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ABSTRACT 
 
One of important issues of the policymakers is to improve output and/or productivity 
growth associated with information and communication technology (ICT) adoption, 
where total factor productivity (TFP) growth related with ICT in the 1990s appeared in 
the US but not in the UK (Jorgenson and Stiroh, 2000; Oliner and Sichel, 2000). The 
general agreement is that ICT can raise output and/or productivity growth via an increase 
in productivity growth in the ICT-producing sectors due to rapid technological progress, 
through capital deepening driven by high levels of investment in ICT equipments, and via 
increases in efficiency in ICT-using sectors that successfully adopt this new technology 
by ICT spillover effects (David, 1990). Due to the small size of ICT-producing industries 
and relatively low level of ICT investments in the UK (Colecchia and Schreyer, 2001; 
Daveri, 2002; Vijselaar and Albers, 2002), the utilization of ICT spillover effects was 
crucial to improving output and/or productivity growth for the UK. However, in most of 
the previous studies, while many concluded ICT spillover effects existed in the US, they 
had mixed results as to whether ICT spillover effects existed in the UK (Schreyer, 2000; 
Basu et al., 2003; Inklaar et al., 2005; Jorgenson et al., 2005). 
 
The objective of this thesis is to contribute to the existing literature by investigating the 
existence of ICT spillover effects in the US and the UK and exploring the reasons for the 
different effects between them. This thesis argues that the mixed findings in the previous 
studies are due to the ignorance of the General-purpose technology (GPT) theory and 
weakness in methodology. Thus, the first step is to build a new framework of measuring 
ICT spillover effects to solve the problems from the existing studies. 
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The main ignorance of the GPT theory is the lack of guidance for the proxy of co-
invention related to ICT investments and for the length of lag. The new framework no 
longer has this ignorance because it uses efficiency as a proxy of co-invention and 
captures the length of lag by years with negative return on ICT capital. The methodology 
employed in the previous studies was inappropriate mainly because of the small sample 
size taken in the ICT study, the two-stage approach used to explore the effect of the 
environmental variables on efficiency and the linear and concavity assumptions on the 
frontiers without taking account of ICT as a GPT. The new framework uses Bayesian 
technique, one-stage approach and non-parametric frontiers to avoid these three 
drawbacks. In addition, the new framework introduces the persistent level of inefficiency, 
using a first-order autoregressive (i.e. AR(1)) structure of inefficiency itself, as one of 
factors that influence ICT spillover effects.  
 
In order to model the new framework which takes into account the non-parametric 
frontiers for capturing negative return of ICT capital, an AR(1) structure of inefficiency, 
the small sample size and factors that influence ICT spillover effects, this thesis has 
developed two non-parametric dynamic stochastic frontier analysis (SFA) models with an 
AR(1) structure and performed the analysis via Bayesian inference. The first model was a 
semi-parametric dynamic stochastic frontier with a time-variant non-parametric frontier 
at the basic level along with a time-invariant linear function for the technical inefficiency 
at the higher-level. The second model relaxed the time-invariant linear functional form 
for technical inefficiency at the higher level. 
 
The results of the new framework showed strong ICT spillover effects in the US with a 
lag of about 6-8 years during 1982-83 to 1988-89, while relatively weaker ICT spillover 
effects in the UK. This can be evidenced by the fact that the UK has been in the process 
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of organizational adjustment up to 2000 due to a longer lag. Thus, in the 1990s, there was 
a lack of TFP growth in the UK. Related to the different ICT spillover effects between 
the US and the UK, the results from the new framework suggested that the various 
persistent levels of inefficiency between the two countries was important, apart from the 
different levels of ICT investment between them mentioned in the previous studies 
(Inklaar, O’Mahony and Timmer, 2003).  
 
JEL Classifications: C51, E13, O30, O33 
Keywords: ICT, Spillovers, GPT, Efficiency, Non-parametric, Bayesian, SFA 
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Chapter 1 Introduction 
Recently, there has been much research on Information and communication technology 
(ICT) spillover effects in the 1990s in the US and the UK (Basu et al., 2003, 2007; 
Schreyer, 2000; Inklaar et al., 2005; Jorgenson et al., 2005). ICT spillover effects mean 
the contributions of ICT capital to TFP growth and thus output growth through the 
increase in the efficiency in ICT-using sectors that successfully adopted ICT (Basu et al., 
2003, 2007). Since the UK do not have a large ICT-producing sector and a high level of 
ICT investment relative to the US (Colecchia and Schreyer, 2001; Daveri, 2002; Vijselaar 
and Albers, 2002), a deeper understanding of the following two questions about ICT 
spillover effects is very important for the UK’s policymakers who want to increase 
productivity and output via ICT. First is whether there are ICT spillover effects in the UK, 
and the second is why the ICT spillover effects in the UK are relatively smaller than that 
in the US? 
 
The objective of this thesis is to answer these two questions. The challenge of the first 
question is that the current empirical studies on ICT spillover effects are weak both in 
their economic theoretical underpinning and their methodology. Theoretically, since the 
neoclassical growth accounting approach does not allow a direct linkage between ICT 
capital and total factor productivity (TFP) growth in ICT-using industries (Stiroh, 2002), 
the GPT theory has been developed to analyse ICT spillover effects (Brynjolfsson and 
Hitt, 2002; Howitt, 1998; Basu et al., 2003, 2007). This theory suggests that ICT capital 
contributes to TFP growth in ICT-using industries through cooperation between some 
unobserved complementary co-invention, but this contribution results in a lag time 
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because the co-invention needs time to develop. However, the GPT theory itself gives 
little guidance on the length of the lag period and the measurements of this co-invention. 
Previous empirical studies usually assumed a lag to be 5-15 years and used the 
organizational capital indicated by the lagged ICT capital growth as a proxy for the co-
invention (Brynjolfsson and Hitt, 2002; Howitt, 1998; Basu et al., 2003, 2007). 
 
In addition, from the perspective of econometric methodology, there are three main 
problems in the existing studies, i.e. the small sample size taken in the ICT study, the 
two-stage approach used to explore the effect of the environmental variable on efficiency, 
and the linear and concavity assumptions on the frontiers without taking account of ICT 
as a GPT. Small ICT data sets have always hindered development of robust, accurate 
estimates of ICT spillover effects (Koop et al., 1999). A two-stage approach is usually 
used to measure the effect of influencing factors of ICT spillovers, which may lead to a 
biased estimate due to the econometric problems (Koop et al., 2000). In addition, a pre-
specified production functional form is also problematic (Lin and Shen, 2002; Lin, 2009). 
Different empirical studies using different assumptions for the stochastic frontier (SF) 
have obtained conflicting results on the same data when efficiency as a component of 
TFP is used to explore the linkage between ICT capital and an organizational structure 
adjustment as indicated by the improvement of efficiency (Shao and Lin, 2001, 2002; Lin, 
2009).  
 
To fill the theoretical and methodological gaps in the current literature, this thesis 
combines the GPT theory and the concept of efficiency to develop a framework to 
measure ICT spillover effects and their influencing factors. The characteristics of this 
framework include: (i) that efficiency is treated as a measurement of co-invention, 
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according to the argument of the GPT theory that co-invention reflects unobserved 
accumulations of intangible organizational capital or an organizational structure 
adjustment like increasing the skilled labour, or both; (ii) that a non-parametric dynamic 
SF is used to capture the length of the lags by years with negative return of ICT capital, 
according to the GPT hypothesis that the association of co-invention with ICT capital 
might lead to initially negative returns on the ICT capital before it could positively 
contribute to the output; (iii) that Bayesian inference is drawn for the two-level models 
with a non-parametric dynamic SF as the basic level and a parametric/non-parametric 
dynamic efficiency function as the higher level that gives accurate estimates on small 
samples; (iv) that a one-stage approach is employed to analyse the effect of influential 
factors of ICT spillovers; and (v) that the persistent level of inefficiency is considered as 
an endogenous factor that influences ICT spillovers.  
 
Based on this framework, a country will have ICT spillover effects if ICT-using 
industries’ efficiencies increase during (or shortly after) the lags1. The results for the UK 
and the US, based on the non-parametric SF functions at the basic-level, showed a strong 
ICT spillover effects in the US with a lag of 6-8 years during 1982/83-1988/89. The UK 
seemed to have ICT spillover effects, but it had been in the process of organizational 
adjustment up to 2000 due to a long lag with 12-13 years during 1988/89-2000. The long 
lag contributed to little TFP growth in the UK in the 1990s.  
 
After investigating the pattern of ICT spillover effects in the UK and the US, the focus of 
this thesis turns to the second question and discusses what leads to the different ICT 
spillover effects between the UK and the US. The framework in this thesis uses 
                                                 
1 If considering a possible lagged appearance of efficiency changes, a country may have ICT spillover effects if ICT-
using industries’ efficiencies increase after the lags.  
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efficiency as a proxy of co-invention and takes into account of both the endogenous and 
exogenous factors related to efficiency. The endogenous factor is the persistent level of 
inefficiency itself measured by an AR(1) structure of inefficiency in the efficiency 
function at the higher level of the framework. The exogenous factors include two 
traditional factors associated with organizational adjustment, which are software 
investment and skilled labour. Based on the parametric/non-parametric efficiency 
function at the higher level of the framework, the results showed that the main reason for 
different ICT spillover effects between the US and the UK is a stronger persistent 
technical inefficiency in the UK than that in the US. Meanwhile, the strong endogenous 
persistent inefficiency in the UK may further limit the influence of exogenous factors on 
inefficiency, such as the supply of skilled labour and software investment. Thus, the 
results from the new framework presented that the various persistent levels of 
inefficiency between the two countries was important, apart from the different levels of 
ICT investment between them mentioned in the previous studies (Inklaar, O’Mahony and 
Timmer, 2003).  
 
This thesis contributes to the existing literature in three aspects. First, a new dynamic 
non-parametric SF approach has been developed and the corresponding Bayesian 
inference has been investigated using Markov Chain Monte Carlo. Consequently a one-
stage approach for statistical inference to measure ICT spillover effect and its influential 
factors can be used.  
 
The second aspect concerns the literature of ICT spillover effects, where this thesis built 
a new framework to measure the length of lag associated with ICT spillover effects by 
combining the GPT theory and the concept of efficiency. The contributions on this aspect 
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can be highlighted as follows: (i) finding negative return of ICT capital initially; (ii) 
measuring the length of the lag by years with negative return of ICT capital;  (iii) using 
efficiency as a proxy of co-invention and getting evidence that efficiency increases 
during the lag period; (iv) introducing the persistent level of inefficiency as one of 
influential factors of ICT spillover effects; and (v) exploring the effects of both the 
persistent level of inefficiency as an endogenous factor and skills and software as the 
exogenous factors of ICT spillovers in a one-stage approach, and finding the endogenous 
factor is dominant.  
 
The third aspect of the contributions is related to the literature in explaining different 
pattern of ICT spillover effects between the US and the UK, where (i) weak ICT spillover 
effects in the UK is suggested, relative to the US; (ii) a reasonable explanation has been 
explored for the question why little TFP growth in the UK in 1990s was found. Finally, 
the persistent level of inefficiency has been considered as a reason of different ICT 
spillover effect between the US and the UK apart from the level of ICT investment 
mentioned by the previous studies. 
 
The remainder of this thesis is organized as follows. Chapter 2 reviews the existing 
literature on ICT spillover effects using neoclassical growth theory, the GPT theory and 
the frontier framework associated with the efficiency. Chapter 3 reports the data used in 
this thesis. Chapter 4 presents two two-level non-parametric SF dynamic models and 
investigates their Bayesian inference. One has a parametric time-invariant efficiency 
function at the higher level while the other has a non-parametric time-variant efficiency 
function; both have a non-parametric dynamic SF at the basic level. Based on these two-
level models, Chapter 5 develops a new framework to measure ICT spillover effects and 
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their influences through cooperation between the GPT theory and efficiency. This 
framework is then employed to investigate ICT spillover effect for the US and the UK 
and the reason for the different ICT spillover effects in the US and the UK in Chapter 6. 
Chapter 7 presents the conclusions.  
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Chapter 2 Literature reviews 
In the field of the engineering and information science, the ICT innovation is making 
significant progress. In economics, empirical studies using the neoclassical growth model 
show that ICT significantly impacted the measured TFP growth of ICT-producing sectors 
in the US in the 1990s (Schreyer, 2000; Jorgenson, Ho and Stiroh, 2005; Triplett and 
Bosworth, 2004; Inklaar, O’Mahony and Timmer, 2003). However, the neoclassical 
growth model does not show whether ICT contributed to measured TFP growth of ICT-
using sectors by ICT spillover effect (e.g. Stiroh, K. J., 2002; Jorgenson, et al., 2005; 
Triplett and Bosworth, 2004; Vijselaar and Albers, 2002; O’Mahony and Vecchi, 2005; 
Jalava and Pohjola 2007). Recent research on the ICT spillover effect has followed two 
directions. One is to use the GPT theory to investigate the unobserved accumulation of 
intangible organizational capital associated with ICT usage in ICT-using sectors (e.g. 
Basu et al., 2003, 2007). The other is to use the productive technical efficiency as an 
economic measure of ICT benefits in organizational performance for those ICT-using 
sectors based on the frontier approach (Shao and Lin, 2001, 2002; Lin, 2009).  
 
Based on this background, this chapter firstly reviewed the analysis of ICT spillover 
effects based on the neoclassical growth models, the GPT theory and the frontier 
framework. The empirical studies of ICT spillover effects in the US and the UK were 
then highlighted.  
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2.1 ICT spillover effects based on the neoclassical 
growth models 
Conceptually, ICT can raise output and/or productivity growth via several routes: (1) an 
increase in productivity growth in the ICT-producing sectors themselves due to rapid 
technological progress, and/or an increase in the size of the fast-growth ICT-producing 
sectors in the economy; (2) capital deepening driven by high levels of investment in ICT 
equipment and (3) increases in efficiency in ICT-using sectors that successfully adopt this 
new technology through ICT spillover effects. Most empirical studies of the impact of 
ICT on output and/or productivity growth have been based on the neoclassical growth 
models, even though they cannot clearly explain ICT spillover effects. 
 
2.1.1 Neoclassical growth models 
2.1.1.1 Neoclassical growth model  
The neoclassical growth model (Solow, 1956) assumes that there is a (value added) 
production function that relates output to labour, capital and technology.  
 
This model claims that: 
z Both endogenous input changes and exogenous technological progress indicated by 
TFP growth contribute to output growth.  
z The economy will converge to a steady state. 
z Exogenous technological progress is the only factor driving economic growth. 
 
(1) Both input changes and TFP growth contribute to output growth 
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The Solow model based on an aggregate production function is2  
),( LKAFY =                    (2.1) 
where K  is the  capital stock, L  is the labour and A  reflects a Hicks-neutral technical 
change. (.)F  presents the relationship between input and output, which is a constant 
return to scale. In practice, two commonly used forms of (.)F  are the Cobb-Douglas and 
the Translog forms. Eq. (2.1) indicates that output growth can be from input 
accumulation (i.e. increases in K  and L ) and technology progress A . A  is usually 
measured by the residual, with the economic meaning  that TFP has  a permanent effect 
on output growth. In contrast, input accumulation has a temporary effect on output 
growth due to the inputs’ diminishing return. The contribution of the inputs is measured 
by the coefficients of these inputs.  
 
In empirical studies, the labour productivity rather than output is usually employed to 
analyse the economic performance. Therefore, Eq. (2.1) can be rewritten as  
)1,/(/ LKAFLY =  or )(kAfy =                (2.2) 
where LYy /=  is the output per worker and LKk /=   is capital stock per worker. Eq. 
(2.2) presents the labour productivity as a function of capital per worker and technology.  
 
(2) The economy converges to a steady state  
Based on Eq. (2.1), in a closed economy, if there is a constant savings rate s, a constant 
population growth rate n, and a constant depreciation rate δ then the net rate of increasing 
capital per worker is 3 
knksfk )()( δ+−=&            (2.3) 
                                                 
2 If knowledge enters the production function with capital, that is Y=F(AK,L), the technology progress is capital-
augmenting. If knowledge enters in the form Y=F(K,AL), the technology progress is labour-augmenting.  
3 If we consider a production function with labour augmentation, i.e. Y=F(K,AL), the break-even investment is 
(n+δ+g)k, in which g is the constant growth rate of the technology. 
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where k& is the rate of change of the capital stock per worker, which is determined by two 
factors. On the supply side, )(ksf  is the actual investment per worker, which relates to 
the output per worker and the proportion of the output used to invest (s). On the demand 
side, (n+δ)k is the break-even investment, which depends on the depreciation of existing 
capital and the capital required by the increased quantity of labour. The break-even 
investment is the minimum investment in an economy needed to prevent k from falling. 
Eq. (2.3) shows that there is a steady state for an economy on the condition k=k*, where 
k* is the capital stock per worker in the equilibrium economy. Note here k& =0 when k=k*. 
For example, if k is initially less than k*, the actual investment sf(k) will exceed the 
break-even investment (n+δ)k. Thus, k&  is positive and k increases. In contrast, k& is 
negative when k exceeds k*. Thus, k converges to k* regardless of the position where k 
starts, and therefore, the economy ultimately reaches equilibrium at k& =0. 
 
(3) Exogenous technological progress is the only driver of the economic growth rate 
A production function with the labour augmentation ),( ALKFY = is based on the 
following assumptions. If the constant growth rate of labour is n , the constant growth rate 
of exogenous variable knowledge is g , i.e. g
A
An
L
L == && , , then the growth rate4 of K  at 
*kk =  is gn + . The growth rate of Y  at *kk =  is also gn +  because ),( ALKFY =  is 
the constant scale return 5 . The growth rate of output per worker at *kk =  
is gngn
L
L
Y
Y
LY
LLYLY
LY
LY =−+=−=−= &&&&&
/
)/()/(
)/(
)/( 2 . Thus, at the equilibrium point *k , 
                                                 
4 The growth rate of K (here ALkK = ) at *kk =  is 
gngn
k
k
L
L
A
A
ALk
kALkLALkA
ALk
kLA
K
K +=++=++=++== 0)( &&&&&&&& . 
5 At the point where *kk = , the growth rate of K  is n+g and the growth rate of AL  is also n+g. Thus, 
gn
Y
Y +=& . 
 21
the output per worker grows at the rate of the exogenous technology growth, g . In other 
words, the sustained economic growth has a constant rate g , which is determined by the 
exogenous technology progress. In the Solow model, the effect of this exogenous 
technology progress is usually explained as the growth of total factor productivity (TFP). 
2.1.1.2 Neoclassical Growth accounting  
In practice, the neoclassical growth accounting is usually used to measure the effect of 
inputs and TFP on output growth. In this approach, the growth rate of output can be 
written as the sum of the growth rate of each inputs weighted according to their 
production elasticities and the growth rate of TFP. Based on Eq. (2.1), two approaches 
can be used in the neoclassical growth accounting. One is the index number approach and 
the other is econometric method. 
 
Index method 
With some conditions including (i) constant returns to scale, (ii) neutral technological 
progress, (iii) producers are price takers in both output and input markets, (iv) firms 
maximize profits and (v) factor markets and product markets are perfectly competitive, 
the elasticity of output with respect to capital is equal to the share of the capital cost in 
the total output, the elasticity of output with respect to labour is equal to the share of the 
labour cost in the total output. Both parts are directly observable. Moreover, constant 
returns to scale imply that the elasticities of the input factors add up to one. In this 
approach, the residual is the total factor productivity (i.e. TFP) growth, which includes 
everything that cannot be explained by input changes.  
 
Econometric method 
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This approach estimates the elasticities of inputs by assuming a production function form. 
Then natural log TFP is simply the estimated sum of the constant and the residual. For 
example, for a natural log-form Cobb-Douglas production function 
lbkacy Δ+Δ+Δ=Δ                          (2.4) 
where kΔ  is the growth of the log-form capital stock , lΔ  is the growth of the log-form 
labour. In this case, a and b are the elasticity of capital and labour respectively and cΔ  is 
TFP growth. However, TFP growth is a biased estimate in this approach due to the 
existence of the noise. To solve this problem, Fuentes et al. (2006) assumed that TFP 
growth was exponential in time trend, with the stochastic function of the growth of the 
per worker product then given by: 
ttt ky εαγ +Δ+=Δ                            (2.5) 
where γ  is the average TFP growth rate, tε is error term and tkΔ  is the growth of the 
capital per worker .  
 
Growth accounting is a common approach to analyse ICT spillover effects in the previous 
studies. The relevant empirical works of ICT spillover effects on this approach were 
reviewed as follows. 
2.1.2 ICT spillover effects based on the neoclassical growth 
model 
According to the third conclusion that exogenous technological progress is the only 
driver of the economic growth rate (i.e. the third conclusion of the neoclassical growth 
model mentioned earlier), the neoclassical growth model predicts no direct relationship 
between ICT and TFP growth for ICT-using industries. Thus, this model can only capture 
the effects of ICT on output from the first two channels (i.e. an increase in TFP growth in 
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the ICT-producing sectors and capital deepening driven by high levels of investment in 
ICT equipment), but cannot measure the ICT spillover effects. Other conceptual 
framework is needed to interpret the effect of ICT on TFP growth for ICT-using 
industries. Some such frameworks like the GPT will be reviewed in the next section. 
 
Before considering such frameworks, it is necessary to describe the failure of the 
neoclassical growth accounting when this approach is used to study ICT spillover effects. 
For the purpose of analyzing the impact of ICT on output, Eq. (2.4) can be rewritten as: 
TFPlkky lICTNonICTNonICTICT Δ+Δ+Δ+Δ=Δ −− εεε    (2.6) 
where yΔ , ICTkΔ , ICTNonk −Δ and lΔ are the growth of the natural log-form real value added, 
ICT-related capital, other forms of capital and labour, respectively, and TFPΔ  is the true 
TFP growth. ε  represents the output elasticity of each input, which equals to the 
observed factor share of each input for the relevant assumptions mentioned in the 
previous section. For ICT capital, this means 
ICT
ICTICTK
ICT pY
KP αε == ,       (2.7) 
where ICTε is the output elasticity of the ICT capital, ICTα is the ICT capital’s factor 
share, ICTKP , is the rental price of ICT capital and p is the output price. 
 
The neoclassical growth accounting function given by Eq. (2.6) has no direct relationship 
between TFP growth and the growth of ICT capital because TFP growth is the output 
growth that is not explained by input growth (Stiroh, K. J., 2002). Thus, output growth of 
ICT-using sectors associated with ICT investment is attributed to ICT capital deepening 
rather than TFP growth, which is supported by previous studies. For example, Baily and 
Gordon (1988) argued that there is no TFP growth from the use of ICT. Thus, the 
neoclassical growth accounting cannot be directly used to measure ICT spillover effects.  
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Although no direct relationship between TFP growth and ICT investment for ICT-using 
industries is predicted by the neoclassical growth accounting, the empirical evidence 
from the neoclassical growth accounting shows that TFP accelerated in a small set of 
intensive ICT-using industries in the US in the 1990s. For example, Jorgenson et al. 
(2005) showed acceleration of TFP in retail trade and a deceleration in wholesale trade in 
the US in 1990s, Triplett and Bosworth (2004) found acceleration in both. Basu et al. 
(2003) concluded the TFP accelerated in finance and wholesale trade in the US in the 
1990s. Timmer et al. (2005) showed a larger set of such industries than Basu et al. (2003). 
This evidence seems to imply a relationship between TFP growth and ICT capital for 
ICT-using industries, which violates the assumption of the neoclassical growth 
accounting. Strioh (2002) argued that this failure could reflect production spillovers. In 
this case, ICT spillover effects lead to the elasticity of ICT capital exceeding ICT 
capital’s measured input share, i.e. ICTε > ICTα . If ICTε = ICTα +w, where w is a wedge 
between the unobserved elasticity and the observed factor share, the measured TFP 
growth is given by 
ICT
TrueMeasured wdkdTFPdTFP +=          (2.8) 
Eq. (2.8) suggests that the conventionally measured TFP growth will be positively 
correlated with ICT capital if the elasticity exceeds the factor share for ICT capital. Thus, 
failures of the neoclassical growth accounting might imply a potential link between ICT 
capital deepening and measured TFP growth.  
 
This explanation stresses a relationship between current ICT capital and current TFP 
growth if we relax some assumptions of the traditional neoclassical growth accounting.  
Although failures of the conventional growth-accounting studies can explain ICT 
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spillover effects, Strioh (2002) did not provide a reasonable theoretical basis for this 
explanation. Strioh presented that the linkage between ICT capital and TFP growth may 
be attributed to embodied technical progress, investment-led organizational change, 
learning-by-doing, technology-induced capital accumulation and positive feedback 
effects.  
 
Stiroh’s work is a representative study of ICT spillover effects in the early stage. Other 
similar studies include Caselli (1999), Greenwood and Yorukoglu (1997), Hobijn and 
Jovanovic (2001). The main problem of the studies in this stage is that the neoclassical 
growth accounting studies generally lack a conceptual framework to interpret movements 
in TFP. Although some studies try to look for the evidence of a “new economy” in which 
ICT has indirect effects on measured TFP in ICT-using industries, in the absence of clear 
theoretical guidance, it is not clear that many would know if they had, in fact, found such 
effect  (see Basu et al., 2003). Recently, economists have attempted to use the GPT 
theory as a conceptual framework to explain ICT spillover (e.g. Basu et al., 2003, 2007). 
This framework stresses that the current TFP growth is positively correlated to the lagged 
ICT investment, which is different from the explanation that the current TFP is related to 
current ICT capital as presented by Eq. (2.8). 
 
2.2 ICT spillover effects based on the GPT model 
Recently, economists have attempted to use the GPT theory to explore ICT “spillover” 
effect (David, 1990; Brynjolfsson & Hitt, 2000; Hall & Trajtenberg, 2004). They argued 
that ICT could be identified as a general-purpose technology that spurs further innovation 
over time in a wider range of industries and ultimately boost growth in their TFP. Since 
the GPT theory predicts that ICT increases productivity of ICT-using industries with a 
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lag via  unobserved complementary innovation associated with ICT investment, two main 
challenges of empirical works on this theory is to seek a good proxy for “unobserved 
complementary innovation” and to estimate the lag. The GPT theory gives little guidance 
to how to select this proxy and how to measure lags. The previous literature such as Basu 
et al. (2007) used lagged ICT capital growth as a proxy and obtained evidence of ICT 
spillover effects for the US. However, they did not capture lag and thus their result based 
on an assumed number among 5-15 years as the lag of the US. Clearly, a more robust and 
exact framework of measuring ICT spillover effects needs to solve these two challenges 
at the same time based on the GPT theory. 
2.2.1 GPT theory 
The notion of General Purpose Technologies (GPTs), first introduced by Bresnahan and 
Trajtenberg in a conference contribution in 1991, was later published as Bresnahan and 
Trajtenberg (1995). The notion of the GPT in Bresnahan and Trajtenberg (1995) is as 
follows. 
 
At any point in time, there are a handful of ‘generic’ or ‘general purpose’ technologies 
(i.e. GPT’s) characterized by their pervasiveness (i.e. they can be used as inputs in a 
wide range of downstream sectors), and by their technological dynamism. 
 
 
About the pervasiveness of GPT, they pointed out that the whole technology system (or 
technological tree) is structured as two levels in any given period. The top level is the 
GPT, which provides some generic function that is vital to the functioning of a large 
segment of existing or potential products and production systems. The bottom level 
includes a large number of product classes or sectors that make use of those GPT. The 
sharing of the GPT among an increasing number of application sectors represents a 
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horizontal spillover, which may reduce the cost of these application sectors (e.g. ICT’s 
network effect). 
 
Secondly, the characteristic of GPT’s technological dynamism means inherent potential 
for technical improvements. In other words, the efficiency of the GPT has been improved 
over time by continuous innovation efforts, which is presented as reductions in the price 
of the produce or as the qualitative improvements in the components embodied in the 
GPT. This leads to the lower costs of the application sectors that used the GPT’s as input.  
Meanwhile, the productivity of R&D in the application sectors increases as a 
consequence of innovation in the GPT, which reflects the GPT related to innovation 
complementarities. This characteristic is a vertical spillover of the GPT. 
 
Clearly, ICT can be treated as a GPT since it satisfies these two GPT characteristics 
(David, 1990; Brynjolfsson & Hitt, 2000; Hall & Trajtenberg, 2004). Firstly, ICT goods 
as an input are widely used by nearly all industries in the whole economy, which 
represents the ICT horizontal spillover. This spillover allows TFP growth of ICT-using 
industries through the channels of network effects. The network effect means that an 
individual ICT user will obtain productivity gain when more and more other ICT users 
appear (Strioh, 2002; Vuijlsteke et al., 2007). For example, if more suppliers and 
customers of an ICT-using industry use the Internet, this industry will improve its 
productivity due reduced communication cost and increased efficiency.  
 
Secondly, ICT-using industries will make more complementary innovations associated 
with ICT for the purpose of maximizing the benefit of ICT investments, which shows the 
ICT vertical spillover (Vuijlsteke et al., 2007). For example, ICT-using firms do not just 
use computers for the purpose of calculating or word-processing, they also facilitate 
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reorganization of production systems, thereby creating ‘complementary innovation’ in the 
form of organizational knowledge. Since creating such complementary innovation needs 
a long period, ICT-using industries should experience a lag in obtaining the final 
potential benefits of ICT. This lag time is usually explained as an ICT spillover process. 
 
Accordingly, treating ICT as a GPT gives two expectations. One is that ICT contributes 
to TFP growth in ICT-using sectors due to ICT horizontal spillover. The other is that the 
effect of ICT on TFP growth in ICT-using sectors should face a long lag due to ICT 
vertical spillover process.  
2.2.2 ICT spillover effects based on GPT theory 
 Empirical studies using the GPT theory use two approaches to measure ICT spillover 
effects. Some try to measure ICT spillover effects within a neoclassical growth 
framework with an augmented neoclassical growth model (e.g. Basu et al., 2003 and 
Basu and Fernald, 2007), while others give up the neoclassical growth framework and 
employ an endogenous growth model (e.g. Vuijlsteke et al., 2007). The empirical results 
of these two approaches suggest the existence of ICT spillover effects in the US. 
However, the length of the lag is still a freely set parameter in these empirical studies. 
 
Augmented neoclassical growth model: 
Basu et al. (2003) and Basu and Fernald (2007) tried to interpret ICT’s general-purpose 
nature in the spirit of the neoclassical growth framework since they assumed that the GPT 
arrives exogenously. That is, they argued that ICT as a GPT stems from the technological 
progress of ICT production and, therefore, this GPT is exogenous for those ICT-using 
industries. In addition, Basu, et al. (2001) found little role of productivity acceleration for 
deviations from constant returns and perfect competition, which gives confidence to 
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using the neoclassical growth framework. 
 
Basu et al. (2003, 2007) used an augmented neoclassical model to measure ICT spillover 
effects by combining the GPT theory and the traditional neoclassical growth model. The 
first challenge was to seek a suitable proxy for the “unobserved complementary 
innovation” predicted by the GPT theory in the world of the neoclassical growth 
framework. In the augmented neoclassical growth model developed by Basu and Fernald 
(2007), “unobserved complementary innovation” is interpreted as a form of capital, 
because many microeconomic, firm-level, and anecdotal studies suggest that ICT-users 
respond in a neoclassical way as firms respond to faster, more powerful computers and 
software by reorganizing and accumulating intangible organizational capital. Thus, 
measured TFP, which omits this intangible organizational investment as output and the 
service flow from organizational capital as an input, is affected. 
 
In their augmented neoclassical growth model, the value added by ICT-using industries is 
given by 
NiLKCKGZFAYQ it
NT
itit
IT
ittititit ,..,1),,),,(( ==+=  , t=1, ...T (2.9) 
where itY  is measured output and itA is the intangible organizational investment flow 
which reflects the time and resource costs of training and creating new business 
structures, tZ is a technology term (i.e. ICT technological progress from ICT-producing 
sectors) that each industry takes as exogenous; ITitK , 
NT
itK and itL are ICT capital stock, 
non-ICT capital stock and labour; itC is individually complementary capital accumulated 
by ICT-using industries which represents business and organizational models or ICT 
training (i.e. the “unobserved complementary innovation” predicted by the GPT theory), 
Since both A and NTitK  investment goods cost the same to produce, the economic 
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difference between the two types of capital is that they interact in different ways with 
ICT capital. In addition, the difference in terms of Y and A is that Y is observable by 
national accountants but A is not 
 
Since complementary organizational capital, itC , is unobservable, the next step of this 
augmented model is to seek an observable proxy for itC . In Basu and Fernald (2007)  
model, observed growth in ICT capital was treated as a reasonable proxy6 of the growth 
in complementary capital, which is given by: 
tCKITK
IT
tt PPkc )/ln( ,,Δ+Δ=Δ σ       (2.10) 
where tcΔ is the growth in complementary capital and ITtkΔ is the growth of observed ICT 
capital. CKITK PP ,, /  is the relative rental rate of ICT capital to complementary capital (see 
Basu et al. , 2007, Eq. (8)). Eq. (2.10) links observed ICT capital growth and the growth 
of “unobserved complementary innovation” predicted by the GPT theory. 
 
After taking account of the effect of itC and itA (Note that taΔ can be obtained 
through tcΔ ), the correct measured TFP is reported as (Basu et al., 2007, Eq. (10)): 
 ,..),~,~( 1 zkkFTFP tt Δ=Δ −       (2.11) 
where ICTKICTK ksk ,, ln
~ Δ= for computers, software and communications equipment is a 
proxy of ICT use. (The interpretations of ICTKs , and ICTKk ,lnΔ  are described later); zΔ is 
the growth of the exogenous technology. In this model, purposeful innovations are 
lumped into C with the assumption that all purposeful innovations are closely linked to 
ICT and all other ‘exogenous’ increases in technology, including the component of 
                                                 
6 Basu, et al.  (2001) found a noticeable role for traditional adjustment costs associated with ICT investment, which 
encouraged to use the observed growth in ICT capital as a proxy for itC . 
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organizational change that spills over as an externality from the sector of origin (e.g. 
ICT’s network effect), are captured by Z. 
 
This augmented model based on the GPT theory described by Eq. (2.11) shows that TFP 
growth (i.e. TFPΔ ) is correlated to ICT use (i.e. k~ ) for ICT-using industries due to the 
existence of complementary capital and related investment flows (i.e. itC and itA ). In 
addition, this model states that TFP growth depends on both current and lagged k~ (i.e. 
1
~,~ −tt kk ), which differs from the conclusion of Stiroh’s work in the neoclassical growth 
model as mentioned in the previous section. Stiroh argued that current TFP growth 
depends on current ICT capital for ICT-using sectors. Finally, this augmented model 
shows that the bias of the measured TFP is small for ICT-using industries with small 
shares of ICT capital or slow ICT capital growth rates. In Eq. (2.11), the correct “proxy” 
for ICT-use (i.e. ICTKICTK ksk ,, ln
~ Δ= ) involves the interaction of ICT-intensity ( ICTKs , is 
the share of computers and software in the gross output) and the growth rate ICTKk ,lnΔ . 
Intuitively, if ICT capital grows quickly but its share is small or the share is large 
(implying complementary capital is likely important) but the growth of ICT capital is 
small, then there is probably not much complementary capital to cause wrong 
measurements.   
 
This understanding of the augmented model based on the GPT theory was then used to 
understand its empirical results in Basu et al. (2007).  Empirical results based on 
industry-level data in the US for this augmented model suggest the existence of ICT 
spillover effects in the US. The U.S. industry results show that the acceleration after the 
mid-1990s was broadly based - located primarily in ICT-using industries rather than ICT 
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producing industries. Furthermore, industry TFP acceleration in the 2000s is positively 
correlated with industry ICT capital growth in the 1990s and negatively correlated with 
increases in ICT usage in the 2000s. These results provide evidence for the conclusion 
that measured TFP rises in ICT-using sectors (reflecting either unobserved accumulation 
of intangible organizational capital, spillover or both), but with a long lag. In addition, 
this evidence also suggests the conclusion of ICT as a GPT because the two expectations 
of ICT as a GPT mentioned in section 2.2.1 are satisfied. 
 
Although this augmented model gives evidence to the theory of ICT as a GPT in the US, 
it is unclear how long the lags are between ICT investment and complementary 
investments. Thus, the lag length is a free parameter in this model and theory gives little 
guidance. The lagged k~  may be last year’s ICT capital accumulation or last decade’s. 
 
Endogenous growth model: 
Solow (1956, 1957) developed the neoclassical growth model and drew the conclusion 
that long run economic growth just depends on exogenous technological progress rather 
than anything else like saving rates. A natural extension was to move this exogenous 
technological progress into the growth model, i.e. technological progress is determined 
by variables in the model. Intuitionally, technology innovations should come from 
knowledge accumulation. For the question how knowledge accumulation impacts 
technical progress, Arrow (1962) concluded that economic growth comes from  “learning 
by doing”7, which indicated that the knowledge accumulation was from the experience of 
producing the new capital goods rather than the result of long research effort. However, 
Romer (1986, 1990) argued that technology is improved by a firm’s investment in 
                                                 
7 Arrow (1962) assumed the stock of knowledge (A ) is a function of total capital stock (K). For example A=Kc and, 
thus, the production function becomes Y=Ka(AL)b=Ka(KcL)b=Ka+cbLb. When c>0, the economy shows ever-increasing 
growth rather than converging to a balanced growth path. 
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research and development (R&D) for a competitive purpose. In his model, R&D 
investment is in the production function. Although a firm’s investment in knowledge still 
faces diminishing returns in his model, the aggregate social level return to knowledge can 
increase. This reflects the knowledge spillover effect. Recent research on endogenous 
growth theory has highlighted several factors including human capital, innovation, 
imperfect competition and creative destruction (Lucas, 1998; Romer, 1990; Grossman 
and Helpman, 1991; Aghion and Howitt, 1992).  
 
International Futures (IFs) is one endogenous growth model to measure ICT spillover 
effects. As mentioned by Vuijlsteke et.al (2007), IFs covers 164 countries for each of 
which there are seven models: population, economic, agricultural, energy, socio-political 
sub-model, international political sub-model, environmental, implicit technology model. 
For each country the economic model includes six sectors (agriculture, energy, primary 
materials, manufactures, services, and ICT) and two household types (high-skilled and 
low-skilled). Each country is modelled through a dynamic general equilibrium seeking-
model: meaning that the system is not in equilibrium at each point in time, it rather 
converges toward equilibrium over time. In this model, ICT can exert its impact on the 
economy through different channels rather than being modelled as a simple input in a 
standard production function. IFs model uses a Cobb-Douglas production function with 
disembodied technology as TFP, capital and labour. Meanwhile, TFP of this model is 
acted as a stock, which can change endogenously in the models. Vuijlsteke et.al (2007) 
used this model to suggest that a more rapid rate of adoption and diffusion of ICT in the 
intensive ICT-using sector lead to a different but rising trend-cycle profile of the TFP 
growth rate.  
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Comparing to the idea of Basu et al. (2007) that ICT capital needs to cooperate with the 
complementary organizational co-invention with a type capital for contribution of TFP 
growth for ICT-using sectors, Vuijlsteke et.al (2007) argued that ICT can influence TFP 
growth of ICT-using sectors by more channels due to the existence of seven elements in 
their model. Thus, the mismatches between these elements may cause the different 
potential level of adopting ICT in the model of Vuijlsteke et.al (2007), but different level 
in both ICT investment and the complementary organizational capital leads to various 
ICT spillover effect in Basu et al. (2003, 2007).  
 
2.3 ICT spillover effects and the efficiency 
Beside the GPT theory, efficiency is also linked to the relationship between ICT and 
productivity of ICT-using industries under the frontier framework. Many management 
information system (MIS) studies have followed this direction (Shao and Lin, 2001, 2002; 
Lin, 2009). These studies highlight the value of ICT in a business production process, 
which reflects the contribution of ICT to organizational performance indicated by 
efficiency. Thus, the efficiency instead of TFP becomes a performance measure of ICT 
value in these studies. However, these studies show that the question of whether the ICT 
capital is positively correlated to productive efficiency of an industry/country depends on 
the specifications of the stochastic production model8.  
 
Compared with the GPT theory, efficiency studies emphasize that ICT capital 
immediately contributes to the organizational performance of ICT-using industries as 
indicated by efficiency, while the GPT studies stress that ICT improves TFP of ICT-using 
                                                 
8  The stochastic production frontier is widely believed to be theoretically and empirically better for 
measuring production efficiency than deterministic approaches like DEA (Schmidt, 1985; Shao and Lin, 
2002; Lin 2009).   
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industries with a lag due to the accumulation of the unobserved complementary 
organizational capital indicated by lagged ICT capital growth. In other words, unlike in 
the GPT theory, the frontier framework does not predict any lag between ICT investment 
and efficiency change. 
 
2.3.1 Efficiency 
2.3.1.1 Introduction of efficiency 
Efficiency is associated with the production frontier, which is introduced here.  
Production theory focuses on the transformation process in which an industry/firm 
utilizes different resources as inputs such as capital and labour and produces tangible 
goods or intangible services as outputs. The non-frontier production such as the 
production function in the traditional neoclassical growth model assumes that all 
industries/firms are fully effective and, thus, the production ignores efficiency term, 
which is clearly unreasonable. In contrast, the production frontier specifies the ideal 
output level with maximum output realizable from a given combination of inputs. 
Conceptually, a production frontier characterizes the minimum input bundles required to 
produce various outputs, or the maximum output producible with various input bundles, 
and a given technology (Kumbhakar and Lovell 2000). 
 
The definition of efficiency is then given based on this frontier. The difference between 
the ideal and actual output levels is deemed the productivity inefficiency (Lin 2009).  The 
producer who operates on the production frontier is technically efficient, while the 
producer that is below the production frontier is technically inefficient (Kumbhakar and 
Lovell 2000).  
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The simplified figure shown in Fig 2.1 illustrates the concepts of a typical production 
frontier f with inputs k and l and output y. According to the production frontier, over time, 
the inefficient firm can catch up to the frontier by becoming less inefficient (efficiency 
change). However, the frontier itself also could shift up over time due to technological 
progress (technical change). In Fig 2.1, the curves in period 1 (t=1) and in period 2 (t=2) 
are the frontiers for period 1 and period 2. The distance between them is TP due to the 
technology progress from period 1 to period 2. Suppose the inefficient firm stay at point 
A at period 1. The inefficiency is the distance between point A and the frontier of period 
1, which is label as ‘TEA’ in Fig 2.1. During period 2, this firm improves its efficiency to 
point B and the distance between point B and the frontier of period 2 is the inefficiency in 
period 2 labelled as ‘TEB’ in Fig 2.1. The change of efficiency between the two periods 
(i.e. TEC) is the vertical distance between ‘TEA’ and ‘TEB’. 
 
 
FIGURE 2.1 Production frontier and technical efficiency 
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2.3.1.2 Efficiency and ICT spillover effects 
Two factors related to ICT spillover effects are ICT investment and TFP growth of ICT-
using industries. Efficiency is linked to these two factors; thus, it can possibly be used to 
investigate ICT spillover effects in a country or an industry. First, efficiency is a 
component of TFP and, thus, it is one important factor in deciding a firm’s TFP. 
Technical efficiency and TFP are two related but different concepts in production theory. 
Shao and Lin (2001: 449) described these two concepts as follows. 
‘With the production technology as given, technical efficiency pertains to getting the most 
out of a set of input resources. Productivity, on the other hand, refers to the effective 
usage of overall resources, without making any assumption for the production technology. 
Therefore, an essential relationship exists between these two constructs: productivity 
growth is the net effect of the change in technical efficiency and the shift in the 
production frontier.’  
 
This could be also presented as: 
 
Productivity growth=technical efficiency change ×  technological change (2.12) 
 
 
Secondly, technical efficiency is only related to the potential utilization of input resources. 
A firm with full production efficiency means that it produces the ideal output for a given 
input bundle and technology. In other words, this firm can obtain all the potential 
contribution of the input due to a better organizational structure (Shao and Lin 2002). For 
example, for an ICT-using firm, an organizational structure based on decentralized 
decision-making may be a better organizational structure to obtain all the potential 
contribution of ICT capital (Caroli and Van Reenen 2001).   
 
Thus, efficiency as a part of TFP can be used to reflect the potential utilization of input 
resource. According to the definition of ICT spillover effects that ICT capital can 
contribute to TFP growth through the increase in the efficiency in ICT-using sectors that 
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successfully adopted ICT, most previous studies try to attribute efficiency change of ICT-
using industries to the adopt of ICT for the purpose of seeking evidence of ICT spillover 
effect (Shao and Lin, 2001, 2002; Lin, 2009). Thus, these existing studies predicted a 
positive contribution of ICT capital to the efficiency change for ICT-using industries and 
attempted to find the relevant evidence. However, there are mixed results for this 
prediction.  Some studies have attributed this to unsuitable measurements of efficiency. 
For example, Lin (2009) argued that using a linear frontier with both/either the Cobb-
Douglas and/or the Translog specification(s) alone might lead to misleading conclusions 
in terms of the contributions of ICT investment to productive efficiency9.  
 
2.3.2 Measurement of the efficiency 
2.3.2.1 Production frontiers  
The two main economic approaches used to estimate the production frontier are 
deterministic production frontiers and stochastic production frontiers. The former does 
not consider random errors and treats the difference between ideal and actual output 
levels as the technical inefficiency. Hence, statistical noise is absorbed into the 
inefficiency, which leads to measured inefficiencies biased from what their actual value. 
The stochastic production frontier takes into account both the technical inefficiency and 
random errors and, therefore, avoids the problem of the deterministic production frontier. 
Thus, Schmidt (1986), Shao and Lin (2001), (2002) and Lin (2009) claimed that the 
stochastic production frontier is a better approach for measuring technical efficiency than 
                                                 
9 Traditional SF models assuming various functional forms may yield mixed findings for the relationship between ICT 
investment and the efficiency of ICT users.  Lin (2009) carried out the estimations and comparisons among four SF 
models with various model specifications, i.e. the generalized Cobb-Douglas (CD), Box-Cox (BC), Box-Tidwell (BT) 
and Translog (TL,), details of which can be found in Appendix A in Lin (2009). The results show that estimates based 
on the BC and BT frontiers indicate that the presence of IT capital as an additional input to the production process does 
not result in a higher efficiency, while the use of IT capital along with ordinary capital and labour does lead to 
efficiency gains in models with CD and TL specifications. 
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the deterministic production frontier.  
2.3.2.2 Stochastic production frontiers 
The stochastic frontier (SF) model first developed by Aigner et al. (1977) and Meeusen 
and van den Broeck (1977) accommodates both a symmetric distributed error and a one-
sided inefficiency random component. The statistical noise reflects the random operating 
environment faced by producers, while the one-sided random error captures different 
types of inefficiencies like organizational failure. The noise is generally a normal 
distribution with zero mean, while the inefficiency can have various distributions. Thus, 
the distribution form of the inefficiency and the functional form need to be assumed in 
advance before estimating the stochastic frontier.  
 
Many forms of distributions have been employed for the inefficiency error in previous 
studies. For example, Aigner et al. (1977) suggested half-normal distributions and 
exponential distributions, Stevenson (1980) used a   truncated normal distribution and 
Greene (1990) proposed a Gamma distribution. However, the form of the distribution 
seems to not have a big influence on the inefficiency estimates. For example, Greene 
(1990) found similar efficiency rankings for firms using the half-normal, truncated 
normal, exponential and Gamma distributions.  
 
In addition, many function forms for the frontier have been used in existing studies. For 
example, linear, log linear (Cobb-Douglas) and constant elasticity of substitution (CES) 
production frontiers were employed in the early stage. However, they have been 
criticized for some inherent restrictions on the production function. For example, 
although the Cobb-Douglas production function satisfies the basic characteristic of quasi-
 40
concavity and monotonicity, it imposes a fixed return to scale and unitary elasticity of 
substitution on the production structure. Then, based on the quadratic Box-Cox model 
developed by Appelbaum (1979) and Berndt and Khaled (1979), the generalized Leontief, 
normalized quadratic and squared-root quadratic production frontiers were used in the 
previous studies. However these all maintain a quasi-homotheticity of the underlying 
technology.  The translog functional form has been widely applied recently since it does 
not include such restriction. The translog function in complete form can be reported as: 
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where ity  is the observed output of firm i  at time t , and x  variables are inputs. j  and l  
are the indexes of the inputs for firms. itu  and itv are efficiency and noise. For a case with 
three inputs, non-ICT capital (NK), ICT capital (IK) and labour (L), the above translog 
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See also Christensen, Jorgenson, and Lau (1971), Griliches and Ringstad (1971) and 
Koop et al. (1999). 
 
Besides research on the distribution form of the inefficiency and the functional form, the 
original SF model was extended to obtain a producer-specific inefficiency (Jondrow et al. 
1982) in a cross-sectional model. Furthermore, the SF model was also applied to panel 
data to obtain consistent estimates of the technical inefficiency and to relax distributional 
assumptions on the inefficiency component (Koop, 2003). Then, the panel extension of 
SF models generates an important issue of how to model the (unobservable) 
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heterogeneity in the inefficiency and the (observable) heterogeneity in the frontier 
parameters in a panel setting. 
 
In the first stage, modelling the (unobservable) heterogeneity in the inefficiency focuses 
on how to handle the possibility of a time variation in the inefficiency in a model using 
panel data. Three models are commonly employed to resolve this issue. The first uses a 
time-invariant technical inefficiency with panel data, i.e. iit uu = for all Tt ,.,1= , 
where iu is the inefficiency. The second assumes an independent and identically 
distributed inefficiency, namely uuit =  for all Tt ,.,1= . The third assumes that the 
technical inefficiency varies deterministically over time, i.e. iit utfu ×= )( where )(tf is 
some deterministic function of time. For example, Battese and Coelli (1992) used 
))(exp()( Tttf −= η where η  is an unknown parameter with its sign determining whether 
the function is non-increasing or non-decreasing. Pitt and Lee (1981), Battese and Coelli 
(1988), Schmidt and Sickles (1984) and Cornwell et al. (1990) attempted other functions. 
Recently, heteroscedastic inefficiency terms have been highlighted (e.g. Hadri, 1999 and 
Hadri et al., 2003). Tsionas (2006) proposed a dynamic inefficiency model based on the 
foundations of existing SF models, in which past values of inefficiency determine the 
current values of inefficiency. This issue will be discussed in Chapter 4. 
 
Further extension of the panel SF models concerns the frontier parameters– observable 
heterogeneity issue. Most previous studies stay in the familiar constant parameter linear 
world where bxbxf ititit =),( , where b is a parameter. One direction of this extension is 
to assume that parameters are time-invariant but allow for cross-sectional heterogeneity 
through random coefficients (e.g. iititit bxbxf =),( ) (Tsionas, 2002), while another is to 
assume that the parameters are constant cross-sectional but vary over time due to 
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technical progress (e.g. tititit bxbxf =),( ) ( Koop et al. 2000; Han, et al., 2005). Recently, 
some have extended the panel SF models to a non-parametric frontier model (Hajargasht, 
2004), details of which are given in Chapter 4. 
 
With these SF models, the next question is how to make estimates with these models. 
When the estimating efficiency and/or productivity is chosen from an array of 
methodologies, several sources of variation should be considered: factor price 
heterogeneity, which in the model can be interpreted as optimisation errors or high 
frequency productivity shocks, noise, and differences in production technologies. There 
is a wide range of approaches, including OLS, ML, GMM, and Bayesian. OLS and ML 
are the more traditional approaches, the GMM-SYS estimator provides the robust 
productivity level and growth estimates of the parametric models with many 
measurement errors or some technological heterogeneity. But accurate estimates from 
these approaches depend on the sample size, particularly in the panel data case. The 
Bayesian approach is the best for small samples. The main challenge of ICT studies is the 
limited data. Thus, the Bayesian inference on the SF model is used in this study of ICT 
spillover effects10.  
 
2.3.3 ICT spillover effects on the efficiency 
ICT spillover effects mean that ICT investments positively correlate to TFP growth of 
ICT-using industries due to organizational adjustments. When the efficiency change is 
                                                 
10 In general, if the number of observations is less than 30, it is regarded as a small sample (Kreft 1996, Bock and 
Sergeant 2002). In my case showed later, the panel data for both the US and UK studies include 24 industries observed 
over a time period of 21 years. Hence, if a linear CD function is used for each year, in total there are eight parameters to 
be estimated (the parameters at the basic level include the constant, and the coefficients of non-ICT capital, ICT capital 
and labour. Likewise, the parameters at the higher level include the constant, the coefficients of the persistent level of 
inefficiency, skilled labour and software). It is clear that the number of observations is small in comparison with the 
number of parameters to be estimated. This is also the case for the non-parametric approach investigated in this thesis 
where the entire functions (the returns of inputs) are to be estimated. My case used three non-parametric functions and 
thus estimate returns of input directly rather than parameters. There are only 24 observations (i.e. 24 industries data) for 
each input in each year (e.g. ICT capital in each year) in my case. 
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used as a proxy of organizational change, the SF models should present a positive 
relationship between ICT investment and efficiency change according to the hypothesis 
of ICT spillover. However, previous empirical studies using traditional SF models have 
shown mixed results (e.g. Lin, 2009). The divergent conclusions can be mainly attributed 
to the different models employed by these studies due to the inherent restrictions of the 
SF models including the assumed frontier form and the inefficiency error distribution.  
 
 The two models most commonly used in ICT spillover studies are: (i) the two-stage 
approach that obtains the efficiency in the first stage and relates it to the ICT investment 
in the second stage (Shao and Lin 2001, 2002, Lee and Guo, 2004), and (ii) the approach 
that compares the efficiency with IT spending as a production factor and the efficiency 
without IT spending in the SF(Lin and Shao 2006, Lin 2009).The first approach is based 
on the (unobservable) heterogeneity in the inefficiency and the second approach is based 
on the traditional linear SF models with the assumed frontier form. The results of the first 
approach have been shown a positive relationship between ICT capital and efficiency, 
while the results of the second approach has shown that this conclusion depends on the 
SF specification.  
 
The persistent level of inefficiency related to the heterogeneity inefficiency has also been 
studied. This may contribute to the divergent conclusion because both two models ignore 
this factor. 
 
 
Two-stage approach for the heterogeneity in the inefficiency term  
The traditional SF models include the implicit assumption that the inefficiency error term 
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is homoskedastic11. That is, the variance of the inefficiency term is constant across 
observations. However, this assumption may be unreasonable. For example, some believe 
that the sources of inefficiency change with the firm size, therefore, the inefficiency error 
varies with the firm size rather than being constant across firms with different sizes. In 
the case of the heterogeneity inefficiency term, Caudill et al. (1995) argued that 
heteroscedasticity in a one-sided inefficiency error resulted in biased parameter estimates 
for the SF. He found that the heterocsedasticity of inefficiency leads to overestimation of 
the intercept and underestimation of the slope for the production frontier.  
 
The exogenous effects on heteroscedastic inefficiency have been examined using 
functions that link the exogenous variables and factors related to the heteroscedastic 
inefficiency error like the mean or variance. For example, Reifschneider and Stevenson 
(1991) did an empirical study of firm-specific inefficiencies in the electric utility industry, 
which incorporated heteroscedasticity into the composite error by allowing the mean of 
the one-side error to change. In addition, Caudill et al. (1995) incorporated size-related 
heteroscedasticity into frontier models by building a function relating the variance of the 
inefficiency error and variables related to firm size. He found that rankings of firms by 
their inefficiency measures are markedly affected by the correction for heteroscedasticity 
with   the possible reason that larger firms have more “under their control”.    
 
The exogenous effect on the heteroscedastic inefficiency provides a possible measure of 
the effect of ICT capital as an exogenous variable on efficiency. The two-stage approach 
based on the traditional linear frontier models is a common approach to measure this 
effect. The existing literature suggests that ICT investment is positively related to 
                                                 
11 Heteroskedastic noise may exist. However, the heteroskedastic noise does not generate serious problems in the panel 
data case. Caudill et al. (1995) argued that OLS estimation yields a mean regression that is not affected by symmetric 
dispersions around the estimate. 
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efficiency increases. For example, Shao and Lin (2001) in their first stage used two 
stochastic production frontiers with the Cobb-Douglas function and the translog function 
to measure technical efficiency scores for firms and then in their second stage related the 
efficiency scores to the corresponding IT investments of the firms. Significant statistical 
evidence suggests that IT exerts a significant favourable impact on technical efficiency, 
which in turn contributes to productivity in an organization.  
 
However, there are two serious econometric problems associated with this two-stage 
formulation as pointed out by Coelli et al. (1998) and Kumbhakar and Lovell (2000). 
First, the assumption of non-correlation between environmental/exogenous variables and 
production frontier input variables must stand. If they are correlated, the estimated 
inefficiency in the first stage is biased, through the calculation involving those biased 
parameter estimates representing the production frontier due to the omission of the 
relevant environmental/exogenous variables in the first stage estimation. The second 
problem lies in the contradiction in the treatment of inefficiencies. Inefficiencies are 
modelled as a function of exogenous/environmental variables in the second stage which 
is conflicting to the presumed assumption of an independently identically distribution in 
the first stage. Based on the Monte Carlo experiment, Wang and Schmidt (2002) stated 
that this bias could be very severe. Furthermore, Koop et al. (1999) argued that this two-
stage approach is unsatisfactory, as it would lead to substantial (generated) regressor 
problems due to the use of estimated means as input data in the second stage, and 
ignorance of large uncertainty in the point estimates. 
 
Traditional SF model with the assumptions of frontier form  
Later studies, instead of using a two-stage approach, measured the effect of ICT on 
efficiency by comparing the efficiency with and without IT spending as a production 
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factor. Other frontier models beyond the Cobb-Douglas function and the Translog 
function have also been tested on industry-level and country-level data.  
 
These extensions have lead to mixed results for the positive relationship between ICT 
investment and efficiency for ICT users. For example, Lin and Shao (2006) estimated the 
IT business value in terms of the impact of IT on technical efficiency, based on the 
constant elasticity of substitution (CES) stochastic production frontier model, at three 
level in firms, in an industry and in an industrial sector. They found that the relationship 
between technical efficiency and IT investment is not robust with respect to the 
specifications of the CES production frontier, which contradicts the conclusions reached 
by Shao and Lin (2001, 2002) and Brynjolfsson and Hitt (1996, 2000). Lin (2009) tested 
four other linear SF models for the same purpose, the generalized Cobb-Douglas (CD), 
Box-Cox (BC), Box-Tidwell (BT) and Translog (TL), whose specifications can be found 
in appendix A in Lin (2009). Lin compared the estimate of the CD, BC, BT and TL 
models to show that the estimates based on the BC and BT frontiers indicate that the 
presence of IT capital as an additional input to the production process does not result in a 
higher efficiency, while the CD and TL frontiers use of IT capital along with ordinary 
capital and ordinary labour leads to efficiency gains. Thus, Lin concluded that the CD or 
TL models alone might lead to misleading conclusions concerning the contributions of IT 
investment to productivity efficiency. However, the CD and TL functions have been 
widely used in applied research (e.g. Dewan and Kraemer, 2000, Lee and Guo 2005.) 
with excellent results.  
 
Persistent level of inefficiency due to heterogeneity in the inefficiency  
In addition to the exogenous effects on the heteroscedastic inefficiency used in the two-
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stage approach, other studies have looked at the endogenous effects on the 
heteroscedastic inefficiency. Unlike the exogenous effects, the endogenous effects 
emphasise the effect of inefficiency itself.  For example, Tsionas (2006) use an AR(1) 
structure of inefficiency to capture the effect of the past inefficiency on the current 
inefficiency. In this case, the heteroscedastic inefficiency may be due to different 
historical developments of inefficiency for different firms. The economic explanation of 
this endogenous effect is that firms need to pay adjustment costs when they improve their 
efficiency. A high adjustment cost may then lead to a persistent level of inefficiency for a 
firm. Different persistent level for inefficiency across firms becomes another possible 
reason of heteroscedastic inefficiency, in addition to the exogenous environmental 
variables. 
  
The endogenous effect is important when investigating the relationship between ICT 
investment and efficiency change. Based on the consensus that the ICT spillover effect is 
related to the adjustment cost, the endogenous effect due to the adjustment cost should be 
considered when modelling. For example, Brynjolffson, et al. (2002) argued that there 
was a $9 complementary cost for every $1 of ICT investment and they explained this 
complementary cost as the organizational adjustment cost.  However, there are few 
empirical studies on this issue. The main reason may be that the estimates are too 
complex. Although Tsionas (2006) built a dynamic SF model with included endogenous 
factors, this model has not been employed to analysis ICT spillover effects. 
 
2.4 ICT spillover effects in the US and the UK  
This section reviews the empirical studies of ICT spillover effects in the US and the UK 
using the three analysis frameworks including the neoclassical growth model, the GPT 
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theory and frontier framework with efficiency. The effect of ICT spillover in the UK is 
uncertain in all three frameworks, while both the neoclassical growth model and the GPT 
theory confirm ICT spillover effects in the US.  
 
2.4.1 Evidence based on the neoclassical growth models 
Empirical studies using the neoclassical growth accounting have shown that TFP 
acceleration appeared in a small set of ICT-using industries with heavy ICT investment in 
the US in 1990s, in particular in the service sector of the economy, such as finance and 
distributive trade sectors (Basu et al., 2003; Triplett and Bosworth, 2004; Jorgenson et al. 
2005; Inklaar et al., 2005), although the neoclassical growth accounting cannot determine 
whether this TFP growth is due to ICT capital growth. In contrast, studies in the UK have 
yielded mixed findings. Schreyer (2000) reported little evidence for a link between ICT 
capital and TFP growth of ICT-using industries for the G7 countries. Inklaar et al. (2005) 
found that TFP accelerated in a small set of service industries such as retail and finance in 
the US, but not in the UK, France, Germany or the Netherlands in the 1990s. Jorgenson, 
et al. (2005), Triplett and Bosworth (2004), Vijselaar and Albers (2002), O’Mahony and 
Vecchi (2005) and Jalava and Pohjola (2007) found similar conclusions. However, Van 
Ark et al. (2008) concluded that TFP accelerated growth in the retail trade sector of the 
UK and in wholesale trade in the Netherlands after 1995. These observations imply that 
growth accounting studies do not accurately capture the presence of ICT spillover effects 
in the UK.  
 
2.4.2 Evidence based on the GPT models 
The GPT theory argues that ICT capital contributes to TFP growth with a lag due to 
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organizational adjustments. By using lagged ICT capital growth as a proxy for 
unobservable complementary organizational co-invention, Basu et al. (2007) obtained 
evidence of ICT spillover effects in the US in the 1990s, with the current TFP growth 
positively correlated with lagged ICT investment, but negatively correlated with current 
ICT investment. However, Basu et al. (2003) found that TFP growth in the UK did not 
appear correlated with lagged ICT capital (stock growth, which suggests that lagged ICT 
capital growth is a poor proxy for unobserved UK complementary capital accumulation 
or that no ICT spillover effect exists in the UK, unlike the US. They argued that the UK 
has ICT spillover effects when using ICT investment growth12 as a proxy for unmeasured 
investment in complementary capital. However, they found that ICT could not explain 
the observed TFP slowdown because the net effect of ICT on TFP was positive in the 
1990s. Indeed, these findings do not provide strong evidence for ICT spillover effects in 
the UK. Other studies have reported similar conclusions for the UK ( Daveri,  2002, van 
de Wiel et al. 2005,  Hagemann 2008). Thus, further studies should be done for this issue. 
 
2.4.3 Evidence based on the efficiency 
Lin (2009) tested the contribution of ICT investment to efficiency for the UK and the US. 
His results reported in TABLE 2.1 provide mixed findings. For example, the result of the 
Cobb-Douglas SF model showed that the IT investments lead to an increase in production 
efficiency for both the UK and the US over the period of 1993-1999. The level of IT 
investment effect on efficiency in the US was moderate (8.51%), less than Germany’s 
(15.76%) but larger than the UK’s (5.37%). However, evidence from the Box-Cox model 
                                                 
12 Basu et al. (2003) used ICT investment growth rather than ICT capital stock growth to act as a proxy of the 
complementary capital in the UK. They argued that the proxy of lagged ICT capital stock (Kt-1) used in the US was 
suitable for the case of ICT spillover effects with very long lags, but the proxy of lagged ICT investment (It-1) should 
work well for the ICT spillover effects with a short lag (e.g. the reorganization was contemporaneous with the ICT 
investment).  
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indicated that only the US has a positive effect of ICT investment on efficiency, which is 
consistent with the neoclassical growth model’s common conclusion that ICT spillover 
effects appear in the US but not in the UK (Susiluoto 2003, Inklaar, et al., 2007). Thus, 
we should seek a more robust analysis framework of ICT spillover effects. 
TABLE 2.1 Does IT investment increases or reduces the average efficiency 
Country CD % BC % BT % TL % 
US I 8.51 I 3.73 R -10.05 R -1.12 
FR I 0.08 R -9.54 R -21.51 R -0.44 
GM I 15.76 R -43.90 R -35.91 R -1.44 
UK I 5.37 R -17.54 R -18.14 I 1.85 
Note: (i) CD, BC, BT and TL represent the generalized Cobb-Douglas, Box-Cox, Box-Tidwell and translog 
SF models. (ii) ‘R’ means ‘reduce’ and ‘I’ is ‘ increase’. 
 
2.5 Concluding remarks 
The literature review shows that the study of ICT spillover effects is still in an early stage. 
On the theoretical side, although the GPT theory provides a theoretical explanation for 
the ICT spillover, the GPT theory gives little guidance for the measurement of the lag 
time and the proxy for the intangible complementary reorganization. Chapter 5 will build 
a new framework of measuring ICT spillover effects to bridge these two gaps by 
combining the GPT theory and efficiency.  
 
Concerning methodologies, as another concept related to the ICT spillover effects, 
efficiency seems not to be positively related to ICT investment due to the methodology 
problems that include the assumed frontier form, the biased estimate of the two-stage 
approach due to exogenous heteroscedastic inefficiency terms, ignoring of endogenous 
heteroscedastic inefficiency terms and limited data. Chapter 4 will present a dynamic 
semi-parametric SF model and a dynamic nonparametric SF model to deal with the first 
three problems with Bayesian inferences of these models employed to obtain an accurate 
estimate from small data sets.  
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Empirical studies have shown the US seems to have ICT spillover while the UK is not 
clear. The reason of the mixed findings for the UK is weakness of the three frameworks 
used by the previous studies. For example, the existing framework on the GPT theory 
cannot obtain a compatible result for the US and the UK due to little guidance of the 
length of lag and the proxy of co-invention, and the existing frontier framework is similar 
due to the assumption of frontier forms and the weakness of two-stage approach. Chapter 
6 will investigate ICT spillover effects of the US and the UK and examine the reason for 
the different ICT spillover effects between the UK and the US through the more robust 
framework built in Chapter 5. 
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Chapter 3 Data descriptions 
This thesis focuses on ICT spillover effects in the US and the UK using industry-level 
data for ICT-using industries. Data is taken from the EU KLEMS Project Database 
(http://www.euklems.net), which provides the panel industry-level information including 
value added, real gross fixed capital stock of ICT and non-ICT assets, total hours worked 
by persons engaged, high skilled labour share and software share. 
 
The panel data includes annual time-series data for 24 ICT-using industries from the UK 
and the US during 1980-2000. The reason for using just the data during 1980-2000 is that 
computers played a limited role in ICT-usage before 1980. Jorgenson and Stiroh (1995) 
found ICT equipment of the US provided just 0.56% of total flow of real services from 
non-residential producers of durable equipment stock in 1979, but this rose to 13.8% by 
1990 (Cohen 2006). Since the objective of this study is ICT spillover effects in ICT-using 
industries, ignoring data from before 1980 should have no effect on the conclusions. The 
24 industries and their SIC classification numbers are listed in TABLE 3.1. 
 
The raw data series are value added, real gross fixed capital stocks of ICT and non-ICT 
assets, total hours worked by persons engaged, highly skilled labour share (share in total 
hours) and software share (share in ICT assets).  The variables used in this thesis are 
output, ICT capital stock, non-ICT capital stock, labour, highly skilled labour share and 
software share, which are measured as follows. 
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TABLE 3.1 SIC classification numbers of 24 industries 
Industries Code 
    
  MARKET SERVICES, EXCLUDING POST AND TELECOMMUNICATIONS MSERV 
    Sale and repair of motor vehicles and motorcycles; retail sale of fuel 50 
    Wholesale trade and commission trade 51 
    Retail trade, except of motor vehicles and motorcycles  52 
    Transport and storage 60t63 
    Financial intermediation J 
    Renting of machinery and equipment and other business activities 71t74 
    Hotels and restaurants H 
    Other community, social and personal services O 
  
  GOODS PRODUCING, EXCLUDING ELECTRICAL MACHINERY GOODS 
     Food products, beverages and tobacco 15t16 
     Textiles, textile products, leather and footwear 17t19 
     Manufacturing; recycling 36t37 
     Wood and products of wood and cork 20 
     Pulp, paper, paper products, printing and publishing 21t22 
     Coke, refined petroleum products and nuclear fuel 23 
     Chemicals and chemical products 24 
     Rubber and plastics products 25 
     Other non-metallic mineral products 26 
     Basic metals and fabricated metal products 27t28 
     Machinery 29 
     Transport equipment 34t35 
   Mining and quarrying C 
     Electricity, gas and water supplies E 
     Construction F 
     Agriculture, hunting, forestry and fishing AtB 
 
3.1 Output 
The raw series of the value added is measured in the local currency unit at the current 
prices for the UK. For the purpose of comparison between the UK and the US, these raw 
values needed to be changed to prices for the same base year in dollars for both countries. 
First, because the raw data for the real gross fixed capital stock of ICT, non-ICT and 
software assets use 1995 prices, the value added data for both countries was converted 
into constant prices based on the year 1995 using the industry GDP deflators from the 
GGDC database (www.GGDC.net). Then, the value added data for the UK at the 
constant 1995 prices in the local currency unit are transferred to value added data for the 
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UK at the 1995 prices in US dollars using the purchasing power parity (PPP) exchange 
rates from the GGDC database (www.GGDC.net) or the ESDS database 
(www.esds.ac.uk). The natural log of the value added at the 1995 price in US dollars for 
both countries is then used as the output variable in this thesis. 
3.2 Labour 
The EU KLEMS Project Database provides various labour measurement data. The 
simplest measurement of labour variable is a head count of employees. However, this 
reflects neither changes in the average hours worked per employee nor changes in the 
labour quality. A first refinement to this measure is to use number of hours actually 
worked which bears a closer relationship to the amount of productive services provided 
by workers than simple head counts. Thus, the natural log of the raw series of the total 
hours worked by persons engaged is used as the labour measurement in this thesis. 
3.3 ICT capital stock and non-ICT capital stock 
The EU KLEMS Project Database provides raw data for the real gross fixed capital stock 
for ICT and non-ICT assets for the US and the UK. However, they are measured in local 
currency units at constant 1995 prices for both countries. For the cross-country 
comparison, the local currency units in these two data series in the UK are converted to 
US dollars based on the purchasing power parity (PPP) exchange rates from the GGDC 
database (www.GGDC.net) or the ESDS database (www.esds.ac.uk). The natural log of 
the real gross fixed capital stock for the ICT and non-ICT assets in 1995 US dollars for 
both countries is then used as the ICT capital stock and non-ICT capital stock variables in 
this thesis. 
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3.4 Skilled labour share and software share 
The EU KLEMS Project Database provides raw data for the hours worked by highly 
skilled persons (as share of total hours). Thus, the natural log of the hours worked by 
highly skilled persons (as share of total hours) is used as the highly skilled labour share 
variable in this thesis. However, the definitions of higher education differ between the US 
and the UK. TABLE 3.2 given a short overview of the definitions used for highly skilled 
in the US and the UK. The software share is simply the proportion of the software capital 
stock relative to the ICT capital stock for the UK and the US. 
TABLE 3.2 Definition of highly skilled labour for the US and the UK 
Country Definition of highly skilled labour 
US College graduate and above 
UK University degree 
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Appendix 
A summary of descriptive statistics for the two samples in this thesis 
Table 3.3 displays a summary of descriptive statistics for the two samples used in 
Chapter 6 of this thesis. These two samples consist of a balanced panel of annually time-
series data for 24 ICT-using industries during 1980-2000 for the US and UK respectively. 
TABLE 3.3 Descriptive statistics for panel data of US and UK in year 1980 to 2000 
 US UK 
 All 24 industries All 24 industries 
Variables Mean Std Minimum Maximum Mean Std Minimum Maximum
Output (millions of $) 160,442 133,522 22,014 573,976 26,995 18,860 2,990 85,266
Labour(millions hours) 5,838 5,147 347 21,866 1,157 928 51 4,037
Non-ICT capital (millions of $) 229,740 204,606 30,775 814,969 40,244 34,418 4,478 120,565
ICT capital (millions of $) 20,849 40,047 553 183,041 2,733 4,158 60 17,360
Skilled labour(%) 19 10 7 43 7 4 3 22
Software share(%) 37 16 4 65 59 17 17 82
Sample counts 504 504 
 
General method to measure the aggregate capital stock 
In general, the aggregate capital stock can be written as: 
∑
=
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where sd is the decay factor for an investment  s years old and  stI − is the real gross 
investment of vintage s. On the condition that the rate of decay is constant over time (i.e. 
geometric rate of decay, d), the aggregate capital stock is 1)1( −−+= ttt KdIK . Oulton 
and Srinivasan (2003) argued that the geometric rate of decay, d, is equal to the 
depreciation rate, tδ . Based on the definition that depreciation measures the difference 
between the price of a new and a one-year old asset at time t, tδ is given as: 
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where jtp , is the price of an asset of age j at time t and the numerator 1,, +− jtjt pp is the 
capital gains/losses ( jtf , ) that is the change in the price of a new asset between periods t-
1 and t. If the depreciation rate of the asset is constant, jjj ppp /)( 1+−=δ .  
 
Considering depreciation and capital gains/losses, the rental price ( jt ,ρ ) for the capital 
services of a capital input of age j at time t is: 
jtjtjtjjt fppr ,,,1, −×+×= − δρ  
where tr  is the nominal rate of return during period t. The rental price is the price a 
company is willing to pay to rent the capital goods instead of buying them. A profit-
maximizing firm will hire capital goods at the point when the rental price is equal to the 
marginal revenue of the product of the capital good (Draca et al., 2006). 
 
Depreciation Rate of ICT Assets 
ICT assets experience dramatic price and quality changes over short times. Thus, nominal 
ICT asset flows must be carefully converted into real flows for ICT assets since ICT 
assets have special depreciation rates than non-ICT assets. The depreciation rate is the 
rate of value decay of different vintages of an investment. In the US, Bureau of Economic 
Analysis (BEA) and Bureau of Labour Statistics (BLS) developed quality-adjusted prices 
for computer equipment (Grimm et al., 2002). Since the 1990s, the deflators used by 
BEA for computers have been derived from the producer price index (PPI) and the import 
price index 13 . BLS uses hedonic techniques to adjust the quality for ICT assets 14 
(Holdway 2001). 
                                                 
13 In BEA, before the 1999 revision, the estimated depreciation rates for computers were cohort and specific according 
to the study by Oliner (1993), but after 1999, a new revision of the National Income and Product Accounts (NIPA) 
based on Lane (1999) gave a new depreciation rate of 0.3119 for PCs only. Since 2003, the depreciation rate has been 
adjusted again from 0.3119 to 0.34 based on Doms et al. (2004). 
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EU statistics for ICT assets lag behind the US since EU members use different country 
specific industry level data sets for ICT investment flows. Van Ark et al., (2002) 
combined official statistics on ICT flows at the industry level for EU members using the 
US methodology (e.g. depreciation patterns and hedonic prices). First, they use the price 
index harmonization method (Schreyer 2002) to make country specific data deflators for 
EU members. Then they used a US deflator to adjust for the inflation in each country to 
obtain the investment flow. Finally, they calculated the capital stocks by PIM using the 
US depreciation rates from Jorgenson and Stiroh (2000). This database is used in this 
study as relative data for the UK. 
 
Perpetual Inventory Method (PIM) 
Both the BEA and BLS use real investment figures to develop capital stocks using the 
Perpetual Inventory Method (PIM), for assets and industry. The standard perpetual 
inventory method (PIM) is  
 titititi KIKK ,1,,1, *δ−+= ++                       
where tiK , is the capital stock of sector i at period t, tiI , is the capital 
formation/investment and δ  is the depreciation rate. If only investment data is available, 
following Pham et al. (2002) and Young (1995), the raw capital stock series are 
initialised by assuming that the investment growth rate in the first five years of the 
national accounts investment series is representative of the growth of investment prior to 
the beginning of the series.  That is,  
 )/()1()1()1( 0,
0 0
1
0,1,0, δδδ +=−+=−= ∑ ∑∞
=
∞
=
−−
−− ii
t t
tt
ii
t
tii gIgIIK        
                                                                                                                                                 
14 BLS uses a hyperbolic age-efficiency function (see http://www.bls.gov/web/mprcaptl.htm). 
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where Ii,0 is the first year of investment data, gi is the average growth in the first five 
years of the investment series and δ   is the depreciation rate. Past studies have shown 
that given positive rates of depreciation and a sufficiently long investment series, the PIM 
is insensitive to the level of capital used to initialise the series15. 
                                                 
15 This assumption is valid if there is a sufficient burn-in period during which the capital stock is calculated but not 
used in the estimating equation.  
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Chapter 4 Methodology: Bayesian inference 
for the stochastic frontier models 
As mentioned in the literature review in Chapter 2, the traditional stochastic frontier 
analysis is based on a specific parametric SF form and suffers from bias due to 
endogenous and exogenous heteroscedastic inefficiency terms. Apart from that, it is 
difficult to draw statistical inference using traditional stochastic frontier analyses when 
samples are small. Thus, this chapter develops new econometric methodologies for 
stochastic frontier analyses. Two two-level stochastic frontier models are developed and 
their Bayesian inference will be investigated.  
  
First, a semi-parametric dynamic stochastic frontier model will be considered. It has a 
time-variant non-parametric frontier at the basic level and a time-invariant linear equation 
for the technical inefficiency at the higher level so that both frontiers and technical 
inefficiencies can be modelled simultaneously in one stage. Then in the second model, 
the time-invariant linear function at the higher level for the technical inefficiency will be 
further extended to a time-variant non-parametric form. These two models can be seen as 
a generalization from the existing specific models, that is, they can be applied to more 
general scenarios. In particular, each of the two models collapses to a one level non-
parametric time-variant frontier model investigated in Hajargasht (2004) if the higher 
level is ignored, and boils down to the two-level model investigated in Tsionas (2006) if a 
linear time-invariant structure is used at the basic level.  
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Both models can address these problems in the following ways: (a) the non-parametric 
frontier at the basic level relaxes the assumption of the frontier form; (b) the higher level 
takes into account the endogenous heteroscedastic inefficiency terms through an AR(1) 
structure of inefficiency; and (c) the two-level one-stage model avoids the econometric 
bias of the two-stage approach due to exogenous heteroscedastic inefficiency terms.   
 
Overall, statistical inference for stochastic frontiers may be classified into two different 
categories: the frequentists’ approach using the maximum likelihood method and the 
method of moments, and the Bayesian approach. In recent years, considerable attention 
has been paid to the Bayesian approach. The Bayesian approach incorporates prior 
knowledge into the analysis. Consequently, statistical analysis can be carried out 
accurately on the basis of the posterior distributions of the parameters of interest, so that 
it does not rely on asymptotic theory and the assumption of large samples. This is 
particularly useful when the data sample is small. This chapter highlights the Bayesian 
inference for the stochastic frontier analysis.  
 
The remainder of this chapter is organized as follows: we first summarize the existing 
stochastic models using Bayesian approaches and then develops the two new models. 
4.1 Summary of existing approaches  
This section briefly summarizes some important stochastic frontier models involving 
Bayesian analysis, including model specifications, derivations of posterior distributions 
and computational issues.  
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4.1.1 Bayesian analysis and MCMC 
First, a brief introduction to Bayesian inference and MCMC is given. This forms the basis 
for the rest of the discussions on Bayesian analysis for stochastic frontier analysis in this 
chapter.  
 
4.1.1.1 Introduction to the Bayesian approach 
Bayesian approach for stochastic frontier analyses have been investigated in a series of 
papers by van Den Broeck, et al. (1994) and Koop, et al. (1995, 1997, 1998, 1999, 2000).  
 
The key point in the Bayesian approach is the concept of prior distributions and posterior 
distributions.  For a vector of unobservable parameters ),...,( 1 ′= kθθθ  that seeks to 
explain data, y, θ  is treated as random with a specified prior distribution, )(θp , in the 
Bayesian approach, whereas θ  is an unknown constant vector in the classical method. 
Then, a model for the data is assumed: )|( θyP  for the given θ . This difference leads to 
the classical method focusing on the information in the data (sample) while the Bayesian 
approach considers the information contained in both the data and the prior distribution, 
where the prior distribution contains non-data information available about θ . The 
posterior distribution )|( yθp  is derived via Bayes’ law as follows: 
)|()()|( θyθyθ Ppp ∝  
where ‘∝ ’ stands for proportionality. Bayes’ law shows how the subjective probability 
distribution of θ  is modified by the observation of y.  
 
Bayes’ law shows that the posterior distribution combines information from the prior 
distribution and the current data, thus it summarizes all we know about θ  after (i.e. 
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posterior to) seeing the data. Bayesian inference for a model is based on the posterior 
distribution only (Koop, 2003).   
 
4.1.1.2 Gibbs-sampler 
In Bayesian analysis, statistical inference for a k-dimensional vector of the parameters of 
interest ),...,( 1 ′= kθθθ is drawn using the posterior distribution )|( yθp . The marginal 
posterior density of iθ  is in principle defined by integrating the joint posterior density of 
θ  with respect to all elements of θ  other than iθ . However, this integration generally 
cannot be computed analytically.  
 
Computational issues for Bayesian analysis are usually addressed via a simulation tool 
referred to as a Markov chain Monte Carlo (MCMC), including the importance sampling 
technique, Gibbs-sampler, Metropolis-Hastings algorithm, and data augmentation 
technique. For instance, van Den Broeck, et al. (1994) use importance sampling to reveal 
features of the posterior distribution of )|( yθp . Koop et al. (2000) use the Gibbs sampler 
to draw information from the posterior distribution.  
 
Gibbs sampler can be used to carry out posterior simulations if we know the full 
conditional posterior distributions, which define a posterior for each block conditional on 
all the other blocks. Specifically, if θ  is partitioned into several blocks as 
),..,( )()1( ′′′= Bθθθ  where )( jθ is a scalar or vector ( Bj ,..,2,1= ), the Gibbs sampler 
involves the following steps:  
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Step 1. Randomly choose a starting value, )0(θ . Under regularity conditions (Koop, 2003), 
initial draws do not influence that the Gibbs sample converges to a sequence of 
draws from )|( yθp  when enough replications are taken and the first 0s  burn-in 
replications are dropped. The remaining 1s  draws are retained for statistical 
inference such as calculating }|)({ yθgE .  
 
Step 2. Take a random draw, )( )1(
sθ , from ),..,,,|( )1( )(
)1(
)3(
)1(
)2()1(
−−− s
B
ssp θθθyθ  and then take a 
random draw, )( )2(
sθ , from ).,..,,,|( )1( )(
)1(
)3(
)(
)1()2(
−− s
B
ssp θθθyθ Continue this process until 
)(
)(
s
Bθ  is taken from ).,..,,,|(
)(
)1(
)(
)2(
)(
)1()(
s
B
ss
Bp −θθθyθ  
 
Step 3. For the obtained set of draws, )(sθ , drop the first 0s  to eliminate the effect of the 
initialization on )0(θ . By the weak law of large numbers, if ∑+
+=
= 10
0
1
1
)(
1
)(1
ss
ss
s
s gs
g θ) , 
then
1s
g)  converges to }|)({ yθgE  as 1s  goes to infinity. 
 
Thus, the key step in the Gibbs sampler is to derive the full conditional posterior 
distributions.  
 
4.1.1.3 Metropolis-Hastings algorithm 
 
In the Gibbs sampler it is assumed that we can take random draws fromthe full 
conditional posterior distributions. When random draws from a conditional posterior 
distribution are difficult to take; the Metropolis-Hastings algorithm can be used instead to 
simulate the posterior.  
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The Metropolis-Hastings algorithm uses a candidate generating density for the draws 
rather than drawing directly from the posterior distribution. Note that not all candidate 
draws are accepted, but they are accepted based on the Metropolis-Hastings algorithm. 
The Metropolis-Hastings algorithm involves the following steps:  
 
Step 1. Choose a starting value, )0(θ . 
 
Step 2. Take a candidate draw, *θ  from the candidate generating density, ),( )1( θθ −sq . 
 
Step 3. Calculate an acceptance probability, ),( *)1( θθ −sα , where the acceptance 
probability is given by ]1,
);()|(
);()|(min[),( *)1()1(
)1(**
*)1(
θθθyθθ
θθθyθθ
θθ ==
=== −−
−
−
ss
s
s
qp
qpα , )|( * yθθ =p  
is the posterior density evaluated at the point *θθ = , and );( )1(* −= sq θθθ is the density of 
random variable θ  evaluated at the point )1( −= sθθ . 
     
Step 4. Set *)( θθ =s  with probability ),( *)1( θθ −sα  and set )1()( −= ss θθ  with 
probability ),(1 *)1( θθ −− sα . 
 
Step 5. Repeat steps 2-4 10 ss +  times. 
 
Step 6. Drop the first 0s  to eliminate the effect of the initialization on 
)0(θ . Then take the 
average of the 1s  draws )(),..,(
)()1( 100 sss gg ++ θθ . The weak law of large numbers 
 66
can be invoked to show that, if ∑+
+=
= 10
0
1
1
)(
1
)(1
ss
ss
s
s gs
g θ) , then
1s
g) converges to 
}|)({ yθgE as 1s  goes to infinity. 
 
A combination of the Gibbs sampler and the Metropolis-Hastings algorithm can be used 
in practice. This is useful when some blocks of the parameters are easy to draw using the 
Gibbs sampler but others are not so that the Metropolis-Hastings algorithm must be used. 
 
4.1.1.4 Differences between the Bayesian and Maximum-
likelihood approaches 
 
Both the Bayesian approach and classical econometric methods like MLE can be used to 
estimate frontiers and inefficiencies. There are many advantages to using Bayesian 
analysis compared with classical econometric methods, such as its flexibility in dealing 
with missing data. In particular, for the purpose of this thesis, the major advantages of the 
Bayesian approach include: (a) it takes into account uncertainties in the parameters of 
interest by assigning probability distributions; (b) it enables exact small sample results 
because the Bayesian approach does not depend on the assumption of large samples with 
a normal approximation; rather, it uses the posterior simulation to obtain a posterior 
estimate and (c) in stochastic frontier analysis, it derives a full posterior distribution of 
any firm-specific efficiency or function of efficiencies. We can thus compute the exact 
standard deviations and make inference about whether the efficiency of one firm is 
different from that of other firms. Based on these advantages, the Bayesian approach was 
used in this thesis. 
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4.1.2 Simple one-level linear model 
To facilitate the exposition, a simple time-invariant linear stochastic frontier model is 
introduced as a starting point (e.g. Shao et al. 2001; Koop et al. 1999). In recent years this 
simple stochastic frontier model has been extended to various forms, such as the non-
linear frontier models in Hajargasht (2004) and Kumbhakar et al., (2007) and the two 
two-level models in Koop et al., (2000) and Tsionas (2006). The model developed by 
Koop et al. (2000) used binary dummies to explain variation in the technical inefficiency. 
The model developed by Tsionas (2006) is more general combining the simple stochastic 
frontier model with a linear time-invariant structure for the technical inefficiency. 
 
Consider the following production frontier for panel data: 
itititit uvxy −+= β , Ni ,..,1= ; Tt ,..,1= .    (4.1)  
Equation (4.1) can also be rewritten in matrix form as 
uvxβy −+= ,       (4.2) 
where ),...,( 1 ′′′= Tyyy  is an NT vector for the log output, ),...,( 1 ′′′= Txxx  is an kNT ×  
matrix with ),...,( 1 Nttt xxx =′  and )',...,( 1 ikttiit xx=x  is a k vector of regressors, 
),...,( 1 ′= kβββ  is a k vector of parameters, ),...,( 1 Tvvv ′′=  is an NT vector of two-sided 
noise and  ),...,( 1 Tuuu ′′=  is an NT vector of  non-negative technical inefficiency errors. 
),...,( 1 ′= Nttt yyy  and tv  and tu  are defined similarly.  
   
It is commonly assumed that the technical inefficiency errors and the noise follow an 
exponential distribution16 with the parameter 1−λ  and a normal distribution with mean 
                                                 
16 Koop et al. (1999) pointed out the exponential distribution was a fairly flexible one-sided distribution with the ability 
to capture a wide variety of inefficiency behaviours.  
 68
zero and variance 2σ  (i.e. ),0(~ 2σNvit ), respectively. Further, itv  and itu  are assumed 
to be mutually independent as well as independent of itx . Hence, the joint distribution of 
the technical inefficiency errors is given by 
∏∏
= =
−T
t
N
i
tiG uf
1 1
1 ),1|( λ . 
 
In this simple model, β  is a constant vector and, thus, the frontier is unchanged over time, 
which reflects the time-invariant feature of this linear model, and it is a common frontier 
for all N industries. One of the major drawbacks of this simple model is that it does not 
fully use the information in the panel data17. 
 
To perform Bayesian inference with this linear time-invariant model, the prior is usually 
specified as 
)()()( 12 βppp −− λσ        (4.3)  
where 1)( ∝βp . )( 2−σp and )( 1−λp  are gamma distributions ),|(. bafG  with the hyper-
parameters a  and b . For example, Koop et al. (1999) assume )10,0|()( 622 −−− = σσ Gfp  
to make the prior on 2−σ  very close to the ‘usual’ non-informative prior. In addition, in 
their model, ))ln(,1|()( *11 τλλ −= −− Gfp  with 75.0* =τ , which is the median of the 
inefficiency distribution. 
 
Applying Bayes’s rule to combine the prior (4.3) with the model (4.1) and the distribution 
of the technical inefficiency errors, the posterior distribution is proportional to  
                                                 
17 The assumption of independence for the frontiers over time in a time invariant model does not fully exploit the panel 
data since panel data contains repeated observations on each producer. As shown later, data used in this thesis include 
observations from 24 industries over 21 years. It is clear that the frontier may shift over time and thus a simple time-
invariant linear stochastic frontier model cannot fully exploit the panel data. 
 69
∏∏
= =
−−−−
T
t
N
i
tiGNT
k
N ufppf
1 1
1122 ),1|()()(),|( λλσσ Iuxβy ,  (4.4) 
where ),|(. baf kN  is the density function of the k-variate normal distribution with mean a 
and covariance matrix b. 
 
The conditional posterior distributions for the Gibbs sampler can be obtained from the 
posterior distribution listed in Eq. (4.4) (Koop et al., 1999): 
))(),(')(|(),,,,|( 12112 −−−− += xx'uyxxx'βuxyβ σλσ kNfp ,   
)])()'([
2
1,
2
|(),,,,|( 00
212 uxβyuxβyuβxy +−+−++= −−− aTNnfp G σλσ , 
∏∏
= =
−− ≥−−=
T
t
N
i
tiTN
TN
N uIIfup
1 1
2212 )0(),/|(),,,,|( σλσλσ yxβuβxy ,   (4.5) 
))ln(,1|(),,,,|(
1 1
*121 ∑∑
= =
−−− +−+=
T
t
N
i
tiG uNTfp τλσλ uβxy .  
 
The vectors β  and u can be estimated using the Gibbs sampling technique on the data 
drawn from the posterior distribution.  
 
Note, however, this is a one-level model that does not consider which factors affect the 
technical inefficiency. Furthermore, even at this basic level for frontiers, this model 
imposes an assumption of time-invariant linear frontiers. As will be shown in the next 
subsection, Hajargasht (2004) and Kumbhakar et al. (2007) addressed the linear 
assumption issue for frontiers with time-invariant non-parametric stochastic frontier 
models, although they were still one-level models. 
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4.1.3 One-level non-parametric frontier model 
Hajargasht (2004) used the spline technique to specify the time-invariant linear stochastic 
frontier model in equation (4.1) in non-parametric form. He used the following frontier 
model with a univariate input itx : 
itiitit vuxfy +−= )( ,  Ni ,..,1= ; Tt ,..,1= ,    (4.6) 
where ity , itx , iu  and itv  are defined as in the previous section. (.)f  is a time-invariant 
frontier with an unknown functional form.  
 
Hajargasht (2004) assumed that the noise had a normal distribution, ),0(~ 2σNvit  and 
that the technical inefficiency errors had an exponential distribution with the 
parameter 1−λ . Furthermore, itv and iu  were assumed to be mutually independent as well 
as independent of itx .  
 
The major difference between this model and the linear time-invariant model in Eq. (4.1) 
lies in its non-parametric frontier. Clearly, Eq. (4.6) will collapse to Eq. (4.1) when (.)f  
is a linear function. Technically, this feature of the non-parametric frontier makes the 
Bayesian inference much more complicated because an appropriate prior for the non-
parametric (.)f  has to be specified.  
 
Hajargasht (2004) uses cubic splines to fit the model in Eq. (4.6), thus, a brief 
introduction to the natural cubic spline method is provided.  
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4.1.3.1 An introduction to the spline technique 
Economists often need to estimate a production function/frontier based on a set of 
observations in the output-input space. A common approach is to assume one particular 
parametric production functional form (e.g. Cobb-Douglas and Translog) and to estimate 
the parameters of inputs. These traditional production functions impose some certain 
structure on the production functional form and on the noise term, which may be 
unreasonable, and thus the commonly used approaches may be not suitable for some 
specific cases.    
 
First, in the traditional approach it is assumed that the production function yields the 
maximum output. However, Lovell et al (1997) argued that efficiency plays a role in the 
production function and only the frontier with fully efficiency presents the maximum 
output. Tsionas (2006) argued that the high adjust cost of reorganization may lead to an 
inefficiency firm for a long time, which has addressed the issue why we need to consider 
the role of inefficiency when we estimate the production function. 
 
Secondly, these traditional production functions assume that all marginal productivities 
are positive and thus a production function is monotonic. Many of them further assume 
the production function is concave. However, these assumptions could be wrong 
sometimes. Chambers (1988) gave some obvious exceptions by the example that the 
production of potatoes on a parcel of ground that is sufficiently small so that the addition 
of more units of labour leads to such overcrowding that the works produce less. We also 
note that the GPT story has argued that the input associated with GPT may lead to a 
negative return of output initially due to the accumulation of co-invention.  
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In this thesis, the estimated production function associated with ICT is related to the GPT 
story and efficiency. This leads to use a non-parametric approach to estimate the frontier 
rather than the commonly used parametric production functions with the monotonicity 
and concavity properties. Fig 4.1 illustrates the estimates obtained using a parametric 
frontier and a non-parametric frontier. We consider some observations in an output-input 
space (y-x space) in Fig 4.1. The traditional parametric frontier (e.g. the logarithm Cobb-
Douglas function form) with the assumption of monotonicity can be estimated by OLS, 
which is represented by the thin straight line in Fig 4.1. It is clear that it cannot reflect the 
negative elasticity of the input. In contrast, the non-parametric frontier represented by the 
smooth curve in the figure can capture the negative elasticity of the input.  
 
 
FIGURE 4.1 Estimates obtained using a parametric frontier and a non-parametric frontier 
 
There are two commonly used splines techniques that can be employed to 
nonparametrically estimate the frontier. One is the B-splines and the other is the 
smoothing splines. The B-splines approach uses the basis function to estimate the non-
Non-parametric frontier 
Observations 
Traditional parametric frontier 
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parametric function where the knots have been pre-selected. The knot selection procedure 
is usually complicated and may lead to overestimation (Smith and Kohn 1996). On the 
other hand, the smoothing splines approach does not have to pre-select the knots. It takes 
into account of both the goodness-of-fit to the data and the roughness of the fitted curve, 
which is important for the measurement of negative return of inputs, such as ICT capital 
in this study.  
 
The idea of the smoothing splines is illustrated as follows. If we simply focus on the 
goodness-of-fit to the data, the best estimate of the frontier is to connect every two 
successive observations by a straight line, which is displayed by the dash line in the 
above Fig 4.1. Obviously, the dash line cannot reflect the true relationship between the 
input and the output because the random noise is not taken into account.  When both two 
criterions (i.e. the goodness-of-fit to the data and the roughness of the fitted curve) are 
taken into consideration via a weight parameterλ , the smoothing splines technique leads 
to the curved real line in the figure, showing a negative relationship between the input 
and the output.  
 
Smoothing splines technique is not without limitations. It uses all the observations as 
knots and thus leads to a higher computationally cost. In addition, the generalization to 
the multivariate function estimation (except for the additive and partially linear model) is 
not straightforward when the number of observations is large (Hajargasht, 2004).  
 
The smoothing splines technique is particularly appropriate for this study.  It does not 
pre-impose a structure on the functional form of the production functions as the 
traditional models do, thus is able to capture the true relationship of the initial negative 
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returns of ICT capital when ICT is viewed as a GPT. In addition, its limitations are not a 
serious issue since a small sample and the additive model are used in this study. As a 
specific smoothing spline technique, the natural cubic spline technique is briefly 
introduced as follows.  
 
Assume n  distinct knots ix  on the interval ],[ ba  such that bxxa n <<<< ..1 . Use a 
polynomial )(xSi  with degree k  for each knot to seek a spline function )(xS  with 
degree n . That is  
⎪⎪⎩
⎪⎪⎨
⎧
∈
∈
∈
=
− ],[)(
..
],[)(
],[)(
)(
1
322
211
nnn xxxxS
xxxxS
xxxxS
xS  
where each )(xSi  is a polynomial of degree k . 
 
There are different types of spline interpolation, including linear spline interpolation 
( 1=k ), quadratic spline interpolation ( 2=k ) and cubic spline interpolation ( 3=k ). 
Linear spline interpolation connects the successive data points by straight lines. Quadratic 
spline interpolation uses a derivative approximation with the curves passing through all 
the data points, which is susceptible to severe oscillations when the signal quickly 
changes since this method uses just two points to calculate the next iteration’s curve. 
Thus, cubic spline interpolation is common selected in practice. 
 
)(xSi  on the interval ],[ ba  is a cubic spline if two conditions are fulfilled. First, )(xSi  is 
a cubic polynomial on each of the intervals ],[ 21 xx  , ],[ 32 xx  ,.., ],[ 1 nn xx − . Secondly, the 
polynomial pieces fit together at the points ix  in such a way that )(xSi  itself and its first 
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and second derivatives are continuous at each ix  and, thus, on the interval ],[ ba . In other 
words,  
1,..,1),()(1 −==− nixSxS iiii  ,  
1,..,1),(')(' 1 −==− nixSxS iiii , 
and     1,..,1),(")(" 1 −==− nixSxS iiii .   
 
Since a third degree polynomial (i.e. 3=k ) needs four conditions to choose the curve, 
the n  cubic polynomials )(xSi  are determined by n4 conditions. The interpolating 
property ( niyxS ii ,..,1,)( == ) gives n conditions. The condition on the interior data 
points gives 2−n  data points each, summing to 24 −n conditions. Then, only two other 
conditions are required. The natural cubic spline (NCS) uses 0)(")(" 1 == nxSxS , which 
gives two other conditions for a total of n4 conditions. Thus, each )(xSi  can be 
determined to obtain the spline function )(xS .  
 
An NCS can be specified by its value and second derivative at each of the knots ix . 
Define )( ii xS=α  and )(" ii xS=β  for ni ,..,1= , and let )',..,( 1 nαα=α  and 
)',..,( 12 −= nβββ . Note here for NCS, 01 == nββ . The necessary and sufficient condition 
for these two vectors to represent a natural cubic spline on the given knot sequence 
depends on two band matrices Q  and R . The matrix Q  is an )2( −× nn  matrix with 
elements ijq  ( ni ,..,1=  and 1,..,2 −= nj ), where  
jj
jj
jjjj
jj
jj
jj xx
q
xxxx
q
xx
q −=−−−−=−= +++−−− 1,111,1,1
1,11,1  , 
and    ijq =0 for 2|| ≥− ji . R  is an )2()2( −×− nn  matrix with elements ijr  
( 1,..,2 −= ni  and 1,..,2 −= nj ), where  
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)()( 11
,
iiii
ii
xxxx
r
−+−= +−  for 1,..,2 −= ni ,  
6
1
,11,
ii
iiii
xx
rr
−== +++  for 2,..,2 −= ni , 
and      ijr =0 for 2|| ≥− ji . 
 
According to Green and Silverman (1994, Theorem 2.1, p.13), the vectors α  and β  
specify a natural cubic spline )(xS  if and only if the condition RβαQ ='  is satisfied. 
 
Based on the condition of RβαQ =' , the roughness of the NCS is given by 
∫ ==ba ''xS KααRββ)("  
where '1QQRK −=  for the condition that R  is strictly positive-definite in the sense that 
∑
≠
>
ij
ijii rr |||| and R is strictly diagonally dominant .  
 
To obtain a smooth curve from observations by spline interpolation, we need to take into 
account both the goodness-of-fit to the data and the roughness. Thus the following 
penalized sum of the square is minimized: 
∑ ∫
=
+−=
n
i
iii dxxSxSySJ
1
22 )}(''{)}({)( λ       
The criterion function )(SJ  ensures the estimator of curve )(xS  is determined both by 
its goodness-of-fit to the data as given by the mean square error ∑
=
−
n
i
ii xSy
1
2)}({  and its 
roughness ∫ dxxS i 2)}(''{λ . The smoothing parameterλ  is the “rate of exchange” between 
residual and roughness (i.e. the weight of the two components) with a larger λ  giving a 
smoother curve. Using matrix algebra, )(xS  for the minimum )(SJ  is given by 
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yF )()( λ=xS           
where 1)()( −+= KIF λλ and ),...,( 1 ′= nyyy . 
 
4.1.3.2 Bayesian inference 
Following Hastie and Tibshirani (1990), Hajargasht (2004) used the following prior for 
the non-parametric frontier for equation (4.6): 
),0(~ 21τ−KNf ,       (4.7) 
where K  is an NTNT × matrix associated with the cubic splines as defined in the 
previous subsection. 2τ  is a smoothing parameter. 
 
In addition, Hajargasht (2004) also specified the following prior distributions: 
),()( 00
2 bafp G=−σ ,  
),()( 11
2 bafp G=−τ ,       (4.8) 
),()( 1 bafp G=−λ , 
where 0a , 0b , 1a , 1b , a and b  are the hyper-parameters of the gamma distributions. 
Hajargasht (2004) argued that Fernandez et al. (1997) noticed it was not easy to define 
the posterior distribution if a non-informative prior for 2−σ  and 1−λ  were used. Thus, he 
used gamma priors instead. 
 
Bayes’s rule is used to combine the model in Eq. (4.6) with these priors to give the 
posterior distribution (Hajargasht, 2004): 
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Based on the above posterior distribution, the conditional distributions for the Gibbs 
sampler are given by (Hajargasht，2004): 
}],[{),,,,|( 2122 SuySuy σλτσ +=−−− NTNffp   where 1})/({ −+= KIS τσ , 
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Hajargasht (2004) further extended the model in Eq. (4.6) to a finite additive model with 
multiple inputs: itiijtj
k
j
it vuxfy +−=∑
=
)(
1
,  
Ni ,..,1= ; labourICTnonICTj ,, −= ; Tt ,..,1= .     
The Bayesian inference is drawn in the same way as outlined above.  
 
Kumbhakar et al., (2007) also constructed a non-parametric model using the local kernel 
technique. The approach for statistical inference, however, was based on the maximum 
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conditional local likelihood rather than Bayesian analysis. We thus do not discuss this 
approach in detail.  
 
All these models are time-invariant with only one level. Thus, they fail to explain: (a) the 
variability in the changes of frontiers and (b) the variability in the technical inefficiency. 
The next section discusses two-level models developed in the pioneering research of 
Koop et al., (2000) and Tsionas (2006).  
 
4.1.4 Two-level linear models 
This section summarizes the two-level stochastic frontier models developed by Koop et al. 
(2000) and Tsionas (2006). A two-level model allows us to simultaneously measure the 
frontier at the basic level and examine the effect of the environmental variables on the 
technical inefficiency at the higher level. Tsionas (2006) also included autocorrelation of 
the technical inefficiency using an AR(1) structure at the higher level.  
 
Koop et al. (2000) develop a complicated two-level model based on the simple linear 
model in Eq. (4.1), by introducing binary dummies to explain the variation in the 
technical inefficiency. The basic level is used to capture the variability in the frontier. 
The higher level assumes that some exogenous environmental variables affect the 
technical inefficiency via the mean of the exponential distribution for the efficiency term: 
∏
=
−=
2
1j
w
jti
tijφλ , 
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where tijw  are the environmental variables. Due to the technical difficulties, however, the 
environmental variables were restricted to be binary dummies only (i.e. 0 or 1) in Koop et 
al. (2000). 
 
Recently, Tsionas (2006) extended this simple two-level model to a more general 
structural model. The basic level for the frontier is kept the same as equation (4.1) but at 
the higher level the log of the technical inefficiency itu  is modelled by regression which 
includes some environmental variables and an AR(1) structure:  
ittiitit uu ερ ++′= −1,loglog γz , for ,,..,2 Tt =     (4.11) 
 1111 'log iiiu ε+= γz , for ,1=t  
where ),0(~ 2ωε Nit  for ,,..,2 Tt =  and ),0(~ 211 ωε Ni  for 1=t .  itz  is an m -vector of 
environmental variables for Ni ,..,1= . γ  and 1γ  are m -vectors of parameters and ρ  
reflects the time correlation of the technical inefficiency. As before, itv and itu  are 
assumed to be mutually independent as well as independent of itx and itz . 
 
At the higher level of this model, the systematic part 1,log −+′ tiit uργz  (t=2,..,T ) reflects 
the expected log-inefficiency source and itε  captures the ‘unexpected part’. The technical 
inefficiency is related to both the environmental variables and the lagged technical 
inefficiency in the ‘expected part’.  
 
Tsionas’ pioneering work (2006) has three important features. First, the model considers 
the effect of environmental variables on the technical inefficiency by investigating the 
relationship between the technical inefficiency and the environmental variables. In 
addition, unlike in the model developed in Koop et al. (2000), there is no restriction in 
 81
Tsionas’ model on the types of the environmental variables. They can be binary as well 
as continuous which allows analysis of variables affecting the technical inefficiency. The 
second feature is that the model includes autocorrelation of the technical inefficiency via 
an AR(1) structure. This not only reduces the bias when estimating the technical 
inefficiency, but also gives the rate of change in the technical inefficiency over time. The 
third feature is that, from a statistical perspective, Tsionas’ research takes into account 
technical inefficiencies and the impact of environment variables on technical 
inefficiencies in a one-stage model, which significantly reduces the biases in the 
estimation.  
 
The model developed by Tsionas (2006) also has some limitations with a linear frontier 
structure and the equations at both levels are assumed to be time-invariant. These 
assumptions will be relaxed in the rest of this chapter.  
 
4.1.5 Discussion 
The review of the existing Bayesian approaches for stochastic frontier analysis shows that 
they have three major shortcomings. First, most models impose a linear structure on the 
frontiers. Secondly, the frontiers are assumed to be time-invariant. Finally, due to the 
complexity, only a few models consider a two-level structure to explain how both the 
frontiers and the technical inefficiency simultaneously change over time. Various 
researchers have noted these problems and begun to address these issues, including the 
non-parametric approaches by Hajargasht (2004) and Kumbhakar et al. (2007), and the 
two-level models by Koop et al. (2000) and Tsionas (2006). 
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The rest of the chapter develops the two two-level models as (a) a semi-parametric 
dynamic stochastic frontier model with a time-variant non-parametric frontier at the basic 
level and a time-invariant linear function for the technical inefficiency at the higher level 
and (b) a non-parametric dynamic stochastic frontier model having a time-variant non-
parametric form at both the higher level and the basic level. 
 
4.2 Two-level dynamic semi-parametric SFA model 
In the past two decades, considerable attention has been paid to the problem of how to 
obtain robust and accurate measurements of frontiers and the technical (in)efficiency in  
efficiency research.  
 
For measuring frontiers, the traditional SFA approach usually stipulates a linear 
functional form for the frontier in advance. In addition, this frontier is often assumed to 
be time-invariant like the one in Eq. (4.1). The former assumption may lead to mixed 
findings for the frontier estimates while the latter ignores changes in the frontiers over 
time. To illustrate these issues, consider the curved frontier represented in Fig. 4.2. When 
a linear structure for the frontier is imposed, three different types of estimates of the 
frontier may be obtained depending on the measurement noise and/or estimation 
techniques and thus completely different conclusions. For instance, the estimated frontier 
1 has a positive slope, whereas the slope of the estimated frontier 3 is negative. The 
estimated frontier 2 may not be statistically significant. Clearly none of these estimates 
reflect the real frontier and thus mixed findings obtained for the same frontier. 
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FIGURE 4.2 Illustration of several estimated linear frontiers 
 
For time-invariant frontiers, when a frontier is assumed to be unchanging over time, there 
is no role for technology progress (TP). For instance, Hajargasht (2004) estimated the 
non-parametric frontier using the spline technique while Kumbhakar et al. (2007) used 
the kernel technique. They both assumed a time-invariant frontier, which is unrealistic in 
practice. To accommodate TP, it is necessary to consider a time-variant frontier at the 
basic level. For instance, Koop et al. (1999) used a linear trend frontier, which assumed a 
frontier having a time-variant form given by uvβxy −+= '  with *** βββ t+= . The 
model discussed in the following shall relax the assumption of linear time-invariant 
frontiers at the basic level. 
 
The measurement of technical inefficiency in panel data is a more complicated problem. 
For one-level models (i.e. ignoring the effect of environmental variables on inefficiency), 
there are four commonly used specifications for the technical inefficiency in the literature. 
The first model is to assume that the measurements of the technical inefficiency are 
independent and identically distributed.  The second model assumes a time-invariant 
firm-specific technical inefficiency for the panel data, namely iit uu =  for all Tt ,..,1= . 
An extension of the second model stipulates a firm-specific technical inefficiency which 
Real frontier
Estimated frontier 3
Estimated frontier 2
Estimated frontier 1
x
y 
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varies deterministically over time, i.e. iit utu )(Φ= , where )(tΦ is a given deterministic 
function of time. Finally, some researchers have also considered firm-specific time-
variant technical inefficiencies with the condition 0≥itu .   
 
The first two models are not suitable choices for panel data. The third approach imposes a 
constant ratio of jtit uu /  which may be very restrictive for many applications. The last 
model is flexible and, thus, will be used in this study. Due to the limitation of a one-level 
model, however, it is difficult to explore why and how the technical inefficiency changes 
over time18.  
 
The effect of environmental variables can be investigated with a two-level structure. For 
instance, Koop et al. (2000) used binary dummies to explain variation in the technical 
inefficiency. Tsionas (2006) employed a linear time-invariant function of some 
continuous environmental variables to explain the variability in the technical inefficiency.  
 
As in measuring frontiers, imposing a linear time-invariant functional form of the 
environmental variables at the higher level for the technical inefficiency may produce a 
biased estimate. Thus, a non-parametric time-variant function should also be used to 
examine the effect of environmental variables at the higher level. In addition, following 
Tsionas (2006), the autocorrelation of the technical inefficiency will be used to examine 
the effect of lagged technical inefficiencies on the current value in this thesis. 
 
                                                 
18 Although a one-level model can use two-stage approach to measure the effect of environmental variables on 
technical inefficiency, this approach is criticized due to its econometric problem (Koop et al.1999).  
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This section presents a two-level semi-parametric dynamic stochastic frontier model as a 
stepping-stone to the final model. This model has a time-variant non-parametric frontier 
at the basic level and a time-invariant linear function at the higher level to explain the 
variability in the technical inefficiency. The linear equation at the higher level for the 
technical inefficiency will be further extended to a time-variant non-parametric form in 
the next section. 
 
4.2.1 Model 
Consider the following production frontier for the panel data: 
itit
k
j
ijtjtit vuxfy +−= ∑
=1
)(  , for   Ni ,..,1= ; Tt ,..,1= ,  (4.12)       
where ity  is the log output of industry i in time period t, ijtx  is the jth log input of 
industry i in time t, itv  is a two-sided measurement error, itu  is a non-negative technical 
inefficiency error, and (.)jtf  is a time-variant unknown function of a specific input. 
 
As before, assume that itv  and itu  are mutually independent as well as independent of ijtx . 
The measurement error is assumed to follow a normal distribution, ),0(~ 2σNvit , for 
Ni ,..,1= ; Tt ,..,1= .  
 
The basic level of the model in Eq. (4.12) assumes a non-linear frontier via an additive 
model. The additive model structure is not too restrictive because the relationship 
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between an output and a set of inputs in the productivity analysis is usually assumed to be 
a multiplicative model. An additive model then follows by a log-transformation. 
 
Following Tsionas (2006), a linear time-invariant model is assumed for the technical 
inefficiency: 
ittiitit uu ερ ++′= −1,loglog γz , for Tt ,..,2= ,     (4.13) 
 1111 'log iiiu ε+= γz , for 1=t , 
where ),0(~ 2ωε Nit  for Tt ,..,2= and ),0(~ 211 ωε Ni  for 1=t . itz  is an m -vector of 
environmental variables for Ni ,..,1= . γ  and 1γ  are m -vectors of the parameters and ρ  
reflects how the technical inefficiency changes over time. 1,log −+′ tiit uργz  captures the 
expected log-inefficiency source and itε captures the ‘unexpected part’.  
 
The basic level of this two-level model uses a non-parametric time-variant frontier; thus, 
this model should give an estimated frontier closer to reality. The non-parametric 
structure relaxes the linear assumption on the functional form of the frontiers in the 
traditional SFA. The time-variant frontiers ensure that we can examine the technology 
progress. The higher level can estimate the effects of the environmental variables and 
examine how the level of technical inefficiency changes over time. However, use of a 
linear time-invariant structure at the higher lever may result in bias.  
 
After specifying the model, its Bayesian inference is investigated. Following Tsionas 
(2006), first consider the joint distribution ),,|,( θZXuyp , where θ  is the parameter 
vector consisting of all unknown parameters in the model, ),...,( 1 ′′′= Tyyy  
with ),...,( 1 ′= Nttt yyy  and similarly for X and Z, as given by 
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The first line is due to the normality assumption on ),(| ititit uy x . The second line is due 
to log-normality of ),(| 1−ititit uu z , and the third line is due to the log-normality of 11 | iiu z . 
The likelihood function can be obtain from the joint distribution 
∫
+ℜ
=
NT
dpp uZXuyθZXy ),|,(),,|( , 
where the latent variables are defined in NT+ℜ . Tsionas (2006) pointed out that this 
integral couldn’t be computed analytically. Thus, Eq. (4.14) is treated as an augmented 
likelihood function and the technical inefficiencies itu  are treated as latent variables.  
  
4.2.2 Bayesian inference 
The basic level of this model assumes a non-parametric time-variant frontier with the 
cubic spline technique used to estimate the frontier. Following Hastie and Tibshirani 
(1990) and Hajargasht (2004), consider the prior for the non-parametric function (.)jtf  of 
each input in each period: 
),0(~ 21 jjtjt Nf τ−K , for pj ,..,1= , Tt ,..,1=    (4.15) 
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where jtK  is an NN ×  matrix defined in Section 4.1.3. 2jτ  is a smoothing parameter, 
which is assumed to be  constant over time.  The prior (4.15) can be rewritten as 
}
2
'
exp{||)2()( 2
2
1
22
j
jtjtjt
jt
NT
jjt
ff
fp τπτ
K
K −= −    (4.16) 
where |K| is the determinant of  matrix K. 
 
In addition, following Hajargasht (2004) and Tsionas (2006), the prior distributions of the 
scale parameters are specified by the gamma distributions:  
)exp()(),|()( 2
012
00
22 0
σσσσ
b
bafp aG −∝= −−−− ,  
),|()( 11 jjjGj bafp
−− = ττ ,                                                                  (4.17) 
),|()( 22 ωωωω qnfp G −− = , 
),|()( 11
2
1
2
1 qnfp G
−− = ωω ,  
where 0a , 0b , ja , jb , ωn , ωq , 1n and 1q  are prior hyper-parameters to be chosen.  
 
Non-informative priors are specified for the location parameters.  
1)( ∝γp , 
1)( 1 ∝γp ,        (4.18) 
1)( ∝ρp . 
 
This model has location parameters such as γ , 1γ  and ρ , and scale parameters including 
σ , 1ω ,ω  and jτ . The location parameters are assumed to be independent of the scale 
parameters a priori.  
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Let θ  denote the vector of parameters consisting of both the location parameters and the 
scale parameters. Our research interest is to estimate the parameter vector θ  and the 
latent vector u . An applying Bayes’ rule to combine the augmented likelihood (4.14) 
with the priors of θ gives the posterior distribution  
)(),|,(),,|,( θZXuyZXyuθ ppp ×∝     (4.19) 
 
With Eq. (4.15) to Eq. (4.18), the joint posterior (4.19) can be rewritten as 
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4.2.3 MCMC 
This section describes how to draw a sample from the posterior distribution (4.19) using 
the MCMC. Since the posterior distribution (4.19) is not a standard density function, a 
mixture of the Gibbs sampler and the Metropolis-Hastings algorithm is used to draw 
samples from the posterior (Tsionas 2006). 
4.2.3.1 Gibbs sampling 
The conditional distributions for the non-parametric functions at the basic level are: 
},)])([{~),,,,,,,,|( 211 jt
jk
itiktjtitjtjjt uxfyNfp SSγγuy σρωωτσ ∑
≠
+− , (4.20) 
 90
where 122 })/({ −+= jtjjt KIS τσ .  Hence, according to the Gibbs sampler outlined in 
Section 4.1.1.2, jtf  can be drawn from Eq. (4.20) for any given values of the technical 
inefficiency itu  with the other parameters.  
 
The parameters 1, γγ  and ρ  are found as in Tsionas (2006) with ⎥⎦
⎤⎢⎣
⎡= ρ
γ
ξ  and 
),...,( 1 ′= THHH  as a mTN ×− )1(  matrix with ),...,( 1 Nttt HHH =′  and 
]log,[ 1−′=′ ititit uzH . Then the conditional distributions are  
])'(,log')'[(~),,|( 121 −− HHuHHHγξ ωωρ Np          
])'(,log')'[(~),,|( 111
2
111
1
111111
−− zzzzzzγ ωω uNup    (4.21) 
Then ξ  and 1γ  can be drawn from (4.21). 
 
The conditional distributions for the scale parameters are: 
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Samples of the scale parameters can be drawn from the conditional posterior distributions 
in Eq. (4.22).  
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4.2.3.2 Sampling using the Metropolis-Hastings algorithm 
Drawing of the technical inefficiency data directly from the conditional posterior 
distributions via the Gibbs sampler can be difficult. Hence, the Metropolis-Hastings 
algorithm will be used in this subsection.  
 
For Ni ,..,1= , Eq. (4.19) can be rearranged to give: 
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Following Tsionas (2006), rewrite these conditional distributions with lognormal terms 
and “complete the square” as: 
,0},log
2
)(log
2
)(exp{.)|( *
2*
2
2
≥−−−−−∝ itititititit uuV
MuRuup σ  (4.23) 
where  
21
21*
21
1221* ,
VV
VVV
VV
VMVMM +=+
+= ,    for Tt <  
2*
1
* ,log ωρ =+′= − VuM itiT γz ,    for Tt = . 
 
The constants are defined as: 
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Thus, we obtain 
,0      ),,(),|(.)|( **2 ≥∝ itLNititNit uVMfRufup σ    (4.24) 
where ),|( 2σititN Ruf  is the normal distribution and ),( ** VMf LN  is the distribution of 
lognormal random variables with location *M  and scale *V . The inefficiency itu  in this 
model is related to the data and the other parameters, 1−itu  and 1+itu .  
 
The Metropolis-Hastings algorithm can then be used to draw itu . Specifically, let 
)0(
itu  
denote the current draw and (log)itu  be a draw from a lognormal distribution with 
parameter *M  and *V . Tsionas assumed that (log)itu  is accepted with the probability  
}
),|(
),|(
,1min{),(
2)0(
2(log)
(log))0(
σ
σ
ititN
ititN
itit Ruf
Ruf
uuP =
 ]}
2
)()(exp[,1min{ 2
2)0(2(log)
σ
itititit RuRu −−−−=  
while )0(itu  is accepted with probability 1- ),(
(log))0(
itit uuP .  
 
However, the above acceptance probability resulted in unreasonable estimates on the 
dataset of this thesis. Thus, in this thesis the standard Metropolis-Hastings algorithm was 
used to correct the probability of ),( (log))0( itit uuP .  
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The simulation method used in this thesis is described as follows. First, a proposal 
distribution is required for the Metropolis-Hastings algorithm. Each proposal (log)itu  is 
generated as }/~exp{(log) auuit = , where u~  is a standard normal variate with zero mean 
and unit variance, and a is a tuning parameter which is determined during the simulation 
to ensure the acceptance rate is not low. Hence, the proposal distribution is a lognormal 
distribution. Let )|( )0((log) itit uuq  denote the density of the proposal distribution.  
  
Next we note that the acceptance probability of the standard Metropolis-Hastings 
algorithm is 
 
 ),()|(
),()|(
),(~ )0((log))0((log)
(log))0((log))0(
(log))0(
itititit
itititit
itit uupuuq
uupuuq
uuP = .
 
Hence the following acceptance probability is used in the simulation:  
}
),|(),|()|(
),|(),|()|(
,1min{),(~ 2**)0(2)0()0((log)
2**(log)2(log)(log))0(
(log))0(
VMufRufuuq
VMufRufuuq
uuP
itLNititNitit
itLNititNitit
itit σ
σ= . 
Note that according to the standard Metropolis-Hastings algorithm, 
)|(/)|( )0((log)(log))0( itititit uuquuq  is equal to 1 if the proposal density is symmetric. 
However, in the present method, the proposal distribution )|( )0((log) itit uuq  is not symmetric. 
Thus, ),( (log))0( itit uuP  has to be further modified to include the ratio of the two proposal 
distributions, i.e. )|(/)|( )0((log)(log))0( itititit uuquuq . Thus,  
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Consequently, in each iteration of the MCMC, draws itu  are first obtained using the 
Metropolis-Hastings algorithm conditional on the rest of the parameters. Then the rest of 
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the parameters are drawn using the Gibbs sampler for the given itu . This process 
continues until convergence.  
 
4.2.4 Summary 
A two-level semi-parametric stochastic frontier model was developed and its Bayesian 
inference was investigated. This model is flexible in terms of capturing the variability in 
the frontiers. The model includes many existing models as special cases. In particular, the 
model collapses to a one-level non-parametric time-variant frontier model if the higher 
level is eliminated and reduces to the model in Tsionas (2006) if a linear time-invariant 
structure is used at the basic level.  
 
A linear time-invariant structure is kept at the higher level of this model, which may 
produce a biased estimate of the technical inefficiency. To address this issue, the next 
section extends the semi-parametric stochastic frontier model to a non-parametric model 
with a non-parametric time-variant structure at the higher level. 
 
4.3 Two-level dynamic non-parametric SFA model 
This section extends the semi-parametric model in section 4.2 to a non-parametric time-
variant model. 
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4.3.1 Model 
The higher level of the semi-parametric model in Eq. (4.13) assumes a linear, time-
invariant equation for the log of the technical inefficiency, which may lead to misleading 
estimates. Thus, in this section, the linear, time-invariant structure in equation (4.13) is 
replaced by a non-parametric time-variant structure. This produces a complete non-
parametric time-variant structure at both the basic level and the higher level in a dynamic 
non-parametric stochastic frontier model. This model then gives more exact estimates of 
the frontier, the technical inefficiency and other parameters of interest. 
 
The time-variant, nonparametric frontier in the basic level given by Eq. (4.12) is not 
changed. A non-parametric time-variant structure is then used for the technical 
inefficiency at the higher level as given by: 
itit
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where (.)jtg and (.)1jh  are time-specific,  non-parametric functions. The other variables 
are defined similarly to those in Eq. (4.12) and Eq. (4.13).  
 
The model in Eq. (4.25) is more general than the models discussed in the previous 
sections. It will collapse to the semi-parametric model if a linear time-invariant structure 
is used at the higher level. The advantage of this model is that it uses a non-parametric 
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time-variant structure at both the basic level and the higher level to give more robust 
estimates of the frontier and technical inefficiency.  
 
The Bayesian inference will be investigated using an augmented likelihood function. 
Compared with equation (4.14), the joint distribution ),,|,( θZXuyp  is  
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 (4.26) 
where θ  is the parameter vector consisting of all unknown parameters in the model. The 
first line is the same as in Eq. (4.14) since these two models use the same form of the 
non-parametric time-variant structure at the basic level. The non-parametric time-variant 
functional form at the higher level is given by the log-normality of ),(| 1−ititit uu z  in the 
second line and the log-normality of 11 | iiu z  in the third line.  
 
4.3.2 Bayesian Inference 
The prior distributions for the Bayesian inference are then given by the prior of (.)jtf  
specified as the same as in Eq. (4.15), but with (.)jtg and (.)1jh  specified according to the 
spline technique for the unknown form of the technical inefficiency function at the higher 
level. Following Hastie and Tibshirani (1990), consider the following priors: 
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where jtW  and 1jP are NN ×  matrices reflecting the prior knowledge for  the roughness 
of (.)jtg and (.)1jh . 
2
jη and 2jδ  are two smoothing parameters assumed to be constant 
over time. 
 
This model includes the location parameters, (.)jtf , (.)jtg , (.)1jh and ρ , and the scale 
parameters, σ , 1ω ,ω , jη , jδ and jτ . Let θ  denote the vector of both the location 
parameters and the scale parameters and assume that the location parameters are 
independent of the scale parameters a priori. All the scale parameters are specified to 
have a gamma prior: 
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1 qnfp G
−− = ωω ,  
where 0a , 0b , ja , jb , jc , jd , je , jl , ωn , ωq , 1n  and 1q  are prior hyper-parameters to be 
chosen.  
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The prior of ρ  is specified as before, i.e. 1)( ∝ρp . 
 
Bayes’s rule is used to combine the augmented likelihood in Eq. (4.26) with the priors of 
θ  to get the posterior distribution  
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Note here that the differences between Eq. (4.29) and Eq. (4.19) of the semi-parametric 
model are in the second and third lines of the right hand side. The second line includes 
the non-parametric function (.)jtg , thus, jη  is required. Similarly, the third line includes 
the non-parametric function (.)1jh  with the parameter jδ . 
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4.3.3 MCMC 
Samples are drawn from the joint posterior in Eq. (4.29) based on conditional posterior 
distributions. At the basic level, the conditional distributions for the non-parametric 
functions of the inputs are the same as in Eq. (4.20) 
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+− ,   (4.30) 
where 122 })/({ −+= jtjjt KIS τσ .               
 
At the higher level, the conditional distributions of the non-parametric functions of the 
environmental variables z and 1z  are given by: 
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In addition, the conditional distribution of the parameter ρ  is : 
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The conditional distributions for the scale parameters can be obtained as: 
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The use of non-parametric functions with environmental variables z and 1z  results in 
some difference between Eq. (4.33) and Eq. (4.22) of the semi-parametric dynamic model. 
First non-parametric model uses the two new conditional distributions 2−jη and 2−jδ . 
Secondly, the parameters 2−ω  and 21−ω  of the higher level are updated. However, the 
conditional distributions of the parameters 2−jτ and 2−σ  at the basic level are unchanged 
between these two equations. Therefore, for any given values of the technical 
inefficiency itu , jtf , jtg , 1jh , ρ , and all the scale parameters can be drawn using the 
Gibbs sampler outlined in Section 4.1.1.2.  
 
Next we consider how to draw the technical inefficiency, itu , using the Metropolis-
Hastings algorithm. The conditional posterior distributions for the technical inefficiency 
are given by: 
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Similar to the semi-parametric model, rewrite these conditional distributions as : 
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Based on Eq. (4.34), we have 
,0),,(),|(.)|( **2 ≥∝ itLNititNit uVMfRufup σ                                                       
where ),|( 2σititN Ruf is a normal distribution and ),( ** VMf LN is the distribution of a 
lognormal random variable with location parameter  *M and scale parameter  *V . As in 
the semi-parametric model, the inefficiency itu  in this model is related to the data and the 
other parameters, 1−itu  and 1+itu . Hence, the Metropolis-Hastings algorithm is used to 
simulate itu .  
4.4 Concluding remarks 
This chapter starts with a traditional time-invariant and linear SFA model to develop a 
dynamic semi-parametric SFA model and a dynamic non-parametric SFA model. These 
two models both have two-level structures. Consequently, the frontier can be measured at 
the basic level and the effect of both environmental variables and lagged technical 
inefficiency on the current technical inefficiency can be measured at the higher level in a 
one-stage model. These two models relax many assumptions made in the traditional 
approaches. Thus, they provide more robust and accurate measurements of the frontier 
and technical inefficiency, which is one of the main purposes of this thesis. Chapter 5 
will build a new framework of measuring ICT spillover effects based on these two 
models and Chapter 6 will compare these two models with other traditional models based 
on an empirical study of ICT spillover effects. 
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Chapter 5 A new framework to measure ICT 
spillover effects  
5.1 Introduction 
As mentioned in the literature review chapter, the lack of theoretical guidance and the 
drawbacks of methodology were two main limitations for measuring ICT spillover effects 
in the previous studies. In Chapter 4, a semi-parametric SFA model and a non-parametric 
SFA model were developed to overcome the drawbacks of the methodology. In this 
chapter, a new framework (hereafter called “new framework”) was developed to measure 
ICT spillover effects and its influential factors by combining the GPT theory with the 
efficiency concept in order to fill the gaps of theoretical guidance (i.e. measurement of 
lag and co-invention). The new framework is based on the models developed in Chapter 
4. Therefore, the framework has two levels to match both levels of models in Chapter 4 
(i.e. SF as a basic level and efficiency function as a higher level).  
 
The basic level of the new framework focused on measuring ICT spillover effects. The 
efficiency behaved as a proxy of co-invention, indicated by organizational improvement 
according to the GPT theory. The non-parametric SF models developed in Chapter 4 
were used to capture the length of the lag according to the GPT hypothesis which states 
that an organizational adjustment of ICT-using industries can cause an initial negative 
return of ICT capital before turning a profit (i.e. ICT capital as an abnormal input).  
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At the basic level, a country has ICT spillover effects when the efficiency increases 
during lag19, according to the GPT hypothesis that ICT-usage requires the cooperation 
with an organizational adjustment process before ICT can contribute positively to the 
industrial output. Furthermore, the length of lag could indicate the strength of ICT 
spillover effects in a country. The shorter the lag, the stronger the ICT spillover effect 
becomes because short lag is an indication that a country can obtain the potential output 
growth earlier due to faster organizational adjustment in response to its accumulation of 
ICT capital. 
 
At the higher level, the factors that influence ICT spillover effects were investigated. 
According to the GPT theory, the influential factors of ICT spillover effects were related 
to co-invention. Since efficiency was a proxy of co-invention on the basic-level, the 
higher level was comprised of both endogenous and exogenous factors that influence 
efficiency. The endogenous factor was the persistent level of inefficiency. Among several 
of the exogenous factors mentioned in previous studies, this study considered two 
exogenous factors: software shares and supply of skilled labour.  
 
After building the new framework, this framework will be used to analyse ICT spillover 
effects in the US and the UK in the next Chapter. The remainder of this chapter was 
organized as follows. Section 2 constructs the new framework of measuring ICT spillover 
effects. Section 3 lists the relevant model specifications, which include the semi-
parametric/non-parametric two-level models developed in Chapter 4 and three traditional 
linear one-level models to compare the results of this framework on semi/non-parametric 
two-level models with the results of traditional models. Section 4 gives concluding 
remarks. 
                                                 
19 If considering a possible lagged appearance of efficiency changes, a country may have ICT spillover effects if ICT-
using industries’ efficiencies increase after the lags. 
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5.2 A new framework of measuring ICT spillover and its 
influential factors 
In this section, by combining the GPT theory and the efficiency concept, a new two-level 
framework, used to measure ICT spillover effects and its influential factors, was 
developed for three purposes: (i) testing ICT spillover effects, (ii) measuring the strength 
of ICT spillover effects, and (iii) investigating the factors that influence ICT spillover 
effects. The basic level of the new framework focused on the first two purposes. The 
higher level focused on the third purpose.  
 
5.2.1 Measuring ICT spillover effects at the basic-level  
The GPT theory could explain ICT spillover effects. However, two problems are still 
existing: lack of an appropriate proxy of co-invention and the absence of guidance for the 
identification of the lag period.  
 
5.2.1.1 Efficiency as a proxy of co-invention 
This study follows Basu et al. (2003) to model ICT spillovers within the GPT framework, 
but with different proxy of co-invention. Efficiency concept is used to measure 
accumulation of co-invention in this study, while Basu et al. (2003) employed the lagged 
ICT capital as a proxy of co-invention. 
 
As mentioned in section 2.2.1, GPT are characterized by pervasiveness, technological 
dynamism, and innovation complementarities with other forms of advancement 
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(Bresnahan and Trajtenberg, 1995). One of evidence of ICT as a GPT is huge ICT 
investment in the downstream industries (Stiroh 2002, Vuijlsteke et al., 2007). However, 
these ICT investments by these downstream industries may lead to an initially negative 
growth (Basu et al. 2003). The GPT theory attributes this initially negative output growth 
to accumulation of co-invention and argued co-invention is the necessary redesigns of 
physical capital, re-skilling of human capital, and etc. (Carlaw and Lipsey 2006). Since 
no clear definition of co-invention, most existing empirical studies agreed co-invention is 
related to reorganization of these downstream industries due to ICT investment. For 
example, Basu et al. (2003) wrote “investments in ICT may in fact be associated with 
lower TFP as resources are diverted to reorganization and learning”. Thus, this study 
defines co-invention as organization adjustment. Based on this definition, the 
accumulation of co-invention is a process of reorganization.  
 
Some empirical studies (Baus et al. 2003, 2007) used the organizational capital as a proxy 
of co-invention in their studies. But the results show organizational capital seems not to 
be an appropriate proxy for co-invention because organizational capital is unobservable 
and no good approach can be used to measure organizational capital. Pervious studies 
usually employed observable lagged ICT capital instead of organizational capital in their 
studies. But lagged ICT capital works well only for US data, not for the UK case (Basu et 
al. 2003).  
 
Differ from the work of Basu et al. (2003, 2007), this study use efficiency as a proxy of 
co-invention within the GPT framework for the following reasons. Firstly, according to 
the frontier theory, the efficiency is a good measurement of organizational adjustment. 
Most previous literature measured the contribution of ICT to organization at firm level, 
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industry-level, and country-level using efficiency as a proxy of organization (Lin and 
Shao 2001, Shao and Lin 2006 and Lin 2009). Second is that efficiency can be directly 
estimated, although it is a latent variable. Fig 5.1 illustrates the definition of co-invention 
and its two proxies (i.e. the proxy of efficiency and the proxy of organizational capital). 
 
                                 = 
 
FIGURE 5.1 The definition of co-invention and its two proxies 
 
Using efficiency as a proxy of co-invention, this study combines the GPT theory and the 
frontier theory to explain the initially negative growth due to ICT investment in Fig 5.2, 
where the abscissa is the ICT capital given Non-ICT capital and labour and the ordinate 
is the output.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
FIGURE 5.2 Initially negative growth due to ICT investment in the frontier framework 
 
In Fig 5.2, the curves of period 1 (t=1), of period 2 (t=2) and of period 3 (t=3) are the 
frontiers for period 1, period 2 and period 3, which are labelled as f1, f2 and f3. The 
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distance between f1 and f2 is TP1 due to the technology progress from period 1 to period 
2, which is negative (i.e. frontier falls) since resources are diverted to reorganization. 
Then the frontier rises to f3 at period 3 and thus TP2 is positive and larger in absolute 
term than TP1 since the new technology matured at period 3. Suppose an inefficient firm 
stays at point A in period 1. The inefficiency is the distance between point A and the 
frontier of period 1 (i.e. f1), which is labelled as ‘TE1’ in Fig 5.2. During period 2, this 
firm improves its efficiency and moves itself to point B with inefficiency ‘TE2’ - the 
distance between point B and f2.  In period 3, the efficiency of this firm rises further, 
reflecting the reposition from point B to point C. Technical efficiency change (TEC) can 
be used to rank the magnitude of change in efficiency over time, which can be defined as 
TEt-TEt-1. In a sum, while the frontier initially falls from f1 to f2 due to the accumulation 
of co-invention (i.e. organizational adjustment) and finally jumps to the peak level in 
period 3 when the ICT technology matures, efficiency increases from period 1 to period 3 
reflecting a continual organizational adjustment process.  
  
Even though efficiency as a proxy of co-invention appears to be better than 
organizational capital, they both face the same problem when used to measure ICT 
spillover effects: the length of the lag could not be determined. When efficiency was 
treated as a proxy of co-invention, the efficiency captured by SF on the basic-level should 
be increased during the lag, assuming ICT spillover effects existed in a country, 
according to the hypothesis of the GPT theory that the use of ICT required the 
cooperation with a reorganization process before ICT could contribute positively to the 
industrial output. When organizational capital is indicated by lagged ICT capital as a 
proxy of co-invention, lagged ICT capital should relate positively to current TFP growth, 
assuming a country has ICT spillover effects in accordance with the GPT theory. Thus, 
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both cases require information on the length of the lag for a country when examining the 
possibility of ICT spillover effects in a country.  
5.2.1.2 Using non-parametric SF to measure the length of lags 
Concerning the estimation of lags, since there was no direct guidance of lags in the GPT 
theory, the previous empirical studies considered a range of 5-15 years as the duration of 
the lag period but did not specify how long it was precisely (Howitt 1998; Brynjolfsson 
and Hitt 2002; Basu et al. 2003, 2007). The lag selected in this manner was clearly 
inaccurate. Although no direct guidance for lag selection was provided by the GPT theory, 
an indirect guidance could be employed. According to the GPT hypothesis proposed by 
Carlaw and Lipsey (2006), the impact on growth of a new technology, such as ICT, is not 
immediately positive but could initially reduce growth and/or productivity due to the 
necessary redesigns of physical capital, re-skilling of human capital, and etc. That is, the 
length of a period with negative return on growth due to introduction of the GPT may 
indicate the length of a lag that stems from an organizational adjustment process. For ICT 
spillover effects, the negative impact on growth could be measured as the initial number 
of years with negative return on ICT capital, which is the lag in this study (hereafter 
called ‘lag’). The growth and productivity slowdowns are reversed when the technology 
matures and the introduction of the GPT eventually restores its growth with long-term 
growth benefits. Following this GPT hypothesis, the length of lags could be captured by 
the length of years with negative return of ICT capital to output.  
 
The previous empirical studies with traditional parametric production functions did not 
use this approach because this approach implied that ICT capital was a capital that could 
generate temporary negative return to output (hereafter called ‘abnormal capital’). In the 
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case of ICT capital as an abnormal capital, the traditional parametric production functions 
do not work due to its assumptions of monotonicity and concavity for the underlying 
production functions. Thus, to deal with this problem, a non-parametric SFA is needed to 
relax these assumptions. By using a non-parametric SFA, the ICT capital can be treated 
as an abnormal input with the condition that negative return only appears in ICT capital 
but not in any other inputs. Consequently the years with negative return of ICT capital 
before the year with positive return of ICT capital can be treated as the lag. In other 
words, the number of years with a negative return of ICT capital indicates the length of 
lag for a country with ICT spillover effects.  
 
5.2.1.3 Measuring ICT spillover effects at the basic-level  
The basic level of the new framework measured ICT spillover effects for a country using 
two steps. The first step was to examine the existence of lags and measure the length of 
lags. The hypothesis of the GPT theory argued that ICT capital needed to cooperate with 
organizational change indicated by efficiency change before ICT could contribute 
positively to output growth. This means that the return of ICT capital to output was 
related to both observed ICT investment and the unobserved organizational change. 
Furthermore, this also indicated that the return of ICT capital may be abnormal that 
generated negative return to output the before ICT could contribute positively to output 
growth due to organization adjustment. Based on this argument, the lag could be captured 
by the number of years with negative return of ICT capital. Furthermore, the length of 
such years was an indication of the length of lags. Accordingly, the Hypothesis 1 can be 
written as: 
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Hypothesis 1: ICT capital is an abnormal capital that leads to the initially negative 
return of ICT capital to output for a country with ICT spillover effects.  
 
The second step was to test the whether efficiency increased during lags. If considering a 
possible lagged appearance of efficiency change, it is reasonable to test whether 
efficiency increased during and after lags. As mentioned above, the ICT capital may face 
an initial negative return due to an organizational adjustment process. Thus, 
organizational adjustment indicated by efficiency increase should be observed during 
and/or after the period of initially negative return of ICT capital. Thus, Hypothesis 2 was 
given as follows: 
Hypothesis 2: Efficiency increases during and/or immediately after the lag for a country 
with ICT spillover effects. 
 
Finally, the difference between the basic-level of the new framework and the previous 
empirical work based on the GPT theory was emphasized. The former assumed ICT 
capital as an abnormal input and measured ICT spillover effects on a non-parametric SFA 
by checking whether efficiency increased during and after lags with certain length. The 
latter argued ICT capital as a normal input and explored ICT spillover effects on a 
parametric production function to test whether ICT capital growth with undefined lags 
was positively correlated to the current TFP growth. The advantages of the former 
include: (i) from the theoretical perspective, it considered two characteristics of ICT 
spillovers, i.e. ICT as an abnormal input and organizational adjustment due to ICT 
investment. Thus, it can capture the strength of ICT spillover effects using the length of 
lags; (ii) from the perspective of methodology, the semi/non-parametric approach was 
more flexible in terms of less assumptions being made (e.g. monotonicity and concavity) 
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than a traditional parametric production function and allowed the capturing of the return 
of ICT capital when ICT capital was as an abnormal input. 
5.2.2 Measuring influential factors of ICT spillover effects at 
the higher-level 
After measuring ICT spillover effects at the basic level, the factors that influence ICT 
spillover effects were examined at the higher level. In the case of efficiency as a proxy of 
co-invention, the factors that influenced ICT spillover effects should be related to 
efficiency change. A direct factor was the persistent level of inefficiency, referred to as 
endogenous factor. For exogenous variables on the efficiency, this study considered two 
factors: software share and supply of skilled labours. 
  
5.2.2.1 Endogenous factor 
According to the rule of “survival of the fittest”, firms cannot survive in the long term 
unless they are technically efficient. However, if technical inefficiency was due to factors 
that were under the influence of firms but the factors could not be adjusted without cost, 
then the improvement of efficiency necessarily depends on the cost of adjustment 
(Tsionas 2006). A persistent technical inefficiency may appear if such costs are high.    
 
For the case of ICT usage, many previous studies suggested that ICT investment required 
a large amount of complementary costs to finish a reorganization process in order to 
utilize the potential benefits of the ICT investment and finally obtain growth. For 
example, Yang and Brynhjolfsson (2001) reported that the cost of an Enterprise Resource 
Planning (ERP) project incurred within the first year was five times the cost of the 
hardware and software licenses. Brynjolfsson, Hitt, and Yang (2002) had argued that 
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there were $9 of complementary cost for every $1 of ICT investment and explained the 
complementary cost was an organizational adjustment cost. Empirical studies on the GPT 
theory argued that these costs were a type of intangible organizational capital (Basu et al. 
2003, 2007). Thus, the persistent level of inefficiency should be considered when 
investigating the factors that influence (in)efficiency related to ICT spillover effects.  
 
However, it was difficult to measure this persistent level of inefficiency on stochastic 
frontier analysis due to the heteroscedastic inefficiency terms. Tsionas (2006) proposed a 
dynamic inefficiency model based on the existing SFA models, in which the current 
value of inefficiency depends on past values of inefficiency. This study will follow this 
approach to measure the persistent level of inefficiency in the US and UK.  
 
Specifically, consider the current inefficiency which is related to its one-year lagged 
value via an AR(1) structure. The coefficient of the lagged inefficiency was between 0 
and 1, which represents the time correlation at lag one. Clearly a coefficient close to 1 
indicated that the inefficiency of a country was persistent due to high adjustment costs, 
and thus the country has a limited room for the effect of exogenous environmental 
variables. On the other hand a coefficient close to 0 indicated that the efficiency of the 
country can more be increased by the exogenous environmental variables.  
 
Now considering the persistent level of inefficiency related to adjustment cost as a 
influential factor of ICT spillover effects, a country with strong ICT spillover effects 
should have a lower persistent level of inefficiency since this country is able to adjust 
organization with low cost to digest ICT investment. Hence, the following hypothesis is 
proposed:  
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Hypothesis 3: A low persistent level of inefficiency appears for a country with strong ICT 
spillovers. 
 
5.2.2.2 Exogenous factors 
 A number of studies investigated the exogenous factors that influenced efficiency, 
including software investment, intangible education investment, skilled labours, R&D 
level, marketing of new products, etc. (Bernstein, J. I. and Mohnen, P. 1994; Cincera, M. 
and Potterie, B. 2001; Shao and Lin 2001; Doi, J. and Mino, K. 2005; Pohjola, M. 2001; 
Oulton, N. 2002; Garbacz, C. 2007). Among these factors, skilled labours and software 
investment were considered in this thesis.  
 
Skilled labour 
 
Skilled labour was chosen to test whether ICT, skilled labour and organizational 
adjustment complement each other in the industry-level. Skill-biased Technical Change 
(SBTC) theory suggests technological change increases the demand for skilled labour 
with respect to unskilled labour. Existing empirical studies suggest a correlation between 
ICT and the skilled labour at the worker level, firm level and industry level (Krueger 
1993; Doms et al. 1997; Dunne et al. 1997). Besides these direct influences, some 
researchers have argued that technical progress also has an indirect effect on the skilled 
labour (Bresnahan et al., 2002). Skill-biased Organizational Change (SBOC) theory 
relates the organization and the skilled labour to point out that the adoption of new 
organizational systems (e.g. ICT) based on decentralized decision-making calls for more 
skilled labour (Milgrom and Roberts 1990; Caroli and Van Reenen 2001).  
 
Later, Bresnahan (1999) argued that the SBTC and SBOC theories are two sides of the 
same coin. Bresnahan introduces the concept of organizational complementarities 
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between ICT and skilled labour. In this perspective, technological change, and 
particularly the adoption of ICT increases the demand for skilled labour which supports 
the idea that the adoption of ICT is more effective in organizations with more skilled 
labour and with decentralised workplace organizations (Machin and van Reenen, 1998; 
Autor, et al., 1998; Acemoglu, 1998; Bresnahan, et al., 2002; Card and Lemieux 2001; 
etc.).  Thus, a larger supply of skilled labour should positively contribute to 
organizational adjustment (indicated by efficiency change) which stem from ICT 
spillover effects. Most previous studies mentioned above agreed with this conclusion, but 
were generally based on firm-level data with organizational data collected by a survey 
among firms.  
 
Based on SBTC and SBOC, it is expected a significantly positive contribution of skilled 
labour to efficiency increased in and after the lag for a country that has strong ICT 
spillover effects with low persistent level of inefficiency. Hence the following hypothesis 
is proposed:  
Hypothesis 4: Skilled labour positively affects the efficiency during lag for a country with 
strong ICT spillover effects. 
 
 
 
Software share  
 
The software share was close to organizational change. On the one hand, the 
‘organizational computing’ was very important for the reduction of both the transaction 
cost and the management cost for the firms of ICT-using sectors, which was closely 
linked with the software itself. For example, enterprise resource planning (ERP), material 
requirement planning (MRP), database management systems (DBMS), and customer 
resource management (CRM) were widely used by all sectors of the entire economy 
(Steinmueller 1995). Thus, a high software share should increase efficiency due to the 
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reduction of the relevant cost of firms. On the other hand, software share can also 
increase the demand for skills labour and thus increase efficiency as well (Roach, 1991; 
Berndt et al., 1992; Stiroh, 1998).  Accordingly this relationship the following hypothesis 
is proposed: 
Hypothesis 5: Software share positively affects the efficiency during the lag for a country 
with strong ICT spillover effects. 
 
Despite the hypothesis, existing literature revealed mixed findings. For example, Shao 
and Lin (2006) and Lin (2009) argued that IT spending did not necessarily improve 
production efficiency in a country, which was contrary to the conclusions reached by Hitt 
and Brynjolfsson (1996) and Lin and Shao (2000). As mentioned by Lin (2009), one 
possible reason for this was that a parametric frontier such as a Cobb-Douglas or 
Translog frontier alone might have caused misleading conclusions as far as the 
contributions of IT investment to productivity or productive efficiency are concerned. 
Therefore, a non-parametric time-variant frontier was employed in this study. 
 
5.2.2.3 Measuring the influential factors of efficiency on one-
stage approach 
A one-stage approach was employed in this framework to avoid potential bias in the 
estimates obtained using the two-stage approach in many previous studies. At the higher-
level, in the efficiency function where inefficiency was a dependent variable together 
with lagged inefficiency and two exogenous factors as independent variables, a negative 
coefficient of exogenous factors indicated a positive relationship between exogenous 
factors and an increased efficiency. A relatively small coefficient value of lagged 
inefficiency suggests a low persistent level of inefficiency. 
 
 117
5.2.3 Summary   
This framework focuses on the lag period and efficiency change at the basic-level, and 
investigates the persistent level of inefficiency and the effects of software share and 
skilled labour on inefficiency at the higher-level. Based on these, the ICT spillover 
effects and the factors that affected the ICT spillover effects can be investigated by 
addressing the following three issues.  
 
First, does a country have ICT spillover effects? A positive conclusion can be drawn if 
the two conditions are satisfied: (i) a lag exists and (ii) efficiency increases during or 
immediately after this lag. The first condition is linked to the GPT theory argument that 
ICT capital is an abnormal input that may decrease growth as resources are diverted to 
reorganization and learning (Basu et al. 2003). The second condition is based on the 
hypothesis of the GPT theory that ICT investments lead to reorganization in ICT-using 
industries (Basu et al. 2007). Both conditions can be tested via hypothesis 1 and 2 at the 
basic-level. 
 
Secondly, how strong are a country’s ICT spillover effects? If a country has ICT spillover 
effects, then the length of the lag can be estimated. Based on the GPT theory, a country 
that obtains a positive return of ICT capital and output growth earlier than others 
indicates that this country has strong ICT spillover effects. Thus, the length of the lag is a 
measurement of the strength of ICT spillover effects, where the length of the lag is 
measured by the length of years with negative return of ICT capital at the basic-level.  
 
Finally, what is the underlying factors driving ICT spillover effect? Since the persistent 
level of inefficiency dominates the organization situation, it consequently plays a major 
role of determining the strength of capability to adjust the organization, which is tested 
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through hypothesis 3 at the higher level. The persistent level of inefficiency was captured 
by the coefficient of the lagged inefficiency in the efficiency function of the higher level 
where the current inefficiency was a dependent variable and inefficiency that lagged a 
year was an independent variable. In addition, the effects of exogenous factors that 
influenced efficiency are to be investigated via testing hypotheses 4 and 5 at the higher 
level. 
 
5.3 Model specifications 
The two-level framework mentioned above was based on two models developed in 
Chapter 4. For the purpose of comparison, three other traditional models were also 
considered. The most commonly used approach to measuring the effects of ICT on 
productivity/output was the time-invariant growth accounting, i.e. Model 1 below. This 
approach does not take into account for the efficiency. The time-invariant parametric 
stochastic frontier model, Model 2, was also considered in which the efficiency could be 
estimated. Model 3 assumed a time-variant parametric stochastic frontier. Note that all 
these three models were one-level models, and thus they were unable to investigate the 
effects of environmental variables on efficiency.  
 
In the literature the two-stage approach was usually used to solve this problem by adding 
an efficiency function used to measure the effect of environmental variables (e.g. Lin and 
Shen, 2002). From the statistical perspective, however, this may lead to a biased estimate 
and/or a lower statistical efficiency in inference (Koop et al. 1999). In contrast, a one-
stage approach, Model 4, will be considered. It is the semi-parametric model developed 
in Chapter 4, including a non-parametric time-variant stochastic frontier at the basic-level 
and a parametric time-invariant efficiency function at the higher-level. Further, Model 5 
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extends the higher level of Model 4 to a non-parametric time-variant efficiency function. 
Detailed model specifications are depicted as follows. 
 
5.3.1 One-level Models 
 
Model 1: Time-invariant linear model 
The traditional parametric model can be used to analyse the impact of ICT on output 
under the neoclassical growth accounting. Under some certain assumptions, a log-form 
Cobb-Douglas production function could be written as 
vdlbkakcy ICTICTNon ++++= −                       (5.1) 
where ICTNonk −  is the log of the non-ICT capital, ICTk  is the log of the ICT capitals, l  is 
the log of labour, c  is constant and v  is residual. The output elasticity with respect to 
non-ICT capital, ICT capital, and labour ( a ,b , d ) can be estimated by Eq. (5.1) based on 
the observed y , ICTNonk − , ICTk , l . 
 
For the industry-level panel data ( Ni ,..,1= ; Tt ,..,1= ), Eq. (5.1) could be rewritten as a 
time-invariant linear model for: 
ititlitikitnkit vliknky ++++= ββββ0 ,     (5.2) 
where ity is the log of the value added, itnk is the non-ICT capital stock, itik is the ICT 
capital stock, and itl is the log of labour for period t  in industry i  for an individual 
country. Eq. (5.2) could also be written as:  
vliknky liknk ++++= ββββ0 ,     (5.3) 
where ),,( 1 Tyyy ′′= , nk , ik , and l  are NT vectors, ),,( 1 Tvvv ′′=  is an NT vector with 
two-sided noise, and iknk βββ ,,0 and lβ  are time-invariant parameters. This model 
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assumed that the production function had the Cobb-Douglas form that allowed direct 
estimates of production function parameters. Although this traditional model has been 
widely used in previous studies, it has a limitation: it assumes that all industries in a 
country operate at full efficiency, which was clearly unreasonable in a cross-country 
comparison study. Thus a time-invariant linear stochastic frontier model was also used as 
described next.  
 
Model 2: Time-invariant linear stochastic frontier model 
When the industries in a country have different efficiencies, an efficiency term should be 
included into the production function. Eq. (5.2) and Eq. (5.3) could be rewritten as the 
following inefficiency function:  
itititlitikitnkit uvliknky −++++= ββββ0 ,       (5.4)  
or 
uvliknky liknk −++++= ββββ0 ,     (5.5) 
where ),.,( 1 Tuuu ′′=  is an NT vector of  non-negative technical inefficiency errors. The 
other variables were defined similarly as in Eq. (5.2). itv  and itu  were assumed to be 
mutually independent as well as independent of itnk , itik and itl .  The Model in Eq. (5.4) 
collapses to Model in Eq. (5.2) without the inefficiency term. The drawback of Model 2 
was that it assumed a time-invariant linear production function, which could not be used 
to measure technological progress (TP). Hence, a time-variant linear stochastic frontier 
model is considered next. 
 
Model 3: Time-variant linear SF model 
The time-variant form of Eq. (5.4) is: 
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ititittlittikittnktit uvliknky −++++= ,,,,0 ββββ ,   (5.6)  
where tiktnkt ,,,0 ,, βββ and tl ,β  are time-variant parameters. This model will reduce to the 
time-invariant linear model in Eq. (5.4) if the time-variant parameters become time-
invariant. It is important to note that this model allows for frontier shifts over time and 
thus, 1,0,0 −− tt ββ represents technological progress (TP). 
 
Two-stage Approach 
Models 1, 2, and 3 are one-level models that cannot measure the impact of exogenous 
environmental variables on the efficiency or TFP (Note that Model 1 does not include an 
inefficiency term). Previous studies have used a two-stage approach to solve this problem. 
In the two-stage approach, the efficiency was estimated from model 2 or model 3 with the 
environmental variables omitted in the first-stage. Then, the efficiencies obtained from 
the first stage regressed on the environmental variables. However, Koop (1999) argued 
that the two-stage approach generated biased estimates because it used posterior means as 
data in the second stage and thus this ignored the uncertainties in the point estimates. An 
example of the two-stage approach is: 
ititittlittikittnktit uvliknky −++++= ,,,,0 ββββ ,   (5.7) 
itititithlit sshlu εφφγγ ++++= 00 ,     
where ),.,( 1 Tuuu ′′=  is an vector of  non-negative technical inefficiency errors, ithl  
is the share of skilled labour, hlγ  represents the coefficient of variable ithl , itss  is the 
share of software, and itφ  is the coefficient of variable itss .  The other variables were 
already defined for Eq. (5.6). 
NT
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5.3.2 Two-level Models 
The one-level models could not be used to explore the effects of the environmental 
variables on TFP or efficiency without the accompaniment of the two-stage approach. 
The two general stochastic frontier models developed in Chapter 4 were two-level models 
that investigated the efficiency and the effect of exogenous environmental variables on 
the efficiency in one-stage. The first model was a semi-parametric dynamic stochastic 
frontier with a time-variant non-parametric frontier at the basic level and a time-invariant 
linear function for technical inefficiency at the higher level. The second model relaxed 
the linear functional form for technical inefficiency at the higher level.  
 
Model 4: Semi-parametric dynamic stochastic frontier model 
ititittlittikittnkit vulfikfnkfy +−++= )()()( ,,, , 
ittiitssithlit usshlu ερφγ +++= −1,loglog , for Tt ,..,2= ,    (5.8) 
 11,1,1,1log iitssithli sshlu εφγ ++= , for 1=t , 
where ),.,( 1 Tuuu ′′=  is an NT vector of  non-negative technical inefficiency errors. The 
other variables were already defined in Eq. (5.6). Note that Eq. (5.8) does not assume that 
1iu and }1,{ >tuit originate from the same process, but allows for the possibility that the 
first observation is different.  In Eq. (5.8), ithl  is the share of skilled labour, 1,hlγ  is the 
coefficient of ithl during the first year (1980), and hlγ  is the coefficient of ithl  during the 
other years. Similarly, itss  is the share of software, 1,ssφ  is the coefficient of itss during 
the first year (1980), and ssφ  is the coefficient of itss  during the other years. 
 
Model 5:Non-parametric dynamic stochastic frontier model 
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ititittlittikittnkit vulfikfnkfy +−++= )()()( ,,, , 
ittiittssitthlit ussghlgu ερ +++= −1,,, log)()(log , for Tt ,..,2= , (5.9) 
11,1,1,1,1 )()(log iitssithli sshhlhu ε++= , for 1=t , 
where ()1,hlh and ()1,ssh are the non-parametric time-variant functions that represent the 
effect of skilled labour and software for the first year (1980), and (),thlg and (),tssg are the 
non-parametric time-variant functions for the subsequent years. The other variables were 
already defined in Eq. (5.8). 
 
Based on the two-level models, the new framework could measure the lag and efficiency 
change at the basic level, and the persistent level of inefficiency and the effects of 
software and skilled labour on inefficiency at the higher level as follows: (i) the lag time 
was measured by the number of years with negative return of ICT capital. The negative 
return of ICT capital was captured by the return of ICT capital (fik,t) on the non-
parametric frontier at the basic-level in either model 4 or model 5. For example, based on 
the data of 24 ICT-using industries in the US during 1980-2000, if there is a negative 
trend of ICT capital return (fik,t) over successive years in the logY,-logKICT (i.e. itit iky − ) 
space, then the length of the lag captured by the number of these successive years; (ii) the 
efficiency change during the lag could be examined by estimating the inefficiency term 
(uit ) at the basic-level in either model 4 or model 5. A decrease of uit during the lag 
indicated ICT spillover effects for a country; (iii) the persistent level of inefficiency could 
be captured by ρ  at the higher level in Model 4 or Model 5. A relatively small value of 
ρ indicates a weak persistent level of inefficiency; (iv) the effects of skilled labour and 
software share on inefficiency could be explored by the coefficients of the exogenous 
supply of skilled labour ( 1,hlγ and hlγ ) and software ( 1,ssφ and ssφ ) at the higher level in 
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model 4. The non-parametric efficiency function in model 5 revealed the effect of the 
exogenous supply of skilled labour and software share by (hhl,1, ghl,t ) and (hss,1 , gss,t). For 
strong ICT spillover effects indicated by shorter lag, it is expected a value of ρ that 
would be far less than one, and statistically significant and negative values for 
( 1,hlγ and hlγ ) and ( 1,ssφ and ssφ ) in Model 4. In Model 5, a negative trend of ghl,t and gss,t 
during successive years in the loguit –log (skilled labour share) (i.e. itit hlu −log ) space 
and the loguit –log(software share) (i.e. itit ssu −log ) space are expected.   
 
5.4 Concluding remarks 
Based on the GPT theory, this chapter built a new framework to measure ICT spillover 
effects by choosing efficiency as a proxy of co-invention. The framework could capture 
the length of the lag of ICT spillover effects as a proxy of strength of ICT spillover 
effects by using a dynamic non-parametric SFA model. Furthermore, the framework 
could also measure the effects of factors that influenced ICT spillover effects by 
considering the persistent level of inefficiency as an endogenous factor and exogenous 
factors as environmental variables of efficiency. This framework will be used to measure 
ICT spillover effects in the US and the UK respectively and to explore the reasons of 
different ICT spillover effects between them in the next chapter. 
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Chapter 6 ICT spillover in the US and UK  
6.1 Introduction 
Based on the GPT theory, Chapter 5 built a new framework of measuring ICT spillover 
effects to fill the gaps of theoretical guidance. This chapter used this framework to 
investigate ICT spillover effects and explored those factors that might contribute different 
ICT spillovers in the US and UK. 
 
ICT spillover effects in the US were first examined by testing Hypothesis 1&2 proposed 
in Chapter 5. Strong ICT spillover effects indicated by a short lag in the US were 
observed, which was consistent with the conclusion in the previous studies (Basu et al. 
2007). Furthermore, the new framework gave the measurement of the lag with 6-8 years 
in the US. 
 
Then, the ICT spillover effects in the UK were investigated in section 6.3. The result of a 
weak ICT spillover indicated by a long lag in the UK was in line with the conclusion of 
Basu et al. (2003). Furthermore, the longer lag of 12-13 years in the UK means the UK 
had been in the process of organizational adjustment up to 2000 and thus contributed to 
the slowdown in TFP growth of the UK, which could not be explained by Basu et al. 
(2003) due to an inappropriate proxy of co-invention employed in their work. 
Comparison of ICT spillovers in the UK in relation to the US was presented in section 
6.4.  
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Finally, the reasons for the different ICT spillover effects between the US and the UK 
were explored in section 6.5. A stronger persistent level of technical inefficiency in the 
UK than that in the US suggested that the persistent level of inefficiency was a crucial 
factor for the divergent ICT spillover effects between the UK and the US, apart from the 
distinguished ICT investment level as commonly mentioned in previous studies (Schreyer, 
2000, Daveri, 2002 and Basu et al. 2003). Having a strong persistent level of inefficiency 
in the UK further limited the influence of exogenous factors on inefficiency, such as the 
supply of skilled labour and the software investment.  
 
6.2 ICT spillover effects in the US at the basic-level  
This section focuses on the measurement of ICT spillover effects in the US by testing 
hypotheses 1 and 2 proposed in Chapter 5 at the basic-level of this framework, whereas 
the ICT spillover effects for the UK will be investigated in the next section. 
 
6.2.1 Measurement of the lag time  
Hypothesis 1: ICT capital is an abnormal capital that can lead to the initially negative 
return of ICT capital to output for a country with ICT spillover effects. 
 
This hypothesis can be tested using the US data over the period of 1980-2000. Clearly a 
model with traditional parametric production function was incapable to address this issue 
due to its implicit assumptions of monotonicity and concavity for the underlying 
production function, for example in the form of Cobb-Douglas or translog. After 
comparing with Models 1-3 with parametric production functions, this sub-section used 
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Models 4 and 5 with a non-parametric stochastic frontier to identify the abnormal ICT 
capital and measure the lag time for the US.  
 
Most previous studies treated ICT capital as a normal input and used a linear or log-linear 
production function to measure its positive return to output. For example, Dewan and 
Kraemer (2000) estimated a Cobb-Douglas function with GDP as the output and IT 
capital, non-IT capital and labour hours as the inputs using pooled annual data from 36 
countries during 1985-1993. Their result showed that output elasticities of non-IT capital, 
IT capital, and labour for the 22 developed countries were 0.16, 0.057 and 0.823, 
respectively. Based on the US data over the period of 1980-2000, Model 1 with the time-
invariant linear production function produced quantitatively similar results. As shown in 
TABLE 6.1, output elasticities of non-ICT capital, ICT capital, and labour were 
significantly positive with the values 0.18, 0.16, and 0.62, respectively. 
TABLE 6.1 Output elasticities of inputs estimated by Model 1 for US  
Non-ICT capital ICT capital Labour 
0.18* 
(0.02) 
0.14* 
(0.01) 
0.62* 
(0.02) 
Note: (i) Posterior means and posterior standard deviations in parentheses. (ii) * indicates p<0.05. 
 
However, not all models with a linear production function can ensure a significantly 
positive elasticity of ICT capital. In other words, the estimate of positive elasticity of ICT 
capital depends on models with various specifications. For example, Pohjola (2002) 
reported that ICT capital was not statistically significant at the cross-sectional estimate of 
economic growth in 42 countries during 1985-1999. When the time-invariant production 
function in Model 1 changed to the time-variant linear production frontier in Model 3 and 
applied to the present US data, the obtained results were similar to that of Pohjola (2002). 
As shown in TABLE 6.2, output elasticities of ICT capital were insignificant over some 
years, e.g. 1982-1988 with one anomaly in 1983.  
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TABLE 6.2 Output elasticities of inputs estimated by Model 3 for US 
Year Non-ICT ICT Labour Year Non-ICT ICT Labour 
1980 0.16 
(0.09) 
   0.10* 
(0.04) 
   0.84* 
(0.08) 
1990    0.19* 
(0.09) 
   0.12* 
(0.06) 
  0.67* 
(0.07) 
1981 0.18 
(0.10) 
   0.09* 
(0.04) 
   0.77* 
(0.08) 
1991    0.20* 
(0.09) 
   0.14* 
(0.06) 
  0.65* 
(0.08) 
1982 0.19* 
(0.09) 
   0.07 
(0.04) 
   0.81* 
(0.08) 
1992    0.20* 
(0.09) 
   0.14* 
(0.06) 
  0.64* 
(0.08) 
1983 0.12 
(0.09) 
   0.10* 
(0.04) 
   0.73* 
(0.08) 
1993    0.17 
(0.09) 
   0.19* 
(0.06) 
  0.57* 
(0.07) 
1984 0.15 
(0.10) 
   0.08 
(0.05) 
   0.71* 
(0.08) 
1994    0.18* 
(0.10) 
   0.20* 
(0.07) 
  0.55* 
(0.08) 
1985 0.20* 
(0.10) 
   0.05 
(0.04) 
   0.69* 
(0.08) 
1995    0.17 
(0.09) 
   0.23* 
(0.07) 
  0.54* 
(0.07) 
1986 0.21* 
(0.09) 
   0.05 
(0.05) 
   0.74* 
(0.07) 
1996    0.18 
(0.10) 
   0.24* 
(0.07) 
  0.50* 
(0.07) 
1987 0.22* 
(0.10) 
   0.06 
(0.05) 
   0.64* 
(0.07) 
1997    0.18* 
(0.10) 
   0.25* 
(0.07) 
  0.47* 
(0.08) 
1988 0.16 
(0.09) 
   0.10 
(0.05) 
   0.61* 
(0.07) 
1998    0.18* 
(0.11) 
   0.26* 
(0.07) 
  0.45* 
(0.08) 
1989 0.18 
(0.10) 
   0.11* 
(0.05) 
   0.62* 
(0.07) 
1999    0.21* 
(0.10) 
   0.27* 
(0.07) 
  0.44* 
(0.07) 
1990 0.19* 
(0.09) 
   0.12* 
(0.06) 
   0.67* 
(0.07) 
2000    0.23* 
(0.10) 
   0.24* 
(0.07) 
  0.47* 
(0.08) 
Note: (i) Posterior means and posterior standard deviations in parentheses. (ii) * indicates p<0.05. 
 
The insignificant results on some output elasticities of ICT capital in the US might 
attribute to the fact that the possible negative return of ICT capital cannot be captured in 
the linear relationship specified in Model 3 due to the implicit monotonicity and 
concavity restrictions. This can be supported by some previous studies that argued that 
traditional parametric especially linear production function is an inappropriate function 
form to explore the input-output relationship. For example, Costa and Markellos (1997) 
using a neural network approach found the so-called ‘congested area’ with a negative 
slope between inputs and outputs in the London underground from 1970 to 1994 in terms 
of fleet size and workers (inputs) and the millions of train km per year covered by the 
fleet (outputs). Some researchers in their educational production function analysis have 
also found that traditional restrictive specifications failed to capture potential non-linear 
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effects of school resources (Baker, 2001). Thus, a non-parametric production function 
without explicit assumption of monotonicity and concavity is more appropriate to capture 
the negative return of these abnormal inputs.  
 
Indeed, the results of Model 4 with the non-parametric time-variant production function 
presented a negative relationship between ICT capital and the return of ICT capital to 
output in some years for the US. For example, the negative return of ICT capital in 1987 
in the US was shown in Fig 6.1, where the abscissa is the log ICT capital stock for 24 
ICT-using industries in 1987 (i.e. 1987,iik  where i=1,..,24 in Eq. (5.8)) and the ordinate is 
the return on the log ICT capital of the 24 ICT-using industries in 1987 (i.e. 
)( 1987,1987, iik ikf  where i=1,..,24 in Eq. (5.8)).  
 
 
FIGURE 6.1 Non-linear return of ICT capital in 1987 in the US estimated by Model 4 
 
 
Note the curve displayed in Fig 6.1 is the normalised return of log ICT capital rather than 
a true return of log ICT capital. Thus, Fig 6.1 does not give a quantitative relationship 
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between log ICT capital and the return of log ICT capital. Rather, it shows the qualitative 
linkage between log ICT capital and its return. In other words, Fig 6.1 only addresses the 
issue whether the return of ICT capital rises or falls when ICT capital increases. The 
detail is given in Appendix B. 
 
Fig 6.2 presented the return of log ICT capital in relation to log ICT capital in the US for 
each year over the period of 1981-2000. Similar to Fig 6.1, in each sub-plot, the abscissa 
was the annual log ICT capital stock for 24 ICT-using industries and the ordinate was the 
annual return of the log ICT capital of these 24 ICT-using industries.  
 
 FIGURE 6.2 Non-linear return of ICT capital in the US estimated by Model 4 
(1981-2000) 
 
Fig 6.2 showed that a negative return of ICT capital existed in the US during 1982-1989 
and then this negative return of ICT capital turned into a positive return in 1990 and the 
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US had kept the positive return up to 2000. In other words, there was initially negative 
return of ICT capital in the US.  
 
For comparison purpose, annual returns of non-ICT capital and labour over the period 
1981-2000 were also presented in Fig 6.3 and Fig 6.4. It can be seen from Fig 6.2, Fig 6.3, 
and Fig 6.4 that the return of normal input, such as non-ICT capital and labour, was 
positive during all periods, while the return of ICT capital was negative in some periods. 
Therefore the empirical evidence is in favour of the claim that the ICT capital is an 
abnormal capital, hence supports Hypothesis 1 that the ICT capital is an abnormal capital 
and the initially negative return of ICT capital to output existed in the US. 
 
 
          FIGURE 6.3 Linear return of non-ICT capital in the US estimated by Model 4 
(1981-2000) 
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    FIGURE 6.4 Linear return of labour in the US estimated by Model 4(1981-2000) 
 
The results from Model 5 gave the same conclusion as Fig 6.5 showed initially negative 
returns to ICT capital during 1983-1988. 
 FIGURE 6.5 Non-linear return of ICT capital in the US estimated by Model 5 
(1981-2000) 
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Apart from the conclusion of ICT capital as an abnormal capital, further remarks can be 
made as follows. First, the analysis provided empirical evidence to the claim that ICT as 
a GPT may generate initial periods with negative contribution to output due to the 
relevant organization adjustment. The existence of the years with negative return of ICT 
capital provides a measurement of lag period as the length of years with negative return 
to output. It can also been seen that, to come to the conclusion that the ICT capital is an 
abnormal capital and to capture the lag period, a non-parametric production 
function/frontier which relaxes the assumptions of monotonicity and concavity is crucial 
in the analysis.   
 
Discussion 
Two issues related to the negative return of ICT capital should be noted. The first was 
whether the negative return of ICT capital in Fig 6.2 was purely a reflection of 
heterogeneity in ICT capital across industries. O'Mahony et al. (2005) argued that 
traditional industry panel data analysis could fail to discover a positive contribution 
mainly due to heterogeneity in ICT across industries, particularly in the time dimension. 
Therefore, negative elasticity of ICT capital estimated in their studies was mainly due to 
ICT capital heterogeneity across industries.  
 
In O'Mahony et al. (2005), the average ICT to total capital ratio (ICT/TK) was used to 
measure ICT capital heterogeneity across industries. Fig 6.6 showed the average ICT to 
total capital ratio (ICT/TK) by industry for the United States over the period 1980-2000. 
It was evident that the magnitude of heterogeneity across industries was not weakened 
over time, but strengthened. Following their logic, if the result of negative return of ICT 
capital stemmed from the bias of heterogeneity, then a longer lag in the US during 1980-
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2000 would be concluded rather than an 8-year lag during 1982-1989 because 
heterogeneity strengthened during 1980-2000.  
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FIGURE 6.6 Heterogeneity of ICT capital across industries in the US 
 
Indeed, as shown in Fig 6.2, there was a clear trend that negative return of ICT capital 
was gradually transforming to a positive one, which indicated that the non-linear negative 
return of ICT capital was not determined by ICT capital heterogeneity across industries.  
 
The second issue was whether the application of this non-linear model leads to the 
negative return of ICT capital in the US. If this is true, then the return of all three inputs 
should be affected. The return of non-ICT capital and labour listed in Fig 6.3 and Fig 6.4 
presented traditional positively returns of the inputs in these non-linear models. In other 
words, the returns of traditional inputs remained positive in a non-linear model, which 
provides the support to the argument that negative return of ICT capital were not due to 
the usage of a non-parametric model.  
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6.2.2 Estimates of efficiency  
Hypothesis 2:  Efficiency increases during and/or immediately after the lag for a country 
with ICT spillover effects. 
 
This hypothesis can be tested using the US data over the period of 1980-2000. In sub-
section 6.2.1, the results of Model 4 and Model 5 showed an 8-years time lag during 
1982-1989 and a 6-years time lag during 1983-1988 in the US, respectively, in which the 
ICT capital presented a negative return. According to the GPT theory, this lag reflected a 
reorganization process if the US had ICT spillover effects during this lag. A 
reorganization process was experienced during and/or after the lag, which can be 
evidence by the increase in efficiency. Thus, it was possible to observe an improvement 
of efficiency in and/or after the lag period, if the US had ICT spillover effects.  
 
TABLE 6.3 showed the efficiency results for the US data during 1980-2000 estimated by 
Model 4. The sign of return on ICT capital in 1980-2000 was also listed in TABLE 6.3 
for the purpose of indicating the lag. From the results of Model 4, the lag period was 
from 1982 to 1989. TABLE 6.3 showed that the efficiency in the US increased from 0.62 
in 1982 to 0.66 in 1989 and reached the peak 0.68 in 1986. Furthermore, immediately 
after the lag period, the efficiency was substantially increased:  the average efficiency 
rose to 0.70 in 1990s compared to the average efficiency level of 0.65 in the lag period in 
1980s. Hence the empirical evidence supported Hypothesis 2. 
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TABLE 6.3 Efficiencies in the US estimated by Model 4 
Year Return of ICT capital Efficiency Year Return of ICT capital Efficiency
1980 + 0.67* 1990 + 0.70* (0.20) (0.15)
1981 + 0.64* 1991 + 0.70* (0.22) (0.15)
1982 - 0.62* 1992 + 0.70* (0.20) (0.14)
1983 - 0.61* 1993 + 0.68* (0.18) (0.14)
1984 - 0.62* 1994 + 0.68* (0.17) (0.14)
1985 - 0.62* 1995 + 0.76* (0.16) (0.14)
1986 - 0.68* 1996 + 0.74* (0.15) (0.13)
1987 - 0.65* 1997 + 0.68* (0.14) (0.13)
1988 - 0.64* 1998 + 0.69* (0.14) (0.13)
1989 - 0.66* 1999 + 0.71* (0.15) (0.13)
1990 + 0.70* 2000 + 0.69* (0.15) (0.14)
Average In 1980s 0.64 In 1990s 0.70
Note: (i) Posterior means and posterior standard deviations in parentheses. (ii) * indicates p<0.05. 
 
Model 5 used a different efficiency function than Model 4 at the higher level but Model 5 
generated a similar outcome as Model 4, as shown in TABLE 6.4. The result of Model 5 
suggested a 6-year lag during 1983-1988. TABLE 6.4 also showed that the efficiency of 
the US increased from 0.65 in 1983 to 0.70 in 1986, although efficiency was 0.64 in 1988. 
The average efficiency in 1980s with the lag time was 0.65, which was less than the 
average efficiency (0.69) in 1990s. This result also supported Hypothesis 2.  
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TABLE 6.4 Efficiencies in the US estimated by Model 5 
Year Return of ICT capital Efficiency Year Return of ICT capital Efficiency
1980 + 0.64* 1990 + 0.71* (0.19) (0.16)
1981 + 0.64* 1991 + 0.67* (0.22) (0.17)
1982 + 0.62* 1992 + 0.70* (0.19) (0.14)
1983 - 0.65* 1993 + 0.66* (0.17) (0.16)
1984 - 0.65* 1994 + 0.74* (0.17) (0.14)
1985 - 0.65* 1995 + 0.71* (0.16) (0.17)
1986 - 0.70* 1996 + 0.70* (0.14) (0.14)
1987 - 0.65* 1997 + 0.63* (0.14) (0.13)
1988 - 0.64* 1998 + 0.69* (0.15) (0.13)
1989 + 0.66* 1999 + 0.70* (0.14) (0.14)
1990 + 0.71* 2000 + 0.66* (0.16) (0.14)
Average In 1980s 0.65 In 1990s 0.69
Note: (i) Posterior means and posterior standard deviations in parentheses. (ii) * indicates p<0.05. 
 
For the purpose of comparison between the non-parametric models and the parametric 
models, the efficiency change using the traditional parametric SF models were also 
investigated. Model 2 with the time-invariant stochastic frontier (SF) and Model 3 with 
time-variant SF were employed to estimate the efficiency on the same data of the US 
used by Models 4 and 5. Again the results confirmed that the parametric models were not 
applicable to investigate ICT spillover effects.  
 
The efficiency estimated by Models 2 and 3, as shown in TABLE 6.5, presented a stable 
efficiency during 1980-2000, which suggested no significant efficiency change during 
1980-2000. It can be seen from TABLE 6.5 that the efficiency was within the ranges of 
0.96-0.97 and 0.81-0.83, respectively, during the all periods of Model 2 and Model 3. 
That is, the model with a parametric frontier did not capture the efficiency change 
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associated with ICT spillover effects. This further justifies the use of non-parametric 
models in the study of ICT spillover effects. 
TABLE 6.5 Efficiencies in the US estimated by Models 2 and 3 
Year Model 2 Model 3 Year Model 2 Model 3 
1980 0.96* (0.03) 
0.81* 
(0.12) 1990 
0.96* 
(0.01) 
0.83* 
(0.07) 
1981 0.96* (0.03) 
0.80* 
(0.12) 1991 
0.96* 
(0.01) 
0.83* 
(0.06) 
1982 0.96* (0.03) 
0.80* 
(0.12) 1992 
0.97* 
(0.01) 
0.83* 
(0.06) 
1983 0.96* (0.02) 
0.81* 
(0.11) 1993 
0.97* 
(0.01) 
0.84* 
(0.06) 
1984 0.96* 0.81* 1994 0.97* 0.84* (0.02) (0.10) (0.01) (0.06) 
1985 0.96* 0.82* 1995 0.97* 0.84* (0.02) (0.10) (0.01) (0.05) 
1986 0.96* 0.82* 1996 0.97* 0.84* (0.02) (0.09) (0.01) (0.06) 
1987 0.96* 0.82* 1997 0.97* 0.83* (0.01) (0.08) (0.01) (0.07) 
1988 0.97* 0.82* 1998 0.97* 0.83* (0.01) (0.08) (0.01) (0.07) 
1989 0.97* 0.83* 1999 0.96* 0.83* (0.01) (0.07) (0.01) (0.07) 
1990 0.96* 0.83* 2000 0.97* 0.83* (0.01) (0.07) (0.01) (0.07) 
 Note: (i) Posterior means and posterior standard deviations in parentheses. (ii) * indicates p<0.05. 
 
In addition, it can be seen that the estimated efficiencies from Models 2 and 3 were 
substantially larger than those estimated by Models 4 and 5. One possible explanation for 
this was that Models 4 and 5 used a non-parametric frontier and thus could measure the 
efficiency more accurately. For example, Fig. 6.7 showed how the measurement of the 
technical efficiency based on the non-parametric frontier can be either larger or smaller 
than the technical efficiency estimated by a model with a linear frontier. In Fig 6.7, line 
AB represents a linear parametric frontier and curve CD represents a non-parametric 
frontier. A firm increased the efficiency from uE at point E to uF at point F with the 
parametric frontier AB. This firm could also present a decrease in efficiency from UE at 
 139
point E to UF at point F with the non-parametric frontier CD. Thus, the efficiency 
estimated by Models 4 and 5 with non-parametric frontier can be lower than the 
efficiency estimated by Models 2 and 3 with a linear frontier.  
 
 
 
 
 
 
 
 
 
   
  
FIGURE 6.7 Illustration of larger efficiency estimated by Models 2 and 3 
 
6.2.3 Summary 
Having tested Hypotheses 1&2 proposed in Chapter 5, this section has examined ICT 
spillover effects in the US with the new framework. As mentioned in section 5.2.3, the 
two conditions on the ICT spillover effects for a country are the existence of a lag period 
and the increase of efficiency in and after this lag. For the first condition, the test of 
Hypothesis 1 in section 6.2.1 showed that ICT capital as an abnormal capital led to the 
initially negative output of ICT capital in the US and thus the existence of lag in the US. 
For the second condition, based on the test of Hypothesis 2 in section 6.2.2, it was 
concluded that the increased efficiency during and after lag with negative return of ICT 
capital could be obtained in the US. With the two conditions being satisfied in the US 
case, it was argued that the US had ICT spillover effects in 1980-2000, based on the new 
framework developed in section 5.2. This conclusion is consistent with most other 
literature (e.g. Bresnahan and Trajtenberg 1995, Basu et al. 2003, 2007).  
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Further, apart from the existence of ICT spillover effects in the US, the new framework 
also contributed to the previous literature by providing an approach to measuring the 
length of the lag period in the US. As mentioned in the Chapter of literature review, the 
previous empirical work on the GPT theory could not clearly explain ICT spillover 
effects since they could not measure the length of lags. A possible reason could be the 
neglect of ICT capital as an abnormal input and thus there was mismatch between their 
assumption and the reality. According to the GPT theory, the true return of ICT capital 
may be negative during lag where ICT is treated as a GPT. However, the previous 
empirical studies typically assume a parametric production function that cannot capture 
the negative return of ICT capital (due to the parametric production function’s 
characteristic of monotonicity and concavity), as demonstrated earlier using Models 1, 2, 
and 3.  
 
6.3 ICT spillover effects in the UK at the basic-level 
With regard to the existence of ICT spillovers in the UK, there were mixed findings in 
previous literature. Some argued that there were no ICT spillover effects at all in the UK, 
which was a reason why the growth in the UK lagged behind the US combing the fact 
that relatively small size of ICT-producing sectors and relative low ICT investment 
(Stiroh 2002a; O’Mahony and Vecchi 2005). Others suggested that ICT did appear as a 
GPT with different pattern of ICT spillover effects in both the UK and US (Base et al. 
2003).  
 
The mixed findings may be due to the biased measurement of an incorrect model.  The 
new framework developed in Chapter 5 can be used to fill in the theoretical gap and the 
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methodology gap. Section 6.2 showed that this framework worked well for the US case. 
Thus, this section used the new framework to investigate ICT spillover effects in the UK 
in order to have a clear picture of ICT spillover effects in the UK. 
 
6.3.1 Measurement of the lag time  
The models 4 and 5 were applied to analyse the UK data during the period of 1980 to 
2000. The results of Models 4 and 5 showed that the ICT capital was also an abnormal 
input for the case of the UK. For example, there was a negative return of ICT capital in 
the UK in 1982 in Model 5. This was shown in Fig 6.8, where the abscissa was the log 
ICT capital stock (i.e. tiik ,  where i=1,..,24 in Eq. (5.9)) and the ordinate was the return on 
the log ICT capital (i.e. )( ,, titik ikf  where i=1,..,24 in Eq. (5.9)) for the 24 industries using 
ICT in the year mentioned above. 
   
FIGURE 6.8 Non-linear return on ICT capital in 1982 in the UK estimated by Model 5 
 
Since the ICT capital had acted as an abnormal input for the UK, the lag of the UK can be 
captured by the years with negative return of ICT capital. This is summarized in TABLE 
6.6, where “+” indicates a positive return of ICT capital and “-” reflects a negative return 
The negative return of ICT 
capital in UK in 1982 
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of ICT capital. The results of Model 4 shown in TABLE 6.6 indicated a lag period in the 
UK during 1989-2000 with one anomaly in 1984. Similarly, the result of Model 5 shown 
in TABLE 6.6 suggested that the UK’s the lag period was during 1988-2000, with a 
couple of anomalies in 1982, 1984-85, and 1993. The anomalies in the early 1980s could 
reflect the fact that during these initial years the ICT spillover just started to take effect 
but was still quite marginal. 
TABLE 6.6 Lag of the UK estimated by Models 4 and 5 
Year Return of ICT capital Year Return of ICT capital 
 Model 4 Model 5  Model 4 Model 5 
1980 + + 1990 - - 
1981 + + 1991 - - 
1982 + - 1992 - - 
1983 + + 1993 - + 
1984 - - 1994 - - 
1985 + - 1995 - - 
1986 + + 1996 - - 
1987 + + 1997 - - 
1988 + - 1998 - - 
1989 - - 1999 - - 
1990 - - 2000 - - 
 
The lag in the UK seems to be much longer compared to the US and to be held to year 
2000, i.e. a successive 12-year lag during 1989-2000 in Model 4 and a successive 13-year 
lag in 1988-2000 in Model 5.  This supported the Hypothesis 1 for the UK.  
6.3.2 Estimate of efficiency 
Another condition that should be satisfied by a country with ICT spillover effects was the 
increased efficiency during and after lag. TABLE 6.7 presents the estimates of 
efficiencies during 1980-2000 for the UK estimated by Model 4. The results of Model 4 
showed that the UK had increased efficiency during the lag period. For instance the UK 
improved its efficiency from 0.55 in 1989 to 0.59 in 2000. 
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TABLE 6.7 Efficiencies in the UK estimated by Model 4 
Year Return of ICT capital Efficiency Year Return of ICT capital Efficiency
1980 + 0.45* 1990 - 0.55*  (0.17) (0.14) 
1981 + 0.41* 1991 - 0.55*  (0.18) (0.14) 
1982 + 0.43* 1992 - 0.56*  (0.18) (0.15) 
1983 + 0.45* 1993 - 0.56*  (0.17) (0.14) 
1984 - 0.48* 1994 - 0.56*  (0.16) (0.14) 
1985 + 0.50* 1995 - 0.56*  (0.15) (0.14) 
1986 + 0.51* 1996 - 0.55*  (0.15) (0.14) 
1987 + 0.53* 1997 - 0.54*  (0.15) (0.14) 
1988 + 0.54* 1998 - 0.54*  (0.14) (0.14) 
1989 - 0.55* 1999 - 0.55*  (0.14) (0.14) 
1990 - 0.55* 2000 - 0.59*  (0.14) (0.15) 
Note: (i) “+” indicates a positive return of ICT capital and “-” reflects a negative return of ICT capital. (ii) 
Posterior means and posterior standard deviations in parentheses.  (iii ) * indicates p<0.05. 
 
The results from Model 5 were displayed in TABLE 6.8, which are similar to the results 
from Model 4. It can be seen from TABLE 6.8 that the efficiency increased in the lag 
period. For instance it was 0.63 in 1988 and then increased to 0.68 in 2000. Since the UK 
had been in the lag period in year 2000, it could not examine whether efficiency 
increased after lag due to the data of 1980-2000 used in this study.  
 
Both the results of Models 4 and 5 supported Hypothesis 2 in Chapter 5 for the UK. That 
is, efficiency increased during the lag for the UK. It can also been seen from tables 6.7 
and 6.8 that the efficiency estimates differed when different models were used. Since at 
the higher level of modelling, Model 4 is more restrictive with a linear structure whereas 
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a non-parametric structure is specified in Model 5, it seems that the efficiency estimates 
in TABLE 6.8 are more reliable.  
TABLE 6.8 Efficiencies in the UK estimated by Model 5 
Year Return of ICT capital Efficiency Year Return of ICT capital Efficiency
1980 + 0.57* 1990 - 0.62* 
(0.15) (0.14) 
1981 + 0.41* 1991 - 0.64* 
(0.18) (0.14) 
1982 - 0.58* 1992 - 0.63* 
(0.15) (0.16) 
1983 + 0.61* 1993 + 0.66* 
(0.14) (0.15) 
1984 - 0.64* 1994 - 0.63* 
(0.14) (0.16) 
1985 - 0.61* 1995 - 0.66* 
(0.14) (0.17) 
1986 + 0.65* 1996 - 0.62* 
(0.14) (0.17) 
1987 + 0.64* 1997 - 0.64* 
(0.14) (0.17) 
1988 - 0.63* 1998 - 0.64* 
(0.14) (0.17) 
1989 - 0.65* 1999 - 0.65* 
(0.13) (0.17) 
1990 - 0.62* 2000 - 0.68* 
(0.14) (0.16) 
Note: (i) “+” indicates a positive return of ICT capital and “-” reflects a negative return of ICT capital. (ii) 
Posterior means and posterior standard deviations in parentheses. (iii)* indicates p<0.05. 
 
6.3.3 Summary 
As shown in Tables 6.6, 6.7and 6.8, the UK had a lag and efficiency increase in the lag 
period. In other words, the UK had ICT spillover effects during 1980-2000 because it 
satisfied the two conditions of ICT spillover effects. These results provided evidence for 
the argument that ICT spillover effects appeared in the UK.  
 
The previous literature that claimed there were no ICT spillover effects in the UK was 
usually based on the traditional growth accounting method. As mentioned in Chapter 2, 
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the growth accounting studies showed that during the 1990s, there was TFP growth in 
some industries using ICT in the US, but not in the EU including the UK (Schreyer 2000, 
Jorgenson, Ho and Stiroh 2005, Triplett and Bosworth 2004, Inklaar, O’Mahony and 
Timmer 2003, Vecchi and Albers 2002, O’Mahony and Vecchi 2005). However, those 
who believed in the GPT theory argued that the measured TFP in the above results of the 
traditional growth accounting method was biased due to the neglect of ICT investment’s 
co-invention. According to the GPT theory, the measured TFP should fall during the 
initial period of ICT investment as resources are diverted for reorganization and learning 
(Basu et al. 2003, 2007). Thus, co-invention, such as the unobserved complementary 
organizational capital, should take a place into the production function. Their conclusion 
based on this idea suggested that the measured TFP was positively related to those 
organizational capitals, but was negatively related to ICT capital for the industries using 
ICT in the US, which indicated ICT spillover effects in the US. Although the empirical 
studies on the GPT theory also concluded the existence of ICT spillover effects in the UK, 
they found that the proxy of co-invention adopted by  the US could not be used in the UK 
case. For example, Basu et al. (2007) used lagged ICT capital growth as a proxy of co-
invention (i.e. complementary organizational capital) in the US case. However, Basu et al. 
(2003) found that unlike the US case, TFP growth did not correlate with lagged ICT 
capital in the UK. Thus, for the UK, they had to change the proxy of co-invention from 
ICT capital stock to ICT investment. In other words, the conclusion in the previous 
empirical studies on the GPT theory was also not robust for the issue of the existence of 
ICT spillover effects in the UK due to some weakness of the measurement tool.  
 
Accordingly, when Basu et al.(2003) followed the GPT theory to take account of the co-
invention ignored by the neoclassical growth accounting in order to reduce the biased of 
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the measurement of TFP in the neoclassical growth accounting, they still ignored the role 
of efficiency and the possibility of ICT capital as an abnormal capital. This resulted in a 
mixed finding for ICT spillover effects in the UK and led to their work generating a 
biased TFP measurement as the traditional growth accounting does. The new framework 
reduced the bias due to these two aspects and thus gave a compatible result for both the 
US and the UK. As a result, the new framework’s conclusion of ICT spillover effects in 
the UK is more creditable.  
 
In sum, this result of the existence of ICT spillover effects in the UK based on the new 
framework contributed to the existing literature from two aspects. First, it provides 
evidence to the argument of ICT spillover effects in the UK for which there has been a 
debate in the existing studies (e.g. Basu et al. 2003, O’Mahony and Vecchi 2005). 
Secondly, it suggested the developed framework was a robust tool for a country-level 
study of ICT spillover effects since it worked well for the US and the UK. 
 
6.4 Comparison of ICT spillover effects between the UK and 
US 
 
This section has investigated the difference in ICT spillover effects between the US and 
the UK. As mentioned in Chapter 5, the new framework can be used to examine the 
strength of ICT spillover effects by measuring the length of lag. The results of new 
framework in sections 6.2 and 6.3 showed that the UK has weaker ICT spillover effects 
compared with the US since the 12-13 years lag of the UK is much longer than 6-8 year 
lag of the US.  
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From the perspective of empirical studies based on the GPT theory, the result provides 
precise lag measurements. The existing GPT studies usually assume an approximately 
equal length of lag period for the UK and the US as a method to estimate the lag length 
was methodological unavailable. For example, Basu et al. (2003) suggested that ICT 
appeared as a GPT in the UK, resulting in different ICT spillover effects between the US 
and the UK with much shorter lag passing by the UK than in the US, when assuming that 
an equal lag was required by both economies. In contrast, our new framework relaxes the 
assumption of an equal lag in different countries and a shorter lag in the US is observed 
from the results with a more precise lag measurements, which gives stronger evidence to 
draw the conclusion that there are stronger ICT spillover effects in the US according to 
the hypothesis of the GPT that lag reflects initially negative return of ICT capital before 
ICT capital can positively contribute to the output. 
 
Further, apart from the length of lag, the new framework is also able to identify the 
period of lag (or the distribution of the lag from the statistical view). The result of the 
new framework showed a big difference in the period of lag between both countries. The 
lag of the US appeared in 1982/83-1988/89, while the UK’s lag was from 1988/89 up to 
2000. That is, the lag of the UK started at the end of US’s lag and remained up to 2000. 
This gave a clear indication of the different performances of TFP growth between the UK 
and the US. Based on the GPT explanation, the process of organizational adjustment due 
to ICT investments had not finished yet in the UK before 2000, and thus it could not have 
obtained a TFP growth in the 1990s. The reason behind this was as follows. The 
productivity growth is the net effect of the change in technical efficiency and the shift in 
the production frontier (i.e. TFP = TP+TEC) (Shao and Lin, 2001). The initially negative 
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return of ICT capital in the period from 1988/89 up to 2000 in the UK contributed to fall 
in TP when the efficiency increased in this period as shown by TABLE 6.7 and 6.8. Thus 
the UK’s lag up to 2000 contributed little to the UK’s TFP growth in 1990s by its fall of 
TP. In contrast, the lag of the US was over within 1980s and the US obtained positive TP 
in 1990s. Thus, both TP and TEC in the US in 1990s contributed to TFP growth in the 
US in 1990s. This explanation about the different TFP performances between the UK and 
the US in 1990s was completely different from the explanation on the neoclassical 
growth accounting and the argument of the existing empirical GPT studies. This 
explanation argued that there were ICT spillover effects in both the US and the UK, but 
the US obtained an acceleration of TFP in the 1990s due to the end of its lag in 1988, 
while the UK did not due to a persistent lag up to year 2000. However, the explanation of 
the neoclassical growth accounting argued that the reason of the existence of TFP growth 
only in the US was ICT spillover effects existed in the US rather than the UK (Jorgenson, 
et al. 2005, Triplett and Bosworth 2004). The ignorance of the possibility of ICT as a 
GPT in the traditional growth accounting led to the biased measurement of TFP and thus 
an inappropriate interpretation. It should be noted that the existing empirical GPT studies 
(e.g Basu et al. 2003) that treated ICT as a GPT also suggests that ICT cannot explain the 
observed TFP slowdown in the UK. The possible reason is that they used inappropriate 
proxy of co-invention and ignored the possible initially negative return of ICT capital.  
 
6.5 Why ICT spillover effects in the UK differ from that in the 
US 
This section focuses on exploring the reasons why ICT spillover effects in the UK were 
weaker than that in the US. The strength of ICT spillover effects for industries using ICT 
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could be attributed to two factors: the level of ICT investment and the capability of 
organizational adjustment to digest these ICT investments. The previous GPT studies 
with lagged ICT capital as a proxy of co-invention argued that lagged ICT capital 
negatively related to TFP growth and current ICT capital positively correlated to TFP 
growth. Thus, they concluded that the reason of the difference between the US and the 
UK was the low level of lagged ICT capital and high level of current ICT capital in the 
UK (e.g. Basu et al. 2003).  
 
Efficiency change, for the first time, was introduced in our new framework as a proxy of 
co-invention. Thus, in new framework, it was noted a correlation between the different 
capability of organizational adjustment indicated by efficiency change from the US to the 
UK and the factors that could influence efficiency change. At the higher level of the new 
framework, the persistent level of inefficiency was considered as an endogenous factor, 
with software investment and skilled labour together being two exogenous factors.  
 
This section investigated effects of these factors in the US and in the UK by testing the 
Hypotheses 3, 4 and 5 formulated in Chapter 5, and then explored the reasons why ICT 
spillover effects in the UK were weaker than the US. 
 
6.5.1 Influential factors of ICT spillover in the US at the 
Higher-level  
The new framework used efficiency as a proxy of co-invention and included the 
endogenous and exogenous factors that influenced efficiency, which in turn affected ICT 
spillover effects. For the case of the US, this sub-section tested the persistent level of 
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inefficiency as an endogenous factor and software investment and skilled labour as two 
exogenous factors via hypotheses 3, 4, and 5.  
 
6.5.1.1 Effect of the persistent level of inefficiency in the US 
Hypothesis 3: A low persistent level of inefficiency appeared for a country with strong 
ICT spillover effects. 
 
The previous empirical GPT literature argued that only the US obtained TFP growth in 
1990s. The results at the basic-level also suggested that the US had a short 6-8 year lag 
and the efficiency increased. This suggests that the US have strong ICT spillover effects, 
which indicated a strong capability of increase efficiency by successfully adoption ICT in 
ICT-using sectors of the US according to the definition of ICT spillover effects. Thus a 
weak persistent level of inefficiency is expected for the US.  
 
In Models 4 and 5, the persistent level of inefficiency as the endogenous effect of 
inefficiency was captured by ρ in the AR(1) structure for the inefficiency in Eqs. (5.8)-
(5.9) at the higher-level. Applying Models 4 and 5 to analyse the US data, the obtained 
estimate of ρ was 0.59 and 0.61 respectively, as shown in TABLE 6.9.  The relatively 
small value of ρ  supported the Hypothesis 3. 
TABLE 6.9 Persistent level of inefficiency in the US estimated by Models 4 and 5 
 Model 4 Model 5 ρ  0.5919* 
(0.0379) 
0.6172* 
(0.0236) 
Note: (i) Posterior means and posterior standard deviations in parentheses. (ii)* indicates p<0.05. 
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6.5.1.2 Effect of skilled labour on inefficiency in the US 
Hypothesis 4: Skilled labour positively affects the efficiency during lag for a country with 
strong ICT spillover effects. 
 
For the strong capability to increase efficiency by successful adoption of ICT in ICT-
using sectors of the US, apart from the persistent level of inefficiency as one of 
endogenous factors, the exogenous factors that affected the reduction of inefficiency were 
also investigated. In this thesis skilled labour was considered as one of such exogenous 
factors. The previous firm-level studies for the US suggest a larger supply of skilled 
labour should positively contribute to organizational adjustment (indicated by efficiency 
change) that stem from ICT spillover effects (Machin and van Reenen, 1998, Autor, et 
al., 1998, Acemoglu, 1998, Bresnahan, et al., 2002, Card and Lemieux 2001, etc.). Thus, 
skilled labour is expected to positively affect the efficiency during the lag for the US.  
 
To test Hypothesis 4, both Models 4 and 5 were applied. The evolution of inefficiency 
was captured at the higher level of Models 4 and 5. Model 4 assumes a time-invariant 
linear structure for the efficiency function at the higher level, whereas Model 5 has a 
time-variant non-parametric efficiency function that is more flexible than Model 4. Hence, 
Model 4 can measure the total effect of the influential factors in a whole period of 1980 
to 2000, but is not able to measure the effect in an inter-period (e.g. the lag during 1983-
1988). Thus, Model 5 was used to test hypothesis 4.  
 
In Model 5, the effect of log of skilled labours on inefficiency in the US in 1980 and 
during 1981-2000 could be measured by ()1,hlh  and (),thlg  respectively. The results of 
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()1,hlh  and (),thlg are shown in Fig 6.9 and Fig 6.10, respectively. In Fig 6.9, the abscissa 
was the log skilled labour share of 24 ICT-using industries in 1980 (i.e. 1,ithl  where 
i=1,..,24 in the third equation in Eq. (5.9)) and the ordinate was the effect of the log of 
skilled labour on the inefficiency. Similar as the other figures, the range of the horizontal 
axis in Fig 6.9 is the same as the range of the corresponding sample data, i.e. the 
logarithm of skilled worker share ( 1,ithl ).  
 
The result of ()1,hlh , as shown in Fig 6.9, showed that skilled labour negatively affect 
inefficiency in 1980 in the US. In other words, skilled labour contributed positively to 
efficiency growth in 1980 in the US. 
 
 
FIGURE 6.9 Effect of the log of skilled labour in 1980 in the US estimated by Model 5 
 
In Fig 6.10, the effect of log of skilled labour on inefficiency over the period 1981-2000 
was plotted with 20 sub-plots and titled ‘ghl(year)’. In each sub-plot, the abscissa was the 
log skilled labour share for 24 ICT-using industries in each year (i.e. ithl  where 
i=1,..,24,t=1,..,21 in Eq. (5.9)) and the ordinate was the effect of log of skilled labour 
share on the inefficiency. The fact that skilled labour was negatively related to 
inefficiency during 1983-1988 with one anomaly in 1986 supports Hypothesis 4, which 
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was consistent with the argument of some previous literature on firm-level data (e.g. 
Bresnahan et al. 2002, Gretton et al.2002). 
 
 
FIGURE 6.10 Effect of log of skilled labour in 1981-2000 in the US estimated by Model 
5 
 
6.5.1.3 Effect of software on inefficiency in the US 
Hypothesis 5: Software share positively affects the efficiency during the lag for a country 
with strong ICT spillover effects. 
 
Potentially software share could be another exogenous factor that influenced inefficiency.  
The previous studies stressed that software improved the efficiency (Becchitti et al. 2003, 
Roach, 1991, Berndt et al. 1992 and Stiroh 1998). Thus, the software investment should 
be expected positively affect efficiency for the US with strong ICT spillover effects. 
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In Model 5, the effect of log of software share on inefficiency in 1980 and from 1981-
2000 could be measured by ()1,ssh  and (),tssg . The results of ()1,ssh  and (),tssg  were 
shown in Fig 6.11 and Fig 6.12, respectively. In Fig 6.11, the abscissa was the log 
software share for 24 ICT-using industries in 1980 (i.e. 1,itss  where i=1,..,24 in the third 
equation in Eq. (5.9)) and the ordinate was the effect of the log software share of the 24 
ICT-using industries in 1980 (i.e. )( 1,1, itss ssh  where i=1,..,24 in Eq. (5.9)). Similar as the 
other figures, the range of the horizontal axis in Fig 6.11 is the same as the range of the 
corresponding sample data, i.e. the logarithm of software share. Fig 6.11 showed a 
negative contribution of software to inefficiency in 1980 in the US, which indicated that 
the software had increased the efficiency in 1980.   
 
FIGURE 6.11 Effect of software share in 1980 in the US estimated by Model 5 
 
In Fig 6.12, the effect of log software share on inefficiency over the period 1981-2000 
was plotted with 20 sub-plots and titled ‘gss(year)’. In each sub-plot, the abscissa was the 
annual log software share for 24 ICT-using industries (i.e. itss  where i=1,..,24,t=1,..,21 
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in Eq. (5.9)) and the ordinate was the annual effect of the log software share on 
inefficiency for these 24 ICT-using industries (i.e. )(, ittss ssg  where i=1,..,24,t=1,..,21  in 
Eq. (5.9)). Fig 6.12 showed that the software was negatively related to inefficiency 
during 1983-1988, except in 1986. In other words, the software was negatively related to 
inefficiency during the lag, which supported Hypothesis 5.  
 
FIGURE 6.12 Effect of software share during 1981-2000 in the US estimated by Model 5 
 
As mentioned in the Chapter of literature review, there were conflicting results in the 
previous empirical studies about the effect of ICT capital on efficiency. The results of 
Model 5 that software investment positively correlated with the efficiency seem to 
suggest that part of ICT capital that was associated with software investment indeed 
contributed the increase in efficiency, thus partially supporting the existing studies that 
argued ICT capital positively related to efficiency (e.g. Shao and Lin 2001, 2002 and Hitt 
and Brynjolfsson 1996). 
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6.5.1.4 Effects of the skilled labour and software share estimated 
by different models 
Note that the two two-level models, Models 4 and 5, showed consistent results on the 
effects of the exogenous environment variables. For the effect of skilled labour, the 
results obtained from Model 4 (see Eq. (5.8)) showed that 1,hlγ was insignificant (-0.0876), 
which suggested that skilled labour had no correlation with the inefficiency in 1980. 
However, Model 4 showed that hlγ was statistically significant (-0.2742), which indicated 
that the supply of skilled labour increased the efficiency in the US during 1981-2000. 
Likewise, for the effect of software share, Model 4 (see Eq. (5.8)) showed that 1,ssφ  was 
insignificant (-1.3), which suggested that ICT capital had no correlation with the 
inefficiency in 1980. However, Model 4 also showed that ssφ was statistically significant 
(-0.4317), which indicated that the software increased the efficiency in the US during 
1981-2000.  
 
As mentioned in the section on model specifications of Chapter 5, one-level models such 
as Models 1-3 cannot be used to measure the impact of environmental variables on the 
efficiency. Although the two-stage approach could be used as a step stone to explore this 
issue, it may lead to a biased estimate on the impact of environmental variable on 
efficiency.  
 
For instance, consider Model 3 with a time-variant Cobb-Douglas stochastic frontier and 
a two-stage approach. When applying this approach to analyse the US data and estimate 
the effect of skilled labour on inefficiency, the results showed the coefficient of skilled 
labour in the US was –0.002 with a standard deviation of 0.0005. Although this result 
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indicated that the skilled labour negatively correlated with inefficiency (or positively 
correlated with efficiency) in the US during 1980-2000, the value of –0.002 was too 
small to have economic significance. Similarly, the coefficient of software in the US was 
–0.0023, which was also too small to be used to explain the effect of software. Thus, the 
two-stage approach used to replace one-stage model was not suitable to analyse ICT 
spillover effects. 
 
6.5.1.5 Summary 
 
This thesis has considered the persistent level of inefficiency as an endogenous factor, 
software share and skilled labour as two exogenous factors to address the issue of ICT 
spillovers determinants. Based on the tests of Hypotheses 3, 4, and 5, the results of the 
new framework showed that both the endogenous and exogenous factors influenced ICT 
spillover effects in the US during 1980-2000. The lower persistent level of inefficiency 
together with the strong effects of supply of skilled labour and high level of software 
investment influenced ICT spillover in the US internally and externally, which were 
consistent with the results of firm-level empirical works on SBTC/SBOC (e.g. Bresnahan 
et al. 2002, Gretton et al.2002) and of firm-level empirical studies on ICT investment and 
efficiency (Becchitti et al. 2003, Roach, 1991, Berndt et al. 1992 and Stiroh 1998, Shao et 
al. 2001, 2002, 2003) respectively. 
 
6.5.2 Comparison of influential factors in the UK and US  
In Models 4 and 5, the endogenous persistent effect of inefficiency is captured through 
ρ in the AR(1) structure for inefficiency in Equation (5.8) and (5.9) at the higher-level. 
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These two models were also applied to analyse the UK data to investigate how 
inefficiency evolved over time. The results are displayed in TABLE 6.10. For 
comparison purpose, the persistent effect of inefficiency ρ in the US estimated in section 
6.4.1 was also given in TABLE 6.10. 
 
As shown in TABLE 6.10, the result on ρ for the UK’s persistent effect of inefficiency 
was significant. Clearly, in comparison with the persistent effect of inefficiency in the US, 
the UK has a much higher level of ρ with 0.92 and 0.95, respectively, obtained from 
Models 4 and 5. The higher persistent level of inefficiency in the UK indicated the lower 
ability of increasing efficiency by adoption ICT in ICT-using sectors of the UK, which 
contributed to the weak of ICT spillover effects in the UK.  
TABLE 6.10 Persistent level of inefficiency in the UK estimated by Models 4 and 5 
 Model 4 Model 5 
Country US UK US UK ρ  0.59* 
(0.04) 
0.92* 
(0.02) 
0.62* 
(0.02) 
0.95* 
(0.01) 
Note: (i) Posterior means and posterior standard deviations in parentheses. (ii) * indicates p<0.05. 
 
For the two exogenous environmental variables, skilled labour and software share, Model 
5 gave unclear results on whether these variables contributed to the efficiency growth in 
the lag in the UK. Among the UK’s 13 year of lag, there were 9 years in which skilled 
labour contributed to efficiency and 6 years in which the software share contributed to 
efficiency. In other words, Model 5 did not suggest a robust result whether these 
exogenous variables contributed to efficiency growth in the lag in the UK.  
 
Model 4 was also used to test whether these variables contributed to efficiency growth 
during the entire time period of 1980-2000. Based on Eq. (5.8), Model 4 uses 1,hlγ and hlγ  
to capture the contribution of skilled labour to the efficiencies in 1980 and over the 
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period 1981-2000, respectively. Also, Model 4 uses 1,ssφ and ssφ  to measure the effect of 
software share on the efficiency in 1980 and over the period 1981-2000, respectively. 
The results of Model 4, as shown in TABLE 6.11, indicated that the two exogenous 
variables had no statistically significant contribution towards the efficiency change in the 
UK with weak ICT spillover effects. In contrast, both the supply of skilled labour and 
software investment contributed towards efficiency in the US in 1981-2000. 
TABLE 6.11 Effects of exogenous variables in the US and UK estimated by Model 4 
Country US UK 
1,hlγ  -0.0876
(0.7920)
-0.3009 
(0.6697) 
 
hlγ  -0.2742*
(0.1279)
0.0086 
(0.0433) 
 
1,ssφ  -1.3046
(0.5712)
0.8036 
(1.5406) 
 
ssφ  -0.4317*
(0.1251)
0.0509 
(0.0746) 
 
Note: (i) Posterior means and posterior standard deviations in parentheses. (ii) * indicates p<0.05. 
 
This result was in line with the previous studies on the effect of skilled labour between 
the US and the UK. For example, most empirical existing studies have shown that only 
the US supported the complementarities between SBTC and SBOC, while data for the 
UK did not suggest that SBTC and SBOC work together (Giuri et al., 2006, Bresnahan et 
al., 2002, Gretton et al., 2002, Bertschek and Kaiser 2004). This result also indicated that 
the significant effects of both the supply skilled labour and software investment in the US 
might be part of the reasons why there were different ICT spillover effects in the UK and 
the US.  
 
In addition, since the two exogenous variables, skilled labour and software share, did not 
contribute to the increase of efficiency in the UK, it is not surprising that the persistent 
level of inefficiency was dominant in the evolution equation Eq. (5.8) in the UK.  
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To sum up, the stronger persistent level of inefficiency in the UK relative to the US was 
the main reason why there were different ICT spillover effects between the UK and the 
US. In addition, the strong endogenous persistent inefficiency in the UK further limited 
the influence of exogenous factors on inefficiency, such as the supply of skilled labour 
and software. This finding differed from the previous literature’ that argued the 
divergence of ICT investment was the main reason (Inklaar, O’Mahony and Timmer, 
2003). 
 
6.6 Concluding remarks 
Based on the new framework developed in Chapter 5, this chapter has been argued that 
there were ICT spillover effects in the US, which is consistent with the previous 
studies.(e.g. Basu et al, 2007) Further, the results of new framework gave an accurate 
measurement on the lag period for the US as 6-8 year.  
 
Compared with the US, the UK showed a weaker ICT spillovers as indicated by a longer 
lag, which gave further evidence to the existing GPT literature that argued the UK had 
ICT spillover effects (e.g. Basu et al. 2003). Further, unlike Basu et al. (2003), this thesis 
also explained why little TFP growth in the UK in 1990s. The new framework used two 
dynamic non-parametric models to capture the length of lag by the years with negative 
return of ICT capital and thus showed that UK obtained little TFP growth in the 1990s 
due to a persistent lag up to year 2000. 
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To address the issue why there were different ICT spillover effects between the UK and 
the US, it was argued that stronger persistent level of inefficiency in the UK relative to 
the US was crucial. In the US, exogenous factors such as the supply of skilled labour and 
software played a significant role to increase efficiency and thus reduced the persistent 
level of inefficiency, whereas this did not happen in the UK. This finding differed from 
the previous studies that argued the divergence of ICT investment was the main reason 
(Inklaar, O’Mahony and Timmer, 2003).   
 
Finally, the compatible results in the US and the UK obtained based on the new 
framework also showed the new framework was a more general tool to measure ICT 
spillover effects, which was more appropriate for a comparison study of ICT spillover 
effects among different country than the existing models (e.g. Basu et al. 2003). 
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Appendix A 
The implementation of the developed algorithms and empirical results 
 
In this appendix A, the implementation of the algorithms developed in Chapter 4 will be 
investigated and some detailed empirical results will be discussed. We first outline the 
commonly used criterion for the convergence of MCMC. Then we turn to consider the 
details of the implementation of the developed algorithms and the empirical analysis 
based on Model 4 and Model 5.  
 
 
A1. Convergence rule for MCMC 
 
As mentioned in Chapter 4, there are two different approaches in econometrics: the 
frequentists’ and Bayesian approaches. For the frequentists’ approach, it is well know 
that the maximum likelihood method seeks a vector of fixed parameters of interest that 
maximises the likelihood. A solution is obtained during each iteration of the algorithm, 
and the convergence is attained if the sequence of the solutions obtained in the iterations 
approaches to a fix point in the parameter space that maximises the likelihood when the 
number of the iteration increases. Unlike the case of the maximum likelihood method, 
however, the convergence for MCMC used in the Bayesian approach is related to the 
concept concerning a distribution of the parameter vector rather than a point, i.e. it is the 
convergence of the entire posterior distribution that is of interest. Once the convergence 
is attained, the draw (realization) of the parameter vector is simulated in each iteration 
from the distribution.  
 
 163
To monitor the convergence for MCMC, the most commonly used method in statistics 
and econometrics is by checking the R-value during the process of iterations (see, e.g. 
Gelman et al., 2003) that is defined below.  
 
Consider a scalar parameter of interest (denoted as a). Suppose m parallel sequences of 
draws, each of length n, are simulated which are denoted as aij (i=1,..,n; j=1,..,m). Let B 
and W denote the between-sequence variance and within-sequence variance respectively: 
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Then the marginal posterior variance of the estimator is computed by a weighted average 
of W and B: 
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Gelman et al. (2003) suggest using the R-value defined to be 
W
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to monitor the convergence. In theory it declines to 1 as n approaches to infinity. In 
practice, it is recommended that R-values below 1.1 are acceptable.  
  
Once R
)
 is near 1 for all scalar estimators, the draws obtained before convergence are 
discarded (the corresponding period before the convergence is termed burn-in period), 
and the draws obtained in the remaining n* iteration are retained.  These mn* simulations 
of all the sequences are gathered together and treated as a sample from the target 
posterior distribution. 
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A2. The implementation of the developed algorithms 
 
In Chapter 4 two algorithms were developed for the proposed semi-parametric and non-
parametric models, i.e. Model 4 and Model 5. Currently there is no software available for 
the Bayesian nonparametric analysis required in this study. Code was therefore written 
using the MATLAB programming language to perform the empirical analysis for the US 
and UK data, as outlined in this chapter.  
 
The empirical results were obtained using the algorithm developed in Chapter 4 with 
12,000 draws. Following Hajargasht (2004), the first 2000 iterations was used as burn-in 
passes. In other words, for different starting values, there were 12,000 passes, among 
which the first 2,000 were discarded to eliminate possible start-up effects, and the draws 
obtained from the remaining 10,000 iterations were retained for the subsequent analysis.  
 
Although we set the number of iterations a priori, ultimately the convergence rule is the 
benchmark to determine whether the estimates are robust. This will be checked using the 
R-value as discussed above.  
 
The next section will report Bayesian analysis of Model 4 and Model 5 in detail. First, the 
priors for the relevant parameters are specified, and then the change in each parameter at 
the final iteration is displayed and finally the convergence of the parameters and 
nonlinear functions will be investigated. 
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A2.1   Model 4 
 
A2.1.1   The priors of the hyper-parameters 
Eq. (4.17) gives the prior distributions of the scale parameters, i.e. the variance of the 
measurement error at the basic level ( 2−σ ), the smoothing parameter of various 
independent variables j at the basic level ( 1−jτ ), the variance of the measurement error for 
the first period at the higher level ( 21
−ω ) and the variance of the measurement error for 
the remaining periods at the higher level ( 2−ω ). In Chapter 4, these prior distributions are 
specified as the gamma distributions, each having two hyper-parameters, which are 
denoted by 0a , 0b , ja , jb , 1n , 1q , ωn and ωq respectively.  
 
As no prior information is available in the analysis, these priors were set as non-
informative prior distributions. More specifically, the Bayesian analysis carried out in 
this chapter set 0a =0, 0b =1, ωn =0, ωq =1, 1n =0 and 1q =1. Since Model 4 has three 
independent variables (i.e. Non-ICT capital, ICT capital and labour), ja =0, jb =1 for 
j=1,2,3 are used. Similar to Hajargasht (2004), the obtained empirical results were not 
sensitive to small changes in the priors. Starting values for the prior of inefficiency and 
the nonlinear functions to be estimated such as the return of Non-ICT capital were 
obtained using a simple OLS estimator.   
 
A2.1.2    The change in each parameter at the final iteration 
Following Hajargasht (2004), 12,000 draws were obtained and the first 2,000 were 
discarded as the burn-in period. The final analysis was based on the samples simulated in 
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the remaining n*=10,000 iterations. Following Gelman et al. (2003), the obtained 
posterior means were used as point estimates of the parameters.  
 
To save space, here focus on the parameters rather than the non-parametric functions 
used in Model 4, and report below the change in each parameter at the final two iterations 
(otherwise there will be too much information to display here. For example, there are 24 
industries over 21 years. If the nonlinear function of the return of Non-ICT capital at the 
basic level were reported, then there would be 21*24=154 values).  
 
At the higher level of Model 4, there are five parameters, i.e. 1,hlγ , hlγ , 1,ssφ , ssφ  and ρ , 
where 1,hlγ  is the coefficient of skilled labour share ( ithl ) during the first year (1980), and 
hlγ  is the coefficient of ithl  during the other years. 1,ssφ  is the coefficient of is the 
software share ( itss ) during the first year (1980), and ssφ  is the coefficient of itss  during 
the other years. ρ  is the persistent level of inefficiency to reflect how the technical 
inefficiency changes over time. The changes in these five parameters at the final two 
iterations are displayed in TABLE 6.12. 
TABLE 6.12 Changes in the draws for parameters in Model 4 at the final two iterations 
US 1,hlγ  1,ssφ  hlγ  ssφ  ρ  
iteration 11,999 -0.74 -1.36 -0.24 -0.44 0.62 
iteration 12,000 -0.80 -0.91 -0.31 -0.20 0.64 
Change at the final iteration -0.06 0.46 -0.07 0.24 0.03
Posterior means  -0.09 -1.30 -0.27* -0.43* 0.59*
Posterior standard deviations 0.79 0.57 0.13 0.13 0.04
UK 1,hlγ  1,ssφ  hlγ  ssφ  ρ  
iteration 11,999 -0.90 0.17 -0.08 0.10 0.92 
iteration 12,000 -0.88 0.71 -0.07 0.08 0.91 
Change at the final iteration 0.02 0.54 0.01 -0.03 -0.02
Posterior means  -0.30 0.80 0.009 0.051 0.92*
Posterior standard deviations 0.67 1.54 0.043 0.075 0.02
          * indicates p<0.05 
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From the above table, it can be seen that at the iterations 11,999 and 12,000, the draws 
for ρ  were 0.62 and 0.64 respectively for the US data. According to the theory of 
Bayesian statistics, they were two different realizations of ρ  drawn from its posterior 
distribution. The estimated mean and standard deviation of the posterior were 0.59 and 
0.04 respectively. Because of the variability of the posterior distribution, these two draws 
were not necessarily close to each other. Note that the concept of convergence for 
MCMC applies to the convergence of the entire distribution.  
 
As mentioned earlier, the estimates of these five parameters (e.g. ρ ) are taken as the 
means of the posterior distributions (see Gelman et al., 2003). The posterior estimates of 
these five parameters are also displayed in TABLE 6.10 and TABLE 6.11. 
 
A2.1.3    Convergence 
 
Next, the issue of convergence will be addressed. To investigate the convergence of the 
carried out MCMC a plot of R-value versus the corresponding number of the iterations 
for some of the parameters and non-parametric functions is given. 
 
First, for Model 4, the R-value for ρ  and the return of ICT capital in 1980 are displayed 
in Fig 6.13 for the US data (upper left and upper right respectively), and for the UK data 
(lower left and lower right respectively). The results for the other parameters and 
nonlinear functions are similar, and thus are not shown here. 
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     The R-value for ρ in the US               The R-value for f2(1980) in the US 
  
     The R-value for ρ in the UK                The R-value f2(1980) in the UK 
 
FIGURE 6.13 The R-value versus the number of iterations for some parameters and 
nonlinear functions in Model 4 
 
As displayed in Fig 6.13, the R-values increase (or decrease) rapidly. After about the first 
2000 iterations, the R-values became close to 1. This indicates the convergence of the 
posterior distributions (Gelman et al., 2003). 
 
 
A2.2   Model 5 
 
Next, we turn to Model 5. Again we first specify the priors. 
 
A2.2.1    The priors of the hyper-parameters 
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Similar to the case of Model 4, there are a number of the prior distributions with hyper-
parameters as given by Eq. (4.28), i.e. 0a , 0b , ja , jb , jc , jd , je , jl , 1n , 1q , ωn and ωq . 
Again these prior distributions are as non-informative since no prior knowledge about 
them during the analysis. So I set 0a =0, 0b =1, ja =0, jb =1, jc =0, jd =1, je =0, jl =1, 
1n =1, 1q =0, ωn =1 and ωq =0. The results were not sensitive to small changes in the 
priors. 
 
A2.2.2    The change in each parameter at the final iteration 
 
The parameter ρ  is the only parameter in Model 5. The draws for ρ  at the final two 
iterations for the US and the UK data are displayed in TABLE 6.13.  
TABLE 6.13 Changes in the draw for ρ at the final two iterations in Model 5 
 
US UK 
iteration 11,999 0.63 0.96
iteration 12,000 0.61 0.95
Change at the final iteration 0.02 0.01
Posterior means  0.62* 0.95*
Posterior standard deviations 0.02 0.01
                                        * indicates p<0.05 
 
 
It can be seen that at the iterations 11,999 and 12,000, the draws for ρ  were 0.63 and 0.61 
respectively for the US data. They are two different realizations of ρ  from its posterior 
distribution. The estimated mean and standard deviation of the posterior were 0.62 and 
0.02 respectively. As mentioned earlier, the estimate of the parameter ρ  was taken as the 
mean of the posterior distribution. 
 
A2.2.3    Convergence 
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For the empirical analysis for Model 5, I just report here the R-values for the estimate of 
ρ  and the return of ICT capital in 1980 in the US and the UK data for illustration 
purposes in Fig 6.14. The R-values for the others in both countries were similar.  
 
  
The R-value for ρ in the US               The R-value for f2(1980) in the US 
 
     The R-value for ρ in the UK                The R-value f2(1980) in the UK 
FIGURE 6.14 The R-value versus the number of iteration for some parameters and 
nonlinear function in Model 5 
 
It can be seen in Fig 6.14, the R-values increase (or decrease) rapidly and after about the 
first 2000 iterations, the R-values became close to 1. This suggests the convergence of the 
posterior distributions (Gelman et al., 2003). 
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Appendix B 
Details on plotting of the estimated non-parametric functions 
 
In this appendix B, the details on the plotting of the estimated non-parametric functions 
are discussed. Throughout Appendix B, we focus on Fig 6.1 only but the discussion also 
applies to the other graphs displayed in this chapter. 
 
B1. The curve displayed in Fig 6.1 is the normalised return of log ICT capital.  
On one hand, the scale of the y-axis in Fig 6.1 does not reflect a true return of log ICT 
capital. This is because in the above additive model (i.e. Model 4), each unknown 
functions ()f is identifiable only up to an additive constant. This is a property that holds 
for all additive models (see, e.g. Hastie and Tibshirani, 1990).  
 
For instance, the output of the non-parametric frontier function in Model 4 includes the 
returns of three inputs (i.e. Non-ICT capital, ICT capital and labour). Therefore if a 
constant value, C, is added to )(, ittik ikf  and at the same time a constant value of C is 
taken away from )(, ittnk nkf , then the output remains unchanged. For example, consider 
the case in 1987. If 1987)( uy + =10, where 1987,nkf =2, 1987,ikf =5 and 1987,lf =3, is the real 
situation (where tnkf , , tikf , , tlf ,  are estimates of the return of non-ICT capital, ICT-capital 
and labour in each period), the situation of 1987,nkf =15, 1987,ikf = -30 and 1987,lf =25 also 
satisfies the requirement of this model (i.e., 1987)( uy + = tnkf , + tikf , + tlf , =10).  
 
To address this issue, tnkf , , tikf , and tlf ,  have to be normalised so that it always passed a 
fixed point (roughly it is set as in the middle of the range of the input in this thesis). 
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Consequently Fig 6.1 does not give a quantitative relationship between log ICT capital 
and the return of log ICT capital. Rather, it shows the qualitative linkage between log 
ICT capital and its return. In other words, Fig 6.1 only addresses the issue whether the 
return of ICT capital rises or falls when ICT capital increases. 
 
On the other hand, the curve displayed in Fig 6.1 is neither the elasticity of ICT capital 
nor the rate of return of ICT capital as well. This is because elasticity is defined to be the 
ratio of the percentage change in one variable to the percentage change in another 
variable. So the output elasticity is the percentage change of output divided by the 
percentage change of an input. Obviously, no calculation of percentage change of output 
and input was carried out here. Moreover, the nonparametric function of log ICT capital 
cannot be used to calculate elasticity straightforwardly due to the fact that no actual 
coefficient is involved in the log ICT capital.  
 
B2. How to set the range of the horizontal axis in Fig 6.1?  
The range of the horizontal axis in Fig 6.1 is set to be the same as the range of the 
corresponding sample data, i.e. between the minimum and maximum of the logarithm of 
the ICT capital. Technically, since this study uses a spines technique, it assumes n  
distinct knots ix  on the interval ],[ ba  such that bxxa n <<<< ..1 . Because the bound 
of splines equal to the range of the sample data here, a =minimum value of sample data 
(e.g. logarithm of ICT capital) and b =the maximum value of sample. For instance, the 
range of logarithm of ICT capital ( itik ) in the US in 1987 is from 5.0013 to 10.367, 
which is the range of the horizontal axis in Fig 6.1. 
  
B3. How to use MATLAB to plot Fig 6.1? 
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ICT capital and its normalised return of 24 ICT-using industries in a year (e.g. 1987) are 
highlighted. Based on Eq. (5.8), Bayesian inference gives the estimated )(, ittik ikf  in the 
year over the range of the ICT capital itik . Fig 6.1 is used to show this relationship 
graphically. Technically, the following steps were taken when using MATLAB to plot 
Fig 6.1: 
(a) To reorder itik  and )(, ittik ikf of 24 industries in 1987 by the ascending order of 
itik .  
(b) The estimated )(, ittik ikf  is normalised due to the problem of identifability as 
explained in the first issues mentioned above.  
(c) The estimated curve is plotted on the graph using the formulas in Green & 
Silverman (1994:22) where the scale of the y-axis reflects the values after the 
normalization.  
 
B4. The return of ICT capital in each year has a threshold point.  
It can be seen from Fig 6.1 that there exists a threshold point. The return of ICT capital 
falls as the amount of the ICT capital increases when the latter is less than this threshold, 
whereas it rises when the ICT capital is larger than this threshold. In other words, there is 
a negative relationship between ICT capital and its return under the condition that the 
amount of ICT capital is less than the threshold. Clearly the assumption of monotonicity 
and concavity associated with the commonly used production functions are not satisfied 
here, and thus it provides evidence to the story of ICT as a GPT.  
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Chapter 7 Concluding remarks and future 
work 
 
This thesis focuses on an important issue: whether the UK has ICT spillover effects, as 
US does, through developing a new framework of measuring ICT spillovers based on a 
dynamic non-parametric approach. The debate on this issue is important for the UK 
policymakers because ICT spillover effects lead to output/productive growth in the ICT-
using sectors. Since the statistical data showed accelerated output/productivity of ICT-
using sectors only within the US, the UK’s policymakers could learn from the US’ 
experience by focusing on the difference and causes of ICT spillover effects between the 
US and the UK. However, the current literature has not reached a consensus as to how 
ICT spillover effects work on the output/productivity. There were mixed findings related 
to relevant questions, such as whether the UK had ICT spillover effects and the reasons 
for the difference in ICT spillover effects between the US and the UK.  
 
As a main theoretical basis of studying ICT spillover effects in the existing studies, the 
GPT theory did not give guidance on which proxy to be used as co-invention associated 
with ICT investment and on determining the lag period. This thesis chooses the efficiency 
as a proxy of co-invention and used a dynamic non-parametric frontier to capture the lag 
after accounting for the possibility of ICT as an abnormal input with negative return. In 
addition, this thesis applied the Bayesian inference on two dynamic non-parametric SFA 
models to obtain an accurate estimate for small samples. Based on these work, a new 
framework was built to measure ICT spillover effects and to further investigate the 
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effects of the persistent level of inefficiency and the environmental variables, such as 
skilled labour and software investment on efficiency. 
 
On the basis of the developed framework and the analyses for the UK and the US, this 
thesis has the following findings: 
 
1. ICT capital was a capital with initially negative return. This result provides evidence 
to the GPT hypothesis proposed by Carlaw and Lipsey (2006) about the new 
technological (like ICT) impact on growth that may not be immediately positive and 
could initially reduce growth and/or productivity due to necessary redesigns of 
physical capital, re-skilling of human capital, and etc.  
2. There were ICT spillover effects for the UK in the 1990s.  The evidence was the 
increase of the UK’ efficiency during the lag with negative return of ICT capital. This 
finding supports the previous studies that argued for ICT spillover effects in the UK 
(e.g. Basu et al., 2003). 
3. The measured lag of the US was 6-8 years during 1982/83-1988/89, while the 
measured lag of the UK was 12-13 years during 1988/89-2000. The measured lag of 
the US and the UK seems to be reasonable since it indicates stronger ICT spillover 
effects in the US than that in the UK and this conclusion is in line the previous studies 
(e.g. Basu et al., 2003). This finding provides a way to capture the lag predicted by 
the GPT theory.   
4. The reason TFP did not exist in the UK in 1990s was because it was still in the 
process of ICT spillover effects with negative return of ICT capital. In contrast, the 
traditional growth accounting studies argued the reason was because no ICT spillover 
effect in the UK at all (Jorgenson, et al. 2005, Triplett and Bosworth 2004). This 
 176
suggests that the GPT theory is more appropriate than the growth accounting for 
analysing ICT spillover effects. The former took into account of the possibility that 
the ICT contribution to productivity with a lag, in which ICT capital initially negative 
return to output. But the latter simply accounted for whether TFP growth existed 
together with the current ICT investment as a benchmark to determine whether a 
country has ICT spillover effects.  
5. Of the endogenous factors such as the persistent level of inefficiency and the 
exogenous factors such as skilled labour and software investment, the persistent level 
of inefficiency was the more dominating factor that determined the level of ICT 
spillover effects for a country. Based on this finding, the different ICT spillover 
effects between the US and the UK was mainly due to the different persistent level of 
inefficiency, apart from the divergent level of ICT investment between them, as 
argued by previous empirical studies (e.g. Schreyer, 2000; Daveri, 2002). In this 
regard, the UK’s policymakers could enhance their capability of organizational 
adjustment through lowering the persistent level of inefficiency. 
6. The methodology plays a crucial role in the analysis of ICT spillover effects. First, 
the non-parametric production function/frontier developed in this thesis captured the 
negative return of ICT capital by relaxing the assumption of monotonicity and 
concavity, and thus obtained evidence about ICT capital as an abnormal input with an 
initial negative return. Secondly, the Bayesian approach provided the possibility to 
investigate the effects of the persistent level of inefficiency (see Tsionas 2006) and 
obtain the evidence of the persistent level of inefficiency as the main reason for the 
divergent ICT spillover effects between the UK and the US for small samples.   
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This thesis has contributed to the existing literature in three aspects. The first is on 
methodology. This thesis has developed two non-parametric dynamic SF models with an 
AR(1) structure, investigated their Bayesian inference using Markov Chain Monte Carlo 
and used a one-stage approach to measure ICT spillover effect and to explore the 
influential factors.  
 
The second aspect concerns the literature of ICT spillover effects. This thesis has 
developed a new framework to measure the length of lag period associated with ICT 
spillover effects by combining the GPT theory and the concept of efficiency. The 
contribution on this aspect can be highlighted as follows: (i) finding negative return of 
ICT capital initially; (ii) measuring the length of lag by years with negative return of ICT 
capital;  (iii) using efficiency as a proxy of co-invention and getting evidence that 
efficiency increases during the lag period; (iv) introducing the persistent level of 
inefficiency as one of influential factors of ICT spillover effects and (v) exploring the 
effects of both the persistent level of inefficiency as an endogenous factor and skills and 
software as the exogenous factors of ICT spillover effects in a one-stage approach and 
finding the endogenous factor is more dominant.  
 
The third aspect is related to the literature in explaining different pattern of ICT spillover 
effects between the US and the UK. First, this thesis suggests weak ICT spillover effects 
in the UK relative to the US. Secondly it has provided some reasonable explanations for 
the question why there was little TFP growth in the UK in 1990s from the perspective of 
ICT spillovers. Finally this thesis has suggested that the persistent level of inefficiency as 
the main reason of different ICT spillover effect between the US and the UK, apart from 
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the level of ICT investment mentioned by the previous studies (Inklaar, O’Mahony and 
Timmer, 2003).   
 
However, further study could be carried out in future. On the empirical study, since the 
strength of ICT spillover effects was determined by the ICT investment level and the 
strength of capability of organizational adjustment, a clearer quantitative relationship 
between them could be further explored via a function linking the ICT investment level to 
the strength of capability of organizational adjustment as the independent variables and 
the strength of ICT spillover effects as the dependent variable. Secondly, the non-
parametric dynamic model showed mixed results for the effect of exogenous 
environmental variables, such as skilled labour and software share, on inefficiency in the 
lag in the UK, but not in the US. Further study could be taken to investigate these 
problems. On the methodological side, there were at least two further issues that could be 
addressed. The first is to extend the AR(1) structure of inefficiency in the current non-
parametric dynamic SFA model to a structure with the longer lag inefficiency on the 
current inefficiency. The second is to relax the assumption of the distribution of 
inefficiency. In the interest of policymakers, this study did not consider other factors that 
directly influence the persistent of inefficiency, such as the market structure, the 
regulation environment, etc. Clearly these could be included into the analysis in future.  
 
Although these improvements could be made, the current study contributed the current 
literature substantially in relation to these three aspects. 
 
 179
References 
Acemoglu, D. (1998) ‘Why do new technologies complement skills? Directed technical 
change and wage inequality’, Quarterly Journal of Economics, 113(4), 1055–
1090. 
 
Aigner, D.J., Lovell, C.A.K. & Schmidt, P. (1977) ‘Formulation and Estimation of 
Stochastic Frontier Production Function Models’, Journal of Econometrics, 6(1), 
21-37. 
 
Aghion, P. & Howitt, P. (1992) ‘A Model of Growth through Creative Destruction’, 
Econometrica, 60,323-351. 
 
Appelbaum, E. (1979) ‘On the Choice of Functional Forms’, International Economic 
Review, 20, 449-458. 
 
Arrow, K. (1962) ‘The Economic Implication of Learning by Doing’, Review of 
Economic Studies, 29(3), 155-173. 
 
Autor, D., Katz, L.& Krueger, A. (1998) ‘Computing Inequality: Have Computers 
Changed the Labour Market?’, Quarterly Journal of Economics, 113(4), 1169-
1214. 
 
Baily, M.N.& Gordon, R. J. (1988) ‘The Productivity Slowdown, Measurement Issues, 
and the Explosion of Computer Power’, Brookings Papers on Economic Activity, 
Economic Studies Program, The Brookings Institution, 19(2), 347-432. 
 
Baker, B.D. (2001) ‘Can Flexible Non-linear Modelling Tell Us Anything New About 
Educational Productivity?’, Economics of Education Review, 20, 81-92. 
 
Bart van Ark, O’Mahony, M. & Timmer, M. P. (2008) ‘The Productivity Gap between 
Europe and the United States: Trends and Causes’, Journal of Economic 
Perspectives, 22(1), 25-44. 
 
Basu, S., Fernald, J. G. & Matthew D. S. (2001) ‘Productivity Growth in the 1990s: 
Technology, Utilization, or Adjustment?’, Carnegie-Rochester Conference Series 
on Public Policy, 55, 117-165. 
 
Basu, S., Fernald, J.G., Oulton, N. & Srinivasan, S. (2003) ‘The Case of the Missing 
Productivity Growth: Or, Does information technology explain why productivity 
accelerated in the United States but not the United Kingdom?’, NBER 
Macroeconomics Annual, 2003. 
 
Basu, S. & Fernald, J.G. (2007) ‘Information and Communications Technology as a 
General-Purpose Technology: Evidence from US Industry Data’, German 
Economic Review, 8(2), 146-173. 
 180
 
Battese, G.E. & Coelli, T.J. (1988) ‘Prediction of Firm-level Technical Efficiencies with 
a Generalized Frontier Production Function and Panel Data’, Journal of 
Econometrics, 38, 387-399. 
 
Battese,G.E. & Coelli, T.J.(1992) ‘Frontier Production Function, Technical Efficiencies 
and Panel Data: With Applications to Paddy Farmers in India’, Journal of 
Productivity Analysis, 3, 153-169. 
 
Becchetti, L., Bedoya, D. and Paganetto, L. (2003) ‘ICT Investment, Productivity and 
Efficiency: Evidence at Firm Level Using a Stochastic Frontier Approach’, 
Journal of Productivity Analysis, 20, 143-167. 
 
Berndt, E.R. & Khaled, M.S. (1979) ‘Parametric Productivity Measurement and Choice 
among Flexible Functional Forms’, Journal of Political Economy, 87, 1220-1245. 
 
Berndt, E. R., Morrison, C. J. & Rosenblum, L. S. (1992) ‘High-tech Capital Formation 
and Labour Composition in U.S. Manufacturing Industries: an Exploratory 
Analysis’, National Bureau of Economic Research Working Paper, No. 4010. 
 
Bernstein, J.I. & Mohnen, P. (1998) ‘International R&D spillovers between U.S. and 
Japanese R&D intensive sectors’, Journal of International Economics, 44(2), 315-
338. 
 
Bertschek, I. & Kaiser, U. (2004) ‘Productivity Effects of Organizational Change: 
Microeconometric Evidence’, Management Science, 50(3), 394-404. 
 
Bock, T & Sergeant, J, (2002), ‘Small sample market research’, International Journal of 
Market Research, 44(2), 235-244. 
 
Bresnahan, T. F. & Trajtenberg, M. (1995) ‘General Purpose Technologies: ‘Engines of 
Growth?’, Journal of Econometrics, 65(Special Issue, January), 83-108. 
 
Bresnahan, T., Brynjolfsson, E. & Hitt, L. (1999) ‘Information Technology and Recent 
Changes in Work Organization Increase the Demand for Skilled Labour’, The 
New Relationship: Human Capital in the American Corporation, Washington, DC: 
Brookings. 
 
Bresnahan, T. (1999) ‘Computerization and Wage Dispersion: An Analytical 
Reinterpretation’, Economic Journal, 109, 390-415. 
 
Bresnahan, T., Brynjolfsson, E. & Hitt, L.M. (2002) ‘Information Technology, 
Workplace Organization and the Demand for Skilled Labour: Firm-level 
Evidence’, Quarterly Journal of Economics, 117(1), 339-376. 
 
Brynjofsson, E. & Hitt, L.M. (1996) ‘Paradox lost? Firm-level Evidence on the Returns 
to Information Systems Spending’, Management Science, 42(4), 541-558.  
 
 181
Brynjolfsson, E. & Hitt, L. M. (2000) ‘Beyond Computation: Information Technology, 
Organizational Transformation and Business Performance’, Journal of Economic 
Perspectives, 14(4), 23-48. 
 
Bresnahan, T., Brynjolfsson, E. & Hitt, L. M. (2002) ‘Information Technology, 
Workplace Organization and the Demand for Skilled Labour: Firm-level 
Evidence’, Quarterly Journal of Economics, 117(1), 339-376. 
 
Brynjolfsson, E., Hitt, L. M. & Yang, S. (2002) ‘Intangible Assets: How the Interaction 
of Computers and Organizational Structure Affects Stock Market Valuations’, 
Brookings Papers on Economic Activity, Economic Studies Program, The 
Brookings Institution, 33(1), 137-198. 
 
Card, D. & Thomas L. (2001) ‘Can Falling Supply Explain the Rising Return to College 
for Younger Men? A Cohort-Based Analysis’, Quarterly Journal of Economics, 
116(2), 705-746. 
 
Carlaw, K. & Lipsey R.G. (2006) ‘GPT-Driven, Endogenous Growth’, Economic Journal, 
116(508), 155-174. 
 
Caroli, E. & Van Reenen, J. (2001) ‘Skill-Biased Organizational Change? Evidence from 
a Panel of British and French Establishments’, Quarterly Journal of Economics, 
116(4), 1449-1492. 
 
Caselli, F. (1999) ‘Technological revolutions’, American Economic Review,89(1), 78-102. 
 
Caudill,S.B., Ford,J.M. & Diewert,W.E.(1995) ‘Frontier Estimation and Firm-specific 
Inefficiency Measures in the Presence of Heteroscedasticity’, Journal of Business 
& Economic Statistics, 13, 105-111. 
 
Christensen, L. R., Jorgenson, D. W. & Lau, L. J.  (1971) ‘Conjugate Duality and the 
Transcendental Log-arithmic Production Function’, Econometrica, 39(4),225-256. 
 
Christensen, L. R., Jorgenson, D. W. & Lau, L. J. (1973) ‘Transcendental Logarithmic 
Production Frontiers’, The Review of Economics and Statistics, 55(1), 28-45. 
 
Cincera M. & Pottelsberghe de la Potterie, B. (2001) ‘International R&D Spillovers: A 
Survey’, Cahiers Economiques de Bruxelles, 169, 3-32. 
 
Coelli, T., Prasada Rao, D. S., & Battese, G. E. (1998). ‘An introduction to efficiency and 
productivity analysis’, Boston: Kluwer Academic. 
 
Cohen,D., Garibaldi,P. & Scarpetta, S. (2006) ‘The ICT Revolution: Productivity 
Differences and the Digital Divide’, The William Davidson Institute. Oxford. 
 
Colecchia, A. & Schreyer, P. (2001) ‘ICT Investment and Economic Growth in the 
1990s: Is the United States A Unique Case? A Comparative Study of Nine OECD 
Countries’, STI Working Paper, OECD. 
 
 182
Cornwell, C. & Schmidt, P. & Sickles, R.C. (1990), ‘Production Frontier with Cross-
Sectional and Time-Series Variations in Efficiency Levels’, Journal of 
Econometrics, 46, 185-200. 
 
Costa, A. & Markellos, R.N. (1997) ‘Evaluating Public Transport Efficiency with Neural 
Network Models’, Transportation Research, 5(5), 301-312. 
 
Daveri, F. (2002) ‘The New Economy in Europe’, Oxford Review of Economic Policy,  
18, 345-362. 
 
David, P. (1990) ‘The Dynamo and the Computer: An Historical Perspective on the 
Modern Productivity Paradox’, American Economic Review, 80, 355–61. 
 
Dewan, S. & Kraemer, K.L. (1998) ‘International Dimensions of the Productivity 
Paradox’, Communications of the ACM, 41(8), 56-62. 
 
Dewan, S. & Kraemer, L. K. (2000) ‘Information Technology and Productivity: Evidence 
from Country-Level Data’, Management Science, 46(4), 548-562. 
 
Doi, J. & Mino, K. (2005) ‘Technological Spillovers and Patterns of Growth with Sector-
specific R&D’, Journal of Macroeconomics, 27, 557-578. 
 
Doms, M., Dunne, T. & Troske, K. (1997) ‘Workers, Wages, and Technology’ Quarterly 
Journal of Economics, 112 (1),  253-290. 
 
Doms, M. & Dunn, W. & Oliner, S.& Sichel, D. (2004) ‘How Fast Do Personal 
Computers Depreciate? Concepts and New Estimates’, NBER Working Paper, 
10521. 
 
Draca, M., Sadun.R & Van Reenen, J. (2006) ‘Productivity and ICT:A review of the 
Evidence’ CEP Discussion Paper, No 749, http://cep.lse.ac.uk/pubs/download/ 
dp0749.pdf. 
 
Dunne, T., Haltiwanger, J. & Troske, K. (1997) ‘Technology and Jobs: Secular Changes 
and Cyclical Dynamics’, Carnegie -Rochester Conference Series on Public Policy, 
46, 107-78. 
 
Eubank, R. L.(1988) ‘Spline Smoothing and Nonparametric Regression’, Publisher: M. 
Dekker.  
 
Fernandez, C., Osiewalski, J. & Steel, M.F.J. (1997) ‘On the Use of Panel Data in 
Stochastic Frontier Models’, Journal of Econometrics, 79, 169-193. 
 
Fuentes, R. & Morales, M. (2006) ‘On the Measurement of TFP: A Latent Variable 
Approach’, http://www.bcentral.cl/conferencias-seminarios/otras-conferencias 
/pdf/2006Ciclos/Fuentes_Morales.pdf. 
 
Gelman A., Carlin J.B., Stern H.S. & Rubin D.B. (2003) ‘Bayesian Data Analysis’, 
Chapman & Hall; 2 edition. 
 
 183
Giuri, P., Torrisi, S.  & N. Zinovyeva (2005) ‘ICT, Skills and Organizational Change: 
Evidence from a Panel of Italian Manufacturing Firms’, LEM working paper 
No.11. 
 
Goldin, C. & Katz, L. (1999) ‘The Returns to Skill in the United States Across the 
Twentieth Century’, NBER Working Paper, No.7126. 
 
Green, W. (1990) ‘A Gamma Distributed Stochastic Frontier Model’, Journal of 
Econometrics, 46, 141-163 
 
Green, P. J. & Silverman, B. W. (1994) ‘Nonparametric Regression and Generalized 
Linear Models: A Roughness Penalty Approach’, Boca Raton: Chapman and Hall, 
London 
 
Gretton, P., Gali, J. & D. Parham (2002) ‘Uptake and Impacts of ICT in the Australian 
Economy: Evidence from Aggregate, Sectoral and Firm levels’, The OECD 
Workshop on ICT and Business Performance. 
 
Greenwood, J. & Yorokoglu, M. (1997) ‘1974’, Carnegie-Rochester Conference Series 
on Public Policy, 46, 49-95. 
 
Griliches, Z., & Ringstad, V. (1971) ‘Economies of Scale and the Form of the Production 
Function’, Amsterdam: North-Holland Publishing Company. 
 
Grimm, B., Moulton, B. & Wasshausen, D. B. (2002) ‘Information Processing 
Equipment and Software in the National Accounts’, BEA Working Paper, No.02. 
 
Grossman, G.M. & Helpman, E. (1991) ‘Innovation and Growth in the Global Economy’, 
Cambridge, MIT Press, MA. 
 
Gu, C. (2002) ‘ Smoothing Spline ANOVA Models’, Springer-Verlag, New York. 
 
Hadri, K. (1999) ‘Estimation of a Doubly Heteroscedastic Stochastic Frontier Cost 
Function’, Journal of Business & Economic Statistics, 17,359-363. 
 
Hadri, K., Guermat. C & Whittaker, J. (2003) ‘Estimating Farm Efficiency in the 
Presence of Double Heteroscedasticity Using Panel Data’, Journal of Applied 
Economics, 0, 255-268. 
 
Hajargasht, G. (2004) ‘Some New Semiparametric Panel Stochastic Frontiers A Bayesian 
Penalized Approach’, http:// repec.org/esAUSM04/up.28542.1077500733.pdf. 
 
Hall, B. H. & Trajtenberg, M. (2004) ‘Uncovering GPTS with Patent Data’, NBER 
Working Papers, No.10901, http://www.nber.org/papers/w10901.pdf. 
 
Han, C., Orea, L. & Schmidt, P. (2005) ‘Estimation of a panel data model with 
parametric temporal variation in individual effects’, Journal of Econometrics, 
126(2), 241-267. 
 
 184
Hagemann, H. (2008) ‘Consequences of the New Information and Communication 
Technologies for Growth, Productivity and Employment’, Competitiveness 
Review: An International Business Journal incorporating Journal of Global 
Competitiveness, 18(1), 57-69. 
 
Hastie, T. & Tibshirani, R. (1990) ‘Generalized Additive Models’, Chapman and Hall, 
London. 
 
Hastie T. & Tibshirani, R. (2000) ‘Bayesian Back fitting’, Statistical Science, 15, 193-
223. 
 
Hitt, L. & Brynjolfsson, E. (1996) ‘Productivity, Business Profitability and Consumer 
Surplus: Three Different Measures of Information Technology Value’, MIS 
Quarterly, 20, 121– 142. 
 
Hobijn, B. & Jovanovic, B. (2001) ‘The Information-Technology Revolution and the 
Stock Market: Evidence’, American Economic Review, 91, 1203-1220. 
 
Holdway, M. (2001) ‘Quality-Adjusting Computer Prices in the Producer Price Index: An 
Overview’, http://www.bls.gov/ppi/ppicomqa.htm. 
 
Howitt, P. (1998) ‘Measurement, Obsolescence, and General-Purpose Technologies’. In 
General purpose technologies and economic growth, edited by E. Helpman. 
Cambridge and London: MIT Press. 
 
Hulten, C. (2000) ‘Total Factor Productivity: A short Biography’, NBER Working Paper,  
No.7471 
 
Ilkka S. (2003) ‘Effects of ICT on Regional Economic Efficiency’, 
http://www.hel2.fi/tietokeskus/julkaisut/pdf/03_12_30_susiluoto_vj16.pdf. 
 
Inklaar, R., O'Mahony, M. & Timmer, M. (2005) ‘ICT and Europe's Productivity 
Performance Industry-Level Growth Account Comparisons with the United 
States’, Review of Income and Wealth, 51(4), 505-536. 
 
Inklaar, R., Timmer, M. P. & van Ark, B. (2007) ‘Mind the Gap! International 
Comparisons of Productivity in Services and Goods Production’, German 
Economic Review, 8, 281-307. 
 
Jalava, J. & Pohjola, M., (2007) ‘ICT as A Source of Output and Productivity Growth in 
Finland’, Telecommunications Policy, 31, 463–472. 
 
Jondrow, J., Lovell, C.A.K.& Materov, I.S. & Schmidt, P., (1982)  ‘On the Estimation of 
Technical Inefficiency in the Stochastic Frontier Production Function Model’, 
Journal of Econometrics, 19, 233–238. 
 
Jorgenson,P. & Stiroh, K. (1995) ‘Computer Investment, Capital and productivity in the 
US’, Economics of Innovation and New Technology, 4, 3-6. 
 
 185
Jorgenson, D.W. & Stiroh, K. (2000) ‘Raising the Speed Limit: US Economic Growth in 
the Information Age’, Brookings Papers on Economic Activity, 1, 125–211. 
 
Jorgenson, D.W., Ho, M.S. & Stiroh, K.J. (2005) ‘Growth of US Industries and 
Investment in Information Technology and Higher Education’, Measuring Capital 
in the New Economy, 403-478. 
 
Kreft I. (1996) ‘Are Multilevel Techniques Necessary? An Overview, Including 
Simulation Studies’, California State University, Los Angeles. 
 
Koop, G., Osiewalski, J. & Steel, M. F. J. (1995) ‘Bayesian Long-run Prediction in Time 
Series Models’, Journal of Econometrics, Elsevier, 69(1), 61-80. 
 
Koop, G., Osiewalski, J. & Steel, M. F. J. (1997) ‘Bayesian Efficiency Analysis Through 
Individual Effects: Hospital Cost Frontiers’, Journal of Econometrics, 76(1-2), 
77-105. 
 
Koop, G., Potter, S. M. (1998) ‘Bayes Factors and Nonlinearity: Evidence From 
Economic Time Series’, Journal of Econometrics, Elsevier, 88(2), 251-281. 
 
Koop, G., Osiewalski, J. & Steel, M. F. J. (1999) ‘The Components of Output Growth: A 
Stochastic Frontier Analysis’, Oxford Bulletin of Economics and Statics, 61, 
4,455-487. 
 
Koop, G., Osiewalski, J. & Steel, M. F. J. (2000) ‘Modelling the Sources of Output 
Growth in a panel of Countries’, Journal of Business &Economic Statistics, 18(3), 
284-299. 
 
Koop, G. (2003) ‘Bayesian Econometrics’, Publisher: Wiley-interscience. 
 
Krueger, A. (1993) ‘How Computers Have Changed the Wage Structure? Evidence from 
Micro Data’, Quarterly Journal of Economics, 108(1), 33-60. 
 
Kumbharkar, S.C & Lovell, C.A.K. (2000) ‘Stochastic Frontier Analysis’, Cambridge 
University Press: New York. 
 
Kuosmanen, T. (2007) ‘Stochastic Nonparametric Envelopment of Panel Data: Frontier 
Estimation with Fixed and Random Effects Approaches’, 
http://www.nomepre.net/stoned/StoNED_panel_Lille2007.pdf. 
 
Lee, S. & Guo, X. J. (2004) ‘Information and Communications Technology (ICT) and 
Spillover: a Panel Analysis’, Econometric Society 2004 Far Eastern Meetings, 
http://repec.org/esFEAM04/up.27583.1080732562.pdf. 
 
Lin, W.T. & Shao, B.B.M. (2000) ‘Relative sizes of information technology investments 
and productive efficiency: their linkage and empirical evidence’, Journal of the 
Association for Information Systems, 1(7), 1 –35. 
 
Lin, W.T. & Shao, B.B. (2006) ‘The Business Value of Information Technology and 
Inputs Substitution the Productivity Paradox Revisited’, Decision Support System, 
 186
42, 493-507. 
 
Lin, W.T. (2009) ‘The Business Value of Information Technology as Measured by 
Technical Efficiency Evidence from Country-level’, Decision Support Systems, 
46, 865–874. 
 
Lipsey R.G., Carlaw K.I. & Bekar C.T. (2005), ‘Economic Transformations: General 
Purpose Technologies and Long Term Economic Growth’. Oxford University 
Press, Oxford. 
 
Lucas, R.E. (1988) ‘On the Mechanics of Economic Development’, Journal of Monetary 
Economics, 22, 3-42. 
 
Machin, S. & Van Reenen, J. (1998) ‘Technology and Changes in Skills Structure: 
Evidence from Seven OECD Countries’, The Quarterly Journal of Economics, 
1(2), 15-44. 
 
Meeusen, W. & van den Broeck, J. (1977) ‘Efficiency Estimation from Cobb-Douglas 
Production Functions with Composed Error’, International Economic Review, 
18(2), 435-444. 
 
Milgrom, P. & Roberts, J. (1990) ‘The Economics of Modern Manufacturing’, American 
Economic Review, 80 (3), 511-528. 
 
Oliner, S. D. (1993) ‘Constant-Quality Price Change, Depreciation, and the Retirement of 
Mainframe Computers’, Price measurements and their uses, 19-61. 
 
Oliner, S. D.& Sichel, D. E. (1994) ‘The Resurgence of Growth in the Late 1990s: Is 
Information Technology the Story?’, Journal of Economic Perspectives, 14(4), 3-
22. 
 
Oliner, S. D. & Sichel, D. E. (2000) ‘The Resurgence of Growth in the Late 1990s: Is 
Information Technology the Story?’, Journal of Economic Perspectives, 14, 3–22. 
 
O’Mahony, M. & van Ark, B. (2003) ‘EU Productivity and Competitiveness: an Industry 
Perspective. Can Europe Resume the Catching-up Process?’, DG Enterprise, 
European Commission. http://stajano.deis.unibo.it/UP2006/8Comp 
/EU-ProductivitAndCompetitiveness-Part1.pdf. 
 
O’Mahony, M. & Vecchi, M. (2005) ‘Quantifying the Impact of ICT Capital on Output 
Growth: A Heterogeneous Dynamic Panel Approach’, Economica, 72, 615–33. 
 
Oulton N. (2002) ‘ICT and Productivity Growth in the United Kingdom’, Oxford Review 
of Economic Policy, 18(3),  363-379. 
 
Oulton, N & Srinivasan, S (2003) ‘Capital stocks, capital services, and depreciation: an 
integrated framework’, Bank of England Working Paper, No. 192, 
http://www.bankofengland.co.uk. 
 
 187
Pham, H. V., Park, G. & Ha, D. (2002) ‘More Than Meets the Eyes: A New Approach to 
Detect Sectoral Technical Change Where Aggregate Growth Accounting may 
Not’, Working Paper Series, No. 2.  
 
Pitt, M.M. & Lee, L.F. (1981) ‘The Measurement and Sources of Technical Inefficiency 
in the Indonesia Weaving Industry’, Journal of Development Economics, 9, 43-64. 
 
Pohjola, M. (2002) ‘The New Economy: Facts, Impacts and Policies’, Information 
Economics and Policy, 14(2), 133-144. 
 
Pohjola, M.(2002) ‘The New Economy in Growth and Development’, Oxford Review of 
Economic Policy, 18(3),380-396. 
 
Reifschneider, D. & Stevenson, R. (1991) ‘Systematic Departures from the Frontier: A 
Framework for the Analysis of Firm Inefficiency’, International Economic 
Review, 32 (3), 715-723. 
 
Roach, S. S. (1991). ‘Services under Siege: the Restructuring Imperative’, Harvard 
Business Review, 39(2), 82–92. 
 
Romer, P. (1986) ‘Increasing Returns and Long-run Growth’, Journal of Political 
Economy, 94(5), 500-521. 
 
Romer, P. (1990) ‘Endogenous Technical Change’, Journal of Political Economy, 98(5), 
71-102. 
 
Schmidt, P. & Sickles, R.C. (1984), ‘Production Frontiers and Panel Data’, Journal of 
Business and Economic Statistics, 2(4), 367-374. 
 
Schmidt, P. (1986) ‘Frontier Production’, Econometric Reviews, 4(2), 289-328. 
 
Schreyer, P. (2000) ‘The Contribution of Information and Communication Technology to 
Output Growth: A Study of the G7 Countries’, STI Working Papers, No.2. 
 
Schreyer, P. (2002). ‘Computer Price Indices and International Growth and Productivity 
Comparisons’, Review of Income and Wealth, 48(1), 33-57. 
 
Shao B.B.M. & Lin W.T., (2001) ‘Measuring the Value of Information Technology in 
Technical Efficiency with Stochastic Production Frontiers’, Information and 
Software Technology 43, 447–456. 
 
Shao, B. B. M. & Lin, W. T. (2002) ‘Technical Efficiency Analysis of Information 
Technology Investments: A Two-stage Empirical Investigation’, Information & 
Management, 39, 391-401. 
 
Simonoff, J. S. (1996) ‘Smoothing Methods in Statistics’, Springer Verlag, New York. 
 
Solow, R. M. (1956) ‘A Contribution to the Theory of Economic Growth’, Quarterly 
Journal of Economics, 70, 65-94. 
 
 188
Solow, R.M. (1957) ‘Technical Change and the Aggregate Production Function’, Review 
of Economics and Statistics, 39(3), 313-30. 
 
Steinmueller, W. E. (1995) ‘The U.S. Software Industry: An Analysis and Interpretative 
History’, Research Memoranda, No. 006, http://citeseerx.ist.psu.edu/viewdoc 
/download?doi=10.1.1.104.186&rep=rep1&type=pdf. 
 
Stevenson, R. (1980) ‘Likelihood Function for Generalized Stochastic Frontier 
Estimation’, Journal of Econometrics, 13, 57-66. 
 
Stiroh, K. J. (1998). ‘Computers Productivity and Input Substitution’, Economic Inquiry, 
36(2), 175–191. 
 
Stiroh, K. J. (2001) ‘Is IT Driving the U.S. Productivity Revival?’, International 
Productivity Monitor, Centre for the Study of Living Standards, 2, 31-36. 
 
Stiroh, K. J. (2002) ‘Are ICT Spillovers Driving the New Economy?’, Reviews of Income 
and Wealth , 48(1),33-57. 
 
Timmer, M. & van Ark, B. (2005) ‘Does Information and Communication Technology 
Drive EU-US Productivity Growth Differentials?’, Oxford Economic,57, 693-716. 
 
Triplett, J. & Bosworth, B. (2004) ‘Productivity in the US Services Sector. New Sources 
of Economic Growth’, The Brookings Institution, Washington, DC. 
 
Tsionas, E. G. (2002) ‘Stochastic Frontier Models with Random Coefficients’, Journal of 
Applied Econometrics, 17, 127-147. 
 
Tsionas, E. G. (2006) ‘Inference in Dynamic Stochastic Frontier Models’, Journal of 
Applied Econometrics, 21(5), 669-676. 
 
Van den B. J., Koop G., Osiewalski, J. & Steel, M.F.J. (1994) ‘Stochastic Frontier 
Models: A Bayesian Perspective’, Journal of Econometrics, Elsevier, 61(2), 273-
303. 
 
Van der W. H. & Nahuis, R. (2005) ‘How Should Europe’s ICT Ambitions Look Like? 
An Interpretative Review of the Facts’, Utrecht School of Economics, Tjalling C. 
Koopmans Research Institute, Discussion Paper Series No. 05-22, 
http://www.uu.nl/uupublish/content/05-22.pdf. 
 
Vijselaar, F.C., & Albers, R.M. (2002) ‘New Technologies and Productivity Growth in 
the Euro Area’, European Central Bank, Working Paper, No. 122. 
 
Vuijlsteke, M., Guerrieri, P. & Padoan, P. C. (2007) ‘Modeling ICT as a General Purpose 
Technology’, 
http://www.coleurope.be/file/content/publications/pdf/Collegium %2035.pdf. 
 
Wahba, G. (1990) ‘Spline Models for Observational Data’, SIAM, Philadelphia. CBMS-
NSF Regional Conference Series in Applied Mathematics, No. 59. 
 189
 
Yang, S. & Brynjolfsson, E. (2001) ‘Intangible Assets and Growth Accounting: Evidence 
from Computer Investments’, http://www.ebusiness.mit.edu/erik. 
 
Young, A.(1995) ’The Tranny of Numbers:Confronting the Statistical Realities of the 
East Asian Growth Experience’, Quarterly Journal of Economics,110(3),641-680. 
 
