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CONVEX DOMAINS, HANKEL OPERATORS, AND MAXIMAL ESTIMATES
MEHMET C¸ELI˙K, SO¨NMEZ S¸AHUTOG˘LU, AND EMIL J. STRAUBE
ABSTRACT. Let 1 ≤ q ≤ (n − 1). We first show that a necessary condition for a Hankel opera-
tor on (0, q− 1)-forms on a convex domain to be compact is that its symbol is holomorphic along
q-dimensional analytic varieties in the boundary. Because maximal estimates (equivalently, a com-
parable eigenvalues condition on the Levi form of the boundary) turn out to be favorable for com-
pactness of Hankel operators, this result then implies that on a convex domain, maximal estimates
exclude analytic varieties from the boundary, except ones of top dimension (n− 1) (and their sub-
varieties). Some of our techniques apply to general pseudoconvex domains to show that if the Levi
form has comparable eigenvalues, or equivalently, if the domain admits maximal estimates, then
compactness and subellipticity hold for forms at some level q if and only if they hold at all levels.
1. INTRODUCTION AND RESULTS
Let Ω be a smooth (C∞) bounded pseudoconvex domain in Cn. Let U be a neighborhood of
a point z ∈ bΩ small enough that there exist smooth vector fields L1, L2, . . . , Ln in U, of type
(1, 0), pointwise orthonormal, so that L1, . . . , Ln−1 are tangential to bΩ at the boundary, and Ln
is the (complex) normal. We use the customary notation ω1,ω2, . . . ,ωn to denote the (1, 0)-forms
dual to L1, . . . , Ln. For a boundary point z ∈ bΩ ∩U, L1(z), . . . , Ln−1(z) form an orthonormal
basis for T1,0z (bΩ). The collection (U, L1, · · · , Ln,ω1, · · · ,ωn) is usually referred to as a special
boundary chart and/or frame. The Levi form of the boundary is defined via [L, L] = L(L, L)T
mod T1,0⊕ T0,1, where T is the familiar ‘bad’ direction inside the tangent space, purely imaginary,
normalized and chosen so that L is positive semi-definite.
Denote by λj(z), 1 ≤ j ≤ n − 1, the eigenvalues of the Levi form of bΩ at the point z ∈ bΩ,
in increasing order. Strictly speaking, we mean the eigenvalues of the matrix that represents the
Levi form with respect to a basis L1, . . . , Ln−1 as above; as long as we insist on orthonormal bases,
these eigenvalues do not depend on the basis chosen 1. We say that the Levi form of bΩ satisfies
a comparable eigenvalues condition at level q in U ∩ bΩ, if there exists a constant C > 0 such that
C(λ1(z) + · · · + λn−1(z)) ≤ ∑
q
s=1 λjs(z) ≤ λ1(z) + · · · + λn−1(z) for any q-tuple (j1, . . . , jq) and
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1Even if we were to drop the requirement that the basis be orthonormal, the next condition would remain indepen-
dent of the basis chosen, in view of a theorem of Ostrowski which relates eigenvalues of matrices of the form M and
S
T
MS; see for example [12], Theorem 4.5.9.
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z ∈ bΩ. That is, the sum of any q eigenvalues is comparable to the trace. Note that the second
inequality is trivially satisfied because Ω is pseudoconvex. This condition is easily seen to be
equivalent to sums of q eigenvalues being comparable.2 We say that the Levi form of bΩ satisfies
a comparable eigenvalues condition at level q if every point z ∈ bΩ has a neighborhood U so that
the condition is satisfied in U ∩ bΩ. Because bΩ is compact, we may take the constant C to be
independent of z ∈ bΩ.
The comparable eigenvalues condition is important because it is equivalent to an L2 estimate
in the ∂-Neumann problem that is better than the usual estimate on a pseudoconvex domain.
Namely, if bΩ satisfies a comparable eigenvalues condition at level q, we have the estimate
(1)
n
∑
j=1
‖Lj f‖
2 +
n−1
∑
j=1
‖Lj f‖
2 . (‖∂ f‖2 + ‖∂
∗
f‖2 + ‖ f‖2)
for any f ∈ Dom(∂) ∩ Dom(∂
∗
) ∩ C∞(0,q)(Ω) that is supported in a special boundary chart. Here
and throughout the paper, we employ the customary convention that . indicates an estimate
with a constant that is independent of all relevant quantities. For proofs, see [9], The´ore`me 3.1 for
q = 1, and [1], The´ore`me 3.7 for q > 1. (Since we work on pseudoconvex domains, the term ‖ f‖2
on the right hand side is dominated by the others, and so will not be needed.) The first term in (1)
is always dominated by the right hand side, in view of the Morrey-Kohn-Ho¨rmander inequality,
however, the second term is not in general. So the point of (1) is that all, not just the barred,
complex tangential derivatives of f are controlled by ‖∂ f‖+ ‖∂
∗
f‖. Such estimates are referred
to asmaximal estimates. We refer the reader to the introduction of [13] for an account of the genesis
of this terminology, and the important role such estimates play in the theory of the ∂-Neumann
problem.
Next we define the Hankel operators on (0, q)-forms for 0 ≤ q ≤ n as follows. Let K2(0,q)(Ω)
denote the set of square integrable ∂-closed (0, q)-forms on Ω and Pq : L
2
(0,q)(Ω) → K
2
(0,q)(Ω)
be the Bergman projection. The Hankel operator with symbol φ ∈ L∞(Ω) is the operator H
q
φ :
K2
(0,q)
(Ω) → L2
(0,q)
(Ω),
(2) H
q
φ f = φ f − Pq(φ f )
for f ∈ K2
(0,q)
(Ω). When φ ∈ C1(Ω), Kohn’s formula, Pq = I − ∂
∗
Nq+1∂, implies that
(3) H
q
φ f = ∂
∗
Nq+1(∂φ ∧ f )
2Note that λ1 + · · ·+ λn−1 =
(
n− 2
q− 1
)−1
∑
′
|J|=q
(λj1 + · · ·+ λjq), where the summation is over strictly increasing
multi-indices J. Thus if the q-sums compare, the trace also compares to any q-sum. A similar observation for (λ1 +
· · ·+ λq+1) shows that if the comparable eigenvalues condition holds at level q, it also holds at level (q+ 1).
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for f ∈ K2
(0,q)
(Ω). Here, Nq+1 denotes the ∂-Neumann operator on (0, q + 1)-forms. In the fol-
lowing theorem, A2
(0,q)
(Ω) ⊂ K2
(0,q−1)
(Ω) denotes the space of (0, q)-forms with square integrable
holomorphic coefficients, and Dq is the unit polydisc, i.e. the q-fold product of the unit disc in Cq.
Our first result gives a necessary condition for compactness of Hankel operators; the case q = 1
and n = 2 is in [6] (for symbols in C(Ω)), the case q = 1 but general n is in [7] (for symbols in
C∞(Ω)).
Theorem 1. Let Ω be a bounded convex domain in Cn for n ≥ 2. Assume that φ ∈ C1(Ω) and there
exists a holomorphic embedding ψ : Dq → bΩ for some 1 ≤ q ≤ n− 1 such that φ ◦ ψ is not holomorphic.
Then H
q−1
φ is not compact on A
2
(0,q−1)(Ω) (and a fortiori not on K
2
(0,q−1)(Ω)).
That is, for H
q−1
φ to be compact (even on A
2
(0,q−1)(Ω)) it is necessary that the symbol φ is holo-
morphic along (the regular part of) q-dimensional, and thus higher dimensional, varieties in the
boundary. Since Ω is convex, such varieties are necessarily contained in affine varieties, see [11],
Theorem 1.1 and section 2, and [7], Lemma 2. The proof of Theorem 1, given in section 2, combines
ideas from [11] and [6] in a fairly straightforward way.
In view of the ’if and only if’ nature of the results in [11], one might expect that the converse
of Theorem 1 also holds. This is known for (convex) domains in C2 ([7], Theorem 3), and we can
verify it in many cases, but the general case (for convex domains in dimension n ≥ 3) remains
open.
Suppose we have an estimate whose right hand side depends only on ‖∂ f‖ and ‖∂
∗
f‖ (possibly
modulo ‘weak’ terms), as in (1), at the level of (q+ 1)-forms. In addition to (1), examples include
compactness estimate ((4) below) and subelliptic estimate ((5) below). In order to derive an analo-
gous estimate for q-forms, it is natural to take a q-form f and produce (q+ 1)-forms f k := f ∧ωk,
k = 1, . . . , (n− 1) (say f is supported in a local frame), control the relevant norm of f by those of
the f k, apply the known estimate to the (q+ 1)-forms f k, and finally control ‖∂( f k)‖ and ‖∂
∗
( f k)‖
by ‖∂ f‖ and ‖∂
∗
f‖. This is no problem for ∂( f k) = ∂ f ∧ ωk + (−1)
q f ∧ ∂(ωk); it is controlled by
‖∂ f‖+ ‖ f‖, hence by ‖∂ f‖+ ‖∂
∗
f‖. The form ∂
∗
( f k) takes more care. First, if f is smooth enough
(say in C∞(0,q)(Ω) for simplicity), then f
k = f ∧ ωk is in dom(∂
∗
) if f is. Indeed, since the normal
components of both f and ωk vanish on the boundary, so does that of f ∧ ωk. Computation of
∂
∗
( f k) then reveals that to control ‖∂
∗
( f k)‖, one needs not only ‖∂
∗
f‖ and ‖ f‖, but also ‖Lk f‖
(see (40) in section 5 below). So in order for the above scheme to work, the latter term needs to be
controlled by ‖∂ f‖+ ‖∂
∗
f‖. This, however, is precisely what the condition of maximal estimates
ensures. Theorems 2 and 3 below take advantage of this observation.
Theorem 2. Let Ω be a smooth bounded convex domain in Cn, n ≥ 2 and 1 ≤ q ≤ n − 1. Assume
that the Levi form of bΩ satisfies a comparable eigenvalues condition at level q. Let φ ∈ C1(Ω) such
that φ ◦ ψ is holomorphic for every holomorphic embedding ψ : Dn−1 → bΩ. Then the Hankel operator
H
q−1
φ : K
2
(0,q−1)
(Ω) → L2
(0,q−1)
(Ω) is compact.
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Note that the symbol φ is assumed holomorphic only on (n − 1)-dimensional varieties, while
the Hankel operator is on (0, q− 1)-forms. Combined with Theorem 1, this ‘discrepancy’ leads to
the following corollary. Its gist is that on convex domains, varieties in the boundary, apart from
the ones in top dimension, are obstructions to maximal estimates (equivalently, to comparable
eigenvalues conditions).
We call the image of an embedding ψ as in Theorem 2 an (n− 1) dimensional analytic polydisc.
Corollary 1. Let Ω be a smooth bounded convex domain in Cn, n ≥ 2 and 1 ≤ q ≤ n− 1. Denote by A
the union of the (n− 1)-dimensional analytic polydiscs in bΩ. Assume that Ω satisfies maximal estimates
for (0, q)-forms. Then bΩ \ A contains no q-dimensional analytic varieties.
Convex domains in C2 (where maximal estimates hold trivially on (0, 1)-forms) show that the
requirement in the corollary that the varieties be outside A cannot be dropped. We also note
that (n− 1)–dimensional polydiscs in bΩ are open subsets of a complex hyperplane. Indeed, the
argument in [11], section 2 (see also [7], Lemma 2) shows that if the supporting real hyperplane
to Ω at a point is {xn = 0} in suitable coordinates, then the embedding ψ maps into the complex
hyperplane {zn = 0}.
A portion of the technique in the proof of Theorem 2 leads to an interesting percolation phe-
nomenon for compactness and subellipticity in the ∂-Neumann problem on domains with maxi-
mal estimates. We first recall these notions.
The ∂-Neumann problem is said to satisfy a compactness estimate for (0, q)-forms if the following
holds: for every ε > 0, there exists a constant Cε such that
(4) ‖ f‖2 ≤ ε
(
‖∂ f‖2 + ‖∂
∗
f‖2
)
+ Cε‖ f‖
2
−1 , f ∈ dom(∂) ∩ dom(∂
∗
) ⊂ L2(0,q)(Ω) .
Here, ‖ f‖−1 denotes the Sobolev-(−1) norm. The ∂-Neumann problem is said to be subelliptic
for (0, q)-forms if there exists ε > 0 and a constant C such that
(5) ‖ f‖2ε ≤ C
(
‖∂ f‖2 + ‖∂
∗
f‖2
)
, f ∈ dom(∂) ∩ dom(∂
∗
) ⊂ L2(0,q)(Ω) .
Again, the subscript ε denotes the Sobolev-ε norm. We say that the ∂-Neumann problem is subelliptic
of order ε. The relevance of estimates (4) and (5) stems from their equivalence to compactness and
subellipticity, respectively, of the ∂-Neumann operator Nq ([17], [14], [8]).
Compactness and subellipticity in the ∂-Neumann problem are known to percolate up the ∂
complex ([17], Proposition 4.5 and the remark following its proof, [15]); the point of Theorem 3 is
that they percolate down to level q when the Levi form of bΩ satisfies a comparable eigenvalues
condition at level q (equivalently: when there are maximal estimates for (0, q)-forms).
Theorem 3. Let Ω be a smooth bounded pseudoconvex domain in Cn for n ≥ 2. Assume that the Levi
form of bΩ satisfies a comparable eigenvalues condition at level q for some q, 1 ≤ q ≤ n− 1. Then
CONVEX DOMAINS, HANKEL OPERATORS, AND MAXIMAL ESTIMATES 5
(i) The ∂-Neumann problem satisfies compactness estimate for (0, q)-forms if and only if it satisfies such
estimate for (0, n− 1)-forms.
(ii) The ∂-Neumann problem is subelliptic of order ε for (0, q)-forms if and only if it is subelliptic of order
ε for (0, n− 1)-forms, 0 < ε ≤ 1/2.
The following corollary for domains with comparable eigenvalues of the Levi form, that is,
domains which satisfy the comparable eigenvalues condition at level q = 1, is immediate, but
we formulate it for emphasis: if compactness or subelliptic estimates hold at some form level,
corresponding estimates hold at all levels.
Corollary 2. Let Ω be a smooth bounded pseudoconvex domain in Cn, n ≥ 2. Assume that the eigenvalues
of the Levi form of bΩ are comparable (equivalently, Ω admits maximal estimates for (0, 1)–forms). Then
i) The ∂-Neumann problem satisfies compactness estimate for (0, q0)-forms for some q0, 1 ≤ q0 ≤
(n− 1), if and only if it satisfies compactness estimate for (0, q)-forms for all q, 1 ≤ q ≤ (n− 1).
ii) The ∂-Neumann problem is subelliptic on (0, q0)-forms for some q0, 1 ≤ q0 ≤ (n− 1), if and only if
it is subelliptic on (0, q)-forms for all q, 1 ≤ q ≤ (n− 1).
We remark that the ∂-Neumann problem is always subelliptic (and hence also compact) on
(0, n)-forms.
The rest of the paper is organized as follows. In section 2 we prove Theorem 1. Theorem 2 and
Corollary 1 are shown in section 3. Section 4 contains the proof of Theorem 3. In the appendix,
section 5, we compute ∂
∗
( f ∧ωk) for f ∈ dom(∂
∗
).
2. PROOF OF THEOREM 1
Proof of Theorem 1: The proof combines ideas from [11] and [7, 6]. (In turn, these ideas can be
traced back at least to [3, 10].) In particular, we follow the geometric setup in the proof of the im-
plication (1)⇒ (2) in Theorem 1.1 in [11]. If bΩ contains a complex variety V of dimension q as in
Theorem 1, its convex hullW is an affine variety in bΩ ([7], Lemma 2, see also [11], section 2) of di-
mension at least q. Because φ is not holomorphic on V, it is not holomorphic onW. Consequently,
there is a q-dimensional affine variety inW ⊂ bΩ on which φ is not holomorphic. After a suitable
affine change of coordinates, wemay assume that (2D)q×{0} = {(z′, 0) ∈ Cn; z′ ∈ (2D)q} ⊂ bΩ,
where D is the unit disc in C and z′ = (z1, . . . , zq), and that ∂φ/∂z1(z) 6= 0 when |z1| < 1. Let
z′′ = (zq+1, . . . , zn). We set Ω1 := {z
′′ ∈ Cn−q : (0, z′′) ∈ Ω}, and Ω2 := {z
′′ ∈ Cn−q : 2z′′ ∈ Ω1}.
Convexity of Ω implies that Dq × Ω2 ⊆ Ω ([11], page 636): every point in this set is the midpoint
of a line segment joining a point in Dq × {0} to a point in {0} × Ω1.
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The crucial analytic fact from [11] is the following. There exists a bounded sequence {Fj}
∞
j=1 ⊂
A2(Ω) such that the sequence { f j}
∞
j=1 of restrictions to Ω2, given by f j(z
′′) := Fj(0, z
′′), belongs to
A2(Ω2), but does not admit a convergent subsequence.
3
For the rest of the argument, we follow [7, 6], with appropriate modifications. Choose a radially
symmetric non-negative function χ ∈ C∞0 (D) such that χ(ξ) = 1 for |ξ| ≤ 1/2 and χ(ξ) = 0 for
|ξ| ≥ 3/4. We denote
∫
{|ξ|≤3/4} χ(ξ)dV(ξ) = cχ > 0. Because ∂φ/∂z1 6= 0 when |z1| < 1, we can
define γ ∈ C(Ω) via the formula
(6) γ(z′, z′′)
∂φ(z′ , z′′)
∂z1
= χ(z1) · · · χ(zq) .
Note that for z′′ fixed, γ(·, z′′) is compactly supported in Dq, uniformly in z′′. We will eventually
have to approximate γ by a smooth function, so let γ1 ∈ C
∞(Ω) such that for z′′ ∈ Ω2, γ1(·, z
′′)
is compactly supported in Dq. Let F ∈ A2(Ω) and α = Fdz2 ∧ · · · ∧ dzq ∈ A
2
(0,q−1)
(Ω)4. Denote
by 〈 , 〉 the standard pointwise inner product on forms in Cq. Then, for z′′ ∈ Ω2, the mean value
property for holomorphic functions gives
(7) (cχ)
qF(0, z′′) =
∫
Dq
χ(z1) · · · χ(zq)F(z
′ , z′′)dV(z′)
=
∫
Dq
γ(z′ , z′′)
∂φ(z′, z′′)
∂z1
F(z′ , z′′)dV(z′) =
∫
Dq
〈∂φ ∧ α,γdz1 ∧ · · · ∧ dzq〉dV(z
′)
=
∫
Dq
〈∂φ ∧ α,γ1dz1 ∧ · · · ∧ dzq〉dV(z
′) +
∫
Dq
〈∂φ ∧ α, (γ− γ1)dz1 ∧ · · · ∧ dzq〉dV(z
′) .
Because F is holomorphic, ∂α = 0 implies
(8) ∂φ ∧ α = ∂(φα) = ∂(φα− Pq−1(φα)) = ∂H
q−1
φ α .
Denote by ∂
∗
z′ the formal adjoint of the ∂-operator in the z
′ variables. Inserting (8) into the first
term in the third line of (7) shows that
(9)
∫
Dq
〈∂φ ∧ α,γ1dz1 ∧ · · · ∧ dzq〉dV(z
′) =
∫
Dq
〈∂H
q−1
φ α,γ1dz1 ∧ · · · ∧ dzq〉dV(z
′)
=
∫
Dq
〈H
q−1
φ α , ∂
∗
z′(γ1dz1 ∧ · · · ∧ dzq)〉dV(z
′) .
We have used here that terms in ∂H
q−1
φ α and H
q−1
φ α that contain differentials dzs with s ≥ (q+ 1)
drop out upon taking inner products with γ1dz1 ∧ · · · ∧ dzq or ∂
∗
z′(γ1dz1 ∧ · · · ∧ dzq), respectively,
and that for z′′ ∈ Ω2 fixed, γ is compactly supported in D
q.
3The crux of the matter is that the restriction operator from A2(Ω1) to A
2(Ω2) is not compact; the proof involves esti-
mates on the Bergman kernel of Ω1. The Ohsawa-Takegoshi extension theorem then allows to pass from a sequence
on Ω1 with the required property to a suitable sequence on Ω.
4When q = 1, this definition is to be interpreted as α = F.
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Now let {Fj}
∞
j=1 ⊂ A
2(Ω) be a bounded sequence whose sequence of restrictions { f j}
∞
j=1 ⊂
A2(Ω2) does not admit a convergent subsequence, and set αj = Fjdz2 ∧ · · · ∧ dzq ∈ A
2
(0,q−1)
(Ω)
(with the convention from above when q = 1). Then we have from (7) and (9)
(10) (cχ)
q( f j(z
′′)− fk(z
′′)) =
∫
Dq
〈H
q−1
φ (αj − αk), ∂
∗
z′(γ1dz1 ∧ · · · ∧ dzq)〉dV(z
′)
+
∫
Dq
〈∂φ ∧ (αj − αk), (γ− γ1)dz1 ∧ · · · ∧ dzq〉dV(z
′)
for any j, k, and thus
(11) | f j(z
′′)− fk(z
′′)|2 . Cγ1
∫
Dq
|H
q−1
φ (αj − αk)(z
′ , z′′)|2dV(z′)
+
∫
Dq
∣∣(αj − αk)(z′, z′′)∣∣ ∣∣(γ− γ1)(z′ , z′′)∣∣ dV(z′) ,
where Cγ1 is a constant that depends on γ1. Integrating both sides of (11) with respect to z
′′ ∈ Ω2
gives
(12) ‖ f j − fk‖
2
A2(Ω2)
. Cγ1‖H
q−1
φ (αj − αk)‖
2
L2
(0,q−1)
(Ω)
+ ( sup
Dq×Ω2
|γ− γ1|)‖αj − αk‖L2
(0,q−1)
(Ω) .
Assume now that H
q−1
φ is compact on A
2
(0,q−1)
(Ω). Then the sequence {H
q−1
φ αj}
∞
j=1 ⊂ L
2
(0,q−1)
(Ω)
has a subsequence, say {H
q−1
φ αjs}
∞
s=1, that is convergent, and so is a Cauchy sequence. Because
{αj}
∞
j=1 is bounded in L
2
(0,q−1)
(Ω), and we can make (sup
Dq×Ω2
|γ− γ1|) as small as we wish, (12)
implies that the sequence { f js}
∞
s=1 ⊂ A
2(Ω2) is Cauchy as well, and therefore is convergent. This
is a contradiction. Therefore, H
q−1
φ cannot be compact on A
2
(0,q−1)
(Ω). 
It is worth noting that in the last part of this proof (from (7) on), the two key steps are the
exploitation of nonanalyticity of φ via the introduction of ∂φ into the mean value equation (7),
and the observation (8). The extra complications in the formulas arise from approximating γ by a
smooth function. This step is needed because we can only assert that γ ∈ C(Ω) from φ ∈ C1(Ω),
yet in (9), γ (resp. γ1) is differentiated (via ∂
∗
z′). These complications could be avoided by assuming
φ ∈ C2(Ω).
3. PROOFS OF THEOREM 2 AND COROLLARY 1
We start with the proof of Theorem 2.
Proof of Theorem 2: It suffices to show that for every ε > 0, there exists Cε so that we have the
family of estimates
(13) ‖H
q−1
φ f‖
2 ≤ ε‖ f‖2 + Cε‖ f‖
2
−1 , f ∈ K
2
(0,q−1)(Ω) .
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Because K2
(0,q−1)
(Ω) embeds compactly into W−1
(0,q−1)
(Ω), this family of estimates will imply that
H
q−1
φ : K
2
(0,q−1)
(Ω) → L2
(0,q−1)
(Ω) is compact ([17], Lemma 4.3; in fact, compactness of H
q−1
φ is
equivalent to this family of estimates). Note that the left hand side of (13) equals
(14) 〈H
q−1
φ f ,H
q−1
φ f 〉 = 〈∂
∗
Nq(∂φ ∧ f ), ∂
∗
Nq(∂φ ∧ f )〉 = 〈Nq(∂φ ∧ f ), ∂φ ∧ f 〉 .
We will estimate the right hand side of (14).
Denote by A the union of all the (n− 1)-dimensional analytic (then actually affine, by convexity,
[11], [7], Lemma 2) varieties in the boundary. Near the boundary, the split of forms into their
normal and tangential components is well defined. A detailed discussion may be found in [17],
section 2.9. The tangential component (∂φ)Tan of ∂φ vanishes at points of A. For ε > 0, denote
by Uε a neighborhood of A in C
n such that |(∂φ)Tan| < ε on Uε ∩ Ω, and choose a cutoff function
χ1 ∈ C
∞
0 (Uε) with χ1 ≡ 1 near A. Then
(15)
∣∣∣〈χ1Nq(∂φ ∧ f ), (∂φ)Tan ∧ f 〉
∣∣∣ ≤ ‖Nq(∂φ ∧ f )‖‖χ1((∂φ)Tan ∧ f )‖ . ε‖ f‖2 .
To estimate the contribution from the normal component (∂φ)Norm of ∂φ, notice that only the nor-
mal component
(
χ1Nq(∂φ ∧ f )
)
Norm
will be involved (as
(
(∂φ)Norm ∧ f
)
has vanishing tangential
component). Estimate 2.91 in [17] provides the estimate
(16) ‖(χ1Nq(∂φ ∧ f ))Norm‖1 . ‖∂
(
χ1Nq(∂φ ∧ f )
)
‖+ ‖∂
∗(
χ1Nq(∂φ ∧ f )
)
‖
. ‖Nq(∂φ ∧ f )‖+ ‖∂φ ∧ f‖ . ‖ f‖ .
Because W1(Ω) imbeds compactly into L2(Ω), the map f → χ1Nq(∂φ ∧ f )Norm is compact from
K2
(0,q−1)
(Ω) to L2
(0,q)
(Ω). Therefore ([17], Lemma 4.3)
(17) ‖χ1Nq(∂φ ∧ f )Norm‖ ≤ ε‖ f‖+ Cε‖ f‖−1
(i.e. for all ε > 0, there exists Cε such that (17) holds). This gives
(18)
∣∣∣〈χ1Nq(∂φ ∧ f ), (∂φ)Norm ∧ f 〉
∣∣∣ . (ε‖ f‖+ Cε‖ f‖−1)‖ f‖ ≤ 2ε‖ f‖2 + Cε‖ f‖2−1 .
Here, we have used the usual small constant–large constant estimate on ‖ f‖−1‖ f‖, and we have
allowed Cε to change its value. It remains to estimate 〈(1− χ1)Nq(∂φ ∧ f ), ∂φ ∧ f 〉.
In estimating this latter contribution, we use two observations. The first is that functions in
C(Ω) that vanish on A are compactness multipliers for (0, n − 1)-forms ([5], Proposition 1 and
Theorem 3). The second observation is that, more or less, norms of (0, q)-forms can be estimated
by norms of certain associated (0, n − 1)-forms (for which we can then apply the compactness
estimate).
We elaborate on the second observation. Suppose u ∈ L2
(0,q)
(Ω) is supported in a special bound-
ary chart, with vanishing normal component, say u = ∑
′
|J|=q,n/∈J
uJωJ . Fix a multi-index I of
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length (n− 1− q), with n /∈ I. Then
(19) u ∧ωI = ∑
′
|J|=q,n/∈J
uJ(ωJ ∧ωI) = ǫ
Ic,I
(1,...,n−1)
uIc(ω1 ∧ · · · ∧ωn−1) ,
where Ic is the increasingly ordered multi-index of length q which as a set is the complement of
I in {1, . . . , n− 1}, and ǫI
c,I
(1,...,n−1)
denotes the usual Kronecker symbol. (19) shows that taking the
wedge product with ωI singles out precisely one coefficient of u (namely uIc). If we now let I vary
over all multi-indices of length (n− 1− q) (and not containing n), Ic will vary over all indices of
length q. Therefore, to estimate ‖u‖, it suffices to estimate ‖u∧ωI‖, for all such I. The point of not
having n in I is that we will want to use compactness estimate on u ∧ωI , which requires the form
to be in the domain of ∂
∗
. In order to apply this scheme to the form Nq(∂φ ∧ f ), which appears on
the right hand side of (14), we need to localize and also take care of normal components. To this
end, choose cutoff functions χ2, . . . , χm so that together with χ1 from above, they form a partition
of unity near bΩ, and so that for 2 ≤ s ≤ m, χs is supported in a special boundary chart. Moreover,
χ2, · · · , χm can be chosen so that the supports stay close enough to bΩ that splitting forms into
their tangential and normal components is well defined. Also set χ0 := 1− (χ1 + · · ·+ χm) on Ω;
then χ0 ∈ C
∞
0 (Ω).
Fix an s with 2 ≤ s ≤ m, and consider χsNq(∂φ ∧ f ). Note that multiplication by χs preserves
the domain of ∂
∗
. The normal component of a form in dom(∂) ∩ dom(∂
∗
) is in W10 (Ω), and so is
also in dom(∂) ∩ dom(∂
∗
) ([17], section 2.9). Therefore, so is the tangential component. Moreover,
we have as in (16) and (17)
(20) ‖(χsNq(∂φ ∧ f ))Norm‖1 . ‖∂φ ∧ f‖ . ‖ f‖ ,
and
(21) ‖χsNq(∂φ ∧ f )Norm‖ ≤ ε‖ f‖+ Cε‖ f‖−1 .
For economy of notation, let us denote the tangential component of χsNq(∂φ ∧ f ) by us. Then
us ∈ dom(∂) ∩ dom(∂
∗
), and the discussion above applies: we only have to estimate the forms
us ∧ ωI , where I varies over all multi-indices of length (n − 1− q) that do not contain n. Note
that for such I, us ∧ ωI ∈ dom(∂) ∩ dom(∂
∗
) (see Lemma 2 in the appendix). If χ˜s is a cutoff
function supported in Ω \ A, it is a compactness multiplier for (0, n− 1)-forms ([5], Proposition 1
and Theorem 3). If in addition χ˜ ≡ 1 on the support of χs, then us ∧ ωI = χ˜(us ∧ωI). Therefore,
for all ε > 0, there exists Cε such that
(22) ‖us ∧ωI‖ = ‖χ˜(us ∧ωI)‖
≤ ε
(
‖∂(us ∧ωI)‖+ ‖∂
∗
(us ∧ωI)‖
)
+ Cε‖us ∧ωI‖−1 .
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Estimate (33) in Lemma 2 gives
(23) ‖∂(us ∧ωI)‖+ ‖∂
∗
(us ∧ωI)‖ . ‖∂us‖+ ‖∂
∗
us‖
. ‖∂(χsNq(∂φ ∧ f ))‖+ ‖∂
∗
(χsNq(∂φ ∧ f ))‖+ ‖ f‖
. ‖Nq(∂φ ∧ f )‖+ ‖∂
∗
Nq(∂φ ∧ f )‖+ ‖ f‖ . ‖ f‖ .
In the second estimate, we have used (20), which implies that ‖∂us‖ ≤ ‖∂
(
χsNq(∂φ ∧ f )
)
‖+ ‖ f‖,
as well as the analogous estimate for ‖∂
∗
us‖ (since us = χsNq(∂φ ∧ f ) −
(
χsNq(∂φ ∧ f )
)
Norm
).
We point out that estimating the term ‖∂(us ∧ ωI)‖ is straightforward; it is only in estimating
‖∂
∗
(us ∧ ωI)‖ that the assumption on maximal estimates is needed. For the last term in (22), we
observe that because the forms ωI are smooth up to the boundary
(24) ‖us ∧ωI‖−1 . ‖us‖−1 ≤ ε‖ f‖+ Cε‖ f‖−1 ,
for a suitable Cε. The second inequality follows again with [17], Lemma 4.3, because the map
f → us is continuous into L2(0,q)(Ω), hence compact intoW
−1
(0,q)
(Ω).
Combining (21) through (24), we find
(25) ‖χsNq(∂φ ∧ f )‖ ≤ ε‖ f‖+ Cε‖ f‖−1 ,
again for Cε suitably big. Therefore (as in (17),(18)),
(26)
∣∣∣〈χsNq(∂φ ∧ f ), ∂φ ∧ f 〉
∣∣∣ ≤ ‖χsNq(∂φ ∧ f )‖‖∂φ ∧ f‖
. (ε‖ f‖+ Cε‖ f‖−1) ‖ f‖ . 2ε‖ f‖
2 + Cε‖ f‖
2
−1 .
It remains to estimate the contribution from the factor χ0 to the right hand side of (14). This is
a consequence of interior elliptic regularity. A short argument is as follows. Because χ0 vanishes
on the boundary, it is a compactness multiplier, so that [5], Proposition 1 and Remark 2 give the
same estimate as (25), but with χ0 in place of χs. In turn, we obtain, as in (26),
(27)
∣∣∣〈χ0Nq(∂φ ∧ f ), ∂φ ∧ f 〉
∣∣∣ . 2ε‖ f‖2 + Cε‖ f‖2−1 .
We have used that in (32) in [5], it is immaterial whether the estimate is stated with ‖ · ‖ or with
‖ · ‖2.
(14) together with (15), (18), (26), and (27) establish the family of estimates in (13). This com-
pletes the proof of Theorem 2. 
We complete this section by proving Corollary 1.
Proof of Corollary 1: We argue indirectly. LetV a q-dimensional analytic variety in bΩ \ A. Wemay
assume that V ∩ A = ∅, and furthermore, that V is smooth (otherwise, choose a small enough
subset of V near a regular point of V in bΩ \ A). Choose a symbol φ ∈ C∞(Ω) that vanishes
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identically on A and is not holomorphic on V. Because we have maximal estimates for (0, q)-
forms (i.e. the comparable eigenvalues condition at level q), and φ is (trivially) holomorphic on
every (n− 1)-dimensional variety in the boundary, Theorem 2 implies that H
q−1
φ : K
2
(0,q−1)(Ω) →
L2
(0,q−1)
(Ω) is compact. This contradicts Theorem 1. 
4. PROOF OF THEOREM 3
Proof of Theorem 3: First note that both compactness and subellipticity of the ∂-Neumann problem
are known to percolate up (see for example [17], Proposition 4.4 and the remark following its
proof; the proof shows that the subelliptic gain does not decrease). Therefore, we only have to
show the downward percolation in both (i) and (ii) under the assumptions in Theorem 3. We do
this for (ii) first.
To prove the downward percolation in (ii), let 1 ≤ q ≤ (n− 1). We need to prove the estimate
(28) ‖ f‖2ε . ‖∂ f‖
2 + ‖∂
∗
f‖2 , f ∈ dom(∂) ∩ dom(∂
∗
) ⊂ L2(0,q)(Ω) ,
provided such an estimate (with the same ε) holds for (0, n − 1)-forms. The argument follows
section 3 closely.
Via a partition of unity, it again suffices to check this estimate for forms supported in a special
boundary chart. Thus,
(29) ‖ f‖ε . ‖ fNorm‖ε + ‖ fTan‖ε ,
where fNorm and fTan denote the normal and tangential components of f , respectively (see again
[17], section 2.9). The Sobolev-1 estimate for fNorm ([17], Lemma 2.12) says that
(30) ‖ fNorm‖ε . ‖ fNorm‖1 . ‖∂ f‖+ ‖∂
∗
f‖ .
As in section 3, equation (19), one can see that in order to estimate the second term on the right
hand side of (29), it suffices to estimate ‖ fTan ∧ ωI‖ε for all (increasing) multi-indices I of length
(n − 1− q) with n 6∈ I. The form ( fTan ∧ ωI) is a (0, n− 1)-form, and we can use the subelliptic
estimate that is assumed at this form level. The result is
(31) ‖ fTan ∧ωI‖ε . ‖∂( fTan ∧ωI)‖+ ‖∂
∗
( fTan ∧ωI)‖ .
Lemma 2 in section 5 says that the right hand side in (31) is dominated by ‖∂ fTan‖+ ‖∂
∗
fTan‖. In
turn, this sum is dominated by ‖∂ f‖+ ‖∂
∗
f‖ (in view of the second inequality in (30) and since
fTan = f − fNorm), as in (23). With this, and (30) and (31), the estimate (28) is established.
The proof for the downward percolation in (i) is analogous. 
Remark: Part (ii) of Theorem 3 may be known, at least in principle. Namely, if the ∂–Neumann
problem is subelliptic on (0, n− 1)–forms, then themaximumorder of contact of (n− 1)–dimensional
complexmanifolds with the boundary is finite and equals the reciprocal of the subelliptic gain ([4],
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Theorem 1 and (1.3)). By [2], the commutator type m of the boundary also equals this quantity.
Finite commutator type m and a comparable eigenvalues condition at level q then imply 1/m –
subellipticity for (0, q)–forms as well ([13], Theorem 1.2). Nevertheless, our proof, which is quite
simple and direct, is still of interest. Of course, it is also needed for part (i) of Theorem 3.
5. APPENDIX
The comparable eigenvalues conditions in Theorems 2 and 3 are used only to see that (u ∧
ω I) ∈ dom(∂
∗
) if u ∈ dom(∂) ∩ dom(∂
∗
), and to control ‖∂
∗
(u ∧ ω I)‖, where u is supported in
an appropriate boundary chart (and n 6∈ I). This requires a computation which we present in
this appendix; no originality is claimed. Throughout this section Ω denotes a smooth bounded
pseudoconvex domain.
Lemma 1. Assume that the Levi form of bΩ satisfies a comparable eigenvalues condition at level q for some
q with 1 ≤ q ≤ (n − 1). Let u ∈ dom(∂) ∩ dom(∂
∗
) ⊂ L2(0,q)(Ω) be supported in a special boundary
chart. Then Lku (computed in the sense of distributions) is actually in L
2
(0,q)(Ω), and
(32) ‖Lku‖ . ‖∂u‖+ ‖∂
∗
u‖ , 1 ≤ k ≤ (n− 1) .
Proof. The comparable eigenvalues condition entails maximal estimates for (0, q)-forms, as in (1).
A little care is needed because (1) is an a priori estimate: it is assumed that the form is smooth
up to the boundary. However, forms smooth up to the boundary are dense in the graph norm of
∂⊕ ∂
∗
([17], Proposition 2.3), and the proof shows that the approximation can be done with forms
supported in the same boundary chart. If the approximating sequence is {uj}
∞
j=1, then (1) shows
that {Lkuj}
∞
j=1 is Cauchy, hence converges, in L
2
(0,q)(Ω). But it also converges to Lku in the sense
of distributions. Therefore, Lku ∈ L
2
(0,q)
(Ω), and (32) holds. 
What is needed in the proofs of Theorems 2 and 3 is contained in the next Lemma.
Lemma 2. Assume that the Levi form of bΩ satisfies a comparable eigenvalues condition at level q for some
q with 1 ≤ q ≤ (n − 1). Let u ∈ dom(∂) ∩ dom(∂
∗
) ⊂ L2
(0,q)
(Ω) be supported in a special boundary
chart. Then u ∧ω I ∈ dom(∂) ∩ dom(∂
∗
), and
(33) ‖∂
∗
(u ∧ω I)‖+ ‖∂(u ∧ω I)‖ . ‖∂u‖+ ‖∂
∗
u‖ ,
for any multi–index I of length less than or equal to (n− 1− q) that does not contain n.
Note that the issue is only with the first term on the left hand side of (33), the estimate for
‖∂(u ∧ωI)‖ is trivial, since ‖u‖ . ‖∂u‖+ ‖∂
∗
u‖.
Proof of Lemma 2: We only need to prove the case |I| = 1, i.e. ωI = ωk for some k with 1 ≤ k ≤
(n− 1); repeated application of this case then yields estimate (33) for general I.
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First recall that the adjoint of wedgingwithωk is essentially an interior product with Lk. Indeed,
if v = ∑
′
|J|=q+1
vJωJ ∈ L
2
(0,q+1)
(Ω), then
(34) 〈u ∧ωk, v〉 = 〈 ∑
′
|K|=q
uK(ωK ∧ωk), ∑
′
|J|=q+1
vJωJ 〉 = ∑
′
|K|=q
〈uK , vKk〉 = 〈u, vk〉 ,
where vk is the (0, q)-form vk = ∑
′
|K|=q
vKkωK. We have slightly abused notation: the various ap-
pearances of 〈·, ·〉 denote the inner product between (0, q+ 1)-forms, functions, and (0, q)-forms,
respectively. For v = ∂g, (34) gives
(35) 〈u ∧ωk, ∂g〉 = 〈u, (∂g)k〉 .
Next, we compare (∂g)k to ∂(gk).
5 Assume for the moment that g ∈ dom(∂
∗
) is smooth up
to the boundary, say g = ∑
′
|J|=q
gJω J in the local boundary frame (we do not assume that g is
supported in that chart). Then gk = ∑
′
|K|=q−1
gKkωK . Also
(36) (∂g)k = ∑
′
|J|=q
n
∑
m=1
(
(LmgJ)ωm ∧ω J
)
k
+O(|g|)
= ∑
′
|K|=q−1
n
∑
m=1
(LmgKk)(ωm ∧ωKk)k + (−1)
q ∑
′
|J|=q,k 6∈J
(LkgJ)ω J +O(|g|) .
The first sum in the second line results from those J with k ∈ J. Note that (ωm ∧ωKk)k = ωm ∧ωK
when m 6= k6. When m = k, the term vanishes. Therefore, modulo terms that are O(|g|), this sum
contains all the terms of ∂(gk), except ∑
′
|K|=q−1
LkgKk(ωk ∧ωK). In other words,
(37) ∑
′
|K|=q−1
n
∑
m=1
(LmgKk)(ωm ∧ωKk)k = ∂
(
gk
)
+ (−1)q ∑
′
|K|=q−1
LkgKk(ωK ∧ωk) +O(|g|) ,
where we have used that ωk ∧ ωK = (−1)
q−1ωK ∧ ωk. Taking into account that the sum on the
right hand side corresponds to the last sum in (36), but for those multi–indices J that contain k,
(36) and (37) combine to give the comparison we seek, namely
(38) (∂g)k = ∂(gk) + (−1)
q ∑
′
|J|=q
(LkgJ)ω J +O(|g|) .
5This amounts to a ∂ version of the Cartan formula i(X)d+ di(X) = LieX (see for example [16], Theorem 2.11). The
difference in sign in (38) below (i.e. ∂(gk) instead of −∂(gk)) results from the definition of (·)k, which corresponds to
inserting Lk into the last slot rather than the first. This affects (∂g)k by a factor (−1)
q, and ∂(gk) by a factor of (−1)
q−1.
6Denote by S the increasing reordering of (m, k1, · · · , kq−1). Then, when m 6= k, (ωm ∧ωKk)k = (ǫ
S
(m,k1,··· ,kq−1)
ωSk )k =
ǫS
(m,k1,··· ,kq−1)
ωS = ωm ∧ωK .
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Let now u ∈ dom(∂
∗
) also be smooth up to the boundary. In view of (35) and (38), we have
(39) 〈u ∧ωk, ∂g〉 = 〈u, (∂g)k〉
=
〈
u, ∂(gk) + (−1)
q ∑
′
|J|=q
(LkgJ)ω J
〉
+O(‖u‖‖g‖)
= 〈∂
∗
u, gk〉+ (−1)
q+1 ∑
′
|J|=q
〈 Lku, gJωJ 〉+O(‖u‖‖g‖) .
In the last step, we have used that 1 ≤ k ≤ (n − 1) to integrate Lk by parts without boundary
term. Approximating g in the graph norm of ∂ ([17], Proposition 2.3) shows that equality of the
left hand side with the right hand side in (39) remains valid if g is only assumed in dom(∂). This
in turn shows that (u ∧ωk) ∈ dom(∂
∗
) and that
(40) ‖∂
∗
(u ∧ωk)‖ . ‖∂
∗
u‖+ ‖Lku‖+ ‖u‖ .
This estimate is for u smooth up to the boundary. But if we now approximate a nonsmooth u in the
graph norm of ∂⊕ ∂
∗
by forms smooth up to the boundary (and supported in the same boundary
chart, as above) and invoke Lemma 1, we find that (u ∧ωk) ∈ dom(∂
∗
) and the estimate (40) still
holds. By (32) and the obvious estimate for ‖u‖, we thus obtain
(41) ‖∂
∗
(u ∧ωk)‖ . ‖∂u‖+ ‖∂
∗
u‖ .
Finally, as noted above, we also have
(42) ‖∂(u ∧ωk)‖ . ‖∂u‖+ ‖u‖ . ‖∂u‖+ ‖∂
∗
u‖ .
Estimates (41) and (42) give (33) when |I| = 1. The general case now follows inductively. 
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