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In this thesis we address the problem of adaptive control in complex stochastic 
systems when the system parameters are both known and unknown. The type of 
models we consider are those which, in the full information case, are known as 
Markov Decision Processes. 
We introduce versions of two new algorithms, the optimiser and the p-learner. 
The optimiser is a simulation based method for finding optimal values and optimal 
policies when the system parameters are known. The p-learner is an algorithm 
for learning about the state transition probabilities; we use it in conjunction with 
the optimiser when the system parameters are unknown. 
We carefully discuss the choice of different components in the different versions 
of the algorithms, and we look at two extended case studies to evaluate their 
performances over a range of different learning parameters. In each case, we 
compare the results with that of a deterministic method. We also address the 
convergence of the solutions generated by the optimiser. 
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Introduction and Literature 
Review 
1.1 Introduction 
In this thesis we consider the problem of learning about and controlling uncertain 
systems by means of possibly uncertain data. In the past, conventional methods 
have been developed to find solutions to problems in which system parameters are 
known. In some applications, however, it is unreasonable to expect these param- 
eters to be known. This is because explicit models of the system are unavailable 
and the behaviour of the system can only be observed as a whole. Potential ap- 
plications range from condition monitoring to the operation of industrial robots. 
Such problems can be formulated as stochastic sequential decision problems. 
A simple model frequently used to represent problems such as these is the 
so-called Markov decision process (Ross 1983). Markov decision processes are 
general models used in systems evolving in discrete time under Markov assump- 
tions, under the influence of an external action and incurring costs. Costs accu- 
mulate over time and the objective is to control the system (using a policy) while 
minimising the total discounted infinite horizon cost (a value function). In this 
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thesis we investigate the development and application of stochastic methods for 
optimisation and adaptive inference, which solve these types of problems. 
A commonly used computational technique for finding optimal policies and 
associated optimal value functions is Dynamic Programming (DP), which is an 
iterative deterministic approach that can be used when the parameters of the 
system are known. However, DP is computationally expensive when applied to 
problems where state and action spaces are large. The computational effort grows 
exponentially with the dimensionality of the problem. This phenomenon is known 
as Bellman's "curse of dimensionality" (Bellman 1957). Bertsekas and Tsitsiklis 
(1989), on the other hand, developed Asynchronous DP where at each iteration 
computation is only centred around a subset of states, precluding the sort of 
exhaustive search performed by conventional DP. However, in some applications 
system parameters are unknown and deterministic algorithms such as standard 
DP and Asynchronous DP are not directly applicable. 
The need to handle adaptive inference for unknown system parameters has 
motivated the design of stochastic DP learning algorithms called Neuro-Dynamic 
Programming. Initially it was thought that an explicit model of the system was 
needed to approximate optimal solutions (termed the "curse of modelling") (Bert- 
sekas and Tsitsiklis 1996). But recent analysis has shown that a simulator can be 
used instead. Neuro-Dynamic Programming is a simulation based approach which 
allows the focusing of the computational effort in the state and action spaces to 
be done in a way that is adaptive to the situation and does not require extensive 
algebra or analysis to set up. There are two types of algorithms: direct and indi- 
rect algorithms (Barto and Singh 1990). Indirect algorithms use a conventional 
DP algorithm such as Asynchronous DP and if necessary estimate the unknown 
parameters of the system to find optimal solutions, whereas direct algorithms use 
an iterative relaxation learning algorithm to estimate parameters that directly 
specify the control rule. Both approaches learn how to make good decisions via 
simulation, with the use of built in learning mechanisms. These mechanisms split 
2 
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into two classes and they balance the exploration and exploitation of state and 
action spaces (Thurn 1992). One class of method (undirected) chooses states 
and actions according to a probability distribution, the other (directed) chooses 
states and actions using heuristics. 
In the rest of this chapter we discuss in detail the relevant literature, from 
Markov Decision Processes through to the more relevant existing Neuro-Dynamic 
Programming algorithms. In Chapter 2 we describe the methodology we have 
developed; a simulation based method for finding optimal value function and 
optimal policies when the system parameters are known. We then extend and 
successfully apply the idea to cases where the system parameter values of the 
model are unknown. In Chapters 3 and 4 we show how the methodologies can 
be applied to simple illustrative case studies. In Chapter 4 we also show how 
the methodology can be updated in response to the problems that arise. In both 
case studies we compare the results with that of the deterministic method (DP). 
Chapter 5 discusses ongoing and directions for future work, and in Chapter 6 we 
state our conclusions. 
1.2 Markov Decision Processes 
In this thesis we restrict attention to Markov decision processes considered over 
an infinite horizon time. Consider a finite state space S= {1, ... , n}. At each 
discrete time point t, a controller observes the system's current state it E S, 
which evolves probabilistically over time, and selects an action ut E U(i) from a 
finite set of decisions (or controls). If state i is observed and action u is selected, 
an immediate cost ct is incurred with expectation cj(u). The system then moves 
from state i to state jES with probability pik (u) where, 
pij(u) = Pr {it+i =I it = z, Ut = u} , 
3 
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and, 
E pzj (u) =1ViES and uE U(i). 
jES 
Let B denote an upper bound on the immediate costs ca(u). The immediate costs 
ci (u) and the state transition probabilities pij(u) for all iES and uE U(i) are 
assumed known and fixed at each time t. In this system costs accumulate over 
time and future costs are discounted at rate a. The objective of the controller 
is to find a policy minimising the expected value of the total discounted infinite 
horizon cost, defined in Sections 1.2.1 and 1.2.2 respectively. The controller is 
therefore confronted with a trade off between choosing actions that produce low 
immediate costs and choosing actions that move to states with small associated 
long term costs (see Denardo (1982) for a discussion of this trade off). 
1.2.1 Policies 
To minimise the expected value of the total discounted cost over time, the con- 
troller must find a decision rule that associates an action with each state. A 
decision rule at time t is defined as lrt(") = {irt(1)...... rt(n)}. Each decision rule 
at time t can be thought of as a criterion for choosing a set of actions, one for each 
state. A policy ir(") is a set of decision rules, one for each time point. (Through- 
out this thesis we will use 7r and ir(") interchangeably). If irt(") does not change 
over time it is called a stationary policy, since the policy only depends on the 
state it (Bertsekas and Tsitsiklis 1989). We therefore write 7r(") for the decision 
rule (as well as the policy). If 7r(") minimises the expected value of the total 
discounted infinite horizon cost for all states iES, it is called an optimal policy 
7r*("). Ross (1983) proves that in every finite state finite action infinite horizon 
discounted problem, there exists at least one optimal policy that is stationary. 
Therefore in the remainder of this thesis, in each case study we look at, there 
will be only a single decision rule we need to find. 
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1.2.2 Value Functions 
The expected value of the total discounted infinite horizon cost for each initial 
state iES using policy ir(. ) is defined as, 
00 
v, (i) = E, atc, t(7r(it)) 
I io 
t=o 
where the parameter 0<a<1 denotes the discount factor and is constant 
throughout the control problem, and EE is the expectation assuming policy ir. 
The function defined in Equation (1.2.1) is known as the value function under the 
policy -7r. Since a<1, as we move forward in time immediate costs carry more 
weight than future costs. Furthermore, since a<1 and Ic, (u) < B, the right 
hand side of Equation (1.2.1) is bounded above, and Iv, (i)t < 1B, 
(Ross 1983). 
Given a policy ir the system visits and chooses a state i and an action ir(i) 
respectively, and the controller incurs an immediate cost c1(lr(i)). With proba- 
bility pi3(ir(i)) the system then moves to the next state of the system j with 
an associated expected future cost v, (j). As a consequence, the total expected 
discounted cost of the system for each initial state i using policy -7r also satisfies 
the equation, 
v, (i) = c;, (ir(i)) +o pzj (ir(i))v7r(j) E S. (1.2.2) 
jES 
1.2.3 Optimal Policies and Optimal Value Functions 
The optimal value function v*(. ) is defined by the equation, 
v*(i) = inf {v, (i)} `d iES. 
ir 
A policy 7r* is said to be optimal if, 
v, ý" (i) = v* (i) biES. 
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1.2.4 The Optimality Equation 
Ross (1983) shows that the component-wise optimal value function v* (i) is the 
unique bounded solution to the optimality (or Bellman) equation, 
v(i) = min ci(u) +aEpzj (u)v(j) ViES. (1.2.3) 
uEU(z) 
3ES 
Furthermore, if ir(") is a decision rule for which each action ir(i) minimises the 
right hand side of the Bellman equation, the stationary policy ir(") is optimal. 
1.2.5 Greedy Policies 
Barto et al. (1995) describe a set of successive approximation schemes that solve 
MDP type problems. However, before they present these algorithms, they further 
link up the relationship between policies and value functions. In this section we 
will use their definitions and discuss the concept of policies being greedy with 
respect to their own value function. 
Let v(. ) denote a function on S (we can think of v as the value function for 
some stationary policy). 
Define the function v(", ") by, 
v(i, u) = ci, (u) +aEpij(u)v(j) VIES and uE U(i). (1.2.4) 
jES 
An action ir(i) is said to be a greedy action with respect to the value function 
v(i) if, 
7r(i) E arg min {v(i, u)} VIES and uE U(i). (1.2.5) 
uEU(i) 
In addition, if all of the actions ir(i) for all iES satisfy Equation (1.2.5) above, 
then 7r(") is called a greedy policy with respect to v(. ). From Equation (1.2.3), 
any greedy policy with respect to the optimal value function is an optimal policy. 
In the next section we introduce iterative algorithms that generate sequences 
of value functions and greedy policies over time, in order to calculate v* (") and 
7r*(). 
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1.3 Dynamic Programming 
When all the parameters in the model are known (that is when the state tran- 
sition probabilities pzj(u) and the immediate costs cj(u), are assumed known for 
all states i, jES and actions uE U(i)), the stochastic sequential decision prob- 
lem can be solved using a one-step successive approximation procedure called 
dynamic programming (DP). DP is an iterative approach to finding an optimal 
value function v* (") and an optimal policy 7r* (") for an MDP. The algorithms suc- 
cessively generate a sequence of values functions vk(") and policies lrk(") defined 
for each stage of the computation k=0,1,... that converge to v*(. ) and lr*(") as 
k -+ oo. We will discuss two variants of the DP algorithm called value iteration; 
the Pre-Jacobi and the Gauss-Seidel method. An alternative method to value 
iteration is called policy iteration, but we do not actually use this method in this 
thesis. 
1.3.1 Value Iteration 
The original idea of value iteration dates back to Bellman (1957). In conventional 
value iteration (full) DP , at each stage k=0,1,... of the iteration we evaluate 
the value function (the total cost) for all the possible state-action (i E S, uE U(i)) 
pairs as part of the updating procedure. Then for each state iES we choose 
the action that minimises the value function for that particular state. The set of 
actions that minimise the value function for all the states iES at stage k forms 
an optimal policy at stage k. 
1.3.1.1 Pre-Jacobi DP 
Blackwell (1965) proposed an algorithm known as the Pre-Jacobi (PJ) DP method 
in operations research literature, or alternatively the Synchronous DP method in 
the artificial intelligence literature. In this algorithm, where in full DP the total 
cost is updated for all the possible state action pairs at each stage k, the total 
7 
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cost consists of updates from the last stage for each possible successor state jES. 
The value function Vk(i) at stage k and state iES is an approximation to the 
optimal value function v*(i) at stage k of the iteration. It is updated by sweeping 
through all of the states jES before the local update at state i is complete. 
Thus for each state iES and stages k=0,1,... let, 
n 
Vk+1(i)U) = Ci(`u') +OEPij(U)vk(. i) ViES and uE U(2), (1.3.6) 
j=1 
then, 
Vk+1(i) = min {Vk+l (i, U) }ViES, (1.3.7) 
uEU(z) 
and, 
Irk+1(i) E arg min {vk+1(i) u) }ViES. (1.3.8) 
uEU(i) 
The value function vk+l(") consists of all the local updates vk+l(i) which are 
computed simultaneously for all states iES using the value functions from the 
previous stage at every new update. 
The terminal costs vo(i) are assumed known at the start for each state iES. In 
an infinite horizon discounted problem they can be set to any value. However, the 
bigger the difference between vo(i) and v*(i) for all iES, the longer the algorithm 
will take to converge (Bertsekas and Tsitsiklis 1989). In this dissertation we 
assume that all the immediate costs ci(u) >0 for all iES and uE U(i). If we 
assume that the terminal cost vo (i) < v*(i) for each state iES and ci (u) > 0, 
then for each stage k, Vk(i) < v*(i) for all iES. It is a well known fact that vk(") 
tends to v*(") as k -> oo. Denardo (1982) proves it by first obtaining the result, 
Sup, Vk+1(2) - 4J*(2)I < asup IVk(i) - v'(2)l ViES. iES iES 
Equation (1.3.9) is a contraction mapping around the unique fixed point v*(i) for 
all states iES. This ensures that Vk (i) converges to v*(i) as k -> oo and the con- 
vergence rate has an upper bound (Jaakkola, Jordan, and Singh 1994). Denardo 
8 
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(1982), on the other hand, proves the convergence by writing Equation (1.3.9) in 
the form, 
Vk+i--V <_ a11Vk V (1) 
< a211Vk_l-V* 
a'+i 11 vo - v* 
where II vk - v* II = sup1Es I vk (i) - v* (i) I. Therefore as k -+ oo, ak+l -+ 0, which 
implies Vk(") tends to v*(. ) as k -+ oo. A similar proof of convergence is presented 
in Puterman (1994). 
Furthermore, if there are n states and rn is the largest number of actions in 
any one state, then each iteration requires an order of O(mn2) operations (Barto, 
Bradtke, and Singh 1995). 
1.3.1.2 Gauss Seidel 
Porteus (1975) proposed the Gauss-Seidel DP method. The total cost of each 
state-action pair is updated slightly differently from that of the Pre-Jacobi method. 
In the Pre-Jacobi method we updated the current value function at each state 
iES and stage k simultaneously, by keeping all the other value functions on 
the RHS of Equation (1.3.6) fixed. The Gauss-Seidel method, on the other hand, 
uses the most recent information available to it. At each stage k the value func- 
tion at each state iES is updated in numerical order from state 1 through to 
n. The value function at state iES is computed using the latest value function 
estimates from states 1 to i-1 in the present stage, and states i to n in the 
previous stage. 
Let vk (i) be the estimate of the optimal value function v*(i) at stage k. Thus 
for each state iES and stages k=0,1, ... , the sequence of value functions and 
policies are generated by letting, 
i-1 
Vk-1(i, U) ' Ci(U)+OEPi. 9(U)Vk+l(j) 
j=1 
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n 
+ a1: pij(u)vk(j) VIES and UE U(i), (1.3.11) 
j=i 
then, 
Vk+l (i) = min Vk+i (i, U) ViES, (1.3.12) 
uEU(i) 
and, 
lrk+l (i) E arg min {Vk+l (i, U) } `d iES, (1.3.13) 
uEU(i) 
where ir(i) is the action that minimises Vk+1(i, u). Also, lrk+l() is the policy that 
minimises Vk+1(, "). As in the Pre-Jacobi method, the terminal costs vo(i) for each 
state iES are assumed known at the start of each simulation. The convergence 
proof of this algorithm can be found in Bertsekas and Tsitsiklis (1989). 
1.4 Asynchronous DP (ADP) 
Asynchronous DP (ADP) was originally proposed by Bertsekas (1982), and then 
later revised and presented by Bertsekas and Tsitsiklis (1989). The algorithm 
is used in many of the stochastic algorithms we present in the remainder of 
this chapter, as it was originally designed for multi-processor systems which had 
communication delays and no common clock (Barto, Bradtke, and Singh 1995). 
However, the Pre-Jacobi and Gauss Seidel methods are special cases. In contrast 
to the algorithms described above, the current value function and policy estimate 
at each stage k are updated at only a subset of states Sk C S, while their values 
for the other states remain unchanged. Thus, for each stage k=0,1, ... we 
let, 
cz(u) +aE ESPzj 
(u)vk(j) if iE Sk and, 
vk+l (i, u) _ 
vk (i, u) if iV Sk, 
then, 
Vk+l(i) = min {vk+l(i, u)}, (1.4.15) 
uEU(i) 
10 
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and, 
lrk+l (i) E arg min {Vk+l (i, U) }. (1.4.16) 
uEU(i) 
The terminal costs vo(i) for each state icS are specified before the start of 
any simulation. Furthermore, if the immediate costs cj, (u) and the true state 
transition probabilities are known for each i, jES and uE U(i), and each state 
is visited on an infinite number of occasions as k -+ oo, then the solutions vk+i(") 
and Irk+i(") are guaranteed to converge to v*(. ) and lr*(") respectively as k -> oo 
(see Bertsekas and Tsitsiklis 1996). Note if Sk =S for each k then the algorithm 
reduces to the Pre-Jacobi method, whereas if So = {1}, Sl = {2},.. ., 
Sn_1 = 
{n}, Sn = {1}, Sn+l = {2} etc. the algorithm acts like the Gauss-Seidel method. 
1.5 Iterative Relaxation Schemes (IRS) 
Before we discuss Neuro-Dynamic Programming algorithms we describe a stochas- 
tic algorithm that estimate v*(") and it*(") called Iterative Relaxation Schemes 
(IRS). IRS algorithms are a set of algorithms that are crucial to the convergence of 
Neuro-Dynamic Programming algorithms. Iterative Relaxation Schemes stochas- 
tically generate sequences Vk+1 (") and lrk+l (") for each stage k where DP and ADP 
algorithms are special cases (Singh 1994). They are of the form, 
new update = old update + learning rate 
x (new estimate - old update). 
More formally let T be a mapping that produces a new estimate T(vk) of the solu- 
tion v* (i, u) for the state-action pair (i, u), using the approximate value functions 
at the previous stage; then the updated solutions for each stage k are defined by 
setting, 
Vk+l(i, u) = Vk(i, u) +'yk(i, u) {T(vk(i, u)) - Vk(i, u)} `d iES and uE U(i), 
(1.5.1 7) 
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and, 
vk+l (i) = min {Vk+l (i, U) }ViES, (1.5.18) 
UEU(i) 
and, 
Irk+l (i) E arg min {vk+l (i, u) }ViES. (1.5.19) 
uEU(i) 
The learning rate yk (i, u) defines how much weight goes into the old update Vk 
and the new estimate T(vk). An example of the mapping T can be shown in 
Asynchronous DP where T (vk (i, u)) = Vk+l (i, u), defined in Equation (1.4.14) 
above. Therefore in ADP, ryk (i, u) equals one for all state-action pairs (i E S, uE 
U(i)) and stages k. In this case it can be shown that the solutions of vk+l(") and 
lrk+l(") will converge to v*(. ) and it*(") respectively, as long as each state-action 
pair is visited on an infinite number of occasions as k -4 oo (Kaelbling, Littman, 
and Moore 1996). However, in some of the methodology we review later in this 
chapter, the solutions will only converge to their corresponding optimal values 
if the learning rate parameter decreases slowly for each state action pair. An 
example of this is shown in the Q-Learning method described in Section 1.6.3.1 
below. 
1.6 Direct and Indirect Learning Algorithms 
1.6.1 Introduction 
In this section we review a dichotomy of Neuro-Dynamic Programming algorithms 
developed for solving stochastic optimisation problems when at most partial in- 
formation about the system is available. The different types of algorithms are 
called Indirect and Direct methods of learning. Indirect methods (model based) 
use a form of Asynchronous DP to estimate v*(. ) and 7r*("), and estimate un- 
known parameters of the model such as the immediate costs cz. (u) and the true 
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state transition probabilities pik (u) for all i, jES and uE U(i) depending on 
model assumptions. These estimated system parameters are then used to define 
a control rule. Direct methods (model free), on the other hand, estimate v*(. ) 
and it*(") directly without learning about the explicit models of the system. In 
general, direct methods require less memory and less computation per control ac- 
tion (Barto and Singh 1990). We first describe some indirect methods and then 
direct methods. Note in some of the algorithms we describe below we assume the 
system is moving forward in time, therefore index k is substituted for index t. 
1.6.2 Indirect Methods 
1.6.2.1 Simulation Based Value Iteration 
A stochastic variant of straight forward full DP is a method called Simulation 
Based Value Iteration (Bertsekas and Tsitsiklis 1996). As in full DP, all of the 
system parameters such as the immediate costs ci (u) and the state transition 
probabilities pij(u) for all iES and uE U(i) are fully specified. The algorithm 
was designed for learning about the optimal value function v*(") and the opti- 
mal policy 7r*(") when computation in very large state spaces become infeasible. 
Assuming an initial value function vo(. ), a stochastically chosen state ik and a 
discount factor 0<a<1, the method computes a sequence of value functions 
vk(") and policies 7rk(") using intermediate functions Vk(, ) and the following 
equations, 
Vk+l(i) U) 
ci(u) +a EjESPij (U)vk(. %) if i= ik, 
(1.6.20) 
Vk (i) U) if i 34 ik, 
vk+l(i) = min {Vk+l(i, U)}, (1.6.21) 
uEU(i) 
lrk+l(i) E arg min {vk+l(i, u)} . 
(1.6.22) 
uEU(i) 
Bertsekas and Tsitsiklis (1996) show that if each state iES is visited often 
enough, then vk+l(") --> v*(") and lrk+1(") -+ 7r*("). However, time constraints and 
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large state spaces will prevent calculations being iterated to convergence due to a 
lack of exploration of the state space. We present different schemes for exploring 
state and action spaces in Section 2.3.2. In addition, Bertsekas and Tsitsiklis 
(1996) point out the algorithm takes longer to converge if the initial estimates 
of v* (") are far from the final solution. Also, the order in which the current 
value function estimate and policy estimate is updated at each particular state, 
influences the algorithm's rate of convergence. 
The algorithm is a special of case of ADP, but with different ramifications. 
It is also similar to the algorithm we developed called the optimiser, presented 
in Section 2.2 which was developed independently before Bertsekas and Tsitsik- 
lis's (1996) was published. It is also an example of Barto et al. 's (1995) real-time 
DP where the controller only receives information about one state at each stage 
k. Our algorithm, on the other hand, is presented slightly differently. The mo- 
tivation behind our algorithm was to concurrently run it with the p-learner, the 
probability learner (see Section 2.3), when the state transition probabilities are 
unknown. 
1.6.2.2 Adaptive Real Time Dynamic Programming 
Adaptive Real Time Dynamic Programming (ARTDP) was developed by Barto 
et at. (1995), where the state transition probabilities and (possibly) the imme- 
diate costs are estimated by recording state transitions and past actions. These 
parameters are then used in the appropriate equations to estimate v*(. ) and ir* (. ). 
The algorithm is a three step iteration: (1) update the model, (2) update the 
current value function and policy estimates, and (3) take actions. Step (1) is a 
statistical estimation problem where the true state transition probabilities and 
(possibly) immediate costs are estimated via maximum likelihood techniques. For 
instance, for each time t let the current model of the system consist of the maxi- 
mum likelihood estimates, pi`, . (u), of the true state transition probabilities for all 
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states i, jES and actions uE U(i). Let x (t) be the observed transitions from 
state i to state j using action u before time t. Let xq (t) = EIES xis (t) be the 
number of times the system was in state i and employed action u before step time 
t. The maximum likelihood estimates of the true state transition probabilities for 





A similar formula is used for estimating costs if the immediate costs are unknown. 
Step (2) is a Simulation Based Value Iteration technique except that the algo- 
rithm is indexed by time t rather than stages k. Here the most recent changes of 
the model are used in the DP calculation, for example Equation (1.6.23) would 
be substituted for the true state transition probabilities in Equation (1.6.20). 
Thus the DP calculation uses Bertsekas's (1987) certainty equivalence princi- 
pal whereby current value function and policy estimates would be optimal if the 
current model was correct. Finally Step (3) uses the Boltzmann exploration tech- 
nique to choose actions. The Boltzmann exploration method is used to explore 
randomised polices, and as t -+ oo the method focuses on the greedy actions to 
find an improved policy (see Section 1.7.2.2). 
Certainty equivalent methods make efficient use of the data generated, but the 
method often requires a great deal of experience to achieve good results. Using 
a random exploration function such as the Boltzmann Exploration sometimes 
proves to be costly. If the system prematurely focuses on the greedy actions 
the current value function and policy estimates may converge to suboptimal so- 
lutions and never recover (Kaelbling, Littman, and Moore 1996). Sato et al. 
(1988) estimate their true state transition probabilities in exactly the same way 
as Equation (1.6.23), but their algorithm is based around policy iteration, not 
value iteration. They also use a different scheme for choosing actions which we 
discuss in Section 1.7.4.1. Sato et al. (1988) prove that their method's solutions 
converge to the optimal if good learning parameters are chosen, or approximately 
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optimal if they are not. Fiechter (1994), on the other hand, estimates both the 
state transition probabilities and immediate costs in his learning algorithm us- 
ing the same maximum likelihood techniques as stated above. However, even 
though the algorithm is based on value iteration, it is a trial-based method. In 
his algorithm the system is run over a sequences of time called trials. Each trial 
is reset after N iterations and starts with the original initial state it at time 
0. Fiechter (1994) proves that the solutions generated converge to approximate 
optimal solutions with high probability. 
The algorithms we present in Chapter 2 are extensions to these ideas. In 
Step (1) we use Bayesian rather maximum likelihood techniques, as using prior in- 
formation about the system improves the initial conditions. We execute Steps (2) 
and (3) using two separate algorithms, running in parallel. We extend the ideas 
of the Boltzmann Exploration Method in Section 2.2.2. Also, in Section 4.13 we 
present methodology which resets the system but at every step time t, not every 
N iterations. In addition, we do not reset each trial with the initial state io. 
The motivation behind the development of our reset operation was based on the 
empirical study described in Chapter 4. 
1.6.3 Direct Methods 
1.6.3.1 Q-Learning 
Watkins (1989) proposed a reinforcement learning algorithm called Q-Learning, 
as an extension of Sutton (1988) (see Section 1.6.3.2 below). Q-Learning does 
not use an explicit model of the system for estimating v*(. ) and i*("). Instead, 
system parameters are used explicitly in an entirely non-parametric way. Barto 
et al. (1995) classes Q-Learning as a direct approach to learning, since the 
method estimates v*(") and 7r* (") but without estimating the system parameters. 
The method belongs to the family of Iterative Relaxation Algorithms illustrated 
in Section 1.5 above. 
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For any policy 7r and any state-action (i E S, uE U(i)) pair we can define a 
Q-value as, 







Let us suppose that we observe the current state of the real system it =i and 
we choose an action ut =u (different schemes for choosing actions can be found 
in Section 1.7). Given the current state-action pair (i, u), if the next state of the 
system it+l =j is chosen with probability pzj (u), the sample v, (j) is an unbiased 
estimate of the total quantity Eý 1 pjj(u)v, 
(j). Furthermore ct is an unbiased 
estimate of ci(u). Therefore an estimate of Equation (1.6.24) is given by, 
ct + av, (j). 
Since Q-Learning is a special case of IRS (see Equation (1.5.17)), assuming a 
current state-action pair (it, ut) and functions Qt(., ") and vt("), Q-values and 
policies at each time t=0,1, ... can be approximated by, 
{1 - yt(i, u)}Qt(i, u) 
Qt+i (i, u) _ +yt (i, u) {ct + avt (j) } if i= it, u= ut, 
Qt (i, u) otherwise, 
and, 
1rt+l (i) E arg min {Qt+l (i, u)} . uEU(i) 
The learning parameter 0< ryt(i, u) < 1, for each (i, u), iES and uE U(i), 
starts off at the value 1 and slowly tends to 0 as t -+ oo, and are assumed to 
satisfy the conditions E0t01 yt(i, u) = oo and Et__1(ryt(i, u))2 < oo. Humphrys 
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(1996), for example, used the learning parameter for updating the pair (i, u) at 
time t equal to, 
, yt(i, u) = (n(i, u))-1, 
where n(i, u) is the number of times action u has been selected in state i prior 
to time t; this produced some good results. The learning parameter determines 
how much weight goes in to the previous update Qt(i, u) and the new estimate 
ct + avt (j), since the new update Qt+i (i, u) is a combination of the two. Thus 
when ryt(i, u) =1 the weighting is entirely on the new estimate ct + avt(j), and 
as ryt(i, u) -> 0 no learning is done at all. 
In contrast to Barto et, al. 's (1995) Adaptive Real Time Dynamic Program- 
ming, Q-Learning is not as computationally expensive. For example, suppose 
that there are n states and that the largest number of actions in any one state 
is m. Since adaptive RTDP stores all the state transition probabilities and im- 
mediate costs in a look up table, the number of storage locations used is of the 
order O(mn2). Q-Learning, on the other hand, requires of the order O(mn) stor- 
age locations for the current state-action value function estimates. Q-Learning 
is not as exploration sensitive either, as the method concentrates on the value 
function for each state-action pair not just each state. Since the Q-values are 
updated according to the greedy action at the following state, the method can 
choose whatever action it wishes after that state. As long as each state-action 
pair is visited often enough and the learning parameter for each state action pair 
satisfies the criterion stated above, Qt (i, u) -+ Q* (i, u) as t -+ oo with proba- 
bility 1. Authors such as Watkins (1989) and Watkins and Dayan (1992) have 
proved this result. Other authors have proved the result for different variants 
of the method such as Jaakkola et al. (1994), who realised that Q-Learning is 
connected (but not directly) to stochastic approximation theory (Robbins and 
Monro 1951). Tsitsiklis (1994), on the other hand, also proved its convergence 
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using stochastic approximation theory, but the main proof is based on the super- 
martingale theorem found in Bertsekas and Tsitsiklis (1996). 
Peng and Williams (1994) extended the idea of the one-step Q-Learning 
method, by developing a routine, combining both the Q-Learning and actor/critic 
approaches to learning. The main advantages are: it can do many jobs at once, 
it corrects mistakes, and it can transmit data to where it is needed most. 
1.6.3.2 Temporal Differences 
Sutton (1984) proposed a model free method called Temporal Difference Method 
TD(A). This laid the foundations for Watkin's Q-Learning method (above). Tem- 
poral Differences assigns more credit to states that have been visited more recently 
and the frequency in which they have occurred. The method does this using an 
exponential weight 0<A<1, for example, observations that were made k steps 
in the past are weighted according to Ak. Every time a state is observed a trace 
is initiated, and this marks the state eligible for learning. The updating rule is 
based on the IRS rule given in Equation (1.5.17) in conjunction with an eligibility 
function e(l) below for all 1ES. Thus, 





1 if i= it, 
(1.6.27) 
0 otherwise. 
However, unlike in Q-Learning the updating is applied to every state 1ES accord- 
ing to their eligibility trace function e(l), rather than the immediately previous 
state i. The trace given in Equation (1.6.27) is known as the conventional trace, 
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but other traces have been developed (see Singh and Sutton 1996). When A=0 
the method is equivalent to Q-Learning and the method is only interested in its 
most recent observation, whereas when A=1 all states are weighted equally. 
Tradeoffs between different values of A can found in Bertsekas and Tsitsiklis 
(1996). The Temporal Difference method using a general A is computationally 
expensive to execute, but requires considerably less computation time for its so- 
lutions to converge to their optimal when A is large (Kaelbling, Littman, and 
Moore 1996). Many authors have proved the convergence of the method's solu- 
tions to their corresponding optimal values, such as Dayan and Sejnowski (1994), 
Peng and Williams (1994) and Dayan (1992). They all realised that TD(0) is 
the same as Q-Learning. Jaakkola et al. (1994) and Bertsekas and Tsitsiklis 
(1996), on the other hand, proved TD(A)'s convergence through its connection 
with stochastic approximation theory. 
1.6.3.3 Dyna Architectures 
Sutton's (1990) Dyna architecture combines learning, planning and reactive exe- 
cution of actions when a complete and accurate model of the system is unknown. 
The design is based on the theory of DP and it links together the theory of other 
stochastic iterative learning algorithms, to find approximations of v`(") and ir"("), 
reviewed in the remainder of this chapter. The architecture is also known as In- 
cremental Dynamic Programming (IDP) (Sutton 1991b). Planning is based on 
the idea of making decision rules. At each time t the controller observes a state, 
and an action is planned to be taken. It is only when planning is complete, in 
response to a state, that an action is actually taken. This takes time and an 
action is only executed fairly quickly when planning is both short and weak. Re- 
active systems, on the other hand, were developed so that actions could be chosen 
without delay. These actions are defined as a function of the current state. Dyna 
combines these two conjectures by using learning algorithms to approximate the 
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method of DP. 
Dyna is based on hypothetical and real experiences (Sutton 1991a). Hypo- 
thetical (H) experiences are based on the planning process, whereas real (R) 
experiences are based on learning about an optimal reactive policy and predict- 
ing a new state jES given a state iES and an action uE U(i) are fed in 
to a "black box" (trial and error learning). The generic algorithm is defined as 
follows: 
Repeat indefinitely, 
Step (1) (R) Observe the current state iES and reactively choose an action 
uE U(i), 
Step (2) (R) Observe the immediate cost cti(U) and a new state jES, 
Step (3) (R) Update v(i, u) based on the iterative relaxation scheme below, and 
update the new policy based on it, 
Step (4) (R) Choose a new action uE U(j) using an exploration strategy, 
Step (5) (H) Choose Y state-action pairs (iy, uy) at random. Update v(iy, uy) 
and the new policy based on this hypothetical experience, using the same 
method as in Step (3). 
The exploration strategies used in Dyna are not strictly part of the architecture, 
because they are only used to mimic what actions the system would take in real 
life. Dyna is therefore not bound to any particular exploration strategy. Any 
method can be used, but the capabilities of the different strategies will have a 
marked effect on the quality and efficiency of the model learnt. 
One of the advantages of Dyna is that it is totally incremental and it works 
well with stochastic systems. Another is that any model free or model based 
updating scheme can be used in conjunction with Dyna. Therefore, depending 
on the updating rule Dyna can be used as an indirect or direct method. Barto 
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and Singh (1990) state that one way of retaining many of the advantages of 
both indirect and direct methods for learning is to use Dyna. Sutton (1990) 
successfully uses policy iteration and Q-Learning in conjunction with Dyna called 
Dyna-PI and Dyna-Q respectively, whereas Kaelbling et al. (1996) successfully 
use Dyna in conjunction with value iteration (Dyna-VI). However, if Dyna-VI is 
used then the model should be updated between Step (4) and (5) in the algorithm 
above. The disadvantage of Dyna is that IDP planning requires large amounts 
of memory. For instance traditional planning methods are based on constructing 
sample paths and the current value function estimate and policy estimates are 
updated according to the current state or state-action pair, whereas Dyna updates 
the current value function estimate policy at Y randomly chosen state-action each 
time. Kaelbling et al. (1996) show that Dyna-VI requires about Y times the 
computation of Q-Learning at each time step, but requires an order of magnitude 
fewer steps to converge to an optimal policy. 
1.7 Learning Methods for Exploration and Ex- 
ploitation 
1.7.1 Exploration and Exploitation 
This section describes the various learning methods developed for choosing states 
and actions in the direct and indirect learning algorithms described in Section 1.6 
above. These methods help the learning algorithms sample state and action 
spaces. We assume there are limits on the amount of computational time avail- 
able, thus each algorithm cannot exhaustively sample all state and action pairs. 
To ensure the current value function estimates and current policy estimates con- 
verge to v*(. ) and 7r*(") respectively, the algorithms must concentrate their efforts 
on the most important states and actions. By this we mean the states the sys- 
tem would visit and the actions it would take when it is being controlled by an 
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optimal policy. To find these important states and actions, the algorithms have 
to balance learning on the one hand and the desire to focus on what is important 
on the other. As Thurn (1992) puts it, there are two opposing objectives: 1) 
sampling state and action spaces to gain knowledge of the system and 2) the 
knowledge gained must be used to minimise the cost of learning. Point 1) is used 
to learn about the system (exploration) and 2) uses this information to focus 
on what is important (exploitation). They are collectively termed the balance 
between identification and control. 
It is difficult to assess what the optimal amount of learning might be as 
opposed to exploitation. Two of the questions we want to ask are what is the 
optimal amount of learning and how can we cut the costs of this learning? Too 
much exploration wastes a great deal of time visiting irrelevant parts of the spaces, 
but without exploring we cannot minimise the overall costs of the system. They 
must be used hand in hand. 
A taxonomy of learning techniques has been developed, some of which work 
better in certain situations. An efficient learning technique for one particular 
problem may be inferior in another. It is apparent in the literature that not 
many exploration techniques have been developed for choosing states, only ac- 
tions. The most popular strategy for choosing actions is the Undirected Explo- 
ration technique. Undirected Exploration techniques choose states and actions at 
random according to a given probability distribution. The two most commonly 
Undirected Exploration techniques for choosing actions, used in finite state and 
action spaces, are called Semi-Uniform Distributed Exploration and Boltzmann 
Exploration. We extend these ideas in Section 2.3.2. The Directed Exploration 
techniques, on the other hand, use exploration rules which are entirely heuristic. 
Directed Exploration techniques choose states or actions to indirectly move to 
states that have been visited least often, less recently or perhaps even states that 
have a high prediction error as compared to the rest. Thurn (1992) states that 
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the heuristic methods are more efficient, in terms of learning costs and time min- 
imised, than the undirected methods. He has also developed a theorem asserting 
their superiority over undirected methods for most finite deterministic problems. 
In this section we first describe Undirected Exploration techniques for choosing 
actions and then directed Exploration techniques for choosing actions. We end 
the section by looking at existing methods for choosing states. 
1.7.2 Choosing Actions - Undirected Exploration Meth- 
ods 
1.7.2.1 Semi-Uniform Exploration Method 
John (1995) considers the Semi Uniform Distributed Exploration Method which 
is also known as the Random Walk Exporation Method. Let u* (i) be the current 
action estimate in state iES. When in state it =i at time t, action ut =u is 
chosen with probability, 
{1 -p}IU(i)l-' 
p+{1-p}lU(i)l-' 
if u u* (i) and, 
if u= u* (i), 
(1.7.28) 
where a current action estimate is chosen with a (large) probability p, and an 
action is chosen uniformly with a (small) probability 1-p where p is fixed. 
There are both advantages and disadvantages with this method. We address 
the issues when we compare it with our extension to this method found in Sec- 
tion 2.3.2.1. One of the main disadvantages of this method is that the controller 
has to choose an apriori global fixed probability p, regardless of the state iES, 
before the start of each simulation. This means that the stochastic learning 
algorithms will learn more about the costs of some states than others. Also, 
given a fixed probability p, finding the optimal tradeoff between exploration and 
exploitation becomes virtually impossible. 
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1.7.2.2 Boltzmann Exploration Method 
Numerous authors such as Barto et al. (1995) consider the Boltzmann Explo- 
ration Method. In the Boltzmann Exploration Method we define a utility function 
wt(i, u) for the current state it =i and all possible actions ut = it E U(i) at time 
t based on information gained by the system or in most cases the current value 
function estimates themselves. The method uses these estimates of the utility to 
discriminate between actions. Initially the magnitudes of the utility functions for 
state i over all actions uE U(i) are equal, then as the simulation proceeds the 
algorithm gains more information and the utility functions start to differ until 
eventually the greedy action estimate in state i will be chosen with the highest 
probability. 
The method uses a temperature schedule (parameter) which is used to bal- 
ance exploration and exploitation. It is used in a similar way to that of simulated 
annealing (Kirkpatrick, Gelatt, and Vecchi 1983): as time passes the tempera- 
ture is reduced so that the algorithm focuses on taking the best actions so far 
in the simulation rather than exploring and selecting randomised actions. The 
probability of taking action ut =u in state it =i is, 
exp{Zt'wt(i, u)} for all uE U(i), (1.7.29) 
u)} >uEU(j) exp {Zt lwt(i, u)} 
where Zt is the temperature at time t which starts off at infinity and eventually 
decreases to zero. Thus when Zt is large the algorithm chooses actions uE U(i) 
in state i with equal probability and when Zt is small the current action estimate 
for state i has the highest probability of being selected because it has the lowest 
utility. 
We discuss the pros and cons of this method when we look at the extensions 
of this method found in Sections 2.3.2.2 and 2.3.2.3. The root problem in this 
method is that the temperature schedule must be carefully tuned before the 
method works well. On the other hand, if the overall costs over all actions 
uE U(i) for all iES are quite far apart, the method will produce good results. 
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1.7.3 Choosing States - Undirected Exploration Methods 
There are no explicit undirected exploration methods for choosing states to up- 
date the current value function and policy estimate, other than either moving 
to states uniformly at random as in Dyna (Sutton 1990) or according to the 
true state transition probabilities (Bertsekas and Tsitsiklis 1996). The trouble 
with moving to states uniformly at random is that it is computationally expen- 
sive, since the current value function and action estimates at certain states may 
have already converged to their corresponding optimal values. The problem with 
moving to states according to the true state transition probabilities is that if the 
system is unknown, these probabilities may not be available. We address these 
problems and extend the ideas in Sections 2.2.2 and 4.7. 
1.7.4 Choosing Actions - Directed Exploration Methods 
1.7.4.1 Counter Based Methods 
Thurn (1992) describes a counter based method for choosing actions. At each 
time t the method counts the number of visits c(i) for each state iES. The 
method uses this information to choose actions. This in turn helps the algorithm 
indirectly visit less explored states. The algorithm selects an action ut =u in 
state it =i if the function, 
i 
{c(it)} {E[ c(it+i) I it = i, ut =u ]} , 
(1.7.30) 
is maximised, where E[. I I is the expected value and it+l is the possible successor 
state of state i given action u is chosen. An extension of this method is called 
counter based exploration with decay. At each time t the method counts the 
number of visits c(i) for each state iES, and the function c(") = c(1), ... , c(n) is 
multiplied by a decay factor 0<A<1. The decay factor improves the efficiency 
of exploration as the most recent visits to particular states are weighted more 
heavily. 
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Kaelbling (1993) introduces a similar counter based method called the in- 
terval estimation algorithm. The method uses utility functions similar to these 
described for the Boltzmann Exploration Method described in Section 1.7.2.2. 
Initially, the method is based on overestimates of a utility function either for 
each state or state-action pair. An overestimation tells the algorithm that par- 
ticular actions are being ignored. Each utility is updated in accordance to the 
number of visits to each state or state-action pair. The algorithm uses the utility 
function to calculate confidence intervals for the success probabilities of actions 
being chosen. An action is chosen if its upper bound is highest. However, since 
eventually these utilities tend to their corresponding true values, so exploration 
is reduced. Thus a secondary exploration method must be used so that greedy 
actions may be focused on for the rest of the run. Kaelbling et al. (1996) state 
that the method works well in empirical trials. 
Sato et al. (1988) designed a counter based method for choosing actions. In 
this method sufficient exploration is allowed so that the estimated state transition 
probabilities converge to the true ones. The method records the number of times 
each action uE U(i) is not executed in state iES, from step time 0 to the 
present step time t. Actions are taken on the basis of maximising an exploratory 
function, and the method is biased towards choosing greedy actions over those 
which have not been performed for a while. Barto and Singh (1990) show that 
this method performs quite well on a simple stochastic adaptive problem. 
Sutton (1990), on the other hand, developed a method that keeps records 
on the number of times each action is selected in each state. The method is 
called exploration bonus in Dyna. If an action is ignored for too long, the success 
probability of it being chosen is forced to be more favourable. This method is 
quite popular in many reinforcement learning algorithms. 
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1.7.4.2 Other Exploration Methods 
Puterman (1994) developed an error based exploration method used to eliminate 
suboptimal actions. This method is based on the semi-norm span. Error based 
exploration methods are explained in more detail below. 
1.7.5 Choosing States - Directed Exploration Methods 
1.7.5.1 Error Based Exploration 
Error based exploration methods predict errors in the current value function 
estimate over time. These predictions force the controller to visit regions of 
the state space where the estimated error is relatively large, and thus makes 
current solutions to a problem converge faster to their corresponding optimal 
values (Thurn 1992). Kaelbling et al. (1996) describe a method called Prioritized 
Sweeping for stochastic value iteration learning algorithms. Prioritized Sweeping 
concentrates on updating the current value function estimate where it is needed 
most. The original paper was presented by Moore and Atkeson (1993). Peng and 
Williams (1993) present a similar idea based on Q-Learning. 
Each state is ranked according to values called priorities. The state with 
the highest priority is sampled to update the current value function and policy 
estimate. Furthermore, under any action uE U(i) each state iES recalls 
its predecessors - the set of states that have a non zero transition probability 
to it under any action. If a state is sampled, information is passed back to 
its predecessors and their priorities are updated. The algorithm is a four step 
iterative and is defined as follows: Firstly let the current state it =i at time 
and set the priorities for each state to zero then, (1) compute vt+l("), (2) set 
the priority for state i to zero, (3) compute the change in the current value 
function estimate 0= Ivt(i) - vt+i (i)1, and (4) use 0 to update the priorities of 
i. For example, if we used Real Time Dynamic Programming, the precedessors' 
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priorities would be updated to 0 P, (u) unless their existing priorities exceed that 
value. 
Prioritized Sweeping is much more effective than other sampling methods. 
Kaelbling et al. (1996) show that in a simple problem, an optimal policy was 
reached (using RTDP with prioritized sweeping) in approximately half the time 
of Dyna-VI and it took 20 times fewer steps than Q-Learning. However, they do 
mention that it took twice the computation of Q-Learning. 
The Index Method we present in Section 4.7 is similar to prioritized sweeping 
above, but our method is an undirected rather than a directed method. Our 
motivation behind the development of this method is also slightly different. We 
developed the Index Method so that we could look at the case structured prob- 
lems, rather than looking at the general context. Our ideas came from the nu- 
merical evaluation of our original method used in the empirical study described 
in Chapter 4. Our idea of using indices to update states came from the paper 
by Gittins (1989), who used indices for choosing optimal actions at each step in 






The Methodology: The 
Optimiser and P-Learner 
2.1 Introduction 
The following chapter describes the methodology we have developed to minimise 
and control stochastic cost problems when system parameters are both known 
and unknown. We refer to the methods described below when trying to solve the 
various problems present in the case studies discussed in Chapters 3 and 4. The 
methodology consists of two algorithms known as the optimiser and the p-learner 
which together enable us to execute adaptive inference and control (Jones and 
Collins 1998). 
The optimiser is an algorithm that can be used to solve a problem when 
both the immediate costs and the state transition probabilities are known. The 
algorithm represents a new way of solving stochastic cost problems (the old ways 
are discussed in Section 1.3). The method is a special case of Asynchronous DP. 
Instead of updating the total cost function in each state iES at each iteration 
as in full DP, the updating is only performed on a subset of states which varies 
over time. 
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In many problems system parameters such as the state transition probabilities 
are unknown and the optimiser cannot solve the problem on its own. A separate 
algorithm called the p-learner (the probability learner) is introduced in conjunc- 
tion with the optimiser. The p-learner learns about the true state transition 
probabilities over time by observing transitions made in the past and by taking 
action. Assuming we have a finite computer budget of size T, we cannot afford to 
learn too much general information about the overall system. Therefore at first 
the p-learner spreads its effort uniformly over the whole state and action space, 
while successively focusing in on the most important state and actions. At each 
iteration the p-learner gives the current state transition probability estimates to 
the optimiser and the optimiser uses these estimates in place of the true values 
in the DP equations. 
As well as describing the algorithms above we introduce novel ways of choosing 
both states and actions in the optimiser and actions in the p-learner. The learning 
algorithms for choosing actions are extensions of the work presented in John 
(1995). We illustrate how the algorithms are implemented. We end the chapter 
by discussing possible realistic applications. 
2.2 The Optimiser 
2.2.1 The Algorithm 
In this section, we describe the optimiser, the algorithm that we shall use in the 
case studies later in this thesis for approximating the optimal value function u*() 
and an optimal policy it*("). We assume for the moment that we have a fully- 
specified MDP, so that the cost functions ci (u) and state transition probabilities 
pzj (u) are assumed known for all i, jES and uE U(i). The full DP value iteration 
solution for the problem for each stage k>0, assuming a discount factor a and 
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the value function vo(. ) is therefore (see Section 1.3), 
Vk+1(Z, U) = C, i(U)+aEpij(u)vk(j) 
jES 
Vk+1(i) = min {vk+1(i, u) }, 
uEU(z) 
lrk+1(i) E arg min {vk+1(i, u)} , 
uEU(i) 
for each uE U(i), (2.2.1) 
(2.2.2) 
(2.2.3) 
for all iES and under standard conditions Vk+l(") and lrk+l(") converge to v*(. ) 
and 7r*(") respectively, as k tends to infinity. 
Informally, the idea of the optimiser is to update Vk (i, u) using Equation (2.2.1) 
for only a subset of states i and included actions uE U(i), at each stage k. The 
subset of states, denoted Sk, will be chosen randomly, in a manner correlated 
with a simulation of the process itself. This choice is discussed in Section 2.2.2 
below. Our method is therefore a special case of what Bertsekas and Tsitsiklis 
(1996) describe as Simulation-Based Value Iteration DP. 
Our algorithm for obtaining approximations to v* (. ) and 7r* (") for each stage 
k>0 assuming the current value function estimate vo(") is therefore, 
vk+l(i, U) = 
Ci(u) +aEjESPij(u)vk(j) if iE Sk, (2.2.4) 
Vk (i, U) if iý Sk, 
together with, unchanged from Equations (2.2.2) and (2.2.3): 
Vk+i (i) = min {vk+l (i, u) }, (2.2.5) 
uEU(z) 
Fk+1(i) E arg min {vk+l (i, u) }, (2.2.6) 
UEU(i) 
although notice that this minimisation need only be performed for iE Sk : the 
other values are unchanged. 
In applications, it may be unreasonable to assume that the state transition 
probabilities pik (u) are known, therefore in Section 2.3 below we discuss the al- 
gorithms for estimating pik (u) in parallel with optimisation. 
For a given state iES we call vk+l (i) the current value function estimate 
and irk+l (i) the current action estimate for each stage k. In Chapter 5 we show 
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that the current value function estimate vk+l(") and the current policy estimate 
Fk+1(") defined above for stage k converge to the true optimal value function 
v* (") and a true optimal policy 7r* (") respectively as k -+ oo.. This result holds as 
long as each state iES is visited often enough. However, time constraints and 
large state spaces will prevent calculations being iterated to convergence due to 
a lack of exploration of the state space (Bertsekas and Tsitsiklis 1996). As the 
general design of algorithm of Bertsekas and Tsitsiklis (1996) is similar to ours, 
the same comments apply. In addition, they point out the algorithm takes longer 
to converge if the initial estimates of v*(. ) are far from the final solution. 
One of the criteria we will look at in Chapters 3 and 4 is how closely the current 
optimal value function and the current optimal policy match the true optimal 
value function and true optimal policy respectively at each decision epoch. In 
the remaining sections of this chapter we will look at what happens if we do 
not know the exact values of the system parameters and discuss how we do the 
optimisation without them? But before we go on to look at these questions 
we will discuss one particular new method for choosing subsets of states in the 
optimiser. 
2.2.2 Choosing States 
In this section we describe a method we shall use in Chapters 3 and 4 for choosing 
subsets of states in the optimiser. Throughout this thesis the subset of states Sk 
we choose at each stage k in the optimiser is of the simplest form Sk = {ik} 
where ik is a single state generated at stage k. The general design of algorithm of 
Bertsekas and Tsitsiklis (1996) also has Sk = {ik}, but in their algorithm, given 
a current state ik = i, the controller chooses a control action Uk =uE U(i), and 
the next state of the system ik+1 =j is chosen with probability pij(u). This is 
where our algorithm differs. 
In our algorithm a state ik =i is chosen to update - +l (i) at stage k and the 
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controller then finds its corresponding current action estimate irk+l(i) E U(i), 
but in addition chooses another action Uk =uE U(i). This action Uk combined 
with state ik determines the next state ik+l = j, as described below using Equa- 
tions (2.2.7) and (2.2.8). The different schemes for choosing actions Uk within 
each state ik are discussed in Section 2.3.2. However, it should be stated here 
that as k increases the actions Uk which the controller eventually focuses on are 
the current action estimates irk+1(i) corresponding to state ik " 
The optimiser generates states as follows: the optimiser assumes an initial 
state io which is drawn randomly from S. Subsequently, a random sequence of 
states ik at stages k=1,2, ... ,K is generated according to a probability distri- 
bution defined for each action u, 
qjj (u) =p Tk (u) 
E{P11Tk(u)}', (2.2.7) 
IES 
for all states i, j, lES and actions uE U(i), where K is the total number of 
stages in the computation, i is the current state, j is the proposed state and l is 
a possible successor state. The function Tk is the temperature schedule at stage 
k and is defined at k=1,2, ... ,K as follows: - 
Tk = {1 + exp(4 - 8k/K)}. (2.2.8) 
The function 1/Tk used to power up the true state transition probabilities in 
Equation (2.2.7) is illustrated in Figure 2.1 below for K= 80000. The formal 
definition of qij (u) is the probability that we make the transition from state i to 
state j given we use action u currently. Note when Tk = 1, qij (u) = pij (u) as 
used by Bertsekas and Tsitsiklis (1996). 
The idea of the introducing the temperature schedule so that the optimiser 
generates the next state according to the probability distribution q22 (u) instead 
of pzj(u) is to help the optimiser sample all of the states long enough for the 
current value function estimates and the current action estimates to converge to 
v* (i) and 7r* (i) in each state iES respectively. At first because 1/Tk is small 
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Figure 2.1: The temperature schedule 1/Tk is used to power-up and re-normalise 
the true state transition probabilities as shown in Equation (2.2.7). In the above 
diagram 1/Tk is plotted against stage k where K= 80000. 
the optimiser samples the whole of the state space with equal probability. Then 
after k= K/2, the optimiser switches to a different regime and tries to sample 
states according to the true state transition probabilities. 
One of the advantages of choosing a dependent Sk approximately following 
the simulation of the process, over both a random Sk drawn independently from 
a distribution or a deterministic Sk, is that we do not need to know so much 
about the process. This will be advantageous in problems where the true state 
transitions probabilities are unknown. We have already mentioned that as k 
increases the controller eventually focuses on the current action estimates in each 
state, therefore the process itself is being controlled to be approximately optimal. 
Thus the optimiser will concentrate on some states more than others and as a 
result the computational effort will work harder in these states which is probably 
the right place for the optimiser to be working. However, following the idea that 
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we are trying to get the optimiser to work in the states where it really matters, 
by decreasing the temperature in the way that we do, we allow the process to 
run itself so that the optimiser will find out which these states are. 
2.2.3 Related Problems 
The optimiser described above solves infinite discounted stochastic optimisation 
decision problems. The optimiser can also be tailored to solve optimal stopping 
problems as we show in Chapter 4. 
2.3 The P-Learner 
2.3.1 The Algorithm 
In this section, we describe the p-learner (the probability learner), the algorithm 
that we will use in case studies found in Chapters 3 and 4, for estimating the true 
state transition probabilities. We estimate the true state transition probabilities 
pij (u) for all i, jES and uE U(i) by recording state transitions and actions 
taken from the past. For example, to model a configuration of a robot we observe 
its movement sequentially over time. In the system described below we can always 
observe a state of the real system, and indirectly influence the states the system 
goes to by taking actions. We call the real system a "Black Box" which consists 
of the pik (u). The state iES of the system is internal to the "Black Box" but the 
p-learner can observe it. The p-learner gives the "Black Box" an action uE U(i) 
and the "Black Box" produces a new state jES according to pi; (u) as illustrated 
in Figure 2.2 below. Methods for choosing actions are discussed in Section 2.3.2. 
This system is known as a passive system because each state iES is observed 
internally. In Chapter 4 we talk about a system which is active, that is when we 
can intervene by choosing both states and actions. 
Since time indices in the p-learner correspond to the system moving forward 
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in time, it is helpful to call the index of time in the p-learner, time t, even though 
in principle it may not necessarily denote real-time. An explanation illustrating 
the relationship between stage k of the computation in the optimiser and time t 
in the p-learner can be found in Section 2.4.2 below. 
The multinomial distribution is a natural model to use when observations 
have to be classified into a finite number of categories. Its parameters are defined 
in terms of the probability of an observation falling into any one of these cate- 
gories. O'Hagan (1994) states that the Dirichlet distribution forms the natural 
conjugate family to the multinomial likelihood. Let us use the Dirichlet distribu- 
tion to model the state transitions at each time t. We abuse the notation used by 
Barto et al. (1995) to describe the components involved in estimating the state 
transition probabilities. For each discrete time t, the current model of the system 
consists of Dirichlet posterior estimates of the true state transition probabilities 
for all states i, jES and actions uE U(i), denoted by pzj (u). Let xis (t) be the 
observed number of transitions from state i to state j using action u during the 
time interval [0, t). Let xi (t) = EIES xzý (t) be the number of times the system 
was in state i and employed action u before step time t. Thus the Dirichlet 





The p-learner algorithm is described as follows: initially at t=0, a state io =i 
is chosen at random from S and all the state transition probability estimates 
p° (u) are set to ISI-1. For t =0,1,2.... the p-learner chooses an action ut =u 
which is given to the "Black Box". The p-learner then observes the next state of 
the system it+l =j as shown in Figure 2.2 below. After the p-learner has gained 
its information by observing the new state of the process at time t it updates the 
current state transition probability estimates using Equation (2.3.9) above. 
We can think of the Black Box as being a machine, whereby it knows the true 
state transition probabilities but we do not; and the only way we will learn about 
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U i 
Figure 2.2: The diagram above illustrates how the p-learner simulates the real 
state transition probabilities by observing the system's current state iES and 
issuing an action uE U(i) to the "Black Box" to get an update of the process 
jES. 
the true state transitions is by simulating it. The p-learner must learn about the 
true pij (u) otherwise it will not be learning about the right transitions. 
It is hoped that the current state transition probability estimates correspond- 
ing to each state iES and each action 7r*(i) will eventually converge to their 
corresponding true state transition probabilities. Given the current action esti- 
mates eventually settle down to be the true optimal actions in each state, this 
would then be sufficient information for the optimiser to be able to find the true 
optimal value function v*(. ) and the true optimal policy 7r* ("). The learning func- 
tions we present in the next section for choosing actions, which are extensions of 
previous exploration methods found in John (1995), help us do this. However, 
time constraints and large state and action spaces may prevent calculations being 
iterated to convergence due to a lack of exploration. 
In Chapters 3 and 4 we look at how closely our current value function estimates 
and current policy estimates match their corresponding true values. We also use 
diagnostic tools to look at how close our current model estimates compare to the 
true model. 
In the next section we present learning functions developed for choosing ac- 
tions used both in the optimiser and the p-learner. 
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2.3.2 Choosing Actions 
This section describes the various learning methods we have developed for choos- 
ing actions, in both the optimiser and p-learner, that we will apply in case studies 
1 and 2 in Chapters 3 and 4. The learning methods help both the optimiser and 
the p-learner sample state and action spaces. Other learning methods developed 
by other authors are discussed in Section 1.7. A variant of Semi-Uniform Dis- 
tributed Exploration and two variants of Boltzmann Exploration labelled meth- 
ods 1,2 and 3 respectively have been developed and are described below. We 
have indexed the various methods using step time t, but in general if they are to 
be implemented in the optimiser the index, t should be substituted for the index 
k. 
2.3.2.1 Method 1-A variant of the Semi-Uniform Distributed Ex- 
ploration Method 
This method is an extension of the Semi-Uniform Distributed Exploration Method 
described in Section 1.7.2.1. 
Contrary to the Semi-Uniform Distributed Exploration Method, our method 
chooses a current action estimate with probability p(t) at time t and actions 
uniformly with probability 1- p(t) where p(t) is a probability dependent on 
time t. Thus when in state it =i at time t, action ut =u is chosen using 
Equation (1.7.28) above except probability p is substituted for probability p(t). 
The function p(t) at time t is illustrated in Figure 2.3 below and is defined as, 
p(t) = (1 - exp(-Wt))M, 
where W and M are experimental parameter constants. These experimental 
parameters determine the precise nature of learning. We interpret the parameters 
as follows: M determines the limiting value of p(t) where 0<M<1, and W 
governs the function's rate of convergence to M where 6x 10-5 <W<0.01. We 
39 
2.3 THE P-LEARNER 
can see from Figure 2.3 that the lower the value of W the slower p(t) converges 
to M. So by varying M and W we can vary the proportion of time the algorithm 
spends exploring and exploiting. The figure also illustrates that at first p(t) is 
small so that the algorithm can spread its effort evenly over the whole action 
space, then over time information of the system accumulates and the algorithm 
focuses in on the most important actions in each state as p(t) converges to M. 
. 1.0 r 
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Figure 2.3: The graph above is a plot of the probability function p(t) (used 
to determine which action to take in Method 1) plotted against step time t 
using learning parameter sets (W = 0.0005, M=1.0), (W = 0.0001, M=1.0) 
and (W = 0.0001, M=0.5) where T= 80000. We experimented with various 
combinations of values for learning parameters W, M and T= 80000, and a good 
illustration of the effects of different learning parameters can be got by looking 
at the ones plotted above. 
Finding a good learning parameter set (W, M) for a particular problem de- 
pends on the size of the state and action spaces given a limited computer budget 
T. If T is large, having a low bound for M may force the system to spend too 
much time exploring, while not doing enough exploiting. Thus the algorithm's 
solution may take an unnecessarily long time to converge to the optimal solution. 
.............. ........... 
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A similar argument can be made if, W, the rate of convergence to M, is too slow. 
Ideally, the bound M should be set to unity so that eventually the important 
parts of the spaces can be sampled with probability one. However, if T is small 
the above arguments are reversed, since if the algorithm decides to discriminate 
between actions too early, the system may settle down to something other than 
the optimal solution. Therefore as a general rule of thumb: as the computer 
budget T reduces, a relatively larger fraction of it will be needed to explore. 
The advantage of this method over the Semi Uniform Exploration Method is 
that this method tries to find the current action estimates by first sampling the 
whole of the action space uniformly and then successively focusing on the most 
important actions, whereas in the Semi Uniform Exploration Method a high 
probability is assigned to choosing the current action estimates at the start of 
each simulation even though the system has imperfect information. The Uniform 
Exploration Method works well when the overall cost for the best action in a 
particular state is significantly smaller than for the other actions, but if the 
overall costs for the best actions are similar the method sometimes focuses on the 
best suboptimal action rather than the true optimal one. 
One disadvantage of this method is that the second best action in each state 
is eliminated fairly quickly even if the overall cost between the two best actions in 
a particular state are close. The method also suffers from a trait common to all 
indirected methods: experimental parameters have to be meticulously tuned for 
the algorithm's solution to converge to the optimal solution (Kaelbling, Littman, 
and Moore 1996). A visual example of the disadvantages using this method are 
illustrated in case study 1 in Section 3.4. 
2.3.2.2 Method 2-A variant of the Boltzmann Exploration Method 
This method is an extension of the Boltzmann Exploration Method described in 
Section 1.7.2.2. 
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In our method we use a similar Boltzmann Exploration Function as in Equa- 
tion (1.7.29). Let us change notation slightly and denote the current value func- 
tion estimate when the optimiser is concurrently run with the p-learner to be v 
instead of v as in Section 2.2, when the optimiser is run on its own . When in 
state it =i we choose an action ut =u at time t with probability, 
exp { -ry (t)wt (i, u) 
} 
for all uE U(i), (2.3.10) EbEU(i) exp {-ry'(t)wt(i, b)} 
where 
wt (i, b) 
vt+i(i, b) - minuEU(i) {vt+i(?, u)} (2.3.11) 
maxuEu(i) {i t+i (i, u) }- minuEu(j) {i t+i (i, u) } 
at time t for all states iES and actions bE U(i). 
The function y '(t) is initially set to zero and it gradually increases with time 
t to a finite value at T. It is formally defined in Equation (2.3.12) below. On 
the other hand, the quantity wt (i, u) is a measure of the belief in the relative 
advantage of taking action uE U(i) in state i at time t. It is a weighting func- 
tion whereby as time goes by we put more weight in to choosing the current 
action estimate. If action u= arg min{vt (i, u) } then wt (i, u) =0 and if action 
uEU(i) 
u= arg max{vt(i, u)} then wt(i, u) = 1. Therefore to begin with when ^/'(t) is 
uEU(i) 
approximately zero, actions uE U(i) in state i are chosen with equal probabil- 
ity, then as the algorithm gains more information and y '(t) increases the current 
action estimate in state iES is the most desirable action. 
We use Equation (2.3.11) because it seems like a sensible initial choice. If 
wt(i, b) were equal only to the numerator in Equation (2.3.11), the function would 
depend on the value of the costs functions. By normalising, using the measure of 
spread in the value function for each state i, takes away the dependence of the 
cost units, making all the states equal in their performance (dimension free). We 
cannot exponentiate cost units, only numbers. 
The function y '(t) is formally defined as, 
ýr (t) _ -r(t) (2.3.12) 
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where 0< oc is a constant and, 
y(t) _ 
exp {(t - p)/Q} (2.3.13) 
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Figure 2.4: The graph above illustrates -y(t) being plotted against step time t for 
learning parameter sets (p = 20000, a= 4000) and (p = 20000, a= 400) where 
T= 80000. We plotted these function for a range of values of these parameters 
and a typical and a good illustration of how the method works can be got by 
looking at this particular set of parameters. 
The curve -y(t) is illustrated in Figure 2.4 above for different learning param- 
eter sets. The curve depends on two parameters, p and a. The parameter p is 
defined as the amount of learning we are willing to do. It is the point at which 
we switch from the mode of sampling over all actions in each state (exploring) to 
focused sampling (exploiting). The parameter or, on the other hand, defines the 
steepness of the slope which determines how rapidly we switch from exploring to 
exploiting. Both of these parameters can be altered to gain sensitive control over 
the system. 
The parameter p is a location in T at which the function -y(t) takes the value 
0.5. It is the location of the steepest part of the slope. If we increase p the 
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steepest part of the curve moves of the right and if we decrease p the steepest 
part of the curve moves to the left. Thus the bigger the value of µ the longer 
we sample over all the actions. Likewise, if we increase a the curve gets flatter 
and if we decrease a the curve gets steeper (see Figure 2.4). Thus, the lower the 
value of a the more rapid the switch between the regime of uniform sampling and 
focused sampling. 
The parameter 0, on the other hand, defined in Equation (2.3.12) is fixed 
in each state iES and it helps us get to the extremities more quickly. By 
extremities we mean focused sampling. However, if 0 is set to a large value 
parameters µ and o defined in -y(t) cannot be interpreted - the curve becomes 
irrelevant apart where the curve is approximately zero, because everywhere else 
ry (t) counts as infinity. 
There are both advantages and disadvantages to Method 2. Method 2 works 
well when the overall cost function (Q-value) in state i at the current action es- 
timate is significantly smaller than for the other actions. However, if the overall 
costs for the best actions in state i are close the method will on occasions expe- 
rience difficulties when trying to focus on the true optimal action in state i, and 
instead it will opt for the best suboptimal action. This is true for all Boltzmann 
Exploration type methods (Kaelbling, Littman, and Moore 1996). Also, if a bad 
combination of values for parameters p, o,, A and T are chosen our solutions will 
converge very slowly to the true solution of the problem or may not even settle 
down to it at all. A similar argument can be made for the Boltzmann Exploration 
Method if the temperature schedule Zt is not tuned in properly. In addition, we 
found that when A=1, we saw it was not possible to ensure that the probability 
(defined in Equation (2.3.10) above) of choosing a current action estimate in each 
state converged to unity as t -* oo, if ry (t) was bounded. An example of this 
is shown in case study 1 in Section 3.4. We then looked at the reason for using 
A in Method 2 and realised we were mistaken in using a function ry (t) with an 
upper threshold. This is because all we were doing by changing A was changing 
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the asymptote of ry (t). This has helped us to develop Method 3. 
2.3.2.3 Method 3-A another variant of the Boltzmann Exploration 
Method 
As in Method 2 above this method is also an extension of the Boltzmann Explo- 
ration Method. When in state it =i we choose an action ut =u at time t with 
a probability according to Equation (2.3.10) above. However, the function 7'(t) 
is defined slightly differently than in Method 2. Unlike Method 2, ry (t) is not 
bounded but is still defined in terms of the same parameters it and o. The func- 
tion itself is a smooth curve to help us control the system better. The function 
starts off at zero and gradually increases until time it, allowing us the opportunity 
to learn about the overall system. After time p, y '(t) increases linearly in t to 
infinity, so that we can focus in on the most important states and actions. Note 
there is no special reason for ry (t) to increase linearly after time µ. The use of an 
exponential function was considered but as an exponent increases very rapidly 
with time this may cause us to discriminate between actions too early and focus 
on suboptimal actions in certain states. 
The function ry (t) at time t is defined as, 
y (t) = OQry(t), (2.3.14) 
where, 








The curve -y(t) has the property that as t -* -oo, y(t) asymptotes to 0, and 
as t -4 oo, y(t) asymptotes to Therefore if we had set ry (t) = y(t), a would 
have had two qualitative effects; it would have described the asymptotic slope 
as t -+ oo and the sharpness of the curve near time µ, both of which are clearly 
different. However, multiplying y(t) by a and 0 lets a refer to the sharpness 
of the curve between the regime of uniform sampling over all the actions and 
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focused sampling, and A refer to the asymptotic slope after time it. An example 










20000 0= 4000 A=0.01 
.............. y=20000 0=400 0=0.01 
0 10000 20000 30000 40000 50000 60000 70000 80000 
Step(t) 
Figure 2.5: The above diagram illustrates the qualitative importance of the learn- 
ing parameters for jc = 20000, or = 400 or 4000 and 0=0.01. The figure shows 
the bigger the value of or the smoother the curve thus uniform sampling is not 
achieved for very long but the transition between uniform sampling and focused 
sampling is somewhat delayed. 
If Q and 0 are set to very small values in Equation (2.3.14) the curve 7'(t) will 
be very close to the asymptote as illustrated in Figure 2.5 and uniform sampling 
will be achieved up to point near time p, while swiftly moving to focused sampling. 
On the other hand, if a is large and 0 is small the curve ry (t) will rise immediately 
above zero so that uniform sampling only lasts for a short time, but the transition 
between uniform and focused sampling takes a little longer. 
The advantage of Method 3 over Method 2 is that this method ensures we get 
to the extremities, that is, the probability of sampling the current action estimate 
as time goes on in a particular state tends to 1 and the others tend to 0. This 
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happens even if the overall costs for two actions in the same state are fairly close. 
However, one disadvantage, as with all indirected methods is that if we use a 
bad choice of learning parameters and the overall costs between actions are fairly 
close, then the method may end up sampling the best suboptimal action in that 
state as opposed to the optimal one (as shown in case study 1 in Chapter 3). 
2.4 Running The Optimiser Concurrently With 
The P-Learner 
2.4.1 Interaction Between The Optimiser And The P- 
Learner 
In this section we discuss how the optimiser and the p-learner interact with one 
another when the true state transition probabilities are unknown. The optimiser 
not only uses state transition probabilities to update the current value function 
estimates and the current policy estimates, but it also uses them to generate 
states. When the true state transition probabilities are unknown the p-learner is 
used to estimate them, but we must ask how the optimiser uses the information 
given to it by the p-learner? We first describe how the optimiser uses these 
estimates to update the current value function estimates and the current policy 
estimates and then how it generates states. 
DP requires an accurate model of the system. Immediate costs c1(u) are 
available in a look up table and the state transitions are estimated via the p- 
learner. Thus when the optimiser is run concurrently with the p-learner we set 
up a surrogate model replacing the true state transition probabilities with our 
estimates in Equation (2.2.4). Assuming an initial estimate vo("), a sequence of 
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each stage k>0 using intermediate functions, 
vk-Fl (i, U) - 
Ci (u) +a EjES P3 '(u)vk l. i) if 2E 
Ski 
(2.4.16) 
11k (2, U) if iV Sk, 
where, unchanged from Equations (2.2.2) and (2.2.3): 
min {vk+i (i, u) }, (2.4.17) 
uEU(i) 
Fk+l (i) E arg min { Tk+l (i, u) }. (2.4.18) 
uEU(i) 
Note the only difference between Equations (2.2.4), (2.2.5) and (2.2.6) in Sec- 
tion 2.2 and' Equations (2.4.16), (2.4.17) and (2.4.18) above is that pzj(u) is 
replaced by pzj(u) and v is replaced by v. 
Similarly in the optimiser, if we were to use the same method for choosing 
states as Section 2.2.2, again the true state transition probabilities would be 
substituted for the estimated state transition probabilities. Thus Equation (2.2.7) 
in Section 2.2.2 would change to, 
qjý(u) p 
jTk(u) EpifTk(u) (2.4.19) 
LES 
for all states i, j, IES and actions uE U(i), where i is the current state, j is 
the proposed state, 1 is the possible successor state and Tk is the temperature 
schedule at stage k. 
In the following sections we show how the two algorithms for the optimiser 
and the p-learner are implemented. 
2.4.2 Running The Optimiser And The P-Learner In Par- 
allel 
The remaining sections in this chapter discuss reasons behind why and how the 
optimiser and p-learner are run in parallel with each other. This section discusses 
why they are run in parallel with each other. We have already established that 
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the optimiser and the p-learner collectively solve the problem of optimising the 
cost of a system given imperfect information, but why are they run in parallel? 
The way we sample transitions when we know the true values of the system 
parameters is not necessarily applicable when we do not know these values. This 
is because there are distinct problems in deciding how to a) sample calculations 
in the optimiser and b) sample transitions in the p-learner; and the two problems 
are independent. Thus the optimiser and p-learner can be run in parallel with 
each other. 
One of the advantages of running the optimiser and p-learner in parallel is 
that we are not restricted to running both at every iteration. For instance, we 
may want to leave the optimiser alone for a while to learn about the system 
parameters before we do any more optimising, then when we decide to do a 
bit more optimising, the optimiser is still in the same state and stage we had 
previously left it in, or vice versa. In many problems it may be the case that 
the system needs several updates of one between updates of the other. Another 
advantage of keeping both algorithms apart is that it gives us more freedom to 
choose our own strategies and does not restrict the learning process to a particular 
path, thus enabling us to explore a different range of algorithms and giving us a 
good mixture of information about the states and transitions. In addition, the 
learning that we do is not biased. . 
Please note that in this thesis the two algorithms are run simultaneously at 
each iteration. Therefore for the purpose of representing results in Chapters 3 
and 4 we refer to both sets of indices as time t (even though in our system the 
indexing of the optimiser could be done in a slightly different way using stages 
k). 
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2.4.3 Access To Information 
The following section describes the optimiser's facility to access information. 
Throughout this section we refer to the architecture of the algorithm illustrated 
in Figure 2.6 below. In Figure 2.6 an arrow pointing towards the optimiser or 
the p-learner denotes permission to read data whereas an arrow pointing away 
from either of the two denotes permission to write to existing data (update). 
If the optimiser is run on its own (system parameters known) we only consider 
the optimising part of Figure 2.6 and if the optimiser and the p-learner are run 
concurrently (system parameters unknown) we consider both the optimising and 
learning parts of Figure 2.6. 
At all times the optimiser has read access to the immediate cost matrix C 
which consists of elements c2(u) and the matrix P, be it the true state transition 
probabilities pij (u) (KNOWN P) or the current estimates jj (u) (UNKNOWN 
P) at time t for all iES and uE U(i) (note the arrow points in only the one 
direction in Figure 2.6, towards the optimiser). When the optimiser is run on its 
own the known matrix P is used and when run concurrently with the p-learner 
the unknown matrix P is used. The optimiser has both read and write access to 
the vector of the current value function estimate (denoted by V) but only write 
access to the vector of the current policy estimate (denoted by II). The optimiser 
uses C, P, and V to continually update V and II using Equations (2.2.4), (2.2.5) 
and (2.2.6) if the optimiser is run on its own or Equations (2.4.16), (2.4.17) and 
(2.4.18) if it is run concurrently with the p-learner. 
The p-learner on the other hand has limited (readable) access to the true state 
transition probabilities denoted by Real P which it uses to simulate transitions 
by observing states and feeding actions into the Black Box to obtain an update 
of the process. The p-learner sometimes uses the vector V in its exploration 
functions for choosing actions (Methods 2 and 3) and therefore has read access 
only to vector V (see Equations (2.3.10) and (2.3.11)). The p-learner records the 
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transitions made and updates the current state transition estimates (UNKNOWN 
P) which in turn is given to the optimiser to update V and H. 
The listing of the main algorithm is listed in the next section below. 
2.4.4 The Computation 
This section illustrates how the optimiser and the p-learner are run in parallel by 
means of listing the main algorithm below. The main algorithm consists of four 
lines and it runs from time t=0 to time T. We present the algorithm in the form 
of C code: 
line (1) for(t=O; t<T; t++) } 
line (2) optimiser(C, P, V, II, t) 
line (3) p-learner(RealP, P, V, t) 
line (4) } 
Note if lines 2 and 3 are included in the main algorithm, we can solve the 
stochastic cost problem by estimating the state transition probabilities in order 
to do the optimisation. If line 3 is deleted we are back to the problem of optimising 
given the true values of the system parameters. An illustration of the design of 
the algorithm can be found in Figure 2.6 below. 
2.5 Applications 
There are countless applications that can be formulated as stochastic optimal 
control problems, where system parameters are not necessarily known. In Chap- 
ters 3 and 4 for comparison purposes a large computer budget was introduced, 
but in real life applications such large computer budgets may not be applicable. 
Two possible realistic examples are illustrated below. The first is an example of 
condition monitoring and the second is an example of robotic control. 
Aircraft engine components have to be monitored at certain fixed time periods. 
Components deteriorate over time and a decision has to be made whether to 
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replace them with new ones. Neglecting to monitor the condition of components 
may cause the aircraft to break down. The life expectancy of a component 
on an aircraft can be modelled using a Weibull distribution. Life components 
can be put into two main categories: major components; such as engine rings 
and main bearings, and minor components; such as a gearboxes and hydraulic 
pumps. If major components malfunction the engine is taken to the overhaul 
shop for lengthy repairs. On the other hand if minor components fail, they can 
be replaced with the engine still on the wing. Keeping the aeroplane on the 
ground costs money. The aim is to minimise the length of time spent on the 
ground between scheduled maintenance checks. 
In this problem the state space is the condition of the engine. The costs in- 
curred are the time lost while the aeroplane is on the ground, maintenance costs, 
the running costs of the engine (dependent on its condition) and replacement 
costs. The controller has a choice of three actions; to "leave", "repair" or "re- 
place" the engine. A simple example of this problem is illustrated in Chapter 4. 
Robots are used in hostile environments where direct or remote control by 
humans is not practical, for example when surveying the Antarctic, deep sea, 
volcanos or the surfaces of other planets. In these cases the robot moves around 
near a central base to which it must return periodically in order to recharge its 
batteries and transfer data. The large, static base will transmit the data back 
to the scientists and may contain solar panels or have large batteries. The robot 
will move around at random (or on a course determined by a random starting 
direction) until it returns to base again. 
In this application the state space comprises the Euclidean distance of the 
robot from the base and the charge left on the batteries. The robot has two ac- 
tions; "return to base" or "continue collecting data". The costs incurred are the 
time lost owing to return and recharging, and the cost of unit failure due to in- 
sufficient power. Other robot and control applications are discussed in Kaelbling 
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Chapter 3 
CASE STUDY 1: A Simple 
Fully Connected Problem 
3.1 Introduction 
This chapter considers a simple discounted cost minimisation problem described 
in Section 3.2 below. We use it to illustrate the performance of the optimiser 
when run both on its own and concurrently with the p-learner, in each case 
comparing the performance with that of the Pre-Jacobi method. The criteria we 
will use relate to their ability to find a true optimal policy and the true optimal 
value function in each state iES using a sequence of simulations of fixed size T. 
After describing the illustrative problem, we review the methodology and we 
discuss reasons why we focused on Method 3 in Section 2.3.2 instead of Meth- 
ods 1 and 2. We then describe the choice of learning parameters p, o and 0 used 
in our study and in detail the procedure at each iteration both in the optimiser 
and the p-learner, so as to precisely define the various measures of success we 
wish to discuss in the rest of the chapter. We introduce and outline the vari- 
ous criteria we will use to evaluate performance across different combinations of 
learning parameters, based on how closely our current value function estimates, 
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our current policy estimates and our current model estimates compare to their 
corresponding true values. We first analyse the results obtained by running the 
optimiser is run on its own. These results are then used as a reference point for 
when the optimiser is run concurrently with the p-learner. 
3.2 Problem Description 
A simple infinite horizon cost minimisation problem with a discount factor a 
was set up to compare the performance of the two methods we developed with 
the more conventional Pre-Jacobi method. The problem consists of ten states 
labelled from 0 to 9 and allows three actions in each state, labelled from 0 to 2. 
The immediate cost matrix defined for each state and action is shown in Table 3.1 
below and the set of state transition probabilities defined for each state and action 
can be found in Appendix A. 
Actions States i 
uE U(i) 0 1 2 3 45 6 7 8 9 
0 350 300 200 400 800 900 300 600 100 500 
1 300 245 170 150 150 150 200 500 90 400 
2 200 190 100 100 120 100 100 200 80 100 
Table 3.1: The cost matrix for each state 0 to 9 and actions within states 0 to 2. 
Our algorithms to some extent are based on value iteration. For known system 
parameters value iteration methods take longer to converge to the exact solution 
when a is close to 1. A discount factor of a=0.9 was therefore used because it 
might be expected to provide a more testing situation to evaluate our algorithms. 
The system parameters such as the immediate costs and the state transition 
probabilities were also carefully chosen. We chose all the state transition prob- 
abilities to be non-zero because they are representative of the problem studied 
by White (1963). He calls this type of generic problem the "completely ergodic" 
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problem since it is possible to move, in a single time step, from a state iES to 
any state jES given any action uE U(i). This means whatever policy we choose 
to use in our algorithms, all the states are fully connected and as a result rapid 
mixing between states will be present. The immediate costs C'(u) on the other 
hand, for each iES and uE U(i), were chosen in conjunction with the positive 
state transition probabilities to give us a broad range of behaviour in the system 
across different states. This can be seen by looking at the optimal "Q-values" in 
Table 3.2 below. 
In Section 1.2.5 we defined the optimal Q-value function Q* (i, u) to be the 
optimal value function v* evaluated at a state i and action uE U(i). Thus, 
Q*(i, u) = cj(u) +c pjj(u)v*(j) for all iES and uE U(i), 
, 
jES 
v* (i) = min {Q* (i, u) } for all iES, 
uEU(i) 
7r' (i) E arg min {Q* (i, u) } for all iES. 
uEU(i) 
Table 3.2 below is a table of the optimal Q-values Q* (i, u) and the optimal actions 
ir*(i) for this particular problem, defined for each state iES and action uE U(i). 
If we looked at a one step problem and took the current action estimate from then 
on, in the hope of identifying optimal actions in different states, from Table 3.2 
we can see that for some states it is clear which action is best but for others the 
best action is not so obvious. This has motivated us to colloquially refer to states 
{0,1,2,3,6,7,9} as the "easy states", states {4,5} as the "hard states" and state 
{8} as the "very hard state". When we apply our algorithms to this problem 
we expect to see difficulties in states 4,5 and 8 especially when the true state 
transition probabilities are unknown. 
56 
3.3 THE METHODOLOGY USED IN THIS CHAPTER 
State 
iES u=0 
Q* (i, u) 
1 2 
*( Z 
0 1498.929 1421.407 1341.166 2 
1 1426.104 1396.954 1318.535 2 
2 1338.921 1313.615 1229.388 2 
3 1521.048 1283.250 1230.372 2 
4 1948.298 1263.140 1254.341 2 
5 2031.011 1275.058 1242.126 2 
6 1422.257 1338.430 1212.9 76 2 
7 1733.260 1627.114 1342.630 2 
8 1240.331 1225.870 1228.356 1 
9 1626.414 1528.621 1213.414 2 
Table 3.2: The table above presents the optimal Q-values, Q* (i, u) for this par- 
ticular problem defined for each state iES and action uE U(i), and the cor- 
responding optimal actions 7r* (i) defined for each state iES. These values were 
obtained using value iteration. Note, all of the bold figures in the above table 
correspond to the true optimal value function v* (i) defined for each state iES. 
3.3 The Methodology Used In This Chapter 
3.3.1 Review 
In this section we briefly review the methodology used in the optimiser and the 
p-learner, previously described in Chapter 2. 
Essentially, the optimiser is used to approximate the optimal value function 
v*(. ) and an optimal policy 7r*(. ), and the p-learner is used to estimate the un- 
known system parameters, namely the state transition probabilities. The other 
system parameters such as the immediate costs are assumed known. If the state 
transition probabilities are known (the known P case) the optimiser can be run 
on its own; when they are unknown (the unknown P case) the optimiser is run 
concurrently with the p-learner. In the known P case the optimiser uses the true 
state transition probabilities to estimate v* (. ) and ir*("); in the unknown P case 
the optimiser uses the estimates of the true transition probabilities obtained from 
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the p-learner in place of the true values to approximate v*(-) and 7r*(. ). 
In Chapter 2 we indexed time steps in the optimiser as stages k and the 
p-learner as time steps t. However, as explained in Section 2.4.2, because in 
the unknown P case we run both the optimiser and the p-learner once at each 
iteration, it is easier to denote the index of time in the two methods as time steps 
t. 
In this chapter we consider the performance of our algorithms over a fixed 
horizon T. In the next chapter we will introduce and evaluate a dynamic stopping 
procedure under which the optimiser and p-learner stop once the current value 
function estimate is close enough to v*(. ). 
We first describe what happens at each iteration when the optimiser is run 
on its own and then when the optimiser is concurrently run with the p-learner. 
3.3.2 Running the optimiser on its own 
When the optimiser is run on its own the immediate costs ci (u) and the true 
state transition probabilities pik (u) are assumed known for each state i, jES 
and action uE U(i). 
The choice of the initial values is somewhat arbitrary and, as we would expect, 
does not seem to affect the operation of the algorithms. In practice, at time t=0, 
we set the initial value function estimates vo(l) =0 for each state lES; we set 
the action estimates Iro(l) =2 for each state 1ES and at each run we choose an 
initial state io at random from S. 
At each time t we assume, we have information about the current state it = i, 
the immediate costs ci(u) and the set of true state transition probabilities pjj(u) 
for all states i, jES and actions uE U(i), the current value function estimate 
vt(l, u) evaluated at each state 1ES and each action uE U(l), and the current 
value function estimate vt("). 
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At each iteration t, the optimiser updates vt+l (l, u) at all states 1ES and ac- 
tions uE U(l) using the Asynchronous DP algorithm defined in Equation (2.2.4). 
The optimiser calculates vt+l (i, u) using the true state transition probabilities 
pjj(u), the immediate costs ci(u), and the current value function estimates vt( ), 
while the other value function estimates are updated by setting vt+l (i', u) _ 
vt (i, u) at states i' # i. Having calculated vt+l (l, u) for all states lES the op- 
timiser simultaneously updates the current value function estimate vt+l (") and 
the current policy estimate -7rt+l (") by setting vt+l (l) = minUEu(l) {vt+l (l, u) } and 
7rt+i (1) = arg min {vt+l (1, u)} for each state 1ES, as defined in Equations (2.2.5) 
uEU(l) 
and (2.2.6) respectively. It then chooses the current action ut =u using the 
exploration function defined in Section 3.3.4 below. 
Having identified the current state-action pair (i, u), the optimiser uses Equa- 
tion (2.2.7) to choose the next state it+, =j at which to update the value function 
estimate. Equation (2.2.7) powers up and re-normalises the row in the true state 
transition matrix corresponding to state i and action u using the temperature 
schedule 1/Tt, where the temperature Tt is defined in Equation (2.2.8). At first 
the temperature is very high to ensure that the optimiser samples each state 
uniformly, then as time goes on the temperature decreases allowing the optimiser 
to focus in on the most important states; the states where the optimising really 
matters. The optimiser can do this since the process is being controlled to be 
approximately optimal using the exploration functions defined in Section 3.3.4 
below. Then having visited each state often enough it is hoped that vt+l (i) and 
7rt+i (i) will eventually converge to v* (i) and ir* (i) respectively for all states iES 
as t tends T. 
3.3.3 Running the optimiser concurrently with the p-learner 
When the optimiser is run concurrently with the p-learner the immediate costs 
ci (u) are assumed known but the true state transition probabilities pzj(u) are 
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assumed unknown for each state i, jES and action uE U(i). Please note that 
when the optimiser and p-learner are run concurrently, the sequence of states and 
actions generated by the p-learner may be different to the sequence of states and 
actions generated by the optimiser. 
In practice, at time t=0 in the optimiser, we set the initial value function 
estimates vo(l) =0 for each state 1ES; we set the action estimates ifo(l) =2 for 
each state lES; we set the state transition probability estimates i'm(u) _ jSj-' 
for each state 1, mES and action uE U(l), and at each run we choose an initial 
state io at random from S. 
In the optimiser at each time t we assume we have information about the 
current state it = i, the immediate costs ci(u) and the set of current state transi- 
tion probability estimates pit (u) for all states i, jES and actions uE U(i), the 
current value function estimate vt(l, u) evaluated at each state 1ES and each 
action uE U(l), and the current value function estimate vt("). 
At each iteration t, the optimiser updates vt (l, u) at all states lES and ac- 
tions uE U(l) using the Asynchronous DP algorithm defined in Equation (2.4.16). 
Equation (2.4.16) calculates vt+l (i, u) using the current state transition proba- 
bility estimates J (u), the immediate costs c, (u), and the current value function 
estimates J ("), while the other value function estimates are updated by setting 
vt+1(i , u) = 
vt(i , u) at states i' # i. Subsequently, the optimiser simultaneously 
updates the current value function 'estimate vt+l (") and the current policy es- 
timate ýft+l(") by setting vt+l(l) = minUEU(l) {vt+l(l, u)} and ? ft+l(1) = arg min 
uEU(l) 
{vt+l(l, u)} for each state lES, as defined in Equations (2.4.17) and (2.4.18) 
respectively. As with the known P case above, the optimiser then chooses the 
next action ut =u according to the exploration function defined in Section 3.3.4. 
Once the current state-action pair (i, u) has been identified the next state it+l 
is chosen using Equation (2.4.19). This state is then used to update the value 
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function estimate at the next iteration. Equation (2.4.19) powers up and renor- 
malises the estimated transition matrix corresponding to state i and action u 
using a temperature schedule 1/Tt - the temperature schedule is employed for 
the same reason as in the known P case above. 
Having updated the current value function estimate and the current policy 
estimate in the optimiser we then proceed to update the current state transition 
probabilities in the p-learner. 
In the p-learner at each time t, we assume we have information about the 
current state i' = i, the set of current state transition probability estimates 
P,, (u) for all states 1, jES and actions uE U(l) and the current value function 
estimate vt(l, u) evaluated at each state lES and each action uE U(l). 
In practice at time t=0 we set the components involved in estimating the 
state transition probabilities xlm(t) = 0, for each state 1, mES and actions 
uE U(i), and we choose an initial state iä at random from S. The parameter 
x, ý 
(t) is defined as the number of transitions the system has made from state l 
to state m given it has used action uE U(l) before time t. 
At each time t the p-learner assumes information about the current state 
it = i, the current value function estimate vt+l (1, u) evaluated at each state lES 
and each action uE U(l), and the components, xim(t), defined for each state 
1, mES and actions uE U(i). 
Having observed a state '=i of the system at time t the p-learner chooses 
an action ut =u according to the same exploration function as the optimiser, 
defined in Section 3.3.4 below. The p-learner subsequently gives the action u to 
the "Black Box" and the "Black Box" draws a new state it+l =j with probability 
pij(u) (see Figure 2.2). The transition from state i to state j using action uE U(i) 
is recorded and the true state transition probability estimates are then updated 
via the Dirichlet posterior estimates defined in Equation (2.3.9) above. These 
estimates are immediately reported to the optimiser in time for the next iteration. 
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3.3.4 Choosing Actions 
In this section we briefly re-cap the method used to choose actions in our sim- 
ulations. In principal, the actions ut and ut chosen by the optimiser and the 
p-learner at time t respectively could be chosen according to any of the meth- 
ods described in Section 2.3.2. However, we will choose actions according to the 
method labelled 3 described in Section 2.3.2. 
The optimiser and p-learner learn about the system by sampling and observ- 
ing states respectively and by taking action. The algorithms cannot continually 
sample all of the state-action pairs because we only have a fixed simulation hori- 
zon T. Method 3 was therefore designed for the algorithms to spread their effort 
evenly over the whole state and action spaces in order to identify the optimal 
policy, then having identified the optimal policy they use it to identify the cor- 
rect value function. The p-learner tries to repeatedly sample each element in 
the state transition probability matrix corresponding to each state iES and 
each action 7r*(i), in order to help the optimiser gain good estimates of the true 
optimal value function. The optimiser on the other hand tries to concentrate its 
computational effort on states resulting from an optimal policy because the other 
states are highly unlikely to ever be visited, especially in large state spaces. 
Below we recall the relevant equations from Method 3, writing them in terms 
of the p-learner. The value function estimate at time t evaluated at each state 
iES and uE U(i) when the optimiser is concurrently run with the p-learner is 
defined as vt+l (i, u). If this method is to be used when the optimiser is run own 
vt+i (i, u) should be substituted for vt+l (i, u). 
In Method 3 when in state it =i at time t we choose an action ut =u 
according to the probability distribution, 
exp {-ry (t)wt(i, u)} for all uE U(i). (3.3.1) EbEU(i) exp {-'y'(t)wt(i, b)} 
The quantity wt(i, u) depends on the magnitude of the current value function 
estimate at time t defined for the current state i and each possible action bE U(i). 
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It measures the relative attraction of taking various actions bE U(i) in state iES 
at time t. It is formally defined as, 





i){v +} (i, u)}' 
(3.3.2) 
max Eu( 
Initially the quantities wt(i, b) for all bE U(i) are equal then over time as the 
algorithm gains more information about the system the quantities start to differ, 
until eventually if action u= arg min{vt (i, u) } then wt(i, u) =0 and if action 
uEU(i) 
u= arg max{vt (i, u) } then wt (i, u) = 1. Thus as t increases if ry (t) tends to a 
UEU(i) 
large positive value, eventually the current action estimate Ft+l (i) will be the 
most desirable action in state iES. 
The function -y (t) at each time t is defined as, 
'y (t) = OU7(t), (3.3.3) 
where, 




exp {-It 2a 
µl}. (3.3.4) 
The function y '(t) is a smooth function which starts off at zero and gradually 
increases to infinity. As t -* -oo the function y '(t) tends to 0 and as t -4 +00 
the function is asymptotically t0. However we only use a finite sequence of it. 
At first y '(t) is approximately zero and slowly increases until time µ, allowing 
us the opportunity to sample the whole state and action space, then after time 
µ, ry (t) increases linearly in t with gradient A so we can focus on the most 
important states and actions. In Equation (3.3.4) above the parameter µ denotes 
the amount of time we are willing to sample over the whole state and action 
spaces, 0 denotes the gradient of the asymptote of -1'(t) after time /, t, and o, 
denotes the abruptness of change in ry (t) from the regime of uniform sampling to 
focused sampling. (see Figure 2.5 above). In this thesis we sometimes refer to it 
as the "point of discrimination", this is the point where we discriminate between 
different actions in each state. 
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If the product of o and 0 is small then the function 7 (t) is close to its 
asymptote at each time t. As a result, all actions bE U(i) in state i are chosen with 
equal probability up to a point near p, and after p some actions are discriminated 
against. However, as A is small we discriminate less than if 0 is large. 
If the product of a and A is large, caused by a large magnitude in a, uniform 
sampling is not be achieved for very long since y '(t) moves further away from 
its asymptote at a faster rate than if the product is small. Consequently, the 
transition between uniform sampling and focused sampling is delayed since the 
bigger the value of or the slower the switch between the regime of uniform sampling 
and focused sampling. An illustration and more formal definitions of parameters 
p, or and A can be found Section 2.3.2.3. 
3.4 Why we are going to focus on Method 3 
In Section 2.3.2 we looked at the three various methods we might implement for 
choosing actions both in the optimiser and the p-learner. All three have both ad- 
vantages and disadvantages, but as explained in Section 2.3.2 the disadvantages 
in Methods 1 and 2 are more apparent. In this section we illustrate the disadvan- 
tages of Methods 1 and 2 and show that the results reported in Section 3.10 for 
Method 3 are far superior. This is the sole reason why, in this chapter, we focus 
on Method 3 instead of the other two methods. We must state that Method 3 
incorporates many of the advantages of Methods 1 and 2. However in order to 
compare these methods, we had to cover exhaustively what we thought was the 
best choice of learning parameter sets in each case. 
In each method there is a trade-off between the choice of parameters used. 
For instance, if we used a small T and we focused on learning in the right way 
then the method's performance could be better, than if we used a large T where 
the learning is not appropiately focused. This is because with a small T there is 
a short amount of time in which to sample the true state transition probabilities 
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corresponding to each state iES and each action 7r*(i). Thus with this in mind it 
is possible to show that, owing to the discrepancies in the current state transition 
probabilities compared with the true model corresponding to each state iES and 
each action 7r* (i), the current value function and policy estimates are closer to 
the true values for small T than for large T. There is a obvious trade-off between 
focusing on the right things in each case and learning what the right things are 
to focus on. We used a large T so we had enough time to sample the model 
corresponding to each state iES and action 7r* (i), since at the end of the day 
we want our current solutions to converge to the true solutions. We do this by 
trying to focus on the state transition probabilities corresponding to each state 
iES and action 7r* (i) as much as we can, rather than relying on random error 
to gain good estimates. 
In Section 3.3.4 we stated that the reason we do not try to learn about the 
overall model is because we will not have enough time in which to learn about the 
important states and actions. We want the algorithms to learn about the overall 
model to get a good idea of what the optimal policy is. Once the algorithm decides 
it has the optimal policy, it uses it to focus on the true optimal value function. 
The problem with Method 1 is that it discriminates between actions before it has 
a good idea of what the optimal policy is, regardless of the learning parameter 
sets used. However, an advantage of Method 1 is that, given certain learning 
parameters, it can sample greedy actions with probability one. An advantage 
of Method 2 is that it can sample actions with equal probability, to get a good 
idea of what the optimal policy is. A bad feature of the method is that once 
it finds the optimal policy, it has difficulties focusing in on the greedy actions 
with certainty - unless one of its parameters 0 (defined below) is set to infinity. 
Method 3 on the other hand has the disadvantage in that, given certain learning 
parameters, it can discriminate between actions far too soon. However, given a 
good learning parameter set it can both learn about the overall model to get a 
good idea of what the optimal policy is, and it can focus on greedy actions with 
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probability either equal to or approaching one. 
We ran the optimiser concurrently with the p-learner on the simple discounted 
cost minimisation problem, described in Section 3.2, using all three methods. Fig- 
ure 3.1 below illustrates the typical problems the p-learner encountered sampling 
actions in particular states for Methods 1 and 2. The figure displays the action 
probabilities for the "hard state", state 4, on the left of the picture and the "very 
difficult state", state 8, on the right. The top two plots in Figure 3.1 denote 
the action probabilities for states 4 and 8 using Method 1 with the learning pa- 
rameter set {W = 0.001, M=1.0}, the middle two plots denote the action 
probabilities for states 4 and 8 using Method 2 with the learning parameter set 
{p = 20000, o= 400,0 = 1.0}, and finally the bottom two plots denote the 
action probabilities for states 4 and 8 using Method 2 with the learning param- 
eter set {µ = 20000, a= 400,0 = 105}. We compare these results with that of 
Figures 3.6 and 3.7 to exemplify the advantages of Method 3 (using the learning 
parameter set {p = 20000, o= 400,0 = 0.01}) over the other two methods. 
The above learning parameter sets were chosen to illustrate the differences in 
the three methods, because qualitatively speaking they display roughly the same 
typical behaviour as the other learning parameter sets considered in Section 3.5.1 
below. 
We recall in Method 1, M defines the asymptotic probability of choosing 
the current action estimate in any state and W governs the rate at which the 
probability of choosing the current action estimate in any state converges to M. 
We chose M=1.0 so that the method chose greedy actions with probability one. 
In addition we chose W=0.001 because since the method discriminates between 
actions far too early, it may be a good idea to delay focusing on greedy actions for 
a while to let the method learn about the overall model. On the other hand, we 
recall in Method 2 that p controls the amount of learning we are willing to do, a 
controls how quickly we move from uniform sampling to focused sampling, and 0 
controls the rate at which we discriminate between action uE U(i) in state iES 
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after time I. L. We chose µ= 20000 to let the method do enough sampling and 
consequently get a good idea of what the optimal policy is. We chose a= 400 
so that the switch from uniform sampling to focused sampling would not be too 
slow. Finally we chose 0=1.0 and 105 to show the difference in behaviour 
between the two. 
Figure 3.1 shows that Method 1 discriminates far too early. Even the currently 
second best action estimate was discriminated against too soon. In fact this is also 
true of any learning parameter set considered using Method 1. In state 8 we can 
see that the p-learner was indecisive about which action to choose. Fortunately on 
this occasion the p-learner eventually chose the right action, but as a consequence 
the current action policy did not settle down to the optimal policy until after 
29607 iterations. Thus it had less time in which to concentrate its attention on 
finding the true optimal value function, as explained in the previous section. 
As for Method 2, we can see that the method had difficulties focusing on the 
current action estimates which on this instance were the true optimal actions. 
The method spent too much time sampling the whole of the state space rather 
than concentrating its effort on the important states and actions, and eventually 
sampling each current action with probability one. The method even had difficul- 
ties sampling the true optimal actions in the "easy states" with probability one. 
However, when we increased 0 from 1 to 105 the p-learner focused on the true 
optimal actions in every state, but Figure 3.1 shows that the learning parameters 
µ and o cannot be interpreted. For example, the total time allocated for explo- 
ration, given a small value of o= 400, was 20000 iterations not 14000 iterations 
as shown in Figure 3.1. The current policy estimates, using both parameter sets, 
settled down to the true optimal policy after 8909 iterations. We will see later 
on that this was the same result as Method 3, using any learning parameter set 
considered in Section 3.5.1 below corresponding to µ= 20000. 
When we ran the optimiser concurrently with the p-learner using Method 3 
we can see from Figures 3.6 and 3.7 that each optimal action was focused on 
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with either a probability approaching one or equal to one. We note that in 
this method, unlike method 2, the values of the learning parameters served their 
purpose. Other learning parameter sets were also used, and state 8 was the 
only state that occasionally focused on the suboptimal action rather than the 
optimal one. However, we must state that this only happened when the point 
of discrimination came too soon (see Section 3.10), as is almost always the case 
using Method 1. If we dedicate total learning for too long a time, irrespective of 
any of these three methods used, good estimates of the transition probabilities 
corresponding to state iES and i* (i) would not be achieved. Hence the current 
solution estimates would be far from their true values. 
In conclusion, Method 3 seems overall to be the best choice of method. Even 
in this method, however, as we will see later, if not enough learning is done 
the method will sometimes focus on a suboptimal action in a state where the 
values of the Q-values are close. Nevertheless, with the learning parameters we 
chose, the method will always focus on the greedy action with a probability either 
approaching or equal to one. 
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Figure 3.1: The graph above is a plot of the probability frequencies (action 
probabilities) of taking an action uc U(i) in a particular state i plotted against 
time t. From left to right, the top two plots represent the results gained for states 
4 and 8 using Method 1 with the learning parameter set {W = 0.001, M=1.0}, 
the middle two plots represent the results for states 4 and 8 using Method 2 
with the learning parameter set {µ = 20000, or = 400, A=1.0}, and finally the 
bottom two plots represent the results for states 4 and 8 using Method 2 with 
the learning parameter set {µ = 20000, a= 400, A= 105}. 
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3.5 Simulation Procedure 
3.5.1 Choice of Parameters 
The results presented later in this chapter chose actions using method 3 described 
in Section 3.3.4 above. The procedures were run using a range of learning pa- 
rameters; in particular we will describe the results for parameters, p= 5000, 
10000 and 20000, o= 100 and 400,0 = 0.003 and 0.01 and T= 80000. We 
chose T= 80000 because we are interested in long runs. Using such a large T 
is convenient for comparison purposes for other methods throughout this thesis. 
However, we must stress it is highly unlikely that such long runs would be used in 
practice. As we recall, the parameter p denotes the amount of time allocated to 
sampling over the whole state and action spaces, a denotes how rapid the switch 
is between the regime of uniform sampling and focused sampling, and A denotes 
the level of discrimination between actions uE U(i) in state iES after time p. 
Note the smaller the value of o the more rapid the switch between the regime 
of uniform sampling and focused sampling. Also, the bigger the value of 0 the 
higher the level of discrimination between actions uE U(i) in state iES. These 
parameter values were chosen because, out of all the various combinations of val- 
ues we experimented with, they seemed to give the broadest range of behaviour 
in our learning method. Not only that, they were also the best choice of learning 
parameters for Method 3 as discussed in Section 3.4. For p= 5000 we added an 
extra o equal to 1000 because if we are restricted to such a small p we may need 
to delay the switch from total sampling to focused sampling. 
Later on, we will also see how this range of learning parameter values charac- 
terise the system and the effect it has on our estimates of v`(") and , 7r'("). 
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3.5.2 Output 
In the optimiser the product at each iteration t are the current value function 
estimate and the current policy estimate, whereas in the p-learner the products 
at each iteration t are the action probabilities defined in Equation (2.3.10) using 
Method 3 and the current state transition probability estimates. 
3.5.3 Evaluating Performance 
3.5.3.1 Simulations 
In some instances of this simple minimisation problem we are interested in how 
the process evolves along a single run. This can be done using a single seed 
and should not vary qualitatively from run to run. For other instances we are 
interested in the variability across runs, done by using several runs with different 
seeds. We use the single run to see how the range of learning parameters used in 
our simulations characterise the system, and we use several runs to see the effect 
the different seeds using different parameter sets have on the estimates of v*(. ) 
and it*(") at time T. The two involve different analysis and different output. It 
should be noted throughout this chapter, twenty seeds were used in total labelled 
from 1 to 20. The single run consists of results taken from seed 1. We first analyse 
the results obtained by running the optimiser on its own and then analyse the 
results obtained when the optimiser is concurrently run with the p-learner. 
3.5.3.2 Running the optimiser on its own 
In Section 3.7 we present results obtained when running the optimiser on its 
own in order to establish how well the method will cope with estimating the 
true optimal value functions v*(i) and the true optimal actions *(i) defined for 
each state iES. These results act as a bench mark for presenting results when 
the optimiser is run concurrently with the p-learner. We use various ways of 
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comparing our estimates with their corresponding true values. Not only that, we 
compare the speed of convergence of these estimates with that of the Pre-Jacobi. 
3.5.3.3 Running the optimiser concurrently with the p-learner 
When the optimiser is run concurrently with the p-learner we not only have to 
compare the current value function estimate ii (") and the current policy estimate 
Ft(-) at each time t against their corresponding true values, but we have to take 
in to consideration the current estimates of the true state transition probabilities 
3ZJ(u) because the optimiser's ability to approximate v*(. ) and it*(") depends on 
them. Three convergence criteria are investigated in this chapter; the convergence 
of the current policy estimate, the current state transition probability estimates 
and the current value function estimate. These are collectively used to consider 
the trade off between learning and optimising for different learning parameters. 
The first of the convergence criteria, the convergence of the current policy 
estimate, is divided into three sections: Sections 3.8,3.9 and 3.10. The motivation 
behind these sections is discussed below. 
The algorithms need to have good estimates of the true state transition prob- 
abilities and the true value functions for each state-action pair to identify the 
correct optimal policy; then having identified the optimal policy they need to 
focus on the state transition probabilities under this policy to identify its correct 
value function. The purpose of the p-learner is to choose actions so that the 
resulting transitions enable us to estimate the true state transition probabilities, 
and the purpose of the optimiser is to visit states to update the current value 
function estimate and the current policy estimate. Therefore as t increases we 
learn more about the system and we envisage that the current action estimates 
ft(i) will converge to the true optimal actions 7r* (i) in each state iES. Thus 
sampling states and actions following an optimal policy is very important. 
Section 3.8 evaluates the behaviour of the system in terms of the proportion 
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of time spent sampling actions in each state and the proportion of time spent 
visiting and observing each state in the optimiser and the p-learner respectively. 
Observing the behaviour of the system in this way is a particular form of looking 
at the current value function estimate and the current policy estimate and it 
helps us to identify the effect the different learning parameter sets have on the 
behaviour of the system. We discovered that the p-learner using a particular 
learning set focused on the best suboptimal action in one state instead of the 
optimal action. This motivated further investigation to find out how many times 
this happened for all the different learning parameters and seeds. 
Having characterised the behaviour of the system using the different combina- 
tions of parameters, in Section 3.9 we compare how the current policy estimate at 
each time t differed compared with it*("). We also check to see if the optimiser's 
current policy estimates settled down to the optimal policy at roughly the same 
time as they do when the optimiser is run on its own. 
In Section 3.10 further investigation is done by plotting the action proba- 
bilities defined in Equation (3.3.1) above. The action probabilities specify the 
probability of choosing action uE U(i) in state iES at time t. They are im- 
portant because they determine which actions we choose and hence which state 
transition probabilities we update in the p-learner. The action probabilities show 
that we choose the current action estimate with increasing probability and the 
others with corresponding decreasing (but non zero) probability allowing us to 
maintain some learning across a diverse range of actions while focusing on what 
we estimate to be the true actions. We plot the action probabilities for each state 
using a chosen set of learning parameters. We illustrate how the different sets 
of learning parameters effect the behaviour of the system and we compare the 
results to the evolution of the current policy estimates presented in Section 3.9. 
We then move on to the second of the convergence criteria, the convergence of 
the current state transition estimates. This is discussed in Sections 3.11 and 3.12 
together with the third convergence criteria, the convergence of the current value 
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function estimate. The motivation behind presenting the two simultaneously is 
discussed below. 
The current value function estimates depend on the current state transition 
probability estimates and it is for this reason we present the results for the two 
simultaneously. In order to compare the performance of different learning param- 
eter sets we had to select a means of measurement. The qualitative performance 
measure we chose was to look at the root mean square error of the current value 
function estimates for all iES against the root mean square error of the cur- 
rent model estimates, parameterised by time t. This criteria is a good measure 
of performance to use because the graphs plot the quality of estimating the true 
optimal value function against the true state transition probabilities for different 
values oft. We will see the more we learn about the true state transition estimates 
following an optimal policy, the greater the decrease in the error in the current 
value function estimate. 
In Section 3.11 we compare errors in the current value function estimates 
with the errors in the current model estimates for different learning parameters. 
In Section 3.11.4 we explain the phenomena behind the consistent trend in the 
quality of estimating the optimal value function against the quality of estimating 
the true state transition probabilities using the results reported in Section 3.9. 
Section 3.11.5 illustrates the cost of optimising by means of estimating the true 
state transition probabilities by comparing the quality of estimating the optimal 
value function over time with two other methods, namely the optimiser when run 
on its own and the Pre-Jacobi method. 
Finally in Section 3.12 we plot the errors in the current value function esti- 
mates for all iES against the errors in the current model at time T for multiple 
seeds, for each set of learning parameters, to see if the results shown using the 
two seeds in Section 3.11 are representative realisations of the process. 
We end our analysis of the third convergence criterion in Section 3.13, by sum- 
marising the differences in each learning parameter set of the average (multiple 
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seeds) standard deviation of vT(i) plotted against the average bias of 1T(i). These 
plots are very informative because they show the average difference in the value 
function estimates at time T for each state iES. Section 3.13 uses the analysis 
of the previous sections in this chapter to explain why certain states have large 
average biases and large average standard deviations and others do not. 
3.6 Summary of Chapter 
In this chapter we apply the methodology outlined in Section 3.3 to the simple 
discounted cost minimisation problem described in Section 3.2 below. The two 
most important questions we want to address are: (1) relative to the accuracy of 
the estimates obtained, how much slower or faster is the optimiser compared to 
standard DP methods? and (2) for a given accuracy, what is the computational 
cost of not knowing the true state transition probabilities ? This section gives a 
brief summary of the results in the sections that follow. 
In Section 3.7 we show that when we know the true transition probabilities, 
the current value function estimates and current policy estimates equalled v*(i) 
and, 7r* (i) respectively in each state iES to 6 decimal places. The same was true 
for the standard Pre-Jacobi method. In addition, it was found that even though 
the optimiser is only updated sequentially, it is still as fast at generating optimal 
solutions. 
From Section 3.8 onwards we report the results when the true state transition 
probabilities are unknown. We first look at the first of the convergence criteria 
to characterise the behaviour of the system discussed in Section 3.5.3.3. In Sec- 
tion 3.8 we show that sampling actions in different states is highly dependent on 
the different learning parameters employed. This in turn has a great effect on the 
ultimate estimates of v*(. ) and 7r*(. ). We show that if we discriminate between 
actions too soon in the "very difficult" state (state 8), the p-learner sometimes 
biases on taking a suboptimal action over the optimal one. Section 3.9 shows 
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that this has a major effect on the greedy policies chosen for different parame- 
ters. Also, because of the stochasticity owing to the way we choose actions the 
time intervals at which the current policy estimate converges to the optimal pol- 
icy, vary tremendously for different runs. This was not the case when we knew 
the state transition probabilities. In Section 3.10 we plot the action probabilities 
which helps us explain the results reported in Sections 3.8 and 3.9. We show 
that the time intervals at which the current policy estimate oscillated between a 
suboptimal policy and an optimal policy, follows a similar pattern as the action 
probabilities plotted after time p in state 8 in the p-learner. 
In Section 3.11 we simultaneously analyse the second and third convergence 
criteria, previously in discussed in Section 3.5.3.3. The criterion looks at the 
quality of the state transition probabilities estimates against the quality of the 
true optimal value function estimates. We show that the computational cost of 
learning about the true state transition probabilities is initially fairly high, but 
the current value function estimate eventually converges to the true optimal value 
function. However, the results in this instance are not as accurate as when the 
true system parameters are known. In Section 3.11.5 we compare the performance 
of our stochastic methods with that of the Pre-Jacobi method. We show that 
the root mean square error of the current value function estimate plotted against 
time converges to zero in the algorithms where the true system parameters are 
known, but not when they are unknown. In Section 3.12 we plotted the quality of 
the state transition probabilities estimates against the quality of the true optimal 
value function estimates at time T (the end points) for 20 different runs for each 
parameter set. It was discovered that there was a noticable change in the quality 
of learning about the model for different parameter sets, but not in the final 
estimates of the optimal value function. This makes us wonder whether noise in 
the current value function estimates will always be present, irrespective of the 
learning parameter sets used. 
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CURRENT VALUE FUNCTION AND CURRENT POLICY ESTIMATES 
Finally in Section 3.13 we plotted the average bias of the current value func- 
tion estimates vT(i) against the average standard deviation of the current value 
function estimates vT(i), for each state iES. Results were taken from each pa- 
rameter set considered in this experiment and each observation was averaged over 
20 runs. We show that the principal feature in these plots was state 8. This was 
because for some learning parameter sets the p-learner sampled a suboptimal 
more often than the optimal action in this particular state. This result was less 
apparent when we looked at the end points alone. 
3.7 Running the optimiser on its own - Con- 
vergence of the current value function and 
current policy estimates 
In this section we present results obtained by running the optimiser on its 
own to see how the method will cope with estimating the true optimal value v*(. ) 
and the true optimal policy 7r* ("), as discussed in Section 3.5.3.2 above. The 
values of the learning parameters considered in this section using Method 3 are 
µ= 5000,10000,20000, o= 100 and 400, and A=0.003 and 0.01. An extra 
a equal to 1000 is also added for it = 5000 (see Section 3.5.1). We recall that 
µ denotes the amount of learning we are willing to do, a denotes how quickly 
we move from uniform sampling to focused sampling and A denotes the rate 
at which we discriminate between action uE U(i) in state iES after time µ. 
Both single and multiple seeds are used depending upon the required output (see 
Section 3.5.3.1). 
In Table 3.3 above we report that the optimiser's approximation of the optimal 
value function and the optimal policy defined for each state iES converged to 
the true solutions v*(i) and 7r*(i), the true values gained solving the problem 
using the Pre-Jacobi method. This result was true of all parameters and seeds 
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Method State V. (i) '7r* (i) iES = VT (i) = 7fT(i) 
Pre-Jacobi 
0 1341.166 2 
Opt Only 1341.166 2 
Pre-Jacobi 1 1318.535 2 
Opt Only 1318.535 2 
Pre-Jacobi 2 1229.388 2 
Opt Only 1229.388 2 
Pre-Jacobi 3 1230.372 2 
Opt Only 1230.372 2 
Pre-Jacobi 
4 1254.341 2 
Opt Only 1254.341 2 
Pre-Jacobi 
5 1242.126 2 Opt Only 1242.126 2 
Pre-Jacobi 
6 1212.976 2 
Opt Only 1212.976 2 
Pre-Jacobi 
7 1342.630 2 
Opt Only 1342.630 2 
Pre-Jacobi 8 1225.870 .1 Opt Only 1225.870 1 
Pre-Jacobi 1213.414 2 
Opt Only 1213.414 2 
Table 3.3: The table shows the current value function estimates and the current 
action estimates for all iES found using the Pre-Jacobi method and when the 
general optimiser was run on its own (Opt Only) after 80000 iterations (fixed sim- 
ulation horizon T). This was true for all combinations of parameters considered. 
considered. The optimiser's approximations of the true optimal value function, 
VT(i) for all iES were the same as the Pre-Jacobi's method to 10 decimal places. 
To investigate which of the above two method's value function estimates con- 
verged the fastest (the Pre-Jacobi method and the optimiser when run on its 
own), we plotted their value function estimates over time from t=0 to 5000 
where time t is comparable in both cases. We only plotted the value function 
estimates from t=0 to 5000 because the estimates using both methods converge 
fairly quickly. Figure 3.2 below shows that the solutions of the Pre-Jacobi method 
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converged the fastest using parameters p= 20000.0, a= 400.0,0 = 0.01. This 
was true of all parameter sets and seeds considered. We only plotted the results 
for the current value function estimates at state 1 because qualitatively speaking 
it displays roughly the same typical behaviour as the other states iES. After 
211 and 2257 iterations, for the Pre-Jacobi method and the optimiser when run 
on its own respectively, the current value function estimates converged to opti- 
mal value functions for each state iES to 6 decimal places. We expected this 
result because the current value function estimates in the Pre-Jacobi method are 
updated in every state at each iteration whereas the current value function esti- 
mates when the optimiser is run on its own are only updated at one state at each 
iteration. 
To investigate the performance of the two methods further, we plotted both 
curves for step time t' from t' =0 to 2500. In Figure 3.3 t' = time t/BSI for 
the Pre-Jacobi method and t' = time t for the optimiser when run on its own. 
This graph gives us a better comparison of the their perfomances as the same 
amount of work, in each method, is done at each timet . In Figure 3.3 we plotted 
the performance of optimiser on its own every time the current value function 
estimate was updated at state 1, whereas we plotted the performance of the Pre- 
Jacobi method at every ISI step time t. From Figure 3.3 we can see that the 
optimiser on its own did very well. However, this was to be expected. Contrary 
to the Pre-Jacobi method where each state is visited at each time step t, the 
optimiser is an intelligent algorithm and finds out from experience if the current 
value estimate at a particular state is worth updating. 
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Figure 3.2: The graph above is a plot of the value function estimates for state 1 
against step time t (from t=0 to 5000) using parameters y= 20000.0, or = 400.0, 
0=0.01 and T= 80000 for seed 1 when the optimiser was run on its own (Opt 
Only) and the Pre-Jacobi (Pre-Jacobi) method. The plot illustrates that the 
solutions of the Pre-Jacobi (vt(1)) method converge faster than for those when 
the optimiser is run on its own (i (1)). We plotted the value function estimates 
for state 1 because qualitatively speaking it displays roughly the same typical 
behaviour as the other states iES. 
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Figure 3.3: The graph above is a plot of the value function estimates for state 
1 against step time t' (from t' =0 to 2500) using parameters µ= 20000.0, 
o, = 400.0,0 = 0.01 and T= 80000 for seed 1 when the optimiser was run on 
its own (Opt Only) and the Pre-Jacobi (Pre-Jacobi) method. Note t' = time 
t/ISI for the Pre-Jacobi method and t' = time t for the optimiser when run on 
its own. This graph compares the performance of each method given the same 
amount of work is done at each timet . The plot illustrates that the solutions 
of the optimiser run on its own (vt, (1)) converges comparably to that of the 
Pre-Jacobi (vt, (1)) method. We plotted the value function estimates for state 1 
because qualitatively speaking it displays roughly the same typical behaviour as 
the other states iES. 
6 
81 
3.7 RUNNING THE OPTIMISER ON ITS OWN - CONVERGENCE OF THE 
CURRENT VALUE FUNCTION AND CURRENT POLICY ESTIMATES 
We then looked at the time intervals where the current policy estimate vt(") 
equalled the true optimal policy v*(. ) at each time t, as shown in Table 3.4 below. 
Method The time intervals at which 
ýt (i) = -7r* (i) for all iES 
16 - 21 
49 - 50 
Opt Only 54 - 80 
82 - 92 
112 - 135 
173 - 80000 
Table 3.4: The table shows us the time intervals at which the optimiser when 
run on its own (Opt Only) chose the true optimal actions in all states iES. This 
was true for all combinations of learning parameters considered. 
Let us define L to be the time step at which the current policy estimate 
converged to the true optimal policy. 
We can see in Table 3.4 above that the policy estimate initially oscillated 
between the true optimal policy and a suboptimal policy but the policy estimate 
finally converged to the true optimal policy after 173 iterations i. e. L= 173. 
This was true for all parameter sets using seed 1. However, it should be stated 
here that the policy estimate using the Pre-Jacobi method took 3 iterations to 
converge to the true optimal policy i. e. L=3. 
We then considered the average value of L over the 20 different simulations 
using the 20 different seeds to see how robust and consistent our method really is. 
In all the combinations of parameters for p= 5000,10000,20000, o, = 100,400, 
and 0=0.003,0.01 the average value of L (over the 20 simulations) was 234 time 
steps. However, for µ= 5000, o= 1000 and 0=0.003,0.01 the average value 
of L (over the 20 simulations) was 230 and 223 time steps respectively. When 
v= 1000, L is smaller because the order of updating the value function was 
significantly different due to the large increase in Q. We confirm that all current 
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policy estimates converged to the true optimal at roughly the same time using 
the different learning parameter sets and seeds. 
In order to investigate whether the method had difficulties finding optimal 
actions in certain states, we looked at the individual time steps where the current 
action estimates converged to true optimal actions in each state iES. Results 
were recorded for all parameter sets using seed 1. They are characteristic of the 
results gained using any seed. Table 3.5 below tells us that the optimiser found 
all of the true optimal actions in each individual state with ease apart from 
states 4,5 and 8. This was to be expected after looking at the optimal Q-values 
for this problem reported in Table 3.2 above. In states 4,5 and 8, the current 
The time intervals at which 
State art (i) = 7r* (i) for each 
iES individual state iES 
0 5- 80000 
1 16 - 80000 
2 12 - 80000 
3 15 - 80000 
8-21 
4 39- 135 
173 - 80000 
5 2-33 
49 - 80000 
6 1- 80000 
7 4- 80000 
10 - 50 
8 54 - 80 
82 - 92 
112 - 163 
169 - 80000 
9 7- 80000 
Table 3.5: The table shows us the time intervals at which the optimiser chose 
each optimal action lr* (i) in each individual state iES using seed 1. This was 
true for all combinations of parameters considered (excluding the parameter sets 
corresponding to µ= 5000 and v= 1000). 
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action estimates initially oscillated between the best two actions in each case 
because of the Q values for the best two actions in each case were fairly close. 
This happened because the optimiser does not have all the information readily 
available at any one time as in the Pre-Jacobi method. The optimiser has to wait 
until all the states have been visited often enough before it finds the true optimal 
value function and the true optimal actions in all of the states. However, in our 
experience, in problems when all the state transition probabilities are positive, 
the method found v*(. ) and ir*(") every time. 
3.8 Running the optimiser concurrently with the 
p-learner - Sampling States and Actions 
In the remainder of this chapter we discuss various analyses for running the 
optimiser concurrently with the p-learner. In the following three sections we are 
going to look at the first of the convergence criteria, the convergence of the current 
policy estimates, as discussed in Section 3.5.3.3. In this first section we evaluate 
the behaviour of the system in terms of the proportion of time spent sampling 
actions in each state and the proportion of time spent visiting and observing 
each state in the optimiser and the p-learner respectively. It is a new way of 
looking at the current policy estimate and the current value function estimate 
(see Section 3.5.3.3). We use these results to identify the effect different learning 
parameters have on the system. The values of the learning parameters considered 
in this section are µ= 5000,10000,20000, a= 100 and 400, and 0=0.003 and 
0.01 with an extra a equal to 1000 included for µ= 5000 (see Section 3.5.1). We 
recall that p denotes the amount of learning we are willing to do, a denotes how 
quickly we move from uniform sampling to focused sampling and A denotes the 
rate at which we discriminate between action uE U(i) in state iES after time 
p. The smaller the value of o, the quicker the transition between total sampling 
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and focussed sampling. Also, the bigger the value of A the quicker the rate of 
discrimination between actions after time it. Again, both single and multiple runs 
are used depending upon the required output (see Section 3.5.3.1). 
Tables 3.6 and 3.7 below show (for learning parameters p= 10000,20000, 
o, = 400 and A=0.01) the percentage of time for which we visited each state and 
the percentage of time for which we observed each state in the optimiser and p- 
learner respectively, and the percentage of time for which we sampled each action 
in each particular state in both. These tabulated results typify the differences in 
behaviour between the optimiser and the p-learner when the same set of learning 
parameters are used in each. Tables 3.8 (for parameters µ= 10000, a= 100 and 
[a = 0.003,0.01) and 3.9 (for parameters µ= 5000, a= 400,1000 and 0=0.01) 
below also report the percentage of time for which we observed each state and 
the percentage of time for which we sampled each action in each particular state 
in the p-learner. They, along with Table 3.7, are used to illustrate the effects the 
different learning parameters have on the p-learner's ability to choose optimal 
actions in each state. Note, all of the bold figures in the above tables correspond 
to the true optimal actions lr* (i) E U(i) in each state iES. Finally, Table 3.10 
below illustrates the effect the different seeds have on choosing the current action 
in state 8, the "very difficult" state. 
Although the function of Table 3.6 is to enable us to compare the proportion 
of time spent visiting each state in the optimiser with the proportion of time 
spent visiting each state in the p-learner, shown in Table 3.7, we also note that 
the proportion of time spent sampling current action estimates in each state iES 
is comparable in both tables. This was true for all parameter sets considered in 
this sequence of simulations. However it is not suprising since in each simulation 
we used the same values for p, o0 in both the optimiser and p-learner, and the 
only thing that was different was the means of transition between states. 
In Table 3.6 we can see the number of visits across each state in the optimiser 
is more evenly spread compared with the states observed in the p-learner shown 
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p= 10000 a=4000= 0.01 µ= 20000 a=4000=0.01 
State Proportion Prop ortion of time Proportion Proportion of time 
iES of time in sampling uE U(i) of time in sampling uE U(i) 
state i 0 1 2 state i 0 1 2 
0 0.085 0.038 0.047 0.915 0.082 0.086 0.095 0.819 
1 0.093 0.039 0.041 0.920 0.090 0.084 0.088 0.829 
2 0.089 0.043 0.042 0.915 0.090 0.090 0.084 0.826 
3 0.093 0.041 0.050 0.909 0.096 0.089 0.092 0.819 
4 0.105 0.033 0.110 0.857 0.107 0.072 0.152 0.776 
5 0.105 0.036 0.059 0.905 0.105 0.077 0.097 0.827 
6 0.110 0.033 0.035 0.932 0.112 0.072 0.070 0.858 
7 0.100 0.034 0.037 0.929 0.097 0.079 0.083 0.837 
8 0.106 0.032 0.047 0.921 0.102 0.074 0.838 0.088 
9 0.113 0.035 0.037 0.927 0.118 0.070 0.072 0.857 
Table 3.6: The above table represents the percentage of time for which we spent 
visiting each state and the percentage of time for which we spent in each action 
for each state in the optimiser. Seed 1 was used to generate the results using 
µ= 10000,20000, or = 400, and 0=0.01. The bold figures represent the true 
optimal actions in each state. 
in Table 3.7. This is due to the temperature schedule used in the optimiser, 
the sole purpose of which is initially to visit each state with uniform probability 
and then sample states according to the true state transition probabilities (see 
Section 2.2.2), whereas the p-learner only visits each state according to the true 
state transition probabilities (see Section 2.3). This too was true for all parameter 
sets considered in this experiment. 
To observe the effects of varying p we report the results quoted in Table 3.7 
above. In Table 3.7 the results show that for p= 10000 the p-learner spent most 
of the time sampling current action estimates. In the "easy states" the p-learner 
sampled the other actions in each state only 3.3% to 5.4% of the time whereas 
in the "hard states", states 4 and 5, the other actions were sampled between 
3.7% and 11.8% of the time. However, in state 8, the "very difficult state", the 
p-learner sampled the best suboptimal action 91.4% of the time. Here, we can see 
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µ= 10000 a=4000=0.01 µ= 20000 a =400lß=0.01 
State Proportion Proportion of time Proportion Proportion of time 
iES of time in sampling uE U(i) of time in sampling uE U(i) 
state i 0 1 2 state i 0 1 2 
0 0.076 0.039 0.039 0.922 0.073 0.082 0.088 0.830 
1 0.088 0.035 0.034 0.931 0.083 0.083 0.075 0.842 
2 0.080 0.042 0.049 0.909 0.084 0.084 0.093 0.823 
3 0.086 0.039 0.054 0.907 0.091 0.085 0.099 0.816 
4 0.110 0.038 0.118 0.844 0.113 0.083 0.160 0.757 
5 0.106 0.037 0.058 0.905 0.104 0.078 0.094 0.828 
6 0.111 0.034 0.034 0.932 0.114 0.073 0.067 0.860 
7 0.102 0.037 0.039 0.924 0.098 0.086 0.084 0.830 
8 0.109 0.033 0.053 0.914 0.104 0.077 0.830 0.093 
9 0.130 0.033 0.034 0.933 0.135 0.068 0.067 0.865 
Table 3.7: The above table represents the percentage of time for which we spent 
observing each state and the percentage of time for which we spent sampling each 
action within each state in the p-learner. Seed 1 was used to generate the results 
using p= 10000,20000, o= 400, and 0=0.01. The bold figures represent the 
true optimal actions in each state. 
the p-learner took the wrong action far too often. An explanation of the reasons 
why the currently second best action estimate in the "hard states" is sampled 
more often than the currently second best action estimate in any other state, can 
be found in the next section. 
For µ= 20000 the p-learner spent more time sampling actions other than 
the current action estimates compared with when we set p= 10000. This makes 
sense as we specified that we were willing to sample each action uE U(i) in state 
iES for twice as long using µ= 20000 compared with µ= 10000. In the "easy 
states" the p-learner sampled actions other than current action estimates between 
6.7% to 9.9% of the time which is roughly twice the amount of time compared 
with when µ equalled 10000. The same can be said in the "hard states", but in 
state 8 the p-learner this time sampled the correct action for the majority of the 
time (83.0%), unlike the µ= 10000 case. It seems that for µ= 10000 we were 
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forced to make a decision far too early, and delaying the decision using p= 20000 
meant that we bided our time for twice as long but we eventually made the right 
decision. This is our main concern when it comes to sampling. We note the 
proportion of time the p-learner spent observing each state is comparable in both 
cases. This was true for any learning parameter set used in this experiment. 
Reducing the value of p does not necessarily mean that in some states the 
p-learner will definitely focus on a suboptimal action instead of the optimal one, 
but it does increase the chances of doing so because the regime of total sampling 
is somewhat lessened. Out of all the various combinations of parameters we 
experimented with, the parameter set {µ = 10000, o= 400,0 = 0.01} in this 
single run was the only learning set where any current action estimate settled 
down to a suboptimal action. In the other cases (using the same values for a and 
0 for both p= 20000 and 10000 where iT (i) _ ir* (i) for each state iE S) each 
action, other than the current action estimates, was sampled for twice as long for 
µ= 20000 compared with µ= 10000. 
To illustrate the effect of varying a by a small amount we concentrate on the 
results gained from the learning parameters {p = 10000, a= 400,0 = 0.01} and 
compare them with the ones gained from {µ = 10000, o, = 100,0 = 0.01}. The 
results are displayed in Tables 3.7 and 3.8 respectively. We can see by comparing 
the two tables that over all for o, = 100 all the actions other than the current 
action estimates, where ýFT(i) _ 7r*(i) for each state iES in both sets, were 
sampled for a little longer. This was to be expected as the lower the value of or 
the more time is spent sampling over each action uE U(i) in each state iES, 
but such a small difference in sampling was caused by only a small decrement 
in a. In fact this result was true of any learning set we used in our sequence of 
simulations where ýfT(i) = 7r*(i) for each state iES. However, we must state that 
such a small decrement in a did enable the p-learner to focus on each optimal 
action in each state. Later we will investigate whether this happens when a is 
increased from a= 400 to 1000 using µ= 5000. 
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µ=10000 0=100 0=0.003 µ=10000 0, =100[ = 0.01 
State Proportion Proportion of time Proportion Proportion of time 
iES of time in sampling uE U(i) of time in sampling uE U(i) 
state i 0 1 2 state i 0 1 2 
0 0.070 0.049 0.050 0.901 0.073 0.047 0.044 0.909 
1 0.081 0.045 0.043 0.913 0.083 0.042 0.040 0.918 
2 0.085 0.047 0.055 0.898 0.083 0.045 0.054 0.900 
3 0.091 0.044 0.063 0.893 0.090 0.043 0.051 0.906 
4 0.111 0.046 0.250 0.705 0.111 0.044 0.114 0.841 
5 0.103 0.044 0.100 0.855 0.106 0.042 0.057 0.901 
6 0.118 0.038 0.037 0.925 0.116 0.037 0.033 0.931 
7 0.096 0.047 0.049 0.904 0.096 0.044 0.047 0.909 
8 0.104 0.043 0.899 0.058 0.104 0.041 0.902 0.056 
91 1 0.140 0.037 0.035 0.928 0.138 0.035 0.034 0.931 
Table 3.8: The above table represents the percentage of time for which we spent 
observing each state i and the percentage of time for which we spent sampling 
each action uE U(i) in the p-learner. Seed 1 was used to generate the results 
using µ= 10000, o= 100 and A=0.003,0.01. The bold figures represent the 
true optimal actions in each state. 
We then considered the effect that differing the values of 0 had on the be- 
haviour of the system. To compare the effect we report the results gained from 
the learning parameter sets (1p = 10000, or = 100,0 = 0.003}) and (JA = 10000) 
or = 100, A=0.01}) shown in Table 3.8 above. The table shows that the current 
action estimates were sampled for longer when A was set to 0.01 compared with 
0.003. Thus for 0=0.01 the other actions were sampled a little less often. This 
especially happened in the "easy states" and the "very difficult state". However 
in the "hard states", states 4 and 5, we note a vast improvement. The second 
best action was discriminated against more, by a factor of almost 2, when 0 
equalled 0.01 compared with when it equalled 0.003. This is because after time 
µ, 0=0.01 caused the p-learner to put more weight in to choosing the current 
action estimate over the currently second best action estimate compared with 
A=0.003. Again we report the same happened in all the learning parameter 
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sets we experimented with. We will see a better illustration of this when we plot 
the action probabilities in Section 3.10 below. 
µ=5000 0=400 0=0.01 µ= 5000 a=10000=0.01 
State Proportion Proportion of time Proportion Proportion of time 
iES of time in sampling uE U(i) of time in sampling uE U(i) 
state i 0 1 2 state i 0 1 2 
0 0.073 0.018 0.018 0.964 0.072 0.004 0.011 0.985 
1 0.084 0.016 0.017 0.968 0.084 0.005 0.007 0.988 
2 0.081 0.022 0.021 0.957 0.081 0.006 0.008 0.986 
3 0.089 0.017 0.027 0.956 0.089 0.004 0.020 0.975 
4 0.109 0.015 0.083 0.902 0.110 0.003 0.087 0.909 
5 0.107 0.016 0.037 0.947 0.106 0.004 0.038 0.958 
6 0.118 0.017 0.016 0.967 0.119 0.006 0.008 0.986 
7 0.096 0.017 0.017 0.966 0.095 0.005 0.006 0.988 
8 0.104 0.014 0.888 0.098 0.103 0.004 0.957 0.039 
9 0.140 0.015 0.014 0.971 0.142 0.004 0.007 0.989 
Table 3.9: The above table represents the percentage of time for which we spent 
observing each state i and the percentage of time for which we spent sampling 
each action uE U(i) in the p-learner. Seed 1 was used to generate the results 
using ,4= 
5000, o= 400,1000 and A=0.01. The bold figures represent the true 
optimal actions in each state. 
We then looked at the effect of restricting µ to 5000, to see if this significantly 
changed the behaviour of the system. Obviously with µ= 5000 the p-learner 
would be forced to make an early decision as to what is the optimal action in each 
state. However, making a decision too early may result in serious consequences. 
We chose to use or = 1000. This meant that the p-learner would discriminate 
between the actions sooner but there would be a delay between total learning 
and focused sampling, in the hope that if it did make a wrong decision early on 
it would be given a chance to recover. 
We see can see from Table 3.9 above, that the percentage of time the p- 
learner sampled the current action estimate in each state increased when or was 
increased. The p-learner hardly visited any of the other actions in any of the 
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states other than the current action estimates - which in this case were the true 
optimal actions in each state iES. In the "easy states" using or = 1000 the p- 
learner sampled actions other than the current action estimates 1.1% of the time 
at most and it sampled the currently second best action estimate in state 4 and 
5,8.7% and 3.8% of the time respectively. As for the difficult state, state 8, using 
or = 1000 the p-learner sampled the currently second best action estimate 3.9% 
of the time. However, when we decreased v to 400 the results are comparable 
but the p-learner did sample the true optimal actions in each state a little less 
often. We should state that the effect of sampling actions in each state was more 
obvious when we increased v by such a large amount. Again we note that the 
proportion of time spent observing each state was comparable in the two cases. 
Ostensibly the results for {u = 5000, v= 400,1000 and 0=0.01} look good for 
seed 1 because they focus on the true optimal actions for longer, than any of the 
other parameters used in this single run, but they are very misleading. 
The choices of p, o, and A interact but not all values of p will be appropriate 
for certain values of o" and 0, and vice versa. We recorded the number of times 
the p-learner chose the true optimal action in state 8 out of the 20 runs for each 
parameter set considered in our sequence of simulations. Table 3.10 below tells us 
that for {p = 5000, o= 1000 and 0=0.01} the p-learner only chose the optimal 
action 13 times out of the 20 runs. On the whole, the results for µ= 5000 are 
not as good as the results obtained using µ= 10000 or it = 20000. This evidence 
suggests if the p-learner does not do a sufficient amount of learning, the p-learner 
may be forced to "home-in" on a suboptimal action in state 8 instead of the true 
optimal one. In fact the p-learner sampled the best suboptimal action in state 8 
in the cases where it did not focus on the optimal action. 
In conclusion, µ= 5000 would appear to be a bad choice. It does not allow the 
p-learner to do enough learning because it has to make a decision far too early. 
The results show when µ is small choosing a large a is not always necessarily 
a good option and it may be better to go for a small value of a to do more 
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µ Q A 
The no. of times 
out of the 20 runs 
for which 71T(8) _ it*(8) 
20000 400 0.01 20 
20000 400 0.003 18.5 
20000 100 0.01 20 
20000 100 0.003 19 
10000 400 0.01 16.5 
10000 400 0.003 20 
10000 100 0.01 20 
10000 100 0.003 20 
5000 1000 0.01 13 
5000 1000 0.003 17 
5000 400 0.01 18 
5000 400 0.003 17 
5000 100 0.01 16 
5000 100 0.003 1 1 18 
Table 3.10: The table above shows us the number of times out of the 20 runs (for 
each set of parameters) we focused on the true optimal action in state 8, "the 
very difficult" state when the optimiser was run concurrently with p-learner, for 
which 'lrT(8) = ir"(8). 
learning. Perhaps p= 5000 is just too small a value for µ. As for µ= 10000 
and 20000 for the majority of time the p-learner did do enough learning in all 
parameter sets used in this study. We report in every simulation the current 
action estimate converged to the true optimal action in all of the states bar state 
8. In the next section we look at how these different learning parameter sets affect 
the optimiser's ability to focus on the optimal policy. 
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3.9 Running the optimiser concurrently with the 
p-learner - Convergence of the current pol- 
icy estimate 
This section is the second of the three sections concerned with looking at the first 
of the convergence criteria, the convergence of the current policy estimates, as 
discussed in Section 3.5.3.3. Having characterised the behaviour of the system for 
different learning parameter sets in the previous section, we are now in a position 
to look at evaluatory and diagnostic ways of establishing whether our results have 
converged to their corresponding optimal solutions. We compare these results 
with the optimal solutions and that of Section 3.7, when the optimiser was run on 
its own. As with all sections presented in this case study the learning parameter 
sets {µ, v, A} considered are the ones found using the various combinations of 
µ= 5000,10000,20000, or = 100 and 400, and A=0.003 and 0.01 with an extra 
or equal to 1000 included for µ= 5000 (see Section 3.5.1). We recall that Fc 
controls the amount of learning, a controls the transition from total sampling 
to focused sampling and A controls the rate at which we discriminate between 
action uE U(i) in state iES after time µ. The results in this section consist 
of both single seeds and multiple seeds depending upon the required output (see 
Section 3.5.3.1). 
Tables 3.11 and 3.12 below illustrate the typical problems encountered by the 
optimiser when run concurrently with the p-learner. Table 3.11 consists of the 
time intervals where the current action estimates converged to the true optimal 
action in each individual state using learning parameter sets corresponding to µ= 
20000, whereas Table 3.12 reports the last time intervals where the optimiser's 
current policy estimates settled down to the true optimal policy using the learning 
parameter set {i = 2000, o= 400, and 0=0.01} for multiple runs. Figures 3.4 
and 3.5' below, on the other hand, give us a clearer indication of how the different 
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sets of learning parameters compared. In Figures 3.4 and 3.5 we display the time 
intervals where the current policy estimate actually equalled the true optimal 
policy and those intervals where the current policy estimate was equal to some 
suboptimal policy. (An optimal policy is a set of decision rules that specify the 
The time intervals at which 
State ift(i) = lr*(i) for each 
individual states iES 
the time intervals 
0 12 - 80000 
1 4- 80000 
2 8- 80000 
3 9- 80000 
4 13 - 80000 
5 2- 80000 
6 1- 80000 
7 7- 80000 
483 - 1628 
1737 - 1747 
2277 - 2923 
2943 - 2947 
2967 - 3059 
8 3599 - 3648 
6044 - 6067 
6161 - 6210 
6247 - 7997 
8069 - 8464 
8713 - 8885 
8908 - 80000 
9 3- 80000 
Table 3.11: The table shows us the time intervals at which the optimiser when 
run concurrently with the p-learner chose an optimal action in each particular 
state for the combinations of learning parameters µ= 20000, a= 100,400 and 
A=0.003,0.01 and T= 80000 using seed 1. 
correct action in each state; any other set of decision rules is a suboptimal policy). 
Although the figures do not differentiate between different suboptimal policies, 
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in general the actual suboptimal policy the optimiser used was the policy where 
the current action estimates were equal to the true optimal actions in all of the 
states, except state 8; the state in which the p-learner some times focuses on 
action 2 instead of action 1. 
Table 3.11 shows that the optimiser had trouble differentiating between the 
true optimal action and a suboptimal action in state 8. This was true for most of 
the learning parameter sets and seeds considered, but on the whole most of the 
current policy estimates eventually settled down to the true optimal policy. We 
predicted problems such as these may occur in certain states when we reported 
the values of the true optimal "Q-values" in Table 3.2 (Section 3.2). The reason 
why it happened in state 8 was that the Q-values for the best two actions were 
extremely close. In fact we also stated that we may expect to see difficulties 
in states 4 and 5, but in truth it rarely happened. However, if we look back 
to the previous section we can see that the p-learner spent more time sampling 
the second best action in states 4 and 5 than in both the "easy" set of states, 
and the "very difficult " state when frT(8) = lr*(8); this is because the Q-values 
for the two best actions in states 4 and 5 were reasonably close relative to the 
range of the Q-values in each of these states. In state 8 the p-learner focused 
only on a suboptimal action or the true optimal action for the most part because 
the range of the Q-values in state 8 was small (see Table 3.2). We will see this 
more clearly in the next section when we plot the action probabilities defined in 
Equation (3.3.1) above. If we compare the results taken from Table 3.11 with 
the ones taken from Table 3.5, when the optimiser was run on its own, we can 
see that in all of the states bar state 8 the results are comparable. This was true 
for all the parameters and seeds considered. However because of the difficulties 
in focusing on the true optimal action in state 8, the times at which the current 
policy estimates settled down to the true optimal policy varied tremendously 
for different seeds when the optimiser was run concurrently with the p-learner. 
This is illustrated in Table 3.12 below. These results are contrary to those found 
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Seed The last time intervals at which 
ýrt(") = 7r*(") for different seeds 
1 8909 - 80000 
2 42293 - 80000 
3 25507 - 80000 
4 3134 - 80000 
5 12513 - 80000 
6 1289 - 80000 
7 35259 - 80000 
8 27966 - 80000 
9 4111 - 80000 
10 1840 - 80000 
11 367 - 80000 
12 144 - 80000 
13 17908 - 80000 
14 17407 - 80000 
15 12424 - 80000 
16 3850 - 80000 
17 3105 - 80000 
18 2177 - 80000 
19 9694 - 80000 
20 597 - 80000 
Table 3.12: The table shows us the last time interval where the optimiser's (when 
run concurrently with the p-learner) current policy estimates converged to the 
true optimal policy for µ= 20000, o= 400, A=0.01, and T= 80000 using seeds 
labelled 1 to 20. This was typical of any parameter set used in our sequence of 
simulations. 
when the optimiser was run on its own (see Section 3.7). This happened because 
initially the p-learner uses a uniform prior for all the state-transition probabilities 
and the Q-values in the two best actions in state 8 are extremely close. The only 
way we can distinguish between the two best actions in each state 8 is by learning 
about the true state transition probabilities, and this takes time. In the other 
states, where the overall costs of the best two actions are not so close to each 
other, this problem does not arise. 
From Figure 3.4 we can see that when µ= 20000 the optimiser chose the true 
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optimal policy in the same intervals for each state irrespective of the values of a 
and A used (the actual intervals are the ones where FT (8) _ 7r*(8) in Table 3.11). 
This is because p= 20000 using small values of o, and 0 caused the algorithm to 
sample each action in each state with uniform probability for approximately 20000 
iterations (an illustration of this will be shown in the action probability plots in 
the next section), and by the time we had got to the point of discrimination (time 
p) in each case the p-learner had decided which action it was going to focus on in 
each state. Note the current policy estimate had settled down to the true optimal 
policy by 8908 iterations. We also note that all the optimal actions were found 
in all of the states fairly quickly except in state 8, the "very difficult state". This 
was true for most of the learning parameter sets considered, but in some cases 
the current action estimates did not converge to the true optimal action in state 
8. We will see this in Figures 3.4 and 3.5 below. 
Figure 3.4 shows that in all learning parameter sets using ji = 10000 bar one, 
the current policy estimates settled down to the true optimal policy. In Figure 3.4 
we can see that the learning parameter set {µ = 10000, a= 100, A=0.003} 
chose the optimal policy in the same intervals as µ= 20000 because these learning 
parameters too caused y (t) to be very close to its asymptote. As for the rest 
of the µ= 10000 sets because the product of or and A was bigger the p-learner 
discriminated between actions sooner, and consequently uniform sampling was 
achieved for less. As a result (for this problem and seed at least) the p-learner 
did not do enough learning, hence the bigger we made the value of cr0 the more 
the optimiser seemed to struggle. It is clear from Figure 3.4 that the function 
ry (t) with the largest product of or and A (p = 10000, a= 400, A=0.01) loses 
the optimal policy after 22032 iterations and never recovers. This corresponds to 
the results presented in Table 3.7 where the parameter set {µ = 10000, Q= 400, 
A=0.011 was the only set that focused on the suboptimal action in state 8. 
In the next section we will look at the action probability plots to explain this 
phenomena. 
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Figure 3.5 on the other hand illustrates how quickly the current policy esti- 
mates converged to the true optimal policy using the different sets of learning 
parameters for µ= 5000. The figure shows that all the current action policies 
eventually converged to the true optimal policy. These results again correspond 
to the ones reported in the previous section. For o= 100 and 0=0.003 and 0.01 
the optimiser chose the optimal policy in the same intervals as the µ= 20000 
case up to time 3648, then it sampled actions in a different order because the 
discrimination point came approximately 15000 iterations sooner. For o= 400 
and 0=0.003 the optimiser chose the optimal policy in the same time inter- 
vals as the 20000 case to begin with, then because of the nature of ry (t) (using 
a smaller value of p) the p-learner sampled other actions. Consequently, the 
optimiser's current policy estimates settled down to the true optimal policy at 
different time intervals. The same can be said for the other sets of learning pa- 
rameters considered for µ= 5000. We will see a better illustration of this in the 
next section. 
In conclusion if the Q-values of the two best actions were not so close, as in 
state 8, the problem of continual indecision about which action to focus on would 
not arise. We have also found that the intervals at which the optimiser's current 
policy estimates finally settled down to the true optimal policy varied consid- 
erably, for different seeds and learning parameters. This too stems from state 
8. The problem is not because the optimiser does not update particular states 
often enough, it is due to stochasticity caused by the way we choose actions using 
different seeds and learning parameter sets. We have evidence of this below. In 
the previous section we recorded the percentage of time we spent visiting each 
state, and the results showed that each state was updated fairly often. Also in 
Section 3.7 we showed that if we know the true state transition probabilities, irre- 
spective of the learning parameter set and seed used, the current policy estimate 
converged to the true optimal policy with ease and at roughly the same time; 
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Table 3.12 clearly shows this does not happen when the optimiser is run concur- 
rently with the p-learner. Therefore the problems we have encountered are not 
caused by not updating each state often enough, but are caused by the fact that 
we do not have good enough estimates of the true state transition probabilities. 
When we used a set of learning parameters with a large product of o, and 0 we 
can see it took the optimiser's current policy estimates longer to converge to the 
true optimal policy, all, that is, except the learning parameter sets corresponding 
to p= 5000 and o= 1000. (This will not always be the case because it depends 
on the problem at hand). In the u= 5000 and o= 1000 cases the p-learner 
was forced to make a decision far too soon but fortunately it made the correct 
decision. However we have evidence to suggest from Table 3.10 that or = 1000 is 
too big a value to use with p= 5000, at least in the case of this problem. 
99 
3.9 RUNNING THE OPTIMISER CONCURRENTLY WITH THE P-LEARNER - 






















µ= 20000 0= 400 0=0.01 
-µ= 20000 0= 400 0=0.003 
µ= 20000 0= 100 A= 0.01 
! - is = 20000 0= 100 0=0.003 
! 
10000 0= 400A=0.01 
ý µ= 10000 0= 400 A=0.003 
10000 0= 100 0=0.01 
µ= 10000 0= 100 A=0.003 
FML TY 
0 5000 10000 20000 30000 40000 50000 60000 70000 80000 
slep(t) 
Figure 3.4: The graph above shows us the time intervals when the optimiser's 
(when concurrently run with the p-learner) current policy estimates converged 
to the true optimal policy (0) and a suboptimal policy (S) respectively for the 
different combinations of parameters p= 10000,20000, a= 100,400 and 0= 
0.003,0.01 and T= 80000 for seed 1. We can see in all parameter sets the current 
policy estimate oscillated between the optimal policy and a suboptimal policy. 
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Figure 3.5: The graph above shows us the time intervals when the optimiser's 
(when concurrently run with the p-learner) current policy estimates converged 
to the true optimal policy (0) and a suboptimal policy (S) respectively for the 
different combinations of parameters p= 5000 a= 100,400,1000 and A= 
0.003,0.01 and T= 80000 for seed 1. We can see in all parameter sets the current 
policy estimate oscillated between the optimal policy and a suboptimal policy. 
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3.10 Running the optimiser concurrently with 
the p-learner - Plotting the Action Proba- 
bilities 
This section is the last of the three sections concerned with looking at the first 
of the convergence criteria, the convergence of the current policy estimates, as 
discussed in Section 3.5.3.3. In this section we characterise the behaviour of the 
system by looking at the evolution of the action probabilities in the p-learner 
defined in Equation (3.3.1) above. Contrary to Section 3.8, action probabilities 
help us explain in more detail the phenomena of the evolution of the current 
policy estimates reported in the last section. By plotting action probabilities 
for each state we can pin point exactly the reasons why the optimiser oscillates 
between policies in Section 3.9 for different learning parameters. We plot action 
probabilities for selected parameter sets to observe their effect on the p-learner's 
learning ability. We also explain the behavioural pattern of the convergence plots 
of the current policy estimates in the optimiser, presented in Figures 3.4 and 3.5, 
using the action probability plots below. 
The values of the learning parameters considered in this section using Method 3 
are p= 5000,10000,20000, o= 100 and 400, and 0=0.003 and 0.01; again with 
an extra a equal to 1000 added for p= 5000 (see Section 3.5.1). We recall that 
p controls the amount of learning we are willing to do, o controls how quickly 
we move from uniform sampling to focused sampling and A controls the rate at 
which we discriminate between action uE U(i) in state iES after time p. Note 
the bigger the value of o the slower the transition between uniform sampling to 
focused sampling, and the bigger value of 0 the faster the rate of discrimination 
between actions after time p. In this section only single runs are considered (see 
Section 3.5.3.1). 
The figures labelled from 3.6 to 3.15 below are plots of the action probabilities 
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using different learning parameter sets. Note for each learning parameter set the 
action probabilities, defined in Equation (3.3.1), are only calculated and plotted 
at the current state iES and included actions uE U(i) at time t. Thus the 
graphs presented for each state are plotted at irregularly spaced intervals because 
we only visit one state at time t. 
To illustrate the kind of effect p can have on the p-learner's learning ability 
to make decisions, we compare Figures 3.6 and 3.7 with Figures 3.10 and 3.11. 
Figures 3.6 and 3.7 look at the action probability plots for states {i = 0,1,2,3,4} 
and {i = 5,6,7,8,9} respectively using the learning parameter set {p= 20000, 
a= 400.0 and 0=0.011, whereas Figures 3.6 and 3.7 on the other hand look 
at the action probability plots for states {i = 0,1,2,3,4} and {i = 5,6,7,8,9} 
respectively using the learning parameter set {µ = 10000, a= 400.0 and 0= 
0.01}. If we look back to Figure 3.4 in Section 3.9 we see that the current policy 
estimate eventually settled down to the true optimal policy for {µ = 20000, 
a= 400.0 and 0=0.01}, but not for {µ = 10000, or = 400.0 and 0=0.01}. 
These results correspond to the action probability plots below and the proportion 
of time spent sampling individual actions over each state in Table 3.6. 
In the "easy states", both learning parameter sets show that the p-learner 
had no difficulties focusing on the true optimal actions after the point of dis- 
crimination (time µ). However, in the "hard states", states 4 and 5, the system 
took a little longer to separate the current action estimates from the second best 
actions, but the p-learner eventually focused on the true optimal actions in these 
states with probability 1. It was only for {p = 10000, o= 400.0 and 0=0.01} 
in state 8, "the very difficult state", that the p-learner chose action 2 instead of 
the optimal action, action 1. This is because the current Q-values evaluated. at 
actions 1 and 2 were to close, and the p-learner had not allowed itself a sufficient 
amount of time for exploration using such a small µ. The Q-values for the best 
two actions in state 8 were also close for {p = 20000, a= 400.0 and 0=0.01}, 
but we can see that the p-learner had gained enough information by the point 
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of discrimination to recover. Even at t= 20000, for {µ = 10000, a= 400.0 and 
0=0.011, the system oscillated between the two actions in state 8 but even- 
tually the current action settled down to action 2. If we compare this behaviour 
with that of the evolution of the current policy estimate, for the same set of 
parameters, we can see that they are similar after time p. 
Note all the results obtained corresponding to p= 20000, for different learning 
parameter sets, were similar both in terms of the action probabilities and the 
current policy estimate plots in Figure 3.4. This is because for µ= 20000 the 
p-learner sampled over all the actions with equal probability in each state for 
approximately 20000 iterations; and ift(") equalled 7r*(") by t= 8909. This is 
partly true of all the learning sets corresponding to p= 10000. For {pc = 20000, 
a= 400.0 and A=0.011, we can see that at first the p-learner chose the same 
actions as the p= 20000 case, therefore Figure 3.4 shows that the current action 
estimates were the same to begin with. 
If we compare the evolution of the current policy estimates for the learning 
parameters {µ = 10000, a= 400.0 and A=0.01} with {i = 10000, a= 400.0 
and 0=0.003}, we see that the current policy estimates settled down to the 
true optimal policy for the latter set but not the former set. We plotted action 
probabilities for the two parameter sets to find the effect of decreasing 0, from 
0.01 to 0.003, had on the p-learner's ability to make the correct decision in each 
state. To do this we compare Figures 3.10 and 3.11 with 3.8 and 3.9 respectively, 
where Figures 3.8 and 3.9 represent the action probability plots for states {i = 
0,1,2,3,4} and {i = 5,6,7,8,9} respectively using the parameter set {µ = 10000, 
= 400.0, A=0.003}. 
From Figures 3.10 and 3.11 we can see that the p-learner focused on the 
optimal actions a little sooner in the "easy states" compared with Figures 3.8 
and 3.9, but in the "hard states" we see a significant difference - especially in 
state 4. In state 4 (for parameters {µ = 10000, o= 400.0 and 0=0.003}) the p- 
learner did not choose the current action estimate with probability 1, as eventually 
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happened using {µ = 10000, or = 400.0 and 0=0.01}, but the probability tended 
to 1. In state 8, using the learning set {p = 10000, u= 400.0 and 0=0.003}, the 
p-learner chose the optimal action asymptotically with probability 1 which was 
an improvement but it struggled on the way. This again happened because the 
Q-values in the two best actions were extremely close, but the decrement in 0 
meant that the little learning we did after the point of discrimination was enough 
for the p-learner to recover. Lets compare the evolution of the action probabilities 
in state 8 with that of the current policy estimate. We can see by comparing these 
plots that in the time period when the p-learner was indecisive about which action 
to choose (after time µ) in state 8, the optimiser had trouble deciding which policy 
to choose. This is not surprising since the current action estimates depend on the 
estimates of the state transition probabilities. We compared the effect of using 
different values of 0, in other learning parameter sets, and the same qualitative 
results were found (see Table 3.8). However it must be said when we compared 
different values of 0 for y= 10000 and o, = 100, the p-learner did do enough 
learning in both, since or was very small (see Tables 3.8). 
We then reduced the value of p using different values of a to illustrate the 
effect they had on the p-learner's decision to sample optimal actions. We chose 
to use parameters p= 5000, a= 400,1000, and 0=0.01. Figures 3.12 and 3.13 
below look at the action probability plots for states {i = 0,1,2,3,4} and {i = 
5,6,7,8,9} respectively using the learning set {µ = 5000, o, = 400.0, A=0.01}, 
whereas subsequent figures, Figures 3.14 and 3.15 look at the action probability 
plots for states {i = 0,1,2,3,4} and {i = 5,6,7,8,9} respectively using the 
learning parameter set p= 5000, or = 1000.0,0 = 0.01. The function ry (t) 
stays closer to its asymptote for a= 400 than for a= 1000. Consequently, 
the four figures show that the p-learner sampled actions uniformly for longer in 
each state for o, = 400 compared to a= 1000. Using a= 1000, perhaps the 
method was forced to make a decision far too early, but such a large value of a 
delayed the switch from uniform sampling to focused sampling. In both cases the 
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current action estimates focused on true optimal actions in each state iES. This 
corresponds to the results presented in Table 3.9 and Figure 3.5 in the previous 
two sections. 
For both parameter sets the p-learner sampled the current action estimates in 
the "easy states" with ease. The p-learner also chose the optimal actions in the 
"hard states" with no major difficulties, but it found it harder to focus on them 
compared with the easy states. However, to begin with, the p-learner struggled 
with state 8 but it eventually chose the right action with probability 1. If we 
compare the evolution of the action probabilities for state 8, for both parameter 
sets, with that of the evolution of the current policy estimates after time µ we 
can see again the behavioural pattern is the same. We have seen from Table 3.10 
that in general the p-learner struggled when p was small, especially when Q was 
large. We recall that the current action estimate in state 8 converged to the true 
optimal action only 13 times out of the 20 simulations when we set µ= 5000, 
or = 1000 and A=0.01. Note the lower the value of µ the less the amount of time 
is allocated to total sampling. Hence in Figure 3.5 we see that when µ= 5000 was 
used the optimiser oscillated between policies in different time intervals compared 
with when p equalled 20000 and 10000 (see Figure 3.4). 
Concluding, in the "easy states" we saw that we had learnt enough information 
about the system to focus on the true optimal actions in every parameter set. 
Thus a value of or close to zero or even a large value of o, would have worked equally 
as well. The p-learner does all the work it needs to do before the discrimination 
stage. 
We have seen 0 is most effective in the hard states. The parameter is impor- 
tant when we have not yet done enough learning by t=µ- in which case it may be 
helpful to keep A small. We saw this when we compared the learning parameter 
set {p = 10000, or = 400, L1 = 0.01} with {µ = 10000, a= 400, A=0.003}. 
From the above simulations we have also seen that if µ is small we are in 
danger of taking a wrong decision far too early before we have accumulated 
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enough experience to discriminate. We originally thought it may be better to 
take the decision more slowly by taking a larger or, but we have seen taking a 
large value of or still has serious consequences as shown in Table 3.10. This is not 
necessarily because the value of a is too big, it is again because µ is too small. 
In order to find the true optimal policy we need to sample over all the actions in 
each state to gain good estimates of both the Q-values, evaluated at each state 
and action, and also the true state transition probabilities. Obviously, µ= 5000 
is too small a value in which to do this. 
In the remaining chapter we will try and answer the question, does it really 
matter if we focus on a suboptimal action over the optimal one in a state where 
the Q-values for these two actions are close? 
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Figure 3.6: The graph above is a plot of the probability frequencies (action 
probabilities) of taking an action uE U(i) in a particular state i plotted at 
irregularly spaced points (Step time (t)). The states 0,1,2,3 and 4, are presented 
from left to right, top to bottom using parameters µ= 20000, or = 400.0, A=0.01 
and T= 80000 with seed 1. 
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Figure 3.7: The graph above is a plot of the probability frequencies (action 
probabilities) of taking an action uE U(i) in a particular state i plotted at 
irregularly spaced points (Step time (t)). The states 5,6,7,8 and 9, are presented 
from left to right, top to bottom using parameters p= 20000, a= 400.0,0 = 0.01 
and T= 80000 with seed 1. 
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Figure 3.8: The graph above is a plot of the probability frequencies (action 
probabilities) of taking an action uE U(i) in a particular state i plotted at 
irregularly spaced points (Step time (t)). The states 0,1,2,3 and 4, are presented 
from left to right, top to bottom using parameters µ= 10000, or = 400.0, A_ 
0.003 and T= 80000 with seed 1. 
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Figure 3.9: The graph above is a plot of the probability frequencies (action 
probabilities) of taking an action uE U(i) in a particular state i plotted at 
irregularly spaced points (Step time (t)). The states 5,6,7,8 and 9, are presented 
from left to right, top to bottom using parameters p= 10000, a= 400.0,0 = 
0.003 and T= 80000 with seed 1. 
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Figure 3.10: The graph above is a plot of the probability frequencies (action 
probabilities) of taking an action uE U(i) in a particular state i plotted at 
irregularly spaced points (Step time (t)). The states 0,1,2,3 and 4, are presented 
from left to right, top to bottom using parameters p= 10000, a= 400.0,0 = 0.01 
and T= 80000 with seed 1. 
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Figure 3.11: The graph above is a plot of the probability frequencies (action 
probabilities) of taking an action uE U(i) in a particular state i plotted at 
irregularly spaced points (Step time (t)). The states 5,6,7,8 and 9, are presented 
from left to right, top to bottom using parameters p= 10000, a= 400.0,0 = 0.01 
and T= 80000 with seed 1. 
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Figure 3.12: The graph above is a plot of the probability frequencies (action 
probabilities) of taking an action uE U(i) in a particular state i plotted at 
irregularly spaced points (Step time (t)). The states 0,1,2,3 and 4, are presented 
from left to right, top to bottom using parameters p= 5000, or = 400.0, A=0.01 
and T= 80000 with seed 1. 
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Figure 3.13: The graph above is a plot of the probability frequencies (action 
probabilities) of taking an action uc U(i) in a particular state i plotted at 
irregularly spaced points (Step time (t)). The states 5,6,7,8 and 9, are presented 
from left to right, top to bottom using parameters p= 5000, a= 400.0,0 = 0.01 
and T= 80000 with seed 1. 
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Figure 3.14: The graph above is a plot of the probability frequencies (action 
probabilities) of taking an action uE U(i) in a particular state i plotted at 
irregularly spaced points (Step time (t)). The states 0,1,2,3 and 4, are presented 
from left to right, top to bottom using parameters p= 5000, a= 1000.0, A=0.01 
and T= 80000 with seed 1. 
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Figure 3.15: The graph above is a plot of the probability frequencies (action 
probabilities) of taking an action uE U(i) in a particular state i plotted at 
irregularly spaced points (Step time (t)). The states 5,6,7,8 and 9, are presented 
from left to right, top to bottom using parameters p= 5000, a= 1000.0,0 = 0.01 
and T= 80000 with seed 1. 
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3.11 Running the optimiser concurrently with 
the p-learner - The evolution of the current 
value function and model estimates 
3.11.1 Introduction 
We now move on to look at the second and third of the convergence criteria, 
the convergence of the current state transition probability (model) and value 
function estimates, as discussed in Section 3.5.3.3. In this and subsequent sections 
we consider various evaluatory and diagnostic tools to test whether our current 
value function estimate has converged to the true optimal value function, for the 
different parameter sets. However, in every section except the last, we also look 
at the quality of estimating the state transition probabilities because the current 
value function estimates depend upon them. 
The values of the learning parameters considered in these analyses are It = 
5000,10000,20000, or = 100 and 400, and 0=0.003 and 0.01; again with an extra 
a equal to 1000 added for p= 5000 (see Section 3.5.1). We recall that p controls 
the amount of learning we are willing to do, a controls how quickly we move 
from uniform sampling to focused sampling and 0 controls the rate at which 
we discriminate between action uE U(i) in state iES after time p. Note the 
larger the value of or the slower the transition from uniform sampling to focused 
sampling, and the bigger value of 0 the faster the rate of discrimination between 
actions after time p. In this and subsequent sections both single and multiple 
runs are considered depending upon the required output (see Section 3.5.3.1). 
To compare the two criteria we plotted the root mean square error of the 
current value function estimates for all iES, denoted by E;, (t), against the root 
mean square error of all the current state-transition probability estimates for all 
i, jES and uE U(i), denoted by EP(t), parameterised at both time t and at log 
118 _ 
3.11 RUNNING THE OPTIMISER CONCURRENTLY WITH THE P-LEARNER - 
THE EVOLUTION OF THE CURRENT VALUE FUNCTION AND MODEL 
ESTIMATES 
to the base 10 where, 
E {v(i) - vt(i)}2 {IS1}-1 (3.11.5) 
iES 
and 
Ea(t) = {pij(U) -P (u)}2 {ISI2IUI}-1 . 
(3.11.6) 
iES jES uEU(i) 
To begin with the current value function estimates in all of the states were set 
to zero and the current state transition probability estimates had a uniform prior, 
therefore both sets of errors were very large at time 0. Thus the figures below 
comparing loglo(E-(t)) with loglo(EP(t)) start at the top right hand side of the 
graphs before eventually making their way over to the left hand side, where it is 
hoped the p-learner has learnt enough information about the true state transition 
probabilities and the optimiser has indirectly learnt about the true optimal value 
function, for E;, (t) to tend to zero. 
For the current value function estimates to converge to the true optimal value 
functions in each state iES, we have to focus on obtaining good estimates of 
the true state transition probabilities following an optimal policy. This takes 
time. For this reason if T is small the optimal value of p will be a relatively big 
fraction of T. Therefore in the following figures comparing loglo (E-(t)) against 
loglo(E, 5(t)), we plot tick marks at maximium intervals of 10000 iterations labelled 
from 1 to 8 to see the effects of varying T from 10000 to 80000, for a given value 
of A. 
Figures 3.16 and 3.17 below illustrate the evolution of the method's per- 
formance for learning parameter sets {µ = 20000, a= 400 A=0.01} and 
{p = 10000, or = 400 0=0.01} respectively. One of the reasons behind choos- 
ing these parameter sets was that they give a good illustration of how much the 
p-learner learns about the. overall model for different values of A. The other is 
that (as previously shown in Figure 3.4) for {p = 20000, or = 400 0=0.01} the 
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current policy estimate settled down to the optimal policy, but for {p = 10000, 
o= 400,0 = 0.01} it did not. Therefore by comparing the two, we will see 
whether choosing a suboptimal policy over an optimal one has a significant effect 
on the convergence of vt(. ) to v*(. ). Each plot consists of two independent runs 
to see if the history of the process differs from one seed to the next. On the other 
hand, Figures 3.18 and 3.19 (one for each seed) summarise the performance of 
all of the learning parameter sets corresponding to It = 20000 and 10000. They 
show how sensitive the method's performance is for different values of o and A. 
The above is repeated for It = 5000. 
Figures 3.20 and 3.21 illustrate the evolution of the method's performance for 
learning parameter sets {µ = 5000, v= 400 z=0.01} and {p = 5000, or = 1000 
0=0.01} respectively. They are both used to compare how much the p-learner 
learns about the overall model and to see to what degree vt(") converges to v*(. ). 
These figures are used for comparison purposes, amongst themselves , and with 
Figures 3.16 and 3.17. Figures 3.22 and 3.23 (one for each seed), on the other 
hand, report how sensitive the method's performance is for different values of Q 
and 0, using such a small value of p as 5000. 
In all of the figures illustrating the evolution of the method's performance 
we note a consistent trend in the method's behaviour. Figure 3.24 below and 
Table 3.11 above, help us to explain this phenomena. Figure 3.24 illustrates the 
history of the process of the plot loglo(E;, (t)) against loglo(EE(t)) for the learning 
set {µ = 20000, o= 400 and 0=0.01}, but this time we labelled the method's 
performance at irregular time points from 100 to 80000 iterations, labelled from 
0.01 to 8. Table 3.11, on the other hand, shows us the time intervals when the 
optimiser running concurrently with the p-learner chose the optimal action in 
each particular state. 
We end Section 3.11 by comparing the performance of the optimiser when 
run concurrently with the p-learner with that of two other methods, namely, the 
optimiser on its own and the Pre-Jacobi method. We measure their performance 
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using Figure 3.25, plotting the error in the current value function estimates for 
each method against time step t. 
3.11.2 Comparing errors in the current value function es- 
timates with the current model estimates using 
µ= 20000 and µ= 10000 
If we compare Figures 3.16 and 3.17 we can see that the p-learner learnt more 
about the overall model for p= 20000 compared with p= 10000. This makes 
sense because in the p= 10000 case the p-learner "homed-in" on the set state- 
transitions probabilities following the current policy estimate sooner than the 
p= 20000 case. Note that after the point of discrimination between actions 
(time p), the errors in the current value function estimate E;, (t) converged to 
zero quicker than when the p-learner sampled over all the actions in each state 
- again because the p-learner focused in on estimating the most important part 
of the model. Figures 3.16 and 3.17 also illustrate if the simulation horizon was 
set to a small value of T e. g. 10000, the optimiser's estimates of the optimal 
value function would have been far from the final solutions in both seeds. This is 
because the p-learner would only have had a short amount of time in which to; a) 
decide which actions were optimal in each state and, b) sample the current action 
estimates in each state a sufficient number of times (in the hope that they are 
the true optimal actions) to gain good estimates of the optimal value function. 
In the p= 20000 case Figure 3.16 shows that the error in the current value 
function estimate was slightly larger at t= 40000 compared with that of t= 
30000 using seed 1. This is because the p-learner had not sampled the state- 
transition probabilities following the current policy estimate enough times by 
t= 30000. If we look back to Figures 3.6 and 3.7, they show the p-learner did 
not sample the true optimal actions in all of states with probability 1 until some 
time after p. Consequently, the p-learner did not have good enough estimates of 
121 
3.11 RUNNING THE OPTIMISER CONCURRENTLY WITH THE P-LEARNER - 
THE EVOLUTION OF THE CURRENT VALUE FUNCTION AND MODEL 
ESTIMATES 
the important state-transition probabilities at t- 30000. Even after time T, the 
error defined in Equation (3.11.5) did not equal zero. For E; (t) to tend to zero 
log10 {E;, (t) } would have to tend to -6, and at time T it barely has not quite 
reached -1. This makes us wonder whether we are getting to the limit when we 
try to estimate the important state-transition probabilities, because Table 3.7 
told us that we did visit each state often enough. What is encouraging, is that, 
the longer we sample the state transition probabilities following the current policy 
estimate the better our estimates of the true optimal value functions in each state 
iES. In both seeds we see a vast improvement in loglo{Ev(T)} compared with 
log10{E; (70000)}. This was true of all learning parameter sets. 
As for the it = 10000 case if we look back to Figure 3.11 we note that the op- 
timiser's current action estimate in state 8 converged to action 2 instead of action 
1, the true optimal action. Evidently the estimates of state-transition probabil- 
ities in the row corresponding to state 8 are far better for action 2 compared 
with that of action 1- simply because the p-learner sampled all the elements in 
the row corresponding to state 8 in action 2 more frequently than for action 1. 
Therefore the optimiser's current value function estimate in state 8 consisted of 
the wrong current state-transition probability estimates, and as a consequence 
Figure 3.17 shows that loglo { E;, (T) } is bigger for seed 1 than in Figure 3.16. 
We then plotted a summary of the performances running the optimiser con- 
currently with the p-learner for all the different sets of parameters corresponding 
to it = 20000 and 10000. The results of which are illustrated in Figures 3.18 and 
3.19 below. As we can see the figures show nice, clear patterns, at least as far as 
the effects of p and the seeds go, but they show a relative insensitivity to a' and 
A. This is due to the fact that the function y '(t) which we used in every state to 
discriminate between actions was a continuous function. The function began by 
choosing actions in each state with equal probability and then made an abrupt 
step at time µ with the intention of choosing the current action estimate in each 
state with probability 1. This is the sole reason why the history of the process is 
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Figure 3.16: The graph above is a plot of loglo(E;, (t)) against loglo(Ep(t)) (pa- 
rameterised by time t) defined for all states iES and actions uE U(i); where 
p= 20000.0, a= 400.0, A=0.01 and T= 80000. Twenty different seeds were 
used in all. We present results taken from two seeds to give us a good illustration 
of the method's performance. Tick marks were plotted for each of the two seeds 
at every 10000 iterations, labelled from 1 to 8. 
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log1O(Eü(t)) 
Figure 3.17: The graph above is a plot of loglo(E;, (t)) against loglo(Ep(t)) (pa- 
rameterised by time t) defined for all states iES and actions uE U(i); where 
µ= 10000.0, o, = 400.0,0 = 0.01 and T= 80000. Twenty different seeds were 
used in all. We present results taken from two seeds to give us a good illustration 
of the method's performance. Tick marks were plotted for each of the two seeds 
at every 10000 iterations, labelled from 1 to 8. 
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-µ= 20000 0= 400 0=0.003 
µ= 20000 0= 100 A=0.01 
µ= 20000 0= 100 0=0.003 
µ= 10000 0= 400 A=0.01 
µ= 10000 0= 400 A=0.003 
_ 
µ= 10000 0= 100 0=0.01 
-µ= 10000 a= 100 0=0.003 
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-1.0 -0.5 0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.6 
Io61o(E;, (t)) 
Figure 3.18: The graph above is a plot of 1og10(E;, (t)) against loglo(Ep(t)) (pa- 
rameterised by time t) defined for all states iES and actions uE U(i); for 
different values of p, a, and 0 with T= 80000. The graph illustrates results 
taken from seed 1. 
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-µ= 20000 0= 100 A=0.01 
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µ= 10000 0= 400 A=0.01 { 
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-µ= 10000 0= 100 0=0.003 
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log 10(E, (t)) 
Figure 3.19: The graph above is a plot of loglo(Ev(t)) against loglo(Ep(t)) (pa- 
rameterised by time t) defined for all states iES and actions uE U(i); for 
different values of u, a, and 0 with T= 80000. The graph illustrates results 
taken from seed 2. 
126 
3.11 RUNNING THE OPTIMISER CONCURRENTLY WITH THE P-LEARNER - 
THE EVOLUTION OF THE CURRENT VALUE FUNCTION AND MODEL 
ESTIMATES 
3.11.3 Comparing the errors in the current value function 
estimates with the current model estimates using 
µ= 5000 
Figures 3.20 and 3.21 compare the evolution of loglo(E; (t)) and loglo(EE(t)). 
Note that for p= 5000 the method did not learn as much about the overall 
model compared with when p equalled 20000 and 10000. This was to be expected 
as the point of discrimination happened a lot sooner in the p= 5000 case. Also, 
at the point of discrimination between actions (time p), the errors in the current 
value function estimate E(t) converged to zero quicker than when the p-learner 
sampled over all the actions in each state. This is again because the p-learner 
focused in on estimating the most important part of the model. This was true of 
all learning parameter sets considered. We also note that the error in the current 
value function estimate for seed 1 using parameters o, = 400 and A=0.01 was 
smaller at t= 20000 than for t= 30000. However, if we look back to Figure 3.13 
we can see that the p-learner did not decide to sample the optimal action in state 
8, or the hard states for that matter, until quite a late stage. A similar argument 
is true for the or = 1000 case. 
We note that the error in the current value function estimate, out of all the 
learning parameter sets considered in this experiment, was the smallest at time 
T. This is simply because the p-learner focused on the true optimal actions in 
each state earlier than was the case for the other parameter sets (see Figures 3.4 
and 3.5). The figures also show log10 {E;, (T) } was far from -6 but, encouraging, 
that loglo{E;, (T)} was a big improvement on loglo{E; (70000)}. 
We then plotted a summary of the performances for µ= 5000 illustrated in 
Figures 3.22 and 3.23 for all the different sets of parameters, to compare the 
effect the different parameters had on the method's performance. The graphs 
show nice clear patterns at least as far as the effects of it and seeds are concerned, 
but contrary to Figures 3.18 and 3.19 (µ = 20000 and µ= 10000) the graphs do 
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not show the relative insensitivity to a and -A. This is the case 
for two reasons: 
1) the point of discrimination between actions happened quite early on and 2), 
using a= 1000 meant ry (t) was further away from its asymptote compared with 
a= 400 and 100. Consequently, the p-learner was only able to choose the same 
actions as o, = 100 and 400 at the start of the run. Hence the history of the 
method's performance for different learning parameters, shown in Figures 3.22 
and 3.23, was unique. 
128 
3.11 RUNNING THE OPTIMISER CONCURRENTLY WITH THE P-LEARNER - 

















-1.0 -06 0.0 0.5 1.0 1.6 2.0 2.5 3.0 3.6 
Io610(Eü(t)) 
Figure 3.20: The graph above is a plot of loglo(E;, (t)) against loglo(Ep(t)) (pa- 
rameterised by time t) defined for all states iES and actions uE U(i); where 
µ= 5000.0, a= 400.0,0 = 0.01 and T= 80000. Twenty different seeds were 
used in all. We present results taken from two seeds to give us a good illustration 
of the method's performance. Tick marks were plotted for each of the two seeds 
at 5000,10000 and every 10000 iterations thereafter, labelled 0.5,1,2,3,4,5,6, 
7and8. 
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Iog10(Eü(t)) 
Figure 3.21: The graph above is a plot of loglo(E;, (t)) against loglo(Ep(t)) (pa- 
rameterised by time t) defined for all states iCS and actions uE U(i); where 
It = 5000.0, a= 1000.0, A=0.01 and T= 80000. Twenty different seeds were 
used in all. We present results taken from two seeds to give us a good illustration 
of the method's performance. Tick marks were plotted for each of the two seeds 
at 5000,10000 and every 10000 iterations thereafter, labelled 0.5,1,2,3,4,5,6, 
7and8. 
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-1.0 -0.6 0.0 0.5 1.0 1.6 2.0 2.5 3.0 3.5 
loglo(Eü(t)) 
Figure 3.22: The graph above is a plot of loglo(Ej(t)) against loglo(Ep(t)) (pa- 
rameterised by time t) defined for all states iES and actions ue U(i); for 
different values of µ= 5000, a, and 0 with T= 80000. The graph illustrates 
results taken from seed 1. 
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Figure 3.23: The graph above is a plot of loglo(E;, (t)) against loglo(Ep(t)) (pa- 
rameterised by time t) defined for all states iES and actions uE U(i); for 
different values of p= 5000, a, and 0 with T= 80000. The graph illustrates 
results taken from seed 2. 
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3.11.4 Consistent Trends 
In this section we investigate the phenomena of consistent trend in the above 
graphs, comparing loglo(E;, (t)) and loglo(EP(t)). We use Figure 3.24 below and 
Table 3.11 above to help us explain this phenomena, as discussed in Section 3.11.1. 
The trend is described as follows: to start with the method seems to learn about 
the true optimal value function without learning too much about the true model. 
Then the error in the current value function estimate oscillates, noticably increas- 
ing and decreasing, while the error in the current model estimate decreases for 
the most part. This carries on until at the point of discrimination (time µ) the 
error in the model decreases more gradually and the error in the current value 
function estimate converges fairly rapidly to zero until time T. 
To begin with the current value function estimates in all of the states are set 
to zero at time 0, and the current state transition probability estimates have a 
uniform prior. Therefore both sets of errors are all very large at time 0. Thus the 
figures below comparing loglo(E-(t)) against loglo(EE(t)) start at the top right 
hand side of the graphs before eventually making their way over to the left hand 
side. 
At the start of each run when the optimiser is run concurrently with the p- 
learner, the convergence of the current value function estimate is comparable to 
the case of deterministic convergence (the optimiser when run on its own). Thus 
the current value function estimate converged fairly rapidly to the wrong model 
(the present model) without learning too much about the true model. It is for this 
reason that from t=0 to t= 2000 the error in the current value function estimate 
decreased fairly quickly relative to the errors in the current model estimate. This 
is why once the current value function estimate had converged to the wrong 
model, the error in the current value function estimate did not change very much 
because the optimiser relied heavily on the information given to it by the p- 
learner. 
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We know from time 0 to a time approaching µ the p-learner tries to sample 
all the actions in each state, which on occasions has the effect of making the 
method think a suboptimal policy is the true optimal one. We can see this by 
looking at Figure 3.4 - to begin with the optimiser had trouble differentiating 
between choosing a suboptimal policy and the true optimal policy. This caused 
errors in the current value function estimate to increase and sometimes decrease, 
due to compensating errors in the difference between the true state-transition 
probabilities and the current state-transition probability estimates at time t. Not 
only that, the optimiser only updates the current value function estimate at one 
state per update and both the optimiser and the p-learner visit their own set of 
states independent of one another, so it may take the optimiser a while for it to 
realise that its behaviour is sometimes suboptimal. 
We can look at two particular cases in Figure 3.24 below. In Figure 3.24 
below we note that from t= 3000 to 6000 the error in the current value function 
estimate increased fairly rapidly with respect to time and after t= 30000 the error 
decreased fairly rapidly with respect to time. If we look at Table 3.11 above we 
can see that the time intervals from t= 3060 to 3598 and from t= 3649 to 6043, 
were the time periods when the optimiser lost the true optimal policy in favour 
of a suboptimal policy. Therefore in these instances the optimiser converged to 
a suboptimal model based on the information given to it by the p-learner. This 
corresponds to the behaviour of the method's performance from t= 3000 to 6000 
shown in Figure 3.24 below. The period from t= 3000 to 6000 is the period with 
the largest error in the current value function estimate (apart from that at the 
beginning of the run). 
The results quoted in Table 3.11 tell us the current value function estimate 
converged after 8909 iterations. However, the p-learner still sampled suboptimal 
actions until some time after time it (see Figure 3.6). Thus we see for a short time 
period, after µ= 20000, the error increased, that is until the p-learner sampled 
the important actions in each state enough times so that the error in the current 
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value function estimate eventually converged to zero. Even at T= 80000 we see 
that there is still enough sampling error in the current state-transition probability 
estimates for us not to see log(E;, (t)) = -6, but from t= 40000 onwards the tick 
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Figure 3.24: The graph above is a plot of loglo(E;, (t)) against loglo(Ep(t)) (pa- 
rameterised by time t) defined for all states iES and actions uE U(i) for seed 1; 
where µ= 20000.0, or = 400.0, A=0.01 and T= 80000. The plot shows us the 
method's performance at a wide range of time points. Tick marks are labelled 
from 0.01 to 8 where tick mark 1 represents the method's performance at step 
time 10000. 
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3.11.5 Comparing different methods 
To compare the performance of the optimiser when run concurrently with the 
p-learner we compared it with the performance of the optimiser when run on 
its own and the Pre-Jacobi method, as discussed in Section 3.5.3.3. We com- 
pared the error in the current value function estimates for each method using 
Equation (3.11.5) with step time t. Firstly, we substituted v and v for v in Equa- 
tion (3.11.5) to represent the root mean square error of the current value function 
estimate for the optimiser when run on its own and the Pre-Jacobi method re- 
spectively. We illustrate our findings using the plots shown in Figure 3.25 below. 
We used the learning parameter set {p = 20000, o= 400, and A=0.01} but 
the results shown in Figure 3.25 were typical of any combination of parameters 
considered in this sequence of simulations. 
We can see when the optimiser was run on its own and in the Pre-Jacobi 
method the current value function estimates converged to the true optimal value 
functions fairly quickly. In fact it only took the optimiser when run on its own 
2214 iterations for E;, (t) to converge to zero and 207 iterations for E (t) to con- 
verge to zero (to 6 decimal places) in the Pre-Jacobi method, but when the 
optimiser was concurrently run with the p-learner E;, (T) = 0.420564. Hence, the 
current value function estimates in the latter method did not converge to the true 
optimal value. We can see this in Figure 3.25 below. When the optimiser was run 
on its own and in the Pre-Jacobi method the errors in the current value function 
estimates decreased monotonically until convergence. However, when the opti- 
miser was run concurrently with the p-learner the errors decreased for the most 
part, but Figure 3.25 shows that the errors occasionally increased. This is due 
the fact the optimiser depends heavily on the estimates of the true state transi- 
tion probabilities given to it by the p-learner. An example of this is discussed in 
Section 3.11.4 above. 
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Figure 3.25: The graph above is a plot of root mean square error of current value 
function estimate at loglo against step time t using parameters µ= 20000.0, 
or = 400.0, A=0.01 and T= 80000 for seed 1. We wanted to compare the error 
in the value function for the 3 different methods; the optimiser run on its own 
(Opt Only), the optimiser run concurrently with the p-learner (Opt + PL) and the 
conventional Pre-Jacobi method. We plotted the errors in the value function for 
these particular parameters because qualitatively speaking they display roughly 
the same typical behaviour over the 3 different methods as in any other set of 
parameters. 
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3.12 The optimiser run concurrently with the 
p-learner - End points 
We now come on to the last section, in which we simultaneously compare the 
second convergence criteria with the third, as discussed in Section 3.5.3.3. In this 
section we only consider multiple runs (see Section 3.5.3.1). 
In the above figures comparing loglo(Ev(t)) versus loglo(Ep(t)) we saw two 
trajectories for the different parameter sets considered, but we must ask, how 
representative are these trajectories of realisations of the process and will E;, (t) 
ever tend to zero as t tends to T? We plotted the points loglo (E;, (T)) versus 
loglo(Ep(T)) using the 20 different seeds for each parameter set. The results of 
which are illustrated in Figures 3.26 and 3.27. These errors at time T we call the 
end points. 
As expected Figures 3.26 and 3.27 show significant differences in the end 
points. The end points for each parameter look fairly uniform. The difference in 
the end points is caused by the stochasticity due to the way actions are chosen 
using different seeds and different parameter sets. This happens when the func- 
tion -y(t) becomes appreciable (rises above zero). The function 7'(t) becomes 
appreciable near time p if o is small and time t« ,u if o is large. 
For µ= 5000 the end points (for the 20 different seeds) are more clustered 
compared with the p= 20000 and 10000 cases. We recall the results found using 
the learning parameter set { ji = 5000, o= 1000, A=0.011 shown in Table 3.10 
above, we see that the current action estimates only converged to the optimal 
action in state 8,13 times out of 20, and if we look at Figure 3.27 the majority of 
its end points have large errors in the value function compared with most. This 
is caused by the discrepancies in the estimated model compared with the true 
model. As for the other parameter sets for µ= 5000 the eventual action estimate 
in state 8 was the true optimal action for most seeds therefore their cluster of 
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end points do not look too dissimilar to the cluster of end points for A= 20000 
and 10000. 
For p= 20000 and 10000 (see Figure 3.26) we see 9 outliers in the left hand 
tail of the overall cluster. Table 3.10 tells us that in the p= 20000 and 10000 
case the current action estimate converged to the true optimal action in state 8 
most of the time. Thus we would expect the value function estimates at time 
T to be closer to the optimal value function for the p= 20000 and 10000 cases 
than for the p= 5000 case. But E-(T) does not equal zero in these cases. This 
makes us wonder whether we are getting to the limit when we try to estimate the 
state-transition probabilities and if noise in the current value function estimates 
will always be present. 
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Figure 3.26: The graph above is a plot of loglo(E(t)) against loglo(Ep(t)) (pa- 
rameterised by time t) defined for all states iES and actions uE U(i); for the dif- 
ferent combinations of p= 10000,20000.0, or = 100.0,400.0, and 0=0.003,0.01. 
The graph illustrates the position of the end points of all 20 simulations using 
different seeds for each parameter set. 
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Figure 3.27: The graph above is a plot of loglo(E(t)) against loglo(Ep(t)) (pa- 
rameterised by time t) defined for all states iES and actions uE U(i); for the dif- 
ferent combinations of p= 10000,20000.0, a= 100.0,400.0, and 0=0.003,0.01. 
The graph illustrates the position of the end points of all 20 simulations using 
different seeds for each parameter set. 
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3.13 The optimiser run concurrently with the 
p-learner - The average bias and standard 
deviation of the current value function es- 
timates 
In this section we attempt to illustrate the consequences of not sampling the true 
optimal action in the "very difficult state", state 8, as discussed in Section 3.5.3.3. 
The results of this are presented in Table 3.13 and Figures 3.28 and 3.29 below. 
Only multiple seeds are considered in this section (see Section 3.5.3.1). 
Table 3.13 compares various differences between the current value function 
estimates vT(i) at time T and the true optimal value function v*(i) defined for 
each state iES, using the parameter set µ= 10000, a= 400 and A=0.01. 






min max std dev. v*(i) 
0 -0.279 -2.038 2.462 1.338 1341.166 
1 -0.054 -1.968 2.412 1.149 1318.535 
2 -0.124 -1.724 1.423 1.008 1229.388 
3 -0.215 -2.138 2.120 1.109 1230.372 
4 -0.176 -2.901 2.662 1.330 1254.341 
5 -0.174 -2.177 2.407 1.321 1242.126 
6 -0.099 -2.520 2.097 1.258 1212.976 
7 -0.190 -1.828 2.760 1.273 1342.630 
8 0.263 -2.154 4.448 1.947 1225.870 
9 0.064 -1.523 2.404 1.248 1213.414 
Table 3.13: The table above displays the mean (averaged over the 20 simulations), 
the minimum value, the maximum value and the standard deviation (averaged 
over the 20 simulations) of vT(i) - v*(i) for each state iES. The parameters 
used were µ= 10000 a= 400,0 = 0.01 and T= 80000. 
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vT(i) - v*(i) averaged over the 20 simulations. Throughout this section we refer 
to "mean" and "std dev" as average bias and average standard deviation of iT(i) 
respectively. The positive bias in state 8 is typical when the p-learner has trouble 
estimating the true state-transition probabilities in that state. Figures 3.28 and 
3.29, on the other hand, are graphical displays summarising the average bias and 
the average standard deviation of the current value function estimates at time 
T at each iES and for all the 8 sets of parameters used in our sequence of 
simulations. In each figure observations for each parameter set are labelled in 
one colour. Observations for each state are labelled from 0 to 9. We plotted these 
figures because they convey more information than would be the case if we were 
to present one table for each parameter set. 
As expected, looking at Figures 3.28 and 3.29 we see the principal features 
are the observations for state 8. If we look back to Table 3.10, the table tells us 
which parameter sets had trouble sampling the true optimal action in state 8. In 
Table 3.10 we notice the worst parameter sets for p= 20000 and 10000 were the 
ones corresponding to a= 400,0 = 0.003, and a= 400,0 = 0.01, respectively. 
Figure 3.28 shows that the two observations corresponding to these parameter 
sets in state 8 are the two right most observations in the picture. In fact, 4 out 
of 8 observations corresponding to state 8 are to the far right of the picture. 
In Figure 3.28 most of the biases in the different states are negative, except for 
states 8 and 9, which is a significant result. We note the majority of observations 
for state 9 in Figure 3.28 have a bias around zero. We previously saw in Tables 3.6, 
3.7,3.8 and 3.9 above that state 9 is the state that was visited most often. 
However, this does not tell anything about the bias, only the standard deviation. 
In fact most the time state 9 had one of the smallest standard deviations in 
comparison to the rest of the states in its parameter set. 
Figure 3.25 (comparing the three different methods) demonstrates that if 
we know the true state-transition probabilities the optimal value function will 
converge fairly quickly. So positive bias cannot be a result of not visiting states 
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often enough. It is because we do not have good enough estimates of the true 
state-transition probabilities, especially in state 8- and because the current value 
function estimates in state 8 are far from the final solution, the estimates of the 
optimal value function in the other states will not converge because they consist 
of the estimates for state 8. We note the positions of the observations for different 
learning parameters in states 8. For all states other than state 8, a similar pattern 
of observation clusters is apparent in all parameter sets. 
In Figure 3.29 on the other hand, all of the observations corresponding to 
state 8 are on the far right of the picture. Table 3.10 confirms this result. We 
note from Table 3.10 that, in 20 simulations, using the learning parameter set 
{µ = 5000, a= 1000, A=0.01}, the p-learner only chose the true optimal action 
in state 8,13 times over the best suboptimal action. Hence the optimiser only 
chose the true optimal policy 13 times out of 20. Consequently, the standard 
deviation and bias corresponding to state 8 is extremely large compared with the 
rest. A similar argument can be said using the learning parameter {µ = 5000, 
a= 100, A=0.01}. We can also see from Figure 3.29 that if the observations for 
state 8 have large positive biases, the other observations corresponding to their 
parameter set also have positive biases. 
In conclusion, evidence suggests that even if the overall costs between the 
true optimal action and the best suboptimal action in a particular state are 
fairly close, sampling the best suboptimal action over the true optimal action 
for long periods may result in serious consequences especially when it comes 
to estimating the optimal value function. We have shown that using wrong 
estimates of the true state-transition probabilities in the current value function 
estimate in a particular state will make the solution converge to a suboptimal 
value function. This result was less apparent when we looked only at the two 
realisations comparing 1og10(E(T)) with loglo(EP(T)) in the previous sections. 
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Figure 3.28: The graph above is a plot of the average standard deviation of 
VT(i) against the average bias of vT(i) defined for all states iES at time T for 
the parameter sets considered for p= 20000 and p= 10000. Each observation 
consists of results taken from the 20 simulations for each parameter set. We used 
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Figure 3.29: The graph above is a plot of the average standard deviation of vT(i) 
against the average bias of vT(i) defined for all states iES at time T for all 
the parameter sets considered for µ= 5000. Each observation consists of results 
taken from the 20 the simulations for each parameter set. We used one colour 
for each parameter set and each observation represents the value of each state. 
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This chapter considers a simple discounted machine replacement (sparsely con- 
nected) problem. In the previous chapter we investigated the performance of our 
methods for different learning parameter sets for a "fully connected" system. We 
compared the results of this analysis with results generated by the more conven- 
tional Pre-Jacobi method. We also showed that the computational cost we pay 
for not knowing the true state transition probabilities is fairly high. 
In this chapter we look at modifications to the previously discussed method- 
ology which help us deal with more "sparsely connected" systems. We call this 
previously discussed methodology a standard approach. We use the same criteria 
as in the preceding chapter to evaluate the ability of the modified methods to 
find a true optimal policy and the true optimal value function in each state iES. 
In all instances a fixed simulation horizon budget of size T was used. 
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In this chapter we will look at three different methodologies, hence the chapter 
is split into three main parts. In the first part we will see that applying our stan- 
dard version to this problem has a number of difficulties associated with it. For 
these reasons, in the second part of the chapter, we extend the standard approach 
using an indexed method in the optimiser which we call the indexed version. 
However, problems still remain in the p-learner. Therefore, ' in the last part of the 
chapter we look at a coupled version where we couple both the indexed optimiser 
and p-learner, rather than running them independently. Although not widely 
applicable, the coupled version gives us an interesting insight into the bounds 
of behaviour of the system, given that sampling problems in the p-learner can 
be eradicated. All these algorithms are compared in turn with the conventional 
Pre-Jacobi method. 
We first describe the illustrative problem. After reviewing the standard method- 
ology we apply to the illustrative problem, we discuss the function of the algo- 
rithm at each iteration. The choice of learning parameters for choosing actions 
for all algorithms used in this chapter is then discussed. We discuss the different 
output reported for each algorithm. We then outline various the criteria which 
we use to analyse the performance of the standard algorithm across a different 
range of parameters, before applying it to the particular problem analysed in this 
case study. 
After discussing the problems encountered with the standard methodology 
used in the previous chapter, we describe an improved performance algorithm 
called the indexed version which helps us deal more effectively with sparsely 
connected systems. We describe its mechanics at each iteration when system 
parameters are both known and unknown, so as to precisely define the criteria 
we will use to evaluate the success of our algorithms. We outline the various 
criteria we use to evaluate its performance and then discuss the outcome of our 
simulations. We then present the coupled version which is a way of overcoming 
the problems experienced in the p-learner. We discuss in detail the performance 
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of the algorithm at each iteration and we close by presenting some results. We 
end the chapter comparing the performance of the indexing method with that of 
the standard method using the problem illustrated in the previous chapter. 
4.2 Problem Description 
A simple infinite horizon machine replacement problem with a discount factor 
a was set up to illustrate how robust the methods described in Section 3.3 are. 
This case study is representative of a problem studied on Page 248 of Puter- 
man (1994). The problem described below helped motivate the development of 
our improved performance algorithms using modifications of an index method, 
described in Section 4.7. Throughout this chapter we used the problem to com- 
pare the performance of our algorithms with the more conventional Pre-Jacobi 
method. 
A machine is used in manufacturing and at each time t, a decision has to be 
made whether to replace it with a new one. Machines deteriorate over time and 
their condition is categorised into states iES where S= {0,1,2, ... n}. 
The 
lower the value of the state the better its condition. At each time t, in states 0 
through to n-1, the controller has a choice of two actions, 0 and 1. Action 0 
denotes the action of replacing the machine for a new one, and action 1 denotes 
the action of continuing with the present machine until the next decision epoch. 
Note that in state n only action 0 is available since the machine is in its worst 
conceivable condition, and it must be replaced. 
Let it be the state at time t. If it =i at time t and the decision is to "replace", 
we incur a cost ci(0) and a new machine is put in position ready to start at time 
t+1 where, 
0 wp po, 
it+i -1 wp 'Po and, (4.2.1) 
j wp 0 if j00 or 1. 
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However, if it =i at time t and the decision is "do not replace", a maintenance 
cost q(1) is incurred where, 
i wp Pi 
is+i +1 wp 1-p, and, (4.2.2) 
j wp 0 if ji or i+ 1. 
Costs are discounted over an infinite horizon time at rate a. 
In this chapter all of the numerical results are based on the following numerical 
parameters: 
0 S={0,1,..., 11}, 
"U= {O, 1} with only action 0 available in state 11, 
" po=0.38 1-po=0.62, 
" p1 = 0.41 1- p1 = 0.59, 
" ci(0) = 10.2 ci(1) = i, 
9 discount factor a=0.75. 
Contrary to the "fully connected" system studied in Chapter 3, the machine 
replacement is a "sparsely connected" system because it is not possible to move 
from a state iES to each state jES given any action uE U(i) in one time step. 
It is for this reason that the system parameters such as the immediate costs and 
the state transition probabilities were carefully chosen. Owing to the structure of 
the problem we chose the state transition probabilities in such a way as to make it 
easier for the controller to visit the higher valued states. In later sections we will 
see that sampling the higher valued states in the optimiser and p-learner is not as 
easy as first we anticipated. In conjunction with the state transition probabilities, 
the immediate costs were chosen to exemplify varied behaviour in the system for 
different states. Twelve states in the state space S were chosen because we knew 
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that we only had a finite simulation horizon of size T. The bigger the state space, 
the shorter the amount time in which to sample each individual state. We chose 
a large value for a for the same reason as that stated in Section 3.2. 
It is known that an optimal stationary policy exists (Puterman 1994) for the 
underlying infinite discounted MDP which is a threshold policy with threshold 
(state) I of the form, 
0 if i >I and, 
ir(i) = (4.2.3) 
1 if i<I, 
with a corresponding value function, 
v(i) = cz(ir(i)) +a EPzj(7r (i))v(7)ý 
jES 
=a {O. 41v(i) + 0.59v(i + 1)} for 0<i<I, 
=a {O. 38v(0) + 0.62v(1)} for i >I. (4.2.4) 
Since we know there exists an optimal stationary policy, the optimal "Q-values" 
show it in Table 4.1 below. 
Table 4.1 below is a table of the optimal Q-values Q* (i, u) and the optimal 
actions 7r*(i), defined for each state icS and action uE U(i). We can see 
that the value iteration method used to obtain the results presented in Table 4.1 
decomposed the state space under the stationary policy into two distinct classes: 
a recurrent class and a transient class, the recurrent class being states {0,1,2,3,4} 
and the transient class being states {5,6,7,8,9,10,11}. A state is recurrent if a 
return to it is certain to occur eventually, whereas a state is transient if a return 
to it is not certain. 
We will see in Section 4.6 that when we apply the standard optimiser and 
p-learner to this "sparsely connected" problem, difficulties occur when we try 
to visit and observe the higher valued states both in the optimiser and the p- 
learner respectively. This problem was not present in the "fully connected" case, 
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described in the previous chapter. In addition to this Table 4.1 shows that in 
state 4 it is not a clear cut decision which action is best, even when the system 




Q. (i, u) 
u=0 1 
7r* (i) 
0 16.196 5.921 1 
1 16.196 9.265 1 
2 16.196 12.240 1 
3 16.196 14.636 1 
4 16.196 16.125 1 
5 16.196 17.147 0 
6 16.196 18.147 0 
7 16.196 19.147 0 
8 16.196 20.147 0 
9 16.196 21.147 0 
10 16.196 22.147 0 
11 16.196 NA 0 
Table 4.1: The table above presents the optimal Q-values, Q* (i, u) for this par- 
ticular problem defined for each state iES and action uE U(i), and the cor- 
responding optimal actions lr* (i) defined for each state iES. These values were 
obtained using value iteration. Note, all of the bold figures in the above table 
correspond to the true optimal value function v* (i) defined for each state iES. 
4.3 The Methodology Used In The First Part 
Of This Chapter 
4.3.1 Review 
This is the first part of the chapter which discusses the standard version of the 
methodology used in previous chapter. In this section we briefly re-cap on the 
methodology before we apply it to the problem described in Section 4.2 above. 
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We discuss the two extensions of the standard version, the indexed and coupled 
version, in the second and third parts of the chapter respectively. 
In all of the algorithms described in this chapter, it is the optimiser that 
stochastically approximates the optimal value function v*(") and the optimal 
policy lr*(") and it is the p-learner that updates the current estimates of the state 
transition probabilities (see Section 3.3.1). Note the p-learner is only used in 
conjunction with the optimiser when the true state transition probabilities are 
unknown. Thus, when the system parameters are known the optimiser is run 
on its own (the known P case) and when they are unknown the optimiser is 
run concurrently with the p-learner (the unknown P case). In both cases the 
other system parameters, the immediate costs, are known. When the optimiser 
is run concurrently with the p-learner we first iterate the optimiser and then the 
p-learner. 
4.3.2 The Standard Version 
The standard version consists of exactly the same procedures as those described 
in Section 3.3, with the exception of a slight modification to the way the p-learner 
updates the current estimates of the state transition probabilities. Throughout 
this chapter we make it a little easier for the p-learner to estimate the true state 
transition probabilities, because we are assuming we understand the nature of 
problem. Since we know that certain transitions to a state j given a state iES 
and action uE U(i) are impossible, we inform the p-learner of this information 
at the start of each simulation. Thus the p-learner updates the current estimates 
of the state transition probabilities at time t where, 
PZj (u) x (t) + 11 E 
{x(t) 
+2 if pi j (u) 0 and, (4.3.5) 
jES 
=0 if pzj(u) = 0. 
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Thus Equation (4.3.5) above is used instead of, 
Pty (u) _ {x (t) +1} 
{x(t) 
+ (Sl (4.3.6) 
jES 
as described in Section 2.3. In both equations x (t) denotes the observed num- 
ber of transitions from state i to state j using action u before time t. Note that 
the only difference between Equations (4.3.5) and (4.3.6) above is that in Equa- 
tion (4.3.5) we have taken into consideration the known structure of the problem. 
In the machine replacement problem, given we observe state iES and we choose 
any available action uE U(i), the p-learner can only move to 2 other states, 
unlike in the "completely connected" system where it was possible to move to ISI 
states. 
4.4 Simulation Procedure 
4.4.1 Choosing Actions - Choice of Parameters 
Unless otherwise stated the results presented in this chapter are from algorithms 
which choose actions using method 3. Method 3 is reviewed in Section 3.3.4. 
The reasons why we used method 3 instead of methods 1 or 2 are the same as 
those stated in Section 3.4. We report results from the various combination of 
parameter sets {µ, o,, 0} using parameters ,u= 5000,10000,20000, o= 100,400 
and A=0.003,0.01 with T= 80000, as in Chapter 3. We re-iterate that µ 
denotes the amount of learning time, a denotes the speed at which we move from 
uniform sampling to focused sampling, and A denotes the level of discrimination 
between actions after time p. Note the smaller the value of a the swifter the shift 
from uniform sampling to focused sampling. Also, the smaller the value of A 
the lower the level of discrimination between actions uE U(i) in state iES. 
We chose the above parameter values because they adequately covered the range 
of behaviour in our learning method when applied to the case study in the last 
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chapter. Not only that they were also the best choice of learning parameter sets 
for Method 3. Again, for p= 5000, a= 1000 was added, resulting in two extra 
parameter sets (see Section 3.5.1). We made this addition because if we are 
restricted to such a small p we may need to delay the switch from total sampling 
to focused sampling. 
4.4.2 Reporting Output 
The various methods that we will look at in this chapter will be evaluated ac- 
cording to the same framework as that used previously. Thus the tables and 
graphs we produce will be similar in nature to those presented in Chapter 3 (see 
Section 3.5). 
4.4.3 Evaluating Performance 
4.4.3.1 Simulations 
Since in some instances we are interested in the variability of a process throughout 
the course of a simulation (a run), we only present results for a single seed. 
The results of which should not vary qualitatively from one simulation to the 
next. On the other hand, in other instances we are interested in variability 
across simulations, so we present results using different seeds. This applies to 
all the algorithms presented in this chapter. Single seeds are mainly used to 
characterise the system, whereas multiple seeds are used to observe the effect 
different seeds, using different learning parameter sets, have on the estimates 
of v*(. ) and it*("). The different results involve different analysis and output. 
Throughout this chapter twenty seeds are used in the multipled case labelled 
from 1 to 20, whereas the results taken from a single seed use the seed labelled 1. 
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1 4.4.3.2 Simulating - The Standard Version 
In Section 4.6 we present results obtained from applying the methods described 
in Section 4.3.2 to the machine replacement problem described in Section 4.2. 
Section 4.6 illustrates how well the methods cope with estimating the true optimal 
value function v*(i) and the true optimal actions 7r* (i) defined for each state 
iES, the optimal solutions of which are obtained using the standard Pre-Jacobi 
method. As always, most of the results we present are expressed in terms of the 
current value function estimate and the current policy estimate. We use various 
criteria to identify the flaws in our standard algorithm when applied to a problem 
with this type of structure. This analysis was the main motivation behind the 
methodology we introduce from Section 4.7.2 onwards, which deals with more 
sparsely structured systems. We first analyse the results obtained by running the 
optimiser on its own and then analyse the results obtained when the optimiser is 
concurrently run with the p-learner. 
4.5 Summary of Chapter 
Throughout this chapter we apply various methodologies to the machine replace- 
ment problem described in Section 4.2. As in the previous chapter the two most 
important questions we want to address are: (1) relative to the accuracy obtained, 
how much slower or faster is the optimiser compared to standard DP methods ? 
and (2) what is the computational cost of not knowing the true state transition 
probabilities? In this section we give a brief summary of the important points 
made in the simulation sections that follow. 
In Section 4.6 we compared the solutions generated by our standard version 
with that of the conventional Pre-Jacobi method. It was discovered that the 
Pre-Jacobi method found the true optimal solutions v*(i) and it*(i) in each state 
iES. However, our standard version had trouble finding good estimates to the 
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solutions in states 9,10, and 11, even when the system parameters were known. 
After further investigation we found that the reason the optimiser obtained bad 
estimates in these states, was because it had difficulty sampling the higher valued 
states. The same was true when the system parameters were unknown. This anal- 
ysis was the main motivation behind the methodology introduced in Section 4.7, 
which deals with more sparsely structured systems. 
In Section 4.7 we describe the indexed optimiser. In the indexed optimiser 
each state is ranked by an index. The idea behind this method is to encourage 
the algorithm to visit states that need to be updated. This is based on the 
value of their index. A stopping criteria was also implemented. In Section 4.9 
we show that the indexed optimiser, on average, works comparably to that of 
the Pre-Jacobi method when system parameters are known. Further we show 
that by introducing a stopping criterion in to the Pre-Jacobi method, and taking 
into account the fact that the optimiser is updated sequentially, the optimiser is 
almost as fast at finding optimal solutions. However, when we ran the indexed 
optimiser concurrently with the p-learner this was not the case. 
In Sections 4.10 through to 4.12 we analysed the results using the first, sec- 
and and third convergence criteria, previously motivated in Section 3.5.3.3. In 
Section 4.10 we show that the optimiser sampled each state fairly often but not 
in the p-learner. This was because we are controlling what happens in the op- 
timiser, but the sequence of states in the p-learner is not under our control. 
Consequently, estimates of the true state transition probabilities were poor, and 
as a result the estimates of the optimal policy and optimal value function were 
also subject to error. In Section 4.12 we compared the root mean square error 
of the current value function estimate for the indexed algorithms with the Pre- 
Jacobi method. In doing so it was shown that the computational cost paid for 
not knowing the true state transition probabilities is fairly high. This helped 
motivate the development of the coupled version (see Section 4.13). 
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The coupled version involves the coupling of the indexed optimiser and p- 
learner. In this method, instead of observing states internally in the "black box", 
the indexed optimiser chooses the states for the "black box" and it is reset at 
will. We show that given that the p-learner can visit the higher valued states the 
algorithm's performance is highly dependent on the learning parameters used. 
Very few of the simulations (runs) stopped before time T. However, the current 
value function estimates converged to the optimal value functions in each state iE 
S, but not without a little sampling error. Finally in Section 4.14 we investigate 
the performance of the standard method in the fully connected problem compared 
with that of the indexed method. We show that the performance of the indexed 
version is far superior when the system parameters are known, and performs at 
least as good when they are unknown. 
4.6 The Standard Version - Convergence of the 
current value function and current policy 
estimates 
In this section we present the results obtained by running the standard version of 
the optimiser both on its own and concurrently with the p-learner. We applied 
these algorithms to the machine replacement problem to see how well it would 
cope with estimating the true optimal value function v*(. ) and the true optimal 
policy ir*(), as discussed in Section 4.4.3.2. The parameter sets {µ, 6, L} are 
made up from the various combinations of µ= 5000,10000, and 20000, a= 100 
and 400,0 = 0.003 and 0.01, with an extra or = 1000 added for p= 5000. More 
formal definitions and explanations of the learning parameters considered in this 
section can be found in Section 4.4.1. Note this section considers both single and 
multiple seeds. 
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Method State v*(i) Ir* 
(i) 
2ES = VT(i) = FT(i) 
Pre-Jacobi 0 5.921 1 Opt Only 5.921 1 
Pre-Jacobi 1 9.265 1 Opt Only 9.265 1 
Pre-Jacobi 2 12.240 1 Opt Only 12.240 1 
Pre-Jacobi 3 14.636 1 Opt Only 14.636 1 
Pre-Jacobi 4 16.125 1 Opt Only 16.125 1 
Pre-Jacobi 5 16.196 0 Opt Only 16.196 0 
Pre-Jacobi 6 16.196 0 Opt Only 16.196 0 
Pre-Jacobi 7 16.196 0 
Opt Only 16.196 0 
Pre-Jacobi 8 16.196 0 
Opt Only 16.196 0 
Pre-Jacobi 9 16.196 0 
Opt Only 16.012 0 
Pre-Jacobi 
10 16.196 0 Opt Only 10.000 1 
Pre-Jacobi 11 16.196 0 Opt Only 0.0000 0 
Table 4.2: The table shows the current value function estimates and the current 
action estimates for all iES found using the Pre-Jacobi method and when the 
standard version of the optimiser was run on its own (Opt Only) after 80000 
iterations. 
In Table 4.2 above we report that the Pre-Jacobi method, as usual, found the 
true optimal value function v* (i) and the true optimal policy 7r* (i) in all states 
iES. However, we can see that the optimiser on its own experienced difficulties 
using the parameter set {µ = 20000, a= 100,0 = 0.01}. This was true of all 
parameter sets and seeds considered in this sequence of simulations. In each case 
there were states for which the method did not estimate the true optimal value 
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function v*(i) or the true optimal policy 7r* (i). Note problems in states 9,10 and 
11. However, in spite of its recent difficulties, the optimiser when run on its own 
did achieve partial success. The method found the value of the threshold I in 
Equation (4.2.3), the cut off point between the recurrent set of states and the 
transient set of states. Nevertheless, it is essential to find the true optimal value 
function and the true optimal policy in all of the states iES because there may 
come a time when we may want to begin the process (the machine) in a high 
valued state. 
In order to further investigate the problems reported in Table 4.2, we then 
looked at the time interval where the current policy estimate -7rt (") equalled the 
true optimal policy 7r*(. ) at each time step t. We reported for all parameter sets 
that the current policy estimate did not equal the true optimal policy, not even 
for one time step. However, for other seeds we saw that the current optimal 
policy settled down to the true optimal policy for some parameter sets, but the 
current value function estimates for these runs were far from the true solution. 
We then looked at the time intervals at which -7rt (i) = lr* (i) to see if some 
optimal actions were harder to find than others. We recall for states i=0 
through to 10 pro (i) = 1, and for state i= 11 pro (i) = 0. Table 4.3 below shows 
us that the optimiser initially experienced difficulties finding the true optimal 
actions in states 5 through to 9, whereas in state 10 it did not find the optimal 
action at all. In the previous chapter we saw that the optimiser only had difficulty 
choosing between a suboptimal action and the true optimal action in a particular 
state, if its Q-values over each action were close. In Table 4.1 above we saw 
that it was only in state 4 that the optimal Q-values were close. Table 4.3, on 
the other hand, shows us that the current action estimate in state 4 found the 
optimal action with ease. This was also true for states i=0 to 3. We can see 
that the optimiser decomposed the state space in to a recurrent set of states and 
a transient set of states. The recurrent set of states being {0,1,2,3,4} and the 
transient set of states being {5,6,7,8,9,10,11}. It is because of this that the 
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State 
iES 
The time intervals at which 
lit(i) =, 7r*(i) for each 
individual state iES 
0 0- 80000 
1 0- 80000 
2 0- 80000 
3 0- 80000 
4 0- 80000 
5 2318 - 80000 
6 2287 - 80000 
7 5644 - 80000 
8 9029 - 80000 
9 2290 - 80000 
10 - 
11 0- 80000 
Table 4.3: The table shows us the time intervals at which the optimiser chose each 
optimal action lr* (i) in each individual state iES using seed 1 and parameter set 
{µ = 20000, o= 100, A=0.01}. This result was typical of all the combinations 
of parameters considered. 
optimiser found it difficult to sample the higher valued states. If some states are 
only sampled a small amount of time, regardless of whether or not we know the 
true values of the model, our estimates of the true optimal value function and 
the true optimal policy will suffer as a result. The same was true for most seeds 
and parameter sets considered. We will see this when we look at the behaviour 
of the system in Table 4.4 below. 
To investigate how much influence the different parameter sets had on the 
method's ability to perform, we then looked at the behaviour of the system. The 
analysis we used was to look at the proportion of time spent sampling actions in 
each state and the proportion of time spent visiting each state in the optimiser, 
to see if some states and actions were visited less often. We report the results 
in Table 4.4 below. These results were typical of all seeds and parameter sets 
considered in this sequence of simulations. Through studying Table 4.4 below we 
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p= 5000 0= 1000 0=0.01 µ= 20000o"=1000=0.01 
State Proportion Proportion of time Proportion Proportion of time 
iES of time in sampling uE U(i) of time in sampling uE U(i) 
state i 01 state i 01 
0 0.089 0.012 0.988 0.145 0.285 0.715 
1 0.202 0.008 0.992 0.261 0.216 0.784 
2 0.202 0.006 0.994 0.187 0.098 0.902 
3 0.199 0.004 0.996 0.165 0.039 0.961 
4 0.199 0.004 0.996 0.156 0.014 0.986 
5 0.107 0.998 0.002 0.085 0.991 0.009 
6 0.000 0.538 0.462 0.001 0.400 0.600 
7 0.000 0.500 0.500 0.000 0.500 0.500 
8 0 000 0.000 1.000 0.000 0.417 0.583 
9 0.000 0.333 0.667 0.000 0.500 0.500 
10 0.000 0.500 0.500 0.000 1.000 0.000 
11 0.000 0.000 NA 0.000 0.000 NA 
Table 4.4: The above table represents the percentage of time (to 3 decimal places) 
which we spent visiting each state and the percentage of time (to 3 decimal places) 
for which we spent sampling each action within each state in the optimiser. Seed 
1 was used to generate the results using parameter sets {p= 5000, a= 1000, 
0=0.01} and {µ = 20000, a= 100,0 = 0.01}. The bold figures represent the 
true optimal actions in each state. 
can see that the optimiser found all of the true optimal actions in the recurrent 
state space but not in the transient state space. However, the optimiser con- 
sistently found the true optimal action in state 5. This is because after a while 
Method 3 helps the optimiser to choose the optimal action in each state with 
certainty, and the optimal action in state 5 is to replace. Therefore the state of 
the system very rarely ventures past state 5. This is the reason why the optimiser 
found it extremely difficult to estimate the true optimal value function and the 
true optimal actions in the higher valued states. 
Since the optimiser does not perform very well even when we know all the 
true system parameters, we would not expect the method to work very well in 
conjunction with the p-learner (the method employed when the true values of 
162 
4.6 THE STANDARD VERSION - CONVERGENCE OF THE CURRENT VALUE 
FUNCTION AND CURRENT POLICY ESTIMATES 
the state transition probabilities are unknown). In fact this is what we find in 
practice and we can see this in Table 4.5 below. We also report, as predicted in 
Section 4.2, when the standard optimiser and p-learner were run concurrently the 
current action estimate in state 4 oscillated between the optimal and suboptimal 
action until eventually settling down to the optimal action. This was true of most 
seeds and parameter set considered. 
Method State v* iES =vT(2) =7rT(2) 
Pre-Jacobi 0 5.921 1 Opt + PL 5.946 1 
Pre-Jacobi 1 9.265 
1 
Opt + PL 9.258 1 
Pre-Jacobi 2 12.240 1 
Opt + PL 12.238 1 
Pre-Jacobi 3 14.636 1 
Opt + PL 14.640 1 
Pre-Jacobi 4 16.125 1 
Opt + PL 16.135 1 
Pre-Jacobi 5 16.196 0 Opt + PL 16.213 0 
Pre-Jacobi 6 16.196 
0 
Opt + PL 16.294 0 
Pre-Jacobi 7 16.196 0 
Opt + PL 16.595 0 
Pre-Jacobi 8 16.196 0 
Opt + PL 16.324 0 
Pre-Jacobi 16.196 0 
Opt + PL 
9 
16.156 0 
Pre-Jacobi 10 16.196 0 
Opt + PL 0.000 1 
Pre-Jacobi 11 16.196 0 
Opt + PL 0.000 0 
Table 4.5: The table shows the current value function estimates and the current 
action estimates for all iES found using the Pre-Jacobi method and when the 
standard version of the optimiser and p-learner were run concurrently (Opt + 
PL) for 80000 iterations. 
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4.7 The Indexed Optimiser 
4.7.1 Introduction 
This second part of the chapter discusses the indexed version of the optimiser. In 
this section we will discuss a new stochastic calculation technique used to sample 
states in the optimiser, and the motivation behind it. We use this routine in 
the sequence of simulations that follow. Similar ideas are discussed in Kaelbling 
et al. (1996) but without the focused motivation of our empirical study (see 
Section 1.7.5.1). 
In the last section we saw that the methodology that worked for the fully 
connected case, choosing both states and actions in the optimiser, does not nec- 
essarily work for systems which are sparsely connected. The root problem being 
the standard optimiser made too few visits to the higher valued states, even when 
all the system parameters were known. Thus not all approximations of the true 
optimal value function v* (i) and the true optimal policy lr* (i) for each state iES 
were good. 
The theory in Chapter 5 tells us that if each state is sampled often enough 
and if all the system parameters are known, the current value function estimate 
and the current policy estimate will eventually converge to the true optimal 
value function and the true optimal policy respectively. To ensure this, we could 
sample each state uniformly at random. However, in doing so we would be in 
danger of wasting far too much time visiting redundant states until the end 
of the simulation horizon T. Redundant states are states at which the current 
value function estimate has already converged to the true optimal value function 
estimate. Our indexed version, on the other hand, updates states where the 
computation is needed most by means of a built-in stopping criteria. 
In Sections 4.7.2 through to 4.7.4 we will discuss methodology developed to 
overcome problems evident in the previous section. The methodology we propose 
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is known as the indexed optimiser, which incorporates a routine called the Index 
Method, which we discuss below. In Section 4.7.2 we discuss the quantities used 
in this method, known as indices, which are defined for each state icS, and we 
describe how they are updated at each time t. In Section 4.7.3 we show, given 
that the values of these quantities are known, that we can use the information 
to sample states. Section 4.7.4 discusses a dynamic stopping criterion defined 
in terms of the indices. We describe the procedure of the methodology at each 
iteration in Section 4.8.1, and in Section 4.8.4.2 we evaluate their performance. In 
Sections 4.9 through to 4.12 we present results when system parameters are both 
known and unknown. Finally we end the second part of this chapter comparing 
the performance of the indexed method with that of the standard method in the 
fully connected case. 
4.7.2 The Index Method 
In this section we describe a routine that helps the optimiser decide which state 
to update next, but without choosing actions. The method is written in terms of 
the optimiser when run on its own at time t. If used when the optimiser is run 
concurrently with the p-learner, the current value function estimate vt+l("), the 
current policy estimate -7rt+l (") and the true state transition probabilities pik (u) 
should be substituted for vt+l ("), it+l (") and p (u) respectively. 
In this method instead of sampling each state uniformly at random, we pro- 
pose to sample each state according to the distribution over what we call indices 
-r=, assigned to each state iES. Each index is a numerical value which changes 
over time, and is dependent on the changes of the current value function esti- 
mate over time. As t increases, the current value function estimates get closer 
and closer, and their corresponding indices get smaller and smaller. Ultimately 
the indices become so small that the algorithm decides to terminate computing. 
The index method was designed as a cheap heuristic that accurately measures 
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how often states have been visited. The higher the value of the index Ti, the 
more out-of-date the current value function at state i becomes. They are used to 
determine the probability that the current value function estimate at state iES 
is to be updated, thus the optimiser is encouraged to visit a high valued index 
over a low valued index (see Section 4.7.3). 
One of the features of this index routine is that if updating the current value 
function estimate at state iES does not have much effect, from one time step 
to the next, then we are not particularly encouraged to visit state i again. If 
this is true for all states then it is a good enough reason to stop computing. We 
discuss this in Section 4.7.4. The aim of using the index routine is to maximise the 
values of our efforts and not to neglect states for too long, unless its corresponding 
current value function estimates have already converged. 
To define an index ri for all iES we use information available to us that 
is quick and easy to compute. Let us assume we are at time t, and we have 
information about current value function estimate -vt(-), the set of true state 
transition probabilities pjj(u) for all i, j, ES and uE U(i), and the current state 
it = i. Having computed the current value function estimate vt+l(") and the 
current policy estimate -7rt+l (") using Equations (2.2.5) and (2.2.6) respectively, 
we then need to consider updating the indices ready to sample the next state at 
time t+1. 
Consider updating the current value function estimate for state jES at time 
t+1 where, 
vt+2 (j) = min 
{c(u) 
+aE pal (u) vt+l (l) and, (4.7.7) 
UEUU) l 
vt+l (j) = min 
{c(u) 
+aý pit (u)vt(l) (4.7.8) 
uEU(j) t 
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Subtracting Equation (4.7.8) from Equation (4.7.7) we get, 
vt+2(? ) - vt+i(j) =a pýý(u) {vt+i (l) - vt(l)} 
= apji(u) {vt+l(2) - vt(2)} , 
(4.7.9) 
since, 
va+i(l) = vt(l) V1: iES, 
as shown using Equations (2.2.4) and (2.2.5) in Section 2.2. Equation (4.7.9) is 
therefore an estimate of how much change there might have been if we had visited 
a state jES instead of the current state i. We use this information to update 
the indices. Note in Equations (4.7.7) and (4.7.8) we have assumed the action u 
that minimises both equations is the same, as the method is only meant to be a 
quick and easy heuristic. Taking this on board, we can define indices Tj for all 
states jES and time t=0,1,2, ... . 
Initially, we can set all the indices r3 for all states jES at stage 0 to a large 
finite value N so that each state is equally likely to be chosen (see Section 4.7.3 
below). Then for each state jES at stage k=0,1,2, ... ,a sensible index rj 
after we have computed vt+l (i) can be defined as follows, 
Tj =0 for j=i, 
= Tj +vizlvt+l(2) - vt(2)I Vji, 
(4.7.10) 
where, 
ajý = max apjj(u). (4.7.11) 
uEU(j) 
After we update the indices we check to see if the current value function esti- 
mates are worth updating for one more iteration using Equation(4.7.15) below. 
If Equation (4.7.15) is satisfied then computing terminates, otherwise the indices 
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computed above are used to choose the next current state at time t+1 using 
Equation (4.7.14) below. 
Note that if the optimiser and p-learner are run concurrently then Equa- 
tions (4.7.10) and (4.7.11) must be changed to, 
Tj =0 for j=i, 
T. 7 + &. iJvt+l (i)- vt(i)l b7i, 
where, 




Making the indices r3, j 54 i, an additive function until the optimiser actually 
uses them, means that a state that has not been visited for a while is going to 
be dominant eventually. Thus, the higher the value of rj the more likely the 
current value function estimate at state j is to be updated. Therefore once we 
visit a state, its index is set to zero and it is out of the competition for a while 
at least, because its corresponding current value function estimate has just been 
updated. If 7-j is large, this tells the optimiser, either because of recent changes 
in the states it is connected to or because it has not been looked at for a while, 
that the current value function estimate needs updating. 
If there is a difference between vt (i) and vt+l (i), the parameter defined above 
in Equation (4.7.11) is the upper bound on a change induced by vt+2(j). We use 
the upper bound in Equation (4.7.10) because if Tj is small for all i, jES the 
current value function estimate is not going to change very much at each stage 
of the computation, and it will settle down to the true optimal value function 
estimate eventually. 
In some respects, the Gauss Seidel method is similar to our algorithm in that 
it calculates the current value function estimates with its most recent information. 
Essentially, this is what the indices are doing. Each time we update the current 
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value function estimate at a particular state i we update the indices, and this 
effects our updating of the current value function estimate for each other state 
jiES. Thus, we are updating current value function estimate at stage k and 
creating a quick index of what the maximum change might mean for other states 
j , -6 i defined by c: a change in state i for a per unit change in j. 
4.7.3 Sampling states 
In this section we describe a sampling routine that the optimiser uses to update 
the current value function estimate. 
Since the indices T; for each state iES measure the degree of neglect indi- 
vidual states have had, we use this information to sample states. In our method 
we update the current value function estimate at state iES according to the 
distribution, 
min r1 ,1 
(4.7.14) {1}' 
IES 
Thus if the value of an index for a particular state is relatively large compared to 
the other states, it is probable that its corresponding state will be visited shortly. 
4.7.4 Stopping Criteria 
In this section we describe the stopping criterion used in the index method as 
discussed in Section 4.7.1. 
We may want to terminate a simulation before the end of the fixed horizon 
time T, if all the changes in the current value function estimate for all the states 
iES become too small. At the start of each simulation all the indices are set to 
a large value N, but as time passes the current value function estimates converge 
to a point and consequently the indices settle down and tend to zero. However, if 
for a particular update on a particular occasion the change in the corresponding 
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current value function estimate is small then we should not necessarily stop, since 
the effect of the previous updates may not have propagated through to the other 
states. On the other hand, if all the anticipated changes in the value functions 
are small, then this is a plausible argument to stop. 
We introduce a tolerance parameter, a threshold denoted by D, which is a 
constant value, and we propose to stop when, 
1: Tj <D. 
jES 
(4.7.15) 
Obviously, the more accurate we want our approximations to be, the smaller we 
set the value of the threshold D. 
4.8 The Methodology Used In The Second Part 
Of This Chapter 
4.8.1 Review 
In this section we briefly discuss the indexed version of the methodology used 
in the second part of this chapter. For a brief review of the how the optimiser 
and p-learner generally work in conjunction with one another, please refer back 
to Section 4.3.1. For a more detailed account of how the methods work using 
the index method at each iteration, see Sections 4.8.2 and 4.8.3 below. We first 
describe what happens at each iteration when the optimiser is run on its own and 
then when the optimiser is run concurrently with the p-learner. 
4.8.2 Running the optimiser on its own 
Consider first the case when the immediate costs ci (u) and the true state tran- 
sition probabilities ptj (u) are assumed known for each state i, jES and action 
uE U(i), in which case we proceed by running the optimiser on its own. 
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As in all the algorithms discussed in this thesis the choice of the initial values 
is somewhat arbitrary. In practice at time t=0, we set the initial value function 
estimates vo (1) =0 for each state lES; we set the action estimates pro (1) =1 
for states l=0 through to 10 and X0(11) = 0; each index r1 corresponding to 
each state IES at time t=0 is set to some large value N; we set the stopping 
threshold D to 1x 10-5 and at each run we choose an initial state io at random 
from the probability distribution of Tt for all IES. 
At each time t we assume we have information about the current state it = i, 
the immediate costs ci(u) and the set of true state transition probabilities Pij (u) 
for all states i, jES and actions uE U(i). We also assume we know the current 
value function estimate vt(l, u) evaluated at each state 1ES and each action 
uE U(l), the current value function estimate -vt(. ), the value of the stopping 
threshold D and the value of r1 for each lES. 
At each iteration t, the optimiser uses the Asynchronous DP algorithm defined 
in Equation (2.2.4) to update vt+l (l, u) at each state lES and possible actions 
uE U(l). The estimate vt+l (i, u) at time t is calculated using the true state transi- 
tion probabilities pij(u), the immediate costs ci (u), and the current value function 
estimate -vt(. ), while the other value function estimates are updated by setting 
vt+l (i , u) = 
vt V, u) at states i' 54 i. Immediately after updating vt+i (l, u) the 
optimiser synchronously updates the current value function estimate vt+l(") and 
the current policy estimate 7t+l(") by setting vt+l(l) = minUEu(1){vt+l(l, u)} and 
Ft+l(l) = arg min {vt+l(l, u)} for each state lES, as defined in Equations (2.2.5) 
uEU(! ) 
and (2.2.6) respectively. 
Having updated the current value function estimate and the current policy 
estimate the optimiser then proceeds to update the values of the indices, r1, 
for each state lES using Equation (4.7.10). After the indices have been up- 
dated the optimiser checks to see whether it is worth updating the current value 
function estimate and the current policy estimate for one more iteration using 
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Equation (4.7.15). If the condition in Equation (4.7.15) is satisfied the opti- 
miser will stop computing, otherwise it will generate the next state it+l using 
Equation (4.7.14) below ready for the next iteration. 
4.8.3 Running the optimiser concurrently with the p-learner 
Next consider the case when the immediate costs c; (u) are assumed known but 
the true state transition probabilities pik (u) are assumed unknown for each state 
i, jES and action uE U(i), in which case we proceed by running the optimiser 
concurrently with the p-learner. Please note that when the optimiser and p- 
learner are run concurrently, the sequence of states generated by the p-learner 
may be different to the sequence of states generated by the optimiser. 
As in the known P case the starting values are chosen arbitrarily. In practice, 
at time t=0, in the optimiser, we set the initial value function estimates vo (1) =0 
for each state lES; we set the action estimates po(l) =1 for states tES listed 
between 0 to 10 (inclusive) and if0(11) = 0; we set the state transition probability 
estimates ol°, m(u) = 
1/2 for each state lES given state mES is an immediate 
possible successor, otherwise p1°,. (u) = 0; we set each index T1 corresponding to 
each state lES to some large value N; we set the stopping threshold to 1x 10-5 
and at each run we choose an initial state io at random from the probability 
distribution of r1 for all lES. 
In the optimiser at each time t we assume we have information about the 
current state it = i, the immediate costs c=(u) and the set of current state transi- 
tion probability estimates 3i'j (u) for all states i, jES and actions uE U(i), the 
current value function estimate vt(l, u) evaluated at each state IES and each 
action uE U(l), the current value function estimate vt(") and the value of each 
index -r, for each state lES. 
At each iteration t, the Asynchronous DP algorithm defined in Equation (2.4.16) 
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is used to update vt+l (1, u) at all states lES and possible actions uE U(1). The 
optimiser calculates vt+l (i, u) using the current state transition probability esti- 
mates j3 (u), the immediate costs c, (u), and the current value function estimates 
vt("), while the other value function estimates are updated by setting vt+l (i', u) _ 
vt (i 
, u) at states 
i 54 i. Having calculated vt+l (1, u) the optimiser then proceeds 
to simultaneously update the current value function estimate vt+i (") and the cur- 
rent policy estimate Ft+l (. ) using Equations (2.4.17) and (2.4.18) respectively, by 
setting vt+l (l) = minuEU(t) {Ut+i (l, u) } and ift+l (I)= arg min {vt+1(l, u) } for each 
uEU(l) 
state lES. 
Having calculated the current value function estimate and the current policy 
estimate at time t the optimiser uses Equation (4.7.12) to update each index Ti for 
each state lES. Subsequently the optimiser monitors the quality of its current 
estimates by looking to see if the condition in Equation (4.7.15) is satisfied. If 
Equation (4.7.15) is satisfied computing in the optimiser discontinues, otherwise 
the next state it+l is generated for the next iteration. Even if computing in the 
optimiser has stopped the p-learner is iterated for one last time, but only for the 
sake of presenting results in the remainder of this chapter. This is only because 
in some diagrams we want to present results comparing the quality of the current 
value function with the quality of the current quality of the current model, at 
each iteration. 
After the optimiser has been iterated the p-learner then updates the current 
state transition probabilities defined in Equation (4.3.5) using the same proce- 
dures as the ones described in the standard version (see Section 4.3.2 above). 
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4.8.4 Evaluating Performance 
4.8.4.1 Simulations 
For an explanation as to why we observe results for both single and multiple seeds 
in the following sequence of simulations, please refer back to Section 4.4.3.1. Note 
that in the remaining chapter, HN denotes the number of the decision epoch at 
which a particular run ends using seed N. 
4.8.4.2 Simulating - The Indexed Version 
In Section 4.9 we show that the performance of the indexed optimiser when run 
on its own is a great improvement on the standard optimiser when applied to 
a "sparsely connected" system. We compare the method's estimates with those 
gained by the Pre-Jacobi method. As well as showing how close our estimates 
are to their corresponding optimal solutions, we introduce a stopping criterion in 
the Pre-Jacobi method to compare the speed and accuracy of its estimates with 
ours. Having shown that the indexed optimiser works effectively on its own, it is 
worthwhile investigating how it works in conjunction with the p-learner. 
Since in Chapter 3 we saw that the performance of the p-learner depended 
to some extent on the learning parameter sets {µ, v, Al used, in Sections 4.9 
through to 4.12 we will now look at the performance of the indexed optimiser 
when run concurrently with the p-learner over a range of parameter sets. 
In Sections 4.10 and 4.11 we characterise the behaviour of the system using the 
first convergence criterion, previously discussed in Section 3.5.3.3. In Section 4.10 
this is done by analysing the proportion of time spent visiting and observing 
states both in the optimiser and the p-learner, and the proportion of time spent 
sampling actions within each state in the p-learner. Then in Section 4.11 having 
characterised the behaviour of the system using different learning parameters, we 
look graphically at whether the current policy estimates settle down to an optimal 
policy or a suboptimal policy. Illustrated in these graphs are the time points at 
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which the computation terminates. In Section 4.12 we conclude the analysis by 
looking at the second and third convergence criterion, again previously motivated 
in Section 3.5.3.3. Included in this, is a comparison of the root mean square error 
of the current value function estimate for three different methods; the indexed 
optimiser on its own, the indexed optimiser run concurrently with the p-learner, 
and the conventional Pre-Jacobi method. 
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4.9 Running the indexed optimiser on its own 
- Convergence of the current value function 
and the current policy 
Method State v* (i) ?. * (i) iES = VH1(i) (i) = TH, 
Pre-Jacobi 0 5.921 1 Opt Only 5.921 1 
Pre-Jacobi 1 9.265 1 Opt Only 9.265 1 
Pre-Jacobi 2 12.240 1 
Opt Only 12.240 1 
Pre-Jacobi 3 14.636 1 
Opt Only 14.636 1 
Pre-Jacobi 4 16.125 1 
Opt Only 16.125 1 
Pre-Jacobi 5 16.196 0 Opt Only 16.196 0 
Pre-Jacobi 6 16.196 0 
Opt Only 16.196 0 
Pre-Jacobi 7 16.196 0 








Opt Only 16.196 0 
Pre-Jacobi 10 16.196 0 Opt Only 16.196 0 
Pre-Jacobi 11 16.196 0 Opt Only 16.196 0 
Table 4.6: The table shows the current value function estimates and the current 
action estimates for all iES found using the Pre-Jacobi method and when the 
indexed optimiser was run on its own (Opt Only). A fixed finite horizon time 
T= 80000 was used in both methods but the symbol HN denotes the number of 
the decision epoch at which a run ends for seed N. 
In this section we present the results obtained when running the indexed 
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optimiser on its own to see how well it would cope with estimating the true 
optimal value function v*(. ) and the true optimal policy it*("), as discussed in 
Section 4.8.4.2. In this section both single and multiple seeds are considered. 
Table 4.2 shows that, unlike the previous section, the indexed optimiser was 
run on its own produced the same results as those produced when using the Pre- 
Jacobi method. In addition to this when the indexed optimiser was run on its 
own the current policy estimate converged to the true optimal policy after 51 
iterations and the current value function estimate converged to the true optimal 
value function after 461 iterations, when it stopped. This is apparent when we 
look at the time intervals where the current policy estimate vt(") equalled the 
true optimal policy v*(. ) at each time t, as shown in Table 4.7 below. 
Method The time intervals at which 
5rt (i) _ ir* (i) for all iES 
Opt Only 26 - 31 
51 - 461 
Table 4.7: The table shows us the time intervals at which the indexed optimiser 
when run on its own (Opt Only) chose the true optimal actions in all states iES. 
Similar results were obtained for runs using other seeds. 
We looked at the average of vH,,, (") and IrH,, (") over the 20 different seeds to 
examine the consistency and robustness of our method. We report similar results 
to the ones quoted above. On average the true optimal value function and the true 
optimal policy were found after 441 and 84 iterations respectively. This shows 
that the indexed optimiser when applied to the machine replacement problem is 
equivalent to the standard optimiser when applied to the "filly connected" case, 
that is, optimal solutions were found every time. 
To compare the above two methods performances, we introduce a simple 
stopping criterion for the Pre-Jacobi method which is similar to the one used in 
the indexed optimiser, described in Section 4.7.4. In both methods the stopping 
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criteria is set up so that computing stops once the current value function estimate 
equals the true optimal value function in each state iES, to three decimal places. 
The stopping criterion in the Pre-Jacobi method is defined in Equation (4.9.16) 
below. It stops computing when, 
ývt+l(") - vt(")l <1x 10-5. (4.9.16) 
In fact the Pre-Jacobi method found the the true optimal policy after 7 iter- 
ations and the true optimal value function after 46 iterations, when it stopped. 
Therefore the indexed optimiser when run on its own achieved favourable results. 
This is good considering the method only updates the current value function 
estimate and the current policy estimate at one state per time step, and the Pre- 
Jacobi method updates the current value function estimate and the current policy 
estimate at twelve states per time step. Note 46 x 12 = 552 and 7x 12 = 84. We 
recall that, on average, the indexed optimiser when run on its own found the true 
optimal value function and the true optimal policy after 441 and 84 iterations 
respectively. It must be noted, however, that we are not exactly comparing like 
with like as the stopping criteria in Equation (4.9.16) is defined slightly differ- 
ently to Equation (4.7.11), but comparing them in this way does give us a good 
tr idea of their ability to perform. 
In order to investigate the results gained using the indexed optimiser even 
further, we then looked at the individual time steps where ? rH1(i) = 7r* (i) for each 
state iES. These results tell us which states, if any, had trouble finding their 
corresponding true optimal actions. We report the results presented in Table 4.8 
below using seed 1 (though the results are similar to those for the other seeds). 
Table 4.8 below tells us that the optimiser found all of the true optimal actions 
in each individual state with ease especially in states {0,1,2,3,11}. As predicted 
in Section 4.2, state 4 initially oscillated between choosing the suboptimal action 
and the true optimal action, but the current action estimate eventually settled 
down to the true optimal action with no major problems. This was to be expected 
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The time intervals at which 
7rt (i) = r* (i) for each 
individual state iES 
0 0- 461 
1 0- 461 
2 0-461 
3 0-461 
4 0-31 51 - 461 
5 26 - 461 
6 19-461 
7 17 - 461 
8 7- 461 
9 6-461 
10 13 - 461 
11 0- 461 
Table 4.8: The table shows us the time intervals at which the indexed optimiser 
chose each optimal action 7r' (i) in each individual state iES before computing 
terminated, using seed 1. Similar results were obtained when other seeds were 
used. 
In the last section we found out that the reason that the standard optimiser 
had difficulty obtaining good estimates of the true optimal value function v* (i) 
and the true optimal policy 7r* (i) in all of the states iES, was that the optimiser 
did not sample the higher valued states very often. We now characterise the be- 
haviour of the system by looking at the proportion of time the indexed optimiser 
spent visiting individual states iES, to see if the same was experienced in this 
method. Table 4.9 shows that this was not the case. This is why the true optimal 
value function estimates v*(i) and the true optimal action estimates 7r*(i) were 
found in all states. We report that this was true for each seed considered. Note 
all of the states were visited fairly uniformly except in state 0, where the current 
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value function estimate converged fairly quickly, because its optimal Q-value was 


















Table 4.9: The above table represents the percentage of time (to 3 decimal places) 
for which we spent visiting each state when the indexed optimiser was run on its 
own. Seed 1 was used to generate the results. Similar results were obtained for 
other seeds. 
Now we have an optimiser that works effectively when applied to the ma- 
chine replacement problem, in the next section we investigate how it works in 
conjunction with the p-learner. 
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4.10 Running the indexed optimiser concurrently 
with the p-learner - Sampling States and 
Actions 
In the following two sections we look at the first of the convergence criteria, the 
convergence of the current policy estimate when the indexed optimiser is run con- 
currently with the p-learner, as discussed in Section 4.8.4.2. In this first section 
we characterise the behaviour of the system in terms of the proportion of time 
spent visiting and observing states in the indexed optimiser and p-learner respec- 
tively, and the proportion of time spent sampling actions within each state in 
the p-learner. The parameters sets considered for {p, a, 0} are the ones obtained 
through looking at the various combinations of parameters for µ= 5000,10000, 
and 20000, o, = 100 and 400,0 = 0.003 and 0.01 with an extra a= 1000 included 
for µ= 5000 (see Section 4.4.1). We recall that p denotes the amount of learn- 
ing we are willing to do, a denotes how quickly we jump from total sampling to 
focused sampling, and 0 determines the level of discrimination between actions 
uE U(i) in each state iES. Note the bigger the value of o, the slower we move 
from total sampling to focused sampling, and the larger the value of 0 the larger 
the level of discrimination between actions in each state. In this section only 
single runs are considered. 
Tables, 4.10 and 4.11 below illustrate (for parameter sets {p = 5000, a = 
1000,0 = 0.01} and {µ = 20000, a= 100,0 = 0.01}) the proportion of time 
for which we visited and observed each state in the indexed optimiser and the 
p-learner respectively, and in addition to this, Table 4.11 also illustrates the pro- 
portion of time for which we sampled each action in each particular state for 
the two different parameter sets. These two tabulated sets of results exemplify 
the typical differences in the behaviour of sampling states in both the indexed 
optimiser and p-learner, irrespective of the parameter sets used in the p-learner. 
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Table 4.11 further illustrates the influence certain parameters have on the sys- 
tem's ability to sample actions in each particular state. Note all of the bold 
figures in this table correspond to the true optimal actions lr* (i) in each state 
iES. Also, the proportion of time in each state was taken to three decimal places. 
Therefore in the states where the p-learner observed a state a small number of 
times relative to the length of time before computing stopped, the proportion 
of times spent is recorded as 0.000. This can be seen in the results reported in 
Table 4.11 for state 6, using parameter set {p= 5000, o, = 1000, A=0.01}. The 
proportion of time spent observing state 6 is 0.000 but the proportion of time 
spent sampling action 0 in state 6 is 1.000. 
In Tables 4.10 and 4.11 we can see that the only difference between the number 
of visits across each state in the indexed optimiser and the p-learner, is that in the 
indexed optimiser the proportion of visits to each state is more evenly spread. In 
the indexed optimiser we can see that all the visits to each state are fairly uniform 
except in state 0. This was typical of all parameter sets and seeds used in this 
sequence of simulations. This is not too surprising since the optimal Q-value in 
state 0 is fairly small compared to the other states (see Table 4.1). Thus given 
all initial values function estimates vo (i) were initially set to zero for each state 
iES, it would make sense that the current value function estimate in state 0 
would be one of the first functions to converge to its corresponding true value; if 
not the first. Also, the index method in the indexed optimiser was set up so that 
if a current value function estimate had already settled down to its corresponding 
optimal value, it would be highly unlikely that we would ever visit that particular 
state again. 
Table 4.11, on the other hand, shows that the p-learner had similar problems 
to the standard optimiser, reported in Section 4.6. It had difficultly observing the 
higher valued states, again because the current policy estimate decomposed the 
state space in to a recurrent state space and a transient one. These difficulties in 
the p-learner were present irrespective of the learning parameters and seeds used. 
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µ=5000 0' =1000L =0.01 20000 0'=100 0=0.01 
State Proportion Proportion 
iES of time in of time in 
state i state i 
0 0.059 0.061 
1 0.082 0.087 
2 0.095 0.100 
3 0.094 0.090 
4 0.098 0.087 
5 0.086 0.087 
6 0.084 0.082 
7 0.083 0.085 
8 0.084 0.081 
9 0.083 0.083 
10 0.083 0.085 
11 0.070 0.070 
Table 4.10: The above table represents the percentage of time (to 3 decimal 
places) which we spent visiting each state in the indexed optimiser (when con- 
currently run with the p-learner). Seed 1 was used to generate the results using 
parameter sets {p= 5000, a= 1000,0 = 0.011 and f /. z = 20000, a= 100, 
0=0.01}. 
This is because although we are controlling what happens in the optimiser, the 
sequence of states visited in the p-learner is not under our control. 
To observe the effects different parameters had on sampling states in the 
system we report the results quoted in Table 4.11. Note that the results in 
Table 4.11 need to be interpreted with care. In the last chapter we showed that 
for a small value of it we would expect to see the p-learner focus on what the 
optimiser perceived as being the true optimal policy for the majority of the time. 
For the parameter set {, u = 5000, a= 1000, A=0.01} we can see that in the 
states that the p-learner visited fairly often, that is states 0 through to 5, this 
was true. The p-learner spent a great deal of time visiting the true optimal 
action. For the parameter set {µ = 20000, o, = 100, A=0.01 } we expected to 
see the p-learner sample the current action estimates in states 0 through to 5 
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µ=5000a=1000 A=0.01 µ= 20000 a=100 A=0.01 
State Proportion Proportion of time Proportion Proportion of time 
iES of time in sampling uE U(i) of time in sampling uE U(i) 
state i 01 state i 01 
0 0.080 0.017 0.983 0.237 0.518 0.482 
1 0.210 0.017 0.983 0.484 0.504 0.496 
2 0.203 0.012 0.988 0.180 0.519 0.481 
3 0.197 0.008 0.992 0.063 0.506 0.494 
4 0.196 0.010 0.990 0.024 0.475 0.525 
5 0.115 0.997 0.003 0.008 0.462 0.538 
6 0.000 1.000 0.000 0.003 0.592 0.408 
7 0.000 0.000 0.000 0.001 0.727 0.273 
8 0.000 0.000 0.000 0.000 0.500 0.500 
9 0.000 0.000 0.000 0.000 1.000 0.000 
10 0.000 0.000 0.000 0.000 0.000 0.000 
11 0.000 0.000 NA 0.000 0.000 NA 
Table 4.11: The above table represents the percentage of time (to 3 decimal 
places) for which we spent visiting each state and the percentage of time (to 3 
decimal places) for which we spent sampling each action within each state in the 
p-learner (when concurrently run with the indexed optimiser). Seed 1 was used 
to generate the results using parameter sets {p= 5000, a= 1000,0 = 0.01} 
and {p = 20000, or = 100, A=0.01}. The bold figures represent the true optimal 
actions in each state. 
approximately 80% of the time, as in the previous chapter. Table 4.11 shows 
that this was not the case. The p-learner sampled the actions in these states 
with approximately equal probability. Nevertheless, when we looked at this more 
closely computing stopped after 46356 iterations for the parameter set {µ = 
5000, or = 1000, A=0.01}. Thus the p-learner had an ample amount of time in 
which to focus on the current action estimates in the recurrent class of states 
because the specified learning time was 5000 iterations. On the other hand, for 
the parameter set {µ = 20000, v= 100,0 = 0.01} computing stopped after 14423 
iterations. Therefore the p-learner using {µ = 20000, a= 100, A=0.01} did not 
have enough time to focus on the current action estimates in the recurrent class 
of states, as the method stopped during the learning period. 
184 
4.11 RUNNING THE INDEXED OPTIMISER CONCURRENTLY WITH THE 
P-LEARNER - CONVERGENCE OF THE CURRENT POLICY ESTIMATE 
We conclude that in states 0 through to 5 the parameter sets would have 
sampled the current action estimates for approximately the same amount of time 
as in the previous chapter, except the computing stopped before the fixed simu- 
lation horizon time was reached. This was true for all parameter sets and seeds 
considered. This section has shown that the p-learner does not sample the cur- 
rent action estimates in the higher valued states because of the different learning 
parameter sets used, but because of an underlying deficiency in the p-learner 
when faced with sparsely structured systems. In the next section we will look at 
how this deficiency affected the optimiser's ability to focus on the optimal policy. 
4.11 Running the indexed optimiser concurrently 
with the p-learner - Convergence of the 
current policy estimate 
This section is the last of the two sections concerned with the first of the con- 
vergence criteria, the convergence of the current policy estimates, as discussed 
in Section 4.8.4.2. In the last section we established that the p-learner is still 
experiencing difficulties, in that it is not updating the higher valued states. In 
this section we look to see if these difficulties have propagated through to the 
convergence of the current policy estimate. These results are compared with the 
optimal solutions gained from when the indexed optimiser was run on its own, 
discussed in Section 4.9. The learning parameter sets considered in this sec- 
tion consist of the various combinations of parameters for {µ, o, Al taken from 
p= 5000,10000 and 20000, o= 100 and 400, z=0.003 and 0.01, with an extra 
a. = 1000 included for p= 5000 (see Section 4.4.1). We recall that p controls 
the amount of learning, a controls the transition from total sampling to focused 
sampling, and 0 controls the level of discrimination between states after time p. 
In this section we consider results from both single and multiple seeds depending 
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on the required output (see Section 4.4.2). 
Tables 4.12 and 4.13 below illustrate the typical problems confronted by the 
indexed optimiser when run concurrently with the p-learner. The tabulated re- 
suits in Table 4.12 consist of the time intervals where the current action estimates 
converged to the true optimal actions in each individual state using different learn- 
ing parameter sets corresponding to µ= 20000. Table 4.13 reports, not only the 
State 
iES 
The time intervals at which 
in (i) = 7r* (i) for each 
individual state iES 
0 0- 14423 
1 0- 14423 
2 0- 14423 
3 0- 14423 
4 
0-32 
54 - 61 
1578 - 1592 
1610 - 3857 
3938 - 3941 
4132 - 4229 
5 28 - 14423 
6 23 - 14423 
7 16 - 14423 
8 12 - 14423 
9 3- 14423 
10 14 - 14423 
11 0- 14423 
Table 4.12: The table shows us the time intervals at which the indexed optimiser 
when run concurrently with the p-learner chose each optimal action lr* (i) in each 
individual state iES before computing terminated, using seed 1. Similar results 
were obtained when other seeds were used. 
last time intervals where the optimiser's current policy estimates settled down to 
the true optimal policy using the parameter set {µ = 20000, o= 100, A 0.01 } 
for multiple seeds, but also quotes the time step where the computing stopped 
in each case. Figures 4.1 and 4.2, on the other hand, display the time intervals 
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where the current policy estimate equalled the true optimal policy for different 
learning parameters. These graphs were first introduced in the previous chapter 
(see Section 3.9). 
Seed 
N 
The last time intervals at which 
7rHN (") _ ir* (") for different seeds 
1 4132 - 4229 
2 12689 - 62532 
3 16288 - 66356 
4 20470 - 34510 
5 222 - 30376 
6 26863 - 28671 
7 43194 - 43341 
8 10499 - 42067 
9 26199 - 45608 
10 106 - 35478 
11 10336 - 17781 
12 11540 - 11708 
13 23768 - 37371 
14 1800 - 12879 
15 9616 - 19177 
16 56 - 36998 
17 11255 - 11436 
18 1966 - 35918 
19 10236 - 10250 
20 15064 - 45178 
Table 4.13: The table shows the last time interval where the indexed optimiser's 
(when run concurrently with the p-learner) current policy estimates converged 
to the true optimal policy before the computing stopped. The parameters used 
were p= 20000, o= 100, A=0.01, and T= 80000 with seeds labelled 1 to 20. 
This was typical of any parameter set considered in our sequence of simulations. 
In Table 4.12 for the parameter sets corresponding to µ= 20000 we can 
see that all the optimal actions were found in all of the states, except state 4. 
Table 4.12 shows that in all the states bar state 4 the results are comparable to the 
known P case presented in Section 4.9, apart from the fact that the stopping time 
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in this case is considerably larger. Oscillating between the optimal action and the 
suboptimal action in state 4 was a common feature in e very parameter set and 
seed considered, because learning about all of the state transition probabilities 
connected to a state where the optimal Q-values are extremely close takes time. 
We predicted this may happen in Section 4.2. The reason the current optimal 
action estimates converged to th e true optimal action estimates in the higher 
valued states was not because the p-learner sampled these states a sufficient 
amount of times, as shown in the previous section, it was because the performance 
depended strongly on the numerical paramters used for the model. It was because 
the optimiser was able to sample these states and in each case the optimiser was 
fortunate in that the Q-values, although far from the true values for each state- 
action pair, were such that the current action estimates were the true optimal 
actions. In this and subsequent sections we will see that not observing the higher 
valued states in the p-learner will prove costly in the long run. 
In Section 4.9 we saw that when the indexed optimiser was run on its own 
it found the true solutions at approximately the same time step, irrespective of 
the seed used. Looking at Table 4.13 above we can see that this was clearly not 
the case, when the indexed optimiser was run concurrently with the p-learner. 
Note that the lower limit reports the step time when the current policy estimate 
last oscillated from a suboptimal policy to the optimal policy, whereas the upper 
limit reports the step time at which computing stopped. Table 4.13 shows that 
both limits across each seed vary tremendously. This was true of all parameters 
sets and seeds considered. 
In the last chapter we learnt that the variation in the lower limit over different 
seeds was caused by stochasticity owing to the way we chose actions, in a state 
which had Q-values that were extremely close to each other. An example of this 
in the last chapter was state 8, an example in this chapter is state 4. However, in 
this case both the limits vary because we did not gain good enough estimates of 
the state transition probabilities, not just in state 4 but in all of the higher valued 
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states. This is evident when we look at Table 4.11 presented in the last section. 
In the last section we saw that the p-learner hardly visited the higher valued 
states at all. Note in Table 4.13 only three out of the twenty seeds stopped with 
a suboptimal policy. They were seeds labelled 1,11 and 18. However, this sort of 
performance might well depend strongly on the numerical parameters used for the 
model and not on us getting good estimates of the state transition probabilities, 
especially in the higher valued states. This again was typical of all the parameter 
sets and seeds considered in this sequence of simulations. 
Figure 4.1 shows that all the current policy estimates settled down to a sub- 
optimal policy in all the parameter sets corresponding to µ= 10000 and 20000, 
bar parameter set {p = 10000, a= 400,0 = 0.01}. On the other hand, Figure 4.2 
shows that all the current policy estimates settled down to the true optimal pol- 
icy in all of the parameter sets corresponding to p= 5000, bar parameter set 
{µ = 5000, o, = 100,0 = 0.01}. In addition to this the figures show that they all 
stopped at different time steps. However, we have already established that even 
though in some cases the current policy estimate converged to the true optimal 
policy, the results can be somewhat misleading. This is because the system was 
using the wrong state transition probabilities in the higher valued states. 
In conclusion, if it is impossible to sample every state in a system a sufficient 
amount of times, irrespective of the learning parameters used, then recording 
times at which the current policy estimates settles down to the true optimal 
policy is not as useful as it might appear. This will become apparent when, in 
later sections, we look at the other convergence criteria. 
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Figure 4.1: The graph above shows us the time intervals when the indexed opti- 
miser's (when concurrently run with the p-learner) current policy estimates con- 
verged to the true optimal policy (0) and a suboptimal policy (S) respectively 
for the different combinations of parameters p= 10000,20000, a= 100,400 and 
A=0.003,0.01 and T= 80000 for seed 1. We can see in all parameter sets the 
current policy estimate oscillated between the optimal policy and a suboptimal 
policy. 
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Figure 4.2: The graph above shows us the time intervals when the indexed opti- 
miser's (when concurrently run with the p-learner) current policy estimates con- 
verged to the true optimal policy (0) and a suboptimal policy (S) respectively 
for the different combinations of parameters p= 5000 Q= 100,400,1000 and 
0=0.003,0.01 and T= 80000 for seed 1. We can see in all parameter sets the 
current policy estimate oscillated between the optimal policy and a suboptimal 
policy. 
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4.12 Running the indexed optimiser concurrently 
with the p-learner - The convergence of 
the current value function and model es- 
timates 
In this section we return to look at the second and third of the convergence 
criteria, the convergence of the current state transition probability (model) and 
value function estimates, as discussed in Section 4.8.4.2. In this section we ap- 
ply the same reasoning, as in the previous chapter, to test whether our current 
value function estimate has converged to the optimal value function for different 
parameters. The learning parameter sets {µ, a, 0} considered in this section are 
made from the various combinations of p= 5000,10000 and 20000, a= 100 and 
400, and 0=0.003 and 0.01; not forgetting the extra a= 1000 included for 
p= 5000 (see Section 4.4.1). For the greater part of this section, to be able to 
explain the trade off between learning and optimising, we concentrate on plot- 
ting the current estimates of the true state transition probabilities against the 
current value function estimates. In this section both single and multiple seeds 
are considered. 
Figure 4.3 below demonstrates the performance of the method by looking at 
the evolution of the two criteria using the learning parameter set {µ = 20000.0, a= 
100.0, [1 = 0.01}, for two different seeds. We chose this parameter set because it 
typifies the problems in the performance of the indexed optimiser and p-learner 
when they are both run concurrently. Figure 4.4 on the other hand compares 
the method's qualitative performance of the errors in the current value function 
against time, with that of the optimiser when run on its own and the Pre-Jacobi 
method. Figure 4.5 plots the end points of the 20 different runs for parameter 
192 
4.12 RUNNING THE INDEXED OPTIMISER CONCURRENTLY WITH THE 
P-LEARNER - THE CONVERGENCE OF THE CURRENT VALUE FUNCTION 
AND MODEL ESTIMATES 
sets corresponding to p= 20000 and It = 10000, to see if the two runs in Fig- 
ure 4.3 are representative realisations of the process. Finally, we end this section 
by looking at Figure 4.6 to observe whether some states have larger average biases 
and standard deviations than others. Note in this section we have only plotted 
figures for the parameter sets corresponding to µ= 10000 and µ= 20000 because 
they exemplify the typical problems encountered when the indexed optimiser and 
p-learner are run concurrently. 
To compare the two criteria we plotted the root mean square error of the 
current value function estimates for all iES, denoted by E;, (t), against the root 
mean square error of all the current state-transition probability estimates for all 
i, jES and uE U(i), denoted by Ea(t), parameterised at both time t and at log 
to the base 10 where, 
E(t) = 
iES 
E {v(i) _ vt(i)}2 {tSI 1-1 3 
(4.12.17) 
and 
EF(t) =EEE {pij (u) _g (u) }2 {46}-1 (4.12.18) 
N iES jES uEU(i) 
In Ep (t) we have made a slight change to the definition used in the previous 
chapter, to compensate for the structure of the problem. Instead of dividing by 
JSIZIUI as in Equation (3.11.6) in the fully connected case, in Equation (4.12.18) 
we divide by 46 because in the "sparsely connected" case there are only 46 state 
transition probabilities of interest. The others we know in advance and they are 
all set to zero. 
In Section 3.11.4 we investigated the consistent trends in the performance of 
the method, looking at the evolution of the current value function and model 
estimates. We noted that to begin with the method learnt more about the true 
optimal value function, without learning too much about the true model. It is 
for this reason that even though the error in the current value function estimate 
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converged, it converged to something that was wrong. This is because the current 
policy estimate converged to a suboptimal policy. However, when the p-learner 
learnt more about the true state transition probabilities, the error in the current 
value function estimate oscillated depending on the policy taken. Subsequently as 
t increased the p-learner focused on the current action estimates, until eventually 
the error in the current value function estimates converged to zero. 
Figure 4.3, on the other hand, shows us that this was not necessarily the 
case when the indexed optimiser and p-learner were applied to this "sparsely 
connected" system. It is true that to begin with the error in the value func- 
tion estimate decreased relative to the error in the model, but unlike in the fully 
connected case the error in the current value function estimate did not converge 
to zero as t increased. This was true of all parameter sets and seeds used in 
this sequence of simulations, not just the parameters and seeds illustrated in 
Figure 4.3. This was because the p-learner could not observe the higher valued 
states as shown in Table 4.11 above. Note that if the p-learner cannot observe 
the higher valued states then it cannot learn about true state transition proba- 
bilities in these states. Consequently, the current value function converged to a 
point using the wrong model, until eventually the difference in the current value 
function estimate from one time step to another was negligible. As a result the 
computing was ultimately forced to terminate. We recall from Tables 4.12 and 
4.13 that computing stopped after 14023 and 62532 iterations for seeds 1 and 
2 respectively. If we now compare the error in the value function estimate for 
t= 100 with the stopping time for both seeds, we can see that the difference in 
the two for each seed is negligible. 
To compare the performance of the indexed optimiser when concurrently run 
with the p-learner, with that of the optimiser when run on its own and the 
Pre-Jacobi method, we then looked at the error in the current value function 
estimate with respect to time t. As in Section 3.11.5 we slightly changed the 
notation of Equation (4.12.17) to report the estimates for the two other methods 
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listed above. Thus by substituting v and v for v in Equation (4.12.17) for the 
indexed optimiser when run on its own and the Pre-Jacobi method respectively, 
we now have statistics that denote the root mean square error of the current value 
function estimate. Again we used the learning parameter set {µ = 20000, o= 
100,0 = 0.011 to demonstrate the comparison, but they are typical of results 
gained using any other learning parameters and seeds. 
Figure 4.4 below shows as expected that the Pre-Jacobi was the most domi- 
nant method, followed closely by the optimiser when run on its own. We recall 
that the Pre-Jacobi, the indexed optimiser run on its own and the indexed opti- 
miser run concurrently with the p-learner stopped after 46,461 and 14423 itera- 
tions respectively. However, we must state that in the methods where the system 
parameters were known E(t) (for v=v and v= v) converged to zero every 
time, whereas in the unknown P case E; (t) did not equal zero irrespective of the 
learning parameters and seeds used. This is because the p-learner was unable to 
observe the higher valued states (see Table 4.11). Note when the optimiser was 
run on its own, unlike in the fully connected case where the error in the current 
value function estimate monotonically decreased as t increased, in this case the 
error either monotonically decreased or was constant as not all of the states were 
fully connected. 
To investigate the outcome of each learning parameter set and seed, we plotted 
their corresponding end points. Note that the end points in this section are 
defined slightly differently from those in Section 3.12. In this section as each run 
has a certain stopping time we define the end points to be loglo{Ej(HN)} and 
loglo{EE(HN)}, where HN is the stopping time for seed N. In Section 3.12 we 
saw that the p-learner learnt more about the overall model for parameter sets 
corresponding to p= 20000 and µ= 10000 compared with µ= 5000. However, in 
the sparsely connected case this was not the case. The graph for the end points 
plotted for the learning sets corresponding to µ= 5000 is omitted from this 
section, but it is very similar to the one illustrated in Figure 4.5. In Figure 4.5 
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we can see that, irrespective of the learning parameter sets used, the end points 
are more tightly clustered than in the case of the fully connected case. This is 
apparent through examining not only the axis corresponding to the error in the 
current value function estimate, but also the error in the true state transition 
probabilities. This again is a consequence of not observing the higher valued 
states in the p-learner (see Table 4.11). 
To investigate whether some current value function estimates in some states 
were better estimates of their corresponding true values than others, we plotted 
the average standard deviation vH, (i) against the average bias of vH, ' 
(i) (over 
the 20 different seeds) for each parameter set and state iES. In Figure 4.6 
observations for each state are labelled from 0 to 11, and each observation for 
each learning parameter set is labelled in one colour. Figure 4.6 demonstrates 
by example the consequences of not observing the higher valued states in the 
p-learner in the learning parameter sets corresponding to µ= 20000 and p= 
10000. The results we present below are representative of the ones obtained using 
learning parameter sets corresponding to p= 5000. 
When we introduced similar graphs in the previous chapter (Section 3.13) we 
saw that the principal features were the observations in states where the p-learner 
did not sample the true optimal actions, since each state was visited fairly often. 
However, in this sparsely connected system the principal features are the states 
the p-learner did not observe very often, or at all. They are chiefly the higher 
valued states. 
We can see in Figure 4.6 that the lower valued states, states {O, 1,2,3,4}, 
both have very small biases and standard deviations. On the other hand, the 
states in the transient state space, states {5,6,7,8,9,10,11} (the higher valued 
states), have small biases but high standard deviations. In Table 4.10 we saw 
that the optimiser sampled each state uniformly, whereas Table 4.11 shows that 
the p-learner observed states according to a distribution of a geometric nature. 
It is for these reasons alone that the higher the value of the state the larger the 
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biases and standard deviations become. 
The optimiser sampled each state fairly often so that the current value func- 
tions, in each case, converged to a point which was not a long way short of the 
true values in each state. In the case of the higher valued states this was proba- 
bly caused by the discrepancies in the estimated model compared with the true 
model. However, because the p-learner sampled the lower valued states fairly of- 
ten, their corresponding standard deviations were small and the observations for 
the same states were tightly clustered. On the other hand, because the p-learner 
hardly observed the higher valued states their corresponding standard deviations 
were large by comparison, and in many cases the observations for the same state 
were more scattered. Note that the p-learner barely visited states 10 and 11. 
Therefore the current value functions corresponding to states 10 and 11 had the 
highest biases, but they were clustered together more closely than any of the 
other higher valued states because their state transition probabilities (over each 
learning parameter set) were approximately equal. 
In conclusion, the evidence we have presented in this section shows that if not 
all of the states in the p-learner are observed fairly often, then the estimates of the 
optimal value function suffer as a result. When we looked at the times at which 
the current policy estimates equalled the true optimal policy, the consequences 
of not observing all the states in the p-learner were not so visible. We have also 
shown that the p-learner encountered difficulties with the problem's structure 
irrespective of the learning parameters used. In this case new methodology must 
be developed to deal with systems that are sparsely connected. In the final section 
of this chapter we introduce two new ideas used in the p-learner that deal with 
sparsely connected systems. 
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Figure 4.3: The graph above is a plot of loglo(Ej(t)) against loglo(EE(t)) (pa- 
rameterised by time t) defined for all states iES and actions uE U(i); where 
µ= 20000.0, or = 100.0,0 = 0.01 and T= 80000. Twenty different seeds were 
used in all. We present results taken from two seeds to give us a good illustration 
of the method's performance. Tick marks were plotted for each of the two seeds 
at 100,500,5000,10000,14000 iterations, ; labelled 0.01,0.05,0.5,1 and 1.4. 
However, for seed 2 we plotted tick marks at 20000 iterations and every 10000 
iteration thereafter until computing terminated, labelled from 2,3,4,5, and 6. 
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Step(t) 
Figure 4.4: The graph above is a plot of root mean square error of current value 
function estimate at log10 against step time t using parameters µ= 20000.0, 
or = 400.0,0 = 0.01 and T= 80000 for seed 1. We wanted to compare the error 
in the value function for the 3 different methods; the optimiser run on its own 
(Opt Only), the optimiser run concurrently with the p-learner (Opt + PL) and the 
conventional Pre-Jacobi method. We plotted the errors in the value function for 
these particular parameters because qualitatively speaking they display roughly 
the same typical behaviour over the 3 different methods as in any other set of 
parameters. 
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Figure 4.5: The graph above is a plot of loglo(E(HN)) against loglo(Ep(HN)) 
(parameterised by time t) defined for all states iES and actions uE U(i); 
for the different combinations of µ= 10000,20000.0, or = 100.0,400.0, and 
0=0.003,0.01. The graph illustrates the position of the end points of all 20 
simulations using different seeds for each parameter set. 
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Figure 4.6: The graph above is a plot of the average standard deviation of vH, (i) 
against the average bias of vH, (i) defined for all states iES at time T for 
the parameter sets considered for p= 20000 and µ= 10000. Each observation 
consists of results taken from the 20 simulations for each parameter set. We used 
one colour for each parameter set and each observation represents the value of 
each state. 
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4.13 Active and passive systems 
This final part of the chapter discusses the coupled version of the methodology. In 
this section we discuss ways of making further modifications to our algorithm, so 
that the p-learner can visit states more uniformly. We first discuss the difference 
between active and passive systems. We then describe the function of the coupled 
version at each iteration. We end this chapter reporting results gained from 
applying the coupled version to this machine replacement problem. 
In the thesis so far we have employed systems using "black boxes", which are 
passive. This is where we can always observe the state of the (real) system, but 
we can only influence the states we go to by taking actions (see Section 2.3.1). 
In this section we discuss a system which is active, where we can choose both 
states and actions. In the active case we choose each state in the "black box" 
and we reset it at will, rather than only being able to observe states internally. 
In this section we present results by coupling the indexed optimiser with the p- 
learner. In Chapter 5 we extend the idea of the index method to a more sensitive 
criterion in the p-learner for the passive case. We have formulated an idea using 
indices in the p-learner similar to those defined in the optimiser. This method 
is a general way of observing states in the p-learner through index numbers, so 
that we are tracking the process at each iteration rather than relying on knowing 
the structure of the problem. Future work might well investigate this approach 
further. 
The mechanics of the coupled version are very similar to that of the indexed 
version, but its applicability is somewhat different. This is because, in the cou- 
pled version, the mechanism we use for learning about the true state transition 
probabilities is "resetable" and is under our control. When the optimiser and 
p-learner are coupled we use the index (state) method in the optimiser to choose 
which state to go to in the p-learner, and we use Method 3 to choose actions. 
In the system the optimiser gives its current state i to the p-learner and the 
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p-learner then uses this state to choose an action u, according to the exploration 
function defined in Section 3.3.4. Having identified the current state-action pair 
(i, u) the p-learner then chooses a state j, as illustrated in Figure 4.7 below. The 
transition from i to j given action u is recorded, and the state j is then disre- 
garded. Thus, at each iteration the "black box" is reset because at each iteration 
the p-learner uses the next state given to it by the optimiser. This enables the 
p-learner to sample states uniformly. The course of reseting the black box each 
time is a legitimate one. For each state i we are trying to learn about the distri- 
bution over each j. Therefore a variable j of size one from this distribution can 
be accumulated with other data of this kind, to help us estimate the true state 
transition probabilities. 
i, u i 
Figure 4.7: The diagram above illustrates how the p-learner simulates the real 
state transition probabilities by choosing both the system's current state iES 
and uE U(i) and issuing them to the Black Box to get an update of the process 
jES. 
In the remaining section we present results obtained running the coupled 
version of the indexed optimiser concurrently with the p-learner, to see how well 
the methods cope with estimating the true optimal value function v*(i) and the 
true optimal policy 7r* (i) for each state iES. We present results to see if the 
coupled version is successful in estimating the optimal solutions of this particular 
case study. The purpose of presenting these results is not to show which learning 
parameters are best, but to show that the methodology works when applied to 
sparsely structured problems. 
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The learning parameter sets for {µ, a, A} considered are the ones got from 
= 5000,10000, and 20000, a= 100 and 400,0 = 0.003 and 0.01, with an ad- 
ditional a= 1000 included for µ= 5000. We recall that µ denotes the amount of 
time allocated to learning, or denotes how quickly we move from total sampling to 
focused sampling, and 0 determines the level of discrimination between actions 
uE U(i) in each state iES. Note that the smaller the value of v the quicker the 
transition from total sampling to focused sampling, and the greater the value of 
A the larger the level of discrimination between actions in each state. Note that 
when we analysed the results for the current policy estimates in Section 4.11, 
problems in the p-learner were less apparent than when we analysed figures that 
incorporated results for the current value function and model estimates for multi- 
ple runs. Since we only want to demonstrate that the coupled methods cope with 
sparsely connected systems, this section only considers multiple seeded graphs. 
By plotting the end points of the 20 different runs for learning parameter 
sets corresponding to {p = 10000,20000} and {µ = 5000} in Figures 4.8 and 4.9 
below respectively, we illustrate the method's performance of reducing the error 
in the current value function estimate and the current model. These figures show 
that the learning parameter sets used have a profound effect on the method's 
performance. They are then compared with the graphs presented when the in- 
dexed optimiser and p-learner were run independently (Section 4.12). Figure 4.10 
shows how good the final average estimates were, over the 20 different seeds, by 
plotting the average standard deviation vH, (i) against the average bias of vH, (i) 
(over the 20 different seeds) for each parameter set and state iES. This graph 
is also compared with results obtained in Section 4.12. 
Figures 4.8 and 4.9 show that there are significant differences in the end 
points. In fact these differences are similar to the ones presented in the previous 
chapter. In Section 4.12 we saw that in Figure 4.5 the end points for the learning 
parameter sets were tightly clustered, and they are situated more towards the top 
right hand side of the graph. The same was also true of the learning parameter 
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sets corresponding to p= 5000. In fact the two graphs looked very similar. This 
was because the p-learner could not observe the higher valued states, and as a 
result the current value estimates converged to a point until computing was forced 
to stop. However, Figures 4.8 and 4.9 show that the higher the value of p, the 
more the p-learner learnt about the overall model. This was a principal feature 
in the graphs presented in the previous chapter. It is because both the p-learner 
and optimiser were able to visit each state fairly often. However, we must note 
that hardly any of the runs stopped before time T. This shows that the cost of not 
knowing the true state transition probabilities is fairly high, since when we know 
the probabilities the methods stopped at time t«T with optimal solutions. 
To investigate whether some states had on average larger standard deviations 
and biases than others, we present the results from the learning parameter sets 
corresponding to p= 10000 and 20000. We can see that unlike Figure 4.6, Fig- 
ure 4.10 does not show any large standard deviations. This was because, this 
time, each state was visited uniformly in the p-learner. In fact, for µ= 5000 it 
is true that there was no evidence of large standard deviations, and that they 
were no bigger than the ones reported for p= 10000 and 20000. This was due to 
the fact that in this problem p= 5000 was not too early a point to discriminate 
between actions. However, unlike in the previous chapter the p-learner did not 
have to learn about so many transition probabilities, therefore on average the re- 
sults presented in Figure 4.10 are far better than those presented in Figure 3.28. 
However, although the results we present are good, the coupled version does not 
perform as well as methods that use the true state transition probabilities. 
205 









-t. 5 O 
. 20 
-2.6 
+µ= 20000 0= 400 0=0.01 
+µ= 20000 0= 400 A=0.003 
+µ= 20000 0= 100 A=0.01 
+µ= 20000 a= 100 A=0.003 
µ= 10000 a= 400 G=0.01 
µ= 10000 v= 400 A=0.003 
+µ= 10000 0= 100 0=0.01 







2b -2D "1.6 "10 00 00 
1og10(E. (HN )) 
Figure 4.8: The graph above is a plot of loglo(E(HN)) against loglo(EE(HN)) 
(parameterised by time t) defined for all states iES and actions uE U(i); 
for the different combinations of p= 10000,20000.0, or = 100.0,400.0, and 
A=0.003,0.01. The graph illustrates the position of the end points of all 20 
simulations using different seeds for each parameter set. 
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Figure 4.9: The graph above is a plot of loglo(E(HN)) against loglo(Ep(HN)) 
(parameterised by time t) defined for all states iES and actions uE U(i); 
for the different combinations of µ= 5000.0, a= 100.0,400.0,1000.0 and 
A=0.003,0.01. The graph illustrates the position of the end points of all 20 
simulations using different seeds for each parameter set. 
207 










-µ =20000u=400 A=0.01 
-N= 20000 0= 400 A=0.003 
µ= 20000 0= 100 0=0.01 
-µ= 20000 0= 100 0=0.003 
p= 10000 0= 400 A=0.01 
p= 10000 0= 400 A=0.003 
-µ= 10000 0= 100 A=0.01 
-y= 10000 0= 100 A=0.003 
0.0 02 0.4 0.6 
stdev(üHN (0) 
Figure 4.10: The graph above is a plot of the average standard deviation of 
VHN, (i) against the average bias of vHN (i) defined for all states iES at time T for 
the parameter sets considered for µ= 20000 and p= 10000. Each observation 
consists of results taken from the 20 simulations for each parameter set. We used 
one colour for each parameter set and each observation represents the value of 
each state. 
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4.14 Further Comparison of the Standard and 
Indexed Optimisers 
This final part of the chapter compares the performance of the standard algo- 
rithm with that of the indexed algorithm when applied to the "fully connected" 
problem. This chapter has already shown that, the indexed approach is far more 
adaptable than the standard version. The comparison of the algorithms in the 
"fully connected case", where all states are well determined, will give us a clue 
to their relative performance. 
Let us define L to be the time step at which the current policy estimate 
converged to the true optimal policy. 
When we applied the indexed optimiser on its own to the "fully connected" 
case using seed 1, it was found that the policy estimate settled down to the true 
optimal policy after 122 iterations i. e. L= 122. We recall that for the standard 
approach L= 173 (see Section 3.7). We then looked at the average value of 
L over 20 different seeds. We report that for the indexed optimiser the average 
value of L was 120, whereas the average value of L was nearly double that value 
(for all the different combinations of parameters for {µ, Q, 0}) using the standard 
optimiser. 
To compare the performance of current value function estimates, when run- 
ning the optimisers on their own, we introduce a simple stopping criterion for the 
standard method which is similar to the one used for the Pre-Jacobi defined in 
Equation (4.9.16). The stopping criteria is set up so that the computing stops 
once the current value function estimate equals the true optimal value function in 
each state iES to three decimal places. The stopping criterion in the standard 
optimiser is defined in Equation (4.14.19) below. It stops computing when, 
vt(")) <1x 10-8. (4.14.19) 
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We report for seed 1 that the indexed method stopped after 1209 iterations com- 
pared with 1821 iterations (for the parameter set {µ = 20000, o= 400,0 = 
0.01}) using the standard version. Over the 20 different seeds the current value 
function converged, on average, after 1219 iterations for the indexed version and 
after 1647 iterations for the standard version, using the parameter set lp = 
20000, Q= 400,0 = 0.01}; similar results were gained for other parameter sets. 
In order to investigate whether the indexed method had difficulties finding 
optimal actions in certain states, we looked at the individual time steps where 
the current action estimates converged to true optimal actions in each state iES. 
The results recorded for indexed method using seed 1 are illustrated in Table 4.14. 
State 
iES 
The time intervals at which 
it(i) = ir*(i) for each 
individual state iES 
0 9- 1209 
1 10- 1209 
2 12- 1209 




103 - 1209 
5 5- 1209 
6 1- 1209 
7 7- 1209 
8 45-90 
122 - 1209 
9 6-1209 
Table 4.14: The table shows us the time intervals at which the indexed optimiser 
chose each optimal action ir* (i) in each individual state iES using seed 1. These 
results are characteristic of the results gained using any seed. Note the stopping 
time at t= 1209. 
They are characteristic of the results gained using any seed. Table 4.14 tells us 
that the indexed optimiser found all of the true optimal actions in each individual 
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state with ease apart from states 4,5 and 8. This was to be expected after looking 
at the results gained for the standard optimiser, illustrated in Table 3.5. On 
the other hand, we note that the indexed optimiser out performs the standard 
optimiser. This is reflected both in the evolution of the current policy and in the 
value function estimates. 
As the performance of the indexed optimiser is far superior to that of the 
standard optimiser when the state transition probabilities were known, we would 
Seed The last time intervals at which 
Wit(-) = it*(") for different seeds 
1 16120 - 80000 
2 24236 - 80000 
3 5817- 80000 
4 169 - 80000 
5 6702 - 80000 
6 50152 - 80000 
7 10228 - 80000 
8 4905 - 80000 
9 19811 - 80000 
10 4809 - 80000 
11 372 - 80000 
12 2199 - 80000 
13 40539 - 80000 
14 1428 - 80000 
15 4651 - 80000 
16 25281 - 80000 
17 2837 - 80000 
18 12395 - 80000 
19 19696 - 80000 
20 96 - 80000 
Table 4.15: The table shows us the last time interval where the indexed optimiser's 
(when run concurrently with the p-learner) current policy estimates converged to 
the true optimal policy for µ= 20000, a= 400,0 = 0.01, and T= 80000 using 
seeds labelled 1 to 20. This was typical of any parameter set used in our sequence 
of simulations. 
expect the performance of the indexed optimiser to be at least as good as that 
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of the standard version when they are unknown. This is indeed what we find in 
practice. Table 4.15 above illustrates the typical problems encountered when the 
indexed optimiser was run concurrently with the p-learner. The table reports the 
last time intervals when the indexed optimiser's current policy estimates settled 
down to the true optimal policy using the parameter set {µ = 20000, a= 400, 
0=0.01} and seeds labelled 1 to 20. We recall seeing similar results for the 
standard optimiser in Table 4.15. These similarities are due to the trouble the 
optimiser has in differentiating between the true optimal and the best subopti- 
mal action in state 8 (because it takes time to gain good estimates of the state 
transition probabilities) and the stochasticity owing to the way we choose actions 
in the p-learner. For both optimisers, irrespective of the learning parameters and 
sets used, if the true state transition probabilities were known the current policy 
estimate converged to the true one and at roughly the same time. 
The underlying deficiency in the p-learner also affects the optimiser's effec- 
tiveness in quantifying the current value estimate. Figure 4.11 below illustrates 
the optimisers ability to calculate the current value estimate. The graph plots 
the error in the current value function estimates for each method using Equa- 
tion (3.11.5) with respect to step time t. This plot is again typical of any learning 
parameter set and seed used. We can see that for both methods the errors Ev (t) 
do not converge to zero even for t equal to 80000 and that neither method out 
performs the other. This was not the case when the true transition probabilities 
were known, the indexed method being the far superior method. 
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Figure 4.11: The graph above compares the performance of the standard optimiser 
with that of the indexed optimiser for the "fully connected" case illustrated in 
Chapter 3, when both optimisers are run concurrently with the p-learner. The 
graph shows the root mean square error of current value function estimate at log,, 
plotted against step time t using parameters p= 20000.0, o= 400.0,0 = 0.01 
and T= 80000 for seed 1. We plotted the errors in the value function for these 
particular parameters because qualitatively speaking they display roughly the 
same typical behaviour as in any other set of parameters considered. 
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Ongoing and Future Work 
5.1 Introduction 
This chapter discusses ongoing and future work. Although we can prove the 
convergence of the estimates generated by the optimiser when the true state 
transition probabilities are known, future work needs to be addressed to proving 
the convergence of these estimates when the probabilities are unknown. We also 
propose future work on a new index method in the p-learner. 
5.2 Proving Convergence using the Optimiser 
5.2.1 Overview 
This section looks at the convergence of the solutions generated by the optimiser 
over an infinite time period. The proof is based on the following assumption: 
Assumption 1 each state iES is visited infinitely often. 
The optimiser randomly samples states in a manner correlated with a simula- 
tion of the process. The standard optimiser used in case study 1 chooses actions 
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in order to move to states, whereas the indexed optimiser used in case study 2 vis- 
its states according to the probability distribution of the indices. For the current 
value function and policy estimates to converge to their corresponding optimal 
values, assumption 1 must hold true. The optimisers we have developed are not 
defined over an infinite time period. We can, however, extend the definition of 
the optimisers so that they are. Below we have indexed functions using step time 
t. 
In order to expand our standard optimiser to run over an infinite simulation 
horizon, we slightly change the probability distribution qjj(u) used to choose 
states. As we recall, this method is described in Section 2.2.2. We can extend it 
to an infinite horizon by specifying that, when in state it =i at time t an action 
ut =u is chosen, the next state it+l =j is chosen with probability, 
qj j (u) =p? T` (u) 
Ept (u) if t<T and, 
IES 
_ Pik (u) otherwise. 
where the function Tt is the temperature schedule at time t and is defined at 
t=1,2,.. ., 
T in terms of the finite horizon T by, 
Tt = {1 + exp (4 - 8t/T) }. 
We recall in the indexed optimiser that computing stops once, 
1] 
Tj < D, 
jES 
where r1 is an index defined for each state jES and D is the threshold parameter 
set at the start of each simulation. To modify the indexed version of the optimiser 
so that it could run for an infinite amount of time, we need only omit this stopping 
criterion. 
In the sections below we prove the convergence of the estimates, generated by 
these modified versions of the optimisers. 
215 
5.2 PROVING CONVERGENCE USING THE OPTIMISER 
5.2.2 The Proofs 
At each time point the optimiser visits a state it and updates the current value 
function and policy estimate for that current state. Since the optimiser when 
run on its own knows all the immediate costs Cj (u) and the true state transition 
probabilities pik (u) for all i, jES and uE U(i), it does not matter what random 
sampling routine is used to update the current value function estimate vt(") and 
the current policy estimate Ft(-). We show that, as long as each state is visited 
infinitely often, vt(. ) and 7rt(") will tend to v*(. ) and ir*(") respectively as t -+ oo, 
i. e 11vt - v*11 -* 0 where It - v*II = sups I vt(j) - v*(j)I. 
Lemma 1 
Let it be the current state updated at time t then, 
(i) Ivt+l(it) - V*(2t)J <_ aIIvt - v*LI, 
(ii) Ivt+i(j) - v*(j)I = Ivt(j) - v*(j)I for all j0 it, 
(iii) 1lvs - v*11 < 11vt - v*11 for all s>t. 
Lemma 2 
Assume the optimiser visits each state infinitely often. Then, 
)Ivt-v*11 -+0 ast-+oo, 
and consequently ýRt(") -+ 7r*(-), 
Theorem 1 
For both the modified versions of the standard and indexed optimisers, when 
applied to case studies 1 and 2 respectively, 
l1vt - v*II -* 0 and %(") --p 7r"(") as t -3 oo. 
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Proof of Lemma 1 
We recall from Section 2.2 that for each time t=0,1, ... , 
ci(u) +a Espzj (u)vt(J) if i= it, vc+i (i, u) 'E 
vt(i, U) if i it, 
vt+i (i) = min {vt+i (i, u) }, (5.2.2) 
uEU(z) 
7rt+l (i) = arg min {vt+l (i, u)} . (5.2.3) uEU(i) 
Let ir*(i) be the action for state iES under the optimal stationary policy 
7r*("), so the optimal value function satisfies, 
v*(i) = ct, (ir*(i)) +aEpjj(7r*(i))v*(j) for all iES. (5.2.4) 
jES 
Let it be the current state at time t. Since v*(. ) is the value function that is 
minimised using the optimal policy lr*("), 
v*(it) < cit(u) +aEpjtj(u)v*(j) for all uE U(it). (5.2.5) 
jES 
In addition, since the current value function estimate vt+l(") at time t is updated 
using the current greedy policy art+i("), 
ý1t+1(Zt) = Cit (7rt+l (Zt)) +aE paej (7rt+l (it))vt(. %) 
jES 
< c(u) +aE pjtj(u)vt(j) for all uE U(it). (5.2.6) 
jES 
Now using a proof similar to that on Page 34 of Ross (1983), 
vt+l(it) - v*(it) = Cio(Ft+l(it)) +c zitj(-t+l(it))vt(j) 
jES 
- c=t(1r*(it))- aEpztj(1r*(it))v*(j), 
jES 
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cit (7r* (it)) +aE pitj (ir* (zt))vt (j) 
jES 
-Ct (7r*(it)) -al: pi, j (ir*(it))v*(j) using Equation (5.2.6), 
jES 
=aI: Pitj(7ri(zt))[vt(i) - v`(j)}, 
jES 
<aE piitj (ir*(it)) SUP Ivt(i) - v* 
(j) I, 
jES 3 
= asup lvtU) - v*(Ai" (5.2.7) 
Similarly using Equation (5.2.5) and reversing the roles of -vt+l (it) and v* (it) for 
fixed it, 
v*(ze) - vt+i(it) <_ a sup Iv*(j) - vt(j)I" (5.2.8) 
Thus combining Equations (5.2.7) and (5.2.8), 
Ivt+i(it) -v (it)ý < asuP Ivt(7) - v*(? ) 
aI1vt - v*lI, (5.2.9) 
and using Equations (5.2.1) and (5.2.2), 
I t+i(j) - v*(j)I = Ive(j) - v*(j)C for all j# it. (5.2.10) 
Further, from Equations (5.2.9) and (5.2.10) it follows that, 
lvt+ - v*II < II ut - vII, 
and by induction that, 
II v8 - v*ll < llvt - v*ll for all s>t. (5.2.11) 
11 
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Proof of Lemma 2 
Let us define a cycle to be a sequence of updates on the current value function and 
policy estimates that includes every state iES at least once and the final state 
exactly once. Number the cycles m=0,1,2, .... The first cycle is completed at 
the first instant (after t= 0) when we have updated at least once in each state. 
Let the random time rm be the start of cycle m. We set I'o = 0. 
At each time point t the optimiser visits a state it and updates the cur- 
rent value function estimate for that state. For each t let Dt denote the set 
arg maxlvt(i)-v*(i)I, consisting of all those states jES for which Ivt(j)-v*(j)I= 
Flit -v*11. 
Now let rr be the first time point after Fm at which the corresponding set 
Dt contains a state j, which has already been visited at some time point after 
r, -1 but before T. Furthermore, let v denote the last time before T at which j, 
was visited and the current value function estimate for jT updated (so v, +l (jr) 
=v , +2 
(jT) _ ... = 
vz (jT)) 
" 
Since all the states are visited at some time in the cycle beginning at Fm and 
ending at r,,, +i - 1, all states in Dr,,, +l must 
have been visited after r,,, -1 and 
before Fm+l, so we must have 7- < r,, +,. Then, 
IIvrm+l - v*II < jjvZ - V* 11 (from Equation (5.2.11) as r< 
_I T(iT) - v*(jT)I (by definition of j, 
), 
_ lv+i UT) - v*(j7)1, (from above), 
< aW W v - v* 11 (from Equation (5.2.9) as j, is updated at v), 
< aIlvrm - v`11 (as v> I'm), 
(5.2.12) 
and by induction, 
Ilvrm+l - v*II <_ a'jjvo - v`II, 
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so jjvrm - v*II -+ 0 as m -+ 0, as a<1. Since j1vt - v*11 is non increasing in t 
from Equation (5.2.11) we can extend the result to give 11vt - v* 11 -a 0 as t -* oo. 
Finally since vt(") -4 v*() as t -* oc, we can apply the theory of Section 1.2.5 
which states that any greedy policy with respect to the optimal value function is 
an optimal policy. Thus Ft(. ) --+ ir"(") as t -- oo. p 
Proof of Theorem 1 
To prove Theorem 1 we have to show clearly that the modified version of standard 
and indexed optimisers visit each state infinitely often in their respective case 
studies. 
In case study 1, even though the standard optimiser chooses actions to de- 
termine the states it goes to, all of the pzj (u) for all i, jcS and uc U(i) are 
positive. Therefore if the standard optimiser was run over an infinite sequence of 
time, each state would be sampled an infinite number of times. 
In case study 2, using the indexed optimiser, the probability of moving to 
a new state is positive unless it has recently been updated. Therefore if the 
stopping criterion was omitted, each state would be visited infinitely often. Q 
Bertsekas and Tsitsiklis (1996) give an alternative proof of Lemma 2, re- 
stricted to the case of monotonic convergence. Our proof, on the other hand, 
may be adaptable to study convergence of the current value function estimates 
when true state transition probabilities are unknown, since in this case the current 
value function estimates do not change monotonically. 
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5.3 The Indexed Method in the P-Learner 
5.3.1 Introduction 
This section discusses the possibility of a passive p-learner motivated by the 
results presented in Chapter 4. In Chapter 4 we saw that the p-learner expe- 
rienced difficulties observing the higher valued states, caused by its underlying 
deficiency when faced with sparsely connected systems. At the time we dealt 
with the problem by developing an active p-learner (the coupled version) which 
chose both states and actions, where the index method in the optimiser chose the 
states in the p-learner at each time step. However, as discussed in Section 4.13, 
this active case has limited applicability since in many instances we can only 
observe the state of the (real) system. In this case the only way we can influence 
the states we go to is by taking actions. We propose a novel index method in the 
p-learner for future work which observes states using index numbers, independent 
of the ones defined in the optimiser. These index numbers indirectly force the 
p-learner to sample each state-action pair (i E S, uE U(i)). Collectively they are 
a simple guide to help the p-learner sample states that are observed least often. 
They balance the need to learn against the wish to use the quickest current route 
from one state to another. 
We first propose a way of defining the indices and then ways of choosing 
actions. 
5.3.2 Defining Indices 
Each index g(i, u, j) is defined as a measure of dispreference for taking action u 
when in state i in order to get to state j. Indices are only updated corresponding 
the states jES we have recently visited. For each state j we look back at the 
(i, u) combinations we have visited since we were last in state j, or all the way 
back to beginning of the run if state j has not been visited before. We denote 
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these as paths. The (i, u) combinations are known as contributions. However, 
if identical (i, u) combinations exist in a single path, only the most recent one 
in that path is recorded. The indices themselves are made up of the total time 
taken to get from (i, u) to j, and are then averaged over the total number of 
contributions to that point in the process. Recent history tells us by taking 
action uE U(i) with the smallest index, the quicker it may lead us to our target 
state jES. A weight 0<A<1 could also be incorporated in to the definition 
of an index, so as to add up all the contributions in the recent history; an idea 
similar to that of temporal difference learning. 
5.3.3 Choosing States and Actions 
Let N(j) denote the number of visits to state jES. To use the indices we must 
choose an action uE U(i) and a target state jES. Normally we would choose 
the state j that minimises N(j) over all jES and we only randomise the choice 
of states if there is a tie. However, we could introduce a threshold L such that if 




This chapter discusses the chief results of the thesis. 
In this thesis we addressed the problem of adaptive control in complex stochas- 
tic systems when the system parameters were both known and unknown. In 
Chapter 2 we presented versions of two new algorithms, namely the optimiser 
and the p-learner. The optimiser is a simulation based method for finding op- 
timal values and optimal policies when the system parameters are known. The 
p-learner, on the other hand, is used in conjunction with the optimiser when the 
system parameters are unknown. These methods were applied to typical types 
of problem as presented in Chapters 3 and 4. The convergence of the solution 
generated by the optimiser was also considered in Chapter 5. 
In the various case studies considered the two most important questions we 
wanted to address were: (1) relative to the accuracy obtained, how much slower 
or faster was the optimiser compared to standard DP methods? and (2) what 
was the computational cost of not knowing the true state transition probabili- 
ties? Other important points regarding the learning algorithms were reported 
as we proceeded. Throughout this chapter we refer to the different versions of 
algorithms which are clearly labelled in Chapter 4. 
Chapter 3 considered a "fully connected" system. This is when it is possible 
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to move, in a single time step, from a state iES to state jES given any action 
uE U(i). The problem consisted of ten states labelled from 0 to 9 and allowed 
three actions in each state, labelled from 0 to 2. The optimal Q-values for each 
state-action pair were plotted in order to identify the optimal action to take in 
each state. The Q-values were generated using the Pre-Jacobi method. It was 
seen that even when given perfect information about the system it was not a clear 
cut decision which action was best in state 8. We colloquially refer to state 8 as 
the "very difficult state", states 4 and 5 as the "hard states" and the other states 
as the "easy states". Method 3 was used to choose actions throughout Chapter 3 
as it was demonstrated to be a better learning algorithm than Methods 1 and 2. 
We recall in Method 3 that µ denotes the amount of learning we are willing to do, 
o denotes how quickly we move from uniform sampling to focused sampling and 
A denotes the rate at which we discriminate between action uE U(i) in state 
iES after time µ. Note that the bigger the value of o, the slower the transition 
from uniform sampling to focused sampling, and the bigger value of A, the faster 
the rate of discrimination between actions after time µ. 
When we applied the optimiser on its own to the "fully connected" case, it 
was found that the standard optimiser produced the same results as the con- 
ventional Pre-Jacobi method; the solutions for both methods converged to their 
corresponding true values. We recall that the standard optimiser is a stochastic 
method and therefore its current value function and policy estimates were up- 
dated at only one state per iteration, whereas the Pre-Jacobi updates the current 
estimates at every state per iteration. In real time the solutions generated by 
the Pre-Jacobi method converged to the optimal solutions far sooner than those 
generated by the standard optimiser, as the Pre-Jacobi method works ISI times 
harder at each iteration. However, relatively speaking it was found that the stan- 
dard optimiser was just as fast at finding the optimal solutions as the Pre-Jacobi 
method. 
When the optimiser was run concurrently with the p-learner it was found that 
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the learning parameter sets for {µ, o,, Al, used in the p-learner, had a profound 
affect on the algorithm's ability to perform. This was because of the stochasticity 
arising from the way we chose actions. This became apparent when we looked at 
the various convergence criteria discussed in Section 3.5.3.3. 
The first of the convergence criteria considered the convergence of the current 
policy estimate. By looking at the proportion of time spent visiting actions in 
each state in the p-learner, it was discovered that if the algorithm discriminated 
too soon (small p) the p-learner occasionally biased on taking a suboptimal action 
in state 8 over the optimal one. We then looked at the time intervals at which 
the current policy estimate converged to the optimal policy; the points at which 
the current policy estimate settled down to the true solution. These points varied 
tremendously for different seeds, but this was not the case when the true state 
transition probabilities were known. The action probabilities for each state for 
different learning parameter sets were then plotted and it was found that the time 
intervals at which the current policy estimate oscillated between a suboptimal 
policy and the optimal one followed a similar pattern to the action probabilities 
(plotted after time µ in state 8) in the p-learner. In addition to this, it became 
evident that in the "easy states" any value of o would have worked equally as 
well, as the p-learner had done all the work it needed to before the discrimination 
stage. It was also illustrated that the parameter 0 was most effective in the "hard 
states". However, it is important to set the parameter A to a small value as if 
the algorithm has not done enough learning by time p, the algorithm may have 
a good chance to recover. 
The second and third convergence criteria considered the convergence of the 
current state transition probability and value function estimates respectively. 
The first criterion used was to look at the quality of the state transition prob- 
ability estimates as compared to the quality of the true optimal value function 
estimates. The graphs showed that the computational costs for not knowing the 
true state transition probabilities were initially fairly high, but the current value 
225 
function estimate eventually converged to the true optimal value function esti- 
mate. Although this convergence eventually occurred the final error was still far 
from the true solution. Also, when we compared the performance of the error in 
the value function estimates with respect to time t, it was found that in the cases 
where the true state transition probabilities were known the error converged to 
zero (the Pre-Jacobi being the more dominant method). However, in the case 
where true state transition probabilities were unknown, the error converged to 
the wrong value. By plotting the end points for 20 different runs for each learning 
parameter set, it was discovered that there was a noticeable change in the quality 
of learning about the model but not about the optimal value function. When 
the average bias of the end points of the current value function estimates was 
plotted against the average standard deviation the graphs showed state 8 to be 
the principal feature. This was because in this particular state the current action 
estimate sometimes converged to the wrong action. This result was less apparent 
when we looked at the end points alone. 
Chapter 4 considered a "sparsely connected"system known as the machine 
replacement problem. This is when it is not possible to move, in a single time 
step, from state iES to each state jES given any action uE U(i). In this 
problem machines deteriorate over time. The lower the value of the state the 
better their condition. The problem consisted of twelve states labelled from 0 
to 11 and allowed two actions in each state (except state 11), labelled 0 and 1. 
Action 0 denoted the action "to replace" and action 1 denoted the action "do 
not replace". Only action 0 is available in state 11, as in this state the machine 
is in its worst conceivable condition and it must be replaced. When we plotted 
the optimal Q-values using the solutions generated by the Pre-Jacobi method, we 
saw that the policy decomposed the state space under the stationary policy into 
two distinct classes: a recurrent class and a transient class. The recurrent class 
being states {0,1,2,3,4} and the transient class being states 15,6,7,8,9,10,11}- 
When the standard optimiser was applied to this sparsely connected system, 
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it was discovered that the method had trouble finding good estimates of the 
solutions in states 9,10 and 11 (again Method 3 was used to choose actions). 
After further investigation it was found that the reason it had difficulty obtaining 
good estimates in these states was because the method rarely visited the higher 
valued states. The same was true in the case when the true state transition 
probabilities were unknown. These results motivated the development of the 
indexed optimiser. 
The indexed method ranks states based on the value of their index. These 
indices encourage the optimiser to visit the states that need updating. 
When we applied the indexed optimiser to this "sparsely connected" system 
the problems experienced above in the standard version did not arise. Both 
the indexed optimiser and the Pre-Jacobi methods were run using a stopping 
criteria. If we take into consideration that the indexed optimiser updated the 
current estimates sequentially, it on average worked comparably to the Pre-Jacobi 
method. However, in the unknown case problems still remained in the p-learner. 
When the indexed optimiser was run concurrently with the p-learner, the re- 
suits were analysed using the first, second and third convergence criteria. Using 
the first convergence criteria it was discovered that the optimiser sampled each 
state fairly often, but the p-learner did not. This was because we controlled 
what happened in the optimiser but not in the p-learner. Consequently poor 
estimates of the important state transition probabilities were obtained. Some 
of the results we obtained were very misleading, as on many occasions the cur- 
rent policy estimate converged to the true optimal policy even though the state 
transition probability estimates were subject to large errors. When we looked 
at the time intervals at which the current policy estimate settled down to the 
true solution and the time points at which the computation stopped, the inter- 
vals varied tremendously for different seeds. This time it was not solely owing 
to the stochasticity arising from the way we choose actions in the p-learner, but 
also because the p-learner experienced difficulties observing the higher valued 
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states irrespective of the learning parameter sets used. The second and third 
convergence criteria showed that the current value function estimate converged 
to something that was far from the true solution. When we compared the per- 
formance of the three methods simultaneously, again the computational cost of 
not knowing the true state transition probabilities was fairly high (the Pre-Jacobi 
method being the more dominant). By plotting the end points for 20 different 
runs for each learning parameter set, it was discovered that the observations were 
tightly clustered irrespective of the learning parameter sets used. The average 
bias of the end points of the current value function estimate when plotted against 
the average standard deviation demonstrates the consequence of not observing 
the higher valued states; the higher valued states had higher biases and standard 
deviations compared with the lower valued states. These results motivated the 
development of the coupled version. 
The coupled version involved the coupling of the indexed optimiser and p- 
learner. This method uses an active, instead of passive, p-learner. Active p- 
learners choose both states and actions to enter into the "black box" instead 
of only choosing actions. Our coupled version employs the indexed optimiser to 
choose states in the p-learner, so that the p-learner can sample the higher valued 
states. Although not widely applicable, the coupled version gave us an interesting 
insight into the bounds of behaviour of the system given that sampling problems 
in the p-learner could be eradicated. It was discovered that by plotting the end 
points of the different runs for different learning parameter sets the algorithms 
performances were far better than in the "fully connected" problem. However, 
in this case the p-learner did not have so many state transition probabilities to 
learn about. Also, when we plotted the average bias of the current value function 
estimates against the average standard deviation the results obtained were good, 
but not as good as those obtained in the known case. 
To link Chapters 3 and 4 we analysed the performance of the standard opti- 
miser with that of the indexed optimiser on the "fully connected" system. It was 
228 
found that the the indexed optimiser out performed the standard optimiser when 
the system parameters were known, and was at least as good when they were 
unknown. 
Chapter 5 considers the convergence of the optimiser of the solution generated 
by the optimiser. It was proved that as long as each state is visited infinitely often 
in the optimiser the current estimates will converge to their corresponding true 
solutions. In practice, case studies 1 and 2 showed that if all of the states are 
visited fairly often, in the known case, the current estimates converge to the 
corresponding true values in a short period of time. Proving the convergence 
of estimates in the unknown case is left for future work, but it is still not clear 
that our algorithms solutions will converge to the true solutions over an infinite 
time period. It was proposed that the p-learner might be modified so that the 
algorithm might track the process over time, rather than relying on knowing the 
structure of the problem, and thus behave similarly to the indexed optimiser. 
This would present us with a universally applicable algorithm for instances in 
which the true state transition probabilities are unknown. 
In conclusion, the Pre-Jacobi method is computationally expensive, thus it 
may be more efficient to use a version of our optimiser instead. We have demon- 
strated that, in relative terms, the optimiser is just as fast in finding the true 
solutions of a problem as the Pre-Jacobi method, as well as being more universally 
applicable. It is also clear that the computational cost of running the optimiser 
concurrently with the p-learner when we know the true state transition probabil- 
ities is high. Though this is the case, running it enables us to tackle problems in 
which we could not normally use full DP. The various case studies have shown 
that our methods can be adapted to problems with a particular type of structure 
in complex stochastic systems. 
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Appendix A 
The following state transition matrices were used in the "fully connected" problem 
described in Chapter 3. They are defined for each state labelled from 0 to 9 and 
each action labelled from 0 to 2. The first, second and third transition matrices 
listed below denote the state transition matrices corresonding to actions 0,1 and 
2 respectively. The state transition probabilities were generated using a random 
number generator. Each row was normalised so that the sum of each row added 
to 1 
0.0955 0.1167 0.0858 0.1408 0.0530 0.0340 0.0318 0.2347 0.1198 0.0879 
0.0817 0.0841 0.1602 0.0086 0.1736 0.0791 0.1696 0.0401 0.1081 0.0950 
0.1677 0.0905 0.0272 0.1315 0.1117 0.0359 0.0974 0.0909 0.0921 0.1551 
0.0283 0.0256 0.1910 0.0707 0.2267 0.1646 0.0787 0.0445 0.1538 0.0161 
0.0562 0.1526 0.0291 0.0409 0.1339 0.1345 0.0116 0.2082 0.1486 0.0844 
0.0145 0.0726 0.0450 0.1754 0.1769 0.0951 0.0063 0.1382 0.1823 0.0939 
0.0251 0.0960 0.1517 0.0756 0.0746 0.1583 0.0004 0.0513 0.1852 0.1818 
0.0029 0.0834 0.0412 0.0757 0.0562 0.1370 0.0860 0.2071 0.1382 0.1723 
0.1161 0.0484 0.1134 0.1186 0.0442 0.1171 0.1944 0.1906 0.0144 0.0430 
0.1096 0.0130 0.1425 0.0634 0.0516 0.1065 0.1662 0.0950 0.1659 0.0864 
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0.0889 0.0274 0.0272 0.1988 0.2092 0.1390 0.0075 0.0104 0.0520 0.2396 
0.2184 0.0028 0.1763 0.0059 0.0629 0.0023 0.1679 0.2443 0.1029 0.0163 
0.1636 0.0354 0.0740 0.1153 0.0993 0.1383 0.0009 0.1481 0.1873 0.0378 
0.0154 0.1997 0.1371 0.1074 0.2682 0.0042 0.0811 0.0577 0.0207 0.1084 
0.0003 0.0263 0.1877 0.1364 0.1450 0.0340 0.1658 0.0602 0.0539 0.1902 
0.0004 0.1717 0.0980 0.1657 0.0774 0.0234 0.1639 0.0762 0.0456 0.1778 
0.0799 0.0589 0.0300 0.0869 0.1024 0.0968 0.1083 0.1799 0.2406 0.0164 
0.1280 0.0810 0.0897 0.0655 0.0937 0.1575 0.0619 0.0149 0.1020 0.2059 
0.0637 0.0881 0.1201 0.0814 0.1387 0.1242 0.1622 0.1448 0.0070 0.0699 
0.1004 0.1434 0.0588 0.1371 0.1542 0.0996 0.1226 0.0016 0.0102 0.1722 
0.1269 0.1500 0.1637 0.1077 0.0161 0.0909 0.1047 0.1121 0.0335 0.0944 
0.0723 0.0836 0.0411 0.1622 0.0723 0.0896 0.1588 0.0973 0.0847 0.1383 
0.1170 0.1245 0.0577 0.1461 0.0486 0.1784 0.1225 0.0101 0.1331 0.0620 
0.0289 0.1054 0.1455 0.0375 0.0907 0.1059 0.0977 0.1295 0.1100 0.1489 
0.1679 0.0954 0.0286 0.0269 0.1549 0.1582 0.0473 0.0142 0.1507 0.1558 
0.0431 0.1839 0.0779 0.1213 0.1168 0.1818 0.1091 0.1326 0.0319 0.0017 
0.0135 0.0063 0.0495 0.0301 0.0554 0.0554 0.1652 0.1010 0.2172 0.3064 
0.1528 0.0144 0.1705 0.1522 0.0137 0.0602 0.0795 0.2062 0.0750 0.0754 
0.0863 0.1298 0.0834 0.0235 0.1607 0.1192 0.1033 0.1934 0.0956 0.0048 
0.0054 0.0390 0.0002 0.0681 0.2530 0.0788 0.1233 0.0269 0.1385 0.2668 
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