Series B 51. 256-270 (1991) On We study certain plane graphs, called Newton graphs, representing a special class of dynamical systems which are closely related to Newton's iteration method for finding zeros of (rational) functions defined on the complex plane. These Newton graphs are defined in terms of nonvanishing angles between edges at the same vertex.
We derive necessary and sufftcient conditions-of purely combinatorial nature-for an arbitrary plane graph in order to be topologically equivalent with a Newton graph. Finally, we analyse the structure of Newton graphs and prove the existence of a polynomial algorithm to recognize such graphs.
INTRODUCTION AND MOTIVATION
In this paper we study certain plane graphs (Newton graphs) which are closely related to the class of so-called rational Newton flows. Firstly, we briefly explain the concepts of Newton flow and Newton graph as well as their interrelationship.
Let .f be a non-constant rational function of a complex variable Z. So, f may be represented as f = pn/qm, where p,, and q,,, are polynomials (of degree n and m, respectively) which are relatively prime. Let us consider the autonomous differential equation of the form
where f' stands for the derivative. This equation (or, more precisely, the flow associated with it) will be called rational Newton flow. Note that Euler's discretization to (1.1) just yields the well-known Newton iteration method for finding the zeros off; this explains the terminology. The right hand side of (1.1) and sometimes also the flow given by this equation, will be denoted by N(f ).
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Roughly speaking, the rational Newton flow N(f) is called structurally stable, if under sufftciently small perturbations of the coefficients of p,, and qm the topological features of the phase portraits of the resulting Newton flows remain the same.
In the case where n > m, it is possible to associate with each structurally stable rational Newton flow N(f) a connected plane graph, which will be denoted by G(f). Such a connected plane graph either consists of only one vertex and no edge, or it exhibits the following two properties: N,: At any vertex of G(f), the angle between (different) edges with this vertex in common is well-defined and never vanishes. (b) Let f, and fi be two rational functions with degree(numerator) > degree(denominator), the associated Newton ,jlows being structural1.v stable.
From a graph theoretical point of view, the definition of Newton graph is not very satisfactory. However, one easily derives a necessary condition, of purely combinatorial nature, for G to be equivalent with a Newton graph. To this aim, let C be an arbitrary cycle in G, and introduce the integers: n(C) = number of G-vertices inside C, but not on C; l(C) = number of G-vertices on C; r(C) = number of G-faces inside C.
The inward, resp. outward, angle at a G-vertex of C is the angle between two consecutive edges of C, spanning a sector of the interior resp. of the exterior of C.
One easily verifies that, for a Newton graph G, we have x (all inward angles at the G-vertices on C) = 2rr( r( C) -n(C)) > 0, C (all outward angles at the G-vertices on C) = 27r(l( C) + n(C) -r(C)) > 0.
Consequently, a necessary condition for G in order to be equivalent with a Newton graph is that the following inequalities do hold for all cycles C:
The latter condition turns out to be also sufficient. In fact, this is our main result.
For an overall reference on the subject of Newton systems, we refer to Chapter 9 of our treatise [4] , and for an introduction to the polynomial case to M. Shub, D. Tischler, and R. F. Williams [S] and to S. Smale [9] .
THE MAIN RESULTS
Throughout this paper, let G be a connected plane graph of order (yl) greater than two. A priori, we do not exclude either the occurrence of loops or multiple edges.
Let J be a nonempty subset of the set of all G-faces. The subgraph of G consisting of all edges and vertices which are incident with a face in J is called G(J). An interior vertex of G(J) is a vertex which is only incident with faces in J, whereas a vertex is called exterior if it is incident with both a face in J and a face not in J. The number of interior and exterior vertices of G(J) is denoted by n(J) and I(J), respectively; by r(J) we denote the cardinality of J.
In Section 2, we shall prove: As a consequence of Theorem A we prove the existence of a polynomial algorithm to recognize the class of Newton graphs (Section 5). In this latter section we also investigate the structure of Newton graphs, including some results on the construction of new Newton graphs from a given one.
THE PRCKIF OF THEOREM A
Let G be a plane graph as in Section 2. The vertices of G will be denoted by Q,, whereas degQ2, stands for the number of edges incident with Q,, i= 1, . . . . ye. (A loop at Q, contributes twice to deg O;.) The infinite face of G is denoted by rO, and the finite faces by rl, . . . . rA, (p =cyclomatic number). The labeling of the vertices is organized in such a way that the exterior G-vertices (i.e., those which are indicent with r,,) are denoted by Q, , . . . . 52,". The vertices Sz,,, , , . . . . Q, are referred to as interior G-vertices.
Due to the embedding of G, there is a cyclic, anticlockwise order on those edges which are incident with a particular vertex, say Q,. In accordance with this order, we label the edges at Q, by i(l), . . . . i(6), where 6 = deg(Q;), and i(6 + 1) = i( 1). (Again, a loop contributes twice to this set of labels. )
Jn view of Fary's theorem (cf. [3] ), there always exists a plane graph which is equivalent to G and for which all angles are well-defined. The angle between two edges at 52, with labels i(k) and i(k + 1 ), respectively, is given by 27roi~~-). The set (A(G)) of all reals Ok, with i= 1, __., 11, k=l , . . . . deg Ri, is called the set of angles for G. The set of all angles spanning a sector of rj is denoted by a(r,). Finally, for fixed i. the set of all angles o;(~) is called the set of angles at Oj, denoted a(Q,).
With the above notations we reformulate the definition of a Newton graph more precisely: One part of the assertion in Theorem A can be proved easily: LEMMA 3.1. Let G be a Newton graph. Then, for any nonempty subset J of (0, 1, .*., p ) Mh 0 # J, the Inequalities (t ) hold.
ProojI
In the case where p = 0, there is nothing to prove. So, we assume that p > 1. Definition 3.1 yields
The contribution of any interior vertex of G(J) to the sum in the left-hand side is equal to 1, whereas each exterior vertex contributes with a number which is strictly between 0 and 1. Moreover, the set of exterior G(J)-vertices is nonempty. From this the assertion follows directly. 1
The following corollary is an easy consequence of the Inequalities (*) (put J= (1, . ..) p ), resp. J = index set corresponding with the faces inside an eventual loop). Throughout the rest of this section, we assume that the Inequalities (*) hold for all nonempty subsets J of finite G-faces. We define the integers po, pl, . . . . pr as Po=V-Pi Pj= l, if ,j= 1, . . . . p.
In view of Corollary 3.1, the integer p. is positive. Proof. If 0 $1, then the lemma follows directly from the Inequalities (*). So, we assume that 0 4 J" (= complement of 1).
In the case where J' # @, the Inequalities (*) applied to J', yield
and, since q = n(J) + l(J) + n(Jc), the assertion follows immediately. In the case where J'= 0, we obviously have n(J) + l(J) = xJ pi. 1
Let Q2, be a vertex of G and let j, be an arbitrary index in {0, 1, . . . . P}. We define the non-negative integers pi, py, . . . . pi as pp= P,?
if j# j. and p; := pJO-1.
If V(J) denotes the set of G-vertices, incident with rj, jeJ, and 1 .I stands for cardinality, then the precedent lemma yields: We prove the non-trivial part of Theorem A: LEMMA 3.5. If the Inequalities (*) hold for all nonempty subsets J of finite faces, then G is equivalent with a Newton graph.
Proof: In the case where p =0 (i.e., G is a plane tree) the proof is obvious. So, we may assume that ,D 3 1. Let us suppose that the Inequalities (*) hold, but G is not equivalent with a Newton graph. Then there must exist a solution, say 5,) . . . . Tn +p, of System (III) such that at least one of the inequalities is strict. We lead this to a contradiction. 
We emphasize that (IV) holds for any map I(/ corresponding to any choice of the indices i, and j, with Q,,E~~,. From (IV) we derive (by aid of (a) and (b)) the following conclusions: = (0, 1, . . . . p}. Consequently, we find, using (d), that Z, = 0 for all I E { I, . . . . q + p}. However, the latter conclusion violates the assumption that System (III) has a solution for which at least one of the inequalities is strict.
THE PROOF OF THEOREM B
Let G be a plane graph and consider the blocks of the boundary of the infinite face of G. Such a block is either a cycle or a tree of order two. In case of a cycle (tree), the graph consisting of all G-vertices and edges inside or on this cycle (tree) is called a "cycle block" ("tree block"). Both a cycle and tree block will be called plane blocks of G. From the very construction of these cycle blocks it will be clear that a connected plane graph fullils the Inequalities (*) iff this holds for each of its cycle blocks. The same assertion is true w.r.t. the Inequalities (**).
Another observation is the following. Let m(J) be the number of connected components of G(J). Then, the Inequalities (*) are equivalent with the (apparently stronger) statement that the inequalities
hold for all nonempty subsets J of finite faces of G. Now, we prove the "if part" of Theorem B by induction on the cyclomatic number p of G. We assume ~12 2 since, if p = 1, the assertion follows directly by applying the Inequalities (**) to the unique cycle in G.
Moreover, in view of the first observation above we restrict ourselves to the case where G consists of only one cycle block with cycle C.
Let J' be the set of all faces except those in J and the infinite face. The case where J' = @ being trivial, we assume J' # $3.
The subset J is called of Type C, if an edge x exists, incident both with C and with a face not in J. In this case, the induction hypothesis applies to G-x. Thus J satisfies the Inequalities (*) in G-X and therefore in G. So, we may assume J not to be of Type C. But then, J' must be of Type C and must satisfy the "extended" Inequalities (*), i.e., n( J' ) + I( J') -m( J') >, r( J') > n( J') + m( J').
(
Moreover, the Inequalities (**) applied to cycle C yield
Now subtracting (1) from (2) and using r(J) + r(J') = r(C), we get n(C)-n(J')-l(J')i-m(J')+ I 6 r(J) < n(C) + 1(C) -n(J') -m(J') -1.
By assumption on J, no face of J' shares an edge with C. Hence, G(Y) n C consists of a set of k vertices, and G(J) n C = C. As a consequence we have n(J) + n(Y) + I(Y) = n(C) + k, and n(J) + n(J) + I(J) = n(C) + 1(C). Substituting this into (3) gives
The right-hand inequality in (4) implies the right-hand side of (*).
We turn over to the left-hand part of Inequalities (*). Suppose that no connected component of G(J') has more than one point in common with C and thus, k ,< m(J'). In this case, the left-hand inequality in (4) implies n(J) + 1 <r(J).
So, we assume 1 Kn Cl > 1 for some connected component K of G(J'). Define a purtition J= lJJ, by j, YE J, iff r, u ri is contained in one face of
It is easily seen that: (i) Every JI is of Type C, and (ii) n(J) = C n(J,). From (i) we get by induction hypothesis that n(J,) < r(J,). Together with (ii), this gives us the required inequality.
THE STRUCTURE OF NEWTON GRAPHS; BALANCED GRAPHS
As already mentioned, the concept of Newton graph arises from the study of certain dynamical systems. In fact, we proved [S] that a structurally stable system N(f), n > m, exhibits only nondegenerate equilibria, namely, n attractors (the zeros for f), m repellers (the poles for f), and (n + m -1) simple saddles (the critical points forf, defined by f' = 0, f # 0). The unstable manifolds at the saddles serve as the edges of G(f), whereas the basins of repulsion of the repellors are (the interiors of) the finite G(f)-faces; the infinite face corresponds with z = m.
Hence, the graph G(f) may be regarded as the "principal" part of the Such graphs (i.e., N, , N,, and N, hold) are called balanced and are of great importance for the description of the structure of Newton graphs.
The following lemma is almost evident.
LEMMA 5.1. Let G be a Newton graph, then G is balanced iff q = p + 1.
Proof: Both sides of the assertion imply that all plane blocks into which G can be subdivided are cycle blocks. Under this latter condition, one easily verifies that q -p just equals the sum of all angles spanning a sector of rO. Now, the assertion follows directly from the Property N,. 1
In the proof of Lemma 5.1, let C, , . . . . C, be the cycles enclosing the cycle blocks into which G is subdivided. We obviously have Now, we show that balanced graphs appear-in a natural way-as subgraphs of more general Newton graphs. To this aim, observe that G( {j>). 1 d j d p, is just one cycle block. We denote the enclosing cycle by F,, (the face cycle w.r.t. the finite face r,). 
Proof
It is easily seen that C corresponds to the intersection r1 n r2. Moreover, one of the faces-say r,-is inside C, whereas the other is situated outside. Then, it is not diffkult to verify that C = F,, , and also C = F2vo, with 1 < v,, 6 v(2). Now, from Lemmas 5.1, 5.2, and 5.3, it follows that
which proves the assertion. 1
Remark 5.1. In the case where G is a balanced graph, the assertion of Lemma 5.4 also holds if C is contained in the boundaries of two faces, one of which being the infinite face.
The following constructions of Newton graphs by means of "graphattachment" may be interpreted in terms of Newton flows N(f).
Let H be an arbitrary connected plane graph. Then, it is always possible to implant H (up to equivalency) into a finite face r, of G, by identifying Next we deal with the case where all exterior vertices of H (and not, as above, only one) are used for attachment. To this aim, let C be an "empty" cycle in G, i.e., n(C) = 0. Consider a cycle block H for which the enclosing cycle C' has the same length as C, i.e., l(C) = l(C'). Then, it is always possible to implant H (up to equivalency) into the interior of C by identifying (the edges and vertices of) the cycle C and C'. In general, this can be done in several ways. The resulting graphs are denoted by G u c H. Clearly, when G uc H is equivalent with a Newton graph, then this is also true for H.
If n(( H) stands for # interior H-vertices (= n(C')), then: LEMMA 5.6. Let G, C, and H be as introduced above. Moreover, let both G and H be equivalent with Newton graphs. Then, in order for G vc H to be equivalent with a Newton graph it is necessary that 1 ~CL(H)-n(H)d~(G)-C1(G), whereas the following condition is sufficient p(H)-n(H)= 1.
The necessity condition follows directly from the construction of G uc. H (and application of Corollary 3.1 to G and H). The proof of the sufficiency part is based on a straightforward (but tough) verification of the Inequalities (*), and will be deleted. Note that in case where G is balanced both conditions coincide (cf. Lemma 5.1).
A cycle block H-as in the sufficiency part of Lemma 5.6-with I( C') and n(H) arbitrary is easily constructed: Start with an arbitrary "empty" cycle C', represented as a Newton graph; draw a differentiable chord of C', subdividing the interior of C' into two parts such that the sum of the inward angles (none of them vanishing) of each part equals rr, and choose an interior vertex on this chord; apply this procedure to one of the "empty" cycles obtained in this way; etc.
On the other hand, let G be an arbitrary Newton graph, with finite face
