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The T−modules, introduced by G. Anderson in the ’80s, are the nat-
ural analogue of abelian varieties in Function Field Arithmetic in positive
characteristic. For a special class of them we highlight that a totally simi-
lar description of the classic Weierstrass function still holds. In particular,
torsion points correspond modulo a finite-rank lattice to rational points of
the tangent space. We present in this work an upper bound estimate of
the number of rational points of the trascendent part of the analytic set
corresponding, into the tangent space, to a nontrivial algebraic subvariety
of a T−module of this special class. Such an estimate, which takes the same
shape of that proved by J. Pila and J. Wilkie in [PW], represents our first
step of our strategy to prove Manin-Mumford conjecture for such special
T−modules, based on the ideas developped by U. Zannier and J. Pila in
[PZ]. In our first section we trace a scheme of our strategy and we state our
main result. We then present in the second section the results over which
our technique is based. We give in particular a version of the Implicit Func-
tion Theorem for analytic sets provided by a non-archimedean topology, we
present our definition of analytic space and we introduce the notion of
dimension on it, showing that it is coeherent with the classic notion of
dimension on rigid analytic spaces. We then use such results to prove a
theorem of density of regular points (which we define in this new context).
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We finally give some results in order to find a construction analogous to the
one that has been built up by J. Pila and U. Zannier in their work. In the
third section we prove our main result. In the fourth and last section we
make some little consideration about our work.
1 Introduction
The classic version of the Manin-Mumford conjecture1, which treats the
situation of an elliptic curve embedded in its Jacobian variety has been
proved (see [R1]) and later generalized (see [R2]) to the following statement:
Theorem 1. Let X be an algebraic subvariety of an abelian variety A de-
fined over a number field. If X contains a Zariski-dense set of torsion
points, then X is the translate of some abelian subvariety of A by a torsion
point (a torsion class).
The weak version proved in [PZ] is a consequence of Theorem 1:
Theorem 2. Under the hypotheses of Theorem 1, if X does not contain
any torsion class of A with dimension > 0, then X contains at most finitely
many torsion points.
The strategy of J. Pila and U. Zannier is based on the idea to trans-
late the analysis of the torsion points of a given abelian variety A which
are contained in X as in Theorem 2, to a typical problem of Diophantine
Geometry, computing these points as rational points contained in a given
compact analytic set depending on X and A. It is known that there exists
in fact a surjective complex analytic group isomorphism:
Θ : Cg ։ A;
where g = dimC(A), having as kernel Λ = Ker(Θ) which is a Z−lattice of
rank 2g. Therefore, up to the vector space isomorphism C ≃ R2, one can see
a torsion point of A as a rational point of the compact set (R/Z)2g. Calling
Z := Θ−1(X)/Λ, we have that Z is a compact real analytic set. In this
way the study of torsion points of A in X became the study of the rational
points of Z as a subset of (R/Z)2g. Such a strategy is founded on two pre-
vious results. One of them is an estimate provided by J. Pila and J. Wilkie
(see [PW]) on the number of rational points with denominator T ∈ N \ {0}
contained in a bounded area of a real analytic variety such as Z. Such an
1Historically, the first version of this conjecture has been proved by M. Laurent over
Gn
m
, see [Lau]
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estimate has been obtained using o-minimality methods. It is the general-
ization for higher dimensions of analogous previous results of E. Bombieri
and J. Pila on curves and surfaces (see [PZ] for more details) and holds only
for points in the transcendent part of Z, in other words, outside the union
of all the connected real semi-algebraic sets2 of positive dimension of R2g in
Z (the so-called algebraic part of Z). This estimate for such points takes
then the shape ≪ T ǫ, for any ǫ > 0. The other result is another estimate
for the set of T−torsion points provided by D. Masser in 1984 (see [Mas]).
Such an estimate is on the degree of these points, and takes the shape≫ T δ
for a convenient δ > 0. As an algebraic set containing a point also contains
all the conjugates of this point, this implies an analogous estimate for the
number of the T−torsion points and consequently the finiteness of such a set
restricted to the transcendent part of Z. The work of J. Pila and U. Zannier
consists in showing that the algebraic part of Z actually coincides with the
union of all the torsion classes contained in Z, proving therefore Theorem 2.
Our idea is to follow such a path in order to prove an analogue of Theorem
2 for a particular class of T−modules, which are an analogue in charac-
teristic p > 0 and in the modules framework of classical abelian varieties.
Such objets were introduced for the first time in 1986 by G. Anderson (see
[A]) and present very different properties with respect to an abelian variety
(for example, they are not compact), even if a lot of similarities between
the two categories may be appreciated. We already have a first analogue of
Theorem 1 (which is stronger than Theorem 2) to T−modules framework,
due to T. Scanlon, who recently (2002) proved (see [Sc]) a naive analogue
of Theorem 1 for the very special case of a power of a Drinfeld module (the
dimension 1 case of a T−module). He bases his proof on Model Theory.
We propose to extend this study to a larger class of T−modules. Our work
is divided in two steps.
1. We provide, for T−modules of the family we choose, a construction
similar with the one given by J. Pila and U. Zannier using the isomor-
phism Θ previously described. Our main tool will be the exponential
function, an analogue of Θ introduced by G. Anderson, having some
important different properties (for example, is not always surjective).
2. We show an analogue of J. Pila’s and J. Wilkie’s estimate for an affi-
noid space (the ultrametric version of an analytic set, see the third
section) in the analogous set Z we will construct in our new situation.
We base our method essentially on Non-Archimedean Analysis tech-
2See [Shiota], pages 51, 100.
3
niques, in order to manage the very particular topology of the spaces
that we will have to study. At this step we do not use any technique
based on Model Theory or o-minimality.
Our main Theorem will be the following one. Let q be some power of a prime
number p and let A = Fq[T ] be the ring of polynomials with coefficients in
the finite field Fq. We write k = Fq(T ) and k∞ = Fq((1/T )). We also write
|a(T )|1/T = qdegT (a(T )) for every a(T ) ∈ A \ {0}.
Theorem 3. Let W ⊂ kn∞ be a k∞−entire subset of kn∞ (for some n ∈ N \
{0, 1}) analytically parametrizable (see Definition 11) over k∞, and letW alg.
be its algebraic part. For each real number ǫ > 0, there exists c = c(W, ǫ) > 0
such that, for each a(T ) ∈ A \ {0}, one has:
|{z ∈ (W \W alg.)(k) : a(T )z ∈ An}| ≤ c|a(T )|ǫ1/T .
2 Preliminaries
Our study is focused on a geometrical problem on T -modules, which are
the obvious extension of Drinfeld modules in positive dimension. We shall
take the following definition, presented for the first time in the work of G.
Anderson ([A]).
We write A := Fq[T ], where q is a power of the prime number p, k :=
Frac(A) and C := (k∞)∞, where∞ is the place corresponding to 1/T in A.
If K is a field and n,m are two positive whole numbers, the notation Kn,m
will indicate the ring of matrices with entries in K, having n lines and m
columns. We use τ to indicate the Frobenius automorphism in the following
form:
τ : z 7→ zq, ∀z ∈ C.
Definition 1. A T -module A = (Gma ,Φ) of degree d˜ and dimension m
defined on a field F ⊂ k is the algebraic group Gma , defined on F , having
the structure of A-module given by the Fq-algebras homomorphism:
Φ : A→ Fm,m{τ}
T 7→
d˜∑
i=0
ai(T )τ
i;
where a0 (the differential of Φ(T ), which we write dΦ(T ) as a linear map
acting on Cm) is of the form:
a0 = TIm +N ;
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where N is a nilpotent matrix, and ad˜ 6= 0. This shows moreover that Φ
is injective, as in the case of a Drinfeld module (which is just a T -module
having dimension 1).
Definition 2. A T−module with dimension 1 is called aDrinfeld module.
A very interesting example of a Drinfeld module of rank 1 (for a Drinfeld
module, rank and degree coincide) is that of the Carlitz module:
C(T )(τ) := T + τ.
Definition 3. The set of torsion points in A is:
Ators. := {x ∈ A : ∃a(T ) ∈ A \ {0} : Φ(a)(x) = 0}.
Definition 4. A sub-T−module B of a T−module A is a reduced connected
algebraic subgroup of (A,+) such that Φ(T )(B) ⊂ B.
Remark 1. We shall call from now the dimension of a sub-T−module B
of A, the dimension of B as an algebraic variety. We remark that the di-
mension of any non-trivial sub-T−module B < A (in other words, such that
B 6= A, 0) is strictly less than the dimension of A. Thus, a sub-T−module
of a T−module is not in general a T−module.
A result of I. Barsotti, cfr. [Ba], Theorem 3.3, allows us to explain
why any sub-T−module of dimension d of some T−module A = (Gma ,Φ) is
isomorphic to Gda as an algebraic group if it is absolutely irreducible inside
C. It is indeed possible to show that such an algebraic group has to be
necessarily the locus of zeros of a certain number of additive polynomials,
being then a regular algebraic variety (see Theorem 7). As the hypotheses
of the Theorem indicated in the reference are respected, it follows that such
an algebraic group is isomorphic to the direct product Gta×Gsm, for some t
and s convenient. Because it is easy to show that no power of Gm could be
isomorphic to any subgroup of Gma , we have that t = d and s = 0.
Definition 5. Let A = (Gma ,Φ) be a T−module defined on the field F ⊂ k.
We denote:
HomF(A,Ga);
the group of the Fq−additive group homomorphisms from A to Ga, defined
on F . We call HomF(A,Ga) the T−motive associated to A (see [Goss],
paragraph 5.4, for more details).
As a consequence of such a definition one can prove that:
HomF(A,Ga) ≃ F{τ}m.
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Definition 6. Writing F ⊂ k for the field generated over k by the entries
of the coefficient matrices of Φ(T ), the rank of a T−module A is the rank
over F [T ] of the F [T ]−module HomF(A,Ga). We say that a T−module A
is abelian if HomF(A,Ga) has finite rank.
One can prove (cfr. [Goss], Theorem 5.4.10) that ifA is abelian,HomF(A,Ga)
is also free as a F [T ]−module.
Remark 2. The functor HomF(·,Ga) gives rise to an anti-equivalence be-
tween the categories of abelian T−modules and free and finite-rank T−motives
(cfr. [Goss], Theorem 5.4.11). These two categories are both abelian.
One can see that in particular each sub-T−module as well as the quotient
of every abelian T−module are still abelian. If we take B to be a sub-
T−module of the T−module A, the canonical embedding:
i : B →֒ A;
induces the morphism:
i∗ : HomF(A,Ga)→ HomF(B,Ga);
trivially. We also know that, if mA := dimC(A) and mB := dimC(B), one
has that mB < mA if B 6= A. As B ≃ GmBa and A ≃ GmAa , we can
see HomF(B,Ga) ⊂ F{τ}mB acting on GmAa as a set of elements inside
F{τ}mA in the obvious way, and this action could be easily extended to A.
Therefore, one can see that i∗ is surjective. By the same way we remark
that the quotient homomorphism:
j : A։ A/B;
induces in the dual category the following one:
j∗ : HomF(A/B,Ga)→ HomF(A,Ga);
which is injective. As a T−module is abelian if and only if its T−motive
is finitely generated over F [T ], the result immediately follows. We also
recall that if a T−module is abelian, then it is free, so the others properties
defining an abelian category follow.
Definition 7. Let A be an abelian T−module. The exponential function
of A is the morphism:
e : Lie(A)→ A;
6
such that, for each z ∈ Lie(A), we have that:
e(dΦ(T )z) = Φ(T )(e(z));
as described in [Goss], Definition 5.9.7. It is known (see [Goss], section
5) that such a morphism is Fq−linear, a local homeomorphism and (see
Definition 9) F−entire too.
One can prove (cfr. [D], page 70), that if B < A and then Lie(B) ⊆
Lie(A), the restriction of eA to Lie(B) is precisely the exponential function
eB associated to B. In particular, it follows that:
eA
−1(B) = Lie(B).
If A is abelian and we write:
Λ := Ker(e);
this kernel is an A−lattice inside Lie(A) and its A−rank is less than or
equal the rank of A, cfr. [Goss], Lemma 5.9.12.
Lemma 1. Let ρ(ΛA) be the A−rank of the lattice associated to A as the
kernel of the exponential function e : Lie(A) → A, and let ρ(A) be the
rank of A. The following properties are equivalent for an abelian T−module
A = (Gma ,Φ).
1. ρ(ΛA) = ρ(A);
2. The exponential function e : Lie(A)→ A is surjective.
Proof. See [Goss], Theorem 5.9.14.
Definition 8. Let A = (Gma ,Φ) be an abelian T−module. If it respects the
two equivalent conditions of the Lemma 1 it is called uniformizable.
By the discussion above one can naturally deduce that the notion of
uniformizable can easily be extended to sub-T−modules too.
Remark 3. The sub-T−modules of an abelian, uniformizable T−module
are uniformizable.
Proof. Let B be a sub-T−module of some abelian and uniformizable T−module
A. We have already seen that e−1(B) = Lie(B). As e is the exponential
function defined on Lie(A) (and not only on Lie(B)) if its restriction to
Lie(B) was not surjective, there would exist an element x ∈ B such that
e−1(x) ∩ Lie(B) = ∅, when e−1(x) ⊂ Lie(A). As e−1(x) ⊂ e−1(B) = Lie(B)
we easily get a contradiction.
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We would like to provide an analogous construction to that proposed in
U. Zannier’s and J. Pila’s strategy for T−modules. We will thus consider an
irreducible algebraic subvariety X of a given T−module A as our starting
point. More conditions on X should be demanded depending on the shape
taken by the conjecture we state in our new context (see [D], paragraph 2.2
for a complete discussion), but for our purposes here it shall be sufficient to
consider X as described before.
2.1 Implicit Function Theorem
The real analytic classic case of the Implicit Function Theorem, which an-
alyzes the zero locus of a certain number of smooth real functions of the
form:
f : Rn → R;
needs in a key passage the total order relation given on R by the usual
absolute value. As we don’t have such a relation on non-archimedean fields
anymore, we will give a new formulation of this Theorem in the ultrametric
case.
Definition 9. Let n, i ∈ N \ {0}. We define:
Λn(i) := {(µ1, ..., µn) ∈ Nn,
n∑
j=1
µj = i}.
For each µ = (µ1, ..., µn) ∈ Nn, we write:
|µ| :=
n∑
j=1
µj.
Let K be some non-archimedean complete discrete field and let L ⊆ K be a
sub-field of K. Given µ = (µ1, ..., µn) ∈ Λn(i) and a vector z = (z1, ..., zn) ∈
Kn, we define:
zµ =
n∏
j=1
z
µj
j .
Let U ⊂ Kn be an open subset of Kn in the non-archimedean topology
induced by the one we have chosen on K. A function:
f : U → K;
is said to be L−analytic if and only if:
f(z) =
∑
i≥0
∑
µ∈Λn(i)
aµz
µ, ∀z ∈ U ;
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where aµ ∈ L for every µ ∈ Λn(i) and every i ≥ 0. In particular, the formal
power series on z converges to f(z) for every z ∈ U . Let z0 ∈ U(L) =
Ln ∩ U . The following change of variables:
z 7→ z + z0;
induces:
f(z) =
∑
i≥0
∑
µ∈Λn(i)
aµz
µ =
∑
i≥0
∑
µ∈Λn(i)
bµ(z − z0)µ;
where bµ ∈ L are some appropriate coefficients. Such coefficients are called
the hyperderivatives ∂
µf(z0)
∂zµ
of f at z0 in the direction given by the vector
µ. For any m ∈ N \ {0}, a vector of L−analytic functions of the following
form:
f : U → Km;
is also called an L−analytic function. We call f an L−entire function if
U = Kn. An L−entire function is in other words a function of the form:
f : Kn → K;
z 7→
∑
i≥0
∑
µ∈Λn(i)
aµz
µ;
convergent to f(z) at each point z ∈ Kn.
Remark 4. Let A = (Gma ,Φ) be an abelian uniformizable T−module, de-
fined on F ⊂ k. We define the field k∞(Φ) := k∞F , a finite extension of
k∞. The associated exponential function:
e : Lie(A)→ A;
is therefore F−entire and in particular k∞(Φ)-entire, by [Goss], Lemma
5.9.3.
We recall the following property, whose the proof is a mechanical appli-
cation of the previous definitions.
Proposition 1. Let (K, v) be a non-archimedean valuation field. A formal
power series: ∑
i≥0
aiz
i;
defined on K converges on the polydisc Br(K) := {x ∈ K : |x|v ≤ r}, for
r > 0, if and only if:
lim
i→+∞
|ai|vri = 0.
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In higher dimension, a series:∑
i≥0
∑
µ(i)∈Λn(i)
aµ(i)z
µ(i);
is convergent in the polydisc Bnr (K) :=
∏n
j=1Br(K) if and only if:
lim
i→+∞
max
µ(i)∈Λn(i)
{|aµ(i)|v}ri = 0.
Definition 10. Let K be a non-Archimedean complete field with respect to
a certain valuation v and let L ⊆ K be a sub-field of K. Let U ⊂ Kn be an
open subset of Kn in the topology induced by the absolute value |·|v. A subset
Z ⊆ U is L−analytic inside U if there exists a finite set of L−analytic
functions {f1, ..., fr} defined on U and taking their values inside K, such
that:
Z = {z ∈ U : fi(z) = 0 : ∀i = 1, ..., r}.
we will say that Z is L−entire if there exists a finite set of L−entire func-
tions {f1, ..., fr} defined on Kn and taking values inside K, such that:
Z = {z ∈ Kn : fi(z) = 0 : ∀i = 1, ..., r}.
Theorem 4. Let K be a complete field containing k∞ and contained in C.
Let F : Kn → K be a K−analytic map on a certain open set of Kn, where
n > 1. Let Z = Z(F ) be the zero locus of F in Kn. We assume that Z 6= ∅.
Let z0 ∈ Z and let z∗0 be its projection on its n−1 first components. Assume
that:
∂F (z0)
∂zn
6= 0.
Then there exists an open neighborhood Uz0 ⊂ Kn of z0, and we call U∗z0 ⊂
Kn−1 its projection on the first n− 1 component (which obviously contains
z∗0), and an analytic function:
f : U∗z0 → K;
such that, for each z ∈ Uz0, expressing z as:
z = (z∗, zn) ∈ Kn−1 ×K;
we have:
zn = f(z
∗).
10
Proof. A first step consists in proving a formal Inverse Function Theorem,
which will give us a formal Implicit Function Theorem. In other words, we
will show that there is a formal series h˜ such that F (z∗, h˜(z∗)) = 0. We
then establish convergence of h˜ in a ball of positive radius by exhibiting a
bounding series h which is shown to have positive radius of convergence.
This h˜ is the function f whose existence is asserted by Theorem 4.
We may assume without loss of generality that z0 = 0. It follows that
F (0) = 0. In the neighborhood U of 0, we express F in the following form:
F (z) =
∑
i≥1
∑
µ∈Λn(i)
aµz
µ.
We define:
G ∈ (K[[z1, ..., zn]])n;
which describes a K−analytic function:
G : Kn → Kn;
such that:
G(z) = (z∗, F (z));
where z∗ is the projection of z on its n − 1 first components in Kn−1. We
look for an inverse function:
H : Kn → Kn;
annihilating itself at 0 with order 1, having the same form as G, such that:
H ◦G = G ◦H = 1.
In other words, we ask that, for each z formal vector with n components,
we shall have:
(G ◦H)(u) = (H(u)∗, (F ◦H)(u)) = u.
The formal series H may be expressed then as follows:
H(u) = (u∗, h(u));
with:
h : Kn → K;
such that:
F (H(u)) = F (u∗, h(u)) = un;
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and at the same time such that:
h(G(z)) = h(z∗, F (z)) = zn.
We remark that:
0 = (H ◦G)(0) = H(0).
It follows that:
F (H(0)) = 0;
also. We then express h in this form:
h(u) =
∑
i≥1
∑
η∈Λn(i)
bηu
η.
Because:
(F ◦H)(u) = un;
we obtain:∑
i≥1
∑
η∈Λn(i)
aηH(u)
η =
n−1∑
j=1
ajuj + anh(u) +
∑
i≥2
∑
η∈Λn(i)
aη(u
∗, h(u))η = un.
We expand the sums to order 3 in order to give an idea of the methods we
use to compute the coefficients bµ of h. We have:
F (H(u)) =
n−1∑
i=1
aiui+an(
n∑
i=1
biui+
n∑
i=1
n∑
j=1
bi,juiuj+
n∑
i=1
n∑
j=1
n∑
k=1
bi,j,kuiujuk+...)+
+
n−1∑
i=1
n−1∑
j=1
ai,juiuj+
n−1∑
i=1
ai,nui(
n∑
i=1
biui+
n∑
i=1
n∑
j=1
bi,juiuj+
n∑
i=1
n∑
j=1
n∑
k=1
bi,j,kuiujuk+...)+
+an,n(
n∑
i=1
biui+
n∑
i=1
n∑
j=1
bi,juiuj+
n∑
i=1
n∑
j=1
n∑
k=1
bi,j,kuiujuk+...)
2+
n−1∑
i=1
n−1∑
j=1
n−1∑
k=1
ai,j,kuiujuk+
+
n−1∑
i=1
n−1∑
j=1
ai,j,nuiuj(
n∑
i=1
biui+
n∑
i=1
n∑
j=1
bi,juiuj+
n∑
i=1
n∑
j=1
n∑
k=1
bi,j,kuiujuk+ ...)+
+
n−1∑
i=1
ai,n,nui(
n∑
i=1
biui +
n∑
i=1
n∑
j=1
bi,juiuj +
n∑
i=1
n∑
j=1
n∑
k=1
bi,j,kuiujuk + ...)
2+
+an,n,n(
n∑
i=1
biui +
n∑
i=1
n∑
j=1
bi,juiuj +
n∑
i=1
n∑
j=1
n∑
k=1
bi,j,kuiujuk + ...)
3 + ... = un.
12
We associate now to each monomial uµ its corresponding coefficient in the
formal equality:
F (H(u))− un = 0.
Such an association is the following:
un anbn − 1
ui anbi + ai ∀i = 1, ..., n− 1
uiuj anbi,j + ai,j + ai,nbj + aj,nbi + 2an,nbibj ∀i, j = 1, ..., n− 1
uiun anbi,n + ai,nbn + 2an,nbibn ∀i = 1, ..., n− 1
u2n anbn,n + an,nb
2
n
uiujuk anbi,j,k + ai,nbj,k + aj,nbi,k + ak,nbi,j+ ∀i, j, k = 1, ..., n− 1
+2an,n(bibj,k + bjbi,k + bkbi,j) + ai,j,k+
+ai,j,nbk + ai,k,nbj + aj,k,nbi+
+2(ai,n,nbjbk + aj,n,nbibk + ak,n,nbibj)+
+3an,n,nbibjbk
uiujun anbi,j,n + ai,nbj,n + aj,nbi,n+ ∀i, j = 1, ..., n− 1
+2an,n(bibj,n + bjbi,n + bnbi,j)+
+ai,j,nbn + 2(ai,n,nbjbn + aj,n,nbibn)+
+3an,n,nbibjbn
uiu
2
n anbi,n,n + 2an,nbibn,n+ ∀i = 1, ..., n− 1
+ai,n,nb
2
n + 3an,n,nbib
2
n
u3n anbn,n,n + 2an,nbnbn,n + 3an,n,nb
3
n
... ... ...
For µ = (i1, ..., ik) ∈ Nk we now redefine the expression Xµ to mean∏k
h=1X
ih
h . Then the sum :
E(X) :=
∑
i≥1
∑
µ∈Λn(i)
cµX
µ
;
may be written also as follows:
E(X) :=
n∑
i=1
ciXi+
n∑
i1=1
n∑
i2=1
ci1,i2Xi1Xi2 + ...+
n∑
i1=1
...
n∑
ik=1
ci1,...,ik
k∏
h=1
Xih + ....
We remark that in this case, even if the formal series is still the same, the
order in which monomials are added may change, and the multiple indices
of coefficients may not have a bounded length, in contrast to the previous
notation. We call i(µ) ∈ N\{0} the length k of the multiple index (i1, ..., ik)
13
denoted to µ in our first notation. We remark that each one of the new
multiple indices (i1, ..., ik) is such that i1 ≤ ... ≤ ik by the fact that all
products are commutative. The annihilation of all coefficients of the formal
series F (H(u))− un leads us to the following system, which we call S1:
anbn = 1
anbi = −ai ∀i = 1, ..., n− 1;
anbµ = −Pµ({aη}, {bµ′}) ∀|µ| ≥ 2, |η| ≤ |µ|, i(µ′) < i(µ);
where Pµ is for each µ ∈ Λn(i), i ≥ 2, a polynomial with coefficients in
Z and such that the sign of each one of its monomials is positive. Such
a system may be solved inductively on the value of i(µ). We first remark
that:
bn =
1
an
;
and that:
bi = − ai
an
, ∀i = 1, ..., n− 1.
Such solutions exist because by hypothesis an 6= 0. Replacing these solutions
in the equations of the form anbµ = −Pµ({aη}, bi), where i(µ) = 2 and
i = 1, ..., n, we obtain bµ. In general, we replace the solution bµ′ in the
equation anbµ = −Pµ({aη}, {bµ′}) for each 1 ≤ i(µ′) < i(µ).
Repeating the same procedure at each step we finally obtain the formal
series h (and therefore H) we desired. We also remark that ∂
∂un
h(0) 6= 0, as
bn 6= 0. So h respects the same hypothesis, as a formal series as F . There
exists then, repeating the same argument for H , a vector of formal series:
H1 : K
n → Kn;
such that:
H ◦H1 = 1.
Therefore:
G = G ◦H ◦H1 = H1;
and this proves that:
G ◦H = H ◦G = 1.
We finally remark that such a H is unique, as it has been found as the
only solution of the system S1 we described before. If we restrict h to the
projection of Kn on its n− 1 first components we obtain a formal series:
h˜ : Kn−1 → K;
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such that:
h˜(z∗) := h(z∗, 0);
and this also proves the formal Implicit Function Theorem, as:
F (z∗, h˜(z∗)) = 0;
as a formal identity.
The second step is now to show that h˜ has a positive radius of convergence.
We first define a bounding series:
F : Rn → R;
such that:
F (X1, ..., Xn) := −
n−1∑
i=1
AiXi + AnXn −
∑
i≥2
∑
µ∈Λn(i)
AµX
µ
;
where Aµ ≥ 0 for each µ ∈ Λn(i), i ≥ 1, and that:
|aµ|1/T ≤ Aµ ∀µ ∈ Λn(i), i ≥ 2;
Ai = |ai|1/T ∀i = 1, ..., n.
In particular, F (0) = 0 and, as An = |an|1/T 6= 0, F satisfies the same
hypothesis on regularity at 0 as F , but over Rn. We also define:
G : Rn → Rn;
G(X) := (X
∗
, F (X)).
Working with formal series, the topological structure of fields which is in-
duced by the chosen valuation does not play any role, so we can repeat
exactly the same procedure with G, finding a formal inverse series H for G.
It will take the following shape:
H(Y1, ..., Yn) := (Y
∗
, h(Y )) := (Y1, ..., Yn−1,
n∑
i=1
BiYi +
∑
i≥2
∑
µ∈Λn(i)
BµY
µ
).
In the same way as before we have:
F (H(Y )) = −
n−1∑
i=1
AiYi + An(
n∑
i=1
BiYi +
n∑
i=1
n∑
j=1
Bi,jYiYj + ...)+
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−
n−1∑
i=1
n−1∑
j=1
Ai,jYiYj −
n−1∑
i=1
Ai,nYi(
n∑
i=1
BiYi +
n∑
i=1
n∑
j=1
Bi,jYiYj + ...)+
−An,n(
n∑
i=1
BiYi +
n∑
i=1
n∑
j=1
Bi,jYiYj − ...)2 − ... = Yn.
The coefficients Bµ of H are then obtained as solutions of the following
system, which we call S2. Here the Pµ are the same polynomials with
coefficients in Z that we introduced previously:
AnBn = 1
−Ai + AnBi = 0 ∀i = 1, ..., n− 1
AnBµ = Pµ({Aη}, {Bµ′}) ∀|µ| ≥ 2, |η| ≤ |µ|, i(µ′) < i(µ);
We finally obtain:
|aibn|1/T = |bi|1/T ∀i = 1, ..., n− 1.
So that:
|bi|1/T = Ai
An
∀i = 1, ..., n− 1;
and therefore:
Bi =
Ai
An
=
|ai|1/T
|an|1/T = |bi|1/T ∀i = 1, ..., n− 1. (1)
We also have:
Bn =
1
An
=
1
|an|1/T = |bn|1/T .
By system S1 we have:
|bµ|1/T =
|Pµ({aη}, {bµ′})|1/T
|an|1/T ≤
Pµ({Aη}, {|bµ′ |1/T})
An
; (2)
where i(µ) ≥ 2, |η| ≤ |µ| and i(µ′) < i(µ). This is because the polynomial
Pµ is such that the sign of each one of its monomials is always positive, and
|aη|1/T ≤ Aη for each i(η) > 1, with |ai|1/T = Ai for each i = 1, ..., n. At
the same time the system S2 implies that:
Bµ =
Pµ({Aη}, {Bµ′})
An
;
for each µ ∈ Λn(i), i ≥ 2, |η| ≤ |µ|, i(µ′) < i(µ).
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We apply induction on the value of i(µ) using (1) and (2). One can then
see that:
|bµ|1/T ≤ Bµ; (3)
for each µ ∈ ⋃ij=0Λn[i], i ≥ 2. The formal series h is therefore a bounding
series for h.
Let r > 0 be a real number strictly less than the convergence radius of
F at 0. We then have that:
lim
|µ|→+∞
|aµ|1/T r|µ| = 0.
So, there exists:
M := max
|µ|≥1
{|aµ|1/T r|µ|} > 0.
In the definition on F we choose:
Ai := |ai|1/T ∀i = 1, ..., n;
Aµ :=
M
r|µ|
∀|µ| ≥ 2; (4)
then we have:
F (X) = −
n−1∑
i=1
AiXi + AnXn −
∑
i≥2
∑
µ∈Λn(i)
AµX
µ
=
= −
n−1∑
i=1
AiXi + AnXn −
∑
i≥2
M
ri
∑
µ∈Λn(i)
X
µ
.
Let:
||.||∞ : Rn → R;
be the norm on R given by:
||(X1, ..., Xn)||∞ := max
i=1,...,n
{|Xi|};
we have:
|Xµ| ≤ ||X|||µ|∞ .
For each X ∈ Rn such that ||X||∞ < r, the value F (X), given by the
previous series is well-defined since F is absolutely convergent. Indeed we
have:
−
n−1∑
i=1
AiXi+AnXn−
∑
i≥2
M
ri
∑
µ∈Λn(i)
X
µ
= −
n−1∑
i=1
AiXi+AnXn−M(
n∑
i=1
∑
j≥2
(
Xi
r
)j+
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+(n2)∑
h=1
(
∑
j≥1
(
Xi1(h)
r
)j)(
∑
j≥1
(
Xi2(h)
r
)j)+...+
( nn−1)∑
h=1
n−1∏
i(h)=1
(
∑
j≥1
(
Xi(h)
r
)j)+
n∏
i=1
(
∑
j≥1
(
Xi
r
)j)).
The condition ||X||∞ < r implies the absolute convergence of geometric
series contained in the previous equality, which may be represented then as
follows:
−
n−1∑
i=1
AiXi+AnXn−
∑
i≥2
M
ri
∑
µ∈Λn(i)
X
µ
= −
n−1∑
i=1
AiXi+AnXn−M(
n∑
i=1
(Xi
r
)2
1− Xi
r
+
+
(n2)∑
h=1
(
Xi1(h)
r
1− Xi1(h)
r
)(
Xi2(h)
r
1− Xi2 (h)
r
) + ... +
( nn−1)∑
h=1
n−1∏
i(h)=1
Xi(h)
r
1− Xi(h)
r
+
n∏
i=1
Xi
r
1− Xi
r
).
We remark that the denominators are always different from 0 as ||X||∞ < r.
Imposing then the condition defining H :
F (H(Y )) = Yn;
we obtain a rational equation of degree 2 in Xn = h(Y ) of the form:
−
n−1∑
i=1
AiYi+AnXn−M(α1+
X2n
r2
1− Xn
r
+α2+α3
Xn
r
1− Xn
r
+...+α2n−2+α2n−1
Xn
r
1− Xn
r
+α2n
Xn
r
1− Xn
r
) = Yn;
where α1, ..., α2n are polynomials of degree ≥ 1 in Yir and Yir /(1 − Yir ) for
i = 1, ..., n− 1. More precisely, looking at the previous expression for F (X)
these rational expressions in Y1, ..., Yn−1 are under the following form:
α1 :=
n−1∑
i=1
(Yi
r
)2
1− (Yi
r
)
;
α2 :=
(n−12 )∑
h=1
(
Yi1(h)
r
1− Yi1(h)
r
)(
Yi2(h)
r
1− Yi2 (h)
r
);
α3 :=
n−1∑
i=1
Yi
r
1− Yi
r
;
· · · ;
α2n :=
n−1∏
i=1
Yi
r
1− Yi
r
.
18
We remark in particular that α3 vanishes at 0 with multiplicity 1 whereas
all αis such that i 6= 3 always have a vanishing order at 0 which is ≥ 2.
Multiplying each term by 1− (Xn/r) we obtain:
(1−Xn/r)AnXn −MX2n/r2 −M(1 −Xn/r)(α1 +
n−1∑
i=1
α2i)+
−M(
n−1∑
i=1
α2i+1 + α2n)Xn/r − (1−Xn/r)(
n−1∑
i=1
AiYi + Yn) = 0.
Therefore:
(An/r+M/r
2)X2n+(1/r(M(
n−1∑
i=1
α2i+1+α2n−α1−
n−1∑
i=1
α2i)−
n−1∑
i=1
AiYi−Yn)−An)Xn+
+M(α1 +
n−1∑
i=1
α2i) +
n−1∑
i=1
AiYi + Yn = 0.
Approximating to order 1 the left part of the last equality, for ||Y ||∞ close
to 0 the terms α1, ..., α2n become irrelevant except for α3:
(An/r+M/r
2)X2n+(1/r(−
n−1∑
i=1
AiYi−Yn)−An+Mα3)Xn+
n−1∑
i=1
AiYi+Yn = 0.
Always approximating to order 1 for ||Y ||∞ → 0 the discriminant of this
quadratic form in Xn is:
∆ = A2n−2/r(−
n−1∑
i=1
AiYi−Yn+M
n−1∑
i=1
Yi/r
1− Yi/r )+4(An/r+M/r
2)(−
n−1∑
i=1
AiYi−Yn).
This last expression is a function from Rn to R, continuous in an open
neighborhood of 0, which is contained in the open sphere with center 0 and
radius 1 in Rn. As ∆(0) = A2n > 0, there exists then a sufficiently small
open neighborhood of 0 such that ∆(Y ) > 0, for each Y belonging to it.
There exists then Y 6= 0 in Rn such that:
Xn = h(Y ) ∈ R;
as a finite real number. The bounding series h of h has then a radius of
convergence strictly greater than 0 at 0 and so the same is true for h and
so, finally, for h˜.
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Corollary 1. Let F : Kn+m → Km be a vector of analytic functions on
some open set of Kn+m, such that its Jacobian matrix Jz0(F ) at some point
z0 ∈ Z(F ) is such that its rows are linearly independent (in other words,
its rank is m). Up to a permutation of the columns we can divide such a
matrix in two blocks as follows:
Jz0(F ) = (Jn,m(F (z0))|Jm,m(F (z0)));
with Jm,m(F (z0)) a square invertible matrix. There exists then an open
neighborhood Uz0 × Vz0 ⊂ Kn ×Km and a vector of analytic functions:
f : Uz0 → Vz0;
such that for each z∗ ∈ Uz0, we have that:
F (z∗, f(z∗)) = 0.
Proof. As the rank of the Jacobian matrix is m, up to permuting the
columns (in other words, the variables of the vector space), we may assume
that the sub-matrix corresponding to the block of the m last columns (on
the right) having order m×m, is invertible. Call this matrix Jm,m(F (z0)).
Now we remark that Gauss’ algorithm on square matrices works on any
base field, so for our situation too. There exists then an invertible matrix
P ∈ Km,m such that:
PJm,m(F (z0));
is upper triangular. Up to composing on the left with the linear map rep-
resented by P we may then suppose without loss of generality that the
analytic function F is such that the matrix Jm,m(F (z0)) is upper triangular
with no zero terms on its diagonal.
Indeed, if we compose F on the left with the linear map that we have
introduced and we write:
P
 F1(z)· · ·
Fm(z)
 =
 G1(z)· · ·
Gm(z)
 ;
we have that:  F1(z)· · ·
Fm(z)
 = P−1
 G1(z)· · ·
Gm(z)
 .
From this it follows that if there exist an open neighborhood Uz0 × Vz0 ⊂
Kn ×Km of z0 and an analytic function:
f : Uz0 → Vz0;
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such that we have the following functional identity:
G(z1, ..., zn, f(z1, ..., zn)) = 0;
we see that:
F (z1, ..., zn, f(z1, ..., zn)) = 0;
also, for each z ∈ Uz0, which complete the explanation that we may suppose
without loss of generality that Jm,m(F (z0)) is upper triangular.
In this case:
∂
∂zn+i
Fj(z0) = 0 ∀i < j.
Theorem 4 applied to F1, ..., Fm : K
n+m → K now says that for each Fi,
i = 1, ..., m, there exists an open neighborhood Diz0 of z0 in K
n+m in which
all points of our analytic set may be expressed as follows:
(z∗, zn+1, ..., zn+i−1, fi(z
i∗), zn+i+1, ..., zn+m);
where zi∗ is the the projection of any point of Kn+m on all its components
which are different from the (n+ i)−th one.
fi : W
i
z0
→ K;
is an analytic function defined on the open neighborhoodW iz0 ⊂ Kn×Km−1
of zi∗0 , which is the projection ofD
i
z0 on all its components which are different
from the (n + i)−th one. Furthermore, this fi is such that, for each zi∗ =
(z∗, zn+1, ..., zn+i−1, zn+i+1, ..., zn+m) ∈ W iz0:
Fi(z∗, zn+1, ..., fi(z
i∗), ..., zn+m) = 0;
with z∗ the projection of z on its n first components. We then have the
following functional identity:
F1(z∗, f1(z
1∗), zn+2, ..., zn+m) = 0
F2(z∗, zn+1, f2(z
2∗), ..., zn+m) = 0
...
Fm(z∗, zn+1, ..., zn+m−1, fm(z
m∗)) = 0
(5)
with functions fi, i = 1, ..., m defined on W
i
z0
, i = 1, ..., m (projection on all
components except the (n + i)−th one of Diz0, i = 1, ..., m) in n + m − 1
variables of the form:
zn+1 = f1(z∗, zn+2, ..., zn+m)
...
zn+m = fm(z∗, zn+1, ..., zn+m−1)
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Let Wz0 ⊂ Kn+m be the intersection of all Diz0s. For each z ∈ Wz0 the
condition F (z) = 0 is equivalent to the following one:
zn+1 = f1(z∗, f2(z
2∗), zn+3, ..., zn+m)
zn+2 = f2(z∗, zn+1, f3(z
3∗), ..., zn+m)
...
zn+m = fm(z∗, f1(z
1∗), ..., zn+m−1)
Writing: 
g1(z) := zn+1 − f1(z∗, f2(z2∗), ..., zn+m)
...
gm(z) := zn+m − fm(z∗, f1(z∗1), ..., zn+m−1)
we obtain that in the open neighborhood Wz0 of z0 the zero locus of the
vector of analytic functions F may be expressed in the following equivalent
fashion: 
g1(z∗, zn+1, zn+3, ..., zn+m) = 0
...
gm(z∗, zn+2, zn+3, ..., zn+m) = 0
where the functions g1, ..., gm are analytic. We have then brought ourselves
locally at z0 to a system of the form:
g(z) = 0;
where them analytic functions contained in the vector g at z ∈ Wz0 ⊂ Kn+m
may be expressed in n+m− 1 variables.
We now prove that the Jacobian of the system g(z) = 0 does not van-
ish at z = z0.
We first remark that the chain rule also holds on hyperderivatives in the
same fashion as in the classical way (see [Teich]). We apply this rule on tak-
ing the hyperderivative on each variable zn+1, ..., zn+m in z0 of each equation
of system (5), which gives us a derivative system consisting of m2 equations.
We now remark that the hyperderivative in zn+i of the i−th equation of sys-
tem (5) is identically 0 as zn+i does not appear in the expression of the i−th
equation of system (5). By removing from the derivative system the m iden-
tities 0 = 0 that one gets taking the hyperderivative on zn+i of the i−th
equation of system (5), we obtain then the following derivative system with
22
m2 −m equations:
∂n+2,z0(F1 = 0)⇐⇒ ∂n+1F1(z0)∂n+2f1(z∗10 ) + ∂n+2F1(z0) = 0
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
∂n+m,z0(F1 = 0)⇐⇒ ∂n+1F1(z0)∂n+mf1(z1∗0 ) + ∂n+mF1(z0) = 0
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
∂n+1,z0(Fm = 0)⇐⇒ ∂n+mFm(z0)∂n+1fm(zm∗0 ) + ∂n+1Fm(z0) = 0
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
∂n+m−1,z0(Fm = 0)⇐⇒ ∂n+mFm(z0)∂n+m−1fm(z∗m0 ) + ∂n+m−1Fm(z0) = 0
The condition on the diagonal of the matrix Jz0(F ) amounts to:
∂n+if1(z
∗1
0 ) = − ∂n+iF1(z0)∂n+1F1(z0) ∀i 6= 1
...
∂n+ifm(z
∗m
0 ) = − ∂n+iFm(z0)∂n+mFm(z0) ∀i 6= m
The sub-matrix Jm,m(g(z0)) of the Jacobian matrix Jz0(g) takes on the other
hand the following form:
∂n+igi(z0) = 1− ∂n+ifi(zi∗0 )∂n+ifi+1(z(i+1)∗0 );
∂n+i+1gi(z0) = 0;
∂n+igj(z0) = −∂n+ifj(zj∗0 )− ∂n+j+1fj(zj∗0 )∂n+ifj+1(z(j+1)∗0 ) ∀i 6= j, j + 1;
where all indices i and j are in {1, ..., m} and we take i + 1 (respectively,
j + 1) to be 1 when i = m (respectively, when j = m). As:
∂n+iFj(z0) = 0 ∀i < j;
the conditions that we found previously allow us to say that:
∂n+ifj(z
j∗
0 ) = 0 ∀i < j.
The square matrix Jm,m(g(z0)) defined analogously to Jm,m(F (z0)) with g
in place of F is consequently such that:
Jm,m(g(z0)) =

1 0 ∂n+3g1(z0) · · · ∂n+mg1(z0)
0 1 0 · · · ∂n+mg2(z0)
· · · · · · · · · · · · · · ·
0 0 · · · 0 1
 .
We can see that it is an invertible and upper triangular matrix.
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From this it follows that we may assume without loss of generality that
each equation Fi(z) = 0 for each i = 1, ..., m contains in fact only n+m−1
variables and more precisely, that each Fi may be written as follows:
Fi(z
i∗) = 0;
for each i = 1, ..., m. Repeating then the same procedure m − 1 times we
obtain that inside Wz0 the solutions of the system all take the following
shape: 
zn+1 = h1(z∗)
...
zn+m = hm(z∗)
In particular, Wz0 = Uz0∗ × Vz∗0 ⊂ Kn × Km and the vector of analytic
functions h := (h1, ..., hm) we have built is such that:
h : Uz0∗ → Vz∗0 ;
and consequently h is the implicit function we were looking for.
Definition 11. Let X ⊂ Kn be a K−entire subset of Kn for some n ∈
N \ {0}. We will say that X is analytically parametrizable on K if
there exists d ∈ N \ {0} such that d < n and a family R of K−analytic
functions:
f : Bd1(K)→ X ;
such that3:
X ⊆
⋃
f∈R
f(Bd1(K)).
We will call such a family an analytical cover over K of X.
2.2 Analytic sets
Unlike what happens for number fields, the strong topological properties
of a non-archimedean valuation field don’t allow us to extend an analytic
function defined on some open subset to an analytic function defined on a
bigger one. In fact, in the non-archimedean context the non-empty inter-
section of two polydiscs is necessarily one of the two polydiscs, which does
not allow analytic functions to provide a means of linking between two dif-
ferent regions of their domain. This is a serious obstacle to any attempt to
3By Bd1 (K) we clearly mean the unit polydisc whose definition has been given in
Proposition 1.
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build bundles on varieties defined on non-archimedean valuation fields and
therefore to use such functions in order to describe global properties of such
a variety. We adapt here classic tools used to study K−analytic subsets of
Kn (given some n ∈ N \ {0} and K any non-archimedean valuation com-
plete field) to our particular case, where K is a complete 1/T−adic field
and a finite extension of k∞ contained in C. More precisely, we introduce
affino¨ıd spaces, a mathematical object specifically thought (initially by J.
Tate) to locally analyse the behaviour and properties of zero loci of a certain
number of K−analytic functions on their domain. Here we generalize the
construction we previously gave for k∞ and C to a general non-Archimedean
valued field K (of any characteristic). Throughout this section let K be a
non-Archimedean complete valued field and C be the completion of a fixed
algebraic closure of K with respect to the same valuation.
Definition 12. Let K be a complete valued field as before, contained in C.
Let n ∈ N \ {0}. We consider the following set:
Tn(K) := K ≪ z1, ..., zn ≫:= {
∑
i≥0
∑
µ∈Λn(i)
aµz
µ ∈ K[[z1, ..., zn]] : lim
|µ|→+∞
aµ = 0}.
We remark that Tn(K) is an algebra, that we call free affino¨ıd algebra.
We also remark that Tn(K) is the ring of all formal series in the variables
z1, ..., zn having their coefficients in K, convergent on the ”closed”
4 unit
polydisc Bn1 (C) ⊂ Cn. Let I ⊆ Tn(K) be some ideal in such an algebra. We
define:
X˜ := Sp(Tn(K)/I);
the maximal spectrum of the quotient of such an algebra by I. We say that X˜
is an affino¨ıd space and the quotient algebra Tn(K)/I is a Tate algebra.
We also say that X˜ is irreducible if I is a prime ideal of Tn(K).
Theorem 5. 1. Every Tate algebra is Noetherian.
2. Tn(K) is a UFD and its Krull dimension is n.
3. For each ideal I ⊆ Tn(K) there exists a unique number d ∈ N \ {0}
and a finite injective K−algebra morphism:
Td(K) →֒ Tn(K)/I;
and the Krull dimension of Tn(K)/I is d.
4As the non-Archimedean topology is such that all open sets are also closed, by
”closed” here we mean that this set contains his boundary.
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4. For each maximal idealM in Tn(K) the quotient field Tn(K)/M is a
finite extension of K.
Proof. See [V-F], Theorem 3.2.1, page 48.
We remark that, as Tn(K) is a Noetherian algebra, I is contained in a
finite number r of prime ideals P1, ..., Pr who are minimal among the prime
ideals of Tn(K) containing I. Let K ⊂ C be the algebraic closure of K
contained in C. Let M ∈ Sp(Tn(K)). By Theorem 5 part 4 we have that
Tn(K)/M is a finite extension of K, contained in K. Let Γ := Aut(K/K)
be the automorphism group of K over K. We define:
χ : Bn1 (K)→ Sp(Tn(K));
z0 7→ Mz0 := {f ∈ Tn(K) : f(z0) = 0}.
By [BGR], Section 7.1.1, Proposition 1, page 260, we know that χ is surjec-
tive because every maximal ideal M ∈ Sp(Tn(K)) induces a morphism on
this form:
ϕM : Tn(K)→ Bn1 (K);
f 7→ [f ]M;
where [f ]M is the residue class of f moduloM in Tn(K), which corresponds
therefore to a point in Bn1 (K). The kernel of ϕM is M. In particular,
M = Mz0 where z0 = (ϕM(z1), ..., ϕM(zn)) and if M ∈ Sp(Tn(K)) we
know that χ−1(M) = χ−1(Mz0) = OrbΓ(z0). In other words, χ induces
a bijective correspondence between Sp(Tn(K)) and the conjugacy classes
over K of points of Bn1 (K). Therefore, if K is algebraically closed, such a
bijection holds between Bn1 (K) and Sp(Tn(K)). If K is not algebraically
closed we have that the restriction of χ to the set Bn1 (K) of K−rational
points of Bn1 (K) is injective.
We write:
Sp∗(Tn(K)) := χ(B
n
1 (K));
and define:
X := Sp∗(Tn(K)/I) = {M ∈ Sp∗(Tn(K)) : M⊇ I}.
As we said before, χ induces an embedding of K−rational points of Bn1 (K)
in Sp(Tn(K)), and this implies that we can identifyX with someK−analytic
subset of Bn1 (K).
We have an affinoid spaces version of Hilbert’s Nullstellensatz as follows:
I(X˜) :=
⋂
M∈Sp(Tn(K)), M⊇I
M =
√
I;
26
where X˜ = Sp(Tn(K)/I), see [BGR], Section 7.1.2, Theorem 3. Then,
X˜ = Sp(Tn(K)/I(X˜)) and X = Sp∗(Tn(K)/I(X˜)). Let:
I(X) := I(X˜).
We also define:
O(X) := Tn(K)/I(X).
If I ⊂ Tn(K) is an ideal of Tn(K), then:
Sp∗(Tn(K)/I) = Sp
∗(Tn(K)/I(X)).
If a maximal ideal contains an ideal, then it contains its radical too. We
remark that we are not allowed to uniquely associate an affino¨ıd space to
some K−analytic subset of Bn1 (K). Two different affino¨ıd spaces may ac-
tually intersect each other in the same K−rational points inside Bn1 (K)
(corresponding to maximal ideals contained in the set χ(Bn1 (K)) that we
introduced before). For this reason we give here the following definition:
Definition 13. A K−analytic space in Bn1 (K) is a couple (I,X) consist-
ing in an ideal I ⊆ Tn(K) and the K−analytic set X, which is the subset of
Bn1 (K) consisting of all zeroes of each minimal generating set of I, under
the following equivalence relation:
(I,X) ∼ (I ′, X)⇐⇒
√
I =
√
I ′ ⊆ Tn(K).
Let (I,X) be a K−analytic space in Bn1 (K). We say that a K−analytic
space (J, Y ) in Bn1 (K) is a K−analytic subspace of (I,X) if and only if
Y ⊆ X and J ⊇ I.
We remark that in general two ideals I, I ′ ⊆ Tn(K) such that
√
I 6= √I ′
may define the same K−analytic subset X in Bn1 (K), which may have then,
a priori, completely different properties (for example dimension or regu-
lar points, which we will introduce later), depending on the chosen ideal
I ⊆ Tn(K).
We now construct a bijection between the set of K−analytic spaces in
Bn1 (K) and the set of affino¨ıd spaces on K:
(I,X)←→ X˜;
where X is theK−analytic subset in Bn1 (K) which consists of the zero locus
of some ideal I ⊆ Tn(K), and X˜ is the affino¨ıd space defined by the ideal
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I(X˜) := I(X) := √I. More precisely, X and X˜ are defined by the ideal I
as follows:
X = Sp∗(Tn(K)/I) = Sp
∗(Tn(K)/I(X));
X˜ = Sp(Tn(K)/I) = Sp(Tn(K)/I(X˜)).
As such objects are uniquely defined by I(X) = I(X˜) and as all ideals we
will treat from now will always be in such a form (radical ideals of ideals
I ⊆ Tn(K) defining K−analytic sets we are interested in), we will denote
with the same letterX theK−analytic space associated to eachK−analytic
subset of Bn1 (K) because the ideal I defining X will be always fixed a
priori. By this way, if Y˜ ⊆ X˜ is an affino¨ıd subspace of X˜ , it will uniquely
correspond to a reduced ideal I(Y˜ ) ⊇ I(X˜) such that the restriction of Y˜
to Bn1 (K) could be the K−analytic set Y = Sp∗(Tn(K)/I(Y˜ )) to which
one associates as previously the affino¨ıd space Y˜ . Once we have chosen this
method of assigning to an affinoid space a K−analytic space in Bn1 (K),
we can directly work on affinoid spaces using algebraic methods and tools,
remembering that they correspond to the K−analytic spaces in Bn1 (K) in
which we are ultimately interested.
2.3 Notion of local dimension
Let now X ⊂ Bn1 (K) be a K−analytic space in Bn1 (K) to which we as-
sociate as explained before the affinoid space X˜ = Sp(O(X)) such that
X = Bn1 (K) ∩ X˜ . We say that X is irreducible if I(X) is a prime
ideal of Tn(K). If X is the zero locus in K
n of f1, ..., fs, K−entire func-
tions defined on Kn and taking their values in K, we have in particu-
lar that f1, ..., fs ∈ Tn(K). We set I(X) =
√
(f1, ..., fr) ⊆ Tn(K) and
O(X) = Tn(K)/I(X). We suppose that:
Bn1 (K) ∩X 6= ∅.
It follows that:
X ∩Bn1 (K) = Sp∗(Tn(K)/(f1, ..., fs)) = Sp∗(O(X)) ⊂ Sp(O(X)).
We observe that, as Tn(K) is a Noetherian algebra, I(X) is contained in
a finite number r of minimal prime ideals P1, ..., Pr of Tn(K). We call say
that the sets:
Bn1 (K) ∩Xi := Sp∗(Tn(K)/Pi) ⊆ Bn1 (K) ∩X, ∀i = 1, ..., r;
are the irreducible components of Bn1 (K) ∩X . In particular we remark
that the analogue of Hilbert’s Nullstellensatz we have stated for affinoid
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spaces allows us to uniquely associate K−analytic irreducible subspaces of
Bn1 (K)∩X to prime ideals of Tn(K) containing I(X), as these ideals corre-
spond to irreducible affinoid subspaces of the affinoid space X˜ we associated
to X . If we call transcendence degree of some K−analytic space X in
Bn1 (K) the number d ∈ N such that Td(K) embeds in O(X) as explained
in Theorem 5 part 3, d is actually the Krull dimension of the Tate alge-
bra O(X), which we call dim(O(X)). For each z0 ∈ X we define then the
dimension of X in z0 as:
dimz0(X) := dim(O(X)Mz0 ).
We also define the dimension of X :
dim(X) := sup
z0∈X
{dimz0(X)}.
Proposition 2. Let X ⊂ Bn1 (K) be an irreducible K−analytic space in
Bn1 (K) and let M∈ Sp∗(O(X)). We have that:
dim(O(X)) = dim(O(X)M).
In other words, if X is irreducible, its dimension is the local dimension of
X at each point.
Proof. By Theorem 5 part 3, if d = dim(O(X)) we then have that O(X) is
an integral extension of Td(K). We remark that by our hypotheses Td(K)
and O(X) are integral domains and that Td(K) is also integrally closed in
its fraction field (as a consequence of the fact that Td(K) is a UDF, by
Theorem 5 part 2). As a consequence, we know (see [At-Mac], Lemma
11.26, page 125) that:
dim(O(X)M) = dim(Td(K)M∩Td(K)).
By Theorem 5:
dim(Td(K)) = d;
and we can then consider the case of X = Bd1(K) without lost of gener-
ality. We also know that there exists a bijective correspondence between
Sp∗(Td(K)) and points of B
d
1(K). Let z0 ∈ Bd1(K) be the point corre-
sponding to the maximal idealM∈ Sp∗(Td(K)). Under translation we can
suppose z0 = 0 and:
M = (z1, ..., zd).
We now see that:
dim(Td(K)M) = d.
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Prime ideals of Td(K)M are in bijection with the prime ideals of Td(K)
contained in M. This shows that:
dim(Td(K)M) ≤ dim(Td(K)).
On the other hand the chain of prime ideals:
(z1, ..., zd) ⊃ (z1, ..., zd−1) ⊃ ... ⊃ (z1);
shows that d ≤ dim(Td(K)M), since these ideals are all contained insideM.
As we know that d = dim(Td(K)) by Theorem 5 part 2, it follows that:
dim(Td(K)) ≤ dim(Td(K)M).
Let X˜ now be an affinoid space defined over K. Let O(X˜) = Tn(K)/I
be the Tate algebra associated to X˜ . Every maximal ideal M ∈ X˜ =
Sp(O(X˜)) corresponds to a maximal ideal of Tn(K) containing I. Let f ∈
Tn(K). We define f(M) ∈ K as the residue class modulo M of f in
Tn(K)/M, which is a finite extension of K contained in K.
Definition 14. Let X˜ be an affinoid space defined over K. A subset U ⊆ X˜
is called rational if there exists f0, ..., fs ∈ O(X˜) such that (f0, ..., fs) =
O(X˜) and:
U = RX˜(f0, ..., fs) := {M ∈ X˜ : |f0(M)|1/T ≥ |fi(M)|1/T , ∀i = 1, ..., s}.
The affinoid algebra:
O(U) := O(X˜)≪ zn+1, ..., zn+s ≫ /(f1 − zn+1f0, ..., fs − zn+sf0);
is associated to U . We can then define a subset of U to be rational in U
in the same fashion as before, just replacing X˜ with U . A covering of a
rational set U in X˜ is a family {Ui}i∈I of rational sets in X˜ such that:
U ⊆
⋃
i∈I
Ui.
We also say that such a covering of U is admissible if it consists of rational
sets in U (one can prove that such sets are actually rational in X˜, see [V-F],
Lemma 4.1.3) and it admits5 a finite sub-covering of the following form:
U =
r⋃
i=0
RU(fi, f0, f1, ..., fi−1, fi+1, ..., fr).
5See [V-P] for more details.
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In [V-F] it is proven that this family of subsets of X˜ taken with such cov-
erings is a G-topology (or Grothendieck topology) (see [V-F], Lemma
4.1.3) that we call G. This allows us to construct the presheaf:
U 7→ O(U);
of analytic functions or regular functions on U . A Theorem proven by
J. Tate (see [V-F], 4.2.2) allows to show that such a presheaf is actually a
sheaf.
Definition 15. We call (X˜,G,OX˜) a rigid analytic space endowed with
a sheaf OX˜ of regular functions on the G-topology G. For each z ∈ X˜ we
call OX˜,z the ring of germs of analytic functions associated to OX˜ on z.
We remark that such a ring is local and its unique maximal ideal consists
in equivalence classes of sequences in lim→(U∋z)O(U) which tend to 0 at z
(see [V-F], Definition 4.5.6).
Definition 16. We call dimension of X˜ at z:
dimz(X˜) := dim(OX˜,z).
We also define:
dim(X˜) := sup
z∈X
{dimz(X˜)}.
We remark that if X is the K−analytic space of Bn1 (K) associated to
X˜ , we have:
dimz(X˜) = dimz(X), ∀z ∈ X.
We have then for a general K and L ⊆ K the following inclusions of sets:
{L− algebraic varieties in Kn} ⊂
⊂ {L− entire subsets in Kn} ⊂
⊂ {L− analytic subspaces in Kn} ⊂
⊂ {K−rational points of a rigid analytic space defined over L}.
We will now try to adapt to our situation a well-known Theorem in Al-
gebraic Geometry which establishes a relation between the notion of local
dimension of a variety at a chosen point (defined as the dimension of the
tangent space at this point) and the Krull dimension of the ring of regular
functions, localised at this point. An analogue of such a result is already
known for affinoid spaces defined on a separable field (see [V-F], Theorem
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3.6.3).
Let A be a local Noetherian ring and let M be its unique maximal ideal.
We say that A is regular if:
[M/M2 : A/M] = dim(A).
Let X ⊂ Bn1 (K) be a K−analytic space. If O(X) = Tn(K)/I(X) (where
I(X) = (f1, ..., fs)) we also define the following O(X)−module of (hy-
per)differential forms:
ΩO(X)/K := O(X)⊗Tn(K)
(∑n
i=1 Tn(K)dzi∑s
i=1 Tn(K)dfi
)
;
where the (hyper)differential on z1, ..., zn is the one which is trivially induced
by the (hyper)derivative. If M ∈ Sp(O(X)) is associated to some point
z0 ∈ X we call cotangent space of X at z0 the O(X)M/MM−vector
space MM/M2M. As Tn(K) is Noetherian, MM is a finitely generated
O(X)M−module. By Nakayama’s Lemma we have therefore:
dimO(X)M/MM(MM/M2M) ≥ dim(O(X)M). (6)
This Lemma (see [At-Mac], page 21) applied to the finitely generatedO(X)M−module
MM, considered as an ideal of O(X)M (contained in the Jacobson radical
as such a ring is local) and to the sub-O(X)M−module of MM consisting
of representatives of elements of some O(X)M/MM−basis of MM/M2M
implies that:
dimO(X)M/MM(MM/M2M) = min{i ∈ N : MM = (f1, ..., fi), f1, ..., fi ∈ O(X)M}.
By classic properties of Commutative Algebra (see [Ash], Chapter 5, Propo-
sition 5.4.1) we also have:
dim(O(X)M) = min{i ∈ N : MM =
√
(f1, ..., fi), f1, ..., fi ∈ O(X)M};
because O(X)M is a local Noetherian ring.
Theorem 6. Let X ⊂ Bn1 (K) be a K−analytic set, where K is a perfect,
complete non-archimedean valued field contained in C. Let M = Mz0 ∈
Sp∗(Tn(K)) be the maximal ideal containing I(X) associated to z0 ∈ X, as
before. The following statements are equivalent.
1. The local ring O(X)Mz0 is regular.
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2. [ΩO(X)/K/MΩO(X)/K : O(X)/M] = dim(O(X)M).
3. The Jacobian matrix Jz0(I(X)) obtained from the generators f1, ..., fs
of I(X) seen as functions in n variables z1, ..., znhas rank6 n−dim(O(X)Mz0 ).
Proof. See [V-F] Theorem 3.6.3.
Let X be a K−entire subset inside Kn such that Bn1 (K) ∩ X is an
irreducible affinoid space on K, where K is a field respecting the hypotheses
of Theorem 6. By Theorem 5 part 3, we have that dim(Bn1 (K) ∩X) is the
transcendence degree of Bn1 (K)∩X , which implies that dim(Bn1 (K)∩X) ≥
n− r. Therefore, if I(X) is generated by a minimal system of r generators
we have that:
r ≥ n− dim(Bn1 (K) ∩X).
By Theorem 6 we have that:
ρ(Jz0(I(X))) ≤ n− dim(Bn1 (K) ∩X) ≤ r, ∀z0 ∈ Bn1 (K) ∩X ;
where ρ(Jz0(I(X))) is the rank of the matrix Jz0(I(X)). (We say that
Bn1 (K) ∩X is a complete intersection if r = n− dim(Bn1 (K) ∩X)).
We suppose from now on that K is not perfect. Let X a K−analytic
subspace contained inside Bn1 (K). We define the locus of regular points
of X as follows:
Xreg. := {z0 ∈ X : ρ(Jz0(I(X))) = n− dim(O(X)Mz0 )}.
We define on the other hand the locus of singular points of X as follows:
Xsing. := X \Xreg..
We remark that the definition generally given of regular points of a rigid
analytic space (which in our situation is the rigid space associated to the
affinoid space X˜ defined by I(X)) is the following:
X˜reg. := {z0 ∈ X˜ : ρ(Jz0(I(X))) = n− dim(OX˜,z0)}.
This definition applied to K−rational points of X˜ is not in contradition
with ours because one can prove (see [V-F], Proposition 4.6.1) that:
ÔX˜,z0 ≃ ̂O(X)Mz0 ;
6We remark that by composition laws of hyperderivatives of analytic functions it is
easy to see that the rank of the Jacobian matrix at z0 given by a generating system of
the ideal I(X) is independent of the choice of such a system.
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where for each local Noetherian ring R write R̂ for its completion with
respect to its unique maximal ideal, and by [At-Mac], Corollary 11.19, for
each such R we have that dim(R) = dim(R̂).
Remark 5. It is really important to remark that it is impossible to give a
definition of global dimension or regular point for a K−entire set X con-
tained inside Kn. The algebra of K−entire functions of the form f : Kn →
K is not Noetherian in general and it is impossible to associate to X an ideal
I(X) as we did for K−analytic subsets Bn1 (K) ∩ X in Bn1 (K) in order to
repeat for X the same procedure we did for Bn1 (K)∩X. As we have already
remarked, the non-archimedean structure of the topology induced on Kn by
the non-Archimedean absolue value does not allow to construct a sheaf on
Kn using K−analytic functions on open sets U of Kn. This forces us to do
a local study of the properties of X by intersecting X with a unit polydisc
inside Kn, then associating to it an ideal of Tn(K) as previously explained.
Such K−analytic spaces constructed from K−analytic subsets of X that we
have defined here may not have any relation each other and so they may
have completely different properties.
2.4 Density of regular points
Definition 17. Let K1 ⊂ K2 be a field extension. Let X be an irreducible
affinoid space in Bn1 (K1). We say that is absolutely irreducible over K2
if the prime ideal I(X) of Tn(K1) associated to X as follows:
I(X) := {f ∈ Tn(K1) : f(z) = 0, ∀z ∈ X};
is such that the ideal I(X)Tn(K2) of Tn(K2) remains prime.
We remark that if we take K2 to be a finite extension of K1, then ev-
ery irreducible affinoid space X in Bn1 (K1) decomposes in a finite number
of absolutely irreducible components over K2. In fact, as K1 has to be a
complete valued field (see Definition 12) and every finite extension of a com-
plete valued field remains a complete valued field, Tn(K2) is a free affinoid
algebra, as well as Tn(K1). By Theorem 5 Tn(K2) is therefore Noetherian.
Then, by Noether-Lasker Theorem the prime ideal I(X) of Tn(K1) is such
that I(X)Tn(K2) admits a unique primary decomposition in Tn(K2).
Theorem 7. Let X be an affinoid space inside Bn1 (K), where K is a non-
Archimedean complete valued field. We assume that X is absolutely irre-
ducible in the perfect closure of K in C, which we denote K. Regular points
of X are dense in X with respect to the induced ultrametric topology.
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Proof. We first prove the Theorem supposing that K = K. By Proposition
2:
dimz(X) = dim(X);
for every z ∈ X , since X is irreducible. Therefore we have:
z ∈ Xsing. ⇐⇒ ρ(Jz(I(X))) < n− dim(X).
Such a condition is equivalent to saying that each minor of Jz(I(X)) of order
n − dim(X) is 0. As dim(X) does not depend on the point z ∈ X , such a
condition is equivalent to requiring that z is contained in the K−analytic
subspace of X that we define by adding to the chosen minimal system of
generators of I(X) the annihilating condition on minors of Jz(I(X)). It
follows that Xsing. is an affinoid subspace of X . We show that this inclusion
is strict. Let d := dim(X). Theorem 5 implies the existence of an integral
embedding as follows:
Td(K) →֒ Tn(K)/I(X) = O(X).
In other words, Td(K) ⊂ O(X) is an integral ring extension. By [At-Mac]
Corollary 5.8, this induces a surjective finite morphism on maximal spectra:
f : Sp∗(O(X)) = X ։ Bd1(K).
By Theorem 6 and as K is a perfect field we can say that all points z0 ∈ Xreg.
correspond to maximal ideals Mz0 ∈ Sp∗(O(X)) such that:
[Mz0Mz0/M
2
z0Mz0
: O(X)Mz0/Mz0Mz0 ] = d.
One can show (see [Col-Maz] Lemma 1.2.2) that this implies that Xsing.
is contained in the set of ramification points of f . In fact, let I(X) =
(f1, ..., fr) ⊂ Tn(K) and let Mz0 ∈ Sp∗(O(X)) be a maximal ideal whose
restriction to Td(K) corresponds to the point z∗0 := (z0,1, ..., z0,d) ∈ Bd1(K).
Then z0 ∈ X ⊂ Bn1 (K) is a K−rational solution of the following system:
f1(z) = 0
· · ·
fr(z) = 0
z1 = z0,1
· · ·
zd = z0,d
Let mz∗0 ∈ Sp(Td(K)) be the maximal ideal of Td(K) associated to the point
z∗0. It follows that:
O(X)Mz0/Mz0Mz0 = K≪ z0 ≫= K = K≪ z
∗
0 ≫= Td(K)mz∗
0
/mz∗0mz∗
0
;
35
because z0 and z
∗
0 are K−rational points. On the other hand, Bd1(K) is such
that all its points are regular, so z∗0 is regular too. It follows that z0 is a
ramification point over z∗0 if and only if:
[Mz0Mz0/M
2
z0Mz0
: K] > [mz∗0mz∗
0
/m2z∗0mz∗
0
: K] = d.
The dimension of the cotangent space that one associates to Td(K) at z∗0 is d
by Theorem 6 because K is a perfect field and, as we already saw previously,
Bd1(K) is an affinoid space not containing singular points. We consider the
following induced morphism on spectra:
g : Spec O(X)։ Spec Td(K).
The prime ideal 0 of Td(K) corresponds to the generic point η of Bd1(K) (see
[Hart] Example 2.3.3). This morphism could be restricted to g−1(η) and so
it induces a finite morphism between the coresponding rings localized at 0,
which corresponds to a finite field extension as O(X) is an integral domain
and so 0 is a prime ideal of O(X). In fact Td(K)η = Td(K)0 is the quotient
field of Td(K) and O(X)η = O(X)0, is the quotient field of O(X). We call
these two fields:
K{{z1, ..., zd}} := Td(K)0;
K(X) := O(X)0.
We show that the field extension:
K{{z1, ..., zd}} ⊆ K(X);
is separable. We know by Theorem 5 part 3 that there exist n− d elements
zd+1, ..., zn ∈ K(X) generating the field extension K{{z1, ..., zd}} ⊆ K(X) =
K{{z1, ..., zd, zd+1, ..., zn}}. As zd+1 is algebraic over K{{z1, ..., zd}} there
exists an irreducible polynomial F (X) ∈ K{{z1, ..., zd}}[X ] \ {0} such that:
F (zd+1) = 0.
there exists then an irreducible element f ∈ Td+1(K) \ {0} such that:
f(z1, ..., zd, zd+1) = 0.
Therefore there must exist at least one variable zj , for some j between 1
and d + 1, such that the partial hyperderivative of f(z1, ..., zd+1) in zj is
not 0. Suppose for a contradiction that there is no such zj . As K is a
perfect field there exists actually a number s ∈ N \ {0} and an element
g(z1, ..., zd+1) ∈ Td+1(K) \ {0} such that:
f(z1, ..., zd+1) = g(z1, ..., zd+1)
ps.
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This contraditcs the hypothesis that f(z1, ..., zd+1) is irreducible. As the
variable zj appears necessarily in the expression of f(z1, ..., zd+1) it follows
that the elements z1, ..., zj−1, zj+1, ..., zd+1 are free over K. This means that
K≪ z1, ..., zj−1, zj+1, ..., zd+1 ≫= Td(K). If in fact zj had not been free over
K{{z1, ..., zj−1, zj+1, ..., zd+1}} and if the elements z1, ..., zj−1, zj+1, ..., zd+1
had not been free over K we could deduce that the field K{{z1, ..., zd+1}}
had a transcendence degree over K strictly less than d, and this would
contradict the hypothesis on X .
Since the initial choice of d K−algebraically independent elements among
the generators z1, ..., zn of K(X) over K is not canonical, we can change the
indexation of the generators in order to substitute zj with zd+1 without loss
of generality. Then zd+1 is separable over K{{z1, ..., zd}} and its minimal
polynomial f(X1, ..., Xd+1) is separable in Xd+1 since the hyperderivative
is not 0. Now, zd+2 is algebraic over K{{z1, ..., zd}} too. With analogous
arguments we show that we can suppose without loss of generality that
it is also separable over K{{z1, ..., zd}}. Repeating the same procedure
for zd+3, ..., zn we can finally say without loss of generality that the field
extension:
K{{z1, ..., zd}} ⊆ K(X);
is separable. Such a field extension admits therefore a non zero discriminant
ideal. It follows that Xsing. is a strict affinoid subspace of X . Therefore,
dim(Xsing.) < dim(X).
We suppose now that X is defined over K (not algebraically closed) and we
consider the affinoid space X(K) inside Kn. If this space is irreducible we
show that:
dimK(X(K)) = dimK(X).
Indeed, let I(X(K)) ⊂ Tn(K) be the ideal associated to X(K). As the
following ring extension:
Tn(K) ⊂ Tn(K);
is integral and I(X(K)) is a prime ideal of Tn(K) it follows that:
I(X(K)) = (I(X(K))Tn(K)) ∩ Tn(K);
see [At-Mac] Theorem 5.10. We can then construct a natural embedding:
Tn(K)/I(X(K)) →֒ Tn(K)/I(X(K))Tn(K).
Such an injection is still an integral morphism. The properties of integral
ring extensions imply then that:
dimK(Tn(K)/I(X(K))) = dimK(Tn(K)/I(X(K))Tn(K));
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(see [At-Mac] Corollary 5.9 and Theorem 5.11). The affinoid spaces version
of Nullstellensatz implies now that:
dimK(Tn(K)/I(X(K))Tn(K)) = dimK(Tn(K)/I(X));
and this implies that the dimensions of these two affinoid spaces are equal.
We remark in particular with the same arguments that:
dimK(X
′(K)) = dimK(X
′);
for each irreducible affinoid subspace X ′ of X .
We suppose now that X(K) is absolutely irreducible over K. Let X be
the affinoid space contained in Kn, defined over K by the generators of the
ideal I(X(K)) that we have previously introduced, and let I(X) be the
ideal associated to X . As X(K) is absolutely irreducible in K the ideal
I(X(K))Tn(K) is a prime ideal of Tn(K). We have in particular that:
I(X) = I(X(K))Tn(K).
It follows that for each point z0 ∈ X(K) the Jacobian matrix Jz0(I(X(K)))
of X(K) at z0 is also the Jacobian matrix Jz0(I(X)) of X . In particular:
ρK(Jz0(I(X(K)))) ≥ ρK(Jz0(I(X))), ∀z0 ∈ X(K);
and this implies that:
X(K)sing. = Xsing.(K);
because both sets are the points of X(K) which satisfy the algebraic equa-
tions induced on Kn by the annihilation of all minors with order n−dim(X)
of the same Jacobian matrix.
The previous arguments allow us to say finally that:
dimK(X(K)sing.) = dimK(Xsing.(K)) = dimK(Xsing.) < dimK(X) = dimK(X(K)).
2.5 The tangent space
During this last preliminary subsection we will use all notions previously
introduced in order to finally prove the fundamental theorems which will
allow us to apply (on the tangent space Lie(A) of a T−module A respecting
the hypotheses that we will introduce in the next section) the methods of
J. Pila and J. Wilkie to our particular situation.
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Lemma 2. Let A = (Gma ,Φ) be an abelian uniformizable T−module having
dimension m and rank d defined over the field F ⊂ k. The exponential
function e defined on A, with lattice Λ, induces then the following A−module
isomorphisms:
A(C) ≃ Cm/Λ ≃ (k∞/A)d ⊕ Lib;
where Lib is the free part of Cm/Λ as a k∞−space.
Proof. The exponential function is a surjective additive group morphism
from Cm to A whose kernel is Λ. The Factorization Lemma gives us then
the group isomorphism:
A(C) ≃ Cm/Λ;
which can be easily verified to be also an A−module isomorphism. On the
other hand Cm is a k∞−space of infinite dimension and its quotient by Λ
is the direct sum of a torsion part with dimension d and a free part with
infinite dimension. If, then, z ∈ Lie(A) ≃ Cm, we will have:
z = (z1, ..., zd, z
′) ∈
d⊕
i=1
ωik∞ ⊕ Lib;
where Λ =< ω1, ..., ωd >A. As ω1, ..., ωd are k∞−linearly independent one
can choose them as a basis over k∞ for the torsion subspace, completing
them to a basis of Cm over k∞. Up to this choice, we have then an infinite-
dimension k∞−vector spaces isomorphism:
φ : Cm → Cm;
fixing the basis of Lib. and such that:
φ(ωi) := vi;
for each i = 1, ..., d, where v1, ..., vd are the vectors of the canonical basis of
kd∞. In other words the isomorphism φ acts as follows:
φ :
d⊕
i=1
k∞ωi ⊕ Lib.→ kd∞ ⊕ Lib.
Taking the quotient of kd∞⊕Lib. by Ad×{0} we induce the homomorphism
πAd : k
d
∞ ⊕ Lib. ։ (k∞/A)d × Lib. We then have the following composed
homomorphism:
πAd ◦ φ :
d⊕
i=1
k∞ωi ⊕ Lib.→ (k∞/A)d ⊕ Lib.
whose kernel is clearly < ω1, ..., ωd >A≃ Λ. This induces the expected
isomorphisms.
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LetX be an irreducible algebraic subvariety, defined over k, of a T−module
A. We define KX ⊂ k the field generated by the roots of a system of fixed
polynomials defining X , which is then a finite extension of k. Let:
K := KXF .
As K ⊂ k∞, it is a valued field with respect to a valuation uniquely induced
by the 1/T−adic valuation of k∞ extended to its algebraic closure. We
define then K̂ to be the completion of K with respect to this valuation.
It follows that K̂ is a finite extension of k∞. We consider the following
projection maps:
Πi : Cm → C, ∀i = 1, ..., m;
on each component of Cm respectively. We define:
Λi := Πi(Λ);
for each i = 1, ..., m. They are m A−lattices in C such that:
Λ =
m⊕
i=1
Λi.
We define the following field:
K∞ :=
̂
K̂(Λ1, ...,Λm);
which is the completion of K̂(Λ1, ...,Λm) with respect to the unique valua-
tion induced by that of K̂. We remark that:
e(Km∞) ⊂ Km∞.
Theorem 8. Let A be a T−module with dimension m and rank d, and
X be an irreducible algebraic subvariety of A. Let e : Lie(A) → A be the
exponential function associated to A. Let:
Y := e−1(X) ⊂ Lie(A)(C).
Possibly after passing to a finite extension L of K∞ and calling n := [L :
k∞], we have therefore the following properties:
1. Bm1 (L) ∩ Y (L) 6= ∅;
2. Y is an L−entire subset of Lie(A)(C);
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3. Y (L) is an L−entire subset of Lie(A)(L);
4. Bm1 (L) ∩ Y (L)reg. is dense in Bm1 (L) ∩ Y (L);
5. The isomorphism φ introduced in the proof of Lemma 2 restricts on
the L−rational points of Cm to a k∞−vector space isomorphism (that
we will keep on calling φ) of the following form:
φ : Lm → knm∞ .
We have then the following decomposition:
A(L) ≃ Lm/Λ ≃ (k∞/A)d
⊕
Lib(L).
Moreover, if Y (L) is an L−entire subset of L it follows that Y ′(k∞) :=
φ(Y (L)) is a k∞−entire subset of knm∞ .
Proof. 1. As the base field KX of X is contained in K we have that X
is defined over K. Possibly after passing to a finite extension L of K
we have that Bm1 (L) ∩X(L) 6= ∅. Now we recall that the exponential
function is K−entire of the following form:
e(z) =
∑
i≥0
Biz
qi ;
for each z ∈ Lie(A)(C), and at the same time a local homeomor-
phism. For each w0 ∈ X(L) there exists then an open neighbor-
hood Vw0 ⊂ A(C) of w0, a point z0 ∈ e−1(w0), an open neighborhood
Uz0 ⊂ Lie(A)(C) of z0 and a C−analytic function of the form:
logz0 : Vw0 → Uz0;
that is an homeomorphism between these two open sets. The explicit
construction of such a function and the proof that it is convergent
over some Uw0 small enough are exactly what one gets by studying
an Implicit Function Theorem version on general archimedean fields,
as in Cartan’s style, in order to prove the existence of the inverse
function (see [I], Theorem 2.1.1). We remark now that if we chose
w0 = 0 ∈ A and z0 = 0 ∈ Lie(A), the logarithm function:
log0 : V0 → U0;
is K−analytic, by the construction of its formal power series expres-
sion:
log0(w) =
∑
i≥0
Aiw
qi.
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We easily show that the matrices Ai have their entries in K and there-
fore in L. As 0 ∈ V0 ∩ Bm1 (L) 6= ∅ we can assume without loss of
generality that V0 is a polydisc with radius ≤ 1 containing 0, if nec-
essary by restricting the logarithmic function log0 to some polydisc
contained in V0 and containing 0. It follows that:
log0(V0 ∩X(L)) ⊂ Y (L).
If V0 ∩X(L) 6= ∅ we are done. Assume then that w ∈ A \ V0 for each
w ∈ X(L). Let z ∈ e−1(w). Let D′
0
a polydisc with radius δ0 > 0
containing 0 and contained in U0. As the function log0 is continuous
we have that e(D′
0
) is an open set in V0 and it contains consequently
a polydisc D0 with radius ǫ0 > 0 containing 0. For each u ∈ D′0, we
have that ||u||∞ ≤ δ0. By Definition 1 we know that there exists a
number s ∈ N \ {0} such that the differential dΦ(T qs) is a diagonal
matrix of the form T q
s
Im. Let a ∈ N be the smallest whole number
such that:
|T−qsaz|1/T ≤ δ0.
As u := T−q
saz ∈ D0, we have that log0(u) ∈ D′0(L), up to extending
one more time L by adjoining all solutions of the following polynomial
equation:
Φ(T q
sa)(x)− w = 0.
As the T−module has finite rank, we know that this equation only
has a finite number of solutions. As:
u ∈ e−1(x);
up to a finite extension of L we consequently have:
Bm1 (L) ∩ Y (L) 6= ∅.
2. We know that X is defined as the zero locus of a finite number r of
polynomials P1, ..., Pr with coefficients in KX and therefore in L. Via
the isomorphism Lie(A)(C) ≃ Cm we see that Y is a L−entire subset
of Cm. In fact, each Pi (i = 1, ..., r) is a L−entire function from Cm to
itself, and the exponential function is a K−entire function too, from
Cm to itself by [Goss], Lemma 5.9.3. Y is therefore the zero locus in
Cm of the r L−entire functions f1 := P1 ◦ e, ..., fr := Pr ◦ e, and so an
L−entire subset of Cm.
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3. We notice that Y (L) is an L−entire subset of Lie(A)(L) as Y is the
zero locus of a finite number of L−entire functions taking their values
in L when restricted to Lm. Note that such a seemingly trivial argu-
ment does not remain necessarily true when fi is only a L−analytic
function. In fact, for each z0 ∈ V there could exist an open neighbor-
hood Uz0 ⊂ Cm such that fi(z) is a power series (with coefficients in L)
in z− z0 for every z ∈ Uz0 , but as L is not dense in C, the intersection
of such a neighborhood with Lm may be empty. And even if Y (L)
was not empty, it wouldn’t be necessarily L−analytic.
4. We assume that the L−analytic space Bm1 (L) ∩ Y (L) is irreducible
but not absolutely irreducible in the perfect closure K of L in C. As
the extension L ⊆ K is purely inseparable the prime ideal I(Y (L))
is a primary ideal of Tm(K) and its radical in Tm(K) is I(Y (K)).
If f ∈ I(Y (K)) it is in particular an element of Tm(K), purely in-
separable over Tm(L). There exists then a number n ∈ N \ {0}
such that f p
n ∈ Tm(L). On the other hand every monic polynomial
P (X) ∈ Tm(L)[X ] such that P (f) = 0 has its degree divisible by a
power of p. There exists also a smallest number n′ ∈ N \ {0} such
that fn
′ ∈ I(Y (L)). So, P (X) = Xn′ − fn′ ∈ Tm(L)[X ] is such that
P (f) = 0 and consequently there exists a number n ∈ N \ {0} such
that n′ = pn. Every finite minimal system of generators of I(Y (K))
is then a finite set of ph−th roots (for suitable h ∈ N \ {0}) and all
such sets have the same cardinality. In other words, if we write:
I(Y (K)) = (g1, ..., gr) ⊂ Tm(K);
we obtain that:
I(Y (L)) = (f1, ..., fr) = (gpn11 , ..., gp
nr
r ) = I(Y (K))p
n
;
where pn := maxi=1,...,r{pni}. The coefficients of the generators g1, ..., gr
of I(Y (K)) are therefore contained in a suitable extension of L of de-
gree ≤ pn in K. We can then assume, up to a finite extension of L,
that Bm1 (L) ∩ Y (L) is absolutely irreducible in K. Such an affinoid
space respects the hypothesis of Theorem 7 and so Bm1 (L) ∩ Y (L)reg.
is dense in Bm1 (L) ∩ Y (L).
5. Each function f : Cm → C defining Y is of the following form:
f(z) =
∑
j≥0
∑
µ∈Λm(j)
aµz
µ ∀z ∈ Cm;
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where all aµ ∈ L. We introduce the following notation in order to
describe a generic element z ∈ Lm. Let v1,1, ..., vn,m be the canonical
basis of knm∞ over k∞, and consider the following ordering on double
indices (i, j), i = 1, ..., m, j = 1, ..., n:
(i, j) < (i, j + 1) < (i+ 1, j).
We have that:
[k∞ : k
p
∞] = p;
and a result of M. F. Becker and S. MacLane [B-M] leads us to re-
mark that there exists a primitive element α ∈ L such that L =
k∞(α). Therefore, 1, α, ..., α
n−1 is a basis of L over k∞. Let e1, ..., em
the canonical basis of Lm over L. We define the adapted basis
u1,1, ..., um,n of L
m over k∞ as follows:
ui,j := α
j−1ei, ∀i = 1, ..., m, ∀j = 1, ..., n.
It is easy to see that it’s actually a set of k∞−linearly independent
vectors of Lm.
We define the following isomorphism between Lm and knm∞ :
ψ : Lm → knm∞ ;
ui,j 7→ vi,j;
which induces a bijection between the adapted basis of Lm over k∞
and the canonical basis of knm∞ over k∞. As ω1, ..., ωd are k∞−linearly
independent vectors of Lm too, they could be completed (up to a new
indexation) to a basis of Lm over k∞ by adding nm−d elements of the
adapted basis of Lm over k∞. Using the new ordering we introduced
previously on double indices i = 1, ..., m, j = 1, ..., n we enumerate
the elements of the adapted basis of Lm over k∞ using just one index,
and this allows us to describe the completion of the vectors ω1, ..., ωd
to a basis of Lm over k∞ as follows:
ω1, ..., ωd, ud+1, ..., unm.
Let:
L : knm∞ → knm∞ ;
ψ(ωi) 7→ vi;
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be the isomorphism over k∞ that associates to ψ(ωi) the vector vi for
each i = 1, ..., d fixing the canonical basis vd+1, ..., vnm of ψ(Lib.(L)) =⊕nm
i=d+1 k∞ over k∞, after the following decomposition of L
m:
Lm =
d⊕
i=1
k∞ωi ⊕ Lib.(L);
induced by the decomposition from Lemma 2 for knm∞ via the isomor-
phism ψ. We consider the isomorphism φ : Cm → Cm introduced in
the proof of Lemma 2 sending some suitable completion to an infinite
basis of Cm over k∞ of the vectors ω1, ..., ωd which restrict to Lm, to
the completion of these vectors by the adapted basis of Lm over k∞
previously described. The k∞−vector space isomorphism φ that we
have defined has then the following property:
φ = L ◦ ψ.
It is therefore such that for each z ∈ Lm expressed in the following
form:
z =
d∑
i=1
wiωi +
nm∑
i=d+1
wiui;
we have that:
φ(z) = w = (w1, ..., wnm).
We have that:
f(z) =
∑
h≥0
∑
µ∈Λm(h)
aµ(
m∑
i=1
n∑
j=1
wi,jui,j)
µ = 0, ∀z ∈ Y (L);
where the coefficients wi,j of this linear combination of the elements
of the adapted basis of Lm over k∞ are in k∞. In particular, if one
takes the restriction to Lm of the isomorphism ψ that we previously
described, we have that:
ψ(z) = w := (w1,1, ..., w1,n, ..., wm,1, ..., wm,n).
For each j ≥ 0, µ = (r1, ..., rm) ∈ Λm(j), each term zµ could be
expressed in the following form:
(
m∑
i=1
n∑
j=1
wi,jα
j−1ei)
µ =
m∏
h=1
(
n∑
j=1
wh,iα
j−1)rh =
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=
m∏
h=1
∑
s1+...+sn=rh
(
rh
s1, ..., sn
) n∏
j=1
w
sj
h,jα
sj(j−1).
It follows that:
(f◦ψ−1)(w) =
∑
j≥0
∑
µ=(r1,...,rh)∈Λm(j)
aµ
m∏
h=1
∑
s1+...+sn=rh
(
rh
s1, ..., sn
) n∏
j=1
w
sj
h,jα
sj(j−1).
Let:
h : knm∞ → L;
be the following L−analytic function:
h := f ◦ ψ−1.
It is then possible to express f(z) in the new following form:
h(w) =
∑
i≥0
∑
η∈Λnm(i)
cηw
η;
where each coefficient cη ∈ L can be expressed as follows. For each
i ≥ 0, if µ = (r1, ..., rm) ∈ Λm(i), for each rh, h = 1, ..., m we define as
before (s1(h), ..., sn(h)) ∈ Λn(rh). We define then:
η(µ) := (sj(h))j=1,...,n,h=1,...,m ∈ Λnm(i);
organizing its components according to our ordering on double indices
(h, j). For each η ∈ Λnm(i) and each i ≥ 0 we define I(η) := {µ ∈
Λm(i) : η(µ) = η}. We define:
α := (α, ..., α) ∈ Lnm.
Let η(µ) be as we have defined it before. We have then:
η(µ) := (s1(1), ..., sn(1), ..., s1(m), ..., sn(m)).
We write:
η˜(µ) := (0, s2(1), 2s3(1), ..., (n−1)sn(1), ..., 0, s2(m), 2s3(m), ..., (n−1)sn(m)) ∈ Nnm.
We then have the following property:
cη =
∑
µ∈I(η)
aµ
m∏
h=1
∑
s1+...+sn=rh
(
rh
s1, ..., sn
)
αη˜(µ).
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It follows that:
|cη|1/T ≤ max
µ∈I(η)
|aµ|1/T |α|1/Tm(n−1)|η|;
which converges to 0 when |η| approaches infinity because f : Lm → L
is an entire funcion. We also remark that it is possible to express each
coefficient cη ∈ L for each η ∈ Λnm(i) and each i ≥ 0 as a linear
combination over k∞ with respect to the basis 1, α, ..., α
n−1 of L over
k∞. Therefore there exist unique bη,1, ..., bη,n ∈ k∞ such that:
cη =
n∑
j=1
bη,jα
j−1;
for each η ∈ Nnm. There also exist formal power series:
h1, ..., hn ∈ k∞[[w]];
hj(w) :=
∑
i≥0
∑
η∈Λnm(i)
bη,jw
η, ∀j = 1, ..., n;
such that:
h(w) =
n∑
j=1
hj(w)α
j−1.
Now we show that h1, ..., hn are convergent with infinite radius of
convergence.
Using the result of K. Mahler [Mah], page 491, there exists γ > 0 such
that for each cη coefficient of h, we have that:
|cη|1/T ≥ γ max
j=1,...,n
{|bη,j |1/T |αj−1|1/T}.
Up to modifying the value of γ we can assume that:
|cη|1/T ≥ γ max
j=1,...,n
{|bη,j |1/T};
for each coefficient cη of h. The convergence of the series h(ψ(z))
implies then that of hj(ψ(z)) for each j = 1, ..., n.
Now let L : knm∞ → knm∞ be the isomorphism over k∞ we have defined
before, which maps the set {ψ(ω1), ..., ψ(ωd)} of linearly independent
elements over k∞ to the first d elements {v1, ..., vd} of the canonical
basis of knm∞ over k∞ arranged according to the ordering we have
introduced previously on double indices. L acts on knm∞ as an invertible
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matrix in knm,nm∞ . Then one sees immediately that it consists in a
k∞−entire function from knm∞ to itself. We saw that:
φ = L ◦ ψ.
As we did show that:
f ◦ ψ−1 : knm∞ → L;
could be expressed as follows:
f ◦ ψ−1 =
n∑
j=1
αj−1hj;
where h1, ..., hj are k∞−entire functions from knm∞ to k∞ and because
the composition of entire functions remains an entire function, it fol-
lows that the function:
h ◦ L−1 = f ◦ ψ−1 ◦ L−1 = f ◦ φ−1;
can be written in the form:
f ◦ φ−1 =
n∑
j=1
αj−1h˜j ;
with:
h˜1 := h1 ◦ L−1, ..., h˜n := hn ◦ L−1;
k∞−analytic functions from knm∞ to k∞. Writing:
Y ′ := {w ∈ Cmn : h˜i,j(w) = 0, ∀i = 1, ..., r, ∀j = 1, ..., n};
where:
Y (L) = {y ∈ Lm : fi(y) =
n∑
j=1
αj−1h˜j(φ(y)) = 0, ∀i = 1, ..., r};
we have that Y ′(k∞) = φ(Y (L)) and that Y
′(k∞) is a k∞−entire
subset of φ(Lie(A)(L)) ≃ kmn∞ .
Let α ∈ L be the primitive element of the field extension k∞ ⊆ L that
we have introduced in Theorem 8 part 5. We choose a(T ), b(T ) ∈ k∞ such
that |a(T )α|1/T < 1 and |b(T )|1/T = 1. We define:
β := a(T )α + b(T ).
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As:
α ∈ k∞(β);
it follows that β is a primitive element of the field extension k∞ ⊆ L also.
We can then replace α by β and therefore assume without loss of generality
that:
|α|1/T = 1.
Definition 18. Let be z = (z1, ..., zm) ∈ Lm. We express this point uniquely
as follows:
z = (z1, ..., zm) = (
n∑
j=1
αj−1w1,j, ...,
n∑
j=1
αj−1wm,j);
where:
w1,1, ..., wm,n ∈ k∞.
We define the following norm on Lm considering Lm as a vector space over
k∞:
Fα(z) := ||(w1,1, ..., wm,n)||∞ = max{|w1,1|1/T , ..., |wm,n|1/T}.
We immediately remark that it is actually a norm for Lm over k∞. Let
r > 0 be a positive real number. We define the following subset of Lm:
Bmr,α(L) := {z ∈ Lm : Fα(z) ≤ r}.
Proposition 3. The norm Fα for L
m is equivalent to the previous one ||.||∞
for Lm seen as a vector space over L with respect to the canonical basis:
||z||∞ := max{|z1|1/T , ..., |zm|1/T}.
Proof. By [BGR] Corollary 2.1.9/4 page 78 it will be sufficient to show that
there exist r1, r2 ∈ R>0 such that:
r1Fα(z) ≤ ||z||∞ ≤ r2Fα(z), ∀z ∈ Lm.
As the 1/T−adic absolute value is non-archimedean we can immediately
remark that:
r2 = 1.
The other inequality follows from a result of K. Mahler, see [Mah] page
491, that we have already used in the proof of Theorem 8 part 5 and which
implies that:
r1 = γ;
where the constant γ > 0 depends on α. It is exactly the constant that one
obtains from K. Mahler’s result using Fα as a norm for L
m.
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It follows that Bmr,α(L) (as a subset of L
m) is also an open set with
respect to the 1/T−adic topology we have used until now. In particular
the isomorphisms φ : Lm → knm∞ and ψ : Lm → knm∞ of vector spaces
over k∞ that we have introduced in the proof of Theorem 8 part 5 are
homeomorphisms.
Proposition 4. Let X be an L−analytic subset of Lm such that X is the
zero locus of a finite number m′ of L−analytic functions defined over an
open set U of Lm for m′ < m. Now we take the vector:
F : U → Lm′ ;
whose the entries are these functions, taken by choosing some indexation
for them. Let z0 ∈ X be such that F satisfies the hypotheses of Corollary
1 at z0. Them, there exists an open neighborhood of z0 in L
m of the form
Bm−m
′
1,α (L)× Vz0 and an L−analytic function fz0 of the shape:
fz0 : B
m−m′
1,α (L)→ Vz0 ⊂ Lm−m
′ × Lm′ ;
such that for every z∗ ∈ Bm−m′1,α (L) the following property is true:
F (z∗, fz0(z
∗)) = 0, ∀z∗ ∈ Bm−m′1,α (L).
Proof. By Corollary 1 there exists an open neighborhood Uz0 × Vz0 ⊂
Lm−m
′ × Lm′ of z0 and an L−analytic function f : Uz0 → Vz0 such that:
F (z∗, f(z∗)) = 0, ∀z∗ ∈ Uz0 .
Up to composing f with a translation in Lm−m
′
we assume that z0 = 0. We
choose an open set Bm−m
′
r,α (L) ⊂ U0 with r ∈ |k∗∞|1/T . The restriction of f
to Bm−m
′
r,α (L) remains an L−analytic function on Bm−m′r,α (L). We compose
now f with an L−linear map of the form:
t : Bm−m
′
1,α (L)→ Bm−m
′
r,α (L);
z∗ 7→ cz∗;
where c ∈ k∞ is such that |c|1/T = r. This gives an L−analytic function:
f ◦ t : Bm−m′1,α (L)→ V0;
such that:
F (z∗, (f ◦ t)(z∗)) = 0, ∀z∗ ∈ Bm−m′1,α (L).
Up to composing again f ◦ t with the translation:
z 7→ z + z0;
we obtain a neighborhood of z0 in L
m−m′×Lm′ and the L−analytic function
we require.
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Definition 19. Let X be an analytic subset of Lm, defined over an open
set U of Lm. We say that X is analytically α−parametrizable if there
exists a number d(X) ∈ N \ {0} and a family R of L−analytic functions:
f : B
d(X)
1,α (L)→ X ;
such that:
X ⊆
⋃
f∈R
f(B
d(X)
1,α (L)).
We call such a family an α−analytical cover of X over L.
We recall now the objects we considered in Theorem 8, which we will
analize in the next statement. Let A be a T−module with dimension m
defined over the field F ⊂ k, with associated lattice Λ, and X be an irre-
ducible algebraic subvariety of A. Let KX ⊂ k be the field generated by the
roots of a system of fixed polynomials defining X . By calling Λi the canon-
ical projection of Λ ⊂ Cm on the i−th coordinate of the C−vector space Cm
for each i = 1, ..., m, we remind that we defined K∞ = K̂XF ̂(Λ1, ...,Λm).
We also called φ the k∞−vector space automorphism of Cm which sends
the periods of Λ to the canonical basis of kρ∞, with ρ the rank of A. Let
e : Lie(A)→ A be the exponential function associated to A. Let:
Y := e−1(X) ⊂ Lie(A)(C).
We remind that we extended K∞ to a finite extension L and called n :=
[L : k∞]. We define Y (L) to be the set of the L−rational points of Y . We
also remind the definition of Y ′(k∞) := φ(Y (L)) ⊂ knm∞ .
Theorem 9. 1. Let Y (L) be defined as above, so that by Theorem 8 part
4, Bm1 (L) ∩ Y (L)reg. is dense in Bm1 (L) ∩ Y (L). Then Bm1 (L) ∩ Y (L)
is analytically α−parametrizable over L.
2. Let Y (L) and Y ′(k∞) be defined as above. Then, B
nm
1 (k∞) ∩ Y ′(k∞)
is analytically parametrizable over k∞.
Proof. 1. Let I(Y (L)) = (f1, ..., fr) ⊂ Tm(L) be the prime ideal as-
sociated to Bm1 (L) ∩ Y (L). Let y0 ∈ Bm1 (L) ∩ Y (L)reg.. Let d :=
dimL(B
m
1 (L) ∩ Y (L)). We may remark that:
d = dimK(B
m
1 (K) ∩ Y (K)).
This equality follows from the proof of Theorem 7. We remind in
fact that the ring extension Tm(L) ⊂ Tm(K) is integral, so that be-
ing I(Y (L)) a prime ideal of Tm(L), one can show that I(Y (L)) =
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I(Y (L))Tm(K)∩Tm(L). We can then construct the integral morphism:
Tm(L)/I(Y (L)) →֒ Tm(K)/I(Y (L))Tm(K).
By integrality we have that:
dimL(Tm(L)/I(Y (L))) = dimK(Tm(K)/I(Y (L))Tm(K)).
By the affinoid space Nullstellensatz:
dimK(Tm(L)/I(Y (L))) = dimK(Tm(K)/I(Y (L))Tm(K)).
The equality:
d = dimK(B
m
1 (K) ∩ Y (K));
now follows.
We assume as a first step that Bm1 (L)∩Y (L) is absolutely irreducible
in K.
The hypothesis that Bm1 (L) ∩ Y (L) is absolutely irreducible in K im-
plies that r ≥ m− d.
Indeed, this is a consequence of Theorem 6 that we have already
remarked previously. In fact, this hypothesis says that the ideal
I(Y (L))Tm(K) of Tm(K) is prime and therefore it is precisely the
ideal I(Y (K)) associated to the affinoid space Bm1 (K)∩Y (K). For this
reason this ideal keeps the same number r of generators of I(Y (L)).
Moreover, for each y0 ∈ Bm1 ∩Y (L), one has that the Jacobian matrices
of I(Y (L)) and I(Y (K)) at y0 coincide. In particular:
ρL(Jy0(I(Y (L)))) ≥ ρK(Jy0(I(Y (K)))).
Now, as K is a perfect field, it respects the hypotheses of Theorem 6,
so if y0 ∈ Bm1 (K) ∩ Y (K)reg., we have that:
ρK(Jy0(I(Y (K)))) = m− d.
As the rank of the involved Jacobian matrix is in any case ≤ the num-
ber r of lines of such a matrix, the required inequality easily follows.
Up to a different indexation of the generators f1, ..., fr of I(Y (L))
it follows that:
ρL(Jy0(f1, ..., fm−d)) = ρK(Jy0(f1, ..., fm−d)) = m− d.
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We write:
Z(f1, ..., fm−d) := {y ∈ Bm1 (L) : f1(y) = ... = fm−d(y) = 0}.
It follows that Bm1 (L) ∩ Y (L) ⊆ Z(f1, ..., fm−d). Now we may re-
mark that the regular points of Bm1 (L) ∩ Y (L) are also points of
Z(f1, ..., fm−d) which respect the hypotheses of Corollary 1: they are
such that the Jacobian matrix of (f1, ..., fm−d) at these points has
maximal rank (according with the hypotheses of Corollary 1), which
is exactly m − dimL(Bm1 (L) ∩ Y (L)) (so they are regular points of
Bm1 (L)∩Y (L)). As we are assuming that Bm1 (L)∩Y (L) is absolutely
irreducible in K, we have by Theorem 7 that the regular points of
Bm1 (L)∩Y (L) are dense in Bm1 (L)∩Y (L). As we have seen that these
points are points of Z(f1, ..., fm−d) which respect the hypotheses of
Corollary 1, we have by Proposition 4 that there exists a α−analytical
cover R of Bm1 (L) ∩ Y (L) given by L−analytic functions of the form:
f : Bd1,α(L)→ Z(f1, ..., fm−d).
We obtain in particular that:
Bm1 (L) ∩ Y (L) ⊆
⋃
f∈R
f(Bd1,α(L)).
This proves part 1 under the condition that Bm1 (L) ∩ Y (L) is abso-
lutely irreducible in K.
We take now the more general hypothesis that Bm1 (L) ∩ Y (L) is not
absolutely irreducible in K in general. Let then T ⊆ Z(f1, ..., fm−d)
be the only irreducible component of Z(f1, ..., fm−d) that is absolutely
irreducible in K, and that contains Bm1 (L)∩Y (L). Let d′ := dimL(T ).
Therefore d′ ≥ d. Now:
(f1, ..., fm−d) ⊆ I(T ) = (g1, ..., gs).
Then for each fi, for i = 1, ..., m− d, there exist ai,1, ..., ai,s ∈ Tm(L)
such that:
fi =
s∑
j=1
ai,jgj .
As y0 ∈ T it follows that:
Jy0(fi) =
s∑
j=1
ai,j(y0)Jy0(gj), ∀i = 1, ..., r.
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Because:
ρL(Jy0(f1, ..., fm−d)) = m− d;
we have that:
ρL(Jy0(I(T ))) ≥ m− d.
As T is absolutely irreducible in K we also have that:
ρL(Jy0(I(T ))) ≤ m− d′.
It follows that d′ = d. So:
Bm1 (L) ∩ Y (L) = T.
Now if S is another irreducible component of Z(f1, ..., fm−d):
dimL(S ∩ T ) < dimL(S), dimL(T ).
In fact, let R ⊆ S ∩T be an irreducible component of S ∩T such that
dimL(R) = dimL(S ∩ T ). As:
S ∩ T $ S, T ;
it follows that:
dimL(R) < dim(S), dimL(T ).
Up to some affinoid subspace of Bm1 (L)∩Y (L) of dimension < d we can
then suppose that y0 is contained in only one irreducible component of
Z(f1, ..., fm−d), the component B
m
1 (L)∩Y (L). It follows that Bm1 (L)∩
Y (L) contains a dense subset of points z0 ∈ Bm1 (L) ∩ Y (L)reg. such
that for each of them there exists an L−analytic function f defined on
some convenient open neighborhood Vz0 of z0 such that Vz0 \{z0} 6= ∅
and such that f(Vz0) (which is a subset of Z(f1, ..., fm−d)) is contained
in the irreducible component Bm1 (L) ∩ Y (L) of Z(f1, ..., fm−d). By
Proposition 4 we can then suppose without loss of generality that
each L−analytic function f ∈ R is such that:
f : Bd1,α(L)→ Bm1 (L) ∩ Y (L).
2. Let f1, ..., fr be as in the previous part. The isomorphism φ over k∞
between Lm and knm∞ defined in Theorem 8 is such that:
Y ′(k∞) = {w ∈ knm∞ : (fi ◦ φ−1)(w) = 0, ∀i = 1, ..., r}.
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In the proof of Theorem 8 part 5 we associated to each fi, for i =
1, ..., r, the n k∞−entire functions h˜i,1, ..., h˜i,n such that:
(fi ◦ φ−1) =
n∑
j=1
αj−1h˜i,j, ∀i = 1, ..., r.
We recall to have defined in particular the following linear map over
k∞:
ψ : Lm → knm∞ ;
sending the adapted basis {αj−1ei} of Lm to the canonical basis of knm∞
over k∞, and the following isomorphism of k∞−vector spaces over k∞:
L : knm∞ → knm∞ ;
which sends the images ψ(ω1), ..., ψ(ωd) by ψ of the d previously fixed
periods ω1, ..., ωd of Λ to the first d elements v1, ..., vd of the canonical
basis of knm∞ over k∞. The k∞−linear map ψ between Lm and knm∞
is an isometry between these two vector spaces over k∞ with respect
to the 1/T−adic absolute value on knm∞ and the norm Fα we have
introduced in Definition 18. We then obtain that:
ψ−1(Bnm1 (k∞)) = B
m
1,α(L).
Now dimL(Y (L)) is also the constant value such that the α−analytic
parametrization R of Bm1 (L)∩Y (L) obtained from part 1 is such that
for each f ∈ R such a L−analytic function takes the following shape:
f : B
dimL(Y (L))
1,α (L)→ Bm1 (L) ∩ Y (L).
Let dL(Y ) := dimL(Y (L)). Let d(Y
′(k∞)) := ndL(Y ). We then de-
fine the linear map ψ over k∞ as before, but this time between L
dL(Y )
and k
d(Y ′(k∞))
∞ . The isomorphism ψ : LdL(Y ) → kndL(Y )∞ of k∞−vector
spaces we have defined is also a bijection between B
dL(Y )
1,α (L) and
B
d(Y ′(k∞))
1 (k∞) and it is such that for each f ∈ R the function:
g : B
d(Y ′(k∞))
1 (k∞)→ Bnm1 (k∞) ∩ Y ′(k∞);
such that:
g := φ ◦ f ◦ ψ−1;
is k∞−analytic. It is in fact easy to show that ψ−1 is an L−analytic
function and therefore f ◦ ψ−1 is L−analytic too. In particular, it
takes the following form:
(f ◦ ψ−1)(w) =
∑
i≥0
∑
µ∈Λm(i)
aµψ
−1(w)µ.
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Repeating the same procedure as in the proof of Theorem 8 part 5 we
can express f ◦ ψ−1 as follows:
(f ◦ ψ−1)(w) =
n∑
j=1
αj−1hj(w);
where h1(w), ..., hn(w) are n k∞−analytic functions fromBd(Y
′(k∞))
1 (k∞)
to km∞. It is really important to remark that in the proof of Theorem
8 part 5 we obtained such a result for h1, ..., hn which were k∞−entire
over knm∞ and taking their values in k∞. However, the hypotheses of
this Theorem ask that f is a L−entire function over Lm, and therefore
this is not anymore true in this new situation. Such a hypothesis was
necessary in Theorem 8 as the powers of the 1/T−adic absolute value
of the primitive element α of the finite field extension k∞ ⊆ L were
not bounded. As we showed that it is possible to assume without loss
of generality that:
|α|1/T = 1;
in this case the same argument remains true if f is some L−analytic
function defined on B
dL(Y )
1,α (L). The k∞−analytic functions h1, ..., hn
from B
d(Y ′(k∞))
1 (k∞) to k
m
∞ we have just introduced are in particular n
vectors of m k∞−analytic functions from Bd(Y
′(k∞))
1 (k∞) to k∞ taking
the following shape:
hj(w) := (h1,j(w), ..., hm,j(w)), ∀j = 1, ..., n.
It follows that:
(ψ ◦ f ◦ ψ−1)(w) = (h1,1(w), ..., hm,n(w)), ∀w ∈ Bd(Y
′(k∞))
1 (k∞).
The function ψ ◦ f ◦ ψ−1 we have defined is then k∞−analytic over
B
d(Y ′(k∞))
1 (k∞). As we showed that L is a k∞−entire function from
knm∞ to itself and φ = L ◦ψ, we finally obtain that g is a k∞−analytic
function from B
d(Y ′(k∞))
1 (k∞) to B
nm
1 (k∞) ∩ Y ′(k∞). The family:
R′ := {g = φ ◦ f ◦ ψ−1, ∀f ∈ R};
is then a k∞−analytic cover of Bnm1 (k∞) ∩ Y ′(k∞).
We define the trivial projection functions of φ(Lie(A)(L)) on its two
factors which we obtain from those given by the isomorphism introduced in
Theorem 8:
π1 : φ(Lie(A)(L))։ kd∞;
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π2 : φ(Lie(A)(L))։ Lib(L).
In other words, π1 is the projection of φ(Lie(A)(L)) = knm∞ on its d first
components and π2 is its projection on the nm− d last components. All of
our topological arguments on Y (L) will remain true on Y ′(k∞) as they will
be unchanged by the linear isomorphisms L and φ. We call the image of π1
as a k∞−vector subspace of knm∞ :
Π := π1(k
nm
∞ ) ≃ kd∞.
3 Torsion points and varieties
We present an upper bound estimate of the number of rational points of an
analytic subset of Lie(A), based on the ideas contained in J. Pila’s and J.
Wilkie’s work [PW]. We essentially translate the problem in the language
of analytic sets in Cm, which are periodic with respect to the lattice Λ and
subject to the action of A by usual multiplication. All T−modules treated
here will always be assumed to be abelian and uniformizable.
J. Pila’s and U. Zannier’s method used in [PZ] to prove a weaker version of
the Manin-Mumford conjecture is based on a reductio ad absurdum strat-
egy. Let A be an abelian variety and let X be an algebraic subvariety of A
which does not contain any non-trivial torsion class of A. The main Theo-
rem contained in [PW] provides an upper bound estimate of the number of
N−torsion points (where N ∈ N \ {0}) of A which are contained in X as a
function of N . On the other hand a Corollary of D. Masser’s result ([Mas],
Corollary page 156) provides a lower bound estimate of the same number,
always as a function of N , in a way such that if there are infinitely many
torsion points of A which are contained in X , the two previous inequalities
cannot be satisfied at the same time.
We propose to repeat such an argument for abelian and uniformizable
T−modules. In this section we will give an upper bound estimate of the
number of a(T )−torsion points (where a(T ) is contained in A\{0}) of some
T−module A, which are contained in an irreducible algebraic subvariety of
A, as a function of |a(T )|1/T . Such a result would be our analogue (see
Theorem 10) to the main Theorem showed by J. Pila and J. Wilkie in [PW]
for abelian varieties. We will adapt their methods to our situation.
One can associate to each abelian variety of dimension m a tangent space
isomorphic to Cm by a topological covering induced by abelian functions
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(see for example [Mum], Theorem of Lefschetz, page 29), and this tangent
space projects onto the variety in an analogous fashion with the behavior
of the exponential function we have introduced before on T−modules. The
method that comes out from the work of J. Pila and U. Zannier is based
on the bijective correspondence between the abelian sub-varieties of a given
abelian variety and their tangent spaces. These are known to be exactly the
subspaces of the tangent space of the variety initially given, that are such
that the kernel of the covering (which is a Z−lattice of rank 2m) intersects
the subspace in a lattice having maximal rank.
We do not have such a correspondence for T−modules. In fact the corre-
spondence between abelian subvarieties and subspaces of the tangent space,
is obtained (not trivially) from the consequences of Grothendieck’s GAGA
Theory (of which there exists an analogue in Rigid Analytic Geometry that
can be applied to our situation) and Chow’s Theorem. This argument can-
not be applied to our situation because of the fact that T−modules are not
compact as topological spaces.
By Lemma 2 we can see the exponential function as an L−entire A−module
morphism of the following form:
e : Lie(A)(C)→ A(C).
In Lemma 2 we described an isomorphism:
A(C) ≃ (k∞/A)d
⊕
Lib;
and defined the projections π1 and π2 of A(C) onto these two components
which we call respectively torsion part and free part, up to composition of
the exponential function e with the isomorphism φ that we have introduced
in Theorem 8. Restricting these isomorphisms and these projections to the
L−rational points of A we obtain that:
A(L) ≃ (k∞/A)d
⊕
Lib(L).
We remark that π2(Λ) = 0, which implies that Λ ⊂ π1(φ(Lie(A)(L))) = Π.
In particular, the torsion part of Lie(A)(C) introduced in Lemma 2 coincides
pointwise with Π. We will identify often from now Λ and π1(φ(Λ)) = A
d.
3.1 A higher bound estimate for the torsion points
Let X be an irreducible algebraic subvariety of the T−module A. Let then:
Y = e−1(X);
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be as in Theorem 8. By this Theorem we know that Y ′(k∞) is a non-empty
and k∞−entire subset of kmn∞ = φ(Lie(A)(L)). We also define the following
set:
Z := Y ′(k∞) ∩Π ⊂ kd∞ × {0}.
We remark that Z is a k∞−entire subset of kd∞ as it is the intersection of
two k∞−entire sets.
We know that:
A(C)tors. =
⋃
a(T )∈A\{0}
A(C)[a(T )] =
⋃
a(T )∈A\{0}
{x ∈ A(C) : Φ(a(T ))(x) = 0}.
We define then, for each a(T ) ∈ A \ {0}:
Y [a(T )] := {y ∈ Y : a(T )y ∈ Λ};
and:
Ytors. := e
−1(A(C)tors.)∩Y =
⋃
a(T )∈A\{0}
Y [a(T )] =
⋃
a(T )∈A\{0}
{y ∈ Y : a(T )y ∈ Λ}.
Lemma 3. We define:
ΛZ := Z ∩ Λ.
Z/ΛZ is therefore compact.
Proof. We remark that:
k∞/A ≃ 1
T
Fq[[
1
T
]].
As k∞ is a local field, every open (and at the same time closed) disc is
compact, so in particular the following one too:
{x ∈ k∞ : v1/T (x) > 0} ≃ 1
T
Fq[[
1
T
]].
The topological quotient space k∞/A is then compact. It follows that the
product (k∞/A)
d is compact too. The isomorphism described in Theorem
8 leads us to see Z/ΛZ as a subset of (k∞/A)
d. As the topology induced
on kd∞ by the 1/T−adic valuation is metric, a subset of kd∞ is closed with
respect to the 1/T−adic valuation if and only if it is sequentially closed. We
consider a convergent sequence in kd∞ contained in Z. Let z0 be the limit of
the sequence. Without loss of generality we may assume that the sequence
is contained in an open bounded set V in Z, where Z can be expressed
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as the zero locus of finitely many k∞−entire functions f1, ..., fr. We also
assume up to a translation that 0 ∈ V .
Write fj : k
d
∞ → kd∞ as fj(z) =
∑
i≥0
∑
µ∈Λd(i)
aµz
µ for each j = 1, ..., r on
an open disc BR ⊂ kd∞ centered at 0 of radius R > 0 whose intersection
with Z contains V . For each ǫ > 0 there exists then a point zn belonging
to the sequence, such that ||z0 − zn||∞ < ǫ (we recall that for each z =
(z1, ..., zd) ∈ kd∞ where d > 1 we have defined ||z||∞ = maxi=1,...,d{|zi|1/T}).
We write f := fj from now as the argument remains the same for each j
between 1 and r. Therefore:
|f(z0)−f(zn)|1/T =
∣∣∣∣∣∣
∑
i≥1
∑
µ∈Λd(i)
aµ(z
µ
0 − zµn)
∣∣∣∣∣∣
1/T
≤ max
i≥1,µ∈Λd(i)
{|aµ|1/T |zµ0−zµn|1/T }.
We remark that this maximum is finite by the convergence hypothesis of
the series. We have that:
|zµ0 − zµn|1/T < ǫ
∣∣∣∣∣∣
∑
|η|+|ρ|=|µ|−1
zη0z
ρ
n
∣∣∣∣∣∣
1/T
< ǫR|µ|−1;
for each µ ∈ Nd, |µ| ≥ 1. The convergence hypothesis of f on V implies
that:
lim
|µ|→+∞
aµR
|µ| = 0;
up to eventually replacing R by some number 0 < R′ < R. Therefore:
|f(z0)− f(zn)|1/T < ǫmax{|aµ|Rµ} < ǫM ;
for a certain M > 0 only depending on f . Then, there exists M > 0 only
depending on f such that for every ǫ > 0 we have that:
|f(z0)|1/T = |f(z0)− f(zn)|1/T < ǫM ;
which shows that f(z0) = 0. The set Z is then closed, which implies that
Z/ΛZ is closed too in (k∞/A)
d with respect to the quotient topology. As
this last space is compact we deduce the same property for Z/ΛZ .
Let a(T ) ∈ A \ {0} and S be a general subset of Lie(A)(C). We write:
S[a(T )] := e−1(A[a(T )]) ∩ S.
We recall to have identified previously Λ with Ad in kd∞ by the projection:
π1 ◦ φ : Lie(A)(C)։ kd∞.
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We also saw that the image of this projection is exactly the torsion part
of Lie(A(C)) as follows from the decomposition described in Lemma 2. Up
to identifying for simplicity of notation S with φ(S), we consequently have
that:
π1(S[a(T )]) = {z ∈ π1(S)(k) : a(T )z ∈ Ad ≃ Λ} =
= {z = (α1
β1
, ...,
αd
βd
) ∈ π1(S)(k) : lcm({βi}i=1,...,d)|a(T )};
and
π2(S[a(T )]) = {z ∈ π2(S) : a(T )z = 0} = {0} or ∅.
We deduce then that:
S[a(T )] = ∅ if 0 /∈ π2(S);
while if S[a(T )] 6= ∅ (in other words, if 0 ∈ π2(S[a(T )])), we have the
following identification of sets:
S[a(T )] ≃ {z = (α1
β1
, ...,
αd
βd
) ∈ π1(S)(k) : lcm({βi}i=1,...,d)|a(T )} × {0}.
We will use this description in order to study the number of torsion points
contained in X , assuming that X does not contain torsion classes. In fact,
Lemma 2 allows us to reduce to the study of this problem in Lie(A) where
the set corresponding to X is Y . We remark that we can assume from now
on that 0 ∈ X ; if this were not the case we would have the trivial situation
where Ytors. = ∅.
Let X be an irreducible algebraic subvariety of the abelian and uniformiz-
able T−module A. The study of the a(T )−torsion points of A contained in
X is then equivalent to the study of the points of Y [a(T )] ⊂ Lie(A) and, by
the identification of the torsion part of Lie(A(C)) with π1(φ(Lie(A(L)))) =
kd∞ which follows from Theorem 8 part 5, it is also equivalent to studying
the points of Y (L)[a(T )]. As in Theorem 8 we have shown that:
Y (L)[a(T )] ≃ Y ′(k∞)[a(T )] = {z = (α1
β1
, ...,
αd
βd
) ∈ kd : lcm({βi}i=1,...,d)|a(T )}×{0};
the set Y (L)[a(T )] is finally in bijection with the set:
Z[a(T )] := {z = (α1
β1
, ...,
αd
βd
) ∈ kd : lcm({βi}i=1,...,d)|a(T )}.
In particular, we have that:
Y ′(k∞)[a(T )] = Z[a(T )]× {0}.
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We also define the following set:
Ztors. :=
⋃
a(T )∈A\{0}
Z[a(T )].
Proposition 5. Let X be an irreducible algebraic subvariety of a T−module
A. The set of a(T )−torsion points of A which are contained in X is then
in bijection with the set:
Z(k, [a(T )]) := {(α1
β1
, ...,
αd
βd
) ∈ Z[a(T )] : ∀i = 1, ..., d, |αi|1/T ≤ |a(T )|1/T}.
Proof. Step 1: By the identification ofX with Y/(Λ∩Y ) which follows from
Lemma 2 and the identification of Y (L)[a(T )] with Y ′(k∞)[a(T )] which fol-
lows from Theorem 8 part 5, we can finally identify the a(T )−torsion points
of X with the points of Y ′(k∞)[a(T )]/(A
d×{0}). These last ones are easily
in bijection with the points of Z[a(T )]/Ad.
Step 2: The points (α1/β1, ..., αd/βd) of Z[a(T )] (which are k−rational)
are by the definition of Z[a(T )] such that βi|a(T ) for each i = 1, ..., d.
Now, as A is an euclidean ring with respect to the 1/T−adic valuation,
each αi ∈ A such that |αi|1/T ≥ |a(T )|1/T can be expressed uniquely in
the form αi = k(T )a(T ) + r(T ), for some k(T ) ∈ A \ {0} and some
r(T ) ∈ A such that |r(T )|1/T < |a(T )|1/T . The division by the element
βi|a(T ) gives us then αi/βi = (k(T )a(T )/βi) + (r(T )/βi) which is in the
form r(T )/βi + λ with λ ∈ A and |r(T )|1/T < |a(T )|1/T . Therefore, we
may identify αi/βi with r(T )/βi up to translation by an integer element.
Repeating the same process on each component we may finally assume that
(α1/β1, ..., αd/βd) ∈ Z(k, [a(T )]) up to translation by some element of Ad.
Step 3: The set of a(T )−torsion points of the algebraic subvariety X
of A(C) is identified by Step 1 with Z[a(T )]/Ad. On the other hand,
Z[a(T )]/Ad is identified by Step 2 with Z(k, [a(T )]). The set of a(T )−torsion
points of X is then identified with Z(k, [a(T )]), which allows us to reduce
to a particular subset of Z which is compact by Lemma 3.
We define, given S any set in π1(φ(Lie(A))) and a(T ) ∈ A of degree δa
in T :
S(k, a(T )) := {z ∈ S(k) : H˜(z) ≤ |a(T )|1/T};
where S(k) is the set of the k−rational points of S and H˜ is a function
defined as follows:
H˜ : kd → qZ;
(z1, ..., zd) 7→ max
i=1,...,d
{H(zi)};
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where H is the absolute height defined on the k−rational points of kd∞ (see
[Silv], page 202). We remark that:
Z(k, a(T ))× {0} ⊂ Y ′(k∞)(k, a(T )).
As the definition of the absolute height H over k is such that:
H(z−1) = H(z);
for each point z = α
β
∈ k, where α, β ∈ A \ {0} are relatively prime, we can
define for each z = (z1, ..., zd) ∈ kd its inverse element as follows:
z−1 := (z−11 , ..., z
−1
d );
where we assume that z−1i := zi if zi = 0. As one can check we have the
following property:
H˜(z−1) = H˜(z); (7)
for each z ∈ kd.
Proposition 6. For each subset S of φ(Lie(A(C))) and each a(T ) ∈ A\{0}
we have, by defining:
S(k, [a(T )]) := {(α1
β1
, ...,
αd
βd
) ∈ S[a(T )] : ∀i = 1, ..., d, |αi|1/T ≤ |a(T )|1/T};
that:
S(k, [a(T )]) ⊂ S(k, a(T )).
Proof. Up to identify S with π1(S), if z ∈ S(k, a(T )) then z = (α1β1 , ..., αdβd ),
where βi 6= 0, GCD(αi, βi) = 1, βi|a(T ), for each i = 1, ..., d. As we showed
in Proposition 5 that it is possible to assume without loss of generality
that |αi|1/T < |a(T )|1/T for each i = 1, ..., d, it follows that H˜(α1β1 , ..., αdβd ) ≤|a(T )|1/T .
Definition 20. We define:
N(S, [a(T )]) := |S(k, [a(T )])| and N(S, a(T )) := |S(k, a(T ))|.
We then have the following inequalities:
N(Z, [a(T )]) ≤ N(Z, a(T )) ≤ N(Y ′(k∞), a(T )).
We now give the definition of a semi-algebraic set in the case of a non-
archimedean complete field, using the definition given in [Sh], page 51, 100
in the case of the field of real numbers R. As on a non-archimedean field
the order relation given by the valuation is not a total order, we will modify
the usual definition (which is essentially that of the set of the solutions
of polynomial inequalities) as follows, replacing in particular such a set of
solutions by the intersection of the algebraic variety with a general polydisc.
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Definition 21. Let K be a complete valued field and let n ∈ N \ {0}. A
semi-algebraic set in Kn is the intersection of an algebraic variety in
Kn with a polydisc, which is the cartesian product of discs in K. If S is a
subset of Kn, we call a semi-algebraic set in S each intersection of S with
a semi-algebraic set of Kn.
Definition 22. Let Y ′ be defined as in Theorem 8 part 5. We call Y ′(k∞)
alg.,
or algebraic part over k∞ of Y
′(k∞), the union of all the semi-k∞−algebraic
subsets of Y ′(k∞) of k∞−dimension > 0.
The following Theorem is the analogue of the result of J. Pila and J.
Wilkie (see [PW]) in our particular situation. The application of this The-
orem to the set Y ′(k∞) defined in Theorem 8 part 5 will provide a first
step in order to replicate the ideas of J. Pila and U. Zannier for abelian
uniformizable T−modules:
Theorem 10. Let W ⊂ knm∞ be a k∞−entire subset of knm∞ analytically
parametrizable over k∞. For each real number ǫ > 0, there exists c =
c(W, ǫ) > 0 such that, for each a(T ) ∈ A \ {0}, one has:
N(W \W alg., a(T )) ≤ c|a(T )|ǫ1/T .
We want to apply Theorem 10 to the set Bnm1 (k∞) ∩ Y ′(k∞). We use
Theorem 9 to do it. As we will see later we can assume without loss of gen-
erality that W is compact and contained in the polydisc Bnm1 (k∞). In any
case we can locally repeat the same argument for each translate of Bnm1 (k∞)
which intersects Y ′(k∞) (knowing that the dimension of each affinoid space
is not always the same but in any case it is < nm). We will be able then
to apply Theorem 10 to the set Y ′(k∞). In order to show Theorem 10, we
begin to prove intermediate results.
Lemma 4. Let h, d, δ ∈ N \ {0}. Let D := Dd(δ) := |{µ ∈ Nd :
∑d
i=1 µi ≤
δ}| and B := B(h, d, δ) := ∑bβ=0 Lh(β)β + (Dd(δ) −∑bβ=0 Lh(β))(b + 1),
where Lh(β) := |{µ ∈ Nh :
∑h
i=1 µi = β}| and b is the only natural number
(see [P]) such that Dh(b) ≤ Dd(δ) ≤ Dh(b+ 1). Let:
Φ1, ...,ΦD : k
h
∞ → k∞;
be some analytic functions. For each compact and convex subset J of kh∞,
there exists a real number:
c = c(J,Φ1, ...,ΦD) > 0;
such that, for each U ⊂ kh∞ a polydisc with radius r ≤ 1, and z1, ..., zD ∈
J ∩ U :
| det(Φi(zj))|1/T ≤ crB.
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Proof. We recall first of all the notation that we have introduced in Defini-
tion 9. Given d, δ ∈ N \ {0}, we define:
Λd(δ) := {(µ1, ..., µd) ∈ Nd :
d∑
i=1
µi = δ}.
We also define:
∆d(δ) :=
δ⋃
i=1
Λd(i).
We define, then, Dd(δ) := |∆d(δ)| and Ld(δ) := |Λd(δ)|. Let us therefore
call D the value Dd(δ) for the given d and δ, as in our statement. Let
z0 ∈ J ∩ U be different from z1, ..., zD. We know (see [P]) that there exists
a unique b ∈ N \ {0} such that:
Dh(b) ≤ Dd(δ) < Dh(b+ 1).
As the functions Φ1, ...,ΦD are analytic on B
h
1 (k∞), for every i, j between
1 and D there exists ζ ij ∈ B(z0, |zj − z0|1/T ) = {z ∈ kh∞ : |z − z0|1/T ≤
|zj − z0|1/T } such that:
Φi(zj) =
∑
µ∈∆h(b)
∂µΦi(z0)
∂zµ
(zj − z0)µ +
∑
µ∈Λh(b+1)
∂µΦi(ζ ij)
∂zµ
(zj − z0)µ.
We now consider the matrix:
(Φi(zj))ij :=
 ∑
µ∈Λh(β)
∂µΦi(z0)
∂zµ
(zj − z0)µ

i,j
.
We compute:
| det(Φi(zj))|1/T = | det(
b∑
β=0
(
∑
µ∈Λh(β)
∂µΦi(z0)
∂zµ
(zj − z0)µ)+
+
∑
µ∈Λh(b+1)
∂µΦi(ζ ij)
∂zµ
(zj − z0)µ)|1/T .
By calling:
ωij(β) :=
∑
µ∈Λh(β)
∂µΦi(z0)
∂zµ
(zj − z0)µ; (8)
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and:
ωij(b+ 1) :=
∑
µ∈Λh(b+1)
∂µΦi(ζ ij)
∂zµ
(zj − z0)µ; (9)
we now apply to our matrix:
(Φi(zj)) =
 ∑b+1β=0 ω11(β) · · · ∑b+1β=0 ω1D(β)· · · · · · · · ·∑b+1
β=0 ωD1(β) · · ·
∑b+1
β=0 ωDD(β)
 ;
the well known property:
det

a11 · · · a1D
· · · · · · · · ·
ai1 + bi1 · · · aiD + biD
· · · · · · · · ·
aD1 · · · aDD
 = det

a11 · · · a1D
· · · · · · · · ·
ai1 · · · aiD
· · · · · · · · ·
aD1 · · · aDD
+ det

a11 · · · a1D
· · · · · · · · ·
bi1 · · · biD
· · · · · · · · ·
aD1 · · · aDD
 ;
for every i = 1, ..., D. This property holds for every square matrix in general.
We then have:
det(Φi(zj)) =
∑
(b+2)D terms
det(ωij(β))i,j,β;
where (ωij(β))i,j,β are all the possible matrices of size D × D that occur
by developping the expression of det(Φi(zj)) using the rule we mentioned
above and their entries are within all the possible elements ωij(β) for every
i, j ∈ {1, ..., D} and every β ∈ {0, ..., b+ 1}.
We now show that if one of these terms is such that its associated matrix
contains a minor of size l× l of the form (ωij(β))ij for a fixed β ∈ {0, ..., b}
such that l > Lh(β), then the determinant of such a minor vanishes. There-
fore, the only minors of the form (ωij(β))ij for such a fixed β which effec-
tively contribute to determine the value of the terms of our sum will only
be those of size at most Lh(β)× Lh(β). It follows therefore that each term
det(ωij(β)i,j,β) is a sum of products of D elements ωij(β) such that in each
one of such products there appear at most Lh(β) elements ωij(β) for a fixed
β ∈ {0, ..., b + 1}. Therefore, for each one of such matrices (ωij(β))i,j,β we
have that:
| det(ωij(β)i,j,β)|1/T ≤ max
i,j,β
{
∏
|ωij(β)|1/T};
where the products are all the possible products of D entries of such a
matrix.
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We thus restrict our attention to the terms of derivative of order β, for each
β = 0, ..., b:
ωij(β) =
∑
µ∈Λh(β)
∂µΦi(z0)
∂zµ
(zj − z0)µ.
For each l between 1 and D we call Pl(D) the family of all the possible or-
dered subsets of cardinality l of {1, ..., D}. We now consider all the possible
sub-matrices of size l × l of the matrix (Φi(zj))ij , with i, j ∈ {1, ..., D}. By
taking the determinant of such minors, we analyze therefore the element:
δch(l)(β) := det(
∑
µ∈Λh(β)
∂µΦi(z0)
∂zµ
(zj − z0)µ);
where (i, j) ∈ ch(l), for a particular chosen set ch(l) ∈ Pl(D) × Pl(D).
Given therefore s1(l), s2(l) ∈ Pl(D) such that ch(l) = s1(l) × s2(l), so
that s1 = {i(1), ..., i(l)} and s2 = {j(1), ..., j(l)}, we take some indexa-
tion: Λh(β) = {µ(1), ..., µ(Lh(β))} of the elements of Λh(β). We therefore
have that the columns of the minor associated to the choice of ch(l) are
k∞−linear combinations of the Lh(β) vectors: (zj(1) − z0)µ(1)· · ·
(zj(l) − z0)µ(1)
 , · · · ,
 (zj(1) − z0)µ(Lh(β))· · ·
(zj(l) − z0)µ(Lh(β))
 ;
which all belong to kl∞. It is clear therefore that the determinant δch(l)(β)
vanishes if l > Lh(β). The same argument shows that a minor of size l × l
of the form:
(
∑
µ∈Λh(b+1)
∂µΦi(ζ ij)
∂zµ
(zj − z0)µ)ij ;
vanishes if l > Lh(b+ 1).
Now, we have seen that in each one of such products a term of the form
|ωij(β)|1/T for a fixed β ∈ {0, ..., b} has to appear lβ times for some lβ ≤
Lh(β). As the total number of elements of each possible product is D it
follows that a term of the form |ωij(b + 1)|1/T will appear D −
∑b
β=0 lβ
times. On the other hand, we know that such a number has to be at
most Lh(b + 1). We therefore have to restrict our choice of l0, ..., lb so
that D − ∑bβ=0 lβ ≤ Lh(b + 1). Such a particular choice can be made
because we have seen at the beginning of this proof that b is such that
Dh(b+1) =
∑b+1
β=0 Lh(β) > D. It follows that Lh(b+1) > D−
∑b
β=0 Lh(β).
Therefore, there exist choices of lβ ≤ Lh(β) for each β ∈ {0, ..., b}, such that
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Lh(b+ 1) ≥ D −
∑b
β=0 lβ and the choice lβ = Lh(β) for all β ∈ {0, ..., b} is
one of those. Therefore:
max
i,j,β
{
∏
|ωij(β)|1/T} ≤ {
b∏
β=0
max
i,j
{|ωij(β)|1/T}lβ}max
i,j
{|ωij(b+1)|1/T}(D−
∑b
β=0 lβ).
It is now easy to see that for a convenient number α = α(J,Φ1, ...,ΦD) > 0
only depending on the points of J and the chosen Φ1, ...,ΦD, we have that:
{
b∏
β=0
max
i,j
{|ωij(β)|1/T}lβ}max
i,j
{|ωij(b+ 1)|1/T}(D−
∑b
β=0 lβ) ≤
≤ α{
b∏
β=0
max
i,j
{|ωij(β)|1/T}Lh(β)}max
i,j
{|ωij(b+ 1)|1/T}(D−
∑b
β=0 Lh(β)).
If we write, then:
c0 := max
ζ∈J
max
i=1,...,D
max
β=0,...,b+1
max
µ∈∆h(b+1)
{|∂
µΦi(ζ)
∂zµ
|1/T};
and we call:
c = c(J,Φ1, ...,ΦD) := αc0
D; (10)
knowing that ||zj−z0||∞ ≤ r for each j = 1, ..., D and recalling (8) and (9),
it follows that:
| det(Φi(zj))|1/T ≤ crB;
where:
B = B(h, d, δ) :=
b∑
β=0
Lh(β)β + (Dd(δ)−
b∑
β=0
Lh(β))(b+ 1).
Indeed, for each β = 0, ..., b we have by (8) and (9) that:
|ωij(β)|1/T ≤ c0||zj − z0||∞β ≤ c0rβ;
and:
|ωij(b+ 1)|1/T ≤ c0rb+1;
so that:
| det(Φi(zj))|1/T ≤ max
(b+2)D terms
{| det(ωij(β))i,j,β|1/T } ≤
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≤ α{
b∏
β=0
max
i,j
{|ωij(β)|1/T}Lh(β)}max
i,j
{|ωij(b+ 1)|1/T}(D−
∑b
β=0 Lh(β)) ≤
≤ α
(
b∏
β=0
(c0r
β)Lh(β)
)
(c0r
b+1)(D−
∑b
β=0 Lh(β)) = cr[
∑b
β=0 Lh(β)β+(D−
∑b
β=0 Lh(β))(b+1)].
Proposition 7. Let h < d and δ ∈ N \ {0}. There exists a real number
ǫ = ǫ(h, d, δ) > 0 such that, for each analytic function:
Φ : Bh1 (k∞)→ kd∞;
if:
S := Φ(Bh1 (k∞));
and a(T ) ∈ A is such that |a(T )|1/T ≥ 1, there exists a real number C =
C(h, d, δ, Bh1 (k∞),Φ) > 0, such that the set S(k, a(T )) is contained in the
union of at most C|a(T )|ǫ1/T hypersurfaces in kd∞ having degree at most δ.
Moreover, if δ approaches +∞, then ǫ converges to 0.
Proof. We set (using again the notation we have introduced in the proof of
Lemma 4):
V = V (h, δ) :=
δ∑
β=0
Lh(β)β;
ǫ = ǫ(h, d, δ) :=
hV
B
.
When h and d are fixed one can prove that if δ approaches +∞, then ǫ
approaches 0 (see [P], section 4 for a proof). Let U ⊂ Bh1 (k∞) be a polydisc
of radius r ∈ qZ such that r ≤ 1. Let z1, ..., zD ∈ U ∩ Φ−1(S(k, a(T ))),
where D := Dd(δ), where the zj’s not necessarily distinct. Expressing:
Φ := (Φ1, ...,Φd);
with:
Φ1, ...,Φd : B
h
1 (k∞)→ k∞;
analytic functions, we restrict the Φi’s to U . For each µ ∈ ∆d(δ), we define
(with the notation introduced in Definition 9):
Φµ := (Φ1, ...,Φd)
µ;
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which gives us D analytic functions:
Φµ : U → k∞.
We remark, then, that every polydisc in kh∞, and in particular B
h
1 (k∞) is
convex and compact with respect to the 1/T−adic topology in kh∞. In
fact, if x, y ∈ B1(k∞), the minimal polydisc containing x and y is con-
tained in B1(k∞) as, given two non-disjoint balls, one of these is con-
tained in the other. In addition, as the 1/T−adic valuation is discrete
and Fq ≃ Fq[[1/T ]]/(1/T ) is a finite field, k∞ is a local field and so its balls
are compact. As a polydisc is a finite product of compact and convex sets in
kh∞, it is necessarily compact and convex with respect to the product topol-
ogy. The polydisc Bh1 (k∞) can then play the role of the set J in Lemma 4.
As a consequence of Lemma 4 there exists c({Φµ}µ∈∆d(δ)) > 0 such that:
| det(Φµ(zj))|1/T ≤ crB.
Now, as z1, ..., zD ∈ Φ−1(S(k, a(T ))):
det(a(T )Φµ(zj)) = a(T )
V det(Φµ(zj)) ∈ A.
If we choose then:
r < (c|a(T )|V1/T )−1/B;
we have:
| det(Φµ(zj))|1/T ≤ crB < c((c|a(T )|V1/T )−1/B)B = |a(T )|−V1/T .
So, |a(T )V det(Φµ(zj))|1/T < 1 and this element is in A. Therefore:
det(Φµ(zj)) = 0;
for all z1, ..., zD ∈ U ∩ Φ−1(S(k, a(T ))). We show that this vanishing is
equivalent to the existence of a hypersurface contained in kd∞ and defined
over k∞ of degree ≤ δ which contains D points Φ(zj) ∈ kd∞, for every
j = 1, ..., D. If, in fact:
f(X1, ..., Xd) =
∑
µ∈∆d(δ)
aµ(X1, ..., Xd)
µ = 0;
is the equation of an hypersurface (such that its degree is trivially ≤ δ),
which is defined over k∞ and contains P 1 := Φ(z1), ..., PD := Φ(zD) ∈ kd∞,
it follows that: ∑
µ∈∆d(δ)
aµP j
µ
= 0;
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for each j = 1, ..., D. This provides a k∞−linear dependence between the
rows of the matrix:
(P j
µ
) = (Φµ(zj));
as µ ranges over the set ∆d(δ) and j ranges over the values 1, ..., D. On the
other hand, if we assume that:
det(P j
µ
) = 0;
let l < D be such that the rank of the matrix:
(P j
µ
)µ∈∆d(δ),j∈{1,...,D};
is l. there exists then a minor (AIJ)µ∈I,j∈J of the matrix (P j
µ
), where
I ⊂ ∆d(δ) and J ⊂ {1, ..., D} such that |I| = |J | = l, with rank l. As l < D
we have that there exists µ∗ ∈ ∆d(δ) \ I. We define:
f(X1, ..., Xd) := det
(
AµJ
(X1, ..., Xd)
µ
)
µ∈I∪{µ∗}
.
We see that f(X1, ..., Xd) is a polynomial defined over k∞ of degree ≤ δ. It
follows that:
f(P j) = det
(
AµJ
P j
µ
)
= 0;
for each j = 1, ..., D. In fact if j ∈ J , the matrix:(
AµJ
P j
µ
)
∈ kl+1,l+1∞ ;
has two equal rows, while if j /∈ J the determinant must be 0 as the rank of
the matrix at the beginning was l. We conclude that Φ(U) ∩ S(k, a(T )) is
contained, for r < (c|a(T )|V1/T )−1/B, in a hypersurface of degree at most δ.
We choose then r the greatest element in qZ\N that is ≤ ( c
2
|a(T )|V1/T )−1/B.
Now we recall that the 1/T−adic topology makes every cover by balls of
some convex set of k∞ a partition. As r ∈ qZ\N it follows that − log r ∈
N \ {0}. We know that:
B11(k∞) = {z ∈ k∞ : v1/T (z) ≥ 0} = Fq[[1/T ]];
B1r (k∞) = {z ∈ k∞ : v1/T (z) ≥ − log r} = (1/T− log r)Fq[[1/T ]].
It follows that:
|B11(k∞)/B1r (k∞)| = q− log r = 1/r. (11)
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In particular, the number of polydiscs U with radius r which cover Bh1 (k∞)
is:
|B11(k∞)/B1r (k∞)|h = r−h ≤ (
c
2
|a(T )|V1/T )h/B = C|a(T )|ǫ1/T ;
where C := ( c
2
)h/B > 0. This proves the statement.
By hypothesis we have an analytic cover of W over k∞ which naturally
restricts to an analytic cover of W \W alg..
We then apply Proposition 7 to such an analytic cover of W \W alg. over
k∞ in order to prove Theorem 10.
Proof of Theorem 10
Proof. We remark that:
W = W1 ∪W2;
where:
W1 := W ∩Bnm1 (k∞);
and:
W2 := W \W1.
We remark that W1 6= ∅ as we can assume up to translation that 0 ∈ W .
As W1 and W2 are subsets of W , if we have an analytic cover of W by open
sets isomorphic to Bl1(k∞) for a certain l ∈ N \ {0}, we will have the same
in particular for W1 and W2. We have that W1 is compact but this is not
the case in general for W2. We consider the following inversion function:
(·)−1 :W2 → knm∞ ;
z 7→ z−1;
where z−1 is defined, as before, by taking component-wise the inverse of
each non-zero coordinate and leaving unchanged the zero ones. We call
W−12 the image of W2 by this function. We remark that it is a bijective
function, analytic in the two directions between W2 and W
−1
2 . The state-
ment (7) implies that the set of points z ∈ knm∞ such that H˜(z) ≤ |a(T )|1/T
is stabilized under the action of the inversion function. To prove Theorem
10 on W−12 is then equivalent to prove it on W2. AsW
−1
2 is compact we can
separately treat two compact sets, provided that Theorem 10 on W1 and
W2 implies the same result on W .
Then let A,B,C ⊂ knm∞ be such that C = A ∪ B. We can show that:
Aalg. ∪Balg. ⊂ Calg..
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We assume that Theorem 10 is true for A and B. So for each ǫ > 0, there
exist cA(ǫ), cB(ǫ) > 0 such that:
N(A \ Aalg., |a(T )|1/T ) ≤ cA(ǫ)|a(T )|ǫ1/T ;
N(B \Balg., |a(T )|1/T ) ≤ cB(ǫ)|a(T )|ǫ1/T .
Therefore:
N(C \ Calg., |a(T )|1/T ) ≤ N((A ∪B) \ (Aalg. ∪Balg.), |a(T )|1/T ) ≤
≤ N(A \ Aalg., |a(T )|1/T ) +N(B \Balg., |a(T )|1/T ) ≤ cC(ǫ)|a(T )|ǫ1/T ; (12)
for:
cC(ǫ) := cA(ǫ) + cB(ǫ).
We may assume therefore that W is compact and more specifically con-
tained into Bnm1 (k∞) without loss of generality.
As W is compact, we can assume that each open analytic cover R of W
is finite. Moreover, as W ⊂ Bnm1 (k∞) each one of such a R makes W a
union of analytic spaces (see Definition 13) whose dimension (the same by
Definition 11) d(W,R) only depends on W and R. We call then NR the
number of analytic functions of the form:
Φi : B
d(W,R)
1 (k∞)→W, ∀i = 1, ..., NR;
such that:
W ⊆
NR⋃
i=1
Φi(B
d(W,R)
1 (k∞)).
By Proposition 7, for each i = 1, ..., NR and for each δ > 0 there exists
ǫ(δ) > 0 and a constant c(Φi, δ) > 0 such that Φi(B
d(W,R)
1 (k∞))(k, a(T )) is
contained in the union of at most c(Φi, δ)|a(T )|ǫ(δ)1/T hypersurfaces of degree
≤ δ.
Now, given an analytic cover R := {Φ1, ...,ΦNR} of W we define:
MR(δ) := max
i=1,...,NR
{c(Φi, δ)} ≥ 0;
where c(Φi, δ) > 0 is the constant that one associates to each analytic
function Φi of R and to our initial choice of δ > 0, by Proposition 7.
Calling H(W ) the family of all analytic covers of W we have that there
exists a constant C(W, δ) ≥ 1 depending only on W and on δ, defined as
follows:
C(W, δ) := inf
R∈H(W )
{MR}+ 1.
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Such a constant exists because each non-empty set of R which admits a lower
bound (which in this case is 0) admits an infimum. This infimum is then
such that there exists at least one family R = {Φ1, ...,ΦNR} ∈ H(W ) such
that the constant c(Φi, δ) defined as in Proposition 7 for each i = 1, ..., NR
is such that:
c(Φi, δ) ≤ C(W, δ);
for every i = 1, ..., NR. We fix this family R and write N := NR and
d(W ) := d(W,R). For this R we then have that:
W (k, a(T )) ⊆
N⋃
i=1
Φi(B
d(W )
1 (k∞))(k, a(T ));
and consequently that W (k, a(T )) is contained in the union of at most
K(W, δ)|a(T )|ǫ(δ)1/T hypersurfaces of degree at most δ, where K(W, δ) :=
NC(W, δ).
Let ǫ > 0. We then choose δ > 0 large enough so that ǫ(δ) ≤ ǫ/2,
following the notation of Proposition 7. We have that the set of the hyper-
surfaces in knm∞ with coefficients in k∞ and degree ≤ δ is in bijection with
the projective space Pν(δ)(k∞), for a convenient ν(δ) ∈ N only depending
on δ. We define:
T := W × Pν(δ)(k∞).
As k∞ is a local field the same arguments as in characteristic 0 may be re-
peated to show that Pν(δ)(k∞) and therefore T are compact. If t ∈ Pν(δ)(k∞)
we call Ht the hypersurface associated to t. Let:
S := {(z, t) ∈ T : z ∈ Ht}.
For each t ∈ Pν(δ)(k∞) and subset T ′ ⊂ T we call fibre of t the set:
T ′t := {z ∈ W : (z, t) ∈ T ′}.
Each fibre in S is an entire set as it is the intersection of an entire set and
an algebraic set. We want to prove Theorem 10 as a consequence of another
stament. We actually show that for each S ′ ⊂ S there exists a constant
c(S ′, ǫ) > 0, just depending on S ′ (and so, depending on W if S ′ = S) such
that N(S ′t \ S ′talg., a(T )) ≤ c(S ′, ǫ)|a(T )|ǫ/21/T for each t ∈ S ′. We prove such
a statement by induction on the dimension of the fibres in S assuming for
simplicity that S ′ = S, the proof being the same in all the other cases. Let
h be the dimension of St for a fixed t ∈ Pν(δ)(k∞). We remark that, for each
t ∈ Pν(δ)(k∞), we have that:
St =W ∩Ht.
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Therefore, if h = 0, St is finite. In this case we have that S
alg.
t = ∅, which
proves the statement for c(St, ǫ) = |St| and all values of ǫ. Let then h > 0.
Let:
A := {(z, t) ∈ S : dimz(W ∩Ht) ≤ h− 1};
B := {(z, t) ∈ S : dimz(W ∩Ht) = h}.
It follows that:
S = A ∪B.
For every t ∈ Pν(δ)(k∞) we have that:
Aalg.t ∪Balg.t ⊂ (A ∪B)alg.t .
For each t ∈ Pν(δ)(k∞) we have that:
dim(At) ≤ h− 1.
The induction hypothesis implies that:
N(At \ At, a(T )) ≤ c(A, ǫ)|a(T )|ǫ/21/T ;
for a constant c(A, ǫ) > 0. Since the hypersurface Ht of degree ≤ δ intersects
W in points where the dimension of such an intersection is locally ≤ h− 1,
the intersection of W and Ht contains at most c(A, ǫ)|a(T )|ǫ/21/T points of
W (k, a(T )). On the other hand, we have that:
dim(Bt) = h.
If then z ∈ W ∩Ht, there exists an open neighborhood Uz ⊂ kh∞ of z such
that:
Uz ⊂W ∩Ht.
So in particular Uz ⊂ Ht. As Ht is an algebraic set it follows that:
Bt
alg. = Bt.
The Theorem is therefore trivially true for B. By (12) we have for each
t ∈ Pν(δ)(k∞) the following estimate:
N(W ∩Ht \ (W ∩Ht)alg., a(T )) ≤ c(W, ǫ)|a(T )|ǫ/21/T ;
for a certain constant C(W, ǫ) := C(S, ǫ) > 0. We now remark that for each
hypersurface Ht of degree ≤ δ we have that:
(W ∩Ht)alg. = W alg. ∩Ht;
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because Ht is an algebraic set. It follows that:
W \W alg. =
⋃
t∈Pν(δ)(k∞)
((W \W alg.)∩Ht) =
⋃
t∈Pν(δ)(k∞)
((W ∩Ht)\(W ∩Ht)alg.).
The compactness ofW and Proposition 2 imply that there exists a constant
K(W, ǫ) > 0 such that W (k, a(T )) is contained in the union of at most
K(W, ǫ)|a(T )|ǫ/21/T hypersurfaces of degree ≤ δ. Let S ⊂ Pν(δ)(k∞) be a set
having the same cardinality, which represents such a family of hypersurfaces.
It follows that:
N(W \W alg., a(T )) ≤
∑
t∈S
N(St \ Stalg., a(T )) ≤ C(W, ǫ)K(W, ǫ)|a(T )|ǫ1/T .
Letting:
c(W, ǫ) := C(W, ǫ)K(W, ǫ);
we prove Theorem 10.
4 Conclusions
The results presented in this work are intended to be a first step in a
T−module version of U. Zannier’s and J. Pila’s strategy to obtain a weaker
statement of Manin-Mumford conjecture. For this reason our Theorems
have been almost all formulated over k∞. We believe that it should be pos-
sible to generalize Theorem 10 to an extended statement for analytic sets
over local non-Archimedean valued fields of any characteristic. We took
as a special case the field k∞ but Theorem 4, Corollary 1 and Theorem
10 might be stated and proved (in a relatively easy manner) following ex-
actly the same procedure for a general local non-Archimedean field. Their
proofs do not require any further conditions on the field, in particular, on
its characteristic. Moreover, Theorem 7, which is needed in a crucial way in
our proof, provides in the characteristic 0 framework a stronger statement
as every field having characteristic 0 is perfect. In such a situation all the
proofs should simplify considerably. We expect then that one may repeat
the same reasoning for a general K−analytic space in Bm1 (K) for some local
non-Archimedean valued field K of any characteristic, probably transposing
such a technique to a Manin-Mumford conjecture for abelian varieties in a
general non-Archimedean context.
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