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Summary 13 
1. Forest ecosystems have been subjected to intensive exploitation, and on top of these land use 14 
driven habitat alterations, there is an ongoing and rapid climate change. Understanding why 15 
environmental responses differ across species, and how differences are mediated by species’ 16 
traits, is crucial for predicting the complex effects of global change on forest biodiversity.  17 
2. We used (a) single species distribution models and (b) multi-species predictive fourth-corner 18 
models of varying complexity to identify critical response traits of dead-wood inhabiting 19 
bryophytes, and to quantify species’ relationships with climatic and forest landscape variation. 20 
We hypothesized that reproductive and life-history traits would be mainly linked with forest 21 
connectivity, whereas morphological traits would mostly relate to (micro-)climatic variation.  22 
3. The inferred trait-environment relationships based on the different fourth-corner models were 23 
consistent. Unexpectedly, reproduction modes were more closely linked to climatic and habitat 24 
factors than to forest connectivity. Sexual reproduction was positively related to high 25 
temperatures and broadleaf trees, but negatively to high amounts of precipitation. The opposite 26 
was true for species which predominantly, or additionally, reproduce asexually. Bryophyte life-27 
forms were related to both habitat and climatic conditions. The positive relationship of shoot 28 
length with both high temperatures and high amounts of precipitation suggested that competitive 29 
exclusion is important in determining trailing edges of dead-wood inhabiting bryophytes. 30 
4.  Synthesis. Differences in physiological tolerances obviously play a much greater role in 31 
shaping the distributional pattern of bryophyte species with different reproductive systems than 32 
previously thought. Evidence suggests that current geographic ranges were primarily determined 33 
by physiological tolerances and competitive abilities. Species’ relationships with forest 34 
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connectivity were complex, and determined by the combination of reproductive traits with other 35 
critical species’ properties. Given the different species’ relationships with climatic gradients, and 36 
the varying species’ dispersal and competitive capacities, we expect clear changes in 37 
metacommunity composition following climate change, and an overall decrease in diversity of 38 
dead-wood inhabiting bryophytes in Sweden.  39 
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Introduction 48 
Forest ecosystems all over the world have been subjected to intensive exploitation, and in 49 
present-day landscapes many forest species are restricted to (fairly small) remnants of natural 50 
forest. On top of these land use driven habitat alterations, there is ongoing and rapid climate 51 
change. Global warming is expected to cause range shifts in many species, and while some 52 
species may risk declines or extinction, others may benefit and expand ranges as new territory 53 
may become available for colonization (Thomas et al., 2004). The capacity of species to track 54 
environmental changes and to migrate with the climate varies among species (e.g. Willis & 55 
MacDonald, 2011; Jaeschke, Bittner, Reineking, & Beierkuhnlein 2013; Bocedi, Zurell, 56 
Reineking, & Travis 2014), and the combined effects of habitat fragmentation and climate 57 
change may result in substantial changes in community composition and diversity (Mantyka-58 
Pringle, Martin, & Rhodes, 2015). Many studies have indicated that life-history traits are key 59 
factors in determining species’ vulnerability to climatic (see Foden et al., 2013; Pacifici et al., 60 
2015) and habitat changes (e.g. Caners, Macdonald, & Belland 2013; Pavlacky, Possingham, & 61 
Goldizen, 2015). Understanding why environmental responses differ across species, and how 62 
differences are mediated by species’ traits (Brown et al., 2014), is crucial for predicting the 63 
complex effects of global change on biodiversity. This is especially important as for most species 64 
in the world only very basic knowledge on their biology and ecology is available.  65 
 Community assembly concepts assume that the dynamics and composition of 66 
communities from local to global scales are influenced by the combined effects of environmental 67 
filters, biotic interactions and neutral processes (e.g. Zobel, 1997; Götzenberger et al., 2012; 68 
Ovaskainen et al., 2017). The species-specific characteristics determining the responses of 69 
species to the abiotic and biotic filters are known as response traits (Lavorel & Garnier, 2002).  70 
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Foden et al. (2013) distinguished between response trait sets associated with increased sensitivity 71 
to climate change, including narrow physiological tolerances and low competitive abilities, and 72 
response trait sets associated with low adaptive capacity, such as low dispersal capacity and poor 73 
micro-evolutionary potential. 74 
Dead-wood inhabiting bryophytes provide an excellent model system to study the 75 
combined effects of habitat fragmentation and climate change on species’ distributional changes, 76 
and how they are mediated by response traits. Dead-wood inhabiting bryophytes are tied to a 77 
patchy and declining habitat, and are sensitive indicators of climate change (Slack, 2011; 78 
Désamoré et al., 2012). In large parts of Fennoscandia (comprising Sweden, Norway, Finland 79 
and Karelia), the amount of dead wood has decreased drastically since the middle of the 19th 80 
century, and the diameter distribution of dead wood in managed forests is strongly biased 81 
towards small diameter classes with later decay-stages being  underrepresented (Jonsson, Kruys, 82 
& Ranius 2005). Most bryophyte species are confined to large logs of late decay stages, and 83 
many demand forest interior conditions and presumably have limited dispersal ability (Berglund, 84 
O’Hara, & Jonsson 2009). Species differ in their reproduction/ dispersal modes and frequencies, 85 
mating systems, life-histories and morphologies. Contrasting distribution patterns of species with 86 
different reproduction modes and/or varying diaspore size are most often discussed in the light of 87 
dispersal potential (Johansson, Ranius, & Snäll 2012; Virtanen, 2014; Laenen et al., 2016). 88 
Reproductive strategies, however, may not only be linked to species’ dispersal capacities, but 89 
also to species’ physiological tolerances (e.g., Pohjamo et al., 2006; Löbel & Rydin, 2009). So 90 
far, links between reproduction modes or other life-history traits and ecological niches have not 91 
yet been established (see Laenen et al., 2016). In contrast, morphologies, i.e. bryophyte life-92 
forms (Bates, 1998), have been traditionally assumed to be strongly correlated with moisture 93 
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supply and light conditions. Little is known about competition among bryophytes (Rydin, 2009), 94 
and its importance in determining realized habitat niches and trailing edges (i.e. the contracting 95 
or retreating edges during climate-driven range shifts) of bryophyte distributions. 96 
Empirical studies of bryophyte distributions have provided valuable insights into 97 
dispersal, and metapopulation and community processes in sessile organisms (Löbel, Snäll, & 98 
Rydin 2006a, b, 2009). These studies were restricted to small scales of a few hundred meters up 99 
to ten kilometers, whereas studies at national scales, relevant for migration processes following 100 
climate change, are largely lacking (for few exceptions see Hespanhol, Cezón, Felicísimo, 101 
Muñoz, & Mateo 2015 and Hill & Preston, 2015). This gap may be filled by using the nation-102 
wide data provided by Swedish LifeWatch (www.svenska-lifewatch.se). The database currently 103 
contains almost 600,000 volunteer bryophyte reports. 104 
In the ecological literature, associating species’ traits and environmental variables using 105 
species presence/absence (or abundance) data is known as the ‘fourth-corner problem’ 106 
(Legendre, Galzin, & Harmelin-Vivien 1997). Current understanding of these relationships are 107 
mainly based either on multivariate analyses (e.g. Dolédec et al., 1996; Legendre et al., 1997; 108 
Caners et al., 2013), or on an indirect approach, modelling species’ responses for each species 109 
separately, and then using response traits to characterize differences in the properties of the fitted 110 
species models in a second step (e.g, Thuiller et al., 2004; Löbel, Snäll, & Rydin 2006a; Zurell et 111 
al., 2016). More recently, model-based approaches to the fourth-corner problem have been 112 
developed that predict species presence/absence as a function of environmental variables, 113 
species’ traits, and their interactions (e.g. Jamil, Ozinga, Kleyer, & ter Braak 2013; Brown et al., 114 
2014). The proposed models (e.g. Pollock, Morris, & Vesk 2012; Jamil et al., 2013; Brown et al., 115 
2014; Ovaskainen et al., 2017) differ mainly in how correlation among taxa is handled. All these 116 
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methods performed well for (a limited number of) small and systematically collected data sets in 117 
fairly simple study systems, but have yet to be widely tested, especially on large, complex data 118 
sets. 119 
The aim of this study was to identify critical response traits (sensu Lavorel & Garnier, 120 
2002) of dead-wood inhabiting bryophytes and to quantify their relationships to species’ 121 
responses to climatic and habitat variation. More specifically, we hypothesized that species with 122 
different reproductive strategies, life-histories and morphologies differ in dispersal abilities and 123 
responses to habitat fragmentation and climate change. We expected that reproductive traits are 124 
more closely linked to responses to forest connectivity, whereas morphological traits are mainly 125 
related to (micro-)climatic variation. To test our hypotheses, we used species reports provided by 126 
twelve different professional bryologists for 23 dead-wood inhabiting bryophytes from the whole 127 
of Sweden, available from Swedish LifeWatch (www.svenska-lifewatch.se). First, we fitted 128 
single species distribution models (SDMs) for each species separately, and used response traits to 129 
characterize differences in the properties of the fitted models among species. Second, we applied 130 
two (multi-species) predictive fourth-corner modelling approaches (Jamil et al., 2013; Brown et 131 
al., 2014) that differed in how correlations among species and sites were handled. 132 
Material and methods 133 
Study species and observation data 134 
We downloaded the records of all wood-living bryophytes (N ~ 100 species) for the period 2000 135 
to 2015 from the open access Swedish LifeWatch website (www.analysisportal.se). The data 136 
derive from research, governmental monitoring, conservation administration and citizen science. 137 
We aggregated the data to the 100 m grid cell resolution, and used them as a single snapshot. The 138 
vast majority of the data constituted presence records, whereas for most species, explicit absence 139 
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records were too scarce to compile a presence-absence data set sufficient to fit the predictive 140 
fourth-corner models. We thus selected 23 wood-living species of conservation concern as focal 141 
species (Appendix S1), presuming that a professional bryologist would always record these 142 
species if present at a visited locality. The study species included all fifteen indicator species for 143 
old-growth forest (these also indicate the occurrence of other threatened species which may be 144 
more difficult to detect, Nitare, 2000), nine nationally red-listed species (Artdatabanken, 2015) 145 
and three Natura 2000 species. To be able to infer a reliable presence-absence data set, we 146 
conducted interviews of fourteen professional bryologists. Bryologists were initially selected 147 
using three criteria: the bryologist (a) had submitted a substantial number of records of wood-148 
living bryophytes, and (b) was known for his/her outstanding floristic knowledge. (c) We further 149 
aimed to achieve an as good as possible spatial coverage of records, spanning the full latitudinal 150 
and longitudinal extent of the study area. Each bryologist was asked the same questions about 151 
their sampling procedures for the focal species (see Appendix S2 for details). We established that 152 
twelve of the interviewed bryologists used methods that were consistent and rigorous enough for 153 
their observation data to be interpreted as presence-absence data. In these cases, we assumed that 154 
reports of the presence of any species other than the target species indicated the absence of the 155 
target species. However, not all bryologists were able to identify some of the smaller red-listed 156 
and NATURA 2000 species with certainty (see Fig. S2a in Supplementary material). For those 157 
bryologists, we treated the observations of these species as missing data. The inferred PA data 158 
sets for the different species thus differed slightly in numbers and covered between 5,146 and 159 
8,982 grid cells (Fig. 1; see Appendix S12 for the spatial distribution of inferred presence and 160 
absence records for the individual species). The overall spatial coverage was fairly good (Fig. 161 
S2c); just the very North-West was under-sampled, whereas some smaller areas in the southern 162 
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and central parts of Sweden were slightly over-sampled relative to other regions. Given that the 163 
inferred PA data set represents neither a systematic nor a random sample of grid cells, but may 164 
be biased towards ‘high-quality’ habitats, model predictions are presented as relative habitat 165 
suitability rather than as probability of occurrence. 166 
Species’ trait data 167 
We grouped species’ response traits into two different sets (summarized in Table 1). 168 
Classifications of the single species are given in Appendix S1. The first trait set comprised 169 
reproductive and life-history traits. The life-history strategies (During, 1992) of the study species 170 
could be described as fugitives (with a potential life span of one year or less), colonists (potential 171 
life-span of a few years) or perennial stayers (potential life-span of many years) with a 172 
decreasing reproductive effort and increasing gametophyte longevity, and possibly an increasing 173 
competitive capacity and/or stress tolerance (Löbel & Rydin, 2009). The second trait set 174 
focussed on morphological differences among species. Bryophyte life-forms describe colony 175 
organisations, assuming that it is the whole colonies that are the ecologically functional units 176 
(Bates, 1998). We further considered the maximum shoot length, suggested by Virtanen (2014) 177 
to approximate competitive capacity. Since several of the trait variables were interrelated, e.g. 178 
the predominant reproduction mode, the mating system and the frequency of production of 179 
sporophytes and asexual diaspores, only one of several interrelated trait variables (printed in 180 
bold, Table 1) was included in the final models (i.e. that with the highest explanatory power). 181 
Classifications of species’ traits were made based on literature reports (Nyholm, 1986–1998; 182 
Hallingbäck, Lönnell, Weibull, Hedenäs, & van Knorring 2006; BRYOATT – Hill, Preston, 183 
Bosanquet, & Roy 2007; Damsholt, 2009; Hedenäs, Reisborg, & Hallingbäck 2014), an internal 184 
10 
 
database provided by T. Hallingbäck (Swedish Species Information Centre), and expert 185 
knowledge of NL.  186 
Environmental data 187 
Forest variables (living volumes of different tree species and forest age, influencing the 188 
availability of deadwood substrate for our focal species, Gamfeldt et al., 2013) were based on 189 
estimates which combine satellite images and ground truthing (http://skogskarta.slu.se, Reese et 190 
al., 2003, for details see Appendix S3a).  191 
Connectivity to other suitable forests reflects the potential dispersal sources in the 192 
surrounding landscape. We used the estimates on living tree volumes and forest age to calculate 193 
different connectivity measures as in Mair et al. (2017, see Appendix S3b). We tested three 194 
different dispersal parameters representing mean dispersal distances of 1 km, 5 km and 10 km, 195 
and included the connectivity variable which best explained the occurrence of a focal species. 196 
We did not evaluate dispersal parameters corresponding to shorter dispersal distances, because 197 
our focus here was on larger scale distribution patterns. 198 
Bryophyte distributions are known to show close relations to macroclimatic gradients 199 
(Mateo, Vanderpoorten, Muñoz, Laenen, & Désamoré 2013). Gridded meteorological data were 200 
obtained from the EURO4M MESAN data set (Landelius, Dahlgren, Gollvik, Jansson, & Olsson 201 
2016). Due to their specific ecophysiology, many bryophytes are rather insensitive to harsh 202 
climatic conditions, except during certain crucial life stages, which often take place in autumn or 203 
spring (e.g. maturation of sporophytes, Ruete, Wiklund, & Snäll 2012). Therefore, we used the 204 
mean autumn temperature (October to November), and the summed precipitation from March to 205 
November, all averaged over the period 1989-2010, as predictor variables (for details see 206 
Appendix S3c). This time frame includes the ten years prior to the species’ observation because 207 
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gametophytes (especially of perennial species) observed from 2000 onwards may reflect 208 
colonization some years earlier. For most species, using mean daily spring temperature (March 209 
to June) explained less variation in occurrence.  210 
Local microclimatic conditions can mitigate large scale climate gradients (Dahlberg, 211 
Ehrlén, & Hylander 2014). As predictor variables, we used the topographic wetness index, and a 212 
variable reflecting the steepness and orientation of a grid cell. First, the cosine of cell aspect was 213 
taken to give the north-south orientation of the cell (indicating sun exposure, assumed to have a 214 
negative effect on many study species), and this was then multiplied by the cell slope. For three 215 
species we further expected negative effects of the distance to water courses since these species 216 
commonly occur on dead wood on temporally flooded shores (details in Appendix S3d). 217 
Single species distribution models 218 
We fitted single species distribution models (SDMs) for each species separately to the inferred 219 
presence-absence data sets. We applied classical generalized linear models (GLMs) with a 220 
binomial error distribution and a logit link (#1 in Table 2). For each species, we pre-selected 221 
biologically plausible linear, quadratic and two-way interaction terms to prevent the inclusion of 222 
spurious interactions or quadratic terms with no biological justification. Variables were checked 223 
for collinearity, and only variables with Pearson’s correlation coefficients lower than 0.7 224 
(Dormann et al., 2013) were included in the models. All covariates were centered and 225 
standardized (subtracting the mean and dividing by the standard deviation). The AIC (Burnham 226 
& Anderson, 2002) was used to judge whether including of further covariate or interaction terms 227 
improved model fit. The model building process is detailed in Appendix S4. Modelling was done 228 
at the 100 m grid cell resolution. Models were fitted using R version 3.1.2 (R Core Team, 2014).  229 
12 
 
To compare responses among species with different traits, we classified the effects of the 230 
connectivity covariate and of the topographic wetness index into three categories based on the 231 
response curves for the environmental variables (see Appendix S5 for details), and we estimated 232 
the temperature and precipitation optima and niche breadths for each species.  233 
Multi-species predictive fourth-corner models 234 
Building on the single species models, we applied the predictive fourth-corner models proposed 235 
by Jamil et al. (2013) and Brown et al. (2014). The approach is to fit a single predictive 236 
generalized linear (mixed effect) model for presence/absence of all species at all sites 237 
simultaneously, as a function of (i) the environmental variables measured at each site, (ii) 238 
species’ traits, and (iii) trait by environment interactions. Brown et al. (2014) applied a binomial 239 
GLM with a LASSO penalty estimated via cross-validation (#2a, c in Table 2). In this way, 240 
inferences should be robust against correlation across species, as for example introduced by 241 
biotic interactions, differences in total abundance across sites, and phylogeny. Jamil et al. (2013) 242 
addressed this problem by using a generalized linear mixed effect model (GLMM), including 243 
sites and species as random factors (#2b, d in Table 2). We tested and compared both approaches 244 
to handle correlations among species and sites. 245 
The models were fitted to the inferred presence-absence data set including records for 20 246 
of the study species (excluding any grid cells with missing data; N = 5,146 grid cells, for the 247 
rationales see Appendix S6a). In the SDMs, we included varying connectivity measures, 248 
depending on a species’ host tree preference. The fourth-corner models required a single 249 
connectivity measure. We used the connectivity to all forests of an age ≥ 70 years, weighted by 250 
the summed volume of any host trees of the included 20 bryophyte species (for details and 251 
sensitivity analyses see Appendix S6b). We tested for interaction effects between environmental 252 
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variables (the same as included in the single species SDMs) and (a) reproductive and life-history 253 
traits and (b) morphological traits (Table 1). Given the high number of possible trait-environment 254 
interactions, we first fitted models including one set of traits (either (a) or (b)) at a time. For each 255 
of several interrelated traits, we formulated a separate model, and selected the trait which best 256 
explained variation in environmental responses across species. The selected morphological and 257 
reproductive/life-history traits were entered into the final models including both trait sets. We 258 
considered models of varying complexity.  259 
1. ‘Simple Fourth-Corner Models’ (#2a, b in Table 2) which included interactions between 260 
species’ traits and environmental variables to explain any species-to-species variation in 261 
response.  262 
2. ‘Hybrid Fourth-Corner Models’ (#2c, d in Table 2) provided a bridge between the single 263 
species SDMs and Simple Fourth-Corner Models (model 3 in Brown et al., 2014; Jamil et 264 
al., 2013). The models still used species’ traits to explain variation in environmental 265 
responses across species, but also included environment by species terms to account for 266 
any residual species-to-species variation not explained by traits.  267 
The LASSO penalty in the GLM approach shrinks terms in the model not explaining any 268 
variation in species’ response to zero. Model selection in case of the GLMMs was largely based 269 
on the proposed tiered forward selection by Jamil et al. (2012, 2013; Table 2, see Appendix S6d).  270 
However, to enhance the comparability with the single species distribution model selection 271 
approaches, we applied the genuine AIC (assuming a penalty parameter of κ =2, Burnham & 272 
Anderson, 2002). 273 
Model comparison, predictive accuracy and spatial predictions 274 
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To assess the spatial accuracy of predictions of species occurrences from the different models, 275 
we applied spatial block cross-validation (Roberts et al., 2017) and calculated the area under the 276 
receiver operator curve (AUC, Fielding & Bell, 1997) based on the inferred presence-absence 277 
data sets (details are given Appendix S7).  278 
 We further used the different models to predict relative habitat suitabilities across a 279 
sample of 40,000 randomly chosen 100 m grid cells, because it was not possible to calculate 280 
connectivity for all 100 m grid cells in the study area (> 30 million cells). For visualization, data 281 
were aggregated to the 10 km resolution using the mean. We visually compared the mapped 282 
species predictions (Appendix S12) in order to qualitatively assess whether the spatial 283 
distribution pattern of high and low predicted values was similar across models and in 284 
congruence with observed presences and (inferred) absences. We also tested using the median 285 
and maximum value while aggregating to the 10 km resolution, but the general spatial pattern of 286 
high and low predicted values did not change.  287 
Results 288 
Environmental variables explaining bryophyte distributions 289 
Bryophyte distributions were explained by climate, forest and topographic variables. Species-290 
specific responses to these factors differed (Table S8, Figs S8, S10f). Occurrences of most 291 
species were explained by the living volume of spruce; highest occurrence probabilities were 292 
most often predicted at intermediate levels of living spruce volume. For all species, the 293 
connectivity variable with the dispersal parameter corresponding to a mean dispersal distance of 294 
1 km (α = 1) gave the best fit. For species with a more northern distribution, the suggested forest 295 
age threshold was 80 years, for south-western species it was 60 years. 296 
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Both the evaluation of the single species distribution models and results of the predictive 297 
fourth-corner models indicated that species’ responses are to some extent mediated by functional 298 
traits.  299 
Effects of reproductive and life-history traits on species’ responses 300 
The single species distribution models (#1, Table 2) indicated that the positive effect of forest 301 
connectivity was strong for most species with predominant asexual dispersal, but only moderate 302 
for the majority of species with both sexual and asexual dispersal (Fig. 2). For mainly sexually 303 
dispersed species, we could distinguish two groups: in four species (among these the two south-304 
western species), increasing forest connectivity had low effects, whereas five species showed a 305 
strong positive relationship with forest connectivity (Campylophyllum sommerfeltii, Geocalyx 306 
graveolens, Herzogiella turfacea, Jamesoniella autumnalis, Jungermannia subulata var. 307 
leiantha, Table S5). The latter species were almost exclusively restricted to suitable substrates in 308 
forests on wet soils. All species with weak relationships to connectivity frequently produce 309 
sporophytes (see Fig. S9a). Monoecious species were found both in the group that was weakly, 310 
and in the group that was strongly positively related to forest connectivity (Fig. 2).  311 
All predictive fourth-corner models (Figs 3, 4) and the SDMs (Fig. S9b) showed that the 312 
effects of connectivity differed among long-lived perennial and short-lived colonist species, 313 
suggesting that perennial species are less affected by forest connectivity than colonist species.  314 
Relationships of reproductive and life-history traits with forest and climatic conditions, 315 
however, were often stronger than those with forest connectivity. Several fourth-corner models 316 
indicated that sexual reproduction was positively related to high temperatures, but negatively to 317 
high amounts of precipitation. These relationships were stronger in models solely including 318 
reproductive and life-history traits (Figs S10a, b in Supplementary material). Similar tendencies 319 
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were visible when comparing the estimated temperature and precipitation optima based on the 320 
single species SDMs (Figs S9c, d). The fourth-corner models further suggested different host 321 
tree preferences of species with different reproductive strategies (Figs 3, 4). There were positive 322 
relationships between the volume of pine and an asexual dispersal strategy, between the volume 323 
of spruce and a mixed dispersal strategy, and between the volume of broadleaf trees and 324 
predominant sexual dispersal. 325 
Effects of morphological traits on species’ responses 326 
The predictive fourth-corner models and the outputs of the SDMs indicated that morphological 327 
traits were related to both climate and habitat conditions (Figs 3 & 4, Figs S9e-g, Figs S10a-b, 328 
Tables S10a-b). The Simple Fourth-Corner Models showed that shoot length was positively 329 
correlated with autumn temperature and precipitation. Mosses and liverworts did not differ 330 
significantly in their responses to any of the studied environmental factors. 331 
All predictive fourth-corner models consistently indicated that rough mats (creeping 332 
shoots, lateral branches erect) were positively related to high autumn temperatures and the 333 
wetness index, but negatively to spruce volume. Smooth mats (creeping shoots, branches lying 334 
flat) were positively related to high amounts of precipitation and spruce volume, but negatively 335 
to high temperatures and soil moisture. Negative interactions with soil moisture were also 336 
observed for turfs (vertical stems with little branching) and species with a protonemal life-form. 337 
Spatial predictions and predictive accuracy 338 
AUC scores calculated on both training and testing presence-absence data did not differ 339 
significantly between the SDMs (#1, Table 2) and the Hybrid Fourth-Corner Models (#2c-d), 340 
whereas test AUCs of the Simple Fourth-Corner Models (#2a-b) were in many cases 341 
significantly lower (Fig. 5, Figs S11a-b). For twenty species, test AUCs of SDMs and/or Hybrid 342 
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Fourth-Corner Models were close to 0.8 or higher (Fig. 5), indicating a good predictive 343 
performance, and the mapped species predictions matched the known geographic species 344 
distribution very well (Fig. 6, Appendix S12). In case of the Simple Fourth-Corner Models, for 345 
several species with a restricted geographic distribution, there was a clear mismatch between the 346 
mapped species predictions, the observed species presences, and the known geographic 347 
distributions (Figs S12b, g, i, n, u).  348 
Discussion 349 
Applying a suite of single species distribution models and predictive fourth-corner models 350 
enabled us to identify important factors shaping the distributions of dead-wood inhabiting 351 
bryophytes, and to investigate how single species’ responses are mediated by functional traits. 352 
The inferred trait-environment relationships based on the different approaches were to a large 353 
extent consistent. Contrary to our expectation, links between reproduction modes and climatic 354 
and habitat factors were often stronger than between reproduction modes and forest connectivity, 355 
indicating that differences in physiological tolerances play a much greater role in shaping the 356 
distributional pattern of species with different reproductive systems than previously thought (cf. 357 
Laenen et al., 2016).  358 
The fact that sexual reproduction was associated with high autumn temperatures and a 359 
high volume of broadleaf trees (excluding birch, oak and beech) confirmed the hypothesis that 360 
sexual reproduction and/or establishment from spores is more sensitive to low temperatures and 361 
nutrient availability than asexual reproduction and establishment from asexual diaspores (e.g. 362 
Löbel & Rydin, 2009, 2010). Rain falling through the canopy and litter from broadleaf trees 363 
increase nutrient availability for the species growing on the logs beneath these trees (Wiklund & 364 
Rydin, 2004).  365 
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A very obvious phenomenon was the negative relationship between sexual reproduction 366 
and precipitation: all species with an eastern distribution (i.e. receiving lower rainfall) in Sweden 367 
exclusively reproduce sexually. Possibly, competitive disadvantages of sexually compared to 368 
asexually reproducing species during early establishment due to slower germination and 369 
establishment rates (Pohjamo & Laaka-Lindberg, 2004; Löbel & Rydin, 2010) may preclude 370 
many sexual species under humid conditions. Asexual species may be further favored by high 371 
amounts of precipitation since rainy conditions can facilitate the release of gemmae (Pohjamo, 372 
Laaka-Lindberg, Ovaskainen, & Korpelainen 2006).  373 
The positive relationship of shoot length with temperature and precipitation provided yet 374 
another indication that competitive exclusion is important in shaping species distributions, and in 375 
determining trailing edges in epixylic (dead-wood inhabiting) bryophytes. For the eastern 376 
Buxbaumia viridis, Wiklund (2002) suggested that competition from large ground-living 377 
bryophytes can prevent colonization of wood. The high abundance of large, competitive superior 378 
species in the south-western parts of the country, may thus be an explanation for the more 379 
north(east)ern distributions of the smaller species. However, it is also possible that a small plant 380 
size correlates with some other physiological traits. Bjerke et al. (2011) showed that sensitivity to 381 
unstable and quickly changing winter temperatures - as typical for the nemo-boreal vegetation 382 
zone - can be an important cause for low bryophyte performance under a warmer climate. 383 
Transplantation experiments could provide valuable insights here.  384 
Our study indicated that the relationships between reproduction modes and species’ 385 
responses to connectivity are more complex than suggested by previous studies on epiphytic 386 
species (Löbel et al., 2006a, b, 2009). This may be partly explained by differences among the 387 
studied systems. Epiphytes grow higher up the tree trunk, and it is likely that wind is the main 388 
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transport mechanism for the diaspores (Löbel et al., 2009). In contrast, dead-wood inhabiting 389 
bryophytes grow on logs and sometimes even humus, and the importance of wind dispersal may 390 
vary considerably, e.g. depending on the structure of the understory vegetation. Multiple 391 
dispersal vectors, for example animals, could further explain why we failed to find a significant 392 
effect of diaspore size per se: large asexual brood branchlets may get easily attached to the coat 393 
of large mammals and transported over fairly long distances.  394 
We observed that species with both sexual and asexual reproduction were least affected 395 
by connectivity. Most of these species are rare, and it is possible that naturally rare species 396 
evolved combined reproductive strategies to enhance the chance to reach new habitat far away 397 
and to maintain local populations. Several of the predictive fourth-corner models indicated 398 
stronger dispersal limitations of species with sexual reproduction when compared to species with 399 
predominantly asexual reproduction. This observation is in contrast to patterns observed in 400 
epiphytes (Löbel et al., 2006a, b, 2009). A possible explanation is that shorter dispersal distances 401 
of asexual diaspores are compensated by more frequent dispersal events: spore release is often 402 
strictly seasonal, whereas gemmae release can occur during the entire snow-free period in boreal 403 
forests (e.g. Pohjamo et al., 2006). Moreover, asexual reproduction usually occurs at a younger 404 
age than sexual reproduction (Pohjamo & Laaka-Lindberg, 2004; Löbel & Rydin, 2009). 405 
Contrasting results of studies may be further explained by differing sizes of the asexual 406 
diaspores: the size of the gemmae of the epixylic bryophytes was below the 20 µm limit above 407 
which wind-based long distance dispersal gets increasingly unlikely (Wilkinson, Koumoutsaris, 408 
Mitchell, & Bey 2012), and distinctly smaller than that of most epiphytes (Löbel et al., 2006a, b, 409 
2009).  410 
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Outputs of the single species SDMs, however, indicated that not all sexually dispersed 411 
species were equally strongly affected by connectivity. Such subtle patterns may be difficult to 412 
detect by fourth-corner models. The combination of a sexual dispersal mode with other critical 413 
species’ properties, namely a narrow ecological niche (i.e. the restriction to suitable substrates in 414 
swamp forests), and low species abundances seemed to be crucial. The reason may be two-fold: 415 
first, species confined to swamp forests may experience the landscape as more patchy, and 416 
second, due to their rarity, the numbers of dispersers may be very low. Studies have shown that 417 
even although spores can be transported over long distances, the majority of species were 418 
deposited rather close to the source. Lönnell (2014) found that the probability that a certain mire 419 
species colonizes at least one habitat patch was dependent on the regional frequency of the 420 
species and the sporophyte frequency.  421 
The fact that perennial species were less affected by connectivity than colonists can be 422 
interpreted in two ways. First, it is possible that perennials are in fact less likely to be dispersal 423 
limited than short-lived species, because their persistence may hinge less on regular re-424 
colonization of logs and forests stands due to their longer life-span. Virtanen and Oksanen 425 
(2007) similarly found stronger effects of connectivity on bryophyte richness of boulders in 426 
colonists than in perennial stayers. Another explanation could be that the historical landscape is 427 
more important for perennial species than the current landscape structure due to rare 428 
reproduction events or a late on-set of reproduction after colonization (e.g. Löbel & Rydin, 429 
2009). Fugitives, colonists and perennial stayers all are characterized by the production of 430 
numerous small spores (During, 1992). Shuttle species, reproducing by few, large spores, were 431 
largely missing in the epixylic community: among the 100 wood-living species there were only 432 
four shuttle species and these were facultative wood-living species with fairly broad habitat 433 
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amplitudes. This is in line with the principle that species occurring in disturbed habitats or 434 
habitats with short transition times tend to produce small diaspores that are suitable for long-435 
distance dispersal (e.g. Grime, 2001; During, 1992). 436 
As hypothesized, life-forms were related to both soil moisture and climatic conditions, 437 
but also to forest variables. Positive relations of (the fairly tall) rough mats with high autumn 438 
temperatures and a high wetness index, may be explained by high competitive abilities. Our 439 
study further confirmed the suggested high tolerance of rough mats to irradiation (Bates, 1998; 440 
Caners et al., 2013) by a negative relationship with a high volume of spruce. The negative 441 
relation between smooth mats and soil moisture, and their positive correlation with high volumes 442 
of spruce (promoting a shady environment) supported the hypothesis that smooth mats are the 443 
commonest life-form in dry, deep shade high habitats (Bates, 1998). Caners et al. (2013) showed 444 
that smooth mats were particularly sensitive to harvesting.  445 
Whereas Bates (1998) suggested that tall turfs occupy hard substrates in very wet 446 
environments, we observed a negative correlation of turfs with the wetness index. There are two 447 
possible explanations for this deviation. First, Bates (1998) distinguished between life-forms on 448 
hard substrates and on soils, with different placements of tall turfs in relation to moisture supply.  449 
This distinction, however, is not quite clear in case of the wood-living bryophytes: depending on 450 
the decay stage, the hardness of the wood varies considerably with smooth transitions between 451 
dead wood and humus/soil. Tall turfs on soils have been suggested to occupy fairly dry 452 
environments. Second, many species show plasticity of life-form (Bates, 1998). For example, the 453 
height of the turfs of Dicranum flagellare usually varies between 1 and 5 cm (Hallingbäck et al., 454 
2006), depending on whether the species occurs in pine swamp forests, or in fairly dry spruce 455 
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and pine forests. In the latter case, its life-form may be described as short rather than tall turf, 456 
with a higher desiccation tolerance.  457 
Our study showed that large online species databases offer great potential to increase our 458 
understanding of the links between species’ traits and species’ responses to environmental 459 
change at large spatial scales. The efficient use of these data, however, is often hampered by the 460 
lack of reported absences. We instead had to ascertain species absences by the presence of other 461 
target species than the focal species. This approach requires the availability of thorough 462 
information on the survey methods used or of a standardized sampling protocol. Irrespective of 463 
whether ‘true’ or ‘inferred’ presence-absence data sets are compiled from online databases 464 
(usually having various contributors), interpretation of model results requires caution. 465 
Uncertainty arises from spatial biases in recording effort (i.e. volunteers tend to visit high quality 466 
habitats, leading to a general overestimation of predicted probabilities of occurrence), imperfect 467 
detection, variation in detection rates (e.g., among sites and recorders, van Strien, van Swaay, & 468 
Termaat 2013), and the risk of misidentifications. While working with ‘popular’ species groups, 469 
the latter may be distinctly higher than in our study.  470 
Comparing the applied predictive fourth-corner models, we prefer the GLM-LASSO 471 
approach (Brown et al., 2014), because it handled model selection in an elegant and non-472 
arbitrary manner. For applications that require spatial predictions and/or temporal projections for 473 
specific species, we advise to always apply hybrid fourth-corner models, including both trait-by-474 
environment and species-by-environment terms. Our study showed that even though the overall 475 
predictive performance of a simple fourth-corner model may be good, predictions for specific 476 
species can nevertheless be poor if the considered response traits only partly explain species’ 477 
responses to environmental variability. 478 
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In summary, our study showed that relationships between species’ response traits and 479 
species’ responses to environmental variability are complex, and that trait sets associated with 480 
increased sensitivity to climate change cannot always be distinguished from trait sets associated 481 
with low adaptive capacity (Foden et al., 2013): reproductive systems obviously do not only 482 
determine species’ adaptive capacities, but also species’ sensitivities to a changing environment. 483 
We are not aware of any preceding study establishing links between bryophyte reproductive 484 
traits and species’ ecological niches (cf. Laenen et al., 2016).  485 
Geographic distribution ranges of epixylic bryophytes seem to be primarily determined 486 
by physiological tolerances and competitive abilities, but only to a smaller extent by species’ 487 
dispersal capacities. In contrast, for epiphytic bryophytes, a non-interactive community structure 488 
has been suggested. Indeed, the geographic ranges of epiphytic bryophytes largely mirror the 489 
ranges of their host tree species. 490 
Smaller species with more northern or eastern distributions (e.g. Buxbaumia viridis, 491 
Campylium sommerfeltii, Lophozia ciliata, L. longiflora, Scapania apiculata, S. carinthiaca) 492 
require special attention. These may suffer from climate change in various ways. Climate change 493 
is expected to lead to an increase in both temperature and precipitation in Sweden. This will 494 
negatively affect the species (a) directly by lower performance under a changed climate, and (b) 495 
indirectly by the expected shift of competitive superior species towards north-east. The 496 
suggested adaptive capacity of these species is low: for several species, the predictive fourth-497 
corner models and SDMs suggested comparable low dispersal abilities. Species with a south-498 
western distribution, in contrast, are expected to benefit from climate change. Common species 499 
within this group (Herzogiella seligeri, Nowellia curvifolia) could pose problems for nature 500 
conservation: their already high abundances and indicated high dispersal capacities suggest that 501 
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these species will spread rather quickly in the future. For N. curvifolia, this development is 502 
already obvious today (NL, unpublished data). Given the different species’ relationships with 503 
climatic gradients, and the varying species’ dispersal and competitive capacities, we expect clear 504 
changes in metacommunity composition following climate change, and – given the comparably 505 
small number of south-western species – an overall decrease in diversity of dead-wood 506 
inhabiting bryophytes. 507 
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Tables 737 
Table 1. Species’ response traits. Traits that were included in the final fourth-corner models are 738 
printed in bold. The number of species assigned to each trait level is given in brackets.  739 
Life-history and reproductive trait Trait levels 
Predominant reproduction mode1 Sexual (N = 10) 
 Asexual (N = 7) 
 Both sexual and asexual (N = 6) 
Mating system Dioecious (N = 15) 
 Monoecious (N = 8) 
Sporophyte frequency Frequent (N = 10) 
 Occasional (N = 3) 
 Rare or absent (N = 10) 
Frequency of asexual diaspores Frequent (N = 10) 
 Occasional (N = 2) 
 Rare or absent (N = 11) 
Size of predominant diaspores µm (min, mean, log transformed) 
Life-history strategy (During 1992)2 Fugitive (N = 1) 
 Colonist (N = 14) 
 Perennial stayer (N = 8) 
Morphological traits  
Life-forms (Bates, 1998)3 Rough mats (N = 4) 
 Smooth mats (N = 14) 
 Turf (N = 4) 
 Protonema (N = 1) 
Maximum shoot length (mm) ~ 0.01 (minute) to 7 mm 
Bryophyte type Mosses (N = 8) 
 Liverworts (N = 15) 
1 Predominant reproduction/dispersal mode: Sexual = Production of sporophytes occurs at least occasionally, and 740 
production by asexual disapores is lacking or rare, or sexual reproduction occurs rarely, and asexual reproduction is 741 
lacking. Asexual = Production of asexual diaspores occurs at least occasionally, and production by sporophytes  is 742 
lacking or rare. Both = Production of both sporophytes and asexual diaspores (gemmae) occurs occasionally to 743 
frequently, or both types of reproduction occur rarely. 744 
2 In the analyses, all short-lived species (fugitives and colonists) were lumped together. 745 
3 We supplemented Bates’ life-form categories (1998) by a protonemal life form.746 
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Table 2. Key features of the applied modelling approaches.  747 
Model 
 
Species 
data 
Modelled species’ responses Assumptions about  
species correlations  
Complexity 
controlled by 
Identification of trait - 
environment relations 
Single species distribution models (SDMs) 
(#1) GLM  (inferred) PA 
for single 
species 
Individual species’ responses to 
environmental variables 
 AIC Comparison of the 
estimated response curves 
for the environmental 
variables of species with 
different response traits in 
a second step. 
Multi-species predictive fourth-corner models 
(#2a) Simple 
Fourth-Corner 
GLM  
(inferred) PA 
for multiple 
species  
Model uses species’ traits to 
explain any variation in 
environmental responses across 
species 
Correlations among species 
tackled by using cross-
validation 
LASSO penalty, 
cross-validation 
Identified by significant 
interaction terms between 
response traits and 
environmental variables. 
(#2b) Simple 
Fourth-Corner 
GLMM 
(inferred) PA 
for multiple 
species 
as (2a) 
 
 
Correlations among species 
tackled by including 
random factors for 
‘Species’ and ‘Sites’ 
AIC 
(#2c) Hybrid 
Fourth-Corner 
GLM 
(inferred) PA 
for multiple 
species 
as (2a), additional inclusion of 
environment by species terms 
accounting for any species-by-
species variation not explained 
by traits 
as (2a) LASSO penalty, 
cross-validation 
(#2d) Hybrid 
Fourth-Corner 
GLMM 
(inferred) PA 
for multiple 
species 
as (2c)  as (2b)  AIC 
37 
 
Figures 748 
Figure 1. Obtained presence-absence data sets for the study species (at the 100 m grid cell 749 
resolution for the period 2000 to 2015). Numbers of recorded presences, recorded absences and 750 
inferred absences are shown.  751 
Figure 2. Strength of the effect of forest connectivity on occurrence of species with different 752 
reproduction modes as revealed by the single species distribution models (GLMs, #1, Table 2). 753 
Strong: Connectivity had the strongest positive relationship (of all covariates). Moderate: 754 
Connectivity was included in the model and had a slope clearly different from zero. Low: 755 
Connectivity covariate was not included in the model, or the slope was not significantly different 756 
from zero. Details are given in Appendix S5a. In addition, we indicate the mating system and 757 
whether species are restricted to forests on wet soils (as judged from the strong positive impact 758 
of soil moisture (high wetness index, see Table S5) on occurrence of these species, literature 759 
reports, and expert knowledge of NL). 760 
Figure 3. Standardized coefficients for all environment by response trait interaction terms from 761 
GLM-LASSO fourth-corner models of varying complexity (Brown et al., 2014). (i) Simple 762 
Fourth-Corner GLM (#2a, Table 2) including interactions between species traits and 763 
environmental variables to explain any species-to-species variation in response. (ii) Hybrid 764 
Fourth-Corner GLM (#2c, Table 2) additionally including environment by species terms to 765 
account for any residual species-to-species variation not explained by traits. The proportion of 766 
explained deviance (here termed R2test) was calculated for predicting to a hold-out sample (20% 767 
of the sites), averaged across 20 different random selections of hold-out sample. The LASSO 768 
penalty sets any terms in the model which do not explain any variation in species response to 769 
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zero. Brighter squares show stronger associations than paler ones, positive associations are 770 
shown in red, negative associations are shown in blue. 771 
Figure 4. Standardized coefficients for all environment by response trait interaction terms from 772 
the GLMM fourth-corner models of varying complexity. (a) Simple Fourth-Corner GLMM (#2b, 773 
Table 2) including interactions between species’ traits and environmental variables to explain 774 
any species-to-species variation in response. (b) Hybrid Fourth-Corner GLMM (#2d, Table 2) 775 
additionally including environment by species random terms to account for any residual species-776 
to-species variation not explained by traits (e.g. Jamil et al., 2013). Variable selection was based 777 
on AIC (see Appendix S6d for details). Marginal R2-values (based just on fixed effects) and 778 
conditional R2-values (incorporating the random effects) were calculated as suggested by 779 
Nakagawa and Schielzeth (2013). Note that these cannot be compared to the cross-validated 780 
R2test-values reported for the trait LASSO-GLMs. Brighter squares show stronger associations 781 
than paler ones, positive associations are shown in red, negative associations are shown in blue. 782 
Significance codes indicate P-values (based on Z-tests): ‘ = P < 0.1, * = P < 0.05, ** = P < 0.01, 783 
*** = P < 0.001. For exact P-values see Tables S10a, b.  784 
Figure 5. Predictive performance of the single species SDMs (#1, Table 2), the Simple Fourth-785 
Corner GLM(M)s (#2a,b, Table 2), and Hybrid Fourth-Corner GLM(M)s (#2c, d, Table 2). Mean 786 
AUCs ± SD calculated on withheld testing data, obtained from 20-fold block cross-validation. 787 
Figure 6. Example: Buxbaumia viridis. Reported species occurrences and (inferred) species 788 
absences, and maps of predicted relative habitat suitabilities based on the SDM and the different 789 
fourth-corner models at the 10 km grid cell resolution. Properties of the different models are 790 
summarized in Table 2. (0) Inferred PA data, (1) SDM, (2a) Simple Fourth-Corner GLM, (2b) 791 
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Simple Fourth-Corner GLMM, (2c) Hybrid Fourth-Corner GLM, (2d) Hybrid Fourth-Corner 792 
GLMM.793 
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