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11 Introduction
Since taxable income consists of gross revenue reduced with depreciation charges,
the depreciation method that is chosen for tax purposes can be used as a strategic
tool to allocate taxable income over future periods (see e.g. Scholes and Wolfson,
1992). Firms often have the option to choose between one or more accelerated
methods, which have decreasing depreciation charges over time, and the straight
line method, which has constant depreciation charges over time. Wakeman (1980)
has shown that in a situation where there is a ﬂat tax rate and where taxable income
is non-negative in all periods and for all depreciation methods under consideration,
the most accelerated method is preferable for tax purposes. This is a consequence
of the fact that a more accelerated method typically shifts taxable income to later
periods, and when future money is discounted, paying taxes later is preferable to
paying them now. Berg et al. (2000) consider a similar situation but allow for
uncertainty in future cash-ﬂows as well as a progressive tax structure. They show
that a less accelerated method can then be optimal.
The above described literature on optimal tax depreciation considers a static
situation where a given value has to be depreciated over a maximum number of
periods. In practice, most rms regularly engage in replacement investments and
adjust their depreciation policy accordingly. Moreover, many countries do not use a
ﬂat tax rate in corporate taxation. The focus of this paper therefore is on optimal
tax depreciation given reinvestments and a progressive tax system.1 In order to
study the eects of the tax system on the optimal depreciation charges, we focus
on a rm in a steady state with respect to its investment policy, i.e. the rm makes
replacement investments in order to compensate for technical deterioration, so that
its capital stock remains constant.2
The main results are as follows. The rm reaches a steady state with respect to
1For a dynamic model where the depreciation policy is taken as given and the rm optimizes
over its investment policy, see Wielhouwer et al. (2000) .
2For all dynamic models of the rm (see e.g. Van Hilten et al. (1993)), the typical nal situation
is a steady state, where only replacement investments are made.
2tax depreciation after a nite number of periods. In the steady state the depreciation
charge equals the amount that is reinvested. Before the steady state is reached, the
optimal policy trades o the benets of accelerated depreciation and of constant
depreciation. Accelerated depreciation shifts taxable income to later periods, but
constant depreciation can lead to a lower marginal tax rate. Therefore, contrary to
what is often believed, the most accelerated method is not necessarily the best from
a tax perspective, and this even holds if taxable income is always positive. From a
technical point of view it is interesting that the path coupling procedure, which is
mostly used for solving continuous time dynamic models, is now applied within a
discrete time setting.
This paper is organized as follows. In Section 2 the model is formulated and
the necessary conditions are derived. The model is solved in Section 3 by using
the path coupling method. Readers that are less interested in technical details can
skip Section 3 and move on directly to Section 4, where the results are economically
analyzed.
2 The model
Consider a rm in a steady state with a capital stock K. The rm produces with
this capital stock, and revenue is a function C()o fK . Since the rm is in a steady
state, revenue is constant and equals, say, C in all periods.
The initial tax base of assets, which is the initial amount to be depreciated in the
future periods, is denoted by ~ D. Furthermore, let Di be the tax base at the beginning
of period i + 1. Hence, according to this notation D0 = ~ D. The control variable
(tax depreciation rate) in period i is the fraction γi 2 [0;1] of Di−1 depreciated in
period i. This implies that the amount di depreciated in period i equals γiDi−1.
Apart from the tax depreciation, there is also depreciation that reﬂects technical
deterioration, which is constant in the steady state. In order to remain in this
steady state the rm carries out replacement investments I, which equal the amount
of technical depreciation. In this way capital stock remains constant over time.
3However, investments not only aect the capital stock. The tax base of assets also
increases with I. Here it is important to note that the development of the tax base
is unaected by technical depreciation, but instead depends on tax depreciation.
This results in the following dynamics and constraints:
Di =( 1−γ i) D i − 1+I; for i 2 IN nf 0 g ; (1)
D0 = ~ D; (2)
γi 2 [0;1]; for i 2 IN nf 0 g : (3)
Since the rm is in a steady state with respect to investments, and since the
amount reinvested in each period equals I, it holds that ~ D>I . Moreover, it is
assumed that in the steady state a positive amount of dividend is paid, so that the
constants C and I are related in the following way:
C>I : (4)
Finally the tax system is dened. A progressive tax system most often consists
of several tax brackets. To keep the optimization problem tractable, we approxi-
mate this discontinuous function by a twice dierentiable increasing function (:).
The function should yield non-negative taxes for positive income, and no taxes for
negative income. The marginal rate should be increasing but less than 1 (otherwise









(x) <x ; (6)

0(x) > 0; 8 x>0 ; (7)

0(0) = 0; (8)

00(x) > 0; 8 x>0 : (9)
From this specication it follows that

0(x) < 1:
4Now, since taxable income in period i equals revenue C minus tax depreciation
γiDi−1,t h et a x e sp a i di np e r i o diequal:
(C − γiDi−1): (10)
The objective is to minimize the present value of all tax payments.3 In order to
properly compare the value of tax payments in dierent periods, we introduce the
discount factor  = 1






i(C − γiDi−1) (11)
s:t: (1), (2) and (3) . (12)
3 Solution of the Control Problem
When solving the model with the path coupling method, the following steps will be
made: (1) Specify the necessary conditions, (2) specify and analyze the paths, and
(3) determine the optimal sequence of paths.
3.1 The necessary conditions
In order to derive the necessary conditions, we formulate the current value Hamil-
tonian (see for details Feichtinger and Hartl (1986), pp. 504-509) with  as the
current value costate (adjoint) variable. After replacing the min in (11) with the
max of the negative, we obtain
H(D;γ;)=− ( C−γD)+ [(1 − γ)D + I];
with the accompanying Lagrangian:
L(D;γ;;1; 2)=− ( C−γD)+ [(1 − γ)D + I]+ 1γ+ 2(1 − γ):
(13)
3Notice that, when all revenue (after tax and replacement investment) is paid out to the share-
holders as dividends, this is equivalent to maximizing shareholder value.
5The necessary conditions, for all i 2 IN nf 0 g ,a r e :
L γ=
0( C−γ iD i − 1) D i − 1− iD i − 1+ 1 i− 2 i=0 ; (14)
i−1 = LD = 
0(C − γiDi−1)γi + i(1 − γi); (15)
Di =( 1−γ i) D i − 1+I; (16)
1iγi =0 ; (17)
2i(1 − γi)=0 ; (18)
ji  0; for j =1 ;2 ; (19)
γi 2 [0;1]: (20)
3.2 The paths
The dierent policies the rm can apply follow from the complementary slackness
conditions (17), (18) and (19), and they are presented in the following table:
1 2 3 4
1 =0 >0 =0 >0
2 =0 =0 >0 >0
Clearly path 4 is not feasible in an arbitrary period since 1 > 0a n d 2>0i m p l y
that γ =0and γ = 1 at the same time. Now the necessary conditions for the three
resulting paths are analyzed.
Path 1: 1 = 2 =0
The policy of the rm on this path is to depreciate a fraction γ 2 [0;1] that is
determined by the discount rate and the tax system, but not by the constraints.
Equation (14) now becomes for a period i:

0(C − γiDi−1)Di−1 − iDi−1 = 0 (21)
Since Di−1  I>0, this implies that:
i = 
0(C − γiDi−1): (22)
6Based on this expression an intuitive explanation can be given in terms of marginal
revenue and marginal cost with respect to the objective function. When a fraction γi
is depreciated, the marginal revenue of depreciation is 0(C−γiDi−1). The marginal
'cost' of depreciating is the shadowprice i, which reﬂects the loss of value to the
rm due to a marginal decrease of the tax base. Now depreciation is chosen in such
a way that marginal revenue and cost are exactly equal, if this is possible with a γ
in the range [0;1].
From (22) we can also conclude that tax depreciation, γiDi−1, decreases as a
function of i,s i n c e ( : ) is increasing. Moreover, together with (15), (22) implies
that
i−1 = i: (23)
Hence, on Path 1,  increases over time, which with (22) implies that tax deprecia-
tion decreases on this path.
As we will see later on, and as is intuitively clear, the shadow price of an extra






Path 2: 1 > 0; 2 =0
From (17) it is obtained that on this path the policy is to depreciate nothing, i.e. γ =
0. Due to (15) it is found immediately that the dynamics of the co-state is the same
as on Path 1, so (23) holds. Since nothing is depreciated, the tax base increases
with I. Finally, (14) implies that

0(C)Di−1 − iDi−1 + 1 =0 :
Since 1 > 0 on this path, it follows that:
i > 0( C) :
7Apparently, the marginal cost of depreciation (i) exceeds marginal revenue (0(C)),
so that the rm would optimally like to have a negative depreciation. Since depre-
ciation is restricted to be non-negative, the second best thing to do is to depreciate
nothing, and therefore the optimal γ equals zero.
Path 3: 1 =0 ; 2 >0
Together with (18), 2 > 0 implies that on this path the policy is to depreciate as
much as possible, i.e. γ = 1. From (15) one nds the dynamics of the co-state when
Path 3 is applied in period i:
i−1 = 
0(C − Di−1): (25)
From expression (1), it can be concluded that after using this policy in one period,
the tax base in the next period will be I. Furthermore, (14) leads to:

0(C − Di−1)Di−1 − iDi−1 − 2 =0 ;
and, given that 2 > 0 on this path, it follows that:
i <
0( C−D i − 1) :
Hence, in order to nd a balance between current revenue of depreciation and future
revenues that are foregone by depreciating now, the rm would optimally like to
depreciate more than the tax base. This is a consequence of the fact that the
increase in marginal tax rate in future periods does not compensate the gain that
can be achieved by deferring taxes to future periods. Therefore, the second best
thing to do is to depreciate the whole tax base.
3.3 The optimal solution
After having established the characteristics of the paths, the next step is to derive
the optimal sequence. In this section, rst all sequences of paths that satisfy the
necessary optimality conditions are determined in Proposition 3.2. This results in a
number of candidate optimal solutions. In Proposition 3.3 it is shown which one of
8them is optimal.
Lemma 3.1 Path 2 will never occur in an optimal solution.
Proof: Since it is clear that following Path 2 from a certain period on until innity
is suboptimal, it is sucient to show that if Path 2 is applied in period i, it cannot
be followed by Path 1 or Path 3 in period i +1 .
Now suppose that Path 2 is applied in period i. Then it follows from (14) and (15)
that:
i >
0( C) ; (26)
Now, let Path 3 be applied in period i+1. Then it follows from (15) that for period
i + 1 it holds that:
i = 
0(C − Di) <
0( C) ;
which is contradictory to (26).
Now, let Path 1 be applied in period i + 1. From (22) and (23) it is obtained that
for period i +1w eh a v e :
 i=i+1 = 
0(C − γi+1Di):
Then again this leads to a contradiction with (26), since
i = 0(C − γi+1Di) < 0( C) :
This completes the proof.
2
In the next lemma it is shown that, once it is optimal for the rm to depreciate
the whole tax base (reinvestments of the last period plus the residual tax base) in a
given period, it is optimal to depreciate the replacement investments at once in all
the following periods. In terms of the model this means that, if γi =1i so p t i m a li n
period i, it is optimal to have γk = 1 in all later periods.
9Lemma 3.2 When at time i it holds that γi =1is optimal, then γk =1is optimal
for all periods k  i.
Proof: In the proof, we will subsequently show the following:
A) depreciation decreases when Path 3 is applied immediately after Path 1;
B) depreciation decreases when Path 1 is applied in subsequent periods;
C) the statement in this lemma, using A) and B).
A) When Path 1 is applied in period i and Path 3 in period i + 1 it holds that:
period i ! i = 
0(C − γiDi−1);




0(C − γiDi−1) <
0( C−D i) :
With "() > 0 it follows that γiDi−1 >D i.
B) Already proved while presenting Path 1 in Section 3.2.
C) We will show that if γi = 1 in the optimal solution, then Path 3 is optimal in all
periods k  i +1 .
We know from lemma 3.1 that Path 2 is never optimal. Now suppose that in an
optimal solution γi = 1, and Path 1 is applied in period i + 1. Then, since the
depreciation charge in period i equals Di−1,i tf o l l o w sf r o m( 1 )t h a tt h em a x i m a l
depreciation charge in period i +1i sD i=I.
Now, A) and B) imply that the optimal depreciation charges in all periods k  i+2
would be strictly less than I. This is clearly suboptimal since this policy is strictly
dominated by the policy were γkDk−1 = I for all k  i +2, since the latter yields a
strictly lower present value of future tax payments. We have therefore shown that
it is never optimal to apply Path 1 immediately after a period where γ =1 .S i n c e
on Path 3, one has γ = 1, this completes the proof.
2
10The following proposition states that the rm always enters a steady state with
respect to the tax base at a nite point of time. At this steady state it holds that
γi =1a n dD i=I.
Proposition 3.1 The optimal strategy is to apply Path 1 until a certain period J,
and Path 3 from thereon.
Proof: Application of Path 3 implies that γ = 1, so that Lemma 3.1 and Lemma
3.2 imply that it is sucient to show that Path 1 cannot be followed optimally until
innity.




0 = i = i−1  0(C);
so, given that 0 is positive4, it follows immediately that this inequality cannot be
satised for arbitrary large i.
2
Now, the only thing that is left to do is to determine the optimal J and the
optimal fractions γ1;:::;γ J−1. The next proposition restricts the possible values of
J. Before presenting this proposition, we rst need the following lemma.
Lemma 3.3 Let Ω(:;:):IR +  IN nf 0 g!IR be dened as follows:








Then, for any k 2 IN nf0g, the function Ω(:;k) is strictly decreasing and has exactly
one root. The root of Ω(:;k) will be denoted ^ dk.
Proof: Trivial.
2
4From (22) it is obtained that  is non-negative on Path 1. Furthermore, on Path 1 it holds
that i = i−1.S oi f 0=0 , t h e n i=0f o ra l liin case path 1 is applied until innity. Then,
(14) implies that Di−1 =0o rγ iD i − 1>Cfor all i. The latter implies that Di−1 −Di >Cas long
as Di−1 > 0. This implies that eventually the tax base becomes zero or negative in both cases,
which is contradictory to (1) and (20). Hence, 0 must be positive.
11The interpretation is as follows. Consider a depreciation scheme that enters the
steady state in period J. In Proposition 3.2 we will show that when d equals the
depreciation amount in period J,t h el a s tJ−1t e r m so fΩ ( d;J) represent the depre-
ciation charges in periods 1;:::;J−1, as a function of d. Consequently, since the
rst two terms of Ω(d;J) represent the maximal amount that can be depreciated
until period J, a solution where the steady state is reached in period J can only be
feasible if Ω(d;J)=0 .
The following proposition characterizes the set of candidate optimal depreciation
strategies, i.e. those strategies that satisfy the necessary conditions for optimality
(14){(20).
Proposition 3.2 Let ^ dJ be the root of Ω(:;J). Then, the optimal strategy has the
following form:
γi =
C − 0−1(J−i0(C − DJ−1))
Di−1
; for i =1 ;:::;J−1; (28)
γi =1 ; for i = J;:::;1: (29)
where
DJ−1 = ^ dJ; (30)





Proof: Proposition 3.1 implies that there exists a period J such that γk =1f o r
all k  J,a n dγ k<1 for all k<J. Therefore, (29) is satised.
Since Path 1 is applied before J with γ<1, it follows that in period J (25) holds,
while in period J −1 we have (23). This enables us to solve the dierence equation
for the costate and we nd
i = 
J−i
0(C − DJ−1); for i =0 ;:::;J−1; (31)
i = 0(C − I); for i = J;:::;1: (32)
12Note that the costate variables in (31) are functions of DJ−1. From these costate
variables, the γi can be determined, also as a function of DJ−1, using (24). This
yields (28).
Subsequent substitution of the γi's in (16) leads to Ω(DJ−1;J) = 0, so that DJ−1 =
^ dJ, and (30) is satised. Notice that this implies that the amounts depreciated in
periods 1 until J equal the amount that was initially to be depreciated plus all
reinvestments in these periods.
Finally, we show that ^ dJ 2 [I; ~ D]. From (20), (16), and (30) it follows immediately
that ^ dJ = DJ−1  I. Given that the maximum possible amount of depreciation in
period 1 equals ~ D, that depreciation charges decrease on Path 1, that depreciation
decreases when going from Path 1 to Path 3, and that the depreciation charge in
period J equals dJ = DJ−1  I, it follows immediately that
DJ−1 = ~ D +( J−1)I −
J−1 X
k=1
dk  ~ D;
so that a feasible solution arises when DJ−1 = ^ dJ 2 [I; ~ D]. Calculating backwards
using this DJ−1 yields a depreciation scheme that satises all necessary conditions.
2
The above proposition implies that the optimal strategy will reach the steady
state in a period J that satises ^ dJ 2 [I; ~ D], where ^ dJ is the unique root of Ω(:;J).
Moreover, it yields the optimal depreciation charges in all periods before the steady
state, as a function of J and ^ dJ. In general, there will be multiple J's that satisfy
^ dJ 2 [I; ~ D], so that it remains to determine the optimal J. It will turn out that it
is optimal to use the strategy where γ = 1 is postponed as long as possible, i.e. J
is maximal. Therefore, contrary to what is often thought, depreciating more slowly
strictly dominates a more accelerated depreciation scheme. Before this result can be
mathematically derived, we rst study the set of periods J that yield a candidate
optimal strategy.
Lemma 3.4 Let Z  IN nf 0 gbe dened as follows:
Z := fk 2 IN nf 0 gj^ d k2[ I; ~ D]g: (33)
13The set Z has the following properties:
i) Z is non-empty.
ii) ^ dk is decreasing in k for all k 2 Z.
iii) If i 2 Z, then k 2 Z for all k  i,
iv) k 2 Z , Ω(I;k)0:
v) Z is nite, and
k 2 Z ) k 
~ D − I

+1 ; (34)
where  = C − I − (0)−1(0(C − I)).
Proof: i) Follows immediately from the fact that Ω( ~ D;1) = 0, so that ^ d1 = ~ D and
1 2 Z.
ii) Evaluating Ω(;k+1 )i n ^ d k for some k 2 Z yields:


















0−1(k0(C − ^ dk)) >C− 0 − 1(  0( C−^ d k)) = ^ dk  I;
one has that:
Ω(^ dk;k+1 )<0 :
Therefore, since
@Ω(d;k+1)
@d < 0, it holds that ^ dk+1 < ^ dk.
iii) Together with ^ d1 = ~ D, ii) implies that
k 2 Z , ^ dk  I: (35)
It now follows immediately from ii) and (35) that k +12Zimplies that k 2 Z.
14iv)S i n c eΩ ( :;k) is strictly decreasing for all k, it follows from (35) that
k 2 Z , Ω(I;k)0: (36)
v) Let us denote
 := C − I − (0)−1 (0(C − I)): (37)
Then it follows from the convexity of (:) and the fact that <1t h a t>0.
Moreover, for any j  1, one has:








k − 1 X
i =1















so that it follows from ii)t h a tZis nite.
This concludes the proof.
2
Notice that the fact that Z is nite implies that an optimum exists. Indeed,
for every J 2 Z there is a candidate optimal strategy as given in Proposition 3.2,
and the optimal strategy is the one in which total discounted tax payments are
minimal. In the following proposition we show that, in comparing the present value
of future tax payments for two potential optimal solutions as given in Proposition
3.2, the solution with the highest value of J yields the lowest discounted future tax
payments. This immediately implies that the optimal strategy is the one in which
γ = 1 is postponed as long as possible.
15Proposition 3.3 An optimal depreciation scheme exists, and it is given by (28),
(29) and (30) for
J =m a xf kjΩ(I;k)0g: (39)
Proof: The fact that an optimum exists follows immediately from Proposition 3.2
and Lemma 3.4 v).
Now, for any J 2 IN nf0g,w ed e n o t eTax(J) for the discounted future tax payments
for the candidate optimal solution that satises (28), (29) and (30). Similarly, we
denote γJ
i ,a n dD J
i − 1for the corresponding depreciation fractions and residual tax
base in period i.
Given Proposition 3.2 and Lemma 3.4 iv)a n dv ), it suces to show that for any
J;M 2 Z with M<J , it holds that Tax(J)<Ta x ( M).


















































































where the inequality follows immediately from the convexity of (:). Now, it follows
























































































~ D +( J−1)I
i
+ J−10(C − DJ
J−1)
h
~ D +( M−1)I +( J−M) I
i
=0:
This completes the proof.
2
4 Economic Analysis
We study a situation in which the rm has grown up, i.e. capital stock has reached
its long term optimal level so that investment is xed in such a way that capital
stock remains constant at this level. The rst implication is that the rm's revenue
is constant over time. The second implication is that, in the absence of depreciation,
the tax base of assets increases each period with the same investment level. The
problem that we focus on in this paper is how the rm should x its depreciation
schedule such that its discounted tax payments are minimized, given that the tax
system is progressive. A progressive tax system implies that the rm's marginal
tax payments are increasing with net revenue, where net revenue is dened as the
dierence between revenue (which is constant here) and the amount depreciated.
The restriction is that for a given time period depreciation is bounded from below
by zero. On the other hand tax payments are only increasing with net revenue as
long as net revenue is non-negative, i.e. in case of negative net revenue the rm does
17not receive any money from the government. The implication for optimal behavior
is that the decision maker will x its amount depreciated such that for each period
this amount will never exceed the rm's revenue.
While determining the amounts depreciated two major eects can be distin-
guished: the discounting eect and the progressive tax eect. Let us rst elaborate
on the discounting eect. To look at this eect in isolation replace for the moment
the progressive tax system by a linear one so that, independent of the level of net
revenue, the same amount of tax need to be paid on an additional unit of net revenue.
Due to discounting the periods are weighed in such a way that larger weights are
assigned to earlier periods. Consequently, an optimal depreciation schedule will ac-
complish that tax payments are minimized in the rst period, which can be achieved
by depreciating as much as possible in the rst period. For the case that the tax
base (including the investment expenditure of the rst period) falls below the per
period revenue, i.e. ~ D<C , this implies that the total tax base is depreciated in
the rst period, while in the periods after that, the investment expenditure I is
depreciated immediately. In case ~ D>Cthe amount C will be depreciated in the
rst period (as remarked above it makes no sense to depreciate more than C). The
implication is that net revenue equals zero so that the amount of tax paid in period
1 equals zero too. Then at the beginning of the second period the tax base equals
D1 = ~ D − C + I.I nc a s eD 1<Cthe total tax base will be depreciated, otherwise
the rm depreciates C resulting again in zero tax payments. And so on and so
forth.
To study the progressive tax eect in isolation assume for the moment that  is
very close to 1, so that almost no discounting takes place. Since the tax function
 (:) is convex, tax payments are minimizedif the rm depreciates in such a way that
net revenue is equal for all periods. Since revenue is constant over time it follows
that also the amount depreciated is constant. In each period the tax base increases
with the investment expenditure, and therefore the amount depreciated will be at
least as high as I. More precisely, the amount depreciated converges to the sum of
18the investment expenditures from period 1 onwards plus the initial tax base ( ~ D),
divided by the amount of time periods considered. Because our planning period has
innite length, it follows that the amount depreciated converges to I in all periods.
Formally, we have the following result.
Proposition 4.1 Let J() denote the period in which the steady state is reached
and let di() denote the depreciation charge in period i in the optimal solution, both




!1di()=I; for all i 2 IN : (41)
Proof: Since our aim is to study the eect of  converging to 1, we now consider
 being variable, and therefore we denote Ω(I;k;) for the function as dened in
Lemma 3.3.
It is seen immediately that
lim
!1Ω(I;k;)= ~ D−I>0 ; for all k:
Therefore it follows that, for all k, there exists an k 2 [0;1) such that Ω(I;k;k)>




Now, since J()i si n c r e a s i n gi n(see Proposition 4.3) this implies that
lim
!1J()=1 : (43)
In order to show (41), notice that
Ω(d;k;1) = ~ D − d − (k − 1)(d − I); for all k:
Therefore, the root of Ω(:;k;1) equals
~ D+(k−1)I
k .
19Now, since Proposition 3.2 implies that in the optimal solution the depreciation
charge in period J() (denoted dJ()()) is given by the root of Ω(;J();) (denoted




~ D +( k−1)I
k
= I:









This concludes the proof.
2
In the solution of our problem the discounting eect and the progressive tax
eect are combined. We saw that due to the rst eect, from the rst period
onwards the amount depreciated is maximal but not above the revenue C, while
the above proposition states that the second eect causes an amount depreciated
that is constant over the planning period. Combining the eects leads to a solution
where on an initial time interval [0;J] the amount depreciated decreases over time.
Then on the second time interval (J;1) the amount depreciated exactly equals the
investment rate for all time intervals. The solution is depicted in Figure 1 and we see
that on the rst interval the amount depreciated decreases with increasing speed.
This holds in general for cases where the third order derivative of the tax function
is non-positive, as is shown in the following proposition.
Proposition 4.2 If 000(:)  0, then depreciation charges decrease over time in an
accelerated way on Path 1, i.e.
dk < dk−1; for all k  2;
where




Figure 1: The optimal depreciation scheme.
Proof: Given (28) it holds that:
dk − dk−1


















































0 (C − DJ−1)(1−)
<0:
This concludes the proof.
2
One crucial feature of the solution is the time J at which the initial time period
with decreasing depreciation amounts passes into the second time interval where
depreciation equals investment. In the next proposition, we show that both a lower
21discount factor or a lower initial tax base implythat the initial time period is shorter.
A lower discount factor implies that the discounting eect becomes stronger relative
to the tax eect, so that it makes sense that the tax base reduces at a faster rate.
This results in a sooner arrival at the second time interval in which the tax base
just equals the per period investment expenditure. Similarly, a lower initial tax base
implies that it reaches zero sooner, so that the rst time interval will be shorter.
Proposition 4.3 The period J in which the steady state is reached in the optimal
solution is increasing in  and ~ D.
Proof: Let us again denote Ω(I;k;) for the function as dened in Lemma 3.3,
and take any 1 < 2<1.
It follows from Proposition 3.3 that
Ω(I;J(2)+1 ; 2)<0:
Since Ω(I;J(2)+1 ;:) is clearly increasing in  this implies that
Ω(I;J(2)+1 ; 1)<0:
Now, Proposition 3.3 yields that
J(1)  J(2);
so that we can conclude that J(:)i si n c r e a s i n gi n . The proof of the fact that J is
increasing in ~ D is similar.
2
In conclusion, the combined eect of time discounting and a progressive tax
structure implies that the optimal solution with respect to the tax depreciation is as
follows: Depreciate accelerated, balancing the time value of money and the increase
in marginal tax rate, until tax depreciation equals replacement investments. Then
the steady state of the tax base is reached. The rm will remain there by equating
tax depreciation, technical depreciation and investments.
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