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Abstract 
The index set problem for a class of Boolean (or nonnegative) matrices is a generalization 
of the exponent set problem for n x n primitive matrices. We survey the recent advances on the 
index set problem for various classes of Boolean matrices. Some related research problems are 
suggested. 
1. Introduction 
There is now a large and rapidly growing amount of work in the literature that may 
be classified as combinatorial matrix analysis. One of the early examples in this area is 
the analysis of nonnegative matrices starting from the work of Frobenius (see also 
[44]). Indeed many important properties (such as irreducibility, primitivity, primitive 
exponent, index of cyclicity, etc.) of a nonnegative (square) matrix A depend only upon 
the zero-nonzero patterns (or simply ‘patterns’) of the various powers of A, while the 
patterns of the powers Ak (k= 1,2, . ..) turn out to be determined by the pattern of 
A itself (for if A and B have the same pattern, then there exist positive numbers m and 
M such that mB< A< MB; thus mkBk<Ak< MkBk, and so Ak and Bk also have the 
same pattern). So these properties of A depend only upon the pattern of A (and are 
independent of the particular values of the nonzero entries of A) or, equivalently, its 
digraph D(A),(D(A) is the digraph with vertex set {1,2, . . . , n} and arc set 
((6 j) I aij#o)). w e call such properties of A ‘the combinatorial properties of A’. For 
example, A is irreducible iff D(A) is strongly connected. The purpose of this paper is to 
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survey recent work and progress on the index set problem which has the above- 
mentioned combinatorial nature and generalizes the exponent set problem for primi- 
tive matrices. We would also like to point out that recent progress on this problem has 
mainly been made by the Chinese mathematicians. 
This problem might be dealt with more conveniently by making use of the Boolean 
notation. Let a= (0, 1) be the usual binary Boolean algebra (where 1+ I= l!). The 
matrices over 53 are called Boolean matrices. The relation between (the patterns of) 
the nonnegative matrices and the Boolean matrices is as follows. For a given 
nonnegative matrix A, define 2 to be the corresponding Boolean matrix obtained by 
replacing all the positive entries of A by 1. Clearly, A” completely describes the pattern 
of A. Furthermore, the above correspondence preserves addition and multiplication: 
A% = A”+ g, z = A”. B” (here 1 + 1 = 1 corresponds to positive + positive = positive), 
where the operations on the right-hand sides are Boolean. So the study of the patterns 
and the combinatorial properties determined by the patterns of the nonnegative 
matrices can be conveniently described by the study of Boolean matrices and their 
corresponding Boolean operations. 
Let B,, be the set of n x y1 Boolean matrices; then B. forms a finite multiplicative 
semigroup of order 2”‘. Let AE B,. The sequence of powers A0 = I, A, A’, . . . clearly 
forms a finite subsemigroup (A) of B,, and then there exists a least nonnegative 
integer k=k(A) such that Ak=Ak+’ for some t>O, and there exists a least positive 
integer p = p(A) such that Ak = Akfp. We call the integer k = k(A) the index of conver- 
gence of A, and the integer p =p(A) the period ofconvergence of A. It is easy to see that 
(A)={A”,...,Ak+p-l > is a semigroup of order k+p. It is also known from the 
elements of semigroup theory that {Ak, . . . , Ak+p-‘) is a cyclic group with unit A’ (and 
generator AC+‘), h w ere e is the unique integer between k and k+p- 1 such that 
e = 0 (mod p). 
The study of k(A) and p(A) is the central part of the study of powers of Boolean 
matrices (or powers of nonnegative matrices). Now the properties of p(A) are already 
clear by the work of Rosenblatt [28] and Kim [18], who proved that: 
(1) If A is irreducible, then p(A) is the greatest common divisor of the distinct 
lengths of the elementary cycles of the associated digraph D(A). 
(2) If A is reducible, then p(A) is the least common multiple of p(A,), . . . , p(A,), 
where Al, . . . , A, are the irreducible constituents of A. 
From (1) and the fact that the greatest common divisor of lengths of the elementary 
cycles of D (A) is also equal to the index of cyclicity of A [ 11, it follows that when AE B, 
(n > 1) is irreducible, then p(A) = 1 if and only if A is primitive, and in this case k(A) is 
just the primitive exponent y(A) - the least positive integer k such that Ak = J, where 
J is the matrix of all 1’s. So the concept of the index of convergence of an irreducible 
matrix is a generalization of the concept of the primitive exponent of a primitive matrix. 
Since our knowledge about p(A) is quite complete, the main interest in the powers 
of Boolean matrices will be the study of k(A), which is called briefly the index of A. 
The study of indices of Boolean matrices is closely related to the study of other 
problems in various areas of pure and applied mathematics (see [18]). For example, in 
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the study of finite automata theory [26], it is quite natural to use a square Boolean 
matrix to describe a nondeterministic autonomous automation (the powers of this 
matrix will then exactly correspond to the related maps induced by this automaton) 
and the index of this matrix is often used to estimate the number of states of the 
deterministic autonomous automaton obtained from the original automaton by using 
a determinization process. Also, in the study of binary relations on a set of II elements, 
such a binary relation corresponds to an n x n Boolean matrix in an obvious way, and 
the composition of binary relations will correspond to the product of the correspond- 
ing matrices. The corresponding notions of index and period of a binary relation also 
naturally arise in the study of relation theory 17301. Furthermore, the indices of some 
primitive matrices were also used by Dulmage and Mendelsohn [9] to obtain some 
explicit formulas of the Frobenius number which is of fundamental importance in 
number theory. 
At an earlier stage, the study of indices (including the primitive exponents of 
primitive matrices) was mainly concerned with the estimation. The most well- 
known results on this aspect (among a great number of others) are: Wielandt’s [45] 
upper bound y(A) < n2 - 2n + 2 and Dulmage-Mendelsohn’s [9] upper bound 
y(A) <n +s(n - 2) for n x n primitive matrix A; Heap-Lynn’s [13] upper bound 
k(A) d p(r 2 - 2r + 2) + 2s and Schwarz’s [3 I] improvement k(A) d p(r 2 - 2r + 2) + s for 
n x n irreducible Boolean matrix A with period p. In recent developments, people are 
more interested in the study of ‘global behavior’ for the indices of various classes of 
Boolean matrices, namely the study of the index set problem (ISP) which can be 
formulated as follows. 
ISP: for a given subset A&B,,, to determine the set of indices 
IS(A):= {k 1 there exists AEA such that k(A)= k}. 
Usually, the first step of determining IS(A) is to find out the maximum value of the 
indices of the matrices in A; we call the problem in this step the maximum index 
problem (MIP). 
MIP: for a given subset A E B,, to determine the maximum index 
MI(A):=max{a( agIS(A)}. 
There is also a characterization problem which is closely related to (ISP). 
CHP: for a given LOGIS( to determine the set of matrices in A with index kO. 
The general case of CHP is very difficult and will not be considered in this paper. 
But the special case k,=MI(A) is especially interesting, and the corresponding 
characterization problem is called the external matrix problem (EMP). 
EMP: for a given subset A&B,, to determine the set of matrices 
A well-known example of ISP is the exponent set problem. This problem can be 
traced back to the classical work of Wielandt [45] in 1950, who stated the results of 
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MIP and EMP for A as being the set of II x n primitive matrices. Now the exponent set 
problem is settled by the works of Lewin and Vitek [19], Shao [34] and Zhang [49]. 
In this paper we will survey ISP and the corresponding MIP and EMP for several 
other classes of matrices, which are either settled or have progressed lately. We also 
suggest some related research problems. 
In the following, the phrase ‘n x IZ Boolean matrix with n > 1’ is usually abbreviated 
to ‘n x n matrix’. We also use the following terminology: two n x n matrices A and 
B are called permutation-equivalent (resp. permutation-similar) if there are n x n 
permutation matrices P and Q such that A = PBQ (resp. A = PBP- ‘), and it is denoted 
by A N B (resp. A % B). 
2. Some special classes of primitive matrices 
2.1. Primitive, nearly reducible matrices 
Definition 2.1. An n x n Boolean matrix 
AZ 
B 0 
[ 1 C D’ 
A is reducible if 
where B and D are square (nonvacuous) matrices. A is irreducible if it is not reducible, 
and A is nearly reducible if A is irreducible but any matrix obtained from A by 
changing a nonzero entry to zero is reducible. 
The near reducibility of a matrix A can be seen from its digraph D(A): A is nearly 
reducible iff D(A) is ministrong (i.e. D(A) is strong but the deletion of any arc of D(A) 
results in a nonstrong digraph). 
A nearly reducible matrix may or may not be primitive. Most work on the index set 
of nearly reducible matrices is devoted to the primitive case, and in this case the 
corresponding ISP was finally settled by Shao and Hu. Shao also obtained some 
results on the nonprimitive case, which will be considered in Section 5.3. 
The first work for the primitive case appeared in 1980, in which Brualdi and Ross 
[4] settled the corresponding MIP and EMP. 
Theorem 2.2. Let A be an n x n primitive, nearly reducible Boolean matrix; then 
6<y(A)<n’-4n+6, 
where both bounds are attained and the upper bound is attained ifs the digraph D(A) is 
isomorphic to the digraph shown in Fig. 1. 
In 1982, Ross [29] obtained an upper bound 
y(A)<n+s(n-3) 
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Fig. 1. 
for an II x n primitive, nearly reducible matrix A, where s is the shortest circuit length 
of the digraph D(A). The above bound is an improvement on the Dulmage-Mendelsohn’s 
upper bound y(A) d n + s(n - 2) for general primitive matrices and the equality case of 
this bound was also characterized by Ross. 
In the same paper, Ross defined the number e(n) (n > 5) to be the least integer B 6 
such that no n x n primitive, nearly reducible matrix has this integer as its exponent, 
and showed that e(n)>n+2. He also proposed the problem of determining e(n) in 
general. In 1987, Shao [36] improved the lower bound of e(n) and obtained 
e(n)>[$(n’-2n+ lo)] + 1. Yang and Barker [48] showed that e(n)>n2/4-(n/2)3’2 
under a certain hypothesis on successive primes. Recently, Li [20], using some 
number-theoretic arguments, obtained the following result, which settled in the 
asymptotic sense the problem of estimating e(n). 
Theorem 2.3. (1) e(n)> [n/2] ([n/2] + l)+ 1 >(n* + 3)/4 for n > 5 (where [x] is the 
largest integer not greater than x); 
(2) lim,,, e(n)/n* = 1. 
Although Li’s result about the asymptotic behavior of e(n) is quite beautiful, it does 
not give an expression for e(n) or even a method of evaluating e(n) for a fixed small 
value of n. However, if we let PN be the set of n x n primitive, nearly reducible 
matrices, and if we can settle the ISP for PN by determining the index set 
IS(PN):= (k 1 there exists AEPN with y(A)= k}, 
then in some sense we will automatically obtain a method of evaluating e(n) 
since e(n) is just the least integer 26 which is not in the set IS(PN). Very recently, 
Shao and Hu [40] solved this ISP in such a way that an explicit expression for IS(PN) 
is given. 
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Theorem 2.4. (1) e(n)>f(n’-6n+ 15); 
(2) IS(PN)=S1uS,uS3, where 
S,={6,7,..., [+(n’-6n+14)]}, 
S,= 3Cr2Ci;J (r2(r1-l)+l,...,rz(r1-2)+y1} 
. <n-z 
gcdtrl.rz)=l 
r,+rz>n 
and 
S3={n+s(n-3)12dsGn-2, gcd{s,n-l}=l). 
It is easily seen from the above expression of the index set IS(PN) that a polynomial 
algorithm for computing IS(PN) and computing the value of e(n) exists. 
2.2. Primitive circulants 
An n x n (Boolean) circulant C is a matrix of the form C = Pi1 + Pi2 + . . . + Pi!=: 
C(i 1,...,i,; n) (O<iil< ... <i,<n), where 
P= 
0 1 
0 1 
. 1 
1 0 
EB”. 
Obviously, the set of n x n circulants forms a multiplicative subsemigroup of B,,. The 
fundamental combinatorial property for a circulant has already been clarified. 
Proposition 2.5 (Butler and Krabill [S] and Schwarz [33]). The circulant C= 
C(i I, . . . , it; n) is irreducible ifs gcd(i,, . . . , i,, n} = 1; C is primitive tfl 122 and 
gcd{il-i, , . . . , it - iI; n} = 1. Moreover, if C is primitive, then its exponent y(C) d n - 1. 
The largest and the next largest exponent for n x n primitive circulants and the 
corresponding extremal circulants were established recently by Huang [ 151. 
Theorem 2.6 (Huang [15]). The exponent of an n x n primitive circulant C = 
C(i 1, . . ..it. n) satisfies y(C)=n-1 or y(C)<[n/2]. Moreover, y(C)=n-1 ifs 1=2; 
y(C) = [n/2] (n > 9) ifs C is one of the following circulants: 
PS(Z+P”+P2’), O<s<n, gcd{a,n)=l; 
PS(z+P”+P([n’21+1)aj, O<s<n, gcd{a,n}=l; 
PS(I + Pa+ P(ny, 0 ,<stn, gcd{a,n}=l, n-O(mod2); 
P”(Z+P”+P”‘2), Ots<n, gcd{a, n}=2, n=2(mod4). 
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Remark. By representing C= C (i1, . . . , it; n) = Pi1 C(0, i2 - iI, . . . , il - iI; n) (I > 21, it is 
easy to verify that C is primitive iff c”:=C(i2 -i I, . . . , il - i,; n) is irreducible, and 
y(C)=diam D(C):=the diameter of the (circulant) digraph D(c). On the other hand, 
let d(n):=min{diam D(C (j,,j,; n)) 1 1 <jr < j, <n}; then an intensively studied com- 
binatorial optimization problem in the theory of computer networks is to determine 
the function d(n) for all n > 4. This problem has not yet been completely solved, and it 
seems hopeless to try to express the function d(n) in a simple closed form [46, 10, 16,213. 
2.3. Nearly decomposable matrices 
Definition 2.7. An n x n Boolean matrix is partly decomposable if 
[ 1 B 0 A- C D’ 
where B and D are square (nonvacuous) matrices. A is fully indecomposable if it is 
not partly decomposable, and A is nearly decomposable if A is fully indecomposable 
but any matrix obtained from A by changing a nonzero entry to zero is partly 
decomposable. 
It is well known that an n x n (n> 1) fully indecomposable matrix is primitive with 
exponents at most n - 1 [32]. The ISP is not hard and it was settled by Pan Qun [27] 
as follows. 
Theorem 2.8. The index set of n x n nearly decomposable matrices is {2,3, . . . , n - l}. 
Hence the index set of n x n fully indecomposable matrices is (1, 2, . . . , n- lj. 
The corresponding EMP seems very difficult, and only some partial results have 
been obtained [27]. 
Theorem 2.9. (1) An n x n (n > 3) nearly decomposable matrix A has exponent y(A) = 2 ifl 
1. I 
0 1 .*. 1 
AZ .’ 
Qn-t ' 
i 
where Qn- 1 is an (n - 1) x (n- 1) permutation matrix. 
(2) For each integer m, 0 <rn < n - 3, there exists an n x n nearly decomposable matrix 
A having y(A)=n- 1 and c(A)=2n+m (where o(A) denotes the number of l’s of the 
matrix A). 
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(3) Zfan n x n (n 3 4) nearly decomposable matrix has y(A) = n - I, then a(A) = 3n - 3 
AZ 
, 
1 1 
0 . 
. . . . 
0’ 1 
1 0 0 
1 
1 
0 1 1 t 
Q3 
1 1 1 
where Q3 is a 3 x 3 permutation matrix. 
2.4. Symmetric primitive matrices 
The ISP and EMP for the class of n x n symmetric primitive Boolean matrices were 
settled by Shao [35]. 
Theorem 2.10 (Shao [35]). The exponent set of n x n symmetric primitive matrices is 
(1,2,..., 2n - 2) \ %, where ?X is the set of odd integers between n and 2n - 2. Moreover, 
an n x n symmetric primitive Boolean matrix A has exponent y(A) = 2n - 2 ifs 
A NN 
0 1 
1 0 1 
1 . . 
. . 
0 1 
1 1 
The ISP and EMP for the class of n x n symmetric primitive Boolean matrices with 
zero trace were also recently settled by Liu, Mckay, Wormald and Zhang. 
Theorem 2.11 (Liu et al. [24]). The exponent set of n x n symmetric primitive matrices 
with zero trace is (2, 3, . . . , 2n -4) \ CY, where CY is the set of odd integers between n - 2 
and 2n - 5. 
In [24], the authors also characterized the symmetric primitive Boolean matrices 
with zero trace having the maximal exponent 2n-4. The details are omitted here. 
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2.5. Primitive matrices with nonzero trace 
The ISP for this class of matrices is not hard and it was settled by Guo [12] as 
follows 
Theorem 2.12 (Guo [12]). The exponent set of n x n primitive matrices with nonzero 
trace is {1,2, . . . ,2n-2). 
It is well known that if an n x n primitive matrix A has exactly d> 1 nonzero 
diagonal entries, then y(A) d 2n - d - 1 [44]. This conclusion and the above theorem 
have been improved by Shao [38] and Liu [22] independently. 
Theorem 2.13. For a given integer d, 1 <d<n, let E(n, d) be the exponent set of n x n 
primitive matrices with exactly d nonzero diagonal entries; then E(n, d)= 12, 3, . . . , 
2n-d-l} ifl<d<n-1, and E(n,n)={l,2,...,n-l}. 
Liu [23] also settled the case d = 0 and showed that E(n, 0) = E, for n > 4, where E, 
is the exponent set of the class of all n x n primitive matrices. 
The corresponding EMP was also considered and the following results were proved 
by Guo [12]. 
Theorem 2.14 (Guo [12]). For a given integer d, 1 dd<n, let EM(n, d):={AcB, I A is 
a primitive matrix with exactly d nonzero diagonal entries, and y(A) = 2n - d - l}. Then 
AEEM(n, d) and o(A)=min(a(B) 1 BEEM(n, d)} $7 
1 1 
1 1 
1 
0 . 
1 0 
Very recently, Liu and Shao [25] gave a characterization for the matrices in 
EM(n, d) and thus settled the EMP for the class of n x n primitive matrices with 
exactly d nonzero diagonal entries. 
3. Irreducible matrices with a given period 
Let IB,,,: = {AEB, 1 A is irreducible with period p> (n > 1, n 3p 2 1) and let IS(IB,,,) 
be the index set of the class IB,,,. The set IS(IP,,,) is just the exponent set of 
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n x n primitive matrices which is completely characterized as mentioned in the 
introduction. 
3.1. MIP and EMP 
Forintegersn,p,n>l,n~p~l,denotek(n,p):=max{k(A)IAEIB,}andn=rp+s, 
where r = [n/p], hence 0 < s < p. The following upper bound was proved by Heap and 
Lynn [13]: 
(H-L) k(n,p)<p(r’-2r+2)+2s, 
and they showed that the bound can be achieved if s=O. The upper bound (H-L) was 
improved later by Schwarz [31] as follows: 
6) k(n, p)dpw,+s, where w,= 
r’--2r+2 if r>l, 
0 
if r=l. 
Schwarz also gave examples to show that in the case of n = 7 and p = 2, his improved 
upper bound (S) is sharp, but he did not prove the sharpness of(S) for all possible cases 
of n and p. Using a different and possibly simpler approach, we proved that the 
upper bound (S) is indeed sharp for all possible cases of n and p and thus settled the 
MIP for IB,,,. 
Theorem 3.1 (Shao and Li [41]). k(n, p)=pw,+s, where w, is de$ned in (S). 
The EMP for IB,,, was also settled in [41]. It seems lengthy to express the set of 
extremal matrices (A EIB,,, 1 k(A) = k(n, p)} completely. The following are two special 
conclusions. 
Theorem 3.2 (Shao and Li [41]). Let AEIB,,, and p=2, n=2r+l, r>l. Then 
k(A)=k(n, p) if A is permutation-similar to one of MI, Mz, and MS, where 
0 
MI= 
Yl 
HI= 
0 1 
0 
lo...0 
0 1 0 . 0 
Hz= 
(r+l)xr 
0 1 
0 . 
. 1 
lo’..0 
1 lo..0 _ (1 
3 
*+l)xr 
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1 1 1- 
Y1= . Yz= . 
1 1 -,x(,+1) I O_rx(r+l) 
Theorem 3.3 (Shao and Li [41]). The set of extremal matrices {AEIB,,,~~(A)= 
&n, p)} can be partitioned into 2”+s. 2’-l, 2’-l, 1 permutation-similar classes if r> 1, 
r = 1 (s > 0), r = 1 (s = 0), respectiuely. 
3.2. ISP 
The ISP for the class IB,,,of n x n irreducible Boolean matrices with a given period 
p was first considered by Shao and Li [42]. By introducing the ‘localization’ tech- 
nique, the problem of studying the index k(A) can be turned into a problem of 
studying the ‘local indices’ kd(irj), which is in general easier to deal with. 
In the following, we denote by (Ak)ij the (i,j)-entry of the matrix Ak. 
Definition 3.4. Let AEIB,,, and 1 d i, j d n. Define the local index kA(i, j) to be the least 
integer k 20 such that (A’+P)ij=(Az)ij for all 12 k. Also define the (local) quantity 
m.,,(i, j) to be the least integer m>O such that (Am’ap)ij= 1 for all integers a>O. 
From the following fundamental relation between A and its digraph D(A) that 
(Ak)ij #O iff there exists a walk of length k from vertex i to vertex j in D(A), we see that 
kA(i, j) is indeed the least integer k 2 0 such that, for all 12 k, there exists a walk of 
length l+p from vertex i to vertex j in D(A) iff there exists a walk of length 1 from 
vertex i to vertex j in D(A), and mA(i,j) is just the least integer m>O such that there 
exists a walk of length m + up from vertex i to vertex j for all integers a > 0. 
It is easy to prove that the indices k(A), kA(i,j), and mA(i,j) are closed-related. 
Lemma 3.5. Let AcIB,,, and 1 di, j <n; then 
(1) k(A)=max,Qi,j~,kA(i,j), 
(2) kA(i,j)=mA(i,j)-p+l ifm,(i,j)ap-1 (note that kA(i,j)=O ifmA(i,j)<p-1). 
The following upper bound for local indices is essential. 
Lemma 3.6. Let AcIB,,,, L(A)= {yl, . . . , rA} be the set ofcircuit lengths of the digraph 
D(A), where gcd{r,, . . . ,r,} =p. Let $(r,, . . . , r,J be the generalized Frobenius number 
which is the least multiple of p above which all multiples ofp can be expressed in theform 
Et=, airA, where ~1, . . . , a, are nonnegative integers. Let dLCAJ(i, j) be the length of the 
shortest walk from uertex i to vertex j in l?(A) which meets at least one circuit of each 
length rl, . . . , rl; we then have 
m,(i,j)Gd,&i,j)+W,, . . . ,rA). 
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Proof. Let W be a walk of length dLCAJ(i,j) from vertex i to vertex j with the 
above-mentioned property; then for any nonnegative integers a,, . . . , aA, d,,,,(i, j) + 
Et=, airi is the length of a walk from vertex i to vertex j which can be obtained by 
attaching Ui many circuits of length ri (for i= 1, . . . , A) to the walk W. Hence, by the 
definition of $(r 1, . . . . Ye), we know that dLCAI(i,j)+$(rl, . . . . r,)+ap is the length of 
a walk from vertex i to vertex j for all integers ~20. This gives m,(i,j)<d,,,,(i,j)+ 
J(r 1, . . . , rl) from the definition of mA(i,j). q 
The above upper bound suggests that the estimation of m,(i,j) (hence kA(i,j)) 
depends on the estimation of d,,,,(i, j) (by using graph techniques) and the estimation 
of d;(ri, . . . , rl) (by using number-theoretic techniques), respectively. By combining 
these two methods, Shao and Li [42] proved the following partial result for the ISP of 
the class IB,,,. 
Theorem 3.7. Let 1 bp <n be positive integers, where n =pr + s (0 ds <p- 1). Let 
IS(IB,,,) be the index set of the class IB,,,; then 
(1) for r>l, (1, . . . ,p([a(r2-2r+2)]+1)+s)EIS(IB,,J, 
(2) for r335, (1, . . . ,p([~(r2-2r+2)]+1)+s}~IS(IB,,p). 
The complete solution of the ISP for IB,,, depends on the progress of the following 
three subproblems: 
(1) a generalization of Dulmage-Mendelsohn’s upper bound (k(A) d n + s(n - 2)) in 
the nonprimitive case; 
(2) an upper bound for the indices of the irreducible matrices with at least three 
distinct circuit lengths in their digraphs; 
(3) a suitable lower bound for the indices of the irreducible matrices with exactly 
two distinct circuit lengths in their digraphs. 
For (l), Shao [37] obtained the following upper bound by using a method which 
was different from that used by Dulmage and Mendelsohn. 
Theorem 3.8. Let AEIB,,.and let s be the shortest circuit length of the digraph D(A); we 
then have 
Wu [47] improved this bound further and got 
k(A)<n+s ([I 1 ; -2 
For (2), Shao [37] proved the following theorem. 
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Theorem 3.9. Let A EIB,, p, where n = pr + s (0 d s < p - 1). Suppose that D(A) possesses 
at least three distinct circuit lengths and suppose that these circuit lengths are all 
diflerent from p; we then have 
k(A)dp[+(r’-2r+4)]+s. 
For (3), Wu [47] obtained the following theorem. 
Theorem 3.10. Let AEIB,,,, where n = pr + s (0 <s <p - 1). Suppose that D(A) posses- 
ses exactly two distinct circuit lengths rl and rz, where r1 >r2 and gcd{rI, r2} =p. Let 
r;=rJp, r;=r,/p. If r;34, rI+r2>(r+3)p, then 
k(A)>r,(r; - 1). 
By combining the results in the above three aspects, Wu [47] finally solved the ISP 
for the class IB,,, (when n > 35~). 
Theorem 3.11. Let n=pr+s (OGsSp-1). then 
WIB,,,,)=~I~ pN~2h PI, 
where 
Z,(n,p)={O, 1,2,...,p[i(r2-2r+4)]+s} 
and 
I2h P) = .*,,;za,, {r2 (9. . . . 3r2 (;-9+n}. 
rl+**a(r+3)p 
gcdPl,rd=p 
4. Reducible matrices 
In contrast to the cases of primitive and irreducible matrices, where many interest- 
ing results about their indices have been obtained, very few results on the indices of 
reducible matrices were known until recently. In 1965 and 1966, Dulmage and 
Mendelsohn [S] and Heap and Lynn [13], respectively, studied the structure of 
powers of nonnegative matrices, including reducible (nonnegative) matrices. While 
Dulmage and Mendelsohn [S] mainly considered the distributions of zeros and 
nonzeros in the subdiagonal blocks of power of a reducible matrix A (with no 
discussions on the indices), Heap and Lynn [13] discussed in detail the indices for 
both irreducible and reducible matrices. They obtained some upper bounds for the 
indices of reducible matrices, but these bounds depend on some quite complicated 
quantities. 
In 1970, Schwarz [30] investigated the following theorem. 
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Theorem 4.1. For any n x n nonnegative (or Boolean) matrix A, k(A)<(n- 1)’ + 1, 
where the strict inequality holds if A is reducible. 
From 1970 to 1988, almost no work on the indices of reducible matrices appeared. 
One of the reasons is probably the comments of Heap and Lynn: [13] “The case of 
reducible matrices is clearly much more complex than that of irreducible matrices.” In 
1989, the MIP and EMP for the class of n x n reducible Boolean matrices were settled 
by Shao [39]. 
Theorem 4.2. For any n x n reducible Boolean matrix A, we have 
k(A)<@-2)‘+2, 
and for n 2 4 the equality holds ifs A or AT is permutation-similar to the following n x n 
Boolean matrix R,: 
R,= 
0 1 0 
0 1 
For the ISP of reducible matrices, Jiang and Shao [17] recently obtained the 
following expressions. 
Theorem 4.3. Let E,, RB,, BI, be the index set of the class of n x n primitive Boolean 
matrices, n x n reducible Boolean matrices, and n x n Boolean matrices, respectively, we 
then have 
( 
n-l i 
RBn= U I.) (En-i+j) ~(0) 
i=l j=O 1 
and 
( 
n-l i 
BI,= u{O}=E,URB,, 
i=o j=(J 
where E,_i+j={a+jIaEE,_i}. 
We have mentioned in the introduction that the problem of determining the set E, 
had already been settled by the work of Lewin and Vitek, Shao, and Zhang. So the set 
RB, is actually determined in Theorem 4.3. 
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5. Other matrix classes 
5.1. Symmetric imprimitive matrices 
A matrix is called imprimitive if it is irreducible but not primitive. Note that if A is 
a symmetric-imprimitive, then p(A) (the period of A)=2. 
Theorem 5.1 (Shao and Li [43]). Th e index set ofn x n symmetric-imprimitive matrices 
is {1,2, . . . ,n-21, and for a symmetric-imprimitive matrix A, we have k(A)= 
diam D(A)- 1, where the digraph D(A) of A is a simple bipartite graph. 
5.2. Circulants 
The following theorem of Huang shows that the index of a general circulant equals 
the exponent of a closely related primitive circulant. 
Theorem 5.2 (Huang [15]). Let C=C(il, . . . . it; n), d=gcd{il, .., ,il, n}, and q= 
gcd{i,-i,, . . . . il-i,, n} (132). Then the period p(C)=q/d and the index k(C)=y(C,), 
where C1 = C(0, (i2 - i,)/q, . . . , (i, - i,)/q; n/q) is an n/q x n/q primitive circulant. 
Combining Theorems 5.2 and 2.6, we have the following theorem. 
Theorem 5.3. Let C= C(iI, .., , i,; n) and q=gcd{i, - iI, . . . , i,-iI, n} (132). Then 
k(C)=n/q-1 or k(C)<[n/2q]. Hence, k(C)=n-1 or k(C),<[n/2], and ifk(C)=n-1 
or [n/2], then C is primitive. 
5.3. Nearly reducible matrices with a given period 
The MIP for the class of n x n nearly reducible matrices with a given period p was 
recently settled by Shao [37]. 
Theorem 5.4 (Shao [37]). Let p, n be positive integers, 1 dp dn, where n=pr+s, 
r= [n/p] (Ods<p- 1). Denote by M(n,p) the maximal value of indices of the class of 
n x n nearly reducible matrices with period p; we then have: 
(1) ifpin, then 
Mb, P) = 
p(r’--2r+2)+s for r>l, 
S for r=l; 
(2) if p ( n, then 
[p(r2-4r+6) ,for r>4, 
M(n, P) = 
4p-1 for r=3 (p>l), 
P for r=2 (p> l), 
for r=l (p> 1). 
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6. Suggestions for further research 
We suggest some further research aspects related to the index of a matrix or to the 
index set problem, some of which might progress in the near future. 
(1) The index of maximum density It(A) is defined as the least integer h=h(A) such 
that the number of nonzero entries in Ah is maximized in all powers of A (note that 
h(A)= k(A) in the primitive case). It will be interesting to consider the relation 
between k(A) and h(A), the estimation and evaluation of h(A), and the corresponding 
ISP,MIP, and EMP for indices of maximum density for various classes of Boolean 
matrices. The basic facts and some results relating to this topic can be found in 
114,431. 
(2) What is the relationship between the index k(A) and some parameters of 
a nonnegative matrix A or its digraph D(A)? Some interesting parameters are: the 
degree of the minimal polynomial of A, the spectrum of A, the shortest circuit length 
or the diameter of D(A) if A is irreducible. In particular, does the following upper 
bound 
hold where m=m(A) is the degree of the minimal polynomial of the nonnegative 
matrix A? Note that if this bound holds, then it will be an improvement on the bound 
k(A)d(n- l)‘+ 1 reported by Wielandt [45] for the primitive case and by Schwarz 
[30] for general matrices. 
(3) Let F, be the set of n x n fully indecomposable Boolean matrices; then for any 
n x n primitive Boolean matrix A, there is a least integer f=f(A) such that Af~F,. In 
1973, Schwarz proposed the following conjecture [30]: “For any II x n primitive 
Boolean matrix A, we have f(A)<n.” It was shown by Chao [6] that this conjecture 
does not hold in general. Later, Chao and Zhang [7] proved a sufficient condition for 
this conjecture to hold. However, the following problem initiated by Schwarz is still 
open: “Determine the maximum value fn :=max{f(A) 1 A is an n x n primitive 
matrix}.” 
Recently, Brualdi and Liu [2] obtained some partial results on this open problem. 
(i) For every integer n 3 5, there exists an n x n primitive matrix A with f(A) = 2n - 4. 
(ii) Let A be an n x n primitive matrix and n > 5. If the digraph D(A) has an elementary 
cycle of length 2 or D(A) has two elementary cycles such that each vertex of D(A) 
belongs to at least one of these two elementary cycles, then f(A)d2n-4. They also 
conjectured that ‘7” = 2n - 4 for n 3 5’. 
(4) For given integers n, 1, n> I> 3, let PC(n, 1) be the set of all n x n primitive 
circulants in the form of C(il, . . . , il; n) (0 < il < . . . < il < n). Both MIP and EMP for 
PC(n, I) are open. Another interesting problem is to evaluate the minimum exponent 
k(n, 1) :=min{y(C) 1 CEPC(n, I)}. By the remark in Section 2.2, a known lower bound 
on the diameter of a strongly connected (1- I)-regular circulant digraph of order n can 
be expressed as k(n, 1)>((1- l)!n)l/(l- 1)-l/2 [ll, 461. Not much is known about this 
problem other than this lower bound (see [lo]). 
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Note added in proof. The assertion “y(A) <(VI - 1)’ + 1 for primitive matrix A, where 
m is the degree of the minimal polynomial of A” mentioned in (2) of the last section 
was proved by Jian Shen on March, 1993. His paper entitled “The proofs of a conjec- 
ture about the exponent of primitive matrices” has been accepted for publication in 
Linear Algebra Appl. 
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