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RÉSUMÉ
L’insuffisance cardiaque est une maladie à grande incidence dont le traitement définitif
est difficile. Les pompes d’assistance ventriculaire ont été proposées comme thérapie
alternative à long terme, mais la technologie est relativement jeune et selon son design,
axial ou centrifuge, le dispositif favorise soit l’hémolyse, soit la stagnation de l’écoule-
ment sanguin. Les pompes à écoulement mixte, combinant certaines propriétés des deux
types, ont été proposées comme solution intermédiaire. Pour évaluer leurs performances,
nous avons effectué des comparaisons numériques entre huit pompes, deux axiales, deux
centrifuges, et quatre mixtes, en employant un modèleWindkessel du système cardiovas-
culaire avec paramètres optimisés pour l’insuffisance cardiaque résolu avec une méthode
Radau IIA3, une méthode de résolution de système d’équations différentielles ordinaires
L-stable appartenant à la famille des méthodes Runge-Kutta implicites. Nos résultats
semblent suggérer que les pompes d’assistance mixtes ne démontrent qu’un léger avan-
tage comparativement aux autres types en terme de performance optimale dans le cas
de l’insuffisance cardiaque, mais il faudrait effectuer plus d’essais numériques avec un
modèle plus complet, entre autres avec contrôles nerveux implémentés.
Mots clés : Système cardiovasculaire, Insuffisance cardiaque, Pompes d’assis-
tance ventriculaire, Modélisation numérique
ABSTRACT
Heart failure is a disease with a high incidence rate that is difficult to treat defini-
tively. Ventricular assist devices have been proposed as alternative long-term therapeutic
options, but the technology is fairly recent and depending on the design, axial or centrifu-
gal, the device will favor hemolysis or blood flow stagnation. Mixed flow devices, which
combine properties of the two previous types, have therefore been proposed as interme-
diate solutions. To evaluate their performance, we did a numerical comparison between
eight pumps (two axial, two centrifugal, and four mixed) using a Windkessel model of
the cardiovascular system with parameters optimised for heart failure and solved using
a Radau IIA3 method, an L-stable method used to numerically solve systems of ordi-
nary differential equations that belongs to the family of implicit Runge-Kutta methods.
Our results suggest that in terms of optimal performance, mixed flow pumps are mod-
est improvements over the other two types, and more tests would have to be performed
using a more complete model with, among other modifications, neural control systems
implemented.
Keywords: Cardiovascular system, Heart failure, Ventricular assist device, Nu-
merical modeling
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CHAPITRE 1
INTRODUCTION
L’insuffisance cardiaque est un problème de santé courant. Aux États-Unis, on dé-
compte pas loin de 500 000 incidents alors qu’en 2006 environ 5 millions d’individus
étaient atteints de cette maladie. Elle est la manifestation finale de presque toutes les
formes de maladies cardiaques, qui sont responsables pour environ 29% des décès an-
nuels aux États-Unis. Puisqu’elle est associée à de nombreuses comorbidités, telles que
l’insuffisance rénale, le diabète, les arythmies, l’oedème pulmonaire, à cause du nombre
élevé de consultations et compte tenu du régime therapeutique qui doit être entrepris, il
n’est pas surprenant que l’insuffisance cardiaque présente un fardeau économique pour
le système de santé, d’où l’importance de bien traiter cette condition [59].
Il y a un régime pharmacologique permettant de contrôler les conséquences de la
maladie ainsi que les mécanismes de compensation par l’organisme qui peuvent être
dangereux à long terme, mais le seul traitement définitif demeure la transplantation car-
diaque et, évidemment, l’accès y est limité. Deux autres alternatives existent : les coeurs
artificiels et les "ventricular assist devices" ou pompes d’assistance ventriculaire (PAV).
Il existe plusieurs catégories de PAV dont les deux principales sont les pompes à
écoulement axial et les pompes à écoulement centrifuge. Tel qu’il sera discuté plus tard,
les deux présentent des rendements énergétiques optimaux à des diamètres et vitesses
de rotation non souhaités, si bien qu’un design intermédiaire mais peu courant, soit les
pompes à écoulement mixte, a été proposé. Pourtant, la plupart des études menées sur
ce type de pompe a été menée sur l’animal, donc leur efficacité chez les humains reste
inconnu. Nous proposons alors une étude numérique en se servant d’un modèle in silico.
Plusieurs modèles du système cardiovasculaire existent ce qui permet l’étude par si-
mulation des pompes, majoritairement basés sur la représentation en boîtes noires qui
se traduit mathématiquement par un système d’équations différentielles ordinaires. Par
contre, les systèmes, peu importe le modèle, sont non-linéaires, et posent ainsi beaucoup
de problèmes de stabilité. Certaines méthodes Runge-Kutta implicites assurent une so-
2lution stable et précise. Aussi, la capacité des modèles à s’adapter pour simuler un cas
d’insuffisance cardiaque chronique reste à déterminer. Ensuite, selon ce qui est connu de
la physiologie humaine, ces mêmes modèles ne sont probablement pas ce qu’il y a de
plus représentatif. Les paramètres des modèles devront possiblement être optimisés pour
obtenir des résultats qui concordent avec la littérature médicale.
Les questions qui se posent sont alors : quelles sont les meilleurs équations/paramètres
qui nous aideront à concevoir notre modèle cliniquement valide et quelle est la meilleure
méthode de résolution et la stabilité du modèle ? Est-ce que les pompes d’assistance ven-
triculaire à écoulement mixte sont plus efficaces que les pompes à écoulement axial ou
centrifuge ? Est-ce que notre modèle pourrait définir les caractéristiques d’une pompe de
future génération ? Ce mémoire tentera de répondre à ces questions. Pour ce faire, nous
avons choisi un modèle du système cardiovasculaire parmi trois qui a été résolu avec
une méthode Runge-Kutta implicite. Nous avons étudié numériquement l’effet d’un to-
tal de huit pompes chez l’insuffisant cardiaque simulé. D’entre elles, la Heartmate II et la
BPX80 ont été caractérisées en laboratoire, et les autres par des données obtenues dans
la littérature.
Notre hypothèse est la suivante : notre modèle systémique concorde bien avec la lit-
térature en physiologie et pathophysiologie humaines et une pompe à écoulement mixte
est un bon compromis par rapport aux autres types de pompe puisqu’elle présente un
meilleur rendement énergétique à un diamètre et des vitesses de rotation intermédiaires.
CHAPITRE 2
L’INSUFFISANCE CARDIAQUE
2.1 Quelques principes d’anatomie et de physiologie cardiovasculaire
Cette section fera d’abord un survol des principes de la physiologie cardiovasculaire
nécessaires à la compréhension des mécanismes pathophysiologiques de l’insuffisance
cardiaque et à la construction de notre modèle numérique.
Le système cardiovasculaire se divise essentiellement en six compartiments. Il y a
d’abord le coeur gauche qui consiste de l’oreillette et du ventricule gauches. Le ventri-
cule gauche pompe le sang dans l’aorte thoracique, et ensuite vers la circulation artérielle
systémique. Ce débit est nommé le débit cardiaque. Ensuite, le système veineux systé-
mique suit le système artériel systémique et se jette dans le troisième compartiment :
le coeur droit, composé de l’oreillette droite et du ventricule droit. Les circulations pul-
monaires artérielles et veineuse suivent comme cinquième et sixième compartiments.
Les veines pulmonaires se jettent dans l’oreillette gauche, complétant la boucle, qui est
illustré dans la figure 2.1.
2.1.1 Anatomie du coeur
Le coeur est enveloppé par un sac fibroséreux, le péricarde. Il sert comme ancrage
du coeur dans le médiastin en s’attachant à des structures telles que le sternum [59].
Il comprend, comme mentionné précédemment, quatre chambres musculaires : les
oreillettes et ventricules droits et gauches. Les ventricules sont séparés par le septum
intraventriculaire. Le point inférieur gauche du coeur, nommé l’apex, est le point infé-
rieur du ventricule gauche. La surface inférieure du coeur est donc formée par les deux
ventricules, tandis que la surface supérieure ou la base est formée par les oreillettes [59].
Le sang désoxygéné arrive au coeur droit par les veines caves, tandis que le sang oxy-
géné est apporté au coeur gauche par les veines pulmonaires. Le coeur est perfusé par
les artères coronaires qui sont des branches de l’aorte thoracique et le drainage veineux
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Figure 2.1 – Simplification schématique de la circulation humaine [28]
se fait majoritairement par les veines coronaires [59].
L’organe lui-même est constitué de trois couches. La plus externe est appelée l’épi-
carde, qui est composé de tissu conjonctif et adipeux et dans lequel passe des vaisseaux
et des nerfs. La couche moyenne est le myocarde, qui est la couche la plus épaisse et
qui est constitué de cellules musculaires. La couche interne est constituée de cellules
endothéliales qui tapissent les parois internes des chambres : l’endocarde. Un réseau de
fibroblastes, de fibres élastiques, du collagène, des nerfs et des vaisseaux se retrouve
dans le tissus sous-endocardique [59].
La présence des valves assure qu’il n’y a pas d’écoulement en sens opposé. Il y a
deux valves auriculoventriculaires situées à la jonction entre les oreillettes et les ventri-
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Figure 2.2 – Anatomie du coeur [28]
cules : la valve tricuspide au côté droit et la valve mitrale au côté gauche. Ces valves
ont des feuillets sur lesquels sont attachés les chordae tendinae, qui sont des projec-
tions des muscles papillaires situés dans les cavités ventricules. Il y a trois chordae au
côté droit, et deux au côté gauche. La contraction de ces muscles permet la fermeture
des valves lors de la systole et donc l’évitement de la régurgitation. Il y a ensuite deux
valves semilunaires : la valve pulmonaire est à la jonction entre le ventricule droit et
l’artère pulmonaire, et la valve aortique est à la jonction entre le ventricule gauche et
l’aorte thoracique. Elles sont composées chacune d’un anneau fibreux sur lequel s’at-
tache trois cuspides. En diastole, la relaxation du ventricule entraine une tendance vers
une régurgitation du sang des vaisseaux vers les ventricules, ce qui cause une distension
des cuspides et donc la fermeture des valves, évitant la régurgitation [59].
Un système de conduction assure une contraction synchronisée des chambres de
coeur. D’abord, le noeud sinsual, un groupe de cellules musculaires situé au niveau de
l’oreillette droite, est le pacemaker du coeur et initie le potentiel d’action qui sera pro-
pagé à travers l’organe. Il détermine alors le rythme cardiaque. Le potentiel d’action
est propagé jusqu’au noeud auriculoventriculaire (AV) au niveau du septum interven-
triculaire qui peut jouer le rôle de pacemaker en cas de défaillance du noeud sinusal,
cependant le noeud AV initie des potentiels d’action à une fréquence plus basse. En-
suite, l’onde de dépolarisation se propage dans les faisceaux de His qui bifurquent au
6niveau du septum en deux parties : la branche gauche et la branche droite, qui se ra-
mifient au niveau des ventricules pour former les fibres de Purkinje. La distribution des
fibres de conduction permet la contraction des muscles papillaires avant la contraction
ventriculaire [59].
Ce système de conduction est sous l’influence du système nerveux autonome. La sti-
mulation sympathique permet une fréquence de dépolarisation plus rapide du noeud sin-
sual, permettant ainsi une fréquence cardiaque plus élevée. À l’inverse, une diminution
de la stimulation sympathique ou une augmentation de la stimulation parasympathique
diminue cette fréquence. Ainsi, la fréquence cardiaque peut être modifiée [59].
2.1.2 Physiologie cardiaque
La contractilité est un déterminant important du volume d’éjection des ventricules
ainsi que la précharge et la postcharge, qui seront discutées plus loin. Elle réfère à l’état
inotrope du coeur, c’est-à-dire aux changements de force indépendamment de l’étire-
ment initial des fibres musculaires [36].
Pour mieux définir la contractilité, il faut introduire quelques notions de stimulation
et de contraction musculaire.
Si un muscle est étiré passivement entre deux points fixes et stimulé, la contrac-
tion engendrée est isométrique, c’est-à-dire que la force générée est proportionnelle à
l’étirement initiale des fibres [36]. Cette notion est importante pour expliquer la rela-
tion Frank-Starling, qui stipule qu’une augmentation de la précharge accompagne une
augmentation du débit cardiaque. La précharge se définit comme la tension murale ven-
triculaire en fin de diastole, qui est en termes cliniques le niveau d’étirement des fibres
musculaires [59].
Si un fibre musculaire n’est pas fixé entre deux points et est stimulé pour contracter
contre une charge fixe, cette contraction est de type isotonique [36]. Dans ce cas, la
longueur finale du muscle ne dépend pas de l’étirement initial, mais de la magnitude
de la postcharge. La postcharge se définit comme étant la pression murale ventriculaire
lors de la contraction, qui est essentiellement la résistance qui doit être vaincue pour une
éjection efficace [59].
7À noter que la postcharge est souvent approximée par la pression artérielle ou la
pression ventriculaire au début de systole. En réalité, elle est définie comme étant la
tension murale ventriculaire développée en éjection systolique, estimée par la loi de
Laplace [54] :
σ =
Pr
2h
(2.1)
où σ est le stress ou la tension murale, P est la pression ventriculaire, r est le rayon
ventriculaire, et h est l’épaisseur de la paroi ventriculaire. Alors, dans les cas de l’hy-
pertension ou d’un ventricule dilaté, la tension murale, donc la postcharge, augmente,
ce qui serait compensé par une augmentation de l’épaisseur de la paroi ventriculaire par
hypertrophie musculaire [59].
L’obtention de la loi de Laplace se fait en appliquant la première loi de Newton,
puisqu’on assume un cas dans lequel les forces entre le sang et la paroi ventriculaire
sont en équilibre. Assumons que le ventricule est une sphère de rayon R pour simplifier
l’explication, portant une attention particulière à l’aire sectionnel de rayon R.
Deux forces agissent sur la paroi. La première est tangentielle à la paroi et compense
pour la déformation. Alors, elle ne dépend que de l’épaisseur de la paroi :
FP = σ2pihR (2.2)
Ensuite, la deuxième force est radiale et résulte de l’équilibre hydrostatique entre la
pression du fluide et la paroi :
FH = piR
2P (2.3)
Puisque les forces sont en équilibres, les deux expressions précédentes sont égales.
Avec la manipulation algébrique, nous pouvons ainsi obtenir 2.1.
À noter aussi que la pression développée dans le ventricule dépend de sa compliance,
une caractéristique du ventricule indiquant ses propriétés élastiques, définie comme étant
[10] :
C =
dV
dP
(2.4)
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Figure 2.3 – Tension musculaire développée [28]
qui est relié au module de compressibilité k par [10] :
Ck =V (2.5)
Le ventricule ne se déforme pas linéairement, puisqu’il s’agit d’un tissu viscoélastique
dont la tension développé dépendrait du taux de déformation [10], alors puisque le ven-
tricule subit des déformations importantes lors d’un cycle cardiaque (contrairement à un
vaisseau), la compliance varie dans le temps. Il existe plusieurs modèles mathématiques
pour en tenir compte de cette variation, et ils seront présentés dans le chapitre 5 sur la
modélisation cardiovasculaire. La compliance peut être estimée en clinique par l’utilisa-
tion, entre autres, d’angiographie biplanaire, dont le but est de mesurer des volumes par
angiographie en deux plans et de corréler ces mesures avec des incréments de pression
mesurées par cathétherisation [23], un processus évidemment invasif.
À noter également que plusieurs mécanismes sont mis en place pour réguler la
contractilité cardiaque, le plus important étant une plus grande stimulation par le sys-
tème nerveux sympathique [36]. Nous pouvons voir l’effet inotrope de la noradrénaline
dans la figure 2.4. Une stimulation sympathique mène à un plus grand volume de sang
éjecté dans une période cardiaque. Aussi, la noradrénaline facilite l’ouverture des canaux
ioniques responsable de la conduction cardiaque, menant à une vélocité de conduction
augmentée. Donc, ce même neurotransmetteur diminue la durée d’une contraction, et
9engendre alors un effet positif chronotrope [36].
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Figure 2.4 – Effet de stimulation sympathique sur le volume éjecté par le coeur [28]
Pour résumer, lors d’une cycle cardiaque, le muscle cardiaque est étiré en diastole
et développe une tension. Il contracte contre une charge fixe (contraction isométrique)
et raccourcit durant la phase d’éjection (contraction isotonique). Si nous regardons la fi-
gure 2.3, la courbe bleue représenterait l’étirement passif. Ensuite, lors d’une contraction
isométrique complète ferait de sorte que le muscle développerait sa tension isométrique
maximale. Graphiquement, nous pourrions imaginer un point sur la courbe bleue qui
se déplacerait à une position sur la courbe rouge correspondant au même étirement. Ce
maximum n’est pas atteint lors d’une contraction cardiaque, puisque le muscle raccour-
cit éventuellement, alors en mi-chemin entre la courbe bleu et la courbe rouge, le point
se déplacerait plutôt à gauche pour rejoindre la courbe rouge [36].
La courbe pression-volume est un outil intéressant pour étudier le cycle cardiaque et
l’éjection du sang. Nous voyons un exemple dans la figure 2.5 (la courbe rouge). Com-
mençant en bas à droite, le ventricule est en début de systole ; il contracte et la pression
ventriculaire augmente en conséquence, ce qui ferme la valve mitrale et mène à l’ouver-
ture de la valve aortique (coin supérieur droit). Le sang est alors éjecté entre les coins
supérieurs droit et gauche. Une fois l’éjection complétée et la phase diastolique com-
10
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Figure 2.5 – Une courbe pression-volume ventriculaire [28]
mencée, la pression ventriculaire diminue et une fois qu’elle est inférieure à la pression
aortique, la valve aortique ferme et la valve mitrale s’ouvre au coin inférieur gauche
quand la pression auriculaire gauche dépasse la pression ventriculaire, permettant un
remplissage entre le coins inférieurs gauche et droit, ce qui mènera de nouveau à une
autre contraction. Le diagramme de Wigger (voir figure 2.6), qui présente entre autres
les courbes de pression en fonction du temps et volume en fonction du temps dans le
ventricule et l’aorte, permet la visualisation du cycle d’une autre façon.
2.1.3 Le système vasculaire périphérique
La circulation systémique artérielle comprend des vaisseaux de plusieurs calibres. En
principe, les artères se divisent en artérioles qui se divisent en capillaires. Les diamètres
internes et épaisseurs de la paroi de ces vaisseaux sont indiqués dans le tableau 2.I.
Tableau 2.I – Diamètres internes et épaisseurs des vaisseaux du réseau artériel systé-
mique [36]
Artères
Artérioles Capillaires
Aorte Autres artères
Diamètre interne 2.5 cm 0.4 cm 30µm 5µm
Epaisseur de la paroi 2 mm 1 mm 20µm 1µm
Pour comprendre les différences entre les diverses composantes du réseau artériel
11
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Figure 2.6 – Un diagramme de Wigger [28]
systémique, il faut considérer les deux équations suivantes [36] :
Q=
∆P
R
(2.6)
R=
8Lµ
pir4
(2.7)
où Q est le débit dans un tube tel qu’un artère, ∆P est la différence de pression entre
l’entrée et la sortie, R est la résistance à l’écoulement, L est la longueur d’un tube, µ est
la viscosité du fluide, et r est le rayon interne du tube. Si nous substituons 2.7 dans 2.6,
nous obtenons l’équation de Poiseuille [36] :
Q= ∆P
pir4
8Lµ
(2.8)
ce qui fait allusion à la figure 2.7.
12
Figure 2.7 – Écoulement de Poiseuille dans un vaisseau sanguin [43]
Ces équations sont dérivées sous plusieurs hypothèses :
1. Nous supposons que l’écoulement est pleinement développé.
2. La vitesse du fluide au niveau des parois est nulle.
3. Un gradient de pression constant existe dans la direction de l’axe central du vais-
seau seulement.
4. L’écoulement est Newtonien, c’est-à-dire que les stress visqueux sont proportion-
nels à la viscosité et le taux de cisaillement.
Nous appliquons alors l’équation de Navier-Stokes en coordonnées cylindriques (r, ,z).
Nous ne tenons compte que du mouvement linéaire au long de l’axe central du vaisseau
(la vitesse sera dénotée vz), car nous assumons qu’il y a absence de mouvement radial
ou angulaire du sang. Nous débutons avec :
∂vz
∂ t
+(V ·∇)vz =− 1
ρ
dp
dz
+gz+
µ
ρ
∇2vz (2.9)
où gz est la composante axiale de l’accélération gravitationnelle. Aussi, la dérivée
convective est :
V ·∇ = vr ∂
∂ r
+
1
r
vθ
∂
∂θ
+ vz
∂
∂ z
(2.10)
vr est la composante radiale de la vitesse du fluide, et vθ est la composante angulaire.
Cette équation peut être simplifiée beaucoup. En effet, puisque l’écoulement est plei-
nement développé, il n’y a pas d’accélération locale ni de terme convectif. Par consé-
quent, le membre de gauche sera égal à 0. Si nous négligeons la gravité, la forme sim-
13
plifiée sera la suivante :
d
dr
(r
dvz
dr
) =
r
µ
dp
dz
(2.11)
Nous intégrons deux fois en r :
vz(r) =
r2
4µ
+C1ln(r)+C2 (2.12)
Nous utilisons Les deux conditions limites qui sont :
1. vz(0) est finie.
2. vz(rv), c’est-à-dire la vitesse locale du fluide aux parois du vaisseau, est égale à 0.
où rv est le rayon du vaisseau.
Si nous appliquons la première condition et nous assumons que C1 est non nulle,
nous obtenons :
vz(0) =C1ln(0)+C2 → ∞ (2.13)
Ceci contredit notre première restriction, donc forcément C1 = 0. Pour ce qui est de la
deuxième condition :
vz(rv) = 0=
(rv)
2
4µ
dp
dz
+C2 (2.14)
C2 =−(rv)
2
4µ
dp
dz
(2.15)
Alors :
vz(r) =
1
4µ
dp
dz
(r2− (rv)2) (2.16)
En coordonnées polaires pour une aire transverse donnée, que nous supposons constante
au long du vaisseau, le débit pour une section d’aire est :
dQ= vzrdrdθ (2.17)
Pour obtenir le débit total, nous intégrons d’abord en r de 0 à rv et ensuite en θ de 0 à
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2pi :
Q=
∫ 2pi
0
∫ rv
0
vzr drdθ =−pi(rv)
4
8µ
dp
dz
(2.18)
Le gradient de pression est constant, alors la pression varie proportionnellement à la
longueur d’un segment du vaisseau, de sorte que :
Q=−pi(rv)
4
8Lµ
∆P (2.19)
Ceci qui est l’équation caractérisant l’écoulement de Poiseuille dans un cylindre. On
peut facilement enlever le signe moins en définissant ∆P comme étant la différence entre
la pression à l’entrée et la pression à la sortie plutôt que l’inverse. Il suffit de noter que
cette équation n’est qu’une approximation grossière de ce qui se produit dans un artère.
L’écoulement de Poiseuille suppose un nombre de choses qui vont à l’encontre de la
physiologie humaine. D’abord, la valeur du rayon du vaisseau oscille dans le temps, alors
il ne peut pas être réellement interprété comme une constante. Il suffit plutôt d’employer
l’équation de Navier-Stokes en supposant que le rayon varie de façon périodique et que
le gradient de pression axial varie dans le temps. Par contre, tel qu’il sera abordé dans la
discussion, certains modèles à écoulement non stationnaire, dont le modèle Windkessel,
ont réussi néanmoins à intégrer l’application de l’écoulement de Poiseuille [10].
Essentiellement, l’équation 2.8 stipule que, pour une même ∆P et même L, un rayon
plus élevé se traduit par une résistance diminuée et donc un débit plus élevé. Si nous
appliquons ce raisonnement au tableau 2.I, il est facile de comprendre le rôle des dif-
férents vaisseaux du système cardiovasculaire. Les artères, compte tenu de leur grand
diamètre, offrent peu de résistance comparativement aux artérioles. Nous disons alors
que les artères sont des vaisseaux de conductance, tandis que les artérioles sont des vais-
seaux de résistance. Ce sont alors les artérioles qui détermineront la perfusion des tissus
périphériques, puisqu’elles sont composées majoritairement de muscles lisses et peuvent
alors varier leur diamètre. Les plus petits vaisseaux, les capillaires, n’ont pas de muscle
lisse dans le paroi et ne peuvent donc pas changer leur diamètre. Par contre, ils sont
nombreux et servent principalement à effectuer des échanges entre le sang et les tissus
périphériques [36].
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Nous pourrions également appliquer ce raisonnement au réseau veineux systémique,
composé des veinules, qui reçoivent le sang venant des capillaires, et des veines. Les
caractéristiques de ces vaisseaux sont décrits dans le tableau 2.II.
La pression systolique artérielle est normalement 120 mmHg, et 80 mmHg pour
la pression diastolique, pour une pression moyenne de 100 mmHg. Puisque les veines
sont très compliantes, les changements de pression sont négligeables, alors la pression
veineuse systémique moyenne tourne autour de 5 mmHg [43].
Tableau 2.II – Diamètres internes et épaisseurs des vaisseaux du réseau veineux systé-
mique [36]
Veinules
Veines
Veines caves Autres veines
Diamètre interne 70µm 3 cm 0.5 cm
Épaisseur de la paroi 7µm 1.5 mm 0.5 mm
Les parois des vaisseaux veineux contiennent du muscle lisse et des valves unidirec-
tionnels pour contrer l’écoulement en sens inverse. Elles sont minces par rapport à leur
diamètre, ce qui les rendent plus facilement distensibles [36].
2.1.4 La vasculature pulmonaire [12]
La vasculature transporte le sang désoxygéné du ventricule droit jusqu’aux capil-
laires pulmonaires par les artères pulmonaires droite et gauche, où le sang est oxygéné
de nouveau, et transporte ce dernier jusqu’à l’oreillette gauche par les veines pulmo-
naires. Ceci fait en sorte que les poumons sont les seuls organes de l’organisme humain
qui reçoivent le débit cardiaque entier. Le diamètre des vaisseaux peut atteindre un mi-
nimum de 0.1 mm et l’aire surfacique capillaire est autour de 125 m2.
La distribution de la pression est de sorte que les régions plus élevées du poumons,
telles les apices, sont moins perfusées dû à l’effet de la gravité. Par contre, ceci est
contrebalancé par le fait que la pression du gaz inspiré, ou la PO2 (pression partielle
alvéolaire en oxygène) est plus élevée aux apices. Ce débalancement peut-être décrite
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quantitativement par le rapport ventilation-perfusion r :
r(h) =
V˙ (h)
Q˙(h)
(2.20)
La ventilation et le débit dépendent tous les deux de la hauteur h, alors on pourrait dire
que r varie aussi selon la hauteur. En effet, r→ ∞ vers les apices, où la ventilation V˙ est
maximale mais où la perfusion Q˙→ 0 (un espace mort physiologique). En descendant
vers les bases pulmonaires, ce rapport diminue et chute vers 0 aux bases, où la ventilation
et la PO2 tendent vers 0 et la perfusion est maximale (un shunt).
La circulation pulmonaire est généralement à basse pression, mais peut démontrer
une puissante vasoconstriction en cas d’hypoxie ou hypercapnie, ce qui permet la redis-
tribution du sang vers les régions du poumon mieux ventilées.
Il est aussi intéressant de noter que les différences entre les vaisseaux alvéolaires et
extraalvéolaires expliquent leurs contributions respectives à la résistance de la circula-
tion pulmonaire. L’expansion alvéolaire pendant la respiration comprime les vaisseaux
alvéolaires, ce qui augmente la résistance. La structure de soutien des vaisseaux extraal-
véolaires, par contre, a des multiples attachements aux parois alvéolaires. Alors, quand
ces dernières sont étirés lors d’un remplissage, les vaisseaux extraalvéolaires subissent
une traction radiale qui augmente leur diamètre et diminue la résistance pulmonaire to-
tale.
Les artères bronchiques font partie de la circulation systémique plutôt que la cir-
culation pulmonaire, et originent de l’aorte thoracique. Ils servent principalement à la
perfusion des structures extraalvéolaires comme les bronches et la plèvre. Le drainage
veineux est également systémique.
2.2 La régulation de la circulation périphérique
La circulation périphérique est régulée de plusieurs façons. D’abord, le système ba-
roréflexe implique des récepteurs mécaniques sensitifs aux changements de pression au
niveau de l’artère carotide et dans l’arche aortique. L’étirement de ces récepteurs signale
une augmentation de la pression artérielle, et donc les afférents nerveux déchargent à
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une plus grande fréquence. Il y a une intégration centrale après un passage dans les nerfs
de Hering du sinus carotidien et du nerf vague dans une aire du système nerveux appe-
lée le medulla oblongata, situé dans le tronc cérébral. Ensuite, les efférents au niveau
du nerf vague augmente leur fréquence de décharge pour permettre une diminution de
la contractilité et de la fréquence cardiaques, donc une réponse parasympathique, pour
diminuer la pression artérielle. Le système agit également au niveau de du diamètre des
vaisseaux périphériques pour ajuster la pression artérielle en conséquence. Par exemple,
en cas de diminution de la pression artérielle, la résistance périphérique augmente, mais
ceci peut être un mécanisme néfaste à long terme puisque la postcharge augmente en
conséquence. [36] Bien entendu, le système baroréflexe peut s’adapter à long terme.
Dans le cas de l’insuffisance cardiaque, le réflexe devient moins sensible [14][41].
Les autres mécanismes sont multiples. Dans le système artériel et dans le système
nerveux, il existe des chemorécepteurs qui régulent la pression artérielle selon les concen-
trations sanguines en oxygène et en dioxide de carbone. Aussi, une diminution de la
pression artérielle entraine une diminution de la filtration au niveau des reins, menant
à une relâche de la rénine, et éventuellement à la production d’aldostérone et angioten-
sine II, deux molécules servant à augmenter la pression artérielle par, respectivement,
une augmentation de la concentration intravasculaire de sodium et une vasoconstriction.
[36] L’angiotensine II, ainsi que la noradrénaline, provoquent une vasoconstriction en
stimulant une sécretion d’endothéline. Ceci contrecarre les effets des vasodilatateurs,
comme l’acétylcholine et la sérotonine. Ces derniers provoquent la relâche endothéliale,
entre autres, de NO, qui agit en stimulant la production de guanosine monophosphate cy-
clique qui diminue la concentration intracellulaire de calcium, et la prostacycline qui a
un mécanisme similaire mais dont le médiateur est l’adénosine monophosphate cyclique
[59]. Ces effets sont résumés dans la figure 2.8.
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Figure 2.8 – Substances vasoactives [59]
2.3 L’insuffisance cardiaque
2.3.1 Définition et épidemiologie
L’insuffisance cardiaque se définit comme étant l’incapacité du coeur à générer un
débit adéquat pour répondre aux exigences métaboliques de l’organisme [59].
Comme mentionné préalablement dans l’introduction, environ 500 000 cas d’insuf-
fisance cardiaque surviennent chaque année aux États-Unis, alors qu’en 2006 le nombre
total de patients avec cette condition était près de 5 million. De plus, en haut de 65 ans,
l’incidence continue à augmenter [59].
2.3.2 Étiologie
Les causes de l’insuffisance cardiaque sont nombreuses et sont classifiés selon le côté
du coeur affecté ainsi que si la fonction diastolique ou systolique est atteinte. Les causes
d’insuffisance gauche dépassent les causes d’insuffisance droite en terme de fréquence.
Le tableau 2.III, présenté plus loin, montre quelques causes de l’insuffisance cardiaque.
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Tableau 2.III – Causes de l’insuffisance cardiaque [59]
Dysfonction
gauche
Dysfonction
systolique
Infarctus du myocarde
Ischémie transitoire du
myocarde
Surcharge volumique
chronique (Régurgitation
mitrale)
Cardiomyopathie dilatée
Sténose aortique
Hypertension non-
contrôlée
Dysfonction
diastolique
Hypertrophie ventriculaire
gauche
Cardiomyopathie hyper-
trophique
Cardiomyopathie restric-
tive
Ischémie transitoire du
myocarde
Sténose mitrale
Tamponnade péricardique
Dysfonction
droite
Causes
cardiaques
Dysfonction gauche
Sténose de la valve pulmo-
naire
Infarctus du ventricule
droit
Maladie du
parenchyme
pulmonaire
Maladie pulmonaire obs-
tructive chronique
Maladie interstitielle pul-
monaire
Syndrome de détresse res-
piratoire
Infection pulmonaire chro-
nique ou bronchiectasie
Maladie
vasculaire
pulmonaire
Embolie pulmonaire
Hypertension pulmonaire
primaire
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2.3.3 Pathophysiologie de l’insuffisance cardiaque
Comme indiqué au tableau 2.III, les causes de l’insuffisance cardiaque sont mul-
tiples, et les mécanismes pathophysiologiques diffèrent.
Dans le cas d’une dysfonction systolique gauche, il y a deux mécanismes principaux,
soient une diminution de la contractilité ou une augmentation de la postcharge, ce qui
entraine dans les deux cas une diminution du débit cardiaque [59].
Une perte de contractilité est une conséquence d’une destruction ou dysfonction des
myocytes, ou de la fibrose. Les causes qui entrainent une diminution de la contractilité
selon [59] sont les suivantes :
1. Infarctus ou ischémie transitoire du myocarde ;
2. Surcharge volumique ;
3. Cardiomyopathie dilatée
Une des causes les plus fréquentes de l’infarctus du myocarde est la maladie coronaire
athérosclérotique (MCAS). La pathogénèse de cette dernière implique une dysfonction
de la couche endothéliale de la paroi vasculaire par des forces physiques, comme ci-
saillement, ou chimiques, tels les dérivés réactifs de l’oxygène, les lipides ou les produits
venant de la cigarette. L’écoulement est habituellement turbulent, favorisant l’agrégation
plaquettaire. Ensuite, les lipides peuvent s’accumuler dans les couches les plus internes
de la paroi vasculaire et engendrent une réaction inflammatoire, stimulant la migration
de globules blancs. Certaines cellules phagocytaires imbibent les lipides pour former
les cellules spumeuses. La migration des cellules musculaires lisses dans la paroi peut
favoriser la progression de la plaque ce qui peut mener à une obstruction de l’artère coro-
naire et à un infarctus du myocarde dans les cas les plus sévères. La plaque est également
protégée par un capuchon fibreux qui peut se rupturer. Une fois la plaque exposée, la for-
mation d’un caillot qui en résulte peut causer une obstruction du vaisseau coronaire [59].
Ces phénomènes sont illustrés dans la figure 2.9.
Quant à une postcharge élevée, une surcharge de pression va à l’encontre de l’éjec-
tion ventriculaire par une augmentation de la résistance périphérique. Les causes qui
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Figure 2.9 – Illustration montrant la progression et rupture d’une plaque athéromateuse,
menant à une obstruction de l’artère coronaire [59].
entrainent une augmentation de la postcharge sont [59] :
1. Sténose aortique ;
2. Hypertension artérielle non-contrôlée
Les deuxmécanismes pathophysiologiques de la dysfonction systolique gauche entrainent
une augmentation du volume en fin de diastole à long terme. La pression en fin de dias-
tole augmente en conséquence, et cette augmentation peut être compensée par le méca-
nisme de Frank-Starling qui sera discuté sous peu.
Les mécanismes pathophysiologiques d’une dysfonction diastolique (qui survient
dans 1/3 des cas sans présence d’une dysfonction systolique) sont soit une relaxation
ventriculaire anormale soit une obstruction du remplissage ventriculaire gauche. Les
causes d’une relaxation anormale sont [59] :
1. Hypertrophie ventriculaire gauche ;
2. Cardiomyopathie hypertrophique ;
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3. Cardiomyopathie restrictive ;
4. Ischémie transitoire du myocarde
Dans le cas de l’ischémie transitoire, une diminution de la perfusion du myocarde équi-
vaut à une diminution de l’apport énergétique, d’où la relaxation anormale. Dans les
autres cas, les parois ventriculaires deviennent plus raides, la compliance diminue, et les
pression de remplissage deviennent plus élevées que normale [59]. La compliance ven-
triculaire est alors diminuée [47], un phénomène qui survient naturellement avec l’âge
[17], quoique plus lentement. La compliance artérielle est généralement abaissée aussi
[42]. À noter que la compliance ventriculaire peut être diminuée en cas de dysfonction
systolique, mais la diminution est moins remarquable comparativement à la dysfonction
diastolique [59].
Une obstruction au remplissage ventriculaire gauche entraîne effectivement une di-
minution du débit cardiaque. Les causes sont les suivantes [59] :
1. Sténose mitrale ;
2. Tamponnade péricardique
Dans le cas d’une dysfonction droite, la cause la plus fréquente est une dysfonction
gauche qui induit une transmission rétrograde de la pression dans la vasculature pul-
monaire, ce qui entraine une surcharge de pression sur le ventricule droit. Puisque le
ventricule droit possède une paroi mince et accepte le sang du réseau veineux aux basses
pressions, il est susceptible aux grandes variations de pression. Une surcharge de pres-
sion survient également dans le cas d’une sténose de la valve pulmonaire. Un infarctus
du ventricule droit, qui est parmi les causes les moins fréquentes, mène à une dysfonction
de la contractilité ventriculaire [59].
Les maladies primaires de la vasculature pulmonaire et du parenchyme pulmonaire
entrainent une augmentation de la résistance vasculaire pulmonaire, ce qui augmente la
postcharge, donc une surcharge de pression sur le ventricule droit [59].
Toute dysfonction droite entraine une transmission rétrograde de la pression et alors
une congestion veineuse systémique. Puisque le débit provenant du coeur droit est réduit,
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la précharge au niveau du ventricule gauche est diminuée. Donc, le débit cardiaque chute
en conséquence [59].
Nous pouvons constater les changements pathophysiologiques sur les courbes de
pression-volumes dans la figure 2.10 [16].
Dans la figure A, la dysfonction diastolique entraine une compliance diminuée, te-
moignant d’un ventricule raide. Les pressions en diastole augmentent pour un volume
de remplissage abaissé, ce qui se traduit par une courbe dont la partie correspondant à la
phase diastolique est déplacée vers le haut et un volume d’éjection diminué. Un traite-
ment efficace vise à diminuer les pressions pour une bonne fonction d’éjection [16].
Dans la figure B, la dysfonction systolique se traduit par une courbe déplacée à droite
avec un volume d’éjection et pression maximale diminués. Dans le cas d’un remplissage
adéquat, l’éjection non efficace entraine un volume et une pression en fin de diastole
augmentés. Ces derniers peuvent engendrer une dysfonction diastolique à long terme,
menant à une situation décrite par la figure C, c’est-à-dire une dysfonction mixte [16].
Dans ce cas, la partie de la courbe correspondant à la diastole est déplacée vers le haut
compte tenu des pressions plus élevées, mais l’éjection inefficace cause un volume en
fin de diastole augmenté, donc un autre déplacement vers la droite. Pourtant, ce dernier
déplacement de la courbe est moins limité que dans le cas d’une dysfonction systolique
pure, puisque le volume que le ventricule puisse accommoder est moins grand compte
tenu de la compliance abaissée [16].
2.3.4 Mécanismes compensatoires [59]
Trois mécansimes de compensation physiologiques surviennent dans le cas de l’in-
suffisance pour assurer une certaine perfusion des tissus, surtout des organes vitaux.
Pourtant, tous ces mécanismes ont leurs limites et certains peuvent devenir néfastes à
long termes. Nous allons couvrir le mécanisme de Frank-Starling et quelques altérations
neurohormonales.
Le mécanisme de Frank-Starling est essentiellement une augmentation du volume
d’éjection par étirement des fibres musculaires. Ce dernier optimise les interactions entre
les filaments d’actine et de myosine et augmente leur sensibilité au calcium. Ces méca-
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Figure 2.10 – Courbes de pression-volume ventriculaires témoignant respectivement
d’une dysfonction diastolique, systolique et mixte [16].
nismes causent une augmentation de la force générée par une contraction. Donc, une
augmentation de la précharge, ou surcharge volumique, peut être compensée, au moins
partiellement, par l’étirement des fibres musculaires.
Au niveau des altérations neurohormonales, il y en a cinq principales :
1. Le système nerveux adrenergique ;
2. Le système rénine-angiotensine-aldostérone ;
3. L’hormone antidiurétique ;
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4. Peptides natriurétiques ;
5. Remodelage et hypertrophie ventriculaire
Le système nerveux adrénergique entre en jeu si le débit cardiaque chute. La baisse
de débit, et donc de pression artérielle systémique, est détectée par les barorécepteurs
dans le sinus carotidien et dans la crosse de l’aorte. Le tonus parasympathique est alors
diminué et la stimulation sympathique prend la relève, d’où l’augmentation de la fré-
quence cardiaque, de la contractilité ventriculaire, et de la vasoconstriction systémique.
Le système rénine-angiotensine-aldostérone implique la sécretion de rénine par l’ap-
pareil juxtaglomérulaire du rein par diminution de la perfusion de l’artère rénale se-
condaire à la diminution du débit cardiaque. La macula densa du rein perçoit aussi une
diminution de l’apport sodique. Finalement, le système nerveux sympathique activé par
une suppression du tonus parasympathique active les récepteurs β2, ce qui entraine la
sécrétion de rénine. La rénine clive l’angiotensinogène pour former l’angiotensine I, qui
est converti par l’enzyme de conversion de l’angiotensine dans l’endothelium vasculaire
en angiotensine II, qui est un vasoconstricteur puissant. L’angiotensine II agit également
au niveau du cortex surrénalien pour stimuler la sécrétion d’aldosterone, qui promeut
la réabsorption du sodium et de l’eau au niveau du tubule distal du rein, ce qui aug-
mente le volume intravasculaire. L’angiotensine II, par contre, pourrait aggraver l’état
d’un patient en augmentant la postcharge à un point qui dépasse la capacité contractile
du coeur.
L’hormone antidiurétique est sécrété par l’hypophyse postérieur en réponse à une
diminution de la pression ou volume intravasculaire, alors il y a possiblement une stimu-
lation par les barorécepteurs ou par l’angiotensine II. Il promeut la réabsorption d’eau
au niveau du néphron distal par des canaux d’aquaporine 2.
Les peptides natriurétiques, telle que l’ANP, sont sécrétées en réponse à une disten-
sion de l’oreillette gauche, secondaire à une surcharge de pression, ce qui témoigne d’une
insuffisance cardiaque avec congestion veineuse. Pour contrebalancer cette congestion,
les peptides natriurétiques favorisent l’excrétion du sodium et de l’eau, font la vasocons-
triction et inhibent l’axe rénine-angiotensine-aldostérone. L’ANP a alors l’action inverse
26
des autres mécanismes de compensation.
Finalement, le dernier mécanisme s’explique à l’aide de la loi de Laplace décrite par
2.1. Un ventricule soumis à un stress accru peut alors compenser par deux mécanismes :
1. En augmentant l’épaisseur de la paroi ;
2. En diminuant le rayon
Le premier est souvent le mécanisme le plus fréquent. Le stress stimule l’hyper-
trophie du myocarde ainsi que la déposition de matrice extracellulaire. Si le ventricule
est soumis à une surcharge volumique, la synthèse des nouvelles unités contractiles se
fait en séries avec les anciennes, ce qui entraine une augmentation du rayon ventricu-
laire. Cela contrebalancera partiellement l’épaississement du paroi. Cette forme d’hy-
pertrophie est eccentrique. Si le ventricule est soumis à une surcharge de pression, cette
synthèse s’effectue en parallèle avec les anciennes unités contractiles. Dans cette forme
d’hypertrophie dite concentrique, le rayon ne contrebalancera pas l’épaississement de la
paroi.
2.3.5 Facteurs précipitants [59]
Certains facteurs peuvent précipiter un événement cardiaque chez un patient qui est
connu pour l’insuffisance cardiaque contrôlé ou asymptomatique.
Une augmentation des exigences métaboliques de l’organisme exige une augmenta-
tion du débit cardiaque, ce qui ne peut être comblé par le coeur insuffisant. Quelques
causes sont la fièvre, l’anémie, la tachycardie et l’hyperthyroïdie.
Une dysfonction rénale ou un apport accru de sodium ou de l’eau peut entrainer un
épisode d’insuffisance cardiaque par congestion veineuse et systémique. La congestion
pourrait également survenir avec une augmentation de la postcharge, comme dans l’hy-
pertension mal contrôlée ou dans le cas d’une embolie pulmonaire massive.
L’ischémie du myocarde pourrait évidemment aggraver l’état d’un patient souffrant
déjà de l’insuffisance cardiaque.
Finalement, certains médicaments peuvent avoir des effets inotropes négatifs, c’est-
à-dire qu’ils ralentissent le rythme cardiaque, ce qui mène éventuellement à un événe-
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ment cardiaque. Aussi, une non-compliance au traitement prescrit est un autre élément
déclencheur d’un événement cardiaque.
2.3.6 Approche clinique de l’insuffisance cardiaque
La douleur thoracique, décrite comme une pression qui irradie aux mâchoires ou au
bras gauche, est une manifestation dans le cas d’un infarctus du myocarde et témoigne
alors de l’ischémie [59].
La dyspnée est souvent un des autres symptômes majeurs chez les patients, et té-
moigne d’une congestion de la vasculature pulmonaire. Une pression vasculaire pulmo-
naire qui dépasse 20 mmHg entraine une transudation de fluide dans l’interstice pulmo-
naire, ce qui réduit la compliance pulmonaire et exige un plus grand effort de la part du
patient pour inspirer un même volume d’air. La résistance, par compression des parois
des voies respiratoires, augmente aussi l’effort requis [59].
L’orthopnée ou l’essoufflement en position déclive, et la dyspnée paroxystique noc-
turne, c’est-à-dire des éveils accompagnés par d’essoufflement, résultent de la distribu-
tion du sang par gravité vers les poumons en position couchée [59].
La fatigue ou atteinte de l’état mental peuvent être signes de diminution de la perfu-
sion cérébrale [59].
Si le coeur droit est atteint, un inconfort abdominal peut survenir si le foie est en-
gorgé par transmission rétrograde de la pression dans les veines hépatiques. L’oedème
périphérique, surtout dans les membres inférieurs, est aussi une plainte fréquente [59].
La classification du New York Heart Association permet de grader l’insuffisance car-
diaque selon la symptomatologie sur échelle de I-IV, IV signifiant l’atteinte clinique la
plus sévère [59].
À l’examen physique, il est possible d’observer une cachexie si l’insuffisance car-
diaque est sévère. L’activation du système nerveux sympathique entraine une diaphorèse,
tachypnée, et tachycardie. [59].
À l’auscultation pulmonaire, il est possible d’entendre des râles aux bases, ce qui
correspond à l’ouverture des voies aériennes engorgées par l’oedème, ce qui témoigne
de la congestion de la vasculature pulmonaire. Une effusion pleurale peut être observée
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par la détection des matités à la percussion des bases pulmonaires. [59]
À l’auscultation cardiaque, un troisième bruit témoigne d’une surcharge volumique,
et un quatrième bruit résulte d’une contraction forcée par l’oreillette gauche contre un
ventricule non compliant. [59]
S’il y a présence des valvulopathies, il est possible d’entendre des souffles. Dans
le cas d’une sténose aortique, le souffle est systolique et de type cresendo-descresendo.
Dans le cas d’une régurgitation mitrale, le souffle est systolique, mais tout de même
intensité lors de toute la systole. Il est alors holosystolique. [59]
Si le coeur droit est atteint, un troisième ou quatrième bruit peut être noté, ainsi
qu’une distension des veines jugulaires, une hépatomégalie, et de l’oedème, surtout aux
membres inférieurs. [59]
Sur une radiographie pulmonaire, il y a redistribution de la vascularisation pulmo-
naire vers les régions aux apices si la pression dans l’oreillette gauche dépasse 15 mmHg,
car il y a compression des vaisseaux aux bases par de l’oedème tandis que les vaisseaux
aux apices sont moins affectés. L’oedème interstitiel se manifeste par les lignes Kerly
B et indique une pression dans l’oreille gauche qui dépasse 20 mmHg. Les espaces al-
véolaires sont opacifiés par l’oedème pulmonaire si cette même pression dépasse 50
mmHg. Des effusions pleurales et une cardiomégalie peuvent aussi être présentes [59].
Nous pouvons voir un exemple d’une telle radiographie dans la figure 2.11. L’écho-
cardiographie et la cathétherisation sont aussi des techniques diagnostiques employées
fréquemment, surtout en cas chronique. Dans ce dernier, l’examen physique est moins
fiable dans la détermination des paramètres hémodynamiques, et cela pourrait être dû à
l’existence d’autres mécanismes compensatoires [30].
Au point de vue hémodynamique, le tableau 2.IV cite quelques valeurs de paramètres
retrouvé chez le patient moyen en insuffisance cardiaque chronique, où le seul paramètre
qui reste normal est la fréquence cardiaque.
Il existe beaucoup de traitements pour l’insuffisance cardiaque, dont certains qui
contrebalancent les mécanismes physiologiques de compensation. Ces derniers peuvent
être néfastes à long terme [59]. Les diurétiques, dont la furosémide et les thiazides, sont
employés pour augmenter l’excrétion urinaire du sodium et de l’eau, ce qui diminue la
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Figure 2.11 – Radiographie pulmonaire chez une patiente avec insuffisance cardiaque
qui démontre une cardiomégalie et de l’oedème pulmonaire. Ce dernier se manifeste
par la présence de lignes Kerly B horizontales à l’angle costophrénique droit (cercle en
rouge) [18].
précharge et donc la haute pression qui causerait une congestion pulmonaire [59]. Ce
médicament peut diminuer le débit cardiaque, donc il doit être employé avec discerne-
ment. Les vasodilatateurs, comme les inhibiteurs de l’enzyme de conversion de l’angio-
tensine, les bloqueurs des récepteurs de l’angiotensine, les nitrates, et l’hydralazine, sont
employés pour diminuer la postcharge sur le ventricule gauche ou pour contrebalancer
la vasoconstriction induite par le système nerveux autonome pour compenser le débit
cardiaque réduit [59]. Les agents inotropes, comme les agonistes β adrénergiques, les
inhibiteurs de la phosphodiestérase et la digitale, sont utilisés pour augmenter la contrac-
tilité [59]. À l’inverse, les β -bloqueurs peuvent être utilisés pour contrecarrer l’activation
du système nerveux autonome en réponse à l’insuffisance cardiaque en diminuant entre
autres la fréquence cardiaque [59]. Il existe des thérapies additionnels comme les anta-
gonistes de l’aldostérone et les anticoagulants [59]. La transplantation cardiaque reste le
seul traitement définitif, mais actuellement il n’y a que 2500 transplantations qui sont ef-
30
Paramètre Valeur
Fréquence cardiaque 78-98 bpm
Pression artérielle moyenne 92 mmHg
Amplitude d’une pulsation artérielle 30 mmHg
Pression veineuse pulmonaire moyenne 30 mmHg
Pression artérielle veineuse moyenne 41 mmHg
Pression veineuse systémique 12 mmHg
Débit cardiaque 3.96-4.62 L/min
Tableau 2.IV – Paramètres hémodynamiques moyens chez le patient en insuffisance car-
diaque chronique [30][32]
fectuées à chaque année aux États-Unis, d’où la nécessité de développer des thérapies al-
ternatives comme les coeurs artificiels ou des pompes d’assistance ventriculaires (PAV).
Les PAV feront l’object du prochain chapitre. En ce qui concerne les coeurs artificiels,
deux sont actuellement disponibles : le CardioWest et le AbioCor [60]. Ils présentent
également une bonne solution en cas de défaillance biventriculaire, mais il n’y a que
2500 patients ou moins qui en reçoivent chaque année, et le coût d’un tel dispositif peut
atteindre 110,000$ US, comparativement à 75,000$ US en moyenne pour une PAV [57].
CHAPITRE 3
LES POMPES D’ASSISTANCE VENTRICULAIRE
3.1 Définition d’une pompe d’assistance ventriculaire et son statut actuel
Puisque le nombre de types d’assistance ventriculaire est multiple, ce travail ciblera
uniquement des pompes d’assistances ventriculaires de type gauche, ou les PAVG. Es-
sentiellement, une PAVG est implantée chez les patients en insuffisance cardiaque et sert
à assister le ventricule gauche à générer un débit sanguin adéquat en effectuant une partie
du travail qui devrait être fait par le ventricule seul. Comme il est indiqué dans la figure
3.1, la procédure d’installation consiste à canuler la pompe dans le ventricule et anasto-
moser l’autre bout à l’aorte thoracique. La pompe peut être souvent accompagnée par
une module de contrôle externe. Il a été démontré que les PAVG à écoulement pulsatil,
comparativement aux pompes à écoulement continu, présentent plus d’effets adverses à
long terme, sont plus grandes et présentent un taux de survie plus bas [11]. Ainsi, les
pompes à écoulement pulsatil ne feront pas objet de ce mémoire.
Figure 3.1 – Installation de la pompe Heartmate II [58]
Les pompes Heartmate II, Jarvik 2000, et Heartware sont parmi plusieurs à avoir été
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implantées chez les patients et évaluées en essais cliniques.
L’implantation de la pompe Heartware a mené à une meilleure qualité de vie, des
meilleurs statuts neurocognitif et fonctionnel global à 4, 26 et 52 semaines suite à l’im-
plantation, avec 8% d’échec à la quatrième semaine [37]. Le Jarvik 2000, selon des
études, est mieux employée si le ventricule démontre toujours une fonctionnalité raison-
nable. Il est durable, présente un taux d’infection, un problème commun aux appareils
implantés, relativement bas. Le premier patient à avoir été implanté en 2000 a été sup-
porté par le traitement pendant plus de six ans [58]. Quant à la Heartmate II, la PAVG la
plus récente et la plus courante actuellement, une étude a rapporté un taux de survie à un
an de 80% avec les statuts fonctionnel et neurocognitif nettement améliorés. Aussi, les
taux de mortalité post-implantaires et le taux d’effets adverses sont bas. Les hémorragies
gastro-intestinale et médiastinale sont les complications les plus communes et consti-
tuent 15.7% des effets adverses totaux, suivies par les infections à 12.5%, défaillance du
coeur droit à 6.3% et accidents cérébro-vasculaires, hémolyse, et insuffisance rénale à
3.1% [58]. Une autre étude a démontré que 80% des sujets qui ont été implantés à des
fins de thérapie définitive ont passé de classe NYHA III et IV aux classes I et II. Ensuite,
la distance maximale de marche moyenne en 6 minutes de l’ensemble des sujets a passé
de 204 m à 350 m et 360 m au sixième mois et à un an respectivement. Finalement, au
niveau de la qualité de vie, 52% ont démontré une amélioration au sixième mois et 55%
à un an [34]. Selon ces résultats, il est clair que les PAVG présentent une bonne thérapie
définitive à l’insuffisance cardiaque, malgré que l’approche soit relativement jeune.
3.2 Classification des PAVG
Les PAVG sont généralement regroupée en trois grandes classes selon leur mode
d’écoulement : axial, centrifuge ou mixte [22]. Généralement, les pompes centrifuges
sont plus grandes que les pompes à écoulement axial, et leur rendement maximum (ou
bien, leur fonctionnement optimal) est atteint à des vitesses de rotation relativement
basses, contrairement aux pompes axiales. Ainsi, l’hémolyse est un phénomène qui peut
survenir dans le cas de l’installation d’une pompe axiale, dûe au grand cisaillement sur
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les globules rouges [22]. Les pompes à flot centrifuge fonctionnent de façon optimale à
des vitesses plus basses, ce qui pourrait mener à une stagnation de l’écoulement sanguin
et, éventuellement, à une thrombose [39]. En termes d’efficacité, les pompes à écoule-
ment mixte se démarquent comme étant le type le plus optimal, et donc pourrait être un
bon compromis [22][39]. Cependant, il n’existe pas de pompe de ce type actuellement
disponible comme thérapie définitive courante et la plupart des modèles sont encore en
phase expérimentale.
Les pompes à écoulement axial traitées dans ce mémoire sont les suivants : la Jarvik
2000 et la Heartmate II. Leur turbines sont présentées dans les figures 3.2 et 3.3 res-
pectivement. Essentiellement, la vitesse du fluide qui entre dans le conduit interne de la
pompe est axial, donc parallèle à l’axe de rotation de la turbine. La rotation de la turbine
fournit au fluide de l’énergie cinétique rotationnelle. Une fois que le fluide rencontre une
pièce appelée le stator à la sortie, cette énergie est convertie en énergie potentielle, et
donc la pression du fluide augmente.
Figure 3.2 – Une coupe de la pompe Jarvik 2000 [58]
Figure 3.3 – Une coupe de la pompe Heartmate II [58]
Les pompes à écoulement centrifuge traités sont : la BPX80, représentée dans la
figure 3.4, et la Heartmate III. Le fluide arrive à l’entrée perpendiculairement au plan
de rotation. La rotation de la turbine déplace le fluide en périphérie et y confère une
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accélération centrifuge importante. À la sortie, une fois que le fluide ne subit plus cette
accélération centrifuge, cette énergie cinétique est convertie en énergie potentielle.
Figure 3.4 – La pompe BPX80 [58]
Ce mémoire traitera également de quatre pompes à écoulement mixte : la pompe
Cardianove, une pompe décrite par une étude d’Okada et al. [44], et deux modèles de
turbines mixtes (nommées A et B) décrites dans une étude de Wu et al. [50]. Schémati-
quement, elles sont représentées dans les figures 3.5, 3.6, 3.7. Les pompes à écoulement
mixte combinent les propriétés des pompes axiales et centrifuges. L’orientation de la tur-
bine n’est pas parfaitement parallèle à la direction de la vitesse axiale du fluide. Ainsi,
le fluide, tout comme dans le cas d’une pompe axiale, gagne de l’énergie cinétique ro-
tationnelle, mais il subit aussi une accélération centrifuge. L’énergie provenant des deux
mécanismes est convertie en énergie potentielle à la sortie de la pompe.
3.3 Description mathématique et physique d’une pompe
Dans la figure 3.8, il y a deux triangles de vitesses à l’entrée (1) et à la sortie (2)
d’une turbine, avec des angles β1 et β2 par rapport à la lame, et pour lesquels chaque
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Figure 3.5 – Une coupe de la pompe Cardianove [39]
Figure 3.6 – Une coupe de la pompe Okada et al. [44]
Figure 3.7 – Une coupe de la pompe Wu et al., type A (figure supérieur) et B [50]
vitesse absolue V a une composante tangentielle w et circonférentielle absolue Vt . No-
tez également que cette dernière est la projection de la vitesse absolue sur la vitesse
circonfértielle u, qui est le rayon multiplié par la vitesse de rotation. Avec un peu de
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Figure 3.8 – Triangles de vitesse du fluide sur une coupe transverse d’une turbine [65]
manipulation géométrique, nous arrivons à l’équation de turbomachinerie d’Euler [65] :
∆P= ρ(u2Vt2−u1Vt1) (3.1)
qui se simplifie par trigonométrie à [65] :
∆P= ρ(u22−
u2cotβ
2pirb
)Q (3.2)
où Q est le débit, β est l’angle à la sortie, r le rayon, et b l’épaisseur de la lame. Selon
3.2, la différence de pression varie linéairement avec le débit pour une même vitesse
angulaire. Par contre, si nous tenons compte des pertes dues à la friction avec le paroi
interne, cette perte de pression sera proportionnelle à la vitesse au carré [65]. Alors,
nous pouvons obtenir une relation entre la pression et débit qui est quadratique plutôt
que linéaire. Pour certaines pompes, comme il sera démontré plus loin, il est possible
d’obtenir une expression cubique, qui pourrait être relié aux pertes dues à la géométrie
de la pompe.
Pourtant, les relations précédentes supposent un fluide inviscide, c’est-à-dire sans
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viscosité. La forme des équations qui tiennent compte de la viscosité sont inconnues,
mais nous savons que la différence de pression engendrée par une pompe dépend et est
donc fonction du débit à la sortie Q, du diamètre à la sortie d, de la vitesse de rotation
angulaire n, de la densité du fluide ρ , de sa viscosité µ , et de la rugosité de la surface
interne de l’appareil ε [65] :
∆P= f (Q,d,n,ρ,µ,ε) (3.3)
L’analyse dimensionnelle est un outil fréquemment utilisé pour réduire le nombre de va-
riables impliquées dans un phénomène donné. De façon générale, cette méthode consiste
à obtenir des variables non-dimensionnelles à partir des variables dimensionnelles, comme
le débit, en faisant des liens entre elles selon leurs dimensions respectives. Nous réfé-
rons le lecteur au chapitre 5 du livre de White pour une explication plus détaillée [65]. Si
nous appliquons cette méthode à l’expression précédente, nous obtenons comme fonc-
tion avec variables non-dimensionnelles :
∆P
ρn2d2
= g(
Q
nd3
,
ρnd2
µ
,
ε
d
) (3.4)
où :
∆P
ρn2d2
=CP (3.5)
est le coefficient de pression,
Q
nd3
=CQ (3.6)
le coefficient de débit,
ρnd2
µ
= Rer (3.7)
le nombre de Reynolds rotationnel, et
ε
d
= RR (3.8)
le ratio de rugosité. Si une pompe génère toujours des écoulements turbulents, nous
38
pouvons laisser tomber le nombre de Reynolds et le ratio de rugosité, ce qui laisse la
relation suivante [65] :
CP = g(CQ) (3.9)
En effectuant des mesures expérimentales de pression et de débit à différentes vitesses
rotationnelles à une température constante, il est possible de calculer plusieurs coeffi-
cients de débit et de pression, et la régression donne quasiment toujours un polynôme de
degré entre 1 et 3. Nous appelons ce polynôme la courbe caractéristique de la pompe.
À noter que la courbe caractéristique d’une pompe peut être utilisée pour approximer
un écoulement en sens inverse (’backflow’) si la pression à la sortie dépasse de façon
large la pression à l’entrée [46]. Essentiellement, ce serait une différence de pression qui
correspondrait à unCP plus élevé queCP(0).
3.4 Méthode d’obtention d’une courbe caractéristique d’une pompe
Nous avons effectué des mesures expérimentales sur deux pompes : la BPX80 et la
Heartmate II. Dans un circuit fermé montré à la figure 3.9, nous avons fait circuler un
mélange d’eau-glycérine à température constante (20 degrés Celcius), de densité égale à
1099.3 kg/m3 et de viscosité égale à 0.00372 kg/(m × s), dans une boucle dans lequel
nous avons placé la pompe à tester. Nous avons employé des tubes de 1 cm de diamètre.
Des sondes de pression connectées à un baromètre étaient placées à l’entrée et à la sortie
de la pompe pour mesurer la différence de pression engendrée, et une sonde placée au
dessus le tube à la sortie de la pompe était connectée à un débit-mètre. Une clampe
placée plus loin dans le boucle servait pour ajuster la résistance du circuit. Alors, pour
plusieurs vitesses de rotation, nous avons effectué plusieurs mesures de pression et de
débit en changeant la résistance, en montant la pression par incréments de 10 mmHg
par vitesse rotationnelle jusqu’à à 200 mmHg. Nous avons ensuite fait varier les vitesses
rotationnelles par incréments de 1000 RPM. En appliquant la relation 3.5 aux mesures,
nous avons obtenu les courbes caractéristiques de ces pompes (c’est-à-dire les courbes
de coefficient de pression en fonction du coefficient de débit).
Pour les autres pompes mentionnées auparavant, nous avons extrapolé les courbes de
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Figure 3.9 – Montage expérimental pour les pompes BPX80 et Heartmate II
pression-débit à diverses vitesses rotationnelles de leurs études respectives et nous avons
extrait les données numériques à l’aide du logiciel Engauge. Ensuite, nous avons utilisé
3.5 pour trouver les courbes caractéristiques.
3.5 Les courbes caractéristiques de huit PAVG
Le tableau 3.I résume les équations caractéristiques CP(CQ) des pompes évaluées.
Elles ont été obtenues par régression linéaire, quadratique ou cubique. Le choix de la
régression était basé sur le coefficient de corrélation R2. Ce tableau indique aussi les
nombres de Reynolds minimums (Remin) et maximums (Remax) obtenus pour chaque
pompe. Les figures 3.10 à 3.17 leurs courbes de pression-débit et leurs courbes caracté-
ristiques.
Dans le tableau 3.I, nous pouvons faire quelques observations. La quasitotalité des
pompes sont décrites par des polynômes de degré 3 à l’exception de la Heartmate II
qui est décrite par une courbe linéaire. Se pourrait-il que les pertes d’énergie dues à
la friction et à la géométrie de la pompe sont moins importantes comparativement aux
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Tableau 3.I – Équations caractéristiques de quelques PAVG
Pompe CP(CQ) R2 Remin−Remax
BPX80 11.8−10.7CQ+11.5C2Q−5.52C3Q 0.916 665-4634
Cardianove 0.190−1.27CQ+4.31C2Q−101C3Q 0.999 11.9-4190
Heartmate II 0.130−0.610CQ 0.950 966-4622
Heartmate III 0.734−8.79C3Q 0.723 2.03-8150
Jarvik 2000 0.120−1.06CQ+4.84C2Q−18.5C3Q 0.982 4.95-6888
Pompe Okada et al. 0.780−2.72CQ+14.3C2Q−42.7C3Q 0.970 16.2-3653
Pompe Wu et al., type A 0.398−0.713CQ+3.10C2Q−15.2C3Q 0.965 17.7-8695
Pompe Wu et al., type B 0.400−0.541CQ+3.43C2Q−12.9C3Q 0.930 10.1-9928
CP(CQ) : Coefficient de pression en fonction du coefficient de débit ; R2 : Coefficient de corréla-
tion ; Remin−Remax : L’étendue du nombre de Reynolds calculé pour chaque dispositif
autres modèles ?
À noter que l’équation caractéristique de la Heartmate III ne contient aucun terme
de degré 1 ni de degré 2. Ceci est dû à des raisons numériques. Auparavant, nous avons
employé un polynôme de degré 3 avec des termes de degrés 1 et 2, mais la section de la
courbe permettant 2 ou 3 valeurs de CQ pour une valeur correspondante de CP était très
étroite, ce qui posait quelques problèmes de convergence dans la simulation du système
cardiovasculaire. En effet, le débit provenant de la pompe s’oscillait entre deux valeurs.
Nous avons diminué le pas d’intégration, mais cette approche n’a pas fonctionné. Nous
avons alors négligé les termes de degrés 1 et 2, mais le problème persistait. Alors, nous
avons fait l’hypothèse qu’il s’agissait d’une bifurcation de type flip [20], et avec la même
diminution du pas de temps nous avons réussi à obtenir une solution.
Pour la grande majorité des courbes, la courbe prédite par les équations du tableau
3.I semble bien corréler avec les courbes expérimentales. Pourtant, le coefficient de cor-
rélation semble inadéquat dans certains cas, notamment celui de la Heartmate III. Ceci
n’est pas surprenant, puisque un nombre importants de points dans la figure 3.13(b) sont
à grande distance de la tendance générale de la courbe expérimentale. Nous pouvons ob-
server la même chose dans les courbes pour la BPX80, la Heartmate II, la Jarvik 2000,
Okada et al., et la pompe A de Wu et al. Ceci s’explique par la dernière colonne du ta-
bleau 3.I. Enfin, les nombres de Reynolds minimaux pour toutes les pompes sont bien
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en dessous du nombre critique pour le développement d’un écoulement turbulent. La
transition s’effectue entre 103 < Re< 104, et au-dessus le régime est turbulent (le Re de
transition accepté est généralement de 2300), et de plus les profils de vitesses au niveau
des couches limites peuvent subir des changements importants dans les intervalles de
Re décrits dans le tableau 3.I [65]. Puisqu’il semble le régime d’écoulement n’est pas
toujours constant, la relation ne peut pas s’appliquer uniformément, et les équations ca-
ractéristiques que nous avons trouvées sont valides seulement pour certains écoulements.
Figure 3.10 – La PAVG centrifuge BPX80
Figure 3.11 – La PAVG mixte Cardianove [39]
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Figure 3.12 – La PAVG axiale Heartmate II
Figure 3.13 – La PAVG centrifuge Heartmate III [31]
Figure 3.14 – La PAVG axiale Jarvik 2000 [52]
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Figure 3.15 – La PAVG mixte d’Okada et al. [44]
Figure 3.16 – La PAVG mixte de Wu et al., type A [50]
Figure 3.17 – La PAVG mixte de Wu et al., type B [50]
CHAPITRE 4
LES MÉTHODES RUNGE-KUTTA
4.1 Introduction
Comme il sera discuté plus loin, l’écoulement sanguin à travers la circulation hu-
maine peut être modélisé par un système d’équations différentielles ordinaires (EDO).
Pourtant, le système est souvent non-linéaire et la solution de forme inconnue. Alors, il
suffit de faire recours aux méthodes numériques pour approximer la solution linéarisée
sur des intervalles de temps très petits. Dans le cas du système cardiovasculaire, un autre
défi est mis en évidence : la raideur, qui a des conséquences importantes sur la précision
et stabilité de la solution si certaines mesures ne sont pas prises pour en tenir compte.
La stabilité et convergence de la solution sont donc d’importance particulière. Dans ce
chapitre, les méthodes Runge-Kutta implicites et explicites seront décrites. Ensuite la
stabilité et convergence seront abordées en plus grand détail.
4.2 La dérivation d’une méthode Runge-Kutta
Les méthodes Runge-Kutta sont une des plus grandes classes de méthodes de réso-
lution numérique de systèmes d’EDO. Supposons que nous avons un système de n EDO
de la forme suivante :
Y′ = F(t,Y) (4.1)
Supposant une condition initiale Y0 = Y(t0), Y(t) peut être obtenu par développement
en série de Taylor, soit :
Y= Y0+hY
′
0+
h2
2
Y′′0 + ...+
hk
k!
Yk0 (4.2)
pour k = 1,2,3, ...,n et où h = t− t0. Yk0 représente la dérivée d’ordre k de la fonction
Y(t) évaluée à t0.
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Dans les problèmes fréquemment rencontrés, les dérivées d’ordre supérieur à 1 ne
sont généralement pas disponibles ou bien leur calcul est imposant. L’idée des méthodes
Runge-Kutta est alors d’obtenir une expression équivalent à 4.2 mais en se servant uni-
quement de la dérivée première. La première étape consiste à supposer que l’expression
souhaitée s’exprime comme combinaison linéaire des évaluations successives de la dé-
rivée première. La notation utilisée pour une méthode à s étapes ou évaluations de la
dérivée première est la suivante [53] :
Y= Y0+h
s
∑
j=1
b jF(t0+ c jh,gj) (4.3a)
gi = Y0+h
n
∑
j=1
ai jF(t0+ c jh,gj), i= 1,2,3, ...,s (4.3b)
Les équations 4.3 représente une méthode explicite si le paramètre n dans la somma-
tion de la deuxième équation est égal à i− 1, et s dans le cas d’une méthode implicite.
Nous allons analyser d’abord le cas le plus simple : la méthode explicite d’ordre 2. La
démarche est similaire pour les ordres supérieurs, que la méthode soit explicite ou im-
plicite, quoique la dérivation des coefficients ai j, b j et c j est une tâche nettement plus
longue et ardue.
Une imposition survient dans le cas d’une méthode explicite. Puisque aucune des
évaluations de la dérivée première puisse dépendre d’elle-même ou des suivantes, contrai-
rement aux méthodes implicites, nous avons cette contrainte :
g1 = Y0
c1 = 0
Cette restriction ne s’impose pas dans le cas des méthodes implicites et alors ces valeurs
pourraient s’ajuster en conséquence. Maintenant, reprenons l’expression 4.2 et appli-
quons une erreur locale d’ordre 3 O(h3) :
Y= Y0+hY
′
0+
h2
2
Y′′0 +O(h
3) (4.5)
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Sachant que la dérivée deuxième Y′′ est équivalente à la suivante :
Y′′ = Y′t+JY
′ (4.6)
où Y′t est la dérivée partielle par rapport au temps de chaque équation du système et J la
matrice Jacobienne du système, qui est équivalente à :
J=


∂y′1
∂y1
· · · ∂y′1
∂yn
...
. . .
...
∂y′n
∂y1
· · · ∂y′n
∂yn

 (4.7)
4.5 peut s’écrire comme :
Y= Y0+hY
′
0+
h2
2
Y′t,0+
h2
2
J0Y
′
0+O(h
3) (4.8)
Notons que Y′t,0 est la dérivée partielle du système par rapport au temps évaluée en t0,
et J0 la matrice Jacobienne évaluée aux conditions initiales. Pour trouver un schéma
Runge-Kutta explicite avec une erreur de troncature équivalente, il faut déterminer com-
bien d’évaluations s de la dérivée première seront nécessaires. Nous pouvons le faire en
revenant à 4.3 tout en tenant compte de 4.8. Le terme F(t0 + c jh,gj) qui multiplie les
coefficients b j peut être écrit par expansion en série de Taylor en deux variables. Com-
mençons par la deuxième qui dépend entre autre de c1 et g1, et écrivons-la à partir de la
forme proposée en 4.3 :
g2 = Y0+ha21F(t0,y0) (4.9)
Si nous appliquons l’équation précédente à 4.3, nous obtiendrons une expression avec
h2 en faisant une expansion en série de Taylor du terme qui multiplie a21, alors nous
n’avons besoin que de g1 et g2. Ainsi, nous obtenons :
Y1 = Y0+h
2
∑
j=1
b jF(t0+ c jh,gj) (4.10a)
Y1 = Y0+h(b1F(t0,Y0)+b2F(t0+ c2h,Y0+ha21F(t0,Y0))) (4.10b)
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Sachant que :
F(t0+ c2h,Y0+ha21F(t0,Y0)) = F(t0,Y0)+ c2hFt0 +ha21J0F(t0,y0)+O(h
2) (4.11)
L’erreur sera d’ordre 3 en substituant le terme précédent en 4.10 pour obtenir :
Y1 = Y0+h(b1F(t0,Y0)+b2(F(t0,Y0)+ c2hFt0 +ha21J0F(t0,y0)+O(h
2)))
(4.12a)
Y1 = Y0+hb1F(t0,Y0)+hb2F(t0,Y0)+b2c2h
2Ft0 +a21b2h
2J0F(t0,y0)+O(h
3)
(4.12b)
Finalement, il est temps de trouver les valeurs des coefficients de en faisant une com-
paraison avec 4.8, sachant que le but est de rendre les deux expressions égales. Nous
constatons que :
b1+b2 = 1 (4.13a)
b2c2 =
1
2
(4.13b)
a12b2 =
1
2
(4.13c)
Ainsi, b1 et b2 peuvent valoir ce qu’on désire, en autant que leur somme est égale à 1 et
que b2 n’est pas égal à 0. a12 et c2 sont déterminés par la suite. Par exemple :
b1 = 0 (4.14a)
b2 = 1 (4.14b)
a12 = c2 =
1
2
(4.14c)
qui est la méthode du mi-point [27]. Il est intéressant de noter que pour des méthodes
d’ordre plus élevées, il est possible de décrire les coefficients de façon matricielle. Par
exemple, la matrice A contiendrait comme termes les coefficients ai j, et nous aurions
deux vecteurs pour les coefficients b j et c j, b et c. Une manière de représentation très
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pratique est le tableau de Butcher [53] :
c A
bT
A est forcément une matrice carrée de dimension s par s, et b et c de longueur s. Dans
le cas d’une méthode explicite, la matrice est triangulaire inférieur dont les membres de
la diagonale sont 0. Ceci n’est pas le cas d’une méthode implicite. Reprenons 4.3 :
Y= Y0+h
s
∑
j=1
b jF(t0+ c jh,gj) (4.15a)
gi = Y0+h
n
∑
j=1
ai jF(t0+ c jh,gj), i= 1,2,3, ...,s (4.15b)
le paramètre n vaut s pour chaque gi. La matrice A n’est plus triangulaire inférieure, et
pour trouver les gi, il faut faire recours à une résolution d’un système non-linéaire de la
forme :
F(X) =G(X) (4.16)
Alors, la formulation matricielle a peu d’intérêt en ce qui concerne les méthodes expli-
cites. Pourtant, supposons que nous avons un système d’EDO F(t,Y) de n équations et
n solutions, avec Y0 = Y0(t0) comme conditions initiales, et que nous employons une
méthode RKI (Runge-Kutta Implicite) a s étages. Il y aura alors s vecteurs gi de lon-
gueur n chacun. Au total, nous allons donc avoir un système non-linéaire de n équations
de type 4.15a, dont nous cherchons à résoudre pour les vecteurs gi. Ceci peut se faire,
entre autres, par la méthode de Newton avec différences finies, une méthode de résolu-
tion de systèmes non-linéaires qui converge localement. Cette dernière sera décrite dans
la prochaine section.
Pour en finir avec la dérivation des méthodes RKI, il faut retenir qu’il existe plu-
sieurs classes et que l’ordre des méthode ne sera pas forcément égal au nombre d’étages.
L’ordre dépend en fait de trois relations principales entres les coefficients ai j, b j et c j.
Bien entendu, ces relations (les conditions B, C et D) sont des grosses simplifications
49
[3] :
B(p) :
s
∑
i=1
bic
q−1
i =
1
q
, q= 1, ..., p (4.17a)
C(η) :
s
∑
j=1
ai jc
q−1
j =
c
q
i
q
, i= 1,2, ...,s, q= 1, ...,η (4.17b)
D(γ) :
s
∑
i=1
ai jbic
q−1
i =
b j
q
(1− cqj), j = 1,2, ...,s, q= 1, ...,γ (4.17c)
D’abord, discutons des paramètres p, η et γ . Ce sont des entiers positifs qui font de sorte
que les conditions B, C et D soient satisfaites pour une méthode particulière. De plus, si
p ≤ η + γ +1 et p ≤ 2η = 2, la méthode est d’ordre p [3]. Par exemples, les méthodes
de Gauss sont d’ordre 2s [3][7], les Radau IIA 2s−1 et les Lobatto IIIC 2s−2 [3].
Voici quelques schémas RKI d’intérêt :
Tableau 4.I – Méthodes de Gauss d’ordres 4 et 6 [3][7]
1
2 −
√
3
6
1
4
1
4 −
√
3
6
1
2 −
√
3
6
1
4 +
√
3
6
1
4
1
2
1
2
1
2 −
√
15
10
5
36
2
9 −
√
15
15
5
36 −
√
15
36
1
2
5
36 +
√
15
24
2
9
5
36 −
√
15
24
1
2 +
√
15
10
5
36 +
√
15
30
2
9 +
√
15
15
5
36
5
18
4
9
5
18
Tableau 4.II – Méthodes de Radau IIA d’ordres 3 et 5 [1]
1
3
5
12
−1
12
1 34
1
4
3
4
1
4
4−√6
10
88−7√6
360
296−169√6
1800
−2+3√6
225
4+
√
6
10
296+169
√
6
1800
88+7
√
6
360
−2−3√6
225
1 16−
√
6
36
16+
√
6
36
1
9
16−√6
36
16+
√
6
36
1
9
4.3 La méthode de Newton
Avant de procéder à la discussion sur la stabilité et convergence des méthodes RKI,
il suffit de décrire une méthode de résolution numérique de systèmes non-linéaires : la
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Tableau 4.III – Méthodes de Lobatto IIIC d’ordres 4 et 6 [4][2]
0 16
−1
3
1
6
1
2
1
6
5
12
−1
12
1 16
2
3
1
6
1
6
2
3
1
6
0 112
−√5
12
√
5
12
−1
12
5−√5
10
1
12
1
4
10−7√5
60
√
5
60
5+
√
5
10
1
12
10+7
√
5
60
1
4
−√5
60
1 112
5
12
5
12
1
12
1
12
5
12
5
12
1
12
méthode de Newton. Elle implique généralement un système sous la forme :
F(X) =G(X) (4.18)
Nous souhaitons résoudre en X. La première étape est très simple. L’expression précé-
dente est écrite sous la forme :
F(X)−G(X) = 0 (4.19)
où :
X=


x1
x2
...
xn


(4.20)
Bref, la résolution du système consiste à trouver les racines de la fonction suivante :
F(X)−G(X) =H(X) (4.21)
Pour le faire, on fait recours encore une fois au développement en série de Taylor :
H(X) =H(X0)+J(X0)(X−X0) (4.22)
où X0 serait une approximation initiale des racines de la fonction H(X) et J(X0) serait
la matrice Jacobienne évaluée en X0. Si on met H(X) = 0 et on isole X par la suite, on
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obtient :
X= X0−J−1(X0)H(X0) (4.23)
L’équation 4.23 est ce qui permet obtenir une nouvelle approximation des racines à partir
d’une approximation initiale. La matrice Jacobienne est construite en prenant une simple
dérivée partielle après par rapport à chaque inconnu. Alors, la méthode est itérative,
c’est-à-dire qu’à chaque itération, X devient X0 de la prochaine itération, jusqu’à temps
que la solution converge et que l’erreur est inférieure à une tolérance donnée qui est fixée
par le numéricien. L’erreur est calculé en prenant la norme à l’infini de :
DX= J−1(X0)H(X0) (4.24)
qui devrait tendre vers 0 si la solution converge, puisque cela signifierait :
X= X0 (4.25)
Maintenant, il est question d’aborder comment la matrice Jacobienne est déterminée.
Après tout, la non-linéarité du système fait en sorte qu’il est souvent difficile de calcu-
ler les dérivées partielles de H(X). La méthode suggérée est alors de faire recours aux
différences finies et d’employer des pas de temps hn qui ne perturbent que la moitié
des chiffres au xn associé. Un pas de temps trop grand induit des erreurs en assumant un
comportement linéaire en présence d’une non-linéarité évidente, et des pas de temps trop
petits peuvent induire des erreurs d’évaluation de la fonction. Donc, un bon compromis
s’agirait d’employer la forme suggérée par [49] :
hn =
√
εmach×max(|xn|,1) (4.26)
où εmach est l’epsilon machine. De plus, il a été démontré que la méthode de Newton
employée avec dérivées analytiques et la même méthode employées avec différences
finies sont pratiquement identiques au point de vue de la convergence et de la précision
[49].
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Le problème avec cette méthode est qu’elle ne converge pas globalement, mais loca-
lement. En d’autres termes, si la solution calculée ne se situe pas dans les zones environ-
nantes d’un point critique x∗ et le rayon de convergence (i.e. mauvais choix d’approxi-
mation initiale), ou si la matrice Jacobienne est mal conditionnée, la solution pourrait
diverger. La représentation mathématique est la suivante [49] :
|xk+1− x∗| ≤ γ|xk− x∗|2 (4.27)
où γ représente une constante de Lipschitz, qui témoigne à la fois d’une borne supé-
rieur de la dérivée première et de la non-linéarité de H(X0). La convergence est alors
quadratique.
Il existe des méthodes qui convergent globalement, appelées des algorithmes Quasi-
Newton, comme la méthode de la descente maximale [49], mais elles ne feront pas objet
de ce mémoire.
4.4 A-stabilité, L-stabilité, et B-convergence appliquées auxméthodes Runge-Kutta
Comme il existe plusieurs choix de méthodes Runge-Kutta, il suffit de connaître les
critères employés pour déterminer l’efficacité d’une méthode par rapport à une autre.
Ces critères sont, entre autres :
1. A-stabilité ;
2. L-stabilitéè
3. B-convergence
4.4.1 A-stabilité
Nous avons vu dans la section précédente que pour obtenir une méthode Runge-
Kutta, la dérivée première subit une suite de linéarisations de la façon suivante. Si t =
t0+h et Y= Y0+hF(t0,Y0) :
F(t0+h,Y0+hF(t0,Y0)) = F(t0,Y0)+αFt0 +J0(Y−Y0) (4.28)
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Si Y0(t0) est un point critique YCR, de sorte que F(t,YCR) = 0 pour tout t, αFt0 égale à
0. Si la dérivée partielle par rapport au temps est égale à 0, J0Y0, devrait être égale à 0
aussi. Nous obtenons ainsi l’équation de Dahlquist [6] :
F(t,Y) = Y′ = J0Y (4.29)
Près d’un point critique, la matrice Jacobienne est diagonale, c’est-à-dire une matrice
de valeurs propres, qui sont des nombres complexes déterminés par la méthode de ré-
solution, donc la méthode de linéarisation, choisie. Si la partie réelle d’une des valeurs
propres est positive, il y aura une explosion de la solution localement, mais aussitôt
que la partie de réelle de la valeur propre de la matrice Jacobienne est négative, le point
critique est considéré comme étant stable et la solution tend vers l’équilibre. Pour les dis-
cussions sur la stabilité qui suivent, nous allons assumer que les approximations initiales
sont toujours des points critiques, ce qui permet l’application de 4.29. Aussi, nous nous
intéressons à la stabilité individuelle des équations du système, alors nous ne considé-
rons qu’une solution à la fois, dénotée par yi+1, et sa valeur propre associée λ , que nous
assumerons est négative. L’équation de Dahlquist devient :
y′ = λy (4.30)
Considérons la méthode d’Euler implicite (essentiellement une méthode Runge-Kutta
implicite d’ordre 1), qui est de la forme suivante :
yi+1 = yi+h f (ti+1,yi+1) (4.31)
La substitution avec 4.30 donne :
yi+1 = yi+hλyi+1 (4.32)
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dont nous pouvons réécrire comme :
yi+1 =
1
1−hλ yi (4.33)
Considérons maintenant la méthode d’Euler explicite. La substitution avec l’équation de
Dahlquist donne :
yi+1 = (1+hλ )yi (4.34)
Si nous regardons 4.33 et 4.34, les termes multipliant les yi sont ce que nous appelons les
fonctions d’amplification, que nous dénommons R(z) avec z= λh< 0. Pour la méthode
d’Euler implicite, la fonction d’amplification est :
R(z) =
1
1− z (4.35)
et pour la méthode d’Euler explicite :
R(z) = 1+ z (4.36)
R(z) dans les deux cas est toujours inférieur à 1, ce qui est voulu car sinon la solution
tendrait vers +∞". Cependant, pour que la solution soit stable, il est nécessaire que la
fonction d’amplification soit supérieur à -1, sinon la solution pourrait tendre vers −∞.
Le tout revient à dire que, pour qu’une solution soit stable, il faut que :
|R(z)|< 1 (4.37)
Dans le cas de la méthode d’Euler explicite :
1+ z>−1 (4.38)
z>−2 (4.39)
h<
−2
λ
(4.40)
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et dans le cas de la méthode d’Euler implicite :
1
1− z >−1 (4.41)
Puisque 1− z est toujours positif :
1> z−1 (4.42)
z< 2 (4.43)
Comparons ces deux résultats. Dans le premier cas, le membre droit de l’inégalité est
positif et dépend de λ , ce qui met une restriction sur le choix du pas d’intégration. On
appelle alors cette expression un critère de stabilité, et la méthode d’Euler explicite est
conditionnellement stable, tandis que dans le deuxième cas, on n’a pas à en tenir compte
puisque z, étant négatif, est toujours plus petit que 2, alors la méthode d’Euler implicite
est inconditionnellement stable, c’est-à-dire que tant que la valeur propre de la matrice
Jacobienne est négative, il n’y a pas de restriction sur le choix du pas d’intégration.
La A-stabilité est synonyme de la stabilité inconditionnelle, alors on peut dire qu’une
méthode qui est A-stable satisfait le critère suivant [53][7] :
|R(z)| ≤ 1 (4.44)
compte tenu bien sûr de Re(z)≤ 0, c’est-à-dire que la partie réelle de la valeur propre de
la matrice Jacobienne est négative ou nulle.
Pour trouver la fonction générale d’amplification ou de stabilité des méthodes Runge-
Kutta, il suffit de reprendre 4.3, substituer avec l’équation de Dahlquist et d’écrire le
système linéaire suivant [63][62] :

I− zA 0
−zbT 1



 g
yi+1

= yi

1
1

 (4.45)
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Nous pouvons obtenir la fonction de stabilité en appliquant le règle de Cramer [5] :
yi+1 =
det I− zA+ z1bT
det I− zA yi (4.46)
Donc, le résultat final est :
R(z) =
det I− zA+ z1bT
det I− zA (4.47)
Pour les méthodes Runge-Kutta implicites présentées dans la section précédente, les
fonctions de stabilité sont alors connues, et elles sont bien A-stables. Pourtant, la A-
stabilité n’est qu’une partie des considérations générales en ce qui concerne l’efficacité
des méthodes numériques.
4.4.2 L-stabilité et les équations différentielles raides
La L-stabilité est une mesure d’efficacité qui implique automatiquement que la mé-
thode employée est A-stable. Elle tient compte de la vitesse à laquelle les composantes
raides d’une équation différentielle ou système d’équations différentielles sont amorties
[53], et a donc un lien avec les valeurs propres de la matrice Jacobienne.
Il est difficile à définir en quoi consiste un problème raide, mais l’idée générale est
que l’équation différentielle à analyser comprend un ou plusieurs termes qui peuvent
faire exploser la solution. Proposons l’équation différentielle de la forme suivante [9] :
y′ = λ (y−ψ(x))+ψ ′(x) (4.48)
Supposons que la méthode employée est A-stable, c’est-à-dire que la composante réelle
de z= λh est négative et que |R(z)| ≤ 1. Supposons aussi que λ est très grand en valeur
absolu. Un exemple d’une telle équation serait :
y′ =−5000(y+√x) (4.49)
Sans faire la résolution du problème au complet, nous pouvons prévoir par expérience
que la solution contiendra un terme de la forme e−5000x, qui peut devenir très grand
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rapidement en valeur absolue, ce qui se traduit par une tendance vers l’infini du point de
vue numérique. Puisque la partie réelle de λ est grande, la partie réelle de z sera aussi
grande et, dans un cas extrême, elle tend vers l’infini. Nous nous intéresserons alors à :
0< lim
z→∞ |R(z)| ≤ 1 (4.50)
Cette limite est bornée supérieurement par 1 si la méthode est A-stable. En fait, elle peut
être près ou même égale à 1 dans le cas d’une équation avec des composantes raides. La
solution linéarisée se stabilise alors moins rapidement, puisque les composantes raides
sont moins rapidement amorties. Localement, ceci se traduit par des erreurs d’extrapola-
tions importantes, menant à des oscillations. Nous nous intéressons donc aux méthodes
pour lesquelles les valeurs de R(z) sont nulles quand les valeurs de z très grandes, ou
bien [8] :
lim
z→∞R(z) = 0 (4.51)
Ce dernier est le critère de L-stabilité, et implique forcément que la méthode est A-stable.
La L-stabilité a une manifestation très intéressante et caractéristique dans les ta-
bleaux de Butcher, ce qui permet facilement de reconnaître si oui ou non la méthode
est A-stable. La fonction de stabilité, definie plus tôt, avec un peu plus de manipulation
algébrique, peut s’écrire aussi comme [53] :
R(z) = 1+ zbT (I− zA)−11 (4.52)
R(z) = 1+ zbT (z(
1
z
I−A))−11 (4.53)
R(∞) = 1−bTA−11= 0 (4.54)
Cette dernière expression implique que, pour qu’une méthode soit L-stable, la matrice
A doit être inversible. En réarrangeant la dernière expression des trois précédentes, nous
avons :
bTA−11= 1 (4.55)
Le fait que l’expression précédente contient juste l’inverse de A ne convient pas. La
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démarche à suivre débute par l’étape suivante : puisque A−1 est une matrice de dimen-
sion n par n et que 1 est de dimension n par 1, le produit des deux donne un vecteur de
dimension n par 1 également, appelé d :
A−11= d (4.56)
Nous pouvons réécrire l’expression précédente comme :
Ad = 1 (4.57)
L’expression précédente est un système linéaire, alors nous pouvons obtenir chaque
terme du vecteur d en appliquant la règle de Cramer :
d j =
∑
n
i=1Ci j
detA
(4.58)
pour i= 1,2,3, . . . ,n et oùCi j est un cofacteur donné de la matrice A, i dénote la rangée
de la matrice A et j une colonne. Des équations 4.55 et 4.56, nous obtenons :
∑
n
j=1 ∑
n
i=1 b jCi j
detA
= 1 (4.59)
Alors :
n
∑
j=1
b j
n
∑
i=1
Ci j = detA=
n
∑
i=1
ai jCi j (4.60)
Cette expression présente quelques propriétés de la matrice A quant aux méthodes
L-stables. Si nous fixons j au membre de droit à un chiffre entier quelconque entre 1 et
n, nous voyons que la somme des cofacteurs des autres colonnes de A doit être égale
à 0 si l’égalité tient (les b j ne sont pas nulles), et par conséquent chaque élément de la
colonne j de A est égal à b j. Bien entendu, cette expression assume que nous calculons
la matrice sur une colonne et non sur une rangée, alors considérons :
n
∑
j=1
b j
n
∑
i=1
Ci j = detA=
n
∑
j=1
ai jCi j (4.61)
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Donc :
b j
n
∑
i=1
Ci j = ai jCi j (4.62)
Si on fixe i à un entier entre 1 et n, la somme des cofacteurs des rangées de la matrice A
autres que la rangée i doit être égale à 0 pour que l’égalité soit vraie, et par conséquent
la rangée i serait égale à bT .
Par contre, nous pourrions écrire :
n
∑
j=1
n
∑
i=1
b jCi j =
∑
n
j=1 ∑
n
i=1 ai jCi j
n
(4.63)
Ce qui revient à dire que pour une colonne j de A donnée :
b j =
ai j
n
(4.64)
Malheureusement, l’expression 4.64 ne peut s’appliquer, puisqu’elle implique que chaque
élément d’une colonne pour toutes les colonnes sont identiques, ce qui se traduit par une
matrice dont le déterminant vaut 0, ce qui n’est pas le cas. Nous rejetons alors l’expres-
sion 4.63.
Bref, si on résume les critères de la L-stabilité [53][9] :
1. limz→∞R(z) = 0.
2. La matrice A doit être inversible.
3. Soit as j = b j pour i= 1,2, ...,s ou bien ai1 = b1 pour i= 1,2, ...,s.
Enfin, la L-stabilité, dans le cas des équations différentielles raides, ne garantie pas
un comportement attendu en ce qui concerne la convergence de la solution. Les mé-
thodes Radau IIA et Lobatto IIIC, selon les tableaux de Butcher présentés dans la sec-
tion précédente, sont alors L-stables, contrairement aux méthodes de Gauss, qui ne sont
qu’A-stables.
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4.4.3 B-convergence et la réduction de l’ordre
Il est possible de vérifier la convergence d’une méthode à l’aide d’un test de B-
convergence effectué sur des problèmes dont la solution analytique est connue.
L’idée derrière la B-convergence est la suivante. Supposons que la solution exacte au
problème non raide y′ = f (t,y) avec yi comme valeur initiale peut s’écrire sous forme
de développement en série de Taylor :
yi+1 = yi+h fi+
h2
2
f ′i +
h3
6
f ′′i + · · ·+
hn
n!
f
(n)
i (4.65)
où n→∞. Supposons que la solution numérique wi+1 à partir de la même valeur initiale
et obtenu à partir d’une méthode d’ordre supérieur à 1 s’écrit comme :
wi+1 = yi+h fi+ · · ·+ h
p
p!
f
(p)
i + . . . (4.66)
où h
p
p! f
(p)
i est la troncature locale. Si nous soustrayons 4.65 de 4.66, nous obtenons une
expression pour l’erreur :
yi+1−wi+1 = h
p
p!
f
(p)
i + · · ·= E (4.67)
Nous nous intéressons particulièrement à la troncature locale d’ordre p, donc aux mé-
thodes pour lesquelles :
E = |yi+1−wi+1| ≤ |h
p
p!
f
(p)
i | (4.68)
Le terme
f
(p)
i
p! peut être regroupé sous la forme d’une fonction k qui ne dépend que des
valeurs initiales et de la variable indépendante [25]. Donc :
E ≤ khp (4.69)
Cette dernière donne une borne supérieure pour l’erreur E. Une méthode qui satisfait aux
deux expressions précédentes est B-convergente. Supposons que la solution numérique
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converge après un certain nombre d’itérations de sorte que :
wi+1 ≈ wi (4.70)
Nous supposons alors que la valeur de l’erreur est près de sa borne supérieure. Nous
considérons alors l’égalité suivante :
E(h) = khp (4.71)
En prenant le logarithme des deux côtés, nous obtenons :
logE = logk+ p logh (4.72)
En théorie, pour une méthode B-convergente et pour une variation en h, le logarithme de
l’erreur devrait varier linéairement par rapport au logarithme de h, et la pente d’une telle
relation linéaire serait de l’ordre de la troncature locale. En ce qui traite de la raideur,
nous pouvons noter ce qui est appelé la réduction de l’ordre d’une méthode RKI quel-
conque due aux erreurs commises aux différents étages, et ce en étudiant le problème
modèle 4.48 proposé par Prothero et Robinson [9] avec y(x0) = ψ(x0) comme condi-
tion initiale. Selon [53], en tendant h→ 0 et z = λh→ ∞, l’ordre des erreurs locales et
globales pour le problème 4.48 pour diverses méthodes RKI de s étages sont :
Tableau 4.IV – Réduction de l’ordre pour le problème de Prothero et Robinson
Méthode Erreur locale Erreur globale
Gauss (s pair) hs+1 hs+1
Gauss (s impair) hs+1 hs
Radau IIA z−1hs+1 z−1hs+1
Lobatto IIIC z−1hs z−1hs
Évidemment, ces résultats sont uniques pour un problème particulier, et ne peuvent
être généralisés. Pour démontrer le phénomène de nouveau, nous allons effectuer une
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comparaison entre un problème non raide [27] :
y′′−2y′+2y= e2t sin(t) (4.73)
avec les conditions initiales suivantes : y(0) =−0.4 et y′(0) =−0.6. La solution analy-
tique est connue :
y(t) = e2t(−0.4cos(t)+0.2sin(t)) (4.74)
que nous avons calculé à t = 1. Nous l’avons résolu numériquement avec plusieurs mé-
thodes à plusieurs pas de temps, et nous avons obtenu les résultats présentés dans la
figure 4.2 selon 4.72. Les méthodes RKI employés ont été programmées en MATLAB.
Figure 4.1 – Courbes de convergence pour un problème non-raide
Nous remarquons que les pentes pour les différentes méthodes sont très près des
ordres suggérés par la B-convergence. Par contre, nous avons aussi étudié le problème
raide suivant [53] :
y′ =−2000(y− cos(x)) (4.75)
avec condition initiale y(0) = 0. La solution analytique est connue également :
y(x) = 2000
sin(x)+2000cos(x)
1+20002
−20002 e
2000x
1+20002
(4.76)
Dans 4.75, le terme ’-2000’ qui multiplie y fait de sorte qu’en valeur absolue la solution
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devient très grande à cause de la grande dépendance de la dérivée sur la solution, ce qui
caractérise ce problème comme étant raide. Nous avons évaluée la solution analytique
à x = 1.5 et nous avons appliqué, tout comme avec le problème non raide, diverses mé-
thodes RKI pour le résoudre numériquement. Comme avant, ces méthodes de résolution
ont été programmées en MATLAB, et les résultats sont présentés dans la figure 4.2.
Figure 4.2 – Courbes de convergence pour un problème raide
Nous remarquons que les valeurs des pentes ne sont pas celles attendues par 4.72, ce
qui témoigne d’une réduction de l’ordre, donc précision, selon la méthode employée. Le
problème converge, mais l’erreur sera toujours plus grande pour un problème raide que
pour un problème non raide.
Le système d’EDO qui décrit le système cardiovasculaire est fortement non-linéaire,
donc nous le considérons comme étant un problème raide, d’où l’importance de choi-
sir une méthode L-stable pour sa résolution. Puisque les solutions exactes ne sont pas
connues dans le cadre de ce problème spécifique, nous ne pourrions pas par contre sa-
voir le degré de la réduction de l’ordre.
CHAPITRE 5
MODÉLISATION DU SYSTÈME CARDIOVASCULAIRE
Nous nous intéressons aux modèles numériques pour plusieurs raisons. D’abord, ils
servent à : 1) démontrer la faisabilité d’un nouveau traitement/méthode diagnostique, 2)
réduire l’expérimentation chez les animaux, 3) améliorer le design des études animales
et cliniques, et 4) renforcer les designs des unités de contrôleurs en complémentant les
études animales [55]. Ces derniers conviennent parfaitement à l’évaluation des PAVG.
Bien que certaines comme la Heartmate II soient bien caractérisées par les études cli-
niques, certaines comme la pompe Cardianove n’ont pas été étudiées auprès des humains
et leur efficacité clinique est inconnue [39]. Évidemment, il est difficile d’effectuer des
essais chez les humains, puisque l’installation d’une pompe est très invasive. Alors, un
modèle numérique qui corrèle bien avec la physiologie humaine peut nous donner des
meilleures indications quant à leur efficacité comparativement à un modèle animal.
5.1 Le modèle Windkessel
Pour effectuer des études numériques sur le système cardiovasculaire globalement,
ce qui est souvent employé et accepté est un modèle que nous appelons lumped-parameter
[29], ou en boîtes noires, représenté dans la figure 5.1 [51].
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Figure 5.1 – Représentation schématique du système cardiovasculaire sous forme de
boîtes noires [51]
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Pour commencer,CL etCR représente les compliances ventriculaires gauche et droite,
c’est-à-dire leur capacité à accueillir une certaine quantité de sang. Ces compliances
varient dans le temps, puisque les déformations ventriculaires sont importantes lors d’un
cycle cardiaque. Deux valves se retrouvent à l’entrée et à la sortie de chaque ventricule
et sont fermées ou ouverte selon certaines conditions. Dans le cas du ventricule gauche,
S4 correspond à l’état de la valve mitrale, et S1 la valve aortique. Ces deux quantités
peuvent avoir deux valeurs : soit ‘0’ pour fermée, ou ‘1’ pour ouverte. Sachant que
PVP représente la pression pulmonaire veineuse (qui est une bonne approximation de la
pression auriculaire gauche), PVG la pression dans le ventricule gauche, et PAo la pression
aortique :
S4 = SM =


0, PVP ≤ PVG
1, PVP > PVG
(5.1)
S1 = SAo =


0, PVG ≤ PAo
1, PVG > PAo
(5.2)
Dans le cas du ventricule droit, la pression veineuse systémique PSV approxime la
pression auriculaire droite, et sachant que la pression ventriculaire droite est PVD, la
pression artérielle pulmonaire PAP, et l’état des valves triscupide et pulmonaire respecti-
vement S2 et S3 :
S2 = STR =


0, PSV ≤ PVD
1, PSV > PVD
(5.3)
S3 = SPUL =


0, PVD ≤ PAP
1, PVD > PAP
(5.4)
La compliance ventriculaire est modélisée selon trois modèles qui seront l’objet de
la prochaine section. Pour ce qui est des vaisseaux, nous appliquons généralement ce
que nous appelons le modèle Windkessel, qui suggère que les vaisseaux ont une certaine
élasticité qui leur permet de contenir un certain volume de sang par expansion [10]. Les
vaisseaux ont alors une compliance, tel qu’illustré dans la figure 5.2.
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Figure 5.2 – Un vaisseau de compliance [26]
Sachant que le volume dans un vaisseau est :
V (t) =C(t)P(t)+V0 (5.5)
oùC est la compliance (constante dans le cas d’un vaisseau), et P(t) sa pression. Il y a un
débitQe à l’entrée et un débitQs à sa sortie. Le termeV0 réfère au volume ’mort’ [13] qui
correspond au volume mesuré dans le compartiment donné à une pression équivalente à
la pression ambiante. Si nous fixons cette pression à 0, P(t) devient alors une pression
de référence. Alors, le changement de volume à n’importe quelle moment est équivalent
à :
dV
dt
=C
dP
dt
= Qe−Qs (5.6)
L’équation 5.6 décrit le changement de volume à n’importe quel moment dans les
quatre compartiments majeurs de vaisseaux, les systèmes artériel et veineux systémiques
et pulmonaires. Cependant, dans le cas d’un ventricule, la relation devient :
dV
dt
=
d
dt
(CP) = Qe−Qs (5.7)
Nous ne pouvons sortir C de la dérivée puisqu’elle n’est pas constante. Appliquons ces
deux équations à la figure 5.1. Pour commencer, nous allons employer la terminologie
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indiquée dans la deuxième colonne du tableau 5.I nous allons ignorer les pressions cor-
respondant aux compliancesC3 etC6 qui correspondent aux oreillettes. La pression dans
ces deux compartiments sera approximée par le système veineux systémique pour le côté
droit et le système veineux pulmonaire pour le côté gauche.
Tableau 5.I – Terminologie employée pour la modélisation du système cardiovasculaire
Terme dans la figure 5.1 Terme employé Signification
CL CVG Compliance ventriculaire gauche
C1 CSA Compliance artérielle systémique
C2 CSV Compliance veineuse systémique
C3 COD Compliance auriculaire droite
CR CVD Compliance ventriculaire droite
C4 CAP Compliance artérielle pulmonaire
C5 CVP Compliance veineuse pulmonaire
C6 COG Compliance auriculaire gauche
RL+R1 RAo Résistance de la valve aortique
R2 RSA Résistance artérielle systémique
R3 RSV Résistance veineuse systémique
R4 RTR Résistance de la valve tricuspide
RR+R5 RPUL Résistance de la valve pulmonaire
R6 RAP Résistance artérielle pulmonaire
R7 RVP Résistance artérielle veineuse
R8 RM Résistance de la valve mitrale
L1 LSA Inertance artérielle systémique
L2 LSV Inertance veineuse systémique
L3 LAP Inertance artérielle pulmonaire
L4 LVP Inertance veineuse pulmonaire
Les résistances sont employées selon l’équation de Poiseuille abordée dans le cha-
pitre 1, et elles sont des moyennes de tous les vaisseaux faisant partie d’un compartiment
donné. Alors si nous l’appliquons avec les équations 5.6 et 5.7, nous nous retrouvons
avec le système suivant de six équations différentielles ordinaires non linéaires qui dé-
crivent la figure 5.1 sans les oreillettes, qui peut être résolue avec une méthode RKI
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décrite auparavant, la méthode Radau IIA3 dans notre cas, qui est L-stable :
dVVG
dt
=
d
dt
(CVGPVG) = SM
PVP−PVG
RVP+RM
−SAoPVG−PSA
RAo
(5.8a)
dVSA
dt
=
d
dt
(CSAPSA) = SAo
PVG−PSA
RAo
− PSA−PSV
RSA
(5.8b)
dVSV
dt
=
d
dt
(CSVPSV ) =
PSA−PSV
RSA
−STR PSV −PVD
RSV +RTR
(5.8c)
dVVD
dt
=
d
dt
(CVDPVD) = STR
PSV −PVD
RSV +RTR
−SPULPVD−PAP
RPUL
(5.8d)
dVAP
dt
=
d
dt
(CAPPAP) = SPUL
PVD−PAP
RPUL
− PAP−PVP
RAP
(5.8e)
dVVP
dt
=
d
dt
(CVPPVP) =
PAP−PVP
RAP
−SMPVP−PVG
RM +RVP
(5.8f)
Même si nous avons précisé que la loi de Poiseuille s’applique à un écoulement station-
naire, l’écoulement à travers n’importe quelle de ces résistances change dans le temps.
Par contre, si nous intégrons le système précédent numériquement sur des pas de temps
assez petits, la loi de Poiseulle peut fournir une bonne approximation. En fait, elle pour-
rait s’appliquer définitivement si en théorie le pas de temps h→ 0. Quant à l’inertance,
elle caractérise la résistance aux changements de débit. Ce phénomène est d’importance
particulière dans les artères systémiques et pulmonaires [24]. L’effet n’a pas été consi-
déré dans les résultats de ce mémoire, mais il serait intéressant d’en tenir compte comme
futur travail.
La solution est périodique, puisque les fonctions décrivant la compliance des ventri-
cules le sont également. Elles seront abordées maintenant.
5.2 La compliance ventriculaire
Nous avons effectué un choix de modèle de compliance ventriculaire parmi trois : les
modèles Suga, Hoppenstead et Peskin, et Stergiopulos [33][13][29]. Clarifions quelques
termes avant. D’abord, l’élastance est l’inverse de la compliance :
E(t) =
1
C(t)
(5.9)
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Aussi, la compliance maximale d’un ventricule serait au moment où il peut accueillir
une grande quantité de sang pour un petit changement relatif en pression, c’est-à-dire en
début de diastole. À l’inverse, la compliance serait minimale juste en début de systole.
Évidemment, une compliance maximale correspondrait à une élastance minimale et vice-
versa.
Maintenant, définissons la durée d’une période cardiaque T et la durée de systole TS,
et supposons que le début d’une période marque le début de systole. Alors, la diastole
débute à t = TS. Généralement :
C(t) =C(t+nT ) (5.10)
où n est un entier positif, ce qui satisfait la définition d’une fonction périodique. La
période cardiaque est facilement mesurable dans la vie clinique de tous les jours, no-
tamment par la prise des pouls. La mesure du temps de systole est moins évidente, par
contre. Pourtant, nous savons que, sur un électrocardiogramme, la durée de l’intervalle
que nous appelons l’intervalle QT, qui correspond à une dépolarisation ventriculaire, ap-
proxime la durée de la systole ventriculaire [36]. Sachant que la période est approximée
par un autre intervalle appelé l’intervalle RR, certaines études ont essayé de trouver une
relation mathématique entre les deux pour prédire l’effet d’un changement de la période
sur le changement du temps de systole. Il est difficile, par contre, de déterminer si une
relation universelle existe, puisqu’elle semble être linéaire, parabolique ou hyperbolique
selon le sujet, qui a chacun un état des systèmes nerveux autonome et cardiaque propre
[45]. Pourtant, le calcul d’une pente QT/RR n’est pas rare dans la littérature [35][56],
donc à des fins simplistes, nous pouvons supposer une relation linéaire (avec les temps
en secondes), inspirée des résultats de [45] :
QT = 0.23+0.17RR (5.11)
ou :
TS= 0.23+0.17T (5.12)
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Dans notre simulation, nous avons employé une période cardiaque de 0.0125 minutes
(ou 80 battements/minute) et un temps de systole de 0.005 minutes tel que suggéré par
Peskin et Hoppensteadt, ce qui relativement proche à ce qui est prédit par la relation 5.12
pour la période suggérée.
5.2.1 Le modèle Suga
Suga et al. ont trouvé selon les études sur des ventricules canins que la courbe d’élas-
tance en fonction du temps retenait la même forme malgré les variations en postcharge,
précharge, ou période cardiaque [33], donc nous pouvons définir une courbe d’élastance
normalisée en fonction du temps normalisé comme celle de la figure 5.3.
Figure 5.3 – Courbe d’elastance normalisée selon Suga [33]
L’élastance normalisée est définie comme étant [33] :
EN(tN) =
E(t)
EMAX
(5.13)
et où tN le temps normalisé est défini par rapport au temps de systole [33] :
tN =
t
TS
(5.14)
Alors, tant que nous connaissons le temps, le temps de systole et l’élastance maximale,
c’est-à-dire l’élastance en début de systole, nous pouvons calculer l’élastance à n’im-
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porte quel moment par l’équation suivante [33] :
E(t) = EMAXEN (5.15)
Nous pouvons obtenir EN en interpolant la relation EN(tN) avec une spline cubique, dont
l’algorithme a été programmé en MATLAB.
5.2.2 Le modèle Hoppensteadt et Peskin
Le modèle Hoppensteadt et Peskin est une fonction continue périodique avec deux
cas possibles [13] :
C(t) =


CMAX(
CMIN
CMAX
)
1−exp(−t/τS)
1−exp(−TS/τS) , 0≤ t ≤ TS
CMIN(
CMAX
CMIN
)
1−exp(−(t−TS)/τD)
1−exp(−(T−TS)/τD) , TS ≤ t ≤ T
(5.16)
où τS = 0.0025 minutes et τD = 0.0075 minutes sont des constantes représentant les
temps de contraction et de relaxation isovolumétriques [13].
5.2.3 Le modèle Stergiopulos
Le modèle de Stergiopulos, validé principalement pas des mesures effectués sur le
chat [29], est une d’élastance de la forme d’une fonction de type ’double-hill’ et s’écrit
de la manière suivante [29] :
E(t) = EMAX(a(
( tα1T )
n1
1+( tα1T )
n1
)× ( 1
1+( tα2T )
n2
))+EMIN (5.17)
Les paramètres a = 1, α1 = 0.303, α2 = 0.508, n1 = 1.32 et n2 = 21.9 sont des
paramètres qui caractérisent la forme de la courbe [29].
5.3 Choix du modèle et optimisation des paramètres
Tout d’abord, nous avons choisi de modeler le système cardiovasculaire enMATLAB
en programmant la résolution du système d’équations différentielles 5.8 par la méthode
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Radau IIA3 sur dix cycles cardiaques. Nous avons utilisé la période cardiaque ainsi que
les conditions initiales (voir le tableau 5.III) suggérées par Hoppensteadt et Peskin.
Avant de comparer les modèles de façon juste, il fallait que nous optimisions leurs
paramètres pour obtenir des résultats physiologiques convenables. Pour accomplir ceci,
nous avons employé la fonction de minimisation fminsearch de MATLAB de Math-
Works et nous avons spécifié la fonction de coût à minimiser en employant l’approche
des moindres carrés, dont les paramètres dépendent de la résolution du système 5.8.
Essentiellement, nous cherchons les compliances qui permettrait d’obtenir le plus près
possible les paramètres présentés dans le tableau 5.II correspondant à un état patholo-
gique inspiré des données provenant de [13], [43] et [59], et également des paramètres
qui correspondent à un état normal. Pour résumer, l’optimisation a trois grandes étapes :
d’abord, la fonction fminsearch accepte des paramètres comme arguments. Ensuite, le
système 5.8 est résolu à l’aide d’une méthode RKI à partir des pressions initiales pré-
sentées dans le tableau 5.III à t = 0 en début de systole, et la valeur de la fonction de
coût est calculée. Si une minimisation est encore possible, une autre itération des étapes
précédentes est effectuée.
Tableau 5.II – Paramètres d’optimisation (état normal)
Paramètre Valeur attendue
Pression artérielle systémique moyenne 100 mmHg
Pression veineuse systémique moyenne 2 mmHg
Pression artérielle pulmonaire moyenne 15 mmHg
Pression veineuse pulmonaire moyenne 5 mmHg
Amplitude de l’onde de pression artérielle systémique 40 mmHg
Amplitude de l’onde de pression artérielle pulmonaire 15 mmHg
Volume physiologiquement détectable 4.22 L
Débit cardiaque moyen 5 L/min
À noter que le volume physiologiquement détectable est inférieur à la valeur ha-
bituelle de 5 L. Rappelons que ce 5 L inclut également le volume mort, qui n’est pas
détectable à moins de tomber à une pression inférieure à une pression manométrique de
0. Pour les autres paramètres telle la résistance entre deux compartiments adjacents, il
suffit de soustraire les pressions moyennes de ces deux compartiments et diviser par le
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Tableau 5.III – Pressions initiales selon Hoppensteadt et Peskin [13]
Pression initial Valeur (mmHg)
PVG 5
PSA 80
PSV 2
PVD 2
PAP 8
PVP 5
débit moyen. Les résistances des valves sont considérées comme étant très petites et sont
fixées à 0.001 (mmHg×s/L).
Lorsque nous parlons d’un paramètre ci moyen, nous employons une intégration dans
le temps du paramètre sur une période, approximée avec la méthode du trapèze, divisée
par une période. Nous avons huit paramètres ci calculées et les paramètres attendues
ci,att , alors la fonction de coûtC à minimiser est :
C =
8
∑
i=1
(ci− ci,att)2 (5.18)
Pour chaque modèle, nous n’avons optimisé que les compliances, et les valeurs de
départ étaient celles de Peskin et Hoppensteadt, indiquées dans le tableau 5.IV [13].
Suprenamment, il a fallu que nous optimisions les compliances pour le modèle de Peskin
également.
Tableau 5.IV – Compliances initiales selon Hoppensteadt et Peskin [13]
Paramètres Valeur (L/mmHg)
CMIN,VG 0.00003
CMAX ,VG 0.0146
CMIN,VD 0.0002
CMAX ,VD 0.0365
CSA 0.00175
CSV 1.75
CAP 0.00412
CVP 0.08
Les résultats de l’optimisation pour le modèle de Suga et al. sont présentés dans les
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tableaux 5.V pour les compliances/élastance, et dans 5.VI pour les paramètres d’opti-
misation (les valeurs en parenthèses sont les différences absolues avec les valeurs atten-
dues). Les graphiques de pression en fonction du temps du côté gauche de la circulation
sur une période sont dans l’annexe, autant pour le modèle de Suga et al. que pour les
autres résultats qui suivent.
Tableau 5.V – Compliances et élastances optimisées pour le modèle Suga
Compliance/Élastance Valeur (L/mmHg ou mmHg/L)
EMAX ,VG 2.73 ×102
EMIN,VG 2.55 ×1025
EMAX ,VD 1.07 ×101
EMIN,VD 3.55 ×106
CSA 1.68 ×10−3
CSV 1.49 ×10−2
CAP 3.15 ×10−3
CVP 3.65 ×10−3
Tableau 5.VI – Valeurs des paramètres d’optimisation pour le modèle Suga
Paramètre Valeur
Pression artérielle systémique moyenne 98 mmHg (2 mmHg)
Pression veineuse systémique moyenne 2.92 mmHg (0.92 mmHg)
Pression artérielle pulmonaire moyenne 20.7 mmHg (5.07 mmHg)
Pression veineuse pulmonaire moyenne 8.76 mmHg (3.76 mmHg)
Amplitude de l’onde de pression artérielle systémique 29.7 mmHg (10.3 mmHg)
Amplitude de l’onde de pression artérielle pulmonaire 15.5 mmHg (0.5 mmHg)
Volume physiologiquement détectable 3.78 L (0.44 mmHg)
Débit cardiaque moyen 5.96 L/min (0.96 L/min)
Valeur de la fonction de coût 159
Le chiffre entre parenthèses représente la différence entre une valeur obtenue et la valeur attendue
pour un paramètre donné
Nous présentons les mêmes valeurs pour l’optimisation du modèle Hoppensteadt et
Peskin dans les tableaux 5.VII et 5.VIII. Les figures associées de pression en fonction
du temps et débit cardiaque sur une période sont disponibles dans l’annexe.
Finalement, les résultats de l’optimisation pour le modèle Stergiopulos sont présentés
dans les tableaux 5.IX et 5.X.
En examinant les six tableaux, il est clair qu’à cause des valeurs de fonction de coût
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Tableau 5.VII – Compliances et élastances optimisées pour le modèle Hoppensteadt et
Peskin
Compliance/Élastance Valeur (L/mmHg ou mmHg/L)
EMAX ,VG 3.19 ×103
EMIN,VG 4.40 ×101
EMAX ,VD 7.22 ×103
EMIN,VD 3.03 ×101
CSA 1.20 ×10−3
CSV 1.75
CAP 2.61 ×10−3
CVP 8.24 ×10−2
Tableau 5.VIII – Valeurs des paramètres d’optimisation pour le modèle Hoppensteadt et
Peskin
Paramètre Valeur
Pression artérielle systémique moyenne 105 mmHg (5 mmHg)
Pression veineuse systémique moyenne 2.03 mmHg (0.03 mmHg)
Pression artérielle pulmonaire moyenne 15.2 mmHg (0.02 mmHg)
Pression veineuse pulmonaire moyenne 4.97 mmHg (0.03 mmHg)
Amplitude de l’onde de pression artérielle systémique 40.7 mmHg (0.03 mmHg)
Amplitude de l’onde de pression artérielle pulmonaire 15.4 mmHg (0.4 mmHg)
Volume physiologiquement détectable 4.20 L (0.02 mmHg)
Débit cardiaque moyen 5.34 L/min (0.34 L/min)
Valeur de la fonction de coût 25.4
Le chiffre entre parenthèses représente la différence entre une valeur obtenue et la valeur attendue
pour un paramètre donné
que le modèle Stergiopulos est le plus avantageux, mais il y a d’autres justifications quant
à son utilisation. D’abord, par rapport au modèle Suga, la courbe d’élastance normalisée
a été grossièrement approximée par une spline cubique. De plus, l’élastance minimale
optimisé du ventricule gauche est énorme, sans doute hors des normes physiologiques, et
dépasse de toute manière l’élastance maximale, ce qui est absurde. Aussi, en regardant
les figures associées dans l’annexe, l’allure de la courbe n’est pas aussi lisse que les
deux autres modèles. Nous écartons alors le modèle Suga pour son échec apparent en
optimisation. Quant au modèle Hoppensteadt et Peskin, la valeur de la fonction du coût,
elle est relativement élevée à 25.4, mais compte tenu que les valeurs semble être dans
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Tableau 5.IX – Compliances et élastances optimisées pour le modèle Stergiopulos
Compliance/Élastance Valeur (L/mmHg ou mmHg/L)
EMAX ,VG 3.26 ×103
EMIN,VG 4.03 ×101
EMAX ,VD 6.04 ×103
EMIN,VD 3.03 ×101
CSA 9.90 ×10−4
CSV 1.74
CAP 2.46 ×10−3
CVP 8.85 ×10−2
Tableau 5.X – Valeurs des paramètres d’optimisation pour le modèle Stergiopulos
Paramètre Valeur
Pression artérielle systémique moyenne 100 mmHg (0 mmHg)
Pression veineuse systémique moyenne 2.01 mmHg (0.01 mmHg)
Pression artérielle pulmonaire moyenne 15.0 mmHg (0 mmHg)
Pression veineuse pulmonaire moyenne 5.07 mmHg (0.07 mmHg)
Amplitude de l’onde de pression artérielle systémique 40.0 mmHg (0 mmHg)
Amplitude de l’onde de pression artérielle pulmonaire 15.0 mmHg (0 mmHg)
Volume physiologiquement détectable 4.22 L (0 mmHg)
Débit cardiaque moyen 4.9 L/min (0.1 L/min)
Valeur de la fonction de coût 6.31 ×10−3
Le chiffre entre parenthèses représente la différence entre une valeur obtenue et la valeur attendue
pour un paramètre donné
les normes physiologiques, l’optimisation pourrait être considérée comme bonne. Par
contre, selon une correspondance entre l’auteur de ce mémoire et M. Peskin, la fonction
de compliance n’a aucune signification physiologique, et est simplement construite pour
donner grossièrement l’allure d’une courbe de pression, c’est-à-dire monter et descendre
de manière exponentielle sur une période cardiaque. Puisque le modèle de Stergiopulos a
été validé auprès des données humaines [29] et que l’optimisation a très bien fonctionné
(la valeur de la fonction de coût est assez négligeable), ce sera le modèle que nous allons
employer dans toutes simulations qui suivent.
Il faut noter qu’avec ces valeurs de compliance et d’élastance et si nous employons
les conditions initiales spécifiées précédemment, le régime du système cardiovasculaire
est permanent. Dans la figure 5.4, nous pouvons voir une courbe de pression en fonction
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du temps sur dix cycles cardiaques, sur laquelle les valeurs de pression au début de
chaque cycle sont égales.
Figure 5.4
5.4 Optimisation des paramètres dans le cas d’un état pathologique
Dans le premier chapitre, nous avons déjà établie que l’insuffisance cardiaque est in-
diqué par les compliances ventriculaires maximales et artérielles abaissées. Nous aime-
rions obtenir les paramètres tout comme dans la section précédente, mais pour simuler
un patient plutôt d’un sujet normal. Nous avons commencé en recueillant les données
hémodynamiques moyennes correspondant à un cas d’insuffisance cardiaque chronique
mixte (dysfonction systolique et diastolique), tirées de [30] et [32] et résumées dans le
tableau 5.XI.
Nous remarquons que la pression artérielle moyenne est abaissée, tandis que les
autres pressions sont augmentées. En effet, le coeur est incapable à pomper le sang cause
une accumulation de fluide dans les compartiments en aval, notamment la circulation
pulmonaire. Le volume est diminuée également. Nous avons appliquée notre algorithme
d’optimisation, utilisant toujours le modèle de Stergiopulos, mais cette fois avec les va-
leurs pathologiques comme paramètres, et nous avons obtenu les résultats résumés dans
les tableaux 5.XII et 5.XIII :
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Tableau 5.XI – Paramètres d’optimisation (état pathologique)
Paramètre Valeur
Pression artérielle systémique moyenne 92 mmHg
Pression veineuse systémique moyenne 15 mmHg
Pression artérielle pulmonaire moyenne 40 mmHg
Pression veineuse pulmonaire moyenne 30 mmHg
Amplitude de l’onde de pression artérielle systémique 30 mmHg
Amplitude de l’onde de pression artérielle pulmonaire 16 mmHg
Volume physiologiquement détectable 4.22 L
Débit cardiaque moyen 3.50 L/min
Tableau 5.XII – Compliances et élastances optimisées pour le modèle Stergiopulos (état
pathologique)
Compliance/Élastance Valeur (L/mmHg ou mmHg/L)
EMAX ,VG 6.47 ×103
EMIN,VG 2.54 ×102
EMAX ,VD 3.38 ×102
EMIN,VD 6.73
CSA 1.13 ×10−3
CSV 1.81
CAP 3.21 ×10−3
CVP 2.76 ×10−5
Tableau 5.XIII – Valeurs des paramètres d’optimisation pour le modèle Stergiopulos
(état pathologique)
Paramètre Valeur
Pression artérielle systémique moyenne 92.2 mmHg (0.2 mmHg)
Pression veineuse systémique moyenne 1.94 mmHg (13.1 mmHg)
Pression artérielle pulmonaire moyenne 40.8 mmHg (0.8 mmHg)
Pression veineuse pulmonaire moyenne 29.0 mmHg (1 mmHg)
Amplitude de l’onde de pression artérielle systémique 29.5 mmHg (0.5 mmHg)
Amplitude de l’onde de pression artérielle pulmonaire 16.0 mmHg (0 mmHg)
Volume physiologiquement détectable 4.06 L (0.16 mmHg)
Débit cardiaque moyen 4.08 L/min (0.58 L/min)
Valeur de la fonction de coût 175.5
Le chiffre entre parenthèses représente la différence entre une valeur obtenue et la valeur attendue
pour un paramètre donné
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Les élastances ventriculaires ont augmenté du côté gauche comme prévu, mais ils
ont baissé du côté droit, signifiant probablement une accommodation d’une plus grande
quantité de sang que prévu. La compliance artérielle a augmenté contrairement à nos pré-
dictions ainsi que la compliance veineuse systémique. Au niveau de la circulation pulmo-
naire, le compartiment artériel a une compliance augmentée, et l’inverse est vrai pour le
compartiment veineux. À première vue, cette distribution des compliances semble être
aléatoire, et la fonction de coût a une valeur relativement grande, mais les paramètres
obtenus demeurent en général dans les limites acceptables, sauf pour le compartiment
veineux systémique. L’algorithme fminsearch n’a pas pu faire mieux, alors il aurait été
intéressant d’employer une autre méthode d’optimisation.
Figure 5.5
Comme avec le cas non pathologique, nous avons vérifié si le régime atteint un état
permanent, compte tenu des valeurs de compliances ci-haut et les conditions initiales
mentionnées auparavant. En analysant la figure 5.5, nous constatons que le régime per-
manent, malgré qu’il soit atteint éventuellement, ne survient qu’après six cycles, contrai-
rement au cas non-pathologique.
5.5 Simulation d’une pompe d’assistance ventriculaire
Nous pouvons employer le modèle numérique d’insuffisance cardiaque pour évaluer
l’effet d’un PAVG installée chez un patient hypothétique. L’ajout de la pompe s’effectue
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de la manière démontrée dans la figure 5.6.
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Figure 5.6 – Intégration d’une PAVG dans la représentation schématique du système
cardiovasculaire (adapté de [51])
L’intégration de la pompe nécessite une modification du système d’équations dif-
férentielles 5.8. La figure précédente indique que le débit sortant du ventricule gauche
passe par la PAVG et la valve aortique qui garde un niveau de fonctionnalité acceptable
malgré la pathologie. Sachant que QP signifie le débit à travers la pompe, le système
d’équations différentielles à résoudre devient alors :
dVVG
dt
=
d
dt
(CVGPVG) = SM
PVP−PVG
RSV +RM
−SAoPVG−PSA
RAo
−QP (5.19a)
dVSA
dt
=
d
dt
(CSAPSA) = SAo
PVG−PSA
RAo
+QP− PSA−PSV
RSA
(5.19b)
dVSV
dt
=
d
dt
(CSVPSV ) =
PSA−PSV
RSA
−STR PSV −PVD
RSV +RTR
(5.19c)
dVVD
dt
=
d
dt
(CVDPVD) = STR
PSV −PVD
RSV +RTR
−SPULPVD−PAP
RPUL
(5.19d)
dVAP
dt
=
d
dt
(CAPPAP) = SPUL
PVD−PAP
RPUL
− PAP−PVP
RAP
(5.19e)
dVVP
dt
=
d
dt
(CVPPVP) =
PAP−PVP
RAP
−SMPVP−PVG
RM +RSV
(5.19f)
Puisque la différence de pression à travers la pompe est :
∆P= PSA−PVG (5.20)
et sachant les longueurs et densités caractéristiques employées pour obtenir les courbes
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caractéristiques des pompes abordées dans le chapitre 3, nous pouvons utiliser la rela-
tion :
CP = g(CQ) (5.21)
pour trouver un débit à une vitesse de rotation quelconque. Il s’agit d’un problème dont
le but est de trouver les racines de la fonction :
g(CQ)−CP = f (CQ) (5.22)
Nous avons employé la méthode de Newton, et une fois le coefficient de débit trouvé,
nous avons pu calculer le débit à travers la pompe.
Tout comme avec les cas précédents sans assistance ventriculaire, le système 5.19 a
été résolu en MATLAB avec la méthode Radau IIA3 sur dix cycles cardiaques, avec les
mêmes valeurs de période cardiaque et conditions initiales qu’auparavant.
Les figures de pression en fonction du temps et de débit sur un cycle cardiaque sont
disponible en annexe. Ici, nous les présenterons sous forme de tableaux de deux mesures
numériques que nous avons obtenues de la simulation.
La première est le débit total entrant dans le réseau artériel systémique, qui est le
débit passant par la valve aortique additionné au débit passant par la pompe. Dans le
tableau 5.XIV, nous présentons cette mesure pour les huit pompes à différentes vitesses
rotationnelles. Les cases vides signifient que la vitesse rotationnelle n’a pas été testée
pour la pompe en question.
La deuxième mesure est la pression artérielle systémique moyenne, mesurée égale-
ment à plusieurs vitesses rotationnelles pour chaque PAVG. Ces résultats sont résumés
dans le tableau 5.XV.
Les deux tableaux indiquent quelques tendances. D’abord, les pompes à écoulement
centrifuge, telles la BPX80 et la Heartmate III, génèrent le débit et pression moyens vou-
lus dans le réseau artériel (autour de 5 L/min et 100 mmHg respectivement) à des vitesses
rotationnelles basses. Dans le cas de la BPX80, cela serait autour de 1000-1500 RPM, et
pour la Heartmate III 3000-4000 RPM. Pour les pompes axiales, la vitesse rotationnelle
qui serait optimale est autour de 9000-10000 RPM, et pour la Jarvik 2000 10000-11000
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Tableau 5.XIV – Débit total entrant dans le réseau artériel systémique en L/min pour
huit PAVG à différentes vitesses de rotation
Vitesse (RPM) A B C D E F G H
500 4.96
1000 4.88 3.68 2.52 3.98 4.53 3.76 3.30 4.85
1500 4.71
2000 6.48 3.39 3.32 3.43 4.67 4.97 3.14 4.52
2500 8.60
3000 3.66 4.14 4.06 4.30 4.65 3.43 3.78
4000 4.40 3.12 5.15 3.61 4.63 4.05 4.77
5000 4.50 4.39 6.98 4.04 5.80 5.02 4.72
6000 4.40 4.30 9.04 4.64 7.34 6.35 5.86
7000 4.31 4.14 4.08 9.02 7.99 7.30
8000 4.83 4.75 4.20 10.8 9.89 8.92
9000 4.79 4.57 4.24 12.6 12.0 10.7
10000 4.77 4.89 4.65 14.5 14.5 12.5
11000 5.13 5.30 4.82
12000 5.59 5.79 5.14
13000 6.10 6.36
14000 6.64 7.01
15000 7.20 7.70
A : BPX80 ; B : Cardianove ; C : Heartmate II ; D : Heartmate III ; E : Jarvik 2000 ; F : Okada et
al. ; G : Wu et al. (type A) ; H : Wu et al. (type B)
RPM. Il est clair que pour éviter une pression artérielle qui dépasse les capacités de la
pompe et le ventricule et qui pourrait mener à un effet de succion dans lequel le ven-
tricule est aspiré par la pompe [21], il faut garder les vitesses de rotations basses dans
le cas des pompes centrifuges. Pourtant, comme mentionné précédemment, une vitesse
rotationnelle basse prédispose à la stagnation et thrombose. Pour le patient moyen mo-
délisé, il semblerait qu’une pompe centrifuge n’est pas forcément optimale. Quant aux
pompes axiales, le cisaillement peut devenir important à des vitesses de l’ordre de 10000
RPM, mais il semble qu’avec ce genre de pompe, il y a moins de risque d’écoulement ré-
trograde ou d’aspiration ventriculaire, puisqu’il faudrait monter à des vitesses beaucoup
trop élevées pour que cela arrive.
Nous pouvons remarquer que pour certaines pompes à des vitesses de rotations
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Tableau 5.XV – Pression artérielle systémique moyenne en mmHg pour huits PAVG à
différentes vitesses de rotation
Vitesse (RPM) A B C D E F G H
500 89.7
1000 94.1 84.5 64.6 82.2 84.8 87.6 65.3 84.1
1500 105.4
2000 144.5 87.1 69.0 83.5 84.5 89.8 69.7 84.8
2500 190.9
3000 87.5 73.7 91.8 85.2 94.7 78.3 87.8
4000 88.6 78.4 115.2 86.4 103.7 91.3 93.7
5000 90.3 83.1 155.5 88.1 129.6 112.5 105.8
6000 92.7 87.8 200.7 90.3 163.3 141.8 130.8
7000 95.9 92.5 92.8 200.3 177.8 162.6
8000 99.3 97.3 95.7 238.9 219.5 198.2
9000 102.5 102.4 99.0 278.9 266.8 236.1
10000 106.5 109.4 102.7 319.8 319.7 276.5
11000 114.8 118.5 107.8
12000 124.8 129.3 114.9
13000 136.0 141.9
14000 147.9 156.1
15000 160.2 171.3
A : BPX80 ; B : Cardianove ; C : Heartmate II ; D : Heartmate III ; E : Jarvik 2000 ; F : Okada et
al. ; G : Wu et al. (type A) ; H : Wu et al. (type B)
basses, il arrive que la pression artérielle moyenne est inférieure à celle de 92 mmHg
que nous observons en moyenne chez les patients en insuffisance cardiaque. Pour expli-
quer ceci, nous prenons la pompe Heartmate à 1000 RPM. Dans la figure 5.7(a), nous
remarquons que lors de la période diastolique, la pression artérielle chute rapidement.
Dans la figure 5.7(b), le débit à travers la valve aortique est nulle, ce qui indique qu’il
n’y a pas de régurgitation aortique. Par contre, il y a un débit négatif à travers le dispo-
sitif (le sang passe de l’aorte vers le ventricule gauche). Il s’agit alors d’un écoulement
en sens inverse. Lors de la période systolique, seul le muscle cardiaque fournit un débit,
et le débit à travers la pompe est nulle, puisque la pression ventriculaire est égale à la
pression aortique (donc un ∆P = 0 entre l’entrée et la sortie du dispositif). Une fois la
systole terminée, la pression à la sortie de la pompe est trop élevée pour permettre à cette
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dernière de générer un débit vers l’aorte, fort probablement car le dispositif roule à une
vitesse de rotation trop lente. Alors, l’écoulement est régurgité dans le ventricule gauche
passant par le dispositif, contribuant à la chute de la pression artérielle systémique.
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Figure 5.7 – La pompe Heartmate II à 1000 RPM chez un patient avec l’insuffisance
cardiaque
Quant aux pompes mixtes, à première vue, la pompe Cardianove ne semble pas avoir
beaucoup d’avantages comparativement à la Heartmate II ; leurs profils dans les tableaux
5.XIV et 5.XV sont similaires, ce qui pourrait indiquer que soit la pompe Cardianove se
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comporte de façon très semblable à une pompe axiale ou bien que le Heartmate II ait
quelques caractéristiques d’une pompe à écoulement mixte. Les pompes Wu et al. et
Okada et al. semble avoir leur performance optimale dans les environs de 4000-5000
RPM, 1000 RPM de plus que la Heartmate III, ce qui n’est pas probablement pas un
gros avantage quant à l’évitement d’un écoulement stagnant, mais néanmoins, nos ré-
sultats indiquent que ces pompes puissent démontrer une performance intéressante à des
vitesses de rotation intermédiaires.
CHAPITRE 6
DISCUSSION ET TRAVAUX FUTURS SUGGÉRÉS
L’optimisation des paramètres a été un succès dans les normes physiologiques, alors
à ce niveau notre modèle est raisonnablement réaliste, mais l’optimisation pour l’obten-
tion des paramètres pathologiques reste à améliorer. De cette façon, nous n’avons pas pu
simuler un patient qui représentait de façon moyenne un individu affecté par l’insuffi-
sance cardiaque chronique de façon que ses pressions moyennes correspondait à ce qui
est décrite dans la littérature (voir [30] et [32]). Il se pourrait que notre optimisation soit
sous trop de contraintes ou pas assez, et il se pourrait qu’il y a d’autres paramètres à op-
timiser à part les compliances, comme les paramètres déterminant la forme de la courbe
dans le cas du modèle de Stergiopulos.
Aussi, un modèle de compliance ventriculaire qui ne varie que dans le temps a ses
limites, puisque la compliance est en fait une propriété des parois ventriculaires qui
dépendent entre autres de la déformation et la vitesse de déformation, donc il serait
plus réaliste d’employer un modèle ventriculaire basé sur la viscoelasticité ventriculaire
[48][15][10].
Ensuite, notre modèle ne tient pas compte des inertances artériels pulmonaires et sys-
témiques, ce qui peut être trompeur. En effet, 80% de la pression pulmonaire artérielle
est due aux forces d’inertie dans les deux derniers tiers de la phase d’éjection ventricu-
laire, et 22% pour les artères systémiques [24]. Pour cela, nous reprenons la figure 5.1 et
nous nous concentrons sur le réseau artériel systémique. Auparavant, le débit à l’entrée
était :
Q=
∆P
R
(6.1)
mais en tenant compte de l’inertance qui est en série avec la résistance, cette expression
devient une équation différentielle du premier ordre, dont la solution est le débit Q :
L
dQ
dt
+RQ= ∆P (6.2)
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Bien que nous étudions le système cardiovasculaire sur seulement une période, nous
n’explorons pas le comportement après plusieurs périodes, ce qui nous empêche d’ins-
taurer des systèmes de contrôle dont le baroréflexe et chemoreflexe. Ces deux méca-
nismes sont importants, puisqu’ils assurent, au moins à court terme, que la pression
artérielle et le débit cardiaque soit maintenus pour répondre aux besoins métaboliques
de l’organisme en nutriments et en oxygène. Ursino a développé un modèle baroréflexe
[64] et un modèle chemoréflexe [38][19], et Peskin et Hoppensteadt [13] et Ottesen [61]
en offrent également. Pourtant, nous avons mentionné auparavant que la sensibilité du
système barorélexe est diminuée dans l’insuffisance cardiaque, alors il serait intéressant
de mesurer à quel point son absence est significatif. Aussi, il serait important aussi de te-
nir compte des systèmes pulmonaire, rénal, ainsi que certains mécanismes moléculaires
comme l’ANP, l’axe rénine-angiotensine-aldostérone et l’hormone antidiurétique, dont
des modèles mathématiques sont disponibles [26][40][13].
Rappelons aussi que ces modèles préliminaires ne traitent que des patients moyens,
ce qui n’est pas évidemment représentatif de chaque patient. Il faudrait aussi non seule-
ment investiguer si le modèle peut s’adapter mieux au patient moyen, mais à n’importe
quel patient qui pourrait bénéficier de l’installation d’une PAVG et dont ses paramètres
hémodynamiques sont connus. Également, il serait intéressant d’effectuer le problème
à l’envers. À partir des paramètres hémodynamiques d’un patient, serait-il possible de
concevoir une pompe qui lui serait optimale ?
Finalement, nous rappelons que le modèle Windkessel se base sur l’application d’un
écoulement de Poiseuille, ce qui n’est plus applicable si le pas de temps devienne trop
grand. Plusieurs auteurs ont tenté de résoudre les équations de Navier-Stokes en tenant
compte d’une accélération locale et convective du fluide, notamment Womersley, qui a
assumé un gradient de pression entre deux compartiment du réseau comme étant [66] :
dp
dz
= Aeiωt (6.3)
qui est une fonction périodique. En assumant une même forme pour la vitesse, une solu-
tion analytique pourrait être trouvée pour l’équation de Navier-Stokes, qui est en fait une
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fonction de Bessel du premier type d’ordre γ [10]. Nous savons que le gradient n’est pas
parfaitement sinusoïdal, mais nous nous inspirons de l’idée de Womersley pour proposer
une autre méthode.
D’abord, toute onde de pression dans le système cardiovasculaire est périodique,
et alors elle a un domaine de fréquence qui peut être analysé par une transformée de
Fourier, tel qu’illustré dans la figure suivante.
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Figure 6.1 – Transformée de Fourier d’une onde de pression artérielle
Ainsi, nous pouvons trouver les coefficients et les fréquences correspondant au po-
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lynôme trigonométrique interpolaire. Nous faisons ceci pour chaque compartiment du
réseau circulatoire et, en s’inspirant de Suga qui a précisé que la forme des ondes restait
pareille peu importe la précharge ou la postcharge (au moins, pour un individu donné),
nous pouvons ajuster la forme de la courbe pour tenir compte des changements ampli-
tudes de pression ou de période en multipliant les fréquences et les coefficients par des
facteurs communs. Aussi, les polynômes trigonométriques nous permettent de savoir les
gradients de pression entre deux compartiments adjacents, ce qui nous donne les vitesses
du fluide à différents endroits dans la circulation à différents moments.
Le problème est que cette méthode exige que nous sachions d’avance l’allure de la
courbe que nous souhaitons simuler, tandis que la méthode avec l’écoulement de Poi-
seuille ne suppose rien. Une PAVG rend la tâche plus difficile, puisque la forme de ses
courbes de débit et de pression sont imprévisibles. En même temps, notre approche pour-
rait être intéressant au point de vue des problèmes inverses.
Pour finir sur les améliorations à apporter, il y aurait quelques investigations à faire
au sujet de la méthode de résolution numérique. Commementionné auparavant, la Heart-
mate III nous a amené un problème de convergence possiblement dû à une bifurcation.
Le problème serait probablement en lien avec la linéarisation du système, la façon dont
le système d’EDO est construit, et possiblement en lien avec le fait que nous utilisons
dans notre algorithme une méthode qui converge seulement localement pour résoudre
notre problème RKI, alors il serait intéressant de savoir si l’utilisation d’une méthode
qui converge globalement élimine ces difficultés.
En somme, ce mémoire a pu démontrer une indication que les PAVG à écoulement
mixte pourrait être effectivement un bon compromis entre le lenteur et la grosseur d’une
pompe centrifuge et la vitesse élevée des pompes axiales, même si la différence ne
semble pas impressionnante à première vue. Il faudrait refaire des études numériques
avec systèmes de contrôle et avec des paramètres mieux optimisés, et potentiellement
avec d’autres modèles de PAVG de type mixte. Finalement, il serait intéressant d’aborder
le problème inverse pour suggérer les paramètres (i.e. la courbe caractéristique) d’une
pompe mixte de future génération, et établir un équilibre entre rendement énergétique,
durabilité, et effets néfastes, tout dans le but de mieux servir les segments de la popula-
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tion qui en bénéficieront pour avoir une meilleure qualité de vie sans faire recours à un
excès de médicaments, multiples chirurgies cardiovasculaires, un remplacement complet
avec coeur artificiel ou, même, une transplantation.
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