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suorituskyvyn analysoinnin.
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1 Johdanto
Hajautettu järjestelmä koostuu joukosta itsenäisiä tietokoneita, jotka kommuni-
koivat viestiverkon välityksellä. Käyttäjälle järjestelmä näkyy yhtenäisenä koko-
naisuutena, joka tarjoaa joukon palveluita. Järjestelmän eri komponentit osallis-
tuvat palvelun toteuttamiseen, usein rinnakkain. Rinnakkaisuus tekee järjestel-
män toiminnasta usein epädeterministisen, epäintuitiivisen ja vaikeasti ennustet-
tavan. Yleensä hajautettujen järjestelmien toimintaa ja suorituskykyä voidaankin
arvioida vasta, kun järjestelmä on kokonaisuudessaan valmis. Käytännössä täl-
löin on kuitenkin liian myöhäistä havaita puutteet: on huomattu, että suurimmat
suorituskykyyn vaikuttavat virheet tehdään yleensä kehitysprosessin alkupääs-
sä, suunnitteluvaiheessa [SMI90]. Niiden korjaaminen edellyttää usein tuotteen
koko arkkitehtuurin uusimista ja uudelleenrakennusta. Jo järjestelmää suunnitel-
taessa olisi tärkeää pystyä arvioimaan järjestelmän suorituskykyä ja kapasiteet-
tia. Tällöin se voidaan rakentaa alun perin siten, että se pystyy toteuttamaan sille
asetetut vaatimukset.
Tämän tutkielman tavoitteena on määritellä menetelmä ja toteuttaa työkalu ha-
jautetun järjestelmän mallintamiseen ja suorituskyvyn analysointiin järjestelmä-
suunnitteluvaiheessa. Tutkielmassa esitetään tapa mallintaa ja simuloida hajau-
tetun järjestelmän ohjelmiston ja laitteiston toimintaa suoritusmalleja käyttäen.
Menetelmä on yleinen, eikä se ole sidottu mihinkään tiettyyn järjestelmään. Me-
netelmää voidaan käyttää sekä olemassa olevien että vasta suunnitteilla olevien
järjestelmien suorituskyvyn analysointiin. Tutkielman osana toteutetaan mene-
telmää hyödyntävä työkalu. Työkalun avulla voidaan laskea järjestelmän toteut-
tamien palveluiden läpimenoaikoja ja järjestelmän suoritusteho. Palveluita voi-
daan määritellä suoritettavaksi rinnakkain sekä tietyin väliajoin. Työkalu rapor-
toi järjestelmän resurssien käyttöasteet sekä mahdolliset syntyneet jonot. Rapor-
tista ilmenee järjestelmän pullonkaulat.
Työkalu saa syötteenä järjestelmän suoritusympäristön sekä kuormamallin. Suo-
ritusympäristö muodostuu aktiivisista ja passiivisista resursseista sekä suoritus-
malleista. Resurssit mallintavat järjestelmän laitteistoa ja suoritusmallit ohjel-
mistoa. Suoritusmallit kuvaavat palveluiden toteutukset äärellisinä suunnattuina
verkkoina. Verkon solmu määrittelee joko vierailun aktiivisessa resurssissa (pal-
velupisteessä) tai passiivisen resurssin varauksen tai vapautuksen. Aktiivisessa
resurssissa vierailu ilmoitetaan vaadittuna palveluaikana. Palveluita kuvattaessa
ei tarvitse ottaa huomioon mahdollista jonotusaikaa. Kuormamallilla kuvataan
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järjestelmän jonkin käyttötapauksen mukainen kuorma. Kuormamalli ilmoittaa
järjestelmän vastaanottamien palvelupyyntöjen määrän ja jakauman määrätyllä
aikavälillä. Työkalu suorittaa simulaation, jossa palveluita käynnistetään kuor-
mamallin mukaisesti. Simulaatiossa otetaan huomioon resurssien varaustilanne
sekä samanaikaisesti suoritettavat palvelut, ja pidetään kirjaa resurssien käyttö-
asteista sekä palvelupisteissä vietetyistä jonotusajoista.
Työkalun käyttö järjestelmäsuunnittelussa perustuu yksinkertaiseen kerrosmalli-
ja komponenttiajatteluun (kuva 1): järjestelmässä on sovellus-, käyttöjärjestelmä-
ja laitteistokerros. Järjestelmän arkkitehtuuria määriteltäessä kerroksista on va-
littavana erilaisia vaihtoehtoja (komponentteja). Työkalulla on tarkoitus pystyä
vertailemaan eri komponenttien vaikutusta koko järjestelmän suorituskykyyn.
Esimerkiksi halutaan löytää minimaalinen riittävän suoritustehon takaava lait-
teistokokoonpano tietylle sovellukselle ja käyttöjärjestelmälle. Toisaalta voidaan
esimerkiksi tutkia, minkälainen käyttöjärjestelmän tulisi olla, jotta tietyn sovel-
luksen vasteaika olisi mahdollisimman pieni määrätyllä laitteistolla. Oletetaan,
että ollaan toteuttamassa hajautettuun järjestelmään viestinvälitystä. Tässä ta-
pauksessa sovellusta edustavat viestinvälityksen käyttäjät. Sovelluksen käyttäy-
tyminen mallinnetaan työkalulle kuormamallina, joka vastaa järjestelmän ruuh-
katunnin viestiliikennettä. Itse viestinvälitys edustaa käyttöjärjestelmäkerrosta,
ja se mallinnetaan suoritusmalleina. Esimerkiksi jokainen järjestelmän kahden
tietokoneen välinen viestin välitys on yksi suoritusmalli. Jokainen viestinväli-
tystapahtuma kuormittaa tiettyjä osia laitteistosta, joka mallinnetaan resursseina.
Työkalun tekemän simulaation perusteella pystytään arvioimaan viestiliikenteen
laitteistolle aiheuttama kuormitus sekä jonojen aiheuttamat viiveet.
Luvussa 2 käsitellään eräitä hajautettujen järjestelmien ominaisuuksia, joita työ-
kalulla tulisi pystyä mallintamaan. Käsiteltävät osa-alueet on valittu Nokian
verkkoelementeissä käytössä olevien löyhästi kytkettyjen moniprosessorijärjes-
telmien perusteella. Kyseisiä järjestelmiä käyttäviä tuotteita toteutettaessa on ha-
vaittu erityisesti tarve tutkia erilaisten viestinvälitysratkaisuiden ja varmennus-
menetelmien vaikutusta suorituskykyyn.
Luku 3 käsittelee suorituskykyä ohjelmistotuotannon näkökulmasta: missä vai-
heessa tuotantoprosessia suorituskykyyn tulisi kiinnittää huomiota ja miten; mil-
lä tavalla tuotteen suorituskyky tulisi määritellä; miten suorituskyvystä voidaan
varmistua prosessin eri vaiheissa. Näkökulmaksi on valittu vesiputousmallin
mukainen vaihejakomalli, joka on yleisimmin käytetty [HAI97, luku 2.1]. Lisäk-





Kuva 1: Yksinkertainen järjestelmän kerrosmalli.
ilmaista.
Luku 4 esittelee menetelmän järjestelmän mallintamiseen ja suorituskykyanalyy-
sin tekemiseen suoritusmalleja käyttäen.
Luku 5 esittelee menetelmää hyödyntävän työkalun. Työkalun toimintaperiaate
käydään läpi sillä tarkkuudella, että vastaavan pystyisi toteuttamaan tutkielman
perusteella.
Luku 6 on tapaustutkimus, jossa työkalua on käytetty suunnitteilla olevan hajau-
tetun järjestelmän suorituskyvyn analysointiin. Tapaustutkimuksella on tarkoi-
tus osoittaa, että työkalulla on mahdollista mallintaa oikeita järjestelmiä ja saada
niiden toiminnasta kiinnostavaa suunnittelua ohjaavaa tietoa.
2 Hajautetut järjestelmät
Tämä luku ei käsittele hajautettuja järjestelmiä yleensä, vaan esittelee tutkielman
kannalta keskeiset järjestelmät ja niiden erityispiirteet.
2.1 Löyhästi kytketyt moniprosessorijärjestelmät
Löyhästi kytketyllä moniprosessorijärjestelmällä tarkoitetaan järjestelmää, jossa
• prosessoreilla ei ole yhteistä muistia
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• prosessorien väliseen kommunikointiin ja synkronointiin käytetään viestin-
välitystä [SIN94, luku 16.3.1].
Nokian verkkoelementeissä käytettävät DX 200 ja IPA 2800 -järjestelmät ovat löy-
hästi kytkettyjä moniprosessorijärjestelmiä [NOK99, NOK00a]. Taulukossa 1 on
esitetty joitakin järjestelmien eroja ja yhtäläisyyksiä. Järjestelmät on suunnitel-
tu yleiskäyttöisiksi suoritusalustoiksi, jotka tarjoavat hajautetuille käyttöjärjestel-
mille tyypillisiä palveluita. Järjestelmän päälle rakennettava sovellus tekee koko-
naisuudesta verkkoelementtituotteen. Esimerkkejä tällaisista tuotteista ovat kiin-
teän verkon puhelinkeskus, matkapuhelinkeskus, matkapuhelinverkon kotire-
kisteri ja matkapuhelinverkon tukiasemaohjain [NOK99].
Sovellusta rakennettaessa tulee suorituskyvyn kannalta oleelliseksi tehtäväk-
si hajauttaa laskenta mahdollisimman hyvin eri yksiköiden kesken. Tämä teh-
dään jakamalla järjestelmän tietokoneyksiköt yksikkötyyppeihin, joille määrä-
tään kiinteästi ennalta tiedetty joukko tehtäviä. Tehtävien hajautuksessa on otet-
tava huomioon yksiköiden välinen kommunikointi- ja synkronointitarve. Mikäli
jonkin yksikön toiminta on loogisesti tiukasti kytköksissä johonkin toiseen yk-
sikköön, voi mahdollisesti hidas viestinvälitys kuluttaa hajautuksesta saatavan
edun. Myös yksiköiden tehtävien kriittisyyteen tulee kiinnittää huomiota. Vika-
tilanteiden varalta joitakin yksiköitä on varmennettava, ja tietoa talletettava use-
aan paikkaan. Varmennuksen toteuttaminen vaatii aina osansa järjestelmän ka-
pasiteetista. Joissakin tapauksissa on tehtävä valinta vikasietoisuuden ja muun
suorituskyvyn välillä.
Edellä esitetyn perusteella voidaan määriteltävältä mallinnus- ja analysointime-
netelmältä vaatia soveltuvuutta
• järjestelmän kuormituksen jakautumisen ja laskennan tasapainoisuuden
tutkimiseen
• viestinvälityksen kapasiteetin tutkimiseen
• erilaisten varmennusmenetelmien aiheuttaman yleisrasitteen tutkimiseen.
Koska menetelmää on tarkoitus soveltaa ohjelmistoltaan ja laitteistoltaan hetero-
geenisiin järjestelmiin, menetelmällä tutkittava kohde ei saa olla rajoittunut mi-
hinkään tiettyyn laitteistoon, käyttöjärjestelmään, viestinvälitystoteutukseen tai
varmennusmenetelmään.
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Järjestelmä DX 200 IPA 2800
Käyttöjärjestelmä DMX, ChorusOS DMX, ChorusOS
Viestinvälitys- DX 200 -sanomaväylä ATM
teknologia Ethernet
Yksiköiden määrä 50–100 100–200




Taulukko 1: Nokian verkkoelementtien moniprosessorijärjestelmät.
Järjestelmän tyyppi Alhaallaoloaika Saatavuus Luokka
(minuutteja/vuosi) (prosentteja)
Ei-ylläpidetty 50000 90 1
Ylläpidetty 5000 99 2
Hyvin ylläpidetty 500 99.9 3
Vikasietoinen 50 99.99 4
Korkea saatavuus 5 99.999 5
Erittäin korkea saatavuus 0.5 99.9999 6
Äärimmäinen saatavuus 0.05 99.99999 7
Taulukko 2: Järjestelmän saatavuusluokat [GRA91].
2.2 Vikasietoisuus
Yksi järjestelmän suorituskyvyn1 metriikka on saatavuus (engl. availability). Saa-
tavuus ilmaisee minkä osan ajasta järjestelmä on valmis palvelemaan pyyntö-
jä. Saatavuudelle on määritelty yleiset luokat, jotka on esitetty taulukossa 2. Esi-
merkkejä korkean saatavuuden järjestelmistä (luokka 5 tai korkeampi) ovat pu-
helinkeskukset. Korkea saatavuus toteutetaan vikasietoisuuden avulla.
Vikasietoisuus (engl. fault tolerance) tarkoittaa järjestelmän kykyä hallita vikatilan-
teet. Järjestelmä on vikasietoinen, kun se havaitsee vikatilanteet, ja joko peittää
ne käyttäjältä, tai epäonnistuu suorituksessaan ennalta tiedetyllä tavalla [COU94,
luku 15.3]. Hajautetuissa järjestelmissä vikasietoisuuden toteuttamiseen on kaksi
1Ehkä yllättäen, esimerkiksi Jain [JAI91, luku 3.3] määrittelee saatavuuden suorituskyvyn met-
riikaksi.
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lähestymistapaa [COU94, sivu 19]:
Ylimääräiset laitteistokomponentit. Järjestelmässä on ylimääräisiä laitteisto-
komponentteja, ja yhden komponentin vikaantuminen ei estä järjestelmän
toimintaa. Esimerkiksi DX 200 -järjestelmässä kaikki tieto talletetaan aina
kahdelle levylle: toisen levyn vioittuessa mitään tietoa ei menetetä, ja vioit-
tunut levy voidaan korvata uudella ilman järjestelmän toimintakatkoa.
Ohjelmiston toipuminen. Ohjelmisto on suunniteltu havaitsemaan virhetilan-
teet ja toipumaan niistä. Esimerkiksi epäluotettavan IP-protokollan pääl-
le toteutettu TCP-protokolla: TCP tarjoaa käyttäjälle luotettavan tietovuon,
vaikka alla oleva IP-protokolla hukkaisi paketteja tai vaihtaisi niiden järjes-
tystä.
Vikasietoisuus edellyttää aina redundanssia (engl. redundancy) [GÄR99]. Yksinker-
taistettuna redundanssilla tarkoitetaan ylimääräisen tilatiedon ylläpitämistä, jolla
pystytään havaitsemaan virheet ja mahdollisesti toipumaan niistä. Redundanssin
toteuttaminen vaatii aina ylimääräistä tilaa tai laskentaa. Yksi redundanssin muo-
to on varmennus. Varmennuksella tarkoitetaan palvelun saatavuuden takaamis-
ta, vaikka yksittäinen palveluntarjoaja vikaantuisi. Varmennus voidaan toteuttaa
pelkästään laitteistolla, jolloin se on ohjelmistolle tuntumaton, tai yhdessä ohjel-
miston ja laitteiston kanssa. Ohjelmistolla toteutettavista varmennusmenetelmis-
tä ovat yleisimpiä herätesynkroniin ja varmennuspisteisiin perustuvat menetel-
mät.
Herätesynkroniin perustuva varmennus
Herätesynkroniin perustuvassa varmennuksessa (kuva 2) prosesseille on määrät-
ty varmentava prosessi, joka voi välittömästi ottaa haltuunsa aktiivisen prosessin
tehtävät tämän vikaantuessa [GRA91]. Aktiivinen ja varmentava prosessi muo-
dostavat prosessiparin, joka näkyy muulle järjestelmälle yhtenä loogisena pro-
sessina. Herätteet kohdistetaan loogiselle prosessille, ja ne välittyvät sekä aktii-
viselle että varmentavalle prosessille. Koska molemmat prosessit näkevät samat
herätteet, ne ylläpitävät samaa tilaa: prosessit toimivat herätesynkronissa.
Aktiivisen prosessin vikaantuessa järjestelmä tekee varmentavasta prosessista
aktiivisen, ja vanha aktiivinen prosessi elvytetään esimerkiksi uudelleenkäynnis-
tyksellä. Koska varmentavan prosessin tilatieto on ajan tasalla, voidaan palve-








Kuva 2: Herätesynkroniin perustuva varmennus [GRA91].
jatkaa toimintaansa varmentavana prosessina. Prosessin aloittaessa toimintansa
varmentavana prosessina, joudutaan sen tilatieto saattamaan aktiivisen proses-
sin tasalle. Tämä tehdään välittämällä aktiivisen prosessin tila kokonaisuudes-
saan varmentavalle prosessille. DX 200 -järjestelmässä toimenpidettä kutsutaan
lämmitykseksi [NOK99].
Yleensä herätesynkroni toteutetaan hajauttamalla aktiivinen ja varmentava pro-
sessi eri tietokoneisiin. Koska herätesynkroni lisää järjestelmän viestiliikennet-
tä, sen tehokkuus ja vaikutukset järjestelmän muuhun suorituskykyyn riippuvat
olennaisesti järjestelmän viestinvälityskyvystä2. Herätesynkroni edellyttää myös
tietynlaista toimintaa viestinvälitykseltä: viestit eivät saa monistua, eikä niiden
järjestys saa muuttua.
Varmennuspisteisiin perustuva varmennus
Varmennuspisteisiin (engl. checkpoint, kuva 3) perustuvassa varmennuksessa pro-
sessilla ei ole varmentavaa prosessia, jonka tilatietoa pidettäisiin jatkuvasti yllä.
Sen sijaan prosessi tekee tilastaan aika ajoin vedoksen (engl. snapshot), jonka avul-
la sama tila voidaan palauttaa myöhemmin. Vedos voidaan esimerkiksi tallettaa
levylle, tai se voidaan välittää yhteen tai useampaan varmentavaan tietokonee-
seen. Vikatilanteessa tehtävät siirtyvät toiselle prosessille, joka lukee vedoksen ja
palaa vikaantuneen prosessin viimeisimpään tunnettuun yhtenäiseen tilaan.
2DX 200 -järjestelmän sanomaväylä on suunniteltu herätesynkronia varten, ja prosessiparil-
le lähetys on mahdollista yhdellä lähetyksellä. Ethernet-, ATM- tai muissa commercial off the
shelf -lähtöisissä viestinvälitysratkaisuissa näin tuntumaton ratkaisu ei ole yleensä mahdollinen.
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Kuva 3: Varmennuspisteisiin perustuva varmennus.
Varmennuspisteisiin perustuva varmennus on luonteeltaan epäjatkuvampaa
kuin herätesynkroniin perustuva. Jotta vedos olisi yhtenäinen, on prosessin toi-
minta pysäytettävä vedoksen talletuksen ajaksi. Talletuksia on tehtävä riittävän
usein, jotta tilatieto ei pääse vanhenemaan. Lisäksi vikatilanteessa varmentava
prosessi ei pääse välittömästi jatkamaan toimintaa, vaan sen on ensin luettava
vedos, ja palautettava itsensä oikeaan tilaan. Tilatiedon talletusta voidaan tehdä
inkrementaalisesti, jolloin siirrettävän vedoksen koko voidaan pitää pienempä-
nä. Vedoksen talletus ja siirto voidaan tehdä myös taustalla, jolloin prosessin ei
tarvitse olla pysäytettynä koko siirtoon kuluvaa aikaa.
Tilatiedon sijasta voidaan ylläpitää myös tapahtumalokia. Sen sijaan, että tehtäi-
siin tilavedos, järjestelmä pitääkin kirjaa kaikista tilaa muuttavista tapahtumista.
Jälkeenpäin järjestelmän tila voidaan palauttaa suorittamalla lokissa olevat ta-
pahtumat. Tapahtumalokin ylläpitoon ja siirtoon voi usein liittyä pienempi yleis-
rasite tilavedokseen verrattuna; toisaalta tilan palauttaminen voi kestää kauem-
min. Käytännössä turvaudutaan molempiin ratkaisuihin: aika ajoin tehdään tila-
vedos, ja sen jälkeiset muutokset kirjataan tapahtumalokiin [COU94, luku 15.2].
2.3 Viestinvälitys
Hajautetun järjestelmän viestinvälitys noudattaa aina jotakin tunnettua viestin-
välitysmenetelmää, joka määrää viestinvälityksen käyttäytymisen loogisella ta-
solla. Viestinvälityksen fyysinen toteutus puolestaan määrää viestinvälityksestä
aiheutuvan yleisrasitteen. Suorituskyvyn kannalta on tärkeää tuntea viestinväli-












Hajautetuissa järjestelmissä viestinvälitykseen käytetään pääasiallisesti kolmea
eri tapaa: asynkronista viestinvälitystä, synkronista viestinvälitystä ja etäprose-
duurikutsua [AND91, osa 3]. Kuvassa 4 on esitetty tapojen toimintaperiaatteet
loogisella tasolla.
Viestinvälityksen tarjoavissa järjestelmissä prosessien väliseen kommunikointiin
käytetään loogista kanavaa, jolla on jokin ennalta tiedetty nimi (vastaanottavan
prosessin yksikäsitteinen tunniste). Kanavaan lähettäjiä voi olla useita, mutta vas-
taanottajia vain yksi.
Asynkronisessa viestinvälityksessä kommunikointikanava nähdään äärettömä-
nä. Kanavaan lähetys ei pysäytä lähettävää prosessia, vaan suoritus jatkuu riip-
pumatta siitä, onko vastaanottaja saanut viestin. Käytännössä kanavan kapasi-
teetti on aina rajallinen: kanavan täyttyminen voi näkyä esimerkiksi viestin ka-
toamisena.
Synkronisessa viestinvälityksessä kanava muodostaa suoran kytkennän lähettä-
jän ja vastaanottajan välille. Lähetys pysäyttää lähettävän prosessin, kunnes vas-
taanottaja on saanut viestin. Synkroninen viestinvälitys ei edellytä kommuni-
kointikanavalta viestin talletusta. Koska synkronisessa viestinvälityksessä lähet-
täjä tarvitsee tiedon viestin vastaanotosta, tarvitaan sen toteuttamiseen aina kuit-
taus. Tästä syystä synkroninen viestinvälitys ei voi olla asynkronista nopeampaa.
Etäproseduurikutsu on synkronisen viestinvälityksen erikoistapaus. Kutsuva
prosessi suorittaa kutsun ja pysähtyy, kunnes kutsuttava prosessi on herännyt ja
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palauttanut vastauksen (käytännössä siis vastaanottanut pyyntöviestin, käsitel-
lyt sen ja lähettänyt vastausviestin). Koska etäproseduurikutsut toteutetaan vies-
tinvälityksen avulla, ne ovat aina tavallista viestinvälitystä hitaampia.
Viestinvälitystopologiat
Hajautetun järjestelmän viestinvälitys toteutetaan kytkemällä järjestelmän yksi-
köt toisiinsa sisäisen viestiverkon avulla. Viestiverkon topologia ja fyysiset omi-
naisuudet määräävät kommunikointiin liittyvän viiveen, joka olennaisesti vai-
kuttaa järjestelmän suorituskykyyn. Kommunikointiviive on aina olemassa, ja se
on otettava huomioon järjestelmää suunniteltaessa. Kommunikointiviiveen hal-
lintaan on olemassa kolme pääperiaatetta [JOH92]:
Kommunikointia pyritään vähentämään. Yksiköt voivat esimerkiksi säilyttää
muista yksiköistä haettua tietoa välimuistissa ja hyödyntää ajallisen paikalli-
suuden periaatetta: kun tieto on kerran haettu, on todennäköistä, että siihen
viitataan pian uudelleen.
Kommunikointiviiveeseen sopeudutaan. Yksikkö voi suorittaa muuta hyödyl-
listä laskentaa odottaessaan viestin lähetyksen valmistumista tai viestin
saapumista. Tämä on mahdollista löyhästi kytketyissä järjestelmissä, jois-
sa laskennan eteneminen ei edellytä jatkuvaa synkronointia muiden yksi-
köiden kanssa.
Kommunikointiviive pyritään minimoimaan. Järjestelmän yksiköiden käyt-
täytyminen noudattaa fyysisen paikallisuuden periaatetta: jokaiselle yksikölle
voidaan määritellä pieni yksiköiden osajoukko, johon kuuluvien yksiköi-
den kanssa yksikkö pääasiallisesti kommunikoi. Tällöin voidaan yrittää ra-
kentaa viestiverkko, jossa on minimoitu pääasiallisen viestinvälityksen ai-
heuttama viive.
Kahta ensimmäistä periaatetta voidaan soveltaa järjestelmissä, joiden käyttäyty-
minen tai viestiverkon rakenne ei ole täysin tunnettu, tai se voi muuttua (esimer-
kiksi vanha ohjelmisto siirretään täysin uuteen ympäristöön). Usein kuitenkin
laajaa hajautettua reaaliaikaista järjestelmää on mahdoton toteuttaa pelkästään
näiden kahden periaatteen mukaisesti, vaan viestinvälitys on suunniteltava tark-
kaan sekä ohjelmiston että laitteiston tasolla. Ohjelmiston arkkitehtuuri vaikuttaa
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Kuva 5: Väylätyyppinen viestinvälitystopologia.
laitteiston valintaan ja päinvastoin, viestiverkosta tulee tärkeä osa koko järjestel-
män arkkitehtuuria.
Viestiverkon rakenne, looginen topologia, määrää verkon käyttäytymisen ja yksi-
köiden välisen viiveen. Yleisimpiä topologioita ovat väylä-, tähti-, rengas-, täysin
kytketty ja epäsäännöllinen topologia [ABE91].
Väylä. Väylätyyppisessä topologiassa (engl. bus topology, kuva 5) kaikki yksiköt
on kytketty yhteisen siirtotien, väylän, varrelle. Yksiköiden keskinäisellä sijain-
nilla ei ole väylätopologiassa käytännössä merkitystä. Kommunikointiviive on
sama kaikkien yksiköiden välillä. Koska väylä on yhteinen, yksiköt joutuvat kil-
pailemaan sen käytöstä. Tämä heikentää väylän suorituskykyä viiveen kasvaessa
kuormituksen ja yksiköiden määrän noustessa. Lisäksi väylän vioittuminen es-
tää kaiken kommunikoinnin. Väylätyyppiseen topologiaan yksiköiden lisäämi-
nen on yksinkertaista, toisaalta fyysisten rajoitusten vuoksi maksimikokoonpa-
not ovat usein melko pieniä.
Tähti. Tähtimäisessä topologiassa (engl. star topology, kuva 6) yksi yksikkö on
keskus, johon muut yksiköt (lehdet) on kytketty. Keskus ja lehdet muodostavat
yhdessä rypään. Rypäitä voi olla useita. Tyypillisesti verkossa on yksi ryväs, jon-
ka lehtinä ovat kaikki keskuskoneet. Tähtimäisessä topologiassa kommunikoin-
tiviive riippuu olennaisesti siitä, minkä yksiköiden välillä kommunikointia teh-
dään. Viive on pienin rypään sisällä, lehdestä keskukseen, ja pisin kauimpana
olevan rypään lehteen. Yksiköiden väliset siirtotiet voivat olla eri tyyppisiä ja no-
peuksisia. Koska yksiköistä ei ole suoraa siirtotietä kaikkialle, joutuvat keskukset
reitittämään viestejä. Kahden yksikön välinen kommunikointi voi siis kuormittaa
useampia yksiköitä. Toisaalta eri rypäiden sisällä voidaan kommunikoida toisis-




Kuva 6: Tähtimäinen viestinvälitystopologia.
Kuva 7: Rengasmainen viestinvälitystopologia.
Rengas. Renkaassa (engl. ring topology, kuva 7) jokainen yksikkö on kytketty
naapuriinsa. Liikenne kulkee renkaassa tyypillisesti yhteen suuntaan. Viive on
lyhin yksikön seuraavaan naapuriin ja pisin edelliseen naapuriin.
Täysin kytketty. Täysin kytketyssä topologiassa (engl. mesh topology, kuva 8)
kaikkien yksiköiden välillä on oma erillisyhteys, jonka nopeus ja tyyppi voi-
vat vaihdella yksiköittäin. Täysin kytketyssä topologiassa pystytään tarkimmin
määrittelemään ja vaikuttamaan kunkin yksikköparin väliseen kommunikointi-
viiveeseen. Täysin kytketty topologia on myös vikasietoinen: yhden siirtotien vi-
kaantuminen estää ainoastaan yhden yksikköparin suoran keskinäisen kommu-
nikoinnin. Koska jokaiseen yksikköön on oma yhteys, ja viestejä ei reititetä, voi-
vat eri yksiköt kommunikoida riippumattomasti. Käytännössä täysin kytketty to-
pologia on kallis toteuttaa jo pienillä yksikkömäärillä.
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Kuva 8: Täysin kytketty viestinvälitystopologia.
Kuva 9: Epäsäännöllinen viestinvälitystopologia.
Epäsäännöllinen. Epäsäännöllinen topologia (engl. hybrid topology, kuva 9) on
eri topologioista rakennettu risteytys. Käytännössä useiden hajautettujen järjes-
telmien viestiverkko on epäsäännöllinen: epäsäännöllisellä topologialla voidaan
saada kriittisiin yksiköihin täysin kytketyn topologian edut, mutta toisaalta sääs-
tää kustannuksia. Epäsäännöllinen topologia voi syntyä myös jälkikäteen “va-
hingossa”, kun huomataan, että jokin valituista perustopologioista on suoritus-
kyvyltään riittämätön. Epäsäännöllinen topologia voi tehdä järjestelmästä huo-
nommin skaalautuvan ja vaikeasti konfiguroitavan.
3 Suorituskykysuunnittelu
Ohjelmistojen suorituskykysuunnittelulla tarkoitetaan tapaa rakentaa ohjelmisto
alusta alkaen siten, että se täyttää sille asetetut suorituskykyvaatimukset [SMI90].
Pääpaino on erityisesti järjestelmäsuunnitteluvaiheessa3. Suorituskykysuunnitte-
3Ohjelmistotuotantoprosessin vaihe, jossa järjestelmän kokonaisarkkitehtuuri suunnitellaan ja
eri osien tehtävät sekä laitteiston ja ohjelmiston työnjako määritellään [HAI97, luku 2.1].
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lulla pyritään eliminoimaan epäedulliset arkkitehtuuri- ja suunnitteluvaihtoeh-
dot jo ennen toteutusta, ja täten lyhentämään tuotteen kehitysaikaa. Suoritus-
kykysuunnitteluun ei ole mitään yhtä tiettyä menetelmää, vaan se käsittää jou-
kon erilaisia toimintatapoja ja menetelmiä. Yksinkertaisimmillaan suorituskyky-
suunnittelu voi olla esimerkiksi sitä, että ohjelmiston suorituskykytavoitteet kir-
jataan eksplisiittisesti vaatimuksiksi. Suorituskykysuunnitteluun ei ole vielä ylei-
sesti vakiintuneita käytäntöjä. Suorituskykysuunnitteluprosessin arvioimiseksi
on kuitenkin jo esitetty ohjelmistotuotannosta tuttua CMM-mallia vastaavaa ar-
viointimallia [SCH00].
3.1 Perinteinen ohjelmistotuotantoprosessi
Ohjelmistojen kehitys perustuu perinteisesti yrityksen ja erehdyksen menetel-
mään, jossa suunnitteluvirheet löytyvät prosessin myöhäisessä testausvaihees-
sa (etenkin teollisuudessa ohjelmistotuotanto suosii empirismiä) [BRI91, SMI90].
Suorituskykyä ei yleensä edes suunnitella, vaan sitä ainoastaan mitataan ja eva-
luoidaan. Esimerkiksi vesiputousmallissa (kuva 10) tämä tapahtuu tyypillises-
ti viimeisessä testausvaiheessa. Mikäli ongelmia löydetään, ne todennäköisesti
juontavat juurensa prosessin alkupäästä, järjestelmäsuunnittelusta. Vaiheet, jois-
sa virhe syntyy ja löydetään, ovat ajallisesti kaukana toisistaan. Tehokkaassa pro-
sessissa virheet löydetään lähellä sitä vaihetta, missä ne tehdään, tai mahdolliset
virheet ennakoidaan suunnittelussa, jolloin ne voidaan välttää kokonaan.
Suorituskyvyn suunnittelu on usein vähällä huomiolla. Tämä johtuu toisaalta sii-
tä, että ongelmia ei tiedosteta, toisaalta siitä, että sitä ei nähdä kannattavaksi tai
edes mahdolliseksi vaihtoehdoksi. Suorituskykyyn liittyy myös useita kyseena-
laisia väittämiä. Yleisimpiä tällaisia väittämiä ovat [HES98, SMI90]:
• “Suorituskykyongelmat ovat harvinaisia.”
Vastaväite: Ohjelmistot kehittyvät jatkuvasti entistä laajemmiksi ja moni-
mutkaisimmiksi. Suorituskyvyn merkitys ohjelmistojen laatutekijänä ko-
rostuu. Peruskäyttäjille näkyvistä ominaisuuksista suorituskyky (erityises-
ti huono) on yksi selvimmin näkyvistä. Mahdollinen suorituskykyongelma
voi tehdä koko tuotteesta tai järjestelmästä käyttökelvottoman.

















Kuva 10: Vesiputousmallin mukainen ohjelmiston elinkaari [SMI90].
Vastaväite: Uusimman laitteiston käyttö ei ole aina mahdollista esimerkiksi
sulautetuissa järjestelmissä. Toisaalta suurissa massatoimituksissa voi pie-
nikin hintaero kertautua merkittäväksi. Laitteiston päivittäminen on kallis-
ta ja ei välttämättä takaa minkäänlaista merkittävää parannusta suoritusky-
kyyn.
• “Suorituskykyyn keskittyminen tekee ohjelmankehityksestä liian hidasta ja
kallista.”
Vastaväite: Suunnitteluun panostaminen näennäisesti pidentää kehityspro-
sessin alkupäätä ja viivästyttää toteutusta, toisaalta se voi myös vähentää
testaukseen, ylläpitoon ja ongelmanselvitykseen kuluvaa aikaa.
• “Mahdolliset ongelmat voidaan aina korjata ‘virittelemällä’ järjestelmää jäl-
kikäteen.”
Vastaväite: Ohjelmiston suorituskyky riippuu suurelta osin korkean tason
arkkitehtuurista, jota on vaikea muuttaa jälkikäteen [WIL98]. Arkkitehtuu-
rin uusiminen edellyttää käytännössä koko kehitysprosessin läpikäymisen
uudelleen.
• “Hyvä suorituskyky on ristiriidassa ohjelmien selkeyden, modulaarisuu-
den ja ylläpidettävyyden kanssa.”
15
Vastaväite: Hyvä suorituskyky ei tarkoita nopeinta mahdollista suoritusai-
kaa tai pienintä tilantarvetta, vaan sitä, että ohjelma suoriutuu tehtävästään
tietyllä määrällä resursseja. Jos suorituskykyvaateet ovat tiedossa etukä-
teen, ne voidaan helpommin ottaa huomioon suunnittelu- ja toteutusvai-
heissa. Selkeys ja modulaarisuus joudutaan yleensä rikkomaan siinä vai-
heessa, kun jälkikäteen huomataan, että ohjelma on tehty väärin oletuksin,
ja joudutaan turvautumaan viime hetken ad hoc -optimointeihin.
Suorituskyvyn suunnittelun puuttumiseen on yleensä syynä myös se, että suori-
tuskyvylle ei ole asetettu tavoitteita ts. suorituskykyä ei ole määritelty. Ei voida
puhua yleisesti “hyvästä suorituskyvystä”, vaan jokaiselle tuotteelle määriteltä-
vä selkeästi vaatimukset suorituskyvyn osalta — aivan kuten toiminnallisuuden-
kin. Mikäli vaatimuksia ei ole, on suorituskyvyn huomiointi suunnitteluvaihees-
sa mahdotonta. Järjestelmän vaatimukset määrittelevät sen maailman rajat, jonka
sisällä suunnitteluprosessin myöhemmissä vaiheissa toimitaan.
3.2 Suorituskykysuunnittelun vaiheet
Suorituskykysuunnittelu voidaan sulauttaa perinteisen ohjelmistonkehityspro-
sessin vaiheisiin seuraavasti:
Määrittely. Ohjelmiston vaatimuksiin tulee kirjata suorituskykyvaatimukset.
Vaatimuksissa on esitetty ohjelmiston toiminnallisuuden kannalta oleelli-
simmat käyttötapaukset. Käyttötapausten yhteydessä tulee esittää aina nii-
hin liittyvät suorituskykyvaatimukset; esimerkiksi järjestelmän tukema yhtä-
aikaisten käyttäjien määrä, palvelun läpimenoajan sallittu vaihteluväli, jne.
Vaatimukset tulee esittää yksiselitteisinä lukuina, jotka ovat mitattavissa,
kun järjestelmä on valmis. Suorituskykyvaatimusten tulee aina olla selvillä
ennen suunnittelun alkamista.
Suunnittelu. Suunnittelussa suorituskykyvaatimukset tiedostetaan, ja korkean
tason arkkitehtuuri määritellään tukemaan niiden täyttymistä. Mahdolliset
ongelmat, esimerkiksi kohtuuttomista vaatimuksista johtuvat kustannus-
vaikutukset, tulisi huomata tässä vaiheessa. Suorituskyvyn kannalta kriit-
tisimmät käyttötapaukset analysoidaan käyttäen joko analyyttistä mallin-
tamista tai simulointia. Smith ja Williams [SMI01, sivu 50] käyttävät näis-
tä tapauksista nimitystä suorituskykyskenaariot: tapaukset jotka suoritetaan
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useimmin, ja joilla on näkyvin vaikutus järjestelmän suorituskykyyn. Suo-
rituskykyskenaariot analysoidaan käyttäen huonoimman4 tapauksen kuor-
mamallia. Analyysin perusteella saadaan arvio järjestelmän osien kapasi-
teetin käytöstä. Arvion perusteella voidaan jakaa jokaiselle skenaarioon
osallistuvalle oliolle osa järjestelmän resursseista siten, että skenaarion to-
teutuminen suurimmalla mahdollisella kuormalla on mahdollista ilman, et-
tä laitteiston kapasiteetti loppuu. Näin voidaan korkean tason suunnittelu-
vaiheessa asettaa rajoja käyttötapausten toteutuksille; esimerkiksi: “Järjes-
telmän on kyettävä käsittelemään puheluiden laskentatietueita 1000 kpl/s
siten, että laskutusohjelmisto käyttää laskentayksikön prosessoriajasta kor-
keintaan 10%.” Suunnittelun tarkentuessa ja käyttötapauksiin osallistuvien
ohjelmistokomponenttien selkiytyessä voidaan resurssien käyttöä edelleen
tarkentaa. Syötteenä toteutusvaiheelle syntyy resurssibudjetti, joka määritte-
lee rajat, joiden sisällä yksittäisten ohjelmistokomponenttien on toimittava;
esimerkiksi: “Laskentatietueen tarkistussumman laskenta saa kestää 15 µs
ja talletus keskusmuistitietokantaa 50 µs.”
Toteutus. Ohjelmistokomponentit toteutetaan toimimaan annettujen resurssien
puitteissa. Toteutuksen oikeellisuus riippuu täten sekä laskennan loppu-
tuloksesta että siihen käytetyistä resursseista. Resurssinkäyttövaatimusten
tietäminen toteutusvaiheessa helpottaa toteutusta kahdella tavalla:
• Mikäli vaatimukset ovat löysät, ei toteutuksessa tarvitse turhaan kes-
kittyä tarpeettomiin matalantason yksityiskohtiin suoritusajan ja tilan-
käytön suhteen.
• Mikäli vaatimukset ovat tiukat, on helpompi toteuttaa ohjelma alus-
ta alkaen niiden mukaiseksi, kuin jälkikäteen yrittää olemassa olevien
toteutusten optimointia. Jälkimmäisessä vaihtoehdossa yleensä joudu-
taan rikkomaan ohjelman rakenne ja tinkimään ylläpidettävyydestä.
Suorituskykyisen ohjelmiston toteutus ei edellytä, että toteutuksen suori-
tusnopeuden ja tilankäytön on oltava pienin mahdollinen — vaan riittävä.
Ohjelmistoon pätee yleistys, että 20% ohjelmistokomponenteista kuluttaa
80% resursseista [SMI01, luku 12.2]. Mikäli suunnittelu on tehty oikein, nä-
mä komponentit ovat tiedossa toteutusvaiheessa.
4“Huonoimmalla tapauksella” tarkoitetaan tässä suurinta kuormaa, joka järjestelmän on vaa-
timusten mukaan kyettävä käsittelemään, ei suurinta kuviteltavissa olevaa kuormaa.
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Testaus. Yksikkötestausvaiheessa ohjelmistokomponenttien oikeellisuus testa-
taan suorituskykyvaatimusten osalta mittaamalla. Mittauksesta saatavaa
tietoa käytetään suunnitteluvaiheessa tehdyn analyysin tarkentamiseen.
Integrointitestausvaiheessa järjestelmän toimintaa tutkitaan suorittamalla
suorituskykyskenaariot valmiissa järjestelmässä. Mikäli järjestelmästä teh-
dyn mallin ja analyysin tulokset vastaavat oikean järjestelmän käyttäyty-
mistä, voidaan malli katsoa oikeelliseksi.
Käyttö ja ylläpito. Käyttö- ja ylläpitovaiheessa suorituskykysuunnittelun tehtä-
vä on arvioida ohjelmiston muutostarpeita suorituskyvyn osalta, sekä ar-
vioida muiden muutosten vaikutusta suorituskykyyn. Muutosten hallin-
taan ja tutkimiseen käytetään järjestelmästä luotua mallia. Järjestelmän mal-
lia voidaan edelleen tarkentaa käytöstä saatavalla tiedolla. Esimerkiksi jär-
jestelmä voi tilastoida käyttäjämääriä ja monitoroida resurssien käyttöä.
Suorituskykysuunnittelussa käytettävät menetelmät ovat analyyttinen mallinta-
minen, simulointi ja mittaus [JAI91, SMI01]. Kuvassa 11 on esitetty menetelmien
soveltuvuus vesiputousmallin eri vaiheissa. Prosessin ei tulisi tukeutua pelkäs-
tään yhteen välineeseen [JAI91, luku 3.1]:
• Analyyttisellä mallintamisella saadut tulokset tulee olettaa epäluotettavik-
si, kunnes ne on validoitu simuloinnilla tai mittauksella.
• Simuloinnilla saadut tulokset tulee olettaa epäluotettaviksi, kunnes ne on
validoitu analyyttisellä mallintamisella tai mittauksella.
• Mittauksella saadut tulokset tulee olettaa epäluotettaviksi, kunnes ne on
validoitu analyyttisellä mallintamisella tai simuloinnilla.
3.3 Suorituskykymetriikat
Suorituskyky on sinällään melko epäselvä käsite, ja siitä puhutaan käyttämällä
lukuisia muita käsitteitä. Jotta suorituskyvystä voisi puhua järkevästi, on nämä
käsitteet määriteltävä. Yleisimpiä suorituskykyyn liitettäviä käsitteitä ovat vaste-


















Kuva 11: Suorituskykysuunnittelun välineet vesiputousmallin vaiheissa.
Vasteaika
Vasteaika (engl. response time) on erityisesti interaktiivisissa järjestelmissä käytet-
ty käsite, jolla tarkoitetaan aikaväliä käyttäjän antaman syötteen ja järjestelmän
palauttaman vastauksen välillä. Vasteajan laskeminen aloitetaan siitä hetkestä,
jolloin syöte on annettu käsiteltäväksi, ja siihen sisältyy järjestelmän reagointiai-
ka. Vasteajan päättyminen voidaan määritellä kahdella tavalla: se on joko hetki,
jolloin järjestelmä aloittaa vastauksen palauttamisen, tai hetki, jolloin vastauksen
palauttaminen on päättynyt [JAI91, luku 3.3].
Eräajotyyppisille tehtäville vasteajasta käytetään myös nimitystä läpimenoaika
(engl. turnaround time), joka on tehtävän käynnistämisestä sen päättymiseen ku-
lunut aika.
Lyhyttä vasteaikaa pidetään interaktiivisissa järjestelmissä tärkeänä ominaisuu-
tena. Esimerkiksi UNIX-käyttöjärjestelmän vuorontaja on toteutettu siten, että
se aina suosii interaktiivisia prosesseja, vaikka tämä pidentäisi eräajojen läpime-
noaikaa [MCK96, sivu 79].
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Suoritusteho
Suoritusteho (engl. throughput) ilmaisee tahdin, jolla järjestelmä käsittelee tehtäviä.
Yleisin suoritustehon yksikkö on käsiteltyjä tehtäviä sekunnissa.
Laitteiston suorituskyky ilmoitetaan yleensä suoritustehona: esimerkiksi suoritti-
missa käytetään yksikköä MIPS (engl. millions of instructions per second, miljoonaa
käskyä sekunnissa) ja tiedonsiirtoyhteyksissä yksikköä bps (engl. bits per second,
bittiä sekunnissa).
Käyttöaste
Käyttöaste (engl. utilization) ilmaisee järjestelmän resurssin käytössäoloajan tietyl-
lä ajanjaksolla. Hyvin suunnitellussa järjestelmässä eri resurssien käyttöasteissa
ei ole suuria eroja, eli kuormitus jakautuu tasaisesti eri resursseille — tällöin jär-
jestelmä on tasapainoinen (engl. balanced).
Kapasiteetti ja tehokkuus
Järjestelmän kapasiteetti (engl. capacity) ilmaisee järjestelmän läpäisykyvyn. Kapa-
siteetti määritellään kuorman avulla. Kuorman yksikkö voi olla esimerkiksi yh-
täaikaisten käyttäjien tai saapuvien pyyntöjen määrä. Järjestelmän suoritustehon
ja vasteajan käyttäytyminen kuorman kasvaessa määrää kapasiteetin.
Kuorman kasvaessa tyypillisesti sekä suoritusteho ja vasteaika kasvavat. Suori-
tusteholla on aina teoreettinen yläraja, joka määrää järjestelmän nimelliskapasitee-
tin (engl. nominal capacity). Nimelliskapasiteettia on kuitenkin käytännössä mah-
doton saavuttaa. Kuorman kasvaessa saavutetaan yleensä piste, jossa suorituste-
ho ei enää kasva, vaan pysyy joko samana, tai alkaa laskea. Piste määrää käytän-
nössä saavutettavan kapasiteetin, josta käytetään nimitystä taitekapasiteetti (engl.
knee capacity). Taitepiste voi määräytyä myös vasteajan mukaan. Vaikka suoritus-
teho vielä kasvaisikin kuorman kasvaessa, voi vasteaika venyä tasolle, joka ei ole
enää hyväksyttävissä [JAI91, luku 3.3].
Taitekapasiteetin osuus nimelliskapasiteetista määrää järjestelmän tehokkuuden




Skaalautuvuudella (engl. scalability) tarkoitetaan järjestelmän (tyypillisesti ohjel-
miston) kykyä sopeutua järjestelmän laajenemiseen [COU94, sivut 17–18]. Skaa-
lautuvan järjestelmän kapasiteettia voidaan lisätä lisäämällä laitteiston määrää
tai nopeutta ilman, että ohjelmistoon tarvitsee tehdä muutoksia. Kun kapasiteetti
kasvaa suhteessa laitteiston tehoon, voidaan järjestelmän päivitys tehdä helposti
kuorman kasvaessa.
4 Järjestelmän mallinnus ja suorituskykyanalyysi
Tämä luku käsittelee järjestelmän mallintamista ja suorituskykyanalyysin teke-
mistä käyttäen suoritusmalleja ja simulointia. Muita mahdollisia mallinnusteknii-
koita ovat esimerkiksi analyyttinen mallintaminen käyttäen jonoverkkoja ja mit-
taaminen. Käytännössä mikään menetelmä ei ole yksinään riittävä analysoitaes-
sa isoja järjestelmiä [HIR98]. Mallinnustekniikoiden ongelmaksi on todettu, että
ne ovat kaukana muista ohjelmankehityksessä käytetyistä kuvausmenetelmistä:
mallien luominen vaatii tietoa, jota on hankala johtaa ohjelmiston suunnitteludo-
kumentaatiosta [HIR96]. Lisäksi mallinnustekniikoiden käyttöä hankaloittaa nii-
den monimutkaisuus. Teollinen ohjelmankehitys suhtautuu epäilevästi kaikkeen
vähänkään matemaattiseen (katso esimerkiksi Haikala ja Märijärvi [HAI97, lu-
ku 3.4]). Viimeaikaisissa suorituskyvyn mallinnusta käsittelevissä esityksissä on
pyritty tulemaan lähemmäksi ohjelmistotuotannon maailmaa soveltamalla no-
peasti yleistynyttä UML-kieltä (esimerkiksi Smith ja Williams [SMI01], Kähkipu-
ro [KÄH00] sekä Andolfi et al. [AND00]).
4.1 Mallinnuksen yleisperiaatteita
Malli tarkoittaa formaaleilla termeillä esitettyä kuvausta todellisuudesta, jonka
avulla voidaan ennustaa ja saada lisätietoa kuvatun systeemin toiminnasta. Mal-
lin kuvaus on yksinkertaistettu, tiettyyn yksityiskohtaan keskittyvä. Mallia luo-
dessa tärkein vaihe on poistaa tutkittavasta ongelmasta epäoleelliset yksityis-
kohdat, ja pelkistää ongelma niin yksinkertaiseksi kuin mahdollista. Mallinnus
on tieteissä yleisesti sovellettu menetelmä [NII97]. Aikoinaan jo Descartes miet-
ti mallinnuksen periaatteita yrittäessään etsiä yleispätevää menetelmää kaikkien
ongelmien ratkaisuun [DES01].
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Eri lähteissä [JAI91, LAZ84, NII97] kuvataan lukuisia mallinnusprosessin vaihei-
ta. Kaikista esityksistä keskeisimmiksi vaiheiksi voidaan yleistää seuraavat:
Mallin rakentaminen. Tutkittavasta järjestelmästä luodaan malli. Malli kuva-
taan mallinnuskielellä. Mallissa voi olla aluksi tuntemattomia tai vaihtoeh-
toisia tekijöitä, joita kutsutaan parametreiksi. Lopuksi mallista muodostetaan
parametrisoitu versio.
Mallin ratkaisu. Mallin ratkaisulla tarkoitetaan mallin antamaa tulosta koskien
tutkittavaa ongelmaa. Malli voidaan ratkaista joko staattisesti tai dynaami-
sesti. Staattiset ratkaisut perustuvat laskukaavoihin, dynaamiset ratkaisut
simulointiin.
Mallin validointi ja tulosten arviointi. Mallin validoinnilla pyritään arvioi-
maan saatujen tulosten luotettavuus. Validointi voidaan tehdä joko empii-
risesti tai jollakin vaihtoehtoisella mallinnusmenetelmällä.
4.2 Suorituskyvyn mallintaminen
Tutkittaessa suorituskykyä mallintamalla, tulee valita tarpeisiin sopiva mallin-
nuskieli. Minkä tahansa tietokonejärjestelmän suorituskyky riippuu kolmesta te-
kijästä, joita kielellä on pystyttävä kuvamaan:
Syötteet. Kaikki järjestelmät suorittavat laskentaa syötteiden tai herätteiden pe-
rusteella. Suorituskykyyn vaikuttaa esimerkiksi syötteiden määrä, koko tai
saapumisväli. Suorituskykyä tutkittaessa tietystä syötejoukosta käytetään
nimitystä kuormamalli.
Ohjelmisto ja sen resurssitarpeet. Ohjelman suorittaminen vaatii aina lasken-
taa ja tilaa. Ohjelmisto käyttää aina jotain laitteistoresurssia: prosessoriai-
kaa, muistitilaa, levytilaa jne.
Laitteisto ja sen kapasiteetti. Kaikki järjestelmät sisältävät äärellisen määrän
prosessoreita, muistia ja levytilaa.
Lisäksi hajautettujen ja rinnakkaisten järjestelmien suorituskykyyn vaikuttaa oh-
jelmiston käyttäytyminen: ei riitä tietää mitä ohjelmistokomponentteja järjestel-
mässä on, vaan on myös tiedettävä miten ne keskinäisesti käyttäytyvät [HIR96].
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Rinnakkaisuus ja sen aiheuttamat kilpailutilanteet resursseista synnyttävät vii-
veitä, joilla on oleellinen vaikutus järjestelmän suorituskykyyn. Malli, jolla ei pys-
tytä tutkimaan rinnakkaisuutta, pystyy ainoastaan osoittamaan suorituskyvyn
riittämättömäksi (jos suorituskyky on riittämätön, viiveiden mukaantulo ainoas-
taan pahentaa tilannetta), mutta ei riittäväksi (jos suorituskyky on riittävä, voi
viiveiden mukaantulo tehdä sen riittämättömäksi) [SMI01, luku 4].
Mallin tarkkuus riippuu siitä, missä vaiheessa ja mitä tarkoitusta varten malli
on luotu. Suorituskykysuunnittelussa tutkitaan järjestelmän suorituskykyä ko-
konaisuudessaan, ja mallinnusstrategia perustuu asteittain tarkentuvaan mal-
liin (engl. adapt-to-precision strategy) [SMI01]. Malli on olemassa koko ohjelmis-
ton elinkaaren ajan, alkaen yksinkertaisimmasta mahdollisesta ja tarkentuen vai-
heittain suunnittelun ja toteutuksen edetessä. Vastakohtana on yksinkertaiseen
malliin perustuva strategia (engl. simple-model strategy): jokaista yksittäistä suori-
tuskykyongelmaa tutkittaessa tehdään järjestelmästä yksinkertaisin mahdollisin
malli, jota käytetään ainoastaan kyseisen ongelman tutkimiseen.
Tässä tutkielmassa kehitettävää menetelmää varten on määritelty edellä luetellut
vaatimukset täyttävä järjestelmän mallinnustapa, joka koostuu suoritusmalleista,
resurssimäärittelyistä ja kuormamallista:
• Kuormamalli kuvaa joukon syötteitä. Jokaiselle syötteelle on määrätty
esiintymismäärä, aikaväli ja jakauma aikavälillä.
• Resurssimäärittelyt kuvaavat järjestelmän laitteiston.
• Suoritusmallit kuvaavat järjestelmän ohjelmiston toimintaa. Suoritusmalli
määrittelee joukon toimintoja, jotka suoritetaan käyttäen määrättyjä resurs-
seja. Suoritusmalli liittyy aina johonkin syötteeseen.
Malli ratkaistaan simuloimalla.
4.3 Suoritusmallit
Suoritusmalleilla kuvataan ohjelmiston suorituskyvyn kannalta oleellista käyt-
täytymistä abstraktilla tasolla. Yksittäinen suoritusmalli kuvaa jonkin äärellisen
ennalta määritellyn toimintaketjun järjestelmässä.
Smith [SMI90] määrittelee suoritusmallit suunnatuiksi verkoiksi, jotka täyttävät
seuraavat vaatimukset:
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• Mallilla on pystyttävä kuvaamaan peräkkäistä suoritusta, toistoa ja ehdol-
lista suoritusta.
• Mallilla on oltava mahdollisuus kuvata järjestelmän tilan muutoksia (re-
surssin varaus ja vapautus, rinnakkaisuus ja synkronointi).
• Mallilla kuvattavien toistorakenteiden on oltava äärellisiä, ja mallissa on
vain yksi alkutila.
Smith määrittelee suoritusmalleille oman graafisen esitystavan (kuva 12; suori-
tusmallien esittämiseen voidaan käyttää myös UML-kielen aktiviteettikaavioi-
ta [OMG01]). Suoritusmallin solmut kuvaavat ohjelman suorittamaa laskentaa
ja kaaret kontrollin siirtymistä solmulta toiselle. Kuvassa 12 esitettyjen solmujen
tyypit ovat:
a) Perussolmu. Perussolmuilla kuvataan peräkkäisiä toimintoja. Solmu määrit-
telee esimerkiksi operaation nimen ja suoritusajan.
b) Ehtosolmu. Ehtosolmu kuvaa suorituksen haarautumisen todennäköisyyden
mukaan.
c) Toisen suoritusmallin kutsu. Solmu kuvaa kokonaista suoritusmallia joka on
määritelty muualla. Solmussa annetaan suoritusmallin nimi. Kontrolli hyp-
pää kutsuttavan suoritusmallin alkutilaan ja palaa kun kutsuttavan suori-
tusmallin lopputila on saavutettu.
d) Tapahtuma. Tapahtumasolmuilla kuvataan järjestelmän tilan muutoksia ja ta-
pahtumia. Kuvassa 12 on käytetty esimerkkinä opastimen haltuunottoa ja
vapautusta. Smith antaa solmulle melko ylimalkaisen määritelmän. Esi-
merkkeinä mahdollista tapahtumista on lueteltu mm. “varaa-vapauta” ja
“lähetä-vastaanota”.
e) Toisto. Solmulla kuvataan toistoa. Toistojen määrä on aina äärellinen ja ennal-
ta määrätty. Rakenne on identtinen suoritusmallin kanssa, jossa toistettava
solmu (toistettava rakenne voi olla myös monimutkaisempi kuin yksittäi-
nen solmu) on lueteltu peräkkäin toistomäärän verran.
f) Synkroninen rinnakkainen suoritus. Solmu kuvaa rinnakkaista suoritusta,
joka synkronoituu. Kontrolli siirtyy seuraavaan solmuun, kun kaikki rin-
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Kuva 12: Smithin suoritusmallien komponentit [SMI90].
g) Asynkroninen rinnakkainen suoritus. Solmu kuvaa rinnakkaista suoritusta,
joka ei synkronoidu. Kontrolli jatkuu rinnakkain suoritettavia solmuja seu-
raaviin solmuihin riippumatta toisista rinnakkain suoritetuista solmuista.
Suoritusmallit ovat hyvin lähellä perinteisiä ohjelmistojen kuvausmenetelmiä.
Esimerkiksi viestinvälityskaaviosta voidaan johtaa helposti suoritusmalli: jokai-
nen viestin käsittely muodostaa oman solmun, ja solmujen väliset kaaret määräy-
tyvät viestien lähetysjärjestyksen perusteella. Lisäksi solmuihin tulee liittää tieto
käsittelyajasta.
4.4 Suoritusmallin ratkaisu
Suoritusmalleille on olemassa staattiset ratkaisut, joilla saadaan laskettua suo-
ritusnopeuden parhaan ja huonoimman tapauksen arvot. Luvut ovat karkeita,
mutta niistä voidaan tehdä silti johtopäätöksiä järjestelmän suorituskyvystä. Mi-
käli paras mahdollinen ei täytä vaatimuksia, voidaan hyvällä varmuudella olet-
taa, että suorituskyky ei tule olemaan riittävä. Mikäli huonoin mahdollinen täyt-
tää vaatimukset, voidaan hyvällä varmuudella olettaa, että suorituskyky tulee
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olemaan riittävä. Mikäli vaadittu suorituskyky on jossain välimaastossa, tulee
käyttää tarkempia menetelmiä ongelman tutkimiseen.




















missä 1 ≤ i ≤ n. Maksimisuoritusaika on
t0 +max ti,












tP + t1 + tV .
Maksimisuoritusaika on
tP +Nt1 + tV ,
missä N on rinnakkaisten suoritusten mää-
räa.
aTässä oletetaan, että kaikki rinnakkaiset suori-
tukset pitävät resurssia hallussaan yhtä pitkän ajan.
Lisäksi oletetaan, että kaikki rinnakkaiset suorituk-
set käsittelevät vain yhtä resurssia. Smith ei ota
myöskään huomioon, että pisimpään viiveeseen pi-
täisi laskea myös rinnakkaisten suoritusten tekemät
vapautukset: resurssi ei ole vapaa ennen kuin solmu







tfork +max ti + tjoin,
















aSmith ei määrittele ratkaisua asynkroniselle rin-
nakkaiselle suoritukselle. Syynä voi olla epäselvyys
siitä, milloin mallin kuvaama suoritus voidaan kat-
soa päättyneeksi: kun jokin solmuista on suoritettu
vai kun kaikki solmuista on suoritettu (jolloin voi-
daan soveltaa edellisessä kohdassa annettuja kaavo-
ja). Tässä annetut kaavat määrittelevät ajan, jonka
jälkeen solmu i on suoritettu.
4.5 Suoritusmallin simulointi
Hajautetun järjestelmän suorituskykyä tutkittaessa on olennaista tutkia rinnak-
kaisten toimintojen vaikutusta toisiinsa. Suoritusmallien staattiset ratkaisut ei-
vät ota huomioon rinnakkaisten suoritusten aiheuttamaa resursseista kilpailua.
Kilpavarauksista aiheutuvaa käyttäytymistä on mahdollista tutkia simuloimalla
suoritusmallien kuvaamaa toimintaa [BAK91]. Tämä edellyttää, että suoritusmal-
lin solmuihin lisätään tieto laskennan vaatimista resursseista (esimerkiksi yksit-
täisen solmun vaatima prosessoriaika tai solmujoukon vaatima muistitila). Käy-
tännössä suoritusmalli siis kuvaa tietyssä järjestyksessä tehtäviä resurssin va-
rauksia ja vapautuksia. Simuloinnissa resurssien käyttötilannetta voidaan pitää
yllä, ja sen mukaan kontrolloida suorituksen etenemistä suoritusmallien kuvaa-
massa verkossa.
Simulointia varten tulee suoritusmallien määrittelyä vahvistaa: solmun suori-
tusajan lisäksi tulee olla tieto siitä, mitä resursseja suorituksessa käytetään. Li-
säksi tarvitaan kuvaus järjestelmän resursseista. Resurssien kuvaukseen käyvät
jonomalleissa käytetyt resurssityypit, jotka voidaan yleistää seuraaviksi [HIR98]:
• äärellinen passiivinen resurssi
• äärellinen aktiivinen resurssi
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• ääretön aktiivinen resurssi.
Aktiivisiin resursseihin liittyy aina käsittelyaika. Äärellisiin resursseihin voi
muodostua jono. Äärellisille resursseille tulee myös määritellä jonokuri.
Mallin simulointi tapahtuu kuormamallin perusteella tapahtumapohjaisen si-
muloinnin mukaisesti (engl. discrete event simulation, katso esimerkiksi Banks
et. al. [BAN01] tai Law ja Kelton [LAW00]). Suoritusmallien solmut muodosta-
vat mallin toiminnat. Mallin tapahtumia ovat toimintojen käynnistykset ja päätty-
miset. Kuormamalli määrittelee, mitä toimintoja käynnistetään milläkin ajanhet-
kellä. Simulointi alkaa tilasta jossa kaikki resurssit ovat vapaita ja toimintoja ei
ole käynnissä. Simulointi etenee seuraavasti kunnes tulevia tapahtumia ei enää
ole:
• Käydään läpi päättyneet toiminnat. Toiminnan päättyessä sen varaama re-
surssi merkitään vapautuneeksi.
• Käydään läpi käynnistettävät toiminnat. Mikäli toiminnan vaatima resurssi
on varattu, katsotaan toiminta joko estyneeksi tai resurssin varannut toi-
minta keskeytetään riippuen resurssin jonokurista. Käynnistettäväksi valit-
tujen toimintojen vaatimat resurssit merkitään varatuiksi.
• Simulointikelloa kasvatetaan seuraavan mahdollisen tapahtuman alkuun.
Simuloinnista voidaan ottaa millä tahansa ajanhetkellä tilavedos. Suoritusmallien
läpimenoajoista voidaan pitää kirjaa. Läpimenoajaksi katsotaan aika, joka kuluu
suoritusmallin ensimmäisen solmun aikaisimmasta mahdollisesta käynnistysa-
jasta viimeisen solmun päättymisaikaan. Läpimenoaika sisältää palveluajan ja jo-
notukseen kuluvan ajan. Simuloinnissa pidetään myös kirjaa aktiivisten resurs-
sien tarjoamasta palveluajasta, passiivisten resurssien käytöstä sekä jonoista. Re-
surssin taakse muodostuvan jonon pituus hetkellä t on resurssin vapautumis-
ta odottavien estyneiden toimintojen lukumäärä hetkellä t; aktiivisten resurssien
jonopituuksiin lasketaan mukaan myös resurssin sillä hetkellä varanneet toimin-
nat.
4.6 Validointi
Validoinnilla tarkoitetaan varmistumista mallin oikeellisuudesta. Malli on oikeel-
linen, kun mallia rakennettaessa käytetyt oletukset pitävät paikkaansa ja mal-
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lin antamat tulokset vastaavat mallinnetun todellisen järjestelmän käyttäytymis-
tä [JAI91, luku 25.2]. Toisaalta tietokonejärjestelmien mallien ja toteutuksien vas-
taavuussuhde voidaan nähdä luonteeltaan erilaisena kuin perinteisesti empiiri-
sissä tieteissä. Kun perinteisesti mallin ja todellisuuden (toteutuksen) ristiriita
johtaa mallin korjaamiseen, tulisikin korjata “todellisuutta” (toteutusta) [BRI91].
Erityisesti tämä pätee silloin, kun malli on luotu jo järjestelmää suunniteltaessa,
eikä vasta jälkikäteen olemassaolevan järjestelmän perusteella. Tällöin järjestel-
män malli on nähtävä “oikeana” järjestelmänä, ja toteutus on tästä vain approk-
simaatio [DIJ76, luku 26].




Intuitiolla tarkoitetaan asiantuntijaraadin tekemää validointia. Mikäli mallinnet-
tavasta järjestelmästä tai sen kaltaisista järjestelmistä on runsaasti aiempaa käy-
tännön kokemusta ja tietämystä, voidaan mallin oletuksista ja tuloksista osoittaa
helposti virheitä ja epäilyttäviä kohtia ilman monimutkaisempaa analyysia. In-
tuitiota voi hyödyntää tuotantoprosessin kaikissa vaiheissa.
Teoreettisiin tuloksiin perustuvassa validoinnissa järjestelmästä luodaan vaih-
toehtoinen malli jollakin toisella menetelmällä. Esimerkiksi simulointimalleja
voidaan validoida jonomalleilla ja päinvastoin. Validointi tehdään vertailemal-
la eri mallien antamia tuloksia keskenään. Myös tämä validointimenetelmä on
käytettävissä tuotantoprosessin kaikissa vaiheissa.
Mittaaminen on validointimenetelmistä luotettavin ja suositeltavin. Mittaaminen
on kuitenkin mahdollista aikaisintaan tuotantoprosessin toteutusvaiheessa (kat-
so kuva 11). Lisäksi mittaaminen on muita menetelmiä työläänpää. Mittaamis-
ta käytetään usein pitkäikäisten järjestelmien mallien kalibroinnissa: järjestelmien
toimintaa ja käyttöä voidaan monitoroida ja tilastoida, jolloin jatkuvasti saadaan
lisää tietoa mallin tarkentamiseen.
Mittaamista voidaan tehdä yksittäisten ohjelmistokomponenttien tasolla sekä jär-
jestelmän laajuisesti. Yksittäisiä ohjelmistokomponentteja mittaamalla varmiste-
taan toisaalta, että mallissa tehdyt oletukset ohjelmien resurssien käytöstä pitävät
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paikkaansa, ja toisaalta, että ohjelmisto on toteutettu suunnitellusti. Ohjelmisto-
komponenttien mittaus sijoittuu tuotantoprosessissa toteutus- ja yksikkötestaus-
vaiheeseen. Ohjelmiston jatkokehityksen ja muutosten hallinnan helpottamiseksi
mittausten tulisi olla mahdollisimman pitkälle automatisoituja. Mittaukseen on
kehitetty lukuisia työkaluja ja menetelmiä. Esimerkiksi GNU C -kieleen on ole-
massa laajennus, jolla voidaan toteutusvaiheessa kirjata ohjelmistoon suoritusai-
kaoletuksia ja verifioida ne automaattisesti testausvaiheessa [MAK98]. Järjestel-
män laajuisessa mittauksessa tutkitaan koko järjestelmän toimintaa kokonaisuu-
tena, ja mittaus tehdään käyttäen järjestelmän ulkoisia rajapintoja. Yksittäisten
ohjelmien suoritusaikojen sijaan mitataan esimerkiksi käyttäjälle näkyvää vaste-
aikaa tai koko järjestelmän suoritustehoa.
Validoinnin lisäksi malli tulee verifioida. Verifioinnilla tarkoitetaan varmistumis-
ta mallin toteutuksen oikeellisuudesta5. Tietokoneella tehtävän simuloinnin veri-
fioinnissa tulee osoittaa, että simuloinnin toteuttava ohjelmisto toimii kuten käsit-
teellinen malli olettaa. Simulointiohjelmiston verifioinnissa tulee käyttää samoja
menetelmiä kuin minkä tahansa ohjelmiston verifioinnissa. Verifioinnissa tulee
erityisesti varmistua siitä, että
• mallin tietokoneistettu esitys on oikea
• simulointiohjelmisto tulkitsee ja ratkaisee mallin oikein
• simulointiohjelmiston käyttämät satunnaislukugeneraattorit toimivat oi-
kein [SAR99].
Simulointiohjelmiston verifiointitekniikoista katso esimerkiksi Law ja Kel-
ton [LAW00, luku 5.3]. Satunnaislukugeneraattoreiden verifiointiin on useita ma-
temaattisia menetelmiä, esimerkiksi Kolmogorov-Smirnov -testi [BAN01, luku
7.4]. Verifioinnissa on varmistettava, että satunnaisluvut noudattavat riittävän
tarkasti tarkoitettua jakaumaa, ja että peräkkäisten satunnaislukujen välillä ei il-
mene ajallisia riippuvuuksia. Verifioinnin vaatimaa työmäärää voidaan pienen-
tää käyttämällä oikeaksi tiedettyjä simulointiohjelmistojen ja satunnaislukugene-
raattoreiden toteutuksia. Tällöin verifioinnissa pääasiallisesti keskitytään varmis-
tamaan, että mallin tietokoneistettu esitys on oikea [SAR99].
5Validoinnissa pyritään varmistamaan, että ollaan rakentamassa oikeaa mallia; verifioinnissa










Kuva 13: Mallin luotettavuus, käyttökelpoisuus ja hinta [SAR99].
Mallin validointi ja verifiointi on työlästä. Täysin luotettavan mallin luominen
on usein käytännössä mahdotonta. Mallin käyttökelpoisuus ei kuitenkaan edel-
lytä 100% luotettavuutta — malli on “riittävän hyvä” silloin, kun sen avulla pys-
tytään tekemään menestyksekkäitä päätöksiä (vrt. pragmaattinen totuusteoria).
Kuvassa 13 on esitetty yksi näkemys luotettavuuden, käyttökelpoisuuden ja hin-
nan (mallin validointiin ja verifiointiin vaadittava työmäärä) suhteista.
5 Suorituskyvyn mallinnus- ja analysointityökalu
Tämä luku esittelee työkalun, joka on toteutettu luvussa 4 esitettyjen periaattei-
den mukaisesti. Työkalulla on tarkoitus analysoida hajautetun järjestelmän suo-
rituskykyä simuloimalla järjestelmän toimintaa käyttötapauksissa, jotka toteutta-
vat järjestelmän ulkopuolelle näkyviä palveluja. Käyttötapaus on jokin äärellinen
tapahtumaketju, johon osallistuu useita järjestelmän komponentteja, mahdolli-
sesti rinnakkain. Kiinnostavaa on toisaalta läpimenoaika, toisaalta järjestelmän
komponenteille aiheutuva kuorma.
Työkalun syötteenä saama malli muodostuu suoritusympäristöstä ja kuormamal-
lista. Suoritusympäristö koostuu edelleen suoritusmalleista ja resurssimääritte-
lyistä (katso luku 4.2). Työkalun tuntemat suoritusmallit ovat osajoukko Smit-
hin [SMI90] malleista. Mallien esittämiseen on valittu UML-kieli [OMG01]. Työ-
kalu ratkaisee mallin tapahtumapohjaisella simulaatiolla.
Työkalua on tarkoitus voida hyödyntää järjestelmäsuunnitteluvaiheesta alkaen
aina toteutuksen jälkeiseen vaiheeseen saakka (katso kuva 14):
• Ennen toteutusta järjestelmän eri palveluita voidaan mallintaa arkkitehtuu-
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ri- ja suunnitteludokumentaation perusteella. Mallia voidaan tarkentaa ai-
na suunnittelun edetessä ja tarkentuessa. Mallinnustekniikan tulisi olla tar-
peeksi joustava, jotta sillä voidaan kuvata sekä korkean tason arkkitehtuu-
ria että matalan tason toteutusta. Joissakin menetelmissä käytetään eri mal-
linnustekniikkaa suunnittelun eri vaiheissa (esimerkiksi Smith [SMI90] ja
Kähkipuro [KÄH00]); tässä tutkielmassa esitetty menetelmä käyttää samaa
tekniikkaa läpi kaikkien vaiheiden.
• Järjestelmän palveluiden toteutukset kuvataan työkalulle skenaarioina.
Skenaario on esimerkiksi viestinvälityskaaviosta johdettu suoritusmalli.
Suunnittelun alkuvaiheessa skenaarioihin osallistuvien komponenttien to-
teutukset eivät ole yleensä täysin selvillä. Näissä tapauksissa tulee käyt-
tää approksimointia ja musta laatikko -kuvausta: tehdään arvio komponen-
tin aiheuttamasta viiveestä, mutta ei oleteta mitään sen resurssinkäytöstä.
Myöhemmin mallia tulee voida tarkentaa komponentin toteutuksen mu-
kaiseksi.
Asteittain tarkentuva mallinnus sopii oliopohjaiseen suunnitteluproses-
siin. Oliosuunnittelussa järjestelmän arkkitehtuuri kuvataan korkean tason
luokkina, jotka kapseloivat sisälleen tarkemman toteutuksen, joka pääte-
tään myöhemmin. DX 200 -järjestelmän kerrosmalliajattelu toimii samoin:
arkkitehtuurikuvauksissa kommunikointi tapahtuu palvelulohkojen välil-
lä; tarkemman tason arkkitehtuurikuvauksissa palvelulohkojen tehtävät
jaetaan ohjelmalohkoille, ja ohjelmalohkot sidotaan laitteistoresursseihin;
lopulta ohjelmalohkot toteutetaan prosesseina [NOK99].
• Vaatimusmäärittelyn pohjalta luodaan erilaisia kuormamalleja. Yksi kuor-
mamalli määrittelee tietyn pituisen simulaation, jonka aikana käynnistetään
joukko skenaarioita. Skenaarioita simuloimalla voidaan vertailla erilaisia
suunnitteluratkaisuja. Simulaatio voidaan esimerkiksi toistaa vaihtamalla
jonkin yksittäisen skenaarion määrittely vaihtoehtoisen suunnitteluratkai-
sun mukaiseksi. Mallin tulisi täten olla helposti parametrisoitavissa.
Simuloinnin tuloksia hyödynnetään suunnittelu- ja toteutusvaiheiden pää-
töksenteossa. Tuloksia voidaan myös hyödyntää erikseen tehtävässä suori-
tuskykyanalysoinnissa.
• Toteutuksen jälkeen mallia voidaan edelleen tarkentaa empiiristen tulosten
























Kuva 14: Työkalun käyttöalue ohjelmistonkehitysprosessissa.
tai kokoonpanon ja järjestelmän parametrien muutosten tarpeita sekä vai-
kutuksia. Malli toimii syötteenä kapasiteettisuunnittelulle.
5.1 Työkalun rakenne




Komponentit ovat itsenäisiä ohjelmia, jotka välittävät toisilleen tietoa rakenteis-
ten tekstitiedostojen välityksellä. Mallinnus- ja raportointikomponentit muodos-










Kuva 15: Työkalun rakenne.
5.2 Suoritusympäristön kuvaaminen
Suoritusympäristö kuvaa tutkittavan järjestelmän laitteisto- ja ohjelmistokompo-
nentit. Laitteisto kuvataan käyttämällä peruskomponentteja ja ohjelmisto käyttäen
suoritusmalleja.
Suoritusympäristö voidaan kuvata käyttäen rakenteisia tekstitiedostoja tai työ-
kalun graafista käyttöliittymää. Tässä luvussa esitellään ainoastaan graafinen esi-
tystapa.
Peruskomponentit
Peruskomponentteja ovat palvelija (aktiivinen resurssi) ja resurssi (passiivinen re-
surssi).
Palvelija. Palvelija on jokin tehtäviä käsittelevä yksikäsitteisesti nimetty olio,
esimerkiksi prosessori. Tehtävien käsittelynopeus on äärellinen. Palvelijalle voi-
daan määritellä nopeuskerroin (oletuksena 1), joka mahdollistaa palvelijan muut-
tamisen toimimaan nopeammin tai hitaammin.
Palvelijan tyyppi määrittelee palvelijan skedulointiperiaatteen. Tyyppi voi olla
jokin seuraavista:
Delay. Palvelijan käsittelykapasiteetti on rajaton. Kaikki saapuvat työt käsitel-
lään välittömästi.
FCFS (First Come First Served). Palvelija käsittelee yhden tehtävän kerrallaan.
Tehtävät käsitellään saapumisjärjestyksessä.
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LCFS (Last Come First Served). Palvelija käsittelee yhden tehtävän kerrallaan.
Tehtävät käsitellään käänteisessä saapumisjärjestyksessä. Uuden tehtävän
saapuminen ei keskeytä jo käsiteltävänä olevaa tehtävää.
LCFS-PR (Last Come First Served, Pre-empt Resume). Palvelija käsittelee yh-
den tehtävän kerrallaan. Tehtävät käsitellään käänteisessä saapumisjärjes-
tyksessä. Uuden tehtävän saapuminen keskeyttää käsiteltävänä olevan teh-
tävän. Keskeytetyn tehtävän käsittely jatkuu myöhemmin keskeytyneestä
tilasta.
P (Priority). Palvelija käsittelee yhden tehtävän kerrallaan. Tehtävät käsitellään
prioriteetin (enemmän merkitsevä) ja saapumisajan (vähemmän merkitse-
vä) mukaisessa järjestyksessä. Suuremman prioriteetin tehtävän saapumi-
nen ei keskeytä jo käsiteltävänä olevaa tehtävää.
P-PR (Priority, Pre-empt Resume). Palvelija käsittelee yhden tehtävän kerral-
laan. Tehtävät käsitellään prioriteetin (enemmän merkitsevä) ja saapumisa-
jan (vähemmän merkitsevä) mukaisessa järjestyksessä. Suuremman priori-
teetin tehtävän saapuminen keskeyttää käsiteltävänä olevan tehtävän. Kes-
keytetyn tehtävän käsittely jatkuu myöhemmin keskeytyneestä tilasta.
PS (Processor Sharing). Palvelija käsittelee kaikkia saapuneita tehtäviä saman-




PS-P (Processor Sharing, Priority). Palvelija käsittelee suurimman prioriteetin
tehtäviä samanaikaisesti. Kun palvelijalla on N tehtävää käsiteltävä, anne-
taan jokaiselle tehtävälle 1
N
laskentakapasiteetista. Suuremman prioriteetin
tehtävän saapuminen keskeyttää käsiteltävänä olevat tehtävät. Keskeytet-
tyjen tehtävien käsittely jatkuu myöhemmin keskeytyneestä tilasta.
SJF (Shortest Job First). Palvelija käsittelee yhden tehtävän kerrallaan. Lyhyim-
pään kestävä työ käsitellään ensin. Lyhyimmän tehtävän saapuminen ei
keskeytä jo käsiteltävänä olevaa tehtävää.
SJF-PR (Shortest Job First, Pre-empt Resume). Palvelija käsittelee yhden tehtä-
vän kerrallaan. Lyhyimpään kestävä työ käsitellään ensin. Lyhyimmän teh-
tävän saapuminen keskeyttää käsiteltävänä olevan tehtävän. Keskeytetyn
tehtävän käsittely jatkuu myöhemmin keskeytyneestä tilasta.
Kuvassa 16 on esitetty palvelijan graafinen esitystapa.
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CPU
{ type          = SERVER
  factor         = 1
  d iscipline = PS-P }
Kuva 16: Palvelijan symboli.
MEM
{ type = RESOURCE
   limit = 1024 }
Kuva 17: Resurssin symboli.
Resurssi. Resurssi on yksikäsitteisesti nimetty passiivinen olio, esimerkiksi kes-
kusmuisti. Resurssin kapasiteetti on kiinteä, ja sitä ilmaistaan positiivisella luvul-
la. Resurssin kapasiteetti voidaan varata (ja myöhemmin vapauttaa) käyttöön jo-
ko osittain tai kokonaan. Resurssin jonokuri on aina prioriteettiin pohjautuva.
Käytännössä resurssit muistuttavat käyttöjärjestelmien tarjoamia opastimia (re-
surssin kapasiteetti voidaan ajatella opastimen alkuarvoksi; opastimien toimin-
nasta katso esimerkiksi Andrews [AND91, luku 4]).
Kuvassa 17 on esitetty resurssin graafinen esitystapa.
Suoritusmalli
Suoritusmalli on suunnattu verkko, jolla on yksi alku- ja yksi loppusolmu. Suori-
tusmallin solmu määrittelee toiminnan. Toiminta voi olla vierailu palvelijassa, re-
surssin tilan muutos, synkronointitapahtuma tai sisäkkäisen suoritusmallin kut-
su. Suoritusmallilla on yksikäsitteinen nimi, ja sitä esitetään kuvan 18 symbolilla.
Suoritusmallia simuloitaessa toiminnalla on kolme mahdollista tilaa: ei käynnistet-
ty, käynnistetty ja päätetty. Toiminnan käynnistämis- ja päättämistapahtumat aiheut-
tavat toiminnan tilan muuttumisen (kuva 19). Toiminnan käynnistäminen tapah-
Nimi




toiminnan  päättäminentoiminnan  käynnistäminen tapahtuma
tila
0t 1t
01 tt −suoritusaika =
Kuva 19: Toiminnan tilojen suhde tapahtumiin ja aikaan.
CPU(0.5)
priority = 10 Laske Fibonacci-lukuja.
Kuva 20: Palvelijassa vierailu.
tuu solmuun saavuttaessa. Suoritusmallin solmun suoritusaika on aika, jonka toi-
minta on tilassa käynnistetty.
Jokaiselle suoritusmallin solmulle voidaan määritellä siirtymä, joka tapahtuu
automaattisesti toiminnan siirtyessä tilaan päätetty. Suoritusmalli voi haarautua
useiksi rinnakkaisiksi suorituspoluiksi. Suoritusmallissa on oltava yksi suoritus-
polku, joka päättyy loppusolmuun.
Sisäkkäisen suoritusmallin kutsu katsotaan päättyneeksi, kun jokin suorituspol-
ku saapuu sisäkkäisen suoritusmallin loppusolmuun. Tällöin kontrolli siirtyy ta-
kaisin kutsuvaan suoritusmalliin. Kutsutussa suoritusmallissa voi olla useita suo-
rituspolkuja samanaikaisesti käynnissä; jos kutsutussa suoritusmallissa oli mui-
ta suorituspolkuja käynnissä loppusolmuun siirryttäessä, jatkuu näiden suoritus
edelleen kutsuvan suoritusmallin rinnalla.
Vierailu palvelijassa. Palvelijassa vierailu määrittelee palvelijassa suoritetta-
van toiminnan. Toiminnalle on määritelty vaadittu palveluaika. Palveluaika suh-
teutetaan palvelijan nopeuteen jakamalla se palvelijan nopeuskertoimella. Toi-
minnalle voidaan määritellä myös prioriteetti.
Palvelijassa vierailu on esitetty kuvassa 20: palvelijassa CPU suoritetaan toiminta,
jonka vaatima palveluaika on 0.5 ja prioriteetti 10.
Toiminnan suoritusaika koostuu toiminnan palvelijassa viettämästä työajasta ja
odotusajasta. Työajan ja odotusajan kerääntyminen riippuu palvelijan tyypistä ja
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tilasta. Palvelijan tila koostuu jonosta. Toiminnan suoritus päättyy, kun työaika
saavuttaa vaaditun palveluajan. Seuraavana on esitetty vierailutoimintojen suori-
tusten etenemisen laskenta kaikille palvelijatyypeille. Laskentaa varten jokaiselle
palvelijatyypille on määritelty operaatiot käynnistä ja suorita. Käynnistä-operaatio
lisää toiminnan palvelijan jonoon; suorita-operaatio suorittaa palvelijan jonossa
olevia toimintoja. Suorita-operaatiota kutsutaan jokaisella ajanhetkellä tn, kunnes
palvelijan jono on tyhjä (tn > tn−1).
Vierailu Delay-palvelijassa. Käynnistä: Toiminta lisätään palvelijan jonoon.
Suorita: Palvelijan jonon jokaisen solmun työaikaa kasvatetaan arvolla tn −
tn−1. Yksittäinen toiminta päätetään ja poistetaan palvelijan jonosta, kun
työaika on yhtä suuri kuin vaadittu palveluaika.
Vierailu FCFS-palvelijassa. Käynnistä: Toiminta lisätään palvelijan jonon pe-
rään.
Suorita: Palvelijan jonon ensimmäisen toiminnan työaikaa kasvatetaan ar-
volla tn− tn−1. Toiminta päätetään ja poistetaan palvelijan jonosta, kun työ-
aika on yhtä suuri kuin vaadittu palveluaika.
Vierailu LCFS-palvelijassa. Käynnistä: Toiminta lisätään palvelijan jonon al-
kuun. Jos palvelijan jonon toisen toiminnan työaika on suurempi kuin 0,
siirretään jonon toinen toiminta jonon alkuun.
Suorita: Palvelijan jonon ensimmäisen toiminnan työaikaa kasvatetaan ar-
volla tn− tn−1. Toiminta päätetään ja poistetaan palvelijan jonosta, kun työ-
aika on yhtä suuri kuin vaadittu palveluaika.
Vierailu LCFS-PR -palvelijassa. Käynnistä: Toiminta lisätään palvelijan jonon al-
kuun.
Suorita: Palvelijan jonon ensimmäisen toiminnan työaikaa kasvatetaan ar-
volla tn− tn−1. Toiminta päätetään ja poistetaan palvelijan jonosta, kun työ-
aika on yhtä suuri kuin vaadittu palveluaika.
Vierailu P-palvelijassa. Käynnistä: Toiminta lisätään palvelijan jonoon, joka jär-
jestetään prioriteetin (enemmän merkitsevä) ja saapumisajan (vähemmän
merkitsevä) mukaan. Jos palvelijan jonon toisen toiminnan työaika on suu-
rempi kuin 0, siirretään jonon toinen toiminta jonon alkuun.
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Suorita: Palvelijan jonon ensimmäisen toiminnan työaikaa kasvatetaan ar-
volla tn− tn−1. Toiminta päätetään ja poistetaan palvelijan jonosta, kun työ-
aika on yhtä suuri kuin vaadittu palveluaika.
Vierailu P-PR -palvelijassa. Käynnistä: Toiminta lisätään palvelijan jonoon, jo-
ka järjestetään prioriteetin (enemmän merkitsevä) ja saapumisajan (vähem-
män merkitsevä) mukaan.
Suorita: Palvelijan jonon ensimmäisen toiminnan työaikaa kasvatetaan ar-
volla tn− tn−1. Toiminta päätetään ja poistetaan palvelijan jonosta, kun työ-
aika on yhtä suuri kuin vaadittu palveluaika.
Vierailu PS-palvelijassa. Käynnistä: Toiminta lisätään palvelijan jonoon.
Suorita: Palvelijan jonon jokaisen toiminnan työaikaa kasvatetaan arvolla
tn−tn−1
palvelijan jonon pituus . Yksittäinen toiminta päätetään ja poistetaan palveli-
jan jonosta, kun työaika on yhtä suuri kuin vaadittu palveluaika.
Vierailu PS-P -palvelijassa. Käynnistä: Toiminta lisätään palvelijan jonoon, joka
järjestetään prioriteetin mukaan.
Suorita: Palvelijan jonon niiden toimintojen, joiden prioriteetti on sama kuin
palvelijan jonon ensimmäisen toiminnan prioriteetti, työaikaa kasvatetaan
arvolla tn−tn−1
p
, missä p on niiden toimintojen lukumäärä, joiden prioriteetti
on sama kuin palvelijan jonon ensimmäisen toiminnan prioriteetti. Yksittäi-
nen toiminta päätetään ja poistetaan palvelijan jonosta, kun työaika on yhtä
suuri kuin vaadittu palveluaika.
Vierailu SJF-palvelijassa. Käynnistä: Toiminta lisätään palvelijan jonoon, joka
järjestetään toimintojen vaaditun palveluajan ja työajan erotuksen mukaan.
Jos palvelijan jonon toisen toiminnan työaika on suurempi kuin 0, siirretään
jonon toinen toiminta jonon alkuun.
Suorita: Palvelijan jonon ensimmäisen toiminnan työaikaa kasvatetaan ar-
volla tn− tn−1. Toiminta päätetään ja poistetaan palvelijan jonosta, kun työ-
aika on yhtä suuri kuin vaadittu palveluaika.
Vierailu SJF-PR -palvelijassa. Käynnistä: Toiminta lisätään palvelijan jonoon, jo-
ka järjestetään toimintojen vaaditun palveluajan ja työajan erotuksen mu-
kaan.
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MEM(-100) Varaa muistia taulukolle.
Kuva 21: Resurssin tilan muutos.
Suorita: Palvelijan jonon ensimmäisen toiminnan työaikaa kasvatetaan ar-
volla tn− tn−1. Toiminta päätetään ja poistetaan palvelijan jonosta, kun työ-
aika on yhtä suuri kuin vaadittu palveluaika.
Resurssin tilan muutos. Resurssin tilan muutoksella voidaan varata ja vapaut-
taa resurssin kapasiteettia. Toiminnalle on määritelty muutosarvo ja mahdollinen
prioriteetti. Positiiviset muutosarvot ilmaisevat kapasiteetin vapautusta ja nega-
tiiviset varausta.
Resurssin tilan muutos on esitetty kuvassa 21: resurssin MEM kapasiteettia vara-
taan 100 yksikköä.
Toiminnan suoritusaika koostuu odotusajasta. Odotusaika riippuu resurssin ti-
lasta, joka koostuu jonosta ja vapaana olevaa kapasiteettia ilmaisevasta arvosta.
Resurssin tilasta ja suoritettavista toiminnoista pidetään kirjaa aina, kun uusi re-
surssin tilan muutostoiminta käynnistetään. Seuraavana on esitetty vapautus- ja
varaustoimintojen suoritusten etenemisen laskenta.
Kapasiteetin vapautus. Kapasiteetin vapautus koostuu itse vapautuksen suorit-
tamisesta sekä mahdollisten odottavien varausten päättämisestä:
1. Toiminnan käynnistyessä resurssin vapaata kapasiteettia ilmaisevaa
arvoa kasvatetaan toiminnan vapauttamalla määrällä. Toiminta pää-
tetään välittömästi.
2. Jos kasvatettu arvo on suurempi tai yhtä suuri kuin resurssin jonon
ensimmäisen toiminnan tekemä varaus, vähennetään vapaata kapasi-
teettia ilmaisevasta arvosta varauksen määrä, ja varaustoiminta pääte-
tään ja poistetaan resurssin jonosta. Kohta 2 toistetaan, kunnes ehto ei
toteudu.
Kapasiteetin varaus. Jos resurssin jono on tyhjä, ja resurssin vapaata kapasiteet-
tia ilmaiseva arvo on suurempi tai yhtä suuri kuin varauksen määrä, vä-
hennetään vapaata kapasiteettia ilmaisevasta arvosta varauksen määrä, ja
41
CPU(0.5)
priority = 10 Laske Fibonacci-lukuja.
MEM(-100) Varaa muistia taulukolle.
MEM(+100) Vapauta muisti.
Disk(0.25) Talleta taulukko levylle.
Fibonacci
Kuva 22: Peräkkäinen suoritus.
toiminta päätetään välittömästi6. Muussa tapauksessa toiminta lisätään re-
surssin jonoon, joka järjestetään prioriteetin (enemmän merkitsevä) ja saa-
pumisajan (vähemmän merkitsevä) mukaan.
Peräkkäinen suoritus. Yksinkertaisin suoritusmalli koostuu peräkkäisistä suo-
rituksista (kuva 22). Suoritus siirtyy seuraavaan solmuun, kun edellinen solmu
on päätetty. Suoritus päättyy, kun loppusolmu saavutetaan.
Peräkkäisen suorituksen suoritusaika on solmujen suoritusaikojen summa.
Rinnakkainen synkroninen suoritus. Yleisin rinnakkaisen laskennan tapaus
on synkronoitu rinnakkainen suoritus. Kuvassa 23 tehdään talletus yhden levyn
sijasta kahdelle levylle rinnakkain. Laskenta haarautuu useampaan rinnakkai-
seen solmuun ja synkronoituu, kun solmut on päätetty.
6Koska tässä tapauksessa varaus tehdään eräällä tavalla ajateltuna “jonon ohi”, tulee priori-




priority = 10 Laske Fibonacci-lukuja.






Kuva 23: Rinnakkainen synkroninen suoritus.
Synkronoidun rinnakkaisen suorituksen suoritusaika on maksimi rinnakkain
suoritettavien solmujen suoritusajoista.
Rinnakkainen asynkroninen suoritus. Suoritus voidaan määritellä rinnakkai-
seksi siten, että suorituksen ei tarvitse synkronoitua rinnakkaisten tehtävien val-
mistuessa. Kuvassa 24 tehdään talletus kahdelle levylle, mutta suoritus etenee vä-
littömästi, ennen kuin levyille tehdyt talletukset ovat valmistuneet. Näin voidaan
mallintaa taustalla tehtäviä operaatioita, jotka vaikuttavat järjestelmän kuormi-
tukseen, mutta eivät suoraan estä suorituksen etenemistä.
Asynkronisen rinnakkaisen suorituksen suoritusaika on 0.
Tapahtumapohjainen synkronointi. Rinnakkainen synkroninen ja asynkroni-
nen suoritus eivät riitä yksinään kuvaamaan kaikkia rinnakkaisen laskennan ta-
pauksia. Laskennan etenemiseen voivat vaikuttaa keskenään riippumattomien
rinnakkaisten suoritusten aiheuttamat tapahtumat, joiden järjestystä ei tiedetä
ennalta. Esimerkiksi kuvassa 23 esitetylle laskennalle voidaan määritellä tila “tau-
lukko on talletettu jollekin levylle”. Jos halutaan, että suoritus jatkuu välittömästi,
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Kuva 24: Rinnakkainen asynkroninen suoritus.
kun tila on saavutettu, tulee suorituksen eteneminen kytkeä ensimmäisenä päät-
tyvän levypäivityksen valmistumiseen. Tämä on mahdollista tapahtumapohjai-
sella synkronoinnilla. Levypäivityksen valmistuminen määritellään tapahtumak-
si, ja suorituksen etenemisen ehdoksi määritellään kyseisen tapahtuman esiinty-
minen.
Tapahtumapohjaisen synkronoinnin mahdollistavat toiminnat on esitetty kuvas-
sa 25. Nimettyä tapahtumaa voidaan odottaa, ja tapahtumasta voidaan tehdä il-
moitus. Tapahtumien nimet ovat yksikäsitteisiä, ja tapahtuman odotus sekä ta-
pahtumasta ilmoitus liittyvät aina yhteen tapahtumaan. Tapahtuman odotus py-
säyttää suorituksen etenemisen, kunnes odotetusta tapahtumasta on tehty ilmoi-
tus. Tapahtumasta ilmoitus käynnistää kaikki ilmoitettua tapahtumaa odotta-
vat suoritukset. Mikäli tapahtumasta ilmoitettaessa ei ole odottavia suorituksia,
ilmoitus katoaa ilman sivuvaikutuksia. Tapahtumapohjainen synkronointi vas-
taa semantiikaltaan UNIX-käyttöjärjestelmän ytimessä synkronointiin käytettyjä
sleep- ja wakeup-kutsuja (katso esimerkiksi McKusick et al. [MCK96]).
Kuvassa 26 on esitetty kuvasta 24 muunneltu suoritusmalli, jossa suoritus etenee








Kuva 25: Tapahtumapohjaisen synkronoinnin symbolit.
daan suorittaa kuitenkin vasta, kun molemmat levypäivitykset ovat valmistu-
neet.
Tapahtumapohjaisen synkronoinnin toimintojen suoritusaika koostuu odotus-
ajasta. Suoritettavista toiminnoista pidetään kirjaa aina, kun tapahtumasta teh-
dään ilmoitus tai tapahtuman odotus käynnistetään. Seuraavana on esitetty va-
pautuksen ja varauksen suoritusten etenemisen laskenta.
Tapahtuman odotus. Toiminnan käynnistyessä toiminta lisätään tapahtumakoh-
taiseen jonoon 7.
Tapahtumasta ilmoitus. Toiminnan käynnistyessä ilmoitustoiminta ja tapahtu-
man jonossa olevat odotustoiminnat päätetään. Tapahtumakohtainen jono
tyhjennetään.
Toistuva suoritus. Suoritus voidaan määritellä toistettavaksi useaan kertaan.
Toiston voi määritellä ainoastaan suoritettavien kertojen lukumääränä. Ehdolli-
nen toisto ei ole sallittu. Tästä rajoituksesta seuraa, että suoritus aina päättyy.
Kuvassa 27 on suoritusmalli, jossa Fibonacci-suoritusmalli toistetaan 10 kertaa.
Toistorakenne voidaan palauttaa peräkkäiseksi suoritukseksi. Toiston suoritusai-
ka on toistettavien solmujen suoritusaika kerrottuna toistokertojen määrällä.
Ehdollinen suoritus. Suoritus voi olla ehdollista. Haarautuminen on mahdol-
lista todennäköisyyksien mukaan. Kuvassa 28 suoritus haarautuu 50% todennä-
köisyydellä. Suoritus voi haarautua mielivaltaiseen määrään solmuja. Jokaisen
haaran todennäköisyyden on oltava suurempi kuin 0 ja pienempi kuin 1. Toden-
näköisyyksien summan on oltava 1.
7Jotta odotuksen kanssa samalla ajanhetkellä tehty ilmoitus ei katoaisi, tulee tapahtuman odo-
tukset käynnistää ennen ilmoituksia.
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Kuva 26: Tapahtumapohjainen synkronointi.
Ehdollisen suorituksen suoritusaika on
s0, jos 0 ≤ r ≤ p0
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Kuva 28: Ehdollinen suoritus.
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Kuva 29: Parametrisoitu suoritusmalli.
Suoritusmallin parametrisointi. Suoritusmalleissa esiintyvät ajat ja lukumää-
rät voidaan parametrisoida. Parametrit esitellään suoritusmallin nimen yhtey-
dessä, ja parametrien arvot tulee antaa aina suoritusmallia kutsuttaessa. Kuvas-
sa 29 levypäivitys on irrotettu omaksi suoritusmalliksi: levypäivityksen kesto
riippuu levypäivityksen koosta, joka on annettu parametrina.
5.3 Kuormamalli
Suoritusympäristön avulla kuvataan järjestelmän laitteisto ja kaikki järjestelmän
skenaariot. Kuormamalli puolestaan kuvaa yhden käyttötapauksen, jonka aikana
tietyt skenaariot suoritetaan. Kuormamalli ja suoritusympäristö yhdessä määrit-
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Taulukko 3: Kuormamallin esimerkki.
televät yhden simulaation.
Taulukossa 3 on esimerkki kuormamallista. Kuormamallissa määritellään joukko
käynnistettäviä suoritusmalleja, käynnistysten lukumäärä ja taajuus. Sama suori-
tusmalli voi esiintyä useaan kertaan eri parametreilla. Käynnistysten määrä mää-
rittelee, kuinka monta kertaa suoritusmalli on käynnistettävä simulaation aikana.
Käynnistysten väli määrittelee ajan, joka kuluu käynnistysten välillä. Ensimmäi-
sen käynnistyksen aika on 0 + käynnistysten väli.
Käynnistysten väliksi voidaan antaa myös negatiivinen luku. Tällöin käynnistys-
väli on edellisen käynnistetyn suoritusmallin suoritusaika + käynnistysten välin itsei-
sarvo; ensimmäisen käynnistyksen aika on 0 + käynnistysten välin itseisarvo.
Käynnistysten lukumäärä ja väli voidaan määritellä myös funktion avulla, jol-
loin arvo määräytyy jonkun todennäköisyysjakauman mukaan. Työkalun tällä
hetkellä tukemia funktioita ovat8:
RandUni(max). Arvo on jokaiselle kerralle arvottu tasaisesti jakautunut satun-
naisluku väliltä [0,max[. Tasainen jakauma soveltuu esimerkiksi toistomää-
rien ja palveluaikojen kuvaamiseen [JAI91, luku 29].
RandExp(λ−1). Arvo on jokaiselle kerralle arvottu eksponentiaalisesti jakautu-
nut satunnaisluku odotusarvolla λ−1. Eksponentiaalista jakaumaa käyte-
tään yleisesti kuvamaan riippumattomien tapahtumien välistä aikaa [JAI91,
luku 29] sekä palveluaikoja, kun palveluaikojen pituudet vaihtelevat suu-
resti [BAN01, luku 5].




Simulointi tapahtuu luvussa 4.5 esitettyjen periaatteiden ja luvussa 5.2 määritel-
tyjen laskentatapojen mukaisesti. Simuloinnin päävaiheet ovat käynnistyminen,
simulointiaskeleiden suorittaminen ja simuloinnin päättyminen.
Simuloinnin käynnistyminen
Simulaattori saa syötteenä suoritusympäristön ja kuormamallin. Simulointi
käynnistyy tilasta, jossa simulointikellon aika on 0, kaikkien palvelijoiden jonot
tyhjiä, ja kaikkien resurssien vapaata kapasiteettia ilmaiseva arvo on alustettu re-
surssille määriteltyyn maksimiarvoon. Kuormamallin jokainen rivi käydään lä-
pi, ja jokaisen suoritusmallin ensimmäisen käynnistyksen ajankohta lasketaan.
Käynnistykset järjestetään esiintymisajan mukaan tapahtumalistaan. Simulointi-
kellon aikaa kasvatetaan listan ensimmäisen käynnistyksen esiintymisaikaan.
Simuloinnin eteneminen
Simulointi etenee simulointiaskeleittain. Jokaisella askeleella simulointikellon aika
etenee seuraavan tapahtuman (käynnistys tai päättäminen) esiintymisaikaan.
Simulointiaskeleella käynnistetään ja päätetään toimintoja. Kun toiminta on
käynnistetty, käynnistys poistetaan tapahtumalistasta. Käynnistetyt toiminnat
ovat suoritettavana. Suoritettavana olevien toimintojen päättämistapahtuman
esiintymisaika määräytyy toiminnan tyypin ja järjestelmän tilan mukaan. Kun
toiminta on päätetty, toimintaa suoritusmallissa seuraavan toiminnan käynnistys
sijoitetaan tapahtumalistan kärkeen.
Simulointiaskeleella suoritettavat toimenpiteet ovat seuraavat:
1. Jos simulointiaskeleella tullaan käynnistämään kuormamallissa määritel-
lyn suoritusmallin ensimmäinen toiminta, ja kuormamallin määräämää
käynnistysmäärä ei olla saavutettu, kasvatetaan käynnistysmäärää yhdellä,
lasketaan seuraavan käynnistyksen esiintymisaika, ja se sijoitetaan tapah-
tumalistan oikeaan kohtaan. Jos laskettu esiintymisaika on simulointikel-
lon osoittama aika, kohtaa 1. toistetaan, kunnes kuormamallissa määrätty
käynnistysmäärä on saavutettu, tai käynnistysaika on tulevaisuudessa.
2. Käydään läpi simulointiaskeleella käynnistettävät toiminnat.
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3. Käydään läpi simulointiaskeleella päätettävät toiminnat. Jos toimintoja pää-
tettiin, palataan kohtaan 2., koska toimintojen päättäminen voi aiheuttaa
uusia toimintojen käynnistyksiä ja päättämisiä.
4. Kasvatetaan simulointikellon aikaa seuraavan tapahtuman esiintymisai-
kaan.
5. Käydään läpi palvelijat, joissa on toimintoja suorituksessa.
Simuloinnin tehokkuuden kannalta tapahtumien ajankohtien hallinnan toteutus on
oleellinen tekijä. Simuloinnin tapahtumien hallintaan käytettävistä tietorakenteista
ja algoritmeista katso esimerkiksi Comfort [COM79] ja Jain [JAI91, luku 24.6].
Simulointi päättyy, kun tapahtumalista on tyhjä ja toimintoja ei ole suoritettava-
na. Simulointi voi päättyä myös virheeseen tai käyttäjän keskeytykseen. Mahdol-
lisia virhetilanteita ovat:
Simulointiaskeleella ei käynnistetty tai päätetty toimintoja. Simuloinnissa on
syntynyt lukkiumatilanne. Esimerkiksi kaksi suoritusmallia odottavat toi-
siltaan resurssin kapasiteetin vapautusta.
Resurssin kapasiteetin ylitys. Resurssin vapaata kapasiteettia ilmaiseva arvo
on ylittänyt resurssille määritellyn maksimiarvon. Simuloinnissa on tehty
resurssin kapasiteetin vapautuksia enemmän kuin varauksia: suoritusmal-
lien määrittelyssä on tehty virhe.
Simuloinnin edetessä pidetään kirjaa seuraavista asioista:
Palvelijoiden käytössäoloajat. Jokaisen palvelijan osalta kirjataan palvelijassa
vietetty kokonaistyöaika.
Palvelijoiden ja resurssien jonopituuksien jakaumat. Jokaisen palvelijan ja re-
surssin osalta kirjataan jokainen jonon pituus ja kokonaisaika, jona jonopi-
tuus on esiintynyt. Ajanjaksot, joilla kaikkien palvelijoiden jonojen pituus
on 0, kirjataan joutoajoiksi.
Resurssien tilojen jakaumat. Jokaisen resurssin osalta kirjataan jokainen resurs-
sin vapaata kapasiteettia ilmaiseva arvo ja kokonaisaika, jona arvo on esiin-
tynyt.
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Suoritusmallien läpimenoajat. Jokaisesta simuloinnin aikana käsitellystä suo-
ritusmallista kirjataan läpimenoaika. Läpimenoaika on viimeisen solmun
päättämisajan ja ensimmäisen solmun käynnistysajan erotus.
Simuloinnin päättyminen
Simuloinnin päättyessä simuloinnin aikana kirjatuista tiedoista muodostetaan ra-
portit. Raportit tulostetaan.
5.5 Raportit
Simuloinnista muodostetaan seuraavat raportit:
Palvelijoiden käyttöasteet. Raportista ilmenee jokaisessa palvelijassa vietetty
työaika ja palvelijan käyttöaste simuloinnin aikana. Käyttöaste lasketaan
kaavalla työaikaaikaväli , missä aikaväli on viimeisen simuloinnin aikana päätetyn
toiminnan päättämisajan ja ensimmäisenä käynnistetyn toiminnan käynnis-
tysajan erotus. Raportti voidaan määritellä myös muodostettavaksi useaan
kertaan simuloinnin aikana määrätyillä ajanhetkillä. Tällöin aikaväli on ra-
portointiajan ja ensimmäisenä käynnistetyn toiminnan käynnistysajan ero-
tus.
Delay-palvelijoiden käyttöastetta ei lasketa.
Simulointikomponentti tulostaa raportin tekstimuodossa. Raportissa palve-
lijat on järjestetty käyttöasteen mukaan.
Jonopituuksien jakaumat. Raportista ilmenee jokaisen palvelijan ja resurssin
osalta jokainen simulaation aikana esiintynyt jonopituus sekä jonopituuden
vallitsemisajan osuus aikavälillä (aikaväli on määritelty kuten edellä).
Simulointikomponentti tulostaa raportin tekstimuodossa. Raportointikom-
ponentti muodostaa raportista graafisen esityksen, jossa käyttäjän valitse-
mien palvelijoiden tai resurssien jonopituuksien jakaumat on esitetty pyl-
väsdiagrammina.
Resurssien tilojen jakaumat. Raportista ilmenee jokaisen resurssin osalta jokai-
nen simulaation aikana esiintynyt vapaata kapasiteettia ilmaiseva arvo sekä
arvon vallitsemisajan osuus aikavälillä (aikaväli on määritelty kuten edel-
lä).
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Simulointikomponentti tulostaa raportin tekstimuodossa. Raportointikom-
ponentti muodostaa raportista graafisen esityksen, jossa käyttäjän valitse-
mien resurssien tilojen jakaumat on esitetty pylväsdiagrammina.
Järjestelmän joutoajat: Raportista ilmenee ne ajanjaksot (alkamisaika ja päätty-
misaika), jolloin mikään palvelija ei suorittanut laskentaa.
Simulointikomponentti tulostaa raportin tekstimuodossa. Ajanjaksot on
lueteltu esiintymisjärjestyksessä.
Suoritusmallien käsittelyajat. Raportista ilmenee jokaisen suoritusmallin läpi-
menoaika.
Simulointikomponentti tulostaa raportin tekstimuodossa. Raportointikom-
ponentti muodostaa raportista graafisen esityksen, jossa käyttäjän valitse-
mien suoritusmallien läpimenoaikojen jakaumat on esitetty pylväsdiagram-
mina. Läpimenoajat luokitellaan käyttäjän määrittelemän aikavälin mukai-
sesti (esimerkiksi aikaväli 100 muodostaa luokat 0–99, 100–199, 200–299,
...). Raportointikomponentti muodostaa lisäksi yhteenvedon, jossa ajoista
on laskettu minimi- ja maksimiarvo, yleisin arvo sekä keskiarvo.
Raporttien tulkinta
Käyttöasteiden perusteella voidaan löytää järjestelmän pullonkaulat. Pullonkau-
la on laite, jonka käyttöaste on korkein. Käyttöasteiden perusteella voidaan myös
arvioida järjestelmän tasapainoisuutta.
Jonopituuksien sekä resurssin tilojen jakaumien perusteella voidaan päätellä, on-
ko palvelijoiden ja resurssien käyttö tasaista, tai esiintyykö käytössä hetkellisesti
suuria piikkejä. Mikäli palvelijoiden ja resurssien jonojen pituudet ovat suurim-
man osan ajasta huomattavan suuria, tai resurssien vapaa kapasiteetti suurim-
man osan ajasta huomattavan pieni, voidaan päätellä, että järjestelmän laitteisto-
kapasiteetti on kuormaan nähden liian pieni.
Suoritusmallien käsittelyaikojen perusteella voidaan laskea järjestelmän suori-
tusteho, sekä saada tietoja eri palveluiden läpimenoajoista. Jos läpimenoajat ja
jonopituudet ovat suuria, suorituksen nopeutta rajoittaa laitteiston määrä (odo-
tusaika kasvattaa läpimenoaikaa). Jos läpimenoajat ovat suuria, mutta jonopituu-
det pieniä, suorituksen nopeutta rajoittaa laitteiston teho.
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6 Tapaustutkimus: DX 200 -järjestelmän sanomaväy-
län korvaaminen Ethernet-yhteyksillä
Tapaustutkimuksessa tutkitaan mahdollisuutta lisätä DX 200 -järjestelmän vies-
tinvälityskapasiteettia korvaamalla DX 200 -sanomaväylä Ethernet-yhteyksillä.
6.1 Tausta ja tavoitteet
DX 200 -järjestelmässä yksiköt on kytketty toisiinsa sanomaväylällä. Väylä on
suunniteltu erityisesti DX 200 -järjestelmää ja sen ohjelmistoa varten. Sanomaväy-
lä on DX 200 -järjestelmän suorituskyvyn ja vikasietoisuuden tärkein kulmakivi.
On kuitenkin ilmennyt tarve tutkia vaihtoehtoisia tapoja toteuttaa järjestelmän
sisäinen viestinvälitys. Tuotekehitystä halutaan viedä avoimempaan suuntaan, ja
hyödyntää olemassaolevia kaupallisia laitteistoratkaisuja. Yhdeksi mahdollisuu-
deksi lisätä DX 200 -järjestelmän viestinvälityskapasiteettia on esitetty siirtymistä
Ethernet-yhteyksiin sanomaväylän jatkokehittämisen sijaan. Kuvassa 30 on esi-
tetty yksi tapa korvata sanomaväylä Ethernet-yhteyksillä.
Viestinvälitysteknologian korvaaminen halutaan tehdä mahdollisimman tuntu-
mattomasti. Sovelluksille näkyvän rajapinnan ja viestinvälityksen semantiikan
on pysyttävä muuttumattomana. DX 200 -järjestelmässä sovellusten ja viestin-
välityksen toteuttavan laitteiston välissä on postikonttoriohjelmisto, jonka tehtävä
on tarjota yhdenmukaiset viestinvälityspalvelut fyysisestä toteutuksesta riippu-
matta [NOK98a]. Käytännössä sanomaväyläpostikonttori korvattaisiin Ethernet-
postikonttorilla, joka tarjoaisi käyttäjille täysin samat palvelut. Ongelmallisin
toteutettavista palveluista on herätesynkronin toteutuksessa käytetty parilä-
hetys: sanomaväylä tarjoaa laitteistotuen parilähetykselle, kun taas Ethernet-
teknologiassa toiminnallisuus joudutaan toteuttamaan ohjelmallisesti postikont-
toritasolla [NOK00b]. Parilähetyksen mahdollinen toteutus on rajattu kahteen eri
tapaan, jotka molemmat takaavat viestien saapumisen samassa järjestyksessä pa-
rin yksiköihin:
• 1. vaihtoehdossa (kuva 31) lähettävän yksikön postikonttori lähettää vies-
tin vastaanottavan parin molempiin yksiköihin. Parin aktiivinen yksikkö
lähettää määrätyin väliajoin passiiviselle yksikölle synkronointiviestin, jossa
























Kuva 30: DX 200 -järjestelmän viestinvälityksen evoluutio sanomaväylästä
Ethernet-yhteyksiin.
ri ei toimita vastaanotettuja viestejä sovellukselle, ennen kuin synkronoin-
tisanoma on vastaanotettu ja viestit järjestetty.
• 2. vaihtoehdossa (kuva 32) lähettävän yksikön postikonttori lähettää vies-
tin vastaanottavan parin aktiiviseen yksikköön, jonka postikonttori lähettää
viestistä kopion edelleen passiiviseen yksiköön.
Tapaustutkimuksen tavoitteena on tutkia Ethernet-yhteyksien kapasiteettien riit-
tävyyttä DX 200 -järjestelmän sisäiseen viestinvälitykseen nykyisiä järjestelmiä
suuremmalla viestimäärillä. Tuloksista pitää ilmetä yhteyksien kuormitukset, se-
kä saada tietoa syntyneistä jonoista ja jonojen aiheuttamista viiveistä. Lisäksi
tutkimuksen perusteella pitäisi pystyä arvioimaan postikonttorin aiheuttamaa
prosessorikuormaa. Viestinvälityksen aiheuttama prosessorikuorma saa olla kor-
keintaan 20%. Tutkimuksen tulosten perusteella pitäisi pystyä valitsemaan pari-
lähetystavoista suorituskykymielessä edullisempi vaihtoehto9.
9Parilähetystapoja vertaillaan pelkästään suorituskyvyn näkökulmasta. Molempiin vaihtoeh-









opt [ 100 viestin tai millisekunnin välein ]








Kuva 32: Parilähetys loogisella tasolla (2. tapa).
6.2 Järjestelmän mallinnus
Tutkimusta varten luotiin malli, joka sisälsi kaikki viestinvälitykseen osallistu-
vat laitteistokomponentit. Ohjelmiston osalta otettiin huomioon ainoastaan pos-
tikonttorin toiminnallisuus. Koska viestinvälityksen sisäinen toteutus on muulle
ohjelmistolle tuntumaton, voidaan olettaa ohjelmiston käyttäytyvän samalla ta-
valla käytetystä viestinvälitysmenetelmästä riippumatta. Muu ohjelmisto kuor-
mittaa viestinvälitykseen osallistuvista laitteistokomponenteista ainoastaan yk-
siköiden prosessoreita. Koska DX 200 -järjestelmässä postikonttori toimii käy-
tännössä suurimmalla prioriteetilla, oletettiin, että muun ohjelmiston aiheuttama






























































































Taulukko 4: Yksiköiden jako rypäisiin.
Suoritusympäristö
Järjestelmän viestiverkon topologiaksi oletettiin kuvan 30 mukainen tähtitopolo-
gia.
Yksiköiden jako rypäisiin on esitetty taulukossa 4. Jaossa käytettiin sääntöä, jon-
ka mukaan herätesynkronissa toimivan yksikön parin on sijaittava eri rypääs-
sä10. Säännöllä pyritään takaamaan yksikkötyypin saatavuus yksittäisen kytki-
men vioittuessa.
Yksiköt on yhdistetty toisiinsa rypäskohtaisella kytkimellä. Kytkimet on yhdis-
tetty toisiinsa juuritason kytkimellä. Yksiköiden ja kytkimien väliset yhteydet
ovat suoritusteholtaan 100 Mb/s ja kytkimien väliset yhteydet 1 Gb/s. Yhteydet
ovat kaksisuuntaisia (engl. full duplex) Ethernet-yhteyksiä [IEE00]:
• Yhteydet mahdollistavat samanaikaisen lähetyksen ja vastaanoton täydellä
suoritusteholla häiritsemättä toisiaan.
10Herätesynkronissa toimivat yksiköt ovat DX 200 -järjestelmässä ne yksiköt, joiden nimet ovat
























opt [  vastaanottava yksikkö sijaitsee eri ryppäässä ]
Kuva 33: Lähetys fyysisellä tasolla.
• Kaikki yhteydet ovat pisteestä pisteeseen. Yhteyksien käytöstä ei synny kil-
pailutilanteita tai yhteentörmäyksiä käyttäjien kesken.
Jokainen yksiköstä yksikköön tapahtuva fyysinen lähetys mallinnettiin kuvan 33
viestinvälityskaavion mukaisella suoritusmallilla. Kuvassa 34 on esitetty OMU–
0 -yksiköstä CHU–0–0 -yksikköön tehtävän lähetyksen kuvaava suoritusmalli.
Parilähetyksen eri vaihtoehdot (kuvien 31 ja 32 viestinvälityskaaviot) mallinnet-
tiin kahdella eri suoritusmallilla, jotka on esitetty kuvassa 35. 1. vaihtoehdossa
oletetaan, että 200 tavun pituinen synkronointiviesti lähetetään joka 100. lähetyk-
sellä.
Solmujen vierailuajat palvelijoissa (taulukko 5) arvioitiin seuraavasti:
• Käsittelyaika yksikössä ja kytkimen lisäämä viive perustuvat mittauksiin.
Yksiköt oletettiin PS-tyyppisiksi ja kytkimet delay-tyyppisiksi palvelijoiksi.
• Yhteyden nopeudeksi oletettiin ilmoitettu arvo. Viestin siirtoon oletettiin
1000 bitin yleisrasite. Yhteydet oletettiin FCFS-tyyppisiksi palvelijoiksi.
Kuormamalli
Kuormamallia varten kerättiin tietoa sanomaväylän käytöstä oikeassa verkkoe-

























Kuva 34: Viestin lähetyksen OMU-0:sta CHU-0-0:aan kuvaava suoritusmalli.














Kuva 35: Parilähetysvaihtoehtojen suoritusmallit.
kerättyä kaikista kahden yksikön tai yksikön ja yksikköparin välisistä lähetyk-
sistä viestien lukumäärä ja kokonaistavumäärä. Mittausta suoritettaessa verkko-
elementtiin luotiin kuorma, joka vastasi suurinta normaalissa käytössä mahdol-
liseksi ilmoitettua kuormaa.
Viesti- ja tavumäärät kerrottiin mitattavan ja simuloitavan järjestelmän ilmoitet-
tujen kapasiteettien suhteen mukaisesti. Oletettiin, että täydellä kuormalla jokai-
sen yksikön lähettämien viestien määrä kasvaa samassa suhteessa kuin verkko-
elementin ilmoitettu kapasiteetti.
Oletusten pohjalta simulointia varten luotiin kuormamalli, jossa
• viestin lähetyksiä käynnistetään jokaisesta yksiköstä mitattu määrä kerrot-
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Palvelija Tyyppi Vierailuaika
Lähettävä yksikkö PS sl = 2µs
Yksikön ja kytkimen välinen yhteys FCFS syk = 10µs+ tavumäärä10 µs
Kytkin Delay sk = 5µs+ tavumäärä10 µs
Kytkimien välinen yhteys FCFS skk = 1µs+ tavumäärä100 µs
Vastaanottava yksikkö PS sv = 5µs
Taulukko 5: Viestin lähetyksen palveluajat.
tuna kapasiteettikertoimella
• viestien lähetysvälien pituus on jokaisessa yksikössä ekspo-
nentiaalisesti jakautunut (lähetysvälin pituuden odotusarvo on
mittausvälin pituus
viestien lähetysten lukumäärä )
• lähetetyn viestin pituus on keskiarvo kaikista yksiköstä lähetettyjen viestien
pituuksista.
6.3 Tulokset ja johtopäätökset
Simulaation tulokset
Simulaation perusteella Ethernet-yhteyksiin perustuva viestinvälitysratkaisu
pystyisi korvaamaan DX 200 -sanomaväylän: yhteyksien kapasiteetit eivät ylit-
tyneet, ja yksiköiden prosessorikuormat sekä viestien viiveet pysyivät alle annet-
tujen rajojen.
Käyttöasteet. Taulukossa 6 on esitetty yhteydet, joiden käyttöaste ylitti 40%.
Järjestelmän suunnittelussa 90% on pidetty korkeimpana hyväksyttävänä käyt-
töasteena — tämän ylittyessä järjestelmän toimintaa ei pidetä vakaana; 90% käyt-
töasteita ei saisi esiintyä tuotantokäytössä olevissa järjestelmissä. Käytettäessä
2. parilähetystapaa yksittäisten yhteyksien kuormitus ylittää 90% rajan. 1. pari-
lähetystapa on suositeltavampi kuorman tasaisemman jakautumisen johdosta.
Taulukossa 7 on esitetty yksiköt, joiden prosessoreiden käyttöaste ylitti 10%.
Käyttöasteet pysyivät annetun 20% rajan alapuolella. Näin ollen arvioituja kah-
den (lähetys) ja viiden (vastaanotto) mikrosekunnin prosessoriajan käyttöä voi-
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1. parilähetystapa 2. parilähetystapa
käyttöaste yhteys käyttöaste yhteys
79% VLRU-3-0 → kytkin 4 91% VLRU-1-0 → kytkin 2
79% VLRU-4-0 → kytkin 4 91% VLRU-3-0 → kytkin 4
79% VLRU-2-0 → kytkin 2 91% VLRU-4-0 → kytkin 4
79% VLRU-1-0 → kytkin 2 90% VLRU-0-0 → kytkin 2
78% VLRU-0-0 → kytkin 2 90% VLRU-2-0 → kytkin 2
77% kytkin 5 → VLRU-3-1 82% CM-0 → kytkin 0
76% kytkin 3 → VLRU-2-1 76% kytkin 3 → VLRU-1-1
76% kytkin 3 → VLRU-1-1 76% kytkin 5 → VLRU-4-1
76% kytkin 5 → VLRU-4-1 76% kytkin 3 → VLRU-0-1
75% kytkin 3 → VLRU-0-1 76% kytkin 5 → VLRU-3-1
75% CM-0 → kytkin 0 76% CHU-0-0 → kytkin 0
74% kytkin 1 → CHU-0-1 75% kytkin 3 → VLRU-2-1
73% kytkin 15 → CHU-1-1 74% CHU-1-0 → kytkin 14
56% kytkin 15 → STU-1-1 73% kytkin 1 → CHU-0-1
55% kytkin 14 → STU-1-0 72% kytkin 15 → CHU-1-1
55% kytkin 3 → STU-0-1 57% STU-1-0 → kytkin 14
55% CCSU-2 → kytkin 9 56% STU-0-0 → kytkin 2
54% kytkin 2 → STU-0-0 55% kytkin 14 → STU-1-0
54% CCSU-3 → kytkin 9 55% kytkin 15 → STU-1-1
50% CCSU-5 → kytkin 10 55% kytkin 2 → STU-0-0
46% kytkin 0 → CHU-0-0 55% kytkin 3 → STU-0-1
45% kytkin 14 → CHU-1-0 45% kytkin 14 → CHU-1-0
45% kytkin 0 → CHU-0-0
45% kytkin 2 → juurikytkin
41% CCSU-2 → kytkin 9
41% CCSU-3 → kytkin 9
Taulukko 6: Ethernet-yhteyksien käyttöasteet.
daan pitää ylärajoina postikonttoria toteutettaessa. Parilähetystavalla ei ollut
merkittävää vaikutusta käyttöasteisiin.
Viiveet. Viestien viiveiden jakautuminen on esitetty kuvassa 36. 1. parilähetys-
tavassa käytetyt synkronointiviestit on erotettu muista viesteistä. 1. parilähetys-
tapaa käyttäen huonoimman tapauksen viive on 1.25 ms yksittäiselle lähetykselle
ja 2.25 ms parilähetyksellä passiiviyksikköön lähetetylle viestille.
2. parilähetystapaa käyttäen pitkien viiveiden osuus on suurempi. Huonoimman
tapauksen viive on 1.6 ms yksittäiselle lähetykselle ja 3.2 ms parilähetyksellä pas-
siiviyksikköön lähetetylle viestille. 2. parilähetystapaa käyttäen myös lyhyimpien
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1. parilähetystapa 2. parilähetystapa
käyttöaste yksikkö käyttöaste yksikkö
15% VLRU-3-1 15% VLRU-1-1
15% VLRU-2-1 15% VLRU-0-1
15% VLRU-1-1 15% VLRU-4-1
15% VLRU-4-1 15% VLRU-2-1
15% VLRU-0-1 15% VLRU-3-1
13% CCSU-2 13% VLRU-2-0
12% VLRU-3-0 13% VLRU-1-0
12% VLRU-0-0 13% VLRU-0-0
12% VLRU-1-0 13% VLRU-3-0
12% VLRU-2-0 13% VLRU-4-0
12% VLRU-4-0 13% CM-0
12% CM-0 13% STU-1-0
12% CCSU-3 13% STU-0-0
11% CCSU-5 12% CCSU-2
11% BSU-14 12% M-0
11% CCSU-3
11% BSU-14
Taulukko 7: Yksiköiden käyttöasteet.
viiveiden osuus oli suurempi. Pienellä kuormalla 2. parilähetystavalla päästäisiin
keskimäärin pienempiin viiveisiin, mutta kuorman kasvaessa skaalautuvuus on
huonompi.
Jonot. Taulukon 6 perusteella järjestelmän pullonkaulat ovat VLRU-yksiköistä
lähtevät yhteydet. VLRU-yksiköiden yhteyksiin muodostuivat myös pisimmät
jonot: 1. parilähetystapaa käyttäen noin 30 viestiä ja 2. parilähetystapaa käyttäen
noin 50 viestiä. Pullonkaulayhteyksien jonopituuksien jakaumat on esitetty ku-
vassa 37.
Koska kytkimet mallinnettiin delay-palvelijoina, ainoa kiinnostava simulaatiosta
saatava tieto kytkimien osalta on jonopituudet. Delay-palvelijan jonopituus voi-
daan ajatella olevan palvelijassa käynnissä olevien “aidosti rinnakkaisten” tehtä-
vien lukumäärä. Kytkimen tapauksessa jonopituutta voidaan käyttää arvioides-
sa kytkimellä hetkellisesti käsittelyssä olevien pakettien lukumäärää. Kuvassa 38
on esitetty juurikytkimen jonopituuksien jakaumat. Suhteutettuna juurikytkimen
saapuvien ja lähtevien yhteyksien lukumäärään (16 kpl), yhtäaikaisten käsiteltä-























































































































































1. parilähetystapa 2. parilähetystapa synkronointiviestit
Kuva 36: Viestien viiveiden jakautuminen.
tusta, että arvioidulla liikennemäärällä ei pystytä ruuhkauttamaan kytkimiä.
Simulaation validointi ja verifiointi
Tutkimusta tehtäessä ei simuloitua järjestelmää vastaavaa todellista järjestelmää
ollut olemassa. Simuloinnissa käytetyt oletukset perustuivat yksittäisten kom-
ponenttien mittauksiin ja olemassa olevien pienempikapasiteettisten ja eri vies-
tinvälitysteknologiaa käyttävien järjestelmien monitorointiin. Mallinnetun järjes-
telmän vastaavuutta mahdolliseen todelliseen järjestelmään ei voitu todentaa.
Simulaation tulokset vastasivat kuitenkin tämän tutkimuksen rinnalla riippu-
mattomasti tehtyjä laskelmia [NOK01]. Tulosten perusteella pidettiin Ethernet-
viestinvälityksen jatkotutkimusta kannatettavana ja seuraavana askeleena mallin
mukaisen prototyyppijärjestelmän rakentamista jatkotutkimuksia varten.
Simulaation toteutuksen ts. työkalun toiminnan verifioinnissa käytettiin normaa-
leja ohjelmistotuotannon menetelmiä. Lisäksi eri palvelijatyyppien toteutusten






























VLRU-3-0 - kytkin 4 (1. parilähetystapa) VLRU-4-0 - kytkin 4 (1. parilähetystapa) VLRU-2-0 - kytkin 2 (1. parilähetystapa)
VLRU-1-0 - kytkin 2 (2. parilähetystapa) VLRU-3-0 - kytkin 4 (2. parilähetystapa) VLRU-4-0 - kytkin 4 (2. parilähetystapa)
Kuva 37: Pullonkaulayhteyksien jonopituuksien jakaumat.
lien eteneminen visualisoitiin, ja erilaisten testisuoritusmallien etenemistä seurat-
tiin ajamalla simulaatiota askeleittain. Satunnaislukujen generoinnissa tukeudut-
tiin tunnettuihin algoritmeihin [KNU98] sekä niiden oikeaksi tiedettyihin toteu-
tuksiin [ORW99, luku 14].
Simuloinnissa pyrittiin mallintamaan tilastollisessa tasapainotilassa olevan jär-
jestelmän käyttäytymistä (engl. steady-state simulation). Simuloinnin käynnistys-
vaihe saattaa kuitenkin aiheuttaa tulosten vääristymistä (engl. initialization bias):
koska simulointi alkaa tyhjästä tilasta, on simuloinnin alussa aikajakso, jonka ai-
kana järjestelmän tila ei edusta todellisen järjestelmän tilaa. Alustuksen aiheutta-
ma vääristymä voidaan eliminoida ajamalla simulaatiota tarpeeksi pitkään, aloit-
tamalla simulointi ei-tyhjästä tilasta, tai aloittamalla tulosten kerääminen vasta,
kun järjestelmä on alustunut todellista järjestelmää edustavaan tilaan [BAN01, lu-
ku 11.5]. Tässä tapauksessa alustusvaiheen osuus ei ollut merkittävä (alle 0.01%)
simuloinnin kokonaispituudesta. Vääristymää on kuitenkin havaittavissa tulok-
sissa: kuvissa 36 ja 38 pienimmät viiveet (0–49) ja jonopituudet (0–2) ovat val-
linneet alustusvaiheessa — näiden osuus on kuitenkin kokonaisuuden kannalta
merkityksetön.
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1. parilähetystapa 2. parilähetystapa
Kuva 38: Juurikytkimen jonopituuksien jakaumat.
Työkalun toteutuksesta
Yhden simulaation ajo kesti Perl-kielellä [WAL96] tehdyllä toteutuksella 1 GB:n
keskusmuistilla ja 700 MHz:n suorittimella varustetussa PC-työasemassa mata-
lan prioriteetin tausta-ajona alle 2 tuntia. Työkalun suorituskykyä pidettiin hy-
vänä, koska simulaatio oli poikkeuksellisen suuri. Simuloitavia tapahtumia oli
yhteensä noin 16 miljoonaa.
Suoritusmallit määriteltiin työkalulle tekstitiedostoina. Vaikka jokainen yksittäi-
sestä yksiköstä toiseen yksikköön tapahtuva lähetys mallinnettiin omalla suori-
tusmallilla, ei mallien suuri määrä aiheuttanut ongelmia. Koska mallinnettava
tähtitopologia oli säännöllinen, pystyttiin mallit luomaan automaattisesti järjes-
telmän kokoonpanotiedon (taulukko 4) perusteella helposti yksinkertaisella Perl-
ohjelmalla. Parilähetyksen vaihtoehtojen vertailu onnistui yksinkertaisesti kor-
vaamalla parilähetyksen määrittelemä suoritusmalli toisella, ja toistamalla simu-
laatio.
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Työkalun tuottamat raportit olivat taulukoista koostuvia tekstitiedostoja. Käyttö-
asteet ja jonopituusjakaumat ilmoittavat taulukot olivat tulkittavissa ja havain-
nollisia sellaisenaan. Yksittäisten suoritusmallien läpimenoajat sisältävää listaa
varten tehtiin jälkikäsittelijä, joka laski läpimenoajan lyhimmän ja pisimmän ar-
von, keskiarvon ja yleisimmän arvon, sekä luokitteli läpimenoajat annetun aika-
välin mukaisesti. Kaikki työkalun tuottamat raportit pystyttiin lukemaan tauluk-
kolaskentaohjelmaan ilman ylimääräistä käsittelyä, mikä teki graafisten esitysten
tekemisen vaivattomaksi.
Työkalun toteutuksen katsottiin olevan valmis tuotantokäyttöön simulointi- ja
raportointikomponenttien osalta. Seuraava jatkokehityskohde on graafisen käyt-
töliittymän luominen suoritusmallien visualisointiin ja määrittelemiseen.
7 Yhteenveto
Vaikka tietokonelaitteistojen nopeus ja kapasiteetti kasvavat jatkuvasti, on tieto-
konejärjestelmien suorituskyky edelleen kiinnostava tutkimuskohde. Vuosikym-
men sitten olisi ollut ehkä helppoa ratkaista silloiset suorituskykyongelmat tä-
män päivän laitteistolla, mutta tänä päivänä myös järjestelmille asetetut vaa-
timukset ovat koventuneet. Suorituskykyongelmat ovat edelleen jokapäiväisiä.
Laitteisto kehittyy, mutta myös järjestelmien ja ohjelmistojen koko sekä käyttä-
jämäärät kasvavat. Esimerkiksi matkapuhelinjärjestelmien kapasiteettivaatimuk-
set ovat kasvaneet räjähdysmäisesti viime vuosien aikana.
Perinteisesti suorituskykyanalyysiä on tehty pelkästään mittaamalla olemassa
olevia järjestelmiä niiden testaus- ja käyttövaiheissa. Vaikka mittaamalla saadaan
luotettavia tuloksia, menetelmä on kuitenkin melko yksipuolinen: mittauksel-
la voidaan ainoastaan jälkikäteen todeta suorituskyky riittäväksi tai riittämättö-
mäksi. Suorituskyky tulisi ottaa huomioon jo järjestelmän suunnitteluvaiheessa.
Suunnittelussa tulisi kyetä eliminoida epäsuotuisat ratkaisut jo ennen niiden to-
teutusta.
Tämä tutkielma perehtyi hajautettujen järjestelmien suorituskykysuunnitteluun.
Hajautettujen järjestelmien erityispiirteet, kuten rinnakkaisuus, vikasietoisuus ja
viestinvälitys, tekevät niiden suunnittelun erityisen haastavaksi. Erilaisten suun-
nitteluratkaisujen tutkimiseen ja laajojen kokonaisuuksien hallitsemiseen ei riitä
pelkkä intuitio, vaan siihen tarvitaan avuksi jokin menetelmä ja työkalu.
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Tutkielman osana kehitettiin työkalu, jolla pystytään mallintamaan rinnakkais-
ta laskentaa suorittavia järjestelmiä ja tutkimaan niiden suorituskykyä. Työkalun
mallinnuskieli perustuu suoritusmalleihin ja ratkaisutapa tapahtumapohjaiseen
simulointiin. Perinteisempi ratkaisu olisi ollut jonoverkot ja staattiset ratkaisut.
Suoritusmalleihin perustuva lähestymistapa valittiin, koska sen katsottiin olevan
lähempänä tavallisen ohjelmistokehityksen kuvaustapoja. Ne ovat helppoja ym-
märtää ja johtaa esimerkiksi käyttötapauksista tai viestinvälityskaavioista. Suori-
tusmallien ja oikeiden ohjelmistojen välinen semanttinen kuilu on hyvin kapea.
Suoritusmalleilla kuvatun järjestelmän käyttäytymisestä saadaan tarkkaa tietoa
simuloimalla niiden toimintaa. Malleille on myös määritelty staattisia ratkaisuja,
mutta ne antavat ainoastaan karkeita ylä- ja alaraja-arvoja.
Työkalua ja menetelmää sovellettiin DX 200 -järjestelmän viestinvälityksen jatko-
kehityksen tutkimuksessa. Lähestymistapa oli uusi: järjestelmä mallinnettiin, ja
sen suorituskykyä arvioitiin suunnitteluvaiheessa. Mallin avulla tehtiin suunnit-
teluratkaisuja, ja se toimi suunnitteluprosessin syötteenä. DX 200 -järjestelmän
suorituskykyä on tutkittu tähän asti pääasiassa mittaamalla sekä analyytti-
sen mallintamisen avulla, ja se on kohdistunut olemassa oleviin järjestel-
miin [HÄN98, MAA01]. Simulointia on pidetty DX 200 ja IPA 2800 -kehityksessä
liian vaikeana ja työläänä menetelmänä — luultavasti virheellisten ennakkoluu-
lojen ja puutteellisen osaamisen takia — mutta tapaustutkimuksessa selvittiin yl-
lättävän vähäisellä työmäärällä. Tästä syystä menetelmää pidettiin hyödyllisenä
lisänä järjestelmäsuunnittelun apuvälineistöön. Tapaustutkimus antoi kiinnosta-
vaa tietoa ja vahvisti muualla tehtyjä arvioita oletetun järjestelmän toiminnasta.
Kuitenkin lopullinen arvio menetelmän toimivuudesta edellyttäisi suunnitellun
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