This article evaluates bias in one class of methods used to estimate archaic admixture in modern humans. These methods study the pattern of allele sharing among modern and archaic genomes. They are sensitive to "ghost" admixture, which occurs when a population receives archaic DNA from sources not acknowledged by the statistical model. The effect of ghost admixture depends on two factors: branch-length bias and population-size bias. Branch-length bias occurs because a given amount of admixture has a larger effect if the two populations have been separated for a long time. Population-size bias occurs because differences in population size distort branch lengths in the gene genealogy. In the absence of ghost admixture, these effects are small. They become important, however, in the presence of ghost admixture. Estimators differ in the pattern of response. Increasing a given parameter may inflate one estimator but deflate another. For this reason, comparisons among estimators are informative. Using such comparisons, this article supports previous findings that the archaic population was small and that Europeans received little gene flow from archaic populations other than Neanderthals. It also identifies an inconsistency in estimates of archaic admixture into Melanesia.
Introduction
Forty years ago, William Howells (1976) discussed the origin of modern humans, emphasizing two extreme views. One of these, which would now be called the multiregional hypothesis (Wolpoff, 1989) , held that modern humans evolved across a broad front within a worldwide population held together by gene flow. The other, which would now be called the replacement hypothesis (Stringer and Andrews, 1988) , involved "a single origin, outward migration of separate stirps, like the sons of Noah, and an empty world to occupy, with no significant threat of adulteration by other gene pools or even evaporating gene puddles" (Howells, 1976, p. 480) . But Howells also considered a third hypothesis, which also proposed expansion from a single point of origin. This expansion, however, involved "encounters between populations of modern man and of other forms, with consequent gene flow" (Howells, 1976, p. 492 ). This hypothesis has been endorsed by various paleoanthropologists (Bräuer, 1984 (Bräuer, , 1989 Smith et al., 1989; Trinkaus, 2005) . During the past decade, it has also received support from genetics.
In the preceeding decade, geneticists were less supportive. At that time, human evolutionary genetics dealt mainly with mitochondrial DNA (mtDNA), which is remarkably homogeneous in modern human samples. Stoneking (1993) argued that the mtDNA of Neanderthals ought to lie well outside the narrow range of variation seen in modern human samples. The absence of such divergent mtDNAs argued that their frequency within the human species must be low. Yet as Stoneking observed, this did not refute the hypothesis of archaic admixture. Introgressed archaic mtDNAs might simply have been lost by genetic drift. Nordborg (1998) developed a model of this process, which showed that mitochondrial data have low power to detect archaic admixture.
Since the late 1990s, the field has relied increasingly on nuclear DNA. Because unlinked loci provide essentially independent replicates of the evolutionary process, the nuclear genome provides far greater power to detect admixture. A variety of statistical methods has been developed. Some rely on information in the site frequency spectrum (Eswaran et al., 2005; Yang et al., 2012) . Others are based on linkage disequilibrium (Abi-Rached et al., 2011; Cox et al., 2008; Evans et al., 2005; Hammer et al., 2011; Mendez et al., 2012; Moorjani et al., 2011; Plagnol and Wall, 2006; Wall and Hammer, 2006; Wall, 2000; Wall et al., 2009) .
Our focus here is on a different class of methods, which capitalizes on the availablity of archaic DNA sequences. These methods infer admixture from the frequency with which derived alleles are shared by pairs of samples. In the most common pattern, the derived allele is shared by genes drawn from closely related populations. Two samples uniquely share a derived allele only if a mutation occurs in a uniquely shared ancestor. For example, at many of the loci in table 1, the derived allele is present only in the French and African samples. These derived Table 1 : The site patterns studied in this analysis (with 0 and 1 representing the ancestral and derived alleles); the gene tree implied by each pattern; and the counts (Iuv) of such sites for a San sample, x, a French sample, y, a Neanderthal sample, n, and a chimpanzee sample, o (Patterson et al., 2010a, p. S138) .
Site
Pattern xyno Gene tree count ny 0110 ((x, (y, n)), o) I ny = 103,612 nx 1010 (((x, n), y), o) I nx = 95,347 xy 1100 (((x, y), n), o) I xy = 303,340 alleles arose in genes that were ancestral to the French and African samples but not to the Neanderthal or the Chimpanzee. Such sites are common in the data, because the French and African populations are conspecific and thus share a portion of their evolutionary history.
What then of the other two patterns, in which the derived allele is shared by a Neanderthal and one of the two modern human samples? In the absence of admixture, these site patterns can arise only through incomplete lineage sorting. If random mating prevailed within the population ancestral to humans and Neanderthals, these two patterns ought to occur in equal frequencies (Pamilo and Nei, 1988 ). Yet in table 1 the ny pattern occurs more often than the nx pattern. This excess supports the hypothesis of admixture between Neanderthals and the ancestors of Europeans. Several published methods use this principle to estimate the fraction of archaic genes in modern populations (Durand et al., 2011; Green et al., 2010; Meyer et al., 2012; Patterson et al., 2012b; Reich et al., 2010 Reich et al., , 2011 .
These methods rely on the assumption of random mating in the ancestral population. If instead that population were geographically structured, with limited gene flow between geographic subdivisions, this could result in biased frequencies such as those seen in table 1 (Slatkin and Pollack, 2008) . This hypothesis of "ancestral subdivision" has been seen as an alternative to that of archaic admixture (Blum and Jakobsson, 2011; Durand et al., 2011; Eriksson and Manica, 2012) . This issue is still contentious, with some authors arguing that it has been refuted (Sankararaman et al., 2012; Wall et al., 2013; Yang et al., 2012) and others that it has not been properly tested (Eriksson and Manica, 2014) .
Whatever the outcome of this dispute, there are also other potential biases. Several published estimators allow for gene flow from only one archaic population. Estimates may be biased if the modern population also received genes from other archaic populations, a phenomenon known as "ghost admixture" (Beerli, 2004; Slatkin, 2005; Durand et al., 2011 Durand et al., , p. 2240 Harris and Nielsen, 2013) . Some estimators also assume that population size has been constant throughout the human gene tree. These estimators may be biased if populations have varied in size. In what follows, we explore the magnitudes of these biases.
Methods
Because this article is about bias, we focus on expected values and ignore statistical uncertainties. Following Durand et al. (2011 Durand et al. ( , p. 2241 , we assume that admixture occurs at discrete points in time. Between these events, the isolation of populations is complete. Within populations, we assume mating is at random.
Population sizes and coalescent time scale
We use single upper-case letters, such as X and Y , to label individual populations. The notation XY refers to the population ancestral to X and Y but not ancestral to other sampled populations. The diploid sizes of X, Y , and XY are written as N X , N Y , and N XY . The symbol N 0 represents the diploid size of the the ancestral human population-the ancestors of modern humans, Neanderthals, and Denisovans, but not of chimpanzees.
In this population, the hazard of a coalescent event between a single pair of lineages is 1/2N 0 per generation, and their mean coalescence time is 2N 0 generations (Hudson, 1990) . However, let us adopt a coalescent time scale, with time units of 2N 0 generations. On this scale, the mean and hazard are both unity, and the mutation rate is U ≡ 2N 0 u, where u is the mutation rate per generation.
We allow for changes in population size at branch points in the population tree. Between branching points, we assume the population is constant. For example, Fig. 1 implies that population XY existed within the time interval (ζ, λ). Within this interval, we assume that it had constant size N XY . Let K XY = N XY /N 0 . In words, K XY is the size of population XY relative to that of the ancestral human population. For the duration of population XY , the coalescent hazard for a single pair of lineages is 1/K XY per unit of coalescent time. Other ratios, such as K X and K Y , are defined similarly.
The "survival function", S (ζ,λ)
XY ≡ e −(λ−ζ)/KXY , is the probability that a pair of lineages within XY remain distinct throughout interval (ζ, λ). The "cumulative distribution function," F (ζ,λ) XY = 1 − S (ζ,λ) XY , is the probability that the pair coalesces within this interval.
For a pair of lineages within population X at time t, T (t) X is the expected coalescence time in units of 2N 0 generations. It depends not only on the size of population X, but also on the sizes of populations ancestral to X.
Appendix A.2 explains how T (t)
X is calculated. If population size is constant throughout the population tree, K X = T (t) X = 1. For numerical results, we assume the population sizes shown in table 2. The last line there is based on Gravel et al. (2011, on the estimates of Gravel et al. for East Asia, gives a harmonic mean of 2446. Our own value of 3000 is a round number midway between these results. This value of 3000 was then scaled up or down to obtain lines 1-4 of table 2, the scaling ratios for lines 2-4 being chosen for consistency with Prüfer et al. (2014, Fig. 4) , and that for line 1 for consistency with Wall (2003).
Site patterns and their expected frequencies
This section outlines the logic underlying the estimators that we consider below. It was introduced by Green et al. (2010) and has been used in many subsequent publications.
Consider a sample consisting of one haploid genome from each of four populations: two modern human populations, X and Y , one archaic population, N , and an outgroup, O. For example, X and Y might refer to the Yoruban and French populations, N to ancient Neanderthals, and O to chimpanzee. We use lower case (x, y, a, o) to refer to the genomes sampled from these populations. We restrict attention to loci (nucleotide sites) at which two of the three human samples carry the derived allele, 1, and the other sample carries the ancestral allele, 0. By assumption, chimpanzee carries the ancestral allele.
Suppose that we sample one haploid genome from each population. The gene genealogy of this sample will vary from locus to locus, but many of these genealogies will have a topology similar to that of the population. We assume this topology is (((X, Y ), N ), O). Many gene genealogies will however have different topologies, which may arise through incomplete lineage sorting. If the most recent coalescent event precedes the separation time, λ, of the archaic and modern populations, then there are three possible genealogies: (((x, y), n), o), (((x, n), y), o), and ((x, (y, n)), o). The right panel of Fig. 1 illustrates the last of these alternatives. If the ancestral population mated at random, the three genealogies are equally probable. In the absence of archaic admixture, two of these genealogiesthe ones inconsistent with the population tree-can arise only by incomplete lineage sorting and should therefore be equally frequent. But if there were gene flow from N to Y , as seen in the left panel of Fig. 1 , we'd have an excess of sites exhibiting genealogy ((x, (y, n)), o).
We can detect these gene genealogies only when a mutation occurs in the common ancestor either of (y, n), of (x, n), or of (x, y). For example, the left panel of Fig. 2 shows the case of a site at which the nucleotide carried by y arrived via gene flow from population N . Tracing this lineage backward in time, it coalesces with n and then with x at the points marked in the figure by bullets. If a mutation occurred between these two coalescent events, it would be shared by y and n, but not by x or o. Thus, admixture from archaic population N inflates the count of sites that exhibit pattern ny. Our goal is to use this excess to estimate the rate, m N , of gene flow from N into Y .
Such estimates may be biased for several reasons, one of which-ghost admixture-is illustrated in Fig. 2 . There, population Y receives gene flow not only from N , but also from a second archaic population, D. (The outgroup is omitted from this figure for simplicity.) As the figure illustrates, both forms of archaic admixture can inflate the count of site pattern ny. For this reason, ghost admixture may bias our estimate of m N .
To describe these effects, we introduce a new notation. Let I ny represent the number of sites exhibiting pattern ny, i.e. the number at which the derived allele is carried only by samples n and y. We assume for the moment that we have no sample from the second archaic population, D. It contributes DNA to our sample only via gene flow into population Y . Thus, we have three I statistics: I ny , I nx , and I xy . These definitions are summarized in table 1. If either archaic population contributed genes to population Y , then I ny should exceed I nx . This is indeed the case for the data summarized in table 1. Our goal is to use such discrepancies to study the rates, m N and m D , of gene flow from archaics into population Y .
Expectations of ratios
All the estimators discussed here use a ratio of expectations to approximate the expectation of a ratio. In each case, numerator and denominator are sums across all polymorphic sites in the sample. If the number of such sites is large, the weak law of large numbers implies that numerator and denominator should each be close to their expectations, so that the ratio of expectations is a good approximation. This approximation is quite accurate when samples are entire genomes. It would be less accurate in smaller regions, such as individual genes.
Time parameters
Greek letters represent time parameters, as summarized in table 3. The values there are in kiloyears (ky). Where possible, these are estimates taken from the literature, but we have not included statistical uncertainties because of our focus in this article on expected values and bias. Where published values are ranges, we use the midpoints. The parameters α and α ′ are intended bracket the time of gene flow from Denisovans into Eurasian populations. Although there are no compelling estimates of these parameters, it seems unlikely that this gene flow could have occurred much before 50 ky ago or much after 25 ky ago.
In calculations, the values in table 3 are re-expressed in units of 2N 0 generations, where the generation time is 25 years, and N 0 = 2308 is the estimated size of the ancestral human population, as shown in table 2.
Simulations to validate theory
To check for errors in algebraic formulas, we developed software to simulate the components of each estimator. These simulations generate gene genealogies by running a coalescent process constrained by assumptions involving the population tree (branch lengths as well as topology), admixture events (timing as well as level of gene flow), and the size of each population. For details, see section ?? of Supplementary Materials. The first estimator to use the idea outlined in section 2.2 was that of Patterson and Reich (2010, Eqn. S18.5 ). Their estimatorf is designed to estimate Neanderthal gene flow. It can be written aŝ
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The estimatorf of
where n and n ′ are two genomes sampled from the Neanderthal population N . The numerator and denominator analyze different sets of genomes: {n, x, y} and {n, n ′ , x}. Because these sets differ, the number of sites with pattern nx will not in general be identical in the numerator and denominator. For this reason, we use Js rather than Is to represent counts of sites in the denominator.
In practice, Patterson and Reich (2010, p. 159 ) use a weighted average of two such estimators, in which the roles of the two Neanderthal fossils are switched. This does not change expected values, so we use the simpler formulation in Eqn. 1.
Appendix B derives the expected value off under a generalized model (Fig. 2) , which allows for ghost admixture from archaic population D. The expected value is
where m D and m would be large. In addition, the early coalescence would lengthen the branch along which mutations can generate site pattern ny. The factor 1−K N accounts for this change in branch length, as explained in Appendix A.3. Taken together, these effects make s 1 and s 3 decreasing functions of K N .
Eqn. 2b shows thatf estimates m N , but not without bias. The bias disappears only if ghost admixture is absent (m D = 0), population sizes are equal (s i = 0), and the older fossil lived at the time of the gene flow from N into Y (δ = ε). If the first two of these conditions hold, Eqn. 2b is equivalent to the result of Patterson et al. (2010b, p. 55) . We consider the magnitudes of these biases below.
The estimator R N of Patterson et al. (2010b)
Another method was needed for studying Denisovan admixture, because only one Denisovan genome is available. Patterson et al. (2010b) introduce two new statistics. The first of these, R Neanderthal (their Eqn. S8.3), estimates gene flow from Neanderthals. Patterson et al. (2012a, p. 42 ) call this statistic "Nea." They also define an analogous statistic, "Den," in which the roles of Neanderthal and Denisovan samples are reversed, and the goal is to estimate Denisovan admixture. The analysis for these statistics is the same, assuming that the Neanderthal and Denisovan populations are sister taxa within the population tree.
We abbreviate R Neanderthal as R N and define it as
In this statistic, the numerator compares an African genome, a, a Eurasian genome, e, and the Denisovan genome, d. A chimpanzee genome is used to infer the ancestral state. The denominator drops the Eurasian genome and adds a Neanderthal genome, n. These genomes are sampled from populations A, E, N , D, and C, using the model in Fig. 3 . We consider a model in which the Eurasian population received gene flow first from Neanderthals, at time δ, and then from Denisovans, at time α. The first of these episodes replaced a fraction m N of the Eurasian gene pool; the second replaced a fraction m D . The goal is to estimate Neanderthal gene flow, so m D measures ghost admixture.
Appendix C derives the expectation of R N ,
The s i terms are
and measure population-size bias.
If ghost admixture is absent (m D = 0), then R N provides an unbiased estimate of m N (Patterson et al., 2010b, Eqn. S8.4; Durand and Slatkin, 2010, S11.9) . Otherwise, it is affected by all three forms of bias. Fig. 4 shows how it varies in response to κ, the Neanderthal-Denisovan separation time.
3.3. The estimator R D of Patterson et al. (2010b ) Patterson et al. (2010b ) also define a second statistic, R Denisova , which we abbreviate as R D . It can be written as
The numerator compares genomes sampled from three populations: San, S, Eurasian, E, and Melanesian, V . The chimpanzee, C, determines ancestral state. 
in agreement with published results (Patterson et al., 2010b, Eqn. S8.6; Durand and Slatkin, 2010, S11.19) . Of the estimators considered here, this is the only one unaffected by bias involving branch lengths and changes in population size. It is sensitive to ghost admixture (m N ), but only slightly unless m N is large. In an effort to remove this bias, Patterson et al. (2010b, p. 57 ) estimate m D as R D /(1 − R N ). This involves using R N with a population that received Denisovan gene flow. Because R N is biased in such cases, this procedure imports bias into the estimate of m D . This effect will be small, however, unless R N is large.
3.4.
The estimator p D of Reich et al. (2011 ) Patterson et al. (2012b , p. 1072 ) define a family of related statistics, which they call "F 4 -ratio estimators. " Reich et al. (2011, Eqn. 1 ) use one of these to study how Denisovan admixture varies from population to population:
In this equation, lower-case letters do not represent individual genomes. Instead, w i , x i , y i , and d i are frequencies of a given allele at locus i within four populations, W , X, Y , and D. In the denominator, y Appendix E derives the expected value of p D under a mutational clock. This is a departure from Reich et al. (2011) , who couch their theory in terms of genetic drift. Although Reich et al. define w i , x i , y i , and d i as frequencies of an arbitrary allele, these become derived allele frequencies in our analysis. We drop the assumption (Patterson et al., 2012b (Patterson et al., , p. 1069 ) that the locus is polymorphic at the root of the human tree. The expected value of p D is approximately
where
and α and α ′ are the times of Denisovan gene flow into populations Y and Y ′ . The s i ,
measure population-size bias and disappear under constant size.
If population size is constant, Neanderthal admixture is absent, and the two Denisovan admixtures were simultaneous, then our results reduce to Reich et al. (2011, p. 523 refer to it as p N to avoid confusion with the time parameter, α, defined in our table 3. It is defined as
As with p D , the lower-case letters represent not haploid genomes, but allele frequencies within four populations, which are related as shown in Fig. 7 . We generalize the model of Patterson et al. to 
where the terms The coefficient of m D also includes terms involving changes in population size. Although p N is unbiased in the absence of ghost admixture, it is affected by all three forms of bias when ghost admixture is present.
A new estimator
Let us revisit the history illustrated in Fig. 2 , whose properties are studied in Appendix B. We propose to estimate m N with the ratio
Unlike most of those published previously, this statistic requires only one archaic genome. The expectation of Q is approximately the ratio of Eqns. B.12a and B.12b ,
where s 1 and s 2 are as defined in section 3.1, and
Q is sensitive to all three forms of bias but is especially sensitive to population-size differences. Recent estimates indicate that archaic populations were much smaller than 
early modern ones (Prüfer et al., 2014, Fig. 4 ). This makes s 1 and s 2 larger than s 11 and biases Q upwards. Branch lengths provide an additional upward bias, because λ − δ probably exceeds λ − ζ.
Effects of branch lengths and population sizes
To get a sense of magnitudes, let us calculate the expected value of each statistic under standard assumptions. We use the parameter values in tables 2-3, take the level of primary admixture as 0.05 
These should not be viewed as precise numerical estimates of bias. Instead, they are representative values under one set of parameter values. Under these assumptions, the estimators differ greatly in bias. The multiplier for R D is close to unity, indicating that it is nearly unbiased. The other estimators have substantial biases.
These biases could be corrected, given branch lengths, population sizes and the rate of ghost admixture, by equating observed to expected values and solving for primary admixture. The trouble is that these parameters cannot be estimated precisely, and any error would bleed into estimates of admixture. To measure sensitivity to these uncertainties, we calculate elasticities. Elasticity is the proportional change in one quantity caused by a given proportional change in another. For example, the elasticity off with respect to λ is d log E[f ]/d log λ. R D has elasticity zero with respect to branch lengths and population sizes. The elasticities of the other statistics are shown in table 4, evaluated at the values in tables 2-3. Elasticities larger than 0.5 are shown in bold. The elasticity with largest absolute value, 0.724, is that of R N with respect to κ. If the true value of κ were 10% larger than our estimate, R N would be inflated by about 7%. Fig. 4 shows this response in greater detail.
The relatively large elasticities of R N , p N , and Q make them sensitive to error in parameter estimates. The outlook is brighter forf , p D , and R D , which have smaller elasticities.
Effect of ghost admixture
Each statistic is designed to estimate admixture from a specific archaic population. We refer to this as "primary admixture." However, the expected values of these statistics also depend on "ghost" admixture from other archaic populations.
To see this effect, consider the statistic Q. Fig. 8 . The slope of that line measures the sensitivity of Q to ghost admixture. If ghost admixture is absent, this estimate suggests that a fraction m N = 0.025 of French DNA derives from Neanderthals. This estimate does not equal Q, because it corrects for bias using the parameter values in tables 2-3. If ghost admixture were 5%, on the other hand, we would conclude that m N = 0. By itself, Q cannot choose between these alternatives. This ambuguity evaporates when we consider other estimators. The other curves in Fig. 8 refer to The agreement between Q and the other statistics also tells us something about ancient population sizes. As table 4 shows, Q is sensitive to population sizes. Indeed, if one builds a graph like Fig. 8 without correcting for population size, Q is not consistent with the other estimators (data not shown). In correcting for population size, we have assumed that archaic populations were much smaller than early modern ones, as shown in table 2. Had this assumption been incorrect, the correction would not have helped. Thus, the consistency between Q and the other estimators supports current views about the sizes of ancient populations (Meyer et al., 2012, Fig. 5; Prüfer et al., 2014, Fig. 4) . Fig. 9 attempts a similar analysis with Melanesian data. For that population, Patterson et al. (2010b, p. 58) estimate that R N = 0.027 and R D /(1 − R N ) = 0.04, which implies that R D = 0.0389. At face value, these data suggest that the Melanesian gene pool includes a small contribution from Neanderthals and a larger one from Denisovans. The curves in Fig. 9 , however, do not support this view. The two curves are far apart throughout the horizontal range. Even if Melanesians received no Neanderthal admixture at all, R N should be much higher than the observed value.
There are several conceivable explanations for this discrepancy. First, it could result from sampling error in the estimates of R N and R D . This seems unlikely, in view of the large sample of sites, but cannot be excluded without statistical analysis. We do not attempt such an analysis here. Second, the discrepancy could result from error in the parameter values in tables 2-3. It would be useful to fit these parameters rather than taking their values as given. Finally, the discrepancy could arise because the model is misspecified-because the history of the populations under study violates the assumptions in Figs. 3 and 5. We discuss this last possiblity below.
Discussion and Conclusions
This article has explored biases that arise in one family of estimators-those based on the frequency with which derived alleles are shared by pairs of samples. We have focused on three forms of bias, involving branch lengths in the population tree, differences in population size, and ghost admixture.
All of these estimators are sensitive to "ghost admixture"-to admixture from archaic populations other than the one of primary interest. The most robust estimator, R D , is hardly affected. The others are at least modestly sensitive. For R N and p N , this effect is profound.
Branch-length bias arises because the effect of admixture depends not only on the number of immigrants, but also on the genetic difference between immigrants and residents. The longer the two populations have been separated, the greater their genetic difference, and the greater the effect of any given level of gene flow. For this reason, the expected values of admixture statistics may depend on branch lengths.
Yet in the absence of ghost admixture, most published estimators are relatively free of branch-length bias. Each is constructed as a ratio. When branch length effects are identical in numerator and denominator, they cancel, and the resulting expression is free of branch-length bias. This cancellation often fails, however, in the presence of ghost admixture. In that case, there may be two branchlength effects, which cannot both cancel in a single ratio. For this reason, branch lengths bias R N and p N only in the presence of ghost admixture. With other estimators, branch lengths contribute bias even in the absence of ghost admixture. Only R D escapes this effect.
Where branch-length effects exist, they are accompanied by terms involving differences in population size. These differences distort branch lengths within the gene genealogy and thus alter the probability that mutations will generate particular site patterns. These effects, however, are generally small, at least for the parameter values in tables 2-3. Population-size bias is substantial only for the new estimator, Q.
The estimators respond to ghost admixture in different ways, as shown by their differing slopes in Figs. 8 and 9 . Because of these differences, comparisons among estimators provide information. Such comparisons indicate that archaic gene flow into Europe came primarily from Neanderthals and support the view that archaic populations were much smaller than those of early modern humans.
They also expose an inconsistency in estimates of archaic admixture into Melanesia. As shown in Fig. 9 , no pair of (m N , m D ) values is consistent both with the observed value of R N and also with that of R D .
Although this inconsistency may be a statistical artifact, it could also result from an incorrectly specified model. For example, Homo erectus may have contributed genes to populations of Denisovans (Prüfer et al., 2014, p. 48) or to modern humans in Melanesia (Mendez et al., 2012) . Such gene flow would violate the assumptions underlying our analysis of R N and R D and might account for the discrepancy seen in Fig. 9 .
Our empirical conclusions should be regarded with caution, because we have made no effort to account for statistical uncertainty. Nonetheless, the exercise illustrates that the biases in these estimators are not altogether bad. Because these estimators respond to population history in different ways, comparisons among them provide new information.
Appendix A. Probabilities of site patterns
Within a tree of populations, many different gene trees are possible. For example, Fig. A.10 illustrates two ways in which the gene tree of lineages x 1 , x 2 , and z can coalesce within the same population tree. On the left, x 1 and x 2 coalesce during the interval (t 0 , t 1 ) within population X. On the right, no coalescent event occurs during this interval. Instead, the first coalescent event occurs prior to time t 2 , within the ancestral population, XY Z.
When the coalescent event occurs within (t 0 , t 1 ), only one site pattern can be produced: x 1 x 2 . But if it occurs earlier, before time t 2 , all three site patterns are equally likely. For this reason, it is necessary to distinguish these cases when calculating the probabilities of site patterns. Our analysis uses the method of , Durand et al. (2011) . This section explains the general principles.
Appendix A.1. Expectation of a truncated exponential random variable Let t represent an exponential random variable with mean K. We are interested in the conditional expectation of t, given that t is less than an arbitrary value, z. The mean can be written as
Where S (0,z) = e −z/K is the probability that t > z, and F (0,z) = 1 − S (0,z) is the probability that t < z. The memoryless property of the exponential distribution implies that E[t|t > z] = z + K. Substituting and rearranging, . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Consider a pair of lineages at time x, which lies within epoch i. In other words, t i < x < t i+1 . We are interested in the expected time, T (x) i , until they coalesce. Either they coalesce within epoch i (with probability F (x,ti+1) i ), or they survive into epoch i+1 (with probability S (x,ti+1) i ). In the former case, the expected coalescence time is given by Eqn. A.1. In the latter, it is t i+1 − x + T (ti+1) i+1 . This leads to
We assume the final epoch is infinite. This implies that T 
If epoch j represents the ancestral human population, then K j = 1, as explained in section 2.1. We will often assume, in addition, that T (x) j = 1 in this population. This amounts to assuming that no changes in population size occurred prior to the ancestral human population. In the analyses of p D and p N , however, we extend the model farther back in time to include the population ancestral to chimpanzees and humans.
Appendix A.3. Coalescent event within an interval
Consider the left panel of Fig. A.10 , in which lineages x 1 and x 2 coalesce during (t 0 , t 1 ), within population X. This occurs with probability P = F (t0,t1) X , as explained in section 2.1. In this case, the gene tree will be of form ((x 1 , x 2 ), z), as required by site pattern x 1 x 2 . But even when this genealogy does arise, we cannot be sure that site pattern x 1 x 2 will appear in the data. That happens only when a mutation falls on the branch delineated by bullets in the left panel of Fig. A.10 .
The probability of such a mutation depends on branch lengths. Let w represent the time, within interval (t 0 , t 1 ), at which the coalescent event occurs. In other words, the event occurs at time t 0 + w, measuring time backwards from the present. The expectation of w is given by Eqn. A.1. Continuing into the past, we can trace the single lineage ancestral to x 1 and x 2 . At time t 2 , it becomes part of population XYZ. After an additional v units of time, it coalesces with lineage z. Here, v is the coalescence time within population XYZ and has mean T (t2) XY Z , as explained in Appendix A.2.
Pattern x 1 x 2 is generated when a mutation occurs on the branch that separates two coalescent events: one that joins x 1 and x 2 , and another that joins their common ancestor to lineage z. This branch is delineated by bullets in the left panel of Fig. A.10 . Its length, t 2 + v − t 0 − w, has expectation
XY Z − K X The probability that a mutation falls on this branch, producing site pattern x 1 x 2 , is approximately U B, where U is the mutation rate defined in section 2.1.
Combining all this, we can calculate the probability that a coalescent event falls within interval (t 0 , t 1 ) and gives rise to a site with pattern x 1 x 2 . The probability is the product of P (the probability of the appropriate genealogy) and U B (the probability of a mutation on the resulting branch). Altogether, this equals U P B, where
In a population of constant size, K X = T . Consequently, all three lineages enter the ancestral population, XYZ. These can coalesce in any order, so we are equally likely to see genealogies ((x 1 , x 2 ), z), ((x 1 , z), x 2 ), and (x 1 , (x 2 , z)). The probability of any given genealogy is P = S
If the first pair of lineages coalesces at time x > t 2 , the waiting time until the second coalescent event is B = T
(x)
XY Z , as explained in Appendix A.2. This case generates each of the three site patterns with probability U P B, where
XY Z /3 A similar result was derived by Hudson (1992, Eqn. 6 ).
If XYZ is the ancestral human population, we will usually assume that T 
Appendix B. Expected value off
f is defined in Eqn. 1 and assumes the population history in Fig. 2 . The numerator off involves four genomes, x, y, n, and c, sampled from two populations, X and Y , of modern humans, one archaic population, N , and the chimpanzee population, C. The chimpanzee population is used only to determine which allele is derived and is not shown in Fig. 2 
; and
2.2 y and n coalesce within ND, during (κ, λ). Contributes to pattern ny only. The argument in Appendix A.
The total contribution from these last two cases is obtained by summing Eqns. B.3 and B.4 : 
3 y is native. 3.1 x and y coalesce in XY , during (ζ, λ). Contributes to site pattern xy only. The argument in Appendix A.3 gives
XY ; and
3.2 x and y coalesce in the ancestral human population prior to λ. Contributes to all three site patterns. The argument in Appendix A.4 gives
XY /3; B = 1;
These results are summarized in table B.5. In this table, the only rows that contribute to pattern nx are those that contribute to all three site patterns. The expected value of I nx is the sum of these rows times the Table B .5: Contributions to each site pattern for estimatorsf and Q. Each row represents a different case-a different way in which coalescent events can be distributed within the population tree. P i is the probability of each such case, and B i is the conditionally expected length of the branch along which mutation would give rise to each site pattern. P i B i is the contribution of the current case to the unconditionally expected branch length. "Source" is the population from which sample y derives. "Coal." indicates the time interval containing the most recent coalescent event. "Ref" refers to equation numbers in Appendix B.
product of U (the mutation rate per unit of coalescent time) and L (the number of nucleotide sites sampled):
These same rows also contribute to site pattern ny, along with several additional rows that contribute only to ny. Thus,
Similarly,
Eqns. B.9-B.10 extend results derived by Durand et al. (2011, Eqns. 3-4) . The excesses of I ny and I xy over I nx are
omitting the constant multiplier, U L. The analysis of the denominator is identical to that of the numerator, except that m N = 1 (because samples n ′ and n are both from the same Neanderthal population), and δ (the time of gene flow) is replaced by ε (the age of the older of the two archaic fossils) (Durand et al., 2010, p. 169 
The ratio of (B.12a) to (B.13) approximates E[f ] and is shown in Eqn. 2a.
Appendix C. Expected value of R N
This method estimates the fraction, m N , of Neanderthal gene flow into Eurasians. It uses genomes sampled from five populations: African, A, Eurasian, E, Neanderthal, N , Denisovan, D, and chimpanzee, C. As usual, we use the corresponding lower-case letters to represent genomes sampled from these populations. The method assumes that these populations are related as shown in Fig. 3 . Although five populations are involved, only four are compared in the numerator, and a different four are compared in the denominator. In each panel of the figure, dashed lines indicate the sample that is ignored.
R N is defined in Eqn. 3, which is equivalent to the definition of Patterson et al. (2010b, Eqn. S8.3) . As discussed in section 3.2, we will consider a model in which the Eurasian population received gene flow from Neanderthals at time δ and from Denisovans at time α. A fraction m N of the Eurasian gene pool derives from Neanderthal admixture, and a fraction m D derives from Denisovan admixture. The remaining fraction, (1 − m N )(1 − m D ), is "native"-it decends from the ancestral population AE, of modern humans. 
Site Pattern de only:
All Three Site Patterns:
Appendix C.1. Numerator of R N The numerator of R N does not involve an archaic genome. Nonetheless, we cannot ignore the Neanderthal and Denisovan populations, because a fraction of Eurasian ancestry flows through them. In the outline below, each item deals with one of the ways in which coalescent events can be distributed within the population tree shown in Fig. 3 
1.2 e and d coalesce during (κ, λ), within ND.
Contributes to site pattern de only.
1.3 First coalescent event is prior to time λ, in the ancestral human population. Contributes to all three site patterns.
2 e arrived by gene flow from Neanderthals. 2.1 e and d coalesce during (κ, λ) within ND. Contributes to site pattern de only.
Argument as in Appendix A.3.
2.2
First coalescent event is prior to λ, in the ancestral population. Contributes to all three site patterns.
Argument as in Appendix A. 4 . 3 e is native. 3.1 a and e coalesce during (ζ, λ) within AE. Contributes to site pattern ae only.
Argument as in Appendix A.3. 3.2 First coalescent event is prior to λ, in the ancestral population. Contributes to all three site patterns.
AE /3; B = 1.
Argument as in Appendix A.4.
The last three rows of table C.6 refer to cases in which the first coalescent event occurs in the population ancestral to all humans, including archaics. These contribute equally to all three site patterns. Consequently, they disappear from the expected value of the numerator of R N :
This expression omits the constant multiplier, U L.
Appendix C.2. Denominator of R N The denominator of R N includes a Neanderthal genome but does not include a Eurasian. For this reason, one-directional gene flow from archaics to Eurasians does not affect the calculation. The analysis in this case is very simple, so we will not record results in a table.
1 n and d coalesce during (κ, λ) within ND. Contributes to dn only.
Argument as in Appendix A.3. 2 First coalescent event is prior to λ in the ancestral human population. Contributes to all three site patterns. P = S These results imply that the denominator of R N has expected value
Using a ratio of expectations to approximate the expectation of a ratio, E[R N ] is equal to the ratio of Eqns. C.8 and C.11. et al. (2010b, Eqn. S8.5 ) also define a second statistic, their R Denisova , which we refer to as R D . It assumes the setup shown in Fig. 5 and can be defined as in Eqn. 5 . The numerator of R D compares genomes sampled from populations S, E, V , and C. There are three site patterns-es, ev, and sv-that conform to the requirement that the chimpanzee carry the ancestral allele, and that the derived allele be present in two other populations. The numerator of R D compares two of these. The denominator of R D compares genomes from S, Y , D, and C, so the legal three site patterns are sy, ds, and dy. Of these, the denominator compares ds and sy.
This model assumes that archaic DNA entered modern populations via two episodes of gene flow. 
1.1.2
First coalescent event is prior to λ in the ancestral population. Contributes to all three site patterns.
Argument as in Appendix A.4. 1.2 e is native. 
Appendix E. Expected value of p D
In deriving the expected value of p D , Reich et al. (2011) assume that changes in allele frequencies reflect genetic drift. They do not assume that drift has clock-like behavior. We will need clock-like behavior, however, in order to deal with admixture from Neanderthals and with non-simultaneous Denisovan admixture events. This section derives the expected value of p D using a mutational clock.
Consider the population tree shown in figure 6 . In that figure, W , X, and Y represent modern human populations, N and D represent archaic populations, and C is chimpanzee. Population W is an outgroup within modern humans, and X and Y represent two other modern human populations. The method assumes that Y received archaic gene flow, but W and X did not. At locus i, let w i , x i , y i , and d i represent the frequency of the derived allele in populations W , X, Y , and D. Reich et al. (2011, Eqn. 1 ) define p D as in our Eqn. 7. In the denominator of that expression, y ′ i is the frequency within a fifth population, Y ′ . The method assumes that Y ′ occupies a position within the population tree that is similar to that of Y . In other words, the tree of W , X, Y ′ , and D has a topology identical to that shown in figure 6 . To model ghost admixture, we allow for gene flow at time δ from the Neanderthal population into population Y and at time δ ′ into population Y ′ . Dropping subscripts, each term in the numerator of p D is wx − wy − xd + yd. Conditional on allele frequencies, wx is the probability that two random nucleotides, one drawn from W and the other from X, are both copies of the derived allele. The unconditional version of this probability, E [wx] , is the probability that a mutation occurred in a common ancestor of these two nucleotides. Because we exclude sites at which the chimpanzee carries the derived allele, this common ancestor must have lived after the separation with chimpanzees.
The probability of such a mutation depends on the length of the branch separating two coalescent events: one between the two hominin lineages and the other between the hominin and chimpanzee lineages. If µ is the separation time of the hominin and chimpanzee populations, then the mean coalescence time of the hominin and chimpanzee gene lineages is µ + K CH , where the K CH represents the coalescence time within the ancestral chimpanzee-hominin population.
The coalescence time of the two hominin lineages is ζ +z, where E[z] = T 
Appendix F. Expected value of p N
Dropping subscripts, each term in the numerator of Eqn. 9 is ad − dx − an + nx, and each term in the denominator is ad − dm − an + mn. The expected value of each product can be calculated as explained in Appendix E, using the assumptions in Fig. 7 . Omitting the constant multiplier U L, the expectations of the various products are
The expected numerator of p N is
The expected denominator is
The ratio of these, given in Eqn. 10, approximates the expectation of p N .
these graphs is an average across 10 8 iterations. The sampling distributions of these statistics must have very broad tails, at least for some sets of parameter values.
The software used in these calculations is included in the Supplementary Materials.
