Introduction
Let L n be the scheme of laws of Lie algebras of dimension n over C defined by antisymmetry and Jacobi identities and called "scheme of Jacobi". If R is a completely reducible Lie subalgebra of the space C 1 (C n , C n ) of linear morphisms C n → C n , then we can impose R-invariance conditions for the laws in L n . Thus, we obtain a subscheme of L n denoted by L R n and let L R n (C) be the set of its points. This scheme was introduced in the study of algebraic Lie algebras admitting a Chevalley decomposition g = R⊕n with nilpotent part n = (V, Φ 0 ), for V = C n . It is well known that L R n Spec(C[X k ij ]/ Jac n ), where Jac n is the ideal in the ring of polynomials C[X k ij ], for 1 i < j n, 1 k n, generated by the antisymmetry, Jacobi identities and R-invariance conditions. We can deduce the local study of g in the scheme L m , with m = n + dim(R), from the local study of n in L R n under certain conditions on R. This type of result enters in the scope of the "Theorem of reduction" where a general statement is proposed in [6] . R can be a torus T (i.e., abelian and reducible) satisfying hypotheses of the reduction theorem. This allows us to work directly in Jacobi scheme L T n and local results obtained for n in L T n are valid for g in L m . It suffices to choose a maximal T for at least one law. According to Mostow, all maximal tori over a complex Lie algebra are conjugated by automorphisms. The schemes used in this paper are T -invariant but most of the results can be transferred to schemes L m thanks to the reduction theorem.
This paper is organized in five sections as follows: 1 -Section 1 deals with the classical theory of obstructions, which was initiated by M.Gerstenhaber [12] for associative laws within the framework of formal deformations. The fact that a vector Φ 1 in the Zariski tangent space of L R n at Φ 0 , Z 2 (n, n) R , cannot be lifted to a curve Φ 0 + k∈N t k Φ k , but only to a "truncated deformation" up to an order p 1, leads to the existence of a non null 3-class ω p+1 ∈ H 3 (n, n) R , called obstruction. If Φ 1 doesn't belong to the tangent space of the reduced scheme at Φ 0 , defined by the radical of the ideal Jac n , √ Jac n , then it always presents an obstruction and the scheme L R n is not reduced at Φ 0 . A certain number of technical difficulties are attached to this method, in particular the dependence on the choice of partial solutions Φ 2 , Φ 3 , ..., Φ p in deformation equations.
The examples in [15] satisfying ω 2 = 0 are solved by Rauch rigidity criterion. This criterion is applied in [14] to Lie algebras sl(2, C) ⊕ C n , with R = sl(2, C) = T . The first T -rigid examples known with ω p = 0 for p > 2 are provided by filiform Lie algebras f n for n 12 [1] and the obstruction appears at order 5. We illustrate this method sketching out cohomological calculations and using the fact that if H 2 (n, n) R is equal to C then the choice of Φ k (1 < k < p) for 1 < p 4 is irrelevant.
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We prove a useful result which provides a link to the local ring method developed in section 2: ω p+1 = 0 is equivalent to the existence of a parameter t in the maximal ideal of the local ring O at Φ 0 , such that t p+1 doesn't belong to an ideal B whose quotient O → O/B defines a deformation Φ 0 +tΦ 1 + · · · +t p+1 Φ p+1 at order p + 1. More concretely, in the study of f n we obtain an obstruction at order 5, so ω 5 = 0 ⇔ t 5 = 0 (t 4 = 0). 2 -The 1-parameter deformation method is not characteristic enough, as it gives only partial results. The right way is to introduce versal deformations, which describe the deformation question completely. This was done by Fialowski [9] and [10] . In [9] and later in [11] a straightforward method was given to construct a versal deformation. This construction starts with determining the universal infinitesimal deformation, and extending it step by step. In [5, 6] authors have developed a method giving versal deformations from the universal deformation constituted by the germs of coordinate functions at the point Φ 0 . The local ring O at Φ 0 in Jacobi scheme L m or L R n gives maximal information about the local deformation problem. A deformation of Φ 0 on a local ring A is a local morphism from O to A. In [6] , versal deformations are obtained by reducing the number of parameters with a quotient of O and the equivalence of two versal deformations as a solution of a universal problem is proved. A comparison with the Fialowski method (cf. [9] [10] [11] ) is also made in [6] . The normalizing group H of a torus T in GL(n) acts canonically on L T n and its orbits are the isomorphism classes of laws in a good open set. We can define local charts for the space L In section 2 this second method, called "local ring method", will be illustrated by new examples showing the behavior of the slices. The schemes L T n associated with the torus T, defined by the weights α k = kα 1 , 1 k 4 and α 5 + kα 1 , k 0, are studied by using the induction on central extensions. This allows us to study the relationship between the dimension and the number of essential parameters: we observe an increase and then a decrease in this number. We also present a new series of slices with a unique nilpotent parameter t p+1 = 0, t p = 0, for each dimension n 3p + 6
and each p > 0. These important examples give cohomological obstructions ω p+1 = 0 for any p > 0 too. 3 -Section 3 develops the third method, which is entirely new and is attached to the global Jacobi scheme. Bearing in mind L T n = Spec(A n ) with A n = C[X k ij ]/ Jac n , the scheme is not reduced iff
√
Jac n = Jac n , i.e., there are polynomials f such that f p+1 ∈ Jac n and f p / ∈ Jac n . We obtain a result on the existence and the determination of nilpotent elements in A n corresponding to the nilpotent parameters found in local rings of the slice. The technique employed consists of applying an elimination procedure to certain coordinates in C[X k ij ] modulo the ideal Jac n . We proceed by reducing the dimension, in contrary to the local ring method. In the study of f n , using graded coordinates X ij , for each n we eliminate in Jacobi relations the coordinates X ij , i + j = n except for X 1,n−1 , keeping the X hk with h + k < n and so on. Finally, the remaining coordinates are those which correspond to one essential parameter X 34 in the local ring method and a choice of orbital ones (X 23 and the X 1k ). It is very striking that by using this method we obtain polynomials with great factorizations (monomials in some cases) in the ideals Jac n and √ Jac n . We find nilpotent elements in A n which are irreducible polynomials P in √ Jac n . The number of factors in P minorates the number of irreducible components of the scheme. So, factorizations obtained by this method allow us to predict interesting properties in the scheme such as rigidity, non-reduced points and number of irreducible components, which is not otherwise possible. This global procedure can be completed profitably using the previous local method. 4 -The construction by generators and relations allows us to obtain Lie algebras (up to isomorphism) as quotient a free Lie algebra L r with r generators by an ideal J. G. Favre gave the first geometrical approach in this context [8] . We obtain a geometrization of the nilpotent quotient algebras n = L r /J with the help of the subscheme J n (L r ) of a grassmannian constituted by ideals J of codimension n in L r containing C n (L r ). This subscheme structure, defined only by the simplest polynomial relations [x, J] ⊂ J for all x ∈ L r , is generally not reduced. The different tori T of maximal type give a finite number of subschemes J T n (L r ) (up to isomorphism) defined by adding T -invariance relations for ideals J. In this space, we have the natural action of the normalizing group N of T in Aut(L r ). In section 4, we compare J T n (L r )/N 0 with L T n /G 0 by using adapted slices, under certain conditions on T . The most surprising result obtained here is the identity
ANNALES DE L'INSTITUT FOURIER
between these two types of scheme structures given by the slices. In particular the two Zariski tangent spaces at n are given by H 2 (n, n) T . These results are formulated in Theorems 4.4 and 4.5. Rigidity and obstruction studies in schemes J T n (L r ) or L T n (C) are the same problem. We obtain a different perspective of the same obstruction phenomenon and an original method.
5 -Section 5 focuses on some applications of the equivalence between rigidity in L T n (C) and in the scheme of ideals. For instance, the rigidity of a "model" in [3] , as the nilpotent part of a Borel algebra, follows immediately from Proposition 5.1 applied to the maximal rank case. We give new examples of rigid Lie algebras only defined by one relation and admitting a one dimensional torus T . In a second example, we study the obstruction problem in this new formalism for algebras a 4n (t) where the ideal condition [x, J] ⊂ J involves the existence of a 2-order nilpotent parameter in the scheme of ideals for n 9. The space H 2 (n, n) T parameterizes the essential local parameters in the two geometrical approaches.
Return to Gerstenhaber's method of formal deformations. The integration of a 2-cocycle
Generalities on deformations in the schemes L
R n
Let (e i ) be a basis of C m , A be a commutative associative C-algebra with unity 1 and L m (A) be the set of laws of Lie A-algebras Φ defined by their structure constants Φ k ij ∈ A : Φ(e i , e j ) = m k=1 Φ k ij e k . These structure constants satisfy the antisymmetry and Jacobi identities, i.e., Φ
The scheme L m is a functor from the category of commutative associative C-algebras to the category of sets. We have L m Spec(C[X 
k ij or with the maximal ideal Ker(λ).
Let A be a local ring with maximal ideal m and residue field C. A deformation of a law Φ 0 ∈ L m (C) with base A is a law Φ ∈ L m (A) such that pr(Φ ] we obtain formal deformations [12] .
Let g = R ⊕ n be a Lie algebra of dimension m with reducible part R and nilpotent part n of dimension n. Let L R n (C) denote the set of laws Φ ∈ L n (C) such that δ · Φ = 0 for all δ ∈ R. Let ∆ n be the ideal of
. We denote by Jac n the ideal J n + ∆ n and by A n the ring
over a local ring A given as base, with canonical projection pr :
for all multi-indices. We obtain a deformation functor at Φ 0 , denoted by Def 
Generalities on formal deformations in the schemes L
The classical theory of 1-parameter formal and analytic deformations developed by Gerstenhaber and Nijenhuis-Richardson [12, 13] 
, is a graded Lie superalgebra for the bracket defined in [13] 
symmetry of the bracket for degree 2 and identifying formal developments, we obtain the following sequence of deformation equations:
If we solve these equations successively, we get: 
If τ is a free variable, we have:
Moreover, the following conditions are equivalent:
Proof.
Then f is surjective and the ideal A = Ker(f ) satisfies announced statements. i)⇒ ii): Condition ω p+1 = 0 means that we have a deformation g extending f , i.e., we have a deformation Φ 0 +τ Φ 1 +τ
We have π • g = f where π is the canonical projection
We obtain g(A) = Cτ p+1 and the kernel B of g satisfies A = Cu p+1 ⊕ B. We have f (u − t) = 0 and then t ≡ u + λu p+1 mod (B) with λ ∈ C, and t p+1 ≡ qu p+1 mod (B) with q = (1 + λu p ) p+1 invertible in O. We have qA = A, qB = B and then A = Ct p+1 ⊕ B. ii)⇒ i): Due to ii), the t k for k p + 1 are linearly free, modulo B, and the quotient deformation h : O → O/B can be written as
By identifying f (t) =τ , we obtain Ψ k = Φ k for k p and Ψ p+1 satisfies dΨ p+1 = ω p+1 where ω p+1 is constructed with the Φ k for k p.
The equivalence non (i)⇔ non (ii) gives a correspondence between the cohomological and local formalisms in the obstruction problem.
The obstruction ω 2
The bracket [ ] stabilizes the cocycle subspace Z(V, V ) R and we can trivially define a bracket [ ] on the quotient
with the quadratic Rim mapping Sq, giving a rigidity criterion [14] : if Sq −1 (0) = 0, then n is rigid. The filiform Lie algebras
) have a non-null obstruction at order p > 2 for n 12 and their rigidity study cannot be deduced from this criterion.
Strong integrability for a 2-cocycle
The dependence on the choice of Φ 2 , Φ 3 · · · for solving equations (1.1) justifies the following definition. Definition 1.3. -A 2-cocycle is called strongly integrable up to the order p (eventually ∞) if for each choice of partial solutions Φ k , 1 k p of (E k ) up to p with 1 < p < p, there are partial solutions for all equations (E m ) with p < m p.
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Integrability is generally not strong: if Φ 0 = 0 is the abelian law with R = 0, we have d = 0 and dΦ 1 
C then the integration of Φ 1 up to order 2, 3 or 4 is strong or impossible; obstructions ω 2 , ω 3 or ω 4 only depend on Φ 1 .
Proof. -For p = 2 one sees that ω 2 only depends on Φ 1 . If Φ 2 is a solution, another solution can be written as
, and Φ 3 being a particular one. For p = 4 and by using equality
we obtain:
The obstruction ω 4 only depends on Φ 1 and the general solution at order 4 is
, and Φ 4 being a particular one.
2 is not necessarily a coboundary.
Application to the study of obstructions for f n (n 7)
If T is the torus defined on n by the weights
where (e k ) 1 k n is a basis of n. The differential d related to n with structure constants c ij gives:
We deduce from this the equalities A pq = 0 for 3 < p < q and A 3q = TOME 61 (2011), FASCICULE 2 A 34 for 3 < q < n − 2. Moreover, writing A 1q for q > 4 depending on A 12 , A 13 , A 14 , A 2k , 2 < k < n − 1 and A 34 , we also deduce that there are n linear independent parameters.
As the dimension of
Moreover, a class of 2-cocycle is not null if and only if A 34 = 0 [1] . We choose Φ 1 by:
Having solved equations (E k ) with partial solutions Φ 2 , Φ 3 , Φ 4 , we state:
If n 12, then Φ 1 is strongly integrable up to the order 4 and the sequence of obstructions satisfies:
Proof. -A direct cohomological proof is obtained here with the help of Lemma 1.4. We can also apply Proposition 1.2 to the versal deformation Φ 0 + tΦ 1 + · · · + t 4 Φ 4 where t ∈ m(O), obtained in [6] . Thus the condition non(ii) t 5 = 0 and t 4 = 0, gives ω 5 = 0.
The local ring method for studying the schemes L T n

Generalities on the local ring method
In this section, let T be a torus over C n with weights α i > 0 (i.e., α i (t) > 0 for t ∈ T, ∀i), let n(α i ) be the multiplicity of α i and let Σ n (T ) be the set of laws on which T is maximal. Consequently, the T -invariant laws are nilpotent. In addition we suppose the following conditions: for each n ∈ Σ n (T ), the multiplicities of T -weights appearing in the quotient module n/[n, n] are 1. Thus, there are generators e i of n belonging to a diagonalizing basis such that n(α i ) = 1, ∀i.
This involves equality Der(n) T = T and the dimension of the G 0 -orbit,
We have the following properties, cf. [6]:
1. The isomorphic classes in Σ n (T ) are the H-orbits, equal to finite unions of G 0 -orbits; 2. Σ n (T ) is the Zariski open set equal to the union of the G 0 -orbits of maximal dimension. This dimension is i n(α i ) 2 − dim(T ); 3. Σ n (T ) is the set of nilpotent laws n ∈ L T n (C) for which the semidirect product g = T ⊕ n is complete (i.e., the derivations are inner and the center is zero). These Lie algebras satisfy the reduction theorem [6] , so the local study of g in
Assuming that multiplicities of all the weights α i are 1, we can find slices in L T n (C) playing the part of local charts in the quotient
Admissible part A associated with Φ 0 and slice
Since weights are distinct, it follows that the elements of
By the unicity of the weights, Φ
Then, the triple indices giving non-null values Φ k ij can be defined by the pairs (i < j). So we can write Φ ij the coordinates instead of Φ k ij and let C be the set of all pairs (i < j).
and if A is minimal for this property [6] . One sees that all admissible sets A associated with Φ 0 are contained in the set I(Φ 0 ) of all pairs (i < j) with (Φ 0 ) k ij = 0. Using (2.1) we see that A can index a minimal system of equations equivalent to the following:
In the same way, we can use the equations defining a derivation δ ∈ (Der n)
where δ is given by its diagonal matrix (δ i i ) over the basis (e i ) for 1 i n. If T n is the full torus on C n diagonalized by the e i with weights ε i for 1 i n, then we have
and defines the torus T = ∩ Ker(ε k − ε i − ε j ) ⊂ T n with the weights
If A is an admissible part associated with Φ 0 ∈ L T n (C) we define the slice associated with (Φ 0 , A) as the subscheme L
by the quotient of A n by the ideal generated by the
Under the above hypotheses, if Φ 0 ∈ Σ n (T ) and if A is an admissible part associated with Φ 0 , the slice L T,A n,Φ0 satisfies the following properties, cf. [6] 
and its isomorphism classes are the traces of the H/H
n,Φ0 at Φ 0 . As a consequence, fixing A and Φ admitting A as an admissible part, all these schemes L T,A n,Φ are conjugated to the scheme L T,A n defined by conditions X α = 1 for α ∈ A. Each admissible part A corresponds to an open set Ω n (A) defined by the points such thatX α = 0 for all α ∈ A, whereX α is the residual class in C at the point and
n /G 0 because the orbits are finite, the finite group H/H 0 is contained in the group of permutations of weights which are not the sum of two weights.
The local ring of the slice L T,A n at Φ 0 , denoted by O T Φ0,A or simply O, can be directly constructed from antisymmetry, Jacobi and T -invariance relations and the fixation of the structure constants (Φ 0 ) α for α ∈ A. We can choose the fixed values 1 for these coordinates. This local ring gives the universal deformation of Φ 0 in the slice or equivalently the versal deformation associated with A in the scheme L T n , [6] .
Weight paths and filiations A n −→ A n+1
The local study of laws of L T n is made in relation to the construction of nilpotent Lie algebras by central extensions:
torus T is extended on C n+1 by adding a weight α n+1 ∈ T appearing in the T -module structure of the two-homological group H 2 (Φ n ), which is not null [7] . There are different possible choices of paths α 1 , α 2 , · · · , α n+1 called "paths of weights" associated with the various weights of the T -modules H 2 (Φ p ) = 0 for p n. A path of weights is said to be simple if all weights are different. With this procedure, if Σ n0 (T ) = ∅ for the smallest integer n 0 called an initialization of the path, then it is possible to keep the same properties for all n > n 0 . This enables us to construct the slices L T,An n by induction on n: we add one dimension with a vector e n+1 of weight α n+1 and the choice of a pair
Hence, it appears:
• the new coordinates X ij with α i + α j = α n+1 (X i0,j0 being fixed to 1);
An example of the induction process with a 3-order nilpotent parameter
We consider the following sequence of simple weights α i defining the torus T :
The set Σ 7 (T ) is the orbit of the Lie algebra a 5,7 : [e 1 , e i ] = e i+1 , i = 2, 3, 5, 6, [e 2 , e 5 ] = e 7 . We can take A 7 = {(12), (13), (15) , (16), (25)} and n 0 = 7 is the initialization of the central extension induction process defined by A n+1 = A n ∪ {(1n)} for n n 0 .
For n = 8 we add the weight α 8 = α 5 + 3α 1 and the coordinates X 17 = 1, X 26 and X 35 . Jacobi relation J 125 gives X 26 = −X 35 + X 25 and we have a free parameter X 35 = t and X 26 = 1 − t. For n = 9 we add α 9 = α 5 + 4α 1 and the coordinates X 18 = 1, X 27 , X 36 and X 45 . Jacobi relations J 126 and J 135 give: X 36 = t − u and X 27 = 1 − 2t + u, where X 45 = u is a new free parameter. For n = 10 we add α 5 + 5α 1 and the coordinates X 19 = 1, X 28 , X 37 and X 46 . The Jacobi relations J 127 , J 136 and J 145 give X 46 = u, X 37 = t − 2u, X 28 = 1 − 3t + 3u. The last Jacobi relation J 235 gives:
which is the equation of the hyperbola xy = 1 applying the affine change of variables x = 9t/4+3/2, y = u−t+2/3. For n = 11 we add the weight α 5 + 6α 1 and the coordinates X 1,10 = 1, X 29 , X 38 and X 47 . Relations J 128 , J 137 and J 146 give X 47 = u, X 38 = t − 3u and X 29 = 1 − 4t + 6u. Relation J 236 gives 2ut = 3u 2 and J 245 doesn't provide any new information. Projecting (2.4) in the residual field O/m(O) at each point of the slice, we obtain u(2 + 3t) = 3t 2 and 2 + 3t = 0 in C. The scheme is contained in the principal open set defined by 2 + 3t = 0. In this open set, the slice is defined by the relations u = 3t 2 2+3t and t 3 (4 − 3t) = 0; it is the spectrum of
The slice has two points fort = 0 andt = 4/3 which give the following T -rigid laws:
(1) a 5,11 fort = 0, with nilpotent element t 3 = 0 (non-reduced case); (2) a 5,11 fort = 4/3 (u = 8/9, regular case).
The scheme L T, A11 11 consists of a 5,11 (t) with t 3 = 0 (u = 3 2 t 2 = 0) and a 5,11 for t = 4/3.
For n 12 the algebra a 5,11 doesn't have central extensions in the slice defined by A 12 = A 11 ∪ {(1, 11)} but the algebra a 5,n belongs to the slice associated with A n . We can state the following result, which can be proved by induction on n 11 : For n 11, this scheme is not reduced at a 5,n . We have t 3 = 0, t 2 = 0 and the versal deformation at pointt = 0, associated with A n in L T n , is:
Other slices for (2.3)
A complete study of Σ n /G 0 gives the slices associated with all possible admissible sets. Some of them for n = 11 include:
• The slice associated with A 11 = {(1j), (2k), j = 4, 6, 8; k = 5, 8, 9}
isomorphic to Spec(C[t]/ t 3 (1 − t)(4 − 3t) ) where t = X 35 . It contains a new T -rigid law for t = 1.
• The slice associated with A 11 = {(1j), 
Nilpotent parameter at each order in local rings of some slices
We begin with the following result:
Lemma 2.4. -Let a be a Lie algebra admitting a maximal torus with weights α i on a diagonalizing basis e i , 1 i k. We suppose e 1 / ∈ [a, a] and let V be a C-space generated by vectors e k+i for 1 i p, then: i) We obtain a semi-direct Lie algebra product g = a ⊕ V of a by the abelian one V with the brackets: [e 1 , e j ] = e j+1 for k < j < k + p, [e i , e j ] = 0 for i > 1, j > k. ii) g admits a maximal torus defined by the weights α i ; for 1 i k, β + jα 1 ; for 0 j < p.
In this section we work on sequences of weights of rank two, generalizing (2.3):
with integers m 1 = 1 < m 2 < · · · < m r .
Notations
We write α i = iα for i ∈ {m 1 , · · · , m r } and α b+k = β + kα where b is an integer greater than m r . The coordinates are X ij for i, j, i + j ∈ {m 1 , · · · , m r } and X i,b+k for i ∈ {m 1 , · · · , m r }, k + i s. The indices are TOME 61 (2011), FASCICULE 2 not consecutive but the additive writing is kept with X ij = X i+j ij . Jacobi relations for 1 i < j m r and i + j + k s are:
i (e b ) = e b+i for any i ∈ {m 1 , · · · , m r } and the relations β + α i = β + iα = α b+i involve α i = iα . Consequently, we have a weight system of rank 2 equal to (2.5).
A particular case of special interest is provided by the sequence of weights:
All T -invariant laws n for (2.7) trivially satisfy:
1) The sum a = Ce 2 ⊕ (⊕ 0 l p Ce 2l+1 ) is a subalgebra of n whose brackets are given by [e 2 , e 2i−1 ] = c i e 2i+1 , 1 i p. If c i = 0 for 1 i p, then a is isomorphic to the well-known filiform Lie algebra f
2) The Lie algebra n is the semi-direct product of a by the abelian ideal ⊕ is T -invariant:
We can define by induction the following sets A p n for n p + 5: 
, where c l is obtained in (2.15). The local parameter t = X 3b is free for p + 6 n 3p + 5 and nilpotent t p+1 = 0, t p = 0 for n 3p + 6.
Proof. -For n p + 5, one checks that (2.
If i = 1, the equation (2.6) becomes:
where j is odd or equal to 2 and j +k +1 s. This gives X j,b+k+1 = X j,b+k for odd j 3 and we have:
If j = 2 in (2.9), using (2.10) we obtain the relation X 2,b+k+1 = X 2,b+k − X 3,b . By the repeated application of this latter relation, we obtain the following:
If i = 2 in (2.6), from the relations (2.10) and (2.11) it follows that:
Observe that X 2,j = 1 if j + 2 2p + 1 and X j+2,b = 0 if j + 2 > 2p + 1. Using (2.10), the relation (2.12) becomes:
In view of these equalities from j = 3 to 2m − 1, we obtain for 1 m p:
Thus, if s 2p + 2, we have 2m + 1 2p + 2 and formula (2.15) gives the components X 2l+1,b for 5 2l + 1 2p + 1. If s 2p + 3, (2.14) becomes:
Finally if i > 2 the equality (2.6) becomes X j,b+k X i,b+j+k = X i,b+k X j,b+k+i , that is trivial with (2.10).
Remark 2.7. -Case p = 1. We denote by a 4,n for n 7, the Lie algebra defined by the non null brackets [e i , e j ] = e i+j for i < j if (i = 1, j = 3), (i = 2, j 4) or (i = 3, j 4). It is isomorphic to b 1,n and its versal deformation a 4,n (t) defined by t = X 34 is a continuous family for n = 7, 8. Condition t 2 = 0 for n 9 corresponds to the non null quadratic Rim function calculated in [2] .
Corollary 2.8. -The Lie algebra b p,n satisfies:
Proof. -Applying Proposition 1.2 to the slices, Theorem 2.6 gives deformations satisfying t p+1 = 0 and t p = 0. Consequently, we obtain ω p+1 = 0.
Algebras g p,n = T ⊕ b p,n , defined as semi-direct products by the torus T on b p,n , satisfy hypotheses of the reduction theorem in [6] . Thus, the local study of g p,n in L n+2 is equivalent to that of b p,n in L T n . We can summarize it in the following statement:
is null for n = p + 5 and equal to CΦ 1 = 0 for n > p + 5. Moreover, i) for n = p + 5, g p,n is rigid and L p+7 is reduced at this point; ii) for p + 6 n 3p + 5, Φ 1 is tangent to a continuous family in L n+2 ; iii) for n > 3p + 5, g p,n is rigid in L n+2 and Φ 1 is tangent to a versal deformation k 0 t k Φ k with t p+1 = 0, t p = 0. This corresponds to an obstruction ω p+1 = 0 in H 3 (g p,n , g p,n ) and ω k = 0 for k p. 
Elimination procedure in the search for nilpotent elements in global schemes L T n
An existence theorem
Let Φ 0 be a law, A be an admissible set associated with Φ 0 , O be its local ring in the slice L T,A n , U ⊂ C[X ij ] be the ideal generated by X α − 1 for α ∈ A and π be the projection of A n to the quotient A n = A n /U where U = U/ Jac n . The image of √ 0 ⊂ A n by π is contained in
Writing O = (A n ) M as the localized ring by the maximal ideal M associated with Φ 0 , each u ∈ m(O) is v/f where v ∈ M and f / ∈ M ; u and v have the same nilpotency order l: u l = 0, u l−1 = 0. We are looking for P ∈ C[X ij ] such that π(P ) = v. Moreover, if P ∈ √ Jac n , then π(P l−1 ) = v l−1 = 0 and the nilpotency order ofP in A n is greater than or equal to l. The existence of such a P (given by P = Q · H) is assumed by the following Theorem 3.2. This result is also true for the schemes L m and needs the following lemma:
Proof. -If P ∈ L, for each t there are polynomials g 
If we consider f i (X, Y ) = β Q iβ (X)Y β and P (Y ) = δ c δ Y δ with fixed polynomials Q iβ (X) ∈ K and fixed c δ ∈ C, it follows that (3.1)
Then (3.1) gives the set of the following equalities indexed over δ :
This is a linear system of equations in λ iγ (X) with coefficients Q iβ (X) which can be solved over the field of fractions C(X) by the pivot method. Writing the solutions λ iγ (X) = h iγ (X)/q iγ (X), it suffices to take the polynomial Π iγ q iγ = Q and consequently we have P Q ∈ J. 
, there are polynomials g α such that
The action of G 0 stabilizes Jac n and C * .H l . For t = (t α ) α∈A , t α ∈ C * , there is s ∈ G 0 with (s X) α = X α /t α by definition of A and we obtain:
with λ ∈ C * . This relation involves H l ∈ Ψ t (Jac n ) for each t. By applying Lemma 3.1, there exists Q ∈ C[X α ; α ∈ A] with Q.H l ∈ Jac n and thus (QH) l ∈ Jac n . Remark 3.3. -In the examples dealt with in this paper, H can be chosen as a simple coordinate and the condition G 0 H ⊂ C * H is satisfied. If H is a homogeneous polynomial, we can choose Q to be homogeneous because the homogeneous parts of (HQ) l are in Jac n as well.
Although it is possible to solve the linear system (3.2) with P = H l , in practice this linear system is very laborious. For the examples proposed in this section, we prefer to use a different method in order to find global nilpotent elements. We proceed by eliminating coordinates X β (β / ∈ A) from the Jacobi polynomials J k , 1 k N . If m is the number of distinct coordinates X ij (i < j) and N the number of the Jacobi polynomials J k , then nilpotent elements can appear under the condition:
Elimination in F [X]
Let F be a factorial ring and F [X] be the polynomial ring in one variable X. If f 1 = AX p + P and f 2 = BX q + Q are two polynomials in X with p q, deg(P ) < p, and deg(Q) < q, we denote D a H.C.F. of A and B, A = A D, B = B D and then we can obtain the polynomial
, we now consider the pair (f 2 , f 3 ); otherwise we consider the pair (f 3 , f 2 ). We can apply the same operation again to f 2 and f 3 to obtain f 4 and so on. Finally, we obtain a well-defined element of F denoted by {f 1 , f 2 } X . This element can be null.
In this work, we eliminate a coordinate X β where β is an index (ij) from two Jacobi polynomials J 1 and J 2 , which depend on this coordinate. The polynomial obtained, denoted by {J 1 , J 2 } β , is homogeneous and also belongs to the ideal Jac n .
The method
It is relative to the choice of an admissible set A. If β / ∈ A we consider the list constituted by all the J k depending on X β . If we fix from this list one J i as a pivot, we calculate all the different polynomials {J k , J i } β with k = i. Then, we have a new list, in which we have replaced each J k by this new polynomial {J k , J i } β and where the pivot J i , depending on X β , doesn't appear in it. We proceed by successively eliminating the coordinates indexed by β 1 , · · · , β l / ∈ A. In all examples encountered, the condition (3.3) is satisfied and we can choose pivots such that {J k , J i } β = 0. This possibility allows us to obtain polynomials depending on the variables indexed over A and only one variable X ρ with ρ / ∈ A. This is the best possibility on account of the following result: Lemma 3.4. -If two polynomials f and g in Jac n only depend on the X α , α ∈ A, and X ρ for one unique ρ / ∈ A, then {f, g} ρ = 0.
Proof. -The polynomial h = {f, g} ρ belongs to Jac n and only depends on coordinates indexed by A. By definition of admissible set A associated with a law Φ 0 , the parameters (s Φ 0 ) α , for α ∈ A and s ∈ G 0 , are independent and generate an open set Ω = ∅ in C |A| . The polynomial h, null on L T n (C), depends on variables indexed by A only and then h(G 0 Φ 0 ) = h(Ω) = 0; h is null on the closure of Ω, i.e., h = 0. 
Irreducible polynomials in the radical of Jac n
We say that a polynomial is irreducible in an ideal of C[X ij ] if it doesn't have non-trivial factors in this ideal. In √ Jac n , such a polynomial can be written P = P 1 P 2 · · · P r where the P i are irreducible in C[X ij ] and distinct up to a factor in C * . If we denote P i the polynomial Π k =i P k , we have the following criterion:
Proof. -Notice that P is irreducible in √ Jac n iff P i / ∈ √ Jac n for all i. Thanks to the Hilbert nullstellensatz, it means that P i is not identically null on L T n (C). Under the assumptions for path of weights, we can state: For each irreducible polynomial P in √ Jac n , we call nilpotency order of P in the ring A n the unique number ν 1 such that P ν ∈ Jac n and
Jac n with nilpotency order ν in A n , then each irreducible polynomial Q in Jac n with factors P k for 1 k r,
The examples
With the tori chosen in the following examples, we can adopt graded indexation for structure constants of laws [e i , e j ] = X ij e i+j , 1 i < j n, and for Jacobi polynomials:
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a) The Torus α 1 , 2α 1 , 3α 1 , α 4 + kα 1 (k 0). We have 3 families of Jacobi polynomials for p 4 : J 12p (n = p+3 7), J 13p (n = p+4 8) and J 23p (n = p + 5 9). Inequality (3.3) is satisfied for n 9. The elimination process relative to the admissible set A n = {(1k), (24) for 1 < k < n, k = 3} gives: Proposition 3.9. -The monomial X 12 X 17 X 18 (X 34 ) 2 is irreducible in Jac n for n 9. The monomial X 12 X 17 X 18 X 34 is irreducible in √ Jac n and two-nilpotent in A n .
Proof. -We obtain X 12 X 17 X 18 (X 34 )
2 by eliminating the variables X 36 , X 27 , X 35 , X 26 and X 25 from the 6 Jacobi polynomials for n = 9. According to Proposition 3.6, the monomial X 12 X 17 X 18 X 34 is irreducible in √ Jac n , however it doesn't belong to Jac n (n 9) because in the local study of the scheme L T,A n at point a 4,n appears the condition (X 34 ) 2 = 0,X 34 = 0 (Remark 2.7). Thus, we deduce the irreducibility of X 12 X 17 X 18 (X 34 ) 2 in Jac n . α 1 , 2α 1 , 3α 1 , 4α 1 , α 5 + kα 1 (k 0) . This torus corresponds to the example in Proposition 2.2. We have Jacobi polynomials J ijk for 1 i < j 4 and k 5.
b) The torus
For n 11 we consider the admissible set A n = {(1k), (25) for 1 < k < n, k = 4}. Condition (3.3) is satisfied and we can consider the elimination procedure associated with A n . For n = 11, if we eliminate X 2k for k 6, X 3k for k 6 and X 4k for k 5 from the Jacobi polynomials, keeping only the variable X 35 not indexed by A n , we obtain the following polynomial:
Hence,
Proposition 3.10. -If T is defined by the weights iα 1 for 1 i 4 and α 5 + jα 1 for j 0, we have for n 11:
Proof. -i) According to the Lemma 3.8, it suffices to prove the irreducibility for n = 11. Thanks to Proposition 3.6, we are looking for a law Φ ∈ L T 11 (C) such that P α (Φ) = 0 for each irreducible factor of P indexed by α.
If α represents the factor 3X 12 X 35 − 4X 17 X 25 , then we have P α (Φ) = 0 for the law a 511 defined in section 2. If α = (35), we have P α (Φ) = 0 for the law a 511 . Ifα = (12), then the following Lie algebra law Φ satisfies P α (Φ) = 0: Φ 12 = Φ 13 = 0, Φ ij = 1, for (ij) different to (12) 
If a k is given by a law of L T,A k k (C), for 8 k 10, with Φ 35 = 0, 4/3, we can construct a law Φ as in Lemma 2.4 giving the Φ ij of a k for i < j k, Φ 1j = 1 for k < j < 11 and Φ ij = 0 for i < j otherwise. We have P (1k) (Φ) = 0, concluding i).
ii) We project a power P k in the ring of slice associated with A n , n 11. We obtain the polynomial (X 35 ) k (3X 35 − 4) and the projection on the local ring at point a 5n gives −4(X 35 ) k which is not null for k = 2. ThenP k is null in A n for k 3, but it is not null for k = 2.
c) The torus kα (k 1). We have the Jacobi (3.4) for 1 i < j < k. The inequality (3.3) is satisfied for n 12. For n = 12, an elimination process associated with A n = {(1k), (23), 1 < k < n}, shown later in the "calculation with a computer" section, gives the polynomial:
Hence, we obtain the polynomial:
Taking into account the identity X 13 X 16 X 24 − X 16 J 123 = X 15 X 16 X 23 , the following polynomial in √ Jac 12 with variables indexed on A 12 ∪ {34} satisfies Proposition 3.11:
Proposition 3.11. -If T is defined by the weights α k = kα for 1 k n, then for n 12 we have : i) P , cf. (3.6), is irreducible in √ Jac n ; ii) P gives a nilpotent element of order ν = 5 in the quotient ring A n .
Proof. -i) It suffices to prove the irreducibility for n = 12 and we proceed as in proof of Proposition 3.10. If α represents the non-monomial factor of P , (3.6), then we have P α (Φ) = 0 for the Witt algebra w 12 : Φ ij = i − j. If α = (34), then we have P 34 (Φ) = 0 for f n .
If α = (12), it suffices to check that the following law Φ belongs to L T 12 (C) with P 12 (Φ) = 0:
k 11 with Φ 34 = 0, 1/10, we construct the law Φ as in Lemma 2.4 by giving the Φ ij ANNALES DE L'INSTITUT FOURIER of a k for i < j k, Φ 1j = 1 for k < j < 12 and otherwise Φ ij = 0 for i < j. Also, we have P (1k) (Φ) = 0 for the other factors, concluding i).
For ii): Observe that P = f − QJ 123 and that P 5 = f 5 + SJ 123 belongs to Jac n because f 5 is a multiple of I. Hence, it givesP 5 = 0 in the quotient A n . If we project a power P k in the ring defining the slice associated with the admissible set A n , then we obtainX ij = 1 for (ij) ∈ A n andP k = (X 34 )
This expression is not null in the local ring associated with f n for k 4, thanks to the local study in Proposition 1.6. Then, P 4 = 0 and the nilpotency order of P in A n is ν = 5.
Corollary 3.12.
-The scheme L T n has at least 8 irreducible components for n 12.
Calculation with a computer
Taking into account all the Jacobi polynomials (3.4) for n = 12, the polynomial I has been obtained from the polynomial J 246 after applying the elimination method. In this process, the order of elimination of the variables and the election of the pivot associated with each variable are shown in the following table: order variable pivot order variable pivot order variable pivot
where the pivot J 3 147 has been obtained from Jacobi polynomial J 147 after eliminating, by this process, the variables X 57 , X 48 and X 39 . The pivot J We have used the symbolic computational package MAPLE to execute this calculation.
A second geometry obtained with generators and relations: subschemes of ideals in Grassmannians Generalities
A Lie algebra g with a finite number r of generators is built as the quotient of a free Lie algebra L r to r generators by an ideal J:
Such an algebra is also the quotient of the finite dimensional Lie algebra
. In this work we define J n (L r ) as the set of ideals of codimension n in L r containing C n (L r ); it is identified with a subscheme of the
The nilpotent laws of dimension n are obtained for 2 r n. For m > n, the grassmannian Gr m−n (M), with its natural reduced structure of scheme, contains as sub-
. This is the "minimal" definition of an ideal which is provided by its current algebraic characterization. Such a scheme is generally not reduced. Each point {J} defines the Lie algebra quotient n = L r /J, hence giving a second geometry for the nilpotent laws.
Torus
A maximal torus T r on L r , diagonalized by a family of generators e i , 1 i r, where t(e i ) = ε i (t)e i , t ∈ T r , is characterized by its weights ε = r i=1 n i ε i and the multiplicities given by the Witt formula:
where L ε is the weight subspace of L r associated with ε, | ε |= n i , and µ the Möbius function. The T r -module structure of M is given by the decomposition ⊕ |ε|<n L ε . Let T be a subtorus of T r ; its weights on L r are the restrictions α = ε | T = r i=1 n i α i with α i = ε i | T , and let Π be the set of this weights. We write L r = ⊕ α L α with L α = ⊕{L ε ; α = ε | T }. An ideal stable by T can be written as J = ⊕ α J α with J α ⊂ L α . The different tori T employed are of maximal type, i.e., maximal over one Lie algebra
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at least. We denote by J T n (L r ) the subscheme of J n (L r ) constituted of all T -invariant ideals J satisfying the additional polynomial relations t(J) ⊂ J for t ∈ T . The torus T operates on each quotient n = L r /J. Let σ n or simply σ be a sequence called weight system {(α, n(α)); α ∈ Π, n(α) ∈ N} such that n(α i ) = 1 for 1 i r and α n(α) = n for n ∈ N; let j(α) = dim(L α ) − n(α) for each α ∈ Π, and let P denote the set of α ∈ Π with n(α) = 0. Let V σ r (T ) be the set of ideals
In fact, it is a finite product of grassmannians because n(α) = 0 involves 
Action groups
The normalizing subgroup N of T in Aut(L r ), i.e., the set of θ ∈ Aut(L r ) with θT θ Proof. -The direct implication is obvious. Conversely, let J k for k ∈ {1, 2} be two ideals of free L r stable by T and such that the quotient alge- 
there is a unique t ∈ T with t 2 h = ht 1 . The transpose of the linear automorphism t → t of T is a linear automorphism L of T * : (Lα)(t) = α(t ), α ∈ T * . It keeps σ and P because h is a Lie algebra isomorphism. With an indexation such that the weights α i for 1 i s (s r) satisfy ( 
, with λ i = 1 in the second case, we obtain an automorphism θ of L r defined on the generators e i , satisfying hp 1 = p 2 θ and θ(J 1 ) ⊂ J 2 . With relations α ζ(i) (t ) = α i (t), one checks equalities t θ = θt for each t ∈ T and θ ∈ N.
This lemma allows us to treat Lie algebras that don't have a fixed number of generators, which differs essentially from results of G. Favre in [8] , where this number is given by r. Hypothesis (H) is satisfied by all examples studied in this paper.
The quotient space W We impose the condition n(α i ) = 1 for 1 i r. Then, the s ∈ N 0 stabilize the weight subspaces L α (α ∈ Π) and are defined on the generators by
is a Lie product of generators e i where the brackets are omitted and
We define a slice F of W 
Schemes of ideals are Jacobi schemes
We denote by a calligraphic letter the set of representatives f in Hom C (L r , C n ) whose kernel belongs to a grassmannian of
, thus Φ sf σ −1 = s Φ f and we can state the following:
induces by quotient an injection on the classes: Proof. -Under hypotheses n(α i ) = 1 for 1 i r and T > 0, there is t ∈ T such that α(t) > 0 for the weights and we have a partial order relation over the weights (in fact, total order) resulting from the order in the real numbers α(t). If δ ∈ P is maximal for , we have [n, n δ ] = 0 and n δ is central in n. By induction on σ = (σ , n(δ)), we construct
This space E can be expressed with the help of the T -module H 2 (n ) of homology of n = L r /J as:
is an algebran , equal to the central extension of n by the kernel H 2 (n ) defined in [3] . It is known that H 2 (n ) δ can be identified with the quotient (∧ 2 n ) δ /Ω δ , where Ω δ is the space generated by the vectors
with α + β + γ = δ. A subspace representative of codimension n(δ) in E is a C−morphism f δ giving an exact sequence whose kernel contains Ω δ :
If (x i ) 1 i n is a basis of n , and (y h ) n <h n a basis of C n(δ) , we have
small, thus we have : gives an equivalence to (4.3) for t ∈ T :
If C n is endowed with a T -module structure by tf 0 (x) = f 0 (tx) for (t, x) ∈ T × L r , the term f 0 (tξ) can be written as tf 0 (ξ). We obtain at the first order with (4.4) the equality h(tx 0 ) = t(h(x 0 )). We have shown the first assertion of the theorem. If F is a slice defined at point J, then the N 0 -orbit of J at this point admits a Zariski tangent space isomorphic to T r /T with (4.1). The slice and the orbit are transversal at J, and the tangent space of F is equal, as quotient of the tangent of
The semi-continuous mapping n → r = dim(n/[n, n]) involves a stratification ∪ r r0 Σ Proof. -We have n(α i ) = 1 for the generatorsē i (1 i s) of n, and then Der(n) T = T and g is complete [4] . Equivalence i)⇔ ii) results from reduction theorem [6] and ii)⇔ iii) from Theorem 4.4. The two-T -cohomological group of these algebras, calculated with formula [3] , is 0. If the dimension of L ν is greater than or equal to 3, then we can obtain continuous families by this method.
Study of the rigidity in varieties of ideals
The second example proposed here shows how an obstruction appears in this formalism.
Example 2:
The local study of a 4,n defined by generators and relations Let L 3 be the free Lie algebra with 3 generators indexed by e 1 , e 2 , e 4 , T be the torus Ker(ε 2 − 2ε 1 ) ⊂ T 3 with weights α i satisfying α 2 = 2α 1 and L 3 = ⊕L m be the graduation defined by L m = ⊕{L pε1+qε2+rε4 ; m = p+2q+4r}. We search for a sequence of T -invariant ideals J 6 ⊃ J 7 ⊃ J 8 · · · of L 3 such that the quotients are isomorphic to a 4,n (Remark 2.7). The weights on a 4,n are α 1 , 2α 1 , 3α 1 , α 4 + pα 1 . These ideals contain the ideal I generated by the subspaces L pα1+qα4 with p > 3 and q = 0, or p 0 and q > 1. We have We calculate the dimension of ( u + v ) α4+5α1 , which is equal to the rank of the system of the following vectors written over the basis {µ, ν, ρ, σ, δ}: The dimension of E is equal to 5 and the dimension of ( u + v ) α4+5α1 depending on (x, y) ∈ C 2 is given by one of the two following cases: If x + y = 0, the dimension is 5 and there is not possible extension for a 4,8 (t), t = 0.
If x+y = 0, the dimension is 4 and we have an extension corresponding to t = 0. Moreover, if y = −x = 0, the algebra corresponds to an isolated point J 9 , rigid in the variety W 
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Conclusion
Extrapolating this work, the idea that rigidity is a property which is not dependent on the particular choice of a geometry constitutes a valid new slant. Most generally, we can imagine a notion of continuous family attached to the category and not depending on a particular geometrical representation. Theorem 4.4 and Proposition 5.1 certainly move in this direction with two different geometrizations for an important class of nilpotent Lie algebras. This explains why different methods in classifications of nilpotent Lie algebras give the same continuous families, with different parameterizations depending only on the choice of a local chart.
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