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ON THE GORENSTEINNESS OF BROKEN CIRCUIT COMPLEXES AND
ORLIK–TERAO IDEALS
DINH VAN LE
ABSTRACT. It is proved that the broken circuit complex of an ordered matroid is Goren-
stein if and only if it is a complete intersection. Several characterizations for a matroid
that admits such an order are then given, with particular interest in the h-vector of bro-
ken circuit complexes of the matroid. As an application, we prove that the Orlik–Terao
algebra of a hyperplane arrangement is Gorenstein if and only if it is a complete inter-
section. Interestingly, our result shows that the complete intersection property (and hence
the Gorensteinness as well) of the Orlik–Terao algebra can be determined from the last
two nonzero entries of its h-vector.
1. INTRODUCTION AND MAIN RESULTS
The broken circuit complex was introduced for a graph by Wilf [32] based on the
idea of Whitney [31]. This notion then was extended to matroids by Brylawski [4] and
has been studied by various authors; see, e.g., [1, 2, 6]. The broken circuit complex is
important because of both of its combinatorial and algebraic aspects. On the one hand,
the entries of its f -vector coincide with the coefficients of the Poincare´ polynomial of the
matroid [1]. On the other hand, the broken circuit complex defines two algebras which are
deformations of two important algebras arising in the theory of hyperplane arrangements:
the Orlik–Solomon algebra and the Orlik–Terao algebra; see [1, 18].
A well-known property of the broken circuit complex is that it is shellable [19]. It
follows, in particular, that the Stanley–Reisner ring of the broken circuit complex and
the Orlik–Terao algebra are Cohen–Macaulay. Natural questions then arise: when are
these algebras complete intersections? or Gorenstein? Characterizations for the complete
intersection property of these algebras were obtained in [13]; see also [10] for related
results. A partial answer to the Gorensteinness of the broken circuit complex is also given
in [13], in which it is shown that Gorenstein broken circuit complexes of codimension 3
are complete intersections. However, a complete answer to this question seems, especially
for the Orlik–Terao algebra, much more complicated.
The aim of this paper is to investigate the Gorensteinness of the Stanley–Reisner ring
of the broken circuit complex and the Orlik–Terao algebra. Quite surprisingly, we are
able to show, among other things, that these algebras are Gorenstein exactly when they
are complete intersections, thus giving a satisfactory complete answer to the ‘Gorenstein’
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question mentioned above. More precisely, for the broken circuit complex, we obtain the
following:
Theorem 1.1. Let ∆ := BC(M,<) be the broken circuit complex of an ordered matroid
(M,<). Let K be an arbitrary field. Then the following conditions are equivalent:
(i) ∆ is Gorenstein over K;
(ii) ∆ is locally Gorenstein over K;
(iii) for any face F with dimlink∆ F = 1, link∆ F is Gorenstein over K;
(iv) for any face F with dimlink∆ F = 1, link∆ F is a complete intersection complex;
(v) ∆ is a locally complete intersection complex;
(vi) ∆ is a complete intersection complex.
The Gorensteinness of the Orlik–Terao algebra is equivalent to the symmetry of its h-
vector [23, Theorem 4.4], and thus equivalent to the symmetry of the h-vector of a broken
circuit complex associated to that Orlik–Terao algebra. For this latter property, we have
the following characterizations:
Theorem 1.2. Let M be a simple matroid. Let (h0, . . . ,hs) be the h-vector of broken circuit
complexes of M, where hs 6= 0. Then the following conditions are equivalent:
(i) There exists an ordering < of the ground set of M such that the broken circuit
complex BC(M,<) is a complete intersection;
(ii) the h-vector (h0, . . . ,hs) satisfies the Dehn–Sommerville equations: hi = hs−i for
i = 0, . . . ,s;
(iii) h0 = hs and h1 = hs−1;
(iv) each connected component of M is either a coloop or isomorphic to an iterated
parallel connection of uniform matroids of the form Um,m+1 (m≥ 2).
From this, one easily gets:
Theorem 1.3. Let A be an essential central hyperplane arrangement. Let C(A ) be the
Orlik–Terao algebra of A . Then the following conditions are equivalent:
(i) C(A ) is a complete intersection;
(ii) C(A ) is Gorenstein;
(iii) M(A ) satisfies one of the equivalent conditions in Theorem 1.2, where M(A ) is
the underlying matroid of A .
Note that for an essential central hyperplane arrangement, the first two entries of the h-
vector of its Orlik–Terao algebra are fixed: h0 = 1 and h1 = n−r, where n is the number of
hyperplanes and r is the rank of the arrangement. Therefore, Theorem 1.3 implies an in-
teresting consequence: the Gorensteinness (and hence the complete intersection property)
of the Orlik–Terao algebra depends only on the last two nonzero entries of its h-vector.
The paper is divided into 4 sections. In Section 2 we recall some notions and basis facts
about the Orlik–Terao algebra, the broken circuit complex, and series-parallel networks.
Section 3 contains the proof of Theorem 1.1 and related results. Section 4 is devoted to
the proofs of Theorem 1.2 and Theorem 1.3.
Acknowledgments. The author would like to thank Professor Tim Ro¨mer for raising his
interest in the topic of the paper and for valuable discussions. He also thanks the referees
for useful suggestions.
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2. PRELIMINARIES
In this section we collect several notions and properties concerning simplicial com-
plexes, the Orlik–Terao algebra, matroids, the broken circuit complex, and series-parallel
networks which will be used later. The reader is referred to [15, 17, 25] for unexplained
terminology.
2.1. Simplicial complexes. Let ∆ be a simplicial complex with vertices [n] = {1, . . . ,n}.
Let K be a field and S = K[x1, . . . ,xn] a polynomial ring over K. The Stanley–Reisner
ideal I∆ of ∆ (over K) is the ideal in S generated by all monomial xi1 · · ·xip such that
{i1, . . . , ip} 6∈ ∆. The K-algebra K[∆] = S/I∆ is then called the Stanley–Reisner ring of ∆.
For a face F ∈ ∆ and a subset W ⊆ [n] we define
star∆ F = {G ∈ ∆ : F ∪G ∈ ∆},
link∆ F = {G ∈ ∆ : F ∪G ∈ ∆,F ∩G = /0},
∆W = {G ∈ ∆ : G⊆W}.
Moreover, we put core∆ = ∆core[n], where core[n] = {i ∈ [n] : star∆{i} 6= ∆}.
Let us say that ∆ is Cohen–Macaulay (resp. Gorenstein, a complete intersection) over
K if so is the ring K[∆]. We then define ∆ to be locally Gorenstein over K (resp. a locally
complete intersection) if link∆{i} is Gorenstein over K (resp. a complete intersection) for
i = 1, . . . ,n.
Assume that dim∆ = r− 1. Then the f -vector of ∆ is the (r + 1)-tuple ( f0, . . . , fr),
where fi is the number of faces of ∆ of cardinality i. The f -vector is the most natural way
to encode the combinatorics of a simplicial complex. However, in many cases it is more
convenient to work with a related vector, the h-vector (h0, . . . ,hr), defined as follows
hi =
i
∑
j=0
(−1)i− j
(
r− j
i− j
)
f j, i = 0, . . . ,r.
Equivalently, if we let f (t) = ∑ri=0 fitr−i be the f -polynomial and h(t) = ∑ri=0 hitr−i the
h-polynomial of ∆, then f (t) = h(t + 1). In this paper we usually consider the h-vector
with zero entries at the end removed.
2.2. The Orlik–Terao algebra. Let A = {H1, . . . ,Hn} be an essential central hyper-
plane arrangement in a vector space V over a field K. The Orlik–Terao algebra of A
introduced in [16] is a commutative analog of the Orlik–Solomon algebra. Recently, it
has gotten more attention because it encodes subtle information which is missed in the
Orlik–Solomon algebra; see [10, 13, 20, 21, 22, 30] for more details.
Let αi ∈ K[V ] be linear forms such that kerαi = Hi for i = 1, . . . ,n. Then the Orlik–
Terao algebra C(A ) of A is the subalgebra of K(V ) generated by reciprocals of the linear
forms αi, that is, C(A ) =K[1/α1, . . . ,1/αn]. Let S =K[x1, . . . ,xn] be the polynomial ring
in n variables. The kernel of the surjection
S → C(A ), xi 7→ 1/αi for i = 1, . . . ,n
is called the Orlik–Terao ideal of A , denoted by I(A ). Thus, C(A ) = S/I(A ).
It is known that C(A ) is a standard graded Cohen–Macaulay domain; see [22, Propo-
sition 2.1] and [18, Theorem 4]. Therefore, it follows from a result due to Stanley [23,
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Theorem 4.4] that the Gorensteinness of C(A ) depends only on its Hilbert series, or
equivalently on its h-vector. This allows one to use combinatorial tools to study the
Gorensteinness of C(A ): the h-vector of C(A ) can be computed via a combinatorial
object - the broken circuit complex of the underlying matroid of A . Recall that the un-
derlying matroid M(A ) of A is the matroid on the ground set A whose independent sets
are the independent subsets of A . It was proved by Proudfoot and Speyer [18, Theorem
4] that the Stanley–Reisner ideal of the broken circuit complex of M(A ) with respect to
an arbitrary ordering of A (see below) is an initial ideal of I(A ). Therefore, C(A ) and
that complex share the same h-vector.
Remark 2.1. The above relation between the Orlik–Terao ideal I(A ) and the Stanley–
Reisner ideal of the broken circuit complex of M(A ) was exploited in [13, Proposition
2.4] to give a short proof for a formula essentially due to Terao [30, Theorem 1.2] which
relates the Hilbert series of C(A ) to the Poincare´ polynomial of A : Let ( f0, . . . , fr) be
the f -vector of the broken circuit complex of M(A ). We call pi(A , t) = ∑rp=0 fit i the
Poincare´ polynomial of A . Then one has the following formula for the Hilbert series of
C(A ):
HC(A )(t) = pi
(
A ,
t
1− t
)
.
2.3. Matroids. A matroid M on the ground set E is a collection I of subsets of E, called
independent sets, satisfying the following conditions:
(i) /0 ∈I ;
(ii) If I ∈I and I′ ⊆ I, then I′ ∈I ;
(iii) If I, I′ ∈I and |I′|< |I|, then there is an element e∈ I−I′ such that I′∪{e} ∈I .
Maximal independent sets of M are called bases. They have the same cardinality which
is called the rank of M. Dependent sets are subsets of E that are not in I . Minimal
dependent sets are called circuits. Denote by C (M) the set of all circuits of M. Clearly,
C (M) determines M: I consists of subsets of E that do not contain any member of
C (M).
Let e ∈ M (by abuse of notation, we also write e ∈ M if e ∈ E). Then e is a loop if {e}
is a circuit of M. We call e a coloop if it is contained in every basis of M. Two elements
e, f ∈M are parallel if they form a circuit. A parallel class of M is a maximal subset of E
whose any two distinct members are parallel and whose no member is a loop. A parallel
class is non-trivial if it contains at least two elements. The matroid M is simple if it has
no loops and no non-trivial parallel classes. In general, one may associate to an arbitrary
matroid M a simple matroid M, called the simplification of M, by identifying all members
of each parallel class and deleting all the loops from M.
The deletion of M at an element e, denoted M−e, is the matroid on the ground set E−e
whose independent sets are those members of I which do not contain e. The contraction
of M at e, denoted M/e, is the matroid whose ground set is also E− e and whose circuits
consist of the minimal non-empty members of {C− e : C ∈ C (M)}.
A typical example of a matroid is the underlying matroid of a central hyperplane ar-
rangement introduced above. There are two other common examples which will be con-
cerned in this paper.
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Example 2.2. (i) Let m ≤ n be non-negative integers and let E be an n-element set. The
uniform matroid Um,n on E is the matroid whose independent sets are the subsets of E of
cardinality at most m. This matroid has rank m and its circuits are the (m+ 1)-element
subsets of E. Thus in particular, Um,n is simple if and only if m ≥ 2. Moreover, when
n = m+1, the matroid Um,m+1 has a unique circuit which is often denoted by Cm+1.
(ii) Let G be a graph whose edge set is E. Let C be the set of edge sets of cycles of G.
Then C forms the set of circuits of a matroid M(G) on E. We call M(G) the cycle matroid
(or polygon matroid) of G. This matroid is simple if and only if G is a simple graph.
Let M1 and M2 be two matroids on disjoint ground sets E1 and E2. We define their direct
sum M1⊕M2 to be the matroid on the ground set E1∪E2 whose independent sets are the
unions of an independent set of M1 and an independent set of M2. A matroid is called
separable if it is the direct sum of two smaller matroids. A matroid is connected if it is not
separable. Every matroid has a unique decomposition as a direct sum M = M1⊕·· ·⊕Mk
of connected matroids; we call M1, . . . ,Mk connected components of M.
It is apparent from the definition that the collection of independent sets of a matroid M
forms a simplicial complex. We call it the matroid complex (or independence complex) of
M. When M has rank r, this complex is a pure complex of dimension r−1.
2.4. The broken circuit complex. Let M be a matroid on the ground set E. Given a
linear order < on E, a broken circuit is a circuit with its least element removed. For
each circuit C of M, the broken circuit corresponding to C will be denoted by bc(C). The
broken circuit complex of M with respect to < is the family of all subsets of E that contain
no broken circuit, denoted by BC(M,<) (or BC(M) when the order < is specified). It is
a subcomplex of the same dimension as the matroid complex of M. Note that the broken
circuit complex of M is isomorphic to that of its simplification [1, Proposition 7.4.1], so
one always may assume that the matroid M is simple when working with its broken circuit
complex.
Fix a linear order on E and let e0 be the smallest element of E. Then BC(M) is the cone
over the reduced broken circuit complex BC(M) with apex e0. Here, BC(M) is the family
of all subsets of E−e0 that do not contain any broken circuit. It is well-known that BC(M)
and BC(M) are shellable complexes; see [19] and also [1, 7.4]. Hence, when M has rank r,
these complexes are Cohen–Macaulay of dimension r−1 and r−2, respectively. Clearly,
BC(M) is a Gorenstein (resp. complete intersection) complex if and only if so is BC(M).
Observe that the broken circuit complex BC(M,<) depends on the given order < in the
sense that another order may yield a non-isomorphic broken circuit complex. However,
its h-vector is independent of the choice of order; see [1, 7.4]. We summarize some
properties of the h-vector of the broken circuit complex in the next proposition.
Proposition 2.3. Assume that M is a simple matroid of rank r on an n-element ground set.
Let (h0,h1, . . . ,hr) and hM(t) = h0tr + h1tr−1 + · · ·+ hr be respectively the h-vector and
the h-polynomial of a broken circuit complex of M. Then the following statements hold:
(i) h0 = 1, h1 = n− r, hr−1 = β (M), and hr = 0.
(ii) If M = M1⊕M2, then hM(t) = hM1(t)hM2(t).
(iii) M has k connected components if and only if k is the smallest number such that
hr−k 6= 0. In particular, β (M)> 0 if and only if M is connected.
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(iv) If e ∈ M is not a coloop, then hM(t) = hM−e(t)+ hM/e(t), where M/e is the
simplification of M/e. In particular, if M is connected then either M− e or M/e
is connected. Moreover, if β (M) = 1 then exactly one of M − e and M/e is
connected.
(v) Assume that M is representable. Let s be the largest index such that hs 6= 0. Then
∑ij=0 h j ≤ ∑ij=0 hs− j for all i = 0, . . . ,s.
In the above proposition, β (M) is the beta invariant of M, defined by Crapo [9]. The
reader is referred to [33] for more information on this invariant. The case β (M) = 1 will
be discussed in the next subsection.
Proof of Proposition 2.3. Note that hM(t) = TM(t,0), where TM(t,u) is the Tutte polyno-
mial of M [1, p. 240]. So (i)-(iv) can be deduced from the corresponding properties of
the Tutte polynomial which are contained in [7, 6.2]. To prove (v), let A be a central
hyperplane arrangement such that M = M(A ). Then the h-vector of the broken circuit
complex of M coincides with the h-vector of the Orlik–Terao algebra C(A ) of A . Since
C(A ) is a standard graded Cohen–Macaulay domain, the result follows from [24, Theo-
rem 2.1]. 
Remark 2.4. Regarding Proposition 2.3(v), a major open question in matroid theory asks
whether the stronger inequalities hi ≤ hs−i, i = 0, . . . ,⌊s/2⌋, hold for arbitrary matroids;
see [27]. As far as we know, the question has not been answered even for the case hs = 1.
In this context, it is natural to ask whether Proposition 2.3(v) holds without the assumption
on the representability of the matroid. We personally expect an affirmative answer. But
it would be much more fascinating if the answer was negative. Because in this case the
answer to the above open question would also be negative and Proposition 2.3(v) would
give a non-trivial necessary condition on the Tutte polynomial for the representability of
matroids.
2.5. Series-parallel networks. The notion of series-parallel networks has its origin in
electrical network theory. We recall here several properties of series and parallel connec-
tions. A full treatment of this topic may be found in [3] or [17].
Let M1,M2 be matroids on the ground sets E1,E2 with E1∩E2 = {e}, where e is neither
a loop nor a coloop in M1 or M2. Denote by C (M) the set of circuits of a matroid M. Then
the series connection S(M1,M2) and the parallel connection P(M1,M2) of M1,M2 relative
to e are the matroids on the ground set E1∪E2 whose sets of circuits are respectively:
C (S(M1,M2)) = C (M1− e)∪C (M2− e)∪{C1∪C2 : e ∈Ci ∈ C (Mi) for i = 1,2},
C (P(M1,M2)) = C (M1)∪C (M2)∪{C1∪C2− e : e ∈Ci ∈ C (Mi) for i = 1,2}.
The following properties of series and parallel connections are given in [3, Proposition
4.6, Corollary 4.11, Theorem 6.16(v)] and [5, Proposition 2.3].
Proposition 2.5. Let M,M′ be matroids on the ground sets E,E ′ with E∩E ′ = {e}, where
e is neither a loop nor a coloop in M or M′. Let S(M,M′) and P(M,M′) be the series and
parallel connections of M,M′ relative to e, respectively. Then the following statements
hold:
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(i) P(M,M′) is connected (resp. simple) if and only if both M and M′ are connected
(resp. simple).
(ii) S(M,M′) is simple if and only if M and M′ are loopless, each has no 2-element
circuit which do not contain e, and each has at most one 2-element circuit which
contains e. In particular, if this is the case, then S(M,M′) has at most one 3-
element circuit which contains e.
(iii) hP(M,M′)(t)= t−1hM(t)hM′(t), where hM(t) is the h-polynomial of a broken circuit
complex of M.
(iv) Assume M is connected and f ∈ M. Then M− f is separable if and only if M is
a series connection relative to f ; M/ f is separable if and only if M is a parallel
connection relative to f , where M/ f is the simplification of M/ f .
(v) If M is connected, then M can be decomposed as an iterated parallel connection
of parallel irreducible connected matroids.
A matroid M is a series-parallel network if it can be obtained from the 2-element circuit
C2 by a sequence of operations each of which is either a series or a parallel connection.
Some characterizations of series-parallel networks are provided in the next proposition.
For the proof, see [3, Theorem 7.6] and [17, Theorem 5.4.10, Corollary 11.2.15].
Proposition 2.6. Let M be a connected matroid on a ground set of two or more elements.
Then the following statements are equivalent:
(i) M is a series-parallel network;
(ii) β (M) = 1;
(iii) M is the cycle matroid of a block G having no subgraph that is a subdivision of
the complete graph K4.
Here by a block we mean a connected graph (in the usual sense of graph theory) whose
cycle matroid is connected. The graph G in the last statement of the above proposition is
also called a (graphical) series-parallel network. Note that such a graph which is simple
always contains a vertex of degree 2, by a result due to Dirac [11]; see also [17, Lemma
5.4.1].
3. THE GORENSTEINNESS OF THE BROKEN CIRCUIT COMPLEX
In this section we prove Theorem 1.1 and discuss some related results. We will need a
characterization of Gorenstein complexes due to Hochster [12, Proposition 5.5, Theorem
6.7] (see also [25, Theorem 5.1]):
Lemma 3.1. Let K be a field. Let ∆ be a simplicial complex and Γ := core∆. Denote by
χ˜(Γ) the reduced Euler characteristic of Γ. Then ∆ is Gorenstein over K if and only if
one of the following conditions holds:
(i) ∆ = /0;
(ii) ∆ consists of one or two vertices;
(iii) ∆ is Cohen–Macaulay over K of dimension ≥ 1, χ˜(Γ) = (−1)dimΓ, and for any
face F with dimlink∆ F = 1, link∆ F is either an n-gon (n ≥ 3), or a path with at
most 3 vertices.
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We will also need the following characterization of (locally) complete intersection com-
plexes due to Terai and Yoshida [29, Corollary 1.10, Proposition 1.11]:
Lemma 3.2. Let K be a field. Let ∆ be a simplicial complex of dimension ≥ 1. Assume
that K[∆] satisfies Serre’s condition (S2).
(a) If dim∆ = 1, then the following conditions are equivalent:
(i) ∆ is a locally complete intersection complex;
(ii) ∆ is a locally Gorenstein complex;
(iii) ∆ is either an n-gon (n≥ 3), or an m-vertex path (m≥ 2).
(b) If dim∆≥ 2, then the following conditions are equivalent:
(i) ∆ is a complete intersection complex;
(ii) ∆ is a locally complete intersection complex;
(iii) for any face F with dimlink∆ F = 1, link∆ F is a complete intersection complex.
Recall that an arbitrary Noetherian ring R is said to satisfy Serre’s condition (S2) if
depthRP ≥ min{dimRP,2} for every prime ideal P of R. So for example, all Cohen–
Macaulay rings satisfy (S2). For an ideal I in a polynomial ring S, we also say that I
satisfies (S2) when so does the quotient ring S/I.
From the above results one might see that the main part in the proof of Theorem 1.1 is
the implication (iii)⇒(iv). For this, some more preparations are needed.
Lemma 3.3. Let ∆ and Σ be respectively the broken circuit complex and the matroid
complex of an ordered matroid (M,<). Let F be a face of ∆. Denote by V1 and V2 the
vertex sets of link∆ F and linkΣ F, respectively. Assume V2 −V1 6= /0. Then there exists
u ∈V1 such that u < v for all v ∈V2−V1.
Proof. As ∆⊆ Σ, it is obvious that V1 ⊆V2. Let v = min(V2−V1). Since v 6∈V1, F ∪{v} 6∈
∆. Thus there exists a circuit C of M such that bc(C)⊆ F ∪{v}. We have v∈ bc(C), since
otherwise bc(C) ⊆ F , contradicting the fact that F ∈ ∆. Hence u := minC < v. We will
show that u ∈V1. Indeed, since v ∈V2, F ∪{v} ∈ Σ, i.e., F ∪{v} is an independent set of
M. Therefore, C is the unique circuit contained in F ∪{v,u}; see [17, Proposition 1.1.6].
It follows that F ∪{u} is an independent set of M, or in other words, u ∈ V2. Note that
u 6∈V2−V1 (since u < v), we obtain u ∈V1, as desired. 
Lemma 3.4. Let ∆ be the broken circuit complex of an ordered matroid (M,<). Assume
dim∆≥ 1. If F is a face of ∆ with link∆ F an n-gon, then n≤ 4.
Proof. Suppose on the contrary that there exists a face F ∈ ∆ such that link∆ F is an n-gon
v1v2 . . .vn with n≥ 5 ({v1,v2},{v2,v3}, . . . ,{vn,v1} are the edges of v1v2 . . .vn). Assume
v1 = min{vi : i = 1, . . . ,n}. Since B1 = F ∪{v1,v2} and B2 = F ∪{v3,v4} are bases of
M, either B3 = F ∪{v1,v3} or B4 = F ∪{v1,v4} is a basis of M; see, e.g., [17, Corollary
1.2.5]. Note that neither B3 nor B4 belongs to ∆ as n ≥ 5. So in the following argument
we may assume without loss of generality that B3 is a basis of M and B3 6∈ ∆. Denote by
Σ the matroid complex of M. Then v1 ∈ linkΣ(F ∪{v3})− link∆(F ∪{v3}). By Lemma
3.3, there exists u ∈ link∆(F ∪{v3}) with u < v1. In particular, u ∈ link∆ F and u < v1.
But this is impossible because it contradicts our assumption on v1. 
Lemma 3.5. Let ∆ be the broken circuit complex of an ordered matroid (M,<). If ∆ is an
m-vertex path, then m≤ 3.
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Proof. Recall that ∆ is a cone over the reduced broken circuit complex BC(M) which
consists of vertices since dim∆ = 1. It follows that if ∆ is a path then BC(M) has at most
2 vertices, and hence, ∆ has at most 3 vertices. 
We are now ready to prove Theorem 1.1.
Proof of Theorem 1.1. The case ∆= /0 is trivial. The case dim∆= 0 is also trivial, because
in this case ∆ consists of only one vertex (since ∆ is a cone over the empty complex
BC(M)).
If dim∆ = 1, then F = /0 is the only face of ∆ with dimlink∆ F = 1, and link∆ /0 = ∆.
So we have (i)⇔(iii) and (iv)⇔(vi). Moreover, the equivalence (ii)⇔(v) follows from
Lemma 3.2, and the implication (i)⇒(ii) is well-known; see [12, Proposition 5.6]. Thus
it remains to show (ii)⇒(vi). By Lemma 3.2, ∆ is either an n-gon (n ≥ 3) or an m-vertex
path (m ≥ 2). Now by Lemma 3.4 and Lemma 3.5, n ≤ 4 and m ≤ 3. In any case, it is
easy to see that ∆ is a complete intersection.
Now assume that dim∆ ≥ 2. Then we have (iv)⇔(v)⇔(vi) from Lemma 3.2 and
(vi)⇒(i)⇒(ii)⇒(iii) as it is well-known; see again [12, Proposition 5.6]. Finally, to prove
(iii)⇒(iv), let F be a face of ∆ with dimlink∆ F = 1. Then by Lemma 3.1, link∆ F is either
an n-gon or a path with at most 3 vertices. Using Lemma 3.4, one gets that n ≤ 4 when
link∆ F is an n-gon. So we come to the same situation as in the case dim∆ = 1 above, in
which link∆ F is easily seen to be a complete intersection. 
A classical theorem due to Cowsik and Nori [8] implies that a simplicial complex ∆ is a
complete intersection if and only if all powers of its Stanley–Reisner ideal Im∆ are Cohen–
Macaulay. In [28], Terai and Trung give a refinement for this result: they show that ∆
is a complete intersection if and only if Im∆ is Cohen–Macaulay if and only if Im∆ satisfies
Serre’s condition (S2) for some m ≥ 3. They also point out that there are simplicial
complexes ∆, e.g., the 5-gon, for which I2∆ is Cohen–Macaulay but Im∆ is not Cohen–
Macaulay for every m ≥ 3. As one might have seen from above, this is not the case for
the broken circuit complex.
Proposition 3.6. Let ∆ be the broken circuit complex of an ordered matroid (M,<). Let
K be an arbitrary field. Denote by I∆ the Stanley–Reisner ideal of ∆ over K. Then the
following conditions are equivalent:
(i) ∆ is a complete intersection complex;
(ii) Im∆ is Cohen–Macaulay for every m≥ 1;
(iii) Im∆ is Cohen–Macaulay for some m≥ 2;
(iv) Im∆ satisfies (S2) for some m≥ 2.
Proof. As in the proof of Theorem 1.1, the cases ∆ = /0 or dim∆ = 0 are trivial. Let
dim∆ ≥ 1. By [28, Theorem 4.3], it suffices to show that ∆ is a complete intersection
when I2∆ satisfies (S2). If dim∆ = 1, then (S2) means that I2∆ is Cohen–Macaulay. Hence
by [14, Corollary 3.4], either ∆ has at most 3 vertices, or ∆ is a 4-gon or 5-gon. But by
Lemma 3.4, ∆ cannot be a 5-gon. For the remaining possibilities of ∆, one checks easily
that ∆ is a complete intersection. Now assume dim∆ ≥ 2. Let F be a face of ∆ with
dimlink∆ F = 1. Since I2∆ satisfies (S2), I2link∆ F also satisfies (S2); see [28, Corollary 4.2].
Note that link∆ F cannot be a 5-gon by Lemma 3.4. So one may use the same argument as
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in the case dim∆ = 1 to get that link∆ F is a complete intersection. Now by Lemma 3.2,
∆ is a complete intersection. 
The equivalence of conditions (i) and (ii) in the following consequence was proved in
[26, Theorem 4.4.10].
Corollary 3.7. Let Σ be the matroid complex of a matroid M. Let K be an arbitrary field.
Denote by IΣ the Stanley–Reisner ideal of Σ over K. Then the following conditions are
equivalent:
(i) Σ is Gorenstein over K;
(ii) Σ is a complete intersection complex;
(iii) ImΣ is Cohen–Macaulay for every m≥ 1;
(iv) ImΣ is Cohen–Macaulay for some m≥ 2;
(v) ImΣ satisfies (S2) for some m≥ 2.
Moreover, if dimΣ ≥ 1, then each of the above conditions is equivalent to any one of the
following:
(vi) Σ is locally Gorenstein over K;
(vii) for any face F with dimlinkΣ F = 1, linkΣ F is Gorenstein over K;
(viii) for any face F with dimlinkΣ F = 1, linkΣ F is a complete intersection complex;
(ix) Σ is a locally complete intersection complex.
Proof. Let ˜M be the free dual extension of M. Then Σ is isomorphic to the reduced
broken circuit complex of ˜M; see [4, Theorem 4.2]. So we may consider the broken
circuit complex ˜∆ of ˜M as a cone over Σ. It follows that Σ is Gorenstein (resp. a complete
intersection) if and only if ˜∆ is. Moreover, if ImΣ satisfies (S2) then so does Im˜∆ . Therefore,
from Theorem 1.1 and Proposition 3.6 we get the equivalence of conditions (i)-(v).
Observe that linkΣ F = link ˜∆(F ∪e0) for all F ∈ Σ, where e0 is the apex of ˜∆ over Σ. So
if dimΣ ≥ 2, then the implication (vii)⇒(viii) can be proved as in the proof of Theorem
1.1. From this the equivalence of conditions (i) and (ii) with (vi)-(ix) follows easily.
Now assume that dimΣ = 1. The only thing we need to prove here is the implication
(vi)⇒(i). Similar to the proof of Theorem 1.1, this will be done once we have shown
that m ≤ 3 when Σ is an m-vertex path. Suppose Σ is a path containing 4 consecutive
vertices v1,v2,v3,v4 in that order. Then {v1,v2} and {v3,v4} are bases of M. It follows
that either {v1,v3} or {v1,v4} is a basis of M; see [17, Corollary 1.2.5]. Thus {v1,v3} ∈ Σ
or {v1,v4}∈Σ, and hence, Σ cannot be a path. This contradiction concludes the proof. 
Remark 3.8. In Corollary 3.7, without the assumption on the dimension of the matroid
complex, conditions (i)-(v) may not be equivalent to conditions (vi)-(ix). For instance, let
M be the uniform matroid U1,n with n ≥ 3. Then Σ is a 0-dimensional complex consists
of n vertices. So Σ is locally Gorenstein (and a locally complete intersection), but not
Gorenstein by Lemma 3.1(ii). Of course in this case, conditions (vii), (viii) in Corollary
3.7 hold vacuously.
4. THE GORENSTEINNESS OF THE ORLIK–TERAO ALGEBRA
We present the proofs of Theorem 1.2 and Theorem 1.3 in this section. For this, the
following simple lemma will play an important role.
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Lemma 4.1. Let M1,M2,M3 be simple matroids such that M1 is either a direct sum or
a parallel connection of M2 and M3. Let (hi,0, . . . ,hi,si) denote the h-vector of a broken
circuit complex of Mi, where hi,si 6= 0. Then the following conditions are equivalent:
(i) h1,0 = h1,s1 and h1,1 = h1,s1−1;
(ii) hi,0 = hi,si and hi,1 = hi,si−1 for i = 2,3.
Proof. Let ri = rank(Mi) and denote by hMi(t) = ∑sij=0 hi, jtri− j the h-polynomial of the
broken circuit complex of Mi. Then by Proposition 2.3(ii) and Proposition 2.5(iii), we
have
hM1(t) =
{
hM2(t)hM3(t) if M1 = M2⊕M3,
t−1hM2(t)hM3(t) if M1 = P(M2,M3).
It follows that in both cases,
h1,0 = h2,0h3,0, h1,1 = h2,0h3,1 +h2,1h3,0,
h1,s1 = h2,s2h3,s3, h1,s1−1 = h2,s2h3,s3−1 +h2,s2−1h3,s3.
Thus, the implication (ii)⇒(i) is obvious. For the converse, we first have hi,si = hi,0 = 1 for
i = 2,3 because h1,s1 = h1,0 = 1. Let N be a connected component of M2. Then hN(t), the
h-polynomial of the broken circuit complex of N, divides hM2(t) by Proposition 2.3(ii).
It follows that β (N), which is the last nonzero coefficient of hN(t) by Proposition 2.3(i)
and (iii), must divide h2,s2 = 1. Hence, β (N) = 1. From Proposition 2.6, this means that
N is either a coloop or a series-parallel network. Thus every connected component of M2
is a graphic matroid, which implies that M2 itself is also graphic. The same conclusion
holds for M3. In particular, M2 and M3 are representable; see [17, Proposition 5.1.2]. Now
applying Proposition 2.3(v) we get hi,1 ≤ hi,si−1 for i = 2,3. The equalities are now forced
by the relation h1,1 = h1,s1−1. 
Proof of Theorem 1.2. (i)⇒(ii)⇒(iii) is trivial.
(iii)⇒(iv): By Proposition 2.5(i), (v) and Lemma 4.1 we may assume that M is a simple,
connected, and parallel irreducible. Let r = rankM. If r = 1, then M is a coloop. Suppose
r ≥ 2. We prove by induction on r that M ∼=Ur,r+1.
If r = 2, then the h-polynomial of M is hM(t) = t2 + t. This can be the case only when
M ∼= U2,3; see [5, Theorem 3.1(1b)]. Assume now that r ≥ 3. Since M is connected,
hr−1 6= 0 by Proposition 2.3(iii). So by assumption, β (M) = hr−1 = h0 = 1. It follows
from Proposition 2.6 that M = M(G), where G is a simple, 2-connected graphical series-
parallel network. Note that G has a vertex v of degree 2. Let e1,e2 be the two incident
edges of v. By Proposition 2.3(iv),
(1) hM(t) = hM−e1(t)+hM/e1(t),
where M/e1 is the simplification of M/e1. Since rank(M−e1)= r and rank(M/e1)= r−1
[4, Proposition 2.4], we may write
hM−e1(t) = h
′
0t
r +h′1tr−1+ · · ·+h′r−1t,
hM/e1(t) = h
′′
0t
r−1+h′′1tr−2+ · · ·+h′′r−2t.
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We will show that the matroid M/e1 satisfies the induction hypothesis. First of all, M/e1
is simple by definition. The remaining conditions will be shown through the following
claims.
Claim 1. M/e1 is connected.
This follows from Proposition 2.5(iv) and the assumption that M is parallel irreducible.
Claim 2. h′′r−2 = h′′0 = 1.
Since M/e1 is connected, h′′r−2 6= 0. On the other hand, h′′r−2 ≤ hr−1 = 1 by (1). Hence,
h′′r−2 = 1.
Claim 3. h′′1 = h′′r−3.
We have h′r−1 = hr−1− h′′r−2 = 0, thus M− e1 is separable by Proposition 2.3(iii). It
then follows from Proposition 2.5(iv) that M is a series connection relative to e1. Hence
M has at most one 3-element circuit containing e1 by Proposition 2.5(ii). This implies that
|M/e1| ≥ |M/e1|−1= |M|−2 since the contraction M/e1 contains at most one 2-element
circuit. Now by Proposition 2.3(i),
h′′1 = |M/e1|− rank(M/e1)≥ (|M|−2)− (r−1) = h1−1.
On the other hand, from Proposition 2.3(v) we have h′′0 +h′′1 ≤ h′′r−2+h′′r−3, which implies
h′′1 ≤ h′′r−3 by Claim 2. Moreover, it follows from (1) that h′′r−3 ≤ h′′r−3 + h′r−2 = hr−2.
Thus we have shown
h1−1≤ h′′1 ≤ h′′r−3 ≤ hr−2 = h1.
Therefore, the equality h′′1 = h′′r−3 will follow if we prove that h′′1 6= h1 − 1. Indeed, if
h′′1 = h1 − 1 then M/e1 contains one 2-element circuit. This means that M has one 3-
element circuit C which contains e1. Note that every circuit of M containing e1 must also
contain e2 since the vertex v has degree 2. So C = {e1,e2,e} with e ∈ M. As r ≥ 3,
M properly contains C. Now one may easily check that M is the parallel connection of
M−{e1,e2} and C relative to e. But this contradicts the assumption that M is parallel
irreducible.
Claim 4. M/e1 is parallel irreducible.
It follows from the proof of Claim 3 that M/e1 = M/e1. Thus by Proposition 2.5(iv),
we need to prove that (M/e1)/e is connected for all e ∈ M/e1. It then suffices to show
that M/e1− e is separable for all e ∈M/e1, by Proposition 2.3(iv) and Claim 1. Suppose
there exists e ∈ M/e1 with M/e1− e connected. We have M/e1− e = (M− e)/e1; see
[17, Proposition 3.1.26]. As M is parallel irreducible, M/e is connected by Proposition
2.5(iv). So by Proposition 2.3(iv), M− e is separable (recall that β (M) = 1). Now since
(M−e)/e1 is connected, we must have M−e = {e1}⊕M′ with M′ connected. It follows
that M−{e1,e} is connected, and hence M−e1 has at most 2 connected components. We
will show that this is impossible. Indeed, one sees from the proof of Claim 3 (i.e. h′′1 = h1)
that h′′r−3 = hr−2. This implies h′r−2 = hr−2−h′′r−3 = 0. So by Proposition 2.3(iii), M−e1
must have at least 3 connected components, a contradiction.
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Now we may use induction hypothesis to conclude that M/e1 ∼= Ur−1,r. Since M is
connected, it follows that M ∼=Ur,r+1.
(iv)⇒(i): We may assume that M is connected. The cases M is a coloop or M ∼=Um,m+1
are trivial. Now assume that M =P(M′,Um,m+1) is the parallel connection of two matroids
M′ and Um,m+1 relative to their only common point e, in which M′ admits an order < on
its ground set such that BC(M′,<) is a complete intersection. Then we have the following
description for the set of circuits of M:
(2) C (M) = C (M′)∪{Cm+1}∪{C∪Cm+1− e : C ∈ C (M′)},
where Cm+1 is the unique circuit of the matroid Um,m+1. Since BC(M′,<) is a com-
plete intersection, the set m(BC(M′,<)) of minimal broken circuits of (M′,<) consists
of disjoint elements; see [13, Theorem 4.1]. Now let ≺ be an extension of < to the
ground set of M such that e = min≺(Um,m+1). Then it can be easily deduced from (2)
that m(BC(M,≺)) = m(BC(M′,<))∪{Cm+1− e}. Hence m(BC(M,≺)) also consists of
disjoint elements, from which it follows that the broken circuit complex BC(M,≺) is a
complete intersection, again by [13, Theorem 4.1]. 
Finally, we prove Theorem 1.3.
Proof of Theorem 1.3. (i)⇒(ii) is trivial. (iii)⇒(i) is also trivial because for any ordering
< of A the Stanley–Reisner ideal of the broken circuit complex BC(M(A ),<) is an
initial ideal of the Orlik–Terao ideal of A ; see [18, Theorem 4].
(ii)⇒(iii): When C(A ) is Gorenstein, it is well-known that its h-vector is symmetric;
see, e.g., [25, p. 51]. Since this is also the h-vector of broken circuit complexes of M(A ),
Theorem 1.2 applies. 
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