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In (relativistic) electronic structure methods, the quaternion matrix eigenvalue problem and the linear re-
sponse (Bethe-Salpeter) eigenvalue problem for excitation energies are two frequently encountered structured
eigenvalue problems. While the former problem was thoroughly studied, the later problem in its most general
form, namely, the complex case without assuming the positive definiteness of the electronic Hessian, is not
fully understood. In view of their very similar mathematical structures, we examined these two problems
from a unified point of view. We showed that the identification of Lie group structures for their eigenvectors
provides a framework to design diagonalization algorithms as well as numerical optimizations techniques on
the corresponding manifolds. By using the same reduction algorithm for the quaternion matrix eigenvalue
problem, we provided a necessary and sufficient condition to characterize the different scenarios, where the
eigenvalues of the original linear response eigenvalue problem are real, purely imaginary, or complex. The
result can be viewed as a natural generalization of the well-known condition for the real matrix case.
I. INTRODUCTION
There are two frequently appeared structured eigen-
value problems in (relativistic) electronic structure meth-
ods, which can be written into a unified way as
Msz = zω, s = ±1,
Ms =
[
A B
−B∗ sA∗
]
, z =
[
x
y
]
,
A† = A, BT = −sB, (1)
where Ms ∈ C2n×2n, z ∈ C2n, A ∈ Cn×n is Hermitian,
and B ∈ Cn×n is antisymmetric for s = +1 or symmetric
for s = −1.
The s = +1 case appears in matrix representations of
Hermitian operators, such as the Fock operator of closed-
shell systems, in a Kramers paired basis1. Another exam-
ple is the equation-of-motion method2 for ionization and
electron attachment from a closed-shell reference, where
the excitation operator O†n is expanded in a paired basis
{a†p, ap}, viz., O†n =
∑
p(a
†
pXp − aqYp). The Hermitian
matrix M+ is usually referred as quaternion matrix
3–5,
since it can be rewritten as
M+ = I2 ⊗AR + iσz ⊗AI + iσy ⊗BR + iσx ⊗BI.(2)
where {I2, iσz, iσy, iσx} is isomorphic to the set of
quaternion units {1, i˘, j˘, k˘}, where AR (or AI) represents
the real (or imaginary) part of A. The corresponding
eigenvalue problem is well-studied, and several efficient
algorithms have been presented3–7, based on the gener-
alization of established algorithms for complex matrices
to quaternion algebra or the use of unitary symplectic
transformations.
a)Electronic mail: zhendongli@bnu.edu.cn
The s = −1 case appears in the linear response
problem8–17 for excitation energies of Hartree-Fock (HF),
density functional theory (DFT), multi-configurational
self-consistent field (MCSCF), or the Bethe-Salpeter
equation (BSE)18 Compared with the s = 1 case, the lin-
ear response eigenvalue problem is more challenging since
M− is non-Hermitian. In practice, we are mostly inter-
ested in the real eigenvalues, which correspond to phys-
ical excitation energies. Unfortunately, the condition for
the existence of all real eigenvalues is only partially un-
derstood. In the nonrelativistic19 and some relativistic
cases16, where M− becomes real, the eigenvalue problem
(1) is equivalent to the reduced problem
(A−B)(A + B)(x + y) = (x + y)ω2, (3)
or
(A + B)(A−B)(x− y) = (x− y)ω2. (4)
Thus, the eigenvalues of the original problem are all
real if and only if the eigenvalues of the reduced ma-
trix (A−B)(A + B) (or its transpose (A + B)(A−B))
are all nonnegative, i.e., ω2 ≥ 0. Besides, the use of Eq.
(3) or (4) also reduces the cost for diagonalization com-
pared with that for Eq. (1). If M− is complex as in the
relativistic case in general, such reduction is not possi-
ble. Assuming the positive definiteness of the so-called
electronic Hessian, [
A B
B∗ A∗
]
 0, (5)
one can show that all eigenvalues of M− are real20–22.
However, this condition is only a sufficient condition. In
the real case, this implies A − B  0 and A + B  0.
Another sufficient condition is B = 0, in which case M−
is block-diagonal and all its eigenvalues are real, even
though there can be negative eigenvalues in A. The situ-
ation, where the electronic Hessian is not positive definite
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2but M− still have all real eigenvalues, is also practically
meaningful. It happens in using an excited state as ref-
erence, a trick that has been commonly used in time-
dependent DFT to treat excited states of systems with a
spatially degenerate ground state23. Besides, it also hap-
pens in scanning the potential energy curves, where a
curve crossing is encountered between the ground and an
excited state with a different symmetry24. In such cases,
the negative eigenvalues correspond to de-excitations to
a lower energy state.
Due to the similarity in mathematical structures for
the s = 1 and s = −1 cases, in this work we examine these
two problems from a unified perspective. We first identify
the Lie group structures for their eigenvectors (see Sec.
II). Then, by using the same reduction algorithm for the
s = 1 case (see Sec. III), we provide a condition as
a generalization of the real case based on the reduced
problems (Eqs. (3) and (4)) to characterize the different
scenarios, where the eigenvalues of the complex linear
response problem are real, purely imaginary, or complex
(see Sec. IV). Some typical examples are provided in Sec.
V to illustrate the complexity of the eigenvalue problem
(1) in the s = −1 case.
II. LIE GROUP STRUCTURES OF THE
EIGENSYSTEMS
The matrices in Eq. (1) with s = 1 and s = −1 are
closely related with the skew-Hamiltonian matrix W and
Hamiltonian matrix H in real field25, respectively,
W =
[
A G
Q AT
]
, G = −GT , Q = −QT , (6)
H =
[
A G
Q −AT
]
, G = GT , Q = QT . (7)
The identification of the Hamiltonian structure for the
linear response problem was presented in Ref. 26 for the
real matrix case. It can be shown that the eigenvalues
of W appear in pairs {ω, ω}, while the eigenvalues of H
appear in pairs {ω,−ω}25. The same results also hold for
complex matrices. Besides, the additional relations with
complex conjugation in Eq. (1) compared with Eqs. (6)
and (7), viz., Q = −G∗ and AT = A∗, lead to further
structures on eigenvalues and eigenvectors,
Zs =
[
X −sY∗
Y X∗
]
, ωs =
[
ω 0
0 sω∗
]
. (8)
Thus, the symmetry relationships among eigenvalues of
Eq. (1) can be deducted. For s = 1, the eigenvalues are
real doubly degenerate {ω, ω = ω∗}, which is a reflection
of the time reversal symmetry. For s = −1, the quadru-
ple of eigenvalues {ω,−ω, ω∗,−ω∗} appears. If ω = ω∗
(or −ω∗) is real (purely imaginary), then the quadruple
reduces to the pair {ω,−ω}.
While most of the previous studies focused on the
paired structure (8) for a given matrix Ms, we note that
if the set of matrices with the same form as the eigen-
vectors Zs (8) is considered, along with the commonly
applied normalization conditions,
Z†sNsZs = Ns, Ns =
[
In 0
0 sIn
]
, (9)
these matrices actually form matrix groups, viz.,
Gs = {Zs : Zs =
[
X −sY∗
Y X∗
]
, Z†sNsZs = Ns}.(10)
This can be simply verified by following the definition of
groups as follows:
(1) This set is closed under multiplication of two ma-
trices, since
Zs,1Zs,2 =
[
X1 −sY∗1
Y1 X
∗
1
] [
X2 −sY∗2
Y2 X
∗
2
]
=
[
X1X2 − sY∗1Y2 −s(X1Y∗2 + Y∗1X∗2)
X∗1Y2 + Y1X2 X
∗
1X
∗
2 − sY1Y∗2
]
,
[ X −sY∗
Y X ∗
]
, (11)
and (Zs,1Zs,2)
†Ns(Zs,1Zs,2) = Ns, that is Zs,1Zs,2 ∈ Gs.
(2) The identity element is just I2n.
(3) The inverse of any element Zs exists, since Zs sat-
isfies the normalization condition (9),
Z−1s = NsZ
†
sNs =
[
X† sY†
−YT XT
]
∈ Gs. (12)
In fact, the groups (10) are just the unitary symplectic
Lie groups, viz., USp(2n) = U(2n)∩Sp(2n,C) for s = +1,
and USp(n, n) = U(n, n) ∩ Sp(2n,C) for s = −1. Here,
U(p, q) represents the unitary group with signature (p, q),
i.e.,
U(p, q) = {M : M†Ip,qM = Ip,q}, Ip,q =
[
Ip 0
0 −Iq
]
,(13)
and Sp(2n,C) represents the complex symplectic group,
Sp(2n,C) = {M : MTJM = J}, J =
[
0 In
−In 0
]
.(14)
Such equivalence can be established by realizing that a
combination of the conditions in Eqs. (13) and (14) leads
to a condition
JsM
∗ = MJs, Js =
[
0 In
−sIn 0
]
, (15)
which implies the block structures in Eq. (10) for the 2n-
by-2n matrix M. Note in passing that the case s = 1 for
Eq. (15) reveals the underlying commutation between an
operator and the time reversal operator.
The identification of Lie group structures for Gs has
important consequences. In particular, it simplifies the
design of structure-preserving algorithms. For instance,
3for the case s = 1, the Lie algebra usp(2n) corresponding
to the Lie group USp(2n) is
usp(2n) = {K : K† = −K, JK∗ = KJ}, (16)
where the matrix K can be written more explicitly as
K =
[
K11 −K∗21
K21 K
∗
11
]
, K†11 = −K11, KT21 = K21.(17)
This applies to the construction of time reversal adapted
basis operators27. Furthermore, the exponential map
exp(K) can be used to transform one Kramers paired
basis into another Kramers paired basis, which was pre-
viously used in the Kramers-restricted MCSCF28. More
generally, such Lie group (10) and Lie algebra structures
for the case s = 1 also implies the possibility to apply the
numerical techniques for the optimization on manifolds29
to relativistic spinor optimizations while preserving the
Kramers pair structure. Due to the unified framework
presented here, one can expect that the similar tech-
niques can also be applied to the s = −1 case.
III. REDUCTION ALGORITHM FOR THE s = 1 CASE
In this section, we will briefly recapitulate the re-
duction algorithm for the s = 1 case, by adapting
the techniques developed for the real skew Hamiltonian
matrices30,31 to the complex matrix M+ (1). Such tech-
niques also form basis for developing diagonalization al-
gorithms for the relativistic Fock matrix6,7. The essential
idea is to realize that the unitary symplectic transforma-
tion
G =
[
U −V∗
V U∗
]
∈ USp(2n), (18)
when acting on a skew Hamiltonian (complex) matrix,
such as W via W˜ = GWG†, will preserve the skew-
Hamiltonian structure, viz.,
W˜22 = W˜
T
11, W˜
T
12 = −W˜12, W˜T21 = −W˜21. (19)
Then, there is a constructive way30 to eliminate the
lower-left block of the matrix W (6) by a series of
unitary symplectic Householder and Givens transforma-
tions, such that the transformed matrix W˜ is in the fol-
lowing Paige/Van Loan (PVL) form25,
W˜ = GWG† =
[
W˜11 W˜12
0 W˜T11
]
. (20)
The crucial point for being able to transform W into the
form (20) is B = −BT , and such property can be pre-
served during the transformations, see Ref.30 for details
of the transformations.
Applying this result to M+ and realizing that the
transformed matrix M˜+ is still Hermitian, one can con-
clude that (M˜+)12 = 0 and M˜
T
11 = M˜
∗
11, viz., M˜+ be-
comes block-diagonal7. Then, the eigenvalues can be ob-
tained by diagonalizing the Hermitian matrix M˜11 by a
unitary matrix U¯, which reduces the computational cost
compared with the original problem. The final solution
to the original problem can be obtained as
Z+ = G
[
U¯ 0
0 U¯∗
]
=
[
UU¯ −V∗U¯
VU¯∗ U∗U¯∗
]
∈ G+, (21)
which still preserves the structure (10) due to the close-
ness of groups.
IV. REDUCTION ALGORITHM FOR THE s = −1 CASE
Due to the non-Hermicity of M−, a straightforward
generalization of the above reduction algorithm to M−
using the transformation in USp(n, n) does not seem to
be possible. Because the validity of the form (8) depends
on the properties of the eigensystem. In some cases, M−
cannot be diagonalizable, e.g., M− =
[
1 1
−1 −1
]
. To
avoid such difficulty, following the observation for the
Hamiltonian matrix by van Loan31, one can find the
square matrix M2− is a skew Hamiltonian matrix,
M2− =
[
A2 −BB∗ AB−BA∗
−B∗A + A∗B∗ (A∗)2 −B∗B
]
,
[ A B
B∗ A∗
]
, (22)
where
A = A2 −BB∗,
B = AB−BA∗,
A† = (A†)2 −BTB† = A2 −BB∗ = A,
BT = BTAT −A†BT = BA∗ −AB = −B. (23)
Thus, it can be brought into the PVL form(20) using uni-
tary symplectic transformations as for M+. However, it
deserves to be pointed out that unlike for the Hermitian
matrix M+, such transformations will not preserve the
relation between the lower-left and upper-right blocks of
M2−, such that while (M˜
2
−)21 is made zero in the trans-
formed matrix, (M˜2−)12 is nonzero. But the upper-left
block (M˜2−)11 can still be used to compute ω
2 with re-
duced cost for diagonalization.
This basically gives a criterion for the different sce-
narios of eigenvalues of the linear response problem.
However, to make better connection to the conditions
(3) and (4) for the real case. We use the following
transformation21,
Q =
1√
2
[
In In
iIn −iIn
]
(24)
which transforms M− into a purely imaginary matrix
QM−Q† = i
[
(A + B)I −(A−B)R
(A + B)R (A−B)I
]
. (25)
Then, the square matrix is transformed into a real skew-
Hamiltonian,
4Π , QM2−Q† =
[
(A−B)R(A + B)R − (A + B)I(A + B)I (A−B)R(A−B)I + (A + B)I(A−B)R
−(A + B)R(A + B)I − (A−B)I(A + B)R (A + B)R(A−B)R − (A−B)I(A−B)I
]
. (26)
It is clear that if M− is real, then Π becomes diagonal,
with the diagonal blocks being simply (A −B)(A + B)
and (A + B)(A − B), and the transformed eigenvalue
problem becomes equivalent to Eqs. (3) and (4), since
Qz = Q
[
x
y
]
=
1√
2
[
x + y
i(x− y)
]
. (27)
By applying unitary symplectic transformations to re-
duce Π˜ = GΠG† into the PVL form(20), the real non-
Hermitian matrix Π˜11 can be used to compute eigenval-
ues of M2−. Suppose the eigenvalues of Π˜11 are denoted
by λ, then we have the following three cases:
(1) λ = λR ≥ 0: the pair of real eigenvalues of M− is
{√λR,−
√
λR}.
(2) λ = λR < 0: the pair of purely imaginary eigenval-
ues of M− is {i
√−λR,−i
√−λR}.
(3) λ = λR + iλI is complex: λ
∗ = λR − iλI will also
be an eigenvalue of Π˜11, and the quadruple of complex
eigenvalues of M− is {ω,−ω, ω∗,−ω∗} with ω given by
ω =
ζ√
2
+ i
λI√
2ζ
, ζ =
√
λR +
√
λ2R + λ
2
I . (28)
Thus, the goal to characterize the eigenvalues of the
complex linear response problem in a way similar way
as the real case is accomplished based on the eigenvalues
of the reduced matrix Π˜11. In the next section, we will
examine some concrete examples.
V. ILLUSTRATIVE EXAMPLES
We first illustrate the simplification due to using the
square matrix M2− by considering a 2-by-2 example,
M− =
[
x 3i
3i −x
]
, M2− =
[
x2 − 9 0
0 x2 − 9
]
, (29)
where x ∈ R is a parameter to mimic the effect of chang-
ing physical parameters in the linear response problem,
such as the change of bond length of diatomic molecules
in scanning potential energy curves. It is seen that the
matrix M2− is already diagonal, which gives two iden-
tical eigenvalues λ = x2 − 9. Consequently, the original
problem have two eigenvalues ω = ±√x2 − 9. The eigen-
values as a function of x are shown in Fig. 1. The graphs
can be classified into three regions:
(1) x ≤ −3: λ ≥ 0 and a pair of real eigenvalues
ω = ±√x2 − 9 appears, although the electronic Hessian
is not positive definite.
(2) −3 < x < 3: λ < 0 and a pair of purely imaginary
eigenvalue ω = ±i√9− x2 appear.
(3) x ≥ 3: λ ≥ 0 and the electronic Hessian is positive
definite.
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FIG. 1. A 2-by-2 example for M− (29): (a) eigenvalues of
M− (denoted by ω) as a function of x; (b) eigenvalues ofM2−
(denoted by λ) as a function of x. The blue solid (dashed)
lines represent the real (imaginary) parts of eigenvalues. The
two red vertical lines represent critical values of x = ±3.
Next, we examine a more complex example, which cov-
ers all the scenarios for eigenvalues of M−. The matrices
A and B are chosen as
A =
[
x 3 + i
3− i 5
]
, B =
[
4 4
4 4
]
. (30)
The eigenvalues of M− can be found analytically as
ω = ±
√
−19 + x2 ±√∆
2
,
∆ = 25 + 272x− 74x2 + x4. (31)
Following the procedure described in the previous sec-
tion, one can find the corresponding skew-Hamiltonian
Π (26) as
Π =
 −22 + x
2 −37 + 7x 0 −3 + x
3− x 3 3− x 0
0 −13− x −22 + x2 3− x
13 + x 0 −37 + 7x 3
(32)
Applying the following Givens rotation G with an appro-
5priate angle θ to eliminate Π41,
G =
 1 0 0 00 cos θ 0 − sin θ0 0 1 0
0 sin θ 0 cos θ
 , (33)
we can find the upper-left block of Π˜ = GΠG† as
Π˜11 =
[
−22 + x2
√
2(−3+x)(−25+3x)√
89+10x+x2
−√2(89 + 10x+ x2) 3
]
.(34)
It can be verified that its two eigenvalues are given by
λ± = −19+x
2±√∆
2 , which is consistent with Eq. (31). As
shown in Fig. 2, the eigenvalues ω and λ as a function
of x are much more complicated in this example. The
conditions ∆ = 0 and λ± = 0 determine four real critical
values of x in total, viz.,
x1 ≈ −10.04, x2 ≈ −0.09,
x3 =
14
9 ≈ 1.56, x4 = 6. (35)
Consequently, the graphs can be classified into five re-
gions:
(1) x ≤ x1: λ+ ≥ λ− > 0 and M− has two pairs of
real eigenvalues.
(2) x1 < x < x2: λ+ = λ
∗
− become complex, such that
M− has a quadruple of eigenvalues.
(3) x2 ≤ x < x3: 0 > λ+ ≥ λ− and M− has two pairs
of purely imaginary eigenvalues.
(4) x3 ≤ x < x4: λ+ ≥ 0 > λ− and M− has a pair of
real eigenvalues and a pair of purely imaginary eigenval-
ues.
(5) x ≥ x4: λ+ > λ− ≥ 0 and M− has two pairs of
real eigenvalues.
This example covers all the three different scenar-
ios of eigenvalues of M− discussed in the previous sec-
tion. All of them can be easily characterized by eigen-
values of a simpler matrix Π˜11 with halved dimension,
which is a natural generalization of (A −B)(A + B) or
(A + B)(A − B) in the real case. Finally, we mention
that for larger matrices, the eigenvalues cannot be com-
puted analytically, but it is straightforward to implement
the reduction procedure numerically. The behaviors of
eigenvalues can be understood in the same way following
the examples presented here.
VI. CONCLUSION
In this work, we provided a unified view for the two
commonly appeared structured eigenvalue problems in
(relativistic) electronic structure methods - the quater-
nion matrix eigenvalue problem and the linear response
eigenvalue problem for excitation energies. Using the
same reduction algorithm, we derived a generalized con-
dition to characterize the different scenarios for eigenval-
ues of the complex linear response problem. Such under-
standings may allow to design more efficient and robust
diagonalization algorithms in future.
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FIG. 2. A 4-by-4 example for M− (30): (a) eigenvalues of
M− (denoted by ω) as a function of x; (b) eigenvalues ofM2−
(denoted by λ) as a function of x. The blue solid (dashed)
lines represent the real (imaginary) parts of eigenvalues. The
four red vertical lines represent critical values of x given in
Eq. (35).
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