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Abstract
We study a model for adversarial classification based on distributionally robust chance con-
straints. We show that under Wasserstein ambiguity, the model aims to minimize the conditional
value-at-risk of the distance to misclassification, and we explore links to previous adversarial
classification models and maximum margin classifiers. We also provide a reformulation of the
distributionally robust model for linear classifiers, and show it is equivalent to minimizing a
regularized ramp loss. Numerical experiments show that, despite the nonconvexity, standard
descent methods appear to converge to the global minimizer for this problem. Inspired by this
observation, we show that, for a certain benign distribution, the regularized ramp loss mini-
mization problem has a single stationary point, at the global minimizer.
Keywords: Adversarial Classification, Distributional Robustness, Wasserstein Ambiguity, Ramp
Loss, Nonconvex
1 Introduction
The success of neural network models on a variety of tasks has spurred many practical and theo-
retical advances in machine learning. While these models achieve remarkable prediction accuracy
on unseen data, it has been observed that they can lack robustness to small perturbations of the
data [22, 41]. Specifically, on a trained classifier, a data point that is correctly classified can be
made incorrect simply by adding a small perturbation, carefully chosen. This fact is particularly
problematic for image classification tasks, where the perturbation of an image can be imperceptible
to the human eye1.
This observation has led to the emergence of adversarial machine learning, a field that examines
robustness properties of models to (potentially adversarial) data perturbations. Two streams of
work in this area are particularly notable. The first is adversarial attack [9, 10, 32], where the aim
is to “fool” a trained model by constructing adversarial perturbations. The second is adversarial
defense, where the aim is to develop new methods to train models so that the resulting classifier is
robust to perturbations [4, 12, 17, 30, 33, 42, 43, 44]. Most models for adversarial defense are based
on robust optimization, where the training error is minimized subject to arbitrary perturbations of
the data in a ball defined by some distance function (for example, a norm in feature space), and
as such the algorithms are reminiscent of iterative algorithms from robust optimization [2, 24, 34].
1See, for example, https://adversarial-ml-tutorial.org/introduction/.
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Theoretical works on adversarial defense also focus on the robust optimization model, discussing
several important topics such as hardness and fundamental limits [8, 19, 20, 21], learnability and
risk bounds [50, 51], as well as margin guarantees and implicit bias for specific algorithms [11, 28].
In optimization under uncertainty and data-driven decision-making, the concept of distribu-
tional robustness offers an intriguing alternative to stochastic optimization and robust optimiza-
tion [5, 14, 31, 46]. Instead of considering perturbations of the data (as in robust optimization),
this approach considers perturbations in the space of distributions from which the data is drawn,
according to some distance measure in distribution space (for example, φ-divergence or Wasser-
stein distance). This technique enjoys strong statistical guarantees and its numerical performance
often outperforms models based on stochastic or robust optimization. In particular, for perturba-
tions based on Wasserstein distances, the new distributions need not have the same support as the
original empirical distribution. In this paper, we explore adversarial defense by using ideas from
distributional robustness and Wasserstein ambiguity sets.
1.1 Problem Description
Suppose that data ξ is drawn from some distribution P over a set S. In the learning task, we
need to find a decision variable w, a classifier, from a space W. For each (w, ξ) ∈ W × S, we
evaluate the result of choosing classifier w for outcome ξ via a “safety function” z : W × S →
R∪{+∞}. We say that a result where z(w, ξ) > 0 is “correctly classified” and one where z(w, ξ) ≤ 0
is a “misclassification”. Thus, we would like to choose w so as to minimize the probability of
encountering an error, that is,
inf
w∈W
Pξ∼P [z(w, ξ) ≤ 0] . (1)
This is a more general version of the binary classification problem, which can be recovered when
S = X × {±1}, where ξ = (x, y) is a feature-label pair, W describes the space of classifiers under
consideration (e.g., linear classifiers or reproducing kernel Hilbert space), and z(w, (x, y)) = yw(x);
so w correctly classifies (x, y) if and only if sign(w(x)) = y.
In the context of adversarial classification, we are interested in finding decisions w ∈ W which
are robust to (potentially adversarial) perturbations of the data ξ. In other words, if our chosen
w correctly classifies ξ (that is, z(w, ξ) > 0), then any small perturbation ξ + ∆ should also be
correctly classified, that is, z(w, ξ + ∆) > 0 for “sufficiently small” ∆. To measure the size of
perturbations, we use a distance function c : S × S → [0,+∞] that is nonnegative and lower
semicontinuous with c(ξ, ξ′) = 0 if and only if ξ = ξ′. We define the distance to a bad result or
distance to misclassification as
d(w, ξ) := inf
ξ′∈S
{
c(ξ, ξ′) : z(w, ξ′) ≤ 0} . (2)
Two optimization models commonly studied in previous work are the following:
inf
w∈W
Pξ∼P [d(w, ξ) ≤ ǫ] , (3a)
sup
w∈W
Eξ∼P [d(w, ξ)] . (3b)
The first model (3a) aims to minimize the probability that the distance of a data point ξ to a bad
result will be smaller than a certain threshold ǫ ≥ 0. This is the most common model studied for
adversarial classification. Note that (1) is a special case of (3a) in which ǫ = 0. The second model
(3b) maximizes the expected distance to a bad result. This model removes the need to choose a
parameter ǫ, but Fawzi et al. [20, Lemma 1] has shown that this measure is inversely related to the
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probability of error Pξ∼P [z(w, ξ) ≤ 0], that is, a lower probability of error (good) suggests a lower
expected distance (bad). Thus, this model is not used often.
In distributional robustness, rather than guarding against perturbations in the data points ξ,
we aim to guard against perturbations of the distribution P of the data. In this paper, we study
the following distributionally robust optimization (DRO) formulation:
inf
w∈W
sup
Q:dW (P,Q)≤ǫ
Pξ∼Q [z(w, ξ) ≤ 0] , (4)
that is, we aim to minimize the worst-case error probability over a ball of distributions {Q :
dW (Q,P ) ≤ ǫ}. The ball radius makes use of Wasserstein distance between two distributions,
which is defined via the function c as follows:
dW (P,Q) := inf
Π
{
E(ξ,ξ′)∼Π
[
c(ξ, ξ′)
]
: Π has marginals P,Q
}
. (5)
In practice, the true distribution P is not known to us; we typically have only a finite sample
ξi ∼ P , i ∈ [n] of training data, drawn from P , from which we can define the empirical distribution
Pn :=
1
n
∑
i∈[n] δξi . We can use this Pn as the center of the ball of distributions, that is, we solve
the formulation (4) in which Pn replaces P .
1.2 Contributions and outline
There are many other distance measures on distributions that could be used in place of dW in
(4). In this paper, we explain why the choice of Wasserstein distance is natural in the context of
adversarial defense. We do this by exploring the links between (4) and (3a) as well as maximum-
margin classifiers. Specifically, in Section 2.1, we show that for sufficiently small ǫ, (4) is exactly
the same as recovering (a suitable generalization of) the maximum-margin classifier. In Section 2.2,
we extend the link between the conditional value-at-risk of the distance function (2) and a chance-
constrained version of (4) (observed by Xie [46]) to the probability minimization problem (4). This
link yields an interesting interpretation of optimal solutions of (4) for large ǫ, as optimizers of the
conditional value-at-risk of the distance function (2).
In Section 3, we give a reformulation of (4) for linear classifiers, obtaining a regularized risk
minimization problem with a “ramp loss” objective. This formulation highlights the link between
distributional robustness and robustness to outliers, a property that has motivated the use of ramp
loss in the past. We suggest a class of smooth approximations for the ramp loss, allowing standard
continuous optimization algorithms to be used to solve this class of problems.
In Section 4, we test our approximation scheme on a simple class of distributions. Interestingly,
we observe that the regularized smoothed ramp loss minimization problem arising from (4), while
nonconvex, is “benign” on this class of distributions, in the sense that the global minimum appears
to be identified easily when descent algorithms for smooth nonconvex optimization are applied.
Motivated by this observation, in Section 5, we prove that in a certain restricted setting, related
to the problems explored empirically in Section 4, the ramp-loss problem indeed has only a single
local minimum, which is therefore the global minimizer.
1.3 Related work
There are a number of works which explore distributional robustness for training machine learning
models. These papers consider a distributionally robust version of empirical risk minimization,
which seeks to minimize the worst-case risk over some ambiguity set of distributions around the
empirical distribution. Lee and Raginsky [27] consider a distributionally robust ERM problem,
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exploring such theoretical questions as learnability of the minimax risk and its relationship to
well-known function-class complexity measures, Their work targets smooth loss functions, thus
does not apply to (4). Works that consider a Wasserstein ambiguity, similar to (4), include Chen
and Paschalidis [13], Shafieezadeh-Abadeh et al. [37, 38], Sinha et al. [40], whereas Hu et al. [25]
uses a distance measure based on φ-divergences. For Wasserstein ambiguity, Sinha et al. [40]
provide an approximation scheme for distributionally robust ERM by using the duality result (8a),
showing convergence of this scheme when the loss is smooth and the distance c used to define the
Wasserstein distance in (5) is strongly convex. When the loss function is of a “nice” form (e.g.,
logistic or hinge loss for classification, ℓ1-loss for regression), Chen and Paschalidis [13], Kuhn et al.
[26], Shafieezadeh-Abadeh et al. [37, 38] show that the incorporation of Wasserstein distributional
robustness yields a regularized empirical risk minimization problem. This observation is quite
similar to our results in Section 3, with a few key differences outlined in Remark 3.1. Also,
discontinuous losses (such as the “0-1” loss explored in this paper) are not considered by Chen and
Paschalidis [13], Shafieezadeh-Abadeh et al. [37, 38], Sinha et al. [40]. Furthermore, none of these
works provide an interpretation the optimal classifier like the one we provide in Section 2.
In this sense, the goals of Section 2 are similar to those of Hu et al. [25], who work with φ-
divergence ambiguity sets. Their paper shows that the formulation that incorporates φ-divergence
ambiguity does not result in different classifiers than those obtained by simply minimizing the
empirical distribution. They suggest a modification of the ambiguity set and show experimental
improvements over the basic φ-divergence ambiguity set. The main difference between our work
and theirs is that we consider an different (Wasserstein-based) ambiguity set, which results in an
entirely different analysis and computations. Furthermore, using φ-divergence ambiguity does not
seem to have a strong theoretical connection with the traditional adversarial training model (3a),
whereas we show that the Wasserstein ambiguity (4) has close links to (3a).
We mention some relevant works from the robust optimization-based models for adversarial
training. Charles et al. [11] and Li et al. [28] both provide margin guarantees for gradient descent
on an adversarial logistic regression model. We also give margin guarantees for the distributionally
robust model (4) in Section 2, but ours are algorithm-independent, providing insight into use of
the Wasserstein ambiguity set for adversarial defense. Bertsimas and Copenhaver [3] and Xu et al.
[47, 48] have observed that for “nice” loss functions, (non-distributionally) robust models for ERM
also reformulate to a regularized ERM problem.
Finally, we mention that our results concerning uniqueness of the stationary point in Section 5
are inspired by, and are similar in spirit to, local minima results for low-rank matrix factorization
(see, for example, Chi et al. [15]).
2 Margin Guarantees and Conditional Value-at-Risk
In this section, we highlight the relationship between the main problem (4) and maximum-margin
classifiers, as well as the conditional value-at-risk of the distance function.
2.1 Margin guarantees for finite support distributions
We start by exploring the relationship between solutions to (4) and maximum margin classifiers.
Given some w ∈ W and data point ξ ∈ S, we sometimes refer to the distance to a bad result d(w, ξ)
(defined in (2)) as its margin. We say that a classifier w has a margin of at least γ if d(w, ξ) ≥ γ
for all ξ ∈ S. When γ > 0, this implies that a perturbation of size at most γ (as measured by
the distance function c in (2)) for any data point ξ will still be correctly classified by w. In the
context of guarding against adversarial perturbations of the data, finding a classifier w with largest
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possible margin is of high interest. We show that, in fact, solving (4) is exactly equivalent to finding
maximum margin classifiers under certain conditions. This highlights the fact that the Wasserstein
ambiguity set is quite natural for modeling adversarial classification. We work under the following
assumption on P .
Assumption 2.1. The distribution P has finite support, that is, P =
∑
i∈[n] piδξi , where each
pi > 0 and
∑
i∈[n] pi = 1.
We make this assumption because for most continuous distributions we encounter, a suitable
generalization of the margin (defined below) will be 0, so that a discussion of margin for such
distributions is not meaningful. Furthermore, any training and test sets we encounter in practice
are finite.
Under Assumption 2.1, we define the notion of generalized margin of P . For w ∈ W and
ρ ∈ [0, 1], let
I(w) := {i ∈ [n] : d(w, ξi) = 0}, I(ρ) :=
{
I ⊆ [n] :
∑
i∈I
pi ≤ ρ
}
,
η(w) := min
i∈[n]\I(w)
d(w, ξi), γ(ρ) := sup
w∈W
{η(w) : I(w) ∈ I(ρ)} .
Note that η(w) is simply the margin of w on points that are correctly classified (corresponding to
the indices i ∈ [n] \ I(w)), and γ(ρ) is the largest possible margin on amongst all w where at most
a ρ-fraction of the points can be misclassified. (The usual concept of margin is γ(0).)
Lemma 2.1. Under Assumption 2.1, the function ρ 7→ γ(ρ) is a right-continuous non-decreasing
step function.
Proof. The fact that γ(ρ) is non-decreasing follows since I(ρ) ⊆ I(ρ′) for ρ ≤ ρ′.
To show that it is a right-continuous step function, consider the finite set of points P ={∑
i∈I pi : I ⊆ [n]
} ⊂ [0, 1]. Let us order P as P = {ρ1, . . . , ρK} where ρ1 < · · · < ρK . There
is no configuration I ⊆ [n] such that ρk < ∑i∈I pi < ρk+1. Thus, I(ρ) = I(ρk) and hence
γ(ρ) = γ(ρk) for ρ ∈ [ρk, ρk+1), proving the claim.
The following result gives a precise characterization of the worst-case error probability for ǫ
sufficiently small — smaller than the distance to a bad result of any correctly classified point. It
also gives a lower bound on worst-case error probability when ǫ is larger than this quantity.
Proposition 2.2. Under Assumption 2.1, for w ∈ W such that ǫ < mini∈[n]\I(w) d(w, ξi)pi, we
have
sup
Q:dW (P,Q)≤ǫ
Pξ∼Q[d(w, ξ) = 0] =
∑
i∈I(w)
pi +
ǫ
η(w)
.
For w ∈ W such that ǫ ≥ mini∈[n]\I(w) d(w, ξi)pi, we have
sup
Q:dW (P,Q)≤ǫ
Pξ∼Q[d(w, ξ) = 0] ≥
∑
i∈I(w)
pi + min
i∈[n]\I(w)
pi.
Proof. First, by using the result of Lemma 2.4 and linear programming duality, we have
inf
t>0

ǫt+
∑
i∈[n]
pimax{0, 1 − td(w, ξi)}

 = maxv


∑
i∈[n]
vi :
0 ≤ vi ≤ pi, i ∈ [n]∑
i∈[n]
d(w, ξi)vi ≤ ǫ

 .
The right-hand side is an instance of a fractional knapsack problem, which can be solved by the
following greedy algorithm:
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In decreasing order of 1/d(w, ξi) (taking this value to be ∞ for i ∈ I(w), for which
d(w, ξi) = 0), increase vi up to pi or until the budget constraint
∑
i∈[n] d(w, ξi)vi ≤ ǫ is
tight, whichever occurs first.
Note that when i ∈ I(w) we have d(w, ξi) = 0, so we can set vi = pi for such values without
making a contribution to the knapsack constraint. Hence, the value of the dual program is at least∑
i∈I(w) pi.
When w ∈ W is such that ǫ < d(w, ξi)pi for all i ∈ [n] \ I(w), we will not be able to increase
any vi up to pi for those i ∈ [n] \ I(w) in the dual program. According to the greedy algorithm,
we choose the smallest d(w, ξi) amongst i ∈ [n] \ I(w) — whose value corresponds to η(w) — and
increase this vi up to ǫ/d(w, ξi) = ǫ/η(w) < pi. Therefore, we have
sup
Q:dW (P,Q)≤ǫ
Pξ∼Q[d(w, ξ) = 0] =
∑
i∈I(w)
pi +
ǫ
η(w)
.
When w ∈ W is such that ǫ ≥ d(w, ξi)pi for some i ∈ [n] \ I(w), The greedy algorithm for the
dual program allows us to increase vi up to pi for at least one i ∈ [n] \ I(w). Thus, by similar
reasoning to the above, we have that a lower bound on the optimal objective is given by∑
i∈I(w)
pi + min
i∈[n]\I(w)
pi,
verifying the second claim.
It turns out that as long as the radius ǫ > 0 is sufficiently small, solving the DRO formulation (4)
is equivalent to finding the maximum-margin classifier: the w that, among those that misclassifies
the smallest fraction of points, achieves the largest margin on the correctly classified points. To
describe the threshold for ǫ, we define
ρ∗ := inf {ρ ∈ [0, 1] : γ(ρ) > 0} = inf
w∈W
Pξ∼P [d(w, ξ) = 0], γ∗ := γ(ρ∗).
To see that ρ∗ is indeed the smallest possible nominal misclssification error, note that there exists
no classifier w ∈ W such that Pξ∼P [d(w, ξ) = 0] = ρ < ρ∗, otherwise, we have γ(ρ) ≥ η(w) > 0,
contradicting the definition of ρ∗. By the description of ρ∗ as the infimal ρ such that γ(ρ) > 0
and by the right-continuity of γ(·) (Lemma 2.1), we must have γ∗ = γ(ρ∗) > 0. Since γ is a step
function, there exists w ∈ W such that ∑i∈I(w) pi = ρ∗. We further define
P :=
{∑
i∈I
pi : I 6∈ I(ρ∗)
}
=
{∑
i∈I
pi :
∑
i∈I
pi > ρ
∗
}
, ρ¯ := min {ρ : ρ ∈ P} . (6)
Here, ρ¯ is the smallest sum in P that is strictly larger than ρ∗. Note that for any w ∈ W, the
misclassification error Pξ∼P [d(w, ξ) = 0] will either be a number in P (hence ≥ ρ¯), or else will
satisfy Pξ∼P [d(w, ξ) = 0] = ρ∗.
We now show that the threshold for radius ǫ below which the DRO formulation (4) yields
the same solution as the maximum-margin classifier — the value of w that maximizes η(w) while
satisfying
∑
i∈I(w) pi = ρ
∗ — is ǫ = γ∗(ρ¯−ρ∗). We show too that classifiers that satisfy∑i∈I(w) pi =
ρ∗ but whose margin may be slightly suboptimal (greater that η(w)γ∗ − δ) are also nearly optimal
for (4).
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Theorem 2.3. Suppose that 0 < ǫ < γ∗(ρ¯− ρ∗). Then
min
w∈W
sup
Q:dW (P,Q)≤ǫ
Pξ∼Q [z(w, ξ) ≤ 0] = ρ∗ + ǫ
γ∗
.
Furthermore, for any δ with 0 < δ < γ∗ − ǫ/(ρ¯− ρ∗), we have
{w ∈ W : I(w) ∈ I(ρ∗), η(w) ≥ γ∗ − δ}
=
{
w ∈ W : I(w) ∈ I(ρ∗), sup
Q:dW (P,Q)≤ǫ
Pξ∼Q [z(w, ξ) ≤ 0] ≤ ρ∗ + ǫ
γ∗ − δ
}
.
In particular, if there exists some w ∈ W such that Pξ∼P [d(w, ξ) = 0] = ρ∗, η(w) = γ∗, then w
solves (4), and vice versa.
Proof. Since supw∈W :I(w)∈I(ρ∗) η(w) = γ(ρ∗) = γ∗ > ǫ/(ρ¯− ρ∗), there exists some w ∈ W such that∑
i∈I(w) pi = ρ
∗ and η(w) > ǫ/(ρ¯ − ρ∗), that is, ǫ < η(w)(ρ¯ − ρ∗). Now, since ρ¯ − ρ∗ ≤ pi for all
i ∈ [n] \ I(w) (by definition of P and ρ¯ in (6)), and since η(w) ≤ d(w, ξi) for all i ∈ [n] \ I(w), we
have that ǫ ≤ d(w, ξi)pi for all i ∈ [n] \ I(w). Therefore by Proposition 2.2, we have for this w that
sup
Q:dW (P,Q)≤ǫ
Pξ∼Q[d(w, ξ) = 0] =
∑
i∈I(w)
pi +
ǫ
η(w)
= ρ∗ +
ǫ
η(w)
< ρ¯.
This implies that any w ∈ W such that ∑i∈I(w) pi ≥ ρ¯ is suboptimal for (4). Furthermore,
from Proposition 2.2 and the definition of ρ¯, any w ∈ W such that ∑i∈I(w) pi = ρ∗ and ǫ ≥
mini∈[n]\I(w) d(w, ξi)pi has
sup
Q:dW (P,Q)≤ǫ
Pξ∼Q[d(w, ξ) = 0] ≥
∑
i∈I(w)
pi + min
i∈[n]\I(w)
pi = ρ
∗ + min
i∈[n]\I(w)
pi ≥ ρ¯,
hence is also suboptimal.
This means that all optimal and near-optimal solutions to (4) are in the set
w ∈ W :
∑
i∈I(w)
pi = ρ
∗, ǫ < min
i∈[n]\I(w)
d(w, ξi)pi

 ,
and, by Proposition 2.2, the objective values corresponding to each such w are
sup
Q:dW (P,Q)≤ǫ
Pξ∼Q[d(w, ξ) = 0] = ρ∗ +
ǫ
η(w)
.
By definition of γ∗, the infimal value for this objective is ρ∗+ ǫ/γ∗, and it is achieved as η(w)→ γ∗.
Finally, for any δ ∈ (0, γ∗ − ǫ/(ρ¯− ρ∗)), we have for any w with ∑i∈I(w) pi = ρ∗ that
η(w) ≥ γ∗ − δ ⇐⇒ ρ∗ + ǫ
η(w)
≤ ρ∗ + ǫ
γ∗ − δ .
Furthermore, for such δ, we have ǫ < (γ∗ − δ)(ρ¯− ρ∗) ≤ η(w)(ρ¯− ρ∗) so, by the same reasoning as
in the first part, we have ǫ < d(w, ξi)pi for all i ∈ [n] \ I(w). By applying Proposition 2.2 again, we
obtain
sup
Q:dW (P,Q)≤ǫ
Pξ∼Q [z(w, ξ) ≤ 0] = ρ∗ + ǫ
η(w)
≤ ρ∗ + ǫ
γ∗ − δ ,
as required.
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Theorem 2.3 shows that, for small Wasserstein ball radius ǫ, the solution of (4) matches the
maximum-margin solution of the classification problem, in a well defined sense. How does the
solution of (4) compare with the minimizer of the more common model (3a)? It is not hard to see
that when the parameter ǫ in (3a) is chosen so that ǫ < γ∗, the solution of (3a) will be a point w
with margin η(w) ≥ ǫ. (Such a point will achieve an objective of zero in (3a).) However, in contrast
to Theorem 2.3, this point may not attain the maximum possible margin γ∗. The margin that we
obtain very much depends on the algorithm used to solve (3a). For fully separable data, for which
ρ∗ = 0 and γ∗ = γ(0) > 0, Gunasekar et al. [23] show that gradient descent applied to a special case
of this problem achieves a margin of ǫ with iteration count exponential in (γ∗− ǫ)−1. Charles et al.
[11] and [28] show that when adversarial training methods are applied to this same problem, where
the balls around the adversarial samples are chosen with size ǫ, then gradient descent achieves a
separation of ǫ in an iteration count polynomial in (γ∗ − ǫ)−1. However, for such guarantees to be
useful in practice, ǫ should be taken as close to γ∗ as possible. In particular, taking ǫ close to 0
hurts the margin guarantee. By contrast, Theorem 2.3 shows that, in the more general setting of
non-separable data, the maximum-margin solution is attained from (4) when the parameter ǫ is
taken to be any value below the threshold γ∗(ρ¯− ρ∗).
2.2 Conditional value-at-risk characterization
Section 2.1 gives insights into the types of solutions that the distributionally robust model (4)
recovers when the Wasserstein radius ǫ is below a certain threshold. When ǫ is above this threshold
however, (4) may no longer yield a maximum-margin solution. In this section, we show that, in
general, (4) is intimately related to optimizing the conditional value-at-risk of the distance random
variable d(w, ξ). Thus, when ǫ is above the threshold of Theorem 2.3, (4) still has the effect of
pushing data points ξ away from the error set {ξ ∈ S : z(w, ξ) ≤ 0} as much as possible, thus
encouraging robustness to perturbations.
In stochastic optimization, when outcomes of decisions are random variables, different risk
measures may be employed to decide between the random variables (see, for example, Rockafellar
[36]). The most familiar risk measure is expectation. However, this measure has the drawback of
being indifferent between a profit of 1 and a loss of −1 with equal probability, and a profit of 10 and
a loss of −10 with equal probability. In contrast, other risk measures can adjust to different degrees
of risk aversion to random outcomes, that is, they can penalize bad outcomes more heavily than
good ones. The conditional value-at-risk (CVaR) is a commonly used risk measure with several
appealing properties. Roughly speaking, it is the conditional expectation for the ρ-quantile of most
risky values. Formally, for a non-negative random variable ν(ξ) where low values are considered
risky (that is, “bad”), CVaR is defined as follows:
CVaRρ(ν(ξ);P ) := sup
t>0
{
t+
1
ρ
Eξ∼P [min {0, ν(ξ) − t}]
}
. (7)
A key duality result for the worst-case error probability that we use throughout the paper the
worst-case probability is the following.
Lemma 2.4 (Blanchet and Murthy [5, Theorem 1, Eq. 15]). For any w ∈ W, we have
sup
Q:dW (P,Q)≤ǫ
Pξ∼Q[z(w, ξ) ≤ 0] = inf
t′>0
{
ǫt′ + Eξ∼P
[
max
{
0, 1− t′d(w, ξ)}]} (8a)
= inf
t>0
{
ǫ
t
+ Eξ∼P
[
max
{
0, 1− 1
t
d(w, ξ)
}]}
. (8b)
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Xie [46, Corollary 1] gives a characterization of the chance constraint maxQ:dW (P,Q)≤ǫ Pξ∼Q[z(w, ξ) ≤
0] ≤ ρ in terms of the CVaR of d(w, ξ) when P = Pn, a discrete distribution. We provide a slight
generalization to arbitrary P .
Lemma 2.5. Fix ρ ∈ (0, 1) and ǫ > 0. Then, for all w ∈ W, we have
sup
Q:dW (P,Q)≤ǫ
Pξ∼Q[z(w, ξ) ≤ 0] ≤ ρ ⇐⇒ ρCVaRρ(d(w, ξ);P ) ≥ ǫ. (9)
Proof. The proof makes extensive use of the relationships (7) and (8b).
We prove first the reverse implication in (9). Suppose that (following (7)) we have
ρCVaRρ(d(w, ξ);P ) = sup
t>0
{ρt+ Eξ∼P [min {0, d(w, ξ) − t}]} ≥ ǫ,
then for all 0 < ǫ′ < ǫ, there exists some t > 0 such that ρt + Eξ∼P [min {0, d(w, ξ) − t}] > ǫ′.
Dividing by t, we obtain ρ+ Eξ∼P [min {0, d(w, ξ)/t − 1}] > ǫ′/t, so by rearranging, we have
inf
t′>0
{
ǫ′t′ + Eξ∼P
[
max
{
0, 1 − t′d(w, ξ)}]} ≤ ǫ′
t
+ Eξ∼P
[
max
{
0, 1 − 1
t
d(w, ξ)
}]
< ρ.
Note that the function
ǫ′ 7→ inf
t′>0
{
ǫ′t′ + Eξ∼P
[
max
{
0, 1 − t′d(w, ξ)}]} ∈ [0, 1]
is concave and bounded, hence continuous. This fact together with the previous inequality implies
that
inf
t′>0
{
ǫt′ + Eξ∼P
[
max
{
0, 1 − t′d(w, ξ)}]} ≤ ρ,
proving that the reverse implication holds in (9).
We now prove the forward implication. Suppose that the left-hand condition in (9) is satisfied
for some ρ ∈ (0, 1), and for contradiction that
ρCVaRρ(d(w, ξ);P ) = sup
t>0
{ρt+ Eξ∼P [min {0, d(w, ξ) − t}]} ≤ ǫ′ < ǫ.
Then for all t > 0, we have
ρt+ Eξ∼P [min {0, d(w, ξ) − t}] ≤ ǫ′ =⇒ ρ ≤ ǫ
′
t
+ Eξ∼P
[
max
{
0, 1− 1
t
d(w, ξ)
}]
=⇒ ρ ≤ inf
t′>0
{
ǫ′t′ + Eξ∼P
[
max
{
0, 1− t′d(w, ξ)}]} .
Since ǫ′ < ǫ, and using the left-hand condition in (9), we have
ρ ≤ inf
t>0
{
ǫ′t+ Eξ∼P [max {0, 1 − td(w, ξ)}]
} ≤ inf
t>0
{ǫt+ Eξ∼P [max {0, 1 − td(w, ξ)}]} ≤ ρ,
so that
ρ = inf
t>0
{
ǫ′t+ Eξ∼P [max {0, 1− td(w, ξ)}]
}
= inf
t>0
{ǫt+ Eξ∼P [max {0, 1 − td(w, ξ)}]} . (10)
Since ǫ′ < ǫ, we cannot have any t > 0 such that ρ = ǫt+ Eξ∼P [max {0, 1 − td(w, ξ)}]. Let ρk, tk
be sequences such that 1 > ρk > ρ, ρk → ρ, and
ρk ≥ ǫtk + Eξ∼P [max {0, 1 − tkd(w, ξ)}] > ρ.
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Since ǫ > 0, there cannot be any subsequence of tk that diverges to ∞, since in that case ǫtk +
Eξ∼P [max {0, 1 − tkd(w, ξ)}] ≥ ǫtk could not be bounded by ρk < 1. Thus {tk} is bounded, and
there exists a convergent subsequence, so we assume without loss of generality that tk → τ . By
the dominated convergence theorem, Eξ∼P [max {0, 1− tkd(w, ξ)}]→ Eξ∼P [max {0, 1− τd(w, ξ)}],
and ǫtk → ǫτ . But then since ρ < ǫtk + Eξ∼P [max {0, 1 − tkd(w, ξ)}] ≤ ρk → ρ, by the squeeze
theorem we have
ǫτ + Eξ∼P [max {0, 1− τd(w, ξ)}] = ρ.
But then, by the fact noted after (10), we must have τ = 0 so ρ = 1 (from (10)), which contradicts
our assumption ρ ∈ (0, 1).
In the case of classification, the minimizers of (4) correspond exactly to the maximizers of
CVaRρ(d(w, ξ);P ), where ρ is the optimal worst-case error probability.
Theorem 2.6. Fix some ρ ∈ [0, 1] and define ǫ as follows:
ǫ := ρ sup
w∈W
CVaRρ(d(w, ξ);P ). (11)
If 0 < ǫ <∞, then
ρ = inf
w∈W
sup
Q:dW (P,Q)≤ǫ
Pξ∼Q[z(w, ξ) ≤ 0].
Furthermore, the optimal values of w coincide, that is,
argmin
w∈W
sup
Q:dW (P,Q)≤ǫ
Pξ∼Q[z(w, ξ) ≤ 0] = argmax
w∈W
CVaRρ(d(w, ξ);P ).
Proof. For any w ∈ W and t > 0, we have from (11) and (7) that
ǫ ≥ ρCVaRρ(d(w, ξ);P ) = sup
t′>0
{
ρt′ + Eξ∼P
[
min
{
0, d(w, ξ) − t′}]}
≥ ρt+ Eξ∼P [min {0, d(w, ξ) − t}] .
Dividing by t and rearranging, we obtain
ǫ
t
+ Eξ∼P
[
max
{
0, 1 − 1
t
d(w, ξ)
}]
≥ ρ.
Taking the infimum over t > 0 and w ∈ W and using (8b), we obtain
ρ ≤ inf
w∈W
sup
Q:dW (P,Q)≤ǫ
Pξ∼Q[z(w, ξ) ≤ 0]. (12)
In the remainder of the proof, we show that equality is obtained in this bound, when 0 < ǫ <∞.
Trivially, the inequality in (12) can be replaced by an equality when ρ = 1. We thus consider
the case of ρ < 1, and suppose for contradiction that there exists some ρ′ ∈ (ρ, 1] such that for any
w ∈ W, we have
ρ < ρ′ < sup
Q:dW (P,Q)≤ǫ
Pξ∼Q[z(w, ξ) ≤ 0].
It follows from Lemma 2.5 that for all w ∈ W, we have
sup
t>0
{
ρ′t+ Eξ∼P [min {0, d(w, ξ) − t}]
}
< ǫ. (13)
10
It follows by taking the supremum over w ∈ W in this bound, and using ρ′ > ρ, the definition of ǫ
in (11), and (7), that
ǫ = sup
w∈W ,t>0
{
ρ′t+ Eξ∼P [min {0, d(w, ξ) − t}]
}
= sup
w∈W ,t>0
{ρt+ Eξ∼P [min {0, d(w, ξ) − t}]} . (14)
From ρ < ρ′, (13), and (14), we can define sequences ǫk, tk > 0 wk ∈ W such that ǫk ր ǫ and
ǫk < ρtk + Eξ∼P [min {0, d(wk, ξ)− tk}] < ǫ.
By rearranging these inequalities, we obtain
ǫk
tk
+ Eξ∼P
[
max
{
0, 1 − 1
tk
d(wk, ξ)
}]
≤ ρ < ǫ
tk
+ Eξ∼P
[
max
{
0, 1− 1
tk
d(wk, ξ)
}]
.
Since ǫk → ǫ, we must have either ǫ/tk + Eξ∼P [max {0, 1 − d(wk, ξ)/tk}] → ρ or there exists a
subsequence on which tk → 0. Supposing the former, we have for k sufficiently large that
ǫ
tk
+ Eξ∼P [max {0, 1 − d(wk, ξ)/tk}] ≤ ρ+ ρ
′ − ρ
2
< ρ′
=⇒ ǫ < ρ′tk + Eξ∼P [min {0, d(wk , ξ)− tk}]
=⇒ ǫ < sup
w∈W
sup
t>0
{
ρ′t+ Eξ∼P [min{0, d(w, ξ) − t}]
}
,
which contradicts the definition (11) of ǫ. We consider now the other case, in which there is a
subsequence for which tk → 0, and assume without loss of generality that the full sequence has
tk → 0. Since Eξ∼P [min{0, d(wk , ξ)− tk}] ≤ 0 for any k, it follows that
0 ≥ lim sup
k→∞
{
ρ′tk + Eξ∼P [min{0, d(wk , ξ)− tk}]
}
≥ lim sup
k→∞
{ρtk + Eξ∼P [min{0, d(wk, ξ)− tk}]}
≥ lim
k→∞
ǫk = ǫ,
so that ǫ ≤ 0. This contradicts the assumption that ǫ > 0, so we must have
ρ = inf
w∈W
sup
Q:dW (P,Q)≤ǫ
Pξ∼Q[z(w, ξ) ≤ 0].
This completes our proof of the first claim of the theorem.
Let w ∈ W be a maximizer of the CVaR, so that ǫ = ρCVaRρ(d(w, ξ);P ). Then by Lemma 2.5,
we have
sup
Q:dW (P,Q)≤ǫ
Pξ∼Q[z(w, ξ) ≤ 0] ≤ ρ,
so the same value of w is also a minimizer of the worst-case error probability. A similar argument
shows that minimizers of the worst-case error probability are also maximizers of the CVaR.
3 Reformulation and Algorithms for Linear Classifiers
In this section, we formulate (4) for a common choice of distance function c and safety function z,
and discuss algorithms for solving this formulation. We work under the following assumption.
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Assumption 3.1. We haveW = S = Rd×R. Write w¯ = (w0, b0) ∈ Rd×R and ξ = (x, y) ∈ Rd×R.
Define c(ξ, ξ′) := ‖x− x′‖+ Iy=y′(y, y′) for some norm ‖ · ‖ on Rd and IA(·) is the convex indicator
function where IA(y, y
′) = 0 if (y, y′) ∈ A and ∞ otherwise. Furthermore, z(w¯, ξ) := y(〈w0, ξ〉+ b0)
where 〈·, ·〉 is the Euclidean inner product on Rd.
From Lemma 2.4, the DRO problem (4) is equivalent to
inf
w¯=(w0,b0)∈Rd×R, t≥0
{ǫt+ Eξ∼P [max {0, 1− td(w¯, ξ)}]} . (15)
Letting ‖ · ‖∗ denote the dual norm of ‖ · ‖ from Assumption 3.1, we can compute the distance to
misclassification as
d((w0, b0), (x, y)) = d(w¯, ξ) =


max{0,y(〈w0,x〉+b0)}
‖w0‖∗ , w0 6= 0
∞, w0 = 0, yb0 > 0
0, w0 = 0, yb0 ≤ 0.
(16)
By substituting into (15), (4) becomes
inf
w0∈Rd,b0∈R,t≥0
{
ǫt+ Eξ∼P
[
max
{
0, 1− tmax {0, y(〈w0, x〉+ b0)}‖w0‖∗
}]}
. (17)
Here, we have used the extended arithmetic conventions that 0/0 = 0 and ∞ · 0 = ∞. When
w0 6= 0, we can define the following nonlinear transformation:
w ← tw0‖w0‖∗ , b←
tb0
‖w0‖∗ , (18)
and substitute into (17) to obtain
inf
w∈Rd,b∈R
{ǫ‖w‖∗ + Eξ∼P [max {0, 1 −max {0, y(〈w, ξ〉 + b)}}]} . (19)
In fact, the next result shows that this formulation is equivalent to (15) even when w0 = 0.
Theorem 3.1. Under Assumption 3.1, (19) is equivalent to (15). Moreover, any δ-optimal solution
(w, b) for (19) can be converted into a δ-optimal solution t and w¯ = (w0, b0) for (15) as follows:
t = ‖w‖∗, (w0, b0) :=
{(
w
‖w‖∗ ,
b
‖w‖∗
)
w 6= 0
(0, b), w = 0.
(20)
Proof. The first part of the proof shows that the optimal value of (19) is less than or equal to that
of (15), while the second part proves the converse.
To prove that the optimal value of (19) is less than or equal to that of (15), it suffices to show
that given any w¯ = (w0, b0), we can construct a sequence {(wk, bk)}k∈N such that
ǫ‖wk‖∗ + Eξ∼P
[
max
{
0, 1−max
{
0, y(〈wk , ξ〉+ bk)
}}]
→ inf
t≥0
{ǫt+ Eξ∼P [max {0, 1− td(w¯, ξ)}]} . (21)
Consider first the case of w0 6= 0, and let tk be a sequence such that
lim
k→∞
{ǫtk + Eξ∼P [max {0, 1 − tkd(w¯, ξ)}]} = inf
t≥0
{ǫt+ Eξ∼P [max {0, 1− td(w¯, ξ)}]} .
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Following (18), we define wk := tkw0/‖w0‖∗ and bk := tkb0/‖w0‖∗, and it is easy to see that (21)
holds.
Next, we consider the case of w¯ = (w0, b0) with w0 = 0. Then since d(w¯, ξ) = 0 when yb ≤ 0
and d(w¯, ξ) =∞ when yb > 0, max {0, 1 − td(w¯, ξ)} = 1(yb ≤ 0), we have
inf
t≥0
{ǫt+ Eξ∼P [max {0, 1− td(w¯, ξ)}]} = Pξ∼P [yb0 ≤ 0] =


Pξ∼P [y ≤ 0], b0 > 0
1, b0 = 0
Pξ∼P [y ≥ 0], b0 < 0.
(22)
Now choose wk = 0 and bk = kb0 for k = 1, 2, . . . . We then have
max
{
0, 1−max
{
0, y(〈wk , ξ〉+ bk)
}}
= max {0, 1−max {0, kyb0}}
= max {0, 1−max {0, kyb0}}1(b0 > 0) + 1(b0 = 0) + max {0, 1−max {0, kyb0}}1(b0 < 0)
= (max{0, 1 − kyb0}1(y > 0) + 1(y ≤ 0)) 1(b0 > 0) + 1(b0 = 0)
+ (1(y ≥ 0) + max{0, 1 − kyb0}1(y < 0)) 1(b0 < 0). (23)
Now notice that for the first and last terms in this last expression, we have
(max{0, 1 − yb0k}1(y > 0) + 1(y ≤ 0)) 1(b0 > 0)→ 1(y ≤ 0)1(b0 > 0),
(1(y ≥ 0) + max{0, 1− yb0k}1(y < 0)) 1(b0 < 0)→ 1(y ≥ 0)1(b0 < 0),
both pointwise, and everything is bounded by 1. Therefore, by the dominated convergence theorem,
we have from (23) that
Eξ∼P
[
max
{
0, 1 −max
{
0, y(〈wk, ξ〉+ bk)
}}]
→


Pξ∼P [y ≤ 0], b0 > 0
1, b0 = 0
Pξ∼P [y ≥ 0], b0 < 0.
(24)
By comparing (22) with (24), we see that (21) holds for the case of w0 = 0 too. This completes
our proof that the optimal value of (19) is less than or equal to that of (15).
We now prove the converse: Given w and b, we show that there exists w¯ = (w0, b0) such that
ǫ‖w‖∗ +Eξ∼P [max {0, 1 −max {0, y(〈w, x〉 + b)}}] ≥ inf
t≥0
{ǫt+ Eξ∼P [max {0, 1 − td(w¯, ξ)}]} . (25)
When w 6= 0, we take w0 = w/‖w‖∗, b0 = b/‖w‖∗ and t = ‖w‖∗, and use (16) to obtain (25). For
the case of w = 0, we have
ǫ‖w‖∗ + Eξ∼P [max {0, 1 −max {0, y(〈w, x〉 + b)}}] = Eξ∼P [max {0, 1−max {0, yb}}]
≥ Pξ∼P [yb ≤ 0] .
By comparing with (22), we see that (25) holds in this case too. Hence, the objective value of (15)
is less than or equal to that of (19).
For the final claim, we note that the optimal values of the problems (15) and (19) are equal,
and the transformation (20) gives a solution t and w¯ = (w0, b0) whose objective in (15) is at most
that of (w, b) in (19). Thus, whenever (w, b) is δ-optimal for (19), then the given values of t and w¯
are δ-optimal for (15).
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The formulation (19) can be written as the regularized risk minimization problem
inf
w,b
{ǫ‖w‖∗ + Eξ∼P [LR(y(〈w, x〉 + b))]} , (26)
where LR is the ramp loss function defined by
LR(r) := max {0, 1− r} −max{0,−r} =


1, r ≤ 0
1− r, 0 < r < 1
0, r ≥ 1.
(27)
Here, the risk of a solution (w, b) is defined to be the expected ramp loss Eξ∼P [LR(y(〈w, x〉 + b))],
and the regularization term is defined to be the norm that is dual to the one introduced in As-
sumption 3.1.
Remark 3.1. The formulation (19) is reminiscent of Kuhn et al. [26, Proposition 2] (see also refer-
ences therein), where other distributionally robust risk minimization results were explored, except
the risk was defined via the expectation of a continuous and convex loss function, and the refor-
mulation was shown to be the regularized risk defined on the same loss function. In contrast,
the risk in (4) is defined as the expectation of the discontinuous and non-convex 0-1 loss function
1(y(〈w, x〉 + b) ≤ 0), and the resulting reformulation uses the ramp loss LR, a continuous but still
nonconvex approximation of the 0-1 loss.
Remark 3.2. The ramp loss LR has been studied in the context of classification by Collobert et al.
[18], Shen et al. [39], Wu and Liu [45] to encourage finding classifiers that are robust to outliers.
The reformulation (26) suggests that the ramp loss together with a regularization term may have
the additional benefit of also encouraging robustness to adversarial perturbations in the data.
Moreover, in previous work, there have been several variants of ramp loss with different slopes and
break points. The formulation (28) suggests a potential canonical, principled form for ramp loss in
classification problems.
In practice, the distribution P in (26) is taken to be the empirical distribution Pn on given data
points {ξi}i∈[n], so (26) becomes
inf
w,b
ǫ‖w‖∗ + 1
n
∑
i∈[n]
LR(yi(〈w, xi〉+ b)). (28)
This problem can be formulated as a mixed-integer program (MIP) and solved to global optimality
using off-the-shelf software; see [1, 7]. Despite significant advances in the computational state of
the art, the scalability of MIP-based approaches with training set size m remains limited. Thus,
we consider here an alternative approach based on smooth approximation of LR and continuous
optimization algorithms.
Henceforth, we consider ‖ · ‖ = ‖ · ‖∗ = ‖ · ‖2 to be the Euclidean norm. For a given ǫ in (28),
there exists ǫ¯ ≥ 0 such that a strong local minimizer (w(ǫ), b(ǫ)) of (28) with w(ǫ) 6= 0 is also a
strong local minimizer of the following problem:
min
w,b
1
2
ǫ¯‖w‖2 + 1
n
∑
i∈[n]
LR(yi(〈w, xi〉+ b)), (29)
where we define ǫ¯ = ǫ/‖w(ǫ)‖. In the following result, we use the notation g(w, b) for the summation
term in (28) and (29).
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Theorem 3.2. Suppose that for some ǫ > 0, there exists a local minimizer (w(ǫ), b(ǫ)) of (28) with
w(ǫ) 6= 0 and a constant τ > 0 such that for all (d, β) ∈ Rd ×R sufficiently small, we have
ǫ‖w(ǫ)‖ + g(w(ǫ), b(ǫ)) + τ‖d‖2 ≤ ǫ‖w(ǫ) + d‖+ g(w(ǫ) + d, b(ǫ) + β). (30)
Then for ǫ¯ = ǫ/‖w(ǫ)‖, w(ǫ) is also a strong local minimizer of (29), in the sense that
1
2
ǫ¯‖w(ǫ)‖2 + g(w(ǫ), b(ǫ)) + τ
2
‖d‖2 ≤ 1
2
ǫ¯‖w(ǫ) + d‖2 + g(w(ǫ) + d, b(ǫ) + β),
for all (d, β) sufficiently small.
Proof. For simplicity of notation, we denote (w, b) = (w(ǫ), b(ǫ)) throughout the proof.
From a Taylor-series approximation of the term ‖w + d‖, we have
ǫ‖w‖+ g(w, b) + τ‖d‖2 ≤ ǫ‖w + d‖+ g(w + d, b+ β)
=
[
ǫ‖w‖+ ǫ‖w‖w
T d+
1
2
ǫ
‖w‖d
T
(
I − ww
T
wTw
)
d
]
+O(‖d‖3) + g(w + d, b+ β)
≤
[
ǫ‖w‖+ ǫ‖w‖w
T d+
1
2
ǫ
‖w‖d
Td
]
+O(‖d‖3) + g(w + d, b+ β)
=
1
2
ǫ‖w‖+ 1
2
ǫ
‖w‖(w + d)
T (w + d) +O(‖d‖3) + g(w + d, b+ β).
By rearranging this expression, and taking d small enough that the O(‖d‖3) term is dominated by
(τ/2)‖d‖2, we have
1
2
ǫ‖w‖ + g(w, b) + τ
2
‖d‖2 ≤ 1
2
ǫ
‖w‖ (w + d)
T (w + d) + g(w + d, b+ β).
By substituting ǫ¯ = ǫ/‖w‖, we obtain the result.
We note that the condition (30) is satisfied when the local minimizer satisfies a second-order
sufficient condition.
To construct a smooth approximation for LR(r) = max{0, 1−r}−max{0,−r}, we approximate
the two max-terms with the softmax operation: For small σ > 0,
max{a, b} ≈ σ log
(
exp
(a
σ
)
+ exp
(
b
σ
))
.
Thus, we can approximate LR(r) by the smooth function ψσ(r), parametrized by σ > 0 and defined
as follows:
ψσ(r) := σ log
(
1 + exp
(
1− r
σ
))
− σ log
(
1 + exp
(
− r
σ
))
= σ log
(
exp(1/σ) + exp(r/σ)
1 + exp(r/σ)
)
. (31)
For any r ∈ R, we have that limσ↓0 ψσ(r) = LR(r), so the approximation (31) becomes increasingly
accurate as σ ↓ 0.
15
By substituting the approximation ψσ in (31) into (29), we obtain
min
w,b

Fǫ¯,σ(w) := 12 ǫ¯‖w‖2 + 1n
∑
i∈[n]
ψσ(yi(〈w, xi〉+ b))

 . (32)
This is a smooth nonlinear optimization problem that is nonconvex because ψ′′σ(r) < 0 for r < 1/2
and ψ′′σ(r) > 0 for r > 1/2. It can be minimized by any standard method for smooth nonconvex
optimization. Stochastic gradient approaches with minibatching are best suited to cases in which
n is very large. For problems of modest size, methods based on full gradient evaluations are
appropriate, such as nonlinear conjugate gradient methods (see [35, Chapter 5] or L-BFGS [29].
Subsampled Newton methods (see for example [6, 49]), in which the gradient is approximated by
averaging over a subset of the n terms in the summation in (32) and the Hessian is approximated
over a typically smaller subset, may also be appropriate. It is well known that these methods are
highly unlikely to converge to saddle points, but they may well converge to local minima of the
nonconvex function that are not global minima. We show in the next section that, empirically, the
global minimum is often found, even for problems involving highly nonseparable data. In fact, as
prove in Section 5, under certain (strong) assumptions on the data, spurious local solutions do not
exist.
4 Numerical Experiments
We report on computational tests on the linear classification problem described above, for separable
and nonseparable data sets. We observe that on separable data, despite the nonconvexity of the
problem, the global minimizer is usually identified reliably by standard procedures for smooth
nonlinear optimization. Moreover, the results are remarkably robust to label corruption: A solution
close to the original classification hyperplane is frequently identified even when a large fraction of
the labels from the separable data set are flipped randomly to their incorrect values.
Our results are intended to be “proof of concept” in that they illustrate our claims in Section 5
that the minimizer of the smoothed ramp loss is the only one satisfying even first-order conditions,
under certain assumptions. In fact, our computational tests go beyond the case that we analyze by
(a) increasing the dimension beyond d = 2, and (b) considering non-separable data sets. They point
the way to future work on the solutions of the nonconvex loss function under looser assumptions.
Our computations are performed on the formulation (32) with σ = .02 and ǫ¯ = .05. (The
results are not very sensitive to these parameters, except that smaller values of σ lead to more
nonlinear formulations that require more iterations of the unconstrained optimization solver.) We
use dimension d = 10 and varying numbers of datapoints n. The data points xi were generated
uniformly at random in the box [−10, 10]d, and we set yi = sign((xi)1) for all i.
We tried various smooth unconstrained optimization solvers for the resulting smooth nonconvex
optimization problem: The PR+ version of nonlinear conjugate gradient [35, Chapter 5], the L-
BFGS method [29], and Newton’s method with diagonal damping. (We used a line-search procedure
that guaranteed only weak Wolfe conditions. Thus, to ensure that each search direction p of PR+
was indeed a descent direction, we check explicitly to see whether pT∇f(x) ≥ 0 and, if so, we reset
p to the negative gradient direction −∇f(x).) These methods behaved in a roughly similar manner
and all were effective in finding a minimizer. We do not report details on relative performance since
this is not the point of these experiments, but note that the nonlinear conjugate gradient method
generally performed well, and our tables report results obtained just with this method.
For all tests, we solved (32) for the hyperplane (w, b), each a random local on the unit ball
in Rd+1. A statistic of particular interest is the closeness of the solution obtained form the local
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n #sols sin θ(w, w¯) sin θ(whinge, w¯)
100 6 .166, .292, .283, .231, .130, .343 .228
300 6 .0666, .110, .0981, 178, .0162, .232 .0678
1000 2 .0881, .0894 .153
3000 2 .0469, .0329 .0420
10000 1 .0281 .0182
Table 1: Separable random data for n training points in d = 10 dimensions. Single data set for
each n, 20 random starting points for ramp loss.
n av. sin θ(w, w¯) av. sin θ(whinge, w¯)
100 .237 .328
300 .108 .193
1000 .0791 .115
3000 .0480 .0528
10000 .0282 .0443
Table 2: Separable random data for n training points in d = 10 dimensions. Angles with canonical
separating hyperplane, averaged over 10 data sets for each value of n, and over 20 random starting
points for the ramp loss.
minimization procedure to the “canonical” separating hyperplane w¯ = (1, 0, 0 . . . , 0)T and b = 0.
We report the sine of the angle between w¯ and each calculated w; smaller values correspond to
more closely oriented hyperplanes. We also do comparisons with a hinge-loss variant of (32) in
which ψσ is replaced with a version of the hinge-loss function h(r) = max(1 − r, 0), smoothed in
the same way as ψσ to allow solvers for smooth unconstrained optimization to be applied. In fact,
this problem is convex, so there is a unique optimal objective value.
Table 1 shows results for the separable data set described above, for different training set size
n. For each value of n, we generate a single random data set and solve the ramp-loss problem from
20 starting points. We tabulate the number of local minima found during these 20 trials, showing
for each local minimum the angle with the canonical supporting hyperplane w¯. For the same data,
we solved the hinge-loss formulation to obtain a minimizer (hinge, bhinge). (Since this is a convex
formulation, we use just one starting point.) We tabulate the angle between whinge and w¯. We note
that w¯ is not quite optimal for either formulation, though it becomes closer to optimal as the size
of the training set is increased, so that the training points become more closely packed around the
separating hyperplane. We note here that except for very small number of data points, we usually
have just a single minimizer that is detected by the optimization code. (An exception is seen in
the case of n = 3000, where there are two nearby local minima.)
In Table 2, we repeat the test of the previous paragraph, except that now we generate 10 different
random data sets for each value of n. For each data set, we solve the ramp-loss formulation from 20
different starting points. and for all the solutions found (over these 200 tests) we average the sine of
the angle between the solution w and the canonical separator w¯. For each n, we solve the hinge-loss
formulation for the same 10 data sets, and average the sine of the angle between whinge and w¯. The
results show that, on average, the ramp loss recovers a hyperplane slightly closer in orientation to
w¯ than the hinge loss. Again, we see the clear trend of the orientations of all recovered hyperplanes
converging to w¯ as n increases and the training points become more densely packed.
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%flipped av. # solutions av. sin θ(w, w¯) av. sin θ(whinge, w¯)
10 1 .0304 .0670
20 1.3 .0429 .0768
30 1.3 .0621 .1237
40 7.2 .0991 .1231
Table 3: Nonseparable random data obtained for n = 10000 training points in d = 10 dimensions,
modifying the original separable data set by flipping a specified percentage of labels randomly in
the separable data set. Results averaged over 10 data sets in each row, with 20 random starting
points used for the ramp loss.
%adv #sols sin θ(w, w¯) intercepts misclass sin θ(whinge, w¯) intercept misclass
10 1 .0274 -.0341 1052 .0465 .220 1471
20 2 .0282, .0343 -.117, -.0649 2067, 2072 .0342 .380 3043
30 1 .0405 -.0119 3057 .1870 1.00 3511
Table 4: Random data set in which a certain percentage of the points (chosen randomly) are
modified to produce adversarial examples with xi,1 = −10 and yi = 1. 20 trials, n = 10000 training
points in d = 10 dimensions, with intercept.
In Table 3, we show results obtained with nonseparable data sets that are obtained by con-
structing the separable data set as explained above, then flipping some fraction of the labels on
randomly chosen training points. In this table, we fix n = 10000, and generate 10 data sets for each
choice of number of labels flipped (10%, 20%, 30%, and 40%), running the ramp loss minimization
from 20 starting points for each data set. We tabulate the average number of local minima detected
over the 10 runs. (For example, with 20% of labels flipped, three of the data sets yielded two local
minima, while the other seven yielded just one, for an average of 1.3.) We observe that up to
30% of labels flipped, the ramp-loss formulation usually has just one or two local minima, and the
resulting solution is closer in orientation to the canonical hyperplane than is the solution obtained
by minimizing the hinge loss. By comparison with the last line of Table 2, where this angle is
.0282, the degradation in orientation for ramp-loss solutions as the flipping fraction is increase is
surprisingly slow. It degrades somewhat more rapidly for the hinge-loss function.
Next, we tested on examples in which the random data set described above is modified with some
adversarial examples. Taking the random set, we modify a randomly chosen fraction φ of the points
by resetting their first component to −10 and their label to 1. All φn of these points are therefore
mislabelled and far away from the decision boundary. The remaining (1 − φ)n points have much
the same properties as the original separable data set, with approximately equal representation
from each of the two classes. When the separating hyperplane is not too far from its canonical
value, the ramp loss function ensures that each of these points incurs a loss very close to 1. The
hinge-loss function, however, incurs a loss of about 10 for these examples, so the hyperplane that
minimizes the hinge loss is likely to be significantly distorted, and the intercept (if it exists) is
shifted significantly, resulting in misclassification of many points that were close to the original
boundary.
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5 The Global Minimum is Easy to Find (in a Special Case)
We consider (29) and its smooth approximation, setting b = 0 for simplicity to obtain
min
w
{
Fǫ(w) :=
1
2
ǫ‖w‖22 + E(x,y)∼P [LR(y〈w, x〉)]
}
. (33)
In this section, we explore the question: Is the nonconvex problem (33) benign, in the sense that,
for reasonable data sets, descent algorithms for smooth nonlinear optimization will find the global
minimum? In the formulation (33), we make use of the true distribution P rather than its empirical
approximation Pn, because results obtained for P will carry through to Pn for large n, with high
probability. Exploring this question for general data distributions is difficult, so we consider the
following simplified problem, similar to those studied in Section 4, but with d = 2.
Assumption 5.1. The data (x, y) comprising P is distributed as follows: d = 2, x is uniformly
distributed on [−1, 1]d, and y = sign(〈w∗, x〉) where w∗ = (1, 0).
Under this assumption, we show that Fǫ defined in (33) has a single local minimizer of the
form w(ǫ) = (w1(ǫ), 0) for some w1(ǫ) > 0. Since the function is also bounded below (by zero)
and coercive, this local minimizer is the global minimizer. Although we do not verify it formally,
we conjecture that the smoothed version of (33) in which LR is replaced by ψσ (31) has similar
properties, so that any gradient-based descent method applied to the latter problem will converge
to the global minimizer, which will be close to w(ǫ).
We assume d = 2 in Assumption 5.1 for tractability of our analysis. While we believe the results
below are also true for general d, we do not have rigorous proofs.
Since d = 2 we write w = (w1, w2) and x = (x1, x2). It follows from Assumption 5.1 that
x1, x2 ∼ U(−1, 1) independently. Since y = sign(x1), we can write x1 = yr where r ∼ U(0, 1) and y
is a Rademacher random variable, that is, P[y = 1] = P[y = −1] = 1/2 independent of r, x2. Since
x2 ∼ U(−1, 1) is symmetric, we have x2 d= yx2. Therefore, y〈w, x〉 = yw1x1+ yw2x2 d= w1r+w2x2.
Henceforth, without loss of generality, we can ignore y and replace x1 with r, so that
Fǫ(w) =
1
2
ǫ‖w‖22 + E(r,x2) [LR(w1r + w2x2)], (34)
where the expectation is taken over r ∼ U(0, 1) and x2 ∼ U(−1, 1).
We now investigate the differentiability of the objective Fǫ.
Lemma 5.1. When w 6= (0, 0), the function Fǫ(w) is differentiable in w with gradient
∇Fǫ(w) = ǫw − E
[
1 (0 < w1r + w2x2 < 1)
(
r
x2
)]
.
At w = (0, 0), the function has a negative directional derivative in the direction (1, 0); specifically,
F ′ǫ((0, 0); (1, 0)) = −1/2.
Proof. We appeal to Clarke [16, Theorem 2.7.2] which shows how to compute the generalized
gradient of a function defined via expectations. We note that for every r, x2, w 7→ LR(w1r+w2x2)
is a regular function since it is a difference of two convex functions, and is differentiable everywhere
except when w1r + w2x2 ∈ {0, 1}, with gradient 1(0 < w1r + w2x2 < 1)(r, x2). When w 6= (0, 0),
the set of (r, x2) ∼ P such that w1r+w2x2 ∈ {0, 1} is a measure-zero set under the distribution on
r, x2, so Clarke [16, Theorem 2.7.2] states that the generalized gradient of E[LR(w1r+w2x2)] is the
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singleton set {−(E [1 (0 < w1r + w2x2 < 1) r] ,E [1 (0 < w1r + w2x2 < 1)x2])}. As it is a singleton,
this coincides with the gradient at w. This proves the first claim.
For the second claim, note first that the gradient of the regularization term 12ǫ‖w‖2 is zero
at w = (0, 0). Thus we need consider only the LR term in applying the definition of directional
derivative to (33), as follows:
F ′ǫ((0, 0); (1, 0)) = lim
α↓0
1
α
[
E(x,y)∼P [LR(y(αx1))] − E(x,y)∼P [LR(0)]
]
= lim
α↓0
1
α
[
E(r,x2)[LR(αr)]− 1
]
= lim
α↓0
1
α
[
E(r,x2)[(1− αr)]− 1
]
= −E(r,x2)[r] = −
1
2
.
Lemma 5.1 shows that w = (0, 0) is not a local minimum of Fǫ, hence any reasonable descent
algorithm will not converge to it. We now investigate stationary points ∇Fǫ(w) = 0 for w 6= (0, 0),
for which the stationarity condition can be written as follows:
ǫw1 = E [1 (0 < w1r + w2x2 < 1) r] (35a)
ǫw2 = E [1 (0 < w1r + w2x2 < 1) x2] . (35b)
The following results use these expressions to eliminate most w from being stationary points.
Proposition 5.2. Under Assumption 5.1, the conditions (35) cannot be satisfied by any (w1, w2)
with w1 < 0, or by any w of the form (0, w2) with w2 6= 0.
Proof. Suppose that w1 < 0. Then since E [1 (0 < w1r + w2x2 < 1) r] ≥ 0, there is inconsistency
between the two sides in the equation (35a), proving the first claim.
Considering now w with w1 = 0 and w2 6= 0, we have E [1 (0 < w1r + w2x2 < 1) r] = P[0 <
w2x2 < 1]E[r] > 0, so (35a) cannot be satisfied in this case either, proving the second claim.
In the next result, whose extremely technical proof is deferred to Appendix A, we show that in
fact no w with w2 6= 0 can be stationary for Fǫ.
Proposition 5.3. Under Assumption 5.1, if w = (w1, w2) has w2 6= 0, then it cannot satisfy (35).
Propositions 5.2 and 5.3 show that the only possible stationary points for Fǫ in (33) with
w 6= (0, 0) must have the form w = (w1, 0) for some w1 > 0. We have shown already that there is
a descent direction from (0, 0), so the stationary points with w = (w1, 0) and w1 > 0 are thus the
only local minima. For a given value of ǫ, we see these stationary points by solving (35).
When w1 > 0, w2 = 0, (35b) is clearly satisfied, since
0 = E [1 (0 < w1r < 1) x2] = P[0 < w1r < 1]E[x2] = 0.
For (35a), we have
ǫw1 = E [1 (0 < w1r < 1) r] =
∫ min{1,1/w1}
0
rdr,
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Assuming that w1 ≥ 1, we have
ǫw1 =
∫ min{1,1/w1}
0
rdr =
1
2w21
=⇒ w1 = 3
√
1
2ǫ
, (ǫ ≤ 1/2). (36)
Assuming that w1 < 1, we have
ǫw1 =
∫ min{1,1/w1}
0
rdr =
1
2
=⇒ w1 = 1
2ǫ
, (ǫ > 1/2). (37)
Note that when w1 > 0 and w2 = 0, y(w1x1 + w2x2) = w1r ≥ 0, so
E[LR(y(w1x1 + w2x2))] =
∫ r=min{1,1/w1}
r=0
(1− w1r)dr =
{
1− w12 , w1 < 1
1
2w1
, w1 ≥ 1.
Therefore, letting w(ǫ) be the global minimizer of Fǫ defined by (36) and (37), and by substituting
this into (29), we obtain
w(ǫ) = (w1(ǫ), w2(ǫ)) =
{(
1
3
√
2ǫ
, 0
)
ǫ ≤ 1/2(
1
2ǫ , 0
)
ǫ > 1/2,
Fǫ(w(ǫ)) =
{
3 3
√
ǫ
32 ǫ ≤ 1/2
1− 18ǫ ǫ > 1/2.
For the smoothed counterpart of (33), which is
min
w
{
Fǫ,σ(w) :=
1
2
ǫ‖w‖22 + E(x,y)∼Pψσ(y〈w, x〉)
}
, (38)
we can show that the origin w = (0, 0) is not a stationary point. Since ψ′σ(0) =
1−exp(1/σ)
2(exp(1/σ)+1) , we
have
∂
∂w1
E(x,y)∼P [ψσ(y〈w, x〉)]
∣∣
w=0
=
1− exp(1/σ)
2(exp(1/σ) + 1)
E(x,y)∼P [ yx1]
=
1− exp(1/σ)
2(exp(1/σ) + 1)
Er∼U(0,1)[ r]
=
1− exp(1/σ)
4(exp(1/σ) + 1)
< 0
for any σ > 0. This reflects the observation above that the directional derivative of the original
function Fǫ at (0, 0) in the direction (1, 0) is negative.
Label Flipping. Our experiments in Section 4 showed that solutions of the problems analyzed
in this section showed remarkable resilience to “flipping” of the labels y on a number of samples.
To give some informal insight into this phenomenon, we write the smoothed objective (38) and its
gradient with distribution P replaced by a discrete distribution on (xi, yi) ∈ R2 × R, i ∈ [n], as
follows:
Fǫ,σ(w) =
1
2
ǫ‖w‖22 +
1
n
∑
i∈[n]
ψσ(yi〈w, xi〉), ∇Fǫ,σ(w) = ǫw + 1
n
∑
i∈[n]
ψ′σ(yi〈w, xi〉)yixi. (39)
Note that ∇Fǫ,σ(w) = 0 when
w = − 1
nǫ
∑
i∈[n]
ψ′σ(yi〈w, xi〉)yixi. (40)
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We note that ψ′σ(yi〈w, xi〉) < 0 for all i (since in fact ψ′σ(t) < 0 for all t). Thus since yi = sign(xi,1),
the first components of all terms in the summation in (40) are negative. For the second components,
the negative coefficients ψ′σ(yi〈w, xi〉) are the same as for the first components, but about half of
the terms yixi,2 are negative and half positive. Thus, even by this informal analysis, we can see
that w satisfying (40) must have w1 ≫ |w2|.
Considering now the case in which some fraction φ ∈ [0, 1/2) of labels yi, chosen randomly, are
flipped. We can again compare first and second compoents of the right-hand side of (40) to note
that in the first component, a fraction of (1−φ) of terms are negative with the remainder positive,
while in the second component we still have that approximately half the terms are negative and
half positive. The negative coefficients ψ′σ(yi〈w, xi〉) are of course the same for both components,
so the imbalance in the first component suggests again that w1 ≥ |w2| when φ is not too close to
1/2. This informal analysis extends immediately to the case of d > 2, explaining to a large extent
the results noted in Table 3.
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A Proof of Proposition 5.3
We first give a slightly simplified expression for (35). Since x2 ∼ U(−1, 1) is a symmetric random
variable, we know that x2
d
= −x2 d= sign(w2)x2. Therefore we can simplify the gradient as follows:
E [1 (0 < w1r + w2x2 < 1) r] = E [1 (0 < w1r + w2x2 < 1) r]
= E [1 (0 < w1r + |w2| sign(w2)x2 < 1) r]
= E [1 (0 < w1r + |w2|x2 < 1) r]
E [1 (0 < w1r + w2x2 < 1)x2] = E [1 (0 < w1r + w2x2 < 1) x2]
= sign(w2)E [1 (0 < w1r + |w2| sign(w2)x2 < 1) sign(w2)x2]
= sign(w2)E [1 (0 < w1r + |w2|x2 < 1) x2] .
It follows that (35) is equivalent to
ǫw1 = E [1 (0 < w1r + |w2|x2 < 1) r]
ǫ|w2| = E [1 (0 < w1r + |w2|x2 < 1) x2] .
Note that if (w1, w2) satisfies these conditions, so will (w1,−w2). Thus, without loss of generality,
in searching for stationary points for Fǫ, we can assume that w2 ≥ 0 and
ǫw1 = E [1 (0 < w1r + w2x2 < 1) r] (41a)
ǫw2 = E [1 (0 < w1r + w2x2 < 1) x2] . (41b)
Proof of Proposition 5.3. We showed in Proposition 5.2 that if w2 6= 0, then w1 ≤ 0 cannot yield a
stationary point. Thus, for this proof, we need show only that there is no (w1, w2) satisfying (41)
with w ∈ R2++ = {(w1, w2) : w1 > 0, w2 > 0}. Our proof works with a partition of R2++ into five
subsets, finding in each case a contradiction between (41) and the conditions that define the subset.
(Each of the five cases is numbered below.)
We make extensive use of the function g defined by
g(r) :=
∫ (1−w1r)/w2
x2=−w1r/w2
x2dP(x2). (42)
We have from (41b) that
ǫw2 = E [1 (0 < w1r + w2x2 < 1) x2] =
∫ r=1/w1
r=0
g(r)dP(r) +
∫ ∞
r=1/w1
g(r)dP(r). (43)
When r ≥ 1/w1, the upper bound (1 − w1r)/w2 of the integrand defining g(r) is nonpositive, so
g(r) ≤ 0, and we have
ǫw2 = E [1 (0 < w1r + w2x2 < 1) x2] ≤
∫ r=1/w1
r=0
g(r)dP(r). (44)
We claim that g is anti-symmetric about the point r = 1/(2w1), that is, if r−1/(2w1) = 1/(2w1)−r′,
then g(r) = −g(r′). To see this, note that r = 1/w1 − r′, so that
g(r) = g(1/w1 − r′) =
∫ w1r′/w2
x2=−(1−w1r′)/w2
x2dP(x2) = −
∫ (1−w1r′)/w2
x2=−w1r′/w2
x2dP(x2) = −g(r′),
where the second equality follows from symmetry of x2.
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1. Consider w1 ≥ 1, w2 > 0. Since r ∼ U(0, 1), we have from the antisymmetry property, (44),
and (41b) that∫ r=1/w1
r=0
g(r)dP(r) = 0 =⇒ ǫw2 = E [1 (0 < w1r + w2x2 < 1) x2] ≤ 0,
so w2 ≤ 0, which contradicts our assumption that w2 > 0. Thus, there can be no stationary
point with w1 ≥ 0 and w2 > 0.
When 0 < w1 < 1, then 1/w1 > 1 and since r ∼ U(0, 1), we have
∫∞
r=1/w1
g(r)dP(r) = 0. Thus
from (43), we have
ǫw2 = E [1 (0 < w1r +w2x2 < 1) x2] =
∫ 1/w1
r=0
g(r)dr =
∫ 1
r=0
g(r)dr ≥ 0. (45)
2. Consider now 0 < w1 < 1 and w2 ≥ 1. We have −1 < −w1r/w2 ≤ (1 − w1r)/w2 ≤ 1, and
since x2 ∼ U(−1, 1), we have
g(r) =
∫ (1−w1r)/w2
x2=−w1r/w2
x2dP(x2) =
1
2
∫ (1−w1r)/w2
x2=−w1r/w2
x2dx2 =
1
4w22
(
(1− w1r)2 − (w1r)2
)
=
1− 2w1r
4w22
,
so that
ǫw2 = E[1(0 < w1r + w2x2 < 1)x2] =
∫ 1
r=0
g(r)dr =
∫ 1
r=0
1− 2w1r
2w22
dr =
1− w1
4w22
.
We also have from (41a) that
ǫw1 = E [1 (0 < w1r + w2x2 < 1) r] = E [1 (−w1r/w2 < x2 < (1− w1r)/w2) r]
=
1
2w2
E [r] =
1
4w2
.
By combining these last two expressions, we have
w2
w1
=
ǫw2
ǫw1
=
(1− w1)/(4w22)
1/(4w1)
=
1− w1
w2
< 1,
so that w2 < w1, which contradicts the conditions that define this subset.
3. Consider now 0 < w1 < 1, w2 > 0 and w1+w2 < 1. We have w1r+w2x2 < 1 for all r ∈ [0, 1],
so
ǫw2 = E [1 (0 < w1r + w2x2 < 1) x2]
= E [1 (0 < w1r + w2x2)x2]
= E [1 (−w1r/w2 < x2 < 1) x2]
=
∫ min{w2/w1,1}
r=0
1
2
∫ 1
x2=−w1r/w2
x2dx2dP(r) +
∫ 1
r=min{w2/w1,1}
1
2
∫ 1
x2=−1
x2dx2dP(r)
=
∫ min{w2/w1,1}
r=0
1
2
∫ 1
x2=−w1r/w2
x2dx2dP(r)
=
∫ min{w2/w1,1}
r=0
(
1
4
− r
2w21
4w22
)
dr
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={
w2
6w1
, w2 ≤ w1
1
4 −
w2
1
12w2
2
, w2 > w1.
Also, we have
ǫw1 = E [1 (0 < w1r + w2x2 < 1) r]
= E [1 (0 < w1r + w2x2) r]
= E [1 (−w1r/w2 < x2 < 1) r]
=
1
2
∫ min{w2/w1,1}
r=0
(1 + w1r/w2)rdr +
∫ 1
r=min{w2/w1,1}
rdr
=
{
5w2
2
12w2
1
+ 12 −
w2
2
2w2
1
w2 ≤ w1
w1
6w2
+ 14 w2 > w1
=
{
1
2 −
w2
2
12w2
1
w2 ≤ w1
w1
6w2
+ 14 w2 > w1
We consider two subcases.
(a) When w2 ≤ w1, the first order conditions are
ǫw1 =
1
2
− w
2
2
12w21
, ǫw2 =
w2
6w1
.
Since w2 > 0, we solve the second equation to obtain w1 = 1/(6ǫ). By substituting into
the first equation, we obtain
ǫw1 =
1
6
=
1
2
− w
2
2
12w21
=⇒ w
2
2
12w21
=
5
6
=⇒ w
2
2
w21
= 10,
but the final inequality is incompatible with 0 < w2 ≤ w1.
(b) When w2 > w1, the first order conditions are
ǫw1 =
1
4
+
w1
6w2
, ǫw2 =
1
4
− w
2
1
12w22
.
But since w1 > 0 and w2 > w1, these expressions imply that ǫw1 > 1/4 > ǫw2, a
contradiction.
We conclude that there is no solution of (41) with 0 < w1 < 1, w2 > 0 and w1 + w2 < 1.
4. Now suppose that 0 < w1 ≤ w2 < 1, 1 < w1 + w2. It follows that (1 − w2)/w1 < 1,
(1− w1)/w2 < 1, and w2 > 1/2. Note that
• r ∈ [0, 1] =⇒ −w1r/w2 ≥ −1
• r < (1− w2)/w1 =⇒ (1− w1r)/w2 > 1
• r ≥ (1− w2)/w1 =⇒ (1− w1r)/w2 ≤ 1.
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For w2, we have
ǫw2 = E [1 (0 < w1r + w2x2 < 1) x2] = E [1 (−w1r/w2 < x2 < (1− w1r)/w2) x2]
=
∫ (1−w2)/w1
r=0
1
2
∫ 1
x2=−w1r/w2
x2dx2dr +
∫ 1
r=(1−w2)/w1
1
2
∫ (1−w1r/w2)
x2=−w1r/w2
x2dx2dr
=
3w2 − 2w32 − 1
12w1w
2
2
+
w1(1− w1)− w2(1− w2)
4w1w
2
2
=
3w1(1− w1)− (1− w2)2(2w2 + 1)
12w1w22
<
1− w1
4w22
− (1− w2)
2
6w22
≤ 1
4w2
− (1− w2)
2
6w22
<
1
3
,
where the first inequality follows since (2w2+1)/w1 > 2, the second follows since (1−w1)/w2 <
1, and the third follows since 14w2 −
(1−w2)2
6w2
2
is strictly decreasing over the interval w2 ∈ (1/2, 1)
and 14w2 −
(1−w2)2
6w2
2
= 1/3 when w2 = 1/2.
For w1, we have
ǫw1 = E [1 (0 < w1r + w2x2 < 1) r]
= E [P [−w1r/w2 < x2 < (1− w1r)/w2 | r]]
=
1
2
E [(min {1, (1 − w1r)/w2} −max {−1,−w1r/w2}) r]
=
1
2
E
[
min {1, (1 − w1r)/w2} r + w1r2/w2
]
=
1
2
(
E [min {1, (1 − w1r)/w2} r] + w1
3w2
)
=
∫ (1−w2)/w1
r=0
r
2
dr +
∫ 1
r=(1−w2)/w1
1−w1r
2w2
rdr +
w1
6w2
=
(1− w2)2
4w21
− 2w
3
1 − 3w21 + 2w32 − 3w22 + 1
12w21w2
+
w1
6w2
=
1
4w2
− (1− w2)
3
12w21w2
>
1
4w2
− 1− w2
12w2
=
1
6w2
+
1
12
>
5
12
,
where the third, fourth, and fifth equalities follow from our assumptions on w1, w2 (outlined
in the bullet points above), the first inequality follows from (1−w2)2/w21 < 1 and the second
inequality follows from w2 > 1/2.
We have thus shown that ǫw1 > 5/12 > 1/3 > ǫw2, which contradicts one of the inequalities
that defined this subset, namely, w2 ≥ w1.
5. Finally, we consider 0 < w2 < w1 < 1, 1 < w1 + w2. In evaluating the expressions in (41)
here, we integrate first over r ∈ [0, 1] and then over x2 ∈ [−1, 1]. We adjust the limits for r
when x2 lies in certain subintervals of its range, as follows:
• x2 ∈ [−1, 0] =⇒ r ∈ [−w2x2/w1, 1];
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• x2 ∈ [0, (1 − w1)/w2] =⇒ r ∈ [0, 1];
• x2 ∈ [(1− w1)/w2, 1] =⇒ r ∈ [0, (1 − w2x2)/w1].
For w1, and using (41) again, we obtain
ǫw1 = E[1(0 < w1r + w2x2 < 1)r]
=
∫ 0
x2=−1
1
2
(∫ 1
r=−w2x2/w1
rdr
)
dx2 +
∫ (1−w1)/w2
x2=0
1
2
(∫ 1
r=0
rdr
)
dx2
+
∫ 1
x2=(1−w1)/w2
1
2
(∫ (1−w2x2)/w1
r=0
rdr
)
dx2
=
w21(3w2 − 2w1 + 3) + 3w2(1− w2)− 1
12w21w2
. (46)
For w2, we obtain
ǫw2 = E[1(0 < w1r +w2x2 < 1)x2]
=
∫ 0
x2=−1
1
2
(∫ 1
r=−w2x2/w1
dr
)
x2dx2 +
∫ (1−w1)/w2
x2=0
1
2
(∫ 1
r=0
dr
)
x2dx2
+
∫ 1
x2=(1−w1)/w2
1
2
(∫ (1−w2x2)/w1
r=0
dr
)
x2dx2
=
3(1 −w1)w22 − (1− w1)3
12w1w
2
2
. (47)
By taking the ratio w21/w
2
2 and subtituting from (46) and (47), we obtain
w21
w22
=
w21(3w2 − 2w1 + 3) + 3w2(1− w2)− 1
3(1 − w1)w22 − (1− w1)3
=⇒ 1 = 3w2 − 2w1 + 3 + 3w2(1− w2)/w
2
1 − 1/w21
3(1 − w1)− (1− w1)3/w22
=⇒ 3(1− w1)− (1− w1)3/w22 = 3w2 − 2w1 + 3 + 3w2(1− w2)/w21 − 1/w21
=⇒ −w21(1− w1)3/w22 = −3w22 + 3(w21 + 1)w2 + (w31 − 1). (48)
Observe that the left hand side of this expression is strictly negative for all w1, w2 in the
range we are considering here. Writing the right-hand side as p(w1, w2), we aim to show that
0 < min
w1∈(1/2,1)
min
w2∈[1−w1,w1]
p(w1, w2). (49)
We first solve the inner minimization problem (over w2). This is a bound-constrained strictly
concave quadratic in w2, so its minimum must occur at one of the endpoints. Hence, (49) is
equivalent to
0 < min
w1∈(1/2,1)
p(w1, 1− w1), 0 < min
w1∈(1/2,1)
p(w1, w1). (50)
For the first inequality in (50), we obtain
p(w1, 1− w1) = −3(1− w1)2 + 3(w21 + 1)(1 − w1) + (w31 − 1)
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= −2w31 + 3w1 − 1
= (w1 − 1)(−2w21 − 2w1 + 1).
Since −2w21 − 2w1 + 1 has roots at −1/2 ±
√
3/2, it is strictly negative for w1 ∈ (1/2, 1).
Meanwhile, w1 − 1 < 0 for w1 ∈ (1/2, 1), so we have p(w1, 1 − w1) > 0 for w1 ∈ (1/2, 1), as
required. For the second inequality in (50), we have
p(w1, w1) = −3w21 + 3(w21 + 1)w1 + (w31 − 1) = 4w31 − 3w21 + 3w1 − 1.
The gradient of this expression is 12w21 − 6w1 + 3, whose minimum occurs at w1 = 1/4 with
value 9/4, hence it is strictly positive for all w1. Thus we have p(w1, w1) > p(1/2, 1/2) = 1/4
for all w1 ∈ (1/2, 1).
We conclude that (48) cannot be satisfied for any w1, w2 in the subset being considered in
this case.
We have shown that all 5 cases lead to a contradiction, so we conclude that no points (w1, w2)
with w2 > 0 satisfying (41) exist. This completes the proof.
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