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Let R be a ring, S a monoid and ω : S → End(R) a monoid
homomorphism. In this paper we prove that if the monoid S is
strictly totally ordered or S is commutative torsion-free cancellative
semisubtotally ordered, then the ring RS,ω of skew generalized
power series with coeﬃcients in R and exponents in S is a domain
satisfying the ascending chain condition on principal left (resp.
right) ideals if and only if R is a domain, R and S satisfy the
ascending chain condition on principal left (resp. right) ideals and
each ω(s) is injective (resp. is injective and preserves nonunits
of R). As an immediate consequence we obtain characterizations of
power series rings, Laurent series rings, skew power series rings,
skew Laurent series rings and generalized power series rings that
are domains satisfying the ascending chain condition on principal
left (or right) ideals. We construct examples of skew generalized
power series domains for which the ascending chain conditions on
principal one-sided ideals are not symmetric.
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1. Introduction
A ring R is said to satisfy the ascending chain condition on principal left ideals (ACCPL) if there does
not exist an inﬁnite strictly ascending chain of principal left ideals of R . Rings satisfying the ascending
chain condition on principal right ideals (ACCPR) are deﬁned analogously.
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satisﬁes ACCPL, since by a celebrated theorem of Bass (see [3]) the left perfect condition is equivalent
to the descending chain condition on principal right ideals, which in turn implies ACCPL, by Jonah’s
theorem from [14].
In the commutative case the ascending chain condition on principal ideals (ACCP) appears naturally
in studies of factorization in domains (e.g., [1,5]; see also [4, Section 1.2]). For commutative rings
several authors studied the passage of ACCP to some classical ring constructions such as localizations
(e.g. [2,10,11]), polynomial rings (e.g. [8,9,12]), monoid rings (e.g. [15]) or power series rings (e.g. [7]).
In [18] the ACCP condition for commutative generalized power series rings was studied and it was
proved that if R is a commutative domain and S is a commutative strictly totally ordered monoid,
then the ring RS of generalized power series with coeﬃcients in R and exponents in S satisﬁes
ACCP if and only if R and S satisfy ACCP (see [18, Theorem 3.2]).
Not much seems to be known about the behaviour of ACCPL and ACCPR conditions under non-
commutative ring constructions. In this paper we study these conditions for the skew generalized
power series ring RS,ω with coeﬃcients in a ring R and exponents in a strictly ordered monoid S
(we will recall the deﬁnition of RS,ω soon), where neither R nor S must be commutative. As im-
mediate consequences of the main results of the paper we obtain characterizations of power series
rings, Laurent series rings, skew power series rings, skew Laurent series rings and generalized power
series rings that are domains satisfying ACCPL or ACCPR (see Corollaries 3.4, 3.5, 3.7 and 3.15). In
particular, we generalize the above mentioned result from [18] in two directions: to the case when
S is totally ordered (see Theorem 3.3) and to the case when S is commutative torsion-free can-
cellative semisubtotally ordered (see Theorem 3.13; for the deﬁnition of a semisubtotal order see
Subsection 3.2). The latter case is new even for commutative rings of generalized power series and
it requires a quite deep insight into the structure of semisubtotally ordered monoids. We also apply
the skew generalized power series ring construction to get examples of domains which satisfy the
ascending chain condition on principal left ideals but not on principal right ideals.
In this paper all monoids and rings are with identity element that is inherited by submonoids
and subrings and preserved under homomorphisms, but neither monoids nor rings are assumed to
be commutative. If S is a monoid or a ring, then the group of invertible elements of S is denoted
by U (S) and elements of the set S \ U (S) are called nonunits of S . If R is a ring, then End(R) denotes
the monoid of endomorphisms of R . When we consider an ordering relation  on a set S , then the
word “order” means a partial ordering unless otherwise stated. The order  is total (resp. trivial) if
any two different elements of S are comparable (resp. incomparable) with respect to . If A is a set,
then idA stands for the identity map of A. The set of positive integers is denoted by N. We use the
symbol ⊂ for proper inclusion.
Let (S,) be an ordered set. Then (S,) is called artinian if every strictly decreasing sequence
of elements of S is ﬁnite, and (S,) is called narrow if every subset of pairwise order-incomparable
elements of S is ﬁnite. Thus (S,) is artinian and narrow if and only if every nonempty subset
of S has at least one but only a ﬁnite number of minimal elements. Artinian and narrow sets are
characterized in the following
Proposition 1.1. (See [13, Theorem 2.1].) Let (S,) be an ordered set. The following conditions are equivalent:
(1) (S,) is artinian and narrow.
(2) For any sequence (sn)n∈N of elements of S there exist indices n1 < n2 < n3 < · · · such that sn1  sn2 
sn3  · · · .
(3) For any sequence (sn)n∈N of elements of S there exist indices i < j such that si  s j .
Clearly, the union of a ﬁnite family of artinian and narrow subsets of an ordered set as well as any
subset of an artinian and narrow set are again artinian and narrow.
Let (S, ·) be a monoid and  an order relation on S . We say that (S, ·,) is an ordered monoid if
for any s1, s2, t ∈ S , s1  s2 implies s1t  s2t and ts1  ts2. Moreover, if s1 < s2 implies s1t < s2t and
ts1 < ts2, then (S, ·,) is said to be a strictly ordered monoid.
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duced in [19]. The construction generalizes some classical ring constructions such as polynomial rings,
monoid rings, skew polynomial rings, skew monoid rings, skew power series rings, skew Laurent se-
ries rings, the Mal’cev–Neumann construction (see [4, p. 528]), the Mal’cev–Neumann construction of
twisted Laurent series rings (see [16, p. 242]) and generalized power series rings (see [21, Section 4]).
Let R be a ring, (S, ·,) a strictly ordered monoid, and ω : S → End(R) a monoid homomorphism.
For any s ∈ S let ωs denote the image of s under ω, i.e., ωs = ω(s). Consider the set A of all maps
f : S → R whose support supp( f ) = {s ∈ S | f (s) = 0} is artinian and narrow. Then for any f , g ∈ A
and s ∈ S the set Xs( f , g) = {(x, y) ∈ S × S | xy = s, f (x) = 0, g(y) = 0} is ﬁnite. Thus one can deﬁne
the product f g : S → R of f and g as follows:
( f g)(s) =
∑
(x,y)∈Xs( f ,g)
f (x)ωx
(
g(y)
)
if Xs( f , g) = ∅,
and ( f g)(s) = 0 if Xs( f , g) = ∅. With pointwise addition and deﬁned above multiplication A becomes
a ring called the ring of skew generalized power series with coeﬃcients in R and exponents in S and
denoted either by RS,ω, or by RS,ω if there is no ambiguity concerning the order . We will
use the same symbol 1 to denote the identity element of each: the monoid S , the ring R and the
ring RS,ω.
To any r ∈ R and s ∈ S we associate the maps cr,es : S → R deﬁned by
cr(x) =
{
r if x = 1,
0 otherwise,
es(x) =
{
1 if x = s,
0 otherwise
for x ∈ S.
It is clear that r → cr is a ring embedding of R into RS,ω, s → es is a monoid embedding of S into
the multiplicative monoid of the ring RS,ω and escr = cωs(r)es .
Let R be a ring and (S, ·,) a strictly ordered monoid. Then obviously we can perform the con-
struction of the ring RS,ω letting ω : S → End(R) to be trivial (i.e., ωs = idR for any s ∈ S). The
resulting ring is called the generalized power series ring and denoted by RS (see [21]).
2. Monoids and rings satisfying ACCPL or ACCPR
A monoid (S, ·) is said to satisfy the ascending chain condition on principal left ideals (ACCPL) if there
does not exist an inﬁnite strictly ascending chain of principal left ideals of S . Analogously monoids
satisfying the ascending chain condition on principal right ideals (ACCPR) are deﬁned. Monoids that
satisfy ACCPL (resp. ACCPR) will be called ACCPL-monoids (resp. ACCPR-monoids). As we will show
in Example 2.6, ACCPL and ACCPR are independent conditions. Commutative monoids satisfying the
ascending chain condition on principal ideals were studied in [15] and [18] (see also [4, Section 3.1]).
It is convenient to have some alternative descriptions of cancellative ACCPL-monoids, which we
assemble as follows (cf. [18, Lemma 2.1]).
Proposition 2.1. For any cancellative monoid S, the following are equivalent:
(1) S satisﬁes ACCPL.
(2) For any sequences (an)n∈N , (bn)n∈N of elements of S such that an = bnan+1 for all n ∈ N, there exists
m ∈ N with bn ∈ U (S) for all nm.
(3) For any sequences (an)n∈N , (bn)n∈N of elements of S such that an = bnan+1 for all n ∈ N, there exists
m ∈ N with bm ∈ U (S).
(4)
⋂
n∈N s1s2 · · · sn S = ∅ for any sequence (sn)n∈N of nonunits of S.
Proof. (1) ⇒ (2) and (2) ⇒ (3): These are obvious.
(3) ⇒ (4): Suppose there exist a sequence (sn)n∈N of nonunits of S and s ∈⋂n∈N s1s2 · · · sn S . Then
for any n ∈ N there exists tn ∈ S such that s = s1s2 · · · sntn . Since S is cancellative, tn = sn+1tn+1 for
any n ∈ N, and (3) implies that sm ∈ U (S) for some m ∈ N, a contradiction.
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Sa1 ⊂ Sa2 ⊂ Sa3 ⊂ · · · . Hence there exists a sequence (sn)n∈N in S such that for any n ∈ N we have
an = snan+1. Since each sn is a nonunit of S and a1 ∈⋂n∈N s1s2 · · · sn S , (4) does not hold. 
Applying condition (4) of Proposition 2.1 we obtain the following corollary (cf. [15, Proposi-
tion 1.2(1)]).
Corollary 2.2. Let T be a submonoid of a cancellative monoid S such that U (T ) = T ∩ U (S). If S satisﬁes
ACCPL, then T satisﬁes ACCPL.
We will say that an ordered monoid (S, ·,) is semisubtotally ordered if for any s ∈ S there exists
n ∈ N such that sn  1 or 1 sn . Semisubtotally ordered monoids will be studied in more details in
Subsection 3.2.
Proposition 2.3. Let (S, ·,) be a strictly semisubtotally ordered monoid. If the set (S,) is artinian and
narrow, then S satisﬁes ACCPL.
Proof. Let (sn)n∈N be any sequence in S such that Ss1 ⊆ Ss2 ⊆ Ss3 ⊆ · · · . By Proposition 1.1 there
exist i < j such that si  s j . Since Ssi ⊆ Ss j , si = ts j for some t ∈ S . By assumption there exists
n ∈ N such that either tn  1 or tn < 1. In the latter case (tkn)k∈N is an inﬁnite strictly decreasing
sequence in S , contradicting the artinianity of (S,). Hence tn  1 and from s j  si = ts j it follows
that s j  si  tns j  s j . Thus si = s j , which proves that S satisﬁes ACCPL. 
Directly from Proposition 2.3 it follows that any strictly well-ordered monoid satisﬁes ACCPL.
Hence, the multiplicative monoid N, the additive monoid N ∪ {0}, and any free monoid satisfy ACCPL.
Obviously, any group and any ﬁnite monoid satisfy ACCPL. The following proposition enables us to
construct new examples of ACCPL-monoids from old ones.
Proposition 2.4. Let I be a nonempty set and {Si}i∈I a family of cancellative monoids. For any i ∈ I let Ti be
a subgroup of U (Si). Let S be the subset of the cartesian product
∏
i∈I Si consisting of all s = (si)i∈I such that
si /∈ Ti for only a ﬁnite number of i. Then S with the componentwise multiplication is a monoid, and S satisﬁes
ACCPL if and only if each Si satisﬁes ACCPL.
Proof. Clearly, S is a cancellative monoid and by Corollary 2.2, if S satisﬁes ACCPL, then so does
each Si . Conversely, assume that the Si ’s satisfy ACCPL and let (an)n∈N , (bn)n∈N be any sequences
in S such that an = bnan+1 for all n ∈ N. Hence if i ∈ I , then ani = bnian+1,i for any n ∈ N and by
Proposition 2.1 there exists mi ∈ N such that bni ∈ U (Si) for all n mi . Set J = {i ∈ I | a1i /∈ U (Si)}.
Since a1 ∈ S and J ⊆ {i ∈ I | a1i /∈ Ti}, the set J is ﬁnite. Suppose J = ∅ and denote m = max{mi |
i ∈ J }. Then bmi ∈ U (Si) for any i ∈ J . If i /∈ J , then a1i ∈ U (Si) and from a1 = b1b2 · · ·bmam+1 and the
cancellativity of Si it follows that bmi ∈ U (Si). Hence bm ∈ U (S), since each Ti is a subgroup of U (Si).
If J = ∅, then b1 ∈ U (S). Thus S satisﬁes ACCPL by Proposition 2.1. 
Applying Proposition 2.4 to I = N and a family {Si}i∈I of commutative cancellative monoids with
Ti = {1} for any i ∈ I , we obtain [18, Lemma 2.3].
To produce an example of a strictly totally ordered monoid that satisﬁes ACCPL but not ACCPR we
shall use the following construction. Let (S, ·) be a monoid and IEnd(S) the monoid of all injective
endomorphisms of the monoid S . Let E be a commutative submonoid of IEnd(S). In the cartesian
product S × E we deﬁne an equivalence relation by setting
(s,ϕ) ∼ (t,ψ) if and only if ψ(s) = ϕ(t).
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classes will be denoted by SE . We introduce multiplication in
S
E by
s
ϕ
∗ t
ψ
= ψ(s)ϕ(t)
ϕψ
,
where ϕψ is the composition of ϕ and ψ . It is easy to verify that ( SE ,∗) is a monoid with the identity
element 1idS and the map Φ : S → SE deﬁned by Φ(x) = xidS is a monoid monomorphism.
Recall that an ordered monoid (S, ·,) is said to be positively ordered if s  1 for any s ∈ S . The
proof of the following result is routine and is therefore left to the reader.
Proposition 2.5. Let (S, ·,) be an ordered monoid and E a commutative submonoid of IEnd(S) such that for
any ϕ ∈ E and s, t ∈ S we have
s t if and only if ϕ(s) ϕ(t).
Let ( SE ,∗) be the monoid deﬁned above and ∗ the following relation in SE :
a
ϕ
∗
b
ψ
if and only if ψ(a) ϕ(b).
Then ( SE ,∗,∗) is an ordered monoid, and ( SE ,∗,∗) is strictly (resp. totally, positively) ordered if and only if
(S, ·,) is such.
Now we are in a position to construct a positively strictly totally ordered monoid which satisﬁes
ACCPL but not ACCPR.
Example 2.6. Let S be the free monoid on the free generators x, y. For any word s ∈ S let lx(s) be
the number of symbols x occurring in s, and l(s) denote the length of s. For any words s, t ∈ S of the
same length we write s lex t if either s = t or x occurs as the term of s in which s and t ﬁrst differ
(i.e., lex is the lexicographic order in which x precedes y). It is easy to see that the free monoid S is
positively strictly totally ordered by the following relation:
s t if and only if either lx(s) < lx(t),
or lx(s) = lx(t) and l(s) < l(t),
or lx(s) = lx(t) and l(s) = l(t) and slex t.
Let ϕ : S → S be the monoid monomorphism deﬁned by ϕ(x) = xy and ϕ(y) = y. Set E = {ϕn |
n ∈ N ∪ {0}}. Since for any s, t ∈ S we have s  t ⇔ ϕ(s)  ϕ(t), it follows from Proposition 2.5 that
( SE ,∗,∗) is a positively strictly totally ordered monoid.
To show that the monoid ( SE ,∗) satisﬁes ACCPL, we verify that it satisﬁes condition (3) of Propo-
sition 2.1. Let ( anϕαn )n∈N and (
bn
ϕβn
)n∈N be sequences in SE such that for any n ∈ N we have
an
ϕαn
= bn
ϕβn
∗ an+1
ϕαn+1
,
that is, in S we have
ϕαn+1+βn (an) = ϕαn+αn+1(bn)ϕαn+βn(an+1). (2.1)
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lx(an) = lx(bn) + lx(an+1) for any n ∈ N,
and thus there exists n0 ∈ N with lx(bn) = 0 for all n  n0. For any s ∈ S let υ(s) ∈ N ∪ {0} be the
maximal number for which s can be written in the form s = yυ(s)t for some t ∈ S (i.e., υ(s) is the
number of consecutive symbols y occurring at the beginning of the word s). Since for any s ∈ S we
have υ(ϕ(s)) = υ(s), and if lx(s) = 0, then υ(s) = l(s), it follows from (2.1) that
υ(an) = l(bn) + υ(an+1) for any n n0.
Hence there exists m ∈ N such that l(bm) = 0 (i.e., bm = 1). Thus bmϕβm = 1idS is the identity element of
the monoid ( SE ,∗), which shows that ( SE ,∗) satisﬁes ACCPL.
Since for any n ∈ N we have
x
ϕn
= x
ϕn+1
∗ y
ϕ
,
the right-sided version of Proposition 2.1 implies that the monoid ( SE ,∗) does not satisfy ACCPR.
A ring R is said to satisfy the ascending chain condition on principal left ideals (ACCPL) if there
does not exist an inﬁnite strictly ascending chain of principal left ideals of R . If a ring (resp. domain) R
satisﬁes ACCPL, then we say that R is an ACCPL-ring (resp. ACCPL-domain). ACCPR-rings (resp. ACCPR-
domains) are deﬁned as rings (resp. domains) that satisfy ACCPR, i.e. the ascending chain condition on
principal right ideals. As we will see in Example 3.6 (and in the paragraph just after Corollary 3.15),
there is no containment between the classes of ACCPL-domains and ACCPR-domains (cf. [17, p. 230]).
It is clear that a ring (R,+, ·) satisﬁes ACCPL if and only if the multiplicative monoid (R, ·) satisﬁes
ACCPL. Hence directly from Proposition 2.1 we obtain the following characterization of ACCPL-domains
(cf. [18, Lemma 3.1]).
Proposition 2.7. For any domain R, the following conditions are equivalent:
(1) R satisﬁes ACCPL.
(2) For any sequences (an)n∈N , (bn)n∈N of nonzero elements of R such that an = bnan+1 for all n ∈ N, there
exists m ∈ N with bn ∈ U (R) for all nm.
(3) For any sequences (an)n∈N , (bn)n∈N of nonzero elements of R such that an = bnan+1 for all n ∈ N, there
exists m ∈ N with bm ∈ U (R).
(4)
⋂
n∈N r1r2 · · · rnR = {0} for any sequence (rn)n∈N of nonunits of R.
The following corollary is an immediate consequence of the above proposition.
Corollary 2.8. Let A be a subring of a domain B such that U (A) = A ∩ U (B). If B satisﬁes ACCPL, then A
satisﬁes ACCPL.
3. Skew generalized power series rings satisfying ACCPL or ACCPR
In this section we study when the skew generalized power series ring RS,ω is a domain satis-
fying ACCPL or ACCPR. We ﬁrst consider the case when S is totally ordered (Subsection 3.1), and next
the case when S is commutative semisubtotally ordered (Subsection 3.2).
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ACCPR)-domains
In this subsection we focus our attention on skew generalized power series rings with exponents
in a totally ordered monoid.
If (S, ·,) is a strictly totally ordered monoid and f ∈ RS,ω \ {0}, then clearly supp( f ) is
a nonempty well-ordered subset of S . The smallest element of supp( f ) will be denoted by π( f ).
We start with a characterization of domains among skew generalized power series rings. The proof
follows the same general pattern as that for usual skew power series rings and therefore is omitted.
Proposition 3.1. Let (S, ·,) be a strictly totally ordered monoid, R a ring, ω : S → End(R) a monoid homo-
morphism and A = RS,ω.
(i) Let f , g ∈ A \ {0}, s = π( f ) and t = π(g). If R is a domain and ωs is injective, then π( f g) = st and
( f g)(st) = f (s)ωs(g(t)).
(ii) A is a domain if and only if R is a domain and ωs is injective for any s ∈ S.
Later on we will also need the following property of rings of skew generalized power series which
follows directly from [19, Proposition 7].
Proposition 3.2. Let (S, ·,) be a strictly totally ordered monoid, R a ring, ω : S → End(R) a monoid homo-
morphism and A = RS,ω. Let f ∈ A \ {0} and s = π( f ). If s ∈ U (S) and f (s) ∈ U (R), then f ∈ U (A).
Below we explain when a ring of skew generalized power series with exponents in a strictly
totally ordered monoid is a domain satisfying ACCPL or ACCPR. A particular case of the result
is [18, Theorem 3.2] (when S is commutative and ω is trivial). We prove the result using simpler
arguments than those applied in [18] and our proof is considerably shorter than this of [18].
We will say that an endomorphism ϕ of a ring R preserves nonunits of R if ϕ(R \U (R)) ⊆ R \U (R).
Theorem 3.3. Let R be a ring, (S, ·,) a strictly totally ordered monoid and ω : S → End(R) a monoid homo-
morphism.
(i) RS,ω is an ACCPL-domain if and only if R is an ACCPL-domain, S is an ACCPL-monoid and ωs is
injective for any s ∈ S.
(ii) RS,ω is an ACCPR-domain if and only if R is an ACCPR-domain, S is an ACCPR-monoid and ωs is
injective and preserves nonunits of R for any s ∈ S.
Proof. (i) Set A = RS,ω. Assume that A is an ACCPL-domain. As noted in Section 1, R is a subring
of A and S is a submonoid of the multiplicative monoid A∗ = A \{0} (both up to isomorphism). Hence
R is a domain and from Proposition 3.1(i) it easily follows that U (R) = R∩U (A) and U (S) = S∩U (A∗).
Thus to complete the proof of the “only if ” part it is enough to apply Corollaries 2.8 and 2.2, and
Proposition 3.1(ii).
For the “if ” part, assume that R is a domain, R and S satisfy ACCPL and each ωs is injective.
Then A is a domain by Proposition 3.1(ii). To show that A satisﬁes ACCPL we verify condition (3) of
Proposition 2.7. Let ( fn)n∈N , (gn)n∈N be any sequences of nonzero elements of A with fn = gn fn+1
for all n ∈ N. For any n ∈ N denote sn = π( fn), tn = π(gn), rn = fn(sn) and zn = gn(tn). From Proposi-
tion 3.1(i) it follows that
sn = tnsn+1 and rn = znωtn (rn+1) for any n ∈ N. (3.1)
Since S satisﬁes ACCPL, the ﬁrst part of (3.1) and Proposition 2.1 imply that there exists m ∈ N such
that tn ∈ U (S) for all nm. Since R satisﬁes ACCPL and by the second part of (3.1) we have
ωtmtm+1···tn−1(rn) = ωtmtm+1···tn−1(zn)ωtmtm+1···tn−1tn (rn+1) for any n >m,
990 R. Mazurek, M. Ziembowski / Journal of Algebra 322 (2009) 983–994it follows from Proposition 2.7 that there exists k > m such that ωtmtm+1···tk−1 (zk) ∈ U (R). Since
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(ii) Assume A is an ACCPR-domain. Analogous arguments as in the ﬁrst part of the proof of (i)
show that R is an ACCPR-domain, S is an ACCPR-monoid and the ωs ’s are injective. Suppose that
ωs(r) ∈ U (R) for some s ∈ S and r ∈ R \ U (R). For any n ∈ N deﬁne fn ∈ A by
fn(x) =
{
ωs(r)−n if x = s,
0 otherwise.
Then fn = fn+1cr for all n ∈ N, and thus cr ∈ U (A) by the right-sided version of Proposition 2.7. Hence
r ∈ U (R), a contradiction.
To prove the remaining implication of (ii), it is enough to apply arguments similar to these of the
second part of the proof of (i). 
Let R be a ring and ϕ an endomorphism (resp. automorphism) of R . Then the skew power series
ring Rx;ϕ (resp. the skew Laurent series ring R((x;ϕ))) is just the skew generalized power series
ring RS,ω with S the additive monoid of nonnegative integers (resp. the additive group of integers)
with the usual order and ω : S → End(R) deﬁned by ωn = ϕn for any n ∈ S . Hence directly from
Theorem 3.3 we obtain the following characterization of skew power (resp. Laurent) series domains
satisfying ACCPL or ACCPR.
Corollary 3.4. Let R be a ring and ϕ an endomorphism of the ring R. Then
(i) Rx;ϕ is an ACCPL-domain if and only if R is an ACCPL-domain and ϕ is injective.
(ii) Rx;ϕ is an ACCPR-domain if and only if R is an ACCPR-domain and ϕ is injective and preserves
nonunits of R.
Corollary 3.5. Let R be a ring and ϕ an automorphism of the ring R. Then R((x;ϕ)) is an ACCPL-domain (resp.
ACCPR-domain) if and only if R is an ACCPL-domain (resp. ACCPR-domain).
Below we present an example of a skew power series ring which is a left noetherian domain and
does not satisfy ACCPR. Thus for domains the conditions ACCPL and ACCPR are independent (by the
way, we partially solve [17, Exercise 6.24]).
Example 3.6. Let K = F (y1, y2, y3, . . .) be the rational function ﬁeld in inﬁnitely many variables yn
over a ﬁeld F , and let R = K [y] be the polynomial ring in one variable y over K . Let ϕ be the
endomorphism of R deﬁned by ϕ(y) = y1, ϕ(yi) = yi+1 for any i ∈ N, and ϕ( f ) = f for any f ∈ F .
Then ϕ is injective and ϕ(r) ∈ U (R) for any r ∈ R \ {0}. Hence by [23, Propositions 1.6.21 and 1.6.24]
any left ideal of the domain Rx;ϕ is principal and thus Rx;ϕ is left noetherian. Since ϕ does not
preserve nonunits, Rx;ϕ does not satisfy ACCPR by Corollary 3.4(ii).
Applying Corollaries 3.4 and 3.5 to the identity map ϕ = idR we obtain the following character-
izations of usual power series rings Rx or Laurent series rings R((x)) that are ACCPL-domains or
ACCPR-domains (cf. [15, Corollary 2.2], [18, Corollary 3.6]).
Corollary 3.7. Let R be a ring. Then
(i) Rx is an ACCPL-domain (resp. ACCPR-domain) if and only if R is an ACCPL-domain (resp. ACCPR-
domain).
(ii) R((x)) is an ACCPL-domain (resp. ACCPR-domain) if and only if R is an ACCPL-domain (resp. ACCPR-
domain).
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ACCPL (or ACCPR)-domains
In this subsection we study skew generalized power series rings with exponents in a commutative
torsion-free cancellative semisubtotally ordered monoid, with the aim to characterize domains of this
type satisfying ACCPL (resp. ACCPR). As it turns out, it is possible to extend to this class of skew
generalized power series rings the characterization of ACCPL-domains (resp. ACCPR-domains) given in
the previous subsection. To do that, below we develop the theory of semisubtotally ordered monoids.
We recall from Section 2 that an order  on a monoid S is said to be semisubtotal if for any s ∈ S
there exists n ∈ N such that sn  1 or 1 sn . If (S, ·,) is an ordered monoid and  is semisubtotal,
then we will say that (S, ·,) is semisubtotally ordered.
Recall that an order  on a monoid (S, ·) is said to be subtotal (see [6]) if for any s, t ∈ S there
exists n ∈ N such that sn  tn or tn  sn . Clearly, every total order is subtotal, and every subtotal order
is semisubtotal, which justiﬁes the name we gave the last type of monoid orders. It is also clear that
any positively ordered monoid is semisubtotally ordered. Note that an order on an abelian group is
semisubtotal if and only if it is subtotal. The following example shows that in general a semisubtotal
order need not be subtotal and a subtotal order need not be total.
Example 3.8. For the multiplicative monoid N, let 1 be the order deﬁned by
m1 n if and only if m = n or 2m n,
and let 2 be the order deﬁned by
m2 n if and only if n is a multiple ofm.
Then 1 is a strict subtotal order on S which is not total, and 2 is a strict semisubtotal order on S
which is not subtotal. Note also that the usual order  is ﬁner than 1 (i.e., m 1 n ⇒m  n), and
the order 1 is ﬁner than 2.
If (S, ·) is a monoid, n ∈ N and T1, T2, . . . , Tn, T are nonempty subsets of S , then T1T2 · · · Tn
(resp. Tn) will denote the set of all products t1t2 · · · tn with ti ∈ Ti (resp. ti ∈ T ) for any i ∈ {1,2, . . . ,n}.
In the proof of the next lemma we will require the following well-known property of such products,
which is an easy consequence of Proposition 1.1 (see [21, 2.1]):
Lemma 3.9. Let (S, ·,) be an ordered monoid and T1, T2, . . . , Tn (n 1) artinian and narrow subsets of S.
Then the set T1T2 · · · Tn is artinian and narrow.
If (S, ·) is a monoid and T ⊆ S , then the submonoid of S generated by T will be denoted by 〈T 〉.
Clearly, 〈T 〉 = {1} ∪ T ∪ T 2 ∪ T 3 ∪ · · · . The following lemma generalizes a result by Erdös and Radò
(see [6, Proposition 4]).
Lemma 3.10. Let (S, ·,) be an ordered monoid and T an artinian and narrow subset of S such that there
exists s0 ∈ S satisfying the following conditions:
(a) sn0  1 for some n ∈ N,
(b) s0t = ts0 for any t ∈ T ,
(c) s0  t for any t ∈ T .
Then 〈T 〉 is artinian and narrow.
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Proposition 1.1. Let (si)i∈N be any sequence of elements of 〈T 〉 \ {1}. Then for every i ∈ N there exists
ki ∈ N such that si ∈ T ki and thus si can be written in the form
si = ti1ti2 · · · tiki for some ti1, ti2, . . . , tiki ∈ T . (3.2)
The sequence ti1, ti2, . . . , tiki associated with si will be denoted by s˜i .
If there exists k ∈ N such that si ∈ T ∪ T 2 ∪ · · · ∪ T k for all i ∈ N, then we apply Lemma 3.9 to
get indices i, j such that i < j and si  s j . Thus we are left with the case when the set {ki | i ∈ N} is
inﬁnite. Then by considering a suitable subsequence of (si)i∈N we may assume that k1 < k2 < k3 < · · · .
By considering once more a subsequence, we may assume that ki ≡ k j (mod n) for all i, j ∈ N, and
thus (a) implies that
if i < j, then 1 sk j−ki0 . (3.3)
Let F be the set of all ﬁnite sequences of elements of T . Thus s˜i ∈ F for any i ∈ N. We deﬁne
an order F on F by stipulating for sequences a,b ∈ F that a F b if some subsequence of b
majorizes a term by term. It is well known (see [22, Theorem 10.23]) that (F ,F ) is artinian and
narrow. Hence by Proposition 1.1 there exist indices i, j such that i < j and s˜i F s˜ j . Thus ki < k j
and there exist integers 1 m1 < m2 < · · · < mki  k j such that tia  t jma for any a ∈ {1,2, . . . ,ki}.
Since by (c) we have s0  t jm for every m ∈ {1,2, . . . ,k j}, applying (b) we deduce that sk j−ki0 si  s j .
Hence (3.3) implies that si  s j , which completes the proof. 
With the aid of the above lemma we will prove the following
Lemma 3.11. Let (S, ·,) be a torsion-free commutative strictly ordered monoid such that the order  is
semisubtotal. Then for any nonempty subset T ⊆ S, the following are equivalent:
(1) 〈T 〉 is artinian and narrow.
(2) T is artinian and narrow, and for any t ∈ T there exists n such that tn  1.
Proof. (1) ⇒ (2): Assume (1) and let t be any element of T . If tn < 1 for some n ∈ N, then (tni)i∈N is
a strictly decreasing sequence in 〈T 〉, a contradiction. Thus, since  is semisubtotal, there exists n ∈ N
such that tn  1.
(2) ⇒ (1): Since T is artinian and narrow, the set of minimal elements of T is ﬁnite, say equal to
{t1, t2, . . . , tm}. For every i ∈ {1,2, . . . ,m} let Ti = {t ∈ T | t  ti}. Since T = T1 ∪ T2 ∪ · · · ∪ Tm and S
is commutative, it follows that 〈T 〉 = 〈T1〉〈T2〉 · · · 〈Tm〉. For any i ∈ {1,2, . . . ,m}, applying Lemma 3.10
with s0 = ti , we deduce that 〈Ti〉 is artinian and narrow, and Lemma 3.9 implies that so is 〈T 〉. 
It is well known (e.g., see [20, 3.3]) that if (S, ·,) is a torsion-free commutative cancellative
ordered monoid, then there exists a total order  on S such that (S, ·,) is a strictly totally ordered
monoid and for any s, t ∈ S , s  t implies s  t . Any such a total order  will be called a total order
associated with .
Proposition 3.12. Let R be a domain, (S, ·,) a commutative torsion-free cancellative semisubtotally ordered
monoid, ω : S → End(R) a monoid homomorphism and A = RS,ω,. Assume that ωs is injective for any
s ∈ S. Let  be a total order associated with , and let B = RS,ω,. Then A is a subring of B and U (A) =
A ∩ U (B).
Proof. Since for any x, y ∈ S , x y implies x y, A is a subring of B . Let f ∈ A ∩ U (B). Then f g =
g f = 1 for some g ∈ B . Let s be the smallest element of supp( f ) with respect to , and let r = f (s).
By Proposition 3.1(i), s ∈ U (S) and r ∈ U (R). Let f ′ = cr−1 f es−1 ∈ A and g′ = es gcr ∈ B . Then f ′g′ = 1.
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respect to . Clearly f ′(1) = 1 and 1 is the smallest element of supp( f ′) with respect to . Thus for
any t ∈ T we have 1 ≺ t , and since the order  is semisubtotal, it follows that 1< tn for some n ∈ N.
Hence applying Lemma 3.11 we deduce that 〈T 〉 is artinian and narrow with respect to . Thus to
prove that g′ ∈ A, it is enough to show that supp(g′) ⊆ 〈T 〉. Suppose that supp(g′)  〈T 〉 and let v
be the smallest element of supp(g′) with respect to  such that v /∈ 〈T 〉. Since v = 1, it follows that
v ∈ supp(g′ − 1) and from g′ − 1= (1− f ′)g′ we deduce that v = qz for some q ∈ T and z ∈ supp(g′).
Since v /∈ 〈T 〉, also z /∈ 〈T 〉 and by the minimality of v we have v  z. However q ∈ T , so 1 ≺ q and
we obtain z ≺ qz = v , a contradiction.
By the above g′ ∈ A. Hence also g = es−1 g′cr−1 ∈ A and thus f ∈ U (A). 
Now we are in a position to extend to rings of skew generalized power series with exponents
in a commutative torsion-free cancellative semisubtotally ordered monoid the characterization of
ACCPL(ACCPR)-domains given in Theorem 3.3.
Theorem 3.13. Let R be a ring, (S, ·,) a commutative torsion-free cancellative semisubtotally ordered
monoid and ω : S → End(R) a monoid homomorphism. Then
(i) RS,ω is anACCPL-domain if and only if R is anACCPL-domain, S is anACCP-monoid andωs is injective
for any s ∈ S.
(ii) RS,ω is an ACCPR-domain if and only if R is an ACCPR-domain, S is an ACCP-monoid and ωs is
injective and preserves nonunits of R for any s ∈ S.
Proof. Let  be a total order associated with , A = RS,ω, and B = RS,ω,.
The “only if ” parts of (i) and (ii) follow by analogous arguments as the “only if ” parts of (i) and
(ii) in the proof of Theorem 3.3.
To prove the “if ” part of (i), assume that R is an ACCPL-domain, S an ACCP-monoid and each ωs
is injective. Then B is an ACCPL-domain by Theorem 3.3(i). Now applying Proposition 3.12 and Corol-
lary 2.8 we deduce that A is an ACCPL-domain. Similar arguments apply to the proof of the “if ” part
of (ii). 
The following example shows that if (S, ·,) is a commutative torsion-free cancellative ordered
monoid and R is a commutative domain, the fact that S and R satisfy ACCP may not imply the same
for RS. Hence in Theorem 3.13 the assumption that the order  is semisubtotal is essential.
Example 3.14. Let K be a ﬁeld, G = R+ the multiplicative group of positive real numbers and 
the trivial order on G . Then K and G satisfy ACCP and the generalized power series ring KG,
coincides with the group ring K [G]. Choose g ∈ G \{1} and for any n ∈ N set an = 1− g 12n ∈ K [G]. Since
in K [G] we have an = (1+ g
1
2n+1 )an+1 for all n, it follows from Proposition 2.7 and [16, Theorem 6.29]
that the domain K [G] does not satisfy ACCP.
Directly from Theorems 3.3 and 3.13 we obtain the following characterization of generalized power
series rings satisfying ACCPL or ACCPR (cf. [18, Theorem 3.2]).
Corollary 3.15. Let R be a ring and (S, ·,) a strictly ordered monoid. Assume that the order  is total or
the monoid (S, ·,) is commutative torsion-free cancellative semisubtotally ordered. Then RS is an ACCPL-
domain (resp. ACCPR-domain) if and only if R is domain and R and S satisfy ACCPL (resp. ACCPR).
In Example 2.6 we have constructed a strictly totally ordered monoid (S, ·,) which satisﬁes
ACCPL and does not satisfy ACCPR. By Corollary 3.15, for any division ring R the ring RS is an
ACCPL-domain but not an ACCPR-domain. Thus for generalized power series domains the conditions
ACCPL and ACCPR are independent.
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phism. Assume that the set (S,) is artinian and narrow and either the order is total or the monoid (S, ·,)
is commutative torsion-free cancellative semisubtotally ordered. Then
(i) RS,ω is an ACCPL-domain if and only if R is an ACCPL-domain and ωs is injective for any s ∈ S.
(ii) RS,ω is an ACCPR-domain if and only if R is an ACCPR-domain and ωs is injective and preserves
nonunits of R for any s ∈ S.
Proof. By Proposition 2.3 (and its right-sided version) the monoid (S, ·) satisﬁes ACCPL and ACCPR.
Now Theorems 3.3 and 3.13 complete the proof. 
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