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Abstract Golumbic et al. (Discrete Appl. Math. 154:1465–1477, 2006) defined the
readability of a monotone Boolean function f to be the minimum integer k such that
there exists an ∧−∨-formula equivalent to f in which each variable appears at most
k times. They asked whether there exists a polynomial-time algorithm, which given
a monotone Boolean function f , in CNF or DNF form, checks whether f is a read-k
function, for a fixed k. In this paper, we partially answer this question already for
k = 2 by showing that it is NP-hard to decide if a given monotone formula represents
a read-twice function. It follows also from our reduction that it is NP-hard to ap-
proximate the readability of a given monotone Boolean function f : {0,1}n → {0,1}
within a factor of O(n). We also give tight sublinear upper bounds on the readabil-
ity of a monotone Boolean function given in CNF (or DNF) form, parameterized by
the number of terms in the CNF and the maximum size in each term, or more gen-
erally the maximum number of variables in the intersection of any constant number
of terms. When the variables of the DNF can be ordered so that each term consists
of a set of consecutive variables, we give much tighter logarithmic bounds on the
readability.
Keywords Read-once functions · Monotone Boolean functions · Readability ·
Complexity of monotone Boolean functions
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1 Introduction
Let f : {0,1}n → {0,1} be a monotone Boolean function, i.e., for any x, x′ ∈
{0,1}n, x′ ≥ x implies f (x′) ≥ f (x). One property of such functions is that they
can be represented by negation-free Boolean formulae. A minterm (maxterm) of
monotone Boolean function f (x1, . . . , xn) is a minimal set of variables which, if as-
signed the value 1 (resp., value 0), forces the function to take the value 1 (resp., value
0) regardless of the values assigned to the remaining variables. It is well-known that
the irredundant (i.e., no term contains another) disjunctive normal form (DNF) and
conjunctive normal form (CNF) of monotone Boolean function f consist respectively
of all of its minterms and maxterms (cf. Wegener 1987).
A monotone read-k formula is a Boolean formula over the operators {∨,∧} in
which each variable occurs at most k times. The readability of f is the minimum k
such that f can be represented by a monotone read-k formula. We also call f a read-
k function when it has readability k. Finding the readability of an arbitrary Boolean
function and computing a formula which achieves this readability has applications in
circuit design among others and therefore is one of the earliest problems considered
in Computer Science (Golumbic et al. 2006).
Given a monotone Boolean function in one of the normal forms (CNF/DNF), a
complete combinatorial characterization for it to be read-once was given by Gur-
vich (1977, 1991). A polynomial-time algorithm based on this criterion is given
by Golumbic et al. (2006) to decide whether a given CNF or DNF is read-once. The
algorithm also computes the unique read-once representation when a read-once func-
tion is given as input. For k ≥ 2, no characterization is known for a given monotone
Boolean CNF or DNF to be read-k, and in fact, Golumbic et al. (2006) asked whether
there exists a polynomial-time algorithm, which given a (normal) monotone Boolean
function f in CNF or DNF form, checks whether f is a read-k function, for a fixed
k.
The case when the function is given by an oracle has also been considered in the
machine learning community. It is shown in Angluin et al. (1993) that given a read-
once function by a membership oracle, we can compute its read-once representation
in polynomial time. However, the correctness of the algorithm is based on the as-
sumption that the function provided as an oracle is read-once. If its not read-once
then the algorithm terminates with incorrect output.
In this paper, we show that, given an ∧ − ∨-formula, it is NP-hard to check if it
represents a read-twice function f . In fact, we prove a stronger result: given a read-
twice representation of f , it is hard to decide whether f is actually read-once. This
partially answers the question of Golumbic et al. (2006), but leaves open the case
when f is given by the CNF or DNF normal form. It follows also from our reduc-
tion that it is NP-hard to approximate the readability of a given monotone Boolean
function f : {0,1}n → {0,1} within a factor of O(n).
It follows from a result in Wegener (1987) that almost all monotone Boolean
functions on n variables, in which each minterm has size exactly k, have readabil-
ity (nk−1 log−1 n). Assuming that the function is given by its irredundant DNF (or
CNF) of m minterms, this implies a lower bound of ˜(m1− 1k ) on the readability.
This naturally raises the question whether this bound is tight, i.e for any monotone
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CNF formula of m terms, there exists an equivalent read-O(m1− 1k ) representation.
In this paper, we show that this indeed the case, and moreover that such a repre-
sentation can be found in polynomial time. In fact, we prove a more general result.
For integers p,q > 0, let us say a monotone CNF f has (p, q)-bounded intersection
(Khachiyan et al. 2007) if every p terms intersect in at most q variables. We show that
any such CNF has read-O((p + q − 1)m1− 1q+1 ) representation which can be found
in polynomial-time. Confronted with this almost tight sublinear bound on readability,
an interesting question is whether it can be improved for interesting special cases. For
the class of interval DNF’s, i.e. those for which there is an ordering on the variables
such that each term contains only consecutive variables in that ordering, we show that
readability is at most O(logm).
The paper is organized as follows. In the next section, we point out that the char-
acterization of Gurvich (1977) for read-once functions does not carry over to read-k
functions already for k = 2. In Sect. 3, we present upper bounds on the readability
of some classes monotone Boolean DNF (resp. CNF) that depends only on the num-
ber of terms in the normal form. In Sect. 4 we show that finding the readability in
general is hard when the input formula is not a DNF or CNF. We also give an O(n)
inapproximability result in this case.
2 On generalization of read-once functions
An elegant characterization of read-once functions is provided by the following the-
orem of Gurvich.
Theorem 1 (Gurvich 1977) For any monotone Boolean function f the following two
statements are equivalent: (i) f is read-once. (ii) Every minterm and maxterm of f
intersect in exactly c = 1 variable.
However, this result does not generalizes to read-twice functions as the following
example shows. Consider the read-twice formula





(x1 ∨ . . . ∨ xn).
It is easy to see that the g has a minterm x1 . . . xn which intersects with the maxterm
(x1 ∨ . . . ∨ xn) in n variables. Hence hypergraphs corresponding to read-twice func-
tions do not necessarily satisfy the generalization of Condition (ii) of Theorem 1 for
any constant c > 1. Conversely, any such generalization is also not sufficient for a
function to be read-c, as implied by the following result on the shortest possible size
of k-homogeneous DNF where the size of each term is exactly k (and hence each
minterm and maxterm intersect in at most k).
Theorem 2 (cf. Wegener 1987) For an integer k, let Hnk be the class of monotone
Boolean functions on n variables such that size of every minterm is exactly k. The
monotone formula size of almost all h ∈ Hk is (nk log−1 n).
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Theorem 2 implies that the readability of almost all h ∈ Hk is (nk−1 log−1 n),
since otherwise the formula achieving a smaller readability has smaller then shortest
possible size.
3 Upper bounds
In this section, we consider various classes of monotone Boolean DNF’s and give up-
per bounds on their readability. First we consider Interval DNF’s whose terms corre-
spond to consecutive variables, given some ordering on variables. Next, we consider
(p, q)-intersecting DNF where every p of its terms intersect in at most q variables
and give an almost tight upper bound on their readability. Finally, we consider a spe-
cial case of the latter class, namely k-DNF, where the size of each term is bounded
by k and again give a tight upper bound on their readability. Even though we get the
same upper bound implied by the more general case, the formula computed by our
algorithm has only depth 3 in this case.
In our description of the algorithms, we use set-theoretic notations to describe
various operations on the structure of DNF’s. In this sense, we treat the DNF φ = ∨ ti
as its corresponding hypergraph {ti | ti is a term in φ}. For example, we write t ∈ φ
when t is term of φ and similarly by x ∈ t we mean that the term t contains variable x.
Let us denote the degree of a variable in φ by degφ(x), which is the number of terms
in φ containing x ∈ V . For a Boolean formula f and a literal x (resp. set of literals
S) in f , we denote by f |x=1 (resp. f |S=1) the resulting f after replacing every
occurrence of x (resp. x ∈ S) in f with 1.
3.1 Interval DNF
A monotone Boolean DNF I = ∨I∈I
∧
x∈I x is called interval DNF if there is an
ordering of variables V = {x1, x2, . . . , xn} such that each I ∈ I contains only consec-
utive elements from the ordering. We show that an interval DNF containing m terms
is O(logm)-readable. For a term I = xixi+1 . . . xj in interval DNF I , we call xi and
xj its left and right end-points, and denote them with L(I ) and R(I ) respectively. We
also denote the first (resp. last) term in the ordering of terms of I with respect to their
left end point as first(I) and last(I) respectively.
Let us call an interval DNF intersecting if all terms in it have a non-empty intersec-
tion. It is known that the terms of an irredundant interval DNF can be partitioned into
two classes such that each class is a union of disjoint intersecting DNF’s (cf. Albert-
son et al. 1989). Consequently, the readability of an irredundant interval DNF can be
bounded by twice the maximum readability of an intersecting DNF in the partition.
The algorithm to find a 2	log(m′)
-readable formula for intersecting DNF I ′ con-
sisting of m′ terms is given in Fig. 1. It first divides the terms in I ′ into two halves
(I1 and I2) by considering them in order with respect to their left end-point. The
common variables are then factored out from I1 and I2 and the equivalent formulae
for the remaining parts are computed recursively.
Theorem 3 Let I be an irredundant interval DNF containing m terms. Then I is
4	log(m)
-readable.
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Procedure REDUCE1(I):
Input: A monotone Boolean interval DNF I = ∨mj=1 Ij s.t.
⋂m
j=1 Ij = ∅
Output: A O(logm) readable formula ψ equivalent to I
1. if |I| ≤ 2 then return the read-once formula representing I
2. Consider terms in I in order of their left end points, let I1 (resp. I2)
be first half (resp. remaining half) elements of I .
3. Let φ1 (resp. φ2) be maximum set of variables that occur in every term
of I1 (resp. I2)
4. t1 := first(I1), t2 := last(I1), t3 := first(I2), t4 := last(I2)
5. ψ1 = REDUCE2((I1 \ {t1, t2}) |φ1=1), ψ2 = REDUCE2((I2 \ {t3, t4}) |φ2=1)
6. return (φ1 ∧ (ψ1 ∨ t1 |φ1=1 ∨t2 |φ1=1))
∨
(φ2 ∧ (ψ2 ∨ t3 |φ2=1 ∨t4 |φ2=1))
Fig. 1 An algorithm to find an 2	log(m)
-readable formula for interval DNF consisting of m intersecting
terms
Proof We first partition the terms of I into two classes such that each class is the
union of disjoint intersecting DNF. For each intersecting DNF I ′ in either of the
classes, let r(m′) be the readability of the formulae generated by the procedure
REDUCE1(I ′) when given an interval DNF I ′ containing m′ intersecting terms as
input. We show that r(m′) is 2	log(m′)
 which implies that the readability of I is
4	log(m)
.
Given an intersecting interval DNF I ′ the procedure REDUCE1(I ′) divides the
problem into subproblems I1 and I2 respectively. Note that the subproblems in the
recursive call i.e. (I1 \ {first(I1), last(I1}) |φ1=1 and (I2 \ {first(I2), last(I2)}) |φ2=1
are again intersecting since I1 and I2 are irredundant. For calculating the readability
of the formula computed by REDUCE1(I ′), consider the case when a variable xi
occurs in both subproblems. We show that if xi does not occur in φ1 (resp. φ2) then
it is necessarily the case that it appears in φ2 (resp. φ1) and thus occurring only
once in at least one of the subproblems. Note that since I ′ is irredundant, the set
φ2 forms the interval [L(last(I2)),R(first(I2))]. Also observe that since xi occurs in
both subproblems and not in φ1, it must lie in the interval [R(first(I1)),R(last(I1))].
It is easy to see that the later interval is the subset of φ2 since R(last(I1)) appears
before R(first(I2)) in the ordering of variables because of the definition of I1 and
I2. Also because of the assumption that I ′ is intersecting, L(last(I2)) appears before
R(first(I1)) in the ordering. So the maximum readability of the formula generated
by REDUCE1(I ′) where I ′ consists of m′ terms satisfies r(m′) ≤ 2 + r(	m′/2
).
Solving the recurrences yields the stated bound on the readability of I ′. 
3.2 (p, q)-intersecting DNF
A monotone Boolean DNF is called (p, q)-intersecting if every p of its distinct terms
intersect in at most q variables. A quadratic DNF for instance is (2,1)-intersecting
and k-DNF, i.e., DNF where the size of each term is bounded by k is (2, k − 1)-
intersecting. In this section, we give a (p + q − 1)m1− 1q+1 bound on the readability
of (p, q)-intersecting DNF containing m-terms. Theorem 2 implies that this bound
is almost tight because by considering q + 1-homogeneous DNF containing m =
(nq+1) terms we get,
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Procedure REDUCE2(φ,p, q):
Input: A monotone Boolean (p, q)-intersecting DNF φ on variables set V
Output: A (p + q − 1)m1−
1
q+1 readable formula ψ equivalent to φ
1. ψ := 0, m := |φ|
2. while ∃x ∈ V s.t. degφ(x) ≥ m1−
1
q+1
3. let φx = ∨t∈φ,x∈t t
4. φ := φ \ φx
5. if q > 1 then
6. ψ := ψ ∨ (x ∧ REDUCE2(φx |x=1,p, q − 1))
7. else
8. ψ := ψ ∨ (x ∧ (φx |x=1))
9. return φ ∨ ψ
Fig. 2 An algorithm to find (p + q − 1)m1−
1
q+1 readable formula for (p, q)-intersecting DNF consists
of m terms
Corollary 1 For a constant q , let Gq be the class of monotone Boolean DNF on n
variables with m terms such that size of every minterm is exactly q +1. The readabil-
ity of almost all g ∈ Gq is (m1−
1
q+1 log−1 n).
Let φ be a (p, q)-intersecting monotone Boolean DNF on variables V =
{x1, . . . , xn}. The algorithm is given in Fig. 2. It works by picking a variable x
with high degree in φ and recursively computing a formula equivalent to the part
of φ where x occurs. The algorithm stops when every variable has low degree in
the remaining expression. More precisely, for a variable x ∈ V , let φx be the DNF
consisting of terms of φ which contain x, i.e. φx = ∨t∈φ,x∈t t . Note that if φ is
(p, q)-intersecting then φx |x=1 is (p, q − 1)-intersecting DNF, so the algorithm re-
curs when q > 1 and otherwise it returns the read-(p−1) formula x ∧ (φx |x=1). The
next Theorem bounds the readability of the formula generated by the algorithm.
Theorem 4 Given a monotone Boolean DNF μ which is (p, q)-intersecting for
p ≥ 2, q ≥ 1. The formula μ′ = REDUCE2(μ,p,q) is (p + q − 1)m1− 1q+1 readable
and it is equivalent to μ.
Proof The proof is by induction on q . When q = 1, the while loop in Step 2 ensure
that every variable in φ has degree less then
√
m after the loop ends. Moreover, a read-
(p − 1) formula is added to ψ in each iteration of while loop. Since there are at most√
m iterations, the formula φ∨ψ in Step 9 has readability at most √m+ (p−1)√m.
Now assume that the claim is true for (p, q − 1) intersecting DNF, where q ≥ 2.
We prove it for (p, q)-intersecting DNF using similar arguments as in the previous




. Let m1, . . . ,md be number of terms removed from φ in each iter-
ation of while loop, where d is the number of iterations. Note that d can be bounded
from above by m
1
q+1 since each mi is at least m1−
1
q+1
. Now, denoting the readability
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≤ (p + q − 1)m1− 1q+1 , (2)
where we apply induction hypothesis to get (1) and use Jensen’s inequality to get (2).
The correctness of the procedure is straightforward since the invariant that φ ∨ ψ
is equal to μ holds after completion of every iteration. 
Note that the algorithm produces a depth q formula. In the next section we will
see that we can do much better in this regard for the a subclass of (p, q)-intersecting
DNF, namely the class of DNF where the size of each term is bounded by a constant k.
3.3 k-DNF
A monotone Boolean DNF is called k-DNF if every term in it has size at most k. In
this section, we give an algorithm to compute 2km1−1/k readable formula of depth
three and equivalent to given k-DNF. We need the following definitions.
A sunflower with p petals and a core Y is a collection of sets S1, . . . , Sp such that
Si ∩Sj = Y for all i = j and none of the sets Si −Y is empty. We allow the core Y to
be empty however, so every pairwise disjoint family of sets constitutes a sunflower.
Lemma 1 (Sunflower Lemma (Erdös and Rado 1960)) Let H ⊆ 2V be a hypergraph
with m = |H| and size of each edge is bounded by k. If m > k!pk then H contains a
sunflower with p + 1 petals.
Since a sunflower has a straightforward read-once representation, the above lemma
immediately gives an upper bound on the readability of k-DNF with m terms. The
algorithm works by finding a sunflower with certain minimal size, representing them
as read-once formula and recurse on the remaining edges.
Theorem 5 Let f be a monotone Boolean DNF with m terms such that the size of
each term in f is bounded by k then f is 2km1−1/k-readable. Moreover, a formula
of such readability and depth 3 can be found in polynomial time.
Proof Any k-DNF with m terms contains a sunflower of size at least (m/k!)1/k
which we remove and recurse on the remaining terms. Let r(m) denote the read-
ability of boolean k-DNF with m terms then the readability of f can be bounded
by the recurrence r(m) ≤ 1 + r(m − (m/k!)1/k) with r(2) = r(1) = 1. By using the
inequality k! ≤ kk and substituting r(m) = 2km1−1/k in the above recurrence we get





)1− 1k ) ≥ 1. In Appendix we prove the following
claim:
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Claim 1 For k ≥ 2 and m ≥ 1, the function g(k,m) is monotonically decreasing in
m and monotonically increasing in k.
Thus the minimum of g is attained when k = 2 and m approaches infinity. The
minimum value is 1 and hence r(m) ≤ 2km1−1/k . Finally, we note that the proof of
Lemma 1 is constructive and a sunflower of desired size can be computed in time
polynomial in number of variables and terms of a DNF. 
4 Hardness and inapproximability
In this section, we show that finding the readability of a given monotone Boolean
formula is NP-hard. The reduction we use is gap-introducing and so it also gives
hardness of approximating readability unless P = NP. Our reduction is from the
well-known NP-complete problem of deciding satisfiability of a given Boolean 3-
CNF (x1 . . . xn) = ∧mj=1 j . For all i ∈ [n] and j ∈ [m], let us define new vari-
ables yij , y′ij , z′ij for a literal xi in clause j and variables zij , z′ij , y′ij for a lit-
eral ¬xi in clause j . Let φ(y11 . . . ynm, z11 . . . znm) be the monotone CNF we get
from (x1 . . . xn) by substituting yij for xi in j and zi′j for ¬xi′ in j such
that φ(y, z) ≡ (x), for yij = xi and zij = ¬xi, i ∈ [n], j ∈ [m]. Furthermore, let






















Now consider the following Boolean function






ψ(y, z, y′, z′). (3)
Note that the size of f is 15m, where m is number of clauses in . The next lemma
shows that finding the readability of Boolean formula f defined in (3) is equivalent
to solving satisfiability for (x).
Lemma 2 The monotone Boolean function f in (3) is read-2 if and only if (x) is
satisfiable. It is read-once otherwise.
Proof Denote the two disjuncts in f by f1 = φ(y, z) ∧ ρ(y′, z′) and f2 = ψ(y, z,
y′, z′). We first show that the minterms of f1 which are not absorbed by minterms of
f2 correspond precisely to the satisfiable assignments of  and so f = ψ is clearly a
read-once function if  is not satisfiable.
Let xˆ be a satisfiable assignment of (x). Since xˆ makes at least one literal true in
each clause of (x), the set tφ = {yij |xˆi = 1} ∪ {zij |xˆi = 0} contains a minterm t ′φ of
φ(y, z). Similarly, note that the set tρ = {y′ij |xˆi = 1} ∪ {z′ij |xˆi = 0} defines a minterm
of ρ(y′, z′), and so the set t = t ′φ ∪ tρ is a minterm of f1. It is easy to check that t
does not contain any minterm of f2 since for all i ∈ [n] and j ∈ [m], at most one from
each pair yij , z′ij and y′ij , zij are members of t .
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Fig. 3 Applying reduction in (3) to 3-CNF  = (x1 ∨ x2 ∨ ¬x3)(¬x1 ∨ x2 ∨ x3)(x1 ∨ ¬x2 ∨¬x3). Minimal s − t paths in the figure correspond to minterms of f , whereas minimal s − t
cuts are maxterms of f
Conversely, any minterm t of f1 contains one of y′i1 . . . y′im or z′i1 . . . z′im for all
i ∈ [n] to cover the conjunct ρ. Assume t is not absorbed by any term of f2. Conse-
quently, t does not contain both yij z′ij or y′ij zij for all i ∈ [n] and j ∈ [m]. Therefore
it must contain from each clause φj , at least one of the variable yij or zij consistent
with the primed variable selected from ρ. Hence the assignment xi = 1 if yij ∈ t and
xi = 0 if zij ∈ t satisfies (x).
It only remains to prove that f is not a read-once function when (x) is satisfiable.
Assume without loss of generality that the variable x1 appears in clause 1. Let
us define a maxterm c of f by c = {y′11, z′11}
⋃
i∈[n],j∈[m]{yij , y′ij } and consider the
minterm t of f corresponding to a satisfiable assignment xˆ of  as defined above. It
is easy to see that |t ∩ c| > 1 since for any literal xi appears in clause j such that
xˆi = 1, t would contain both yij and y′ij . Hence f is not a read-once function because
of Theorem 1. Note that it is read-2 since we have (3) as its read-2 representation. 
Since f in (3) is compose of two read-once formulae, Lemma 2 also implies the
hardness of determining if a given monotone formula is disjunction of two read-once
formulae.
Corollary 2 It is NP-hard to decide whether a given disjunction of two monotone
read-once functions is a read-once function.
A weaker form of Corollary 2 can be deduced from the constructions in Gurvich
and Khachiyan (1999) and Boros et al. (2008), which can be used to show that NP-
hardness of deciding if a given read-3 monotone formula is actually read-once.
Another interesting problem for which we get a hardness result as a corollary of
Lemma 2 is the problem of generating all minterms or maxterms of given monotone
Boolean formula. Note that the problem can be solved in polynomial time (Golumbic
and Gurvich 2010) when the input formula is read-once.
Lemma 3 Let F be the class of monotone Boolean formulae in which each variable
appears at most twice. For a formula f ∈ F , let C and D denote the sets of the
maxterms and the minterms of f , respectively.
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(i) Given a formula f ∈ F and a subset C′ of C, it is coNP-complete to decide
whether C′ = C.
(ii) Similarly, for a formula f ∈ F and a subset D′ of D, it is coNP-complete to
decide whether D′ = D.
Proof Note that since the class F is closed under duality, both parts of the theorem
are equivalent. The hardness of (ii) implied immediately from Lemma 2 by setting
D′ = {t |t is a term in ψ}. The (possibly) remaining minterms in D \ D′ correspond
to satisfiable assignments of . 
In the following, we generalize the reduction introduced in (3) and get an inap-
proximability result for the problem of determining readability of given monotone
Boolean formula. We use a result Gál (2002) that gives an explicit monotone Boolean
function α on s variables such that the size of the shortest monotone formula repre-
senting α is s(log s), moreover its irredundant monotone DNF has size sO(log s). Note
that the readability of α is also s(log s), since otherwise we could represent α by a
formula with smaller then shortest possible size. We define the following reduction








ψ(y, z, y′, z′),
where the size of f ′ is 15m+ sO(log s). Note that if  is satisfiable, f ′ has readability
s(log s) by applying the same reasoning as in Lemma 2. By choosing s and m such
that m = sc1 log s and m = c2n for a suitable constants c1, c2, we get the following.
Corollary 3 There is no polynomial-time algorithm to approximate the readability
of a given monotone Boolean formula f within factor of O(n), unless P = NP.
Open Access This article is distributed under the terms of the Creative Commons Attribution Noncom-
mercial License which permits any noncommercial use, distribution, and reproduction in any medium,
provided the original author(s) and source are credited.
Appendix
Proof of the Claim 1 Assume for the rest of the proof that k ≥ 2 and m ≥ 1. We first
observe that the derivative of g with respect to k is positive and so g is increasing









k + 2(1 − (1 − x)
1− 1
k ) log(m)m1− 1k
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Only the last factor in the above equation has negative terms. Note that x = m−1+ 1k /k
is always positive and at most 1/2 when k ≥ 2 and m ≥ 1. Consequently, the term
(1 − 2x + x
k
)/(1 − x) 1k has value at most 1 and so results in positive quantity when
subtracted from 1. Furthermore, the factor log(1−x) is negative and therefore makes
the last term positive as well.






















































































− 1 as m goes to infinity. 
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