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Abstract
We consider the efficient estimation of a low-dimensional parameter in an estimating equation
involving high-dimensional nuisances that depend on the parameter of interest. An important
example is the (local) quantile treatment effect ((L)QTE) in causal inference, for which the
efficient estimating equation involves as a nuisance the covariate-conditional cumulative distri-
bution function evaluated at the quantile to be estimated. Debiased machine learning (DML)
is a data-splitting approach to address the need to estimate nuisances using flexible machine
learning methods that may not satisfy strong metric entropy conditions, but applying it to
problems with parameter-dependent nuisances is impractical. For (L)QTE estimation, DML
requires we learn the whole conditional cumulative distribution function, conditioned on poten-
tially high-dimensional covariates, which is far more challenging than the standard supervised
regression task in machine learning. We instead propose localized debiased machine learning
(LDML), a new data-splitting approach that avoids this burdensome step and needs only esti-
mate the nuisances at a single initial rough guess for the parameter. For (L)QTE estimation,
this involves just learning two binary regression (i.e., classification) models, for which many
standard, time-tested machine learning methods exist, and the initial rough guess may be given
by inverse propensity weighting. We prove that under lax rate conditions on nuisances, our
estimator has the same favorable asymptotic behavior as the infeasible oracle estimator that
solves the estimating equation with the unknown true nuisance functions. Thus, our proposed
approach uniquely enables practically-feasible and theoretically-grounded efficient estimation of
important quantities in causal inference such as (L)QTEs and in other coarsened data settings.
History: First version: December 30, 2019. This version: September 10, 2020.
1 Introduction
In this paper, we consider estimating the parameters θ∗ = (θ∗1, θ∗2) ∈ Θ ⊆ Rd defined by the
following d-dimensional estimating equation based on observations of N independent and identically
distributed (iid) draws of a random variable Z ∼ P:
Pψ(Z; θ∗, η∗1(Z, θ∗1), η∗2(Z)) = 0, (1)
where η∗1(Z, θ1) and η∗2(Z) are two unknown nuisance functions and 0 is the zero vector in Rd. In par-
ticular, we propose a localized debiased machine learning (LDML) approach that performs similarly
to an oracle estimator with known nuisances while – and in an important departure from previous
work – avoiding estimating η∗1(Z; θ1) for all θ1 and instead only estimating it for one θ1. Our
∗Alphabetical order.
1
ar
X
iv
:1
91
2.
12
94
5v
2 
 [s
tat
.M
L]
  1
0 S
ep
 20
20
proposed method thus enables practical and efficient estimation using time-tested machine learning
methods for solving classification and regression, i.e., methods for fitting conditional expectation
functions. Examples of such methods include random forests, gradient boosting, neural networks,
among many others. In particular, since our approach will be shown to be largely insensitive to how
these conditional expectation functions are fit, we may treat these off-the-shelf machine learning
methods as a black-box regression or classification algorithms.
Preliminaries and notation. We let d1, d2 be the dimensions of θ∗1, θ∗2 respectively (d1 +d2 = d).
For f : Rd → Rm, ∂θ>f(θ) is them×d-matrix-valued function with entry ∂fi(θ)∂θj in position (i, j) and
∂θ>f(θ)|θ=θ0 is its evaluation at θ0. We let P (Z ∈ A) and E [Z | Z ∈ A] for measurable sets A denote
probabilities and expectations with respect to P. Our data are N samples {Zi}Ni=1 drawn iid from P.
We let Pf(Z) =
∫
f dP for measurable functions f denote expectations with respect to Z alone, while
we let Ef(Z;Z1, . . . , Zn) denote expectations with respect to Z and the data. Thus, if ϕˆ depends
on the data, Pf(Z; ϕˆ) remains a function of the data while Ef(Z; ϕˆ) is a number. We let PN denote
the empirical expectation: PNf(Z) = 1N
∑N
i=1 f(Zi) for any measurable function f . Moreover, for
vector-valued function f(Z) = (f1(Z), . . . , fd(Z)), we let Pf2(Z) := (Pf21 (Z), . . . ,Pf2d (Z)). For any
x ∈ Rd, we denote the open ball centered at x with radius δ as B(x; δ). For p > 0 and a probability
measure Q, we denote ‖f‖Q,p =
∫ |f |p dQ. We also use oP and OP to denote the stochastic orders
with respect to the probability measure P: for positive deterministic sequence an and random
variable sequence Xn, Xn = oP(an) if P(|Xn|/an > ) → 0 for any  > 0 and Xn = OP(an) if for
any  > 0, there exists M such that P(|Xn|/an ≥M) ≤  for sufficiently large n.
1.1 Motivating Example: Quantile Treatment Effects
A primary motivation of considering the setting of Eq. (1) is the estimation of quantile treatment
effects. In this case, we consider a population P of units, each associated with some baseline
covariates X ∈ X , two potential outcomes Y (0), Y (1) ∈ R for each of two possible treatments, and
a treatment indicator T ∈ {0, 1}. Since both potential outcomes are included in this description,
we refer to P as the complete-data distribution. We are interested in the γ-quantile of Y (1): the θ∗1
such that P(Y (1) ≤ θ∗1) = γ (assuming existence and uniqueness), where γ ∈ (0, 1). And, similarly
we are interested in the quantile of Y (0) and in the difference of the quantiles, known as the quantile
treatment effect (QTE), but these estimation questions are analogous so for brevity we focus just on
θ∗1, the γ-quantile of Y (1) (see also Remark 4). Compared to the average outcome and the average
treatment effect (ATE), the quantile of outcomes and the QTE provide a more robust assessment
of the effects of treatment that accounts for the risk to the population to be treated and are very
important quantities in program evaluation.
We do not observe the potential outcomes but instead only the realized factual outcome correspond-
ing to the assigned treatment, Y = Y (T ). Therefore, our data consists of Z = (X,T, Y ), whose
distribution P is given by coarsening P via Y = Y (T ). Ignorable treatment assignment with respect
to X assumes that Y (1) ⊥ T | X (i.e., no unobserved confounders) and overlap assumes that
P(T = 1 | X) > 0, and these ensure that θ∗1 is identifiable from observations of Z. Specifically, a
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straightforward identification is given by the so-called inverse propensity weighting (IPW) equation:
PψIPW(Z; θ∗1, η∗2(Z)) = 0, (2)
where ψIPW(Z; θ1, η2(Z)) = I [T = 1] I [Y ≤ θ1] /η2(Z)− γ,
η∗2(Z) = P (T = 1 | X) .
In particular, estimating η∗2 by some ηˆ2 and letting θˆIPW1 solve
1
N
∑N
i=1 ψ
IPW(Zi; θ1, ηˆ2(Zi)) = 0,
we obtain the standard IPW estimator with estimated propensities. In particular, estimating η∗2
amounts to learning a conditional probability from binary classification data, for which many stan-
dard machine learning methods exist. When η∗2 satisfies very strong smoothness assumptions and is
estimated by a certain polynomial sieve estimator, the IPW estimator may be
√
N -consistent and
efficient [Firpo, 2007]. However, generally, the issue with the IPW estimator is that its convergence
rate can be slowed down by that of ηˆ2 and its error may heavily depend on the particular method
used to learn ηˆ2, prohibiting the use of general machine learning methods and potentially leading
to unstable estimates.
Instead, one can alternatively obtain the following estimating equation from the efficient influence
function for θ∗1:
Pψ(Z; θ∗1, η∗1(Z; θ∗1), η∗2(Z)) = 0, (3)
where ψ(Z; θ1, η1(Z; θ1), η2(Z)) = I [T = 1] (I [Y ≤ θ1]− η1(Z; θ1)) /η2(Z) + η1(Z; θ1)− γ,
η∗1(Z; θ1) = P (Y ≤ θ1 | X,T = 1) .
An important feature of the above is that it satisfies a property known as Neyman orthogonal-
ity : the moment Pψ(Z; θ, η1(Z; θ1), η2(Z)) has zero derivative with respect to the nuisances at
θ∗1, η∗1, η∗2. This means that the estimating equation is robust to small perturbations in the nui-
sances so that errors therein contribute only to higher-order error terms in the final estimate of
θ∗1. In particular, Chernozhukov et al. [2018] recently proposed to leverage Neyman orthogonality
to enable the use of plug-in machine learning estimates of the nuisances. Their proposal, called
debiased machine learning (DML), is as follows: split the data randomly into K folds, D1, . . . ,DK ,
and then for each k = 1, . . . ,K, use all but the kth fold to construct nuisance estimates ηˆ(k)1 , ηˆ
(k)
2 ,
and finally solve empirical estimation equation 1N
∑K
k=1
∑
i∈Dk ψ(Zi; θ, ηˆ
(k)
1 (Zi; θ1), ηˆ
(k)
2 (Zi)) = 0 to
obtain the final estimator θˆ. They prove that as long as the estimates ηˆk1 , ηˆk2 converge to η∗1, η∗2
faster than o(N−1/4), the estimate θˆ will have similar behavior to the oracle estimate that solves
1
N
∑N
i=1 ψ(Zi; θ, η
∗
1(Zi; θ1), η
∗
2(Zi)) = 0, i.e., solving the empirical estimating equation using the true
nuisance functions. As a result, the estimate θˆ is asymptotically normal and semiparametrically
efficient. Since, apart from the mild rate requirement on ηˆ(k)1 , ηˆ
(k)
2 , we assume no metric entropy
conditions, this allows one to successfully use machine learning methods to learn nuisances and
achieve asymptotically normal and efficient estimation.
The problem with this approach for estimating quantiles of outcomes (similarly, QTEs), however,
is that it requires the estimation of a very complex nuisance function: η∗1(Z; θ1) is the whole condi-
tional cumulative distribution function of a real-valued outcome, potentially conditioned on high-
dimensional covariates. While certainly nonparametric methods for estimating conditional distri-
butions exist such as kernel estimators, this learning problem is much harder to do in a flexible,
blackbox, machine-learning manner, compared to just estimating a single regression function. More-
over, in practical terms, using such estimates in solving the estimating equation will inevitably be
rather unstable. This indeed stands in stark contrast to the estimation of ATEs, where applying
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DML requires a far simpler nuisance function given by the regression of outcome on covariates
and treatment, E [Y | X,T ], for which a long list of practice-proven machine learning methods can
be directly and successfully applied in practice. The key difference is that the nuisance function in
ATE estimation does not depend on the estimand and can therefore be estimated in an independent
manner and plugged in the estimation equation whereas the nuisance function in QTE estimation
does depend on the estimand. This issue makes DML, despite its theoretical benefits, untenable in
practice for the important task of QTE estimation.
The primary goal of this paper can be understood as extending DML to effectively tackle the
case where nuisances depend on the estimand by alleviating this dependence via localization. In
particular, this will enable efficient estimation of important quantities such as QTEs in the presence
of high-dimensional nuisances by using and debiasing black-box machine learning methods for the
standard regression task.
The basic idea as it applies to the estimation of the quantile of outcomes, which we will generalize
and analyze thoroughly in the below, is as follows. While perhaps inefficient, θˆIPW1 relies only on
estimating a binary regression (η∗1). This is amenable to machine learning approaches but may have
a slow convergence rate in general. Despite this slow rate, however, this rough initial guess can
sufficiently localize our nuisance estimation and it may suffice to only estimate η∗1(Z; θˆIPW1 ), i.e.,
the nuisance evaluated at just a single point of θ1, and then use this estimated nuisance at this
initial estimate of θ∗1 in place of η∗1(Z; θ1) when solving the empirical estimating equation for θ.
For the estimation of quantile of outcomes, this means we only have to estimate the regression of
the binary response I[Y ≤ θˆIPW1 ] on X, treating θˆIPW1 as fixed. In particular, we propose a special
three-way data splitting procedure that debiases such plug-in nuisance estimates in order to obtain
an estimate for θ∗ with near-oracle performance.
1.2 Another Example: Local Quantile Treatment Effects
The same applies to the estimation of local quantiles and local QTEs (LQTEs) using an instrumental
variable (IV). If, instead of assuming ignorable treatment assignment, we have an IV W that
satisfies the identification conditions of Imbens and Angrist [1994] (namely, for potential treatments
T (w) and potential outcomes Y (t, w), we have exclusion Y (t) := Y (t, w) = Y (t, 1 − w), overlap
P(W = 1 | X) ∈ (0, 1), relevance P(T (1) = 1 | X) > P(T (0) = 1 | X), and monotonicity
T (1) ≥ T (0)), we may seek to use observations of Z = (X,W, T, Y ) to estimate the local γ-quantile
of Y (1): θ∗1 such that P(Y (1) ≤ θ∗1 | T (1) > T (0)) = γ. Similarly, we can also estimate the local
γ-quantile of Y (0) or the LQTE, being their difference. Following Belloni et al. [2017], a Neyman
orthogonal estimating equation for θ∗1 is given by
ψ(Z; θ1, η1(Z; θ1), η2(Z)) =
(
η1,1(Z; θ1)− η1,2(Z; θ1) + W
η2,1(Z)
(I [T = 1, Y ≤ θ1]− η1,1(Z; θ1))
− 1−W
1− η2,1(Z) (I [T = 1, Y ≤ θ1]− η1,2(Z; θ1))
)
× 1
η2,2
− γ, (4)
where η∗1(Z; θ1) =
[
P(T = 1, Y ≤ θ1 | X,W = 1)
P(T = 1, Y ≤ θ1 | X,W = 0)
]
,
η∗2(Z) =
[
P (W = 1 | X)
E [P (T = 1 | X,W = 1)− P (T = 1 | X,W = 0)]
]
.
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The issue again is that η∗1(Z; θ1) depends on θ1. Estimating η∗1(Z; θ1) involves estimating the whole
conditional cumulative distribution function of a real-valued outcome. (Notice η∗2 involves one
functional component and one scalar component.) Theoretically, Belloni et al. [2017] propose a
hypothetical continuum of LASSO estimators for η∗1(·; ·), but in practice they discretize the range of
θ1 a priori, and inevitably such pieced-together estimates can be unwieldy. If we set η1(Z; θ1) = (0, 0)
and plug it into ψ we instead get an IV analogue of the IPW estimate [Abadie, 2003]. While
such a pure weighting estimator involves no estimand-dependent nuisances and is consistent when
η∗2 is consistently estimated, it can be unstable and converge very slowly when η∗2,1 is estimated
nonparametrically with flexible machine learning methods. Instead, our approach will be to use
this estimate only as a rough initial guess for θ∗1, which we then use to localize the estimation of η∗1.
1.3 A General Class of Examples: Estimating Equations with Incomplete Data
More generally, we can consider parameters (θ∗1, θ∗2) defined as the solution to the following estimat-
ing equation on the (unavailable) complete data:
P[U(Y (1); θ1) + V (θ2)] = 0, (5)
for some given functions U(y; θ1) and V (θ2). Or, a local version of these:
P[U(Y (1); θ1) + V (θ2) | T (1) ≥ T (0)] = 0. (6)
Quantiles are one examples of this. Another example is conditional value at risk (CVaR) of outcomes:
θ∗2 = P[Y (1)I [F1(Y (1)) ≥ γ]]/(1−γ), where F1 is the cumulative distribution function of Y (1), that
is, the expectation of Y (1) conditioned on being above the γ-quantile (again, assuming uniqueness).
Again, we may consider the CVaR of Y (0) and the differences of CVaRs as well. Letting
U(y; θ1) =
[
I [y ≤ θ1]
max{θ1, 11−γ (y − γθ1)}
]
, V (θ2) =
[−γ
−θ2
]
,
Eq. (5) defines (θ∗1, θ∗2) as the quantile and CVaR of Y (1) (and, Eq. (6) their local versions). Yet
another example is the γ-expectile of Y (1), defined by the asymmetric least squares problem:
θ∗1 = argmin
θ1∈R
P
[|γ − I (Y (1)− θ1 ≤ 0)| (Y (1)− θ1)2] .
The first order condition of the program above gives an estimating equation for complete data:
P [U(Y (1); θ1)] = P [(1− γ) (Y (1)− θ1)− (1− 2γ) max (Y (1)− θ1, 0)] = 0. (7)
Again, we can similarly consider expectile effects and local expectiles.
Under ignorable treatment assignment and overlap, a general-purpose Neyman-orthogonal estimat-
ing equation (using the available data Z) for the estimand (θ∗1, θ∗2) defined by Eq. (5) is given by
ψ(Z; θ, η∗1(Z; θ1), η
∗
2(Z)) =
I [T = 1]
η∗2(Z)
(
U(Y ; θ1)− η∗1(Z; θ1)
)
+ η∗1(Z; θ1) + V (θ2), (8)
where η∗1(Z; θ1) = E [U(Y ; θ1) | X,T = 1] ,
η∗2(Z) = P (T = 1 | X) .
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Similarly, replacing ignorable treatment assignment with a valid IV, an analogous generalization of
Eq. (4) exists for estimating the generalized parameters defined by Eq. (6). We can also consider
estimating the parameters defined in Eq. (5) when the complete data is coarsened in other ways
such as right censoring (above the coarsening is (X,T, Y (0), Y (1)) 7→ (X,T, Y (T ))). When the
coarsening is ignorable, analogous Neyman-orthogonal estimating equations can be derived [Tsiatis,
2006].
In all of the above examples, the nuisance η∗1(Z; θ1) depends on the estimand. This occurs whether
estimating quantiles, CVaR, or expectiles (more generally, whenever U(y; θ1) is not linear in θ1) and
whether the identification is via ignorable treatment assignment, ignorable coarsening, or valid IV.
And, in such cases, learning η∗1(Z; θ1) for all θ1 is a practically difficult problem that may consist of
learning a whole conditional distribution function or a whole continuum of conditional expectation
functions with high-dimensional covariates. On the other hand, for a single, fixed θ¯1, η∗1(Z; θ¯1) is
just a single conditional expectation function, easily learned using off-the-shelf regression methods,
including many practice-proven machine learning methods.
1.4 Related Literature
Firpo [2007] first considered efficient estimation of QTE and proposed an IPW estimator based
on propensity scores estimated by a logistic sieve estimator. Under strong smoothness conditions,
this IPW estimator is
√
N -consistent and achieves the semiparametric efficiency bound, which is
reminiscent of analogous results for the IPW estimator for ATE with nonparametrically estimated
propensities [Hirano et al., 2003]. Frölich and Melly [2007] consider a weighted estimator for LQTE
with weights estimated by local linear regressions using high-order kernels and show that their es-
timator is also semiparametrically efficient. Although these purely weighted methods bypass the
estimation of nuisances that depend on the estimand, their favorable behavior is restricted to cer-
tain nonparametric weight estimators and strong smoothness requirements. Díaz [2017] proposed
a Targeted Minimum Loss Estimator (TMLE) for efficient quantile estimation under incomplete
data. Built on the efficient influence function with nuisances that depends on the quantile itself,
this estimator requires estimating a whole conditional cumulative distribution function, which as
discussed may be very challenging in practice using flexible machine learning methods. In contrast,
our proposed estimator can leverage the wide variety of flexible machine learning methods for the
standard regression task for nuisance estimation since we only require estimating conditional cumu-
lative distribution function only at a single point, which amounts to a binary regression problem.
Quantiles are often used to assess risk, sometimes referred to as shortfall or value at risk in financial
contexts. CVaR, also known as expected shortfall, is also a popular risk measure widely used in
risk management and optimization due to its convexity [Acerbi and Tasche, 2002, Rockafellar and
Uryasev, 2002]. In this paper, we consider as a special case of our method the joint estimating
equation of quantile and CVaR. Like quantiles, expectiles [Aigner et al., 1976, Newey and Powell,
1987] and M -quantiles [Breckling and Chambers, 1988] are other ways to assess asymmetric risk
and these also fit into our framework.
Besides quantile and CVaR, many efficient estimation problems involve nuisances that depends on
the estimand [e.g., Chen et al., 2005, Robins et al., 1994a, Tsiatis, 2006]. Previous approaches
estimate the whole continuum of the estimand-dependent nuisances either by positing simple para-
metric model for conditional distributions [Tsiatis, 2006, Chap 10], using sieve estimators [Chen
et al., 2005], or discretizing a hypothetical continuum of regression estimators [Belloni et al., 2017].
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In contrast, our proposed method obviates the need to estimate infinitely many nuisances by fitting
nuisances only at a preliminary estimate of the parameter of interest. Robins et al. [1994b] briefly
touched on this idea when using parametric models for nuisance estimation. Our paper rigorously
develops this approach in the debiased machine learning framework [Chernozhukov et al., 2018] and
admits flexible machine learning methods for estimating nuisances that depend on the estimand.
2 Method
We next present our methodology. We start by motivating our construction and then we state
explicitly our meta-algorithm.
2.1 Motivation
Ideally, if the nuisances η∗1 and η∗2 were both known, then Eq. (1) suggests that θ∗ could be estimated
by solving the following estimating equation:
PN [ψ(Z; θ, η∗1(Z, θ1), η∗2(Z))] = 0. (9)
Under standard regularity conditions for Z-estimation [van der Vaart, 1998], the resulting oracle
estimator θ˜ that solves Eq. (9) is asymptotically linear (and hence
√
N -consistent and asymptotically
normal):
√
N(θ˜ − θ∗) = 1√
N
N∑
i=1
J∗−1ψ(Zi; θ∗, η∗1(Zi, θ
∗
1), η
∗
2(Zi)) + oP(1), (10)
where J∗ is the following Jacobian matrix
J∗ = ∂θ> {P [ψ(Z; θ, η∗1(Z, θ1), η∗2(Z))]} |θ=θ∗ .
Furthermore, if the estimating function ψ(Z; θ, η∗1(Z, θ1), η∗2(Z)) is the semiparametrically efficient
influence function, then θ˜ also achieves the efficiency lower bound, that is, has minimal asymptotic
variance among regular estimators [van der Vaart, 1998].
Since η∗1 and η∗2 are actually unknown, the oracle estimator θ˜ is of course infeasible. Instead, we
must estimate the nuisance functions. A direct application of DML would require we learn the
whole functions η∗1 and η∗2. That is, in order to attempt to solve Eq. (9) we would need to estimate
infinitely many nuisance functions, H1 = {η∗1(·, θ1) : θ ∈ Θ}.
To avoid the daunting task of estimating infinitely many nuisances, we will instead attempt to target
the following alternative oracle estimating equation
PN [ψ(Z; θ, η∗1(Z, θ∗1), η∗2(Z))] = 0. (11)
Although Eq. (11) appears very similar to Eq. (9), it only involves η∗1(Z, θ1) at the single value
θ1 = θ
∗
1, as opposed to the infinitely many possible values for θ1. In other words, among the whole
family of nuisances H1, only η∗1(Z, θ∗1) ∈ H1 is relevant for Eq. (11). This formulation considerably
reduces the need of nuisance estimation: now we only need to estimate η∗1(Z, θ∗1) and η∗2(Z), both
functions only of Z.
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The (infeasible) estimators that solve each of Eqs. (9) and (11) have the same leading asymptotic
behavior as long as the respective associated Jacobian matrices coincide, as posited by the following
assumption, which we will show often holds for many applications and in particular holds for the
setting of estimating equations with incomplete data presented in Section 1.3.
Assumption 1 (Invariant Jacobian).
∂θ>{P [ψ(Z; θ, η∗1(Z, θ∗1), η∗2(Z))]}|θ=θ∗ = J∗. (12)
In the following proposition, we show that the critical Assumption 1 enabling this handy reformu-
lation can be guaranteed by an orthogonality condition in terms of Fréchet derivatives.
Proposition 1 (Sufficient Conditions for Invariant Jacobian). Assume that the map (θ, η1(·, θ′1)) 7→
P [ψ(Z; θ, η1(Z, θ′1), η∗2(Z))] is Fréchet differentiable at (θ∗, η∗1(·, θ∗1)). Namely, assume that there
exists a bounded linear operator Dη∗1 , such that for any (θ, η′1(·, θ′1)) within a small open neighborhoodN around (θ∗, η∗1(·, θ∗1)),
‖P [ψ(Z; θ, η′1(Z, θ′1), η∗2(Z))]− P [ψ(Z; θ∗, η∗1(Z, θ∗1), η∗2(Z))]
− ∂θ>{P [ψ(Z; θ, η∗1(Z, θ∗1), η∗2(Z))]}|θ=θ∗(θ − θ∗)−Dη∗1 [η′1(·, θ′1)− η∗1(·, θ∗1)]‖
= o(‖θ − θ∗‖) + o({P [η′1(Z, θ′1)− η∗1(Z, θ∗1)]2}1/2).
Assume further that for any (θ, η′1(·, θ′1)) ∈ N , there exists C > 0 such that
Dη∗1 [η′1(·, θ′1)− η∗1(·, θ∗1)] = 0, (13)
{P [η∗1(Z, θ′1)− η∗1(Z, θ∗1)]2}1/2 ≤ C‖θ′1 − θ∗1‖.
Then Assumption 1 is satisfied.
Here the condition in Eq. (13) is an orthogonality condition using the Fréchet derivative, which
is stronger than the Gâteaux differentiability required in Neyman orthogonality (see Eq. (19)).
Nevertheless, this condition is satisfied in many applications. For example, for our most general
example of solving an estimating equation under incomplete data given in Eq. (8), we have that
P [ψ(Z; θ, η1(Z; θ′1), η∗2(Z))] = P[U(Y (1); θ1)] +V (θ2), which does not depend on η1 at all. Thus, its
Fréchet derivative with respect to η1 trivially exists and is always 0, and therefore our Assumption 1
will be satisfied per Proposition 1. This means solving Eq. (9) or Eq. (11) will have the same
asymptotic behavior. Both, however, are infeasible oracle estimating equations as they involve
unknown nuisances. Nonetheless, Eq. (11) motivates a new algorithm that eschews estimating
η∗1(·, ·) in full.
2.2 The LDML Meta-Algorithm
Motivated by the new (infeasible) estimating equation, Eq. (11), we propose to estimate θ∗ by
the following new (feasible) three-way sample splitting method, which we term localized debiased
machine learning (LDML). The algorithm has two parts: three-way-cross-fold nuisance estimation
and solving the estimating equation. The latter part can be done in two possible ways. We therefore
present each part separately. A schematic overview of the LDML procedure is sketched in Fig. 1.
We start by discussing how we estimate the nuisances that we will then plug into Eq. (11).
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D1
D2
D3
D4
D5
ηˆ2
ηˆ1
θˆ1,init
ψ
(a) Iteration k = 1 of step 2 of Definition 1 in the
LDML meta-algorithm with K = 5,K ′ = 2 .
D2
D3
ψIPW
ηˆ2ψIPW
ηˆ2
θˆ1,init
(b) In some cases, a cross-fitted IPW esti-
mator (Definition 5) can be used for θˆ1,init.
Figure 1: Schematic representation sketching the LDML estimation procedure and a possible initial
guess estimator. Squiggly arrows “ ” denote estimation. Plain arrows “→” denote plugging in.
Definition 1 (Three-way-cross-fold nuisance estimation). Fix integers K ≥ 3 and 1 ≤ K ′ ≤ K−2.
Then:
1. Randomly permute the data indices and let Dk = {d(k − 1)N/Ke + 1, . . . , dkN/Ke}, k =
1, . . . ,K be a random even K-fold split of the data.
2. For k = 1, . . . ,K:
(a) Set Hk,1 = {1, . . . ,K ′ + I [k ≤ K ′]} \ {k}, Hk,2 = {K ′ + I [k ≤ K ′] + 1, . . . ,K} \ {k}.
(b) Use only the data in DC,1k =
{
Zi : i ∈
⋃
k′∈Hk,1 Dk′
}
to construct an initial estimator
θˆ
(k)
1,init of θ1.
(c) Use only the data in DC,2k =
{
Zi : i ∈
⋃
k′∈Hk,2 Dk′
}
to construct estimator ηˆ(k)1 (·; θˆ(k)1,init)
of the nuisance η1(·; θˆ(k)1,init), and use DC,1k ∪DC,2k to construct estimator ηˆ(k)2 of the nuisance
η2.
For illustration the first iteration of step 2 above is sketched in Fig. 1a along with the plugging in
of estimated nuisances into the estimating equation (see Definitions 2 and 3 below).
Notice that since DC,1k and DC,2k are disjoint, η∗1(·; θˆ(k)1,init) is a fixed, nonrandom function with respect
to the data DC,2k . That is, the nuisance estimation task in step 2c appears as the estimation of a
single η∗1(·; θ′1) ∈ H1 rather than the estimation of all of H1.
A natural question is, what might be a reasonable initial estimator. In the examples given in
Sections 1.1 and 1.3 (quantiles, QTEs, and general estimating equations with incomplete data),
we can use an IPW estimate for θˆ(k)1,init (see Fig. 1b and Definition 5). We discuss this in detail in
Section 5.2 where we provide sufficient conditions for such an estimate to satisfy our assumptions.
Given these nuisance estimates, we now discuss two approaches to solving the estimating equation.
The first involves averaging solutions to Eq. (11) estimated in each fold separately.
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Definition 2 (LDML1). For k = 1, . . . ,K, construct θˆ(k) by solving
1
|Dk|
∑
i∈Dk
ψ(Zi; θ, ηˆ
(k)
1 (Zi, θˆ
(k)
1,init), ηˆ
(k)
2 (Zi)) = 0. (14)
In fact, we can allow for a least-squares solution within a εN = o(N−1/2) approximation error, which
is useful if the empirical estimating equation has no solution. Namely, we let θˆk be any satisfying∥∥∥∥∥∥ 1|Dk|
∑
i∈Dk
ψ(Zi; θˆ
(k), ηˆ
(k)
1 (Zi, θˆ
(k)
1,init), ηˆ
(k)
2 (Zi))
∥∥∥∥∥∥ (15)
≤ inf
θ∈Θ
∥∥∥∥∥∥ 1|Dk|
∑
i∈Dk
ψ(Zi; θ, ηˆ
(k)
1 (Zi, θˆ
(k)
1,init), ηˆ
(k)
2 (Zi))
∥∥∥∥∥∥+ εN .
Then, we let the final estimator be
θˆ =
1
K
K∑
k=1
θˆ(k) (16)
The second approach involves solving the average of the estimate of Eq. (11) in each fold.
Definition 3 (LDML2). We let the estimator θˆ be given by solving
1
N
K∑
k=1
∑
i∈Dk
ψ(Zi; θ, ηˆ
(k)
1 (Zi, θˆ
(k)
1,init), ηˆ
(k)
2 (Zi)) = 0. (17)
Similarly, we can allow for a least-squares solution with εN = o(N−1/2) approximation error.
Namely, we let θˆ be any satisfying∥∥∥∥∥∥ 1N
K∑
k=1
∑
i∈Dk
ψ(Zi; θˆ, ηˆ
(k)
1 (Zi, θˆ
(k)
1,init), ηˆ
(k)
2 (Zi))
∥∥∥∥∥∥ (18)
≤ inf
θ∈Θ
∥∥∥∥∥∥ 1N
K∑
k=1
∑
i∈Dk
ψ(Zi; θ, ηˆ
(k)
1 (Zi, θˆ
(k)
1,init), ηˆ
(k)
2 (Zi))
∥∥∥∥∥∥+ εN .
Remark 1 (Averaging over random splitting). It is possible to use many other different ways of
splitting data. For example, in both Definitions 2 and 3 we may consider averaging more than just
K solutions or equations. For each k, we can permute over all
(
K−1
K′
)
splits of {1, . . . ,K} \ {k} into
K ′ and K−1−K ′ folds used for fitting θˆ(k)1,init and ηˆ(k)1 (·; θˆ(k)1,init), ηˆ(k)2 . Or, we could even permute over
all
∑K−2
K′=1
(
K−1
K′
)
ways to split {1, . . . ,K} \ {k} into two. Or, we can even repeat the initial random
splitting into K folds many times over and average the resulting estimates from either Definition 2
or 3, or take their median to avoid outliers, or solve the grand-mean of estimating equations. All
of these procedures can provide improved finite-sample performance in practice as they can only
reduce variance without affecting bias, and we do recommend these (see also Remark 5), but they
have no effect on the leading asymptotic behavior, which remains the same whether you use one or
more splits of the data into folds and/or one or more splits of {1, . . . ,K} \ {k} into two.
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3 Theoretical Analysis
In this section, we provide the sufficient conditions that guarantee the proposed estimator θˆ in
Definitions 2 and 3 is consistent and asymptotically normal. In particular, although the proposed
estimator relies on plug-in nuisance estimators, it is asymptotically equivalent to the infeasible
estimator Eq. (11) that uses the true nuisances, that is, it satisfies Eq. (10). While some of our
conditions are analogous to those in Chernozhukov et al. [2018], some are not and our proof takes a
different approach that enables weaker conditions for convergence rates of the nuisance estimators.
Our asymptotic normality results may be stated uniformly over a sequence of models PN for the
data generating distribution P ∈ PN . Our first set of assumptions ensure that θ∗ is reasonably
identified by the given estimating equation for all P ∈ PN . We also assume that our estimating
equation satisfies the Neyman orthogonality condition with respect a nuisance realization set TN
that contains the nuisance estimates ηˆ1(·, θˆ1,init) and ηˆ2(·) with high probability. Note that the set
TN consists of pairs of functions of the data Z alone and not of θ1. Therefore, we denote members
of the set as (η1(·, θ′1), η2(·)) ∈ TN , where η1(·, θ′1) is simply understood as a symbol representing of
some fixed function of Z alone.
Assumption 2 (Regularity of Estimating Equations). Assume there exist positive constants c1 to
c7 such that the following conditions hold for all P ∈ PN :
i. Θ contains a ball of radius c1N−1/2 logN centered at θ∗.
ii. The map (θ, η1(·, θ′1), η2) 7→ P [ψ(Z; θ, η1(Z, θ′1), η2(Z))] is twice continuously Gâteaux-differentiable.
iii. There exists a positive constant c2 such that 2‖P [ψ(Z; θ, η∗1(Z, θ∗1), η∗2(Z))] ‖ ≥ ‖J∗(θ−θ∗)‖∧c2.
iv. J∗ is non-singular and its singular values are bounded between positive constants c3 and c4.
v. the covariate matrix Σ = E
[
J∗−1ψ(Z; θ∗, η∗1(Z, θ∗1), η∗2(Z))ψ(Z; θ∗, η∗1(Z, θ∗1), η∗2(Z))>J∗
−>
]
sat-
isfies that c5 ≤ ‖Σ‖ ≤ c6.
vi. The nuisance realization set TN contains the true nuisance parameters (η∗1(·, θ∗1), η∗2(·)). More-
over, the parameter space Θ is bounded and for each (η1(·, θ′1), η2(·)) ∈ TN , the function class
Fη,θ′1 = {ψj(Z; θ, η1(Z, θ′1), η2(Z)) : j = 1, . . . , d, θ ∈ Θ} is suitably measurable and its uniform
covering entropy satisfies the following condition: for positive constants a, v, and q > 2,
sup
Q
logN(‖Fη,θ′1‖Q,2,Fη,θ′1 , ‖ · ‖Q,2) ≤ v log(a), ∀0 ≤  ≤ 1
where F1,η,θ′1 is a measurable envelope for F1,η,θ′1 that satisfies ‖F1,η,θ′1‖P,q ≤ c7.
vii. For all (η1(·, θ′1), η2(·)) ∈ TN ,
∂r
{
Pψ(Z; θ∗, η∗1(Z; θ∗1) + r(η1(Z; θ′1)− η∗1(Z; θ∗1)), η∗2(Z) + r(η2(Z)− η∗2(Z))
} ∣∣
r=0
= 0. (19)
Assumption 2 conditions i–v constitute standard identification and regularity conditions for Z-
estimation (with uniform guarantees; see also Remark 3 below). Assumption 2 condition vi requires
that ψ is a well-estimable function of θ for any fixed set of nuisances. Importantly, while it imposes
a metric entropy condition on ψ, this condition does not impose metric entropy conditions on our
nuisance estimators. The assumption is very mild as Θ is finite-dimensional, so it can be ensured
by some continuity and compactness condition. Finally, Assumption 2 condition vii is the Neyman
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orthogonality condition [Chernozhukov et al., 2018]. We will show how these conditions are ensured
in the incomplete data setting in Section 5.
Our second set of assumptions involve conditions on our nuisance estimators.
Assumption 3 (Nuisance Estimation Conditions). Assume the following conditions hold for any
P ∈ PN :
i. For some sequence of constants ∆N → 0, the nuisance estimates (ηˆ(k)1 (·, θˆ(k)1,init), ηˆ(k)2 (·)) belong
to the realization set TN for all k = 1, . . . ,K with probability at least 1−∆N .
ii. For some sequence of constants δN , τN → 0, the following conditions on the following statistical
rates rN , r′N , λ
′
N hold:
rN := sup
(η1(·,θ′1),η2)∈TN ,θ∈Θ
∥∥P [ψ(Z; θ, η1(Z, θ′1), η2(Z))]− P [ψ(Z; θ, η∗1(Z, θ∗1), η∗2(Z))]∥∥ ≤ δNτN ,
r′N := sup
θ∈B(θ∗;τN ),
(η1(·,θ′1),η2)∈TN
∥∥∥∥∥
(
P
[
ψ(Z; θ, η1(Z, θ
′
1), η2(Z))− ψ(Z; θ, η∗1(Z, θ∗1), η∗2(Z))
]2)1/2∥∥∥∥∥ ≤ δNlogN ,
λ′N = λ
′
N (θ) := sup
r∈(0,1),
(η1(·,θ′1),η2)∈TN
‖∂2rf(r; θ, η1(·, θ′1), η2)‖ ≤
(
‖θ − θ∗‖+N−1/2
)
δN ∀θ ∈ B(θ∗; τN ),
where
f(r; θ, η1(·, θ′1), η2)
= P
{
ψ
[
Z; θ∗ + r(θ − θ∗), η∗1(Z, θ∗1) + r(η1(·, θ′1)− η∗1(Z, θ∗1)), η∗2(Z) + r(η2(Z)− η∗2(Z))
]}
.
iii. The estimating equation solution approximation error in Eq. (15) or (18) satisfies εN ≤ δNN−1/2.
Here our condition on λ′N differs from the counterpart condition in Chernozhukov et al. [2018],
which also leads to a different proof strategy. Our condition and proof generally requires weaker
conditions for convergence rates of nuisance estimators. See the discussion following Theorem 3 and
in Appendix B for more details. Moreover, the constants ∆N , δN , τN are all prespecified and do not
depend on any particular instance P.
Our key result in this paper is the following theorem, which shows that the asymptotic distribution
of our estimator is similar to the (infeasible) oracle estimator solving estimating equation Eq. (9)
with known nuisances.
Theorem 1 (Asymptotic Behavior of LDML). If Assumptions 1 to 3 hold with max{N−1/2 log2N(1+
N−1/2+1/q), δNN−1/2 logN} ≤ τN ≤ δN , and max{r′N log1/2(1/r′N ), N−1/2+1/q log(1/r′N )} ≤ δN ,
then the estimator θˆ given in either Definition 2 or Definition 3 is asymptotically linear and con-
verges to a Gaussian distribution:
√
NΣ−1/2(θˆ − θ∗) = 1√
N
N∑
i=1
Σ−1/2J∗−1ψ(Zi; θ∗, η∗1(Zi, θ
∗
1), η
∗
2(Zi)) +OP(ρN )
d→ N (0, Id),
uniformly over P ∈ PN , where the asymptotic variance is
Σ = E
[
J∗−1ψ(Z; θ∗, η∗1(Z, θ
∗
1), η
∗
2(Z))ψ(Z; θ
∗, η∗1(Z, θ
∗
1), η
∗
2(Z))
>J∗−>
]
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and the remainder term satisfies that
ρN = (N
−1/2+1/q + r′N )logN + r
′
N log
1/2(1/r′N ) +N
−1/2+1/q log(1/r′N ) + δN . δN .
with OP dependent on only constants pre-specified in Assumptions 1 to 3 but not only instance-
specific constant.
Remark 2 (Uniform convergence in distribution). Theorem 1 provides a uniform convergence to
asymptotic normality (like Theorem 3.1 of Chernozhukov et al., 2018 does for DML). This means
that for any given sample size N , the asymptotic approximation in Theorem 1 is uniformly valid for
any instance P ∈ PN . Without uniformity, for any given instance P the approximation above works
well for sufficient large N , but there may always exist some bad instances for any given sample size
N such that the approximation above is inaccurate [Kasy, 2019]. Since it is unknown whether the
true data generating process could be such a bad instance for any given dataset, uniform convergence
provides stronger guarantee for finite-sample performance of our estimator.
Remark 3 (Conditions for a non-uniform result). When PN = {P} is a constant singleton, the
result in Theorem 1 yields a standard (non-uniform) convergence in distribution. When PN = {P}
much of Assumption 2 simplifies: the existence of the constants c4, c6 is trivial, the non-singularity
of J∗ is enough for c3 to exist, and θ∗ being in the interior of Θ is enough for c1 to exist. Further, we
can actually relax condition iv of Assumption 2 by allowing c5 to be zero (in which case we should
rephrase the asymptotic normality result in Theorem 1 by putting Σ on the right-hand side of the
limit rather than inverting it).
4 Variance Estimation and Inference
In the previous section we established the asymptotic normality of the LDML estimator under lax
conditions. This suggests that we can construct confidence intervals on θ if we can estimate the
asymptotic variance. In this section we provide a variance estimator and prove its consistency,
resulting in asymptotically calibrated confidence intervals. For DML, Chernozhukov et al. [2018]
provides variance estimates only for score functions ψ that are linear in θ, which already excludes
estimand-dependent nuisances. Our results are therefore notable both for handling nonlinear and
non-differetiable scores and for handling estimand-dependent nuisances.
Definition 4 (LDML variance estimator). Given θˆ from Definition 2 or 3 and an estimator Jˆ of
J∗, set
Σ̂ =
1
N
K∑
k=1
∑
i∈Dk
Jˆ−1ψ(Zi; θˆ, ηˆ
(k)
1 (Zi, θˆ
(k)
1,init), ηˆ
(k)
2 (Zi))ψ
>(Zi; θˆ, ηˆ
(k)
1 (Zi, θˆ
(k)
1,init), ηˆ
(k)
2 (Zi))Jˆ
−>.
We next establish the consistency of the Σ̂, which relies on the following assumption.
Assumption 4. For some universal positive constant C, assume
mN := sup
(η1(·,θ′1),η2)∈TN
P[‖ψ(Z; θ∗, η1(Z, θ′1), η2(Z))‖4]1/4 ≤ C.
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and ∀θ ∈ B(θ∗; τN ),
P[‖ψ(Z; θ, η∗1(Zi, θ∗1), η∗2(Zi))− ψ(Z; θ∗, η∗1(Zi, θ∗1), η∗2(Zi))‖2] ≤ C‖θ − θ∗‖2. (20)
Assume further ‖Jˆ − J∗‖ = ρJ,N . δN .
Here, Eq. (20) implies Lipschitz continuity θ 7→ ψ(Z; θ, η∗1(Z, θ∗1), η∗2(Z)) in terms of L2 norm in the
range space. This condition is much weaker than the differentiability of θ 7→ ψ(Z; θ, η∗1(Z, θ∗1), η∗2(Z)).
In fact, this condition can be satisfied even if θ 7→ ψ(Z; θ, η∗1(Z, θ∗1), η∗2(Z)) is non-differentiable as
in the estimation of QTEs (see Remark 6).
We then have the following theoretical guarantee.
Theorem 2. Suppose the assumptions in Theorem 1 and Assumption 4. Then,
Σˆ = Σ +Op(ρ
′′
N ), ρ
′′
N = N
−1/4+1/q{logN}1/2{1 +N−1/4+1/q}+ ρJ,N + r′N . δN .
Given some ζ ∈ Rd, the confidence interval CI := (ζ>θˆ ± Φ−1(1− α/2)
√
ζ>σˆ2l/N) obeys
sup
P∈PN
|P(ζ>θ∗ ∈ CI)− (1− α)| = o(1).
In Definition 4, we assumed that we have a consistent estimator Jˆ for J . How to construct such
an estimator depends on the problem. When θ 7→ ψ(Z; θ, η∗1(Z, θ∗1), η∗2(Z)) is differentiable, an esti-
mator may easily be constructed using Jˆ = 1N
∑K
k=1
∑
i∈Dk ∂θ>ψ(Z; θ, ηˆ
(k)
1 (Z, θˆ1,init), ηˆ
(k)
2 (Z))|θ=θˆ.
However, the estimation equation for QTE is not differentiable. Thus we rely on deriving the form
of J∗ and estimate it directly. We discuss the case of variance estimation for QTE in detail in
Remark 7.
Remark 4 (Estimating and Conducting Inference on Treatment Effects). Suppose we have two
sets of parameters, θ∗(0), θ∗(1), each identified by its own estimating equation, ψ(0), ψ(1), and we
are interested in estimating the difference, τ∗ = θ∗(1) − θ∗(0). For example, θ∗(0), θ∗(1) can be the
quantile and/or CVaR of Y (0), Y (1), respectively, and we are interested in the QTE and/or CVaR
treatment effect. To do this we can simply concatenate the two sets of estimating equations and
augment them with the additional set of equations θ∗(1) − θ∗(0) − τ∗ = 0. Estimating this set of
estimating equations with LDML is equivalent to applying LDML to each of ψ(0), ψ(1) and letting τˆ
be the difference of the estimates θˆ(0), θˆ(1), where we may use the same data and the same folds for
the two LDML procedures. For QTE and for other estimating equations with incomplete data (see
Section 5), we can even share the nuisance estimates of the propensity score (i.e., ηˆ(1),(k)2 = ηˆ
(0),(k)
2 in
the below equation). The variance estimate one would derive for τˆ from the augmented estimating
equations is equivalent to
Σ̂τ =
1
N
K∑
k=1
∑
i∈Dk
ωi,kω
>
i,k, where ωi,k = (Jˆ
(1))−1ψ(1)(Zi; θˆ(1), ηˆ
(1),(k)
1 (Zi, θˆ
(1),(k)
1,init ), ηˆ
(1),(k)
2 (Zi))
− (Jˆ (0))−1ψ(0)(Zi; θˆ(0), ηˆ(0),(k)1 (Zi, θˆ(0),(k)1,init ), ηˆ(0),(k)2 (Zi)).
Remark 5 (Reducing and Estimating Variance due to Random Splitting). Remark 1 suggested
various ways to average out the variation due to random splitting, including averaging multiple
runs of the LDML algorithm. This is asymptotically equivalent to just one run but we can use
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this both to improve variance estimation and to account for the variance due to random splitting.
In particular, letting θˆs, Σ̂s be the parameter and variance estimates for each run of LDML for
s = 1, . . . , S, we can let θˆmean = 1S
∑S
s=1 θˆs and Σ̂
mean = 1S
∑S
s=1(Σ̂s +
1
S (θˆs − θˆmean)(θˆs − θˆmean)>)
be the final parameter and variance estimates. Like θˆmean, the first term in Σ̂mean reduces the
variance in the estimate Σ̂s itself. The second term in Σ̂mean accounts for the variance of θˆmean due
to random splitting. Notice that the second term vanishes as S → ∞; indeed then θˆmean has no
variance due to random splitting as it is fully averaged over. Because θˆs are each consistent, it also
vanishes as N → ∞. Removing the 1S factor in the second term we can instead get an estimate of
the variance of each single θˆs, rather than of θˆmean, accounting for random splitting. This procedure
extends a similar proposal by Chernozhukov et al. [2018] for inference in linear estimation equations.
Remark 6 (Condition Eq. (20) for QTE). Since the efficient estimation equation of QTE in Eq. (3)
involves the indicator function I [Y ≤ θ1], the map θ 7→ ψ(Z; θ, η∗1(Z, θ∗1), η∗2(Z)) is obviously not
differentiable. However, the condition in Eq. (20) amounts to
P
[
I(T = 1)
P(T = 1 | X){I[Y ≤ θ1]− I]Y ≤ θ
∗
1]}2
]
≤ C(θ1 − θ∗1)2.
In Assumption 5, we will assume that P(T = 1 | X) ≥ pi. Then it is easy to verify that the condition
above is satisfied if
∣∣P(Y (1) ≤ θ1)− P(Y (1) ≤ θ∗1)∣∣ ≤ Cpi(θ1 − θ∗1)2 for any θ1 ∈ B(θ∗1; τN ).
5 Application to Estimating Equations with Incomplete Data
In this section, we apply our method and theory to the problem of general estimating equations
with incomplete data presented in Section 1.3, which subsumes the estimation of QTEs, quantile
of potential outcomes, CVaR treatment effect, CVaR of potential outcomes, expectile treatment
effect, and expectile of potential outcomes. And, as motivated in Section 1.1, in this problem there
is a very natural initial estimator: the IPW estimator. As we will show, the LDML estimate for
this problem using the IPW initial estimator can be computed using just blackbox algorithms for
regression (possibly, binary), which is the standard supervised learning task in machine learning.
And, under lax conditions, the estimate is also efficient, asymptotically normal, and amenable to
inference.
Recall θ is defined by the complete-data estimating equations in Eq. (5), namely, P[U(Y (1); θ1) +
V (θ2)] = 0. Assuming ignorability and overlap, θ is identified from the incomplete-data obser-
vations Z = (X,T, Y ) where Y = Y (T ). In particular, Eq. (8) provides a Neyman-orthogonal
estimating equation identifying θ. For better interpretability, we give our nuisances names: we
denote pi∗(t | x) = P(T = t | X = x), µ∗j (x, t; θ1) = E [Uj(Y ; θ1) | X = x, T = t], and µ∗(x, t; θ1) =
[µ∗1(x, t; θ1), . . . , µ∗d(x, t; θ1)]
>. For estimating the parameters corresponding to Y (1), our estimand-
independent nuisances are η∗2(Z) = pi∗(1 | X) (known as the propensity score) and our estimand-
dependent nuisances are η∗1(Z; θ1) = µ∗(X, 1; θ1). The case for Y (0) is symmetric; note we also
need the symmetric ignorability and overlap assumptions for identifiability: Y (0) ⊥ T | X,
P(T = 1 | X) < 1. Effects (e.g., QTEs) can be estimated by differences of estimates, where
we can use the same data, the same fold splits, and the same estimates of pi∗ for both treatments
(see Remark 4).
This problem also admits a simpler but possibly unstable (i.e., non-orthogonal) estimating equation
using IPW, which suggests a possible initial estimator for use in LDML, usingK ′ ≥ 2 in Definition 1:
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Definition 5 (IPW Initial Estimator). For each k = 1, . . . ,K and l ∈ Hk,1 as in Definition 1,
use only the data in DC,1,lk =
{
Zi : i ∈
⋃
k′∈Hk,1\{l}Dk′
}
to construct a propensity score estimator
pˆi(k,l)(1 | ·) for pi∗(1 | ·). Then let θˆ(k)1,init be given by solving the following estimating equation (or,
its least squares solution up to approximation error of N ):
1
|DC,1,lk |
∑
l∈Hk,1
∑
i∈Dl
ψIPW(Zi; pˆi
(k,l)) = 0, where ψIPW(Z;pi) =
I(T = 1)
pi(1 | X)U(Y ; θ1) + V (θ2).
Then, to compute the LDML estimate for estimating equations with incomplete data using the IPW
initial estimate one need only specify estimators for pi∗(1 | ·) (to be used both on DC,1,lk and on
DC,2k ) and for µ∗(·, 1; θ′1) (to be used on on DC,2k ). Note that, for given a fixed θ′1, both pi∗(1 | ·) and
µ∗(·, 1; θ′1) are conditional expectations of observables given X. This means that the LDML estimate
for estimating equations with incomplete data using the IPW initial estimate can be computed given
just blackbox algorithms for (possibly, binary) regression.
5.1 Theoretical Analysis
In this section, we characterize the LDML estimate for estimating equations with incomplete data.
First, we apply Theorem 1 to study the estimate with generic initial estimator. Then, we show the
IPW initial estimator can satisfy the conditions of the results.
We first assume a strong form of the overlap condition and specify the convergence rates of the
initial estimator and nuisance estimators used.
Assumption 5 (Strong Overlap). Assume that there exists a positive constant εpi > 0 such that
for any P ∈ PN , pi(t | X) ≥ εpi almost surely for t = 1.
Assumption 6 (Nuisance Estimation Rates). Assume that for any P ∈ PN , for t = 1: condition i
of Assumption 3 holds for a sequence of constants ∆N → 0; with probability at least 1−∆N ,∥∥∥∥∥
{
P
[
µˆ(k)
(
X, t; θˆ
(k)
1,init)
)
− µ∗
(
X, t; θˆ
(k)
1,init)
)]2}1/2∥∥∥∥∥ ≤ ρµ,N ,{
P
[
pˆi(k)(t | X)− pi∗(t | X)
]2}1/2 ≤ ρpi,N , ‖θˆ(k)1,init − θ∗‖ ≤ ρθ,N ;
and pˆi(k)(t | X) ≥ εpi almost surely.
The following theorem establishes that the asymptotic distribution of our proposed estimator is
similar to the (infeasible) one that solves the semiparametric efficient estimating equation Eq. (8)
with known nuisances.
Theorem 3 (LDML for Estimating Equations with Incomplete Data). Let the estimator θˆ be given
by applying either Definition 2 or Definition 3 to the estimating equation in Eq. (8). Suppose
Assumptions 5 and 6 hold. Moreover, suppose that there exist positive constants c′, C, and c1 to c7
such that for any P ∈ PN the following conditions hold:
i. Conditions i (with c1), ii, v (with c5, c6), and vi (with c7) of Assumption 2 for the estimating
equation in Eq. (8).
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ii. Condition iii of Assumption 3.
iii. For t = 1 and j = 1, . . . , d, θ 7→ P [Uj(Y (t); θ1) + V (θ2)] is differentiable at any θ in a compact
set Θ, and each component of its gradient is Lipschitz continuous at θ∗ with Lipschitz constant
c′. Moreover, for any θ ∈ Θ such that ‖θ − θ∗‖ ≥ c3
2
√
dc′
, 2‖P [U(Y (t); θ1) + V (θ2)] ‖ ≥ c2.
iv. The singular values of ∂θ>P [U(Y (t); θ1) + V (θ2)] |θ=θ∗ are bounded between c3 and c4.
v. For any θ ∈ B(θ∗; 4C
√
dρpi,N
δNεpi
) ∩ Θ, r ∈ (0, 1), and t = 1, there exist functions h1(x, t, θ1) and
h2(x, t, θ1) such that almost surely∣∣∂rµ∗j (X, t; θ∗1 + r(θ1 − θ∗1))∣∣ ≤ h1(X, t, θ1), ∣∣∂2rµ∗j (X, t; θ∗1 + r(θ1 − θ∗1))∣∣ ≤ h2(X, t, θ1),
and P [h1(X, t, θ1)] <∞, P [h2(X, t, θ1)] <∞.
vi. For j = 1, . . . , d and t = 1:{
P
[
µ∗j (X, t; θ1)
]2}1/2 ≤ C, for any θ ∈ Θ, (21)∥∥∥∥{P [∂θ1µ∗j (X, t; θ1)]2}1/2∥∥∥∥ ≤ C, σmax (P∂θ1∂θ>1 µ∗j (X, t; θ1)) ≤ C, σmax (∂θ2∂θ>2 Vj(θ2)) ≤ C,{
P
[
µ∗j (X, t; θ1)− µ∗j (X, t; θ∗1)
]2}1/2 ≤ C‖θ1 − θ∗1‖ for any θ ∈ B(θ∗; max{4C√dρpi,NδNεpi , ρθ,N}) ∩Θ,
where P∂θ1∂θ>1 µ
∗
j (X, t; θ1) is a d1× d1 matrix whose (k1, k′1) entry is P
[
∂θ1,k′1
∂θ1,k1µ
∗
j (X, t; θ1)
]
,
and ∂θ2∂θ>2 Vj(θ2) is a d2 × d2 matrix whose (k2, k
′
2) entry is ∂θ2,k′2
∂θ2,k2Vj(θ2).
vii. ρpi,N (ρµ,N + Cρθ,n) ≤ ε
3
pi
3 δNN
−1/2, ρpi,N ≤ δ
3
N
logN , and ρµ,N + Cρθ,N ≤
δ2N
logN , δN ≤ 4C
2
√
d+2εpi
ε2pi
,
and δN ≤ min{ ε
2
pi
8C2d
logN,
√
ε3pi
2C
√
d
log1/2N}.
Then
√
NΣ−1/2(θˆ − θ∗) = 1√
N
N∑
i=1
Σ−1/2J∗−1ψ(Zi; θ∗, η∗1(Zi, θ
∗
1), η
∗
2(Zi)) +OP (ρN )
d→ N (0, Id), (22)
uniformly over P ∈ PN , where ψ(Z; θ∗, η∗1(Z; θ), η∗2(Z)) is given in Eq. (8) and Σ and ρN are given
in Theorem 1.
An analogous result for the estimating equations involving Y (0) holds when we change t = 1 to
t = 0 everywhere in Assumptions 5 and 6 and Theorem 3. See Remark 4 regarding estimation of
the difference of the parameters (i.e., the treatment effects) and inference thereon.
In Theorem 3, condition iii and condition iv guarantee the identification condition iii and iv in
Assumption 2. Condition v enables exchange of integration and interval, which together with
conditions vi and vii imply the rate condition ii in Assumption 3. We note that if we directly
follow the proof of Theorem 3.3 in Chernozhukov et al. [2018], we need to additionally assume that
ρpi,N = o(N
−1/4) to reach the same conclusion (see Appendix B for comparison of proof techniques).
In contrast, our proof technique circumvents the extra condition ρpi,N = o(N−1/4).
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5.2 IPW Initial Estimator
Next, we show that the IPW initial estimator given in Definition 5 can satisfy the conditions on
θˆ1,init in Assumption 6.
Proposition 2 (IPW Initial Estimator Rate). For k = 1, . . . ,K, let the initial estimator θˆ(k)1,init be
constructed according to Definition 5. If the following conditions hold for t = 1:
i. For each k ∈ {1, . . . ,K} and l ∈ Hk,1, pˆi(k,l) satisfies the same conditions as for pˆi(k) in As-
sumption 6.
ii. Conditions iii, iv and Eq. (21) in Theorem 3 hold.
iii. There exists a nuisance realization set ΠN that contains the true propensity score pi∗ and also
the propensity score estimators pˆi(k,l) with at least probability 1 −∆N . Moreover, any pi ∈ ΠN
satisfies that pi(t | X) ≥ pi.
iv. For each pi ∈ ΠN , the function class Gpi =
{
I[T=t]
pi(t|X)Uj(Y ; θ1) + Vj(θ2) : j = 1, . . . , d, θ ∈ Θ
}
is suitably measurable and its uniform covering entropy satisfies the following condition: for
positive constants a′, v′ and q′ > 2,
sup
Q
logN(‖Gpi‖Q,2,Gpi, ‖ · ‖Q,2) ≤ v′ log(a′), ∀0 ≤  ≤ 1
where Gpi is a measurable envelope for Gpi. There exist constants c8, c9 such that for any P ∈ PN ,
‖Gpi‖P,q′ ≤ c8 and supθ∈Θ,pi∈ΠN ‖ I[T=t]pi(t|X)Uj(Y ; θ1) + Vj(θ2)‖P,2 ≤ c9.
v.
(
K′
N
)1/2
log
(
K′
N
)
+
(
K′
N
)1− 1
q′
log
(
K′
N
)
≤ δNρpi,N ;
Then there exists a constant c that only depends on pre-specified constants in the conditions such
that with probability 1− c (logN)−1,
ρθ,N ≤ 2
c3
(
C
√
d
pi
+ 1
)
ρpi,N .
As discussed above, we need not require the condition ρpi,N = o(N−1/4) in the general setting.
However, in the special case when we construct θˆ1,init using the IPW initial estimator and we
impose the same rates on the propensity nuisance estimators used for constructing the IPW initial
estimator and those used for constructing the final LDML estimator (condition i of Proposition 2),
we may essentially be imposing this condition. This is because condition vii of Theorem 3 requires
ρpi,Nρθ,N = O(N
−1/2δN ) while Proposition 2 gives ρθ,N = OP (ρpi,N ). Thus, unless ρθ,N is somehow
even faster than ρpi,N , we must have ρθ,N P ρpi,N = oP (N−1/4).
But indeed we do not require this condition in general. One way to avoid it may be to use another
initial estimator, such as one based on estimates of the whole conditional distribution of Y | T = 1, X
or using (non-localized) DML.
5.3 Quantile and CVaR
Now we consider estimating quantile based on the semiparametrically efficient estimating equation in
Eq. (3), or estimating quantile and CVaR simultaneously. Instantiating Eq. (8) for the simultaneous
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estimation of quantile and CVaR and rearranging, we obtain the following estimating equation:
ψ(Z; θ, η∗1(Z; θ1), η
∗
2(Z)) =
I [T = 1]
η∗2(Z)
[
I[Y ≤ θ1]− η∗1,1(Z; θ1)
1
1−γ
(
max(Y − θ1, 0)− η∗1,2(Z; θ1)
)] (23)
+
[
η∗1,1(Z; θ1)− γ
θ1 +
1
1−γ η
∗
1,2(Z; θ1)− θ2
]
,
where η∗1(Z; θ1) =
[
P (Y ≤ θ1 | X,T = 1)
E [max(Y − θ1, 0) | X,T = 1]
]
,
η∗2(Z) = P (T = 1 | X) .
We use Ft(· | x) and Ft(·) to denote the conditional and unconditional cumulative distribution
function of Y (t), respectively: for any y, Ft(y | x) = P(Y (t) ≤ y | X = x) and Ft(y) = P(Y (t) ≤ y).
The following propositions give the asymptotic behavior of our proposed estimators for quantile
only and for quantile and CVaR. This conclusion is proved by verifying all conditions in Theorem 3.
Proposition 3 (LDML for Quantile). Suppose Assumptions 5 and 6 hold. Suppose moreover there
exist positive constants c′1, c′2, c′3 and C ≥ 1, such that for any P ∈ PN , the following conditions hold
for t = 1:
i. Condition i and condition vii in Theorem 3 for the estimating equation in Eq. (3) and the
corresponding nuisance estimators, and that the parameter space Θ is compact.
ii. Ft(θ1) is twice differentiable with derivatives c′1 ≤ ft(θ1) ≤ c′2 and f˙t(θ1) ≤ c′3 at any θ ∈ Θ.
iii. At any θ ∈ B(θ∗; max{4C
√
dρpi,N
δNεpi
, ρθ,N}) ∩ Θ , Ft(θ1 | X) is twice differentiable almost surely
with first two order derivatives ft(θ1 | X) and f˙t(θ1 | X) that satisfy ft(θ1 | X) ≤ C and∣∣∣f˙t(θ1 | X)∣∣∣ ≤ C almost surely.
Then
√
NΣ−1/2(θˆ − θ∗) = 1√
N
N∑
i=1
Σ−1/2J∗−1ψ(Zi; θ∗, η∗1(Zi, θ
∗
1), η
∗
2(Zi)) +OP (ρN )
d→ N (0, Id),
uniformly over P ∈ PN , where ψ(Z; θ∗, η∗1(Z; θ∗1), η∗2(Z)) is given in Eq. (3) and J∗ = ft(θ∗1).
Remark 7 (Estimating ft(θ∗1) for Variance Estimation). If we want to conduct inference on the
quantile or QTE using our method from Section 4, we need to estimate ft(θ∗1). We only need to
do this consistently, regardless of rate, in order to get correct asymptotic coverage. One simple
approach is to use cross-fitted IPW kernel density estimation at θˆ1:
Jˆ =
1
Nh
K∑
k=1
∑
i∈Dk
I [Ti = 1]
pˆi(k)(1 | Xi)
κ((Yi − θˆ1)/h),
where κ(u) is a kernel function such as κ(u) = (2pi)−1/2 exp(−u2/2) and h → 0 is a bandwidth.
Under Assumption 5, h  N−1/5 would be the optimal bandwidth. While this together with
any consistent estimate pˆi(k) suffices for asymptotic coverage, the estimate may be unstable. It is
therefore recommended to use self-normalization by dividing the above by 1n
∑K
k=1
∑
i∈Dk
I[Ti=1]
pˆi(k)(1|Xi)
and to potentially clip propensities.
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We could hypothetically also apply LDML to estimate ξ = E[κ((Y (1) − θ∗1)/h)]/h by augmenting
the quantile estimating equation in Eq. (3) with one more estimating equation involving one more
estimand-dependent nuisance:
P[I [T = 1] (κ((Y (1)− θ∗1)/h)− ν∗(X, 1; θ∗1))/pi∗(1 | Xi) + ν∗(X, 1; θ∗1)− hξ] = 0
where ν∗(X, t; θ1) = E[κ((Y (1)− θ1)/h) | X,T = t].
Applying LDML to this system of two estimating equations is equivalent to: estimate θˆ1 using
LDML as before and let
ξˆ =
1
nh
K∑
k=1
∑
i∈Dk
I [Ti = 1]
pi∗(1 | Xi)(κ((Y (1)− θˆ1)/h)− νˆ
(k)(Xi, 1; θˆ
(k)
1,init)) + νˆ
(k)(Xi, 1; θˆ
(k)
1,init).
Notice that this still only involves regression tasks for nuisance estimation. Then we can use ξˆ to
estimate the component of the Jacobian relevant to the variance of just θˆ1. However, unless very
precise coverage is desired, this may be complicating matters more than needed just for variance
estimation with asymptotically correct coverage.
Proposition 4 (LDML for Quantile and CVaR). Suppose the conditions Proposition 3 hold for the
estimating equation in Eq. (23) and that{
P [E[max{Y (t)− θ1, 0} | X]]2
}1/2 ≤ C ∀θ ∈ Θ.
Then
√
NΣ−1/2(θˆ − θ∗) = 1√
N
N∑
i=1
Σ−1/2J∗−1ψ(Zi; θ∗, η∗1(Zi, θ
∗
1), η
∗
2(Zi)) +OP (ρN )
d→ N (0, Id),
uniformly over P ∈ PN , where ψ(Z; θ∗, η∗1(Z; θ∗1), η∗2(Z)) is given in Eq. (23), and
J∗ =
[
ft(θ
∗
1) 0
0 −1
]
.
Analogous conclusions for both Propositions 3 and 4 hold for Y (0) when all assumptions hold for
t = 0 instead of t = 1.
5.4 Expectiles
Next, we apply our method and analysis to estimating the γ-expectile θ1 of Y (1), as defined in
Eq. (7). Instantiating Eq. (8) for expectiles and rearranging, we get the following efficient estimating
equation from incomplete data:
ψ(Z; θ1, η
∗
1(Z; θ1), η
∗
2(Z)) =
I(T = 1)
η∗2,2(Z)
[
(1− γ) (Y − η∗2,1(Z))− (1− 2γ) (max (Y − θ1, 0)− η∗1(Z; θ1))]
+
[
(1− γ)η∗2,1(Z)− (1− 2γ)η∗1(Z; θ1)
]
, (24)
where η∗1(Z; θ1) = E [max(Y − θ1, 0) | X,T = 1] ,
η∗2(Z; θ1) =
[
E [Y | X,T = 1]
P (T = 1 | X)
]
.
The next result gives the asymptotic behavior of LDML applied to these equations.
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Proposition 5. Suppose that there exist positive constants C, c′4, such that for any P ∈ PN , the
following conditions hold for t = 1 and θ ∈ Θ:
i. Condition i and condition vii in Theorem 3 for the estimating equation in Eq. (23) and the
corresponding nuisance estimators, and that the parameter space Θ is compact.
ii. Ft(θ1) is continuous at θ∗1, and | − (1− 2γ)Ft(θ∗1)− γ| ≥ c′4. Moreover, for any θ ∈ Θ such that
‖θ − θ∗‖ ≥ c′4
2
√
d
, 2P [U(Y (1); θ1)] ≥ c′5.
iii. At any θ ∈ B(θ∗; max{4C
√
dρpi,N
δNεpi
, ρθ,N}) ∩ Θ , Ft(θ1 | X) is almost surely differentiable with
first-order derivative ft(θ1 | X), and second-order derivative f˙t(θ1 | X) ≤ C almost surely;
iv.
{
P [E [Y (t) | X]]2
}1/2 ≤ C, and {P [E[max{Y (t)− θ1, 0} | X]]2}1/2 ≤ C for any θ ∈ Θ.
Then
√
NΣ−1/2(θˆ1 − θ∗1) =
1√
N
N∑
i=1
Σ−1/2J∗−1ψ(Zi; θ∗1, η
∗
1(Zi, θ
∗
1), η
∗
2(Zi)) +OP(ρN )
d→ N (0, Id),
uniformly over P ∈ PN , where ψ(Z; θ∗1, η∗1(Z; θ∗1), η∗2(Z)) is given in Eq. (24) and J∗ = −γ − (1 −
2γ)Ft(θ
∗
1). Analogous conclusion for expectile of Y (0) holds when all assumptions above hold for
t = 0.
When constructing confidence intervals, we only need to estimate Ft(θ∗1) to estimate J∗. This can be
easily estimated by the inverse propensity reweighted estimator 1N
∑
k
∑
i∈Dk
I[Ti=t]
pˆi(k)(t|Xi)I
[
Y ≤ θˆ1
]
,
or an imputation estimator based on µˆ(k) or a doubly robust estimator that uses both pˆi(k) and µˆ(k).
6 Local Quantile Treatment Effect
In this section, we consider estimating the local quantile treatment effect using an IV by applying
LDML to the efficient estimation equation ψ (Z; θ1, η1(Z; θ1), η2(Z)) given in Eq. (4). For better
readability, we denote the event of being a complier as C = I [T (1) > T (0)], the scaler nuisance
as ν∗ = η∗2,2 = E [P (T = 1 | X,W = 1)− P (T = 1 | X,W = 0)], and the functional nuisances as
p˜i∗(X) = P(W = 1 | X), µ˜∗w(X; θ1) = P (T = 1, Y ≤ θ1 | X,W = w) for w = 0, 1. We fit nui-
sance estimators for the function nuisance parameters based on the sample-splitting scheme given
in Definition 1, which we denote as ˆ˜pi(k)(X) and ˆ˜µ(k)(X; θˆ1,init) = (ˆ˜µ
(k)
1 (X; θˆ1,init),
ˆ˜µ
(k)
0 (X; θˆ1,init))
respectively for k = 1, . . . ,K. For ν∗, any consistent estimator νˆ would do – it can but does not
have to be estimated by cross-fitting.
We next assume a strong form of the overlap and relevance assumptions and specify the convergence
rates of the initial estimator and nuisance estimators used.
Assumption 7 (IV Assumptions). Assume that there exists a positive constant  > 0 such that
for any P ∈ PN , for t = 1, p˜i(X) ≥  and P(T = 1 | X,W = 1) − P(T = 1 | X,W = 0) ≥  almost
surely.
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Assumption 8 (Nuisance Estimation Rates). Assume that for any P ∈ PN and for t = 1: with
probability at least 1−∆N ,∥∥∥∥∥
{
P
[
ˆ˜µ(k)w
(
X; θˆ
(k)
1,init)
)
− µ˜∗
(
X; θˆ
(k)
1,init)
)]2}1/2∥∥∥∥∥ ≤ ρ˜µ,N , w = 0, 1{
P
[
ˆ˜pi(k)(X)− p˜i∗(X)
]2}1/2 ≤ ρ˜pi,N , ‖θˆ(k)1,init − θ∗1‖ ≤ ρ˜θ,N , |νˆ − ν∗| ≤ ρν,N .
and ˆ˜pi(k)(t | X) ≥  and νˆ ≥  almost surely.
Proposition 6. Fix t = 1 and let Θ be a compact set. Suppose that there exist constants c′, C such
that the following conditions hold for any instance P ∈ PN :
1. For any θ1 ∈ Θ, the conditional distribution function of Y (t) for compliers, denoted as Ft(θ1 |
C), is twice continuously differentible, and its derivative ft(θ1 | C) satisfies that ft(θ1 | C) ∈
[c3, c4] and f˙t(θ1 | C) ≤ c′.
2. At any θ1 ∈ B(θ∗1; max{8Cρpi,NδN 2 , ρθ,N}) ∩ Θ , the conditional distribution function of Y (t) for
compliers given X, denoted as Ft(θ1 | X), is twice differentiable almost surely with first two
order derivatives ft(θ1 | X) and f˙t(θ1 | X) that satisfy ft(θ1 | X) ≤ C and
∣∣∣f˙t(θ1 | X)∣∣∣ ≤ C
almost surely.
3. The nuisance estimator convergence rates satisfy that ρpi,N ≤ δ
3
N
logN , ρµ,N + Cρθ,N ≤
δ2N
logN ,
ρν,N ≤ δ
2
N
logN ,
δ2N
logN ≤ 
4
4C , ρpi,N (ρµ,N + Cρθ,n) ≤ 
4
6 δNN
−1/2 with δN satisfying that δN ≤
2
8C2+11
, δNlogN ≤ 
3
16C2
.
Then
√
NΣ−1/2(θˆ − θ∗) = 1√
N
N∑
i=1
Σ−1/2J∗−1ψ(Zi; θ∗, η∗1(Zi, θ
∗
1), η
∗
2(Zi)) +OP(ρN )
d→ N (0, Id),
uniformly over P ∈ PN , where ψ(Z; θ∗, η∗1(Z; θ∗1), η∗2(Z)) is given in Eq. (4) and J∗ = ft(θ∗1 | C).
Remark 8 (Constructing νˆ and θˆ1,init). The scalar nuisance ν∗ constitutes the ATE of the IV on
treatment assignment. Proposition 6 requires an extremely weak rate condition on its estimate νˆ,
essentially just requiring a consistent estimator. Therefore, any consistent ATE estimator may be
used, such as IPW. For concreteness, we suggest to use DML to estimate νˆ. Namely, we also cross-fit
estimates pˆi(k) for pi∗(X,W ) = P (T = 1 | X,W ) and we let
νˆ =
1
N
K∑
k=1
∑
i∈Dk
(
Wi − ˆ˜pi(k)(Xi)
ˆ˜pi(k)(Xi)(1− ˆ˜pi(k)(Xi))
(
Ti − pˆi(k)(Xi,Wi)
)
+ pˆi(k)(Xi, 1)− pˆi(k)(Xi, 0)
)
.
As mentioned in Section 1.2, for θˆ1,init we can use a weighting estimator analogous to cross-fitted
IPW (Definition 5): plug η1(Z; θ1) = (0, 0) into Eq. (4) and cross-fit η2.
Remark 9 (Estimating ft(θ∗1 | C) for Variance Estimation). If we want to use our variance estimator
from Section 4, we need to estimate J∗ = ft(θ∗1 | C). We can follow a similar approach as in Remark 7
and use a kernel estimator. Namely, we can let
Jˆ =
1
νˆNh
K∑
k=1
∑
i∈D
Wi − ˆ˜pi(k)(Xi)
ˆ˜pi(k)(Xi)
(
1− ˆ˜pi(k)(Xi)
)I [Ti = t]κ((Yi − θˆ1)/h).
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γ K LASSO Neural Net Boosting Raw
25%
5 1117.1 (209.0) 1406.0 (241.4) 1016.1 (212.6)
1500.0 (245.9)15 1260.8 (198.7) 1483.8 (262.4) 1085.3 (223.6)
25 1353.4 (209.9) 1571.2 (264.1) 1125.9 (219.3)
50%
5 7294.9 (1029.4) 8528.5 (1167.5) 5267.0 (907.6)
8977.5 (414.7)15 8203.7 (1055.2) 8564.7 (1172.9) 5795.8 (982.7)
25 8777.1 (1087.8) 9134.2 (1205.6) 6086.0 (1030.2)
75%
5 19639.2 (5755.7) 26737.8 (5489.0) 15430.2 (5008.8)
29667.8 (1348.4)15 23748.7 (5290.8) 26783.9 (5550.4) 17127.1 (5272.4)
25 26170.4 (5214.8) 29337.0 (5831.6) 18488.9 (5513.9)
Table 1: The QTE of 401(k) eligibility in dollars (and standard error) estimated by LDML using
different regression methods, and raw unadjusted differences of marginal quantiles by eligibility.
γ K LASSO Neural Net Boosting Raw
25%
5 1739.5 (226.4) 1774.5 (259.4) 1526.0 (248.6)
4184.0 (374.0)15 1695.2 (220.2) 1807.3 (267.8) 1462.3 (240.4)
25 1676.5 (220.0) 1938.4 (268.9) 1410.6 (235.9)
50%
5 8934.5 (598.7) 8925.7 (660.8) 7590.4 (586.7)
15049.0 (667.8)15 9270.6 (604.3) 8511.0 (669.4) 7645.4 (573.1)
25 9418.6 (607.5) 8653.4 (667.3) 7631.5 (561.4)
75%
5 23107.3 (1713.7) 26738.1 (1929.6) 20709.8 (2043.4)
38586.5 (1707.1)15 24196.6 (1529.4) 24481.6 (2044.4) 20914.0 (1981.9)
25 24728.7 (1480.9) 25772.4 (2054.8) 20990.6 (1959.4)
Table 2: The LQTE of 401(k) participation in dollars (and standard error) estimated by LDML using
different regression methods, and raw unadjusted differences of marginal quantiles by eligibility.
7 Empirical Results
In this section, we demonstrate the use of LDML in an empirical study of the effects of 401(k)
eligibility and participation. First, we will consider estimating and conducting inference on QTEs
under ignorable treatment assignment. Second, we will consider estimating and conducting inference
on LQTEs using an IV.
Replication code is available at https://github.com/CausalML/LocalizedDebiasedMachineLearning.
7.1 Effect of 401(k) Eligibility on Net Financial Assets
We use data from Chernozhukov and Hansen [2004] to estimate the QTEs of 401(k) retirement plan
eligibility on net financial assets. Eligibility for 401(k) (here considered the treatment, T ) is not
randomly assigned, but is argued in Chernozhukov and Hansen [2004] to be ignorable conditioned
on certain covariates: age, income, family size, years of education, marital status, two-earner house-
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hold status, availability of defined benefit pension plan to household, IRA participation, and home
ownership status. Net financial assets (the outcome, Y ) are defined as the sum of IRA and 401(k)
balances, bank accounts, and other interest-earning accounts and assets minus non-mortgage debt.
While Chernozhukov and Hansen [2004] considered controlling for these in a low-dimensional linear
specification, it is not clear whether such is sufficient to account for all confounding. Consequently,
Belloni et al. [2017] considered including higher-order terms and interactions, but needed to theo-
retically construct a continuum of LASSO estimates, discretize these in practice, and may not be
able to use generic black-box regression methods. Finally, Chernozhukov et al. [2018] considered
using generic machine learning methods, but only tackled ATE estimation.
In contrast, we will use LDML to estimate and conduct inference on the QTEs of 401(k) eligibility
on net assets using a variety of flexible black-box regression methods. First, to understand the effect
of different choices in the application of LDML to the problem, we consider estimating the 25%,
50%, and 75% QTE while varying K in {5, 15, 25} and varying the nuisance estimators. We consider
estimating both propensities (η∗2) and conditional probabilities (η∗1) with each of: boosting (using
R package gbm), LASSO (using R package hdm), and a one-hidden-layer neural network (using R
package nnet). For LASSO, we use a 275-dimensional expansion of the covariates by considering
higher-order terms and interactions. In each instantiation of LDML, we construct folds so to ensure
a balanced distribution of treated and untreated units, we letK ′ = (K−1)/2, we use the IPW initial
estimator for θˆ1,init, we normalize propensity weights to have mean 1 within each treatment group,
we use estimates given by solving the grand-average estimating equation as in Definition 3, and
for variance estimation we estimate J∗ using IPW kernel density estimation as in Remark 7. The
solution to the LDML-estimated empirical estimating equation must occur at an observed outcome
Yi and that we can find the solution using binary search after sorting the data along outcomes. We
re-randomize the fold construction and repeat each instantiation 100 times. We then remove the
outlying 2.5% from each end and report θˆmean, Σ̂mean as in Remark 5. The resulting estimates and
standard errors are shown in Table 1.
As can be seen, the estimates are overall roughly stable across methods and across K. Boosting
appear the most sensitive to changing K and may see the most benefit from a larger value, while
LASSO and neural net are mostly invariant to K, especially for K ≥ 15. Notably the standard
errors are also stable.
Next, we consider estimating a range of QTEs. We focus on nuisance estimation using LASSO and
fix K = 15. We then estimate the 10%, 11%, . . . , 89%, and 90% quantiles and QTEs. We plot the
resulting LDML estimates with 90% confidence intervals in Fig. 2a and compare these to the raw
unadjusted marginal quantiles within each treatment group.
7.2 Effect of 401(k) Participation on Net Financial Assets
Next, we estimate the effect of 401(k) participation on net assets. Participation in a 401(k) plan
(here considered the treatment, T ) is not randomly assigned: individuals with a preference for
saving may save more in non-retirement accounts than others whether they were to participate in
retirement savings or not. There may be many other confounding factors, such as the possibility
of higher financial acumen of savers leading to higher net worth otherwise. It is unlikely that we
can control for all these factors using observable covariates. Instead, we rely on instrumenting
on eligibility since, as argued in Section 7.1, eligibility is ignorable given covariates. Additionally,
one cannot participate if one is ineligible, ensuring monotonicity, and some eligible individuals do
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Figure 2: LDML estimates of a range of (local) quantiles and (L)QTEs with confidence 90% intervals
and comparison to raw unadjusted marginal quantiles by treatment group.
participate, ensuring relevance. Assuming that eligibility cannot affect net assets except through
its effect on participation, we have that eligibility for a 401(k) (here considered as W ) is valid IV.
We can therefore use it to estimate local quantiles by and LQTEs of 401(k) Participation on the
population of individuals that would participate if eligible.
We use LDML applied to the Neyman orthogonal estimating equation Eq. (4). Again, we consider
the impact of different choices in the application of LDML. We repeat the same specification as
above, using each possible nuisance estimator to fit instrument propensities (η∗2) and conditional
probabilities (η∗1). We use the same nuisance estimator to also fit treatment propensities given
instrument and use together with estimates of instrument propensities to estimate ν∗ using DML.
We display the results for the 25%, 50%, and 75% quantiles while varying K and the nuisance
estimators in Table 2. The qualitative results regarding the stability of LDML across methods and
K remain the same. Then, focusing as before on nuisance estimation using LASSO and on K = 15,
we also estimate a range of local quantiles and QTEs, which we plot along with 90% confidence
intervals in Fig. 2b. Again, we compare to the raw unadjusted marginal quantiles within each
treatment group.
8 Conclusion
In many causal inference and missing data settings, the efficient influence function involves nuisances
that depend on the estimand of interest. A key example provided was that of QTE under ignorable
treatment assignment and LQTE estimation using an IV, where in both cases the efficient influence
function depends on the conditional cumulative distribution function evaluated at the quantile of
interest. This structure, common to many other important problems, makes the application of
25
existing debiased machine learning methods difficult in practice. In quantile estimation, it requires
we learn the whole conditional cumulative distribution function. To avoid this difficulty, we proposed
the LDML approach, which localized the nuisance estimation step to an initial bad guess of the
estimand. This was motivated by the fact that under a Fréchet-derivative orthogonality condition
the oracle estimating equation is asymptotically equivalent to one where the nuisance is evaluated
at the true parameter value, which our localization approach targets. Assuming only standard
identification conditions, Neyman orthogonality, and lax rate conditions on our nuisance estimates,
we proved the LDML enjoys the same favorable asymptotics as the oracle estimator that solves
the estimating equation with the true nuisance functions. This newly enables the practical efficient
estimation of important quantities such as QTEs using machine learning.
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Appendices
A Proofs
A.1 Proof for Section 2
Proof for Proposition 1. For any θ = (θ1, θ2) such that (θ, η∗1(·, θ)) ∈ N , the asserted Fréchet differ-
entiability and orthogonality condition imply that
‖P [ψ(Z; θ, η∗1(Z, θ1), η∗2(Z))]− P [ψ(Z; θ∗, η∗1(Z, θ∗1), η∗2(Z))]
− ∂θ{P [ψ(Z; θ, η∗1(Z, θ∗1), η∗2(Z))]}|θ=θ∗(θ − θ∗)‖ = o(‖θ − θ∗‖).
This means that J∗ = ∂θ{P [ψ(Z; θ, η∗1(Z, θ1), η∗2(Z))]}|θ=θ∗ .
A.2 Proof for Section 3
Proof for Theorem 1. Fix any sequence {PN}N≥1 that generates the observed data (Z1, . . . , ZN )
and satisfies that PN ∈ PN for all N ≥ 1. Because this sequence is chosen arbitrarily, to prove that
the asserted conclusion holds uniformly over P ∈ PN , we only need to prove
√
NΣ−1/2(θˆ − θ∗) = 1√
N
N∑
i=1
Σ−1/2
[
J∗−1ψ(Z; θ∗, η∗1(Z, θ
∗
1), η
∗
2(Z))
]
+OPN (ρN )
d→ N (0, Id).
For k = 1, . . . ,K, we use PN,k to represent the empirical average operator based on Dk. For example,
PN,k [ψ(Z; θ∗, η∗1(Z, θ∗1), η∗2(Z))] = 1|Dk|
∑
i∈Dk ψ(Zi; θ
∗, η∗1(Zi, θ∗1), η∗2(Zi)). Analogously, PN is the
empirical average operator for the whole dataset, i.e., PNf(Z) = 1N
∑N
i=1 f(Zi). GN,k is the empiri-
cal process operator
√
N (PN,k − P). Moreover, for a given N , PN,k, PN and the population average
operator P are all derived from the underlying true distribution PN , but we supress such dependence
for ease of notations. Throughout the proof, we condition on the event (ηˆ1(·, θˆ1,init), ηˆ2(·)) ∈ TN ,
which happens with at least PN -probability 1 − ∆N according to Assumption 3 condition i. All
statements involving o(·), OPN (·) or . notations in this proof depend on only constants pre-specified
in Assumptions 2 and 3, and do not depend on constants specific to the instance PN . This should
be clear from the proof, and the fact that the maximal inequality in Lemma 6.2 of Chernozhukov
et al. [2018] only depend on pre-specified parameters. Here we prove the asymptotic distribution of
θˆ given in Definition 3 first.
Step I: Prove a preliminary convergence rate for θˆ: ‖θˆ − θ∗‖ ≤ τN with PN -probability
1− o(1). Here we prove this by showing that with PN -probability 1− o(1),∥∥∥P [ψ(Z; θˆ, η∗1(Z, θ∗1), η∗2(Z))]∥∥∥ = o(τN ) (25)
so that Assumption 2 implies that
‖J∗(θˆ − θ∗)‖ ∧ c2 = o(τN ).
Since the singular values of J∗ are lower bounded by c3 > 0, we can conclude that with PN -
probability 1− o(1), ‖θˆ − θ∗‖ ≤ τN for N exceeding an instance-independent threshold.
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In order to prove Eq. (25), we use the following decomposition:
P
[
ψ(Z; θˆ, η∗1(Z, θ
∗
1), η
∗
2(Z))
]
=
1
K
K∑
k=1
P
[
ψ(Z; θˆ, η∗1(Z, θ
∗
1), η
∗
2(Z))
]
− P
[
ψ(Z; θˆ, ηˆ
(k)
1 (Z, θˆ
(k)
1,init), ηˆ
(k)
2 (Z))
]
︸ ︷︷ ︸
(a)
+
1
K
K∑
k=1
{
P
[
ψ(Z; θˆ, ηˆ
(k)
1 (Z, θˆ
(k)
1,init), ηˆ
(k)
2 (Z))
]
− PN,k
[
ψ(Z; θˆ, ηˆ
(k)
1 (Z, θˆ
(k)
1,init), ηˆ
(k)
2 (Z))
]}
︸ ︷︷ ︸
(b)
+
1
K
K∑
k=1
{
PN,k
[
ψ(Z; θˆ, ηˆ
(k)
1 (Z, θˆ
(k)
1,init), ηˆ
(k)
2 (Z))
]
− PN,k
[
ψ(Z; θ∗, ηˆ(k)1 (Z, θˆ
(k)
1,init), ηˆ
(k)
2 (Z))
]}
︸ ︷︷ ︸
(c)
+
1
K
K∑
k=1
{
PN,k
[
ψ(Z; θ∗, ηˆ(k)1 (Z, θˆ
(k)
1,init), ηˆ
(k)
2 (Z))
]
− P
[
ψ(Z; θ∗, ηˆ(k)1 (Z, θˆ
(k)
1,init), ηˆ
(k)
2 (Z))
]}
︸ ︷︷ ︸
(d)
+
1
K
K∑
k=1
{
P
[
ψ(Z; θ∗, ηˆ(k)1 (Z, θˆ
(k)
1,init), ηˆ
(k)
2 (Z))
]
− P [ψ(Z; θ∗, η∗1(Z, θ∗1), η∗2(Z))]
}
︸ ︷︷ ︸
(e)
.
Denote
I1,k = sup
θ∈Θ
‖P [ψ(Z; θ, η∗1(Z, θ∗1), η∗2(Z))]− P
[
ψ(Z; θ, ηˆ
(k)
1 (Z, θˆ
(k)
1,init), ηˆ
(k)
2 (Z))
]
‖,
I2,k = sup
θ∈Θ
‖PN,k
[
ψ(Z; θ, ηˆ
(k)
1 (Z, θˆ
(k)
1,init), ηˆ
(k)
2 (Z))
]
− P
[
ψ(Z; θ, ηˆ
(k)
1 (Z, θˆ
(k)
1,init), ηˆ
(k)
2 (Z))
]
‖.
Then obviously,
(a) + (e) ≤ 2
K
K∑
k=1
I1,k, (b) + (d) ≤ 2
K
K∑
k=1
I2,k.
To bound (c), note that Eq. (18) implies
‖ 1
K
K∑
k=1
PN,k
[
ψ(Z; θˆ, ηˆ
(k)
1 (Z, θˆ
(k)
1,init), ηˆ
(k)
2 (Z))
]
‖
≤ inf
θ∈Θ
‖ 1
K
K∑
k=1
PN,k
[
ψ(Z; θ, ηˆ
(k)
1 (Z, θˆ
(k)
1,init), ηˆ
(k)
2 (Z))
]
‖+ εN
≤ 1
K
K∑
k=1
‖PN,k
[
ψ(Z; θ∗, ηˆ(k)1 (Z, θˆ
(k)
1,init), ηˆ
(k)
2 (Z))
]
‖+ εN .
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Thus
(c) ≤ 1
K
K∑
k=1
‖PN,k
[
ψ(Z; θˆ, ηˆ
(k)
1 (Z, θˆ
(k)
1,init), ηˆ
(k)
2 (Z))
]
‖+ 1
K
K∑
k=1
‖PN,k
[
ψ(Z; θ∗, ηˆ(k)1 (Z, θˆ
(k)
1,init), ηˆ
(k)
2 (Z))
]
‖
≤ 2
K
K∑
k=1
‖PN,k
[
ψ(Z; θ∗, ηˆ(k)1 (Z, θˆ
(k)
1,init), ηˆ
(k)
2 (Z))
]
‖+ εN
≤ 2
K
K∑
k=1
∥∥∥∥PN,k [ψ(Z; θ∗, ηˆ(k)1 (Z, θˆ(k)1,init), ηˆ(k)2 (Z))]− P [ψ(Z; θ∗, ηˆ(k)1 (Z, θˆ(k)1,init), ηˆ(k)2 (Z))] ∥∥∥∥
+
2
K
K∑
k=1
∥∥∥∥P [ψ(Z; θ∗, ηˆ(k)1 (Z, θˆ(k)1,init), ηˆ(k)2 (Z))]− P [ψ(Z; θ∗, η∗1(Z, θ∗1), η∗2(Z))]∥∥∥∥+ εN
≤ 2
K
K∑
k=1
I1,k + 2
K
K∑
k=1
I2,k + εN .
Therefore,
P
[
ψ(Z; θˆ, η∗1(Z, θ
∗
1), η
∗
2(Z))
]
≤ 4
K
K∑
k=1
I1,k + 4
K
K∑
k=1
I2,k + εN .
Note that Assumption 3 condition ii implies that I1,k ≤ δNτN and the Assumption 3 condition iii
implies that εN ≤ δNN−1/2 = o(τN ).
To bound I2,k, note that conditionally on ηˆ(k)1 (Z, θˆ(k)1,init), ηˆ(k)2 (Z), the function class Fηˆ(k),θˆ(k)1,init =
{ψj(·; θ, ηˆ(k)1 (·, θˆ(k)1,init), ηˆ(k)2 (·)) : j = 1, . . . , d, θ ∈ Θ} satisfies the asserted entropy condition in As-
sumption 2, and has envelope F
1,ηˆ(k),θˆ
(k)
1,init
that satisfies
sup
θ∈Θ
P
[
ψ(Z; θ, ηˆ
(k)
1 (Z, θˆ
(k)
1,init), ηˆ
(k)
2 (Z))
]2 ≤ P [F 2
1,ηˆ(k),θˆ
(k)
1,init
]
< Cq,c7
for a positive constant Cq,c7 that only depends on q and c7 specified in Assumption 2.
Then conditionally on θˆ1,init, ηˆ
(k)
1 (Z, θˆ
(k)
1,init), ηˆ
(k)
2 (Z), we can use Lemma 6.2 eq. (A.1) in Cher-
nozhukov et al. [2018] to prove that with PN -probability 1− o(1),
sup
θ∈Θ
GN,k
[
ψ(Z; θ, ηˆ
(k)
1 (Z, θˆ
(k)
1,init), ηˆ
(k)
2 (Z))
]
. logN(1 +N−1/2+1/q), (26)
which also holds unconditionally according to Lemma 6.1 of in Chernozhukov et al. [2018]. This
further implies that I2,k . N−1/2 logN(1+N−1/2+1/q) = o(N−1/2 log2N(1+N−1/2+1/q)) = o(τN ).
Thus
P
[
ψ(Z; θˆ, η∗1(Z, θ
∗
1), η
∗
2(Z))
]
≤ 4δNτN + 4N−1/2 logN(1 +N−1/2+1/q) + δNN−1/2 = o(τN ).
Step II: Linearization and
√
N−Consistency. In Step I, we proved that ‖θˆ − θ∗‖ ≤ τN with
PN -probability 1− o(1). Conditioned on this event, we will show that
‖
√
NPN [ψ(Z; θ∗, η∗1(Z, θ∗1), η∗2(Z))] +
√
NJ∗(θˆ − θ∗)‖
≤εNN1/2 + I3 + I4 + 1
K
K∑
k=1
I5,k, (27)
30
where
I3 := inf
θ∈Θ
√
N
∥∥∥∥∥ 1K
K∑
k=1
PN [ψ(Z; θ, ηˆ
(k)
1 (Z, θˆ
(k)
1,init), ηˆ
(k)
2 (Z))]
∥∥∥∥∥ ,
I4 :=
√
N sup
r∈(0,1),(η1(·,θ′1),η2)∈TN
‖∂2rf(r; θˆ, η1(·, θ′1), η2)‖,
I5,k := sup
‖θ−θ∗‖≤τN
‖GN,k
[
ψ(Z; θ, ηˆ
(k)
1 (Z, θˆ
(k)
1,init), ηˆ
(k)
2 (Z))− ψ(Z; θ∗, η∗1(Z, θ∗1), η∗2(Z))
]
‖.
Here Assumption 3 condition ii guarantees that I4 ≤ δN
(
1 +
√
N‖θˆ − θ∗‖
)
and the assumption
that εN = δNN−1/2 guarantees that εNN1/2 ≤ δN . In step III and IV, we will further bound
I5,k . ρ′N := (N−1/2+1/q + r′N )logN + r′N log1/2(1/r′N ) + N−1/2+1/q log(1/r′N ) . δN and I3 ≤
I4 + 1K
∑K
k=1 I5,k respectively.
Consequently, with PN -probability 1− o(1),
‖
√
NPN [ψ(Z; θ∗, η∗1(Z, θ∗1), η∗2(Z))] +
√
NJ∗(θˆ − θ∗)‖ .
(
δN
(
1 +
√
N‖θˆ − θ∗‖
))
+ ρ′N + δN .
(28)
This implies that
√
N‖θˆ − θ∗‖ − ‖
√
NJ∗−1PN [ψ(Z; θ∗, η∗1(Z, θ∗1), η∗2(Z))]‖
≤‖
√
N(θˆ − θ∗) +
√
NJ∗−1PN [ψ(Z; θ∗, η∗1(Z, θ∗1), η∗2(Z))]‖
.‖J∗−1‖
[(
δN
(
1 +
√
N‖θˆ − θ∗‖
))
+ ρ′N + δN
]
and
√
N‖θˆ − θ∗‖ . 1
c3
[(
δN
(
2 +
√
N‖θˆ − θ∗‖
))
+ ρN
]
+ ‖
√
NJ∗−1PN [ψ(Z; θ∗, η∗1(Z, θ∗1), η∗2(Z))]‖.
By Assumption 2 condition v and Markov inequality, ‖√NJ∗−1PN [ψ(Z; θ∗, η∗1(Z, θ∗1), η∗2(Z))]‖ =
OPN (
√
c6). Thus, with PN -probability 1− o(1),
√
N‖θˆ − θ∗‖ . δN + ρ′N .
Plugging this back into Eq. (28) gives
‖
√
NPN [ψ(Z; θ∗, η∗1(Z, θ∗1), η∗2(Z))] +
√
NJ∗(θˆ − θ∗)‖ = OPN (δN + ρ′N ).
Thus,
‖Σ−1/2J∗−1
√
NPN [ψ(Z; θ∗, η∗1(Z, θ∗1), η∗2(Z))] + Σ−1/2
√
N(θˆ − θ∗)‖
≤ ‖Σ−1/2‖‖J∗−1‖‖
√
NPN [ψ(Z; θ∗, η∗1(Z, θ∗1), η∗2(Z))] +
√
NJ∗(θˆ − θ∗)‖
. δN + ρ′N = ρN ,
because ‖J∗−1‖ ≤ 1/c3 and ‖Σ−1/2‖ ≤ 1/√c5.
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Now we prove the decomposition Eq. (27). Note that for any θ ∈ Θ and (η1(·, θ1), η2) ∈ TN
√
N
{
1
K
K∑
k=1
PN,k [ψ(Z; θ, η1(Z, θ1), η2(Z))]
}
=
√
N
{
1
K
K∑
k=1
PN,k [ψ(Z; θ, η1(Z, θ1), η2(Z))]− P [ψ(Z; θ, η1(Z, θ1), η2(Z))]
+
1
K
K∑
k=1
P [ψ(Z; θ, η1(Z, θ1), η2(Z))]− P [ψ(Z; θ∗, η∗1(Z, θ∗1), η∗2(Z))]
+
1
K
K∑
k=1
P [ψ(Z; θ∗, η∗1(Z, θ∗1), η∗2(Z))]− PN,k [ψ(Z; θ∗, η∗1(Z, θ∗1), η∗2(Z))]
+ PN [ψ(Z; θ∗, η∗1(Z, θ∗1), η∗2(Z))]
}
=
1
K
K∑
k=1
GN,k [ψ(Z; θ, η1(Z, θ1), η2(Z)))− ψ(Z; θ∗, η∗1(Z, θ∗1), η∗2(Z))]
+
1
K
K∑
k=1
√
N
{
P [ψ(Z; θ, η1(Z, θ1), η2(Z))]− P [ψ(Z; θ∗, η∗1(Z, θ∗1), η∗2(Z))]
}
+ PN [ψ(Z; θ∗, η∗1(Z, θ∗1), η∗2(Z))] . (29)
If we apply Eq. (29) with θ = θˆ and (η1(·, θ1), η2) equal (ηˆ(k)1 (·, θˆ(k)1,init), ηˆ(k)2 ) for the kth fold, and
apply Eq. (18), then∥∥∥∥ 1K
K∑
k=1
GN,k
[
ψ(Z; θˆ, ηˆ
(k)
1 (Z, θˆ
(k)
1,init), ηˆ
(k)
2 (Z))− ψ(Z; θ∗, η∗1(Z, θ∗1), η∗2(Z))
]
+
√
N
{
1
K
K∑
k=1
P
[
ψ(Z; θˆ, ηˆ
(k)
1 (Z, θˆ
(k)
1,init), ηˆ
(k)
2 (Z))
]
− P [ψ(Z; θ∗, η∗1(Z, θ∗1), η∗2(Z))]
}
+
√
NPN [ψ(Z; θ∗, η∗1(Z, θ∗1), η∗2(Z))]
∥∥∥∥
=
√
N
∥∥∥∥∥ 1K
K∑
k=1
PN,k
[
ψ(Z; θˆ, ηˆ
(k)
1 (Z, θˆ
(k)
1,init), ηˆ
(k)
2 (Z))
]∥∥∥∥∥
≤
√
N inf
θ∈Θ
∥∥∥∥∥ 1K
K∑
k=1
PN,k
[
ψ(Z; θ, ηˆ
(k)
1 (Z, θˆ
(k)
1,init), ηˆ
(k)
2 (Z))
]∥∥∥∥∥+ εN√N. (30)
Here
‖GN,k
[
ψ(Z; θˆ, ηˆ
(k)
1 (Z, θˆ
(k)
1,init), ηˆ
(k)
2 (Z))− ψ(Z; θ∗, η∗1(Z, θ∗1), η∗2(Z))
]
‖ ≤ I5,k (31)
32
and the second order tayler expansion at r = 0 gives that for some data-dependent r˜ ∈ (0, 1),
√
N
{
P
[
ψ(Z; θˆ, ηˆ
(k)
1 (Z, θˆ
(k)
1,init), ηˆ
(k)
2 (Z))
]
− P [ψ(Z; θ∗, η∗1(Z, θ∗1), η∗2(Z))]
}
=
√
N
[
f(1; θˆ, ηˆ
(k)
1 (·, θˆ(k)1,init), ηˆ(k)2 )− f(0; θˆ, ηˆ(k)1 (·, θˆ(k)1,init), ηˆ(k)2 )
]
=
√
N
{
J∗(θˆ − θ∗) + ∂r
{
P
[
ψ(Z; θ∗, η∗1(Z; θ
∗
1) + r(ηˆ
(k)
1 (Z, θˆ
(k)
1,init)− η∗1(Z; θ∗1)), η∗2)
] }|r=0
+∂r
{
P
[
ψ(Z; θ∗, η∗1(Z; θ
∗
1), η
∗
2 + r(ηˆ
(k)
2 (Z)− η∗2(Z)))
] }|r=0 + ∂2rf(r; θˆ, ηˆ(k)1 (·, θˆ(k)1,init), ηˆ(k)2 )|r=r˜}
=
√
N
{
J∗(θˆ − θ∗) + ∂2rf(r; θˆ, ηˆ(k)1 (·, θˆ(k)1,init), ηˆ(k)2 )|r=r˜
}
(32)
where the third equality uses the Neyman orthogonality in Assumption 2 condition vii.
Combining Eq. (30), Eq. (31) and Eq. (32) gives decomposition Eq. (27).
Step III: bounding I5,k. To bound I5,k, we still condition on ηˆ(k)1 (·, θˆ(k)1,init), ηˆ(k)2 , and then apply
Lemma 6.2 in Chernozhukov et al. [2018] with function class
F ′
ηˆ(k),θˆ
(k)
1,init
= {ψj(·; θ, ηˆ(k)1 (·, θˆ(k)1,init), ηˆ(k)2 )−ψj(·; θ∗, η∗1(·, θ∗), η∗2) : j = 1, . . . , d, θ ∈ Θ, ‖θ−θ∗‖ ≤ τN}.
We can verify that F ′
ηˆ(k),θˆ
(k)
1,init
satisfies similar entropy condition with envelope F
1,ηˆ(k),θˆ
(k)
1,init
+F1,η∗,θ∗1 .
Moreover, Assumption 3 implies that
sup
‖θ−θ∗‖≤τN
‖ψ(Z; θ, ηˆ(k)1 (Z, θˆ(k)1,init), ηˆ(k)2 (Z))− ψ(Z; θ∗, η∗1(Z, θ∗), η∗2(Z))‖P,2 ≤ r′N .
Thus conditionally on θˆ1,init, ηˆ
(k)
1 (Z, θˆ
(k)
1,init), ηˆ
(k)
2 (Z), we can use Lemma 6.2 eq. (A.1) in Cher-
nozhukov et al. [2018] to show that with PN -probability 1− o(1),
I5,k . (N−1/2+1/q + r′N )logN + r′N log1/2(1/r′N ) +N−1/2+1/q log(1/r′N ),
which also holds unconditionally according to Lemma 6.1 in Chernozhukov et al. [2018] .
Step IV: bounding I3. Let θ = θ∗−J∗−1PN [ψ(Z; θ∗, η∗1(Z, θ∗), η∗2(Z))]. Since P [ψ(Z; θ∗, η∗1(Z, θ∗), η∗2(Z))] =
0, J∗ is nonsingular with singular values bounded away from 0 by c3, and ‖PN [ψ(Z; θ∗, η∗1(Z, θ∗), η∗2(Z))] ‖ =
OPN (N
−1/2), ‖θ − θ∗‖ = OPN (N−1/2) = oPN (τN ). According to Assumption 2 condition i, θ ∈ Θ
with PN probability 1− o(1). Therefore,
I3 ≤
√
N
∥∥∥∥∥ 1K
K∑
k=1
PN [ψ(Z; θ, ηˆ
(k)
1 (Z, θˆ
(k)
1,init), ηˆ
(k)
2 (Z))]
∥∥∥∥∥
Then apply the linearization Eq. (29) and taylor expansion similar to Eq. (32) with θ = θ and
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(η1(·, θ1), η2) equal (ηˆ(k)1 (·, θˆ(k)1,init), ηˆ(k)2 ) for the kth fold, we can get that
√
N
∥∥∥∥∥ 1K
K∑
k=1
PN,k[ψ(Z; θ, ηˆ
(k)
1 (Z, θˆ
(k)
1,init), ηˆ
(k)
2 (Z))]
∥∥∥∥∥
≤
√
N‖PN [ψ(Z; θ, η∗1(Z, θ∗1), η∗2(Z))] + J∗(θ − θ∗)‖+ I4 +
1
K
K∑
k=1
I5,k
=I4 + 1
K
K∑
k=1
I5,k.
where the last equality here holds because PN [ψ(Z; θ, η∗1(Z, θ∗1), η∗2(Z))] + J∗(θ − θ∗) = 0 as a
consequence of the special construction of θ.
Extension: θˆ defined in Definition 2. By applying step I to IV to sample estimating equation
Eq. (15), we can get that for k = 1, . . . ,K,√
N/KΣ−1/2(θˆ(k) − θ∗) = 1√
N/K
∑
i∈Dk
Σ−1/2J∗−1ψ(Zi; θ∗, η∗1(Zi, θ
∗
1), η
∗
2(Zi)) +OP (ρN/K).
Since K is a fixed integer that does not grow with N , the equation above implies that the asserted
conclusion in Theorem 1 also holds for θˆ = 1K
∑K
k=1 θˆ
(k).
A.3 Proof for Section 5
Proof for Theorem 3. In this part, we prove the asymptotic distribution of our estimators corre-
sponding to the general estimating equation Eq. (8). We prove this by verifying all conditions in
the assumptions for Theorem 1.
Verifying Assumption 1.
J∗ = ∂θ{P [ψ(Z; θ, η∗1(Z, θ1), η∗2(Z))]}|θ=θ∗
=∂θP
{
I(T = t)
pi∗(t | X)U(Y ; θ1)−
I(T = t)− pi∗(t | X)
pi∗(t | X) µ
∗(X, t; θ1) + V (θ2)
}
|θ=θ∗
=∂θP
{
I(T = t)
pi∗(t | X)U(Y ; θ1) + V (θ2)
}
|θ=θ∗
=∂θP
{
I(T = t)
pi∗(t | X)U(Y ; θ1)−
I(T = t)− pi∗(t | X)
pi∗(t | X) µ
∗(X, t; θ∗1) + V (θ2)
}
|θ=θ∗
=∂θ{P [ψ(Z; θ, η∗1(Z, θ∗1), η∗2(Z))]}|θ=θ∗ ,
where the second and third equality follow because P
[
I(T=t)−pi∗(t|X)
pi∗(t|X) µ
∗(X, t; θ1)
]
= 0.
Verifying Assumption 2. We first verify conditions iii and iv in Assumption 2. We denote that
Jjk(θ) = ∂θ(k)P [Uj(Y (t); θ1) + Vj(θ2)] where θ(k) is the kth component of θ = (θ1, θ2). By condition
iii, Jjk(θ) is Lipschitz continuous at θ∗ with Lipschitz constant c′. So for any ε > 0, if θ belongs to
the open ball B(θ∗; /c′), then
|Jjk(θ)− Jjk(θ∗)| = |∂θ(k)P [Uj(Y (t); θ1) + Vj(θ2)]− ∂θ(k)P [Uj(Y (t); θ∗1) + Vj(θ∗2)]| ≤ ε.
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By first order Taylor expansion, for any θ ∈ B(θ∗; δ), there exists θ ∈ B(θ∗; ‖θ − θ∗‖) such that
‖P [U(Y (t); θ1) + V (θ2)] ‖ = ‖J(θ)(θ − θ∗)‖
≥ ‖J(θ∗)(θ − θ∗)‖ − ‖(J(θ)− J(θ∗))(θ − θ∗)‖
≥ ‖J(θ∗)(θ − θ∗)‖ − ε
√
d‖θ − θ∗‖
≥ ‖J(θ∗)(θ − θ∗)‖ − 1
2
‖J(θ∗)(θ − θ∗)‖
=
1
2
‖J(θ∗)(θ − θ∗)‖,
where the second last inequality holds if we choose ε ≤ c3
2
√
d
≤ 1
2
√
d
σmin(J(θ
∗)), where σmin(J(θ∗))
is the smallest singular value of J(θ∗). Thus
inf
θ∈B(θ∗;ε/c′)
2‖P [U(Y (t); θ1) + V (θ2)] ‖ ≥ ‖J(θ∗)(θ − θ∗)‖.
Moreover, for any θ ∈ Θ \ B(θ∗; c3
2
√
dc′
), 2‖P [U(Y (t); θ1) + V (θ2)] ‖ ≥ c2 according to condition iii.
Therefore, 2‖P [U(Y (t); θ1) + V (θ2)] ‖ ≥ J∗(θ−θ∗)∧c2 where J∗ = J(θ∗) = ∂θP [U(Y (t); θ1) + V (θ2)] |θ=θ∗ .
Moreover, the singular values J∗ are bounded between c3, c4 according to condition iv.
We then verify condition vii in Assumption 2: for any (η1(·, θ′1), η2) ∈ TN ,
∂r
{
P
[
ψ(Z; θ∗, η1(Z; θ∗1) + r(η1(·, θ′1)− η∗1(Z; θ∗1)), η∗2(Z))
] }|r=0
=∂rP
{
I(T = t)− pi∗(t | X)
pi∗(t | X)
(
µ(X,T ; θ′1)− µ∗(X,T ; θ∗1)
)}|r=0 = 0.
∂r
{
P [ψ(Z; θ∗, η∗1(Z; θ∗1)), η∗2(Z) + r(η2(Z)− η∗2(Z)))]
}|r=0
=∂rP
{
I(T = t)
pi∗(t | X) + r(pi(t | X)− pi∗(t | X))
(
U(Y ; θ1)− E[U(Y ; θ1) | X,T ]
)}|r=0 = 0.
Verifying Assumption 3. We take TN to be the set that contains all (µ(·, θ′1), pi(·)) that satisfies
the following conditions:∥∥∥∥∥
{
P
[
µ
(
X,T ; θ′1
)− µ∗ (X,T ; θ′1)]2}1/2
∥∥∥∥∥ ≤ ρµ,N ,{
P [pi(T | X)− pi∗(T | X)]2
}1/2
≤ ρpi,N , ‖θ′1 − θ∗1‖ ≤ ρθ,N ,
with ρpi,N (ρµ,N + Cρθ,n) ≤ ε
3
pi
3 δNN
−1/2, ρpi,N ≤ δ
3
N
logN , and ρµ,N + Cρθ,N ≤
δ2N
logN .
Then Assumption 6 and condition vii in Theorem 3 guarantee that the nuisance estimates (µˆ(, θˆ1,init), pˆi) ∈
TN with probability, namely, condition i in Assumption 3 is satisfied.
Before verifying other conditions, first note that the condition vi states that{
P [µ∗(X,T ; θ1)− µ∗(X,T ; θ∗1)]2
}1/2 ≤ C‖θ1 − θ∗1‖, ∀‖θ1 − θ∗1‖ ≤ ρθ,N ,
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which implies that for any (µ(·, θ′1), pi(·)) ∈ TN ,∥∥∥∥∥
{
P
[
µ(X,T ; θ′1)− µ∗(X,T ; θ∗1)
]2}1/2∥∥∥∥∥
≤
∥∥∥∥∥
{
P
[
µ(X,T ; θ′1)− µ∗(X,T ; θ′1)
]2}1/2∥∥∥∥∥+
∥∥∥∥∥
{
P
[
µ∗(X,T ; θ′1)− µ∗(X,T ; θ∗1)
]2}1/2∥∥∥∥∥
= ρµ,N + Cρθ,N .
Now we verify the condition on rN : for any (η1(·; θ′1), η2(·)) = (µ(·, θ′1), pi(·)) ∈ TN , and θ ∈ Θ,
‖P [ψ(Z; θ, η1(Z; θ′1), η2(Z))]− P [ψ(Z; θ, η∗1(Z; θ∗1), η∗2(Z))] ‖
≤‖P(I(T = t)
pi(t | X) −
I(T = t)
pi∗(t | X)
)(
U(Y ; θ1)− µ∗(X,T ; θ∗1)
)‖
+ ‖P(I(T = t)
pi(t | X) −
I(T = t)
pi∗(t | X)
)(
µ∗(X,T ; θ∗1)− µ(X,T ; θ′1)
)‖
+‖PI(T = t)− pi
∗(t | X)
pi∗(t | X) [µ
∗(X,T ; θ∗1)− µ(X,T ; θ′1)]‖
≤ 1
εpi
{
P [pi(t | X)− pi∗(t | X)]2
}1/2 ∥∥∥∥∥
{
P [µ∗(X,T ; θ1)− µ∗(X,T ; θ∗1)]2
}1/2∥∥∥∥∥
+
1
εpi
{
P [pi(t | X)− pi∗(t | X)]2
}1/2 ∥∥∥∥∥
{
P
[
µ(X,T ; θ′1)− µ∗(X,T ; θ∗1)
]2}1/2∥∥∥∥∥
≤ 1
εpi
ρpi,N × (2C
√
d+ ρµ,N + Cρθ,N ) ≤ 4C
εpi
√
dρpi,N .
Thus the condition on rN is satisfied with τN such that τN =
4C
√
dρpi,N
δNεpi
.
Next, we verify the condition on r′N : for any θ such that ‖θ−θ∗‖ ≤ 4C
√
dρpi,N
δNεpi
, and any (η1(·; θ′1), η2(·)) =
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(µ(·, θ′1), pi(·)) ∈ TN ,∥∥∥∥{P [ψ(Z; θ, η1(Z; θ′1), η2(Z))− ψ(Z; θ, η∗1(Z; θ∗1), η∗2(Z))]2}1/2∥∥∥∥
≤
∥∥∥∥∥∥∥∥∥∥∥∥

{
P
[( I(T=t)
pi(t|X) − I(T=t)pi∗(t|X)
)(
µ∗1(X,T ; θ1)− µ∗1(X,T ; θ∗1)
)]2}1/2
...{
P
[( I(T=t)
pi(t|X) − I(T=t)pi∗(t|X)
)(
µ∗d(X,T ; θ1)− µ∗d(X,T ; θ∗1)
)]2}1/2

∥∥∥∥∥∥∥∥∥∥∥∥
+
∥∥∥∥∥∥∥∥∥∥∥∥

{
P
[( I(T=t)
pi(t|X) − I(T=t)pi∗(t|X)
)(
µ∗1(X,T ; θ∗1)− µ1(X,T ; θ′1)
)]2}1/2
...{
P
[( I(T=t)
pi(t|X) − I(T=t)pi∗(t|X)
)(
µ∗d(X,T ; θ
∗
1)− µd(X,T ; θ′1)
)]2}1/2

∥∥∥∥∥∥∥∥∥∥∥∥
+
∥∥∥∥∥∥∥∥∥∥∥∥

{
P
[
I(T=t)−pi∗(t|X)
pi∗(t|X)
(
µ∗1(X,T ; θ∗1)− µ1(X,T ; θ′1)
)]2}1/2
...{
P
[
I(T=t)−pi∗(t|X)
pi∗(t|X)
(
µ∗d(X,T ; θ
∗
1)− µd(X,T ; θ′1)
)]2}1/2

∥∥∥∥∥∥∥∥∥∥∥∥
≤4C
2
√
dρpi,N
δNε2pi
+
1
εpi
(ρµ,N + Cρθ,N ) +
1
εpi
(ρµ,N + Cρθ,N )
So when ρpi,N ≤ δ
3
N
logN , and ρµ,N + Cρθ,N ≤
δ2N
logN , r
′
N =
δ2N
ε2pi logN
(
4C2
√
d+ 2εpi
)
≤ δNlogN if δN ≤
ε2pi
4C2
√
d+2εpi
.
Finally, to verify the condition on λ′N , we note that for any θ such that ‖θ − θ∗‖ ≤ 4C
√
dρpi,N
δNεpi
, and
any (η1(·; θ′1), η2(·)) = (µ(·, θ′1), pi(·)) ∈ TN
f(r; θ, η1(Z; θ
′
1), η2)
= P
{
I(T = t)
pi∗(T | X) + r(pi(T | X)− pi∗(T | X))
[
µ∗(X,T ; θ∗1 + r(θ1 − θ∗1))− µ∗(X,T ; θ∗1)
− r(µ(X,T ; θ′1)− µ∗(X,T ; θ∗1))]+ [µ∗(X, t; θ∗1) + r(µ(X, t; θ′1)− µ∗(X, t; θ∗1))]+ V (θ∗2 + r(θ2 − θ∗2))}
Thus the first order derivative is
∂rf(r; θ, η1(Z; θ
′
1), η2)
=− P
{
I(T = t)(
pi∗(T | X) + r(pi(T | X)− pi∗(T | X)))2 (pi(T | X)− pi∗(T | X))[µ∗(X,T ; θ∗1 + r(θ1 − θ∗1))
−µ∗(X,T ; θ∗1)− r
(
µ(X,T ; θ′1)− µ∗(X,T ; θ∗1)
)]}
+ P
{
I(T = t)
pi∗(T | X) + r(pi(T | X)− pi∗(T | X))
×∂θ>1 µ
∗(X,T ; θ1)|θ1=θ∗1+r(θ1−θ∗1)(θ1 − θ∗1)
}
− P
{
I(T = t)
pi∗(T | X) + r(pi(T | X)− pi∗(T | X))
×[µ(X,T ; θ′1)− µ∗(X,T ; θ∗1)]}+ P{[µ(X, t; θ′1)− µ∗(X, t; θ∗1)]}+ ∂θ>2 V (θ2)|θ2=θ∗2+r(θ2−θ∗2)(θ2 − θ∗2).
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The second order derivative is
∂2rf(r; θ, η1(Z; θ
′
1), η2)
=P
{
2I(T = t)(
pi∗(T | X) + r(pi(T | X)− pi∗(T | X)))3 (pi(T | X)− pi∗(T | X))2[µ∗(X,T ; θ∗1 + r(θ1 − θ∗1))
−µ∗(X,T ; θ∗1)− r
(
µ(X,T ; θ′1)− µ∗(X,T ; θ∗1)
)]}− P{ I(T = t)(
pi∗(T | X) + r(pi(T | X)− pi∗(T | X)))2
×(pi(T | X)− pi∗(T | X))∂θ>1 µ∗(X,T ; θ1)|θ1=θ∗1+r(θ1−θ∗1)(θ1 − θ∗1)
}
+P
{
I(T = t)(
pi∗(T | X) + r(pi(T | X)− pi∗(T | X)))2 (pi(T | X)− pi∗(T | X))[µ(X,T ; θ′1)− µ∗(X,T ; θ∗1)]
}
+P
{
I(T = t)
pi∗(T | X) + r(pi(T | X)− pi∗(T | X)) diag
[
(θ1 − θ∗1)>
][
∂2
θ1,θ>1
µ∗(X,T ; θ1)|θ1=θ∗1+r(θ1−θ∗1)
]
(θ1 − θ∗1)
}
−P
{
I(T = t)(
pi∗(T | X) + r(pi(T | X)− pi∗(T | X)))2 (pi(T | X)− pi∗(T | X))∂θ>1 µ∗(X,T ; θ1)|θ1=θ∗1+r(θ1−θ∗1)(θ1 − θ∗1)
}
+P
{
I(T = t)(
pi∗(T | X) + r(pi(T | X)− pi∗(T | X)))2 (pi(T | X)− pi∗(T | X))[µ(X,T ; θ′1)− µ∗(X,T ; θ∗1)]
+ diag(θ2 − θ∗2)>∂2θ2,θ>2 V (θ2)|θ2=θ2+r(θ2−θ∗2)(θ2 − θ
∗
2)
All exchange of integration and differentiation above is guaranteed by condition v in Theorem 3.
Note that∥∥∥P [(pi(T | X)− pi∗(T | X))∂θ>1 µ∗(X,T ; θ1)|θ1=θ∗1+r(θ1−θ∗1)(θ1 − θ∗1)]∥∥∥
=
∥∥∥∥∥∥∥∥∥

P
[(
pi(T | X)− pi∗(T | X))∂θ>1 E[U1(Z; θ1) | X,T ]|θ1=θ∗1+r(θ1−θ∗1)(θ1 − θ∗1)]
...
P
[(
pi(T | X)− pi∗(T | X))∂θ>1 E[Ud(Z; θ1) | X,T ]|θ1=θ∗1+r(θ1−θ∗1)(θ1 − θ∗1)]

∥∥∥∥∥∥∥∥∥
≤ {P [(pi(T | X)− pi∗(T | X))]2 }1/2 ×√d sup
j,‖θ1−θ∗1‖≤
4C
√
dρpi,N
δNεpi
∥∥∥∥P{[∂θ1µ∗j (X, t; θ1)]2}1/2∥∥∥∥× ‖θ1 − θ∗1‖
≤ C
√
dρpi,N‖θ1 − θ∗1‖
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∥∥∥P [diag [(θ1 − θ∗1)>][∂2θ,θ>µ∗(X,T ; θ)]|θ1=θ∗1+r(θ1−θ∗1)(θ1 − θ∗1)]∥∥∥
=
∥∥∥∥∥∥∥∥∥

(θ1 − θ∗1)> 0 . . . 0
0 (θ1 − θ∗1)> . . . 0
...
...
. . .
...
0 0 . . . (θ1 − θ∗1)>


P
[
∂θ1∂θ>1
µ∗1(X,T ; θ1)
]
|θ1=θ∗1+r(θ1−θ∗1)
...
P
[
∂θ1∂θ>1
µ∗d(X,T ; θ1)
]
|θ1=θ∗1+r(θ1−θ∗1)
 (θ1 − θ∗1)
∥∥∥∥∥∥∥∥∥ ,
=
∥∥∥∥∥∥∥∥∥

(θ1 − θ∗1)>P
[
∂θ1∂θ>1
µ∗1(X,T ; θ1)
]
|θ1=θ∗1+r(θ1−θ∗1)(θ1 − θ∗1)
...
(θ1 − θ∗1)>P
[
∂θ1∂θ>1
µ∗d(X,T ; θ1)
]
|θ1=θ∗1+r(θ1−θ∗1)(θ1 − θ∗1)

∥∥∥∥∥∥∥∥∥
≤
√
d‖θ1 − θ∗1‖2 sup
j,‖θ−θ∗‖≤ 4C
√
dρpi,N
δNεpi
‖P
[
∂θ1∂θ>1
µ∗j (X,T ; θ1)
]
‖ ≤ C
√
d‖θ1 − θ∗1‖2,
and
sup
r∈(0,1)
∥∥∥∥∥
{
P [µ∗(X,T ; θ∗1 + r(θ1 − θ∗1))− µ∗(X,T ; θ∗1)]2
}1/2∥∥∥∥∥ ≤ C√d‖θ1 − θ∗1‖.
Thus for any θ such that ‖θ − θ∗‖ ≤ 4C
√
dρpi,N
δNεpi
,
‖∂2rf(r; θ, µ(X,T ; θ′1), pi)‖ ≤
ρpi,N
ε3pi
[
C
√
d‖θ1 − θ∗1‖+ ρµ,N + Cρθ,N
]
+
C
√
d
ε2pi
ρpi,N‖θ1 − θ∗1‖+
1
ε2pi
ρpi,N (ρµ,N + Cρθ,N ) +
C
√
d
εpi
‖θ1 − θ∗1‖2
+
C
√
d
ε2pi
ρpi,N‖θ1 − θ∗1‖+
1
ε2pi
ρpi,N (ρµ,N + Cρθ,N ) + C‖θ2 − θ∗2‖2
=
3
ε3pi
ρpi,N (ρµ,N + Cρθ,n) +
C
√
d
εpi
‖θ − θ∗‖2 + C
√
d
ε3pi
ρpi,N‖θ1 − θ∗1‖
≤ 3
ε3pi
ρpi,N (ρµ,N + Cρθ,n) +
4C2d
ε2piδN
ρpi,N‖θ − θ∗‖+ C
√
d
ε3pi
ρpi,N‖θ1 − θ∗1‖
(33)
Given ρpi,N ≤ δ
3
N
logN , when
δN
logN ≤ ε
2
pi
8C2d
and δ
2
N
logN ≤ ε
3
pi
2C
√
d
, 4C
2d
ε2piδN
ρpi,N‖θ− θ∗‖+ C
√
d
ε3pi
ρpi,N‖θ1 − θ∗1‖ ≤
δN‖θ − θ∗‖. Moreover, when ρpi,N (ρµ,N + Cρθ,n) ≤ ε
3
pi
3 δNN
−1/2, 3
ε3pi
ρpi,N (ρµ,N + Cρθ,n) ≤ δNN−1/2.
Consequently, ‖∂2rf(r; θ, µ(X,T ; θ′1), pi)‖ ≤ δN (‖θ − θ∗‖+N−1/2).
Proof for Propositions 3 and 4. We prove Proposition 4 by verifying the assumptions in Theorem 3.
Proposition 3 is proved by omitting the arguments about the second component.
Verifying conditions iii and iv in Theorem 3. Note that
P [U(Y (t); θ1) + V (θ2)] =
[
Ft(θ1)− γ
θ1 +
1
1−γE[Y (t)− θ1]+ − θ2
]
.
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When Ft(θ1) is differentiable, P [U(Y (t); θ1) + V (θ2)] is also differentiable by Leibnitz integral rule,
with derivative
J(θ) =
[
ft(θ1) 0
Ft(θ1)−γ
1−γ −1
]
.
It is straightforward to show that J(θ) is invertible with the following matrix as its inverse:
J−1(θ) =
[
1
ft(θ1)
0
− Ft(θ1)−γft(θ1)(1−γ) −1
]
.
Note that σmax(J(θ)) ≤ 2 max{ft(θ1), |Ft(θ1)−γ1−γ |, 1} ≤ 2 max{ft(θ1), 1} ≤ 2 max{c′2, 1} and σmin(J(θ)) =
σmax(J
−1(θ)) ≥ max{ft(θ1), 1} ≥ max{1, c′1}. Thus condition iv in Theorem 3 is satisfied with
c3 = max{1, c′1} and c4 = 2 max{1, c′2}.
Since ft(θ1) ≤ c′2 and f˙t(θ1) ≤ c′3, it follows that each element in J(θ) is Lipschtiz continuous at θ∗
with Lipschitz constant max{c′2, c′3}. Moreover, for θ ∈ Θ such that ‖θ − θ∗‖ ≥ c32√dc′1 , there exists
θ between θ and θ∗ such that P [U(Y (t); θ1) + V (θ2)] ≥ ‖J(θ)‖‖θ − θ∗‖ ≥ c3‖θ − θ∗‖ ≥ c
2
3
2
√
dc′1
=
(max{1,c′1})2
2
√
dc′1
. This means that condition iii in Theorem 3 is satisfied with c2 =
(max{1,c′1})2
2
√
dc′1
and
c′ = max{c′2, c′3}.
Verifying condition v in Theorem 3. This condition can be verified by the following facts: for
any θ1 such that |θ1 − θ∗1| ≤ max{4C
√
dρpi,N
δNεpi
, ρθ,N},
|∂rµ∗1(X, t; θ∗1 + r(θ1 − θ∗1))| = |∂r{Ft(θ∗1 + r(θ1 − θ∗1) | X)− γ}|
= |ft(θ∗1 + r(θ1 − θ∗1) | X)| |θ1 − θ∗1| ≤ C |θ1 − θ∗1|∣∣∂2rµ∗1(X, t; θ∗1 + r(θ1 − θ∗1))∣∣ = ∣∣∣f˙t(θ∗1 + r(θ1 − θ∗1) | X)∣∣∣ |θ1 − θ∗1|2 ≤ C |θ1 − θ∗1|2
and
|∂rµ∗2(X, t; θ∗1 + r(θ1 − θ∗1))| =
∣∣∣∣∂r {θ∗1 + r(θ1 − θ∗1) + 11− γE [max(Y − θ∗1 − r(θ1 − θ∗1), 0) | X,T = t]
}∣∣∣∣
= |θ1 − θ∗1|
∣∣∣∣1− 11− γ (1− Ft(θ∗1 + r(θ1 − θ∗1) | X))
∣∣∣∣ ≤ |θ1 − θ∗1|∣∣∂2rµ∗2(X, t; θ∗1 + r(θ1 − θ∗1))∣∣ = |θ1 − θ∗1|2 |ft(θ∗1 + r(θ1 − θ∗1) | X)| ≤ C |θ1 − θ∗1|2 .
Verifying condition vi in Theorem 3. For any (θ1, θ2) ∈ Θ,{
P [µ∗1(X, t; θ1)]
2
}1/2
= |Ft(θ1 | X)− γ| ≤ 1{
P [µ∗2(X, t; θ1)]
2
}1/2
= P
{
[E[max(Y (t)− θ1, 0) | X]]2
}1/2 ≤ C.
By first order Taylor expansion, for any θ1 such that |θ1 − θ∗1| ≤ max{4C
√
dρpi,N
δNεpi
, ρθ,N}, there exists
θ˜1 between θ1 and θ∗1 such that{
P [µ∗1(X, t; θ1)− µ∗1(X, t; θ∗1)]2
}1/2
=
{
P
[
(θ1 − θ∗1)ft(θ˜1 | X)
]2}1/2 ≤ C |θ1 − θ∗1|{
P [µ∗2(X, t; θ1)− µ∗2(X, t; θ∗1)]2
}1/2
=
{
P
[
(θ1 − θ∗1)(Ft(θ˜1 | X)− 1)
]2}1/2 ≤ |θ1 − θ∗1| .
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Moreover, for any θ1 such that |θ1 − θ∗1| ≤ max{4C
√
dρpi,N
δNεpi
, ρθ,N},
P
{
[∂θ1µ
∗
1(X, t; θ1)]
2
}1/2
= P
{
[ft(θ1 | X)]2
}1/2 ≤ C,
P
{
[∂θ1µ
∗
2(X, t; θ1)]
2
}1/2
= P
{
[Ft(θ1 | X)− 1]2
}1/2 ≤ 1,∣∣∣∣P [ ∂2∂θ21 µ∗1(X, t; θ1)
]∣∣∣∣ = ∣∣∣P [f˙t(θ1 | X)]∣∣∣ ≤ C,∣∣∣∣P [ ∂2∂θ21 µ∗2(X, t; θ1)
]∣∣∣∣ = |P [ft(θ1 | X)]| ≤ C,(
∂θ2∂θ>2
Vj(θ2)
)
= 0 ≤ C.
Proof for Proposition 5. We only need to verify the conditions in Theorem 3.
Verifying condition iii and iv in Theorem 3. According to Eq. (7), the estimating equation
for complete data is given by
U(Y (1); θ1) = (1− γ) (Y (1)− θ1)− (1− 2γ) max (Y (1)− θ1, 0) .
It follows that
∂
∂θ1
P [U(Y (1); θ1)] = −(1− γ)− (1− 2γ) ∂
∂θ1
P [max (Y (1)− θ1, 0)]
= −(1− γ)− (1− 2γ) ∂
∂θ1
∫ ∞
θ1
(y − θ1)f1(y)dy
= −(1− γ) + (1− 2γ)
∫ ∞
θ1
f1(y)dy
= −γ − (1− 2γ)Ft(θ1).
Here the differentiability of ∂∂θ1P [U(Y (1); θ1)] is guaranteed by Leibniz integral rule, the con-
tinuity of its derivative at θ∗1 is guaranteed by the continuity of Ft(θ1) at θ∗1 , and J(θ∗1) =
∂
∂θ1
P [U(Y (1); θ1)] |θ1=θ∗1 = −γ−(1−2γ)Ft(θ∗1), whose singular value |−γ−(1−2γ)Ft(θ∗1)| is bounded
between c′4 and max{γ, 1 − γ}. Moreover, ∂∂θ1P [U(Y (1); θ1)] ≤ max{γ, 1 − γ}, which implies that
P [U(Y (1); θ1)] is Lipschtiz continuous with Lipschitz constant max{γ, 1 − γ} ≤ 1. Therefore, the
constants c′ in condition iii and constant c3 in iv of Theorem 3 can be set as c3 = c′4, c′ = 1. The
assumption that ‖θ− θ∗‖ ≥ c3
2
√
dc′
=
c′4
2
√
d
, 2P [U(Y (1); θ1)] ≥ c′5 for any θ ∈ Θ ensures the condition
iii of Theorem 3 with constant c2 = c′5.
Verifying condition v in Theorem 3. Note that for any θ ∈ B(θ∗; 4C
√
dρpi,N
δNεpi
) ∩Θ,
µ∗(X, 1; θ∗1 + r(θ − θ∗1)) = E[U(Y ; θ∗1 + r(θ − θ∗1)) | X,T = 1]
= (1− γ)η∗2,1(Z)− (1− 2γ)η∗1(Z; θ∗1 + r(θ1 − θ∗1)).
Thus
|∂rµ∗(X, 1; θ∗1 + r(θ1 − θ∗1))| = |−γ(θ1 − θ∗1)− (1− 2γ)(θ1 − θ∗1)Ft(θ∗1 + r(θ − θ∗1) | X)|
≤ 2|θ1 − θ∗1|,∣∣∂2rµ∗(X, 1; θ∗1 + r(θ1 − θ∗1))∣∣ = |1− 2γ||θ1 − θ∗1|ft(θ∗1 + r(θ1 − θ∗1) | X) ≤ C|1− 2γ||θ1 − θ∗1|,
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which trivially imply condition v in Theorem 3.
Verifying condition iv in Theorem 3. Again
µ∗(X, 1; θ1) = (1− γ)η∗2,1(Z)− (1− 2γ)η∗1(Z; θ1).
The the asserted assumpton iv means that
{
P[η∗2,1(Z)]2
}1/2 ≤ C and {P[η∗1(Z; θ1)]2}1/2 ≤ C for
any θ ∈ Theta, thus
{
P [µ∗(X, 1; θ1)]2
}1/2
is upper bounded by |1− γ| + |1− 2γ|C ≤ 2C for any
θ ∈ Theta.
Plus, for any θ1 ∈ B(θ∗1; max{4C
√
dρpi,N
δNεpi
, ρpi,N}) ∩Θ{
P
[
∂
∂θ1
µ∗(X, 1; θ1)
]2}1/2
≤ sup
x
| − γ − (1− 2γ)Ft(θ1 | X = x)| ≤ 2,
P
[
∂2
∂θ21
µ∗(X, 1; θ1)
]
≤ |1− 2γ|P [ft(θ1 | X)] ≤ C|1− 2γ|,
and there exists θ˜1 between θ1 and θ∗1 such that{
P [µ∗(X, 1; θ1)− µ∗(X, 1; θ∗1)]2
}1/2
= |θ1 − θ∗1|
{
P
[
∂
∂θ1
µ∗(X, 1; θ˜1)
]2}1/2
≤ 2|θ1 − θ∗1|.
Proof for Proposition 2. We follow the proof of Theorem 1 to consider any sequence of data gen-
erating process PN ∈ PN but we suppress it for ease of notations. We prove the conclusion for a
generic k ∈ {1, . . . ,K}. For l ∈ Hk,1, we denote PN,l and GN,l as the empirical average operator
and empirical process operator for data in the Dl. Throughout the proof, we condition on the event
that the convergence rate of propensity score estimator pˆi(k,l) in mean squared error is ρpi,N and it
is lower bounded by pi, which holds with at least probability 1 −∆N according to Assumption 6.
In this proof, all notations . only involve pre-specified constants and not any instance-dependent
constants.
We use the following decomposition analogous to that in Step I of proof for Theorem 1.
P
[
ψIPW(Z; θˆ
(k)
init, pi
∗)
]
=
1
K ′
∑
l∈Hk,1
{
P
[
ψIPW(Z; θˆ
(k)
init, pi
∗)
]
− P
[
ψIPW(Z; θˆ
(k)
init, pˆi
(k,l))
]}
+
1
K ′
∑
l∈Hk,1
{
P
[
ψIPW(Z; θˆ
(k)
init, pˆi
(k,l))
]
− PN,l
[
ψIPW(Z; θˆ
(k)
init, pˆi
(k,l))
]}
+
1
K ′
∑
l∈Hk,1
{
PN,l
[
ψIPW(Z; θˆ
(k)
init, pˆi
(k,l))
]
− PN,l
[
ψIPW(Z; θ∗, pˆi(k,l))
]}
+
1
K ′
∑
l∈Hk,1
{
PN,l
[
ψIPW(Z; θ∗, pˆi(k,l))
]
− P
[
ψIPW(Z; θ∗, pˆi(k,l))
]}
+
1
K ′
∑
l∈Hk,1
{
P
[
ψIPW(Z; θ∗, pˆi(k,l))
]
− P [ψIPW(Z; θ∗, pi∗)]}
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By following the Step I of proof for Theorem 1, we can also analogously show that∥∥∥P [ψIPW(Z; θˆ(k)init, pi∗)]∥∥∥ ≤ 4K ′ ∑
l∈Hk,1
I ′1,l +
4
K ′
∑
l∈Hk,1
I ′2,l + N
where
I ′1,l = sup
θ∈Θ
∥∥∥P [ψIPW(Z; θ, pi∗)]− P [ψIPW(Z; θ, pˆi(k,l))]∥∥∥
I ′2,l = sup
θ∈Θ
∥∥∥P [ψIPW(Z; θ, pˆi(k,l))]− PN,l [ψIPW(Z; θ, pˆi(k,l))]∥∥∥ .
Bounding I ′1,l. Note that by Eq. (21),
I ′1,l =
∥∥∥P [ψIPW(Z; θ, pi∗)− ψIPW(Z; θ, pˆi(k,l))]∥∥∥
= sup
θ∈Θ
∥∥∥∥P [µ∗(X, t; θ1)pˆi(k,l)(X) (pˆi(k,l)(X)− pi∗(X))
]∥∥∥∥
=
√
dρpi,N
pi
max
j
sup
θ∈Θ
{
P
[
µ∗j (X, t; θ1)
]2}1/2
≤C
√
dρpi,N
pi
.
Bounding I ′2,l. Note that√
N
K ′
I ′2,l =
√
N
K ′
sup
θ∈Θ
∥∥∥PN,l [ψIPW(Z; θ, pˆi(k,l)]− P [ψIPW(Z; θ, pˆi(k,l)]∥∥∥
= sup
θ∈Θ
∥∥∥GN,l [ψIPW(Z; θ, pˆi(k,l)]∥∥∥
Given that condition vi in Assumption 2 is satisfied for the estimating equation ψIPW, we can follow
the end of step I in the proof for Theorem 1 to prove that with PN probability 1− c (logN)−1 for
a constant c that depends on only constants in the assumptions,
sup
θ∈Θ
∥∥∥GN,l [ψIPW(Z; θ, pˆi(k,l)]∥∥∥ . log( N
K ′
)
+
(
N
K ′
)−1/2+1/q′
log
(
N
K ′
)
,
so that I ′2,l .
(
K′
N
)1/2
log
(
K′
N
)
+
(
K′
N
)1− 1
q′
log
(
K′
N
)
< ρpi,N .
Therefore, with PN -probability 1− c (logN)−1,
P
[
ψIPW(Z; θˆ
(k)
init, pi
∗)
]
≤
(
C
√
d
pi
+ 1
)
ρpi,N .
In the proof of Theorem 3, we have showed that conditions iii and iv in Theorem 3 imply that
‖J∗(θˆ(k)init − θ∗)‖ ∧ c0 ≤ 2
∥∥∥P [ψIPW(Z; θˆ(k)init, pi∗]∥∥∥ ≤ 2
(
C
√
d
pi
+ 1
)
ρpi,N .
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Therefore, with probability 1− c (logN)−1:
ρθ,N =
∥∥∥θˆ(k)1,init − θ∗∥∥∥ ≤ ∥∥∥θˆ(k)init − θ∗∥∥∥ ≤ 2c3
(
C
√
d
pi
+ 1
)
ρpi,N .
Proof of Theorem 2. We introduce a notation ⊗a = aa>, we prove that
‖PN,k[⊗ψ(Z; θˆ, ηˆ(k)1 (Z, θˆ(k)init), ηˆ(k)2 (Z))]− P[⊗ψ(Z; θ∗, η∗1(Z, θ∗1), η∗2(Z))]‖ = Op(ρN ). (34)
for any k ∈ [1, · · · ,K]. Then, the statement is immediately concluded. For all j, l ∈ [1, · · · , d] (d =
d1 + d2), it follows if we have Ijl = Op(ρN ), where
Ijl := |PN,k[ψj(Z; θˆ, ηˆ(k)1 , ηˆ(k)2 )ψl(Z; θˆ, ηˆ(k)1 , ηˆ(k)2 )]− P[ψj(Z; θ∗, η∗1, η∗2)ψl(Z; θ∗, η∗1, η∗2)]|.
Here, to simplify the notation, we use ηˆ(k)1 = ηˆ
(k)
1 (Z, θˆ
(k)
init), η
∗
1 = η
∗
1(Z, θ
∗
1), ηˆ
(k)
2 = ηˆ
(k)
2 (Z, θˆ
(k)
init), η
∗
2 =
η∗2(Z, θ∗2). This is decomposed as Ijl ≤ Ijl,1 + Ijl,2, where
Ijl,1 = |PN,k[ψj(Z; θˆ, ηˆ(k)1 , ηˆ(k)2 )ψl(Z; θˆ, ηˆ(k)1 , ηˆ(k)2 )]− PN,k[ψj(Z; θ∗, η∗1, η∗2)ψl(Z; θ∗, η∗1, η∗2)]|,
Ijl,2 = |PN,k[ψj(Z; θ∗, η∗1, η∗2)ψl(Z; θ∗, η∗1, η∗2)]− P[ψj(Z; θ∗, η∗1, η∗2)ψl(Z; θ∗, η∗1, η∗2)]|.
We show each term is Op(ρ′′N ).
We bound Ijl,2. This is upper bounded as
P[I2jl,2] ≤ N−1P[ψ2j (Z; θ∗, η∗1, η∗2)ψ2l (Z; θ∗, η∗1, η∗2)]
≤ N−1{P[ψ4j (Z; θ∗, η∗1, η∗2)]P[ψ4l (Z; θ∗, η∗1, η∗2)]}1/2
≤ N−1P[‖ψ(Z; θ∗, η∗1, η∗2)‖4] ≤ N−1C4.
Here, we use the fourth moment assumption. From conditional Markov inequality, therefore, Ijl,2 =
Op(1/N
−1/2). Next, we bound Ijl,1. Then, from the same argument in the proof of Theorem 3.2
[Chernozhukov et al., 2018], we have
I2jl,1 ≤ RN ×
{
PN,k[‖ψ(Z; θ∗, η∗1, η∗2‖2] +RN
}
,
RN = PN,k[‖ψ(Z; θˆ, ηˆ1, ηˆ2)− ψ(Z; θ∗, η∗1, η∗2)‖2].
In addition, from the bounded moment assumption,
P[|PN,k[‖ψ(Z; θ∗, η∗1, η∗2)‖2]|] = P[PN,k[‖ψ(Z; θ∗, η∗1, η∗2)‖2]] = P[‖ψ(Z; θ∗, η∗1, η∗2)‖2] ≤ C2.
From Markov inequality, we have
PN,k[‖ψ(Z; θ∗, η∗1, η∗2)‖2] = Op(1).
It remains to bound RN . We have
RN = PN,k[‖ψ(Z; θˆ, ηˆ1, ηˆ2)− ψ(Z; θ∗, η∗1, η∗2)‖2]
≤ PN,k[‖ψ(Z; θˆ, η∗1, η∗2)− ψ(Z; θ∗, η∗1, η∗2)‖2] + PN,k[‖ψ(Z; θˆ, ηˆ1, ηˆ2)− ψ(Z; θˆ, η∗1, η∗2)‖2]. (35)
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Then, the first term of Eq. (35) is upper bounded with probability 1− o(1) as
PN,k[‖ψ(Z; θˆ, η∗1, η∗2)− ψ(Z; θ∗, η∗1, η∗2)‖2]
=
1√
N
GN,k[‖ψ(Z; θˆ, η∗1, η∗2)− ψ(Z; θ∗, η∗1, η∗2)‖2] + P[‖ψ(Z; θˆ, η∗1, η∗2)− ψ(Z; θ∗, η∗1, η∗2)‖2]
≤ sup
θ∈Θ
1√
N
GN,k[‖ψ(Z; θ, η∗1, η∗2)− ψ(Z; θ∗, η∗1, η∗2)‖2] + P[‖ψ(Z; θˆ, η∗1, η∗2)− ψ(Z; θ∗, η∗1, η∗2)‖2]
. N−1/2+2/q logN{1 +N−1/2+2/q}+ ‖θˆ − θ∗‖22 = N−1/2+2/q logN{1 +N−1/2+2/q}+ 1/N.
In the last inequality, we use Lemma 6.2 [Chernozhukov et al., 2018]. Here, the envelops exists since
‖ψ(Z; θ, η∗1, η∗2)− ψ(Z; θ∗, η∗1, η∗2)‖2 ≤ CF21,η∗,θ∗ .
for some constant C depending on d1, d2 and it satisfies the moment condition ‖F21,η∗,θ∗‖P,q ≤ c1
for q > 4. In addition, the metricy entropy assumption is satisfied since
sup
Q
logN(‖CF21,η∗,θ∗‖Q,2,
{‖ψ(Z; θ, η∗1, η∗2)− ψ(Z; θ∗, η∗1, η∗2)‖2} , ‖ · ‖Q,2)
. sup
Q
log{N(‖F1,η∗,θ∗‖Q,2,F1,η,θ′1 , ‖ · ‖Q,2)}2 . v log(a/).
Similarly, the second term of Eq. (35) is upper bounded with probability 1− o(1) as
PN,k[‖ψ(Z; θˆ, ηˆ1, ηˆ2)− ψ(Z; θˆ, η∗1, η∗2)‖2]
=
1√
N
GN,k[‖ψ(Z; θˆ, ηˆ1, ηˆ2)− ψ(Z; θˆ, η∗1, η∗2)‖2] + P[‖ψ(Z; θˆ, ηˆ1, ηˆ2)− ψ(Z; θˆ, η∗1, η∗2)‖2]
≤ sup
θ∈Θ
1√
N
GN,k[‖ψ(Z; θ, ηˆ1, ηˆ2)− ψ(Z; θ, η∗1, η∗2)‖2] + sup
θ∈B(θ∗;τN )
P[‖ψ(Z; θ, ηˆ1, ηˆ2)− ψ(Z; θ, η∗1, η∗2)‖2]
. N−1/2+1/q logN{1 +N−1/2+2/q}+ {r′N}2.
In the last inequality, we use Lemma 6.2 [Chernozhukov et al., 2018] and Assumption 3. In the end,
we have
RN = Op(N
−1/4+1/q{logN}1/2{1 +N−1/4+1/q}+ r′N ).
This concludes the proof.
Proof for Proposition 6. We note that the structure of the estimation equation in Eq. (4) is very
similar to the estimation equation in Eq. (8) except that we have one extra scaler nuisance ν∗ = η∗2,2
in the denominator. So our proof for Proposition 6 is largely analogous to the proof for Theorem 3,
namely, by verifying Assumptions 1 to 3. However, because of the nuisance ν∗ = η∗2,2 in the
denominator, and that we estimate it without sample splitting, we need to replace I2,k and I5,k in
the step I and II of the proof for Theorem 1 by the following terms:
I2,k = sup
θ∈Θ,ν∈[,1]
|PN,k
[
ψ(Z; θ, ˆ˜µ(k)(Z, θˆ
(k)
1,init),
ˆ˜pi(k)(Z), ν)
]
− P
[
ψ(Z; θ, ˆ˜µ(k)(Z, θˆ
(k)
1,init),
ˆ˜pi(k)(Z), ν)
]
|
I5,k = sup
‖θ−θ∗‖≤τN ,ν∈[,1]
|GN,k
[
ψ(Z; θ, ˆ˜µ(k)(Z, θ∗1), ˆ˜pi
(k)(Z), ν)− ψ(Z; θ, µ˜∗(Z, θˆ(k)1,init), p˜i∗(Z), ν)
]
|.
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These can be ensured by limiting the metric entropy of the function class
{ψ(Z; θ1, µ˜(X; θ1), p˜i(X), ν) : θ1 ∈ Θ, ν ∈ (, 1])}
for any possible realization µ˜(X; θ1), p˜i(X) of the nuisance estimators ˆ˜µ(k)(Z, θ∗1), ˆ˜pi(k)(Z). We will
prove that this is satisfied for estimating LQTE. Moreover, when verifying other conditions in As-
sumptions 1 to 3, we mainly use the fact that νψ(Z; θ, µ˜(Z, θ∗1), p˜i(Z), ν) is similar to the estimation
equation in Eq. (8) so that we can apply the proof for Theorem 3 to νψ(Z; θ, µ˜(Z, θ∗1), p˜i(Z), ν) and
adapt the results in Theorem 3 to LQTE by further relying on the fact that ν∗, νˆ ∈ [, 1].
Verifying Assumption 1. Note that
J∗ = ∂θ1{P [ψ(Z; θ1, η∗1(Z, θ1), η∗2(Z))]}|θ=θ∗
=
1
ν∗
∂θ1
{
P
[
µ˜∗1(X; θ1)− µ˜∗0(X; θ1) +
W
p˜i∗(X)
(I [T = 1, Y ≤ θ1]− µ˜∗1(X; θ1))
− 1−W
1− p˜i∗(X) (I [T = 1, Y ≤ θ1]− µ˜
∗
0(X; θ1))
]}∣∣∣∣
θ1=θ∗1
=
1
ν∗
∂θ1
{
P
[
W
p˜i∗(X)
I [T = 1, Y ≤ θ1]− W − p˜i
∗(X)
p˜i∗(X)
µ˜∗1(X; θ1)
− 1−W
1− p˜i∗(X)I [T = 1, Y ≤ θ1] +
W − p˜i∗(X)
p˜i∗(X)
µ˜∗0(X; θ1)
]}∣∣∣∣
θ1=θ∗1
=
1
ν∗
∂θ1
{
P
[
W
p˜i∗(X)
I [T = 1, Y ≤ θ1]− W − p˜i
∗(X)
p˜i∗(X)
µ˜∗1(X; θ
∗
1)
− 1−W
1− p˜i∗(X)I [T = 1, Y ≤ θ1] +
W − p˜i∗(X)
p˜i∗(X)
µ˜∗0(X; θ
∗
1)
]}∣∣∣∣
θ1=θ∗1
=∂θ{P [ψ(Z; θ, η∗1(Z, θ∗1), η∗2(Z))]}|θ1=θ∗1 ,
where the second and third equality follow because P
[
W−p˜i∗(X)
p˜i∗(X) µ˜
∗
w(X; θ1)
]
= 0 for w = 0, 1.
Verifying Assumption 2. Given that P [ψ (Z; θ1, η∗1(Z; θ∗1), η∗2(Z))] = Ft(θ1 | C) and that
Ft(θ1 | C) is twice continuously differentiable, condition ii in Assumption 2 holds.
Note that
J(θ1) = ∂θ1P [ψ (Z; θ1, η
∗
1(Z; θ
∗
1), η
∗
2(Z))] = ∂θ1Ft(θ1 | C) = ft(θ1 | C) ∈ [c3, c4].
Thus condition iv in Assumption 2 is satisfied.
Since f˙t(θ1 | C) ≤ c′, we have that J(θ1) is Lipschitz continuous with a Lipschitz constant c′.
Moreover, for any θ1 satisfying |θ1 − θ∗1| ≥ c32c′ , there exists θ1 between θ1 and θ∗1 such that
2P [ψ (Z; θ1, η∗1(Z; θ∗1), η∗2(Z))] = J(θ1)|θ1 − θ∗1| ≥ c
2
3
2c′ . Thus J(θ1) satisfies condition iii in Theo-
rem 3 with c2 =
c23
2c′ . It follows from the proof of Theorem 3 that condition iii in 2 is satisfied.
We now show a stronger version of vi in Assumption 2. We rewrite the estimation equation ton
ψ(Z; θ1, µ˜(X; θ1), p˜i(X), ν). For any µ˜, p˜i, consider the following function class
F˜µ˜,p˜i = {ψ(Z; θ1, µ˜(X; θ1), p˜i(X), ν) : θ1 ∈ Θ, ν ∈ (, 1])} .
Since I [T = 1, Y ≤ θ1] is bounded and ν∗ is bounded and not equal to 0, we know that F˜µ˜,p˜i satisfies
the metric entropy condition in vi of Assumption 2 as well.
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Finally we prove condition vii in Assumption 2. By following the proof of Theorem 3, we can
analogously prove that
∂r
{
Pψ(Z; θ∗1, µ˜∗(X; θ∗1) + r(µ˜∗(X; θ′1)− µ˜∗(X; θ∗1)), p˜i∗(X) + r(p˜i(X)− p˜i∗(X)), ν∗
} ∣∣
r=0
= 0.
Moreover, we can verify that
∂r {Pψ(Z; θ∗1, µ˜∗(X; θ∗1), p˜i∗(X), ν∗ + r(ν − ν∗)}
∣∣
r=0
= − 1
ν∗
Pψ(Z; θ∗1, µ˜∗(X; θ∗1), p˜i∗(X), ν∗)(ν − ν∗) = 0.
Verifying Assumption 3. Consider the nuisance realization set TN that contains all elements
(µ˜1(X; θ
′
1), µ˜0(X; θ
′
1), p˜i, θ
′
1, ν) that satisfy the following condition:∥∥∥∥∥
{
P
[
µ˜w
(
X; θˆ1,init)
)
− µ˜∗
(
X; θˆ1,init)
)]2}1/2∥∥∥∥∥ ≤ ρ˜µ,N , w = 0, 1{
P [p˜i(X)− p˜i∗(X)]2
}1/2
≤ ρ˜pi,N , ‖θ′1 − θ∗1‖ ≤ ρ˜θ,N , |ν − ν∗| ≤ ρν,N ,
p˜i(X) ≥ , ν ≥ .
Then (ˆ˜µ1(X; θ′1), ˆ˜µ0(X; θ′1), ˆ˜pi, θˆ1,init, νˆ) ∈ TN with probability at least 1−∆N according to Assump-
tion 8, i.e., condition i in Assumption 3 is satisfied.
We next verify the condition on rN . First, note that the form of νψ(Z; θ1, µ˜(X; θ1), p˜i(X), ν) is very
close to the form of the estimation equation in Eq. (8). Thus we can follow the proof of Theorem 3
to show that
sup
(µ˜1(X;θ′1),µ˜0(X;θ
′
1),p˜i,θ
′
1,ν)∈TN ,θ1∈Θ
|νP [ψ(Z; θ1, µ˜(X; θ1), p˜i(X), ν)]− ν∗P [ψ(Z; θ∗1, µ˜∗(X; θ1), p˜i∗(X), ν∗)] |
≤ 8Cρpi,N
δN 
It follows that
sup
(µ˜1(X;θ′1),µ˜0(X;θ
′
1),p˜i,θ
′
1,ν)∈TN ,θ1∈Θ
‖P [ψ(Z; θ1, µ˜(X; θ1), p˜i(X), ν)]− P [ψ(Z; θ∗1, µ˜∗(X; θ1), p˜i∗(X), ν∗)]‖
≤ sup
(µ˜1(X;θ′1),µ˜0(X;θ
′
1),p˜i,θ
′
1,ν)∈TN ,θ1∈Θ
8Cρpi,N
δN ν
+
|ν − ν∗|
ν
P [ψ(Z; θ∗1, µ˜∗(X; θ1), p˜i∗(X), ν∗)] ≤
8Cρpi,N
δN 2
where the last inequality holds because ν ≥  and P [ψ(Z; θ∗1, µ˜∗(X; θ1), p˜i∗(X), ν∗)] = 0. Therefore,
the condition on rN is satisfied with τN =
8Cρpi,N
δ2N 
2 .
Next, we verify the condition on r′N . By following the proof of Theorem 3 and Proposition 3, we
can again prove that under condition 2
sup
(µ˜1(X;θ′1),µ˜0(X;θ
′
1),p˜i,θ
′
1,ν)∈TN ,θ1∈Θ
(
P [νψ(Z; θ1, µ˜(X; θ1), p˜i(X), ν)− ν∗ψ(Z; θ∗1, µ˜∗(X; θ1), p˜i∗(X), ν∗)]2
)1/2
≤ 8C
2ρpi,N
δN 2
+
4

(ρµ,N + Cρθ,N ) +
4

(ρµ,N + Cρθ,N )
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Thus
sup
(µ˜1(X;θ′1),µ˜0(X;θ
′
1),p˜i,θ
′
1,ν)∈TN ,θ1∈Θ
(
P [ψ(Z; θ1, µ˜(X; θ1), p˜i(X), ν)− ψ(Z; θ∗1, µ˜∗(X; θ1), p˜i∗(X), ν∗)]2
)1/2
≤ sup
(µ˜1(X;θ′1),µ˜0(X;θ
′
1),p˜i,θ
′
1,ν)∈TN ,θ1∈Θ
8C2ρpi,N
δN 2ν
+
4
ν
(ρµ,N + Cρθ,N ) +
4
ν
(ρµ,N + Cρθ,N )
+ sup
(µ˜1(X;θ′1),µ˜0(X;θ
′
1),p˜i,θ
′
1,ν)∈TN ,θ1∈Θ
(ν − ν∗) (P [ψ2(Z; θ∗1, µ˜∗(X; θ1), p˜i∗(X), ν∗)])1/2
By the fact that ν, ν∗ ∈ [, 1], µ˜∗w(X; θ∗1) ∈ [0, 1], p˜i∗(X) ∈ [, 1], we can easily verify that
sup
(µ˜1(X;θ′1),µ˜0(X;θ
′
1),p˜i,θ
′
1,ν)∈TN ,θ1∈Θ
(ν − ν∗) (P [ψ2(Z; θ∗1, µ˜∗(X; θ1), p˜i∗(X), ν∗)])1/2 ≤ (1 + 22 )ρν,N
sup
(µ˜1(X;θ′1),µ˜0(X;θ
′
1),p˜i,θ
′
1,ν)∈TN ,θ1∈Θ
8C2ρpi,N
δN 2ν
+
4
ν
(ρµ,N + Cρθ,N ) +
4
ν
(ρµ,N + Cρθ,N )
≤8C
2ρpi,N
δN 3
+
4
2
(ρµ,N + Cρθ,N ) +
4
2
(ρµ,N + Cρθ,N )
Therefore,
sup
(µ˜1(X;θ′1),µ˜0(X;θ
′
1),p˜i,θ
′
1,ν)∈TN ,θ1∈Θ
(
P [ψ(Z; θ1, µ˜(X; θ1), p˜i(X), ν)− ψ(Z; θ∗1, µ˜∗(X; θ1), p˜i∗(X), ν∗)]2
)1/2
≤8C
2ρpi,N
δN 3
+
4
2
(ρµ,N + Cρθ,N ) +
4
2
(ρµ,N + Cρθ,N ) +
3
2
ρν,N
So when ρpi,N ≤ δ
3
N
logN , and ρµ,N +Cρθ,N ≤
δ2N
logN , and ρν,N ≤
δ2N
logN , r
′
N =
δ2N
2 logN
(
8C2 + 11
) ≤ δNlogN
if δN ≤ 28C2+11 .
Finally, we verify the condition on λ′N . Note that we can follow the proof of Theorem 3 to show
that for any θ1 such that |θ1 − θ∗1| ≤ 8Cρpi,NδN 2 ,
∂2r
{
Pψ(Z; θ∗1, µ˜∗(X; θ∗1) + r(µ˜∗(X; θ′1)− µ˜∗(X; θ∗1)), p˜i∗(X) + r(p˜i(X)− p˜i∗(X)), ν∗
}
≤ 6
4
ρpi,N (ρµ,N + Cρθ,n) +
8C2
3δN
ρpi,N |θ1 − θ∗1|+
2C
4
ρpi,N |θ1 − θ∗1|,
and
∂2r {Pψ(Z; θ∗1, µ˜∗(X; θ∗1), p˜i∗(X), ν∗ + r(ν − ν∗)} =
Pψ(Z; θ∗1, µ˜∗(X; θ∗1), p˜i∗(X), ν∗)
2ν3
(ν − ν∗)2 = 0,
and
∂r′∂r
{
Pψ(Z; θ∗1, µ˜∗(X; θ∗1) + r(µ˜(X; θ∗1)− µ˜∗(X; θ∗1)), p˜i∗(X), ν∗ + r′(ν − ν∗)
}
=− (ν − ν
∗)
ν∗ + r′(ν − ν∗)∂r {Pψ(Z; θ
∗
1, µ˜
∗(X; θ∗1) + r(µ˜(X; θ
∗
1)− µ˜∗(X; θ∗1)), p˜i∗(X), ν∗)} = 0,
and
∂r′∂r
{
Pψ(Z; θ∗1, µ˜∗(X; θ∗1), p˜i∗(X) + r(p˜i(X)− p˜i∗(X)), ν∗ + r′(ν − ν∗)
}
=− (ν − ν
∗)
ν∗ + r′(ν − ν∗)∂r {Pψ(Z; θ
∗
1, µ˜
∗(X; θ∗1), p˜i
∗(X) + r(p˜i(X)− p˜i∗(X)), ν∗)} = 0.
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Given ρpi,N ≤ δ
3
N
logN , when
δN
logN ≤ 
3
16C2
and δ
2
N
logN ≤ 
4
4C ,
8C2
3δN
ρpi,N |θ1 − θ∗1| + 2C4 ρpi,N |θ1 − θ∗1| ≤
δN |θ1 − θ∗1|. Moreover, when ρpi,N (ρµ,N + Cρθ,n) ≤ 
4
6 δNN
−1/2, 6
4
ρpi,N (ρµ,N + Cρθ,n) ≤ δNN−1/2.
Consequently,
∂2r
{
Pψ(Z; θ∗1, µ˜∗(X; θ∗1) + r(µ˜∗(X; θ′1)− µ˜∗(X; θ∗1)), p˜i∗(X) + r(p˜i(X)− p˜i∗(X)), ν∗ + r(ν − ν∗)
}
≤δN (‖θ − θ∗‖+N−1/2).
B Comparison with Chernozhukov et al. [2018]
Our proof of Theorem 1 and the proof of Theorem 3.3 in Chernozhukov et al. [2018] are overall
similar, but critically differ in Step II. In Step II, both proofs are based on the following decompo-
sition:
‖J∗−1
√
NPN [ψ(Z; θ∗, η∗1(Z, θ∗1), η∗2(Z))] +
√
N(θˆ − θ∗)‖ ≤ εNN1/2 + 2I4 + 2I5, (36)
where
I4 :=
√
N sup
r∈(0,1),(η1(·,θ′1),η2)∈TN
‖∂2rf(r; θˆ, η1(·, θ′1), η2)‖,
I5 := GN
[
ψ(Z; θˆ, ηˆ1(Z, θˆ1,init), ηˆ2(Z))− ψ(Z; θ∗, η∗1(Z, θ∗1), η∗2(Z))
]
‖,
and I5 = Op(δN ) is proved analogously in both proofs.
However, our proof and the proof in Chernozhukov et al. [2018] assume different rate on λ′N and
thus I4:
Our condition λ′N ≤
(
‖θˆ − θ∗‖+N−1/2
)
δN (37)
Condition in Chernozhukov et al. [2018] λ′N ≤ N−1/2δN (38)
Under our condition, I4 ≤
(√
N‖θˆ − θ∗‖+ 1
)
δN , then jointly considering the left hand side and
right hand side in Eq. (36) gives ‖θˆ−θ∗‖ = Op(N−1/2), which in turn implies that I4 = O(δN ), and
thus the asserted conclusion in Theorem 1. In contrast, the counterpart condition in Chernozhukov
et al. [2018] guarantees that I4 = O(δN ) directly without needing to consider both sides of Eq. (36)
jointly.
Now we use the example of estimating equation for incomplete data to show that the condition
Eq. (38) in Chernozhukov et al. [2018] generally requires stronger conditions for the convergence
rates of nuisance estimators than our condition Eq. (37).
According to Eq. (33), under suitable regularity conditions,
‖∂2rf(r; θˆ, µ(X,T ; θ′1), pi)‖ = O(ρpi,Nρµ,N ) +Op(ρpi,Nρθ,N ) +O(‖θˆ − θ∗‖2) +O(ρpi,N‖θˆ1 − θ∗1‖)
Since Step I in the proof of Theorem 1 already proves that ‖θˆ − θ∗‖ ≤ ρpi,NδN , we need ρpi,Nρµ,N ≤
δNN
−1/2, ρpi,Nρθ,N ≤ δNN−1/2, and ρpi,N ≤ δ2N to guarantee our condtion. Thus our condition in
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Eq. (37) only requires that the product error rates to vanish faster than O(N−1/2), which is common
in debiased machine learning for linear estimating equation [Chernozhukov et al., 2018].
In contrast, to guarantee the condition in Chernozhukov et al. [2018] given in Eq. (38), we need to
assume that ρpi,N ≤ δ3/2N N−1/4, besides the conditions on product error rates. Therefore, follow-
ing the proof in Chernozhukov et al. [2018] directly will require the propensity score to converge
faster than O(N−1/4), no matter how fast the initial estimator θˆ1,init and the regression estimator
µˆ(·, θˆ1,init) converge.
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