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Abstract. Fingerprint recognition systems, as any other biometric sys-
tem, can be subject to attacks, which are usually carried out using ar-
tificial fingerprints. Several approaches to discriminate between live and
fake fingerprint images have been presented to address this issue. These
methods usually rely on the analysis of individual features extracted from
the fingerprint images. Such features represent different and complemen-
tary views of the object in analysis, and their fusion is likely to improve
the classification accuracy. However, very little work in this direction has
been reported in the literature. In this work, we present the results of
a preliminary investigation on multiview analysis for fingerprint liveness
detection. Experimental results show the effectiveness of such approach,
which improves previous results in the literature.
Keywords: Spoofing detection, Multiview approach, SVM, Multi task
learning, Sparse Reconstruction.
1 Introduction
On September 2014, the new iPhone 6 was unveiled and released on sale. This
device is equipped with a Touch ID fingerprint reader allowing users to un-
lock their device and to authenticate for on-line purchases. Two days after that
launch, a group of German hackers showed how to bypass the Touch ID security
system [1]. This is just one of the many possible examples of the vulnerability of
fingerprint recognition systems, which is a severe issue due to the integration of
such devices into a number of forensic, commercial and military applications [2].
The typical scenario depicts an adversary trying to gain unauthorized access by
using the biometric traits of a person legitimately enrolled into the system. In
the case of fingerprint recognition systems, these attacks are usually carried out
using spoof artifacts, i.e. duplicated artificial fingerprints. Artificial fingerprints
can be created filling a mold, obtained from a live or a latent fingerprint, with
materials such as gelatine, silicone or Play-Doh [3]. It has been shown that the
success rate of such spoof attacks can be up to 70% [4].
To address this problem, several methods have been developed to detect
the liveness of a fingerprint image. Software-based approaches distinguish be-
tween live and fake fingerprint relying solely on the digital processing of images
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acquired from the device,and can be further divided into dynamic and static
ones. Dynamic methods are based on the analysis of certain phenomena like
skin deformation [5] and perspiration [6] on a temporal image sequence. How-
ever, these methods are not general, since their multi-temporal dimension makes
them applicable in a minority of operative conditions. Static methods, on the
contrary, focus their analysis on a single fingerprint image, which makes them
more general and attractive. These methods can be, again, divided into two
main categories. Holistic methods process the image as a whole to derive some
discriminative global characteristics, such as the texture coarseness [7] or several
first and second order statistics (like mean, energy, entropy, variance, skewness
[7] or Gray-Level Co-Occurrence Matrices [8]). However, as shown in [9], their
discriminative power is quite low, while better performances are given by local
methods, which rely on mathematical descriptors summarizing texture features
of small regions surrounding an image point. Global image descriptors can then
be obtained by summing up the local descriptors into a histogram collected from
the whole image or into multiple histograms obtained from image patches.
Several global image descriptors have been experimented in the context
of spoof detection, such as basic [10] and multi-scale [11] Local Binary Pat-
tern (LBP), Local Phase Quantization (LPQ) [12], Weber Local Descriptor
(WLD) [13] and Binary Statistical Image Features (BSIF) [14]. Recently, Lo-
cal Contrast Phase Descriptors (LCPD), a novel global descriptor specifically
designed to deal with the characteristics of fingerprint images, has been pro-
posed in [9]. LCPD is composed by a spatial-domain component, derived from
WLD, and by a rotation invariant phase component, derived from LPQ.
All these descriptors provide complementary information or, equivalently,
complementary views of the objects analyzed. Previous studies in the area of
pattern recognition and machine learning have shown that the combination of
features of different nature is usually a powerful method to improve the recogni-
tion accuracy of the final classifier. Despite that, such integration has not been
fully analyzed yet in the context of fingerprint liveness detection. To the best of
our knowledge, the only paper tackling this problem was [13], where the integra-
tion of WLD plus LPQ and LBP plus LPQ were analyzed. To this end, in this
paper we present the preliminary results of an investigation aimed at detecting
the fingerprint liveness by analyzing the integration, at feature level, of different
attributes summarizing individual fingerprint images from different views.
The remainder of the paper is organized as follows. Section 2 outlines our
approach and Section 3 presents and discusses the experimental results. Finally,
conclusions are drawn in Section 4.
2 Multiview approaches to fingerprint liveness detection
When tackling this work, our main research questions were the following. Which
are the global descriptors most suited to tell live from fake fingerprints? Which
are the best combinations of different descriptors and how can they be effec-
tively combined to improve the classification accuracies? As we already stated
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in the introduction, in this paper we will provide some preliminary answers to
these questions. These answers are supported by the results of our experiments,
which show the effectiveness of multiview approaches in developing anti-spoofing
software systems.
In the following subsections we will first discuss two possible methods to (i)
integrate, at feature level, different attributes (i.e. feature types) extracted from
fingerprint images, and (ii) to classify them into live and fake fingerprints. Then,
we will describe the set of individual attributes we found most suitable for the
problem in analysis.
2.1 Support Vector Machines (SVM) based classification
A simple but effective way of combining multiple representations of the same
sample is to concatenate the characteristic vector of each representation. De-
note y = [y1, . . . , yK ] a test sample described under K tasks, where each task
represents a different view of the sample (i.e. for images, tasks can be colour
histograms, edges, local descriptors and so on). Each task yk ∈ Rmk , and each
sample y ∈ Rm, where m = ∑Kk=1mk.
The samples are then fed to a linear SVM for classification. The choice of
linear SVMs was mainly motivated by the properties of the datasets used in our
experiments and by the good accuracy the linear kernel achieves. Indeed, linear
SVMs tend to be less prone to overfitting, due to the lower complexity of the
separation surface. The dimensionality of the input space is sufficiently high to
ensure that the linear classifier is able to properly separate the classes (as we will
show in the results section). Furthermore, linear SVMs provide huge benefits in
terms of time and memory requirements, since the separation hyperplane can be
computed offline and scoring reduces to a simple dot-product in feature space.
Finally, SMVs provide a good alternative to feature selection, on the condition
that the regularization coefficient is properly chosen. The main motivations be-
hind feature selection are the removal of nuisance dimensions and the reduction
of overfitting issues. The presence of the regularization term in the SVM ob-
jective function tends to favour simpler separation surfaces, thus mitigating the
problems of overfitting, especially in presence of large dimensional vectors, thus
improving the generalization capabilities of the model [15].
2.2 Multi-Task Joint Sparse Reconstruction Classification
(MTJSRC)
MTJSRC, introduced in [16], combines multi-task learning and classification
based on sparse representation. In brief, sparse coding aims at representing a
signal as a linear combination of a set of reference samples enforcing sparsity in
the coefficient set. Multi-task or multi-view learning, aims at jointly estimating
models from multiple representations of the same data.
Suppose we have a training set Xk = [Xk1 , . . . , X
k
J ] for task k, where J is the
number of classes and Xkj ∈ Rmk×nj , with nj the number of training samples
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for class j. Given a test sample y, we can reconstruct each of its representation
modalities yk from the corresponding training set Xk as:
yk =
J∑
j=1
Xkj w
k
j + 
k k = 1, . . . ,K
where wkj are the reconstruction coefficients associated to class j and task
k and k is the residual for the kth modality. Defining wj = [w
1
j , . . . , w
K
j ] as
the representation coefficients for the jth class across the different tasks, the
multi-task joint sparse representation can be obtained from the solution of the
following least square regression problem:
min
W
1
2
K∑
k=1
∥∥∥∥∥∥yk −
J∑
j=1
Xkj w
k
j
∥∥∥∥∥∥
2
2
+ λ
J∑
j=1
‖wj‖2 (1)
where W = [wkj ]j,k and λ
∑
j ‖wj‖2 is a regularization term.
Model optimization. In [16], the authors proposed Accelerated Proximal
Gradient (APG) for model optimization. A drawback of APG is that, to en-
sure convergence of the objective function in reasonable time, it requires proper
selection of the gradient step at each iteration. The main issue in the optimiza-
tion of (1) is the presence of a non–differentiable regularization term. Several
approaches could be modified to handle this regularizer [17]. In practice, we ob-
served that, for the task at hand, convergence can be easily achieved through
the use of L–BFGS algorithm [18], provided that the regularizer is replaced by
an –smoothed term (for small values of ):
∑
j ‖wj‖2 ≈
∑
j
√
‖wj‖22 + 
Classification. Once the optimal reconstruction coefficients for a test sample
y have been computed, for each task k and each class j it is possible to compute
the reconstruction error ‖yk − Xkj wkj ‖2. A straightforward way to assign the
sample label is then to pick the class minimizing the sum of the reconstruction
errors over all the sample modalities:
label = arg min
j
K∑
k=1
θk‖yk −Xkj wkj ‖2 (2)
where Θ = {θk} are values weighting the relative relevance of the different
modalities in the final classification choice. Since our classification problem is
binary, it is easy to verify that the label assignment in (2) corresponds to:
label =
{
1 if
∑
k θ
k
(∥∥yk −Xk1 ∥∥2 − ∥∥yk −Xk2 ∥∥2) < 0
2 if
∑
k θ
k
(∥∥yk −Xk1 ∥∥2 − ∥∥yk −Xk2 ∥∥2) > 0 (3)
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Equation (3) can be interpreted as the fusion of K different systems with asso-
ciated score function:
sk(y
k) = −θk (∥∥yk −Xk1 ∥∥2 − ∥∥yk −Xk2 ∥∥2) . (4)
where higher (resp., lower) values of (4) tend to favour the hypothesis of sample
belonging to class one (resp., two). We define the scoring function for the fused
systems as:
s(Θ, y) = θ0 +
∑
k
θksk(y
k)
where an additional term θ0 is added to act as bias. Given a validation set, the
weights are then estimated by training a Logistic–Regression (LR) classifier. The
advantage of LR–based fusion with respect to the approach in [16] is that it both
allows to improve the discriminative ability of the system, and, instead of simply
providing class membership, it produces outputs which can be interpreted as
log–likelihood ratios between class hypotheses [19]. Moreover, the LR objective
function is convex, and can be easily trained using standard solvers as L–BFGS.
2.3 Feature extraction
The individual fingerprint images have been characterized with the following
attributes: Histogram of Oriented Gradients (HOG) [20], BSIF, LPQ, WLD and
several variants of the LBP, such as patch-based or rotation invariant LBP [21].
The results of initial experiments, which we do not report for the sake of
brevity, led us to exclude from the list of candidate attributes both HOG and the
various LBP formulations since they were consistently providing lower accuracies
than other candidates. As for the other attributes, we provide in the following a
brief description and pieces of information on their computation.
BSIF are histograms of binary codes computed for each pixel. The pixel code
is obtained by projecting local image patches onto a subspace learnt from natural
images. From the results in [14], it can be deduced that variations of the local
window size actually capture different characteristics of live and fake fingerprint
images. Thus, we experimented different window sizes (from 3x3 to 17x17) as
complementary attributes, each of which has dimension 4.096. LPQ codes are
obtained first computing local phase information on a window surrounding each
pixel, by means of different possible filters, and then extracting the quantized
phase of selected frequency components. Histograms of LPQ codes in image
patches are then computed and concatenated. Each LPQ attribute has size 256.
WLD compute for each pixel the differential excitation (the ratio between the
sum of neighboring pixel intensity and the intensity of the pixel itself) and the
orientation of the pixel gradient. WLD features of the image can be computed
at different image scales and then encoded into a histogram that contains, for
each scale, 960 elements
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3 Results and Discussion
The accuracies of our liveness detection approach were assessed on LivDet 2011
dataset [3]. This dataset is one of the most used in the literature and, thus, allows
for a comparison with a large number of methods. LivDet 2011 consists of four
datasets of images acquired from different devices (Biometrika, Digital Persona,
Italdata and Sagem). For each device, 2000 live images of different subjects
and 2000 fake images obtained with different materials (such as gelatine, latex,
PlayDoh, silicone and wood glue), were collected. Images were divided into a
training and a test set, each containing an equal number of live and fake images,
with fake images equally distributed among different materials. LivDet 2011
datasets were acquired using a consensual method [3], where the subject actively
cooperated to create a mold of his/her finger, thus obtaining surrogates of better
quality, i.e. more difficult to detect, than those created from latent fingerprints.
Experiments were organized as follows. First, we optimized the parameters
of each method, i.e. the parameter C of the linear SVM and the task weights
for MTJSRC, with a 5-fold cross validation procedure on the training set. Then,
we computed the classification capabilities of both individual and grouped at-
tributes. A preliminary result, not detailed for the sake of brevity, is that the
individual attributes perform consistently worse than their combination with
other attributes, demonstrating the strength of multiview approaches. As for
grouped attributes, we tested different combinations of the candidate attributes
described in Section 2.3 and, for each candidate attribute, we tested different
parameter settings. We found that the best results were obtained for WLD us-
ing three different image scales (referred in the results as W3), for BSIF using
different windows size, 5x5 (B5), 15x15 (B15) and 17x17 (B17), while for LPQ
we obtained similar results computing phase information with either Short Term
Fourier Transform (LS) or Gaussian derivative quadrature filter pairs (LG).
Results are summarized in Table 1 where we report error rates for each
method and dataset and for the attribute groups that obtained the best results;
average error rates over all the datasets are reported as well. The baseline for
benchmarking our results was the method [9], which combines feature selection,
linear SVM and LCPD outperforming previous results in the literature (see [9]).
Bold values in Table 1 are those improving or matching the baseline.
Based on the results, the following remarks can be drawn. We found several
attribute groups improving the baseline, and an optimal average error of 5.2%
was obtained on SVM with the combination is B5+B17+W3+LG, reducing of
8.8% the error rates of [9]. In general, SVM performs better than MTJSRC.
However, this result deserves a closer look to the data, as Italdata accuracies
stand out for being definitely higher than the average. In particular, MTJSRC
appears to be severely penalized by the performances on this dataset. Indeed, the
accuracies of the two methods on the other datasets are definitely comparable
(their average difference being 0.4% in favour of SVM). Specifically, if we consider
the last three groups in Table 1. i.e. those combining multiple BSIF features,
their average accuracies over Biometrika, Digital Persona and Sagem dataset
improves the corresponding accuracies of the baseline of 36.2% and 28.6% for,
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Table 1: Performance comparision on LivDet 2011.
Feat. chaining + linear SVM MTJSRC
Feature set Biom DigP IData Sag Avg Biom DigP IData Sag Avg
B5 + W3 5.7 3.5 9.3 3.7 5.6 8.7 4.5 18.6 3.9 8.9
B5 + W3 + LG 5.6 3.4 9.0 3.7 5.4 6.2 4.3 18.8 4.1 8.3
B5 + B15 + W3 + LF 3.7 1.8 13.0 2.8 5.3 4.5 2.0 18.2 2.4 6.8
B5 + B15 + W3 + LG 3.8 1.7 13.3 2.8 5.4 4.6 2.2 17.9 2.5 6.8
B5 + B17 + W3 + LG 4.7 2.0 11.4 2.7 5.2 4.3 2.5 19.1 2.6 7.1
Baseline(LCPD) [9] 4.9 4.2 11.0 2.7 5.7 4.9 4.2 11.0 2.7 5.7
respectively, SVM and MTJSRC. These last partial results seems also to suggest
that performances are mainly related to the design of the feature set rather than
to the choice of the classifier itself.
Hence, how can this behaviour on Italadata be interpreted? Actually, similar
problems were reported in the literature ([14], [9]), and a possible explanation is
that Italdata images seem to be more clear and less natural than those obtained
with other sensors. The somewhat contradictory behaviour of this dataset in our
experiments supports this conjecture. For SVM, groups scoring well on Italdata
performed badly on other datasets, and the other way around. As for MTJSRC,
we found that optimal λ values of the regularizer in (1) for Italdata penalized
the other dataset accuracies and, again, the opposite.
Concluding, we think that, overall, our preliminary results highlights the
benefits of tackling the fingerprint liveness detection problem with multiview
approaches.
4 Conclusion and future work
We presented the initial results of our investigation on the application of a mul-
tiview approach to the problem of fingerprint liveness detection. This approach
combines in various ways different and complementary representation modali-
ties of the samples under analysis. Experimental results show the strength of
such approach, which shows improvement on previous results in the literature.
These preliminary results are promising but, at the same time, highlight the fact
that further studies are sorely needed to fully understand the different factors
involved in the problem, which will be the objective of our future work.
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