Abstract
Introduction
With the widely spread use of Internet, a large amount of information is available online. Lots of research focuses on data mining of the online information resource, such as topic categorization, text summarization. However, recent years have seen rapid growth in review sites where the obvious feature of posted articles is their sentiment, or overall opinion towards the subject matter. Classifying these articles into positive or negative ones would be helpful in business intelligence applications and recommender systems, where user input and feedback could be quickly summarized.
In this paper, we presented an effective machine learning strategy for classifying the reviews into positive or negative ones. Our method differs from lots of former research in that our processing unit is sentence, which means that we are trying to solve the sentiment classification problem using a more fine-grained analysis.
A lot of classification problems are identifiable from some keywords, such as in topic-based classification problem, some keywords that have high TF-IDF scores may be used for topic-based classification, but sentiment expressions are quite contextual.
Although there are a lot of sentiment expressions containing sentiment words, there are still a large proportion of sentences that don't have sentiment words but still convey positive or negative attitude. For example:
这车值 130000RMB？！ (This car is worthy 130,000 RMB?!)
No sentiment word appears in this sentence, but we can still find a negative attitude expressed by the author. From our study, sentiment detection is a complex problem which needs to be done in several processing levels, which are word, phrase, syntactic and semantic levels.
In this paper, we proposed a kernel-based method. Our main contribution is that we utilize the kernel-based method to makes it is feasible for incorporating multiple features from word, n-gram and syntactic levels. Experiment results show that our method is effective, and it wins the competition with the very competitive n-gram method.
The following sections are arranged in this way: in section 2, we introduce some related work; section 3 gives a brief introduction of the kernel method; in section 4, we give our methodology; section 5 shows the experiment results and some analysis; in the last two sections, we talk about the conclusion and the future work.
Related Work
Sentiment classification could be done in either word/phrase level, sentence level or document level.
Some of this work focuses on classifying the semantic orientation of individual words or phrases, using linguistic heuristics or a pre-selected set of seed words [1, 4] . [1] develops an algorithm for automatically recognizing the semantic orientation of adjectives. [12] identifies subjective adjectives (or sentiment adjectives) from corpora. Some other researchers use WordNet for word semantic orientation study. The adjective synonym and antonym set of indicators in WordNet are used to predict sentiment orientations [2, 3] . [8] uses distances among lexicons in WordNet to reveal relations of affective or emotive meanings, and to predict sentiment orientations. Our work is different from their ones in that we are doing sentiment detection in sentence level other than word/phrase level.
Most of the past work on document level sentimentbased categorization assumes that an entire document is only about one subject, and applies existing text classification algorithms. They often involve the use of the manual or semi-manual construction of discriminateword lexicons [13, 14, 15] . [6] compares the performance of three machine learning methods (Naive Bayes, maximum entropy classification, and SVM). [16] applies text categorization only on the subjective portions of the document. [4] uses the average "semantic orientation" of the phrases to predicate the overall orientation of the review. [17] analyzes emotional affect of various corpora computed as average of affect scores of individual affect terms in the articles. [18] extends a sentiment classification model that utilizes unlabeled documents and human-provided information as well as labeled documents. [6, 9] integrated n-gram features to the document level classifier and achieved a high performance. Most of the sentiment classifiers assume that each document has only one subject, and the subject of each document is known. However, these assumptions are not always true, especially for web documents. As a result, researches aimed at more fine-grained level, the sentence level. Some researchers have tried document level models on sentence level analysis, but results turned out to be poor [9] , which proved that additional features are needed to be incorporated for sentence level classification. [7, 10] uses substrings extracted from constitute or dependency structures and improves the performance of the sentence level model. [11] also mentions that it is necessary to integrate more features on sentence level sentiment classification. In this paper, we will introduce our method for how to incorporate multiple features in sentiment classification at sentence level.
Kernel Method
Many machine learning algorithms involve only the dot product of vectors in a feature space, in which each vector represents an object in the object domain. Kernel methods can be seen as a generalization of feature-based algorithms, in which the dot product is replaced by a kernel function (or kernel) Ψ(X,Y) between two vectors, or even between two objects. Mathematically, as long as Ψ(X,Y) is symmetric and the kernel matrix formed by Ψ is positive semi-definite, it forms a valid dot product in an implicit Hilbert space. In this implicit space, a kernel can be broken down into features, although the dimension of the feature space could be infinite. So kernel function is a nice choice to solve the high dimensional feature classification problem.
Kernel functions have many nice combination properties as well. For example, the sum or product of existing kernels is a valid kernel. With these combination properties, we can combine individual kernels representing information from different sources in a principled way. Figure 1 shows the way how kernel method works compared with the traditional feature-based algorithm. 
Methodology
In this section, we will introduce the methodology and the idea behind it. Firstly, several related concepts will be introduced, and then, we will give the explicit definition of our kernels.
Definitions
Word (w) is defined as a 3-tuple w= (t, pos, s), where t is the original string of the word; pos is the part-ofspeech; s is the semantic orientation, with value 1 meaning positive, -1 negative, and 0 neutral.
The similarity between two w(s) is defined as:
where, β is a weight, and
Node (n) is defined as a node in the syntactic tree, n= (w, l, p, c) where w is the word in the node; l is the dependency relation to the parent node; p is the parent node; ) ,..., , ( i 2 1 n n n c = is the child list whose element is also a type of node.
PathNode (pn) is defined as the node in the syntactic path: ) , ( e n pn = where n is the syntactic node; e is the direction of the dependency, with value 1 for a backward dependency and 0 for a forward dependency.
Path (pa) is defined as the syntactic path from the source node 1 n to the destined node n n , ) ,..., ,..., (
where key pn is a key pn which influences the similarity between two pa(s) more than any other pn.
The similarity between two pn(s) is defined as:
The similarity between two pa(s) is defined as: where 1 s is the element number of the first union; 2 s is the element number of the second union; δ is a very little positive number meaning the similarity value between a non-empty value and the empty value. 
Kernels
In our study, sentiment words, adjective and verb are good indicators of sentiment. We choose these three word unions from each input sentence, and make use of the information from the word, n-gram, and syntactic levels to calculate the similarity between two input sentences. Now, we define our kernel functions. Since the kernel function is to measure the similarity between two instances, the effective kernel function should have high values between instance with the same polarity and low values between instances with opposite polarities.
We define three kernels to match polarity examples at word, phrase and syntactic levels. Using the notation just defined, we can write the three kernels as follows: We define the word kernel to compute the similarity between two instances by computing the similarity of the three specific word unions: the sentiment word union, the adjective union, and the verb union. By assigning different weights to different unions, we can observe the importance of each word union for sentiment classification. What makes the n-gram kernel different from the word kernel is that we choose the n-gram instead of the single word as the unit for similarity calculation. The intuition behind this is that instances sharing the same polarity may have similar n-grams. In the path kernel, we compute the similarity between two input sentences by calculating some key syntactic sub-structures. We use three heuristics (i.e. three kinds of sub-structures) as the basis to compute path kernel Path from sentiment word to its nearest noun or verb; Path from adjective to its nearest noun or verb; Path from verb to its nearest noun.
Experiment

Resource
We build our corpus using data from Chinacars 1 . Experiments were carried out on 589 positive and 600 negative instances with hand-annotated labels. In this section we will compare the performance of different kernel setups trained with SVM. The SVM package we used is SMO, and the classification tool we use is weak [24] . Evaluation of kernels was done on the training data using 10-fold cross-validation.
Three pre-processing tools we used are word segmentation tool, part-of-speech tagger and syntactic parser, all of which are shared by Harbin Institution of Technology.
Sentiment words are gotten from HowNet. All the words in HowNet with the "desired" or "undesired" attribute are taken as sentiment words. We got 8078 positive words and 8457 negative ones, of which 77.6% are adjectives, and 20.8% are nouns.
Results
1 http://www.chinacars.com/ The standard that we use to evaluate the classification results are precision, recall and F-Score. Their definitions are as table 1.
We built three baselines for our system. In baseline 1, the classifier gives a random label either positive or negative to the input instances. Baseline 2 is an n-gram classifier. In baseline 3, the classifier assigns the labels according to the number of the sentiment words, positive when positive words more, negative when negative words more, or neutral when the numbers are the same. Table 1 Table 2 shows the performance of the three baselines. We can see that n-gram gains the best results, which agree with a lot of former studies on classification study. Table 3 shows the performance of our kernel functions. Our system, in which we made combined uses of the information that indicates sentiment, outperforms the best baseline system. To show how our system works, the following two sentences are given as an example:
这车漂亮而且省油。 (This car is nice-looking and energy-saving.) (1) 这车省油。 (This car is energy-saving.) (2) If the sentiment dictionary does not contain the word " 省 油 (energy-saving)", but the word " 漂 亮 (nicelooking)", we will fail to get the sentiment of the second sentence. Our system solves the problem by calculating the similarity of the two sentences. Sentences with high similarity values will be classified as the same class.
In the above example, the sentiment of sentence 1 is easy to find since it contains the sentiment word "漂亮 (nice-looking)". Sentence 2 will be classified as the same group with sentence 1 since they share the same adjective word "省油 (energy-saving)", and have a relatively high similarity value.
In our kernels, 2 ψ and 3 ψ are the extension of 1 ψ since they do not only take the words into consideration but also the context or syntactic information. The fact that 2 ψ outperforms 1 ψ indicates that some context information is good indicators of sentiment. The very disappointing ψ is not sufficient to capture the sentiment information. Therefore, the improvement of the definition could be a good future work. Table 4 shows the performance of the SVM on different weight setup within kernel 1 ψ . β = (a, b, c) is the weight vector. a, b, and c are the weights of the sentiment words, the adjectives, and the verbs. We could get two conclusions from this experiment result: (1) sentiment words are good indicators of sentiment; (2) adjective and verb help to improve the performance of sentiment classification.
Conclusion
Our kernel method is an effective way for sentiment classification. It outperforms the most widely believed best system, the n-gram. It is also different from lots of sentiment classification methods, since it is not just relied on a fixed sentiment dictionary. Our proper defined kernel functions can capture sentiment information from n-gram and syntactic levels. These kinds of information are closer to the semantic analysis and more suitable for sentiment classification task, which is semantic demanding and different from traditional topic-based classification task.
Future Work
As mentioned above, the kernel function 3 ψ didn't gain the performance as we expected. We want to further address this problem in our future work. We may develop some methods to decrease the influence by parser error, such as choosing smaller substructures. We will also try to modify the form of our syntactic kernel function to observe the result of different syntactic kernel setups.
