ABSTRACT. Each positive zero of J" '(x), 0<I/<1, 0<x< j v \y is shown to be monotonic in v. The first such decreases to 0, the second increases to \/3, as v t 1. They occur when and only when VQ < v < 1, VQ = 0.755578..., and are precisely two in number. When v = J/Q, J" 1 '(X) has a double zero. The double zeros of J'J'fa), for all real v, have been studied by M. K. Kerimov and S. L. Skorokhodov [USSR Comput.
Introduction and some formulae
We shall discuss here the positive zeros, j^, when they exist, of the third derivative of the Bessel function J u (x), 0 < z/ < 1, which precede the first positive zero j^i of Juix). The main purpose is to show that there are two such when Z/Q < v < 1, u 0 -0.755578..., none when 0 < v < UQ, and ( §4) as z/ increases to 1, that the first such decreases to 0 while the second increases to \/3 = j"{ (cf. (1.3 
)).
This is by way of completing results found in [7] , albeit by an entirely different method. There it was shown that all other positive zeros of J'J'fa), v > 0, are increasing functions of v.
In addition, as in [7] , some inequalities for these zeros are established, here for i/o < i/ < 1 (cf. §5).
M. K. Kerimov and S. L. Skorokhodov [3, 4] have studied double zeros of various Bessel functions and their derivatives, emphasizing computational aspects. For v = VQ, the result here coincides with their corresponding result which was obtained from different software.
The function J u (x) is defined by the alternating series The principal results are formulated in Theorem 4.1, supplemented by Theorem 4.2. Leading up to them are various technical preliminaries gathered in §2. Also required are convexity and similar properties of J'J'ix) in 0 < x < j u i, when 0 < v < 1. These provide the content of §3 and establish that J" r {x) cannot vanish more than twice in 0 < x < jvi when 0 < v < 1.
This done, the main results ( §4) follow on showing that any such crossing of the x-axis by the graph of ^'(x) is lowered when u is increased.
Finally, §5 furnishes various inequalities for these zeros. For ease of notation, the zeros j"
f (x) which occur in 0 < x < j v i will be denoted by A, a function of z/, with k fixed. On occasion, the pair of zeros which are found in 0 < x < j v i for appropriate v will be denoted by Ai, A2, with Ai < A2.
Auxiliary results
Gathered here are a number of miscellaneous results, principally inequalities, which are required for the monotonicity proofs offered in §4. 
Proof. The first inequality has been established in [7, (4.3) ]. The last is cited in the proof of (2.1), leaving A 2 < 3u 2 to be proved. It is already known [7, (2.6) ] that A 2 < u 2 + 2, 0 < u < 1. Thus, the remaining inequality would be a consequence of the fact that J"'(x) is an increasing function of x in Zv 2 < x 2 < v 2 + 2, in view of (2.1). 
The sum of the last two terms will be shown to be positive for 0.82 < u < 1. This will complete the proof of (2.6). This sum divided by the positive factor |(1 -z/ 2 ) equals Proof. For the v-values under consideration, the constant term (i.e., the A-free term) is negative. For these z/, therefore, this quadratic in A 2 is negative whenever A 2 < iv 2 if it is negative for A 2 = 3z/ 2 . When A 2 = 3z/ 2 the polynomial becomes 4(3z/ 2 -1)(^2 -1); this is negative in 0.58 < v < 1. ■
The final assertion of the theorem follows on differentiation with respect to A. □
Convexity and near-convexity of J'J'fa) and the number of
There are, as will be demonstrated in this section, no more than two possible zeros of J" f (x) in 0 < x < j u i when 0 < is < 1. It is already known [7, (4.2) ] that there are none when 0 < v < 0.7552. Theorem 2.2 has established that, for any such zero, A 2 < 3^2. That there are no more than two A's would be a consequence of J'J'ix) being convex in x 2 < Sv 2 . Indeed, this will be shown to be the case when 0 < v < 0.877.... Then, we shall learn that
All told, this shows that there can be no more than two zeros in 0 < x < j^i, 0 < v < 1.
Proof. From (1.1) we find, for x 2 < Zv 2 , 0 < v < 1,
The cubic ^(a?) achieves its minimum in x < 3z/ 2 either at The last sentence restates [7, (4.2) ].
Proof. Again, it will be shown that j£ \xj > 0 for the relevant is and x. The absolute minimum of /bOc) occurs either at the local minimum ^(^o) 01 at an end-point (x = 0, x = 1).
First, we have /2(0) > 0, since 0 < is < 1. Next, we recall from the proof of Theorem 3.1 that f2(xo) > 0, 0 < is < 1. Finally, putting x = 1 causes ^(ff) to become a polynomial in z/ which vanishes at is = 0.013871... and at is = 1.09248... and is positive in between. This proves the theorem. □
Corollary. If 0 < is < 1, the function J'J^x) cannot vanish more than twice in 0<x<l.
Remark. Inequalities (2.1) and (2.7) imply further that J'J'ix) vanishes exactly once in 0 < x < 1 when 0.76 < u < 1. The cubic fs(x) has a negative constant term, since 0 < v < 1, and so has either two positive zeros or none. Hence, if /3(1) > 0 and fsiSv Thus, J^4 ) (x) > 0, 0.72172 < is < 1, when 1 < x < isy/S. Inasmuch as A < i/y/3 when \ < jvi, 0 < is < 1, the assertion is established. □ Proof The Corollary to Theorem 3.1 already establishes this when 0 < is < 0.8771314... . For the overlapping interval, 0.76 < is < 1, the conclusion follows from Theorem 3.3 and the Corollary to Theorem 3.2. □ Remark. There are exactly two such zeros when 0.76 < is < 1, according to (2.1) and (2.7). There are none when 0 < is < 0.7552. Below it will be shown that z/ -J/Q = 0.75558... is the value below which there are none and above which there are two.
Monotonicity of the zeros
The results of §3 show that monotonicity of the zeros of J"'(x), 0 < x < j^i, 0 < is < 1, as a function of is, would follow on showing that J"'(x) decreases (from zero) when is is increased while keeping x fixed at a value which causes J"'(x) to vanish for the original is. Denoting that value by A^, or simply A, this means demonstrating that
More precisely, this would show that, of the two zeros of J'"{x) which could occur, the first would decrease and the second increase as v increases to 1.
It would also show something else, namely, that there exists a unique value of z/, say Z/Q, such that in 0 < x < >i, J"'(x) has no zeros when 0 < is < ISQ, a double zero when is = ISQ, and exactly two distinct simple zeros when ISQ < is < 1. We know already [7, (4.2) ] that is 0 > 0.7552.
With the knowledge that J^'{x) does not possess any zeros in 0 < x < j^i when 0 < i/ < 0.7552, the study of (4.1) when u > 0.755 will lead to the desired results. It will show that whenever A exists for v > 0.755, then (4.1) holds.
Here The quantities m, M, P, and Q may be assigned any values for which With these values, (4.9) can be rewritten to provide a polynomial upper bound in the form, for 0.75 < v < 0.995, The quantities m, M, P, Q retain the significances assigned to them in part (A). Once these quantities are selected appropriately, we have again a polynomial upper bound for
The proof that a -f3 < 0, and hence that dJ"'(x)/dv < 0 at x = A when z/ 2 4-I < A 2 < 3z^2, is divided into two parts. (ii) 0.78 < z/ < 1. Here closer bounds on A are needed. In (2.5) it is recorded that j£"(VV 2 + l/3) < 0, 0.7556... < 1/ < 1. Thus, there are two zeros, Ai, A2, of J'J^x) in 0 < x < j v i when 0.78 < v < 1, in view of (2.1). Clearly, A 2 < v 2 + |, and so falls into part (A) of this proof.
It remains only to consider A2. From (2.6) and (2.1), it is immediate that A^ > 4.2z Jj, (x) for 0 < is < 1. This is the device used also in [3, 4] , using different computer facilities.
Theorem 4.2. Let Xi(u) < A2(^) denote the zeros of J"
Proof. The respective limits, Ai,A2, clearly exist, since \\{y), \<i{y) are bounded monotonic functions.
From ( Remark. Theorems 4.1 and 4.2 suggest that, for each fixed n = 1,2,3,..., there exists a unique value v n , n-S < u n <n-2, corresponding to which there are precisely two zeros, A^, A^, of ji n) {x) in 0 < x < jvi, where i/ n < v < n -2, and that, as v t n -2, we have A^ [ 0, A^ T j^x Forn -3 < z/ < z/ n , these zeros would not exist, according to the conjecture. Theorems 4.1 and 4.2 verify the case n = 3. For n = 2, the conjecture is verified in [6] . It holds also for n = 1 [5] . For n = 4,5,..., 13, calculations using Maple V.l have produced strong numerical support. Of course, these inequalities apply only for those values of v for which A exists, i.e., for vo<v<l,i>o = 0.7555783929.
When v > 1, A < j'^i, these inequalities are reversed. When is = 1, each polynomial vanishes, since then the only 0 < A < ju is A = y/3. With is = 1 and A = 0, each polynomial also vanishes.
In principle, each of (5.5), (5.6), (5.7) can be solved for A, since they are, respectively, quadratic, cubic, and quartic in A 2 . Thus, (5.5) (again with Ai < A2 < jvi) leads to 2 
where p n (x) and qn(x) are polynomials (not necessarily of degree n), in place of (1.3). This will replace the right side of (5. The zeros of the polynomials in (5.5), (5.6), and (5.7) provide quite good approximations to Ai and A2 in is 0 < v < 1 from above and below, respectively. The accuracy increases as is increases to 1. This is illustrated by Table 1 which records these pairs of zeros of the polynomials in (5.5) and (5.7), along with the values of Ai, A2 which Martin Muldoon kindly calculated using Maple V.l.
The polynomial in (5.5) is quadratic in A 2 . In (5.7) it is quartic in A 2 . The pertinent columns of pairs of zeros are labelled "quadratic" and "quartic" to emphasize this. A column labelled "cubic", recording the zeros of the polynomials, cubic in A 2 , in (5.6), would provide results intermediate between those found in the quadratic and quartic columns.
Polynomials of higher degree can be obtained from (5.4), since al has been determined explicitly for several further values of ft, e.g., in [8, §15.51, p. 502] . These would provide even more accurate approximations to Ai and A2.
All of these polynomial approximations can be calculated on a variety of hand calculators. Acknowledgments Alfred Gray, as mentioned in [7] , constructed graphics using Mathematica which depict the monotonicity properties established both in [7] and here. His diagrammes led to the conjectures established in §4 here. 
