As one of mobile agent applications, many systems which provide continuous service for users moving on a network have been proposed. In these systems, because a movement of mobile agents is performed after a user movement, users must wait for arrival of mobile agents. To reduce users' waiting time, we propose a fundamental framework for mobile agent systems where an agent can move precedently before a user movement. In our framework, it is assumed that computers are connected on a network and users with rewritable devices move on the network. The framework supports precedent movement ofmobile agents based on prediction using movement history of users. Because the prediction may be wrong, the framework also provides the following movement of mobile agents. Moreover, the framework provides a recovery method of mobile agents in service in case that mobile agents disappear due to problems such as their bugs. Because we provide some APIs, via which various functions of our framework are accessed, developers of mobile agent systems can easily use our framework using the APIs. We implemented an experimental agent system using the APIs and confirmed that the framework perforned correctly using the experimental system.
Introduction
A mobile agent is a software program which can autonomously move among computers on a network. When a mobile agent moves, it holds not only its program text but also its state of execution. Mobile agents are therefore expected to be used for many kinds of applications such as information gathering by moving among computers, distributed computing, and so on. As typical applications using mobile agents, some systems providing continuous service for users who move among computers on the system are considered. In the systems, continuous service can be performed by moving mobile agents automatically as users move, and user movement can be also automatically detected using sensing technologies such as an RFID tag technologies and image processing technologies. Thus, users can receive continuous service transparently to physical configuration of computers and/or networks.
As conventional systems providing continuous service, the system by Bates et al.
[l], NetChaser [2] , LocALE [3] , f-Desktop [4] and FollowingSpace [5] have been proposed.
In these systems, after a user receiving service by a mobile agent at a computer (say A) departs from the computer A and arrives at another computer (say B), the mobile agent starts to move from the computer A to the computer B. In other words, agent movement follows user movement in the conventional systems. Thus, such following mechanism forces users to wait for arrival of mobile agents, and consequently users suffer some waiting time until the service by mobile agents starts. Though the allowable value of the waiting time depends on the contents of the services provided by agents, the waiting time seems to become considerably large in such services that agents need to involve large amount of data like image data and agents need to perform large amount of computation before starting to provide services at the arrived computer, and consequently the waiting time of such service seems to exceed their allowable values frequently. Thus, it is important to consider a strategy to shorten the waiting time.
In this paper, we propose a fundamental framework with which agent application developers can easily implement mobile agent systems where mobile agents can arrive at a computer precedently before user's arrival at the computer. The framework automatically detects the user's departure from a computer, and then it immediately moves the copies of the corresponding mobile agent to computers (target computers), one ofwhich the user probably arrives at, and consequently the waiting time drastically decreases. Because we use such the strategy that copies agents in order to provide the preceding mechanism, when such copy is repeatedly done, a situation that many unnecessary copies exist at the same time may occur. In order to avoid the situation, we introduce a generation number for each agent. Each agent initially has the generation number of zero when it is generated and each copy of an agent with the generation number n has the generation number n+l. An (2) (1), where we ignore hosts which have been already selected as target hosts in the step (2) . For example, when x = 3 and y = 3, the steps (l)-(3) first find the current targets hosts C and D (c = 2), and x' = 3 -2, and y' = 2. And then the step (2) finds the host A and F. The step (2) selects the host A because the corresponding generation number of A is greater than that of F. After the target hosts are selected, each copy (say a child agent) of the agent (say the parent agent) precedently moves toward each of the target host. If the generation number of the parent agent is n, that of each child agent becomes n+ 1. The parent agent remains at the current host during a certain period of time and then disappears. Because the parent agent remains, the design of the following mechanism become easy as described in the next subsection.
When a user arrives at a host, the generation number of the agent which the user requires has been already recorded in the rewritable device of the user as described in 2.2.4. If there exists an agent with the same generation number as the recorded number at the host, a pair of the generation number of the agent and the host's name is appended into the movement history, and the agent starts to serve the user. That is, it means that the precedent mechanism successfully works. Otherwise, that is, if there does not exist such an agent, it means the precedent mechanism fails, and the following mechanism takes over.
Following Mechanism
When the preceding mechanism fails, a host (say A) at which a user arrives first searches the host (say B) where the corresponding agent stays and bring the agent from the host B as follows. As described earlier, a list of the hosts where the agent served is recorded as the movement history. Thus, we can know the last host (the host B) where the user stayed from the movement history. And also as described earlier, the parent agent of the corresponding agent remains at the host B. Based on the facts, the host A first knows the host B and then requests the host B to move a copy (a child agent) of the parent agent to the host A. Receiving the request, the host B makes a child agent (whose generation number is greater than that ofthe parent agent by one) and send it to the host A. When the child agent arrives at the host A, the pair of the generation number of the child agent and the host's name is appended into the movement history, and the child agent starts to serve the user.
Backup and Restore Mechanism
As described in the subsection 2.2.1, the preceding mechanism makes copies of an agent. The backup mechanism transfers one ofthe copies to the management server as a backup of the agent, where the generation number of the transferred copy remains unchanged unlike the preceding mechanism. Some additional information, that is, the user identifier, the agent name, the backup time and the removing condition are also transferred to the server. The user identifier is the tag ID of the rewritable device of the user, and the agent name is the name of the executable program corresponding to the agent in the operating system on the host. The removing condition is one for removing the backup. We specify the maximum number of backups, the maximum disk capacity and backup duration as the conditions, and if one of the conditions is violated, some of the backup are removed.
In addition to such automatic backup operation, the framework also provides manual backup operation which performs a similar transfer to the automatic operation when it is explicitly called by an agent system on the framework.
The automatic restore operation is triggered when the framework detects the disappearance of an agent in service. The disappearance is detected as follows. Each agent in service regularly informs the framework of its existence using such a message "I-am-alive". If such information does not arrive at the framework, it determines that an agent disappears. When the framework detects the disappearance, it automatically transfers the most recent backup from the server to the host where the disappearance is detected.
We additionally provide manual restore operation. In the manual operation, an agent system on the framework can specify a backup on the server. For example, the agent system can specify the backup with a specified generation number. When the manual operation is explicitly called by an agent system, it transfers the specified backup from the server.
Generation Management Mechanism
In this paper, because only an agent with the same generation number as that of the rewritable device of a user can start to serve the user, the timing ofchanging the numbers of each agent and each rewritable device is important. As described in the previous subsection, the generation number of each agent is increased by one when the agent is duplicated from its parent agent. On the other hand, the generation number of each rewritable device is changed as soon as its owner starts to be served by the corresponding agent. That is, the generation number of each rewritable device is greater than that of the corresponding agent by one during the service. By doing that, even if the user departs from the host at an arbitrary time, we can keep the generation number of each rewritable device the newest and consequently an agent with the newest generation number can start to serve its user.
Disappearance of unnecessary agents is performed using the generation numbers of each agent and each rewritable device as follows. Figure 3 shows an example of a family tree of agents. The agent A generates the child agents B, C and D and similarly only one child C generates its child agents E, F and G by the preceding mechanism. Note that only one agent in each generation generates child agents. Agents which dose not generate a child agents, that is, the agents B, E, D and G in Fig. 3 , are unnecessary. Such agents automatically disappear as follows. We set a timer with a timeout value for every agent. Though the timer stops if the corresponding agent becomes a parent agent, that i iit Disappearance of each agent which becomes a parent agent is performed as follows. As soon as a child agent starts to serve the corresponding user, the starting is notified to its parent agent. When the parent agent receives the notification, it automatically disappears.
Using the two disappeanng mechanisms described above, every agent can automatically disappear when it becomes unnecessary. In this paper, in addition to the mechanisms, we provide two disappearing mechanism in order to remove unnecessary agents as soon as possible. One is the mechanism that an agent (say X) automatically disappears if there exists an agent (say Y) with larger generation number at a host and the agent X is not the parent of the agent Y, because the agent X is unnecessary. For example, if the agents B and F exist in a host at the same time, the former disappears. And if the agents A and E simultaneously exist in a host, the former also disappears. However, even if the agent C and E simultaneously exist in a host, the former does not disappear because C is the parent ofE. The other additional disappearing mechanism is the mechanism that when a user with the rewritable devices with the generation number n+2 arrives at a host, if there exist an agent (say X) with smaller generation number and it is not the parent agent of an agent with the generation number n+2, then the agent X disappears, because the agent X is unnecessary. For example, in Fig. 3 , when a user with rewritable device with the generation number n+2 amrves at the host where the agent B exists, B disappears. However, when the user amrves at the host where the agent C exists, C does not disappear because C is the parent agent of agents with the generation number n+2.
3 Implementation of the Framework 3.1 System Configuration As described in the section 2, our framework provides the preceding, following, backup, restore and generation management mechanisms. The mechanisms are implemented using the following system side agents as shown in Fig. 4. iManager Agent (MA)] Each MA is a static agent which is stationed in each host and performs movement management of user agents (simply UAs hereafter) and the generation management mechanism.
Movement management of UAs is performed based on Then the MA runs the executable image as a UA. BAs also detect disappearance of UAs using a kind of alive message from the corresponding UA and a timeout mechanism. Figure 5 shows environment of the implementation of the framework. In this paper, as described earlier, we adopt AgentSpace as an agent platform. Because our framework and AgentSpace are both written in the Java language, they can be used on many kinds of operating systems.
APIs for Agent System Developers
We provide some APIs for agent system developers. They can easily implement agent systems using the APIs. The APIs are installed into our framework as a Java class library named UABASE. Thus, the developers can use the mechanisms of our framework by just inheriting the UABASE class as shown in Fig. 6 . There are two most important class methods (functions) which must be written by the developers, startService and stopService methods. MAs use the former method to request UAs to start services and the developers write the content of the services in the method. On the other hand, MAs use the latter method to request UAs to stop services and the de- 
Example of Agent Behavior
Suppose that, as shown in Fig. 7 , a UA with the generation number n (say UAn) currently serves a user at the host A with the rewritable devices with the generation number n+ 1, and after the user departs from the host A, the user arrives at the host B. Focusing on agent behavior in the preceding mechanism, such situation can be described in detail as follows.
(1) The user departs from the host A.
(2) The SA detects the departure and informs the MA in the host of the departure. 
