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0. Introduction 
A statistician sometimes has to deal with problems involving 
two factors, each having a given number of levels. He wants to 
test whether the two factors are independent. The usual test-
procedure is the so-called test of independence (see [6], chap.XV. 
2,3 or other text-books in statistics). This is, however, no 
exact tes~, and hence there are certain situations, mostly where 
the number of observations is small, where the test is less good. 
In any case, it will be of interest to try to find an exact test. 
In the case where one of the factors has only 2 levels, we 
shall find an exact test for the hypothesis of independence. In 
that case we arrange the observations in a 2 x r table (see 
(3.1)). 
We will show, that the problem of independence of the factors 
in a 2 x r table can be put on a regular Darmois-Koopman form, 
by suitable definitions and change of variables. The hypothesis 
of independence will then be equivalent to r - 1 parameters 
• , 'l 
"·1 ' • ' ' ' / r-1 being zero • It is, however, difficult to find an 
explicit, Simultaneous test for this hypothesis. Therefore, we 
will apply a stepwise testprocedure on the problem, testing one 
parameter at the time. Thus we may find power-optimal test-pro-
cedures on each step, and these procedures will be explicit and 
relatively easy to find (by means of a computer). 
We shall apply two different methods to the problem. The 
first o.ne is due to T.W. Anderson [3] (also see [1], ch. 1.4.C), 
and will be referred to as the "method of reduced parameter-space 11 , 
because parameters not found significantly different from zero, 
will be considered being exactly zero on the following steps, 
thus reducing the dimension of the parameter-space by one for 
III. 
each step. This method is relatively simple to apply to most 
problems~ and it often gives simple test-criterions on each step. 
The assumption to reduce the dimension of the parameter-
space when a parameter is not found I 0 , is difficult, even im-
possible to introduce in many situations. It is,however, not con-
sidered here, we only work on the method in our model. 
The other method is due to E.L. Lehman [4], and we will call 
it the "method of retained parameter space 11 • In this case, we 
do not consider an accepted hypothes~as correct; on the follow-
ing steps we will consider the condtional observation-space, 
given that the hypothesis on the preceding steps have been ac-
cepted. 
Both methods described above have originally been designed 
to work with so-called multiple decision problems;we will here, 
however, only be interested in two decisions: rejection of the 
hypothesisof independence or saying nothing. 
The method of the reduced parameter-space gives an exact test 
for a given level € • The power-optimality on each step will 
not, however, lead to power-optimality of the composite test-pro-
cedure. But, the latter will be optimal in another way, it will 
have the maximum performance-function among all performance-unbi-
ased procedures (see [1], pp. 31-35). 
The second method is also an exact method, but I have not 
been able to determine the exact level of the test-procedure, 
only an upper limit. This is, of course, a serious limitation 
for practical applications. 
Both methods have been programmed and run on a computer, and 
numerical examples will be found in the appendix. 
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1. Some theory of regular Darmois-Koopman classes of distri-
butions. 
We assume a regular Darmois-Koopman (short D-K) class of 
distributions, that is, a class where the density (or point-pro-
bability) may be written as: 
s 
I: r .Y. (x) 
dP = A(r)ej= 1 J J dP 
0 
( 1 • 1 ) 
where r 1 , ••• ,rs are linearly independent and assume their values 
in an open set n and where Y1, ••• ,Ys are linearly independent. 
We then infer m < s new parameters by 
s 
a. = I: a .. ,. . i = 1,2, ••• ,m J. j=1 lJ J 
( 1 • 2) 
Then the following question occurs: When will the class of 
distributions including the new parameters a1 , ••• ,am be regular? 
The following theorem is easily proved: 
Theorem 1: Let r 1 , ••• ,r 8 be parameters in a regular D-K class 
of distributions given by (1.1). Let a1 , .•• ,am be m < s new 
parameters given by the linear transformations of r 1 , ••• ,rs as 
in (1.2), where the a .. lJ i = 1 , 2, ••• , m , j = 1 , 2, ••• , s are 
such that the vectors 
(~21 \ (a11 \ 
I : \ \~28 \:1s} 
' 
' . . . 
are linearly independent. 
Then a1 , •.• ,crm will be parameters in a regular D-K class 
of distributions. 
From Theorem 1 follows: 
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Corollary 1: Same assumptions as in Theorem 1, but now let cr. = 
l 
S I 
La . . r. +b. = cri + bi i = 1,2, ••• ,m. Then the class of dis-j=1 lJ J l 
tributions with the new parameters is also regular. 
Example l: As an example, consider the multinomial distribution: 
where 
f(x1' • • • ,xn) = Pr(i~1 (Xi = xi)) = kn(x)p1 X1. • ••• ~r 
r 
L: x. = n 
. 1 l l= 
r 
L: p. = 1 
. 1 l l= 
k (x) = 
n 
n! 
X I 
r· 
( 1 • 3) 
To put the distribution on a D-K form, we let the distribu-
tion P0 correspond to i = 1,2, ••• ,r, that is 
, ~ being the counting-measure. 
Then we get: r 
L x.ln p. 
dp n J'=1 J J = r e dP0 ( 1 • 4) 
This expression for dP 
r 
is not a regular one, since L: x.=n, j=1 J 
that is x 1 , ••• ,xr are linearly derendent. We therefore express 
xr = n-x1- ••. -xr_1 , and putting this into (1.4) we get: 
where 
r-1 
L: x.lnp. + (n-x1- ••• -x 1)lnp 
n J'=1 J J r- r dP = r e dP 0 
r-1 p. r 
L: r .x. L x.ln Jfpr 
n j-1 J 
= (r·pr) e - dP 0 = ( ) j=1 J Jd A r e P0 
j = 1,2, ••• ,s s = r-1 
( 1. 5) 
It is now obvious that p1 , ••• ,pr_1 vary in an open set, 
therefore r 1 , •.• ,rs will also vary in an open set, since the 
- 3 -
Tj's are continuous functions of p1 , ••• ,pr_1 ; since both 
T1 , ••• ,Ts and x1 , ••• ,xs (s=r-1) obviously are linearly inde-
pendent, the class (1.5) is regular. 
Theorem 1 now says that all linearly independent linear 
transformations of the type: 
cr. = l 
s 
L: a .. T. j=1 lJ J 
s p. 
= r a . .ln:..J.. = j=1 lJ Pr 
s s 
L: a . .ln p . - L: a . .ln n j = 1 1 J J j = 1 1 J "'"r 
s r 
= 
= r. a 4 .ln p . + a . ln p = L a . .ln p . j = 1 1 J J 1r r j = 1 1 J J i = 1,2, ••• ,m 
where a. 
1r 
s 
=- r a .. j=1 lJ 1 < m < s 
will be parameters of a regular D-K class of distributions, 
We state this result as a theorem, because of the usefullness 
in the following chapter. 
Theorem 2: Assume a multinomial class of distributions given 
by (1.3). Define m < s = r-1 new parameters by: 
where: 
i) 
ii) 
cr. = l 
r 
r 
L: a .. ln p. j= 1 lJ J i = 1,2, ••• ,m 
ra .. =O i=1,2, ••• ,m j=1 lJ 
are m linearly independent vectors. 
Then cr 1 , ••• ,crm are regular D-K parameters. 
Example 2: Consider the following transformation of the parameters 
in a regular D-K class of distributions given by (1.1): 
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0'1 = 'T1 
cri = T. - T. 1 0 i = 2,3, ••• ,m J. J.-
' 
a 
m+1 = T m+1 
a 
m+2 = 'T m+2 
cr. = 'Tj - 'T. 1 j = m+3,m+4, ••• ,s J J-
where m is an integer between 2 and s-3 . 
The matrix associated with the transformation is: 
I 1 0 0 - 0 0 0 0 0 - --- - - 0 0 1 
,-1 1 0 - --- - 0 0 0 0 0 ·- -- -- - 0 0 2 
. . 
0 0 0 -- -1 1 0 I 0 0 0 0 ··- - - - - - - m 
·----·-~ ~·· ·-------··--··- ··-----------------
0 0 0 --· -- -· 0 0 1 0 - -- -- 0 0 m+1 
0 0 0 - -·- -- --- 0 0 0 1 0 - -· -- - 0 0 m+2 
0 0 0 --- -- --0 0 0 -1 1 -- - -··- 0 0 m+ 
• 
• 
• 
• 
0 0 0 - ···- ........ -- 0 0 0 I 0 0 - - --- -1 1 s 
It is seen that this matrix has full rank, hence the rows 
are linearly independent, and according to theorem 1 the class 
with the new parameters is regular (in the theorem the last col-
umn does not count, but the rows are still linearly independent). 
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2. Testing of independence in a 2 x r table by stepwise 
testprocedures. 
2.1 Definition of independence 
In the ordinary 2 x 2 table to the right 
we define independence of the two factors 
A and B by the expression 
A A* 
B p 
B* 
Now consider the 2 x r table given by ( 2. 1). The symbols 
in the different boxes give the probability that an observation 
falls in that box. 
B\ A1 A2~ Ar-1 Ar 
.. 
B p1 p2 f Pr-1 p1 p 
i 
( 2. 1 ) 
B* q1 I q2 Y.r-1 q1 q 
I 
Here the factor A assumes r different levels, A1 , ••• ,Ar' 
while B assumes only two, B and B* (that is, not B). 
We will now define independence of A and B in (2.1) in 
the following way: The probability that a given combination of 
A and B levels occurs, is equal to the product of the marginal 
probabilities that the two levels occur, or explicitely: 
(2,2) 
i = 1,2, ••• ,r 
The number of condition may be reduced. We immediately see 
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that 
i = 1,2, ••• ,r 
and = 1 
lead to (q1+ ••• +qr)(pi+qi) = qi ; i = 1,2, ••• ,r, that is, 
the second line in (2.2) may be deduced from the first. 
Further, we see that 
r-1 r-1 
.~ (p1+ ••• +pr)(pi+qi) 
1=1 
= (p1+ ••• +pr) .~ (pi+qi) = 
l=1 
r-1 
or .~ [(p1+ ••• +pr)(pi+qi)-pi] = Pr-(p1+ ••• +pr)(pr+qr) 
1=1 
that is (p 1+ •• +pr)(pi+qi) =pi 
==> (p1+ ••• +pr)(pr+qr) = Pr 
We have thus shown that 
i = 1 , 2, ••• , r-1 ==> 
(2.3) 
is a necessary and sufficient condition for (2.2). To obtain an 
analoguous definition with the 2 x 2 table, we shall hence define 
independence of the factors in a 2 x 2 table by ( 2. 3). 
Now we will show that: 
p1 q3 = p3q1 
p2q3 = p3q2 
-...... _ 
(2.4) 
·- ......... 
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is necessary and sufficient for independence. 
Assume that (2.4) is true: 
Then 
(p1+ ••• +pr)(pi+qi) = (p1+. • .+pr)pi + p1qi + p2qi+. • .+prqi = 
= (p1+ ••• +pr)pi +piq1 +piq2+ ••• +piqr = 
= (p1+. • .+pr+ q1+. • .+qr)pi = Pi , that is, (2.3), since i 
was arbitrary. 
Now assume that A and B are independent, that is (2.3). 
Then look at 
p.q. 
:2:..:1. p.q. 
J ]_ 
(p1+ ••• +pr)(pi+qi)(q1+ ••• +qr)(pj=qj) 
= (p1+ ... +pr) (pj+qj)(q1+. • .+qr) (pi+qi) = 1 
which gives (3.4), since i,j were arbitrary. 
We see, however, that (2.4) has r(r- 1 ) conditions on the 
2 
parameters, while the definition (2.3) has only r-1 • Hence it 
is possible to chose a "base" consisting of r-1 functionally 
independent conditions from (2.4). These may be picked out in 
several ways. 
One of the sets is the diagonal in the matrix (2.4), which 
we will take a closer look at. 
We have 
• • • (2.5) 
These r-1 expressions are functionally independent (that 
is,none of them may be found as functions of the others), while 
for arbitrary i < j - 1 we have: 
p.q. = ]_ J 
pi+2.qi+1 
qi+2 
q. 
]_ 
·--· q. = qi+ 1 J 
p. 
= :..J.. q .• q. = p.q. ; qj ]_ J J ]_ = •• 0 that is the complete matrix (2.4) 
may be generated from (2.5), by repeatedly using the fact that 
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The conditions (2.5) havean interesting practical meaning. 
p1q2 = p2q1 is just independence of (A1 ,A2 ) and B , p2q3 = 
= p3q2 means that (A2 ,A3) and B are independent etc., that 
is we have "reduced" the independence in the 2 x r table to in-
dependence in r-1 2 x 2 tables. 
Finally, we will rewrite (2.5) in a way that suits the 
following. Define. 
i = 1 , 2 , ••• , r- 1 (2.6) 
Then (2.5) is equivalent to 
Notice that the 
= Pr-1 = 0 (2.7) 
p. 's defined by (2.6) are linear expres-
l 
sions of the type 
where 
p. = 
l 
r 
r r 
r a .. ln p. + t b .. ln q. j=1 lJ J j=1 lJ J 
r (a .. +b .. )= o; j=1 lJ lJ 
i = 1 , 2 , ••• , r- 1 
i = 1 , 2 , ••• , r-1 
But then we have the situation of theorem 2 in chapter 1, 
where we see that condition i) is fulfilled. All we have to 
show is that the vectors 
c . ' = [a . 1 , ••• , a . , b . 1 , ••• , b . r 1 } ' ; i = 1 , 2 , ••• , r- 1 1 1 1r 1 1 -
are linearly independent. Then the parameters p 1 , ••• ,pr_ 1 are 
regular D-K parameters. 
To show this, consider the matrix of rows ci , i = 1,2, •• 
• • , r-1 
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I 
1 
-1 0 0 . • • • 0 0 0 0' 1 I -1 0 0 • • • 0 0 0 0 
0 1 -1 0 • • • • 0 0 0 0 1 0 1 -1 0 • • • 0 0 0 0 I 
• I 
I 
•• I 
0 0 0 0 • . . . 0 1 -1 0 1 0 0 0 0 • • • 0 0 1 -1 I 
\0 
I 1 0 0 0 • . . • 0 0 1 -1 I 0 0 0 0 • • • 0 0 0 I 
That this matrix has full rank is easily seen (by generally 
adding the j-1 preceeding rows to the j row, j = 2,3, ••• ,r 9 
and keep the first row unchanged). 
Vie have thus shown: P1' • • • ,pr-1 are regular D-K parameters, 
and the problem of independence in a 2 x r table may be put on 
a regular D-K form. 
2.2 Transformation of the problem to D-K form 
We observe tha factors A and B during N trials, and 
arrange the results in the table below: 
A B~ A1 A2 A3 A Ar -- ----- r-1 
B x1 x2 x3 ___ , __ X r-1 X N-w r 
B* y1 y2 y3 -- --- ,_ Yr-1 Yr w 
(2.8) 
u1 u2 u3 ur-1 ur N 
According to the usual assumptions for trials of this type, 
(X1 , ••• ,Xr,Y1 , .•. ,Yr) have a multinomial distribution with pro-
babilities given by (2.1), that is 
r 
Pr ( n ( x . = x . n Y. = y . ) ) 
. 1 l l l l l= 
for 
r 
I: (X. +y. ) = N 9 
. 1 l l l= 
0 < p. < 1 ' l 0 < q. < 1 l 
- 10 -
where 
In chapter 2.1 we have shown that the problem of independence 
in a 2 x r table may be put on a regular D-K form. To reach this 
form, it is necessary to make a small detour. 
We start with the following r-1 conditions 
9 • • • ' (2.9) 
These conditions are obviously functionally independent, and 
(2.9) is equivalent to (2.4). We shall prove the latter. 
Assume (2.9) to be true: Let 1 < i < j , and look at p.q .• 
J. J 
From (2.9) it follows that 
p. = 
J. 
p.q. 
J. J 
hence 
p.q. , which proves (2.4) J J. 
We have previously shown that the opposite is true. 
As in chapter 2.1, we infer logarithmic parameters. Let 
(2.10) 
Then n1 , ••. ,nr_ 1 are regular D-K parameter from similar 
reasons as in 2.1. 
The probability function f was given by: 
= 
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= 11J(x,y) e = 
(2.11) 
q1 p . 
where p1 = ln pj = ln .:..J. i = 2,3~ ••• ~r p1 ~ p1 ~ 
and uj = X.+ y. . j = 1 9 2 9 ,.,,,r w = y1+. • .+yr 
' 
• J J 
Now consider the coefficient-matrix of the transformation 
from ( ln p 1 , ••• ~ ln qr ) 
sho1vn below. The 2r-1 
to (TJ 1 , •• 19 7lr_ 1 ~p 1 , ••• ,pr) 9 which is 
rows are seen to be linearly independent. 
Each row has the same number of +1 and -1 , hence Theorem 2 
in chapter 1 may be used to show that 11 1 9 ••• , '11r_ 1 , p 1 , ••• , Pr 
are parameters of a regular D-K class (the theorem requires that 
the rows are independent when e.g. the last column is removed, 
which is trivial). 
The coefficient-matrix is as follows 
0-- -----0 l-=-;-· 
0 -1 -- - - - 0 -1 
.... 
·~ 
1 -1 
1 
1 
0 1 0 
f 
0-: _ _: -1 '-1 0 0---'::_,; 
·-:_-1--0 -c;-=-=- -- -0 0 -t-1-1--0- - - ···- -- - 0 
• 
1 0 
-1 1 
0 
0 -- ·-- -- -- 0 0 - ·-- -- -·----·- -· - 0 
-1 1 - -·- - - ' 
• • 
• 
' 
.. 
......... • 
' 
.. 
I • l-1 b 0-- ~~'~ 0-----
'-··-------,,-----·-----''-----.. ----..../-
.. 
r r 
r-1 
r-1 
r 
ci = 2: Y. 
j=i+1 J 
This gives: 
Yl. = C . 1 - C . J_- J_ 
Yr = C r-1 
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0 
' 
i = 1 , 2 , o 0 • , r- 1 (2.12) 
i = 2, o •• , r-1 
Similarly we transform the u1 ,oo•,Ur_ 1 to V1 , ••• ,Vr-1 
by 
r 
V. = 2: U. 
J_ j=i+1 J 
which is equivalent to: 
U. =V. 1 -V. l l- J_ 
ur = v r-1 
i = 1 , 2 , ••• , r-1 (2.13) 
i = 2 , 3 , •• o , r- 1 
If we let Cr = Vr = 0, we may write Yr = Cr_ 1 -cr, 
Ur=V 1 -V r- r and hence: 
r-1 r 
2: Y. 1• Tl· + r. U.p. = j=1 J+ J j=2 J J 
r-1 r 
= 2: Y1J·(C.-C. 1 ) + 2: p.(V. 1 -V.) = j=1 J J+ j=2 J J- J 
r-1 r r-1 r 
= L fl.C.- L: 11· 10. + !: p. 1v.- 2: p.'l. = j=1 J J j=2 J- J j=1 J+ J j=2 J J 
r-1 r-1 
= 111 C 1 + j ~ 2 ( Y1 j - Y1 j-1 ) C j - Y1r-1 C r + P 2 V 1 + j ~ 2 ( P j + 1 - P j ) V j - P r V r = 
r-1 r-1 
= Y)1C1 + 2: (Y).-1'). 1)C. + p2V1 + r (p. 1-p.)V. j=2 J J- J j=2 J+ J J 
since V r = C r = 0 • 
-
13 
-
Now put 
p1q2 
){1 = "" = ln -I 11 p2q1 9 
p1qi+1 
piqi+1 
'1{.. 11· - fl. 1 ln pi+ 1 q1 ln i = = = l l l-
p1qi pi+1qi 
pi q1 
Further let 
q1 p2 
r = p1 = ln- r1 = p2 = ln-0 p1 p1 
pi+1 
-
ln 
p1 
ln pi+1 i T. = pi+1 - p. = = -l l pi p. l 
p1 
Then (2.11) becomes: 
r=1 r-1 
l:rt.C.+rW+ l:r.v. 
"-1 l l 0 "-1 J J 
eJ- J- dP 
or, by letting 
r 
l: u. j=1 J 
1 r-1 
r- l: r .v. l: ;;..C.+. J J 
N j=1 l l J=O dP = (2rp 1 ) e dP 0 
Here P0 
that is 
corresponds to 1 Pi = qj = a- 9 
where ~ is the counting-measure. 
= 2, 3, ••• , r-1 
= 2, 3, ••• , r-1 
0 
(2.14) 
(2.14a) 
Vi, j , 
(2.15) 
We see that the class (2.14) is regular~ from example 2, 
chapter 1 9 considering the transformation of the parameters. 
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2. 3. 1 The test-procedure follovving from the principle of 
reduced parameter space. 
The hypothesis of independence of A and B is equivalent 
to 
We will test this hypothesis stepwise. The principle of 
reduced parameter space says the following~ 
First we test H1 : ~r- 1 = 0 if H1 is accepted, then test 
H2 : ~r-2 = 0 under the assumption of ~r- 1 = 0 , if H2 is re-
jected, stop the procedure. If H2 is accepted, then test 
H3 : ~r- 3 = 0 , putting ~ 1 = ~ 2 = 0 , otherwise stop ; etc. 
The process will stop either if one of the hypothesis 
H.: ~ . = 0 
1 r-1 
(assuming ~ 1 = ••• = ~ . 1:; O) r- r-l+ is rejected, 
then the hypothesis of independence, H is rejected; or if all 
H.'s are accepted, in that case the hypothesis H is accepted. 
l 
Step 1. 
We will test H1 : ~ = 0 r-1 in the distribution (2.14). 
Since (2.14) describes a regular D-K class of distributions, a 
well-known theorem (see e.g. [7] chapter 4.4) states that the 
uniformly most powerful unbiased test (1~1PU) for H1 against a 
two-sided alternative is given by 
1 if' c 
r-1 < k1(T1) or 0r-1 > h1(T1) 
61 ( 0r-1 'T 1 ) = Y11(T1) if 0r-1 = k1(T1) (2. 16) 
Y21(T1) if c r-1 = h1(T1) 
0 otherwise 
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The constants k 1 ~ h 1 , v11 , v21 (depending on T1 ) are de-
termined as to fulfill the following conditions 
= 
where E0 (• jT1 ) is the conditional expectation given T1 under 
Po • 
We will hence have to find the conditional probability func-
tion of Cr_ 1 !T1 under 
(2.14) are equal to zero. 
P , that is~ when all parameters in 
0 
We define 
Under P0 we have 
Pr(Cr_ 1=cr_ 1 n T1=t1 ) 
Pr(T1=t1) 
r N! 1 N 
Pr ( n (X . = X . n y . = y . ) ) = --::-, -------:-, ---::-, --y-r-=-·' ( ~r) i= 1 1 1 1 1 x 1 .••• xr.y1 •••• ~r 
= 
(2.17) 
Transfurming to the new variables (C 1 ~···~Cr_ 1 ,W,V 1 , ••• ,Vr-1) = 
= (Cr_ 1 ,T 1 ) by (2.12) and (2.13), gives, since the transforma-
tions are one-one 
(2.18) 
1 
We further need 
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To calculate the sum on the right hand side~ first consider 
the sum of the terms in (2.18) which contains 
= 
1 
= 
cr-2 ~/v 0 -v 1·~.~. v r 1J /v 2\ >. r-L r-'\, - _ 1 r- \ 
~ c -c · -I c , 
cr_1 =o r-2 r-1)\ 9 r .... 1; \ r-2; 
1 
using a result of the hypergeometric distribution. 
This gives 
(2. 19) 
and hence 9 dividing (2.18) by (2.19)~ and arranging 
vr-1! (vr-2-vr-1)! ~ {\-2\-1 
g1 ( cr-1; t1) = -:--------: ) = ( vr-2 -vr-1-(cr~2-cr-1 ) ) ! ( -v;_--._rcr--1)~ (cr-2-cr-1 )!cr-1! \cr-2 
fv ) fv - v \ 
= { r-1 lr-2 r-1\ 
I c c - c I \ r-1 r-2 r-y 
g 1 (c 1;t1 ) = 0 r-1 
(2.19a) 
otherwise 
This result may be understood as to test independence of 
(Ar_ 1 ~Ar) and B given A19 A29 ••• 9 Ar_2 
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vie assume that the proceding hypothesis H1 9 ••• 9 Hi_ 1 are 
all accepted 9 that is we assume :L 1 = • • • :;;:7{ • 1 :;;: 0 • r- r-l+ Then we 
want to test H.~ rt . === 0 . 1 r-1 
The corresponding distribution f~mction put on D-K form is 
found from (2.14) by putting /'t 1:;;: ••• =7{ . 1 = 0 
r- r-1+ and summing 
over all (c c ) Then we find 
r-i+1'""" 9 r-1 · 
vrhere 
r-i r-1 
2:: n . C . +T W+ 2:: '1" • V. 
ej=1 J J o j=o J JdP(i-1) 
0 
n 1= ••• =rt . = 0 = '1" = ••• ='1' 1 • r-1 o r-
The form is again regular~ and using the same result as on 
step 1, we find that the UMPU test for H.~ 11. • = 0 1 r-1 against 
a two-sided alternative is given by 
o.(C -~T.) 1 r-1 1 
C . < k . ( T . ) or 
r-1 1 1 
if C . = k. ( T . ) 
r-1 1 1 
if cr-i = hi(Ti) 
othervvise 
C . > h.(T.) 
r-1 1 1 
(2.20) 
·where Ti =(01 ~ ... 9 0r-i+19 V7 9 V19 ••• 9 Vr_ 1 ) and where the constants 
ki 9 hi~ v1i 9 Y2i (functions of Ti) are determined by 
E (o.iT.) = e:. 
0 1 1 l J. (2.21) 
E (o.·C -IT.)= e:.•:C (C . 9 T.) o 1 r-1 1 1 o r-1 1 
where E0 (· !Ti) is the conditional expectation given 
distribution P(i- 1 ) 0 • 
T. 
l 
in the 
Now we need the conditional distribution of 
p(i- 1 ) We have that~ 0 • 
C . J T. under 
r-1 1 
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g. ( c . ; t.) = Pr( C . =c .IT. =t.) = l r-l l r-l r-l' l l 
Pr(C .=c ,,.IT.=t.) 
r-l r-l l l 
~~-~~-o:-----
Pr(T.=t.) 
l l 
= 
(2.22) 
We shall now have to prove the general expression for 
f . ( t . ) = f . ( c . 1 ~ t . 1 ) ~ namely ~ l l l r-l- l+ 
NI f. ( t.) 
l l = (N-'r_rw-c 1 ))! (v:1-v2-(c1-c2)) ::·,-. -. --:(v--. ~2 ::-;; . 1 - (c . 2-c . 1)) 2 T' r-l- r-l- r-l- r-l-
• 
1 
(w-c 1 )!(c 1-c 2 )!, •• (c . 2-c . 1 )! r-l- r-l-
{ r-i-1 lv ) 
\ 0 r-i-1. 1 N 
( - ) , ( 2r) v . 1-v . . r-l- r-l 
for i = 1 , 2, ••• ~ r-2 
(2.23) 
\'Te have shown (2.23) for i = 1 9 see (2.19). Now assume 
(2.23)to be true for i = k-1 
As before, we find 
that is 
c 
r-k-1 
I: fk 1 ( c k 9 tl ) c - r- r 
r-k=o 
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We first take the terms depending on c 
r-k 
= 
= 
c 
r-k-1 
L: 
cr-k=o 
c 
r-k-1 (v -v ~ t ) r-k-1 r-k r-k 1 2: c r:;-- -v ) ' = c ~ c -c } 
r-k=o \ r-k-1 r-k ~r-k r-k-1 r-k • 
(:r-k-~ 
r-k-1 such that 
(vr-k-1-vr-k)! 
N! fk( tk) = __________..;;_. ___________ _ 
(N-v:1-(w-c1))!(v:1-v:2-(c1-c2))L •• (v 2-v 1-(c -c 1))! r-k- r-k- r-k-2 r-k-
1 
(w-c 1 )!(c 1-c2 )! ••• (c -c )! • r-k-2 r-k-1 
(vr-k-1) 
I c 1 \ r-k-1/ 1 N 
vr-1! (vr-2-vr-1)! ••• rvr-k-1-vr-k)! ( 2r) 
proving (2.23) for i = 1~2 9 ••• 9 r-2 • 
For i = r-1 the expressions get somewhat simpler. 
Vfe have 
summing over c 1 9 we get 
= 
= 
w 
i: 
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(N-v1)! 
Then (2.23) is proved (by induction), and the expression 
for g.(c .,t.) is formed by dividing f. 1(t. 1 ) by f;(t;) ~ r-~ ~ ~- ~- ..... ..... 
(by (2.22)). We find; after some work: 
( v · 1-v ~&;1~ r-~- r-~ r-~ c . 1-c . c . r-~- r- r-
g.(c .;t.) = (:r-~-1) ~ r-~ ~ r-~-1 
0 
for max( c . 1 +v . -v_ . 1,0) r-l- r-~ r-~-
< cr-i .:S min( v r-i' cr-i-1 ) 
(2.24) 
otherwise 
being valid for i = 1,2, ••• ,r-1 • (Remember that 00 = W, 
V = N .) 
0 
We have now given the method in principle, because now we 
are able to calculate all the constants ki' hi' v1i' v2i in 
(2.20), thus being able to carry out the tests. The practical 
form of the method is given in the next section. 
As we have seen, one method reduces the problem of indepen-
dence in a 2 x r -table to r- 1 tests of independence in 2 x 2 
tables. 
One of the immediate weaknesses of this testprocedure, is 
that it takes acception of a sub-hypothesis to mean independence 
in the corresponding 2 x 2 table, and uadds" all the independent 
2 x 2 - tables to one accumulated table. If we let mean 
that the levels A. 
~ 
and A. 
J 
are put together, that is, their 
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frequenties are added, the i'th step of the method will test in-
dependence in the 2 x 2 table (Ar-i'Ar-i+1 U ••• UAr) x (B,B*) , 
given A1 , ••• ,Ar-i+1 • 
The method, however, has one optimal property. More gener-
ally ~ our problem may be formulated as a multiple decision pro-
blem, that is, we want to chose between one and only one of the 
following decisions: 
j = 1,2, ••• ,r 
where x. = ( 1-t 1 , ••• , x.r- 1 ) , and the 
01 : ){,r-1 1- 0 
!]2 : X, r-1 = 0 xr-2 1- 0 
. 
• 
!JJ.: X, 1=· •• =x. . 1 = 0 ' r- r-J+ 
• 
• 
• 
0. are defined as follows: 
l 
X . ~ 0 
r-J 
A decision-procedure w is defined by a r-tuple w = 
= ( ~~ 1 , • • • , ~~ r ) , where the 
ting d., thatis 
J 
r 
I: t!r. j=1 'J 
¢· J 
= 1 
is the indicator function of accep-
~- is of course a function of 
J 
the sufficient parameters in our D-K class of distributions. 
The expected value of • , E¢ = (E~ 1 , ••• ,E~r) is called the per-
formance function of the method. Let us put some conditions on 
this performance function: 
(i) E(~r.jx. 1= ••• =a . = 0) = p. ; i = 1,2, ••• ,r 
·1 r- r-1 1 
where p1 , ••• ,pr are given numbers, p1 , ••• ,pr_ 1 small, such 
that p 1+ ••• +pr = 1 • That means~ the probability of stating 
d. : X. • f. 0 , X 1 = • • • =tt · 1 = 0 1 r-1 r- r-1+ when in fact ){, 1 = ••• = r-
=rt . = 0 is p. • 
r-1 1 
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(ii) E(w.l;t 1= ••• =1t . 1=o) >p. 1 r- r-1+ - 1 i = 1 , 2 , ••• , r- 1 
Vfuen condition (ii) is fulfilled, the w is said to be perfor-
mance unbiased. 
Now, used on the model outlined here, our method can be 
shown to maximize the performance among all performance~unbiased 
decision procedures. See [3] or [1]. 
We Wlll now consider the total level of the test-method. 
Under this discussion, we give some special definitions. Let F 
mean that the hypothesis of independence in the 2 x r table is 
rejected, and let Fi mean that Hi is rejected, while Ei 
means that it is accepted. Then the total level e may be 
written~ 
r-1 
= Pr( U F.) = 
. 1 l l= 
if the hypothesis is true. 
r-1 
1 - Pr( n E.) 
. 1 l l= 
The multiplication law applied on r-1 Pr( n E.) i=1 l 
r-1 
gives 
Pr(i~ 1 Ei) = Pr(E1)Pr(E2 !E1), ••• ,Pr(Er_1 jE1n ••• nEr_2 ) 
(2,25) 
where 9 "given E1n ••• nEk" means that the hypothesis H1 , ••• ,Hk 
is accepted. From our preceeding definitionswe have, that if 
the hypothesis H is true, then 
exactly,for all possible values of Tk. But then we may sum 
away the "given 
This gives: 
T " since k ' 
for k = 0,1,2, ••• ,r-2 , hence 
is independent of 
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which by (2.25) gives 
€ = 1 - ( 1 - € 1 ) ( 1 - € 2) . • • • . ( 1 - €r-1 ) (2.26) 
The expression also has another form, with an interesting 
interpretation, which is formed by multiplying out one term at 
the time, starting from the right. 
We get 
€ = €1 + ( 1-€1 )€2 + ( 1-€1 )( 1-€2)€3+. • .+( 1-€1 )( 1-€2), ••• ,(1-E"z.-2)€r-1 
(2.27) 
as the probability of rejecting H. 
l 
•• ,Hi_1 , which is equal to the probability of rejecting Hi 
given the acceptance of H1 , ••• ,Hi_ 1 multiplied with the proba-
bility of the latter. 
Hence we have constructed a level € test-procedure for the 
hypo thesis H consi ting of at most r- 1 steps. 
Since the purpose of our test is to decide between dependence 
or not, it seems natural to use the smme level on each step, that 
is i = 1,2, ••• ,r-1 • 
This gives 
( ) ( )r-2 ( )r-1 
€ = a + a 1-a + ••• + a 1-a = 1 - 1-a. , 
from (2.26). Therefore, if we want total level € , we chose 
r-1 
a=1-.p (2.28) 
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2.3.2. The practical appearance of the test-procedure 
To use the test in practice, we shall put (2.21) on a more 
explicit form. The distribution in which the expectation 
E (• jT.) is taken~ is the hypergeometric given by (2.24). Using 0 ~ 
(2.20), we may write (2.21) as 
k. (T. )-1 
~ ~ 
I 
C=O 
(v ') (v . .,-v ~ r-~ r-~-' · r-~ 
c c . 1-c r-~-
(:r-~-1) r-~-1 
(v . ') (v · 1-v · ~ r-~ r-~- r-~ lk. ('r . ) c . 1 -k. ( T . ) + Y . ( T. ) • ~ ~ . r-~- ~ ~ + 
1 ~ ~ (v · 1) r-~-
c . 1 r-~-
(i) (2.29) 
~ v . ~ (v · 1-v ·) r-~ r-~- r-~ h. ( T. ) c . 1-h.;(T.) 
+ y .(T.)· ~ ~----E=l= ~ ~ + 2~ ~ rv . 1) r-~-
~cr-i-1 
(v ·~ fv · 1 -v ~ cr-i-1 r-~ r-~- r-  
.-. c \ c . 1-c 
L c r~~-1~ = 8 i 
c=h. (T.)+1 r-~-
~ ~ cr · 1 -~-
kj_(Ti)-1 c1vr-i~ (vr-i-1-vr-~~ (vr-i J (vr-i-1-vr-i) 
" c c . 1-c \k. ( T. ) c . 1-c . L c " (v ~-~)- +Y·1i<T:i_)ki(Ti) • ~ (~ . ~)-~- r-~ + 
c=o r-~- r-~-
c . 1 c . 1 r-~- r-~-(ii) (2.30) 
~v · J (v · 1 -v · ) t ~G · 1-v ~ r-~ r-~- r-~ cr-i- 1 r-~ r-~- r-~ h. ( T. ) c . 1-h. ( T. ) ,_, c c . 1-c 
+ y2i(Ti)•hi(Ti)• ~ ~ (v r~~-) ~ l + L c•- (v r-.l-) = 
r-1-1 c=h.~-~1 r-1-1 
c . 1 ~ ~ c . 1 r-~- r-~-
c . 1 r-~-
,--, 
= 8 i L 
C=O 
(v ·) (v · 1 -v ·j r-1 r-~- r-~ 
c c . 1-c \ r-~- , 
(:r-~-1) r-~-1 
These equations are typographically incomfortable, therefore, 
let me for a moment consider the second equation with simpler 
variable-names. 
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Let a = v . 1 x = c ~ N = v . 1 , n = c . 1 1 y 1 = y1 . (T.) 9 r-l r-l- r-l- l J.: 
y? = v 2J.:.(T;) , k = k.(T.) , h = h.(T.) , e =e . • Then the 
- ..... ll ll l 
e~uation becomes~ 
(a' rN-a) n (a) (N-a) 
1 •h) n-h \' x. \x(~n)-x __ Y r; • .t.1 • '- + / 
c:.. (N) L_J 
- n x=h+1 
~. r: )(:=:) 
= E: l X• 
L.o (N\ 
X=O n) 
(;) 
Instead of x • we put the equivalent expression (~) 
(a-1) 
n•a x-1 
N (N-1) 
n-1 
in all the terms &bove. 
We further see that the expression on the right hand side is 
an 
e • EX 9 and in the hypergeometric distribution conserned EX= N. 
Infering this as well, we get~ 
, 1 (a-1 · N-a a-1 N-a) a-1 N-a ) / ) ( / )/ an"'~ lx-1 C-x an (k-1) n-XJ an (h-1 l:.J 
N x:o (J:T-1) + N•y1· (N-1) + N •y2• (N-1) + 
n-1 n-1 n-1 
n 
+ I 
X=h+1 
Here an 
N 
is a common factor, which then may be removed, 
since we assume a > 0 n > 0 Now, changing the summation 
variables from x to y = x-1 we get~ 
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k: ..2 (a-1) (N-1-(a-1 )) 
L \ y (N~~)1 -~Y_...; + 
y=o 
n-1 
\ 
(a- 1) (N-1 -( a-1 ) 
tk-1 n-1- k-1 + 
Y1• (N-1) 
n-1 
(a-1) (N-1-(a-1 )) 
\h-1 n-1 - ( h-1 )/ 
Y2• (N-1) + 
n-1 
n-1 {a-1) (N-1-(a-1 )\ 
\ \ y ln-1-y ) _ 
+ L (N-1) - 8 y=h 1 n-
And substituting back to the original variables~ using c 
instead of y ~ we get: 
k 2. ( T i ) -2 (v . -1) (v . 1 -1 - ( v . -1 ~ ~ r-l r-2- r-l 
'\'1 c c . 1-1-c 
__ . , r-l-
~ -(v. 1 -1) ·+ C=O r-l-
C • 1 - 1 r-l-
0v .-1~v . 1 -1-(v . .;.1)\ r-l r-2- r-l )} 
(T ) ki (Ti)-1, cr-i- 1-1- (ki (Ti)-1 ~ 
+ Y1i i · (vr-i- 1 - 1) -- + 
c . - 1 \ r-l-1 
Gv . -1 J Gv . 1 -1- ( v: . - 1 ) ) r-l r-l- r-l h . ( T . ) - 1 c . 1 - 1-(h . ( T . ) - 1 ( \ l l r-2- l l 
+ Y2i TiJ. ~- 1-1)~-"--~ + r-l-
c . 1-1 
r-l-
c .· 1-1 (v .-1) (v . 1-1-(v .-1 )) r-2- r-l r-2- r-l 
'\' c c . 1-1-c + L . r-l- _ 
c=h. (T.) (vr-i-1_) ___ ...;. - 8 i 
l l c . -1 
\ r-l-1 
(2.31) 
Then the system (2.21) is transformed in such a way that it 
may be solved by using tables of the hypergeometric distributions 
in terms of k.(T.) 9 h.(T.) 9 y 1 .(T.), y 2 .(T.). l l l l l l l l 
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2.4 The test-procedure fo~lowing from the principle of 
retained parameter space 
We have the same test-situation as in 2.3, but now the 
procedure is different. We will not, as in 2.3, reduce the para-
meter-space when a sub-hypothesis is accepted. Instead, we re-
strict the observationspace on the next step to the vectors lead-
ing to accepting the present sub-hypothesis, or equivalently, on 
the next step we will consider the conditional distribution of 
the observation-variables, given that the hypothesis on the present 
step is accepted. The hypothesis of independence in the 2 x r 
table is rejected if (and only if) one of the sub-hypothesis is 
rejected, and hence accepted if all sub-hypothesis are accepted. 
As for the method in 2. 3 ~ we vrould like to use randomized 
test-functions for the sub-hypothesis. This, however, leads to 
serious problems of calculation, because of the conditioning with 
respect to the acceptance of the former sub-hypothesis on each 
step. 
Assume namely that the test found on the first step is ran-
domized. Then we have exactly the same situation as in 2.3, and 
hence the test is given by (2.16) with the associated conditions 
on the constants, which are determined by means of the distribu-
tion (2.19a) found above. 
On the second step we shall now consider the conditional 
distribution given that the first sub-hypothesis is accepted. 
The probatility of this event is easily found to be 1 - e: , under 
the null-hypothesis, and generally it may shortly be written 
1 -P 1 (n) where s1 (x) is the povverfunction of the test on the 
first step. 
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The conditional distribution in question is then found by 
dividing (2.14.) by 1- ~ 1 (:-t) to be 
r-1 r-1 
1 e: I: 1i • C . + T W+ 2:: T • V . 
dP' = (2rp 1 )N 1 _S~(:) ej= 1 1 1 0 j= 1 J JdP~; T E A1 
where dP' 
0 
has the following form by the randomization on step 1 
r. ( 1-Yll( t1 ) 1 N 
= k1(T1) kN( t) c a) dp; for T~O 1 
,-1-e:1 r-
1 1 N T: ki ( T 1 ) < Or-1 < h1 ( T 1 ) (2.40) = 1 - e: 1 kN c t ) c a:) d1..t , for 
where now kN(t) is the coefficient kN(x~y) expressed in the 
new variables T = (o 1 ~···~or_ 1 ~w~v 1 9•••9vr_ 1 ) 
The next step would be to find the test-procedure on step 2. 
Since dP' is D-K 9 the test is found in the usual way 9 analog-
uous to (2.20)~ where T2 is replaced by 
Tde= (0 19 ••• ,or_ 39 or_ 1 ,w,v1 , ••• ,vr-1 ) • To determine the const-
ants, we would need the conditional distribution of 0 r-2 
T~c (from the P~-distribution). This is found by dividing 
by the expression found by su1nming dP' over all possible 
0 
values. 
given 
dP' 
0 
0 2-r-
Here the condition T: Or_ 1 = k 1 ('_r 1 ) in (2.40) means all T 
such that the component Or_ 1 is equal to the lower rejection 
limit k1 (T 1 ) , which depends both on the level and on T. 
Now assume that on step 1 we observe Or_ 1 = k 1 (T 1 ) and 
that the randDm-drawing leads to acceptance of the sub-hypothesis. 
Then we have 
dP' = 
0 
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When we now want to sum over all C 2 9 we realize that r- c r-2 
is a component of T1 9 which means that y11 (T 1) varies with 
Cr_2 • Then we must compute the y 11 (T 1) for all these T1 
values 9 and this may take a considerable amount of time in prac-
tice. 
The different forms of the dPII 
0 
(the conditional distribu-
tion on step 3) will be 9 9 that is 3 times the number on step 2 • 
It is therefore very difficult 9 if possible 9 to find these rando-
mized tests 9 eventhough it might be possible in practice for 
small values of N and a lot of available computertime. 
We shall therefore restrict ourselves to non-randomized test~ 
procedures for each sub-hypothesis. This means that we lose the 
exact level of the testprocedures 9 and hence the possibility to 
compare with the testprocedures of 2.3. But it will still be of 
interest to find the testprocedure. 
Step 1. 
Here the test-situation is again exactly e~ual to the one 
in 2.3 9 hence the test-procedure is given by (2.16) with y11 = 
= y 21 = 0 9 and the constants k 1 and h 1 are to be determined 
as the smallest and largest integer respectively such that~ 
h l'. * w ere now u 1 
vvhere E0 (·!T1 ) 
given T 1 
Eo(t>1* !~r1) ,:: e1 
E ( o1* C 1 ! T1) < e 1 • E ( C 1 I T 1) o r- · - o r- ' 
(2.41) 
is the test in (2.16) with y11 = y21 = 0 and 
means the expectation in (2.19a) 9 that is 
Note that the ine~uality in the first e~uation follows from 
hence 
the fact that the underlying distribution is discrete 9 /an e~uality 
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c~~ot always be ecactly fulfilled. The inequality in the second 
line is chosen as a convention. 
The level of this test is thus < e as a matter of fact 
it is equal to E 0 ( o1-*! T 1 ) ~ which is a function of T 1 • Hence 
the level is a random variable. 
Step 2. 
We new consider the contitional distribution of T given 
that the sub-hypothesis on step 1 is accepted. In this distri-
bution we will test H2 : 1tr_2 = 0 as before. Now write T1* = T 1 
to distinguish from the names in 2.3. Let the possible values 
of T 7< be the vectors in 1 
where n 1 < co • 
and let the conditional acceptance-region for H1 
be 
given 
where of course k 1 (Tt) and h 1 (T 1''") are the rejection-numbers 
of the test (to be precise 9 we should have written k1*(T 1*)) 
given by (2.16) by y 11 = Y21 = 0 and (2.41). 
Hence the unconditional acceptance region is the union over 
]) 1 of all 
( . ) A1(t 1 J) 9 that is 
A1 = U A (t (j)) t ( j) E]) 1 1 
1 1 
*) 
when the hypothesis is correct~ we find 
Pr( T E A1 ) = 
(2.43) 
*)The A1 not to be mixed up with the A1 ~ the ith level of the factor 
A ; i = 1 ~ 2 ~ ••• , r- 1 • 
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where 8 1(t1(j)) is the actual level of the test 
T 1""" = t1 ( j ) 
The conditional distribution of T! T E A1 9 is 
dividing ( 2. 14) by Pr ( T E A1 ) 9 and may be put on 
v1here 
r-1 r-1 
A L: ft. c. +T W+ r: 'T" • v. 
dp 1 - k ( ) i= 1 l l o j = 1 J J d"P A 
- 1 1{,1" e ~o 
A 
dP 1 = 0 
according to (2~15). 
for 
0 ~~ 
1 9 when 
now found by 
D-K form~ 
(2.44) 
(2.45) 
Since (2.44) is a D-K class, the test for H2 is given by~ 
{ 1 if cr_2 < k 2 ( T 2~') or cr_2 > h 2 ( T2*) "*cc OT-*)-
v2 r- 2 ' 2 - 0 otherwise (2.46) 
where T2"'"'= (c 1 ,c2 , ••• ,cr_3 ,cr_ 1 ,w,v1 , ••• ,vr_ 1 ) , and where the 
constants k 2 , h 2 (functions of Td:-) are determined as the 
smallest and largest intergers respectively fulfilling~ 
E (6-;~iT*) < 
0 2 ' 2 - ( 2. 4 7) 
are the conditional expectation given T * in 2 
To determine the constants, we need From (2.18) 
and (2.45), this distribution is given by~ 
1 N! 
Pr(T EA1) • (N-v1-(w-c 1))! (v1-v2-(c 1-c 2))! ••• (vr_ 1-cr_1)! 
(2.48) 
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Finally, to find the conditional distribution of 
given T2* , we need the marginal distribution of T2* 
c 
r-2 
This is 
as usual found by summing (2.48) over all C 2 , where r- T is 
restricted to A1 . Is it then certain that the values of c r-2 
restricted to T E A 1 are consecutive integers? A priori we 
from the definition of the C. IS 0 
l 
It is now obvious that the observed value of T is in A 1 • Let 
us therefore keep all the components except c 
r-2 in this value 
fixed. Is it then possible for C to assume every integer 
r-2 
value in the interval [C 1 ,c 3 ] without bringing T out of r- r-
To answer this question, consider the definition of the 
C. 1 s as 
J 
c 
c 
c 
Now all the 
r-1 = yr 
r-2 = yr + yr-1 
r-3 = yr + yr-1 + yr-2 
C.-values 
l 
except 0 
r-2 are fixed, therefore 
Yr is fixed. Further Cr_ 3 = Yr + Yr_ 1 + Yr_ 2 is fixed while 
case 
and 
that 
may vary freely between 0 and c 3 - y r- r (in the first 
Y 2 = C ~-Y , in the second is Y 2 = 0) without C 1 r- r-/ r r- r-
Cr_3 (or the other Ci-values)oo:ing changed. But this means 
C may assume every integer value between 
r-2 c r-1 and 
0r-3 • 
Hence we may sum (2.48) over all values of Cr_ 2 • Again, 
we first sum the terms containing Cr_2 ~ 
= 
0 r-3 ( I vr-3 
c 2=c 1 \cr-3 r- r- \ 
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0
r-2 
0
r-2 
- v ) (v 
r-2 r-2 
fr-3 - vr-1~ 1 
= \cr_3 - cr-1) ~(-v_r ___ 3 ___ v_r---2~)~!~(-v_r ___ 2 ___ v_r---1~)~! 
using a well-known property of the hypergeometric distribution. 
Now we find the desired distribution g2*(cr_29 t 2 ) by divi-
ding (2.48) by the expression obtained by summing (2.48) over all 
cr_ 2 • We carry out the division 9 removing equal terms in numer-
ator and denominator (i.e. those terms not containing cr_2 ). 
Then the result becomes: 
1 
(2.49) 
and 
Thus everything is b1own 9 and the test on step 2 may be 
found explicitely. 
Step i. 
~e assume that step i - 1 is accepted 9 and we want to test 
= 
H.~ K . = 0 against a two-sided alternative in the conditional l r-l 
distribution of T given that T EA. 1 , the unconditional l-
acceptance region on step i- 1. This region may be found ana-
loguously to the region A1 on step 2. We have 
A. 1 = l-
( . ) u A. 1 ct.J 1 ) , ( . ) l- l-
t.J1ED. 1 l- l-
(2.50) 
vvhere D _ .[ (1) (2) (ni-1)t i-1 - l t. 1' t. 1, ••• ,t. 1 j are the possible values l- l- l-
of T restricted to A1 n A2 n ••• n Ai_ 2 , that is the hypothesis 
H1 , ••• ,Hi_ 1 are accepted. Here 
(') { (') (') (') ; A . 1 ( t . J 1 ) = ( c 4 1 , t . J 1 ) l k . 1 ( t . J 1 ) < c l. 1 < h. 1 ( t . J 1 ) ,. (2 • 51 ) J.- J.- r- .... + l- · l- l- - r- + - l- J.- J 
is the conditional acceptance region on the (i-1)th step given 
that T = ti~~ (and that T E A1n .•• nAi_ 2 ) • 
Obviously A1n ••• nAk = Ak, since we on each each consider 
the observation space on the former step, restricted to the values 
of T that lead to acc:eptance of the present sub-hypothesis. 
Again we find that 
Pr ( T E A. 1 ) = Pr ( ( C . 1 , T . 1:- 1 ) E A. 1 ) = l- r-J.+ J.- l- (2.52) 
= 
( ( ( j ) ' -)(- ( j ) ) ( ~- (j)) l: Pr C . 1 E A . 1 t . 1 ) 1 T . 1 = t . 1 • Pr T . 1 = t. 1 · ( · ),.. r-J.+ l- l- l- l- l- l-
t J --D 
. 1 ,_ . 1 l- l-
where of course all the probabilities are conditioned by TEA. 2 l-
(so that unconditional acceptance region here means unconditional 
relative to 
in mind). 
-)(-
T. 1 • l- We must always keep,the condition T E A. 2 l-
The conditional distribution of T given T E A. 1 ( nA. 2n •• l- l-
•• nA1 ) now is found by division of the corresponding conditional 
distribution on the ( i-1) th step by Pr( T E Ai_ 1 IT E Ai_2 ) , that 
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is by (2.52). Thus the conditional distribution of T!T EA. 1 l-
n:a.y be written on D-K form~ 
(2.53) 
1uhere 
A. 1 dP l-
o 
1 1 N 
= Pr(T E Ai) Pr(T E A2 ! T E A1 ) ••• Pr(T E Ai_ 2 ) •kN(t) (a) d!l 
(2.54) 
This way of reasoning is of course inductive~ but there is 
no reason to carry the whole procedtiTe through to show (2.54) 9 
since this was done from step 1 to step 2. That (2.53) becomes a 
D-K class is evident~ a 
which is incorporated in 
i = 1 9 2 ~ ••• , r- 1 
D-K function is divided by a constant 
A· 1 
dP 0 1- , hence Ki(x,T) = K1 (x.,T) 
This leads to the test for H.: K • = 0 1 r-1 being found in the 
usual way~ this time as a non-randomized test we find 
• -;:- ( C T *) ~) . .. ; . = 1 r-l 1 
1 vVhen { 
0 
C . < k . ( T .'t- ) 
r-1 1 1 
otherwise 
or C . >h. ( T. *) 
r-1 1 1 (2.55) 
and the constants k., h. (functions of T.-x-) is to be determined l l l 
as the smallest and largest integer 9 respectively, such that 
E ( 0 . '~ I T .* ) < € . 
0 l l - l 
E ( c :"'· C . I T ~ ) < e . • E ( C . l T . ''" ) 
o 1 r-1' 1- 1 o r-1· 1 
where E 0 (•1Tt) is the conditional expectation giving 
A. 1 
distribution P l- • 
0 
T.* 
l 
(2.56) 
in 
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Now let: 
Pr ( o . = c . n T: = t ~ j ) ) 
r-J.. r-1 1 1 
(2.57) 
= 
Pr ( T . * = t ~ j ) ) 
l l 
where - ( 1 ) ( ni) 1 D. = lt. ~ ... ,t. ·· l l l is the possible values of T given 
'.r E A i-1 • 
As under step 2 9 (2.18) and (2.54-) leads to 
N! 
1 1 N 
(w-c 1 )!(c 1-c 2 )! ••• cr_ 1 ! (2r) 9 
(2 .58) 
where f(i- 1 )(c . t~j)) 
r-l 9 1 is defined in (2.57)~ and where 
defines 
Now over 
all values of C . 9 and as under step 2 9 it can be shown that r-1 
these are 0 . 1~0 . 1+19•••90 . 1-190 . 1. r-l+ r-l+ r-1- r-1- The procedure of 
su1nming is carried out the normal way 9 giving 
N! 
(N-v1-(w-c 1 ))! (v1-v2-(c 1-c 2 ))!. •• (v . 2-v . 1-(c . 2-c . 1))! r-1- r-1- r-1- r-1-
1 
(2.58) 
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1 1 N 
. (w-c1)11c1-c2)! ••• (cr-i-2-cr-i-1)!(cr-i+1-cr-i+2)! ••• cr-1!(~) • 
1 ( v .1-v '1) r-1- r-1+ 
lc . 1 -c . 1 \ r-1- r-l+ 
(2.58) 
and finally, dividing (2.57) by (2.58), cancelling equal terms, 
we get 
1 
1 ~ ·1-v ·1) r-1- r-l+ (v . -v .)!(v .-v . )! r-1-1 r-1 r-1 r-l+1 c · 1 - c · 1 r-1- r-l+ 
Rearranging terms and in~ring binomial coefficients gives~ 
for T E A. 1 l-
(v . 1 -v ·j(v .-v . 1 r-1- r-1 r-1 r-1+ 
c . 1 -c. c .-c . 1 r-1- r-1 r-1 r-1+ 
( v . 1 - v . 1) r-l- r-l+ 
c .1-c '1 r-1- r-1+ 
(2.59) 
Then the test-procedure is fixed. For i = r-1 , we just 
have to remember that V0 = N 
original variables (xi,yi) 
(u ·) (:u · 1) r-1 r-l+ 
Yr-i Yr-i+1 
( u · + u · 1) r-1 r-l+ 
Yr-i +Yr-i+1 
c = w • 
0 
Going back to the 
which gives us the following intuitive interpretation of the step-
wise method~ 
On the first step we test for independence in the 2 x 2 table 
(B,B->~) x (Ar_ 1 ,Ar) ; on the second in the 2 x 2 table (B,B*) x 
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x (Ar_ 2-Ar_1), ••• on the ith step in the 2 x2 table (B,B-l<·) x 
and finally on the (r-1)th step we test for 
independence in the 2 x 2 table (B, B 7~) x ( A1 9 A2 ) , where A1 , ••• 9 Ar 
are the different levels of A • 
For every sub-hypothesis not rejected, we restrict the obser-
vation space on the next step to the values leading to acceptance 
of the hypothesis on that step. 
Finally we make some considerations of the level of the test. 
Let E. and F. have the same mem1ing as in 2.3. Then we have 
l l 
e = Pr(rejecting the hypothesis H) = 1- Pr(accepting H) = 
r-1 
= 1 - Pr( n acceptingH.) 
. 1 l l= 
Then 
r-1 
r-1 
= 1 - Pr ( II E . ) 
. . l 
i=1 
when H is true. 
Pr(i~ 1 Ei) = Pr(E1 ) •Pr(E2 l~) ... Pr(Er_1 )E 1n ••• nEr_2 ) = 
= Pr(TEA1 )·Pr(TEA2 !TEA1 ) ••• Pr(TEAr_ 1 [TEA1n •• .r1Ar_ 2 ) • 
since Ai was the acceptance region on the ith step. Now the 
conditional level on the ith step is ~~ss than 
or equal to ei for all values of Ti' , hence the unconditional 
level of the test 6 _-x- is < e. 9 for all i • l J. But then for the 
real total level s' we have 
Then reasoning is the same as in 2.3 9 hence putting €. = (]. l 
r-1 
e. =1- r-;--t J. ·vi-s i = 1 , 2 , ••• 9 r- 1 
and e 1 < e for all possible values of T • But the exactness of 
the inequality may be very bad in some situations. 
We conclude this chapter by saying that the test seems to have 
- 39 -
little practical importance as long as the actual level is un-
1D1o~n. Practical applications of the method shows that when the 
randomization is removed 9 the level decreases considerably 9 especi-
ally when N is small. To obtain 11 good 11 test-methods on each 
step 9 we have used the principle of unbiasedness. If we are will-
ing to weaken this condition 9 we may obtain teswwith higher total 
(conditional) level. But these tests may be very skew 9 that is 9 
approximately one-sided and hence tend to discover departures from 
the hypothesis in only one direction. 
If one could find the exact level 9 that is 9 being able to 
calculate the randomized test-procedures on each step, the test 
might have practical applications. 
- 40 -
3. Practical applications. 
Both test-procedures which were developed in ch. 2.3 and 
2.4 have been programmed for a computer~ and some examples have 
been run. The programs were run at the computer installation of 
the University of Oslo~ a CDC 3300. 
We shall concentrate on the method of ch. 2.3. The appli-
cations of the other procedure is similar. 
The observations are punched on cards together with some 
parameters telling the computer which method to apply~ the level 
of the test and the dimension of the table~ r • The main 
practical problem is to solve the two equations (2.29) and (2.31) 
simultanuously. To do this numerically~ we have to rewrite the 
equations~ 
Now let (a) m-a) 
· x ln-x/ 
(:) ; x = 0 9 1 9 • • • , min [ n ~ a J 
and let 
c 
2: fN(x;n 9 a) 
X=O 
Then the equations (2.29) and (2.31) will correspond to 
equations of the type 
FN(c 1-1 ;n~a) + y 1 ·fN(c 1 ;n 9 a) + y2 •fN(c 2 ;n 9 a) + 1- FN(c 2 ;n,a) = e 
( 3. 1 ) 
w:here we have made the notations a little bit simpler. 
The problem is to find integers 0 < c1 < c2 < n and real 
numbe1~s y 1 9 y2 0 < y. < 1 a i = 1 9 2 which fulfill (3.1). The 
- l ' 
extra conditions are put on to give us a unique solution. So we 
have two equations with four tmknowns 9 plus the side conditions. 
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These must be incorporated in the equations. 
Now let [ •] be the integer function, that is [x] = greatest 
integer ~ x , and define G N and HN as follows~ 
( 3. 2) 
HN(x;n,a) = 1- FN([x-0]+1 ;n,a) + ([x-6]+1-x)fN([x-6]+1 ;n 9 a) 
where 6 ::. o+ 9 that is by definition~ Let X = n+Y" ; 0 <X.< 1 • 
Then 
{ n-1 if f(. = 0 [x-o+] = (3.3) 
n if 0 < X. < 1 
Further let 
X = c1 + y1 (3.4) 
y = c2- y2 
Then we can write~ 
c1 = [x] y1 = x-c 1 = x-[x] 
[y-0+]+1 [y-0+]+1-y 
(3.5) 
c2 = y2 = 
The second line in ( 3. 5) is found as follows~ We have 
y = c2-y2 9 0 < y2 < 1 • If we put c2 = [y+1] 
' 
and if y is 
an integer, e.g. y = m 9 we get y2 = [y+1]-y = m+1-m = 1 
' 
which 
is an illegal value, while c2 = [y-0+]+1 gives y2 = [m-0+]+1-m= 
m-1+1-m = 0 ,which is a legal value. 
Using the results (3.5) and (3.1) we get~ 
FN([x]-1;n,a) + (x-[x])fN([x];n,a) + 
+ ( [ y-0 +] + 1 - y) f N ( [ y-0 +] + 1 ; n 9 a) + 1 - :E'N ( [ y-0 + ] + 1 ; n, a) = e 
(3.6) 
FN_ 1([x]-2;n-1,a-1) + (x-[x])fN_ 1([x]-1;n-1 9 a-1) + 
+ ([y-o+]+1-y)fN_ 1([y-O+];n-1,a-1)+ 1-FN_1([y-O+];n-1,a-1) = e 
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In (3.6) we infer GN and HN given by (3.2). This gives: 
GN(x;n~a) + HN(y;n~a) = 8 
(3.7) 
GN_ 1 (x-1 ;n-1 9 a-1) + HN_ 1 (y-1 ;n-1 ~a-1) = 8 
which is a system of two equations with two unknowns x and y • 
From (3.2) we see that GN and HN are continuous functions of 
X • For write GN(x) = GN(x;n~r) This function is continuous 
on all open intervals of the type (m~m+1) ~ where m=0~1,2~·· 
•• ~min ( n 9 a)+ 1 • We further have 
and 
lim GN(x) = FN(m-2;n~a) + fN(m-1 ;n,a) = FN(m-1 ;n~a) 
X-tm-
and finally 
l1m GN(x) = FN(m-1;n 9 a) 
x _. m+ 
which shows the continuity of GN in the interval [0 9 min(a 9 n)+1]. 
A similar argument can be given for HN • 
Then the system (3.7) may be solved numerically by a double 
iteration method. In the program 9 the Newton method with variabl~ 
chord is used on the system 
(i) GN(x;n,a) + HN(y;n 9 a) - e = 0 
(ii) GN_ 1 (x-1 ;n-1,a-1) + HN_ 1 (y-1 ;n-1 ~a-1)- e: = 0 
We first compute an x-value for a fixed y ~ such that 
(x 9 y) is a solution of (i). The x-value found is used in (ii) 
to compute a y-value 9 the nevv y-value is again used in ( i) to 
find a new x-value~ etc. The process may be shown to converge. 
During the calcultion 9 6 in (3.2) is given a very small value 
1 ( -9 ) . The same level is used on each step~ that is ei = a 
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given by (2.28). 
My intention was to compute some points of the power-
function of the test-procodure in 2.3. To do this, however, the 
program should have to run through all a priori possible values 
of T. This number is increasing very rapidly, thus we have 
~ 
for a 2 x 2 table aN = (N-t,U~lif+2 ) possible values of T on 
the second step. On the first step, there are even more. 
To show the point, assume N = 100 , then we find a 100 = 
= 520,251 • The calculation of a two-step test takes about 5 
seconds, because of the iteration. (This calculation may perhaps 
be considerably reduced by using a more elaborate method). 
Multiplying by a 100 givesabout 2.5 million seconds, or about 
one month of continuous computer-time. Therefore the power-calcu-
lation was out of the question. 
Therefore the examples lose a great deal of interest. vVhat 
finally was done, was to compute the two tests described in ch.2 
on some numerical examples - and to calculate the result of the 
classical test-procedure (the independence-test, see [6],pp.2U-249). 
The examples show that our methods will discover some dependencies 
which are not found by the classical method - and vice verca. 
Especially, for r ~ 4 ~ our methods may lead to rejection on 
level 0.05 , while the critical value of the classical test-
procedure is 0.20 • This is true when the dependencies are con-
centrated on one place of the table, 
We shall be very careful with drawing conclusions of the 
properties of the method, but it may seem that our methods are 
suitable for finding partial dependencies, which is often over-
looked by the classical method since it tends to average over all 
the blocks of the table. On the other hand, the classical method 
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may be better to find small~ systematic dependencies. 
As we have mentioned before~ the method .of the retained 
parameter space will get its real level considerable reduced~ 
since we were unable to randomize. This mean we have very little 
background to tell the properties of the method. What one could 
try to do, is to compute the unconditional~ actual level of the 
test~ and compare with the other methods, using the level men~ned 
above. But this problem remains unsolved for two reasons. First~ 
I have not been able to find a theoretic expression for the uncon-
ditional total level in terms at the conditional levels~ because 
of the definition of Tt , which has the same dimension for every 
i 9 but different components. 
Secondly, even if we had found an expression, we would meet 
the same problem as we mentioned for the power-calculations. The 
capacity of the computer. 
Concerning the method of reduced parameter-space~ an expres-
sion for the unconditional level is found relatively easy. Here 
we have T. 
l 
"is a part of 11 T. 
J 
for i > j ~ that is T. 
J 
of all the components of T. 
l 
in addition to some others. 
shall find the unconditional level for r = 3 • 
consist 
We 
On the first step~ the conditional level given T1 is called 
e1 (T;) and on the second the conditional level given T2 is 
8 2(T2) As we mentioned above 9 ~~ 2 is included in T1 ~ because 
T1 = (c 1 ~w,v 1 ,v2 ) rp 
-2 = (W~V 1 ,v2 ) 
which means, that if T 1 is given, so is T2 . Then given T1 
is the same as given T1 and T2 ~ that is T1 n T2 . On the 
other hand if T1 and T0 c.. a:'e given, so is T1 • Hence 
(3.8) 
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Then the conditional level on the first step, given T2 is 
(3.9) 
and hence the conditional total level given T2 is by an ana-
logue to (2.27) 
(3.10) 
and finally we find the total unconditional level to be 
(3.11) 
Formulaes for r > 3 may be found in a similar way, but 
with considerably more writing. 
These calculations are in fact unnecessary for finding the 
total (unconditional) level, since all the conditional levels are 
exactly e:. on step i • 
l 
But for power-calculation, the same 
formulaes are valid, we just replace the e:.(T.) 
l l 
by S. ( T. ) , the 
l l 
conditional power given Ti • But, as we have seen, the power 
is tootime-cons~~ing to calculate. 
To compute the method of retained parameter-space, we use 
the same procedure as for the method of reduced parameter-space, 
to solve the eQuation-system (3.7). We use the solution with 
y1 = y2 = 0 that is, the corresponding non-randomized test. 
In the appendix, we show some examples which have been run 
on the computer. They should be self-explanatory. 
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Appendix 
Here we enclose 5 examples rvn on a computer~ using both 
methods. They are presented in the way the computer prints them. 
For each step~ one line is written~ telling the value of C 9 
the stochastic variable on which the test is based 9 and the re-
jection numbers K and H corresponding to k. ( T.) 
1 1 
and h. (T.) 
1 1 
in the method of reduced parameter-space~ and k .* ( T.) 
1 1 
and 
h;~(Ti) in the method of retained parameter-space. 
Finally~ we calculate the result of the classical test-pro-
cedure9 and also the critical level (that is 9 the least level on 
which rejection will be the result), 
Problem 1. 
Parameters~ r = 3 ~ N = 52. 
Data: X-values: 8 
Y-values: 4 
7 
10 
8 
15 
Reduced para~eter-space 
Step 1~ C = 15~ K = 11 9 H = 18~ No rejection 9 level: 0 9 0253 
Step 2: C = 25~ K = 19 9 H = 26 9 No rejection 9 level: 0~0253 
Result: No rejection on level 0.05 
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Retained parameter-space 
Step 1: C = 15~ K = 11~ H = 18~ No rejection,level: 0.0072 
Step 2: C = 25, K = 20~ H = 26~ No rejection 9 level: 0.0078 
Result: No rejection~ max level 0.05 
The classical test-procedure gives no rejection on level 0.0500 
(critical level 0.1877) 
Problem 2. 
Parameters: r = 5 9 N = 380 
Data: x-vRlues: 36 
y-values: 18 
39 
54 
59 
62 
32 
34 
20 
26 
Reduced paramete:s:_space 
Step 1 ~ c = 269 K = 18 9 H = 31 ~ no rejection~ 
Step 2: c = 60, K = 499 H = 689 no rejection, 
Step 3: c = 122 9K = 116 9 H = 136 ,no rejection 9 
Step 4: c = 176,Ie = 158 9 H = 1759 rejection 9 
Result: Rejection on step 49 level: 
level: 0.0127 
level: 0.0127 
level: 0.0127 
level: 0.0127 
0.05. 
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Retained parameter-space 
Step 1 : c = 26, K = 18 ~ H = 31 ~ no rejection~ levelg 
Step 2g c = 60, K = 52~ H = 68 9 no rejection, level: 
Step 3: c = 122~ K = 117 9 H = 135, no rejection, level: 
Step 4: c = 176, K = 160, H = 175, rejection, level: 
Result: Rejection on step 4, max level 0.05 
The classical test-procedure gives no rejection on level 
(critical level 0.0569) 
Problem 3. 
Step 
Step 
Step 
Step 
Parameters: r = 5~ N = 502 
Datag x-values: 50 
y-values: 69 
Reduced 
1 : c = 58, K = 509 
2: c = 105' K = 102~ 
3: c = 154~ K = 154~ 
4: c = 252, K = 234, 
35 
98 
22 
49 
33 
47 
41 
58 
parameter-space 
I-I = 669 no rejection~ 
H = 1 1 9 ~ no rejection 9 
H = 176, no rejection~ 
H = 257, no rejection, 
Result: No rejection, level: 0.05 
level: 
level: 
level: 
levelg 
0.0068 
0.0091 
0.0088 
0.0059 
0.05 
0.0127 
0.0127 
0.0127 
0.0127 
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Retained ~!!::meter-space 
Step 1 ~ c = 58~ K = 509 H = 66~ no rejection, level~ 0.0093 
Step 2: c = 105, K = 102, H = 116 9 no rejection, level: 0.0108 
Step 3: c = 154, K = 149, H = 164, no rejection, level: o.oogo 
Step 4: c = 252, K = 233, H = 252, no rejection, level: o. 007'4. 
Result~ No rejection, max level 0.05 
The classical test-procedure gives rejection on level 0.05 
(critical level 0.0362) 
Problem 4. 
Parameters~ r = 3, N = 100 
Data: x-values: 3 
y-values: 17 
15 
18 
22 
25 
Reduced paramet~pace 
Step 1: C = 25~ K = 20, H = 30, no rejection, level: 0.0253 
Step 2: C = 43, K = 44, H = 53, rejection, level: 0.0253 
Result: Rejection on step 2, level 0.05 
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Retained parameter-space 
. -
Step 1: C = 25~ K = 20~ H = 30~ no rejection~ level: 0.0123 
Step 2: C = 43~ K = 43, H =51, no rejection~ level: 0.0063 
Result: No rejection~ level 0.05 
The classical test-procedure gives rejection on level 0.05 
(critical level 0.0383) 
Problem 5. 
Parameters: r = 4~ N = 100 
Data: x-values: 7 
y-values: 19 
12 
10 
16 
1 1 
Reduced parameter-space 
15 
10 
Step 1 : c = 1 0' K = 6 9 H = 14, no rejection, level: 
Step 2: c = 21 ' K = 17 9 H = 26, no rejection, level: 
Step 3: c = 31 ' K = 32, H = 32, rejection, level: 
Result: Rejection on step 3' level 0.0500 
Retained parameter-space 
Step 1 g c = 1 0 ~ K = 6 ~ H = 14 j no rejection, level: 
Step 2: c = 21 ' K = 17' H = 26, no rejection, level: 
Step 3: c = 31 9 K = 30, H = 38, no rejection, level: 
Result: No rejection, level 0.05 
0.0170 
0.01?0 
0.0170 
0.0102 
0.0032 
0.0077 
Classical test-procedure gives no rejection at level 0.05 
(critical level 0.0539) 
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