Collocations are important for many tasks of Natural language processing such as information retrieval, machine translation, computational lexicography etc. So far many statistical methods have been used for collocation extraction. Almost all the methods form a classical crisp set of collocation. We propose a fuzzy logic approach of collocation extraction to form a fuzzy set of collocations in which each word combination has a certain grade of membership for being collocation. Fuzzy logic provides an easy way to express natural language into fuzzy logic rules. Two existing methods; Mutual information and t-test have been utilized for the input of the fuzzy inference system. The resulting membership function could be easily seen and demonstrated. To show the utility of the fuzzy logic some word pairs have been examined as an example. The working data has been based on a corpus of about one million words contained in different novels constituting project Gutenberg available on www.gutenberg.org. The proposed method has all the advantages of the two methods, while overcoming their drawbacks. Hence it provides a better result than the two methods.
Introduction
'Collocations' are a class of word groups which lie between idioms and free word combinations. However, it is typical to draw a line between a phrase and a collocation. Idioms and phrases may be defined as expressions in the language that is peculiar to itself either grammatically or especially in having a meaning that cannot be derived from the sum of the meanings of its elements. It becomes well nigh impossible to guess the meaning of an idiom from the words it contains (e.g. At the eleventh hour). And, moreover, the meanings that idioms have are often stronger than the meanings of nonidiomatic phrases. For instance, 'look daggers at someone' is more emphatic than 'look angrily at someone', although both of them have the same meaning [5] . On the other hand, in a free word combination, a word can be replaced by another word without seriously modifying the overall meaning of the composite unit so that one can not easily predict it from the remaining ones. For example 'end of the day', can not be predicted from 'end of the lecture' if we replace 'day' by 'lecture'. According to Kathleen R. McKeown and Dragomir R. Radev [8] 'collocations are arbitrary, language specific, recurrent in context and common in technical language'.
Collocations are utilized for many natural language applications such as, machine translation, computational lexicography, information retrieval, natural language generation etc. Collocation translation improves the quality of machine translation. Automatic identification of important collocations to be listed in a dictionary is the task of computational lexicography. Adequate knowledge of collocations can improve the performance of information retrieval system.
Statistical methods have shown a remarkable presence in collocation extraction. Frequency measure was used by Choueka et al [2] to identify a particular type of collocations. Church and Hanks [3] used mutual information to extract word pairs that tend to co-occur within a fixed size window (normally 5 words), in which extracted words may not be directly related. Smadja [11] extracted collocations through a multistage-process taking the relative positions of co-occurring words into account. Church and Gale [4] used the 2 χ -test for the identification of translation pairs in aligned corpora. Collocations extraction and their use in finding word similarity was suggested by Dekang Lin [9] . The use of t-test to find words whose co-occurrence patterns best distinguish between two words was suggested by Church and Hanks [3] . Dunning [6] applied likelihood ratio test to collocation discovery. Manning et al [10] may be referred for the detail discussion of collocation extraction is given in.
Decision of word combination for being collocation is a vague measurement. In the first paper on fuzzy decision making Bellman and Zadeh [1] suggest a fuzzy model of decision making in which relevant goals and constraints are expressed in terms of fuzzy sets and a decision is determined by an appropriate aggregation of these fuzzy sets. Fuzzy logic provides an easy way to check the possibility whether a word combination can be considered as collocation or not. Fuzzy logic allows the formation of a logic based model by utilizing the reasoning behind the existing methods.
The resulting model has the simplicity of the logic based model and performs better than the existing statistical models. One may refer Klir et al [7] for detail discussion of fuzzy sets , fuzzy logic and fuzzy decision making.
Motivation
The existing statistical methods of collocation extraction based on the independence property of the two random variables, i.e., if two random variables x and y are independent, then )
Dependence of two words provides a chance to look for collocation. Almost all the techniques of collocation extraction look at whether the probability of seeing a combination differs significantly from what we would expect from their component words and reject those word combinations that do not have significant difference. We have taken two methods into consideration, Mutual information and t-test. High mutual information shows the presence of collocation while t-score provides a criterion for the selection of collocation which depends on the level of significance of the hypothesis. Both of the methods provide binary decision criterion {relevant, nor relevant or collocation, non-collocation}, which does not provide a fair chance to every word combination to be considered for collocation. Fuzzy logic is a logical system which is very easy to understand. Word combinations getting scored by mutual information and t-score are evaluated by the rules of fuzzy inference system (FIS). The rules that are used to determine relevance of a word combination, come from the reasoning behind the existing techniques (e.g., if the mutual information score is high, then the word combination is highly relevant to be considered for collocation; if the t-score is significant, then word combination is relevant to be considered for collocation, etc.) Fuzzy logic expresses relevance as degrees of memberships (e.g., word combination could have a relevance measure with the following degrees of membership: 0.9 highly relevant and 0.5 reasonably relevant and 0.1 not relevant).
The two existing methods
In this section we will discuss the two existing methods of collocation extraction which are the basis for the proposed model.
Mutual Information
Mutual information (MI) from information theory has been utilized to find the closeness between word pairs by Church and Hanks [3] . Mutual information for two events x and y is defined as:
If we write 1 w and 2 w for the first and second word respectively, instead of x and y, then the mutual information for the two words 1 w and 2 w is given by: , which indicates that these two words are not good candidates for collocation. A high mutual information score signifies the presence of a collocation.
The t-test
The t-test has been used by Church & Hanks [3] for collocation discovery to test the validity of a hypothesis. For that purpose, we formulate a null hypothesis 0 H that the two words 1 w and 2 w appear independently in the text. So under the null hypothesis 0 H , the probability that the words 1 w and 2 w are coming together is simply given by:
The null hypothesis has been tested by using t-test. If the null hypothesis is accepted, we conclude that the occurrence of two words is independent of each other. Otherwise, we may conclude that they depend on each other, that is, they form collocations. In t-test we use the null hypothesis that the sample is drawn from a distribution with mean µ , taking sample mean and variance into account.
The t-test considers the difference between the observed and expected mean. The t statistic is defined as:
where x is the sample mean, 2 s is the sample variance, N is the sample size, µ is the mean of the distribution and ) ( 1 α − n t denotes a t-distribution with (n-1) degrees of freedom at α level of significance. To apply t-test for testing the independence of two words 1 w and 2 w , we assume that 
The null hypothesis is
If we select bigrams (word pairs) randomly then the process of randomly generating bigrams of words and assigning 1 to the outcome that the particular word combination for which we are looking for is a collocation and 0 to any other outcome follows a Bernoulli distribution. 
Fuzzy Inference System
Matlab Fuzzy Logic Toolbox provides an opportunity to look at all the components of FIS. It allows modifications, examination and verification of the effects of changes.
Baseline model
The collocation extraction Fuzzy inference system (CE-FIS) is based on the two existing techniques of collocation extraction, i.e., Mutual information and t-test which are the input variables for CE-FIS. Grade of membership is the out put variable.
Fig1. Fuzzy inference system for collocation extraction
Fuzzy sets / Membership Function
Every input variable can be defined using two or three fuzzy sets. A membership function gives mathematical meaning to the linguistic variable such as high mutual information, low mutual information. Mutual information cab be defined using three fuzzy sets associated with each linguistic variable: high, average and low and t-score can be defined using two fuzzy sets associated with each variable: significant and non-significant. Output variable (relevance of a word combination for being collocation) can also be defined through three fuzzy sets namely: high, average and low. A membership function is a curve that defines how each point in the input/output space is mapped to degree of membership of fuzzy set. There are various inbuilt membership functions in fuzzy logic tool box. We have taken Pi shaped built-in membership function with different parameters for each input and output variable. Syntax of Pi shaped built-in membership is:
This spline-based curve is so named because of its Π shape. This membership function is evaluated at the points determined by the vector x. The parameters a and d locate the "feet" of the curve, while b and c locate its "shoulders." Table 1 shows the chosen values of parameters 'a', 'b', 'c', 'd' for different membership functions. 
Rules
Matlab fuzzy toolbox allows defining rules by taking different fuzzy sets of input and output variables. Rules can be derived by simple reasoning of mutual information and t-score. High mutual information shows presence of a collocation and for a particular significance level, a word combination for which t-score is significant, can be considered for collocation. Following rules have been adopted for the CE-FIS.
• If (MI is low) and (t-score is non-significant), then (Relevance is low)
• If (MI is high) and (t-score is significant), then (Relevance is high)
• If (MI is low) and (t-score is significant), then (Relevance is average)
• If (MI is high) and (t-score is non-significant), then (Relevance is average) 
Evaluation
For evaluating the CE-FIS, we have compiled a corpus of one million words by taking some of the novels contained in project Gutenberg available at www.gutenberg.org/etext/<no.>(See appendix). To show the utilization of FIS, seventy word pairs from the compiled corpus have been examined for collocation as an example. Mutual information scores, t-scores and grades of membership using CE-FIS for each word combination have been calculated. Table 2 Table 3 shows the grades of membership of word combinations using CE-FIS. The help of www.thefreedictionary.com and "Cambridge Advanced Learner's Dictionary" have been taken to check the validity of the word pairs and only 16 word pairs (star marked in table 3 & 4) have been found meaningful as collocations. On the basis of this we can compare the results of mutual information and t-score with the results obtained by model I and Model II. The mutual information does not provide a criterion for collocation extraction except saying high mutual information score shows the presence of a collocation. Precision and recall will depend upon the choice of the high mutual information score. However we can take different criteria of mutual information for calculating precision and recall. Table 5 shows the precision and recall for different mutual information scores. For t-score precision is 52% and recall is 69%. Table 6 and 7 show the precision and recall of the proposed models. 
Discussion
The present work was carried out to utilize the fuzzy inference system for collocation extraction. The previous two techniques were deterministic crisp formulas and it is difficult to make a decision about something which is vague and uncertain with deterministic crisp formulas. Fuzzy logic is based on the theory of fuzzy set which includes the elements with a grade of membership. Fuzzy logic for collocation extraction provides the benefits of the previous two approaches while overcoming their drawbacks. Observing table 2 and 3, some word combinations have high mutual information score (e.g., Stark madness) but have low grade of membership or rejected by t-test (e.g., fire bucket) but have high grade of membership. Table 5 shows the precision and recall of CE-FIS and it is very high in comparison to the two tests. Word combinations falling in the category of grade of membership more than 70 show high relevance to the set of collocations.
