Bat algorithm is one of the younger members of swarm intelligence algorithms that was introduced by Yang in 2010. So far, several variants based on this algorithm have been proposed for coping with the continuous and discrete problems. This paper introduces a novel self-adaptive bat algorithm (SABA) that borrows the self-adapting mechanism from self-adapted differential evolution known under the name jDE. This algorithm was tested on ten benchmark functions taken from publications. The obtained results were very promising and showed that this algorithm might be very suitable for use, especially, in the continuous optimization.
Introduction
Nowadays, optimization has become more and more important in domains, like finances, industries, sport, pharmacy, etc. The task of the optimization is to find the minimum or maximum of objective function relating to a problem that needs to be solved. Typically, the minimal costs of production are searched for in many industries. For example, the problem of how to finish a specific work order with minimal material usage has arisen in the clothing industry [1] . However, the clothing industry is not alone example.
The similar optimization problems have been arisen in many industries that are efficiently solved using the wellknown algorithms, like:
• artificial bee colony [2] ,
• bat algorithm [3] ,
• differential algorithm [4] ,
• firefly algorithm [5] ,
• particle swarm optimization [6] , and
• many more [7] .
The mentioned algorithms are generally inspired by nature. In these algorithms, developers wish to mimics the natural behavior of different biological systems in order to solve particular problems using the digital computers. Adaptation is one of the more important characteristic for surviving the individuals in biological systems that are subject to ruthless changing environment [8] . This mechanism enables the individuals in biological systems to adapt themselves to the changing conditions within their environments. The adaptation is not just a unique characteristic of the biological systems, because this mechanism has also been incorporated into artificial systems and optimization algorithms.
The optimization algorithms are controlled by algorithm parameters that can be changed deterministically, adaptively, and self-adaptively [9] . Deterministic parameters are altered by using some deterministic rule (e.g., Rechenberg's 1/5 success rule [10] ). In contrast, adaptive controlled parameters are subject to feedback from the search process that serves as an input to a mechanism used that determines the direction and magnitude of the change [9] . Finally, the self-adaptive controlled parameters are encoded into representation of solution and undergo acting the variation operators, like crossover and mutation in evolutionary algorithms [11] . This paper proposes a self-adaptive bat algorithm (SABA) for continuous optimization. However, this selfadaptive variant of a bat algorithm (BA) can also be later applied to real-world problems. An origin of the BA algorithm goes to the year 2010, when Xin-She Yang [12, 13, 14] created a new optimization algorithm inspired by the behavior of micro-bats that use a special mechanism called echolocation. Echolocation is used by bats for orientation and prey seeking. The original BA was applied to various benchmark functions, in which it achieved the good results. The convergence rate was improved in study [3] , where the authors hybridized the original BA with differential evolution strategies (HBA). On the other hand, Wang and Guo [15] successfully hybridized the BA with a harmony search (HS/BA) [16] .
The original bat algorithm employs two strategy parameters: the pulse rate and the loudness. The former regulates an improving of the best solution, while the later influences an acceptance of the best solution. Both the mentioned parameters are fixed during the execution of the original bat algorithm. In SABA, these parameters are selfadapted. The aim of this self-adaptation is twofold. On the one hand, it is very difficult to guess the valid value of the parameter. On the other hand, this value depends on the phase in which the search process is. This means, the parameter setting at the beginning of the search process can be changed, when this process becomes matured. Therefore, the self-adaptation of these parameters is applied in SABA.
The proposed SABA algorithm were applied to an optimization of a benchmark function suite consisting of 10 well-known functions from the publications. The obtained results using SABA improved the results achieved by the original BA. Additionally, the proposed algorithm was compared also with the other well-known algorithms, like firefly (FA) [5] , differential evolution (DE) [17] , and artificial bee colony (ABC) [18] . The results from this comparison showed that the results of the SABA are comparable with the results of the other up-to-date algorithms.
The structure of this paper is as follows. Section 2 presents the original bat algorithms. The self-adaptive bat algorithm is described in Section 3. Section 4 illustrates the experiments and results detailed. The paper concludes by summarizing the performed work and outlines further directions for development.
The original bat algorithm
The original bat algorithm was developed in 2010 by XinShe Yang [12, 13, 14] . The inspiration for his work came from behavior of micro-bats and especially, their special mechanism named echolocation. Echolocation is a mechanism that bats use for orientation and finding the preys. Bats are not the only creatures using such a mechanism. For instance, dolphins use this mechanism for finding prey in the seas [19] .
Nowadays, BA and its variants are applied for solving many optimization and classification problems, as well as several engineering problems in practice. In detail, the taxonomy of the developed BA applications is represented in [19] , where the applications of BA algorithms have been divided into the following classes of optimization problems: continuous, constrained, and multi-objective. In addition, they were also used for classification problems, like clustering, neural networks, and feature selection. Finally, BAs were used in many branches of engineering, e.g., image processing, industrial design, scheduling, electronics, spam filtering, and even in sport.
The original bat algorithm is population based, where each individual represents the candidate solution. The candidate solutions are represented as vectors x i = (x i1 , . . . , x iD )
T for i = 1 . . . Np with real-valued elements x ij , where each elements can capture values from interval x ij ∈ [x lb , x ub ]. Thus, x lb and x ub denote the corresponding lower and upper bound, while the population size is determined by Np parameter.
The pseudo-code of the original BA algorithm is illustrated in Algorithm 1, where bats' behavior is captured within the fitness function of the problem to be solved. The Algorithm 1 Pseudo-code of the original bat algorithm Input: Bat population
The best solution x best and its corresponding value f min = min(f (x)).
1: init bat(); 2: eval = evaluate the new population; 3: f min = find best solution(x best ); {initialization} 4: while termination condition not meet do
5:
for i = 1 to N p do 6:
if rand(0, 1) > r i then 8:
end if{ local search step }
10:
f new = evaluate new solution(y); 11: eval = eval + 1;
if f new ≤ f i and N (0, 1) < A i then
13:
end if{ save best solution conditionaly }
15:
f min =find best solution(x best ); 16: end for 17: end while operation of the original BA algorithm presented in Algorithm 1 can be described as follows. In general, the algorithm consists of the following components [19] :
• initialization (lines 1-3): initializing the algorithm parameters, generating the initial population, evaluating it, and searching for the best solution x best in the initial population,
• generate new solution (line 6): moving the virtual bats in the search space according to physical rules of bat echolocation,
• local search step (lines 7-9): improving the best solution using random walk direct exploitation (RWDE) heuristic [20] ,
• evaluate new solution (line 10): evaluating the new solution,
• save best solution conditionaly (lines [12] [13] [14] : saving the new best solution under some probability A i similar to simulated annealing [21] ,
• find best solution (line 15): searching for the current best solution.
Note that these components are denoted in the algorithm either as function names, when the function call is performed in one line or as a component name designated by a comment between two curly brackets, when it comprises more lines. Initialization of the bat population consist of tree steps. At first, the population is initialized randomly (in function init bat). Then, solutions are evaluated (in function evaluate the new population) and finally, the current best solution is found (in function find best solution). Generating the new solutions is performed according to the following equations:
where N (0, 1) is a random number generated from a Gaussian distribution with zero mean and a standard deviation of one. A RWDE heuristic [20] implemented in the function improve the best solution modifies the current best solution according to the equation:
where N (0, 1) denotes the random number generated from a Gaussian distribution with zero mean and a standard deviation of one, being the scaling factor, and A (t) i the loudness. A local search is launched with the probability of pulse rate r i . As already stated, the probability of accepting the new best solution in the component save the best solution conditionaly depends on loudness A i . Actually, the original BA algorithm is controlled by two algorithm parameters: the pulse rate r i and the loudness A i . Typically, the rate of pulse emission r i increases and the loudness A i decreases when the population draws nearer to the local optimum. Both characteristics imitate natural bats, where the rate of pulse emission increases and the loudness decreases when a bat finds a prey. Mathematically, these characteristics are captured using the following equations:
where α and γ are constants. Actually, the α parameter controls the convergence rate of the bat algorithm and therefore, plays a similar role as the cooling factor in the simulated annealing algorithm.
In summary, the origin of BA can be found in an PSO algorithm [6] hybridized with RWDE and simulated annealing heuristics. The former represents the local search that directs the bat search process towards improving the best solution, while the latter takes care of the population diversity. In other words, the local search can be connected with exploitation, while simulated annealing using the exploration component of the bat search process. The exploitation is controlled by the parameter r and exploration by the parameter A. As a result, the BA algorithm tries to explicitly control the exploration and exploitation components within its search process.
3 The self-adaptive bat algorithm Self-adaptation of control parameters means that the algorithms control parameters (also strategy parameters) are encoded into representation of a candidate solution and undergo acting the variation operators. In our case, a developed self-adaptive bat algorithm (SABA) considers the self-adaptation of the control parameters, e.g., the loudness A (t) , and the pulse rate r (t) . In line with this, the existing representation of candidate solutions in the original bat algorithm consisting of problem variables (x
T is widened with the control parameters A (t) and r (t) to x
where Np denotes the population size. Additionally, these control parameters are modified according to the following equations:
and
otherwise .
(5)
Note that the parameters τ 0 and τ 1 denotes the learning rates that were set, as τ 0 = τ 1 = 0.1, while rnd i for i = 1 . . . 4 designate the random generated value from interval [0, 1]. Thus, the values of control parameters are limited according to intervals represented in Table 1 . 
The self-adapting part of the SABA algorithm is performed in the generate the new solution function (line 6 in Algorithm 1). It is notable that the control parameters are modified in this function according to the learning rate τ 0 and τ 1 . In case when τ 0 = τ 1 = 0.1, the control parameters of each 10th candidate solution are modified, in average. The modified control parameters have an impact on the application of the local search (component local search step lines 7-9 in Algorithm 1) as well as on the probability of saving the best solution (component save best solution conditionaly lines 12-14 in Algorithm 1). The problem variables and the corresponding control parameters are saved by this component when it comes to saving.
This self-adapting procedure was inspired by Brest et al. [22] that proposed the self-adaptive version of DE, better known as jDE. This self-adaptive algorithm improves the results of the original DE significantly by continuous optimization.
Experiments and results
Two goals were aimed our experimental work, as follows: to show that SABA can improved the results of the original bat algorithm (BA), and to show that the results of SABA are comparable to the results of other well known algorithms, like firefly (FA) [5] , differential evolution (DE) [17] , and artificial bee colony (ABC) [18] . In line with this, the self-adaptive bat algorithm (SABA) was developed and applied to well known benchmark function suite taken from publications.
Function optimization was selected as a test bed problem for this study. The function optimization is included into a class of continuous optimization problems that can formally be defined as follows. Let f (s) be an objective function, where x = (x 1 , . . . , x D ) denotes a vector of D design variables from a decision space x ∈ S. These design variables x j ∈ {lb j , ub j } are captured from an interval [lb j , ub j ], where lb j ∈ R and upper bounds ub j ∈ R are their lower and upper bounds, respectively. Then, the task of function optimization is to find the minimum of this objective function.
In the rest of the paper, the function in benchmark suite are presented, then some words are intended to the experimental setup, and at the end of this section, the results obtained by the experiments are discussed in detail.
Benchmark suite
The benchmark suite was composed of ten well-known functions selected from various publications. The definitions the benchmark functions are summarized in Table 2 that consists of four columns denoted: the function tag f , the function name, the function definition, and the parameter domain. Reader is invited to check a deep details about test functions in the state-of-the art reviews [23, 24, 25] .
Each function from the table is tagged with its sequence number from f 1 to f 10 . Parameter domains limit the values of parameters into interval between their lower and upper bounds. As matter of fact, these determine the size of the search space. In order to make the problems more heavier to solve, the parameter domains were selected wider that those prescribed in the standard publications. Additionally, the problem becomes also heavier to solve when the dimensionality of the benchmark functions are increased. As a result, benchmark functions of more dimensions need to be optimized in the experimental work.
Properties of the benchmark functions can be seen in Table 3 that also consists of four columns: the function tag f , the optimal solution x * , the value of the optimal solution x * , and the function characteristics. One of the more important characteristics of the function is the number of local and global optima. According to this characteristic the functions are divided either into uni-modal or multi-modal. The former type of functions has only one global optimum, 1 Valid for 2-dimensional parameter space. while the later is able to have more local and global optima trowed across the whole search space.
Experimental setup
In this experimental study, we compared the results of the following algorithms: BA, SABA, FA, DE, and ABC. During the tests, the BA parameters were set as follows: the loudness A 0 = 0.5, the pulse rate r 0 = 0.5, minimum frequency Q max = 0.0, and maximum frequency Q max = 2.0. The same initial value for r 0 and A 0 were also applied by SABA, while the frequency was captured from the same interval Q ∈ [0.0, 2.0] as by the original bat algorithm. FA run with the following set of parameters: α = 0.1, β = 0.2, and γ = 0.9, whilst DE was configured as follows: the amplification factor of the difference vector F = 0.5, and the crossover control parameter CR = 0.9.
In the ABC algorithm, onlooker bees represented 50% of the whole colony, whilst the another 50% of the colony was reserved for the employed bees. On the other hand, the scout bee was generated when its value was not improved in 100 generations. In other words, the parameter limits was set to value 100. Each algorithm in tests were run with population size 100. Each algorithm was launched 25 times. The obtained results of these algorithms were aggregated according to their Best, the Worst, the Mean, the StDev, and the Median values reached during 25 runs.
The results
The intention of our experimental work was to show that the self-adaptive bat algorithm (SABA) can improve the results the original bat (BA), when applied to a test suite of ten benchmark functions. On the other hand, we want to show that the obtained results are comparable with the results of the other algorithms in tests, like FA, DE and ABC.
In line with this, each algorithm solved the functions of three different dimensions, i.e., D = 10, D = 30, and D = 50. As a termination condition, the maximum number of fitness function evaluations MAX FE = 1000.D 
Rosenbrock's function Figure 1 . Friedman non-parametric tests was used. In line with this, the 10-dimensional functions needed 10,000, the 30-dimensional 30,000, and the 50-dimensional 50,000 fitness function evaluations, in order to make the comparison fair. This means that the more dimensional functions had more evaluations to obtain the final solutions.
The results of optimizing the benchmark functions are presented in Table 4 . Although the results were also obtained on the functions of all three dimensions, only the results of those functions with a dimension D = 30 are presented because of the limitation of paper length. The best results are displayed as bold. As can be seen from Table 4, ABC outperformed the results of all other algorithms four times (f 2 , f 4 , f 8 , and f 9 ), FA three times (f 1 , f 3 , and f 7 ), while the SABA and DE were the best one time (f 6 , and f 10 ) according to the mean values.
In order to evaluate the quality of results statistically, Friedman tests [26, 27] were conducted that compare the average ranks of the compared algorithms. Thus, a nullhypothesis is placed that states: two algorithms are equivalent and therefore, their ranks should be equal. When the null-hypothesis is rejected, the Bonferroni-Dunn test [28] is performed. In this test, the critical difference between the average ranks of those two algorithms is calculated. If the statistical difference is higher than the critical difference, the algorithms are significantly different.
Three Friedman tests were performed regarding data obtained by optimizing ten functions of three different dimensions according to five measures. As a result, each algorithm during the tests (also the classifier) was compared with regard to the 10 functions x 5 measures this means, 50 different variables. Tests were conducted at the significance level 0.05. The results of the Friedman nonparametric test can be seen in Fig. 1 that is divided into three diagrams. Each diagram shows the ranks and confidence intervals (critical differences) for the algorithms under consideration with regard to the dimensions of functions. Note that the significant difference between two algorithms is observed if their confidence intervals denoted as thickened lines in Fig. 1 do not overlap.
The first diagram in Fig. 1 shows that there are not any algorithm, which significantly outperforms the results of the other algorithms, according to dimension D = 10. From amongst all the five four algorithms, the DE was slightly better than the SABA and ABC, and substantially better than the FA and BA. The situation remained similar even when the results were compared regarding the dimensions D = 30 and D = 50. In the former case, the DE and ABC significantly improved the results of the BA, while in the latter case, the DE was significantly better than the FA and BA.
In summary, the SABA outperformed the results of the original BA substantially as can be seen in Fig. 1 . Interestingly, the critical difference between both algorithms does not decrease when the dimension of the functions is increased (e.g., D = 50). Therefore, we could reasonable assume that self-adaptation could improve the results of the SABA by optimization of higher-dimensional functions. However, this assumption must be confirmed in the future. Additionally, the SABA outperformed also the results of the FA algorithm, while the results were comparable with the results of the DE and ABC.
Conclusion
In this paper, we proposed a self-adaptive variant of the bat algorithm named SABA. In this algorithm, control parameters are adapted in the similar way as by the self-adaptive DE algorithm known under the name jDE [22] . The experimental results showed an improvement of the performance of the proposed algorithm that encourages us to continue with the started experiments. We hope that this algorithm may be suitable for solving problems of higher dimensions.
In the future, we would also wish to apply this self-adaptive method to other heuristic algorithms, e.g. cuckoo search.
