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Abstrat
We study the behavior at innity, with respet to the spae variable, of solutions
to the magnetohydrodynamis equations in R
d
. We prove that if the initial magneti
eld deays suiently fast, then the plasma ow behaves as a solution of the free
nonstationnary NavierStokes equations when |x| → +∞, and that the magneti eld
will govern the deay of the plasma, if it is poorly loalized at the beginning of the evo-
lution. Our main tools are boundedness riteria for onvolution operators in weighted
spaes.
Keywords: deay at innity, instantaneous spreading, magnetohydrodynamis, MHD,
spatial loalisation, weighted spaes, onvolution, asymptoti behavior.
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1 Introdution
The magnetohydrodynamis equations are a well-known model in plasma physis, desribing
the interations between a magneti eld and a uid made of moving eletrially harged
partiles. A ommon example of an appliation of this model is the design of tokamaks:
the purpose of these mahines is to onne a plasma in a region, with a density and a
temperature large enough to entertain thermonulear fusion reations. This an be ahieved,
at least during a small time interval, by applying strong magneti elds. We refer to [12℄
for other appliations of this model, in partiular to the study of the dynamis of the solar
orona.
In non-dimensional form, the magnetohydrodynamis equations an be written in the
following way: 
∂u
∂t
+ (u · ∇)u− S(B · ∇)B +∇
(
p +
S
2
|B|2
)
=
1
Re
∆u
∂B
∂t
+ (u · ∇)B − (B · ∇)u = 1
Rm
∆B
div u = divB = 0
u(0) = u0 and B(0) = B0.
(MHD)
Here the unknowns are the veloity eld u of the uid, the pressure p and the magneti
eld B, all dened in Rd (d ≥ 2). The positive onstants Re and Rm are respetively the
1
Reynolds number and the magneti Reynolds number; moreover S = M2/(ReRm), where M
is the Hartman number. After resaling u and B, we an assume that S = Re = 1. With
minor loss of generality, from now on we shall also assume that Rm = 1. All the results
however remain valid in the general ase with simple modiations in the onstants.
In the partiular ase B ≡ 0, the system (MHD) redues to the elebrated NavierStokes
equations. Just as in this partiular ase, global weak solutions to (MHD) do exist, but
their uniity, as well their smoothness in the ase of smooth data, remains an open problem
for d ≥ 3. Partial regularity results, whih provide bounds of the Hausdor dimension
of the possible singular set of weak solutions, have been obtained in [7℄. Constantin and
Feerman's theory [5℄ relating the regularity of the ow to the diretions of the vortiity
has been extended to magnetohydrodynamis in [8℄. A onstrution of forward selfsimilar
solutions is given in [9℄, where the nonexistene of bakward selfsimilar solutions is also
disussed. Moreover, the asymptoti behavior of the solutions for t → +∞ is quite well
understood: for example, [13℄ provides the optimal deay rates of the L2 norm of u and B
for a large lass of ows.
On the other hand, nothing seems to have been done to study the deay of solutions
of (MHD) with respet to the spae variable. In this paper, motivated by reent results
obtained by several authors for the NavierStokes equations (see, e.g., [1℄, [2℄, [6℄, [11℄ and
[14℄), we would like to desribe in whih way the presene of the magneti eld aets the
spatial loalization of the veloity eld.
Denitions and notations. We start by introduing the notion of deay rate at innity
in a weak sense, whih generalizes the usual notion of pointwise deay rate in the framework
of loally square integrable funtions. A simple motivation is that the L2
lo
regularity is the
minimal one for whih the system (MHD) makes sense.
1. Let f ∈ L2
lo
(Rd). We dene the L2 deay rate as |x| → +∞ of f , as
η(f) = sup
{
η ∈ R ; lim
R→+∞
R2η
∫
1≤|x|≤2
|f(Rx)|2 dx = 0
}
. (1.1)
If η = η(f) is nite then we will write f
L2∼ |x|−η when |x| → +∞. On the other hand,
when we write f
L2
= O(|x|−η) when |x| → +∞, we mean that η(f) ≥ η. Of ourse,
any measurable funtion suh that |f(x)| ≤ C(1 + |x|)−η satises f L2= O(|x|−η) when
|x| → +∞.
2. For a ∈ [1,+∞] and α ∈ R, the spae Laα(Rd) is the Banah spae normed by
‖f‖Laα =
(∫
Rd
|f(x)|a(1 + |x|)aα dx
)1/a
if 1 ≤ a < +∞ (1.2a)
and, if a = +∞, by
‖f‖L∞α = ess sup
x∈Rd
|f(x)|(1 + |x|)α. (1.2b)
From the loalization point of view the two spaes Laα(R
d) and Lbβ(R
d) must be onsid-
ered as equivalent, when
α +
d
a
= β +
d
b
.
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Indeed, if f ∈ Laα(Rd) and a ≥ 2, then f L
2
= O(|x|−(α+d/a)) when |x| → +∞. Hölder
inequality implies that
Laα ⊂ Lbβ (1.3)
whenever α + d/a > β + d/b and a ≥ b. It also implies that
η(f) = sup
{
α +
d
a
; a ≥ 2 and f ∈ Laα
}
(1.4)
for any f ∈ L2
lo
(Rd).
We shall use the following additional notations :
3. If A and B are two expressions ontaining a parameter α, then when we write
A ≤ B − εα,
we mean that A ≤ B if α = 0 and A < B if α 6= 0. We shall also often write expressions
of the form A ≤ B − ε1/a meaning that the inequality must be strit for nite a and
an be large when a = +∞.
4. The positive part of a real number will be denoted by (·)+ = max{·, 0}.
Main results. We are onerned with the persistene problem of the spatial loalization
of the magneti and the veloity elds. Our main results (Theorem 1.1 and 1.3 below) aim
to answer the following questions. Consider a loalization ondition like
(u0, B0) ∈ Lp0ϑ0(Rd)× Lp1ϑ1(Rd). (1.5)
Will the unique solution of (MHD) preserve suh a ondition in some future time interval ?
Depending on the parameters, the answer an be positive or negative. In ase of a negative
answer, an we still ensure that the spatial loalization of the solution is onserved in the
weak sense ? In other words, we would like to know whether
u(t)
L2
= O(|x|−(ϑ0+d/p0)) and B(t) L2= O(|x|−(ϑ1+d/p1)) when |x| → +∞.
Again, this ondition may be onserved, or instantaneously break down.
We will prove the following:
Theorem 1.1 Let u0 ∈ Lp0ϑ0(Rd), B0 ∈ Lp1ϑ1(Rd) be two divergene-free vetor elds in Rd
(d ≥ 2). Assume that {
ϑ0 ≥ 0
d < p0 ≤ +∞
and
{
ϑ1 ≥ 0
d < p1 ≤ +∞.
(1.6a)
Let us also assume that
δ + εδ ≤ η0 ≤ min
{
d+ 1 ; 2η1 − δ
}
, (1.6b)
with η0 = ϑ0+d/p0, η1 = ϑ1+d/p1 and δ =
(
2d
p1
− 1
)+
. Finally, dene p∗0 = min{p0 ; dδ −εδ}.
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Then there exists T > 0 and a unique mild solution (u,B) of (MHD) in C([0, T ];Lp∗0×Lp1).
This solution satises
u(t)
L2
= O(|x|−η0) and B(t) L2= O(|x|−η1) when |x| → +∞. (1.7)
If d = 2, the time T an be arbitrarily large.
Moreover, if (u0, B0) also belongs to L
p˜0
ϑ˜0
×Lp˜1
ϑ˜1
, with the orresponding indies satisfying
assumptions (1.6), then the lifetimes in Lp
∗
0 × Lp1 and Lp˜0∗ × Lp˜1 agree and both maximal
solutions are atually the same one.
Next we disuss the optimality of the above restritions. Suh restritions are of two
kinds: there are a few onditions related to the well-posedness of the system, and a ondition
(namely, the upper bound for η0 in (1.6b)) whih is related to the spatial loalization of the
solution. Here, we will only fous on this ondition. The following theorem implies that the
restrition η0 ≤ d+1 is sharp. We expet that the other restrition is also sharp, or at least
that η0 ≤ 2η1 for stable weak solutions. But we were not able to prove suh a result.
Theorem 1.2 Let (u,B) ∈ C([0, T ];L2(Rd)× L2(Rd)) a solution to (MHD) suh that
sup
t∈[0,T ]
|u(t, x)| L2= O(|x|−(d+1+ε)) (1.8a)
and sup
t∈[0,T ]
|B(t, x)| L2= O(|x|−(d+1+ε)/2) (1.8b)
for some ε > 0. Then, for all t ∈ [0, T ], there exists a onstant C(t) ≥ 0 suh that the
omponents of u(t) and B(t) satisfy the following integral identity :∫
Rd
(ujuk − BjBk)(t, x) dx = δj,k C(t), (j, k = 1, . . . , d) (1.9)
with δj,k = 1 if j = k and δj,k = 0 otherwise.
By Theorem 1.3 below, ondition (1.8b) will be fullled as soon as u0 and B0 belong to
Lpϑ(R
d), with p > d and ϑ + d
p
= (d + 1 + ε)/2, for some ǫ > 0. This means that if we start
with a well loalized initial datum (u0, B0), but suh that (1.9) does not hold for t = 0, then
ondition (1.8a) must brake down.
On the other hand, the integral identities (1.9) are obviously unstable. Neverthless, in
setion 5 we shall see that a lass of exeptional solutions satisfying (1.9) does exist. Inside
this lass, one an exhibit solutions suh that u deays muh faster than in the generi ase.
Physial interpretation of Theorem 1.1. This theorem reinfores mathematially some
fats that an be observed in the appliations. Three onlusions an be drawn:
1. Any spatial loalization assumption on the magneti eld will be onserved by the
ow. Indeed, the L2 deay rate η1 an be arbitrarily large. The spatial loalization of
the veloity eld is also onserved, but there are some limitations to this property.
4
1p
{
η1 ≤ (d + 1)/2
p1 ≥ 2d
0 1/d2/p1
2θ1
2η1
θ
d + 1
2θ1
{
η1 ≤ (d + 1 + δ)/2
d < p1 < 2d
2/p1
δ
θ
2η1
1/dδ/d0
1
p
d+ 1
2η1 − δ
{
η1 ≥ (d + 1 + δ)/2
p1 > d
θ
2η1
d + 1
1
p1/d0
Fig.1 The gures show the admissible
values for (p0, ϑ0) allowing (1.7) to hold,
one (p1, ϑ1) is given (all gray regions).
Above : Slowly deaying magneti eld.
The results depends slightly on the regu-
larity of B through δ =
(
2d
p1
− 1
)+
.
Down-Left : Fast deaying magneti
eld. The veloity eld behaves at inn-
ity as the solution of NavierStokes equa-
tions with the same initial datum u0 (see
[14℄).
The dark gray regions orrespond to ini-
tial data for wih we will prove in addi-
tion that u ∈ L∞([0, T ];Lp0ϑ0). The dash-
dotted lines illustrate the barriers used in
the proof of 4.3.
2. For poorly loalized magneti elds (namely η1 ≤ (d + 1 + δ)/2), the behavior of u
when |x| → +∞ is governed by the deay of the magneti eld. As 0 ≤ δ < 1 in (1.6b),
the maximal L2 deay rate of u that an be onserved by the ow exeeds 2η1 − 1.
When p1 ≥ 2d, one has δ = 0 and this rate is improved up to twie that of B0. The
pathologial lower bound on η0 disappears too. Roughly speaking, requiring p1 to be
larger (for a given L2 deay rate η1 = ϑ1 + d/p1 of the magneti eld) means that the
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behavior at innity of B0 is loser and loser to that of a funtion that deays as |x|−η1 ,
in the usual pointwise sense.
3. For suiently fast deaying magneti elds, the deay of u is not aeted by B, but
is provided by the fundamental laws of hydrodynamis. The reason is the following:
for magneti elds suh that η1 ≥ (d + 1 + δ)/2, our limitations on the L2 deay rate
at innity of the veloity eld (1.6b) boil down to the only restrition η0 ≤ d+1. This
is exatly the same restrition that appears for the NavierStokes equations. Indeed,
we know from F. Vigneron's result [14℄ that the mild solution of the NavierStokes
equations remains in Lp0ϑ0(R
d) if the initial veloity belongs to suh spae and
ϑ0 + d/p0 ≤ d+ 1− ε1/p0 .
This ondition in known to be sharp. One may notie however that, thanks to (1.4),
the equality ase is possible even if p0 < +∞, provided that stability is asserted as in
(1.7).
A more physial explanation for the above onlusions is the following
1
. The indution
equation means that the magneti eld lines are transported by the ow while simultaneously
undergoing resistive diusion. This transport-diusion proess guarantees that, where the
veloity vanishes, the magneti eld will not spatially spread out during small time intervals,
sine the mehanism of diusion is quite slow. As for the uid ow, the magneti eld ats
upon it only through the Lorentz fore: whenever this disappears the veloity ats in a purely
NavierStokes way; thus, the spatial spreading of the initial veloity is essentially governed
by the ompetition between diusion, whose eet is important only for large time, and
inompressibility, that immediately prevents the ow from remaining too loalized.
Stability in weighted spaes. Conlusion (1.7) does not mean that
(u,B) ∈ L∞ ([0, T ] ; Lp0ϑ0 × Lp1ϑ1) .
Atually, we do not know if this property holds when u0 ∈ Lp0ϑ0 and (p0, ϑ0) is in the light-gray
regions of Fig.1. However, if (p0, ϑ0) is in a dark-gray region, then suh property does hold.
This is essentially the statement of our next theorem. It extends to the ase of non-vanishing
magneti elds, the result established in [14℄ for the NavierStokes equations.
Theorem 1.3 Let u0 ∈ Lp0ϑ0(Rd), B0 ∈ Lp1ϑ1(Rd) be two divergene-free vetor elds in Rd
(d ≥ 2). Assume that ϑ0, ϑ1 ≥ 0, d < p0 ≤ +∞ and
2
p1
<
1
p0
+
1
d
. (1.10a)
Then there exist T > 0 (if d = 2, one may take T = +∞) and a unique mild solution of
(MHD)
(u,B) ∈ C ([0, T ];Lp0 × Lp1) . (1.10b)
If, in addition, the deay rates of u0 and B0 dened by η0 = ϑ0 + d/p0 and η1 = ϑ1 + d/p1
satisfy
η0 ≤ min
{
d+ 1− ε1/p0 ; 2η1 − ε2ϑ1−ϑ0 ; 2η1 +
d
p0
− 2d
p1
}
, (1.11a)
1
This explanation was suggested to us by the Referee.
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then we have more preisely
(u,B) ∈ C([0, T ];Lp0ϑ0 × Lp1ϑ1). (1.11b)
Moreover, if (u0, B0) also belongs to L
p˜0
ϑ˜0
× Lp˜1
ϑ˜1
, with new indies again satisfying (1.10a)
and (1.11a), then the lifetimes in Lp0ϑ0 × Lp1ϑ1 and Lp˜0ϑ˜0 × L
p˜1
ϑ˜1
are the same and both maximal
solutions agree.
The assumption (1.10a) is not really related to spatial loalization problems, but rather
to well-posedness issues of the equations, and in partiular, to the invariane of the equation
under the natural saling
uλ(t, x) = λu(λ
2t, λx), Bλ(t, x) = λB(λ
2t, λx) (λ > 0).
We expet that Theorem 1.3 remains true in limit ases p = d, or 2d
p1
= 1
p1
+ 1
d
(with several
modiations in the proof). We did not treat these limit ases sine they would require Kato's
two-norm approah for proving the boundedness of the operators involved, as desribed in
[3, hap. 3℄ or [4℄ for the NavierStokes equations. The proof would be more ompliated,
without providing any substantial lariation of the spatial loalization problem.
Let us also observe that one ould replae the weights (1 + |x|)ϑ with homogeneous
weights. But in this ase the onditions to be imposed on the parameters would be muh
more restritive, e.g.
ϑ+
d
p
< 1.
Again, this would not help to understand the spatial loalization of the elds.
Main methods and organization of the paper. We shall rst prove Theorem 1.3 and
later dedue Theorem 1.1 as a orollary of the natural embedding (1.3) between weighted
spaes. The idea onsists in observing that the assumptions (1.6), together with the inlusion
(1.3), ensure that the initial datum belongs to the produt of two larger Lebesgue spaes, in
whih we an prove the existene and uniqueness of a mild solution.
Our proof of Theorem 1.3 onsists in applying the ontration mapping priniple to the
integral form of (MHD), in a suitable ball of the spae C([0, T ], Lp0ϑ0 × Lp1ϑ1). This is why we
refer to (u,B) as a mild solution. The only diulty is establishing the biontinuity of the
bilinear operator involved.
For small values of η0, the biontinuity would be a straightforward onsequene of the
well-known Young onvolution inequality in weighted Lebesgue spaes (realled in [14, 2.2℄).
But this argument does not go through when η0 is lose to the upper bound of (1.11a), sine
the kernel of the operator governing the evolution of the veloity eld deays too slowly at
innity. In this ase, the proof requires more areful estimates. The main one is given by
Proposition 3.1 below.
Several generalizations of the weighted onvolution inequalities are known (see, e.g., the
reent boundedness riterion for asymmetri kernel operators [14, 2.3℄, whih applies to
NavierStokes). However, we ould not dedue the biontinuity of the bilinear operator by
applying diretly any known inequality, unless we put additional artiial restritions on the
parameters.
The main issue with the spatial loalization of magnetohydrodynamis elds is that the
system annot be treated as a salar equation. When dealing with the NavierStokes system,
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one may often redue the problem to a single equation, beause all the omponents of the
kernels of the NavierStokes operators satisfy the same estimates. This is no longer true
for (MHD). In the following, we shall derive sharp bounds for the magnetohydrodynamis
kernels and take advantage of the fat that a few omponents deay muh faster than the
others.
This paper is organized as follows. Setion 2 ontains some generalities on magnetohy-
drodynamis. In Setion 3 we study the boundedness of onvolution operators in weighted
spaes. We use these results in Setion 4, proving rst the loal existene of a unique solution
in weighted spaes (1.11b), then the fat that lifetimes do not depend on the hoie of the
indies. Then we dedue Theorem 1.1 as a orollary.
Theorem 1.2 will be proved in Setion 5, using a Fourier transform method developed in
[2℄. Setion 5 also ontains the desription of a method for obtaining speial solutions, suh
that the veloity eld is more loalized than in (1.6b). Those solutions are however unstable.
Remark 1.4 When we deal with the spae C([0, T ];Lp0ϑ0 × Lp1ϑ1), with p0 = +∞ or p1 =
+∞, the ontinuity at t = 0 must be understood in the weak sense, as is usually done in
nonseparable spaes.
2 The integral form of the equations
Let P be the Leray-Hopf projetor onto the divergene-free vetor eld, dened by
Pf = f −∇∆−1(div f).
Applying P to the rst equation of (MHD) and then the Duhamel formula, we obtain the
integral equations
u(t) = et∆u0 −
∫ t
0
e(t−s)∆ P div(u⊗ u− B ⊗B)(s) ds
B(t) = et∆B0 −
∫ t
0
e(t−s)∆ div(u⊗ B − B ⊗ u)(s) ds
div u0 = divB0 = 0
(IE)
where et∆ is the heat semigroup (reall that the Reynolds numbers and the Hartman numbers
have been set equal to 1). The semigroup method that we use in this paper to solve (IE)
provides mild solutions of (MHD) that are in fat smooth for stritly positive t.
We denote respetively by F kj,h(t, x) and G
k
j,h(t, x) (j, h, k = 1, . . . , d) the omponents of
the kernels of the matriial operators et∆P∇ and et∆∇. Thus,
F̂ kj,h(ξ, t) = e
−t|ξ|2ξh(δj,k − ξjξk|ξ|−2). (2.1)
This expression of the symbol allows us to see that
F (t, x) = t−(d+1)/2 Φ(x/
√
t),
with |Φ(x)| ≤ C(1 + |x|)−(d+1). (2.2a)
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This low deay rate of Φ is due to the fat that F (t, ·) 6∈ L11(Rd) ; otherwise F̂ (t, ·) would be
a C1 funtion on Rd. On the other hand,
G(t, x) = t−(d+1)/2 Ψ(x/
√
t),
with Ψ ∈ S(Rd) (the Shwartz lass). (2.2b)
Let us introdue the bilinear operators on R
d
-vetor elds U and B whose kth omponent
is
U
k(f, g)(t, x) =
∑
j,h
∫ t
0
F kj,h(t− s) ∗
(
f j ⊗ gh) (s) ds
B
k(f, g)(t, x) =
∑
j,h
∫ t
0
Gkj,h(t− s) ∗
(
f j ⊗ gh) (s) ds,
and the bilinear operator V = (V1,V2) on R
2d
-vetor elds v = (v1, v2) dened by
V1(v, w) = U(v1, w1)− U(v2, w2)
V2(v, w) = B(v1, w2)− B(v2, w1).
Here and below, for v ∈ R2d, we denote by v1 the rst d omponents and by v2 the last d
omponents.
With these notations and setting v = (u,B), v0 = (u0, B0), the system (IE) an be
rewritten as
v = et∆v0 − V(v, v). (2.3)
As it is well known (we refer, e.g., to [3, Lemma 1.2.6℄), if X is a Banah spae, then for
solving an equation like (2.3) one just needs to hek that
et∆v0 ∈ C([0, T ];X) (2.4a)
and
V : C([0, T ];X)× C([0, T ];X)→ C([0, T ];X), (2.4b)
with the operator norm of V tending to 0 as T → 0. Then the existene of a solution
v ∈ C([0, T ];X) is ensured, at least for T > 0 small enough.
In order to prove Theorem 1.3 we shall take X = Lp0ϑ0 × Lp1ϑ1 . In this setting, ondition
(2.4a), the uniity and the ontinuity of the solution with respet to the time variable are all
straightforward. Therefore, our attention will now be exlusively devoted to the more subtle
problem of the biontinuity of V in L∞([0, T ];Lp0ϑ0 × Lp1ϑ1).
We need three estimates, namely
‖U(u, u)(t)‖Lp0,ϑ0 ≤ CT‖u‖2C([0,T ],Lp0,ϑ0 ) (2.5a)
‖U(B,B)(t)‖Lp0,ϑ0 ≤ CT‖B‖2C([0,T ],Lp1,ϑ1 ) (2.5b)
‖B(u,B)(t)‖Lp1,ϑ1 ≤ CT‖u‖C([0,T ],Lp0,ϑ0 )‖B‖C([0,T ],Lp1,ϑ1 ) (2.5)
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for all 0 ≤ t ≤ T and some onstant CT suh that CT → 0 as T → 0. These bounds will not
rely on the spei struture of the operators U and B, but only on the deay properties of
their respetive kernels:
|F (t, x)| ≤ C(
√
t+ |x|)−(d+1)
|G(t, x)| ≤ CN
√
t
N−d−1
(
√
t+ |x|)−N
(2.6)
for all N ≥ 0.
We start by observing that by Hölder inequality,
‖u⊗ u‖
L
p0/2
2ϑ0
≤ ‖u‖2
L
p0
ϑ0
‖B ⊗B‖
L
p1/2
2ϑ1
≤ ‖B‖2
L
p1
ϑ1
‖u⊗B‖
L
H(p0,p1)
ϑ0+ϑ1
≤ ‖u‖Lp0ϑ0‖B‖Lp1ϑ1
where
1
H(p0,p1)
= 1
p0
+ 1
p1
denotes the Hölder exponent (the assumptions of Theorem 1.3 imply
that p0, p1 ≥ 2). Set λ =
√
t and
ΓNλ (x) = (λ+ |x|)−N . (2.7)
Then the only thing that we have to do to obtain (2.5a)-(2.5) is to establish that for all
0 < λ ≤ 1:
‖Γd+1λ ∗ f‖Lp0ϑ0 ≤ Cλ
σ0‖f‖
L
p0/2
2ϑ0
, (2.8a)
‖Γd+1λ ∗ f‖Lp0ϑ0 ≤ Cλ
σ′0‖f‖
L
p1/2
2ϑ1
(2.8b)
and ‖ΓNλ ∗ f‖Lp1ϑ1 ≤ Cλ
σ1‖f‖
L
H(p0,p1)
ϑ0+ϑ1
(2.8)
with an arbitrarily large N ≥ 0 and exponent σ0, σ′0, σ1 suh that
σ0 > −2, σ′0 > −2, σ1 > −N + d− 1. (2.9)
The onstant C > 0 has to be independent of λ. Assumption (2.9) ensures that the integrals∫ T
0
‖F (t− s) ∗ (u⊗ u) (s)‖Lp0ϑ0 ds,
∫ T
0
‖F (t− s) ∗ (B ⊗ B) (s)‖Lp0ϑ0 ds
and ∫ T
0
‖G(t− s) ∗ (u⊗ B) (s)‖Lp1ϑ1 ds
onverge.
3 Convolution estimates in weighted spaes
The fundamental estimates (2.8a)-(2.8) will be a simple onsequene of the following propo-
sition.
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Proposition 3.1 Let a, p ∈ [1; +∞] and α, ϑ ≥ 0. For any real numbers λ > 0 and N ≥ 1
let us set
ΓNλ (x) = (λ+ |x|)−N .
Let also f ∈ Laα(Rd) and N > d.
1. Then ΓNλ ∗ f ∈ Lpϑ(Rd), provided that
ϑ ≤ α and ϑ+ d
p
≤ min
{
N − ε1/p ;α + d
a
− εα−ϑ
}
. (3.1)
Moreover, if N 6= d(1 + 1
p
− 1
a
), then there exists C > 0 suh that
‖ΓNλ ∗ f‖Lpϑ ≤ Cλ−N(1 + λ)N‖f‖Laα. (3.2)
2. If one assumes in addition that
1
a
<
1
p
+
1
d
, (3.3)
then there exists ǫ > 0 and two onstants C,m > 0 suh that
‖ΓNλ ∗ f‖Lpϑ ≤ Cλ−N+d−1+ǫ(1 + λ)m‖f‖Laα. (3.4)
When N = d(1+ 1
p
− 1
a
), the bounds (3.2) and (3.4) hold with an additional fator (1+| log λ|)
in the right-hand sides. In (3.2) and (3.4) the onstant C may depend on ϑ, a, α, N and d,
but it does not depend on λ or f .
Remark 3.2 We shall see in the proof that we an take
ǫ = min
{
d
p
− d
a
+ 1 ;
N − d+ 1
2
}
,
m = max
{
N − d+ 1− 2ǫ ; −N + d
(
1
p
− 1
a
+ 1
)}
.
Proof. We start by observing that by Hölder's inequality,
‖f‖Lq ≤ C‖f‖Laα if
1
a
≤ 1
q
≤ min
{
1 ;
1
a
+
α
d
− εα
}
. (3.5)
Next we have
(1 + |x|)ϑ |ΓNλ ∗ f(x)| ≤
[∫
Rd
ΓNλ (x− y)|f(y)| dy
]
(1 + |x|)ϑ = Iϑ,λ(x) + Jϑ,λ(x) +Kϑ,λ(x),
with the following denitions :
Iϑ,λ(x) =
(∫
|y|≥|x|/2
ΓNλ (x− y)|f(y)| dy
)
(1 + |x|)ϑ,
Jϑ,λ(x) =
(∫
|y|≤|x|/2
ΓNλ (x− y)|f(y)| dy
)
(1 + |x|)ϑ 1B(0,1)(x),
Kϑ,λ(x) =
(∫
|y|≤|x|/2
ΓNλ (x− y)|f(y)| dy
)
(1 + |x|)ϑ 1B(0,1)c(x).
Here and below, B(0, 1) denotes the unit ball and 1E is the indiator funtion of a set
E ⊂ Rd.
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The bound for Kϑ,λ. Sine |y| ≤ |x|/2, we have
(λ+ |x− y|)−N ≤ 2N(λ+ |x|)−N .
Hene, using (3.5) with
1
q′
= 1− 1
q
=
(
1− α
d
− 1
a
+ εα
)+
,
0 ≤ Kϑ,λ(x) ≤ C (λ+ |x|)−(N−ϑ)
∫
|y|≤ |x|
2
|f(y)| dy
≤ C (λ+ |x|)−(N−ϑ) ‖f‖Lq ‖1B(0,|x|/2)‖Lq′
≤ C (λ+ |x|)−(N−ϑ) |x|[d−(α+ da )+εα]+‖f‖Laα.
As |x| ≥ 1, it follows that ‖Kϑ,λ‖Lp ≤ C ‖f‖Laα, uniformly for λ > 0, provided that
ϑ+
d
p
≤ N −
[
d−
(
α +
d
a
)
+ εα
]+
− ε1/p. (3.6)
Sine N > d, this ondition is weaker than (3.1).
The bound for Jϑ,λ. Using (3.5) again, but with q = a, gives us
0 ≤ Jϑ,λ(x) ≤ C 1B(0,1)(x) (λ+ |x|)−N
∫
|y|≤
|x|
2
|f(y)| dy
≤ C 1B(0,1)(x) (λ+ |x|)−N |x|d(1−1/a) ‖f‖La,
whene
‖Jϑ,λ‖Lp ≤ C
[
λ−Np
∫
|x|≤λ
|x|dp(1−1/a) dx+ 1{λ<1}
∫
λ≤|x|≤1
|x|−Np+dp(1−1/a) dx
]1/p
‖f‖La .
Thus, for all ϑ ≥ 0 and p ∈ [1,+∞], we have
‖Jϑ,λ‖Lp ≤ C
(
1 + λ−N+d+
d
p
− d
a
)
‖f‖La if N 6= d
(
1 +
1
p
− 1
a
)
, (3.7a)
and ‖Jϑ,λ‖Lp ≤ C (1 + | log λ|) ‖f‖La if N = d
(
1 +
1
p
− 1
a
)
. (3.7b)
Note that ‖Jϑ,λ‖Lp is bounded by the right-hand side of (3.2). Moreover, if 1a < 1p + 1d , then
‖Jϑ,λ‖Lp is also bounded by the right-hand side of (3.4), provided that 0 < ǫ ≤ d(1p − 1a + 1d).
The bound for Iϑ,λ. Set F (x) = (1 + |x|)α |f(x)|, so that F ∈ La(Rd) and
0 ≤ Iϑ,λ(x) ≤ C (1 + |x|)−(α−ϑ)
∫
Rd
ΓNλ (x− y)F (y) dy.
But ΓNλ ∈ Lbβ(Rd) for all b ∈ [1; +∞] and β ≥ 0 suh that β + db ≤ N − ε1/b. Moreover, one
has
‖ΓNλ ‖Lbβ ≤ Cλ
−N+ d
b (1 + λ)β. (3.8)
The remaining part of the proof of Proposition 3.1 relies on the following lemma.
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Lemma 3.3 Let a, b, p ∈ [1; +∞] and α, β, ϑ ≥ 0. For f ∈ Laα(Rd), g ∈ Lbβ(Rd), dene
Iϑ(x) = (1 + |x|)−(α−ϑ) F ∗ g(x)
with F (x) = (1 + |x|)α |f(x)|. If there exists s ∈ [1,+∞] suh that:
ϑ ≤ α
d
s
≤ min
{
d
a
;
(
α +
d
a
)
−
(
ϑ+
d
p
)
− εα−ϑ ; d
(
1− 1
b
)}
d
s
≥ max
{
d
a
− d
p
;
[
d−
(
β +
d
b
)
+ εβ
]+} (3.9a)
then Iϑ ∈ Lp(Rd) and
‖Iϑ‖Lp ≤ C‖f‖Laα‖g‖Lbβ . (3.9b)
Proof. Aording to (3.5), we have g ∈ Ls′(Rd) for all s′ ∈ [1; +∞] suh that
1
b
≤ 1
s′
≤ min
{
1 ;
1
b
+
β
d
− εβ
}
.
Let
1
s
+ 1
s′
= 1. We now use that 1
a
− 1
s
≥ 0. The Young exponent Y(a, s′) of a and s′ is well
dened by
1
Y(a,s′)
= 1
a
− 1
s
. Moreover, one has F ∗ g ∈ LY(a,s′)(Rd), i.e.
Iϑ ∈ LY(a,s
′)
α−ϑ .
Sine ϑ ≤ α, (3.5) implies that Iϑ ∈ Lp(Rd) for all p suh that
1
a
− 1
s
≤ 1
p
≤ min
{
1 ;
1
a
− 1
s
+
α− ϑ
d
− εα−ϑ
}
,
and (3.9b) is satised. 
Let us now ome bak to the proof of Proposition 3.1. We are going to apply the lemma
with g = ΓNλ , Iϑ = Iϑ,λ, b = +∞ and β = N .
 If
1
a
≤ 1
p
, then we further hoose s = +∞ and onditions (3.9a) boil down (reall that
N > d) to the only restrition ϑ+ d
p
≤ α+ d
a
− εα−ϑ.
 If
1
a
> 1
p
, then we hoose
1
s
= 1
a
− 1
p
. In this ase onditions (3.9a) boil down to ϑ ≤ α.
The rst part of Proposition 3.1 now follows from the bounds obtained for Iϑ,λ, Jϑ,λ and
Kϑ,λ.
To prove (3.4), we x ǫ suh that 0 < ǫ ≤ N−d+1
2
. Then we apply Lemma 3.3 again with
g = ΓNλ and Iϑ = Iϑ,λ, but with b and β dened by
d
b
= d− 1 + ǫ, and β = N − d+ 1− 2ǫ.
By (3.8), one has ΓNλ ∈ Lbβ(Rd) with ‖ΓNλ ‖Lbβ ≤ λ−N+d−1+ǫφ(λ) and φ ∈ L∞loc([0; +∞)).
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As before,
 if
1
a
≤ 1
p
, then we hoose s = +∞ in (3.9a) and Lemma 3.3 implies that
‖Iϑ,λ‖Lbβ ≤ λ
−N+d−1+ǫφ(λ)‖f‖Laα, (3.10)
provided that ϑ+ d
p
≤ α + d
a
− εα−ϑ.
 If
1
a
> 1
p
, then
1
s
= 1
a
− 1
p
leads again to (3.10), provided that ϑ ≤ α and 1
a
≤ 1
p
+ 1
d
− ǫ
d
.
The proof of Proposition 3.1 is now omplete. 
4 End of the proof of Theorems 1.1 and 1.3
4.1 Existene of a unique mild solution in weighted spaes
We are now in a position to prove Theorem 1.3.
Under the assumptions of Theorem 1.3, one applies (3.4) with N = d + 1 and with
ǫ = 1 − d
p0
or ǫ = 1 − (2d
p1
− d
p0
)+
respetively; assumption (3.3) is ensured by (1.10a). This
proves (2.8a) and (2.8b) with
σ0 = −1− d
p0
and σ′0 = −1−
(
2d
p1
− d
p0
)+
.
A new appliation of (3.4) with any N suh that N ≥ max{d+ 1 ; ϑ1 + dp1} + ε1/p1 and
ǫ = 1− d
p0
yields (2.8) with σ1 = −N + d− d/p0.
With the preeeding values of σ0, σ
′
0 and σ1, the assumption (1.10a) implies (2.9). As
indiated in setion 2, this yields (2.4b) and ensures that the operator norm of V tends to
zero as a power of T , when T → 0 :
9V9C([0,T ];X) ≤ C max
{
T 1+
σ0
2 ; T 1+
σ′0
2 ; T 1+
1
2
(σ1+N−d−1)
}
.
This ensures nally the onlusions (1.10b) and (1.11b) of Theorem 1.3.
More preisely, our argument proves that under the assumptions of Theorem 1.3, the
maximal lifetime T ∗ of the mild solution in X = Lp0ϑ0 × Lp1ϑ1 satises
T ∗ ≥ c min
{
1 ; ‖(u0, B0)‖
−2/(1− d
p0
)
X ; ‖(u0, B0)‖
−2/
(
1−
[
2d
p1
− d
p0
]+)
X
}
, (4.1)
with a onstant c > 0, depending on all the parameters, but not on u0 or on B0.
4.2 Comparison of lifetimes in Theorem 1.3
It only remains to establish that lifetimes are independent of the admissible pairs of indies
hosen to onstrut the solution.
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Proposition 4.1 Let u0 ∈ Lp0ϑ0(Rd) ∩ Lp˜0ϑ˜0(R
d) and B0 ∈ Lp1ϑ1(Rd). Set η0 = ϑ0 + d/p0,
η˜0 = ϑ˜0 + d/p˜0 and η1 = ϑ1 + d/p1. Assume that d ≥ 2 and
d < p0, p˜0 ≤ +∞
2
p1
< min
{
1
p0
+
1
d
;
1
p˜0
+
1
d
}
η0 ≤ min
{
d+ 1− ε1/p0 ; 2η1 − ε2ϑ1−ϑ0 ; 2η1 +
d
p0
− 2d
p1
}
η˜0 ≤ min
{
d+ 1− ε1/p˜0 ; 2η1 − ε2ϑ1−ϑ˜0 ; 2η1 +
d
p˜0
− 2d
p1
}
.
(4.2)
Let T ∗ and T˜ be the lifetimes of the solution (u,B) of (mhd) emanating from (u0, B0) in the
respetive weighted spaes, i.e.
T ∗ = sup
{
T > 0 s.t. (u,B) ∈ C([0, T ];Lp0ϑ0 × Lp1ϑ1)
}
,
T˜ = sup
{
T > 0 s.t. (u,B) ∈ C([0, T ];Lp˜0
ϑ˜0
× Lp1ϑ1)
}
.
Then T˜ = T ∗.
Proof. The struture of the proof is similar to that of [14℄. Let us assume that we have, for
example, T˜ < T ∗. Uniity of mild solutions ensures that they agree on [0, T˜ [. We are going
to prove that
sup
t∈[0,T˜ [
(
‖u(t)‖
L
p˜0
ϑ˜0
+ ‖B(t)‖Lp1ϑ1
)
< +∞.
Then (4.1) would imply that the mild solution (u,B) in Lp˜0
ϑ˜0
× Lp1ϑ1 ould be extended beyond
T˜ , and that would ontradit the denition of T˜ .
First of all, let us reall (see, e.g., [14, 2.2℄) that there exists a onstant C0 > 0 depending
only on d and ϑ, suh that
sup
τ∈[0,T˜ ]
‖eτ∆v‖Lp1ϑ1 ≤ C0 (1 + T˜ )
ϑ1/2 ‖v‖Lp1ϑ1 . (4.3)
In the following, we set A = C0 (1 + T˜ )
ϑ1/2
.
Note also that we an obviously assume that u 6≡ 0 in [0, T˜ ].
The bound for B. By the seond of the integral equations (IE), one has for 0 ≤ s ≤ t < T˜ :
B(t) = e(t−s)∆B(s)−
∫ t
s
G(t− τ) ∗ (u⊗ B − B ⊗ u) (τ) dτ.
Proposition 3.1 applied to the upper bound of G given by (2.6), with ǫ = 1 − d
p0
in (3.4),
yields
∀ τ ≤ t ≤ T˜ , ‖G(t− τ) ∗ (u⊗ B) (τ)‖Lp1ϑ1 ≤ K(t− τ)
−σ‖ (u⊗ B) (τ)‖
L
H(p0,p1)
ϑ0+ϑ1
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where σ = 1
2
(1 + d
p0
) and K is a onstant, possibly depending on T ∗ and all the parameters
ontained in (4.2), but not on T˜ . Note that σ < 1. Thus, for all t ∈ [0; T˜ ],
‖B(t)‖Lp1ϑ1 ≤ A ‖B(s)‖Lp1ϑ1 +K
(t− s)1−σ
1− σ supτ∈[s,t]
‖u(τ)‖Lp0ϑ0 · supτ∈[s,t]
‖B(τ)‖Lp1ϑ1 . (4.4)
Now let (Tn)n≥0 be the inreasing sequene dened by
Tn = n∆ with ∆ =
(
2K
1− σ supτ∈[0,T˜ ]
‖u(τ)‖Lp0ϑ0
)−1/(1−σ)
and N ∈ N suh that TN ≤ T˜ < TN+1. For 0 ≤ n ≤ N , let In be the interval [Tn, Tn+1]∩[0, T˜ [
and
Mn = sup
τ∈In
‖B(τ)‖Lp1ϑ1 .
Applying (4.4) with s = Tn and t ∈ In for n = 0, . . . , N , we get
M0 ≤ 2A‖B0‖Lp1ϑ1 and Mn ≤ 2AMn−1 (1 ≤ n ≤ N),
whene
sup
t∈[0,T˜ [
‖B(t)‖Lp1ϑ1 = max0≤n≤N Mn ≤ (2A)
N+1‖B0‖Lp1ϑ1 .
Finally, this leads to :
sup
t∈[0,T˜ [
‖B(t)‖Lp1ϑ1 ≤ C ‖B0‖Lp1ϑ1 exp
((
1 + T˜ sup
s∈[0,T˜ ]
‖u(s)‖2/(1−
d
p0
)
L
p0
ϑ0
)(
1 + ϑ1 log(1 + T˜ )
))
.
(4.5)
The right-hand side is nite beause we assumed T˜ < T ∗.
The bound for u. For 0 ≤ s ≤ t < T˜ , one has
u(t) = e(t−s)∆u(s)−
∫ t
s
F (t− τ) ∗ (u⊗ u)(τ) dτ +
∫ t
s
F (t− τ) ∗ (B ⊗B)(τ) dτ.
Proposition 3.1, applied this time to the upper bound of F given by (2.6), yields
‖u(t)‖
L
p˜0
ϑ˜0
≤ A‖u(s)‖
L
p˜0
ϑ˜0
+K
(t− s)1−σ
1− σ supτ∈[s,t]
‖u(τ)‖Lp0ϑ0 · supτ∈[s,t]
‖u(τ)‖
L
p˜0
ϑ˜0
+K
(t− s)1−σ˜
1− σ˜
(
sup
τ∈[s,t]
‖B(τ)‖Lp1ϑ1
)2
with σ = 1
2
(1 + d
p0
) and σ˜ = 1
2
(1 + (2d
p1
− d
p0
)+). Note that σ is the same as before and
that σ˜ < 1; K depends on T ∗ and all the parameters, exept T˜ . The last term is uniformly
bounded by
L =
K T˜ 1−σ˜
1− σ˜
(
sup
τ∈[0,T˜ [
‖B(τ)‖Lp1ϑ1
)2
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whih is a nite onstant beause (4.5) holds. Dene (Tn)n≥0 and In as before. Let also
M˜n = sup
τ∈In
‖u(τ)‖
L
p˜0
ϑ˜0
.
Reall that N is the integer part of T˜ /∆. Then, for 1 ≤ i ≤ N , one has
M˜0 ≤ 2A ‖u0‖Lp˜0
ϑ˜0
+ 2L and M˜n ≤ 2AM˜n−1 + 2L,
hene
sup
t∈[0,T˜ [
‖u(t)‖
L
p˜0
ϑ˜0
= max
0≤n≤N
M˜n ≤ (2A)N+1 ‖u0‖Lp˜0
ϑ˜0
+ 2L
[
1 + . . .+ (2A)N−1 + (2A)N
]
< +∞.
Combined with (4.1) and (4.5), this estimate ensures that T˜ ≥ T ∗. Exhanging the roles
of T˜ and T ∗, one nally obtains that T˜ = T ∗. 
An analogous result holds if we assume instead u0 ∈ Lp0ϑ0(Rd) and B0 ∈ Lp1ϑ1(Rd)∩Lp˜1ϑ˜1(R
d),
with obvious modiations in (4.2) :
d < p0 ≤ +∞
max
{
2
p1
;
2
p˜1
}
<
1
p0
+
1
d
η0 ≤ min
{
d+ 1− ε1/p0 ; 2η1 − ε2ϑ1−ϑ0 ; 2η˜1 − ε2ϑ1−ϑ0
}
.
η0 ≤ min
{
2η1 +
d
p0
− 2d
p1
; 2η˜1 +
d
p0
− 2d
p˜1
}
.
(4.2')
Theorem 1.3 is now established.
4.3 The proof of Theorem 1.1
Let p0, p1 and ϑ0, ϑ1 suh that (1.6a) and (1.6b) hold.
If ϑ0 ≤ 2ϑ1, p0 ≤ d/δ − εδ and η0 ≤ d + 1 − ε1/p0 , then (1.10a) and (1.11a) hold, and
there is nothing more to prove sine Theorem 1.3 already gives a stronger onlusion.
In all the other ases and for any ǫ > 0, our assumptions yield an embedding Lp0ϑ0 ⊂ Lqµ
suh that Theorem 1.3 may be applied to
(u0, B0) ∈ Lqµ × Lp1ϑ1
and with
µ+
d
q
= η0 − ǫ.
It follows that u
L2
= O(|x|−(η0−ǫ)) and B L2= O(|x|−η1) when |x| → +∞. Letting ǫ → 0, this
will onlude the proof of Theorem 1.1.
Let us be more preise about the embedding Lp0ϑ0 ⊂ Lqµ. Atually, various hoies are
possible for (q, µ). We have hosen the indies that are represented on the interpolation
diagram (see Fig. 1 p. 5) by a dash-dotted line.
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If the magneti eld deays suiently fast, namely if η1 ≥ (d+ 1 + δ)/2, the only ase
not inluded in Theorem 1.3 is that of η0 = d+ 1 with p0 nite. In this ase, one may take
(q, µ) = (p0, ϑ0 − ǫ).
Let us now assume that η1 ≤ (d+1+ δ)/2 and, for the moment, that p1 ≥ 2d. Then the
ases to be dealt with orrespond either to ϑ0 > 2ϑ1 or to η0 = 2η1, or to both.
 If ϑ0 > 2ϑ1, then
d
q
= ϑ0 − 2ϑ1 + d
p0
− ǫ and µ = 2ϑ1
are suitable, even if η0 = 2η1.
 If ϑ0 ≤ 2ϑ1 and η0 = 2η1, one may again hoose (q, µ) = (p0, ϑ0 − ǫ).
Finally, if d < p1 < 2d and η1 ≤ (d+ 1 + δ)/2, one may use the following barrier :
d
q
= 1− (1− δ)κ µ = 2ϑ1(1− κ) and κ = 1− η0 − δ − ǫ
2(η1 − δ) ·
The proof of Theorem 1.1 is now omplete. 
5 Instantaneous spreading of rapidly dereasing elds
This setion is inluded for ompleteness and ontains the proof of theorem 1.2, and some
remarks about exeptional solutions to (MHD) that deay extremely fast.
5.1 Proof of theorem 1.2
Following [2℄, we dene E as the spae of all funtions f ∈ L1
lo
(Rd) suh that
‖f‖E =
def
∫
|x|≤1
|f(x)| dx + sup
R≥1
R
∫
|x|≥R
|f(x)| dx (5.1)
is nite, and
lim
R→+∞
R
∫
|x|≥R
|f(x)| dx = 0.
Hölder inequality implies that :
Lp0ϑ0(R
d) ⊂ E whenever
 ϑ0 +
d
p0
≥ d+ 1 (p0 < +∞) or
ϑ0 > d+ 1 (p0 = +∞).
Let us prove that ‖u‖E annot remain uniformly bounded during a positive time interval,
unless the orthogonality relations (1.9) are satised.
Proposition 5.1 Let (u,B) ∈ C([0, T ];L2(Rd) × L2(Rd)) a solution to (MHD) suh that
u0 ∈ E. Assume that
u ∈ L∞([0, T ];E) (5.2a)
|u|2 + |B|2 ∈ L∞([0, T ];E). (5.2b)
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Then there exists a onstant c ≥ 0 suh that the omponents of the initial data satisfy
∀j, k ∈ {1, . . . , d},
∫
Rd
uj0u
k
0 − Bj0Bk0 = c δj,k, (5.3)
where δj,k = 1 if j = k and 0 otherwise.
Proof. The proof will only be skethed briey sine it is a straightforward adaptation of [2℄.
Let us write the rst equation of (MHD) in the following form (reall that S and Re an be
set equal to 1):
u(t)− et∆u0 +
d∑
j=1
∫ t
0
e(t−s)∆ ∂j(u
ju−BjB) ds = −
∫ t
0
e(t−s)∆∇P (s) ds, (5.4)
where P = p + |B|
2
2
is the total pressure. Arguing as in [2℄, we see that (5.2) imply that all
the terms in the left-hand side of (5.4) belong to L∞([0, T ];E). Thus, we have
∇P˜ ∈ L∞([0, T ];E) with P˜ (t) =
∫ t
0
e(t−s)∆ P (s) ds.
Let
u˜j,k(t) =
∫ t
0
e(t−s)∆ ujuk(s) ds
and
B˜j,k(t) =
∫ t
0
e(t−s)∆ BjBk(s) ds.
Taking the divergene in (5.4) yields
−∆P˜ =
d∑
j,k=1
∂j∂k(u˜
j,k − B˜j,k).
One now dedues (5.3), applying Lemma 2.3 and Proposition 2.4 of [2℄. 
The proof of Theorem 1.2 is now very easy. Thanks to (1.3) and (1.4), assumptions (1.8a)
and (1.8b) imply the existene of ε′ > ε′′ > 0 suh that
sup
t∈[0,T ]
|u(t, ·)| ∈ L2d
2
+1+ε′
⊂ L11+ε′′ ⊂ E.
Moreover, the denition of the L2 deay rate at innity (1.1) implies that
lim
R→∞
Rd+2+2ε
′
∫
R≤|x|≤2R
|u(t, x)|2 dx = 0
and
lim
R→∞
R1+ε
′
∫
R≤|x|≤2R
|B(t, x)|2 dx = 0,
uniformly for t ∈ [0, T ]. Therefore
sup
t∈[0,T ]
(|u(t, ·)|2 + |B(t, ·)|2) ∈ L11+ε′′ ⊂ E.
Conlusion (1.9) now follows from proposition 5.1.
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5.2 Solutions of (MHD) with an exeptional spatial behavior
We nally observe that solutions that deay faster than predited by Theorem 1.3 do exist.
Suh solutions an be onstruted starting with properly symmetri initial data. Assume,
e.g., that u0 and B0 are rapidly dereasing in the usual pointwise sense when |x| → +∞
(faster than any inverse polynomial) and that Au0(x) = u0(Ax), AB0(x) = B0(Ax) for all
x ∈ Rd and all matrix A ∈ G, where G is a subgroup of the orthogonal group O(d). Then
the solution of (MHD) will inherit this property as far as it exists, the system being invariant
under rotations. If the group G is rih enough, then these symmetry relations ensure the
validity of onditions (1.9). Moreover the deay rate of the veloity eld of the orresponding
solution will depend on the symmetry group to whih (u0, B0) belongs.
In dimension d = 2, 3 and for the NavierStokes equations, the optimal deay rates of the
solution have been omputed in [1℄ for eah symmetry group. With simple modiations in
the proofs, one ould show that the same deay rates hold for the solution of (MHD). This
is not surprising: indeed, sine the magneti eld deays fast when |x| → +∞, the deay of
the veloity eld is governed only by the deay rate of the kernels F kj,h, dened by (2.1), and
by the possible orresponding anellations. These kernels are the same ones that appear in
the NavierStokes system as well.
Thus, for example, in dimension d = 2 and when G is the yli group of order n, one
has
∀t ∈ [0, T ∗), u(t, x) = O(|x|−(n+1))
in the usual pointwise sense, when |x| → +∞. In partiular, the property of being simul-
taneously ompletely invariant under rotations (i.e. G = SO(2)) and rapidly dereasing at
innity will be onserved by (u,B) during the evolution, if suh property already holds for
(u0, B0).
In dimension three, the largest deay rates of the veloity eld (i.e. like |x|−8 as x→ +∞)
are obtained with the symmetry groups of the iosahedron. Those symmetri solutions are
however unstable: in general, the veloity eld of an innitesimal perturbation of a highly
symmetri ow will deay muh more slowly at innity.
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