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NONLINEAR ANDERSON MODEL
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Abstrat. A modied perturbation theory in the strength of the nonlinear
term is used to solve the Nonlinear Shrödinger Equation with a random po-
tential. It is demonstrated that in some ases it is more eient than other
methods. Moreover we obtain error estimates. This approah an be useful
for the solution of other nonlinear dierential equations of physial relevane.
1. Introdution
We onsider the problem of dynamial loalization of waves in a Nonlinear
Shrödinger Equation (NLSE) [1℄ with a random potential term on a lattie:
(1.1) i∂tψ = −J [ψ (x+ 1) + ψ (x− 1)] + εxψ + β |ψ|
2
ψ,
where ψ = ψ (x, t) , x ∈ Z; and {εx} is a olletion of i.i.d. random variables
uniformly distributed in the interval
[
−W2 ,
W
2
]
.
The NLSE was derived for a variety of physial systems under some approxima-
tions. It was derived in lassial optis where ψ is the eletri eld by expanding
the index of refration in powers of the eletri eld keeping only the leading non-
linear term [2℄. For Bose-Einstein Condensates (BEC), the NLSE is a mean eld
approximation where the term proportional to the density β|ψ|2 approximates the
interation between the atoms. In this eld the NLSE is known as the Gross-
Pitaevskii Equation (GPE) [3, 4, 5, 6, 7, 8℄. Reently, it was rigorously established,
for a large variety of interations and of physial onditions, that the NLSE (or the
GPE) is exat in the thermodynami limit [9, 10℄. Generalized mean eld theo-
ries, in whih several mean-elds are used, were reently developed [11, 12℄. In the
absene of randomness (1.1) is ompletely integrable. For repulsive nonlinearity
(β > 0) an initially loalized wavepaket spreads, while for attrative nonlinearity
(β < 0) solitons are found typially [1℄.
For β = 0 this equation redues to the Anderson model [13℄,
(1.2) i∂tψ = −J [ψ (x+ 1) + ψ (x− 1)] + εxψ.
It is well known that in 1D in the presene of a random potential with probability
one all the states are exponentially loalized [13, 14, 15, 16℄. Consequently, diusion
is suppressed and in partiular a wavepaket that is initially loalized will not spread
to innity. This has been very reently extended to the many-body partile system
[17, 18, 19℄. This is the phenomenon of Anderson loalization. In 2D it is known
heuristially from the saling theory of loalization [20, 15℄ that all the states are
loalized, while in higher dimensions there is a mobility edge that separates loalized
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and extended states. This problem is relevant for experiments in nonlinear optis,
for example disordered photoni latties [21℄, where Anderson loalization was found
in presene of nonlinear eets as well as experiments on BECs in disordered optial
latties [22, 23, 24, 25, 26, 27, 28, 29, 30℄. The interplay between disorder and
nonlinear eets leads to new interesting physis [28, 29, 31, 32, 33, 34℄. In spite of
the extensive researh, many fundamental problems are still open, and in partiular,
it is not lear whether in one dimension (1D) Anderson loalization an survive the
eets of nonlinearities (see however [35, 36℄).
A natural question is whether a wave paket that is initially loalized in spae
will indenitely spread for dynamis ontrolled by (1.1). A simple argument indi-
ates that spreading will be suppressed by randomness. If unlimited spreading takes
plae the amplitude of the wave funtion will deay sine the L2 norm is onserved.
Consequently, the nonlinear term will beome negligible and Anderson loalization
will take plae as a result of the randomness. Contrary to this intuition, based on
the smallness of the nonlinear term resulting from the spread of the wave funtion,
it is laimed that for the kiked-rotor a nonlinear term leads to deloalization if it
is strong enough [37℄. It is also argued that the same mehanism results in delo-
alization for the model (1.1) with suiently large β, while, for weak nonlinearity,
loalization takes plae [37, 38℄. Therefore, it is predited in that work that there is
a ritial value of β that separates the ourrene of loalized and extended states.
However, if one applies the arguments of [37, 38℄ to a variant of (1.1), results that
ontradit numerial solutions are found [39, 40℄. Reently, it was rigorously shown
that the initial wavepaket annot spread so that its amplitude vanishes at in-
nite time, at least for large enough β [41℄. It does not ontradit spreading of a
fration of the wavefuntion. Indeed, subdiusion was found in numerial experi-
ments [37, 41, 42℄. In dierent works [42, 43, 44℄ sub-diusion was reported for all
values of β. It was also argued that nonlinearity may enhane disrete breathers
[33, 34℄. In onlusion, it is not lear what is the long time behavior of a wave
paket that is initially loalized, if both nonlinearity and disorder are present. The
major diulty in numerial resolution of this question is integration of (1.1) to
large time. Most researhers who run numerial simulation use a split-step method
for integration, however it is impossible to ahieve onvergene for large times, and
therefore some heuristi arguments assuming that the numerial errors do not af-
fet the results qualitatively, are utilized [37, 43℄. However it is unlear whether
those arguments apply to (1.1). The motivation of the urrent work is to propose
a numerial sheme based on a modied perturbation theory developed in [45, 46℄
whih will allow integration of (1.1) and similar equations up to large times and
with some ontrol of the error based on the form of the remainder term obtained
in [46℄.
The advantage of the perturbative method is that it provides an estimate of the
error while there is no suh estimate in the split-step method. Moreover the error
in the split-step method is expeted to proliferate as a result of the nonlinearity.
In Setion 2 we briey review the perturbation theory developed in [46℄. In Se-
tion 3 we explain the numerial sheme used to ompute the dierent orders in the
perturbation theory. In Setion 4 we show how the error of the perturbation theory
ould be ontrolled. In Setion 5 we present the omparison between the perturba-
tion theory and an exat integration. The results are summarized in Setion 6 and
open problems are listed there.
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In summary, this work demonstrates a numerial implementation of the pertur-
bation theory for (1.1) in powers of β whih was desribed in [46℄, and evaluates
its possible use.
2. The perturbation theory
Our goal is to analyze the nonlinear Shrödinger equation (1.1) that ould be
written in the form
(2.1) i∂tψ = H0ψ + β |ψ|
2
ψ
where H0 is the Anderson Hamiltonian,
(2.2) H0ψ (x) = −J [ψ (x+ 1) + ψ (x− 1)] + εxψ (x) .
The wavefuntion an be expanded using the eigenstates, um (x), and eigenvalues,
Em, of H0 as
(2.3) ψ (x, t) =
∑
m
cm (t) e
−iEmtum (x) .
For the nonlinear equation the dependene of the expansion oeients, cn (t) , is
found by inserting this expansion into (2.1), resulting in
(2.4) i∂tcn = β
∑
m1,m2,m3
V m1m2m3n c
∗
m1cm2cm3e
i(En+Em1−Em2−Em3)t
where Vm1m2m3n is an overlap sum
(2.5) Vm1m2m3n =
∑
x
un (x)um1 (x) um2 (x) um3 (x) .
Our objetive is to develop a perturbation expansion of the cm (t) in powers of β
and to alulate them order by order in β. The required expansion is
(2.6) cn (t) = c
(0)
n + βc
(1)
n + β
2c(2)n + · · ·+ β
Nc(N)n +Qn,
where the expansion is till order N and Qn is the remainder term (note here Qn
diers from one dened in [46℄). We will assume the initial ondition
(2.7) cn (t = 0) = δn0.
The equations for the two leading orders are presented in what follows. The leading
order is
(2.8) c(0)n = δn0.
And the rst order is
(2.9) c(1)n = V
000
n
(
1− ei(En−E0)t
En − E0
)
.
We notie that divergene of this expansion for any value of β may result from three
major problems: the seular terms problem, the entropy problem (i.e., fatorial
proliferation of terms), and the small denominators problem. In this paper we will
not disuss the entropy problem and the problem of small denominators, sine it
was done in detail in [46℄. We rst show how to derive the equations for cn (t)
where the seular terms are eliminated. To ahieve this we replae the ansatz (2.3)
by
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(2.10) ψ (x, t) =
∑
n
cn (t) e
−iE′
n
tun (x)
where
(2.11) E′n ≡ E
(0)
n + βE
(1)
n + β
2E(2)n + · · ·
and E
(0)
n are the eigenvalues of H0. We will dub E
′
n the renormalized energies. The
new equation for the cn is given by
(2.12)
i∂tcn =
(
E(0)n − E
′
n
)
cn + β
∑
m1m2m3
V m1m2m3n c
∗
m1cm2cm3e
i(E′n+E′m1−E
′
m2
−E′
m3
)t.
Inserting expansions (2.6) and (2.11) into (2.12) and omparing the powers of β
without expanding the exponent in β, produes the following equation for the k− th
order
i∂tc
(k)
n = −
k−1∑
s=0
E(k−s)n c
(s)
n +
(2.13)
+
∑
m1m2m3
V m1m2m3n
[
k−1∑
r=0
k−1−r∑
s=0
k−1−r−s∑
l=0
c(r)∗m1 c
(s)
m2c
(l)
m3
]
ei(E
′
n
+E′
m1
−E′
m2
−E′
m3
)t.
Note that the exponent is of order O (1) in β, and therefore we may hoose not to
expand it in powers of β. However, it results in an expansion where both E
(l)
m and
c
(k)
n depend on β. For the expansion (2.6) to be valid, both E
(l)
m and c
(k)
n should
be O (1) in β, this is satised, sine the RHS of (2.13) ontains only c
(r)
n suh that
r < k. Namely, this equation gives eah order in terms of the lower ones, with the
initial ondition of c
(0)
n (t) = δn0 . Solution of k equations (2.13) gives the solution
of the dierential equation (2.12) to order k, while the higher order terms whih
are obtained from this equation are meaningless (see Appendix for the reasoning).
Sine, the exponent in (2.13) is of order O (1) in β we an selet its argument to
be of any order in β. However, for the removal of the seular terms, as will be
explained bellow, it is instrutive to set the order of the argument to be k − 1,
as the higher orders were not alulated at this stage. Seular terms are reated
when there are time independent terms in the RHS of the equation above. We
eliminate those terms by using the rst two terms in the rst summation on the
RHS. We make use of the fat that c
(0)
n = δn0 and c
(1)
n an be easily determined
(see (2.16,2.15)), and used to alulate E
(k)
n=0 and E
(k−1)
n6=0 that eliminate the seular
terms in the equation for c
(k)
n , that is
(2.14) E(k)n c
(0)
n + E
(k−1)
n c
(1)
n = E
(k)
n δn0 + E
(k−1)
n (1− δn0)
V 000n
E′n − E
′
0
,
where only the time-independent part of c
(1)
n was used. In other words, we hoose
E
(k)
n and E
(k−1)
n6=0 so that the time-independent terms on the RHS of (2.13) are
eliminated. E
(k)
0 will eliminate all seular terms with n = 0, and E
(k−1)
n will
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eliminate all seular terms with n 6= 0. In the following, we will demonstrate this
proedure for the rst order.
In the rst order of the expansion in β we obtain
i∂tc
(1)
n = −E
(1)
n c
(0)
n +
∑
m1m2m3
V m1m2m3n c
∗(0)
m1 c
(0)
m2c
(0)
m3e
i(E′n+E
′
m1
−E′
m2
−E′
m3
)t
(2.15)
= −E(1)n δn0 + V
000
n e
i(E′n−E
′
0)t.
For n = 0 the equation produes a seular term
i∂tc
(1)
0 = −E
(1)
0 + V
000
0(2.16)
c
(1)
0 = it ·
(
E
(1)
0 − V
000
0
)
.
Setting
(2.17) E
(1)
0 = V
000
0
eliminates this seular term and gives
(2.18) c
(1)
0 = 0.
For n 6= 0 there are no seular terms in this order, therefore nally
(2.19) c(1)n = (1− δn0)V
000
n
(
1− ei(E
′
n
−E′0)t
E′n − E
′
0
)
,
where to this order E′n = En and E
′
0 = E0.
The higher order terms in the perturbation theory are given by reursive rela-
tions and due to the large number of terms whih are involved will be alulated
numerially.
3. The numerial method
In order to ompute the various orders in the perturbation theory we use equation
(2.13), whih is a reursive equation of the orders. To ompute order k we have
to ompute all c
(l)
n and E
(l)
n for l ≤ k − 1. The numerial alulation is done in
two stages: at the rst stage a symboli alulation of the expressions of all the
c
(l)
n and E
(l)
n is performed, this has a omplexity of O
(
e2k
)
, whih is due to the
inreasing number of terms in eah expression for c
(l)
n (see [46℄). This stage does not
depend neither on the realization nor the nonlinearity strength, β. In the seond
stage realizations and β are hosen and c
(l)
n and E
(l)
n are alulated. This stage
has a omplexity of O
(
e2k · Lk
)
, where L is the dimension of the lattie. The
omputation of this stage ould be fully parallelized.
When alulating E
(l)
n we enounter self-onsistent equations of the type
(3.1) E
′
n = fn
({
E
′
m
})
,
where f is some funtion, for example for the seond order
(3.2) E′n = E
(0)
n + βV
n00
n (2− δn0)− 3β
2δn0
∑
m 6=0
(
V 000m
)2
E′m − E
′
0
.
Higher order equations are required in general. We solve those equations numeri-
ally by reinserting the LHS into the RHS, until a desired onvergene is ahieved.
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The rst iteration is done by setting β = 0 at the RHS. Basially, at eah iteration
an order of β is gained in the auray of the solution and sine we need to know
E
′
n only to a desired order N (see Appendix), only a small number of iterations is
needed. The c
(l)
n are represented as vetors with elements
(
c
(l)
n,ω1 , c
(l)
n,ω2 , . . .
)
identi-
ed by frequenies suh that terms with same frequenies are grouped together (by
summing their amplitudes), namely, c
(l)
n,ωk =
∑
j c
(l)
n,ωk,j
e−iωkt, where ωk is a shared
frequeny. Due to the fat that most of the amplitudes are negligible, after grouping
a thresholding step is done and terms whih are smaller than 10−6 are eliminated.
The error introdued by the tresholding an be easily ontrolled, sine we know
how many frequenies were left out. By having the vetor of frequenies and their
orresponding amplitudes we an alulate the perturbative solution at any time.
Even after grouping and thresholding the number of frequenies is growing rapidly
with the order of the expansion.
4. The remainder of the expansion
In order to ontrol the solution we have to ontrol, Qn, the remainder of the
expansion (2.6) that an be written in the form
(4.1) cn (t) = c˜n +Qn,
with
c˜n =
N∑
l=0
βlc(l)n .(4.2)
It is useful to dene
ψ˜ (x, t) =
∑
m
c˜mum (x) e
−iE
′
m
t
(4.3)
and
(4.4) Q˜n = Qne
−iE
′
n
t.
Substituting (4.1) in (2.12) leads to the following equation for the remainder whih
is expressed in terms of (4.2), (4.3) and (4.4),
(4.5) i∂tQ˜n =Wn (t) +
∑
m
Mnm (t) Q˜m +
∑
m
M¯nm (t) Q˜
∗
m + F
(
Q˜
)
where
Wn (t) =
(
E(0)n − E
′
n
)
c˜ne
−iE
′
n
t − i (∂tc˜n) e
−iE
′
n
t
(4.6)
+ β
∑
x
un (x)
∣∣∣ψ˜ (x)∣∣∣2 ψ˜ (x)
is the inhomogeneous term,
Mnm (t) = E
(0)
n δnm + 2β
∑
x
un (x)
∣∣∣ψ˜ (x)∣∣∣2 um (x)(4.7)
and
(4.8) M¯nm (t) = β
∑
x
un (x)
(
ψ˜ (x)
)2
um (x) .
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determine the linear terms, while the nonlinear term is,
F
(
Q¯
)
= β
∑
x
un (x) ψ˜
∗ (x)
(∑
m
Q˜mum (x)
)2
(4.9)
+ 2β
∑
x
un (x) ψ˜ (x)
∣∣∣∣∣
∑
m
Q˜mum (x)
∣∣∣∣∣
2
+ β
∑
x
un (x)
∣∣∣∣∣
∑
m
Q˜mum (x)
∣∣∣∣∣
2(∑
m
Q˜mum (x)
)
.
The linear part of (4.5) is given by
(4.10) i∂tQ˜
lin
n =Wn (t) +
∑
m
Mnm (t) Q˜
lin
m +
∑
m
M¯nm (t)
(
Q˜linm
)∗
.
Using a bootstrap argument, whih utilizes the ontinuity of (4.5) and smallness
of the linear part of (4.10) one an show [46℄ that until some time t∗ , the dynamis
of (4.5) is governed by the linear part and the remainder is bounded by,
|Qn (t)| ≤ A · t · e
−γ|n|,(4.11)
where γ is the inverse loalization length. Therefore to estimate the remainder we
an integrate (4.10) instead of (4.5) at least up to t∗. It is useful to integrate up to
some large time, t ≪ t∗, and then to extrapolate using the linear bound (4.11) up
to t∗. In the next setion it will be proposed how to determine t∗ in pratie.
5. Results
In this setion it will be demonstrated, how the numerial sheme for alulations
in the framework of the perturbation theory, is implemented in pratie. Some
results will be ompared with an exat numerial solution of the original equation
(1.1).
For this purpose we have alulated numerially all the c
(l)
n and E
′
n for l ≤ 4
for a ertain realization of the random potential. To ompare perturbation theory
results to the exat results, we ompute their Fourier transform for dierent orders
of expansion. On Fig. 5.1 we see the Fourier transform of c¯0, c¯1 and c¯9 (see (4.2))
ompared to the Fourier transform of an exat (numerial) solution, cn, alulated
using a split-step method. We notie a reasonable agreement of the perturbation
theory with an exat solution for c¯0, c¯1 and a disagreement for c¯9 . By plotting
Qlinn (t) for all n with the same sale (on the same axis) in Fig. 5.2, we see that
there are modes (on Fig. 5.2 there are two of them) whih ontribute to most of
the disrepany in the perturbation theory alulation, sine if Qlinn (t) is large the
bound on Qn (t) is also large.
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0.01
0.02
0.03
0.04
0.05
0.06
0.07
|Q
lin n
|
t
Figure 5.2: Qlinn as a funtion of time in the 4th order in β for all n's of the lattie
(total 128 lines). The two lines that are far above the rest (whih are barely visible)
orrespond to the resonant modes, n = 4, 9. The parameters are: β = 0.0774,
W = 4, J = 1.
We will all those modes resonant modes. In Fig. 5.3 we ompare a norm of Qn,
alulated with the resonant modes,
(5.1) ‖Q‖2 =
(∑
m
|Qm|
2
)1/2
,
and without them ‖Q′‖2.
0 100 200 300 400 500 600 700 800 900 10000
1
2
3
4
5
6
7
8
9x 10
−6
t
Q l
in
 
 
Qlin
   linear
Q’lin
Figure 5.3: ‖Q‖2 (dashed blue) and ‖Q
′‖2 (solid green) as a funtion of time. The
straight line is a linear t to ‖Q‖2. The parameters are: 4th order, β = 0.01,
W = 4, J = 1. The linear t is: ‖Q‖2 (t) = 2.3× 10
−9 · t+ 5.7× 10−6.
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It is found that indeed the ‖Q‖2 grows linearly with time as expeted from
(4.11). Atually, this is the way a bound on the resonant terms is expeted to
behave [46℄. It is evident that by exluding the resonant modes the disrepany
between the perturbation theory and exat results is muh lower. The reason why
the perturbation theory fails for the resonant modes is that they orrespond to a
quasi-degeneray, namely, when E′n ≈ E
′
0, and the overlap
∣∣V 000n ∣∣ is not suiently
small. A natural way to quantify the resonane ondition is to use (ompare to
Eq.(5) of [43℄),
(5.2) R−1n ≡
∣∣∣∣ V 000nE′n − E′0
∣∣∣∣ .
The resonant modes produe substantially higher values of R−1n ompared to any
other modes as demonstrated in Fig. 5.4.
−64 −48 −32 −16 0 16 32 48 64−2
−1.5
−1
−0.5
0
0.5
n
R
n−
1
n=4
n=9
Figure 5.4: R−1n as a funtion of n
One way to deal with this problem is by using a degenerate perturbation theory.
However it is an open question how to implement it for a nonlinear problem, that
should be left for further studies.
At the end of the last setion we have laimed that for some time, t∗, the linear
part of (4.5) dominates over the nonlinear part given that the linear part is su-
iently small. In Fig. 5.5 we present a omparison between the solution of the linear
equation (4.10) and Qex, the solution of (4.5). It is lear that until ‖Qlin‖2 ∼ 0.1
both the solutions are very lose.
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0 100 200 300 400 500 600 700 800 900 10000
0.05
0.1
0.15
0.2
0.25
0.3
0.35
 
 
Q
ex
, β=0.1
Q, β=0.1
Q
ex
, β=0.0774
Q, β=0.0774
Q
ex
, β=0.0599
Q, β=0.0599
Figure 5.5: ‖Qex‖2 (lines) and ‖Qlin‖2 (dotes) as a funtion of time, for various
values of β (see legend). The perturbation expansion is up to fourth order in β.
We use this value to dene t∗,
(5.3) ‖Qlin (t∗)‖2 = 0.1.
For small nonlinearity strength, β, t∗ is very large and therefore the integration
of (4.10) to t∗ is very time onsuming. We therefore use the bound (4.11) to
extrapolate linearly from the time interval where (4.10) is solved to t∗. Pratially,
we have alulated the linear behavior of Qlin like it was done in Fig. 5.3 than we
found t∗ from (5.3). In Fig. 5.6 we plot log10 t∗ as a funtion of β
−1
for dierent
orders, while in Fig. 5.7 we ompare the result found in 4-th order with
∣∣Qlinn ∣∣ of
(5.3) is replaed by
∣∣∣Qlin′n ∣∣∣ (where the resonant terms are removed)
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Figure 5.6: log10 t∗ as a funtion of β
−1
for dierent orders. 4th order (solid blue),
3rd order (dashed green) and 2nd order (dotted red). The parameters are: W = 4,
J = 1.
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Figure 5.7: log10 t∗ as a funtion of β
−1
for the 4-th order.. Solid blue line is when
t∗ is alulated based on
∣∣Qlinn ∣∣ and dashed green line is when ∣∣∣Qlin′n ∣∣∣ is used instead.
The parameters are: W = 4, J = 1.
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A systemati improvement with the order of the perturbation theory is found.
We notie that even with moderate nonlinearity strengths, namely, β < 0.08, one
an ahieve a good approximation of the solution up to very large times. In this way
the perturbation theory ombined with the solution of the linear equation (4.10)
and the riterion (5.3) may be used to obtain the solution of the original equation
(1.1) up to t < t∗. For small β the time t∗ is very long as is lear from Fig. 5.6.
When one onsiders the smallness of β one should onsider atually the smallness
of βe2 due to the exponential proliferation of the number of terms (see Eq. 4.6 of
[46℄).
Assuming that the Q′n give a good approximaion of the Qn for t < t∗, we an
use Fig. 5.7 to onlude that, for example, for β = 0.1 our solution is meaningful
up to time t = 104.3 and therefore an be whithin reah of works like [43, 44℄.
The assumption obove orresponds to the observation that orreting c4 and c9 by
Q4 and Q9 is not hanged muh over time, and therefore all the Q
′
n stay small
for a very long time. Note, that sine the largest loalization length for W = 4
is approximatelly 6, positions 4 and 9 are within one loalization length from the
initial data. Therefore their removal does not aet the behavior for large n that
is relevant for the asymptotis.
Additional benit of this implemamtnation is the omputational speed. For
example, even for the 3rd order of the pertrurbation theory one an ompute the
perturbative solution up to t < 104 in 10 minutes while using the same omputer
an exat onvergent integration (split-step method) takes 28 hours, whih is a two
orders of magnitude speed-up.
6. Summary and Disussion
In this paper we have demonstrated how a perturbation theory an be numeri-
ally implemented for the solution of the NLSE with a random potential (1.1). In
the perturbative method the omputer is used to implement the symboli reur-
sive alulation of the various terms and also for their numerial evaluation. This
method allows to estimate the errors sine the remainder term is bounded. It was
demonstrated (in the end of the previous setion) how evaluate the time of validity
of the perturbation theory. This approah has also a great advantage in the speed of
the alulation. We believe that the method an be generalized to other nonlinear
dierential equations, for example, the Fermi-Ulam-Pasta problem.
In order to make the perturbation theory of a muh greater value one has to solve
the problem of resonant terms (when R−1n of (5.2) is large). In other words the
degenerate perturbation theory should be extended to nonlinear equations. Also
the asymptoti nature of the perturbation theory is not known, it is not lear when
it is onvergent and when only asymptoti.
We enjoyed many extensive illuminating and extremely ritial disussions with
Mihael Aizenman. We also had informative disussions with S. Aubry, V. Chu-
laevski, S. Flah, I. Goldshield, M. Goldstein, I. Guarneri, M. Sieber, W.-M. Wang
and S. Warzel. This work was partly supported by the Israel Siene Founda-
tion (ISF), by the US-Israel Binational Siene Foundation (BSF), by the USA
National Siene Foundation (NSF DMS-0903651), by the Minerva Center of Non-
linear Physis of Complex Systems, by the Shlomo Kaplansky aademi hair, by
the Fund for promotion of researh at the Tehnion and by the E. and J. Bishop
researh fund.
A NUMERICAL IMPLEMENTATION OF THE PERTURBATION THEORY ... 13
Appendix
In the alulations of the paper we used the expansion (2.10) of the wavefuntion
and the expansion oeients cn (t) are alulated from (2.6) and (2.13). The c
(l)
n (t)
depend on β sine the E
′
n in (2.13) depend on it. Therefore (2.6) is not a Taylor
series in β. In this Appendix it is shown that this expansion is equivalent to the
Taylor series,
cn =
∞∑
l=0
c¯(l)n β
l.
Contrary to the c
(l)
n the c¯
(l)
n are independent of β. The expansion of (2.12) in powers
of β produes the following equation for the r-th order
i∂tc¯
(r)
n = −
r∑
l=1
l∑
l1=0
1
l1!
(
∂l1E
(l−l1)
n
∂βl1
)
β=0
c¯(r−l)n +
(6.1)
+
∑
P
i
li=r−1
∑
{mi}
V m1m2m3n c¯
∗(l1)
m1 c¯
(l2)
m2 c¯
(l3)
m3
(
1
l4!
∂l4
∂βl4
ei(E
′
n
+E′
m1
−E′
m2
−E′
m3
)t
)
β=0
.
We onsidered a dierent expansion (2.13), where one does not expand the expo-
nent, but still ompares the impliit powers of β from both sides of the equation.
The equation for the (r − k) order in this expansion is (that is just (2.13))
i∂tc
(r−k)
n = −
r−k∑
l=1
E(l)n c
(r−k−l)
n
(6.2)
+
∑
{mi}
∑
l1+l2+l3=r−k−1
V m1m2m3n c
∗(l1)
m1 c
(l2)
m2 c
(l3)
m3 e
i(E′n+E′m1−E
′
m2
−E′
m3
)t.
It an be shown that eah term in this expansion is uniformly bounded in time,
with a proper seletion of E′n, that is the seular terms are removed. We will show
that this expansion is equivalent to a Taylor series.
Theorem 1. For any t,
(6.3) cn =
∞∑
k=0
c(k)n β
k,
where c
(k)
n are dened using (6.2).
Proof. Sine cn =
∑∞
k=0 c¯
(k)
n β
k
is the expansion of cn in powers of β, and due to
the uniqueness of this expansion, the theorem is true if and only if
(6.4) c¯(r)n =
r∑
k=0
1
k!
(
∂kc
(r−k)
n
∂βk
)
β=0
=
r−1∑
k=0
1
k!
(
∂kc
(r−k)
n
∂βk
)
β=0
,
where at the last equality we have used the fat that
∂rc(0)
n
∂βr = 0, for any r ≥ 1. We
proeed to prove this equality by indution. Suppose that this equality is true for
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all the orders till order r. We apply the linear operator
∑r−1
k=0
1
k!
∂k
∂βk to both sides
of (6.2). For the rst part on the RHS we get
r−1∑
k=0
1
k!
r−k∑
l=1
∂k
∂βk
(
E(l)n c
(r−k−l)
n
)
=
=
r−1∑
k=0
1
k!
r−k∑
l=1
k∑
l1=0
k!
l1! (k − l1)!
∂l1E
(l)
n
∂βl1
∂(k−l1)c
(r−k−l)
n
∂β(k−l1)
=
r−1∑
k=0
r−k∑
l=1
k∑
l1=0
(
1
l1!
∂l1E
(l)
n
∂βl1
)(
1
(k − l1)!
∂(k−l1)c
(r−k−l)
n
∂β(k−l1)
)
(6.5)
where at the rst equality we have used the Leibniz generalized produt rule. We
now exhange variables suh that
l1 = l1(6.6)
l2 = k − l1
z = l + l1
or in a matrix notation
(6.7)

 l1l2
z

 = A1

 l1l
k

 ,
where
A1 =

 1 0 0−1 0 1
1 1 0

 .
The region of summation is bounded by the planes
0 ≤ k ≤ r − 1(6.8)
1 ≤ l ≤ r − k
0 ≤ l1 ≤ k
or in matrix notation
(6.9) B1

 l1l
k

 ≤


r − 1
r
0
0
−1
0


,
where
B1 =


0 0 1
0 1 1
1 0 −1
−1 0 0
0 −1 0
0 0 −1


.
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Changing the variables by applying the transformation matrix produes
(6.10) B1 · A
−1
1

 l1l2
z

 =


1 1 0
0 1 1
0 −1 0
−1 0 0
1 0 −1
−1 −1 0



 l1l2
z

 ≤


r − 1
r
0
0
−1
0


or the following inequalities
l1 + l2 ≤ r − 1(6.11)
l2 + z ≤ r
0 ≤ l2
0 ≤ l1
l1 ≤ z − 1
0 ≤ l1 + l2.
Removing redundant inequalities gives
0 ≤ l1 ≤ z − 1(6.12)
1 ≤ z ≤ r
0 ≤ l2 ≤ r − z.
Therefore in the new variables the sum (6.5) takes the form
(6.13)
r∑
z=1
z−1∑
l1=0
r−z∑
l2=0
(
1
l1!
∂l1E
(z−l1)
n
∂βl1
)(
1
l2!
∂l2c
(r−z−l2)
n
∂βl2
)
,
Sine
∂zE(0)
n
∂βz = 0 for any z ≥ 1,we an write
(6.14)
r∑
z=1
z∑
l1=0
r−z∑
l2=0
(
1
l1!
∂l1E
(z−l1)
n
∂βl1
)(
1
l2!
∂l2c
(r−z−l2)
n
∂βl2
)
.
Taking β = 0 and using the assumption of the indution for orders lower than r we
have
(6.15)
r∑
z=1
z∑
l1=0
(
1
l1!
∂l1E
(z−l1)
n
∂βl1
)
c¯(r−z)n ,
whih is the rst expression for i∂tc¯
(r)
n . The proof for the seond term is similar,
operating with
∑r−1
k=0
1
k!
∂k
∂βk
on the seond term in (6.2) gives
(6.16)∑
{mi}
Vm1m2m3n
r−1∑
k=0
r−k−1∑
l1=0
r−k−1−l1∑
l2=0
1
k!
∂k
∂βk
(
c∗(l1)m1 c
(l2)
m2 c
(r−k−1−l1−l2)
m3 e
i(E′n+E
′
m1
−E′
m2
−E′
m3
)t
)
.
Using the Leibniz generalized produt rule, whih states
(6.17)
∂k
∂βk
(x1x2x3x4) =
∑
s1+s2+s3+s4=k
k!
s1!s2!s3!s4!
∂s1x1
∂βs1
∂s2x2
∂βs2
∂s3x3
∂βs3
∂s4x4
∂βs4
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we have the sum
∑
{mi}
Vm1m2m3n
r−1∑
k=0
r−k−1∑
l1=0
r−k−1−l1∑
l2=0
k∑
s1=0
k−s1∑
s2=0
k−s1−s2∑
s3=0
(
1
s1!
∂s1c
∗(l1)
m1
∂βs1
)(
1
s2!
∂s2c
(l2)
m2
∂βs2
)
×
×
(
1
s3!
∂s3c
(r−k−1−l1−l2)
m3
∂βs3
)(
1
(k − s1 − s2 − s3)!
∂(k−s1−s2−s3)
∂β(k−s1−s2−s3)
ei(E
′
n
+E′
m1
−E′
m2
−E′
m3
)t
)(6.18)
Following the rst part of this proof we exhange the variable to
z1 = l1 + s1(6.19)
z2 = l2 + s2
z3 = k − s1 − s2 − s3
si = si
or using a transformation matrix
(6.20)


z1
z2
z3
s1
s2
s3


= A2


k
l1
l2
s1
s2
s3


,
where
A2 =


0 1 0 1 0 0
0 0 1 0 1 0
1 0 0 −1 −1 −1
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1


.
The region of summation is bounded by the following hyperplanes
0 ≤ k ≤ r − 1(6.21)
0 ≤ l1 ≤ r − k − 1
0 ≤ l2 ≤ r − k − 1− l1
0 ≤ s1 ≤ k
0 ≤ s2 ≤ k − s1
0 ≤ s3 ≤ k − s1 − s2
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whih ould be represented in a matrix notation as
(6.22) B2


k
l1
l2
s1
s2
s3


≤


r − 1
r − 1
r − 1
0
0
0
0
0
0
0
0
0


,
where
B2 =


1 0 0 0 0 0
1 1 0 0 0 0
1 1 1 0 0 0
−1 0 0 1 0 0
−1 0 0 1 1 0
−1 0 0 1 1 1
−1 0 0 0 0 0
0 −1 0 0 0 0
0 0 −1 0 0 0
0 0 0 −1 0 0
0 0 0 0 −1 0
0 0 0 0 0 −1


.
Using the transformation matrix to hange the variables results in the following
(6.23)


0 0 1 1 1 1
1 0 1 0 1 1
1 1 1 0 0 1
0 0 −1 0 −1 −1
0 0 −1 0 0 −1
0 0 −1 0 0 0
0 0 −1 −1 −1 −1
−1 0 0 1 0 0
0 −1 0 0 1 0
0 0 0 −1 0 0
0 0 0 0 −1 0
0 0 0 0 0 −1




z1
z2
z3
s1
s2
s3


≤


r − 1
r − 1
r − 1
0
0
0
0
0
0
0
0
0


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or in the following inequalities
z3 + s1 + s2 + s3 ≤ r − 1(6.24)
z1 + z3 + s2 + s3 ≤ r − 1
z1 + z2 + z3 + s3 ≤ r − 1
0 ≤ z3 + s2 + s3
0 ≤ z3 + s3
0 ≤ z3
0 ≤ z3 + s1 + s2 + s3
s1 ≤ z1
s2 ≤ z2
0 ≤ si
Removing redundant inequalities gives
0 ≤ s1 ≤ z1(6.25)
0 ≤ s2 ≤ z2
0 ≤ s3 ≤ (r − 1)− z1 − z2 − z3
0 ≤ z1 ≤ (r − 1)− z3
0 ≤ z2 ≤ (r − 1)− z1 − z3
0 ≤ z3 ≤ r − 1
whih is equivalent to the sum
∑
{mi}
Vm1m2m3n
r−1∑
z3=0
r−1−z3∑
z1=0
r−1−z1−z3∑
z2=0
z1∑
s1=0
z2∑
s2=0
r−1−z1−z2−z3∑
s3=0
(
1
s1!
∂s1c
∗(z1−s1)
m1
∂βs1
)
×
×
(
1
s2!
∂s2c
(z2−s2)
m2
∂βs2
)(
1
s3!
∂s3c
(r−1−z1−z2−z3−s3)
m3
∂βs3
)(
1
z3!
∂z3
∂βz3
ei(E
′
n
+E′
m1
−E′
m2
−E′
m3
)t
)(6.26)
Putting β = 0 and utilizing the assumption of the indution we get
(6.27) ∑
l1+l2+l3+l4=r−1
∑
{mi}
V m1m2m3n c¯
(l1)∗
m1 c¯
(l2)
m2 c¯
(l3)
m3
(
1
l4!
∂l4
∂βl4
ei(E
′
n
+E′
m1
−E′
m2
−E′
m3
)t
)
β=0
whih is exatly the seond term in the equation for i∂tc¯
(r)
n . Sine the zero order
trivially satises this theorem, this ompetes the proof by indution. 
One should be able to extend the results of this Appendix to other nonlinear
equations, for example, where the power of the nonlinearity is dierent (in the last
term of (1.1) 2 is replaed by another integer).
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Figure 5.1: Fourier transform of c¯0, c¯1 and c¯9 for dierent orders of the perturbation
theory ompared to the Fourier transform of an exat solution, cn, (solid line).
Seond order is given by green rosses, third order by red triangles and fourth
order by blue squares. The parameters are: β = 0.0774, t = 1000, W = 4, J = 1.
