This paper discusses an innovative experiment where sociologists were actively involved in the requirements analysis for an interactive software system to support the work of air traffic controllers. Air traffic control is intrinsically cooperative and our work involved an analysis of that process from a social perspective and the development of a prototype user interface for air traffic controllers' interaction with a flight information system.
Introduction
In 1979, the US General Accounting Office published a report which showed that more than half of the software systems which were commissioned and delivered were never successfully used [1] . This figure is probably extreme and perhaps out-of-date but it illustrates what is undoubtedly a general problem. A large percentage of delivered computer systems do not meet the needs of users of these systems. They become 'shelfware' or only a fraction of their functionality is utilised.
Part of the reason for this is that business environments are changing very quickly.
Consequently, the requirements for a commissioned system are often out-of-date by the time that system is delivered. However, we believe that there is another reason. Our current methods of requirements analysis are incomplete and the analysis of the system requirements often misunderstands the true nature of the work which is to be supported by the computer system. One approach to this problem has been to involve end-users in the system design process. This is sometimes called user-centred design [2] and, when users actually become full members of a design team, it is called participative design [3] . Users have a detailed understanding of their job and participate in the systems design process. They experiment with, comment on and evaluate proposed designs. They may themselves suggest appropriate user interface designs.
We recognise the value of involving users in the design process and the important contribution which they can make. However, individual user participation does not provide a complete picture of user needs and cannot guarantee that the system will be usable and acceptable to a more general community of system end-users. Users understand the details of their own jobs so their attention is focused on individual activities rather than on how these activities and the users themselves fit into an overall organisation of working practice. Different users may evolve individual ways and shortcuts of carrying out the same task so a particular user involved in the design process need not necessarily be representative of other system users [4] .
The design process must also consider the social situation where the computer system is installed. As well as detailed activity descriptions, we need a broader picture where these activities and their inputs and outputs are set in a group and organisational context. We must understand how particular ways of working have evolved, how people interact in small and large groups, how the detailed execution of tasks is affected by organisational cultures and goals, etc. This broader view is particularly important where the tasks to be supported by the computer system are cooperative. When several users working together towards some shared goal, social and organisational factors govern the formation, structure and functioning of working groups. This paper discusses an experiment where sociologists and software engineers worked together to carry out such a social analysis with a view to understanding the requirements for computer support. The deliberately ambiguous title of this paper reflects the nature of this experiment. We were concerned with the design of systems which were essentially cooperative in the sense that they were team-based. We were also concerned with working across disciplines so we were also participating in a cooperative design activity.
Our work has involved a study of air-traffic controllers and their working environment [5, 6] . In parallel with this study, we have developed a tool for command and control system prototyping which has been used to produce a number of experimental user interfaces to an air traffic control database. This system supports multi-screen manipulation of a shared database of flight information. The interface designs were informed by the results from the social analysis of the support required by controllers and have been evaluated by end-users. The details of this prototyping Page: 3. Printed: 12/1/94 File: RESEARCH-PAPERS:JOURNAL PAPERS:COMP.J:Coop. Sys. Paper system and the generated interfaces are not covered in this paper but are described in detail in a series of papers by Bentley et al. [7] [8] [9] .
In the remainder of the paper, we first discuss the method of social analysis which was used and then describe the UK air traffic control process which establishes a background for the rest of the paper. We suggest how social analysis can fit into a requirements engineering process, discuss the problems of inter-disciplinary working and describe some results of our analysis which contradict, to some extent, the 'conventional wisdom' in systems design. Finally, we look back on this particular experiment and draw some conclusions about the nature of the cooperative systems design process.
Ethnographic analysis of work
The work of air traffic controllers was studied using an approach to social analysis called ethnography. Ethnography is a process which involves a social scientist spending an extended period of time with a group or society making detailed observations of its organisation, culture and practices. It is intended to discover the social character of groups and the group activities in their natural setting. Subsequent analysis of these observations reveals information about the structure, organisation and practices of the group which has been studied.
The assumptions underlying ethnography are that a true understanding of a society can only be gained from within that society and that the social organisation depends on tacit knowledge and implicit practices which are not usually obvious to the casual observer. The knowledge and practices used may vary significantly depending on the individuals involved and the state of the system when they are initiated. Thus, they are not readily susceptible to a formalised task analysis which focuses on individual activities and largely takes for granted the significance of these activities in some broader setting. Ethnographers question the usefulness of task analysis as they argue that there is no such thing as a context-free task. Heath et al.[10] discuss task analysis in the context of a study of City of London dealing rooms where they state:
"the concept of 'task' in task analyses is often restricted to work undertaken by an 'individual' and the particular representations utilised seem to impose a structuring which fails to account for the interactional and interleaved nature of activities in real world settings"
A characteristic of ethnography is that there are no pre-suppositions about the society being studied, there is no list of questions to be answered and (in principle at least), the ethnographer does not try and impose his or her value judgements on the practices which are observed. This is quite different from the approach adopted by analysis 'methods' be they structured methods [11] , object-oriented methods [12] We suggest that these structured methods are not well suited to the analysis of interactive systems, particularly where these systems must support cooperative activities. If work practices cannot be denoted using the notation and structures prescribed by these methods, they are usually left out of the analysis. As none of the methods make explicit provision for representing cooperation or even meaningful user interaction, this means that cooperative practices are, at best, simplified and, at worst, ignored, in method-based systems analysis.
In principle, many activities involve a set of procedural steps and, where these are cooperative activities, there is a prescribed division of labour. That is, it is defined who should be responsible for particular tasks and how they should cooperate with other workers. Sometimes, the working procedures are implicit rather than explicit but current trends in quality management are towards explicitly defining these procedures in so-called 'quality manuals'.
However, this procedural specification is often an over-simplification of the actual process involved and may give a misleading impression of the true nature of the work.
Procedural process specifications, by their very nature, cannot define responses to all possible events especially as the nature, timing, and sequencing of these events are both unpredictable and dependent. Various studies [13] [14] [15] have shown that the actual practice of work often differs significantly from the prescribed working procedures.
Anderson et al. [16] use the term 'working division of labour' to describe the situation where a team organises itself to carry out a task without being bound by job descriptions and job titles defined by the organisation. This working division of labour is not static. It is continually re-negotiated depending on circumstances, resource availability and priorities.
We are convinced that the emergence of this 'working division of labour' rather than the prescribed organisation is one important reason why the requirements for a software system are often such that the system does not meet the real needs of endusers. The system requirements are defined according to documented procedures and standards. Ethnographic analyses provide insights into the true nature of work and reveal system requirements to support actual rather than theoretical work practices.
Air-traffic control
To allow us to discuss the findings of our ethnographic studies, we first must explain, very briefly, the work of UK air traffic controllers responsible for en route (as distinct from take-off and landing) traffic control. There have been several previous experiments with automating the user interface to the flight data base so that instructions issued by a controller are automatically captured.
By and large, air traffic controllers have not been happy with these experimental systems. We believe that this is because these systems have not effectively supported the 'working division of labour' as adopted by controllers. Hopkin [17] identifies the problem:
"One striking aspect of automation applied to Air Traffic Control systems is that most of the forms of automation for the controller to use, as distinct from those which sense or process or compile data automatically, are for one controller at a human-machine interface. They are aids to an individual controller's decisions, problem solving or predictions, yet they are being introduced into contexts where many of these functions have previously been performed by teams"
Our work was principally concerned with understanding the nature of cooperation between air traffic controllers and the impact of this cooperation on the requirements for support software. We were not concerned with broader managerial aspects of air traffic control nor with the problems of efficiently implementing large-scale, highly reliable flight database systems. In terms of software, we were interested in discovering appropriate user interface designs which would support the electronic display and 
Requirements engineering with ethnography
This section describes the process which we used to exploit the ethnographic analysis in prototype development. For both sociologists and computer scientists this project was a trailblazing experience. Previous ethnographic studies such as those by Suchman [14] had suggested that ethnographic studies could reveal systems requirements. However, there was no previous work where ethnographic studies of work had been integrated with software system development.
Because there was no previous work and the lack of any existing theoretical framework for collaboration, we devised a development process which allowed system prototyping to take place in conjunction with on-going social studies. The model of development which we used and which we propose as a general model is shown in 4. Focused ethnography Once the generic system had been sufficiently developed, we were then in a position to put specific questions to the ethnographer about the control process and these questions focused the next period of ethnographic analysis. The results were fed-back through briefing meetings and a new set of questions posed for the next analysis period. These briefing meetings and the record of the ethnographic studies informed the development of a prototype system which was generated using the generic system which we had developed. The next logical stage in the process is to refine the system then to evaluate it with end-users in conjunction with a more detailed overall systems analysis. In fact, before end-user evaluation, we completely re-implemented and generalised the underlying prototype development system to allow us to explore alternatives to strip-based interfaces.
Prototype evaluation
The specific objective of our research was use ethnography to inform interactive systems design. It was never intended that we should combine our ethnographic analysis of air traffic control with a more conventional requirements analysis using, for example, some structured method. However, based on our experiences, we have 
Figure 4 Requirements engineering with ethnography
We do not believe that ethnographic analysis, on its own, is sufficient to derive system requirements nor that the results of that analysis can act as a system specification. Ethnographic studies and system prototyping might come first in the requirements engineering process and may be followed by more detailed analysis, perhaps using a structured method, and prototype evaluation. The function of ethnography is to discover the essence of the work being studied without the constraint of conventional analysis methods. More conventional analysis has a place later in the process where detailed information about the work and the required system is required.
Other work on integrating ethnography into the requirements engineering process has been done by Goguen and Linde [18] . They propose initial studies to identify the areas where ethnography can be useful and then they study those 'problem areas' in more detail using ethnography. The rationale for this is that it is important to limit the time spent on expensive ethnography.
Our experience suggests that the value of ethnography is discovering problems which other approaches cannot reveal. Applying some structured approach (say) as an initial step in requirements analysis is liable to miss the key areas where ethnography can provide insights. However, the high cost of ethnography is indeed a real problem which limits its practical application and there is no doubt that further work is needed to integrate it with requirements analysis in a cost-effective way.
The ethnographer's role
Ethnographers are not systems analysts and their role in the process is simply to observe the work in progress, to note the characteristics of the work and to report information to the system designers. Their study is recorded in a set of field notes.
These are inherently unstructured and cannot be used without help from the observer of the work.
It is common for ethnographers to 'go native' and to identify closely with the potential end-users of a computer system. They can therefore act as surrogate users when participating in the design process. Such surrogate users may, in fact, be more effective participants in this process for three reasons: 3. They have more time to spend in the development process and, hopefully, more patience with designers who misunderstand the nature of the work and consequently make poor design decisions.
As well as participating in the system requirements analysis, sociologists might also take other roles in the overall systems engineering process.
1. During the evaluation phase, the ethnographer can again act as a surrogate user and participate in the initial system evaluation. This may help to find gross design errors to be found which can irritate end-users and cause them to reject a system without a thorough evaluation.
2. When a system is available for experiment, the sociologist can identify specific training and documentation requirements which will allow users to investigate the facilities of the system. In particular, where changes to established work processes are required, the ethnographer can pinpoint specific training needs and can help relate the new processes to the previous activities.
In our experiment, we had a lengthy evaluation involving the ethnographer as surrogate user and air traffic controllers who experimented with the system at different stages of development. The ethnographer did find some design errors but we found that they were particularly useful in communicating with the controllers participating in the system evaluation. They understood the control process and could explain system concepts to the controllers more readily than the system developers. We have not yet explored the second possible role where the ethnographer identifies training requirements.
Cooperative working in the software development process
Working across disciplines is always difficult. Different disciplines evolve their own vocabulary and methods and these may not mesh neatly with those of complementary disciplines. We came across problems of different research methodologies, communication and understanding the nature of sociology. The problems are summarised here with a more complete description given elsewhere [19] .
As an illustration of some of these problems, we asked our colleagues in sociology requirements. This caused them great difficulties. They argued that the essence of the system was in the integration of activities but our questions required them to consider isolated activities rather than the overall system. They argued that the system was not a set of loosely interacting individual activities but a coherent whole which was more than the sum of its parts.
Of course, this is inarguable. In practice, however, computer systems can't be built without structure and pragmatic decisions have to be made about what to support and what to leave out. We cannot avoid making decisions but need appropriate expertise so that decisions are better informed. Our sociologist collaborators now understand this and accept that they cannot opt out of making judgements about the process which they are studying.
Problems of communication are normal in any inter-disciplinary collaboration as each discipline has its own specialised vocabulary. Where a science or engineering discipline is collaborating with a social science the communication problems may be compounded because the same word may have different meanings in each discipline and the specialised meanings may themselves be different from the 'normal' dictionary definition of the term.
As an illustration of this problem, we produced a simple mathematical specification of some abstract data types representing aircraft and stated that this defined the 'semantics' of these entities. What we were saying was that an abstraction of the meaning of the entities which we needed for this project was set out by the mathematics.
Our collaborating sociologists found hard to understand the concept of a mathematical specification of semantics. Their view was that the 'semantics' of an entity was not simply dependent on the entity but also on the observer of the entity and the context of observation. After a great deal of mutual incomprehension, it became clear that we were each using the term 'semantics' in a different and discipline-specific way and we eventually came to see each other's point of view.
These problems of language contribute, to some extent, to the problems which we both had in understanding the nature of the different disciplines. As software developers, we were used to a hierarchic model of knowledge. When learning a new subject, we start with basic information then read progressively more advanced material.
Applying this approach to the understanding of sociology was not successful because sociological knowledge is not hierarchically structured. There are many diverse and distinct areas such as the sociology of work, the sociology of religion, etc. which, on the surface at least, appear to have little in common. Furthermore, there are several 'schools of thought' in many of these areas based on different theoretical frameworks. We found it impossible to reconcile these different areas and 'schools of thought' in sociology to build a general model of the discipline.
Comparable problems are inevitable in any inter-disciplinary cooperation. The project team must recognise these problems and address them explicitly. Otherwise, they will simply result in confusion, misunderstanding and mutual hostility. Our collaboration has shown that the problems can be solved and we believe that both disciplines have been enriched by our mutual desire to tackle them.
Countering the conventional wisdom
Ethnographic analysis does not deliver a list of specific, detailed systems requirements;
rather it provides pointers to appropriate design decisions and highlights key human activities which should not be 'designed out of' a process with automated support. It is not appropriate to discuss all of the insights which we gained from the ethnographic analysis. Rather, we focus here on insights which, to us as software developers, were not immediately obvious and which contradict, to some extent, what might be called the 'conventional wisdom' of systems development.
The principal general insights which we gained from the ethnographic analysis of air traffic control can be summarised as follows:
1. Controllers have a very strong safety culture and they analyse any automation in terms of its impact on safety. They don't want the computer taking actions which are invisible and therefore difficult to validate. This means that information should not be concealed 'behind' the interface and that the interface should always allow controllers to carry out their own checks. While automated checking may be of value, controllers will reject systems which do not allow them to verify these automated checks. In short, they don't really trust computers (and who can blame them!).
2. The seemingly repetitive manual activities of strip bay re-ordering are important as they allow controllers to build a mental picture of the controlled airspace. When new strips are positioned in a rack, the activity of moving strips around is a metaphor for moving the aircraft around in the airspace. approach when building automated systems and simply mimic current manual activities.
Rather, the ethnographic analysis allowed us to understand the real needs of controllers and to make design decisions to support these needs. For example, in our prototype of the strip system, the following decisions were made:
1. Strips are not positioned according to some default order when they are added to a display. Rather, the controller must manually move a strip image to the appropriate place in the display. The computer, of course, handles the problem of making room for the strip. This is very close to the manual system so, in this case, we have replicated the manual activity.
2. We automatically assign a coloured border to a strip based on the aircraft heading but we also incorporate some automated database consistency checks on the flight information. The activity of 'handing a strip over' from an assistant to a controller for inclusion in a flight progress board has been retained as a manual activity. In this way, we have partially automated this activity, incorporated computer-based checking yet retain human intervention where an additional check can be made.
3. We do not allow any user interface tailoring except the ability to switch from fullsized to summarised strips. This is necessary to make use of limited screen display space. Our prototype system has extensive user interface tailoring capabilities but these are restricted to use during the interface design phase.
Results and Conclusions
The end-result of this project was a set of prototype user interfaces to a shared flight database system. This was a limited experiment (we did not, for example, integrate a radar simulator with the system) but it was sufficient for evaluation with air traffic controllers [21] . We were generally gratified that the air traffic controllers reacted positively to the system and were satisfied that the ethnography had captured the critical implicit activities which are part of air traffic control.
As well as a strip-based interface, our development strategy which was based on using a prototype development system to generate interfaces allowed us to explore, with the controllers, alternative interfaces where strips and radar information were shown on an integrated display. The ethnographic study was also important here as it 3. The place of ethnography is early in the development process to identify the essentials of the system. Ethnography highlights these key characteristics and may also identify negative requirements i.e. things the system must not do as their inclusion would force changes to critical work practices.
4. The requirements identified through ethnography are often constraints of the system design rather than functional requirements. That is, ethnography may identify the significance of some action or series of actions but cannot usually suggest how this should be supported when the system is automated.
5. The unstructured nature of ethnography is both a strength and a weakness. It is a strength because it allows the unbiased analysis of systems. It is a weakness, because it is very time consuming to understand the ethnographer's field notes and these notes can only be interpreted by the ethnographer who carried out the work study. If ethnography is to be used routinely as part of the requirements engineering process, there is a pressing need for tools which help structure the ethnographer's notes and make them understandable to a more general audience. We are currently investigating the use of a locally developed information management system for this purpose [22] . can be made more structured and more rapidly applicable without losing the current strengths of the approach.
7. Our evaluation experience was inconclusive as to whether or not the ethnographer can act as an effective surrogate user in system evaluation studies. In our evaluation, the ethnographer identified a number of relatively minor problems.
However, major defects were still present in the system which were discovered when the system was evaluated by controllers. We believe that the reason for this is that the ethnographer observes the control process but is not a trained controller.
There are detailed technical aspects of the process (as distinct from social aspects) which the ethnographer is unable to absorb simply by observation.
A more general conclusion of our work is that a social science perspective can be generally valuable in interactive systems development. An explicit social analysis may expose process complexities which are not likely to be discovered in a more structured analysis. Of equal importance, however, is an awareness of social and organisational factors which often govern whether or not a system is acceptable to its users.
Ethnographic analysis may not always be possible but a sensitivity to these social and organisational factors on the part of software engineers is likely to result in improved systems.
Drawing conclusions from a single experiment is inherently unreliable so the above observations should be considered as tentative rather than definitive. Nevertheless, we
are convinced that social analysis should become part of the requirements engineering process for systems which involve cooperative working and we are equally convinced that such analysis can provide valuable insights into the true nature of the requirements for a broad class of interactive systems. We found the cooperative inter-disciplinary collaboration involved to be both challenging and rewarding.
