We prove limit theorems for small-scale pair dispersion in velocity fields with power-law spatial spectra and wave-number dependent correlation times. This result establishes rigorously a family of generalized Richardson's laws with a limiting case corresponding to Richardson's t 3 and 4/3-laws.
Introduction
The celebrated Richardson's t 3 -law [28] states that a pair of particles located at (x (0) (t), x (1) (t)) ∈ R 2d being transported in the incompressible turbulence satisfies
E|x
(1) (t) − x (0) (t)| 2 ≈ C Rε t 3 for ℓ 1 ≪ |x (1) (t) − x (0) (t)| ≪ ℓ 0 (1) whereε is the energy dissipation rate, C R is the Richardson constant and ℓ 0 and ℓ 1 are respectively the integral and viscous scales. Here and below E stands for the expectations w.r.t. the ensemble of the velocity fields. This law has been confirmed experimentally ( [30] , [26] ) and numerically ( [32] , [8] , [14] , [3] ). A stronger statement is that the relative diffusivity of the tracer particles is proportional to the 4/3 power of their momentary separation, and this is called Richardson's 4/3-law ( [28] . See also [27] , [6] , [2] , [24] ). This paper concerns the interpretation and derivation of a version of Richardson's laws by means of limit theorems for a family of colored-noise-in-time velocity fields that have Kolmogorov-type spatial spectra and wave-number dependent correlation times.
The nature of time correlation in fully developed turbulences in the inertial range is not entirely clear (see [25] and the references therein). But it seems reasonable to assume that, to the leading order, the temporal correlation structure of the Eulerian velocity field u(t, x) is determined by the energy-containing velocity components above the integral scale, consistent with Taylor's hypothesis commonly used in the fluid flow measurements. The turbulent velocity fluctuations can then be revealed by the relative velocity field U (t, x) = u(t, x + x (0) (t)) − u(t, x (0) (t)), with respect to a reference fluid particle x (0) (t), which is assumed here to exhibit a self-similar structure and has the two-time structure function given by 
The correlation time a −1 |k| −2β decreases as the wave number k increases. The spatial Hurst exponent of the velocity equals α − 1 in the inertial range (ℓ 1 , ℓ 0 ). In Kolmogorov's theory of turbulence, the parameters α, β have the value 4/3, 1/3, respectively, and the constants E 0 , a have the expressions
where C K is the Kolmogorov constant and c 0 is another dimensionless constant. For other values with α + 2β = 2, dimensional analysis leads to the relation
whereC K is the generalized Kolmogorov constant, c 0 is another dimensionless constant and E 0 depends on ℓ 0 as well as onε. The assumed temporally stationary vector field U (t, x) has homogeneous spatial increments and its expectation E s [U (t, x)], conditioning on the events up to time s < t, has the spectral representation
whereÛ (t, k) is a time-stationary process with independent increments over k such that
Although it is not necessary to assume the Gaussian and Markovian properties for U , we will assume these properties for the simplicity of presentation. Writing x(t) = x (1) (t) − x (0) (t) and adding the molecular diffusivity κ we have the following Itô's stochastic equation for the pair separation x(t)
where w(t) is the standard Brownian motion in R d . It is also useful to consider the associated backward stochastic flow which is the solution of the backward stochastic differential equation
Denote by M the expectation with respect to the molecular diffusion and consider the scalar field
which satisfies the advection-diffusion equation
To obtain Richardson's laws we introduce the following scaling limit. First we assume that the integral and viscous scales of the field U are ℓ 0 = εL, ℓ 1 = ε/K with L, K tending to ∞ in a way to be specified later. Then we re-scale the variables x → εx, t → ε 2q t amounting to considering the re-scaled pair separation
The scaling parameter ε will tend to zero, indicating that we are considering the emergent inertial range of scales ℓ 1 ≪ |x| ≪ ℓ 0 (since K, L → ∞) as a result of a large Reynolds number. We also take κ = O(ε 2−2q ) (replacing κ by ε 2−2q κ with q < 1; see below). After re-scaling, the advection-diffusion equation becomes
Let V (t, x) denote the temporally stationary Ornstein-Uhlenbeck (OU) field with homogeneous spatial increments with the integral length L and the viscous length K −1 such that
whereV (t, k) is a time-stationary process with independent increments over k such that
with
(cf. (6)- (7)). From the self-similarity structure of (6)- (7) we see that the velocity U (t, x) has the same probability distribution as ε α−1 V (ε −2β t, x). Hence we can write eq. (12) in terms of V as
A simple, nontrivial scaling limit is the white-noise limit when
and
resulting from equating 2q + α − 2 and q − β. Inequality (16) and (17) then gives the condition
Note that for α + β < 2 (19) and thus q > 0 we have a short-time limit; otherwise, it is a long time (but small spatial scale) limit. The paper is organized as follows. In Section 2 we state the main results and discuss their implications. In Section 3 we discuss the meaning of solutions for the colored-noise and white-noise models. In Section 4, we prove Theorem 1: we prove the tightness of the measures in Section 4.1 and, in Section 4.2, identify the limiting measure by the martingale formulation. In Section 5, we prove Theorem 2. The method of proof is the same as that in [11] (see also [4] ). We refer the reader to [21] for the full exposition of the perturbed test function method used here.
Main Theorems and Interpretation of Richardson's Laws
Let us begin by briefly recalling the Kraichnan model for passive scalars. The model has a whitenoise-in-time incompressible velocity field which can be described as the time derivative of a zero mean, isotropic Brownian vector field B t with the two-time structure function
withĒ
In this paper, we interpret the corresponding advection-diffusion equation for the Kraichnan model in the sense of Stratonovich's integral
which can be rewritten as an Itô's SDE
whereW (1) t (x) is the Brownian vector field with the spatial covariancē
and the operatorB is given bȳ
We will discuss the meaning of solutions for the Kraichnan model in Section 3. The Kraichnan model for passive scalar has been widely studied to understand turbulent transport in the inertial range because of its tractability (see, e.g., [29] , [5] , [15] , [9] , [25] , [23] , [16] , [7] and the references therein). The tractability of this model lies in the Gaussian and white-noise nature of the velocity field.
If, additionally, any one of the following conditions is satisfied:
Then for the exponent q given in (17) the solution T ε of (15) (21) and the discussion below). The limiting Kraichnan model has the spatial covariance given by (23) .
Note that, in Theorem 1, when κ 0 > 0 and 2 < α + 2β < 3, lim ε→0 κε 2 K 4−α−2β = 0 implies lim ε→0 εK 3−α−2β = 0. Also, α + 2β < 3 contains the regime α + β < 2 in which the limiting Brownian velocity field is spatially Hölder continuous and has a Hurst exponent η = α + β − 1.
If we let L → ∞ in the Kraichnan model, we see that it gives rise to a Brownian velocity field B t with the structure function
The spectral integral in (25) is convergent only for α + β < 2. The convergence of the integral in (25) means that the limiting Brownian velocity fieldB t has spatially homogeneous increments. We can prove the convergence to the Kraichnan model with velocity fieldB t in the simultaneous limit of ε → 0, K, L → ∞ if additional conditions are satisfied:
and all the assumptions of Theorem 1 (Thus, only regime (v) is relevant
Then the same convergence holds as in Theorem 1. The limiting Brownian velocity fieldB t is given in (25) .
Remark. The statements of both theorems hold true if the parameter a is replaced by b + ia where a, b ∈ R such that a > 0 is fixed and lim ε→0 bε −2 = ∞. This modification allows the temporal correlation of the velocity fields to oscillate as well as decay mildly.
When the parameters are in the regime α + β < 2 < α + 2β, by taking the expectation in the Itô's equation with the Brownian velocity fieldB t one sees readily that the relative diffusion tensor is given by
The exponent q is related to the exponent p in the expression for the mean square pair separation as follows:
Expressions (30) and (27) can be viewed as the generalization of Richardson's t 3 and 4/3-laws, respectively. In general, p ∈ (2, ∞), indicating super-ballistic (i.e. accelerating) motion as a result of a scale-dependent relative diffusivity. If we stretch the validity of (30) and (27) by taking the limit α → 4/3, β → 1/3 from within the valid regime, the resulting exponents are p = 3, 2η = 4/3 in accordance with Richardson's laws. And the Richardson constant C R would be given by
in view of (4) and (1). The Kolmogorov point α = 4/3, β = 1/3, satisfying both α + β = 5/3 and α + 2β = 2, lies on the boundary of the regime. On the boundary α + 2β = 2 the scaling exponent q should be given by
which also coincides with the limiting value of (17) . With (31) and K, L → ∞, the solution of (15) converges to that of the advection-diffusion equation with the molecular diffusivity κ 0 = lim ε→0 κ and the time-stationary, spatially Hölder continuous velocity fieldV whose two-time correlation function is
which has the self-similar structure
Consequently it is reasonable to postulate the temporal self-similarity E|x(t)| 2 ∼ t 1/β as κ 0 → 0 on the mean-square relative dispersion. Dimensional analysis with (5) then leads to the relation
whereC R is the generalized Richardson constant, which is the same as the limiting case of (30) as α + 2β → 2. For β = 1/3 the exponent p is 1/3 as predicted by Richardson's t 3 -law. However, since the limiting velocity field is non-white-in-time, the notion of relative diffusivity is not strictly well-defined. Therefore the temporal memory persists on small or intermediate time scales and the notion of relative diffusivity does not describe accurately the process of relative dispersion on the boundary α + 2β = 2. (cf., e.g., [17] , [14] and [25] ).
We now remark on the range of scales for which Theorem 2 is proved and Richardson's laws can be reasonably interpreted. We shall neglect the logarithmic factor in (26) in the discussion. Let ε be the scale of dispersion. Then the limit theorem holds in the range
for α + 2β > 2 > α + β. If, again, we let α + 2β → 2 then the second exponent in (33) tends to zero and the first exponent tends to 1/2. Clearly, (33) does not cover the full (inertial) range (cf. [3] ).
Formulation
From the general theory of parabolic partial differential equations [13] , for any fixed κ > 0, ε > 0, there is a unique C 2+η -solution T ε t (x), 0 < ∀η < α − 1. But the solutions T ε t may lose all the regularity as κ → 0, ε → 0. So we consider the weak formulation of the equation:
for any test function θ ∈ C ∞ c (R d ), the space of smooth functions with compact supports. We view T ε t as distribution-valued processes. On the other hand, due to the divergence-free property of the velocity field, the solutions T ε t of the the advection-diffusion equation (15) satisfies the energy identify (see [22] , Chap. III, Theorem 7.2)
. Namely, the prelimit measure P ε is supported in the space L 2 ([0, t 0 ]; H 1 (R d )). Thus, by the tightness result (Section 4.1), the limiting measure P is supported in
As in (8) and (10) the solutions T ε t can be represented as
where Φ t,ε s (x) is the unique stochastic flow satisfying
In view of the averaging in the representation (36) we have
For tightness as well as identification of the limit, the following infinitesimal operator A ε will play an important role. Let V ε t ≡ V (t/ε 2 , ·). Let F ε t be the σ-algebras generated by {V ε s , s ≤ t} and E ε t the corresponding conditional expectation w.r.t. F ε t . Let M ε be the space of measurable function adapted to {F ε t , ∀t} such that sup t<t 0 E|f (t)| < ∞. We say f (·) ∈ D(A ε ), the domain of A ε , and
e. C ∞ -function with a compact support) we have the following expression from (34) and the chain rule
where
A main property of A ε is that
Also,
(see [20] ). We can view T ε t as the distribution-valued stochastic solutions to the martingale problem (41).
Likewise we formulate the solutions for the Kraichnan model (22) as the solutions to the corresponding martingale problem: Find a measure P (of T t ) on the space of distribution-valued, right continuous processes with left limits such that
Ts θ ds (43) is a martingale w.r.t. the filtration of a cylindrical Wiener process, for each f ∈ C ∞ c (R) whereB * is the adjoint ofB andK
Tt is a positive-definite operator given formally as
such that
ij (x, y)
Following from the energy identity (35) and the subsequent remark we see that (44) is naturally defined on the space L 2 ([0, t 0 ]; H 1 (R d )). To identify the limit for the proof of convergence one needs the uniqueness of solution to the martingale problem (43) which is assumed in this paper. We will address the well-posedness of the martingale problem (43) in a forthcoming paper. In the sequel we will adopt the following notation
. Namely, the prime stands for the differentiation w.r.t. the original argument (not t) of f, f ′ etc.
Proof of Theorem 1 4.1 Tightness
A family of distribution-valued right-continuous with left limits processes {T ε , 0 < ε < 1} is tight if and only if the family of real-valued, right-continuous with left limits processes { T ε , θ , 0 < ε < 1} is tight for all θ ∈ C ∞ c (R d ). We use the tightness criterion of [21] (Chap. 3, Theorem 4), namely, we will prove: Firstly,
Secondly, for each f ∈ C ∞ c (R) there is a sequence f ε (t) ∈ D(A ε ) such that for each t 0 < ∞ {A ε f ε (t), 0 < ε < 1, 0 < t < t 0 } is uniformly integrable and
Then it follows that the laws of { T ε , θ , 0 < ε < 1} are tight in the space of right continuous processes with left limits. Condition (47) is satisfied as a result of Proposition 1. Let
be the 1-st perturbation of f (t). Using the spectral representation
we obtain f
whereṼ has the power spectrum E(α+ 2β, k). Note that while V ε t loses differentiability as K → ∞, V ε t is almost surely a C 1,η -function in the limit with 0 < ∀η < α + 2β − 2 and has uniformly bounded local W 1,p -norm, p ≥ 1. Proof. By Proposition 1 we have
and sup
By the temporal stationarity ofṼ ε t we can replace the terms E|Ṽ ε t (x)|, E|∇ ·Ṽ ε t (x)| in (53) by E|Ṽ (0, x)|, E|∇ ·Ṽ (0, x)|. By the Gaussianity and temporal stationarity ofṼ , we can replace the term sup
with a random constant C possessing a distribution with a finite moment (Indeed, a Gaussian-like tail by Chernoff's bound). Proposition 2 now follows from (53), (54) and (55). Set f ε (t) = f (t) − f ε 1 (t). A straightforward calculation yields
and, hence
where A ε 2 (t) and A ε 3 (t) are the O(1) statistical coupling terms. For the tightness criterion stated in the beginnings of the section, it remains to show 
Thus A ε 1 is uniformly integrable since it is uniformly bounded.
Similarly,
Thus A ε 2 and A ε 3 are uniformly integrable in view of the uniform boundedness of the 4-th moment of V ε t ,Ṽ ε t due to L < ∞ by using the Gaussian property of the fields.
The most severe term in the above argument as a result of K → ∞ is
whose second moment can be bounded as
and, thus, vanishes in the limit by the assumptions of the theorem. The 4-th moment behaves the same way by using the Gaussian property of the field. Hence A ε 4 is uniformly integrable. Clearly 
Identification of the limit
Once the tightness is established we can use another result in [21] (Chapter 3, Theorem 2) to identify the limit. Let A be a diffusion or jump diffusion operator such that there is a unique solution ω t in the space of right continuous processes with left limits such that
is a martingale. We shall show that for each f ∈ C ∞ c (R) there exists f ε ∈ D(A ε ) such that
Then the aforementioned theorem implies that any tight processes T ε t , θ converges in law to the unique process generated by A. As before we adopt the notation f (t) = f ( T ε t , θ ). For this purpose, we introduce the next perturbations f ε 2 , f ε 3 . Let
where the positive-definite operator K
φ is defined similarly to (44):
Tt θ = θ(y)∇T t (x) · Γ (1) (x, y)∇T t (y) dy (66)
Tt θ 2 = φ(x)φ(y)G
(1) θ 1 ,θ 2 (x, y) dx dy (68)
ij (x, y) .
It is easy to see that
A
3 (φ) = Bφ, θ
where the operator B is given by
ij (x, x) ∂ 2 φ(x) ∂x i ∂x j . Proof. The proof is similar to that of Proposition 5 with the additional consideration as a result of L → ∞. These additional terms can all be estimated by Proof. We shall prove that each term in the expression (83) is uniformly integrable. The first three terms are clearly bounded under the assumption of α + β < 2. The last three terms can be estimated as in Proposition 7 by C 1 sup |x|<M, t<t 0 Ṽ (x) · ∇Ṽ (x) ≤ C 2 εL α+2β−2 log 1 ε where the random constant C 2 has a finite moment. Now we have all the estimates needed to identify the limit as in the proof of Theorem 1.
