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Abstract
In this paper we study the dynamics of relativistic domain walls in the pres-
ence of static symmetry-restoring impurities. The field theory is precisely the
same as what is known to cosmologists as the “symmetron model”, whereby
the usual Z2 symmetry breaking potential is appended with a space-varying
mass-term (the space-variation is set by the profile of the impurity, which we
take to be a “tanh”-function). After presenting the outcomes of a suite of
different numerical experiments we have three main results: (1) domain walls
pin to impurities, (2) domain wall necklaces can be energetically preferred
configurations, and (3) impurities significantly modifies the usual Ndw ∝ t−1
scaling law for random networks of domain walls.
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1 Introduction
The scaling dynamics of domain walls [1] have been extensively and systematically
studied, using analytical [2–5] and numerical [6–9] techniques (this list of references
is by no means complete, but hopefully represents a faithful cross-section through
recent developments in the literature). The upshot is that the evolution of the
number of domain walls scales as Ndw(t) ∝ t−1. This scaling law can be thought of
as describing the “quickest possible” collapse of a network of domain walls: when
there is nothing to resist their collapse, domain walls shrink as fast as causality
allows. There have been some proposals for the construction of a field theory with
domain walls whose networks violates the ∝ t−1 scaling law: domain walls which
meet at junctions showed promise, but ultimately the networks still collapsed at the
∝ t−1 rate [7]. A proposal which does work, and has the desired effect of slowing
down the wall evolution came after the discovery of exact analytical solutions [10, 11]
of superconducting domain walls (known as “kinky vortons”). Subsequent numerical
experiments [12, 13] have shown that the presence of a conserved charge which is
localised on the domain wall can impede the collapse of a wall network, thus violating
the ∝ t−1 scaling law.
There are many studies in the field theory literature of the dynamics of domain
wall networks in the simplest sense (see e.g., the above references as well as [6–9, 13–
27] for recent studies), but very few (if any) when the domain walls could interact
with objects, and so it is interesting to understand what effect the presence of
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“objects” could have on the scaling dynamics of the wall network. There are studies
of two-component Bose-Einstein condensates in the literature, e.g., [28, 29], in which
an interaction between domain walls and vortices is studied. We acknowledge that
domain walls and impurities have been studied in a non-relativistic context by [30],
but we have not been able to find any studies of relativistic domain walls in the
presence of impurities. This apparent lack of understanding is the first motivation
for the present work.
The second motivation is a desire to further understand what is known to the
cosmology community as the “symmetron mechanism”. This is a model which was
introduced [31–34] as a means of allowing a scalar degree of freedom to simultane-
ously satisfy local tests of General Relativity and mediate a long-range force which
contributes towards the acceleration of the Universe. This symmetron model has
been subject to some simulation in a cosmological context [35–40]; there has also
been a recent article studying the nonlinear dynamics of the Vainshtein mechanism
[41] (this is, in addition to the symmetron mechanism, an example of a “screen-
ing mechanism”). The symmetron model contains domain walls which disappear
in high density environments since there the spontaneously broken symmetry is
restored. During the final stages of preparation, we learnt of a similar paper be-
ing independantly prepared [42] whose results complement ours. The dynamics of
“pure domain walls” are sufficiently complicated and non-trivial in flat space that
the symmetron model warrants systematic study as a field theory in its own right.
In this paper we study the relativistic dynamics of domain walls in the presence
of static impurities. Specifically, we will present the results from a suite of numerical
experiments of the Z2 domain wall theory in (2 + 1)-dimensions where the scalar
field φ has a quadratic interaction term with some fixed smooth density profile.
The layout of this paper is as follows. In the following subsections of the Intro-
duction we describe the field theory, specify our functional form of the impurities,
and give some numerically-obtained 1D solutions to the equations of motion. In Sec-
tion 2 we construct some “idealized” configurations: these are very simple (again,
numerically obtained) solutions to the equations of motion which will enrich the un-
derstanding of the model: the most interesting of which is the existence of domain
wall necklaces outlined in Section 2.2. In Section 3 we present results from “ran-
dom initial condition” simulations: it is in this section where we present the scaling
dynamics of domain wall networks in the presence of symmetry-restoring impuri-
ties1, and we find that Ndw ∝ t−γ with γ < 1 in general when there are impurities.
Final remarks are saved for Section 4. In Appendix A we describe our numerical
implementation.
1.1 The model
The theory we study is described by the canonical Lagrangian density for a real
scalar field φ(t,x),
L = 1
2
∂µφ∂
µφ− V (φ), (1.1a)
1To supplement the results presented in this paper we have prepared a number of movies of the
evolution which can be found at http://www.jpoffline.com/symmetron.
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where the potential is given by
V (φ) =
λ
4
(
φ2 − η2)2 + 1
2
ρm
M2
φ2. (1.1b)
On the face of it there are three parameters in the theory, λ, η and M . In the present
work we will refer to ρm = ρm(x) as the impurity density.
In a field theoretic context, ρm corresponds to the profile of some massive field
– massive compared to the φ-field; as an example, one could consider massive Q-
balls. In a cosmological context, ρm corresponds to the density profile of matter, and
the potential (1.1b) is the effective potential that the scalar φ feels in the Einstein
frame. Although we will specify a particular functional form later on, we ask that
the density of a single impurity has the following asymptotic behavior for distances
r from its centre:
lim
r→∞
ρm = 0, lim
r→0
ρm = ρ0. (1.2)
When ρm < λη
2M2 the Z2 symmetry is spontaneously broken in the vacuum and
domain walls can be expected to exist. When ρm > λη
2M2 the Z2 symmetry is
restored and there are no domain wall solutions. The mass scale M is an important
quantity for the cosmological application. In this paper we are not too concerned
about solving the field equations with a “cosmologically” viable hierarchy of scales
since we will be constrained by picking numerically viable values – this issue arises
since large values of M require prohibitively high resolution for the lattice methods
we use to solve the field equations. That said, we expect intuition to still be obtained.
It is simple to rescale the fields and spatial coordinates to provide a dimensionless
theory. By defining
x˜µ ≡ η
√
λ xµ, ψ ≡ φ
η
, ρˆm ≡ ρm
M2λη4
(1.3a)
the Lagrangian density (1.1) becomes
L
η4λ
=
1
2
∂˜µψ∂˜
µψ − 1
4
ψ4 +
1
2
(1− ρˆm)ψ2 − 1
4
. (1.3b)
We use this freedom to set λ = η = 1, meaning that the only scale left in the
problem is the size of ρˆm. Notice that we are putting M inside ρˆm.
The equation of motion derived from the theory (1.1) is
φ¨−∇2φ+ dV
dφ
= 0, (1.4)
and the energy is given by
E =
∫
ddx
[
1
2
∂iφ∂iφ+ V (φ)
]
. (1.5)
The integrand of (1.5) is the energy density, which we denote as E(x). To solve the
equation of motion we discretize onto a lattice, use finite differences to approximate
derivatives, and use a leapfrog algorithm to update the values of the field. See
Appendix A for a full explanation of our implementation.
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For a substantial portion of the present work we will be interested in finding
static solutions to the equations of motion: that is, obtaining the scalar field profile
for a given impurity density that satisfy
∇2φ = dV
dφ
. (1.6)
To do this we use a relaxation method known as gradient flow. The gradient flow
technique works by flowing “gently” towards the nearest minimum of the energy
functional. There are more rigorous explanations of the technique available [43],
but it is a very successful strategy for constructing static solutions (see, e.g., [44–
46]). The scheme for obtaining such solutions can be obtained by “evolving” the
equation
φ˙ = ∇2φ− dV
dφ
, (1.7)
and computing the value of the energy (1.5). A static configuration is found when
the change in energy E˙ ≈ 0.
1.2 Specification of the impurity density
We will take the impurity density to be a “top-hat” circularly symmetric profile
whose precise form is specified by three parameters: the radius r0, skin thickness s,
and internal density ρ0. The functional form of a single impurity in polar coordinates
is
ρm(r) = ρ0
1
2
[
1− tanh
(
r − r0
s
)]
. (1.8)
We will frequently study systems with multiple impurities; in Cartesian coordinates
(x, y) the total impurity density ρm = ρm(x, y) corresponding to N individuals is
given by
ρm(x, y) =
N∑
n=1
ρn(x, y;Pn), (1.9)
where Pn ≡ {x0,n, y0,n, ρ0,n, r0,n, sn} are the set of parameters specifying the proper-
ties of the nth impurity whose density profile is given by
ρn(x, y;Pn) = ρ0,n
2
[
1− tanh
(√
(x− x0,n)2 + (y − y0,n)2 − r0,n
sn
)]
. (1.10)
Note that (x0,n, y0,n) specifies the coordinates of the centre of the n
th impurity.
1.3 1D static solutions
We will now present some 1D static solutions obtained by gradient flow for an
impurity density profile given by (1.8). In Figure 1 we plot the static solution of the
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Figure 1: Scalar field and energy density profiles of 1D static solutions of the symmetron
equation with a “tanh” impurity density profile (1.8). The colours correspond to different
values of the internal density ρ0 as shown in the legend in panel (a). The dashed line in
(a) corresponds to the shape of the impurity density profile, and the dotted line in both
panels denotes the profiles in the absence of impurities.
1D equation of motion for a variety of values of ρ0, with r0 = 3 and s = 0.1. We set
the boundary conditions
φ(x = ±∞) = ±1. (1.11)
One can observe the scalar field smoothly interpolating between the spatially
separated vacua: this is the domain wall. For the systems with ρ0 big enough
(i.e., ρ0 > 1) to restore the Z2 symmetry one can observe that inside the impurity,
|x| < r0, the scalar field profile is approximately zero; there is a residual energy
density inside the object due to the fact that V (φ = 0) = 1
4
. In the vicinity of the
surface of the impurity there is a large energy density “shell”: this comes from the
gradient contribution to the energy density E . It is apparent that increasing ρ0 has
the effect of making the scalar field profile steeper at the boundary of the impurity,
thereby decreasing the scalar field inside the impurity and further increasing the
gradient energy density near the impurities surface, |x| ≈ r0. This is one of the
reasons our numerical experiments are limited to certain ranges of values of M :
when increasing ρ0 these scalar field gradients quickly become hard to resolve on
the lattice, introducing significant numerical uncertainties. For the small values
of ρ0 the scalar field is only negligibly small at x = 0 (at which point φ actually
vanishes), and the energy density inside the impurity is dominated by the gradient
contributions (which peak for the smallest values of ρ0 at the origin).
2 Idealized configurations
We would like to understand the configurations of the symmetron system, and par-
ticularly those which have stable (or at least, metastable) domain walls. There are
likely to be many interesting configurations one can make: we have constructed two
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types which we shall describe here. The idealized configurations we construct will
not precisely match onto objects found in realistic situations, but they will enhance
the understanding of possible outcomes of evolving the equations of motion. We
note that the existence of these configurations is only possible due to the symmetry-
restoring impurities.
2.1 Domain wall pinning
The first question we ask is: “what happens if a domain wall is near an impurity?”.
Our numerical answer to the question uses gradient flow to find energy minimizing
configurations. We put down a single impurity, which has radius r0, and place a
single domain wall next to it. What happens next will depend upon their separation.
Before we continue we want to make our numerical methodology perfectly clear.
For boundary conditions we make the y-direction periodic, and fix the values of
the fields on the x-boundaries. This could have the effect of generating unphysical
artifacts, but they are absent for times less than the “light crossing time”, which is
the amount of time taken for a signal travelling at the speed of light to traverse the
periodic directions: all results we show are inside the light crossing time. We use
gradient flow until t = 50 in order to (a) smooth out the initial conditions, and (b)
prolong the length of time the simulation can be run before hitting light-crossing
issues.
Putting the domain wall down the y-axis at x0 = r0+2 gives rise to the following
behavior. We find that the domain wall is attracted to the impurity; once the wall
touches the outermost point on the impurities equator, the wall breaks into two
pieces. These pieces travel around the impurity until they reach the poles, at which
point they stop. The portion of the domain wall which did not hit the impurities
equator lags behind, but it eventually catches up, leaving a system where two domain
walls terminate on opposite ends of the impurity. We give images of the evolution
in Figure 2.
We have therefore observed the phenomenon of domain wall pinning. The in-
terpretation is that domain walls preferrentially terminate in high-density environ-
ments. This will have an impact on the evolution of the number density of domain
wall networks which form from phase transitions.
2.2 Domain wall necklace
If one was to create a loop of domain wall with some radius, R say, then it would
collapse because each sequentially smaller loop has smaller length and therefore lower
energy (see, e.g., [47, 48]). This picture can be altered by introducing impurities
into the path of a collapsing wall since we expect the walls to pin to impurities.
We will evenly distribute N impurities on a circle of radius R0. For simplicity
we will study the case in which each impurity has the same size properties (i.e., they
have the same radius r0 and skin thickness s); if there are N impurities then the
coordinates of the centre of the nth impurity is
(x0,n, y0,n) = R0
(
cos (2pin/N) , sin (2pin/N)
)
. (2.1)
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(a) t = 0 (b) t = 10 (c) t = 20 (d) t = 30
(e) t = 40 (f) t = 50 (g) t = 60 (h) t = 70
Figure 2: Evolution of the energy density for a scenario which illustrates the phenomenon
of “domain wall pinning”. The impurity has radius r0 = 3 and the domain wall is placed
along the y-axis at x0 = r0 + 2 (with zero velocity). It is clear that the domain wall is
attracted by the impurity, and then the domain wall pinches off to pin to the distribution:
these ends then travel towards the poles of the impurity. As explained in the main text,
gradient flow is used until t = 50, after which the second order time derivative equation
of motion is used; as such one shouldn’t take the actual value of the “times” shown too
seriously.
Given this collection of impurities we would like to know if there exists an ener-
getically preferred configuration whereby domain walls link the impurities: this will
form a domain wall necklace. The reason why such a configuration could be inter-
esting to find is that it has the potential to modify the scaling dynamics of domain
wall networks. It is the phenomenon of domain wall pinning which fixes the walls
onto the impurities.
The heuristic way to understand whether or not domain wall necklaces are possi-
ble is quite simple: compute the circumference of a large circle with pieces removed
(the lengths of the removed pieces is determined by the sizes of the impurities) and
compare that to the circumference of the largest internal circle which isn’t punctured
by the impurities. If the latter is larger than the former, then the energy minimiz-
ing configuration can be expected to be a sequence of domain walls which connect
the impurities in a necklace-like configuration. There is another consideration to be
taken into account: the impurities should not touch.
There are configurations with N ≥ 4 impurities which can satisfy both of these
conditions – the calculation we are perform is not sufficiently sophisticated to con-
cretely predict a complete list of allowed configuration. However, it does allow us
to explain why the N = 3 case is qualitatively different.
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Figure 3: Steps to constructing the energetic bound for the domain wall necklace. The
impurities are the small circles of radius r0 that live on the large circle of radius R0. The
coordinates of intersection are (xI , y
±
I ), and the angle subtended by the arc of the large
circle through them is ϑ.
2.2.1 Calculation of the bound in the N = 3 case
Our aim is to understand whether or not a configuration with N = 3 impurities can
form a domain wall necklace. As explained above, a necklace can only be expected
to exist if (a) it is of preffered energy, and (b) the impurities do not touch. Here
we compute both of these “bounds” on the configuration of the impurities, and
ultimately show that N = 3 is not capable of simultaneously satisfying both. We
will work with a general value of N .
We first estimate the properties of a configuration for whom a domain wall
necklace is an energetically preferred state. To do this we estimate the energy of
the domain wall necklace, and compare it to the energy of the domain wall which
lives inside the necklace. This requires the length of domain wall which makes up
the necklace: this is a simple but tedious geometrical exercise.
The construction we are about to describe is depicted in Figure 3. Consider two
circles: one centred on the origin with radius R0 and a second whose centre has
coordinates (R0, 0) and has radius r0. The equations of the circles are given by
x2 + y2 = R20, (2.2a)
(x−R0)2 + y2 = r20. (2.2b)
We are interested in obtaining the coordinates of intersection of these two circles.
That is, we want to find the set of coordinates {(xI , yI)} that are common to both
circles, and are found by solving (2.2). After subtracting (2.2b) from (2.2a), it
follows by simple rearrangement that
xI = R0 − r0
(
r0
2R0
)
. (2.3)
Putting the x-coordinate of intersection (2.3) into (2.2b) we obtain the y-coordinates
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of intersection,
y±I = ±r0
√
1−
(
r0
2R0
)2
. (2.4)
Now imagine drawing straight lines from the origin to the points of intersection;
(0, 0) → (xI , y+I ) and (0, 0) → (xI , y−I ). The angle subtended by these lines, ϑ, is
given by
ϑ = 2 tan−1
(
y+I /xI
)
. (2.5)
Hence, the length of the arc of the “large” circle (which was centred on the origin
and had radius R0) which lies within the smaller circle is larc = R0ϑ. If there are N
such circles (each with radius r0, and each being centred on the large circle) then
the total length of the arcs inside these small circles is
lREM = Nlarc. (2.6)
This is the amount of the total circumference of the circle which is to be removed;
the total circumference is (trivially) lTOT = 2piR0. And so, the length of the large
circle which is occupiable by a domain wall is
locc = lTOT − lREM = 2piR0
(
1− Nϑ
2pi
)
. (2.7)
The biggest circle inside R0 that isn’t punctured by the impurities begins at the
inside edge of the impurities and whose circumference is
lIN = 2pi(R0 − r0). (2.8)
When lIN is bigger than locc (which was lTOT with the length lREM removed by the
puncturing of the impurities), then the energy minimizing loop will be a set of links
joining the impurities – forming a “necklace”. It should be apparent that R0 >
1
2
r0
is required for lREM to return a real result.
We now use this to estimate the energy of the domain walls ignoring the effects
of curvature. The energy of a circular wall of radius r is E ∼ 2pirσ, where σ is the
wall’s energy per unit length. The estimate of the energies of walls whose radii rw
are much larger than R0, equal to R0, and much less than R0, respectively are
E(rw  R0) ∼ 2pirwσ, (2.9a)
E(rw = R0) ∼ 2piR0σ
(
1− Nϑ
2pi
)
, (2.9b)
E(rw  R0) ∼ 2pirwσ. (2.9c)
If a configuration exists for whom
E(rw = R0) < E(rw  R0) (2.10)
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(a) N = 4 (b) N = 7
Figure 4: Plots showing the anecdotal conditions for the allowed configurations of domain
wall necklaces. We remind that there are N impurities, each of size r0, evenly distributed
on a circle of radius R0. The blue shaded region shows where the preferred energy condition
(2.10) holds on the circle of radius rw = R0 − r0, and the red shaded region shows where
both the preferred energy (2.10) and no-touch conditions (2.12) hold. There is no overlap
between the regions in the equivalent plots for N = 3.
then it follows that the configuration at radius rw = R0 is energetically preferred
over the one at some radius rw < R0 (it can’t be expected to be preferred for all
rw  R0).
The additional required constraint is that the impurities should not touch. If
they were to touch, a domain wall could never collapse to the interior, negating
the interest of the configuration. To compute this constraint, one should imagine
a modification to Figure 3, whereby another impurity of radius r0 is placed at
coordinates
R0 (cos 2pi/N, sin 2pi/N) . (2.11)
By drawing a line through the centres of this new impurity, and the one already
present, one obtains the following condition that the two should not touch:
R0
2r0
(
1 + cos
2pi
N
)
> 1. (2.12)
One can verify that there are no configurations with N = 3 impurities which simul-
taneously satisfy the preferential-energy (2.10) and the no-touch (2.12) conditions.
Therefore, we should not expect N = 3 necklaces to exist, at least on the basis of
these simple calculations.
In Figure 4 we plot the regions in the (r0, R0)-plane for two values of N where
the preferential-energy-condition (2.10), on the maximal-internal circle with radius
rw = R0 − r0, and no-touch-condition (2.12) are satisfied. We should note that this
very simple calculation only provides anecdotal evidence for the existence of domain
wall necklaces. In the next section we give numerical evidence for their existence.
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(a) t = 0 (b) t = 20 (c) t = 40
(d) t = 120 (e) t = 130 (f) t = 140
Figure 5: Evolution of the energy density during an attempt to construct an N = 3
domain wall necklace. it is clear that the domain wall loop collapses after it reconnects in
the interior of the circle which the impurities sit on.
2.2.2 Numerical construction
We now present some domain wall necklace solutions, which we construct in the
following manner. We place a set of impurities in a desired configuration, and then
setup a domain wall encompassing the impurities. The gradient flow equations then
cause the domain wall loop to shrink until an energy minimizing configuration is
obtained. There are N equally spaced impurities, each with radius r0 = 3, that sit
on a circle of radius R0 = 10. The impurities have central density ρ0 = 5. In our
numerics we use time-step size ∆t = 0.01, space step-size ∆x = 0.25; we use fixed
boundary conditions, but there isn’t the issue of unphysical artifacts in this case.
In Figure 5 we plot an attempt at constructing an N = 3 domain wall necklace.
It is apparent that the attempt has failed since after the walls pin to the impurities,
the walls re-connect in the interior of the circle on which the impurities live, forming
a loop which collapses in the standard manner. This is in accord with the remarks
we made at the end of the previous subsection.
In Figure 6 we plot the energy density at various times during the gradient flow
algorithm, with N = 5 impurities. There it is clear that we have constructed a
metastable domain wall necklace. In Figure 7 we plot similar images but for N = 7.
It is interesting to note that the walls which link the impurities are (at least by eye)
straight.
We would like to make it perfectly clear that these configurations are at best
meta-stable: if the loop were to contract further (i.e., below some radius which is
well within the radius R0 − r0, which could conceivably occur in a realistic scenario
if some radiation effect pushed a portion the necklace inwards) then the energy
12
(a) t = 0 (b) t = 20 (c) t = 40
(d) t = 120 (e) t = 130 (f) t = 140
Figure 6: Finding an N = 5 necklace solution: this is a plot of the energy density. It is
clear that the initial domain wall loop collapses until it connects onto the impurities, after
which the wall straightens out and stays connected to the impurities.
(a) t = 0 (b) t = 20 (c) t = 140
Figure 7: Evolution of the energy density during the construction of an N = 7 domain
wall necklace. We have skipped out images of the intermediate time-steps for brevity.
minimizing configuration would just be “no loop”. In the next section we will take
a look at the chances of necklaces forming from random initial conditions.
3 Dynamical random networks
We now move on to study the dynamics of more “realistic” systems, in the sense
that domain walls evolve from random initial conditions. The systems will have a
set of N impurities, specified by the profiles discussed in section 1.2.
A few words on our numerical methodology. What we want to do is to evolve a
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network of domain walls (in the presence of impurities). To obtain such a network,
we set each lattice site in one of the two vacua randomly. This introduces huge and
unphysical discontinuities into the field configuration (spatial gradients are infinite
since the configuration is not smooth). To ameliorate this we modify the equation
of motion for times t < tD, where tD is a time which defines the cut-off for damped
dynamics; this is the same strategy successfully used in [7, 8, 12, 13]. This process
yields a smooth network of domain walls which evolve according to their relativistic
equation of motion after the “damping” has been switched off. To summarise, we
evolve the equation of motion
φ¨+ α(t)φ˙ = ∇2φ− dV
dφ
, (3.1)
where the damping coefficient is given by
α(t) =
{
α0 t < tD,
0 t ≥ tD. (3.2)
Our simulations use space step-size ∆x = 0.25, time step-size ∆t = 0.1, and the
physical length L of the box is given in terms of the number of grid-points in each
direction P by L = P∆x. From hereon we only quote physical length and physical
time. We use tD = 20, α0 = 5.
We will evolve the equation of motion for three distinct purposes. First, we
want to study the scaling dynamics, focussing on how the presence of impurities
affects the Ndw ∝ t−1 scaling “law”. Secondly, we want to understand what happens
“inside” an impurity. Our final purpose is to find out whether domain wall necklaces
can be formed from random initial conditions.
3.1 Scaling dynamics
To study the scaling dynamics of domain wall networks requires a computation
of the number of domain walls, Ndw, in the simulation every time-step. This is
done by checking whether the field changes sign between a given lattice site and
its upper and right-neighbours. Such simulations are only physically meaningful for
times tD ≤ t ≤ tlx, where tlx is the light-crossing time, as discussed in the previous
sections. We will use lattices with “large” numbers of grid-points, and a number
of realizations to minimize the effects of artifacts imposed from the random initial
conditions.
In Figure 8 we plot the evolution of the number of domain walls from random
initial conditions for systems containing N = 10 impurities, on boxes with length
L = 256 and L = 512. The impurities are evenly spaced on a circle of radius
R0 = 50, each having size r0 = 10 and skin thickness s = 0.1. Each thick line in the
plot is an average over 20 realizations (the thin lines provide the evolution for each
realization), and each colour corresponds to a different value of the internal density
ρ0 of the impurities.
The figure shows that as the internal density is increased the scaling of the wall
network shrinks away from the Ndw ∝ t−1 law. To quantify this we obtain an
estimate for the scaling exponent, γ, defined from the average via N dw ∝ t−γ, where
the average is taken over all realizations in the ensemble. In Figure 9 we plot the
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Figure 8: Evolution of the number of domain walls from random initial conditions in the
presence of impurities for two different box sizes. The physical lengths of the boxes, L,
are shown in the captions, and for clarity we have given the number of grid-points in each
direction. P . These systems have N = 10 impurities, each with r0 = 10, s = 0.1, equally
spaced on a circle of radius R0 = 50. For each physical length of the box there are four
sets of simulations, each with a different value of the internal density ρ0 as shown in the
legend. For a given value of ρ0 we have performed 20 realizations, as shown by the thin
lines: the solid lines are the averages over the realizations. The dot-dashed line is the
expected Ndw ∝ t−1 scaling law (the system with ρ0 = 0 agrees with this scaling law).
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Figure 9: Evolution of the scaling exponents for the same distribution of impurities de-
scribed in the caption of Figure 8, with 1σ-error bars and the results for a larger box
included for completeness. To avoid cluttering the plots, the horizontal position of every-
other line is shifted slightly to the right to aid viewing, as well as skipping out some error
bars. We have computed the average of the evolution of the number of domain walls from
20 realizations; the scaling exponent γ is computed from the average via N dw ∝ t−γ, in
bins of width δtbin = 10. The different colours corresponds to different values of the inter-
nal densities, as shown in the legend in the third panel (the colour schemes are consistent
across each of the three panels). It is clear that increasing ρ0 has quite a significant effect
on the scaling exponent, as well as inducing a rather substantial evolution when the box
size is increased. These plots also show that the critical exponent is reached by ρ0 = 15.
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evolution of the scaling exponents (they are computed in bins of width δtbin = 10,
beginning at log10 t = 1.8). Again, it is clear that increasing the internal density ρ0
has a substantial effect on the value of the scaling exponent. We should note that
this “constant” scaling exponent parameterization is not totally un-ambiguous. For
example, the lines in Figure 9(b) with large ρ0 are not particularly straight. That
said, constant-γ is a reasonable indicator of modified scaling dynamics.
It should be noted that forever increasing ρ0 will not forever decrease γ: our
results seem to suggest the existence of some critical exponent, γcrit say, whose value
depends on the box size. We find γcrit ∼ 0.3 for the L = 256 systems, γcrit ∼ 0.5
for the L = 512 systems, and γcrit ∼ 0.8 for the L = 1024 systems. The value
of the critical exponent is dependant upon the relative sizes of the distribution of
impurities and the box size, and is interpretable as the manifestation of a scale other
than the box-size being put into the system. One should expect that as the size of
the box is taken to infinity, the ∝ t−1 scaling law is restored: however, once there are
structures or impurities which take up an appreciable fraction of the total volume
available, the scaling law becomes substantially modified.
3.2 Scalar radiation inside impurities
In addition to understanding the evolution of the scalar field outside the impurities,
the next question we ask is: “what happens inside the impurity?”. Even though we
are anchoring the value of the impurity density, this does not mean we are anchoring
the value of the scalar field inside the impurity. What this means is that the scalar
field could evolve inside the impurity. It is furthermore conceivable that as domain
walls outside the impurity annihilate, energy could be injected into the impurity.
We can address these “conjectures” with numerical experiments.
We setup a single impurity of radius r0 = 10 at the origin, use the same random
initial conditons described in the previous section, and evaluate the evolution of
energy inside the impurity, Ein. We define “inside the impurity” to be the regions
of space where the impurity density is at least half of the internal density ρ0. In
Figure 10 we give images of the evolution of the energy density for a single impurity
at the centre of the simulation (the exact properties are given in the caption of the
figure). It is clear from these images that the domain walls have been evolving,
decaying, and are pinned to the impurity. Moreover, in Figure 11 we present a
zoom in of the energy density, centering on the region where the impurity resides.
It is clear that the energy density within the impurity is in turmoil. There appears
to be scalar radiation propagating an energy density comparable in magnitude to
that on the domain wall itself. In Figure 12 we plot the evolution of the energy
inside the impurity for a range of internal densities (all simulations are run with 20
realizations, on boxes of physical length L = 128). Increasing the internal density
has the effect of decreasing the scalar radiation inside the impurity – this is relatively
obvious since it will be harder for the scalar field to move in an extremely heavy
environment.
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(a) t = 12.8 (b) t = 25.6 (c) t = 51.2
Figure 10: Images of the energy density at various times (the times are logarithmically
spaced) for a system evolving from random initial conditions with a single impurity of
radius r0 = 10 at the origin, with internal density ρ0 = 5. This simulation has relatively
small physical length L = 128, but this is enough to illustrate our point.
(a) t = 12.8 (b) t = 25.6 (c) t = 51.2
Figure 11: Images of precisely the same simulation we presented in Figure 10, but deliber-
ately zoomed in to focus on the impurity. The important thing we want to draw attention
to is the changing energy density inside the impurity.
3.3 Necklace formation
We are also interested in finding domain wall necklaces that form from random
initial conditions. To find these we need to run the randomly initalized simulations
past the light crossing time tlx; we run to t = 4tlx, and use lattices with physical
length L = 64.
In Figure 13 we present the field configurations at t = 4tlx for two examples of
members of the ensemble of realizations. In the top line it is clear that a domain
wall necklace has not formed, but in the bottom line one can clearly observe the
walls linking the impurities forming a necklace. These had N = 6 impurities, each
of which have the same size properties as those in Section 2.2. When we take N = 3
we do not find any necklace configurations, in accord with the results in Section 2.2.
Rather than put the impurities onto a circle, which is what we have done in
the majority of the paper, it is also interesting to study what happens in “random”
scenarios, by which we mean that the impurities are placed in random locations on
the simulation grid. We use r0 = 3 to specify the size of the impurities, and run to
t = 6tlx. In Figure 14 we give images from two systems which we found formed a
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Figure 12: Evolution of the energy inside impurities of size r0 = 10 and with various
internal densities as shown in the legend; there is only one impurity at the origin. The
thin lines denote the evolution of each of the members of the 20 realizations, and the thick
lines are the averages.
necklace in a very asymmetric scenario.
4 Discussion
In this paper we have begun a systematic study of various aspects of relativistic do-
main walls in the presence of static symmetry-restoring impurities. The presence of
the impurities gives rise to a variety of interesting phenomena, which we summarise
below. Our main results are
• We have shown that domain walls pin to impurities.
• Domain wall necklaces can be energetically preferred configurations.
• The presence of impurities modifies the “usual” Ndw ∝ t−1 scaling law.
We have also provided evidence for necklace formation from random initial con-
ditions. To be precise, we have shown that systems evolve in such a way that domain
walls link the set of impurities: this is true when the impurities are spaced regularly
on a circle, and when they are randomly distributed.
There are a few limitations to the present work, the most noteworthy of which
is that we have not given the impurities any dynamics; this can be justified for
preliminary studies such as those outlined here. In the field theory context, this is
justified by supposing that the impurities are extremely massive fields, compared
to the mass of the domain walls. In a cosmological context, this is is satisfactory
as a first approximation: there the impurities are supposed to be structure in the
Universe (galaxies, clusters, voids, etc) and they have slow dynamics on a relativistic
time-scale. Another limitation which we imposed for computational brevity, is that
we only worked in 2 spatial dimensions. Increasing the numerics to 3D is simple,
but computationally very expensive. We expect many of the ideas to carry over;
rather than talk of “domain wall necklaces”, we expect to find “domain wall nets”.
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(a) No necklace has formed
(b) Necklace has formed
Figure 13: Figures from two members of the realizations at t = 4tlx, from the evolution of
domain walls with random initial conditions. On the left panels we give the scalar field,
and on the right the energy density. Each of the N = 6 impurities have radius r0 = 3,
and sit on a circle of radius R0 = 10. We have deliberately zoomed in to focus on the
region containing the impurities which are marked on with blue circles. On the top row
we present a system which has not formed a domain wall necklace, and on the bottom row
we an example of a system which has formed a domain wall necklace from random initial
conditions.
Suppose that one “lived” on the surface of an impurity. The pinned domain wall
would appear to such an observer as a point of energy. If the impurity were a 3D
sphere rather than a 2D circle, then the pinned wall would appear as a (closed) line
of energy on the impurities surface.
We hope that this paper will encourage further studies of domain walls in the
presence of impurities. We have studied only the simplest possible domain wall form-
ing theory, and there are many more on the market – notably those with junctions
and conserved charges mentioned in the Introduction.
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Figure 14: Examples of necklaces formed from random initial conditions, for randomly
located impurities. We have marked the locations of the impurities with blue circles onto
these plots of the energy density. We have also applied a minimum “threshold” for the
colour scheme: everywhere the energy density is lower than 0.2, the colour is set to “black”.
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A Numerical implementation
For completeness we shall describe in detail how to numerically solve the field equa-
tions.
Space and time are both discretized onto a lattice, with grid-spacings between
the sites ∆x and ∆t respectively. We use φTi,j to denote the value of a scalar φ at
time-step number T , and at the spatial location whose coordinates on the lattice
are (i, j). Derivatives are discretized to second order in time and space using finite
differences (as opposed to other schemes, like Fast Fourier Transforms); higher order
finite difference schemes are available, but we stick with second order since it is
adequate for our purposes (it is also the computationally cheapest scheme).
The finite difference scheme is implemented via the following discretization of
first derivatives evaluated at the lattice site whose coordinates are (i, j) and at
time-step T :
∂φTi,j
∂t
=
φT+1i,j − φT−1i,j
2∆t
, (A.1a)
∂φTi,j
∂x
=
φTi+1,j − φTi−1,j
2∆x
. (A.1b)
Second derivatives are discretized as
∂2φTi,j
∂t2
=
φT+1i,j − 2φTi,j + φT−1i,j
(∆t)2
, (A.2a)
∂2φTi,j
∂x2
=
φTi+1,j − 2φTi,j + φTi−1,j
(∆x)2
. (A.2b)
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Similar expressions are obtained for the derivatives in the y-direction, so that in
particular the Laplacian in 2D is discretized as
∇2φTi,j =
φTi+1,j + φ
T
i−1,j + φ
T
i,j+1 + φ
T
i,j−1 − 4φTi,j
(∆x)2
. (A.3)
Care needs to be taken at the boundaries. For a box where the lattice coordinates
take on discrete values 0 ≤ i < imax, periodic boundary conditions are implemented
via the identifications
φT−1,j = φ
T
imax−1,j, φ
T
imax,j = φ
T
0,j, (A.4)
with equivalent identifications in the j-direction.
To obtain an algorithm to update the value of the scalar field as time increments,
it is useful to write the equation of motion (3.1) as
φ¨Ti,j + αφ˙
T
i,j = ETi,j, (A.5)
in which
ETi,j ≡ ∇2φTi,j − V,φTi,j (A.6)
can be evaluated at a given lattice site. Using (A.1a) and (A.2a) for the first and
second time derivatives respectively, the equation of motion (A.5) rearranges to give
φT+1i,j =
1
1 + 1
2
α∆t
[
(∆t)2 ETi,j −
(
1− 1
2
α∆t
)
φT−1i,j + 2φ
T
i,j
]
. (A.7)
This provides a scheme for using the current and previous values of the scalar to
obtain the next value. This is known as a leapfrog scheme. On a practical note, this
means that only two time-steps worth of data needs to be stored in memory: the
“new” value φT+1i,j overwrites the “previous” value φ
T−1
i,j .
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