Abstract-We present CNFS, an algorithm for efficient and robust query processing for mobile wireless sensor networks. CNFS is a walk-based algorithm that is biased to visit nodes close to the source first. This bias is accomplished by collecting topology information about the network as the search progresses. This information is also used to tolerate changes in the network topology caused by node mobility that could otherwise cause the query to fail. As a result, CNFS requires fewer messages to process a query than flooding-based algorithms, while tolerating node mobility better than random walk-based algorithms. Our experiments show that in medium-density networks (average node degree 8.3) CNFS requires about 37% fewer messages than the other algorithms studied, while experiencing significantly fewer query failures than random walk-based algorithms in both sparse and dense networks. CNFS's success rate is comparable to flooding-based algorithms in dense networks and slightly worse in sparse networks.
I. INTRODUCTION
We present an efficient and robust algorithm, called CNFS (Closest Neighbor First Search) for query processing in mobile wireless sensor networks. To process a query a base station initiates a query message that is propagated among the sensors until the query is satisfied. The response is returned to the base station along a path discovered during the query propagation. Two of the most important metrics when evaluating query processing schemes are efficiency and robustness. Efficiency is represented as the number of messages required to satisfy the query; this is important because sensor nodes normally have very limited power and message transmissions dominate a node's power consumption. Excessive messages can also increase network congestion. Robustness is also important because queries may fail due to mobility and unreliable communication. An acceptable query processing scheme should maximize the success rate despite network dynamics. Compared to algorithms based on flooding or random walk, our algorithm requires fewer message transmissions and is robust against changing network topologies.
Conventional query processing algorithms use blind search to satisfy the query -that is, no global information about the network is gathered prior to initiating the search. Such information might include a hierarchy of nodes or an index of the data they contain. This information would obviously be useful, but is impractical to maintain in the face of mobile nodes that cause the network topology to change rapidly. The potentially high data generation rate from sensors in a sensor network also makes the maintainance of the indexing mechanism costly. For these reasons query processing algorithms typically employ either flooding or random walk. Flooding floods the network with the query to find the answer. It returns the answer very quickly, and is therefore highly-tolerant of changing network dynamics, but it requires an excessive number of messages and can congest the network. In contrast, random walk uses a single message that randomly visits the network nodes. This reduces the message overhead and avoids congestion, but can be very slow and may not complete at all if the network topology changes such that the source or destination cannot be visited. For this reason it has a much lower success rate than flooding.
CNFS is based on a directed blind search, so that no pre-existing structure is imposed on the nodes or the data they contain. The search is directed by topology information collected as it progresses, allowing CNFS to be both efficient and robust. CNFS collects and maintains a partial map of the network during query processing, from which it finds an optimal order of visiting nodes. Our algorithm uses a biased search scheme, i.e., whenever there are several unvisited nodes to choose from as next step, it chooses the one closest to the source node. The partial map is also used to compute the shortest return to the source, as well as determine alternative routes when links break, helping to improve both efficiency and robustness. For example, our experimental results show that for query processing in a 100-node network with average node degree of 8.3, CNFS requires about 37% fewer messages compared with the other methods. In addition, its success rate is significantly higher than random walk-based algorithms for all network densities, and comparable to flooding in dense networks.
The rest of the paper is organized as follows: Section II contains related work; Section III provides a formal description of the problem; Section IV provides the details of the CNFS algorithm; Section V contains experimental results; and Section VI concludes.
II. RELATED WORK
In flooding each node rebroadcasts the query to its neighbors. A well-known example is Directed Diffusion [8] . Expanding Ring Search (ERS) [12, 16] is a modified form of flooding that uses a series of floods with expanding scope; this avoids flooding the entire network on each query. Although flooding returns the query results quickly, it has high cost because of the rebroadcasts. This not only results in excessive messages, it can also cause a "message storm" that temporily congests the network.
As a result of this high overhead several algorithms based on random or biased walk have been developed, including ACQUIRE [14] , Rumor Routing [3] , and biased Random Walk [2] . Depth First Search (DFS) is also a simple algorithm used in peer-to-peer systems [4] and wireless ad hoc routing [15] . Unlike a normal random walk, DFS backtracks to find an unvisited node whenever it comes into a dead end. As long as the desired data exist and the network is not partitioned, DFS will locate the data in fewer steps than twice the network size.
In our previous work we developed a biased walk algorithm called Spiral [7] . Spiral finds a nearly optimal route at low cost. The idea is to use a bounded biased walk that visits the nodes close to the source before more distant nodes. Sophisticated level counting and window control mechanisms are used to bias the search. However, the algorithm is sensitive to topology changes, and is thus unsuitable for mobile sensor networks.
Flooding, random walk, and biased walk are all blind search techniques. Recently, techniques such Comb-Needle Search [11] , Stalk [6] , LLS [1] , and GHT [13] propose to improve query processing efficiency by generating large amounts of redundant data or forming a hierarchy or index. Although these approaches do reduce messages during query processing, they do so at the expense of constantly pushing data into the network or maintaining a hierarchy or index. When the data rate or node mobility is high and the query rate is low, the gain from reducing the cost of the pull may be outweighed by the cost of the push. For this reason we compare CNFS against traditional blind search algorithms that do not replicate data or make use of a hierarchy or index.
III. PROBLEM DESCRIPTION
The processing a query in a mobile wireless sensor network requires finding a desired data object located on an unknown sensor in the network. Consider a sensor network with N sensor nodes. One of these nodes, node S, initiates a query for a data object D that resides on an unknown node in the network. The query processing algorithm must find D and return it to S within a given time interval T . To simplify our analysis we assume that the query request and response each fit into a single message. The goals are to minimize the number of messages required to satisfy the query, while maximizing the number of queries that succeed before the time-out T .
We consider mobile sensor networks with the following characteristics:
• There is no pre-existing hierarchy or indexing mechanism in the network, thus query processing requires blind search.
• There is a low-level mechanism, such as beacon messages, that enables each node to know its neighbors. This assumption is made for all walk-based algorithms.
• The network contains at most hundreds of nodes. CNFS collects topology information while processing a query; this information will not fit in a single message for networks with thousands of nodes.
• The nodes are mobile and move in unpredictable ways. Node speed is high enough that the network topology may change during query processing, which may cause the query to fail.
IV. ALGORITHM DESIGN

A. Overview
The key idea behind CNFS is to collect network topology information while searching the network. The topology information is used in several ways. First, it is used to bias the search to visit nodes closest to the source first (when choosing a neighbor to visit next, the neighbor estimated to be closest to the source is chosen). For dense networks, this bias may lead to a spiral-like trajectory. If there are multiple nodes that satisfy the query this is likely to find the one closest to the source, and discover a short route to it.
Second, the topology information avoids unnecessary revisits of nodes. When a CNFS search reaches a dead end (all neighbors have already been visited), it uses the topology information to compute the shortest path to an unvisited node, where the search resumes. In contrast, DFS must backtrack to find an unvisited node and random walk simply continues visiting nodes randomly.
Third, the topology information allows the search to tolerate changing network topologies. DFS is sensitive to broken links, and may fail altogether if it encounters a broken link while backtracking. Random walk algorithms, such as AC-QUIRE [14] , use the search path to return the result; if a link breaks, as a result, the query may fail. CNFS uses the topology information to compute an alternate route when a link breaks.
B. Maintaining a Routing Tree
A potential issue with CNFS is the size of the topology information it collects. In the worst case, the topology information can be as large as O(N 2 ), where N is the network size. This causes two problems, one of which is that the information may not fit in a single query message. The other is that computing the shortest path takes time O(M + N logN ) [5] , where M=O(N 2 ) is the number of edges in the graph. This may be excessive for large graphs.
As a result, CNFS does not collect the topology of the entire network, but instead constructs a tree rooted at the query source. The visited sensor nodes are the internal nodes of the tree, while the unvisited sensor nodes are the leaves. Whenever a node v is visited it becomes an internal node whose leaves are its neighbors that are not already in the tree. Neighbors that are already in the tree are moved so that v is their parent if that makes them closer to the root. The routing tree is actually an approximation of the shortest path tree rooted at the source node; from this routing tree it is easy to compute every node's distance to the query source. The routing tree itself, plus the local 1-hop topology, can serve as a map for computing shortest paths from the current node to any other unvisited node in the network. Because the number of edges in the tree is M = O(N ), the computation only takes O(N logN ) time.
Although maintaining a routing tree does have several advantages, network dynamics may cause links in the tree to break. CNFS uses a simple repair mechanism to handle broken links. When the current node detects a broken link in the routing tree it removes the broken link so that the tree is partitioned. The node then checks the local 1-hop topology, if there exists at least one valid link connecting the two partitions, it adds the link to the tree and the tree is repaired; otherwise it leaves the broken tree as is but continues the search in the reachable partition. Our experiments show that this simple mechanism greatly enhances the robustness of the algorithm against network dynamics.
C. CNFS Details
The CNFS algorithm is described by the pseudo-code shown as Procedures 1, 2, and 3. The query Q starts at node s; x is the current node being visited; T is the routing tree encoded in the query message; p x is the parent of node x in T ; U is the set of unvisited leaf nodes in T ; N x is the neighbor set of x; G x is the 1-hop topology of x; and state indicates the state of the algorithm. The algorithm has two states, SEARCHING and REPORTING, indicating whether the query is still searching for the destination or the answer is being returned to the query source, respectively.
Procedure 1 CNFS(s, Q)
T ← empty tree add node s to T, p s ← null, U ← {s} state ← SEARCHIN G call CNFSWalk(s, s, Q, state) wait until response returns or time out if response returns then return query result else return f ail end if
V. EVALUATION
A. Experimental Setup
We measured the performance of CNFS and competing algorithms on a simulator we developed that allowed us to compare the overall search characteristics of the algorithms. The simulator only simulates the core network characteristics, such as the nodes' connectivity, message transmissions, etc., as these are integral to understanding the algorithms' behavior. Other details, such as the MAC level protocol, signal propagation, collisions, etc, are ignored as they have lesser effects.
The simulations make use of sensor network topologies generated at random. The queries are also randomly generated: the query source is a randomly selected node, while the answer 
Update the parents of the nodes in T else T ← T 1 end if resides on another randomly selected node. All algorithms are run in the same graphs using the same queries. The performance results of each algorithm on each search configuration are recorded and averaged.
The graphs for the simulation are generated based on the random unit graph model [9] . The network nodes are randomly distributed in a square area. Assuming the square edge length is D so that all nodes have (x, y) coordinates ranging in [0, D]. For a given node, its coordinates are random numbers in [0, D]. Assuming in the sensor network, the wireless transmission range is R, every pair of nodes within distance R are connected by an edge. In the experiments, we used the average node degree as a measure of graph density. We varied the size of the area to experiment with different densities. Because the nodes are randomly distributed throughout the area, multiple randomly generated networks have roughly the same average node degree. We use the average value in our results.
In addition to CNFS we simulated Flood, DFS, Random Walk (RW), and ERS. The Flood algorithm we used is a pure flood without constraints on the scope (i.e. flooding the whole network); the DFS algorithm is a regular DFS search (i.e. with random choice of the next unvisited node, tracing back along the coming path for unvisited nodes whenever entering a dead end); and the RW algorithm is the biased Random Walk proposed by Avin et al. [2] . The ERS algorithm proposed by Perkins et al. [12] linearly increased the search radius of the ring; however, in our experiments we found this to be extremely inefficient. Instead, we used a scheme proposed by Cheng et al. [16] , in which the search radius of the ring is exponentially increased on each search failure. In both the DFS and RW algorithms, the query answer is returned back via the search path. In Flood and ERS, the query answer is returned along the gradient path formed in the flooding.
The metrics to evaluate the performance of the algorithms include the efficiency, measured as the average message overhead, and the robustness, measured as the success rate.
B. Results
1) Efficiency:
This experiment compares the message overhead of the various algorithms as a function of network density. The success rate is controlled by using static networks, so that all algorithms except for RW have a 100% success rate. Controlling the success rate is important -if failures are simply ignored, for example, an algorithm might achieve high efficiency but at the cost of only a few queries succeeding. Using static networks puts all algorithms on a level playing field in terms of the success rate, allowing for meaningful comparisons of message overhead.
The networks consist of 100 nodes randomly distributed across a given area. For each area we generated 20 different random networks, and for each network we generated 1000 different random queries. We computed the average of the 1000 cases for each network, and the average of each network to obtain the result for each density.
We assume one message forwarding step takes 0.01 seconds (including message processing and transmission time). The query source sets the query time-out as 5 seconds. If the result is not returned before the time-out the query is considered to have failed. We measured the average number of message transmissions per query for different network densities. The results are shown in Figure 1 .
The figure shows that CNFS requires fewer messages than the other four algorithms: when the average node degree is 8.3 (the median density in our experiment), CNFS has 38% fewer messages than Flood, 43% fewer than ERS, 37% fewer than DFS, and 39% fewer than RW. Network density has a large effect on CNFS and Random Walk -the message overhead of CNFS and RW decreases as the density increases, although RW does so more rapidly.
All algorithms except for RW experience no query timeouts. RW has a low success rate when network density is low. This is caused by it visiting nodes at random, which in a sparse network may cause it to get "stuck" in a relatively dense part of the network and revisit the same nodes repeatedly. Our results show that when the average node degree is 4.37, RW has a success rate as low as 0.828. However, the success rate increases as the network density increases, to 0.959 when average node degree is 6.53 and greater than 0.992 when the average node degree is greater than 9.5.
2) Robustness: For this experiment the nodes move according to the Random-Waypoint mobility model [10] , in which nodes constantly move at a given speed between randomlychosen locations (We maximum the mobility by setting the pause time to 0). The moving nodes decrease the query success rate; broken links can either cause the search to fail or the result to not reach the source. The networks tested contained 100 nodes each with a wireless transmission range of 250 meters (assuming an 802.11 outdoor radio range). Two size areas were used: 1200x1200 meters and 2000x2000 meters, representing a dense network (average node degree of about 16) and a sparse network (average node degree of about 6), respectively. The node speed was varied and the resulting success rate measured. For each area, we generated 20 different networks, and for each network we generated 1000 different random queries. Using these random queries, we measured the success rates for various node speeds. For a given speed, the average of each network is reported as the success rate for that speed.
The results are shown in Figures 2 and 3 . The results show that for dense networks the CNFS success rate is almost the same as Flood (the two curves almost overlap), only slightly worse than ERS, but much higher than DFS and RW. When the node speed is 10 m/s (the median speed in our experiments), CNFS has a 0.991 success rate, which is only 0.1% lower than Flood, 0.8% lower than ERS, but 17.8% higher than RW and 37.7% higher than DFS. For sparse networks the CNFS success rate is lower than Flood and ERS, but still significantly better than DFS and RW. When the node speed is 10 m/s, CNFS has success rate of 0.827, which is only 9.4% less than ERS and 6.2% less than Flood, but 25.0% higher than RW and 79.2% higher than DFS.
Overall, CNFS is much more robust than DFS and Random Walk for both dense and sparse networks, and comparable to Flood and ERS for dense networks.
VI. CONCLUSIONS
CNFS is robust and efficient algorithm for query processing in mobile wireless sensor networks. CNFS requires fewer messages than other blind-search algorithms such as Flood, ERS, Random Walk and DFS, resulting in increased efficiency and reduced power consumption. CNFS is also more tolerant of node mobility than random walk-based algorithms, experiencing significantly fewer failures in both sparse and dense networks. CNFS's success rate is comparable to flooding in dense networks, and slightly worse in sparse networks with highly-mobile nodes. For those networks the topology is changing so rapidly that CNFS's topology information isn't as effective as flooding at preventing failures. The combination of fewer messages and failures makes CNFS an efficient and robust alternative to existing query processing algorithms in mobile wireless sensor networks.
