In this paper, we construct K-solitons of the focusing energy-critical nonlinear wave equation in five-dimensional space, i.e. solutions u of the equation such that
1. Introduction 1.1. Statement of the main result. In this paper, we are interested in the construction of multi-soliton solutions for the focusing energy-critical wave equation in five-dimensional space:
∂ 2 t u − ∆u − |u| 4 3 u = 0, (t, x) ∈ [0, ∞) × R 5 , u |t=0 = u 0 ∈Ḣ 1 , ∂ t u |t=0 = u 1 ∈ L 2 .
(1.1)
Recall that the Cauchy problem for equation (1.1) is locally well-posed in the energy spacė H 1 × L 2 , using suitable Strichartz estimates. See e.g. [6] and references therein. In particular, for any initial data (u 0 , u 1 ) ∈Ḣ 1 × L 2 , there exists a maximal interval of existence (T − , T + ), −∞ ≤ T − < 0 < T + ≤ +∞, and a unique solution (u, ∂ t u) ∈ C (T − , T + ) ;Ḣ 1 × L 2 R 5 ∩ L 7 3 loc (T − , T + ); L 14 3 (R 5 ) . ForḢ 1 × L 2 solution, the energy E(u(t), ∂ t u(t)) and momentum M (u(t), ∂ t u(t)) are conserved, where u( x λ ).
A change of variables shows that E((u 0 ) λ , (u 1 ) λ ) = E(u 0 , u 1 ).
Equation (1.1) is called energy − critical since it is invariant under the same scaling: if (u, ∂ t u) is a solution of (1.1) and λ > 0, then
is also a solution with initial data (u 0 ) λ , (u 1 ) λ at time t = 0. Recall also that the function W defined by
is a stationary solution of (1.1), called here ground state, or soliton. By scaling, translation invariances and change of sign, we obtain a family of stationary solutions of (1.1) defined by W λ,x 0 ,± (x) = ±λ − 3 2 W λ −1 (x − x 0 ) , where λ > 0 and x 0 ∈ R 5 . Using the Lorentz transformation, we obtain traveling waves. For ℓ ∈ R 5 , with |ℓ| < 1, let
then u(t, x) = ±W ℓ (x − ℓt) is solution of (1.1).
In this paper, we prove the existence of solutions of (1.1) which display non trivial asymptotic behavior in the nonradial case. Indeed, multi-solitons are canonical objects behaving as t → ∞ exactly as the sum of K traveling solitons in the energy space.
Assume that ℓ k = ℓ ′ k for k = k ′ and Then, there exist T 0 > 0 and a solution u of (1.1) on [T 0 , +∞) in the energy space such that
For the energy-critical wave equation in dimension 5, Martel and Merle [9] studied the existence of 2-solitons and of K-solitons for K ≥ 3 but only for collinear speeds. Earlier, the existence of multi-solitons of the nonlinear Schrödinger (NLS) equation and the generalized Korteweg-de Vries (gKdV) equation was studied in the L 2 -critical and subcritical case by Merle [11] , Martel [7] , and Martel and Merle [8] . These methods are partly based on standard stability properties of solitary wave (see reference in these articles). Next, the strategy of these works was extended to the case of exponentially unstable solitons: see Côte, Martel and Merle [3] for the construction of multi-solitons and Combet [2] for the classification of all multi-solitons of the supercritical generalized Korteweg-de Vries (gKdV) equation. In these papers, the exponential instability is controlled through a simple topological argument.
For the Klein-Gordon equation, the strategy was adapted by Cote and Munoz [4] (for real and unstable solitons) and Bellazzini, Ghimenti and Le Coz [1] (for complex, stable solitons).
For the water-waves system, see the recent work of Ming, Rousset and Tzvetkov [12] . For the energy-critical wave equation in dimension 6, Jendrej [5] studied the existence of radial two-bubble solutions.
1.2.
Outline of the proof. The proof of Theorem 1 follows the strategy including uniform estimates and compactness, used in [9] , and the construction of a refined approximate solution to the K-solitons problem in [10] . See references in [9, 10] for earlier works. The smallness condition (1.4) is probably technical and we conjecture that the result holds for any choice of speeds. However, we believe that (1.4) is the best that can be achieved using the refined approximate solution from [10] . Moreover, constructing a more refined approximate solution seems a difficult task.
First, we introduce a refined approximate solution of the K-soliton problem for large t > 0 with the form W = K k=1 W k + c k v k , where for any k ∈ {1, . . . , K}, W k is a soliton with two time-dependent parameters regarding scaling and translation respectively, and v k is a correction term [10] improving the simpler approximate solution used in [9] . These correction terms of size t −2 in the energy space are solutions of non-homogeneous wave equations whose source terms are the main order of the nonlinear interactions of size t −3 between the Ksolitons. In this way, W is an approximate solution of the K-solitons problem at order t −4 . This is decisive for the construction under the smallness condition (1.4) .
Let S n → +∞ as n → +∞ and, for each n, let u n be the backwards solution of (1.1) with initial data at time S n
(See (5.3 ) for a precise definition of u n (S n )). The goal is to prove that there exists a time T 0 independent of n, such that the following uniform estimates (1.8) hold on [T 0 , S n ],
The existence of a multi-soliton then follows easily from standard compactness arguments (note that u n (T 0 ) converges strongly in the energy spaceḢ 1 × L 2 , see §5). Thus, we now focus on the proof of (1.8).
We introduce
By a standard procedure, we choose modulation parameters λ k (t) and y k (t) close to λ ∞ k and y ∞ k , and obtain suitable orthogonality conditions on ε. The equation of ε is thus coupled by equations of λ k (t) and y k (t). See Lemma 4.1.
To prove (1.8), we introduce the following energy functional
where the bounded function χ is equal to ℓ k in a neighborhood of the soliton W k and close to x t in "transition regions" between K solitons (see §5.3 for a precise definition). The specific choice of function χ is the main novelty of this paper compared to [9, 10] . The functional H(t) has the following two important properties (see Lemma 5.4 for more precise statements):
(1) H is coercive, in the sense that (up to unstable directions, to be controlled separately) it controls the size of ε in the energy space
(2) The variation of H(t) is controlled on [T 0 , S n ] in the following sense, for any δ > 0,
(1.9) Therefore, integrating (1.9) on [t, S n ], from (1.7), we find the uniform bound, for any t ∈
Using time integration of the equation of the parameters, we can obtain (1.11) from the above estimate
Then (1.8) follows from (1.10), (1.11).
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Notation and preliminaries
2.1. Notation. We denote
For ℓ ∈ R 5 with |ℓ| < 1, denote
Note that if we define
and similarly forg,g ℓ , then
For α > 0 small to be fixed later, set
We recall standard Sobolev and Hölder inequalities 
Energy linearization around W . Let
For g small in the energy space, we recall the expansion of the energy
We recall some technical properties of the operator L. (ii) Localized coercivity. For α > 0 small enough, there exists µ > 0 such that, for all g ∈Ḣ 1 , the following holds.
is a solution of (1.1). Note that
The following operators are related to the linearization of the energy around W ℓ . Let
Indeed, proceeding as in (2.5), using (2.6) and (2.7), we obtain
We recall following several technical facts.
(ii) Properties of H ℓ and H ℓ J.
(iii) Coercivity. For α > 0 small enough, there exists µ > 0 such that, for all g ∈Ḣ 1 × L 2 ,
2.4. Approximate solution to a non-homogeneous linearized equation. Let |ℓ| < 1 and F , G be defined by
. We recall following technical lemma in [10] .
There exists a smooth function v ℓ such that, for all 0 < δ < 1 and all t ≥ 1,
9)
and
Proof. See proof of Lemma 3.1 in [10] . Although this lemma is proved only for ℓ = ℓe 1 , by rotation, we see that it holds for any ℓ ∈ R 5 with |ℓ| < 1.
Refined approximate solution of K-solitons problem
In this section, we construct a refined approximate solution to the K-soliton problem. Let K ≥ 2 and for any k ∈ {1, . . . , K}, let
where |ℓ k | < 1. Let C 0 ≫ 1 and T 0 ≫ 1 to be fixed and I ⊂ [T 0 , +∞) be an interval of R. We assume that these functions satisfy, for all t ∈ I,
In particular, set
3.1. Main interaction terms. Expanding the nonlinearity |u| 4 3 u at u = K k=1 W k , we prove that the main order of the nonlinear interactions is equivalent to the form
where, for all t ∈ I,
Proof. The proof is similar to that of Lemma 3.1 in [10] . Let σ = 1 10 min
We prove the L 2 estimate of R Σ , the proof of theḢ 1 estimate is similar.
First, we claim, ∀k ∈ {1, . . . , K} and k = k ′
Integrating (3.6) on B k (t), we obtain (3.5).
Second, we claim, ∀ k ∈ {1, . . . , K},
From Taylor expansion, we have,
Using (3.5) and (3.8), we obtain (3.7). Third, we claim, k ′ = k,
Then, note that, from the explict expression (1.2) of W , we have,
Thus, using the assumption on the parameters (3.1) and the definition (3.2) of W k ′ and (3.10), we obtain
Gathering above estimates, we obtain (3.3).
3.2.
The approximate solution W. We recall a result on approximate solution W in 5D from [10] . To remove the main interaction terms K k=1 c k t −3 |W k | 4 3 computed in Lemma 3.1, we define suitably rescaled versions of the function v ℓ k given by
Moreover, for all 0 < δ < 1,
Proof. See proof of Lemma 4.3 in [10] . Although the original argument in this lemma only holds for ℓ k = ℓ k e 1 and K = 2, after using Lemma 2.3 and Lemma 3.1, we deserve that the argument still holds for any K ≥ 2 and any ℓ k ∈ R 5 with |ℓ k | < 1.
Decomposition around refined approximate solution
We prove in this section a general decomposition around refined approximate solution. Let K ≥ 2 and for any k ∈ {1, . . . ,
We also set
then there exist C 1 functions λ k > 0, y k on I such that, ε(t) being defined by
2)
the following hold on I, for k ∈ {1, . . . , K}.
(i) First properties of the decomposition. For j = 1, . . . , 5, 
Proof.
Step 1. Decomposition. The existence of parameters λ k and y k such that (4.3) and (4.4) hold is proved similarly as (i) of Lemma 3.1 in [9] .
Step 2. Equation of ε. We formally derive the equation of ε(t), λ k (t) and y k (t) from (1.1) and (3.14) .
With this notation, the system (4.5) rewrites
We claim the following estimates on R 1 and R 2
The estimate on R 2 follows from (2.4). To prove the estimate on R 1 , we first recall the inequality, for p > 1, for any reals (r k ),
and thus
By (2.4), we obtain
t −1 is a consequence of the following technical result.
Claim 4.2 (Claim 2 in [9] ). Let 0 < r 2 ≤ r 1 be such that
Step 3. Parameter estimates. Now, we derive the equations of λ k and y k from the orthogonality conditions (4.3). First,
Thus, using the first line of (4.5), and the expression of Mod W in Lemma 3.2,
By the decay properties of W , we obtain 
And then, using the expression of Mod V and (2.8), we obtain
In conclusion of the previous estimates, the orthogonality condition (ε, Λ 1 W 1 )Ḣ1 ℓ 1 = 0, gives the following
Using the other orthogonality conditions, we obtain similarly,
Therefore, for δ 0 small enough and T 0 large enough, we find (4.6).
Step 4. Equations of the unstable directions. We prove the case of z + 1 . The other case is similar. Recall that Z ± ℓ k ∈ S by their definition in §2.3. By (4.8), we have
First, by direct computations, using (ii) of Lemma 2.2,
By the decay properties of Z + ℓ 1 and Claim 4.2,
Next, by (4.6),
Concerning the term with Mod 1 . From (ii) of Lemma 2.2, we obtain
and thus, by (4.6),
Concerning the term with Mod 2 . From (2.8), (4.6) and the definition of Mod 2 , we obtain
Finally, we claim
Indeed, from (3.15), we have |( R, θ 1 Z + ℓ 1 )| t −4+δ . Second, by (4.9) and the decay of Y , we have
Gathering these estimates, we obtain (4.7). The proof of Lemma 4.1 is complete.
Proof of Theorem 1.1
To construct the K-soliton solution at +∞, we follow the strategy of [9] using the refined approximate solution W defined in the previous section. We argue by compactness and obtain the solution u(t) as the limit of a sequence of approximate multi-solitons u n (t).
Proposition 5.1. There exist T 0 > 0 and a solution u(t) of (1.1) on [T 0 , +∞) satisfying, for all 0 < δ < 1, for all t ∈ [T 0 , +∞),
where λ k (t), y k (t) are such that, for all t ∈ [T 0 , +∞),
This section is devoted to the proof of Proposition 5.1. Note that Proposition 5.1 implies Theorem 1.1.
Let S n → +∞. Let ζ ± k,n ∈ R small to be determined later. These free parameters correspond to two exponentially stable/unstable directions for each soliton -see statements of Proposition 5.2, Claim 5.3 and Lemma 5.6. For any large n, we consider the solution u n of
Note that since (u n (S n ), ∂ t u n (S n )) ∈Ḣ 1 × L 2 , the solution u n is well-defined inḢ 1 × L 2 at least on a small interval of time around S n . Now, we state uniform estimates on u n backwards in time up to some uniform T 0 ≫ 1.
Proposition 5.2. There exist n 0 > 0 and T 0 > 0 such that, for any n ≥ n 0 , there exist
and such that the solution u n = (u n , ∂ t u n ) T of (5.3) is well-defined inḢ 1 × L 2 on the time interval [T 0 , S n ] and satisfies, for all t ∈ [T 0 , S n ],
and for all ν > 0, there exists M > 0 such that, for all n ≥ n 0 ,
Moreover, u n ∈ C([T 0 , S n ],Ḣ 2 ×Ḣ 1 ) and satisfies, for all t ∈ [T 0 , S n ], u n (t) Ḣ2 ×Ḣ 1 1.
5.1.
Proof of Proposition 5.1, assuming Proposition 5.2. In view of the estimates obtained in Proposition 5.2 on ( u n (T 0 )) and (5.5), up to the extraction of a subsequence, ( u n (T 0 )) converges strongly inḢ 1 × L 2 to some (u 0 , u 1 ) T as n → +∞. Consider the solution u(t) of (1.1) associated to the initial data (u 0 , u 1 ) T at t = T 0 . Then, by the uniform bounds (5.4) and the continuous dependence of the solution of (1.1) with respect to its initial data in the energy spaceḢ 1 × L 2 (see e.g. [6] and references therein), the solution u is well-defined in the energy space on [T 0 , ∞). Recall that we denote by λ k,n and y k,n the parameters of the decomposition of u n on [T 0 , S n ]. By the uniform estimates in (5.6), using Ascoli's theorem and a diagonal argument, it follows that there exist continuous functions λ k and y k such that up to the extraction of a subsequence, λ k,n → λ k , y k,n → y k uniformly on compact sets of [T 0 , +∞). Moreover on
Passing to the limit in (5.4) for any t ∈ [T 0 , +∞), we finish the proof of Proposition 5.1.
The rest of this section is devoted to the proof of Proposition 5.2.
Bootstrap setting.
We denote by B R K (r) (respectively, S R K (r)) the open ball (respectively, the sphere) of R K of center 0 and of radius r > 0, for the norm |(ξ k ) k | = ( K k=1 ξ 2 k ) 1/2 . For t = S n and for t < S n as long as u n (t) is well-defined inḢ 1 × L 2 and satisfies (4.1), we decompose u n (t) as in Lemma 4.1. In particular, we denote by (ε, η), (λ k ) k , (y k ) k , (z ± k ) k the parameters of the decomposition of u n .
We start with a technical result similar to Lemma 3 in [3] . This claim will allow us to adjust the initial values of (z ± k (S n )) k from the choice of ζ ± k,n in (5.3). Claim 5.3 (Choosing the initial unstable modes). There exist n 0 > 0 and C > 0 such that, for all n ≥ n 0 , for any (ξ k ) k∈{1,...,K} ∈ B R K (S −7/2 n ), there exists a unique (ζ ± k,n ) k∈{1,...,K} ∈ B R 2K (CS −7/2 n ) such that the decomposition of u n (S n ) satisfies
Sketch of the proof of Claim 5.3. The proof of existence of (ζ ± k,n ) k in Claim 5.3 is similar to Lemma 3 in [3] and we omit it. Estimates in (5.8) are consequences of (4.4).
The proof of Proposition 5.2 is based on the following bootstrap estimates, for some 0 < δ ≪ 1 to be fixed later, k ∈ {1, . . . , K} and C 0 to be chosen, In what follows, we will prove that there exists T 0 large enough and at least one choice of (ξ k ) k ∈ B R K (S −7/2 n ) so that T * = T 0 , which is enough to finish the proof of Proposition 5.2. For this, we derive general estimates for any (ξ k ) k ∈ B R K (S −7/2 n ) (see Lemma 5.5) and use a topological argument (see Lemma 5.6) to control the instable directions, in order to strictly improve (5.9) on [T * , S n ].
As a consequence of the bootstrap estimates (4.6) and (5.9), we have, for k ∈ {1, . . . , K},
In particular, from the expression of Mod V and Mod Z in Lemma 3.2, we have
From the expression of Mod W and Mod X in Lemma 3.2, for all α ∈ N 5 , 
We fix δ < 1 100 small enough, such that
.
(5.15) Moreover, we set, ∀i ∈ {1, . . . , 5} − 1 < ℓ 1,i < · · · < ℓ K i ,i < 1 such that {ℓ 1,i , · · · , ℓ K,i } = {ℓ 1,i · · · , ℓ K i ,i }.
We denote I = {i|i ∈ {1, · · · , 5} and K i ≥ 2}. For
small enough to be fixed, we set
and for t > 0, we denote,
, Ω 0,i (t) = R \ Ω 1,i (t) for i ∈ I. and Ω 1,i (t) = ∅, Ω 0,i (t) = R for i / ∈ I. When i ∈ I, we consider the continuous function χ i (t, x) = χ i (t, x i ) defined as follows, for all t > 0,
(5.17)
When i / ∈ I, we consider the continuous function χ i (t, x) = χ i (t, x i ) = ℓ 1,i , for all t > 0. We denote Ω = i s i =0 Ω s 1 ,1 × · · · × Ω s 5 ,5 and χ = (χ 1 , · · · , χ 5 ).
The choice of χ in this paper is different from that in [9, 10] to take into account non-colinear speeds.
We define the energy functional
Lemma 5.4. There exists µ > 0 such that, for t ∈ [T * , S n ], the following hold.
(i) Bound.
Proof of Lemma 5.4. Proof of (5.18). Since Proof of (5.19) . Set
Note that, since | χ| < ℓ,
We decompose H 1 as follows
By Lemma 2.2 (iii), the orthogonality conditions on ε and a change of variable, we have
Thus, using (5.9),
Thus, there exists µ 1 the estimate 1 − K k=1 ϕ 2 k ≥ − t −4α µ 1 holds on R. By direct computations (with the notation v + = max(0, v),
Last, by the definition of χ, the decay property of ϕ α and (5.9), we have
Thus, |H 1,3 | t −4α ε 2Ḣ 1 ×L 2 and |H 1,4 | t −4α ε 2Ḣ 1 ×L 2 . Therefore, for some µ > 0, and T 0 large enough, we have
Proof of (5.24). Using (2.2), (2.3), (3.16) and (5.9), we have
Last, we observe that by (4.9),
Proof of (5.20). We decompose
We claim the following estimates
Estimate on g 1 . From direct differentiation and integration by parts, we have
Using (3.14) and (4.5)
We integrate by parts terms in g 1,1 . Next, by (2.2), (2.3), (3.15), (3.16), (5.9) and (5.11), we obtain
Recall from (3.13) that X = K k=1 (−ℓ k · ∇W k + c k z k ). Moreover, from (2.8) and the definition of z k in (3.12), it follows that z k L 10 3 ∇z k L 2 t −2 . Thus,
Estimate on g 2 .
Note that by integration by parts
Integrating by parts and using (5.17),
Thus, by (5.9) and 
Moreover, again by (2.8) and (5.9)
Next, integrating by parts,
since by (5.9), (5.12) and (5.17)
We finish the estimate of g 2 by observing that (3.15), (5.9) and (5.11) yield
Gathering the estimates on g 1 and g 2 , we rewrite d dt
Estimate on h 1 . We claim the following estimate
To obtain (5.25), we will actually prove the following stronger property
Without loss of generality, we consider the following five cases,
From direct computations and (5.27), we obtain ≤ (6 − 4δ) |∇ε| 2 + η 2 + 2( χ · ∇ε)η + Cσ(|∇ε| 2 + η 2 ).
Case 2: Let x ∈ Ω 1,1 × Ω 1,2 × Ω 0,3 × Ω 0,4 × Ω 0,5 . From (5.17), we obtain
∂ t χ i (t, x) = 0, ∇χ i (t, x) = 0 for i ∈ {3, 4, 5}.
(5.29)
From direct computations and (5.29), we obtain 
∂ t χ i (t, x) = 0, ∇χ i (t, x) = 0 for i ∈ {4, 5}.
(5.31)
From direct computations and (5.31), we obtain Estimate on h 2 . We observe that by the definition of χ in (5.17) and the decay of ∇W and W ,
Thus, by (2.3), |h 2 | t − 5 2 ε 2 so that Mod W = k M k and Mod X = − k ℓ k · ∇M k . Using (3.16 ) and the definition of χ (see (5.17)), we have (ℓ k − χ) · ∇M k L 2 t − 9 2 +δ . It follows from (4.6) that Mod X + χ · ∇Mod W L 2 t − 9 2 +δ , and thus
Estimate on h 4 . By (i) of Lemma 2.2, −∆M k + (ℓ k · ∇)(ℓ k · ∇)M k − f ′ (W k )M k = 0. Thus,
