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INTRODUCTION 
In this paper we are concerned with two related problems: the existence 
of a smooth first integral and the existence of an invariant measure 
equivalent to Lebesgue measure for ordinary differential systems in the 
plane. Let us consider the first order system 
(S): x’ =f(x), f(O)=O, fE@(U,W), k~N*u{co}, 
where U is an open, connected subset of R2, and 0 is an isolated critical 
point of (S). The origin is said to be a centre when it has a neighbourhood 
VC U, such that any point of V lies on a cycle enclosing 0. It is well 
known that if S has a first integral with an isolated minimum at 0, then 
the origin is a centre (see [l, 2, 31). In this paper we prove the inverse 
statement: if 0 is a centre, there exists a first integral of class %?, with an 
isolated minimum at 0. This result can be considered as a special case of 
the inversion of Liapunov-like theorems about stability. In fact, the 
existence of a continuous first integral I may be derived from Theorem 6 in 
[4], or it can be defined as the minimal distance of a cycle from the origin. 
It seems hard to obtain from these two first integrals a smooth first 
integral. In fact, a large part of this paper is devoted to the regularization 
at the origin of a first integral which is regular out of 0 by construction. 
A straightforward consequence of the above result is the existence, in a 
neighbourhood of a centre, of an invariant measure p equivalent to 
Lebesgue measure. It turns out that p has a density function of class Wk-’ 
(if k = co, we set k - 1 = cc). The converse is also true, so that centres can 
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be characterized as stable singular points of systems with a local invariant 
measure equivalent to Lebesgue measure. A similar theorem for regions 
covered by nontrivial cycles was proved in [S, Theorem 741. The method 
used in Theorems (1.1) and (2.2) provides a simple proof of their result. 
Our paper is divided into three sections. In Section 1 we prove the 
existence theorems about smooth first integrals. In Section 2 we derive the 
existence of a smooth invariant measure. In Section 3 we consider systems 
with a “centre at infinity,” i.e. systems whose orbits, out of a compact, are 
concentric cycles. We show that centres at infinity admit a characterization 
via first integrals, but not via invariant measures. 
We thank Professors A. Bacciotti and R. Conti for many fruitful conver- 
sations. 
1. EXISTENCE OF FIRST INTEGRALS 
Given two lipschitzian functions fi, f2 : R* + R, let 
(0 
i 
4 =f1b,, x2) 
-4 =f*@, > x2) 
be an autonomous ordinary differential system in IX*. We denote by V the 
vector field defined by S. 
DEFINITION 1.1. We associate to S the orthogonal system 
We denote by V’ the vector field defined by S’. 
Remarks. (1.1) Critical points of S’ coincide with critical points of S. 
(1.2) If x is a regular point of S, the ordered pair (V(x), V’(x)) is a 
positively oriented, orthogonal basis of R*. 
(1.3) S’ has the same regularity properties as S. 
From now on we denote by 6 an S-orbit and by y an S’-orbit; when 6 is 
a cycle, we denote by A the compact set with boundary 6. Moreover, we 
denote by cc(y) the negative limit set of y and by w(y) its positive limit set. 
We set N* = N\(O). 
PROPOSITION 1.1. Zf 6 is a counterclockwise (clockwise) oriented S-cycle, 
then the compact set A with boundary 6 is S’-positively (negatively) 
invariant. 
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Proof: If 6 is counterclockwise oriented, for each x E 6, V’(x) points to 
the interior of d, since (V(x), V’(x)) is a positively oriented basis. 1 
PROPOSITION 1.2. The intersection of any Sl-orbit with any S-cycle 
contains at most one point. 
Proof: If 6 is a counterclockwise oriented S-cycle, an S-orbit y inter- 
secting 6 must enter d. If there were another point of intersection, then, 
because of the positive invariance of A, 6 and y should be tangent at that 
point, contradicting the orthogonality of the vector fields. 1 
DEFINITION 1.2. Let 0 E lR2 be a centre for S, and let 6 be a nontrivial 
S-cycle around 0 such that A satisfies: 
(+ ) A contains only S-cycles around 0. 
We define 
No = u (A)‘, A satisfying ( + ). 
We recall that 0 is an isolated minimum for a function I: lR2 + R if there 
exists a neighbourhood U of 0 where 0 is the unique minimum of I. 
THEOREM 1.1. Let 0 be an isolated critical point for a system S of class 
Ck, keN*u{cqo}. Then 
0 is a centre o there exists a continuous first integral Z 
of class Vk out of the origin with an 
isolated minimum at 0. 
Zf 0 is a centre, Z is defined over all of No. 
Proof (=) It is easily verified that if Z has an isolated minimum at 0, Z 
is not constant on any open set in a neighbourhood of 0. Therefore we 
may use lemmata.l.2, 1.3, Chap. V in [l]. 
(a) In order to construct the first integral Z we show that any S’-orbit 
passing through No intersects all the nontrivial S-cycles contained in No. 
Step 1. S’ has no periodic or homoclinic orbits passing through No. 
Proof of Step 1. As two transversally intersecting closed orbits have at 
least two intersection points, an Sl-cycle passing through No should inter- 
sect an S-cycle in No in at least two points, contradicting Proposition 1.2. 
Similarly, a homoclinic Sl-orbit passing through No should intersect at 
least one S-cycle in No in at least two points. 
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Step 2. Any S*-orbit y passing through N,, goes to zero in the future or 
in the past. 
Proof of Step 2. y intersects at least one S-cycle 6 which encloses an 
S--positively (or negatively) invariant compact set A. Hence y has o-limit 
(or a-limit) in A. Since the unique critical point of S’ in A is 0, from 
Poincare-Bendixson theory it follows that y(t) + 0 as t + + 00 (or - co). 
Step 3. Any S-orbit y passing through No intersects all the cycles 
contained in N,. 
Proof of Step 3. To fix the ideas let us suppose that y(t) + 0 as 
t + + co. If there were an S-cycle 6 in N,, such that 6 n y = @, y should be 
entirely contained in the compact set A enclosed by 6, or in R2\A. 
If y c A, since A contains no critical points different from 0, the a-limit 
set of y would be a cycle, or y would be a homoclinic orbit, contradicting 
Step 1. 
If y c R2\A, y(t) f* 0 as t--t + co. 
Step 4. Construction of the first integral I. 
Let y(t) be a fixed parametrized S-orbit passing through N,,. For each 
x E N,,, let 6, be the S-cycle passing through x. 
We define a map fi: N,\ { 0} * R which associates to each x E N,\ { 0} 
the value t of the parameter for which y intersects 6,: 
/?(x)=tER s.t. y(t)Ea,. 
/I is well defined for y intersects 6 at a unique point. 
If y(t) -+ 0 as t + + co, we define: 
Z:N,+R 
XHe-B(x)=e-r 3 x#O 
0 H 0. 
I is defined in a similar way if y(t) + 0 as t + - co. 
The function we have just defined is constant on the S-trajectories and 
has an isolated minimum at 0. 
Let us assume that y(t) + 0 as t + + co. 
Step 5. I is continuous at 0. 
Proof of Step 5. For each E > 0, let 6, be the cycle corresponding to 
t = -In E. Then, for each XE (A,)‘, B(x) > t and Z(x) = epBcX) <E. 
Step 6. I is of class gk out of the origin. 
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Proof of Step 6. Let $(t, X) be the solution of S’ passing through x at 
the instant 0, and cp(s, x) the solution of S passing through x at the instant 
0. Let us choose x0 so that $( t, x0) = r(t). 
If the map 
@I: (s, t) + cp(s, $(t, x0)) 
has a V“ local inverse, locally we may write 
z(X)=e-“‘““-““‘, where rc,(s, t) = t 
and Z(x) is of class gk out of the origin. 
Since rp(s, .) is a %‘k-diffeomorphism for each s, it is suflicient to show the 
local invertibility of a on the curve y, that is, for s=O. Therefore let us 
compute the jacobian matrix: 
ww%)= fl(cp) 
ah t) [ f*(cp) 
4%cp,bf2w) + fl(cp) 
b2dh).fiw I[ GL,cpl) .fi(ll/) f2w -(a,,cp,) .f2(1cI) 1 
Since the matrix [a,pj], i, j= 1,2, is equal to the identity matrix when 
s = 0 (see [3, p. 32]), then 
I I "g' ;;' (0, t) = (fi' +fiz)(r(t)) z 0 3 
and c( has a smooth inverse in a neighbourhood of (0, t). i 
We want now to show that it is also possible to construct a first integral 
of class ek (k # o) at the origin. We extend a method used by Kurzweil 
(see [ 10; 11, Lemma 48.41) to prove the existence of a time-dependent 
Liapunov function of class Q?r at x = 0. 
We omit the proofs of Lemmata 1.1 and 1.4, because they are simple 
facts of elementary calculus. 
LEMMA 1.1. Zff~%‘l(Rn\(0), R), and, for i= 1, . . . . n, 
lim a, f (x) = Lj 
X+0 
then there exists 
a,,f (0) = Li, i=l n, , . . . . and f E W’(R”, R). 
LEMMA 1.2. Let a: [0, E] + R be a nondecreasing, bounded function, 
positive in (0, E], and such that 
lim a(t)=O. 
r-o+ 
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Then there exists a function Cr: [0, E] + R! such that 
(i) Cr is increasing, continuous; 
(ii) E(t)>cr(t)>O, Vtc (0, El, 
(iii) a(O) = 0. 
Proof Let us consider the partition of (0, E], 
and let us define the function 
a,(t) = qy(;-t)a(;)+(t--+(-+ 
E & tE [ 1 -,- ,n>2 n+l n 
al(t) = d&l, tE i,E [ 1 q(O) = 0.
This function is continuous, nondecreasing on [0, E], and positive and 
linear on the intervals (e/n, E/(n + 1)). 
Now we define 
cc(t) = a,(t) + t. 
The function 6 is continuous, increasing on [0, E], and such that, 
if tE[$,i]: E(l)>ii($)=$+al(~)>a(t) 
ii(O) = a(0) = 0. 1 
LEMMA 1.3. Let a be as in Lemma 1.2 and /3: (0, E] + R be a non- 
decreasing, bounded, positive function. 
Then there exists a function h : R + + R such that. 
(i) h is continuous, increasing, h(0) = 0; 
(ii) h(a(t)) < B(t), Vt E (0, E). 
ProoJ By the previous lemma we may associate to c1 a continuous, 
increasing tL( t) E @Z”( [0, E]) such that 
ii(t) > a(t) > 0, Vt E (0, E). 
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If we determine a function h satisfying (i) and such that 
NE(t)) G B(t), v’t E (0, EL 
we have proved the thesis. 
Since the inverse a-l(s) of 8.(t) exists and is continuous, increasing in 
[0, a], positive in (0, rr], where cr = E(E), we may look for a function h such 
that 
4s) G B(i-‘(s)), vs E (0, a). 
We set /?oCr-‘=~. 
Working as in Lemma 1.2, we consider the partition of (0, a], 
and we define the function, 
h,(s) = ~[(~-+o)+(~-~)“&)] 
h,(O) = 0 
VSE o I3 [ 1 n+l’i
h,(s) = /4d2h s > cr. 
h,(s) is continuous out of the origin, nondecreasing, and such that 
h,(s) G P(S), vs E (0,o). 
Now we define the function 
h(s) = (s/o) * h,(s) 
which is increasing, continuous, and 
0 < h(s) <p(s), VSE (0, CT]. m 
LEMMA 1.4. Let GE V” ((0, l), W) be an increasing, bounded function, 
positive in (0, 1). Then 
H(t) = St G(s) ds 
0 
is increasing and 
H(t) < G(t), Vte(0, 1). 
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LEMMA 1.5. Let U be an open neighbourhood of 0 E R”. Zf 
ZeWk(U\{O}, R)n%‘(U, R), kEN*, 
Z(O)=O, 1 I(X) > 0 when x # 0, and Z is not constant on any open set in U, 
then there exists a function F: R+ + IF8 such that 
(i) F is increasing, F(0) = 0, 
(ii) Fo ZE %?‘( U, R). 
Proof: By Lemma 1.1 it is sufficient to construct a function 
FE%~(R+\{O}, R) satisfying (i) and such that there exists 
,?fyo D”(Fo Z)(x) = 0, foreacha, lcll dk. 
By the comparison theorem, it is sufficient to construct a function F such 
that 
IWf’~~)(x)I G 1x1*, for each a such that 1 ~11 <k, 
and for each x # 0 in a neighbourhood of the origin. 
Let B = B(0, r) be an open ball contained in U, and let 
.s=sup{Z(x), XEB}. 
Let us remark that 
D’=(Fo Z)(x) = f F”‘(Z(x)) *A;(x), 
i=l 
where A;(x) are polynomials in some derivative of Z of order < I c1 I. Hence, 
1 D”(Fo Z)(x)1 < f I F”‘(Z(x))l I As(x)I. 
i=l 
Let kfk(t)=max{ IAf(x)l, i= 1, . . . . k; IfiI<k; t<lx12<r}. Mk(t) is non- 
increasing and Mk(t) #O, for each t E (0, r), since at least one of the first 
derivatives of Z is different from 0 out of the origin (since Z is not constant 
on any open set in U). Thus we have the inequality 
I D”(F~Nx)l 6 i I F”‘Mx))l ’ Mk( l x 1’) 
i=l 
for each a, Ial <k, and XEB\{O}. 
If I F”)(t)1 < I Pi+ ‘)(t)l, i= 1, . . . . k - 1, t E (0, E), we have 
230 MAZZI AND SABATINI 
By means of this chain of inequalities, we reduce the original problem to 
that of finding an increasing, continuous function F: R + -+ R, such that 
FE%~(R+\{O}, R), F(‘)(t)<F(‘+‘) (t), for each i = 0, . . . . k - 1 and each t, 
and 
So we must look for a function F such that 
IF’k’Mx))l Gk;-&. for each xE B\(O). (1) 
Let us define 
c$t)=rnax(Z(x),O~I~I~dt}, tE[O,rl 
B(t) =L, 
kM,(t) 
t l (0, r). 
a(t) is a bounded, increasing function, positive in (0, r), and a + 0 as 
t + O+. B(t) is positive, nondecreasing, and bounded since Mk( t) 2 
MJr) > 0. 
By Lemma 1.3 there exists an increasing, continuous function 
such that 
0 < h(4t)) G B(t), Vt E (0, r). 
Since h is increasing and Z(x) < a( 1 x 1 2), we have 
Integrating k times the function h we get a function F satisfying (1). By the 
properties of integrals and by Lemma 1.4, F satisfies all the requisites we 
asked for. 1 
By means of Theorem 1.1 and Lemma 1.5 we can immediately prove: 
THEOREM 1.2. Let S be a system of class Wk, k E N*, with an isolated 
critical point at 0. Then 
0 is a centre o there exists a first integral of class Wk 
with an isolated minimum at 0. 
Zf 0 is a centre, Z is defined on all of No. 
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Proof. In Theorem 1.1 we produced a first integral 
z(x)~~kwo\{O), wn~“(No, RI 
with 0 isolated minimum and Z(0) = 0. By Lemma 1.5 we may construct a 
function F such that FoZE%?~(N~, R). Since F is positive, increasing, FoZ 
has an isolated minimum at the origin, and it is the smooth first integral we 
were looking for. 1 
THEOREM 1.3. Let S be a system of class V” with an isolated critical 
point at 0. Then 
0 is a centre o there exists a first integral of class V O” 
with an isolated minimum at 0. 
If 0 is a centre, the integral is defined over all of No. 
Proof. In Theorem 1.1 we produced a first integral Z of class %Y out of 
the origin. In Lemma 1.5 we proved that, given a ball B = B(0, r) c No and 
E = sup {Z(x), x E B}, for each k there exists a continuous function 
satisfying 
j$l IFj$(z(X))l M,(bi*)< 1X1*, V-B\(O) (1.3.1) 
Fp’( t) > 0, Vt E (0, El, j= 1, . . . . k. (1.3.2) 
We use these functions to produce a new function FE GP(R) such that Fo Z 
is a first integral with an isolated minimum at 0 and FoZE%‘~(N~). 
It is enough to find a function F such that 
F(t) is strictly increasing for t > 0. 
For each multi-index a, there exists an open 
neighbourhood U, of 0 such that, Vx E U,\ { 0}, 
ID”(F~Z)(x)l < [xl*. 
(1.3.3) 
(1.3.4) 
In order to obtain F, we construct a family { $k> of QP-functions whose 
derivatives (up to the kth one) are smaller than the derivatives of Fk in an 
interval [&/(k + l), E/k]. Then we glue them together in a suitable way. 
We proceed by steps, introducing some new functions and constants. For 
sake of simplicity, we suppose E = 1. 
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Step 1. Given two real numbers p, q, p <q, we define a function 
@[pq] E %Y”([w) such that 
@CP4l(t) = 12 t<p (1.3.5) 
@CPql(t) = 22 tbq (1.3.6) 
@“‘CP4l(P) = @“‘CP41(4) = 0, Vj> 1 (1.3.7) 
@‘CP4l(t) ’ 0, VtE (P, 4). (1.38) 
Step 2. We set 
1 1 
I,= k+l’k > [ 1 k>l 
mk = min {F$!)(t), j= 1, . . . . k; t E Z,} > 0 by (1.3.2) 
(Pk(l) = @ [ 1 -&; (t), k>l 
Nk=max{~cp~)(t)~,j=l,...,k,t~Zk}>O by (1.3.8) 
Step 3. We define a family of F’-functions 
$k(f)=ak(Pk+bkT k> 1. 
where ak, bk E R are such that 
a,>0 and mk>akNk, kal (1.3.9) 
b,=O 
bk such that $k( l/k) = ek- 1( l/k), Vk>2. 
(1.3.10) 
The family {ek} satisfies the following properties: 
$v’( l/k) = +p’( l/(k + 1)) = 0, Vj2 1 (1.3.11) 
I$V)(t)l= Ia,q3y)(r)l <a,N,<m,<Fy)(t), j = 1, . . . . k, Vt E zk (1.3.12) 
v&(t) ’ 07 Vt E (l/(k + l), l/k). (1.3.13) 
Step 4. By using the family {I/,}, we define 
expC-W- W*l +hU) f>l 
tEIk, k&l 
t < 0. 
The numbers ak and bk can be chosen so that F(t) 20. By (1.3.10), F is 
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continuous. By (1.3.11), FEP(IW) and by (1.3.13) it is strictly increasing 
in R+. Moreover, using (1.3.12) we get 
(F”‘(t)/ = ) i,bl;“(t)l < 1 FV’(t)l, j= 1, . . . . k, V~EI~. (1.3.14) 
Step 5. Fo Z is a first integral for S, with an isolated minimum at 0. 
Fo I is of class 5Y out of the origin by construction. It is also %:” at the 
origin, as we show hereafter. 
For each multiindex a, I tl I = k, let us consider the open set 
Uk = I-‘( [0, l/k)). 
For each XE U,\(O), there exists h > k such that Z(x)eZh. Thus, 
( D*(Fo I)(x)1 < i F”‘(Z(x)) . A,“(x) 
j=l 
< i I FK’(Z(x))l . I A;(x)1 by (1.3.14) 
j-l 
h 
< 2 I FIJ’(l(x))l . Mb(x) < Ix I2 by (1.3.1). 
j=l 
Hence Fo I is of class %? k also at the origin. 1 
Remark. In general it is not possible to extend the above result to the 
analytic case. An example of an analytic centre without first integrals of 
class gw may be found in [2, p. 1221. 
2. EXISTENCE OF INVARIANT MEASURES 
Given a flow n : R x X + X defined over a metric space X endowed with a 
Bore1 measure p, we say that p is inoariant for II when, for any measurable 
set A c X, we have p(A) = p(rc(t, A)), for any t. If X is compact, any flow 
admits a normalized invariant measure (see [2, 6, 71). The properties of 
invariant measures are strictly related to the asymptotic behaviour of the 
orbits. For instance, if K is a compact asymptotically stable set, any 
invariant measure defined on its region of attraction must be concentrated 
on K. If XC IR”, a main problem is to determine the existence of an 
invariant measure equivalent to Lebesgue measure. LivSic and Sinai (see 
[8, 73) solved it for a class of transitive flows on compact V” manifolds. In 
the plane no flow can be transitive. In this section we study this problem in 
the neighbourhood of a stable point of a 2-dimensional system. We use the 
following: 
505/16/2-3 
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THEOREM 2.1 (Liouville). Let u be a measure with density p E V’. u is 
invariant for the flow defined by S if and only tf div pf = 0. 
By Liouville’s theorem, centres can be characterized via invariant 
measures. 
THEOREM 2.2. Let 0 be an isolated stable critical point for a system S of 
class Vk, 2 <k < 00. Then 0 is a centre tf and only tf there exists an 
invariant measure equivalent to Lebesgue measure with density p of class 
Vk ~ ’ defined on a neighbourhood U of 0. 
Proof By Theorem 2.1, it is equivalent to find a function p E Vk- ‘, zero 
at 0 and positive elsewhere in U, such that div pf = 0. 
(e ) If there exists p(x) s.t. div pf = 0, then o = -pf2 dx, + pfi dx, is a 
closed form; hence on a simply connected neighbourhood Vc U of 0 there 
exists a function ZE %:“( V) s.t. o = dZ. 
Since VZ.f = ( -pfi) .fi + (pfi) .fi = 0, Z is a first integral for S. 
Moreover, there is a neighbourhood W of 0, WC V, where VZ(x) #O, for 
each x E w\ { 0); hence Z is not constant on any open set in W. Since 0 is 
stable, by Lemma 1.3, Chapter V in [ 11, it follows that 0 is a centre. 
(a ) If 0 is a centre, by Theorem 1.2 (or Theorem 1.3 if k = + co) there 
exists a first integral ZE qk(NO, R); i.e., there exists a function Z s.t. VI is 
orthogonal tof: Thus there exists a function p,(x), different from zero out 
of 0 such that 
Wx) = Pl(X)( -fz,f,). 
Out of the origin, pi is of class Vk- ‘, because i?,Z, fjE qk-’ (i= 1,2), and 
at least one between fi, fi is different from zero. The function p, is not 
necessarily continuous at 0. Let us observe that, if div pi f = 0, and Z is a 
first integral, then div(p,Z)f = 0. We may therefore look for a function 
FE qk(R) such that pl(Fo I) is of class gk-’ also at the origin. 
When k # co, proceeding as in Lemma 1.5 we look for a function F such 
that, for some open neighbourhood U of the origin, 
I WP,(F~Z))(X)I G I xl23 VXE U\(O>, Vu, Ial <k- 1. 
In this case, 
k-l 
D’(p,(FoZ))(x)= 1 F”‘(Z(x))3?;(x), 
j=O 
where B;(x) is a polynomial in some derivatives of Z, in pi , and in some of 
its derivatives of order less than k. We define 
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M(t) is nonincreasing, and M(t) # 0 since p, # 0 and at least one of the 
derivatives of Z is nonzero. 
Therefore we may work as in Lemma 1.5 to get the desired function 
p(x) = p,(x)(FoZ)(x) E%Tk- ‘( U). 
When k = co, we may work as in Theorem 1.3. 1 
Remark. Andronov et al. (see [S, Theorem 741) have proved a similar 
result in the case of an annular region covered by cycles. Using this result, 
it is possible to construct an invariant measure for a centre, whose density 
is smooth out of the origin. 
3. CENTRES AT INFINITY 
Systems with only nontrivial cycles out of a compact have often been 
studied in the literature (see [9] and quoted references). This situation has 
a simple geometrical interpretation if we consider the Riemann sphere S2 as 
the Alexandrov compactification of the plane. From this point of view, the 
point at infinity (which we denote by co) appears as a centre. Thus it is 
natural to give the following: 
DEFINITION 3.1. A system S has a centre at infinity if there exists a 
compact set K such that, for each x E W2\K, there exists a nontrivial cycle 
passing through x. 
In order to extend-as far as possible-the results of previous sections to 
centres at infinity, we transform S into a system S*, via the following 
operations: 
(3.1) We reparametrize S by multiplying f by l/( 1 f I2 + 1). The new 
system S, has no orbits going to infinity in a finite time. 
(3.2) We transform S, into a system S, : u’ = F(u) via the analytic 
map, 
T: [w2\{O} + F!‘\(O) 
u=T(x)=(l/]~]~)x. 
T may be extended by continuity to S2 by mapping 0 onto co and co onto 
0. T maps closed curves not containing 0 onto closed curves (for a more 
accurate description of T, see [3, p. 1331). 
(3.3) We reparametrize S2 by multiplying F(u) by a function S(u) 
such that the new vector field 
u#O 
u=o 
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has the same regularity as S also at the origin (see the proof of 
Theorem 2.2). S* has the same orbits as S, and has a fixed point at 0. 
S* has a centre at 0 if and only if S has a centre at infinity. 
DEFINITION 3.2. We set 
N, = T-‘(No). 
DEFINITION 3.3. The point at infinity is an isolated minimum for a 
function I if 
(i) there exists lim,, m Z(x) = L < co, 
and there exists a compact K s.t. 
(ii) Z(Y) > L Vy E R’\K, 
(iii) I has no minima in R*\K. 
THEOREM 3.1. Let S be an autonomous ordinary differential system of 
class Wk, k E N * v {co, o}; let its critical points be contained in a compact 
set. Then 
co is a centre o There exists a first integral I of class 
Sk with an isolated minimum at co. 
if CO is a centre, I is defined on all of N,. 
Proof. (a) If co is a centre for S, 0 is a centre for S*. By Theorem 2.1, 
there exists a first integral JE Vk(N,,\ { 0}, R) n GZ’(N,, R) with an isolated 
minimum at 0. Then the function 
I(x) = J(T(x)) 
is the desired first integral. 
(c’) If there exists a first integral I of class Vk with an isolated minimum 
at co, the function 
J(u)=Z(T-l(u)), u#O 
J(0) = L 
is continuous, of class Sk out of the origin, with an isolated minimum at 0. 
Hence, by Theorem 1.1, S* has a centre at 0 and S has a centre at co. 1 
COROLLARY 3.1. Let S be a system of class Wk, k # co. Then 
co is a centre * there exists an invariant measure 
equivalent to Lebesgue measure with nowhere 
vanishing density p E qk- ‘(N, , R). 
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Proof: By Theorem 3.1, if cc is a centre, there exists a first integral of 
class Vk. Working as in Theorem 2.2, we find a function p E wk- ‘(N, , R), 
such that div pf= 0. 1 
The converse is not true, as the following example shows. 
EXAMPLE. The following system, defined in R”\{O}, 
(0 x’ = x 
has a node at infinity. The reparametrized system 
(S’): x’=(1/Ix12)x 
has the same orbits as S and has zero divergence. 
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