ABSTRACT In this paper, we consider a distributed estimation of a deterministic parameter vector in a bandwidth constrained wireless sensor network. Due to the stringent bandwidth limitation, each sensor compresses its observation to one message transmitted to the fusion center. We assume that the observation noise is uncorrelated across the sensors and focus on a homogeneous case in which all the sensors possess identical noise covariance matrix. Our aim is to design the compression matrix so that the estimation error attains a universal lower bound. When the noise covariance matrix is a scaled identity matrix, we provide a closed-form expression of the optimal compression matrix. Meanwhile, for a general noise covariance matrix, the optimal compression matrix can be attained explicitly as well, if the dimension of the parameter estimated is less than or equal to 4. Furthermore, as a byproduct, two hyperplane-based vector quantization problems can be solved completely and partly, respectively. Performance analysis and simulations demonstrate the merits of our constructed optimal compression matrices when compared with the existing compression strategy.
I. INTRODUCTION
The limited amount of energy resource is a critical consideration in a battery-powered wireless sensor network. In addition, communication consumes a major portion of the total energy. Hence, it is desirable to develop bandwidthefficient algorithms. Such approaches have been extensively studied in many fields including target localization and tracking [1] , cooperative spectrum sensing [2] , distributed detection [3] and distributed estimation [4] - [14] , to name but a few. The dimensionality reduction (i.e., compressed) is a common bandwidth-efficient approach. Additionally, it is also emerged in statistics and machine learning, such as, statistics estimation [15] , principal component analysis [16] and linear discriminant analysis [17] .
Depending on whether the raw observations are sent to the fusion center (FC) or not, there are two basic fusion schemes: centralized and distributed. Concretely, in centralized estimation fusion, the observations of all sensors are transmitted directly to the FC; while in distributed estimation fusion, the processed observation from each sensor is sent to the FC. This distributed processing is more preferred in applications because of its many merits, such as, lighter precessing load, lower computational burdens and higher survivability.
In distributed estimation, to meet limited communication bandwidth, transform-based compression approaches are generally adopted, where, each sensor applies a suitable linear transform to its observation to reduce its dimensionality and then forwards the transformed low-dimensional data to the FC for estimation. Therefore, the goal of the distributed compression-estimation is to design the compression matrix such that the mean square error (MSE) at the FC is minimized. A lot of research works along this line have been conducted, e.g., [4] - [12] . Unlike the above mentioned literatures, the works [13] , [14] studied the deterministic parameter vector estimation. Specifically, the work [13] considered the distributed estimation of a deterministic parameter vector under an assumption that the noise is uncorrelated across sensors. When a priori knowledge of dimension allocation was available, an iterative algorithm was proposed for a general noise case. Besides, for homogeneous and certain heterogeneous cases, compression strategies were designed to approach or attain the corresponding universal lower bounds of estimation distortion. Furthermore, the work [14] focused on the hyperplane-based distributed estimation of a deterministic parameter vector, in which each sensor quantizes its observation vector into a single bit. Solving this hyperplanebased vector quantization problem is essentially equivalent to solving a compression problem with the observation of each sensor being compressed into one message.
Although some compression strategies were proposed for homogeneous and certain heterogeneous cases in [13] and [14] , these strategies in general can only approach to (but fail to attain) the universal lower bound, even for the homogenous case, unless some particular assumptions are made (e.g., all d i given by (8) in Section II are integers). However, such assumptions do not generally hold in practice.
This paper considers the similar problem as in [13] and [14] . Specifically, it studies distributed compressionestimation problem of a deterministic parameter vector in a homogenous environment where all sensors possess identical noise covariance matrix. We aim to construct the optimal compression matrix such that the estimation distortion at the FC precisely attains the universal lower bound. Let r denote the total number of massages transmitted to the FC (or equivalently, the number of sensors) and m the dimension of the parameter estimated. Since obtaining the optimal compression matrices is extremely difficult, two specific and important cases are considered here. More particularly, under the assumption that each sensor compresses its observation into one message, we obtain the following results: 1) when the noise covariance matrix is a scaled identity matrix and r ≥ m ≥ 2, using mathematical induction, we provide the closed-form expressions of the optimal compression matrices; 2) when the noise covariance matrix is a general positive definite matrix and r ≥ m = 2, 3, 4, the optimal compression matrices are also obtained through a construction method; 3) as we have mentioned, the hyperplane-based vector quantization problem proposed in [14] is equivalent to a one-dimensional compression problem. Hence, as a byproduct, our results in the above two scenarios mean that quantization problems (36) in [14, Sec. V-B] and (44) in [14, Sec. V-D] are solved completely and partly, respectively. The rest of this paper is organized as follows. Section II formulates the distributed compression-estimation problem and presents the universal lower bound on estimation error for a homogeneous case. Section III constructs the optimal compression matrices. The numerical examples are provided in Section IV. Finally, Section V concludes this paper.
The following notations are adopted in this paper. The notations R m×n and R n denote the set of m × n matrices and the set of n-dimensional column vectors with real entries, respectively. Let I n stand for n×n identity matrix, 1 n represent the n-dimensional row vector of ones and e i ∈ R i denote a unit column vector with its i-th entry equal to one, whereas other entries equal to zero. The notation A m×n represents an m × n matrix. In addition, A m×n (j) and A m×n (i, j) denote the j-th column vector and the (i, j)-th element of matrix A m×n , respectively. For square matrices X i ∈ R m i ×m i , i = 1, . . . , q, we denote diag(X 1 , X 2 , · · · , X q ) as the blockdiagonal matrix with X i being the i-th diagonal block.
II. PROBLEM FORMULATION
Consider a distributed wireless sensor network consisting of r sensors and an FC. Each sensor makes a noisy observation y i on an unknown deterministic parameter vector θ ∈ R m according to
where ε i ∈ R m is the additive zero mean noise with a full rank covariance matrix R ε i . Collect all noise in the vector ε := [ε T 1 , · · · , ε T r ] T and suppose that the noise is mutually uncorrelated. Hence, the noise vector covariance matrix R ε = diag(R ε 1 , · · · , R ε r ). We assume there is no inter-sensor communication and the channel links between all sensors and the FC are ideal (i.e., noiseless). There are numerous practical applications in form of linear model (1), for instance, the sensors collect various snapshots of a dynamic process (such as, atmospheric temperature, pressure, humidity or other meteorological variables) [13] .
Owing to the bandwidth limitation, the i-th sensor applies an appropriate linear transform to convert the observation vector y i into a one-dimensional datum
are then sent to the FC to estimate the unknown deterministic parameter vector θ (see Fig. 1 ). Based on the received data {x i } r i=1 , the best linear unbiased estimator (BLUE) and its covariance matrix are given, respectively, by [13] 
and
The question of interest is to design a set of compression vectors {v T i } r i=1 to minimize the estimation distortion at the 5046 VOLUME 7, 2019
FC. Mathematically, it can be formulated as follows [13] min
In this paper, we consider the homogeneous scenario where all sensors possess identical observation noise covariance matrix, i.e. R ε i = σ R 0 ∈ R m×m , i = 1, . . . , r, where σ > 0 and R 0 is any proper positive definite matrix. Without loss of generality, we assume σ = 1. Let R 0 = U 0 D 0 U T 0 denote the eigenvalue decomposition (EVD), where U 0 is an orthogonal matrix whose columns are the eigenvectors of R 0 , and D 0 is a diagonal matrix whose entries are the corresponding
Obviously, we can further recover
according to
0 c i c i , where c i can be an arbitrary positive real number since the objective function value is unrelated to the choice of c i . Thus, the compression vectors
are recovered as well. By substituting (3) into (2) and taking into account the trace identity tr(AB) = tr(BA), the optimization problem (2) becomes
Most notably, we can also consider the case that the observation matrices across the sensors are identical but not identity matrices. In this case, the compression design problem for the homogeneous scenario can be reduced to the optimization problem (4) as well (see [13, Appendix C] for a detailed derivation).
For the sake of integrality, we introduce the universal lower bound which was originally proposed in [13] .
Lemma 1 [13] : Consider a homogeneous case with the identical noise covariance matrix R 0 . Suppose that the total number of compressed messages transmitted to the FC is r. Then the estimation error of any compression strategy is lower bounded by 
where C is formed by concatenating the transpose of the compression vectors
,
In general, the universal lower bound (5) is not necessarily achievable. However, if a candidate solution satisfies conditions (6) and (7), then the corresponding objective value of problem (4) attains the universal lower bound, implying an optimal solution. It follows from condition (6), or equivalently, the constraints of problem (4) , that c i 's are on a unit sphere. Problem (4) is not convex because of the nonconvexity of the unit sphere. It is very difficult to address problem (4) generally. However, for two specific and important cases, we can construct optimal solutions of problem (4) satisfying conditions (6) and (7).
III. MAIN RESULTS
In this section, we present the optimal solutions for problem (4) satisfying conditions (6) and (7) Actually, a matrix satisfying conditions (6) and (7) is equivalent to one which has the following properties:
(a) it is row orthogonal; (b) the length of each column is 1; (c) the length of its i-th row is
Intuitively, finding a matrix satisfying the above properties is equivalent to solving a multiple quadratic equation system, which is not easy to handle in general. Fortunately, for the cases in Sections III-A and III-B, we are able to construct such a solution satisfying (6) and (7) via mathematical induction by utilizing some particular properties of the row orthogonal matrix, which are provided by Lemma 5 in Appendix A.
Furthermore, the mathematical inductions on m and r involve the small-scale optimal compression matrix because of the induction hypothesis. Hence, we introduce a matrix notation marked the dimensions. For convenience, let us define a m × r compression matrix C m×r corresponding to matrix C in Lemma 1, whose i-th column represents the vector c i ∈ R m . That is,
Without loss of generality, we assume λ = 1. In this case, problem (4) is reduced to:
Correspondingly, the lower bound (5) becomes m 2 r , and conditions (6) and (7) are simplified, respectively, as
It follows from conditions (10) and (11) that the optimal compression matrix C m×r is a row orthogonal matrix such that the length of each column is 1 and the length of each row is r m . We claim that, under this homogeneous scenario, for any r ≥ m ≥ 2, we are able to obtain the optimal solution of problem (9) such that the estimation error attains the lower bound m 2 r . The details of the result are described in the following theorem. It will be seen from the proof of Theorem 1 that the construction of the optimal solution of problem (9) 
m ≥ 3, r ≥ 2m. Theorem 1 is related to the constructions of special row orthogonal matrices. We start its proof by introducing the following three preparatory lemmas whose proofs are relegated to appendices.
We first consider the simple case with m = 2. The condition (10) means that each column of the optimal compression matrix C 2×r is a unit vector, i.e., a point on the unit circle. Therefore, we construct the optimal C 2×r via taking the point from the unit circle. By verifying several special situations with r = 2, 3, 4, we find that C 2×r is optimal whenever the angle between its two adjacent column vectors is π/r. The following Lemma 2 shows that all columns of the optimal compression matrix C 2×r can be obtained by successively rotating by π/r for r times from any point on the unit circle. Meanwhile, it means that the optimal compression matrices are not unique.
Lemma 2: Consider the homogeneous case R 0 = I 2 . Let the total number of compressed messages transmitted to the FC be r. For any r ≥ 2, suppose that the j-th column of the compression matrix C 2×r for problem (9) admits the following form:
where x and y are real numbers and satisfy x 2 + y 2 = 1. Then the estimation error achieved by the compression matrix C 2×r given by (12) attains the universal lower bound To prove Theorem 1, we must explore potential properties of the optimal compression matrices. The following lemma will construct the optimal compression matrix C m×(m+1) with a specific property, which plays a key role in the proof of Theorem 1. For the sake of description convenience, we firstly define a (m + 1)-dimensional row vector as below
Lemma 3: Consider the homogeneous case R 0 = I m . Suppose that the total number of compressed messages sent to the FC is m + 1. Then there exists an optimal compression matrix C m×(m+1) (see Eq. (35)) for problem (9) , of which each row is orthogonal to T(m).
Proof: See Appendix C. For r = m, it is easily seen that any orthogonal matrix satisfies conditions (10) and (11) . Therefore, the optimal compression matrix C m×m can be given by any m×m orthogonal matrix, for example, I m . The following lemma provides the optimal compression matrices for m ≥ 3 and r ≥ 2m − 2. The main idea of its proof is given as below:
Case (1) m ≥ 3 and r = 2m − 2: the optimal C m×(2m−2) is designed by combining the optimal C (m−1)×(m−1) and allones row vector 1 m−1 with appropriate coefficients; Case (2) m ≥ 3 and r = 2m − 1: based on the optimal C m×(2m−2) obtained in Case (1), the optimal C m×(2m−1) is constructed by supplementing a unit column vector e m to the last column and multiplying the rest columns by appropriate coefficients;
Case (3) m ≥ 3 and r ≥ 2m: based on the optimal compression matrices for m ≤ r ≤ 2m − 1 (which are given in the proof of Theorem 1), the optimal C m×r with r ≥ 2m can be constructed. 
2) For m ≥ 3 and r ≥ 2m, we write r = sm + t, where s = floor(r/m) is an integer and 0 ≤ t < m. Based on the optimal compression matrices for m ≤ r ≤ 2m − 1, the optimal C m×r with r ≥ 2m of problem (9) is given by
Proof: See Appendix D. Now, we are in position to prove Theorem 1.
Proof: We use mathematical induction to prove Theorem 1. Lemma 4 shows that, for m ≥ 3, it is sufficient to design the optimal compression matrices for m ≤ r ≤ 2m−3.
• For m = 2 and r ≥ m, the optimal compression matrices are given by (12) in Lemma 2.
• For m = 3, the range m ≤ r ≤ 2m − 3 becomes r = 3 and the optimal C 3×3 is given by any 3 × 3 orthogonal matrix.
• For m = 4, the range m ≤ r ≤ 2m − 3 becomes 4 ≤ r ≤ 5 and the optimal C 4×4 and C 4×5 are given by any 4 × 4 orthogonal matrix and (35), respectively. Thus for m = 2, 3, 4 and r ≥ m, the optimal compression matrices have been obtained.
Assume that the optimal compression matrices satisfying conditions (10) and (11) have been constructed for any 2 ≤ m ≤ k − 1 (k ≥ 5) and r ≥ m.
Next, for m = k, we aim at constructing the optimal compression matrix C k×r for r ≥ k. Observe that the optimal C k×k and C k×(k+1) are given by any k × k orthogonal matrix and (35), respectively. This, together with Lemma 4, implies that, for k ≥ 5, it is sufficient to design the optimal compression matrices for k + 2 ≤ r ≤ 2k − 3.
For k ≥ 5 and k + 2 ≤ r ≤ 2k − 3, we consider three cases, depending upon k and r being even or odd.
Case 1) k and r are even: Using iv) in Lemma 5, the compression matrix C k×r is given by
where the optimal C k 2 × , we construct a row orthogonal matrix and then multiply every row by appropriate coefficient as follows
where the optimal C k+1 2 ≤ k−1, and they are both row orthogonal. It is easily seen that matrix C k×r given by (18) satisfies conditions (10) and (11) .
Case 3) k is even or odd and r is odd: For notational convenience, let w = 2k−r+1 2
. We design compression matrix as
where the optimal C 2k−r+1 see (13) . We claim that the compression matrix C k×r given by (19) satisfies conditions (10) and (11) . Obviously, the last column satisfies condition (10) . According to the definition of T(·) and the optimality of C 2k−r+1 , for j = 1, . . . , r − 1, we have
Thus the compression matrix C k×r satisfies condition (10) . Due to the optimality of C 2k−r+1 , one has
In addition, it follows from Lemma 3, i), ii) and iii) in Lemma 5 that compression matrix C k×r given by (19) is VOLUME 7, 2019 a row orthogonal matrix. Combining (19), (20) and (21), one has
Therefore, the compression matrix C k×r given by (19) satisfies condition (11) and the estimation error achieved by such C k×r attains the universal lower bound given by (5) . Thus the proof is completed.
Remark 1: Theorem 1 shows that under this homogeneous scenario, we can obtain the optimal compression matrices for any r ≥ m ≥ 2. In addition, as a byproduct, the hyperplanebased vector quantization problem (36) in [14, has the form of problem (9) , and then its optimal solutions are also obtained.
When all λ i are identical, this scenario reduces to that in Subsection III-A. Thus we consider the case where λ i , i = 1, . . . , m, are not all identical.
In this case, the previous construction method does not apply no longer, even for the simplest case with r = m. For example, considering the case with r = m = 3, when λ 1 , λ 2 and λ 3 are not all identical, the optimal C 3×3 is very sophisticated (see (25)). In fact, it is not easy to construct the optimal compression matrices for any r ≥ m ≥ 2. Nevertheless, we can still design the compression matrices satisfying conditions (6) and (7) for r ≥ m = 2, 3, 4, which is described in Theorem 2.
Theorem 2: Consider the homogeneous case
R 0 = U 0 D 0 U T 0 (EVD) and D 0 = diag(λ 1 , λ 2 , . .
. , λ m ). Suppose that the total number of compressed messages sent to the FC is r. For m = 2, 3, 4 and r ≥ m, the compression matrix C m×r , such that the objective function value of problem (4)
attains the universal lower bound
, can be given by (22)-(29).
Proof: Without loss of generality, we assume that λ i 's are in an ascending order, i.e., λ 1 ≤ λ 2 ≤ · · · ≤ λ m . For notational convenience, let
For m = 2, we consider two cases, depending upon r being even or odd. Case 1a) m = 2 and r ≥ 2 is even: We can construct the compression C 2×r by using the following idea. Firstly, the elements of each row have the same magnitude. Secondly, in order to guarantee the orthogonality of the rows of the compression matrix, the signs of the elements of the first row are positive and those of the second row are negative and positive in alternate order. Therefore the j-th column C 2×r (j) of compression matrix C 2×r is given by
Case 1b) m = 2 and r ≥ 2 is odd: The compression matrix C 2×r is given by supplementing a unit column vector to the last column and then using the idea in case 1a) for the rest columns. Thus the j-th (j < r) column C 2×r (j) of compression matrix C 2×r is designed as
Distinctly, for r ≥ m = 2, the above constructed compression matrix C 2×r satisfies conditions (6) and (7) .
For m = 3, 4, we first consider the case when m ≤ r ≤ 2m − 3, followed by the other two cases when r ≥ 2m − 2 with even or odd r.
Case 2a) m = 3, 4 and m ≤ r ≤ 2m − 3:
In what follows, we construct C 3×3 in three steps:
• first, let C 3×3 (2, 1) = 0 and the last two entries of the second row be the same magnitude with opposite sign, that is,
• second, in order to guarantee the orthogonality of the rows of C 3×3 , we set C 3×3 (1, 2) = C 3×3 (1, 3) = −x (the variable x is determined in the next step). Because the length of each column is 1, then C 3×3 (3, 2) =
. Also the length of its i-th row is
• finally, we achieve x (positive) by the orthogonality of the 1-th and 3-th rows of C 3×3 .
Thus the compression matrix C 3×3 is given by
To simplify the notation, given u = (u 1 , u 2 , u 3 , u 4 ), denote
The similar construction ideas in cases 1a) and 1b) are used to design compression matrices C 4×4 and C 4×5 , respectively.
. Then the compression matrix C 4×4 is given by
Let a = (a 1 , a 2 , a 3 , a 4 ) with a i = in the below case 2c) can be constructed by means of the optimal compression matrices in cases 1a) and 1b).
Using ii) in Lemma 5 with A = , we design the compression matrix C m×r as Without loss of generality, we verify that the compression matrix C 4×r in Case 2c) satisfies conditions (6) and (7). The compression matrices in Cases 2a), 2b) and C 3×r in Case 2c) can be treated similarly. Obviously, the last column of C 4×r satisfies condition (6) . According to the definition of λ i and the optimality of C 3× r− 1 2 , for j = 1, . . . , r − 1, we have
Thus, the compression matrix C 4×r satisfies condition (6) . It follows from (29) with m = 4 that the compression matrix C 4×r is row orthogonal. Then, one has
where the first equality is due to
Thus, the compression matrix C 4×r satisfies condition (7). On the other hand, it implies that
and the desired result follows.
In conclusion, for m = 2, 3, 4 and r ≥ m, the above compression matrix C m×r satisfies conditions (6) and (7), and the estimation error achieved by such C m×r attains the universal lower bound
This completes the proof. Remark 2: Theorem 2 shows that under the homogeneous scenario, we can obtain the optimal compression matrices for r ≥ m = 2, 3, 4. Furthermore, in this case, using the same simplification as that in [13] 
, the hyperplane-based vector quantization problem (44) in [14, Sec. V-D] can be simplified as the form of problem (4). As a result, the corresponding hyperplane-based vector quantization problem is solved.

IV. NUMERICAL EXAMPLES
We investigate the performance of the constructed optimal compression matrices in Subsection III-A and III-B (written as optimal solution A and B, respectively) and compare them with the compression strategy proposed in [13] . The universal lower bound given by (5) is included for comparison as well. Fig. 2 depicts estimation distortion versus the total number of messages, r, transmitted to the FC for a special homogeneous case, where the parameter dimension m is set to 43 and the noise covariance matrix is chosen as R 0 = I 43 . Fig. 3 depicts a general homogeneous case, where the parameter dimension m is set to 4 and the noise covariance matrix is chosen as R 0 = diag(10 −5 , 10 −3 , 1, 10).
As mentioned in the introduction, the compression strategy proposed in [13] can attain the universal lower bound under the assumptions that all d i (see its definition in (8)) are integers. If R 0 is an identity matrix, the assumption is simplified to be that r/m is an integer. In Fig. 2 , we note that when r = 43 (r/m is integer), then the compression strategy attains the universal lower bound; when r = 87 (r/m is very close to integer), then the compression strategy obtains the performance that is very close to the universal lower bound. However, the assumption may not be satisfied in practice. Therefore the compression strategy proposed in [13] in general can only approach the universal lower bound.
From Figs. 2 and 3 , we can see that the performance of the constructed optimal compression matrices in our paper out- performs that of the compression strategy proposed in [13] . In particular, the estimation error achieved by our constructed optimal compression matrices always attains the universal lower bound, which corroborates our analysis.
V. CONCLUSION
We considered the distributed estimation problem of a deterministic parameter vector in a bandwidth constrained wireless sensor network, where each sensor compressed its observation to one message transmitted to the FC. The optimal compression matrices were designed such that the estimation error attains the universal lower bound for a homogeneous case where all sensors have the identical noise covariance matrix. When the noise covariance matrix is a scaled identity matrix or a general positive definite matrix with the dimension of the parameter estimated being less than or equal to 4, we provided the closed-form expressions of the optimal compression matrices constructively. In addition, as a byproduct, the corresponding optimal solutions of hyperplane-based vector quantization problems (36) and (44) in [14] have been obtained as well. The interesting issues for further research is to design the optimal compression matrices for the general homogeneous case with the dimension of the parameter estimated being lager than 4 and the heterogeneous case.
APPENDIX A PROPERTIES OF ROW ORTHOGONAL MATRICES
Lemma 5: Let A ∈ R m×s and B ∈ R n×t be row orthogonal matrices. Then the following statements are obvious: i)
2) Matrix X =
A −A z z is row orthogonal, where z is any s-dimensional row vector.
APPENDIX B PROOF OF LEMMA 2
Proof: Denote by R the rotation matrix
Let vector (x, y) satisfy x 2 +y 2 = 1. The j-th column of matrix
Noting that
then C 2×r is further given by (12) which is shown to be optimal in the following.
It is easy to see that C T 2×r (j)C 2×r (j) = 1, showing that C 2×r (j), j = 1, . . . , r, satisfy condition (10) . By leveraging on two identities sin 2x = 2 sin x cos x, and cos 2 x − sin 2 x = cos 2x, one has
where 
According to the product to sum trigonometric formulas, we have 
where the second equality holds because
Substituting the equalities (33) and (34) into (30)- (32), together with the facts that sin 2 x + cos 2 x = 1 and cos 2 x − sin 2 x = cos 2x, yields
It follows from the above three equalities that condition (11) is satisfied. Hence the estimation error achieved by the constructed matrix C 2×r attains the universal lower bound 4 r . The proof of this lemma is completed.
APPENDIX C PROOF OF LEMMA 3
Proof: We use mathematical induction to prove this lemma. When m = 2, r = m + 1 = 3 and (x, y) = (0, −1) are substituted into (12) , then the optimal compression matrix C 2×3 is given by
Clearly, C T 2×3 (j)C 2×3 (j) = 1, j = 1, 2, 3, and
2 , i.e., the above matrix C 2×3 satisfies conditions (10) and (11) . In addition, it is easily seen that T(2) = (1, −1, 1) is orthogonal to each row of C 2×3 .
When m = 3 and r = m+1 = 4, we first design an optimal C 3×4 dependent on the above C 2×3 , and then verify its each row is orthogonal to T(3) = (−1, 1, −1, 1) . Observe that the lengths of each column and each row of the optimal C 3×4 are 1 and 4 3 , respectively. It is clear that matrix
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Similar to C 2×3 , it is easy to check that the above C 3×4 satisfies conditions (10) and (11) and T(3) = (−1, 1, −1, 1) is orthogonal to each row of C 3×4 as well. Assume that there exists the compression matrix C (m−1)×m satisfying conditions (10) and (11), and each of its rows is orthogonal to T(m − 1). Using the similar idea and the induction hypothesis, we directly design C m×(m+1) as
which can be equivalently and explicitly expressed as the Eq. (35), shown at the top of this page. Next, we verify that compression matrix C m×(m+1) given by (36) (or equivalently, (35)) satisfies conditions (10) and (11), and T(m) is orthogonal to each row of C m×(m+1) .
It follows from the induction hypothesis that C (m−1)×m satisfies conditions (10) and (11), that is, 
The Eq. (37), combined with (36) and the definition of T(m− 1), implies that for j = 1, . . . , m,
Furthermore, taking into account (36) and the definition of e m , we have
Hence, C m×(m+1) given by (36) satisfies condition (10) . In addition, define Y := C (m−1)×m and Z := T(m − 1). Then we have
where the first equality holds due to (36); the second equality follows from the induction hypothesis: each row of C (m−1)×m is orthogonal to T(m − 1); the third equality holds because of (38) and the definition of T(m − 1). Thus, C m×(m+1) given by (36) satisfies condition (11) . Clearly, T(m) = (−T(m − 1), 1). This fact, combined with (36), the induction hypothesis and the definition of T(m − 1), implies
Therefore, T(m) is orthogonal to each row of C m×(m+1) . The proof is completed.
APPENDIX D PROOF OF LEMMA 4
Proof : is designed as (14) .
We design the compression matrix C m×(2m−1) by utilizing the matrix C m×(2m−2) given by (14) . The row orthogonality of C m×(2m−2) leads to the row orthogonality of diag and B = e m , then the row orthogonal compression matrix C m×(2m−1) is constructed as (15) . It is easy to see that these two matrices satisfy conditions (10) and (11) .
2) Suppose that, for m ≥ 3 and m ≤ r ≤ 2m − 1, we can obtain the optimal compression matrix C m×r satisfying conditions (10) and (11) . The remainder t satisfies m ≤ m + t ≤ 2m − 1. Therefore, we provide (16) based on the optimal compression matrix with m ≤ r ≤ 2m − 1.
Next, we prove that the matrix C m×r given by (16) satisfies conditions (10) and (11) . According to the optimality of C m×m and C m×(m+t) , we have 
This completes the proof.
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