In this paper, we mainly study the random sampling and reconstruction for signals in a reproducing kernel subspace of L p ν (R d ) without the additional requirement that the kernel function has polynomial decay. The sampling set is independently and randomly drawn from a general probability distribution over R d , which improves and generalizes the common assumption of uniform distribution on a cube. Based on a frame characterization of reproducing kernel subspaces, we first approximate the reproducing kernel space by a finite dimensional subspace on any bounded domains. Then, we prove that the random sampling stability holds with high probability for all signals in reproducing kernel subspaces whose energy concentrate on a cube when the sampling size is large enough. Finally, a reconstruction algorithm based on the random samples is given for functions in the corresponding finite dimensional subspaces.
Introduction
Random sampling plays an important role in many fields, such as image processing [6] , compressed sensing [10] and learning theory [20] . Random sampling has been generally studied for multivariate trigonometric polynomials [2] , bandlimited signals [3, 4] , signals that satisfy some locality properties in short-time Fourier transform [22] , signals with bounded derivatives [25] , signals in a shift-invariant space [11, 16, 24, 26] and signals with finite rate of innovation [17] . Recently, ideal random sampling in reproducing kernel subspaces of L p (R d ) was given in [19] with random samples taken from a uniform distribution on a bounded domain [−K, K] d .
Moreover, [19] used a very strong condition |K(x, y)| ≤ C (1 + x − y 1 ) α (1.1) on the kernel function K. Reproducing kernel subspaces have been generally studied in recent years [8, 14, 15, 18, 23] and have potential applications in machine learning [7, 27] . In this paper, we mainly study the random sampling and reconstruction of signals in a weighted reproducing kernel subspace of L p ν (R d ) without the condition (1.1), and the random samples are drawn over R d from a general probability distribution.
Suppose that ω is a weight function which is continuous, symmetric, positive and submultiplicative,
Weight function ν is said to be ω-moderate, that is, it is continuous, symmetric, positive and satisfies 0 < ν(x + y) ≤ C 0 ω(x)ν(y), x, y ∈ R d (1.3)
for some positive constant C 0 > 0. More details about weight functions can refer to [12] . Suppose that T is an idempotent (T 2 = T ) integral operator with kernel K,
Then its range space
is a weighted reproducing kernel subspace of L p ν (R d ) [15, 23] , which means that for any x ∈ R d , there exists a C x > 0 such that
which contains all functions in V K,p whose energy concentrate on the cube C R .
This paper is organized as follows. In section 2, we show that a function f ∈ V K,p can be approximated by a function f N in a finite dimensional subspace V N K,p on any bounded domains. In section 3, we give an estimate for the covering number of normalized V N K,p . In section 4, we prove that the sampling inequality holds with high probability for all functions in V K,p (R, δ).
In section 5, a reconstruction algorithm based on random samples is provided for functions in
In this section, we will show that V K,p can be approximated by a finite dimensional subspace on any bounded domains. The following definitions of frame is similar to [1, 13, 21] . 
The following lemma is a generalization of Theorem A.2 in [18] to the weighted case.
T be an idempotent integral operator on L p ν (R d ) whose kernel K satisfies (1.5) and (1.6), and let V K,p be the range space of T . Then there exists a relatively-
such that (i) Both Φ and Φ are localized in the sense that
(ii) Φ and Φ form a dual frame pair for V K,p and V * K,p .
(iii) Both V K,p and V * K,p are generated by Φ and Φ in the sense that
Based on Lemma 2.3, for a given positive integer N , define a finite dimensional subspace
In the following, we will show that V K,p can be approximated by V N K,p on any bounded 
(2.10)
11)
Note that Λ = δ 0 Z d . For k = (k 1 , k 2 , · · · , k d ) ∈ Z d , let |k| = max{|k 1 |, |k 2 |, · · · , |k d |}. Then it follows from (1.2), (1.3) and (2.11) that Lemma 2.5 Suppose that K satisfies the assumptions (1.5) and (1.6), then there exists a
Proof It follow from (2.5) and (2.11) that
In this section, we discuss the covering number of V N, * K,p with respect to the norm · L ∞ ν (R d ) . Let S be a metric space and η > 0, the covering number N (S, η) is defined to be the minimal integer m ∈ N such that there exist m disks with radius η covering S.
x ≤ ε} be the closed ball of radius ε centered at the origin. Then
Then by Lemma 3.1, we have the following result.
Lemma 3.2 Let V N, * K,p be defined by (2.9). Then for any η > 0, the covering number of V N, * Then for every f ∈ V K,p , we have
2)
where 
Lemma 3.4 Suppose that K satisfies the assumptions (1.5) and (1.6), then the covering number of V N, * K,p with respect to · L ∞ ν (R d ) is bounded by Then for any f ∈ V K,p , we introduce the random variables
It is easy to see that X j (f ) is a sequence of independent random variables with expectation E[X j (f )] = 0. Next, we will give some estimates for X j (f ). . Then for any f, g ∈ V K,p , the following inequalities hold:
Proof (1) Direct computation obtains
(2) By mean value theorem, one has
(4) Using the similar method as (3), we have
In the following lemma, we will show that a uniform large deviation inequality holds for functions in V N, * K,p by Bernstein's inequality.
Lemma 4.2 (Bernstein's inequality)( [5] ) Let X 1 , X 2 , . . . , X n be independent random variables with expected values E(X j ) = 0 for j = 1, 2, . . . , n. Assume that V ar(X j ) ≤ σ 2 and |X j | ≤ M 0 almost surely for all j. Then for any λ ≥ 0, X
Proof For given ℓ ∈ N, we construct a 2 −ℓ -covering for V N, * K,p with respect to the norm · L ∞ ν (R d ) . Let C ℓ be the corresponding 2 −ℓ -net for ℓ = 1, 2, . . .. Then,
For given f ∈ V N, * K,p , let f ℓ be the function in C ℓ that is closest to f with respect to the norm
Moreover, by Lemma 3.3 and the item (2) of Lemma 4.1, we have
and for ℓ ≥ 2,
If this is not the case, then with f 0 = 0, we have
Next, we estimate the probability of each ω ℓ . By Lemma 3.3, 4.1 and 4.2, for every fixed f ∈ C 1 ,
functions in C 1 . Thus, the probability of ω 1 is bounded by
. For ℓ ≥ 2, we estimate the probability of ω ℓ in a similar way. For f ∈ C ℓ , g ∈ C ℓ−1 and
Let C 3 := min 
We first consider the case that
Since p, a > 0, one has ∞ ℓ=2 e −pa ℓ ≤ e −ap pa ln a ( [20] ), then
Under the condition (4.4), we have
This together with the probability of ω 1 in (4.3) obtains
Here, A is of order exp CN d with C = 2 d+1 1+ 1 δ 0 d ln(2C * +1) and B = min √ 2 2592p(C * ) p−1 , 3 2(C * ) p . Finally, we consider the case that
In this case, we can choose C ≥ Then for any γ > 0, the sampling inequality
holds for function f ∈ V N K,p with probability at least
where A and B are as in Lemma 4.3.
Proof It is obvious that every f ∈ V N K,p satisfies the inequality X j (f ) > γnc ρ is the complement of
Using Lemma 4.3, the sampling inequality (4.5) holds for all f ∈ V N K,p with probability
In the following, we will show that if the sampling size is sufficiently large, the sampling inequality holds with overwhelming probability for functions in V K,p (R, δ).
Theorem 4.5 Let X = {x j : j ∈ N} be a sequence of independent random variables that are drawn from a general probability distribution over R d with density function ρ satisfying (4.1). Suppose that M > R is a constant such that {x j : j = 1, 2, · · · , n} ⊆ C M , then for any
the sampling inequality
holds for function f ∈ V K,p (R, δ) with probability at least Proof It is obvious that every f ∈ V K,p (R, δ) satisfies the inequality (4.7) if and only if f / f L p ν (R d ) dose. Hence, we assume that f L p ν (R d ) = 1. For random variables {x j : j = 1, 2, · · · , n}, there exists a M > R such that {x j : j = 1, 2, · · · , n} ⊂ C M . By Lemma 2.4, for any ε > 0 satisfying (4.6), there exist N = N (ε, M, f )
This together with mean value theorem obtains
It follows from (4.10) that
For the above f N ∈ V N K,p , we know from Lemma 4.4 that
holds with probability at least
Then, it follows from (4.9), (4.11) and (4.12) that
holds with the same probability as (4.13 ). Since f ∈ V K,p (R, δ), we have
Moreover, we know from Lemma 2.5 that
Note that f L p ν (R d ) = 1. Then, the sampling inequality (4.7) follows from (4.14)-(4.16).
Reconstruction algorithm in V N K,p
In this section, we consider the reconstruction algorithm of functions in V N K,p from the corresponding random samples.
Lemma 5.1 Suppose that there exists some constant ζ > 0 such that for any
Then there exist reconstruction functions S j (x) 1≤j≤n such that for all f ∈ V N K,p ,
, we try to solve the system of linear equations
for the coefficients (c(λ)) λ∈Λ∩[−N,N ] d . Define a random matrix
where u j,λ = φ λ (x j ). In fact, the column number of U is less than 2N δ 0 + 1 d . Then the system 
Then U T U is invertible, which implies that
The following theorem presents a reconstruction algorithm for signals in a finite dimensional subspace V N K,p .
Let U be as in This together with (5.10) leads to the desired result.
