Abstract-Properties of optimal entropy-constrained vector quantizers (ECVQs) are studied for the squared-error distortion measure. It is known that restricting an ECVQ to have convex codecells may preclude its optimality for some sources with discrete distribution. We show that for sources with continuous distribution, any finite-level ECVQ can be replaced by another finite-level ECVQ with convex codecells that has equal or better performance. We generalize this result to infinite-level quantizers, and also consider the problem of existence of optimal ECVQs for continuous source distributions. In particular, we show that given any entropy constraint, there exists an ECVQ with (possibly infinitely many) convex codecells that has minimum distortion among all ECVQs satisfying the constraint. These results extend analogous statements in entropy-constrained scalar quantization. They also generalize results in entropy-constrained vector quantization that were obtained via the Lagrangian formulation and, therefore, are valid only for certain values of the entropy constraint.
I. INTRODUCTION
Characterizing properties of optimal quantizers is an important problem in quantization theory. In fixed-rate quantization, Lloyd's two necessary conditions for optimality [1] , [2] give a useful characterization of quantizers having minimum distortion for a given number of codevectors. One of these optimality conditions, the nearest neighbor condition, implies that for the squared-error distortion measure, the codecells of an optimal scalar quantizer are intervals, and that in the vector case the cells are convex polytopes. This observation has proved very useful in analyzing optimal scalar and vector quantizer performance [3] . Even more importantly, the Lloyd conditions yield a popular iterative method for fixed-rate quantizer design [1] , [4] .
The Lloyd conditions have been generalized to optimal entropy-constrained vector quantizers (ECVQs) [5] via a Lagrangian formulation in which the performance of the quantizer is measured by a weighted sum of its distortion and rate (output entropy). In particular, for the squarederror distortion measure, the generalized form of the nearest neighbor condition implies that an ECVQ that is optimal in this Lagrangian sense has convex polytope codecells. However, the Lagrangian formulation only yields optimal quantizers that achieve a distortion-rate point on the lower convex hull of the entropy-constrained operational distortion-rate function. If the operational distortion-rate function is not convex (which seems to be the typical case [6] ), it lies strictly above its lower convex hull for a whole range of rate values. An ECVQ that is optimal for any such rate no longer has to satisfy the generalized nearest neighbor condition. Although little is known about the structure of optimal ECVQs in general, the popular assumption in the literature is that the codecells of an optimal ECVQ are convex polytopes. In [8] , it was demonstrated that this assumption is wrong in general: There exist discrete source distributions on the real line for which no scalar quantizer with interval cells can be optimal for some values of the entropy constraint. Similar counterexamples were exhibited in [9] for network scalar quantization problems such as multiresolution, multiple-description, and Wyner-Ziv scalar quantization. However, it was also shown in [8] that for continuous scalar source distributions and a wide class of distortion measures (including the squared-error distortion), there always exits an optimal entropy-constrained scalar quantizer with convex (interval) codecells for any value of the entropy constraint. Thus, for continuous source distributions, the requirement of codecell convexity is consistent with quantizer optimality in entropy-constrained scalar quantization. Corresponding results for vector quantization do not seem to be available in the literature. The question whether or not optimal vector quantizers have convex codecells is an interesting theoretical problem that also has practical significance. For example, the encoder of a vector quantizer with N nonconvex (e.g., disconnected) codecells can, in principle, be arbitrarily complex, while if the codecells are convex polytopes, the encoding complexity (both space and time) is at most on the order of N 2 .
The goal of this correspondence is to generalize the results of [8] to vector quantization. We consider (absolutely) continuous source distributions and assume the squared-error distortion measure. After introducing the relevant notation and definitions in Section II, we first focus on finite-level quantizers in Section III. Here, the main result shows that for any finite-level ECVQ there exists another finite-level ECVQ with convex codecells that has the same (positive) codecell probabilities (thus, the same entropy) and equal or less distortion. Among other things, this result implies that should a finite-level optimal ECVQ for a given entropy constraint exist, it can be assumed to have convex codecells. Optimal ECVQ performance may not be achieved by a finite-level quantizer. This motivates us to consider infinite-level quantizers in Section IV. We extend the main result of Section III to vector quantizers with a countably infinite number of codecells, and also consider the problem of existence of optimal ECVQs. In particular, we show that given any entropy constraint, there exists an ECVQ with (possibly infinitely many) convex codecells that has minimum distortion among all ECVQs satisfying this entropy constraint. This generalizes a recent result in [10] that was obtained via the Lagrangian formulation and is thus valid only for certain values of the entropy constraint.
II. PRELIMINARIES
A vector quantizer Q is described by a measurable partition S = fS1; S2; . . . ; SN g of k and a corresponding codebook C = fc1; c2; . . . ; cN g k . If S and C are finite, we call Q an N -level quantizer. We also allow countably infinite partitions and codebooks, in which case we formally write N = 1 and call Q and infinite-level quantizer. The overall quantizer Q: k ! C is respectively. Without loss of generality, we assume that the codevectors are distinct. To define a quantizer Q with partition S and codebook C, we write Q (S; C). 
In particular, we restrict the treatment to the popular squared error distortion The partial distortion of the ith codecell S i of Q is defined by
so that
When the distribution is clear from the context, the short notations D(Q) and D i (Q) will be used. We use (1) and (2) for each Borel set B.
The entropy-constrained rate of Q is the entropy of its output Q(X) It is worth noting that one of the two Lloyd conditions, the centroid condition, still holds for entropy-constrained quantizers. Thus, if Q is an optimal ECVQ, then the codevectors of Q must be the centroids of their corresponding cells, i.e., for all Si with positive probability (Si) > 0.
Central to our work are quantizers with convex codecells defined in terms of half-spaces or hyperplanes in k . In the rest of the section, we We say that the hyperplane h separates the sets A; B k , if A H and B Ĥ. P k is a convex polytope if P is a finite intersection of (open or closed) half-spaces. Note that (h) = 0 for any hyperplane h if the distribution is absolutely continuous with respect to the Lebesgue measure on k (i.e., has a density). In this case, the boundary of a convex polytope (the union of its faces) has measure zero.
In the sequel, we alternatively use the notation h for the hyperplane itself and for the parameter vector (a 1 ; . . . ; a k ; b); the actual meaning will be clear from the context. In particular, if the parameter vectors
corresponding to a sequence of hyperplanes fhng converge componentwise to a parameter vector (a1; . . . ; a k ; b) corresponding to a hyperplane h, we say that fh n g converges to h.
It will be convenient to allow the parameter b of the limit hyperplane 
III. FINITE-LEVEL QUANTIZERS AND CODECELL CONVEXITY
In this section, and throughout the correspondence, we assume that the source distribution is absolutely continuous with respect to the Lebesgue measure (absolutely continuous, for short). We show that for any finite-level vector quantizer there exists another finite-level vector quantizer with convex codecells that has the same entropy and equal or less distortion. First we prove this in the next lemma for the special case of two-level quantizers. The lemma extends a similar result in [8] from scalar to vector quantization and it plays a key role in the proof of the main result. In particular, for every > 0 there is a > 0, which depends on but not on Q orQ, such that
Note that (4) implies that if the cells of a two-level quantizer cannot be separated by a hyperplane (up to a set of measure zero), then there is another two-level quantizer with half-space cells that has the same entropy and strictly less distortion. 
Similarly,
Therefore,
Since (H1) = (S1) and (H2) = (S2), and fS1; S2g and fH 1 ; H 2 g are partitions of k , we have (S 1 \ H 2 ) = (S 2 \ H 1 );
hence, the expression in (6) is equal to zero. Also, from (5) we have
and so the expression in (7) is nonnegative, implying
This completes the proof of the first part. Next we prove (4) . Recall that
Since is absolutely continuous with respect to the Lebesgue measure, for every > 0 there is a > 0 such that for any two half-spaces K1 K 2 k such that the distance between their defining hyperplanes is at most , we have (K2 n K1) (note that the two hyperplanes must be parallel because K 1 K 2 ). Therefore,
Similarly, we have
This completes the proof since the choice of depended only on and , but not on Q orQ.
Remark (More General Distortion Measures):
Lemma 1 easily generalizes to weighted squared-error distortion measures in the form d(x; y) = hx 0 y; A(x 0 y)i where A is a positive-definite symmetric k 2k matrix [2] . In this case, the separating hyperplane h and c 2 0 c 1 will be perpendicular with respect to the inner product hx; yi A 1 = hx; Ayi. All subsequent results can be shown to hold for such distortion measures, but for simplicity we will restrict the treatment to the squared-error distortion, and only give below a sketch of the argument generalizing Lemma 1.
The distortion measure can be written as . The proof, however, is more involved than in the scalar case. In [8] , the desired quantizer could be constructed in a finite number of steps, but that construction does not generalize to the multidimensional case. Here the construction is less explicit:Q with the stated properties is shown to exist as the "limit" of an infinite sequence of quantizers constructed in a recursive manner. The detailed proof is given in the Appendix.
DeMorgan's law implies thatŜ N +1 can be written as a union of finitely many convex polytopes. Making each of these polytopes a new cell (of measure zero) and defining the associated codevectors arbitrarily, we obtain the following corollary. Note that Q andQ in the corollary have the same entropy. Thus, any finite-level ECVQ can be replaced by another one which has convex codecells, the same entropy, and equal or less distortion.
In Theorem 1, the convex polytopes comprisingŜ N +1 have measure zero. Each of these polytopes S is an intersection of some halfspaces from the collection fHi;j; Hj; i; 1 i < j N g. Assume now that the density of is positive everywhere. Then, if the interior of S were not empty, we should have (S) > 0. Since (S) = 0, the interior of S is empty, and, in fact, S hi; j for some i < j. Thus, the union of the boundaries (faces) of the polytopesŜ i , i = 1; . . . ; N containsŜ N +1 , and it follows that the union of the closures ofŜ i , i = 1; . . . ; N covers k . We can, therefore, redefine the cellsŜi, i = 1; . . . ; N to obtain a partition of k by assigning the common boundary of any two cells to the cell with the lower index. Hence, we obtain the following corollary to Theorem 1. If X has a positive density concentrated on a convex subset C of k , then it is enough to consider quantizers defined only on C. In this case, Q is an N -level quantizer with convex codecells defined only on C.
For a given source distribution and entropy constraint R, there might not exist a finite-level quantizer achieving optimal performance D h (R). Nevertheless, Theorem 1 readily implies that finite-level quantizers with convex codecells can arbitrarily approach the optimal performance if the source has a finite second moment. The proof is almost identical to that of [8, Corollary 2] which deals with the scalar case.
Corollary 3:
Assume that X has an absolutely continuous distribution and finite second moment 
IV. INFINITE-LEVEL QUANTIZERS AND ECVQ OPTIMALITY
In this section, we first generalize Theorem 1 to infinite-level quantizers. In the sequel, it will be convenient to allow quantizers that are defined on subsets of k . We say that a quantizer Q is defined -almost everywhere (-a.e.) if Q is defined on a set S k (which may be all of k ) such that ( k n S) = 0. In this case, the codecells of Q form a partition of S instead of k . Note that by forming the extra codecell k nS of measure zero for Q, we can always extend its domain of definition to the whole of k without changing its distortion or entropy.
Theorem 2: Suppose X has an absolutely continuous distribution . Then, for any quantizer Q with finite distortion D(Q), there is a quantizerQ defined -a.e., such thatQ has convex cells,Q and Q have the same codevectors and codecell probabilities, and D(Q) D(Q).
In case Q is an infinite-level quantizer, Theorem 2 does not imply that the cells ofQ are convex polytopes. For example, a corollary of the Vitali covering theorem [11] shows that there exists a countable collection fB1; B2; . . .g of disjoint closed balls in k such that k n i B i has Lebesgue measure zero. If is absolutely continuous, then any quantizer with partition fB 1 ; B 2 ; . . .g is defined -a.e. and its codecells are closed balls.
The theorem is an easy consequence of the following lemma whose proof is deferred to the Appendix. The lemma will also prove useful later in showing the existence of optimal ECVQs.
Lemma 2: Suppose X has an absolutely continuous distribution . For each n = 1; 2; . . ., let be an infinite-level quantizer, defined -a.e., such that for all 1 i < j n the cells S for each i = 1; . . . ; n, (Ŝ (n) n+1 ) = 0,ĉn+1 is arbitrary, and
Si;
if i n + 2 and define the infinite-level quantizer
Qn S (n) 1 ; S (n) 2 ; . . . ; c1; c2; . . . :
Thus, D(Q n ; ) D(Q; ) for all n, so
Clearly, the sequence fQ n g satisfies the requirements of Lemma 2;
hence, the statement of the theorem follows.
Theorem 2 shows that in the definition of the operational distortion-rate function D h (R) it is enough to consider -a.e. defined quantizers with convex codecells. The next theorem uses this fact to show the existence of an optimal ECVQ for a given rate constraint.
Theorem 3:
Suppose that X has an absolutely continuous distribution . Then, for any R 0, there exists a quantizerQ defined -a.e. and having convex cells such that H(Q) R and D(Q) = D h (R).
We need the following result from [8, p. 421]. 
By Lemma 3, the sequence fp (n) g has a pointwise convergent subsequence fp (n ) g, which converges to some probability vector p = (p 1 ; p 2 ; . . .) with entropy
The corresponding sequence of quantizers fQn g clearly satisfies the requirements of Lemma 2 if we redefine each Qn on a set of probability zero by assigning the common boundary of any two of its convex codecells to the codecell with the lower index. Thus, by Lemma 2 we obtain a quantizerQ defined -a.e., with convex cells fŜ 1 ;Ŝ 2 ; . . .g such that (Ŝ i ) = p i for all i 1. We have H(Q) = H(p) R and by Lemma 2,
Hence,Q is an optimal ECVQ at rate R. Set Q 1 = Q and assume that for some n 1 we have constructed the N -level quantizer Q n satisfying the above conditions. We use Q n to construct Q n+1 . For any i < j, let (n) For every 1 i < j N , let (Hi; j ; Hj; i ) denote the half-spaces corresponding to h i; j , and for 1 i N , define the convex polytopeŝ In the remainder of the proof we show thatQ has the desired properties. Since the sequence fD(Q n ; )g is nonnegative and nonincreasing, it converges, so D(Q n ; ) 0 D(Q n+1 ; ) ! 0 as n ! 1. Thus, since (n) i; j 0 for all i; j and n, (10)- (12) (Since each (n) i; j is dominated by , it is easy to see from the proof of Lemma 1 that the same works for all i, j, and n.) Therefore, since It is easy to see that the preceding implies Therefore, Fatou's lemma [12] implies we similarly obtain thatŶ 
I. INTRODUCTION
Mitigating interference is of paramount importance in the design of a code-division multiple-access (CDMA) system. Much research has been conducted in designing multiuser detection techniques to suppress interference for a given set of signature sequences. Recently, there has been interest in managing interference from the transmitters' side. Optimum signature sequence sets for synchronous CDMA systems were characterized in [6] , [10] , [11] . These sets may be constructed by iterative methods [5] , [9] .
For practical applications, it is helpful to devise distributed algorithms that allow each user to adapt his own signature sequence based on local information. Rapajic and Vucetic suggested that each user iteratively replaces his signature sequence by the weight vector obtained at his minimum mean-squared error (MMSE) receiver [4] . This is called the MMSE algorithm, and its properties are investigated in [1] , [7] - [9] , [12] . Signature sequence adaptation in the presence of multipath was considered in [3] .
