The capacity of symmetric neighboring and consecutive side-information single unicast index coding problem (SNC-SUICP) with number of messages equal to the number of receivers was given by Maleki, Cadambe and Jafar. In this paper, we construct binary matrices of size × ( ≥ ) such that any adjacent rows of the matrix are linearly independent over every field. By using such matrices, we give an optimal scalar linear index code for the one-sided SNC-SUICP considered by Maleki, Cadambe and Jafar for any given number of messages and onesided side-information. The constructed codes are independent of field size and hence works over every field.
I. INTRODUCTION AND BACKGROUND
An index coding problem consists of one transmitter, receivers { 1 , 2 , . . . , } and independent messages { 1 , 2 , . . . , }, where ∈ , = ( ,1 , ,2 , . . . , , ), , ∈ for ∈ {1, 2, . . . , } and ∈ {1, 2, . . . , }. Each receiver is identified with { , }, where ⊆ { 1 , 2 , . . . , } is the set of wanted messages and ⊆ { 1 , 2 , . . . , } is the set of known messages to receiver . The messages in the set are called sideinformation available to receiver . The transmitter has all the messages and it also knows the set of wanted and known messages of each receiver. An index code is a mapping defined as follows:
where is the length of index code. That is, the index code ℭ maps messages 1 , 2 , . . . , into symbols 1 , 2 , . . ., ( ∈ for = 1, 2, . . . , ) called code symbols, which are broadcasted by the transmitter. If 1 = 2 = ⋅ ⋅ ⋅ = , then the index code is called symmetric rate vector index code. If 1 = 2 = ⋅ ⋅ ⋅ = = 1, then the index code is called scalar index code. The index coding problem is to design an index code such that the number of transmissions broadcasted by the transmitter is minimized and all the receivers get their wanted messages by using the code symbols broadcasted and their known side-information.
Instead of one transmitter and receivers, the index coding problem can also be viewed as source-receiver pairs with all sources connected with all receivers through a common finite capacity channel and all source-receiver pairs connected with either zero of infinite capacity channels. This problem is called multiple unicast index coding problem (MUICP) [1] .
The problem of index coding with side-information was introduced by Birk and Kol [2] . Bar-Yossef et al. [3] studied the class of index coding problems in which each receiver demands only a unique message and the number of receivers equals the number of messages. Ong and Ho [4] classified binary index coding problem depending on the demands and side-information of the receivers. An index coding problem is called unicast if the demand sets of the receivers are disjoint. For the unicast index coding problem, it was shown that the length of an optimal linear index code is equal to the of the side-information graph [3] of the index coding problem and finding the is NP hard [6] . Maleki, Cadambe and Jafar [1] found the capacity of SNC-SUICP. In a SNC-SUICP with equal number of messages and source-receiver pairs, each receiver has a total of + = < side-information, corresponding to the messages before and messages after its desired message. In this setting, the th receiver demands the message having the side-information
(1) The symmetric capacity of this index coding problem setting is
where , ∈ ℤ, 0 ≤ ≤ , and + = < .
In the setting given in [1] with one-sided side-information cases, i.e., the cases where is zero, the th receiver demands the message having the side-information,
for which (2) reduces to
The set of messages neither known nor demanded by contribute interference (ℐ ) at the receiver , where
The reciprocal of the capacity is called the optimal length of an index coding problem. That is, at least 1 code symbols are required to convey one wanted message to each receiver.
In a scalar linear code, the messages in an index coding problem take value from a finite field . A -tuple
) ∈ of messages is denoted by x. A scalar linear index code of length (< ) is represented by an encoding matrix L (∈ × ), where the th column contains the coefficients used for mixing messages 1 , 2 , . . . , to get the th code symbol and the th row (∈ 1× ) contains the coefficients used for mixing message in the code symbols. A codeword of the index code is
In this paper, the × identity matrix is denoted by I . All the subscripts in this paper are to be considered . The set of rows { +1 , +2 , ⋅ ⋅ ⋅ , + } for = 1, 2, . . . , (all subscripts are ) are called adjacent rows in the matrix × .
A. Contributions
• In this paper, we give a construction of binary matrices with a given size × ( ≥ ), such that any adjacent rows in the matrix are linearly independent over every field . • For the SNC-SUICP, Maleki, Cadambe and Jafar [1] proved the existence of capacity achieving codes by using Vandermonde matrices over large fields. The size of the field in their construction depends on the number of messages . In this paper, using the proposed matrix construction, we give capacity achieving scalar linear codes for given and over every field , which is independent of . • In [10] , we proposed a vector linear index code construction that constructs a sequence of two-sided SNC-SUICPs with a vector linear index code starting from a given one-sided SNC-SUICP with a known scalar linear index code. The construction given in this paper along with the construction in [10] gives a capacity achieving vector linear code for two-sided SNC-SUICP with every , and and the constructed codes are independent of field size.
The remaining part of this paper is organized as follows. In Section II, we give our construction of scalar linear index codes for one-sided SNC-SUICPs. We conclude the paper in Section III.
The proofs of the claims in this paper have been omitted due to space constraints. All the proofs and more examples can be found in [11] .
II. CONSTRUCTION OF THE OPTIMAL LENGTH INDEX

CODES OVER
In this section, we give a method to construct a ×( − ) encoding matrix for one-sided SNC-SUICP with messages and side-information.
Lemma 1. Consider a SNC-SUICP with messages and receivers. Receiver
wants the message and its side-information and interference are given by (3) and (5) respectively. Let L be a × ( − ) encoding matrix for this index coding problem. Then, the receiver can decode if and only if
Lemma 2. In the index coding problem mentioned in Lemma 1, if every − adjacent rows of the encoding matrix L are linearly independent, then the receiver can decode and all − − 1 interfering messages in ℐ for = 1, 2, . . . , .
Definition 1.
Let and be two positive integers and divides . The following rectangular circulant matrix is denoted by C × .
In the matrix C × , every set of adjacent rows are linearly independent over every field . In the rectangular circulant matrix C T × , every set of adjacent columns are linearly independent over every field . Let the matrix D ×( + ) (for some integer ) be the column concatenation of C × with identity matrices I . In the matrix D ×( + ) , every set of adjacent columns are linearly independent over every field .
A. Construction of an encoding matrix L ×( − )
In this subsection we present our construction of encoding matrices which will be referred as CONSTRUCTION henceforth.
CONSTRUCTION
For a given and let
where divides −1 for some integer . Depending upon whether is even or odd we have the following two cases.
Case I: is an even integer For this case the structure of the encoding matrix L ×( − ) in terms of rectangular circulant matrices is shown in Fig. 1 .
The construction of × ( − ) matrix by the above procedure is guaranteed by (7) . • The sequence of construction of the matrices can be summarized as given below:
If divides −1 and is an even number, then the construction starts with a fat (number of columns greater than number of rows) matrix and the construction proceeds by constructing alternate tall (number of rows greater than number of columns) and fat matrices.
Case II: is an odd integer For this case the structure of the encoding matrix L ×( − ) in terms of rectangular circulant matrices is shown in Fig. 2 .
to obtain the concatenated matrix of size −1 × −2 . Let this concatenated matrix be D
• Repeat the above procedure until we get × ( − ) matrix. The construction of × ( − ) matrix by the above procedure is guaranteed by (7) . • The sequence of construction of the matrices can be summarized as given below:
If divides −1 and is an odd number, then the construction starts with a tall matrix and proceeds by constructing alternate fat and tall matrices.
be the binary matrix obtained during CONSTRUCTION for a given , and for some integer 1 ≤ ≤ +2. Note that the matrix D 
7×10 → D (4) 17×10 → D (5) 17×27 → D 44×27 = L 44×27 by concatenating suitable rectangular circulant matrices. The encoding matrix L 44×27 is given below. 
B. Main Results
Theorem 1. Consider a one-sided SNC-SUICP with messages and receivers. Receiver wants the message and its side-information are given by (3) . For this index coding problem, the matrix L ×( − ) given by CONSTRUCTION as in Fig. 1 and Fig. 2 is an encoding matrix over every field and the code generated is of optimal length. Remark 1. In [2] , Birk and Kol defined partial clique and gave a coding scheme for a given index coding problem based on the partial cliques of the side-information graph. A directed graph ( , ) is a -partial clique ( , ) iff | | = , outdeg( ) ≥ ( − 1 − ), ∀ ∈ , and there exists a ∈ such that outdeg( ) = ( − 1 − ). It can be observed that the side-information graph of one-sided SNC-SUICP with messages and side-information is a ( − − 1)-partial clique. An optimal index code for this ( − − 1)-partial clique can be obtained by using a − erasure correcting MDS code. However, by using MDS codes, the size of the field depends on the number of messages . The encoding matrix L ×( − ) in CONSTRUCTION is an encoding matrix over every field. Hence, the optimal length of a one-sided SNC-SUICP is independent of field size. However, when an MDS code exists as an index coding problem with messages and side-information the side-information need not be neighboring side-information.
Remark 2. The capacity achieving code is a scalar linear code for a one-sided SNC-SUICP. The optimal length of a scalar linear code is called the minrank of side-information graph [3] . The optimal length of one-sided SNC-SUICP is independent of field size. Thus, the minrank of the side-information graph of a one-sided SNC-SUICP is independent of field size.
Remark 3. The index code construction in Theorem 1 enables each receiver
to decode not only its required message but also all its interfering messages in ℐ (Lemma 2).
Lemma 4.
Let be a positive integer. Consider a SNC-SUICP with messages and receivers. Receiver wants the message and its side-information are given by
The encoding matrix constructed in Theorem 1 for this index coding problem can be written as
where P = D ×( − ) . Consider a SNC-SUICP with messages and receivers. Receiver wants the message and its side-information are given by
Then, an encoding matrix for this index coding problem can be given as
Consider the setting with receivers and messages and the th receiver demanding the message having the side-information given by
where ∈ {0, 1, 2, . . . , − − 1}. If = 0, then this setting is equal to one-sided SNC-SUICP. The cases of ∕ = 0 corresponds to symmetric consecutive SUICP but not SNC-SUICP.
where ∈ {0, 1, 2, . . . , − − 1} and = {1, 2, . . . , }. This setting is called consecutive SUICP. If 1 = 2 = . . . = , then this setting is equal to symmetric consecutive SUICP. If 1 = 2 = . . . = = 0, then this setting is equal to SNC-SUICP.
Lemma 5. Consider a consecutive SUICP with messages and receivers. Receiver wants the message and its side-information are given by (12). In this index coding problem, the side-information are not symmetric but consecutive. The matrix L ×( − ) given by CONSTRUCTION is an encoding matrix for this index coding problem. 
This new index coding problem is not a SNC-SUICP, but it is a symmetric SUICP. We can generate ( )(Euler's totient function) such new index coding problems. The sideinformation graph of this new symmetric SUICP is isomorphic to the side-information graph of one-sided SNC-SUICP. Hence, the capacity of the new symmetric SUICP is equal to that of the SNC-SUICP. Let the rows of the matrix L ×( − ) given by CONSTRUCTION be { 1 , 2 , . . . , }. Define the matrix L ×( − ) to be a × ( − ) matrix with rows { (1) , (2) , . . . , ( ) }. The matrix L ×( − ) is an encoding matrix for the new symmetric SUICP with sideinformation given by (13). Table II is given below.
C. Optimal length index codes for two-sided SNC-SUICPs
In [10] , we proposed a vector linear index code construction which constructs a vector linear index code for two-sided SNC-SUICPs starting from a given one-sided SNC-SUICP with a known scalar linear index code. The construction given in Theorem 1 along with our construction in [10] gives capacity achieving vector linear index codes for twosided SNC-SUICP for every , and . If a scalar linear index code ℭ for the one-sided side-information problem is defined in the field , the construction procedure in [10] gives the construction of vector linear code for the two-sided SNC-SUICP in the same field . Thus, the construction given in Theorem 1 along with our construction in [10] gives capacity achieving vector linear codes for two-sided SNC-SUICP for every , and . The index codes so constructed are independent of field size.
III. CONCLUSION
In this paper, a capacity achieving scalar linear coding scheme is proposed for one sided side-information consecutive SUICPs. Some of the interesting directions of further research are as follows:
• Recently, it has been observed that in a noisy index coding problem it is desirable for the purpose of reducing the probability of error that the receivers use as small a number of transmissions from the source as possible and linear index codes with this property have been reported in [5] , [7] , [8] , [9] . While the report [5] considers fading broadcast channels, in [7] , [8] AWGN channels are considered. These aspects remain to be investigated for the constructed class of scalar linear codes. • In this paper, we proved that for the one-sided SNC-SUICPs, the of the side-information graph is independent of the field size. The side-information graph patterns with independent of the field size require further investigation. • Maleki, Cadambe and Jafar proved [1] the capacity of X network setting with local connectivity and number of messages when the number of source-receiver pairs ( ) tends to infinity. The capacity of this network is 2 ( +1) per message. However, for finite , the capacity is upper bounded by 2 ( +1) but unknown. For finite , the feasibility of using the matrix proposed in CONSTRUCTION with dimension × ( +1) 2 as an encoding matrix for X network setting by using isomorphism mappings may be studied.
