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A few decades after Hill’s work on nano-thermodynamics, the development of a ther-
modynamic framework, to account consistently for the fluctuations of small systems due to
their interactions with the surrounding environment, is still underway. Here we discuss how,
in a small system, the interaction energy with the environment may be described through a
conjugate pair of intensive and extensive variables, giving rise to a Gibbs thermodynamics
with an additional thermodynamic degree of freedom. The relevant thermodynamic poten-
tials help describe the equilibrium conditions and the material properties that measure the
susceptibility of the system to the interaction with the environment. The resulting general-
ized ensembles, which describe the non-negligible, small system fluctuations, are shown to
be equivalent. Away from the average thermodynamic state, the availability describes the
distance between system and the environment, in terms of the maximum work extractable
from the fluctuation, and a proper definition of entropy extends the thermodynamics to the
generic fluctuating state. From the latter state, entropic forces arise to restore the average
thermodynamic state. Our framework unifies and extends the ensemble thermodynamics
by Hill and the recent advances in statistical mechanics under strong coupling and reduces
to classical macroscopic thermodynamics when the system is large. The particular case of a
small ideal gas system is discussed in detail and the example of a single particle immersed
in a bath is revisited in the light of the new formalism.
1 Introduction
The possibility of observing and manipulating systems at the nanoscale is providing a
unique opportunity to investigate the origin of non-equilibrium behavior of biological sys-
tems, from the activity of individual cells to the complex molecular structures and beyond
[Bustamante et al., 2004, Nelson, 2004, Kinbara and Aida, 2005, Shipley, 2010, Abendroth et al., 2015].
Spurred by these recent theoretical advances and the novel manipulation techniques in
nano-systems (e.g., optical tweezers), the thermodynamics of small systems has received
renewed attention in the past two decades [Hummer and Szabo, 2001, Collin et al., 2005,
Ciliberto et al., 2010, An et al., 2015]. Differently from macroscopic systems treated by
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classical thermodynamics, in small systems fluctuations are typically non negligible; more-
over, because the interaction energy between the system and the environment is typically of
the same order of magnitude as the internal energy of the system, the latter is not additive.
Stochastic thermodynamics has aimed to provide a thermodynamic interpretation to
the random dynamics of particles trajectories. While early studies focused on Brown-
ian particles and noninteracting systems [Sekimoto, 1998, Seifert, 2012, Zhang et al., 2012,
Van den Broeck and Esposito, 2015], recent work extended the framework to systems in
strong coupling with the environment [Esposito et al., 2010, Seifert, 2016, Talkner and Ha¨nggi, 2016,
Jarzynski, 2017, Miller and Anders, 2017], in both equilibrium and nonequilibrium condi-
tions. In this line of research, however, the definition of the thermodynamic quantities for
a small system is not directly consistent with that for macroscopic systems [Sekimoto, 1998].
This has motivated an interesting debate [Vilar and Rubi, 2008, Peliti, 2008, Horowitz and Jarzynski, 2008,
Hilbert et al., 2014, Goldstein et al., 2017, Jarzynski, 2017], calling for a consistent link be-
tween stochastic and macroscopic thermodynamics [Jarzynski, 2017].
Earlier, a thermodynamic perspective on small systems was pioneered by Hill [Hill, 1963,
Hill, 2001]. Based on the realization that small systems have an additional thermodynamic
degree of freedom, he extended classical thermodynamics by considering multiple replicas
of the given system. Because the replicas are independent realization of the given small
system, the internal energy of the ensemble of replicas is additive and their thermody-
namics is extensive. While Hill’s approach has been successfully used [Chamberlin, 2000,
Schnell et al., 2011, Schnell et al., 2012, Chamberlin, 2014, Latella et al., 2017], Hill’s nano-
thermodynamics is extensive only for the ensemble of replicas, whereas it remains non-
extensive for the single small system. Consequently, while the Gibbs equation still holds,
the Euler relation is corrected with an additional ad hoc potential. This makes it difficult to
fully connect Hill’s and Gibbs’ thermodynamics [Qian, 2012, Bedeaux and Kjelstrup, 2018].
Stochastic thermodynamics has largely progressed independently of Hill’s thermodynam-
ics. The objective of this contribution is thus to present a small system thermodynamics,
a` la Gibbs, which encompasses both Hill’s thermodynamics and the recent advances in sta-
tistical mechanics under strong coupling. Towards this goal, the first logical step is to
describe the average thermodynamic state by means of a fundamental equation that in-
cludes the additional degree of freedom in the list of extensive quantities (in the sense of
Gibbs [Gibbs, 1928], p. 85; see also [Callen, 2006]). Gibbs and Euler equations for the
small system are then derived along with novel and more convenient potentials (by Legen-
dre transformation). Among these, Hill’s subdivision potential, appearing as the product
of conjugate variables associated to the interaction between system and environment, ac-
quires a more physical meaning. The material properties for small systems are also gener-
alized, including new ones that describe the effect of the interaction with the environment.
Besides a proper definition of the interaction potential for a correct interplay between en-
ergy and entropy, small systems also require a proper definition of volume and its fluc-
tuations. We do not address this problem here but refer to the previous literature (e.g.,
[Corti and Soto-Campos, 1998, Hunjan and Eu, 2010, Uline and Corti, 2013]) to guarantee
consistency with the macroscopic definition of volume.
Small systems are most likely found in a fluctuating condition about what can be seen
as an average thermodynamic state. Here, we focus on fluctuations due to the interac-
tion with the environment and not of small systems in isolation, which may not settle in
a ”thermodynamic” state [Campa et al., 2009]. We therefore derive a generalization of the
thermodynamic theory of fluctuations, which describes the energetics of the fluctuating
state and provides the solvated ensemble [Jarzynski, 2017] and Hill’s unconstrained ensem-
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ble [Hill, 2001] as particular cases. The availability [Kestin, 1979] quantifies the distance of
the fluctuating state from the average one in terms of maximum work extractable from the
fluctuation (or minimum work required to induce it) and a proper definition of fluctuating
entropy satisfies Euler and Gibbs equations, thus providing a consistent thermodynamics of
the fluctuating state. Due to the concavity of the entropy function, any couple of thermo-
dynamic ensembles for small systems are equivalent within this framework.
We will further discuss the case of a small system of ideal gas particles. Its peculiarity
stems from the fact that the interaction between the particle within the system, and hence
between the system and the environment, is negligible. As a consequence, classical macro-
scopic thermodynamics applies without additional degree of freedom, even if the system
consists of a single ideal gas particle. To illustrate the details of the theory, we discuss the
example of a single particle immersed in a heat bath and subject to an external force. We
conclude by summarizing the results and by discussing the analogy between small systems
and systems with long-range interactions. Our description is limited to spontaneous fluctu-
ations around equilibrium; the role of forces driving away from equilibrium and the effect
of transitions between equilibrium states will be explored in other contributions.
2 Thermodynamics of the average state
Consider a small system, interacting with the surrounding environment, having an average
state given by an internal energy U , volume V , number of moles N , and entropy S. A
crucial point in these systems is that in the Gibbs equation the interaction between system
and environment in general cannot be neglected [Gibbs, 1928, Callen, 2006]. The latter is
expressed by the work, fdL, that is exchanged between them,
dU = TdS − pdV + µdN + fdL, (1)
where f is the intensive quantity (e.g., a force) giving rise to the interaction between system
and environment and L is the corresponding extensive quantity (e.g., the coordinate on
which the force operates).
The effect of the interaction with the environment is to create an internal inhomogene-
ity in the system. Such an interaction brings ‘order’ (i.e., structure) in the system, hence
reducing its entropy. An interesting example from biology is the folding of a protein, which
emerges from the hydrophobic interaction of the protein constituents (amino acids) and the
surrounding medium [Nelson, 2004, Dobson, 2003]. Here f is the strength of hydrophobic
interaction, while L measures the folding. As the interaction with the environment reduces
(e.g., by weakening the hydrophobic interaction with low temperatures [Kauzmann, 1959]),
the disorder in the protein configuration increases until the protein unfolds (protein denat-
uration). This effect is analogous to one observed in a system (even macroscopic) immersed
in an external field, whose thermodynamics is also described by the Gibbs equation (1)
[Garrod, 1995, Callen, 2006, Calabrese and Porporato, 2019]. For example, under the influ-
ence of a gravitational field the thermodynamic system is subject to a force that shifts its
center of gravity. The infinitesimal work is fdL = ρNgdr, where ρ is the molar density, g
is the intensity of the gravitational field, and dr is the infinitesimal displacement.
A clear advantage of equation (1) is that, unlike Hill’s nano-thermodynamics [Hill, 1963,
Hill, 2001], U remains a linear homogeneous function of its arguments, so that the Euler
relation is
U = TS − pV + µN + fL. (2)
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In contrast, Hill’s thermodynamics is derived at the ensemble level, whereby a Gibbs equa-
tion is formulated for a fictitious collection of a large number of replicas of the small system
under study. As a result, only the total energy of the ensemble of replicas, but not the
energy of the single small system, is a linear homogeneous function with all the proper-
ties of classical thermodynamics. For Hill (see Eq. (6) in [Hill, 2001]), fL is a subdivision
potential, E, which cannot be altered, i.e.,
U = TS − pV + µN + E, (3)
so that its total differential is
dU = TdS − pdV + µdN, (4)
rather than (1). Hence the present framework is a generalization of Hill’s approach, the latter
being limited to the case in which the interaction between system and environment cannot
be manipulated (i.e., constant L). Only under the latter condition is the thermodynamics
described by the Euler relation (2) (or (3)) and by the Gibbs equation (4). When the size
of the system increases, the internal energy grows, as opposed to the interaction energy,
which remains localized at the system/environment interface. As the thermodynamic limit
is approached, the interaction energy can be neglected (i.e., fdL → 0) and the formalism
reduces to the classical thermodynamics of macroscopic systems.
2.1 Extended free energy
The thermodynamics for small systems developed above has an additional degree of freedom,
L, embedded in the fundamental equation in energy representation, U = U(S, V,N,L). Such
extension of the thermodynamic structure is transfered to all the other thermodynamic
potentials by Legendre transformation. Consider, for example, a small system immersed in
a much larger environment at constant T and p conditions (e.g., molecular motors in cells),
in which case the Gibbs free energy representation is typically the most convenient. By
Legendre transform of U with respect to S and V , the differential of the Gibbs free energy,
G(T, p,N,L) = U + pV − TS, is
dG = −SdT + V dp+ µdN + fdL, (5)
which at constant T , p, and f reduces to dG = µdN+fdL. For a multicomponent system, we
thus have dG =
∑
i µidNi+fdL, so that, even in chemical equilibrium for which
∑
i µidNi =
0, the Gibbs free energy is not at the minimum, since
dG = fdL. (6)
Equation (6) is a result of the fact that the interaction with the reservoir induces an inho-
mogeneity within the system, which at constant T and p corresponds to further work that
can be extracted from the system.
An alternative thermodynamic representation derives from the Legendre transform of U
with respect to S, V , and L. This yields the ‘extended’ Gibbs free energy, Ge(T, p,N,L) =
U + pV + fL− TS, the differential of which reads
dGe = −SdT + V dp+ Ldf + µdN. (7)
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At constant T , p, and f , (7) reduces to the well known relation dGe = µdN , and in chemical
equilibrium
dGe = 0. (8)
Therefore, for a small system it is the extended Gibbs free energy Ge which has a minimum
at equilibrium, while G is not at a minimum and dG measures the available energy (i.e.,
maximum work).
The previous considerations provide another angle to see how our results, based on the
Gibbs equation (1), generalize Hill’s nano-thermodynamics. The differential of the term
fL, which corresponds to the subdivision potential E, can be obtained by differentiating
equation (3), and canceling the terms that satisfy (1)
Ldf = −SdT + V dp+Ndµ, (9)
which corresponds to the Legendre transform of U with respect to S, V , and N , and
shows that T , p and µ can be treated as independent variables, contrarily to macroscopic
thermodynamics where they are related by the Gibbs-Duhem relation. By differentiating E
and combining with equation (4), one can also see that dE = −SdT + V dp+Ndµ, but this
does not correspond to a Legendre transform of U in Hill’s nano-thermodynamics.
2.2 Material properties
The above considerations have also important implications for the proper definition of the
material properties of small systems, which are found as the elements of the Hessian matrix
of Ge. The diagonal entries give
cp,f,N = T
∂2Ge
∂T 2
∣∣∣∣
p,f,N
, KT,f,N =
∂2Ge
∂p2
∣∣∣∣
T,f,N
, ST,p,N =
∂2Ge
∂f2
∣∣∣∣
T,p,N
, and ΓT,p,N =
∂2Ge
∂N2
∣∣∣∣
T,p,f
,
(10)
where: cp,f,N is the isobaric heat capacity at constant f and L; KT,f,N is the isothermal
compressibility at constant f and L; ST,p,N is the isothermal susceptibility to the interaction
at constant p and N , which is a new material property measuring the capability of the
environment to affect the system (see the example in Section 5); and ΓT,p,f is the isothermal
change in chemical potential for changes in N at constant p and f .
From (10) it follows that all the material properties depend on f , that is on the specific
environment with which the system is interacting. Thus, from a practical point of view, for
systems interacting with the environment, the measurement of a material property requires
either negligible or constant f , otherwise inconsistent estimates are obtained. This may not
always be possible in small systems. Well-known situations of this kind include the anoma-
lous transport of matter and of energy in highly confining environments. In these cases, the
behavior does not correspond to that of usual aggregation states of matter, as the physical
laws depend in various ways on the boundaries (the environment) [Kunz and Berry, 1994].
Proceeding with the mixed derivatives, the field-thermal coupling is described by
γp,N =
∂2Ge
∂T∂f
∣∣∣∣
p
, (11)
while the field-mechanical coupling is given by
ξT,N =
∂2Ge
∂p∂f
∣∣∣∣
T
, (12)
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and the field-chemical coupling is expressed by
χT,p =
∂2Ge
∂T∂N
∣∣∣∣
T
. (13)
Equation (11) implies that for γp,N = 0 the presence of the field does not affect the entropy
of the system, whereas equations (12) and (13) imply that for ξT,N = 0 or χT,p = 0 it is the
volume or the chemical potential, respectively, to not be affected by the field.
It is instructive to return briefly to the example of the protein mentioned in section 2.
A protein tendency to fold is indicated by ST,p,N which measures the changes in the folding
as hydrophobic interactions increase. The other material properties mentioned above will
change depending on the configuration assumed by the protein and thus will depend on f .
For the sake of clarity, we stress again that our approach concerns transformations among
equilibrium states, while time dependences are not considered.
3 Fluctuations of the thermodynamic state
Small system fluctuations can be of the same order as the average value (e.g., energy fluxes
between system and environment can be of the same order as the internal energy). As a
result, the system is hardly ever observed in its average thermodynamic state, but typically
resides in a generic fluctuating condition. As with the well-known theory of thermodynamic
fluctuations [Landau and Lifshitz, 1969, Callen, 2006], this does not imply that the system
is out of equilibrium, the latter defined with respect to the average, which here is assumed
not to change. As the system size is increased, these fluctuations become undetectable and
the thermodynamics reduces to the description of the average.
3.1 Small system ensembles
For a given thermodynamic state Uˆ , Vˆ , Nˆ , and Lˆ, where ·ˆ denotes the random variables, let
us define the fluctuating entropy of the system as the number of microscopic configurations
through the Boltzmann postulate,
Sˆ(Uˆ , Vˆ , Nˆ , Lˆ) = k ln Ω(Uˆ , Vˆ , Nˆ , Lˆ), (14)
where k is the Boltzmann constant and Ω is the number of microstates associated to the given
macrostate. The total differential of (14) multiplied by T yields equation (1). Depending on
the constraints set on the interaction between system and environment, different ensembles
describe the thermodynamic fluctuations about the average state. These ensembles are
obtained from the fundamental postulate of equal probability of the microstates and the
definition of entropy (14). For example, when the extensive variables U , V , and L fluctuate
through the contact with an environment at constant intensive variables T , p, and f , the
probability density function (pdf) for the fluctuations of Uˆ , Vˆ , and Lˆ is
ppTf (Uˆ , Vˆ , Lˆ) = Ω0e
β(Ge−Uˆ−pVˆ−fLˆ+TSˆ), (15)
where Ω0 is a normalization constant, β = 1/kT , and the subscript in ppTf indicates the
variables associated to the environment, which are constant. The ensemble (15) has been
used to describe the behavior of a macromolecule immersed in a solution [Jarzynski, 2017],
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where the term fLˆ was referred to as the solvation Hamiltonian of the mean force, although
this was not expressed as a conjugate pair.
Regardless of which variable fluctuates, the general form of the pdf of an ensemble
is proportional to the exponential of β multiplied by a free energy difference: the free
energy of the average state φ (φ = Ge in equation (15)) and a fluctuating free energy φˆ
(φˆ = Gˆe = Uˆ + pVˆ + fLˆ − T Sˆ in equation (15)). The specific free energy appearing in
the exponent is the Legendre Transform of U with respect to the fluctuating variables (e.g.,
for Ge the Laplace transform is done with respect to the fluctuating variables U , V , and
L). For a generic ensemble of fluctuating variables Xˆ, in contact with an environment at
constant intensive variables y, we thus can write a general expression for the pdf of the
thermodynamic state as [Landau and Lifshitz, 1969, Callen, 2006, Peliti, 2011]
py(Xˆ) = Ω0e
β(φ(y)−φˆ(y,Xˆ)) (16)
where φ(y) is the free energy of the average thermodynamic state, φˆ(y, Xˆ) is the fluctuating
free energy, and y is the vector of intensive variables associated to the fluctuating variables
Xˆ. Through the inclusion of the additional degree of freedom L in the list of X in (14), equa-
tion (16) generalizes the theory of thermodynamic fluctuations [Landau and Lifshitz, 1969,
Callen, 2006] to small systems.
3.2 The unconstrained ensemble
Hill’s unconstrained ensemble [Hill, 2001] is one among the novel thermodynamic ensembles,
described above, that can be realized due to the additional degree of freedom. Originally
introduced to describe colloidal clusters in a solvent [Hill, 1963], its use has been extended to
metastable states of liquid cluster in a supersaturated gaseous phase [Hill and Chamberlin, 1998]
and to systems with long-range interaction [Latella et al., 2017]. Such an ensemble corre-
sponds to a completely open system with fluctuating energy, volume, and number of par-
ticles in contact with a reservoir at constant T , p, and µ. The potential associated to it
is obtained by Legendre transform of the internal energy with respect to S, V , and N ,
U [S, V,N ] = E = U + pV − µN − TS = fL, and its differential dE = −SdT + V dp−Ndµ
(here L is constant, so fdL = 0). It is thus straightforward to see that this ensemble
is not realizable in macroscopic systems because µ, T , and p are related by the famil-
iar Gibbs-Duhem relation, Ndµ = −SdT + V dp, and the Legendre transform of U yields
U [S, V,N ] = 0. From the definition of E and from equation (16), the pdf associated to the
unconstrained unsemble is
ppTµ(Uˆ , Vˆ , Nˆ) = Ω0e
β(E−Uˆ−pVˆ+µNˆ+TSˆ). (17)
3.3 Thermodynamics of the fluctuating state
Having described the thermodynamics of the average thermodynamic state (section 2) and
the statistics of the fluctuations about it (section 3.1), we now turn to the derivation of the
thermodynamics of the fluctuating state. The free energy difference in the exponent of (16)
corresponds, from a physical point of view, to an availability [Kestin, 1979],
Rˆ(Xˆ) = φˆ− φ, (18)
which represents the maximum work extractable from the system while undergoing a fluc-
tuation. Equivalently, the availability (18) is the minimum work required to isolate the
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system from the environment [Site et al., 2017] in a generic state Xˆ different from the aver-
age thermodynamic state. Hence equation (18) measures the distance, in energetic terms,
of the fluctuation from the average.
To the availability Rˆ there correspond entropic forces that counteract the fluctuation.
To derive these forces, it is necessary to identify the proper entropy function. Substituting
in (18) the definition of fluctuating free energy, φˆ(y, Xˆ) = T (YXˆ − Sˆ(Xˆ)), the availability
can be written as
Rˆ = (TYXˆ− φ)− T Sˆ(Xˆ), (19)
where Y are the intensive variables (their average value) conjugate to Xˆ in entropy repre-
sentation (e.g., 1/T , p/T ). Introducing
Sˆ = −φ/T + YXˆ, (20)
we can re-express Rˆ as the difference
Rˆ = T (Sˆ − Sˆ), (21)
between the entropies (20) and (14), and since the availability is always positive, Sˆ ≥ Sˆ.
The entropy Sˆ has been used as a non-equilibrium entropy in stochastic thermodynamics
(e.g., [Seifert, 2012]). Specifically, in this context the fluctuating entropy is defined as the
negative logarithm of the probability of occurrence of a microstate, py(zˆ), where zˆ represents
the phase space coordinates. From the well-known relationship between the probability of
a microstate and the probability of a macrostate [Greene and Callen, 1951], py(zˆ)ΩdXˆ =
py(Xˆ)dXˆ, one obtains
py(zˆ) = e
1
T (
φ(y)
T −Y·X(zˆ)), (22)
so that computing its logarithm yields −k ln(py(zˆ)) = −φ/T + YX, which corresponds to
S in equation (20).
It is logical to wonder what thermodynamic formalism emerges from the two entropies
above and whether they are appropriate to describe the thermodynamics of fluctuations.
To this aim, it is important to consider that, since the values of Y are kept constant, the
entropy Sˆ is a linear function of Xˆ (see Figure 1, panels (a) and (b)). Equation (20), in
fact, is not the result of a total differential, as Sˆ is not a linear homogeneous function of
Xˆ. Because this basic property is missing, there is no fundamental equation of the form
Sˆ = Sˆ(Xˆ) that defines the thermodynamic state of the system during a generic fluctuation.
On the contrary, the entropy Sˆ defined by equation (14) is a concave function (Figure 1(b))
and its total differential yields the Euler relation
Sˆ = −φˆ/Tˆ + YˆXˆ, (23)
where Yˆ = ∂Sˆ/∂Xˆ. This is because Sˆ in (14) is linear and Rˆ grows with the size of the
fluctuation, namely with the distance of Xˆ from its average value X. As a result, Sˆ is a
linear homogeneous function and is suitable to describe the thermodynamics of the generic
fluctuating state.
Equation (23) also shows that along with the extensive variables, also the intensive
variables Yˆ are fluctuating quantities. When the system is away from the average, the
entropic force that opposes these fluctuations can be computed as the difference between
the fluctuating and the average intensive quantities,
Fˆ = ∇X(S − Sˆ) = Y− Yˆ. (24)
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The quantity in (24) can be positive or negative, and goes to zero only when the system
is in equilibrium with its environment, namely whenever the thermodynamic state passes
by its average state, Xˆ = X. Under this condition, one also has φˆ = φ and Yˆ = Y, so
that the two entropies coincide, Sˆ = Sˆ, and of course Rˆ = 0. Equation (23) can then be
considered as the logical extension of equation (2) to small systems fluctuating because of
the interaction with the environment.
3.4 Equivalence of ensembles in small systems
Without including L as an additional degree of freedom, the classical thermodynamic frame-
work when applied to small systems is non-additive in the presence of interactions with the
environment and gives rise to nonconcave entropy envelopes. As discussed in detailed by
Touchette [2015], this in turn makes the thermodynamic ensembles non-equivalent. With
the inclusion of the extensive variable L, as presented here, the entropy S is concave, thus
guaranteeing that any couple of ensembles is equivalent.
As an example, it can be readily shown that the extended canonical ensemble (NTf -
ensemble) corresponds to the pTf -ensemble, conditional on a given volume. The marginal
pdf ppTf (V ) is
ppTf (Vˆ ) =
∫
ppTf (Uˆ , Vˆ , Lˆ)dUˆdLˆ = Ω0e
β(Ge−pVˆ )
∫
e−β(Uˆ+fLˆ−TSˆ)dUˆdLˆ, (25)
and in turn the conditional pdf
ppTf (Uˆ , Lˆ|Vˆ = V ) = Ω0e
β(Ge−Uˆ−pV−fLˆ+TSˆ)
Ω0eβ(G
e−pV ) ∫ e−β(Uˆ+fLˆ−TSˆ)dUˆdLˆ = e
β(−Uˆ−fLˆ+TSˆ)∫
e−β(Uˆ+fLˆ−TSˆ)dUˆdLˆ
, (26)
which, substituting Ω0(V )e
βF e =
∫
eβ(Uˆ+fLˆ−TSˆ)dUˆdLˆ, yields
ppTf (Uˆ , Lˆ|Vˆ = V ) = Ω′0(V )eβ(F
e−Uˆ−fLˆ+TSˆ), (27)
where because S is a function also of V , the normalization constant depends on V . It can be
clearly seen that (27) is nothing but the extended canonical ensemble, derivable also from
equation (16). Analogous considerations can be made for any other pair of ensembles.
Failing to consider L a random variable in conditions in which its values are not constant,
as would be the case of a typical pT -ensemble, clearly corresponds to using the incorrect
ensemble pdf and thus yields inaccurate statistics of Xˆ.
4 Small system of ideal gas
When the small system consists of a fraction N/M of tagged particles of an ideal gas made
of M particles, there is no additional degree of freedom involved and, in turn, the thermo-
dynamic description of the system reduces to the classical one. The characteristic aspect
of ideal gases is that, since particles interact at practically infinitesimally small distances
during correspondingly short time intervals, their particles interaction energy is negligible
compared to their total energy, while their kinetic energy is rather large. Their potential
energy, although fundamental for the particles to settle on a thermodynamic state, is in
fact often taken to vanish. In turn, also the interaction energy of its particles with the
9
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Figure 1: (a) Entropy of the small system of section 4 as a function of the f , showing the ordering effect
caused by the interaction. (b) Equation of state f(U,L) plotted as a function of L. (c) Isobaric heat capacity
as a function of f . The graph highlights the increase in heat capacity due to the field and its dependence
on temperature. (d) Susceptibility as a function of f . Graphs were drawn for L0 = 1 and k = 1.
environment (the rest of the gas) is negligible compared to their total energy. This holds for
one particle as well as for any size of the system. Therefore, in terms of the thermodynamic
equations (1) and (2), we may state that both f and L practically vanish, so that (similarly
to the case of a macroscopic system) the internal energy of a small ideal gas system is a
function of only S, V , and N .
The small ideal gas system still undergoes fluctuations of large relative size and a thermo-
dynamics of the average and of the fluctuating state can be formulated as described above.
However, in this case the thermodynamic degrees of freedom do not include L. In addition,
the negligible mutual interaction between the particles and between system and environ-
ment is reflected into the pdf of the fluctuations. Considering the canonical ensemble, for
example, the pdf for the energy fluctuations, obtained by substituting in (16) the expres-
sions for the entropy and Helmholtz free energy of the ideal gas (Sackur-Tetrode equation
[Garrod, 1995]), has the form of a Gamma distribution, pT (Uˆ) ∝ UˆN/2β3/2Ne−βUˆ . Such a
pdf has the property of being factorizable [Callen, 2006]. In other words, the internal energy
U is additive for any value of N and its pdf for a system of N particles is the same as the
one of the individual constituents. Thus, any system with negligible interaction between its
constituents and with the environment, not necessarily of ideal gas, retains the additivity
of its internal energy and, in turn, the factorizability of the ensemble pdf.
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5 Single particle interacting with the environment
In light of the new framework introduced above, we revisit the typical example used in
stochastic thermodynamics, a single particle interacting with the environment. Consider a
particle immersed in a fluid confined in a volume V serving as a heat bath at temperature T .
Let the particle be also subject to the influence of a force field arising from its interaction
with the external environment. For example, this force may be generated by an optical
tweezer manipulating the system. We indicate with l the position of the particle within
the volume V along the direction of the interaction force of modulus f . We assume f to
be constant for simplicity, but other assumptions would not affect our conclusions. The
Hamiltonian is H = 1/2mv2 + fl, so that the probability density function of the microstate
(i.e., velocity and position) is
p(zˆ) = p(vˆ, lˆ) =
1
Z
e−β(
mvˆ2
2 +f lˆ). (28)
From the partition function Z = e−βF
e
=
L0∫
0
∞∫
−∞
e−β(
mvˆ2
2 +f lˆ)d3vˆ · dlˆ, where L0 is the length
of the confining volume along the direction of the force f and F e = U + fL − TS is the
extended Helmholtz free energy, all the thermodynamic quantities can be derived. The
entropy reads
S = −∂F
e
∂T
= k log
(
2
√
2pi3/2ψ
f
(
1
kT
)5/2
)
+
fL0
Tψ
+
5k
2
, (29)
where ψ = 1− e fL0kT . The ensemble average of lˆ is
L =
∂F e
∂f
=
kT
f
− L0
e
fL0
kT − 1
, (30)
and in turn the internal energy is
U = F e − fL+ ST = 3
2
kT. (31)
Combining the entropy (29) with equations (30) and (31) provides the fundamental
equation of the single particle in the heat bath, S = S(U,L). The latter is a monotonically
increasing function of the energy Uˆ ; however, when plotted as a function of Lˆ, it has a
maximum at f = 0 and decreases as f increases (Figure 1(a)). This symmetrical bell shape
originates from the ordering effect brought about by the interaction with the environment,
which forces the particle to spend more time in some positions rather than others. While
in the absence of the field the particle freely explores the whole volume and the entropy is
maximum, the particle is pushed towards the wall when the interaction is turned on (Figure
1(b)).
The interaction with the environment also affects the material properties of the system.
From equations (10), the isobaric heat capacity is cp,f = 3/2k at f = 0 and increases as
the interaction becomes stronger. An important result is that the heat capacity becomes
a decreasing function of temperature in the presence of the interaction (Figure 1(c)). The
susceptibility is a negative quantity in our convention, as a positive interaction (i.e., attrac-
tive) reduces the distance from the wall, while its modulus decreases with f . Given the
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Figure 2: (a) Entropies S (blue) and S (orange) as a function of the extensive variables Uˆ and Lˆ. Contour
plot of the availability R, on the bottom Uˆ -Lˆ space, measuring the distance between the two entropies
(equation (34)). (b) Entropies S (blue) and S (orange) as a function of Lˆ for internal energy equal to its
average value, Uˆ = U . (c) Entropies S (blue) and S (orange) from Gibbs sampling of the thermodynamic
state from the ensemble pdf (32).
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presence of thermal agitation, it is harder for the environment to move the average position
of the particle L closer to a wall (Figure 1(d)).
The thermodynamic fluctuations of U and L are described by the NTf -ensemble, namely
an extended canonical ensemble with the form
pNTf (Uˆ , Lˆ) = Ω0e
β(F e−Uˆ−fLˆ+TSˆ). (32)
As the system fluctuates between thermodynamic states (Figure 2(c)), the thermodynamics
of the system can be described, according to (23), as
Fˆ e = Uˆ + fˆ Lˆ− Tˆ Sˆ, (33)
where the entropy Sˆ is computed from the fundamental equation Sˆ = Sˆ(Uˆ , Lˆ). In contrast,
the entropy Sˆ is computed from (20). The two entropies are plotted as a function of Uˆ and
Lˆ in Figure 2(a), where it becomes clear that, while Sˆ is a concave function of its argument,
the entropy Sˆ is linear in both Uˆ and Lˆ, resulting in a plane that is tangent to the entropy
Sˆ at the average state, i.e., Uˆ = U and Lˆ = L.
When the fluctuating state is away from the average, the two entropies diverge, giving
rise to an availability
Rˆ = Fˆ e − F e = T (Sˆ − Sˆ), (34)
which is shown in the contour plot in Figure 2(a) as a function of Uˆ and Lˆ. The availability
is zero at Uˆ and Lˆ equal to the average values, and it increases with the distance from the
average. At the same time, entropic forces emerge,
FˆU = 1
T
− 1
Tˆ
and FˆL = f
T
− fˆ
Tˆ
, (35)
that tend to bring the fluctuating state back to its average. We emphasize again that,
whether or not there is an interaction f with the environment (e.g., f = 0 for an ideal gas),
the fluctuations that originate from the contact with the environment are spontaneous. That
is, the system remains in thermodynamic equilibrium with a constant average state. As the
size of the system increases, these fluctuations become negligible relative to the mean and
the thermodynamics of the system reduces to a description of the average state.
6 Conclusions
We constructed a thermodynamic formalism for small systems by explicitly incorporating
the interaction with the environment through conjugate intensive and extensive variables
(Section 2). This gave rise to an extended thermodynamic space with novel thermody-
namic potentials and material properties (i.e., susceptibility) that quantify the effect of the
interaction on the small system.
Because fluctuations in small systems are large and likely, the thermodynamics can be
extended to a description of the fluctuations and of the generic fluctuating state (Section 3).
The proper definition of entropy yields the Euler relation for the fluctuating state and the
availability, which appears in the exponent of the ensemble pdf, measures in energetic terms
the distance from the average state. The present formalism encompasses and extends both
the nano-thermodynamics by Hill [Hill, 1963, Hill, 2001] and the statistical mechanics of sys-
tems with strong coupling [Seifert, 2016, Jarzynski, 2017], see equation (15). Furthermore,
it was shown that the thermodynamic ensembles are all equivalent.
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We discussed in detail the case of small system that is a portion of a macroscopic ideal
gas system (Section 4). In this case, because the potential energy within the particles is
negligible, the thermodynamics of small systems becomes equivalent to the corresponding
macroscopic thermodynamics (i.e, there is no additional degree of freedom) and, in turn,
the ensemble pdf describing the energy fluctuations (these are still large) is factorizable. As
an illustration of our framework, we revisited the example of a particle immersed in a heat
bath, under the influence of an external force representing the interaction with the external
environment.
Application of classical thermodynamics to small systems or systems with long-range in-
teractions typically gives rise to non-concave envelops of the fundamental equation [Campa et al., 2009]
and, as a consequence, their ensembles are inequivalent. Here we showed that ensemble
equivalence is restored within the presented formalism, which considers explicitly the in-
teraction with the environment. With some caution, these considerations on small systems
apply also to systems with long-range interactions [Latella et al., 2017]. Being defined by
the fact that the two particle potential decays over long distances compared to the volume
of the system, systems with long-range interactions always interact with their environment,
so that in this sense they can be considered analogous to small systems.
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