Abstract-We study the control of completely observed Markov chains with safety bounds as introduced in [3], but with more general safety constraints and the added requirement of optimality. In [3], the safety bounds were specified as unitinterval valued vector pairs (lower and upper bounds for each component of the state probability distribution). In this paper we generalize the constraint set to be any linear convex set and present a way to compute a stationary control policy which is safe (i.e., maintains the safety of the distribution that is initially safe) and at the same time it is long-run average optimal. We propose a linear programming formulation for computing such a safe optimal policy. Under a simplifying assumption that the optimal policy is ergodic, we present a finitely-terminating iterative algorithm to compute the maximal invariant safe set (MISS) where the initial distribution must lie so that the future distributions always remain safe. Our approach allows us to calculate an upper bound for the number of iterations needed for the algorithm to terminate. In particular, for the two-state chains we show that at most one iteration is needed to compute the MISS.
I. INTRODUCTION
Controlled Markov Chains (CMC) are among the most widely used models for the study of stochastic systems. A problem that has attracted a lot of attention in recent years is that of finding a policy that minimizes the induced long-run average cost. It is well known that, under certain conditions, this optimal policy can be characterized by the stochastic dynamic programming equation called Bellman's ergodic optimality equation, which can be solved by the policy iteration or value iteration algorithm (see e.g. [5] ). When the CMC model is subject to other constraints (e.g., in cost), the model is called constrained CMC or CMC with constraints. To solve the associated dynamic programming equation with constraints, a linear programming formulation involving the concept of state-action frequency was proposed (see e.g. [1] ), which is dual to the original dynamic programming equation (See [4] ). Other models of CMC with constraints can be investigated in [7] , [8] .
The optimal policy relative to the long-run average cost, could have undesirable transient behavior. This might be a serious concern in short term investment business or This research was supported in part by the National Science Foundation under the grants ECS-0099851, ECS-0218207, NSF-ECS-0244732, NSF-EPNES-0323379, NSF-ECS-0424048, and in part by the Office of Naval Research through the Electric Ship Research and Development Consortium.
small companies that could only survive in the environment of limited supply-demand variation. For modern computerrelated industries which provide short life-cycle products in a highly competitive market, both the long and the short term behavior of a policy are significant. Our work addresses this issue and combines ideas used in the classical constrained CMC and the safety control of non-stochastic discrete event systems (DESs). A non-stochastic DES is often modeled by a state machine or an automaton that evolves in response to the occurrence of events. Events are categorized into a controllable class, which can be controlled by an external agent, and a uncontrollable class. The policy dynamically disables controllable events so that closed-loop behavior satisfies the control goal. The goal of safety control is normally specified by a set of forbidden states that the system must avoid. Thus, a policy performing a safety control must prevent the system from visiting those pre-specified states. We integrate the concept of safety control of non-stochastic DESs into the classical constrained CMCs and form a strictsense version of constrained CMC, in which the each time, in addition to the long-run average, behavior of the system is constrained.
Previous work with this setting can be found in [2] , [3] , [10] , where the constraint was specified by the type of upper/lower bound on the system's state probability distribution vector. In this paper we consider more general constraints in the form of convex polyhedral sets and we call these the constraint sets. A distribution is safe if it lies in this set. We address the problem of constructing a policy that minimizes a long-run average cost objective subject to the requirement that the state probability distribution is safe at each time step. In this paper we first assume that every admissible policy induces a unique invariant distribution, and apply linear programming to search among all safe policies the one which minimizes the incurred long-run average cost. The issue of existence of a safe policy is addressed via a feasibility analysis of the formulated linear programming. Next we present an algorithm to construct the maximal set safe initial distributions corresponding to a given safe policy, and show that the algorithm will terminate in finite steps provided that under the safe policy the chain has a unique invariant distribution in the interior of the constraint set. A theoretical upper bound on the number of iterations needed by the algorithm to terminate is derived. This algorithm can be easily implemented in practice, as is illustrated by On the other hand, we show that the maximal set of safe initial distributions is a safety invariant set, meaning that the chain under safe policy leaves this set invariant. For this reason we call the maximal set of safe initial distributions the maximal invariant safe set (MISS). When the MISS of the safe policy is the constraint set itself, we say that the policy is safety enforcing. We discuss how to identify a safety enforcing policy.
II. PRELIMINARIES AND NOTATIONS
A controlled Markov chain is represented by the tuple (X, U , {P (u)} u∈U , π 0 ), where X = 1, . . . , n is a finite state space composed of n states, U = 1, . . . , k is a finite set of control inputs, for each u ∈ U , P (u) = [p u ij ] is a state transition matrix, and π 0 is the initial distribution of the state variable. Let Π and Π U denote the sets of distributions on the state space and action space, respectively. Assuming a complete observation of states, for each time k ≥ 0, a history space H k and an admissible control function μ k is given recursively as follows: 
If ϕ is a stationary policy, then the state probability distribution π k is Markov with transition matrix P ϕ . This can be obtained from {P (u)} u∈U as follows. Note that for each i ∈ X, ϕ(i) = ϕ u (i) u∈U is a distribution vector on U . Then P ϕ can be defined as:
III. COMPUTING OPTIMAL SAFE CONTROL POLICY

A. Linear Programming Formulation
Given a constraint set Π c := {π ∈ Π | πA ≤ b} where
is a row vector of size m, and A with its (i, j)th entry A ij is a matrix of size n × m. Let I(b) = {1, · · · , m} be the index set of b. The safety concept of strict-sense constrained CMC is as follows.
Definition 3.1: A state probability distribution π is safe if π ∈ Π c where Π c is the constraint set. An admissible policy ϕ is safe if there exists a set of safe distributions Π in ⊂ Π c such that
When (2) holds, we say Π in is the set of safe initial distributions corresponding to the safe policy ϕ. It is not difficult to see that the existence of Π in is assured if the policy ϕ induces a safe invariant distribution (Theorem 2, [2] ). Therefore, a given constrained CMC might possess many safe policies. We identify the optimal safe policy which minimizes a pre-specified cost function. The idea is to construct a linear programming formulation as suggested in [1] .
Suppose β iu is the long-run average probability (occupation measure) that the state i is visited and the action u is then taken. The occupation measure matrix [β iu ] encodes the following stationary control policy: ϕ u (i) = β iu / u β iu . The resulting transition matrix P ϕ can be calculated by (1) . Note that P ϕ can have many invariant distributions depending on the initial distribution. The partic-
If c(i, u) is the pre-specified one-step cost when the system is in state i and action u is taken, then we formulate the following linear programming to search the optimal safe policy which minimizes the longrun average cost among all the safe policies.
i∈X u∈U
j∈X u∈U
j u∈U
Equation (4) follows from that fact that β iu defines a stationary policy, equation (5) is simply the invariant distribution identity π * P ϕ = π * , and inequality (6) represents the safety constraint. In general the solution of the linear program in (3)- (6), would leave some of the constraints in (6) active. Therefore the invariant distribution π * thus obtain would normally lie on the boundary of Π c . In the interest of robust design, we can choose to modify (6) by replacing b i by b i −ε, for some ε > 0. Then the solution π * lies in the interior of Π c . This is utilized in Section IV.
B. Feasibility Analysis
In this section we discuss the feasibility of the linear programming formulation (3)- (6) . This problem is equivalent to the existence problem of a safe policy of the given CMC. Let 0, 1 be the column vector of 0's, 1's, respectively and I denote the identity matrix, with its i th column denoted by e i . Moreover, we use A i· and A T , to denote the i th row and the transpose of the matrix A, respectively. Equations (3)- (6) can thus be written in the following matrix form.
Note that R ∈ R (n+1)×m . Furthermore,
The linear program (3)- (6) is feasible if the set
is nonempty. Consider the set
If both β ≤ and θ ≥ are nonempty, then there exist β * and θ * such that θ * T
, which is nonnegative, and a contradiction results. This means that β ≤ and θ ≥ can not be both nonempty. Determining which of these two sets is nonempty can be accomplished by considering the following quadratic programming:
where · denotes the Euclidean norm. Denote r β := Rβ−S and we have the following result: Lemma 3.2: In (7), for a feasible β * , that is, β According to the definition of r β , we have r
. Thus, we obtain the following:
Theorem 3.4: Suppose that β * solves (7) and is a regular point. The residual vector r β * = Rβ
The variable r * in Theorem 3.4 has the following property. 
WE now present an example that uses constrained CMC to optimize the scheduling task in machine maintenance.
Example 3.6: A quality control personnel is in charge of the scheduling task for a complicated manufacturing system composed of several subsystems such as assembly stations, robots, and computer control systems. Since the components in each subsystem are prone to failure, the personnel categorizes all the manufacturing system's components into three types: E (electrical), M (mechanical), and L (lubricant), and contracts with three companies for the associated maintenance work. The operation of the manufacturing system is then classified into four states: E, M, L, and G. If the system is in E (M, or L) state, then its electrical (mechanical, or lubricant) components need maintenance and the associated company will be called. When the system is in G (good) state, no maintenance work will be performed. Let the system state space S = {1, 2, 3, 4} where 1, 2, 3, and 4 represents state E, M, L, and G respectively. Suppose that the probability transition matrix for the operation of the system is
Due to the budget constraint, at most one company each time can be called and the called company can perform either basic or advanced maintenance defined by the maintenance cost. Suppose the parameters listed in Table I are used. If the quality requirement asks that the average probability of system in E, M, or L does not exceed .05 and the average cost does not exceed 65, then we can construct a linear programming equation following (3)-(6) to obtain the optimal safe policy that maximizes the probability of system in G state under the constraint.
Solving the linear programming equation yields the optimal policy which suggests the action of advanced maintenance when the system is in E or L state. If the system is in M state, the policy suggests a joint action with 1/3 basic and 2/3 advanced maintenance. The resulting transition matrix induced by the optimal safe policy is and the average cost is C * = 65.
IV. MAXIMAL INVARIANT SAFE SET
So far we have identified the optimal policy ϕ that is safe in the long-run. If we can find the corresponding set Π in of safe initial distributions then whenever the chain starts in this set, and is controlled by the optimal policy, its distribution will remain safe at each step, and the long-run average cost will be minimized. Suppose this optimal safe policy induces a unique limiting distribution π * , its corresponding set Π in might not be unique. For example, the smallest such set is the set containing π * only and the largest such set is Π c , if the policy is safety enforcing as defined in Section I. We study in this section the algorithm to characterize the maximal set Π ϕ among all Π in 's corresponding to a given optimal safe policy ϕ. As we will see later, to search Π ϕ is equal to search the MISS of P ϕ . This observation is used in the design of our algorithm. To make our analysis simple, we make the following assumption on the induced limiting distribution of the given safe policy ϕ. More general cases could be analyzed similarly.
Assumption 4.1: The optimal safe stationary policy induces a transition matrix which has a unique communicative class of aperiodic recurrent states and the corresponding limiting distribution lies in the interior of the safety set.
In order to ensure that the unique limiting distribution π * lies in the interior of the safety set, the optimal safe stationary policy may be computed by the linear program in (3)- (6), with b i in (6) replaced by b i − ε. Therefore, there exists an ε > 0 such that π * A + ε1 ≤ b where 1 is a row vector of 1's with the size of b.
A. Searching Algorithm
Consider the following algorithm to compute the maximal set Π ϕ of safe initial distributions corresponding to the safe policy ϕ.
Algorithm 4.1:
To state the property of the algorithm, we first introduce the following useful concept. The ergodicity coefficient τ (P ) of matrix P is defined as
and for a vector v ∈ R n we define v 1 := n i=1 |v(i)|. It is well known (see e.g., Lemma 2.4 in [9] ) that if v is nonzero and n i v(i) = 0, then for a nonnegative matrix (whose components are all nonnegative) B ∈ R n×n we have
As a result, for any π ∈ Π we can write
where π * is the invariant distribution of P ϕ . Suppose q is the smallest integer such that τ (P q ϕ ) < 1, and define
We show in the following theorem that the algorithm terminates in finite steps. A upper bound on the number of steps to terminate the algorithm is also provided. 
where x is the smallest integer not less than x. Also, Π
is the maximal set of safe initial distributions.
In the following we show that the maximal set of safe initial distributions Π ϕ is actually the MISS of P ϕ . Theorem 4.3: Π ϕ P ϕ ⊆ Π ϕ , and for anyΠ satisfyinĝ Π ⊆ Π c andΠP ϕ ⊆Π we haveΠ ⊆ Π ϕ . Algorithm 4.1 and Theorem 4.2 imply that the number of inequalities to characterize the MISS can amount to m × (k * + 1), in addition to the inequalities π ≥ 0 T . Intuitively, some of these inequalities might be redundant. We now propose an algorithm to get rid of some redundant inequalities. Here we use A ← B to mean that A is replaced or updated by B.
Algorithm 4.4:
then stop, call the current i = i * ;
else J i ← {j | k ij > b j }, and go to step 2 It is easy to see that the number N (J i ) of elements in the set J i is at most m and the algorithm results in 
Remark 4.5: When the algorithm terminates in the first step, namely i * = 1, the MISS is actually Π c itself. Therefore the corresponding safe policy is a safety enforcing policy. In particular, if
where I is the identity matrix of size n × n and we assume that b, b ∈ [0 , 1] m , then we can write
In this case, the necessary and sufficient condition for a policy to be safety enforcing can be seen in (Theorem 3.1, [3] ). Example 4.6: Suppose in Example 3.6 the given constraint set is
where the expected cost EC :=
Since the optimal policy suggests the action of advanced maintenance when the system is in E or L state, and a joint action of 1/3 basic and 2/3 advanced maintenance when the system is in M state, we have C 1 = 300, C 2 = (1 × 500 + 2 × 1000)/3 and C 3 = 200. To calculate the maximal set Π ϕ of safe initial distributions corresponding to the optimal policy in Example 3.6 and the constraint set Π c in (8), we run Algorithm 4.4 and find out that the algorithm terminates in the first iteration, meaning that in this case Π ϕ = Π c and thus the optimal policy is also a safety enforcing policy.
Example 4.7: If in Example 4.6 the constraint set is
then our calculation shows that we need two iterations for Algorithm 4.4 to terminate and the resulting MISS can be expressed by {π ∈ Π | πÂ ≤b} wherê 
Note that in this case we have for inequality (7) q = 1, Δ A = 832.7011, ε = 4.8485 × 10 −4 , and τ (P q ϕ ) = .1169, hence Theorem 4.2 provides a upper bound seven on the number of iterations for the algorithm to terminate.
B. Two-State Markov Chains
In this section we consider the special case of two-state system. We will show that in general one iteration, at most, is enough in running Algorithm 4.1 to obtain the MISS. This result improves the analysis of Example 3 in [2] .
The transition matrix is accordingly expressed as
where p, q ∈ (0, 1). The constraint Π c without loss of generality is reduced to
To calculate the maximal set Π ϕ of safe initial distributions corresponding to the transition matrix P ϕ , we first consider the following special cases whose Π ϕ can be easily verified.
In the case of p = q = 0, let
From now on, we consider the remaining cases satisfying the following assumption.
Assumption 4.2: The 2 × 2 transition matrix P ϕ in (9) has the entries satisfying
and induces a unique limiting distribution π * that is safe. Assumption 4.2 implies that the limiting distribution π * satisfies
(10) Write the kth step transition matrix
The following lemma shows the monotone property when the size of P ϕ is 2×2. Lemma 4.8: With the definition in (11), and Assumption 4.2 we have for n ∈ N:
Now we define
otherwise .
Similar arguments can be applied to the other upper bound b 2 and we obtain the following theorem. 
where
for p < 1 − q. Remark 4.12: The conclusion in Theorem 4.11 can also be checked with the following argument. Consider a system of m linear inequalities with an unknown vector x ∈ R N :
and an additional inequality dx ≤ d 0 . It is easy to see that if there exists an u ∈ R m satisfying
then dx ≤ d 0 is redundant relative to (13). We apply the above observation to test the redundant inequalities caused by iterations of the algorithm. Consider the case for 1 − q > p only. After one iteration we have
To test if 
Note that inequality (10) 
V. CONCLUSION
This paper continues our prior work ( [3] , [2] ) on controlled Markov chains with safety constraints. We generalize the constraint set to be any linear convex set and also propose a method to compute a long-run average optimal, safe and stationary control policy. Our method is based on solving a linear program over all occupation measures. Under a simplifying assumption that the optimal safe stationary policy is ergodic, we present a finitely-terminating iterative algorithm that computes a maximal invariant safe set (MISS) of distributions for the optimal policy. This set contains all the safe distributions starting from which the future distributions remain safe under the optimal policy. An upper bound on the number of steps needed for the termination of the algorithm that computes the MISS is also presented.
