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Asymptotic expansion for a solution of an elliptic boundary-value problem in a
thin cascade domain 1
A. V. Klevtsovskiy, T. A. Mel’nyk2
Abstract
Asymptotic expansion is constructed and justified for the solution to a nonuniform
Neumann boundary-value problem for the Poisson equation with the right-hand side
that depends both on longitudinal and transversal variables in a thin cascade domain.
Asymptotic energetic and uniform pointwise estimates for the difference between the
solution of the initial problem and the solution of the corresponding limiting problem
are proved.
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1 Introduction
There are many articles and books (see, e.g., [1]-[12]) devoted to boundary-value problems in
thin domains (one of linear sizes of such a domain is substantially smaller than the others).
The reason for such popularity of these problems is the wide possibilities of application of
results in applied problems. In spite of a huge progress of computational tools it is impossible
to find acceptable numerical solutions of boundary-value problems in such areas because very
small thickness of a thin domain naturally leads to a lengthening of computation time and
significantly complicates the maintenance of an acceptable level of accuracy. Thus the main
method of such researches is asymptotic analysis. The aim of this analysis is to develop
rigorous asymptotic methods for boundary-value problems in thin domains.
In recent years, the development of modern technologies of production of porous, com-
posite, and other microinhomogeneous materials and biological structures has stimulated
a significant interest in the investigation of boundary-value problems in thin domains of
more complex structures: thin perforated domains with rapidly varying thickness and dif-
ferent limit dimensions [13, 14], thin perforated domains with rapidly varying thickness
[8, 13, 15, 16, 17, 18], junctions of thin domains [19, 20, 21, 22, 23], thick junctions of thin
domains [24, 25, 26, 27], periodic grids and frames [28, 29].
Research of various physical and biological processes in channels are topical for many
branches of science (see, e.g., [30, 31] and references indicated there). Of great interest to
researchers is the appearance of different effects (such as sticking to walls, stenosis) in close
vicinity to local irregularities (widening or narrowing) of geometry of channels. In [30, 31]
the author has summarized results of recent theoretical, experimental and numerical studies
of flows and wall pressure fluctuations in channels with different types of narrowing.
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Figure 1: Thin cascade domain
In [23] by methods of formal asymptotic analysis, the limiting problem was obtained for
a homogeneous Neumann problem for the Poisson equation with the right-hand side, which
depends only of one longitudinal variable, in junctions of thin domains. The authors showed
that the local geometric irregularity in the joint zone does not affect the view of the limiting
problem. But, the convergence theorem and asymptotic estimates have not been proven.
It should be stressed that the error estimate and convergence rate are very important
both in justifying the adequacy of one-dimensional (two-dimensional) models to real thin
three-dimensional models, and in the study of boundary effects and effects of local (internal)
inhomogeneities in applied mechanics. Such estimates can be proved by developing of new
asymptotic methods.
In this paper we begin to develop asymptotic methods for boundary-value problems in
thin cascade domains, which are cascade connections of thin domains with different thickness
(see Fig. 1). To construct the formal asymptotic expansion we have generalized asymptotic
method for thin domains with constant thickness proposed in monograph [12]. In particular,
we introduced additional inner boundary-layer asymptotic expansion in a neighborhood of
the joint of thin domains and studied its properties. Thus, the asymptotics for the solution
consists of three parts: regular part, boundary part near the extreme vertical sides and inner
part in in a neighborhood of the joint zone.
It is understood that there is no principal difference between the construction of the
asymptotics for the solution to a boundary-value problem in a thin cascade domain consisting
of two thin domains of varying thickness, and in a thin cascade domain consisting of n thin
domains of different thickness. Therefore, we consider a model two-stage thin cascade in this
paper. Also, for simplicity, we consider two-dimensional case.
The aim of this paper is to construct and justify the asymptotic expansion for the solution
to a nonuniform Neumann boundary-value problem for the Poisson equation with the right-
hand side that depends both on longitudinal and transversal variables in a thin cascade
domain, which consist of two thin rectangles of different thicknesses ε h1 and ε h2 .
The paper is organized as follows. In Section 2 we construct formal asymptotic expansion
for the solution to the problem (1). Section 3 is devoted to the justification of the asymptotics
(theorem 3.1) and to the proving of the asymptotic estimates for the main terms of the
asymptotics (corollary 3.1). In the fourth section we analyze the results obtained and show
possible generalizations.
1.1 Statement of the problem
A model thin cascade domain Ωε consists of two thin rectangles
Ω(1)ε =
(
(−1, 0)×Υ(1)ε
)
and Ω(2)ε =
(
(0, 1)×Υ(2)ε
)
,
2
where Υ
(i)
ε =
(−εhi
2
, εhi
2
)
, i = 1, 2; ε is a small parameter; h1 and h2 are fixed positive
constants, h2 < h1 (see Fig. 2).
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Figure 2: Model thin cascade domain Ωε
In Ωε =
(
(−1, 0)×Υ(1)ε
)⋃ (
[0, 1)×Υ(2)ε
)
we consider the following mixed boundary-value
problem 
−∆uε(x, y) = f(x, yε ), (x, y) ∈ Ωε,
−∂yuε(x, y)|y=±εhi
2
= εϕ
(i)
± (x), x ∈ Ii, i = 1, 2,
uε(−1, y) = 0, y ∈ Υ(1)ε ,
uε(1, y) = 0, y ∈ Υ(2)ε ,
∂xuε(x, y)|x=0 = 0, y ∈ Υ(1)ε \Υ(2)ε ,
[uε]|x=0 = 0, y ∈ Υ(2)ε ,
[∂xuε]|x=0 = 0, y ∈ Υ(2)ε ,
(1)
where I1 = (−1, 0), I2 = (0, 1) , [u]|x=0 = u(x, y)|x=0+ − u(x, y)|x=0− is the jump of func-
tion u, ∂x = ∂/∂x, ∂
2
xx = ∂
2/∂x2. We assume that functions f and {ϕ(i)± } are smooth
functions in their domains of definition.
From the theory of linear boundary-value problems it follows that for every fixed ε there
exists a unique generalized solution uε to problem (1), i.e., uε ∈ H1(Ωε), its traces on the
vertical sides of Ωε are equal to 0 (uε|x=±1 = 0) and the following integral identity∫
Ωε
∇uε · ∇ψ dx dy =
∫
Ωε
f ψ dx dy ∓ ε
2∑
i=1
∫
Ii
ϕ
(i)
± ψ dx (2)
holds for any function ψ ∈ H1(Ωε) such that ψ|x=±1 = 0.
Remark 1.1. In right-hand side of identity (2) the following brief record
∓ε
2∑
i=1
∫
Ii
ϕ
(i)
± ψ dx := −ε
2∑
i=1
∫
Ii
ϕ
(i)
+ ψ dx+ ε
2∑
i=1
∫
Ii
ϕ
(i)
− ψ dx,
is introduced that will be used further.
Our aim is to construct and justify asymptotic expansion of the solution uε as ε→ 0 .
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2 Formal construction of asymptotic series
2.1 Regular part of asymptotics
Regular part of the asymptotics is sought in the form
u(i)∞ :=
+∞∑
k=2
εk
(
u
(i)
k (x,
y
ε
) + ε−2ω(i)k (x)
)
, (x, y) ∈ Ω(i)ε , i = 1, 2. (3)
Formally substituting the series (3) into the differential equation and into the first boundary
condition of problem (1), we obtain:
−
+∞∑
k=2
εk∂2xxu
(i)
k (x, η)−
+∞∑
k=2
εk−2∂2ηηu
(i)
k (x, η)−
+∞∑
k=2
εk−2
d2ω
(i)
k
dx2
(x) ≈ f(x, η), η = y
ε
,
−
+∞∑
k=2
εk∂ηu
(i)
k (x,±
hi
2
) ≈ ε2ϕ(i)± (x).
Equating coefficients at the same degrees of ε , we derive recurrence relations to determine
coefficients {u(i)k }. Let us consider the problem for u(i)2 :
−∂2ηηu(i)2 (x, η) = f(x, η) +
d 2ω
(i)
2
dx2
(x), η ∈ Υi,
−∂ηu(i)2 (x, η)|η=±hi
2
= ϕ
(i)
± (x), x ∈ Ii
〈u(i)2 (x, ·)〉Υi = 0, x ∈ Ii.
(4)
Here Υi =
(−hi
2
, hi
2
)
, 〈u(x, ·)〉Υi :=
∫
Υi
u(x, η)dη, i = 1, 2. For each number i this is a
Neumann problem for the ordinary differential equation with respect to the variable η ∈ Υi ;
variable x is considered here as a parameter. The last relation is added for the uniqueness of
the solution. The solvability condition for the problem (4) gives us the differential equation
for function ω
(i)
2 :
− hid
2ω
(i)
2
dx2
(x) =
∫
Υi
f(x, η)dη − ϕ(i)+ (x) + ϕ(i)− (x), x ∈ Ii (i = 1, 2). (5)
Let ω
(i)
2 be a solution of the differential equation (5) (boundary conditions for this differential
equation will be determined later). Then the solution of problem (4) is uniquely defined.
To determine the coefficients u
(i)
3 , i = 1, 2, we obtain the following problems
−∂2ηηu(i)3 (x, η) =
d 2ω
(i)
3
dx2
(x), η ∈ Υi,
−∂ηu(i)3 (x, η)|η=±hi
2
= 0, x ∈ Ii
〈u(i)3 (x, ·)〉Υi = 0, x ∈ Ii.
(6)
Repeating previous arguments, we find that u
(i)
3 ≡ 0 and
d 2ω
(i)
3
dx2
(x) = 0 x ∈ Ii, i = 1, 2.
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Let us consider boundary-value problems for the functions u
(i)
k , k ≥ 4, i = 1, 2 :
−∂2ηηu(i)k (x, η) =
d 2ω
(i)
k
dx2
(x) + ∂2xxu
(i)
k−2(x, η), η ∈ Υi,
−∂ηu(i)k (x, η)|η=±hi
2
= 0, x ∈ Ii
〈u(i)k (x, ·)〉Υi = 0, x ∈ Ii.
(7)
Assume that we determined all coefficients u
(i)
2 , . . . , u
(i)
k−1, ω
(i)
2 , . . . , ω
(i)
k−1 of the expansion (3).
Then from the solvability condition for problem (7) it follows that
hi
d2ω
(i)
k
dx2
(x) = −
∫
Υi
∂2xuk−2(x, η)dη = −∂2x
(∫
Υi
u
(i)
k−2(x, η)dη
)
= 0,
i.e., ω
(i)
k is a linear function and
d2ω
(i)
k
dx2
(x) = 0, x ∈ Ii. (8)
Remark 2.1. Till now boundary conditions for differential equations (5) and (8) are un-
known. They will be found in the following stages of construction of the asymptotics.
Thus the solution to problem (7) is uniquely determined, and hence the recurrent proce-
dure for determining the coefficients of series (3) is uniquely solved.
Remark 2.2. From the recurrent procedure of problems (7) it is easy to check that u
(i)
2p+1
are identically equal to 0 for odd indexes k = 2p+ 1, p ∈ N, i = 1, 2.
2.2 Boundary asymptotics near vertical sides of domain Ωε
In the previous section the regular asymptotic expansion, which takes into account the right-
hand side of the differential equation of problem (1) and the boundary conditions on the
horizontal sides of the thin cascade domain Ωε, was constructed. In this section we will
build the boundary parts of the asymptotics, which neutralize the residuals from the regular
parts of the asymptotics both on the left side of Ω
(1)
ε and the right one of Ω
(2)
ε .
In a neighborhood of the left vertical side of Ω
(1)
ε we seek the asymptotic expansion for
the solution in the form
Π(1)∞ :=
+∞∑
k=0
εk Π
(1)
k
(
1 + x
ε
,
y
ε
)
. (9)
Substituting (9) into (1) and collecting coefficients with equal degrees of ε , we obtain the
following mixed boundary-value problems
−∆ξηΠ(1)k (ξ, η) = 0, (ξ, η) ∈ (0,+∞)×Υ1,
−∂ηΠ(1)k (ξ, η)|η=±h1
2
= 0, ξ ∈ (0,+∞),
Π
(1)
k (0, η) = Φ
(1)
k (η), η ∈ Υ1,
Π
(1)
k (ξ, η)→ 0, ξ → +∞, η ∈ Υ1,
(10)
5
where Φ
(1)
k = −ω(1)k+2(−1), k = 0, 1, Φ(1)k (η) = −u(1)k (−1, η) − ω(1)k+2(−1), k ≥ 2. Here
ξ = 1+x
ε
, η = y
ε
.
Using the method of separation of variables, we find the solution of problem (10) at a
fixed index k :
Π
(1)
k (ξ, η) =
+∞∑
p=0
[
a(1)p e
− 2ppi
h1
ξ
cos
(
2ppi
h1
η
)
+ b(1)p e
− (2p+1)pi
h1
ξ
sin
(
(2p+ 1)pi
h1
η
)]
, (11)
where
a(1)p =
2
h1
h1
2∫
−h1
2
Φ
(1)
k (η) cos
(
2ppi
h1
η
)
dη, b(1)p =
2
h1
h1
2∫
−h1
2
Φ
(1)
k (η) sin
(
(2p+ 1)pi
h1
η
)
dη,
a
(1)
0 =
1
h1
h1
2∫
−h1
2
Φ
(1)
k (η)dη =
1
h1
h1
2∫
−h1
2
u
(1)
k (−1, η)dη − ω(1)k+2(−1) = −ω(1)k+2(−1).
From the fourth condition in (10) it follows that coefficient a
(1)
0 must be equal to 0. As
a result, we arrive at boundary conditions for the functions {ω(1)k+2} :
ω
(1)
k+2(−1) = 0, k ∈ N0. (12)
In a neighborhood of the right vertical side of Ω
(2)
ε we seek the asymptotic expansion for
the solution in the form
Π(2)∞ :=
+∞∑
k=0
εkΠ
(2)
k
(
1− x
ε
,
y
ε
)
. (13)
To determine the coefficients {Π(2)k }k∈N0 we get the following boundary-value problems:
−∆ξ∗ηΠ(2)k (ξ∗, η) = 0, (ξ∗, η) ∈ (0,+∞)×Υ2,
−∂ηΠ(2)k (ξ∗, η)|η=±h2
2
= 0, ξ∗ ∈ (0,+∞),
Π
(1)
k (0, η) = Φ
(2)
k (η), η ∈ Υ2,
Π
(1)
k (ξ
∗, η)→ 0, ξ∗ → +∞, η ∈ Υ2,
(14)
where Φ
(2)
k = −ω(2)k+2(1), k = 0, 1; Φ(2)k (η) = −u(2)k (1, η)−ω(2)k+2(1), k ≥ 2; ξ∗ = 1−xε , η = yε .
Similarly we find the solution of the problem (14) at a fixed index k :
Π
(2)
k (ξ
∗, η) =
+∞∑
p=0
[
a(2)p e
− 2ppi
h2
ξ∗
cos
(
2ppi
h2
η
)
+ b(2)p e
− (2p+1)pi
h2
ξ∗
sin
(
(2p+ 1)pi
h2
η
)]
, (15)
6
where
a(2)p =
2
h2
h2
2∫
−h2
2
Φ
(2)
k (η) cos
(
2ppi
h2
η
)
dη, b(2)p =
2
h2
h2
2∫
−h2
2
Φ
(2)
k (η) sin
(
(2p+ 1)pi
h2
η
)
dη,
a
(2)
0 =
1
h2
h2
2∫
−h2
2
Φ
(2)
k (η)dη =
1
h2
h2
2∫
−h2
2
u
(2)
k (1, η)dη − ω(2)k+2(1) = −ω(2)k+2(1).
From the fourth condition in (14) it follows that coefficient a
(2)
0 must be equal to 0. It is
possible when
ω
(2)
k+2(1) = 0, k ∈ N0. (16)
Remark 2.3. Since u
(i)
k ≡ 0 for k = 2p + 1, p ∈ N , functions Φ(i)2p+1 = 0, p ∈ N. As a
result,
Π
(i)
0 ≡ 0, Π(i)2p−1 ≡ 0, p ∈ N, i = 1, 2.
Moreover, from representation (11) and (15) it follow the following asymptotic relations
Π
(1)
k (ξ, η) = O(exp(− pih1 ξ)) as ξ → +∞, Π
(2)
k (ξ
∗, η) = O(exp(− pi
h2
ξ)) as ξ∗ → +∞. (17)
Equalities (12) and (16) set boundary conditions at points −1 and 1 for all functions
{ω(1)k } and {ω(2)k } , respectively. We find out conditions for these functions at point 0 in
the next section.
2.3 Inner boundary part of the asymptotics
Let us consider what happens with the regular parts of the asymptotics in the join zone of
two thin domains Ω
(1)
ε and Ω
(2)
ε . Formally substituting the regular parts u
(1)
∞ and u
(2)
∞ into
the transmission conditions of problem (1), we obtain the following relations:
+∞∑
k=2
εk
(
u
(1)
k (0,
y
ε
) + ε−2ω(1)k (0)
)
≈
+∞∑
k=2
εk
(
u
(2)
k (0,
y
ε
) + ε−2ω(2)k (0)
)
, (18)
+∞∑
k=2
εk
(
∂xu
(1)
k (0,
y
ε
) + ε−2
dω
(1)
k
dx
(0)
)
≈
+∞∑
k=2
εk
(
∂xu
(2)
k (0,
y
ε
) + ε−2
dω
(2)
k
dx
(0)
)
. (19)
Equating, for example, the corresponding coefficients with the equal degrees of ε in (18),
we get
ω
(2)
k (0) = ω
(1)
k (0), when k = 2 and k = 2p+ 1;
u
(2)
k (0,
y
ε
)− u(1)k (0,
y
ε
) = ω
(2)
k+2(0)− ω(1)k+2(0), when k = 2p, p ∈ N. (20)
The left-hand side of (20) is a known quantity that depends on the ”rapid” variable y
ε
and
not necessarily equal to 0. Thus it is impossible to choose the constant ω
(2)
k+2(0) − ω(1)k+2(0)
such that equality (20) is satisfied.
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Therefore, we should introduce an additional inner asymptotic expansion in a neighbor-
hood of the joint zone to remove residuals that depend on the ”rapid” variable y
ε
in the
transmission conditions of problem (1) at the join zone of two thin domains Ω
(1)
ε and Ω
(2)
ε .
Inner expansion is sought in the form:
N∞ =
+∞∑
k=1
εkNk
(x
ε
,
y
ε
)
. (21)
Passing to the coordinates ξ = x
ε
, η = y
ε
in a neighborhood of the joint zone and then
forwarding the parameter ε to 0, we obtain the following unbounded domain
Ξ =
(
(−∞, 0)×Υ1
) ∪ ([0,+∞)×Υ2),
which is a union of semi strips Ξ(1) = (−∞, 0)×Υ1 and Ξ(2) = (0,+∞)×Υ2.
Let us introduce the following notation for parts of the boundary of the domain Ξ :
• ∂Ξ‖ = {0} ×
(
Υ1 \Υ2
)
is the vertical parts of the boundary ∂Ξ ,
• ∂Ξ(i)= is the horizontal parts of the boundary ∂Ξ(i), i = 1, 2,
• ∂Ξ= = ∂Ξ(1)= ∪ ∂Ξ(2)= .
Substituting (21) into (1), taking into account residues that leave the regular parts of
the asymptotics on the vertical sides and on the joint zone, and equating corresponding
coefficients by equal degrees of ε , we get the following relations for the coefficients {Nk}.
For even numbers k = 2p, p ∈ N :
−∆N2p = 0 in Ξ,
∂ηN2p = 0 on ∂Ξ=,
∂ξN2p = Θ2p on ∂Ξ‖,
[N2p]|ξ=0 = Ψ2p on Υ2,
[∂ξN2p]|ξ=0 = Φ2p on Υ2,
(22)
where
Θ2p(η) = −
dω
(1)
2p+1
dx
(0), η ∈ ∂Ξ‖,
Ψ2p(η) = u
(1)
2p (0, η)− u(2)2p (0, η), η ∈ Υ2,
Φ2p(η) =
dω
(1)
2p+1
dx
(0)− dω
(2)
2p+1
dx
(0), η ∈ Υ2.
For odd numbers k = 2p+ 1, p ∈ N0 :
−∆N2p+1 = 0 in Ξ,
∂ηN2p+1 = 0 on ∂Ξ=,
∂ξN2p+1 = Θ2p+1 on ∂Ξ‖,
[N2p+1]|ξ=0 = 0 on Υ2,
[∂ξN2p+1]|ξ=0 = Φ2p+1 on Υ2,
(23)
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where
Θ2p+1(η) = −∂xu(1)2p (0, η)−
dω
(1)
2p+2
dx
(0), η ∈ ∂Ξ‖,
Φ2p+1(η) = ∂xu
(1)
2p (0, η)− ∂xu(2)2p (0, η) +
dω
(1)
2p+2
dx
(0)− dω
(2)
2p+2
dx
(0), η ∈ Υ2,
It should be noted here that u0 ≡ 0, u1 ≡ 0.
In order to find out whether exist functions that satisfy the relations of problems (22)
and (23), at first we study the solvability the following boundary-value problem:
−∆N(ξ, η) = F (ξ, η), (ξ, η) ∈ Ξ;
∂ηN(ξ, η)|η=±hi
2
= ±B(i)± (ξ), (−1)iξ ∈ (0,+∞), i = 1, 2;
∂ξN(ξ, η)|ξ=0 = G(η), η ∈ Υ1 \Υ2;
[N ]|ξ=0 = Ψ(η), η ∈ Υ2;
[∂ξN ]|ξ=0 = Φ(η), η ∈ Υ2.
(24)
Let C∞0,ξ(Ξ) be a space of infinitely differentiable functions in Ξ that are finite with
respect to ξ , i.e.,
∀ v ∈ C∞0,ξ(Ξ) ∃R > 0 ∀ (ξ, η) ∈ Ξ |ξ| ≥ R : v(ξ, η) = 0.
Define the following space H := (C∞0,ξ(Ξ), ‖ · ‖H) , where
‖v‖H =
√∫
Ξ
|∇v(ξ, η)|2 dξdη +
∫
Ξ
|v(ξ, η)|2|ρ(ξ)|2 dξdη,
and the weight function ρ(ξ) = (1 + |ξ|)−1, ξ ∈ R.
The case Ψ ≡ 0 . Let us take an arbitrary function v ∈ C∞0,ξ(Ξ) , multiply the differential
equation of problem (24) by v, and integrate this equality over domain Ξ . Using the Green-
Ostrogradsky formula, we deduce the following integral identity:∫
Ξ
∇N · ∇v dξdη =
∫
Ξ
F v dξdη +
∫ 0
−∞
B
(1)
± (ξ) v(ξ,±h12 ) dξ +
∫ +∞
0
B
(2)
± (ξ) v(ξ,±h22 ) dξ+
+
∫
Υ1\Υ2
G(η) v(0, η) dη−
∫
Υ2
Φ(η)v(0, η) dη. (25)
Definition 2.1. A function N from the space H is called a weak solution of problem (24)
if the identity (25) holds for all v ∈ H .
From lemma 4.1, remark 4.1 and 4.2 (see [25]) it follows the following proposition.
Proposition 2.1. Let ρ−1F ∈ L2(Ξ), ρ−1B(2)± ∈ L2(0,+∞), ρ−1B(1)± ∈ L2(−∞, 0), G ∈
L2(Υ1 \Υ2) and Φ ∈ L2(Υ2).
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Then there exist a weak solution of problem (24) if and only if∫
Υ2
Φ(η) dη =
∫
Ξ
F dξdη +
∫ 0
−∞
B
(1)
± (ξ) dξ +
∫ +∞
0
B
(2)
± (ξ) dξ +
∫
Υ1\Υ2
G(η) dη. (26)
In addition, this solution is defined up to an additive constant and we can choose this
constant such that there will exist a unique solution of the problem (24) with the following
differentiable asymptotics:
N0(ξ, η) =
{ O(exp( pi
h1
ξ)) when ξ → −∞,
d0 +O(exp(− pih2 ξ)) when ξ → +∞.
(27)
Moreover, if the functions F, G, Φ are even with respect of η (F, G, Φ are odd with
respect of η) and B
(i)
− ≡ B(i)+ , i = 1, 2 (B(i)− ≡ −B(i)+ , i = 1, 2), then solution N0 is even
(odd) function with respect of η. If N0 is odd function, then in (27) the constant d0 is equal
to zero.
From corollary 4.1 ([25]) it follows the second proposition.
Proposition 2.2. There exists a nontrivial solution Z0 of the corresponding homogeneous
problem (24), which does not belong to the space H, and this solution has the following
differentiable asymptotics:
Z0(ξ, η) =

ξ
h1
+ Ch1 +O(exp( pih1 ξ)) when ξ → −∞,
ξ
h2
+ Ch2 +O(exp(− pih2 ξ)) when ξ → +∞,
(28)
where Chi = h
−1
i 〈Z0(0, η)〉Υi, i = 1, 2.
Moreover, the function Z0 is even with respect of variable η and any other solution of
the homogeneous problem (24), which has polynomial growth when ξ → ±∞, is a linear
combination α1 + α2Z0, where α1 and α2 are some constants.
Remark 2.4. Using the second Green-Ostrogradsky formula, similarly as was done in re-
mark 4.3 ([25]), constant d0 from (27) can be found as follows
d0 =
∫
Ξ
F (ξ, η)Z0(ξ, η) dξdη +
∫ 0
−∞
B
(1)
± (ξ)Z0(ξ,±h12 ) dξ +
∫ +∞
0
B
(2)
± (ξ)Z0(ξ,±h22 ) dξ+
+
∫
Υ1\Υ2
G(η)Z0(0, η) dη −
∫
Υ2
Φ(η)Z0(0, η) dη. (29)
In the general case when Ψ 6= 0, the following substitution
W = N − χδΨ
must be done in the problem (24), where χδ ∈ C∞(R+), 0 ≤ χδ ≤ 1 and
χδ(ξ) =

0, when ξ < 0,
1, when 0 ≤ ξ ≤ δ, (δ > 0)
0, when ξ ≥ 2δ.
Then [W ]|ξ=0 = 0 and we arrive to the previous case.
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Definition 2.2. Let Ψ ∈ H1(Υ2). A function N is called a weak solution of problem (24),
if there exists a function W from H such that the following integral identity∫
Ξ
∇W ·∇v dξdη =
∫
Ξ
F v dξdη−
∫
Ξ(2)
∇(χδ(ξ)Ψ(η)) ·∇v dξdη+∫ 0
−∞
B
(1)
± (ξ) v(ξ,±h12 ) dξ+
+
∫ +∞
0
B
(2)
± (ξ) v(ξ,±h22 ) dξ +
∫
Υ1\Υ2
G(η) v(0, η) dη−
∫
Υ2
Φ(η)v(0, η) dη (30)
holds for all v ∈ H .
Remark 2.5. It is easy to verify that in the general case, the proposition 2.1 holds with the
same solvability condition (26). Moreover, the function Ψ must be even (odd) in the last
item of Proposition 2.1.
Now we back to problems (22) and (23). From (26) it follows that the following equalities∫
∂Ξ‖
Θk(η)dη =
∫
Υ2
Φk(η)dη, k ∈ N, (31)
are the corresponding solvability conditions for those problems.
Taking into account that 〈u(i)k (x, ·)〉Υi = 0, x ∈ Ii, i = 1, 2, from (31) we derive the
following relations for functions {ω(i)k } :
h1
dω
(1)
k
dx
(0) = h2
dω
(2)
k
dx
(0), k ∈ N, k ≥ 2. (32)
Hence, if {ω(i)k } satisfy (32), then there exist solutions of problems (22) and (23). According
to Proposition 2.1, we can uniquely choose those solutions such that they have the following
asymptotics
Nk(ξ, η) =
{ O(exp( pi
h1
ξ)) when ξ → −∞,
d+k +O(exp(− pih2 ξ)) when ξ → +∞.
(33)
In what follows, in asymptotic expansion (21) we will use the functions
Nk(ξ, η) =
{ Nk(ξ, η), ξ < 0,
Nk(ξ, η)− d+k , ξ > 0,
k ∈ N.
Then taking into account (33), functions {Nk} are exponentially decrease as ξ → ±∞.
Formally substituting the series (3) and (21) in the first transmission condition of problem
(1), we get (
u(1)∞ +N∞
) |x=0− = (u(2)∞ +N∞) |x=0+,
from where, by virtue of the corresponding equalities in problems (22) and (23), we deduce
the following relations for the functions {ω(i)k } :
ω
(2)
2 (0) = ω
(1)
2 (0), ω
(2)
k (0)− ω(1)k (0) = d+k−2 , k ∈ N, k ≥ 3.
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Thus, we have obtained a sequence of boundary-value problems to determine functions
{ω(i)k }. For functions ω(1)2 and ω(2)2 that form the main term of the regular asymptotic
expansion (3), the problem looks as follows
−hid
2ω
(i)
2
dx2
(x) = F̂ (i)(x), x ∈ Ii, i = 1, 2,
ω
(1)
2 (0) = ω
(2)
2 (0),
h1
dω
(1)
2
dx
(0) = h2
dω
(2)
2
dx
(0),
ω
(1)
2 (−1) = 0, ω(2)2 (1) = 0,
(34)
where
F̂ (i)(x) :=
∫
Υi
f(x, η) dη − ϕ(i)+ (x) + ϕ(i)− (x), x ∈ Ii, i = 1, 2. (35)
The problem (34) will be called homogenized problem for problem (1).
For next functions {ω(1)k , ω(2)k : k ≥ 3} we get the following problems:
−hid
2ω
(i)
k
dx2
(x) = 0, x ∈ Ii, i = 1, 2,
ω
(1)
k (0) = ω
(2)
k (0)− d+k−2,
h1
dω
(1)
k
dx
(0) = h2
dω
(2)
k
dx
(0),
ω
(1)
k (−1) = 0, ω(2)k (1) = 0.
(36)
It is easy to find the unique solution to problem (36) at a fixed index k :
ω
(1)
k (x) = −
h2 d
+
k−2
h1 + h2
(x+ 1), x ∈ I1; ω(2)k (x) =
h1 d
+
k−2
h1 + h2
(1− x), x ∈ I2. (37)
3 Scheme of construction of the complete asymptotics
and its justification
Let us introduce the following notation
uk
(
x,
y
ε
)
=
{
u
(1)
k
(
x, y
ε
)
, (x, y) ∈ Ω(1)ε
u
(2)
k
(
x, y
ε
)
, (x, y) ∈ Ω(2)ε
, ωk(x) =
{
ω
(1)
k (x), x ∈ I1
ω
(2)
k (x), x ∈ I2
, k ∈ N, k ≥ 2.
From homogenized problem (34) we uniquely determine the main term of the asymptotics
ω2 of the series (3). Then from problems (4) that can now be rewritten as
−∂2ηηu(i)2 (x, η) = f(x, η)− h−1i F̂ (i)(x), η ∈ Υi,
−∂ηu(i)2 (x, η)|η=±hi
2
= ϕ
(i)
± (x), x ∈ Ii
〈u(i)2 (x, ·)〉Υi = 0, x ∈ Ii,
i = 1, 2, (38)
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we uniquely determine
u
(i)
2 (x, η) = −
∫ η
−hi
2
(η − t)
(
f(x, t)− h−1i F̂ (i)(x)
)
dt− ηϕ(i)− (x) + α(i)2 (x), (39)
where function α
(i)
2 are uniquely determined from third condition in (38), i.e.
α
(i)
2 (x) =
∫
Υi
∫ η
−hi
2
(η − t) f(x, t) dt dη − 6−1h2i F̂ (i)(x), i = 1, 2;
functions F̂ (1) and F̂ (2) are given by formulas (35).
Now with the help of formulas (11) and (15), we find the first terms Π
(1)
2 and Π
(2)
2 of the
boundary-asymptotic expansions (9) and (13) respectively; they are solutions of problems
(10) and (14) that can be rewritten as follows
−∆ξηΠ(1)2 (ξ, η) = 0, (ξ, η) ∈ (0,+∞)×Υ1,
−∂ηΠ(1)2 (ξ, η)|η=±h1
2
= 0, ξ ∈ (0,+∞),
Π
(1)
2 (0, η) = −u(1)2 (−1, η), η ∈ Υ1,
Π
(1)
2 (ξ, η)→ 0, ξ → +∞, η ∈ Υ1,
(40)

−∆ξ∗ηΠ(2)2 (ξ∗, η) = 0, (ξ∗, η) ∈ (0,+∞)×Υ2,
−∂ηΠ(2)2 (ξ∗, η)|η=±h2
2
= 0, ξ∗ ∈ (0,+∞),
Π
(1)
2 (0, η) = −u(2)2 (1, η), η ∈ Υ2,
Π
(1)
2 (ξ
∗, η)→ 0, ξ∗ → +∞, η ∈ Υ2.
(41)
Then we find the first term of the inner asymptotic expansion (21)
N1(ξ, η) =
{ N1(ξ, η), ξ < 0,
N1(ξ, η)− d+1 , ξ > 0,
,
where N1 is the unique solution of the problem (23) that can now be rewritten as
−∆N1 = 0 in Ξ,
∂ηN1 = 0 on ∂Ξ=,
∂ξN1 = −dω
(1)
2
dx
(0) on ∂Ξ‖,
[N1]|ξ=0 = 0 on Υ2,
[∂ξN1]|ξ=0 = dω
(1)
2
dx
(0)− dω
(2)
2
dx
(0) on Υ2,
(42)
with asymptotics (33). Recall that constant d+1 is also uniquely determined (see remark 2.4).
Thus we have uniquely determined the first terms of the asymptotic expansions (3), (9),
(13) and (21).
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Assume that we have determined coefficients ω2, . . . , ω2n−2, u2, u4, . . . , u2n−2 of the series
(3), coefficients Π
(i)
2 ,Π
(i)
4 , . . . ,Π
(i)
2n−2 of the series (9) and (13) respectively and coefficients
N1, . . . , N2n−3 of the series (21).
Then, using formulas (37), we write the solution ω2n−1 of problem (36) with the constant
d+2n−3 in the first transmission condition. Further we find the coefficient
N2n−2(ξ, η) =
{ N2n−2(ξ, η), ξ < 0,
N2n−2(ξ, η)− d+2n−2, ξ > 0,
,
of the inner asymptotic expansion (21), where N2n−2 is the unique solution of the problem
(23) that can now be rewritten as
−∆N2n−2 = 0 in Ξ,
∂ηN2n−2 = 0 on ∂Ξ=,
∂ξN2n−2 = h2 d
+
2n−3
h1 + h2
on ∂Ξ‖,
[N2n−2]|ξ=0 = u(1)2n−2(0, η)− u(2)2n−2(0, η) on Υ2,
[∂ξN2n−2]|ξ=0 = d
+
2n−3(h1 − h2)
h1 + h2
on Υ2,
(43)
and N2n−2 has the asymptotics (33).
Knowing d+2n−2 and using (37), we get the solution ω2n of problem (36). Next coefficient
N2n−1(ξ, η) =
{ N2n−1(ξ, η), ξ < 0,
N2n−1(ξ, η)− d+2n−1, ξ > 0,
,
of the inner asymptotic expansion (21) is defined with the help of solution N2n−1 to problem
(23) that can now be rewritten as follows
−∆N2n−1 = 0 in Ξ,
∂ηN2n−1 = 0 on ∂Ξ=,
∂ξN2n−1 = −∂xu(1)2n−2(0, η) +
h2 d
+
2n−2
h1 + h2
on ∂Ξ‖,
[N2n−1]|ξ=0 = 0 on Υ2,
[∂ξN2n−1]|ξ=0 = ∂xu(1)2n−2(0, η)− ∂xu(2)2n−2(0, η) +
d+2n−2(h1 − h2)
h1 + h2
on Υ2.
(44)
Coefficients u
(i)
2n, i = 1, 2, are determined as solutions of following problems
−∂2ηηu(i)2n(x, η) = ∂2xxu(i)2n−2(x, η), η ∈ Υi,
−∂ηu(i)2n(x, η)|η=±hi
2
= 0, x ∈ Ii
〈u(i)2n(x, ·)〉Υi = 0, x ∈ Ii.
(45)
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And finally, we find the coefficients Π
(1)
2n and Π
(2)
2n of the boundary asymptotic expansions
(9) and (13) respectively as the solutions of problems (10) and (14) that can be rewritten
now as follows
−∆ξηΠ(1)2n (ξ, η) = 0, (ξ, η) ∈ (0,+∞)×Υ1,
−∂ηΠ(1)2n (ξ, η)|η=±h1
2
= 0, ξ ∈ (0,+∞),
Π
(1)
2n (0, η) = −u(1)2n (−1, η), η ∈ Υ1,
Π
(1)
2n (ξ, η)→ 0, ξ → +∞, η ∈ Υ1,
(46)

−∆ξ∗ηΠ(2)2n (ξ∗, η) = 0, (ξ∗, η) ∈ (0,+∞)×Υ2,
−∂ηΠ(2)2n (ξ∗, η)|η=±h2
2
= 0, ξ∗ ∈ (0,+∞),
Π
(1)
2n (0, η) = −u(2)2n (1, η), η ∈ Υ2,
Π
(1)
2n (ξ
∗, η)→ 0, ξ∗ → +∞, η ∈ Υ2.
(47)
Thus, we can successively determine all coefficients of series (3), (9), (13) and (21).
With the help of the series (3), (9), (13) and (21) we construct the following series
ω2(x) +
+∞∑
k=1
ε2k−1
(
ω2k+1(x) + χ
0(x)N2k−1
(x
ε
,
y
ε
))
+
+∞∑
k=1
ε2k
(
u2k
(
x,
y
ε
)
+ ω2k+2(x)+
+ χ0(x)N2k
(x
ε
,
y
ε
)
+ χ−(x)Π(1)2k
(1 + x
ε
,
y
ε
)
+ χ+(x)Π
(2)
2k
(1− x
ε
,
y
ε
))
, (x, y) ∈ Ωε, (48)
where χ±, χ0 are smooth cut-off functions defined by formulas
χ±(x) =
{
1, if |1∓ x| ≤ δ,
0, if |1∓ x| ≥ 2δ, χ
0(x) =
{
1, if |x| < δ,
0, if |x| > 2δ.
Here δ is an arbitrary sufficiently small fixed positive number.
Theorem 3.1. Series ( 48 ) is the asymptotic expansion for the solution of the boundary-
value problem ( 1 ) in the Sobolev space H1(Ωε). Moreover, the following asymptotic esti-
mates
∀m ∈ N ∃Cm > 0 ∃ ε0 > 0 ∀ ε ∈ (0, ε0) : ‖uε − U (m)ε ‖H1(Ωε) ≤ Cm ε2m+
1
2 (49)
hold, where
U (m)ε (x, y) = ω2(x)+
m∑
k=1
ε2k−1
(
ω2k+1(x) + χ
0(x)N2k−1
(x
ε
,
y
ε
))
+
m∑
k=1
ε2k
(
u2k
(
x,
y
ε
)
+ω2k+2(x)
+ χ0(x)N2k
(x
ε
,
y
ε
)
+ χ−(x)Π(1)2k
(1 + x
ε
,
y
ε
)
+ χ+(x)Π
(2)
2k
(1− x
ε
,
y
ε
))
, (x, y) ∈ Ωε, (50)
is the partial sum of ( 48 ).
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Remark 3.1. Hereinafter, all constants in inequalities are independent of the parameter ε.
Proof. Consider an arbitrary m ∈ N . Substituting the partial sum U (m)ε into equations and
boundary conditions of the problem (1) and considering relations (34)–(47) that satisfied by
the coefficients of the series (48), we find
∆U (m)ε (x, y) + f
(
x,
y
ε
)
= ε2m∂xxu2m
(
x,
y
ε
)
+
+
m∑
k=1
ε2k−1
(
2ε−1
dχ0
dx
(x)∂ξN2k−1(ξ, η) +
d2χ0
dx2
(x)N2k−1(ξ, η)
)
|ξ=x
ε
, η= y
ε
+
+
m∑
k=1
ε2k
(
2ε−1
dχ0
dx
(x)∂ξN2k(ξ, η) +
d2χ0
dx2
(x)N2k(ξ, η)+
+2ε−1
dχ−
dx
(x)∂ξΠ
(1)
2k (ξ, η) +
d2χ−
dx2
(x)Π
(1)
2k (ξ, η)+
2ε−1
dχ+
dx
(x)∂ξΠ
(2)
2k (ξ, η) +
d2χ0
dx2
(x)Π
(2)
2k (ξ, η)
)
|ξ= 1−x
ε
, η= y
ε
=: R(m)ε (x, y). (51)
Taking into account the exponential decreasing of functions {Nk,Π(1)k ,Π(2)k } (see (33),
(17)), we conclude that
∃ Cˇm ∃ ε0 ∀ ε ∈ (0, ε0) : lim sup
(x,y)∈Ω(i)ε
∣∣R(m)ε (x, y)∣∣ ≤ Cˇmε2m (i = 1, 2). (52)
It is easy to check that the partial sum leaves the following residuals
−∂yU (m)ε (x, y)|y=±εhi
2
= εϕ
(i)
± (x), x ∈ Ii,
U
(m)
ε (±1, y) = 0, y ∈ Υ(i)ε ,
∂xU
(m)
ε (x, y)|x=0 = ε2m
(
∂xu
(1)
2m
(
0, y
ε
)− h2
h1 + h2
d+2m
)
=: R
(m)
ε (y), y ∈ Υ(1)ε \Υ(2)ε ,
in the boundary conditions (i = 1, 2) and the following ones
[U
(m)
ε ]|x=0 = 0, y ∈ Υ(2)ε ,
[∂xU
(m)
ε ]|x=0 = ε2m
(
[∂xu2m]|x=0 + h2 − h1
h1 + h2
d+2m
)
=: R̂
(m)
ε (y), y ∈ Υ(2)ε
in transmission conditions. Obviously that there exist positive constants Cm and ε0 such
that
∀ ε ∈ (0, ε0) : lim sup
y∈Υ(1)ε \Υ(2)ε
∣∣∣R(m)ε (y)∣∣∣ ≤ Cmε2m, lim sup
y∈Υ(2)ε
∣∣∣R̂(m)ε (y)∣∣∣ ≤ Cmε2m. (53)
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Thus, the difference Wε := uε − U (m)ε satisfies the following system:
−∆Wε = R(m)ε in Ωε,
∂yWε(x,±εhi2 ) = 0, x ∈ Ii, i = 1, 2,
Wε(±1, y) = 0, y ∈ Υ(i)ε , i = 1, 2,
−∂xWε(0, y) = R(m)ε , y ∈ Υ(1)ε \Υ(2)ε ,
[Wε]|x=0 = 0, y ∈ Υ(2)ε ,
[∂xWε]|x=0 = −R̂(m)ε , y ∈ Υ(2)ε .
(54)
This means that the series (48) is a formal asymptotic solution of problem (1).
From (54) we derive the following integral relation:∫
Ωε
|∇Wε|2dxdy =
∫
Ωε
R(m)ε Wε dxdy −
∫
Υ
(1)
ε \Υ(2)ε
R
(m)
ε (Wε|x=0) dy +
∫
Υ
(2)
ε
R̂(m)ε (Wε|x=0) dy.
Now, using the Friedrichs inequality and estimates (52) and (53), we deduce from the previous
integral equality the following inequality∫
Ωε
|∇Wε|2dxdy ≤ Cˇm
√
h1 + h2 ε
2m+ 1
2‖Wε‖L2(Ωε) + Cm
√
h1 ε
2m+ 1
2‖Wε(0, ·)‖L2(Υ(1)ε ) ≤
≤ Cm ε2m+ 12‖∇Wε‖L2(Ωε),
which means the asymptotic estimates (49) are satisfied. Those asymptotic estimates justify
the constructed asymptotics and imply that series ( 48 ) is the asymptotic expansion for the
solution of problem ( 1 ) in H1(Ωε).
Corollary 3.1. For difference between solution uε of problem (1) and solution ω2 of the
homogenized problem (34) the following asymptotic estimates
‖uε − ω2‖L2(Ωε) ≤ C0 ε
3
2 , ‖uε − ω2‖H1(Ωε) ≤ C0 ε, (55)∥∥uε − ω2 − ε(ω3 + χ0N1)∥∥H1(Ωε) ≤ C1 ε 32 , (56)
‖E(i)ε (uε)− ω2‖L2(Ii) ≤ C2 ε, ‖E(i)ε (uε)− ω2‖H1(Ii) ≤ C2 ε
1
2 , i = 1, 2, (57)
max
x∈Ii
∣∣E(i)ε (uε)(x)− ω2(x)∣∣ ≤ C3 ε 12 , i = 1, 2, (58)
hold, where
E(i)ε (uε)(x) =
1
ε hi
∫
Υ
(i)
ε
uε(x, y) dy, i = 1, 2.
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Proof. Since functions N2, Π
(1)
2 and Π
(2)
2 exponentially decrease at infinity, from estimate
(49) at m = 1 we deduce inequality (56):∥∥uε − ω2 − ε(ω3 + χ0N1)∥∥H1(Ωε) ≤
≤ ∥∥uε − U (1)ε ∥∥H1(Ωε) + ∥∥U (1)ε − ω2 − ε(ω3 + χ0N1)∥∥H1(Ωε) ≤
≤ C˜1 ε 52 + ε2
∥∥∥u2 + ω4 + χ0N2 + χ−Π(1)2 + χ+Π(2)2 ∥∥∥
H1(Ωε)
≤
≤ ε2
∥∥∥∇x(u2 + ω4 + χ0N2 + χ−Π(1)2 + χ+Π(2)2 )∥∥∥
L2(Ωε)
+
+ε2
∥∥∥u2 + ω4 + χ0N2 + χ−Π(1)2 + χ+Π(2)2 ∥∥∥
L2(Ωε)
+ C˜1 ε
5
2 ≤
≤ ε 32
2∑
i=1
( ∫
Ii×Υi
|∂ηu2(x, η)|2dxdη
) 1
2
+
+ε
5
2
2∑
i=1
(
c2‖ω4‖H1(Ii) + ‖u2‖L2(Ii×Υi) + ‖∂xu2‖L2(Ii×Υi)
)
+
+ε2
(
‖∇ξηN2‖L2(Ξ) + ‖∇ξηΠ(1)2 ‖L2((0,+∞)×Υ1) + ‖∇ξ∗ηΠ(2)2 ‖L2((0,+∞)×Υ2)
)
+
+ ε3
(
‖N2‖L2(Ξ) + ‖Π(1)2 ‖L2((0,+∞)×Υ1) + ‖Π(2)2 ‖L2((0,+∞)×Υ2)
)
+ C˜1 ε
5
2 ≤ C1 ε 32 . (59)
Taking into account that ‖χ0N1‖L2(Ωε) ≤ c2 ε and ‖χ0N1‖H1(Ω(i)ε ) ≤ c3, i = 1, 2, from
(56) we get (55).
Using the Cauchy-Buniakovsky inequality, from (55) we derive inequalities (57). Since
the space H1(Ii) continuously embedded in C(I i), from the second inequality in (57) it
follows inequality (58).
Remark 3.2. Summands of order ε
3
2 in the sixth line of ( 59 ) bring the main contribution
to the determination of the constant C1 in inequality ( 56 ). Taking the explicit form of the
coefficients u
(i)
2 ( see ( 39 )) into account, we can specify the dependence of this constant on
the right-hand sides of problem ( 1 ) :
2∑
i=1
(∫
Ii×Υi
|∂ηu2(x, η)|2dxdη
) 1
2 ≤
≤
2∑
i=1
√
hi
(√
5hi‖f‖L2(Ii×Υi) + 2
√
2‖ϕ(i)− ‖L2(Ii) +
√
6‖ϕ(i)+ ‖L2(Ii)
)
. (60)
Terms of order ε2 in the eighth line of ( 59 ) import next contribution to the constant
C1. Let us estimate those terms. From the corresponding integral identity for the solution
N2 ( see ( 30 )), we derive
‖∇ξηN2‖L2(Ξ) ≤ c(δ)‖Ψ2‖L2(Υ2) + ‖Ψ′2‖L2(Υ2) + 2d+1
h2
√
h1 + h1
√
h2
h1 + h2
≤
18
≤ 2
2∑
i=1
(
hi
(
c(δ)
√
2hi
√
1 + h2i +
√
5
) (‖f‖L2(Ii×Υi) + ‖∂xf‖L2(Ii×Υi))+
+
√
hi
(
c(δ)hi
√
3 + 2h2i + 2
√
2
)(
‖ϕ(i)− ‖L2(Ii) + ‖∂xϕ(i)− ‖L2(Ii)
)
+
+
√
hi
(
c(δ)hi
√
3 + 2h2i +
√
6
)(
‖ϕ(i)+ ‖L2(Ii) + ‖∂xϕ(i)+ ‖L2(Ii)
))
+
+ 2d+1
h2
√
h1 + h1
√
h2
h1 + h2
, (61)
where Ψ2(η) = u
(1)
2 (0, η)−u(2)2 (0, η). Similarly we can estimate values ‖∇ξηΠ(1)2 ‖L2((0,+∞)×Υ1)
and ‖∇ξ∗ηΠ(2)2 ‖L2((0,+∞)×Υ2).
Remark 3.3. If ϕ
(i)
± ≡ 0 and function f in the right-hand side of the differential equation
of problem ( 1 ) depends only on the variable x, then all coefficients {u2k}, {Π(1)2k } and
{Π(2)2k } are equal to 0. In this case the asymptotic series ( 48 ) has the following form
ω2(x) +
+∞∑
k=1
εk
(
ωk+2(x) + χ
0(x)Nk
(x
ε
,
y
ε
))
, (x, y) ∈ Ωε, (62)
and asymptotic estimate ( 56 ) is of order ε2. Moreover, the value ‖∇ξηN2‖L2(Ξ), which is
now bounded by the value 2d+1
h2
√
h1+h1
√
h2
h1+h2
( see ( 61 )), bring the main contribution to the
constant C1 in ( 56 ).
4 Discussion of the results
1. Estimate (56) shows the structure of the corrector in the asymptotic approximation for
the solution uε of the problem (1). It (corrector) has the form
ε
(
ω3(x) + χ
0(x)N1
(
x
ε
, y
ε
))
,
and its gradient is equal
χ0(x)∇ξηN1(ξ, η)|ξ=x
ε
,η= y
ε
+ ε
(
ω′3(x) +
(
χ0(x)
)′
N1
(
x
ε
, y
ε
))
.
Since function N1 exponentially decreases at infinity (see (33)), then
ε
∥∥ω3 + χ0N1∥∥H1(Ωε) ≤ C0ε.
Thus, for this structure of thin cascade junctions there are not any significant boundary
effects in a neighborhood the join zone for the solution uε of problem (1). This also indicates
second estimate in (55) and uniform pointwise estimate (58).
The results obtained give the right, in terms of practical application, to replace the
complex boundary-value problem (1) with the corresponding simple boundary-value problem
(34) with sufficient accuracy that measured by the parameter ε characterizing the thickness.
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Moreover, in this paper we show how the constant C1 in the main asymptotic estimate
(56) depends on the right-hand sides of problem (1) and on the geometrical parameters h1,
h2 and d
+
1 (see remark 3.2). Also it is possible to indicate how other constants in the
asymptotic estimates from Corollary 3.1 depend on these values. This fact makes it possible
to directly use the asymptotic estimates for the approximation of solutions of boundary-value
problems in thin cascade domains instead of numerical calculations.
2. The method proposed in this paper for the construction of asymptotic expansions can
be applied without substantial changes to the asymptotic study of boundary value-problems
in thin cascade domains with more complex structures, namely, either thin cascade domains
εh
1
εh
2
Ο(ε)
Figure 3: Thin cascade domain with local widening
with local widening (narrowing) in a neighborhood of the join zone (see Fig. 3), or thin
εh
1
εh
2
εh
3
Figure 4: Thin cascade domain of graph type
cascade domains of graph type (see Fig. 4), or thin cascade perforated domains with rapidly
Figure 5: Thin cascade perforated domain with rapidly varying thickness
varying thickness (Fig. 5). We need to add series with rapidly oscillating coefficients (see
[13, 14]) to the regular part of the asymptotic expansion for solutions of boundary-value
problems in thin cascade perforated domains with rapidly varying thickness.
20
References
[1] A.L. Gol’denveizer, ”Derivation of an approximate theory of bending of a plate by the
method of asymptotic integration of the equations of the theory of elasticity,” Prikl.
Mat. Mekh. (1962), 26:4, 668–686; English transl. in J. Appl. Math. Mech. (1962),
26:4, 1000–1025.
[2] A.L. Gol’denveizer, Theory of Elastic Thin Shells, 2nd ed., Nauka, Moscow (1976).
English transl. of 1st ed., Pergamon Press, Oxford–London–New York–Paris 1961.
[3] M.G. Dzhavadov, ”Asymptotic behaviour of the solution to a boundary-value prob-
lem for second-order elliptic equations in thin regions,” Differ. Uravn. (1968), 4:10,
1901–1909. (in Russian)
[4] P.Ciarlet, S.Kesavan, ”Two-dimensional approximations of three-dimensional eigen-
value problem in plate theory,” Comput. Meth. Appl. Mech. Eng. (1981), 26, 145–172.
[5] S.A. Nazarov, ”The structure of the solutions of elliptic boundary value problems
in thin regions,” Vestn. Leningrad. Univ. Ser. Mat. Mekh. Astronom., (1982), no. 2,
65–68. (in Russian)
[6] G.P Panasenko, M.V. Reztsov, ”Averaging a three-dimensional problem of elastic-
ity theory in an inhomogeneous plate,” Dokl. Akad. Nauk SSSR, (1987), 294:5,
1061–1065; English transl. in Soviet Math. Dokl. (1987), 35:3, 630–634.
[7] A.B. Vasil’eva, V.F. Butuzov, Asymptotic Methods in the Theory of Singular Pertut-
bations, Vysshaya Shkola, Moscow (1990). (in Russian)
[8] T.A. Mel’nyk, ”Homogenization of elliptic equations that describe processes in strongly
inhomogeneous thin preforated domains with rapidly varying thickness,” Dopov. Akad.
Nauk. Ukr., (1991), 10, 15–19 .
[9] S.A. Nazarov, ”General averaging procedure for self-adjoint elliptic systems in many-
dimensional domains, including thin ones,” Algebra i Analiz, (1995), 7:5, 1–92; English
transl. in St. Petersburg Math. J., (1996), 7:5, 681–748.
[10] A.G. Kolpakov, ”The governing equations of a thin elastic stressed beam with a pe-
riodic structure,” Prikl. Matem. Mekh., (1999), 63:3, 513–523; English transl. in J.
Appl. Math. Mech., (1999), 63:3, 495–504.
[11] T. Lewinsky, J. Telega, ”Plates, Laminates and Shells,” in: Asymptotic analysis and
homogenization, Wold Scientific, Singapore (2000).
[12] S.A. Nazarov, Asymptotic theory of thin plates and rods. Dimension reduction and
integral bounds, Nauchnaya Kniga, Novosibirsk (2002). (in Russian)
[13] T.A. Mel’nyk, A.V. Popov, ”Asymptotic analysis of boundary-value and spectral prob-
lems in thin perforated regions with rapidly changing thickness and different limiting
dimensions,” Matem. Sbornik, (2012), 203:8, 97–124; English transl. in Sbornik: Math-
ematics, (2012), 203:8, 1169–1195.
21
[14] T.A. Mel’nyk, A.V. Popov, ”Asymptotic analysis of the Dirichlet spectral problems in
thin perforated domains with rapidly varying thickness and different limit dimensions,”
In book:Mathematics and Life Sciences, A.V. Antoniouk, R. V. N. Melnik (Eds.), De
Gruyter, Berlin, 87–111 (2012).
[15] G.A. Chechkin, E.A. Pichugina, ”Weighted Korn’s inequality for a thin plate with a
rough surface,” Russian J. Math. Phys., (2000), 7:3, 375–383.
[16] R.V. Korn, M. Vogelius, ”A new model for thin plates with rapidly varying thickness.II:
A convergence proof,” Quarterly of applied mathematics, (1985), 18:1, 1–22.
[17] J.M. Arrieta, A.N. Carvalho, R.P. Silva, M.C. Pereira, ”Nonlinear parabolic problems
in thin domains with a highly oscillatory boundary,” Cadernos De Matematica, (2010),
11, 331–364.
[18] J.M. Arrieta, A.N. Carvalho, R.P. Silva, M.C. Pereira, ”Semilinear parabolic problems
in thin domains with a highly oscillatory boundary,” Nonlinear Analysis, (2011), 74:15,
5111–5132.
[19] S.A. Nazarov, B.A. Plamenevskii, ”Asymptotics of the spectrum of the Neumann
problem in a singularly degenerate thin domains. I,” Algebra i Analiz, (1990), 2:2,
85–111.
[20] G.P. Panasenko, ”Asymptotic analysis of bar systems,” Int. Russian Journal of Math.
Phys., (1994), 2:3, 325–352.
[21] S.A. Nazarov, ”Junctions of singularly degenerating domains with different limit di-
mensions,” J. Math. Sci., (1996), 80:5, 1989–2034.
[22] A. Gaudiello, E. Zappale, ”Junction in a thin multidomain for a fourth order problem,”
Math. Models Methods Appl. Sci., (2006), 16, 1887–1918.
[23] A. Gaudiello, A.G. Kolpakov, ”Influence of non degenerated joint on the global and
local behavior of joined rods,” International Journal of Engineering Science, (2010),
49:3, 295–309.
[24] T.A. Mel’nyk, S.A. Nazarov, ”Asymptotic structure of the spectrum of the Neumann
problem in a thin comb-like domain,” C.R. Acad. Sci., Paris, (1994), 319, Serie 1,
1343–1348.
[25] Mel’nyk T.A., ”Homogenization of the Poisson equation in a thick periodic junction,”
Zeitschrift fu¨r Analysis und ihre Anwendungen, (1999), 18:4, 953–975.
[26] D. Blanchard, A. Gaudiello, ”Homogenization of highly oscillating boundaries and
reduc- tion of dimension for a monotone problem,” ESAIM Control. Optim. Calc.
Var., (2003), 9, 449–460.
[27] D. Blanchard, A. Gaudiello, T.A. Mel’nyk, ”Boundary homogenization and reduction
of dimention in a Kirchhoff-Love plate,” SIAM J. Math. Anal., (2008), 39, 1764–1787.
22
[28] D. Cioranescu, J. Saint Jean Paulin, Homogenization of Reticulated Structures, Appl.
Math. Sci., Vol. 139, Springer-Verlag, New York (1999).
[29] V.V. Zhikov, S.E. Pastukhova, ”Homogenization of elasticity problems on periodic
grids of critical thickness,” Matem. Sbornik, (2003), 194:5, 61–96.
[30] A.O. Borisyuk, ”Sound generation flows in channels with local irregularities geometry,”
Akust. Visnyk, (2007), 10:2, 4–21. (in Ukrainian)
[31] A.O. Borisyuk, ”Experimental study of wall pressure fluctuations in rigid and elastic
pipes behind an axisymmetric narrowing,” Journal of Fluids and Structures, (2010),
26, 658–674.
23
