In this paper, mean shift algorithm based on HOG feature has been used to track the moving object. A feature hierarchical model has been constructed, which is coarser in the entire moving object layer. It is partly based on model components featuring accurate tracking of the moving object in different layers. The moving object is tracked using nuclear tracking with two layers which is more accurate than the moving object tracking with one layer information. Partially, it is based on the whole occlusion target location that can better be forecasted. The algorithm has a good tracking performance after the moving object appears again.
INTRODUCTION
Intelligent transportation plays an increasingly important role in modern life, and is closely related to people's daily life. From the 60s of the last century, with the rapid growth of the world economy, the rapid development of new industries such as computer technology and electronics industry, the development of these industries put forward new requirements for modern transportation. Fast, convenient and safe transportation can better serve the development of the world economy, relying solely on the increasing contradiction between urban land and other issues which are increasingly prominent.
A lot of research for target detection and tracking has been carried out in the field of intelligent transportation. Intelligent traffic can be traced back to the 1960s [1] . The 60's research focused on the radar and its related image processing, through a simple digital image, to better meet the military requirements [2] . In the 1970s, Marr, Barrow and Tenanbaum pioneered the visual computing framework, laying the foundation for the development of intelligent transportation [3, 4] . Until the 1980s, intelligent traffic has been developed by leaps and bounds. Active vision [5, 6] , multi-dimensional stereo image acquisition technology [7] [8] [9] [10] , multi-sensor technology and other related technologies formed a complete foundation framework, which greatly promoted the development of intelligent traffic.
From the current research and development of intelligent transportation field, there are still many problems to be studied in depth. These problems greatly influence the development of intelligent transportation from the laboratory to practical application. Among them, "moving target detection and tracking" is one of the most challenging and difficult issues which has a wider application prospect in spatial information, electronic reconnaissance, industry and *Address correspondence to this author at the School of Computer and Information Engineering, Nanyang Institute of Technology, Nanyang, 473004, P.R. China; Tel: 13803770071; E-mail: ywind2005@163.com modern defense. This issue is based on the study of intelligent traffic vehicle detection and pedestrian detection and tracking, the most fundamental is how to get higher level of characterization or semantic understanding from the bottom of the sequence image data itself. This research is closely related to this basic problem, which involves the bottom image processing technology and the description of the characteristics of the middle vision and other issues, therefore, the detection and tracking of moving objects not only have a wide range of prospects in practical applications, but also have great research value in the theoretical research.
The information of histogram of gradient image direction provides the characteristics of the object and its local characteristics. The overall structure of the object is the embodiment of the integrity of the object, but each object has its own local characteristics, the description of these local features can help correct and predict the position in the target tracking, and have good prediction effect on the occlusion, which has significance in targeting tracking.
HOG FEATURES TARGET MODELING 2.1. Target Description
Whether it is a pedestrian or a vehicle, the final test result is a region, which contains all the information of the target. Through the different analysis of the information within the region, we can complete the description of the target. In this paper, the feature description of the histogram of gradient direction can be expressed, which can express the target feature, and has a good effect on noise suppression and illumination. For the target area of the current frame, the feature of histogram of gradient direction can be written as Eq (1):
Candidate target areas can also be similarly expressed as Eq (2):
In the specific algorithm, matching may be determined by comparing the similarity of both the targets.
Because the histogram as the feature matching of the object is more common and the effect is ideal, the flexible part target modeling is adopted on the basis of the HOG feature selection. The hierarchical processing of the feature description is carried out, and the target is modeled, the detection results of the target of the overall model may be a generally rectangular area or the boundary of the object. The current target is used as the first layer of the target pyramid to construct the finer pyramid of the next level. The local characteristic of the target is described in the pyramid of the layer. If the local maximum or minimum point appears, the interval as a local feature area of the target is used for local tracking. As can be seen from the algorithm, each tracking needs to calculate one overall tracking and a number of local trackings, so its efficiency will be reduced. In order to improve the efficiency, in the absence of occlusion and loss of the target, only the overall characteristics of the target and the secondary flexible component characteristics are calculated, so that the efficiency can be improved.
Target Model
The target modeling is based on the need of tracking to build the model of the target location. Considering the practical application, the feature combination is set as x i { },i = 1,...,n , and the center position of the target as x 0 .
Considering the flexible deformable model, some of the characteristics of the target will be described, which mainly described each partial region with feature, such as a pedestrian's head, arms and so on. Since its initial goal is obtained by target detection, the target feature is described by a rectangular box, which can be described as Eq. (3):
Among them, ! is the Dirichlet function, which is only 1 at 0, and at 0, it is at the rest, the k x ( ) function is a profile function for kernel function. Considering that the characteristics in the actual tracking process are easily affected by color, light and so on, it is necessary to increase the accuracy of the target by giving a relatively large weight to the center of the distance. The final description is Eq. (4):
Where C is the normalized parameter, its value is Eq. (5):
Candidate Model
Candidate model is consistent with the target model, and its characteristic set is expressed as x i { },i = 1,...,n k , the center coordinate point is y. In its practical application, object deformation and other problems lead to changes in the target, so there are differences between the number of its characteristics and the original target. According to the characteristics, its characteristics can be written as Eq. (6):
where C is also the normalized parameter, its value is Eq. (7):
MEAN SHIFT ALGORITHM
The mean drift algorithm is a non-kernel density estimation algorithm. The mean drift vector is closely related to the kernel density estimation. The direction of the mean drift vector is the probability density gradient direction. The problem of the kernel density estimation is obtained by the conversion of target tracking problem, and finally the kernel density estimation is completed by using the relevant theory.
Mean Shift Vector
Assuming that the set of samples is n points { } i x of the d-dimensional space, where i is an integer of 1 to n , the mean drift vector of point x can be defined as [11] Eq. (8):
where k S is a high-dimensional space, that is Eq. (9):
Where k is the number of points falling into the k S area in the n sample sets, i x x − is the offset of the sample point relative to the center point, and the formula (1) is the geometric mean of the offset.
In order to better carry out the probability of density estimation, the introduction of kernel function can help to solve the situation that the high dimensional data estimation is consistent with the mean point.
Let X be the d-dimensional Euclidean space, x is a point of the space, x is satisfied x
for the K function, k satisfies the properties of nonnegative, non-increasing, segmented continuous and isotropic. Such K function is called a kernel function. By defining the kernel function, it is consistent with the fact that it is important to strengthen the point near the reference point. Therefore, it can be understood that the sample is only related to the distance of the reference point.
Commonly used kernel density estimation function has unit uniform kernel function, unit Gauss kernel function and Epanechnikov kernel function, the expression is as follows:
Unit uniform kernel function is Eq. (10):
Unit Gaussian kernel function is Eq. (11):
Epanechikov kernel function is Eq. (12):
From the practical application, it is necessary to consider not only the distance of the sample from the center of the mean value, but also the importance degree, so the weight coefficient w x i ( ) is introduced, and then the formula (1) 
In the formula, the w x i ( ) weight is a finite value and is not negative. (14):
The above formula is the form of the general kernel density estimation. This method is also used in this paper. When the kernel function takes the uniform kernel function and the weight is taken as 1, then the equation is degenerated into formula (1).
Probability Density Gradient
The probability density gradient direction is theoretically consistent with the mean drift direction, and M k is the normalized probability density gradient. The selection of the sample point is obtained from the probability of density function f x ( ) by sampling. It can be seen that the sampling point falls more in the region with large probability density, so the mean drift based on the sampling point should be the direction of the probability density gradient, which is the probability density gradient direction. 
Where K x ( ) is the aforementioned kernel function and the kernel function is defined as follows:
Profile function K x ( ) for kernel function is Eq. (16):
,considering its probability density gradient, the gradient is estimated as follows Eq. (17):
Let G x ( ) is the kernel function for g x ( ) , and then formula (17) can be written as Eq. (18):
The value in the second bracket is a mean drift, the value in the first bracket is the probability density estimation of G x ( ) as the kernel function; the above formula can be written as Eq. (19):
From the above formula, it can be seen that the mean drift is Eq. (20):
This formula shows that the mean drift is consistent with the probability density gradient, and the mean drift obtained by G x ( ) at x is proportional to the probability density gradient. In this way, obtaining the mean drift can be estimated as probability density to replace.
Tracking algorithm
As can be seen from the previous description, the mean drift is the amount we need to find. The solution of the amount is the iterative process of estimating the probability density. Formula (7) is modified as follows Eq. (21):
Since the first term in the above formula is close to the point x , it can be set to m k as in Eq. (22):
It is calculated as follows:
Setting the initial point x and the kernel function G x ( ) , we can perform the following iteration to find m k .
Step 1: Calculate m k according to formula (22)
Step 2: Let
Step 3: Using the error limits set ! , if M k ! x < " , stop, otherwise go to step 1 to continue. m k = x + M k can be calculated by iteration. From the calculation estimation algorithm it can be seen that the step size is variable. By constantly adjusting the step size, when the center near the point is reached, the step size becomes shorter, being close to the center point. So the method is estimated to be valid.
MEAN-SHIFT TARGET TRACKING BASED ON GRADIENT DIRECTION HISTOGRAM

Similarity Measure
Similarity measure is the realization of the detection of target tracking. Only through the similarity measure, we can better determine the location of the current target, and the candidate model provides the reference information of the current frame. There are many similarity measurement parameters, such as the Pasteur coefficient [12] , histogram intersection [13] , Kullback divergence parameter, and Paste coefficient is more effective in the mean shift algorithm than using other parameters [14] .
Pasteur coefficient is defined as in Eq. (23):
The value range is [0, 1], the closer the value is to 1, the higher the similarity of the two models. Ideally, the probability density distribution of the two is exactly the same. 
Pasteur coefficient is the angular cosine of two vectors.
According to the knowledge of the trigonometric function we can know that:
From its geometric meaning, the smaller the angle, the more similar the two vectors are. From the perspective of tracking target, it is the real goal of the maximum probability of the region.
Target Location Determination
After the current frame detects the target, the target detection is not performed in the subsequent frame, and the current target is tracked. In the determination of the target position, through the study of the location of the previous frame, the exact location is determined to achieve the purpose of tracking. The Taylor expansion of the Pasteur coefficient is shown in Eq. (26-29):
Substituting the kernel function into it:
From this formula, can get the following conclusions:
The new coordinate 1 y is expressed as :
Then, at this time, the latest coordinate position is obtained by the similarity to achieve the purpose of tracking, Using mean drift, through a certain number of iterative operations, we can obtain a good effect of the actual coordinates.
Occlusion treatment
The problem of occlusion must be addressed in the tracking. Because the characteristic of flexible part structure used in this paper is local and integral, so when the object is occluded, the occlusion performed is better. When the targets are occluded, if targets are of the same type, the characteristics of the common module in a certain sense should not affect the determination of the overall character of the target. When the characteristics are inconsistent, according to the flexible structural features, the component structure can be used to restore the overall characteristics.
When the moving object reaches the back of the nonmoving object in a current scene, the object is not imaged in the video. Occlusion can be divided into partial occlusion and complete occlusion.
Partial occlusion: Partial region is shaded, while there are still some visible portions. At this time, the object is divided into a plurality of discrete regions, and the portion of the object is linked, which should be considered the same object. In order to determine the center of the object, this description of the identification method is used. By examining the characteristics of flexible components, we can complete the overall target recognition. For only partially visible cases, it can be determined by partial and integral contact, and when the target and the background are occluded, the situation will become more complicated, at this time, we can use occlusion between the targets to analyze and achieve the purpose of tracking.
Full occlusion: When the moving target moves to the background, the target disappears completely in the image and disappears after the detection frame disappears for a period of time. In this case, it is necessary to to predict the position of the object. By predicting the position, the object can be rediscovered after the object occlusion to achieve the purpose of object tracking. A simple metric with reference to the target centroid will change the size of the target and cause a failure in detection. In the follow-up tracking based on the two-tier tracking system for estimation, and the overall target centroid control and flexible component feature extraction control, the current target location can provide a better prediction.
Algorithm Design
According to the results provided by the detection algorithm, we can initialize the basic information of the tracking algorithm. According to the test results, the central position of the rectangular box is 0 y , and the HOG feature is used as the feature of the object. Therefore, it is better to choose the cloud model with HOG feature from the tracking point of view. While the target model can use the test model, in the tracking, HOG model is established with two layers. In the second layer model, the fine HOG model is constructed by sampling the first layer image, and then the flexible part model is used that dynamically constructs the sub-features of the target. In this paper, the number of dynamic models is 3-7, and the same numbers of centers i y were constructed. In the tracking algorithm, these subfeatures need to be tracked at the same time, and the tracking algorithm is consistent with the overall target tracking algorithm.
Then its tracking characteristics are set as Eq. (30):
Where i y is the position of each feature level.
Then following the characteristics of the mean shift algorithm for tracking:
In the first step, the histogram and the Pasteur coefficient of the center coordinate point are calculated, and the histogram and Bhattacharyya coefficient of each flexible part are constructed, with the center coordinate vector and the Paste coefficient vector.
The second step seeks the weight matrix vector.
The third step is to calculate the weight vector according to the condition, and update the center coordinate matrix and the Bhattacharyya coefficient vector.
In the fourth step, the Bhattacharyya coefficient matrix is compared, and if the weighted average of the current Bhattacharyya coefficient vector is smaller than the original, the average value is taken to recalculate the Bhattacharyya coefficient vector.
The fifth step: the process ends if the error requirements are met, otherwise the second step is followed for recalculation. The specific process is shown in Fig. (1).   Fig. (1) . Algorithm tracking process.
EXPERIMENTS AND CONCLUSION
This paper uses the highway video image and the monitoring data of one River Bridge and the indoor pedestrian data to carry out relevant experiment. The experiment is carried out from two aspects, namely, the overall goal as a tracking target and the overall goal and local information combined as a tracking target. It can be seen from the experimental results that the tracking method combined with the whole and local in this paper can track the target more accurately. The evaluation is measured using the coverage ratio, which is defined as followsin Eq. (31): Where R o represents the size of the actual object, R t represents the size of the object. Because the tracking video does not provide the actual size of the target, the approximate target detection algorithm results are used as the real target in the image of the marked image, therefore, it can approximate the tracking effect to express the advantages and disadvantages of the tracking algorithm. In this paper, two algorithms are used to track, one is based on the whole target feature modeling, and another algorithm uses a combination of flexible component models and overall modeling. The experimental results are shown in Figs. (2-5) and Table 1 . From the perspective of tracking, the shadow effect of (Fig. 2) video is relatively large. It can be seen from the experimental results that under the influence of shadow, this algorithm can still perform better target tracking, in relatively crowded environment, by the impact of the front and the next vehicle, causing the block between the targets in tracking but it can still track the target location. In pedestrian tracking, due to the impact of the background, the target is blocked by the background, based on considering only the mean drift algorithm, the target position deviation will appear to be relatively large after the target is blocked for some time. Experiments show that the two-layer tracking algorithm can still track the target better in the case of occlusion.
From the viewpoint of tracking time efficiency, the algorithm in this paper needs to initialize modeling when the target is detected. The difference in efficiency between the algorithm and the basic mean shift algorithm is mainly timeconsuming in model construction. In practical application, such tracking speed can meet the requirements. So the algorithm is real-time and effective.
CONCLUSION
According to the above conclusions, the hierarchical target feature modeling combined with flexible components, using multi-layer mean drift algorithm can be better to complete the tracking. One layer of the target feature pyramid model is the target layer, and another layer is the description of the local feature layer; the combination of the two can describe the target feature more comprehensively.
