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Abstract
In this work, we consider the derivation and analysis of finite element methods for the
approximate solution of the Navier-Stokes equations, which describe the motion of liquid
and gaseous substances.
We investigate the stability and approximation properties of primal hybrid discontinuous
Galerkin methods, which, due to their local conservation properties and the uncomplicated
stabilization of convective transport terms, render themselves as promising candidates for
the solution of flow problems. Moreover, the hybrid discontinuous approach facilitates the
elimination of local degrees of freedom, the implementation of locally adaptive solvers, and
allows for a high level of parallelism.
In general, smooth parts of the solution can be efficiently approximated by higher order
polynomials, whereas in regions of lower smoothness, e.g., in the vicinity of reentrant corners,
one can expect better results by using locally refined meshes. Besides the approximation
properties of the underlying ansatz spaces, the upper bound for the discretization error
considerably depends on certain constants appearing in the stability bounds. Hence, we
explicitly keep track of the dependence of these constants with respect to the (local) mesh-
size and the (local) polynomial degree of approximation. The analysis includes meshes with
hanging nodes, consisting of different types of elements.
Subsequently to the analysis of the method, we derive and analyze efficient and reliable error
estimators. These error estimators allow to explicitly compute bounds for the solution and can
be used as local indicators to assess the regions in the computational domain, where we can
expect a significant improvement of the approximation properties by a local refinement. Such
error estimators are an essential ingredient for the implementation and analysis of adaptive
solution algorithms. Again, we make the dependence of the lower and upper error bounds
explicit with respect to the polynomial degree.
Finally, we demonstrate how hybridization techniques can be employed to couple interface
problems between conforming finite element discretizations on subdomains. The resulting
hybrid mortar methods can be embedded into the framework of domain decomposition
algorithms.
Although the focus of this work is on numerical analysis, we illustrate our theoretical findings
with numerical results and shortly discuss implementation issues.

Zusammenfassung
Die vorliegende Arbeit beschäftigt sich mit der Herleitung und Analyse von Finite Ele-
mente Methoden für die numerische Lösung der inkompressiblen Navier-Stokes-Gleichungen,
welche die Strömung von Flüssigkeiten und Gasen beschreiben.
Es werden die Stabilitäts- und Approximationseigenschaften primaler hybrider diskontinuier-
licher Galerkin-Methoden untersucht, welche sich durch ihre lokalen Erhaltungseigenschaften
und eine einfache Stabilisierung konvektiver Transport-Terme als vielversprechende Kan-
didaten für Strömungsberechnungen auszeichnen. Weiterhin erlauben die betrachteten
Verfahren auf einfache Weise die Elimination von lokalen Freiheitsgraden, die einfache
Implementierung lokal adaptiver Verfahren, und ein hohes Maß an Parallelisierbarkeit, was
eine effiziente numerische Lösung ermöglicht.
Im Allgemeinen können glatte Anteile der Lösung effizient mit Polynomen hoher Ordnung
approximiert werden, während man im Falle lokal weniger glatter Lösungen, z.B. in der
Umgebung einspringender Ecken, auf feineren Netzen eine bessere Approximation bezüglich
der benötigten Freiheitsgrade erhält. Die Abschätzung des Diskretisierungsfehlers hängt,
neben der Approximationseigenschaften der verwendeten Ansatzräume, wesentlich von den
Konstanten in bestimmten Stabilitätsabschätzungen ab. Daher wird in der Analyse der
betrachteten Verfahren ein besonderes Augenmerk auf die Abhängigkeit dieser Konstanten
von der (lokalen) Gitterweite und dem (lokalen) Polynomgrad gelegt. Weiterhin erlaubt die
Art der Analyse die Einbeziehung von Netzen mit verschiedenen Elementtypen, die zudem
über hängende Knoten verfügen können.
Im Anschluss an die Analyse der Methode werden effiziente und zuverlässige Fehlerschätzer
für die betrachteten Methoden entwickelt und analysiert. Diese Fehlerschätzer erlauben es,
die Lösung anhand von berechenbaren Größen einzugrenzen, und sie erlauben als lokale
Indikatoren die Regionen des betrachteten Gebietes ausfindig zu machen, in denen eine
Verfeinerung eine wesentliche Verbesserung der Approximationseigenschaften verspricht.
Solche Fehlerschätzer sind daher ein essentieller Bestandteil für die Implementierung und
Analyse adaptiver Lösungs-Algorithmen. Auch hier wird die Abhängigkeit der oberen und
unteren Fehlerschranken explizit im Bezug auf den Polynomgrad angegeben.
Schließlich wird anhand eines Modellproblems demonstriert, wie mittels Hybridisierung
konforme Finite-Elemente-Diskretisierungen von Problemen auf Teilgebieten über die Gebi-
etsgrenzen hinweg gekoppelt werden können. Die resultierenden hybriden Mortar-Methoden
passen dabei in den allgemeinen Rahmen von Gebietszerlegungsmethoden.
Obwohl der Schwerpunkt der Arbeit auf numerischer Analysis liegt, werden auch numerische
Resultate zur Illustration der theoretischen Aussagen präsentiert, sowie einige Implemen-
tierungsaspekte kurz diskutiert.
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Chapter 1.
Introduction
Among the various challenging applications in engineering, we consider the simulation of
fluid flow in this work. Over the past decades, numerical methods and simulation codes
have evolved to form the discipline of computational fluid dynamics (CFD) [57, 70]. In
CFD, the mathematical models governing the flow are solved, mostly approximately, on a
computer, and the resulting output is post-processed into a visual or numerical form that can
be further interpreted by the user. Ideally, this procedure allows researchers to understand
and predict the behavior of real world fluid systems. As there is a tendency towards more
compact and highly efficient flow devices today, the requirements on CFD codes become
more and more demanding. Hence, a lot of research is devoted to the design and analysis
of efficient and accurate numerical methods, and their efficient implementation on modern
computer hardware.
When considering complex geometries, popular methods employed in CFD are finite volume
methods [68, 105, 70], and finite element methods [44, 57, 66, 26, 32, 124, 152]. The
idea behind finite volume (FV) methods is based on the integral form of the conservation
equations. The domain under consideration is subdivided into a finite number of control
volumes, and the conservation equations are applied to each of these control volumes. The
major disadvantage of FV methods is that the extension to higher order approximations
is complicated, particularly in three space dimensions. This disadvantage is overcome by
finite element (FE) methods, which start from a variational formulation of the underlying
problem. Projecting the solution onto a finite dimensional space makes it possible to compute
discrete (so-called Galerkin) approximations to the variational problem. The generalization
to higher order accurate schemes is for FE methods straightforward. Moreover, the variational
approach facilitates the analysis. However, standard FE methods lack local conservation
properties and (on coarse meshes) yield unstable discrete problems for convection dominated
problems. In view of the advantages and disadvantages of FV and FE methods, so-called
discontinuous Galerkin (DG) methods [125, 104, 4, 52, 50, 6, 94, 84, 126, 121] have gained
an increasing amount of interest in the CFD community over the last 20 years. DG methods
combine many of the attractive features of FV and FE methods, including high-order accuracy
on unstructured meshes, a variational justification, a natural incorporation of dominant
transport terms, and local conservation properties. Indeed, it can be shown that the FV
method is equivalent to a lowest order DG scheme. Using piecewise discontinuous polynomial
ansatz spaces, DG methods fit into the general framework of nonconforming FE methods
1
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[137, 44, 26]. Since there is no continuity requirement built into the finite dimensional
function spaces, these methods are in addition very suitable for adaptive algorithms due to
the high level of flexibility with respect to the structure of the underlying mesh, and the
straightforward incorporation of locally varying polynomial degrees. At least in principle,
this allows for an efficient approximation of the solution by using rather coarse meshes and
high order polynomials to approximate smooth parts, while using lower order elements and
refined meshes for regions where the solution is expected to be less smooth. Besides the
many advantages, the DG methods also suffer from certain drawbacks: They introduce a
large number of degrees of freedom and they lead to large stencils (i.e., reduced sparsity of the
global system) due to a rather intense coupling across element interfaces.
A technique to circumvent these drawbacks is offered by hybridization [53, 72, 128, 36, 46].
Here additional unknowns are introduced on the interfaces between elements, which reduces
the coupling across elements, and additionally allows to eliminate degrees of freedom
associated to single elements already during the assembly process, a technique, which is
commonly referred to as static condensation. As a consequence, the resulting global systems
are much smaller (compared to standard DG discretizations), and additionally enjoy a much
better sparsity pattern. A unifying framework for the hybridization of conforming, mixed and
DG methods for second order elliptic problems has been recently proposed by Cockburn et. al.
[46]. The hybrid DG (HDG) approach was then extended to convection-diffusion problems
[60, 111, 112] and to incompressible flow problems [51, 114, 113, 47, 103, 63, 61, 62].
Similarly as for some mixed methods [5, 133, 36], the solution of some mixed HDG methods
can be postprocessed to obtain an approximation of higher order [45, 60].
In this work, we consider so-called primal HDG methods, which only require approximations
of the primal variable, e.g., the velocity field, and which are closely related to the original DG
method of Reed and Hill [125] for neutron transport, and to the interior penalty method of
Arnold [4] for elliptic problems.
The main contribution of this work is the derivation and analysis of an arbitrary order interior-
penalty type HDG method for the incompressible Navier-Stokes equations. We investigate the
discrete stability and the approximation properties, and derive error estimates with explicit
dependence on the local mesh-size and polynomial degree. As one of our results, we establish
inf-sup stability of a discretization for the Stokes problem, with a stability constant depending
only slightly on the polynomial degree. This result improves upon previous work [141, 130],
and in addition, our results are applicable to shape-regular meshes with hanging nodes,
consisting of different element types.
As a basic ingredient for adaptive algorithms, we discuss an easily implementable, reliable
and locally efficient a posteriori error estimator [144, 3] for the Stokes problem. Again, we
derive bounds for the error estimator, which are explicit, and only slightly suboptimal with
respect to the polynomial degree of approximation. The performance of the estimator is
demonstrated by numerical examples using an adaptive solution algorithm.
Finally, we investigate the use of the HDG framework for the coupling of (independent)
conforming discretizations of subdomain problems. The resulting hybrid mortar method gen-
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eralizes an approach, which was announced in [46] and analyzed in [59], to incompressible
flow problems. Taking the famous second order Taylor-Hood element [139, 35, 36, 34] as an
example, we prove a stability estimate for coupled finite element approximations on more or
less general non-matching meshes. The variational treatment of the interface conditions is
related to previously proposed DG-type mortar methods [18, 71, 82, 79]. Again, the hybrid
approach has certain algorithmic advantages, and additionally can be embedded into the
framework of domain decomposition algorithms [123, 142].
Let us shortly discuss the outline of this work:
Preliminaries and Motivation In Chapter 2, we present the basic notation and the governing
equations of incompressible flow. The variational framework for the analysis and basic
solvability results for the model problems are discussed in Chapter 3. In Chapter 4, we
consider the variational characterization of a simple model problem and discuss the derivation
of different finite element methods in a unified manner. The unified presentation allows us
to compare the methods considered in this work with existing techniques and serves as a
motivation for the upcoming chapters.
HDG methods for incompressible flow problems The second part of this work is devoted to
the hp analysis of HDG methods for incompressible flow problems. In Chapter 5, we introduce
the polynomial spaces and the required local and global hp estimates for the analysis. The
HDG method, which is subject of this work, is then developed and analyzed for a second
order elliptic model problem in Chapter 6. In Chapter 7, we deal with the incorporation of
the incompressibility constraint for a Stokes model problem. Finally, in Chapter 8, we extend
the framework to the nonlinear Navier-Stokes equations.
Additional results The third part of this work discusses the extension of the theory of the
second part in some directions. In Chapter 9, we consider the a posteriori error analysis and
present efficient and reliable error estimators. Chapter 10 finally is concerned with the use of
hybrid methods for the coupling of subdomain problems on possibly non-matching meshes.
3

Part I.
Preliminaries and Motivation
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Chapter 2.
Incompressible flow problems
In this chapter, we formally introduce the basic problems to be considered in this work. Based
on the governing equations for incompressible flow, we will derive simpler flow models, that
will later serve as intermediate steps in the analysis of the numerical methods. Before doing
that, let us introduce some relevant notation.
2.1. Basic notation
Given two vectors u and v, we write the standard scalar product as u · v := u>v = ∑i uivi,
and we define the (Euclidian) length of a vector x as |x| := √x · x. We will denote the
matrix product between two matrices A and B by AB, whereas the notation A : B means
the Frobenius inner product, defined as A : B := ∑i,j aijbij . The dyadic product u ⊗ v is
defined as the tensor u⊗ v := uv> = [uivj ]i,j . Bold symbols are used to distinguish between
scalar and vector valued functions, operators or spaces; matrices will be written in capital
bold letters.
Throughout the presentation, let Ω ⊂ Rd, d = 2, 3, denote a Lipschitz-domain, i.e., a bounded,
nonempty and connected open subset of Rd, with a Lipschitz-regular boundary ∂Ω; cf. e.g.
Grisvard [80, Sec. 1.2].
For smooth functions f : Ω→ R, g : Ω→ Rd and H : Ω→ Rd×d, we denote by
∇f := [∂xif ]di=1, ∇g := [∂xjgi]di,j=1,
and div g :=
∑d
i=1
∂xigi, divH := [
∑d
j=1
∂xjhij ]di=1,
the gradient and divergence operators, respectively; here ∂xi is the i-th partial derivative. We
define the Laplace operator as
∆ f := div∇f =
∑d
i=1
∂2xif and ∆ g := div∇g = [
∑d
j=1
∂2xjgi]
d
i=1.
For smooth vector fields, g : Ω→ R3, we define the curl operator by
curl g :=
∂x2g3 − ∂x3g2∂x3g1 − ∂x1g3
∂x1g2 − ∂x2g1
 .
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The Lipschitz-regularity of the boundary ∂Ω implies that we can define an outward pointing
unit normal vector n almost everywhere (a.e.) on ∂Ω, and we denote the normal derivative
on ∂Ω as
∂nf :=∇f · n and ∂ng :=∇g · n.
2.2. The Navier-Stokes equations
The motion of an incompressible viscous fluid of constant density ρ is described by the system
of equations [102, 106, 16]
ρ
(
∂tu+ u ·∇u
)
= ρf + divσ, (2.1)
divu = 0, (2.2)
where u denotes the (Eulerian) velocity field, f is the specific body force acting on the fluid
and σ is the stress tensor. Equation (2.1) states the conservation of momentum in a fluid,
which corresponds to Newton’s second law applied to fluid motion. The conservation of mass
is ensured by the continuity equation (2.2). All quantities are functions of (x, t), where x is
the actual position and t is the current time. The convective term u ·∇u is defined as
u ·∇u :=
∑d
i=1
ui ∂xiu.
For Newtonian fluids, the stress tensor σ is given by [106]
σ = 2µε(u)− pI. (2.3)
Here p is the pressure, I the identity matrix, and µ the dynamic viscosity, which we assume to
be constant. The rate of strain tensor ε(u) is defined as
ε(u) = 12
{
∇u+ (∇u)>
}
. (2.4)
Using the constitutive relation (2.3), the algebraic identity 2div ε(u) = ∆u +∇divu, and
the incompressibility condition (2.2), we obtain divσ = µ∆u−∇p,which can be substituted
in the original problem (2.1).
Under steady flow conditions, i.e., ∂tu = 0 and f independent of time, we arrive at the
stationary Navier-Stokes equations
−µ∆u+ ρu ·∇u+∇p = ρf , (2.5)
divu = 0. (2.6)
For a complete description of the fluid flow in a bounded domain Ω ⊂ Rd, these equations
are complemented with appropriate boundary conditions, which we discuss next.
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2.2.1. Boundary conditions
Rather general flow conditions on the boundary can be described by:
u · n+ α (σ · n) · n = gn on ∂Ω,
u · tk + β−1 (σ · n) · tk = gt,k on ∂Ω, k = 1, . . . , d− 1,
cf. e.g. John [92]. Here, α is called penetration parameter, β is a friction parameter, and
{tk}k=1,...,d−1 denotes a set of tangential vectors, which together with n form an orthonormal
system. The functions gn and gt,k, mapping from ∂Ω to R, are known.
Let us discuss some special cases in more detail. Setting α = 0 and β = ∞ on some part
∂ΩD ⊆ ∂Ω yields
u = gD on ∂Ω with gD : ∂Ω→ Rd, (2.7)
which is a boundary condition of Dirichlet type. The case gD = 0 is often referred to as no-slip
condition. Another important case arises from the choice α = ∞ and β = 0 on ∂ΩN ⊂ ∂Ω,
namely the Neumann-type boundary condition
σ · n = gN on ∂Ω with gN : ∂Ω→ Rd, (2.8)
The case gN = 0 is called natural outflow boundary condition. For further discussion of
boundary conditions, we refer to Galdi [74, Sec I.1] and the references therein; cf. also
Pironneau [122, Sec. 4.6] or Quarteroni and Valli [124, Sec. 10.1.1].
In the following, we restrict the presentation to mixed Dirichlet and Neumann boundary
conditions, i.e., we assume that the boundary is partitioned into two disjoint open (Lipschitz
regular) subsets ∂ΩD and ∂ΩN , ∂Ω = ∂ΩD ∪ ∂ΩN , and that
u = gD on ∂ΩD, (2.9)
σ · n = gN on ∂ΩN , (2.10)
For the ease of presentation, we always assume that ∂ΩD is of positive measure.
Remark 2.1. In the pure Dirichlet case ∂Ω = ∂ΩD, the pressure is only defined up to a
constant. To obtain a unique pressure, this constant can be fixed, e.g. by assuming that the
mean value of p is zero. Moreover by integrating the incompressibility condition (2.6) over
the domain Ω and applying the divergence theorem, we obtain
0 =
∫
Ω
divu dx =
∫
∂Ω
u · n ds =
∫
∂Ω
gD · n ds. (2.11)
Hence, in order to satisfy the incompressibility constraint, one has to require compatible
boundary data gD, i.e.,
∫
∂Ω gD · n ds = 0. Condition (2.11) states that the volume of fluid
entering the domain must exactly match the volume of fluid flowing out of the domain. This
assumption is trivially satisfied for homogeneous Dirichlet (no-slip) conditions.
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2.2.2. Dimensionless formulation
It is common practice to transform the Navier-Stokes equations into a dimensionless form; cf.
e.g. Donea and Huerta [57, Rem. 6.6] or Ferzinger and Peric [70, Sec. 1.6]. This allows
to discriminate between different flow regimes, provides a natural scaling for numerical
algorithms, and facilitates the notation.
Let L > 0 and U > 0 denote a characteristic length scale and velocity, respectively, and define
the following normalized (dimensionless) quantities:
x˜ := x 1
L
, u˜(x˜) := u(x) 1
U
, p˜(x˜) := p(x) 1
ρU2
.
Moreover, let Ω˜ and f˜ be given by
Ω˜ :=
{
x
L
∈ Rd : x ∈ Ω
}
and f˜ := f L
U2
,
and define scaled differential operators as
∇˜ = L∇, d˜iv = L div and ∆˜ = L2 ∆ .
The Navier-Stokes equations (2.5)–(2.6) in Ω˜ are then equivalent to
−Re−1∆˜ u˜+ ∇˜p˜+ u˜ · ∇˜u˜ = f˜ ,
d˜ivu˜ = 0.
The Reynolds number Re := ρULµ is a physically relevant parameter, that can be interpreted
as the ratio of inertial to viscous forces, and which allows to assess the relative importance
of the terms u ·∇u and ∆u in the model equations. In the following, the Reynolds-number
appears as ν := Re−1, which represents a normalized kinematic viscosity.
After scaling the equations and the boundary conditions, and omitting the tilde, we arrive
at the following non-dimensional form of the Navier-Stokes problem, which will be the basic
model problem investigated in this work.
−ν∆u+ u ·∇u+∇p = f in Ω,
divu = 0 in Ω,
u = gD on ∂ΩD,
σ · n = gN on ∂ΩN .
 (NAV)
2.2.3. Simplifications
Let us briefly discuss simplifications of the Navier-Stokes problem (NAV), which may serve as
appropriate approximations for certain flow conditions.
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The Stokes problem The Stokes equations can be seen as a limiting case of the Navier-
Stokes problems for low Reynolds numbers. Here, the inertial forces are small compared to
the viscous forces, and thus we can neglect u ·∇u in (NAV) to obtain
−∆u+∇p = f in Ω,
divu = 0 in Ω,
u = gD on ∂ΩD,
σ · n = gN on ∂ΩN .
 (STO)
We scaled the problem and the boundary conditions above such that u → νu, which allows
to eliminate ν from the formulation.
The vorticity formulation Let us define the vorticity ξ := curlu. The identity div curl = 0
yields that ξ is solenoidal. By taking the curl of the momentum equation in (STO), the vector
identity curl curl = −∆ +∇div and the condition divu = 0, we obtain the vorticity transport
equations [16, Sec. 5.2]
curl curl ξ = curlf and div ξ = 0. (2.12)
Here the pressure term drops out, since curl∇p = 0.
Potential flow If the flow is irrotational, i.e., if curlu = 0, then by the Poincaré lemma,
there exists a scalar potential φ, such that u = ∇φ, whenever Ω is simply connected. The
incompressibility condition then yields that
0 = divu = div∇φ = ∆φ in Ω.
The boundary conditions on u translate to boundary conditions on φ; e.g., in normal
direction, we can prescribe ∂nφ = u · n = gn.
As a model for potential flow [16, Sec. 6.2], we will study more general Poisson problems
−∆u = f in Ω,
u = gD on ∂ΩD,
∂nu = gN on ∂ΩN .
 (POI)
Here f , gD and gN are again given functions, which we assume to be independent of
u. The Poisson problem (POI) also serves as a model for other physical phenomena; e.g.
electrostatics or diffusion processes.
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Oseen problem The Oseen problem was originally formulated as an improved description
(in comparison with the Stokes problem) of flow at small Reynolds numbers [118, 16]. If
we assume that the velocity u is close to a known velocity field w, we can approximate the
nonlinear Navier stokes problem (NAV) by the linear Oseen problem.
−ν∆u+w ·∇u+∇p = f in Ω,
divu = 0 in Ω,
u = gD on ∂ΩD,
σ · n = gN on ∂ΩN .
 (OSE)
Oseen problems also arise in iterative algorithms for the solution of the nonlinear Navier-
Stokes equations (the Picard iteration), and are therefore relevant for analytical and
numerical purposes; see Section 3.4 below.
12
Chapter 3.
Basic solvability results
In this chapter, we recall some solvability results for our model problems.
3.1. Preliminaries
Let us briefly introduce the relevant function spaces for our presentation, and recall some
basic results. For further results, we refer to Adams [1] or Grisvard [80] and the references
given there. Our presentation is limited to real-valued functions.
Recall, that Ω ⊂ Rd is a bounded Lipschitz domain.
Continuous and continuously differentiable functions For any 0 ≤ m ≤ ∞, we denote by
Cm(Ω) the space of m-times continuously differentiable functions on Ω, and we set C(Ω) :=
C0(Ω). The symbol C∞0 (Ω) denotes the space of functions φ ∈ C∞(Ω) with compact support
in Ω, i.e., φ ∈ C∞0 (Ω) (and all its derivatives) vanish in a neighborhood of ∂Ω. For a function
f ∈ Cm(Ω), m ≥ 1, and a multi-index α ∈ Nd0 with |α| :=
∑d
i=0 |αi| ≤ m, we define
∂αf := ∂α1 . . . ∂αdf.
Lebesgue-spaces For 1 ≤ p ≤ ∞, we denote by Lp(Ω) the space of (equivalence classes of)
Lebesgue-measurable functions u : Ω→ R, with bounded norms
‖u‖Lp(Ω) :=
{∫
Ω
|u(x)|p dx
}1/p
respectively ‖u‖L∞(Ω) := ess sup
x∈Ω
|u(x)|.
Two functions in Lp(Ω), 1 ≤ p ≤ ∞, are identified, if they are equal a.e. in Ω. The Lebesgue-
spaces Lp(Ω) are Banach spaces [1, Thm. 2.10]. The space L2(Ω) of square integrable
functions is a Hilbert space when equipped with the scalar product
(u, v)L2(Ω) :=
∫
Ω
u v dx.
We shall also write (u, v)Ω := (u, v)L2(Ω) and ‖v‖Ω := ‖v‖L2(Ω). For any u ∈ Lp(Ω) and
v ∈ Lq(Ω) such that 1/p+ 1/q = 1, there holds Hölder’s inequality∫
Ω
|u v| dx ≤ ‖u‖Lp(Ω)‖v‖Lq(Ω). (3.1)
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As a special case, we obtain with p = q = 2 the Cauchy–Schwarz inequality
|(u, v)L2(Ω)| ≤ ‖u‖L2(Ω)‖v‖L2(Ω). (3.2)
The definitions can be extended to spaces of vector or tensor valued functions, which we
denote by bold symbols. We extend the definition of the L2 inner products as
(u,v)L2(Ω) :=
∫
Ω
u · v dx and (U ,V )L2(Ω) :=
∫
Ω
U : V dx,
where u,v ∈ L2(Ω) := L2(Ω)d and U ,V ∈ [L2(Ω)]d×d.
Linear functionals and dual spaces We denote by Lp(Ω)′ the space of all linear continuous
functionals l : Lp(Ω)→ R. Equipped with the operator norm
‖l‖Lp(Ω)′ := sup
v∈Lp(Ω)
|l(v)|
‖v‖Lp(Ω)
,
the spaces Lp(Ω)′ are again Banach-spaces. For 1 ≤ p < ∞, the dual spaces Lp(Ω)′ of Lp(Ω)
can be identified with Lq(Ω), where q is defined by 1/p + 1/q = 1, i.e., any linear functional
l ∈ Lp(Ω)′ can be (uniquely) represented as
l(v) =
∫
Ω
ul v dx with ul ∈ Lq(Ω).
Weak derivative By L1loc(Ω), we denote the space of locally Lebesgue-integrable functions,
i.e., functions, which are integrable on every compact subset of Ω. For u ∈ L1loc(Ω), we define
the distributional derivative ∂αu as the linear functional defined by
〈∂αu, φ〉 := (−1)|α|
∫
Ω
u ∂αφ dx, for all φ ∈ C∞0 (Ω).
If ∂αu is regular, i.e., if there exists a function v ∈ L1loc(Ω), such that
〈∂αu, φ〉 =
∫
Ω
v φ dx, for all φ ∈ C∞0 (Ω),
then u is called weakly differentiable, v is called weak derivative of u, and we write v = ∂αu.
Sobolev spaces For m ≥ 0 and 1 ≤ p ≤ ∞, we denote by
Wm,p(Ω) := {u ∈ Lp(Ω) : ∂αu ∈ Lp(Ω), for any |α| ≤ m } , (3.3)
the standard Sobolev spaces; cf. [1, Ch. III]. Equipped with the norms
‖u‖Wm,p(Ω) :=
{∑
|α|≤m ‖∂
αu‖pLp(Ω)
}1/p
respectively ‖u‖Wm,∞(Ω) := max|α|≤m ‖∂
αu‖L∞(Ω),
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the Sobolev spaces are again Banach spaces [1, Thm. 3.2]. The spaces Hm(Ω) := Wm,2(Ω)
are Hilbert spaces, when equipped with the scalar product
(u, v)Hm(Ω) :=
∑
|α|≤m
∫
Ω
∂αu · ∂αv dx. (3.4)
For the ease of notation, we will write ‖v‖m,Ω instead of ‖v‖Hm(Ω). Sobolev spaces W s,p(Ω)
with real indices m < s < m + 1 can be defined by interpolation between Wm,p(Ω) and
Wm+1,p(Ω); cf. Adams [1].
Embeddings and trace theorems Let us next recall some important embedding results,
which can be found e.g. in Adams [1, Thm. 5.4].
Lemma 3.1 (Sobolev embedding). Let Ω ⊂ Rd be a bounded Lipschitz domain and suppose
that 1 ≤ p ≤ ∞.
1. If 0 ≤ sp ≤ d, and 1 ≤ q ≤ p∗ := dp/(d − sp), then the embedding W s,p(Ω) → Lq(Ω) is
continuous, i.e., there holds
‖v‖Lq(Ω) ≤ Cs,p,q,Ω‖v‖W s,p(Ω), for all v ∈W s,p(Ω).
with a constant Cs,p,q,Ω depending on s, p, q and (the size and shape of) Ω.
Moreover, for 1 ≤ q < p∗ the embedding is compact.
2. If sp = d, the embedding W s,p(Ω)→ Lq(Ω) is compact for any 1 ≤ q <∞.
3. For sp > d, the embedding W s,p(Ω)→ C(Ω) is compact.
For continuous functions u ∈ C(Ω), which are continuous up to the boundary, we can define
traces (boundary values) by restricting the function to the boundary u|∂Ω . The concept of
traces can be generalized to functions in Sobolev spaces as follows [80, Thm. 1.5.1.3].
Lemma 3.2 (Trace theorem). Let Ω ⊂ Rd be a bounded Lipschitz domain. There exists a linear
operator tr∂Ω : H1(Ω)→ L2(∂Ω), such that for all v ∈ H1(Ω) ∩ C(Ω), there holds tr∂Ωv = v|∂Ω .
Moreover, the operator tr∂Ω is continuous, i.e.,
|tr∂Ωv|L2(∂Ω) ≤ Ctr‖v‖H1(Ω) for all v ∈ H1(Ω).
Here we used the notation |v|Lp(∂Ω) :=
∫
∂Ω |v|p ds. We will also write 〈u, v〉∂Ω :=
∫
∂Ω u v ds
for the L2 scalar product on the boundary of a domain and we denote |v|∂Ω := 〈v, v〉1/2∂Ω .
The trace theorem states that the notion of traces (boundary values) is well-defined for
sufficiently regular Sobolev functions. If we consider only a subset Σ ⊆ ∂Ω of positive
measure, we can restrict the trace to Σ and the same result holds. The operator trΣ is
continuous by the previous result, but not surjective, e.g., not every function v ∈ L2(Σ) is
the trace of a function in H1(Ω). Let us next define the space
H1/2(Σ) :=
{
v = trΣu : u ∈ H1(Ω)
}
,
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which is equipped with the norm
|v|H1/2(Σ) := inf
u∈H1(Ω)
trΣu=v
‖v‖H1(Ω).
The following result now follows immediately from the definition of the trace space H1/2(Σ).
Lemma 3.3 (Trace theorem). The operator trΣ is continuous and surjective. Hence, for every
g ∈ H1/2(Σ), there exists a u ∈ H1(Ω), such that ‖u‖H1(Ω) = |g|H1/2(Σ).
The previous result states that any sufficiently regular function defined on the boundary can
be extended to an appropriate Sobolev function on the whole domain. For Lipschitz domains,
the intrinsic definition of the trace space H1/2(Σ), which is given above, coincides with other
definitions; cf. e.g. [1]. When there is no ambiguity, we will write u|Σ or u instead of trΣu.
With the help of the trace operator trΣ, we can define the Hilbert spaces
H10,Σ(Ω) :=
{
v ∈ H1(Ω) : trΣu = 0
}
and H10 (Ω) := H10,∂Ω(Ω).
Alternatively, H10 (Ω) could be defined as the closure of C∞0 (Ω) with respect to the H1 norm.
The dual space of H10 (Ω) will be denoted by H−1(Ω).
For the analysis of the Navier-Stokes problem, we will need the following estimate.
Lemma 3.4 (Poincaré inequality). Let p <∞ for d = 2 or p ≤ 6 for d = 3. Moreover let Σ ⊆ Ω
have a positive measure. Then for any u ∈ H1(Ω), there holds
‖u‖Lp(Ω) ≤ Cp,Ω,Σ
(
‖∇u‖H1(Ω) +
∣∣∣ ∫
Σ
u ds
∣∣∣) . (3.5)
For later reference, let us write down one important special case.
Corollary 3.5 (Poincaré-Friedrichs inequality). For any u ∈ H10,Σ(Ω) there holds
‖u‖L2(Ω) ≤ CΩ,Σ‖∇u‖H1(Ω). (3.6)
As a consequence of the Poincaré-Friedrichs inequality, we have that the H1 seminorm
‖∇u‖L2(Ω) is equivalent to ‖u‖H1(Ω) on the space H10,Σ(Ω).
3.2. The Poisson equation
In this section, we consider coercive (elliptic) variational problems in Hilbert spaces [26, 32].
We recall basic results for such problems, and apply them to the weak formulation of the
Poisson problem, to show existence of a unique (weak) solution.
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3.2.1. Coercive variational problems
Let V denote a Hilbert space with inner product (·, ·)V , and induced norm ‖v‖V = (v, v)1/2V .
By V ′, we again denote the dual space, i.e., the space of all linear functionals (linear forms)
l : V → R, which are bounded in the dual norm
‖l‖V ′ := sup
v∈V
|l(v)|
‖v‖V .
As for Lebesgue spaces, there is a relation between Hilbert spaces V and their dual V ′. For any
u ∈ V , we can define a corresponding continuous linear functional lu ∈ V ′ as lu(v) = (u, v)V
for all v ∈ V . The converse statement is known as Riesz representation theorem; cf. e.g. [32,
Thm. 2.4.2].
Let a : V × V → R denote a continuous bilinear form, i.e., a is linear with respect to both
arguments, and there holds
|a(u, v)| ≤ Ca‖u‖V ‖v‖V ,
for all u, v ∈ V with some constant Ca > 0 independent of u and v. The bilinear form a is
said to be coercive (elliptic), if there is a constant ca > 0, such that
a(v, v) ≥ ca‖v‖2V for all v ∈ V.
Let l ∈ V ′ denote a bounded linear functional and consider the variational problem
find u ∈ V such that a(u, v) = l(v) for all v ∈ V. (3.7)
The existence of a unique solution to (3.7) is guaranteed by the following result; cf. [26, 32].
Lemma 3.6 (Lax-Milgram). Let a : V × V → R be a coercive and continuous bilinear form.
Then, for any l ∈ V ′, the variational problem (3.7) has a unique solution u ∈ V . Additionally
we obtain the a-priori bound ‖u‖V ≤ c−1a ‖l‖V ′ .
To see the connection of the variational problem (3.7) with the differential equations
considered in the previous section, it is convenient to reformulate problem (3.7) as an
operator equation. For any fixed u ∈ V , the expression a(u, ·) defines a bounded linear
functional on V . Thus, the bilinear form a induces a continuous linear operator A : V → V ′,
which is defined by
〈Au, v〉V ′×V := a(u, v).
Here, we used the duality product 〈l, v〉V ′×V := l(v). The operator A allows us to reformulate
variational problems of the form (3.7) as an equivalent operator equation:
find u ∈ V such that Au = l in V ′.
For example, in case of the Poisson problem, A takes the role of the (negative) Laplacian.
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3.2.2. The Poisson equation
We return to the mixed boundary value problem (POI), i.e.,
−∆u = f in Ω,
u = gD on ∂ΩD,
∂nu = gN on ∂ΩN .
(3.8)
First, we derive a weak formulation of the problem. We assume that u is a sufficiently smooth
solution, multiply the first equation by some v ∈ H10,∂ΩD(Ω) and integrate over the whole
domain Ω. Via integration by parts, we obtain:
(∇u,∇v)Ω − 〈gN , v〉∂ΩN = (f, v)Ω for all v ∈ H10,∂ΩD(Ω). (3.9)
Any function u ∈ H1(Ω), which satisfies (3.9) and the boundary conditions u = gD on ∂ΩD,
is called weak solution. Let uD ∈ H1(Ω), such that uD |∂ΩD = gD, which by Lemma 3.3 exists,
whenever gD is sufficiently smooth. Then u0 = u− uD satisfies
(∇u0,∇v)Ω = (f, v)Ω + 〈gN , v〉∂ΩN − (∇uD,∇v)Ω for all v ∈ H10,∂ΩD(Ω).
Moreover, there holds u0 = 0 on ∂ΩD. This problem has the structure of the abstract
variational problems discussed in the previous section. With V = H10,∂ΩD(Ω),
a(u, v) := (∇u,∇v)Ω and l(v) := (f, v)Ω + 〈gN , v〉∂ΩN − a(uD, v),
we now consider the following weak (variational) formulation of the Poisson problem (POI):
Given f ∈ L2(Ω) and gN ∈ L2(∂ΩN ) and uD ∈ H1(Ω), find u0 ∈ H10,∂ΩD(Ω) such that
a(u0, v) = (f, v)Ω + 〈gN , v〉∂ΩN − a(uD, v) for all v ∈ H10,∂ΩD(Ω). (3.10)
To show existence of a unique solution, let us verify the conditions of the Lax-Milgram
theorem (Lemma 3.6): One can straightforwardly obtain the coercivity of a in the H1 norm
a(u, u) = ‖∇u‖2Ω ≥ ca‖u‖21,Ω for all u ∈ H10,∂ΩD(Ω), (3.11)
where we used the Poincaré-Friedrichs inequality (3.6), i.e., ca depends on Ω and ∂ΩD.
Moreover, by using the Cauchy-Schwarz inequality (3.2), it follows that
|a(u, v)| ≤ ‖∇u‖Ω‖∇v‖Ω ≤ ‖u‖1,Ω‖v‖1,Ω for all u, v ∈ H1(Ω). (3.12)
Similarly, we obtain that for all v ∈ H10,∂ΩD(Ω), there holds
|l(v)| ≤ ‖f‖Ω‖v‖Ω + |gN |∂ΩN |v|∂ΩN + ‖uD‖1,Ω‖v‖1,Ω
≤ (‖f‖Ω + Ctr|gN |∂ΩN + ‖uD‖1,Ω) ‖v‖1,Ω,
where we used the trace theorem (Lemma 3.2). It follows from Lemma 3.6 (Lax-Milgram)
that the variational problem (3.10) has a unique solution u0 in H10,∂ΩD(Ω). Moreover, u :=
u0 + uD solves (3.9) and thus is a weak solution of the Poisson problem.
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Next, we show that the solution u is independent of the choice of uD, which was used to
represent the boundary data gD. Assume that u1, u2 ∈ H1(Ω) are two weak solutions with
u1|∂ΩD = u1|∂ΩD = gD. Then u1 − u2 ∈ H
1
0,∂ΩD and by the coercivity of a, there holds
ca‖u1 − u2‖21,Ω ≤ a(u1 − u2, u1 − u2)
= (f, u1 − u2)Ω + 〈gN , u1 − u2〉∂ΩN − (f, u1 − u2)Ω − 〈gN , u1 − u2〉∂ΩN = 0.
Hence, the weak solution is unique and independent of uD. We can therefore choose uD
by Lemma 3.3, such that ‖uD‖1,Ω = |gD|H1/2(∂ΩD), and use the triangle inequality ‖u‖1,Ω ≤
‖u0‖1,Ω + ‖uD‖1,Ω to obtain the following result.
Theorem 3.7. For f ∈ L2(Ω), gD ∈ H1/2(∂ΩD) and gN ∈ L2(∂ΩN ), the Poisson problem has a
unique solution u ∈ H1(Ω), such that
‖u‖1,Ω ≤ c−1a
(
‖f‖Ω + 2 |gD|H1/2(∂ΩD) + Ctr |gN |∂ΩN
)
.
3.3. The Stokes and Oseen equations
The variational formulations of incompressible flow problems, which we consider in the
following, take into account a second equation and a second variable. Such problems
requiring two spaces are called mixed problems [36, 34].
3.3.1. Mixed variational problems
Let V and Q denote two Hilbert spaces, and consider problems of the following form: find
u ∈ V and p ∈ Q, such that{
a(u, v) + b(v, p) = f(v) for all v ∈ V,
b(u, q) = g(q) for all q ∈ Q, (3.13)
where a : V × V → R and b : V ×Q→ R denote continuous bilinear forms, i.e.,
|a(u, v)| ≤ Ca‖u‖V ‖v‖V for all u, v ∈ V,
|b(v, q)| ≤ Cb‖v‖V ‖q‖Q for all v ∈ V, q ∈ Q,
for some constants Ca and Cb, and f ∈ V ′ and g ∈ Q′ denote bounded linear functionals. The
variational problem (3.13) is equivalent to the operator equation: Find u ∈ V and p ∈ Q{
Au+B′p = f in V ′,
Bu = g in Q′, (3.14)
with linear operators defined by
A : V → V ′ : 〈Au, v〉V ′×V = a(u, v), for all u ∈ V, v ∈ V,
B : V → Q′ : 〈Bv, q〉Q′×Q = b(v, q), for all v ∈ V, q ∈ Q.
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The adjoint operator B′ is defined via duality, i.e.,
B′ : Q→ V ′ : 〈B′q, v〉V ′×V := 〈Bv, q〉Q′×Q, for all q ∈ Q, v ∈ V.
Let us next study the unique solvability of the abstract problem (3.13). The solution has to
lie in the affine subspace V g of functions satisfying the constraint, i.e.,
V g := { v ∈ V : b(v, q) = g(q), for all q ∈ Q } .
Using the definition of the operator B, we see that V g = g + V 0, where
V 0 := kerB := { v ∈ V : b(v, q) = 0, for all q ∈ Q } .
In order to establish the existence and uniqueness of solutions to variational problems of the
form (3.13), we recall Brezzi’s theorem; cf. Brezzi [33] or Brezzi and Fortin [36, Ch. II].
Lemma 3.8 (Brezzi). Let a : V ×V → R and b : V ×Q→ R be continuous bilinear forms, and
assume that there holds:
kernel ellipticity: a(v0, v0) ≥ ca‖v0‖2V for all v0 ∈ V 0. (3.15)
inf-sup stability: sup
v∈V
b(v, q)
‖v‖V ≥ cb‖q‖Q for all q ∈ Q. (3.16)
with positive constants ca and cb. Then for any f ∈ V ′ and g ∈ Q′, the variational problem
(3.13) has a unique solution u ∈ V and p ∈ Q. In addition, the a-priori estimates
‖u‖V ≤ c1‖f‖V ′ + c2‖g‖Q′ and ‖p‖Q ≤ c2‖f‖V ′ + c3‖g‖Q′ .
hold with constants c1 = c−1a , c2 = c−1b (1 + c−1a Ca) and c3 = c
−1
b Cac2.
We use the convention that functions appearing in the denominator of an infimum or
supremum are non-zero.
3.3.2. The Stokes equations
We will now apply the above results to the Stokes problem (STO).
−∆u+∇p = f in Ω,
divu = 0 in Ω,
u = 0 on ∂Ω.
(3.17)
For the ease of presentation, we consider only homogeneous Dirichlet boundary conditions;
cf. Remark 2.1. The case of non-homogeneous and mixed boundary conditions is treated
similarly as for the Poisson problem.
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The standard weak formulation of (3.17) then is the following: Given f ∈ L2(Ω), find u ∈
H10 (Ω) := [H10 (Ω)]d and p ∈ L20(Ω) := {v ∈ L2(Ω) :
∫
Ω v dx = 0} such that{
a(u,v) + b(v, p) = (f ,v)Ω for all v ∈H10 (Ω),
b(u, q) = 0 for all q ∈ L20(Ω),
(3.18)
with bilinear forms a and b defined by
a(u,v) := (∇u,∇v)Ω and b(v, q) := −(div v, q)Ω. (3.19)
The above problem is in saddle-point form, i.e., we will apply Lemma 3.8 (Brezzi) to obtain
existence and uniqueness of solutions.
The continuity of the bilinear forms a and b follows via the Cauchy-Schwarz inequality, and
the coercivity of a (on the whole space V = H10 (Ω)) is obtained as for the Poisson problem.
The essential ingredient for the analysis is the following inf-sup condition:
Lemma 3.9. There exists a constant cb depending only on the domain Ω such that
sup
v∈H10 (Ω)
b(v, q)
‖v‖1,Ω = supv∈H10 (Ω)
−(div v, q)Ω
‖v‖1,Ω ≥ cb‖q‖Ω, for all q ∈ L
2
0(Ω). (3.20)
We refer to [110, 102, 77] for a proof of condition (3.20), which is equivalent to the
surjectivity of the divergence operator div : H10 (Ω) → L20(Ω). Using the results above and
Lemma 3.8 yields the existence and uniqueness.
Theorem 3.10. For any f ∈ L2(Ω), the Stokes problem (3.18) has a unique solution u ∈
H10 (Ω) and p ∈ L20(Ω), such that
‖u‖1,Ω ≤ c−1a ‖f‖Ω and ‖p‖Ω ≤ c−1b (1 + c−1a )‖f‖Ω.
For later reference, let us state another result, which follows from the coercivity of a on the
whole space H10 (Ω) and Lemma 3.9; cf. e.g. [26, Thm. 4.13] or [149].
Corollary 3.11. For every (u, p) ∈ H10 (Ω) × L20(Ω), there exists an element (v, q) ∈ H10 (Ω) ×
L20(Ω), such that
a(u,v) + b(v, p) + b(u, q) ≥ β (‖u‖1,Ω + ‖p‖Ω) (‖v‖1,Ω + ‖q‖Ω) .
with a constant β > 0 independent of (u, p) and (v, q).
3.3.3. The Oseen equations
Let us next show, how the results for the Stokes problem can be generalized to the Oseen-
equations (OSE). We consider the problem
−ν∆u+w ·∇u+∇p = f in Ω,
divu = 0 in Ω,
u = 0 on ∂Ω.
(3.21)
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The corresponding variational formulation reads as follows: Given f ∈ L2(Ω) and w ∈
H10 (Ω) with divw = 0, find u ∈H10 (Ω) and p ∈ L20(Ω) such that{
ν a(u,v) + c(w;u,v) + b(v, p) = (f ,v)Ω for all v ∈H10 (Ω),
b(u, q) = 0 for all q ∈ L20(Ω).
(3.22)
where the bilinear forms a and b are defined as in (3.19) and the trilinear form c is given by
c(w;u,v) := (w ·∇u,v)Ω. (3.23)
The problem above differs from the Stokes model problem (3.18) by the presence of the
convective terms c(w;u,v). Let us shortly discuss the properties of the trilinear form c. By
Hölder’s inequality (3.1), we obtain that
(w ·∇u,v)Ω ≤ ‖w‖L4(Ω)‖∇u‖Ω‖v‖L4(Ω). (3.24)
Since we assumed that d = 2, 3, we can use Lemma 3.4 with p = 4, to obtain
|c(w;u,v)| ≤ Cc‖w‖1,Ω‖u‖1,Ω‖v‖1,Ω, (3.25)
for any u,v,w ∈ H10 (Ω), with a constant Cc depending on Ω, which shows that c is
continuous. To simplify the presentation and for later reference, we define the space
V 0 :=
{
v ∈H10 (Ω) : div v = 0
}
, (3.26)
which is the kernel of the divergence operator associated with the bilinear form b; cf. Lemma
3.8. For any function w ∈ V 0 and u ∈ H10 (Ω), it follows via integration by parts, that there
holds
c(w;u,u) = (w ·∇u,u)Ω = 12
∫
Ω
div(w|u|2) dx = 12
∫
∂Ω
wn|u|2 ds = 0. (3.27)
Due to the previous identity and the boundedness of c, the auxiliary bilinear form
aw(u,v) := ν a(u,v) + c(w;u,v),
is continuous and coercive with the coercivity constant νca for any w ∈ V 0. Hence, by
Lemma 3.8, the Oseen problem (3.22) is uniquely solvable.
Theorem 3.12. For any f ∈ L2(Ω) and every w ∈ V 0, the Oseen problem (3.22) has a unique
solution u ∈H10 (Ω) and p ∈ L20(Ω), such that
‖u‖1,Ω ≤ ν−1c−1a ‖f‖Ω and ‖p‖Ω ≤ c−1b (1 + c−1a )‖f‖Ω.
3.4. The Navier-Stokes equations
In order to deal with the nonlinear Navier-Stokes equations (NAV), we will transform the
problem into fixed-point form. To show existence (and uniqueness), we can employ one of
the following fixed point theorems.
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3.4.1. Fixed point theorems
The first theorem yields the existence and uniqueness of fixed points [150, Thm. A.1].
Lemma 3.13 (Banach). Let U be a nonempty closed subset of a Banach space, and let Φ : U → U
denote a contraction on U , i.e.,
‖Φ(u)− Φ(v)‖ ≤ L‖u− v‖,
for all u, v ∈ U with a constant L < 1. Then there exists a unique u ∈ U such that Φ(u) = u.
Moreover, for any u0 ∈ U , the fixed point iteration un = Φ(un−1) converges to u, i.e.,
‖u− un‖ → 0, with n→∞.
If Φ is no contraction, and thus the Banach fixed point theorem is not applicable, one can still
obtain at least the existence of fixed-points, if Φ is assumed to be compact [150, Thm. A.2].
Lemma 3.14 (Schauder). Let U be a non-empty closed bounded and convex subset of a Banach
space, and suppose Φ : U → U is a compact operator. Then, there exists a fixed point u ∈ U ,
such that Φ(u) = u.
A consequence of the Schauder fixed point theorem is the following result [150, Thm. 6.A].
Lemma 3.15 (Leray-Schauder principle). Let V be a Banach space, and Φ : V → V be compact.
Suppose that there exists an R > 0, such that any fixed point u of u = Φ(u) is bounded by
‖u‖ ≤ R. Then such a fixed point exists.
The essence of the Leray-Schauder principle is that an a-priori estimate and compactness
already yields the existence of fixed points.
3.4.2. The Navier-Stokes equations
Let us briefly recall some useful results about the Navier-Stokes problem (NAV). A concise
introduction can be found in Quarteroni and Valli [124, Ch. 10]. For further information, we
refer to the classical monographs [140, 77, 74].
Again, we consider only homogenous Dirichlet boundary conditions for simplicity. The
problem formulation reads as
−ν∆u+ u ·∇u+∇p = f in Ω,
divu = 0 in Ω,
u = 0 on ∂Ω.
(3.28)
The weak formulation of the Navier-Stokes problem is the following: Given f ∈ L2(Ω), find
u ∈H10 (Ω) and p ∈ L20(Ω) such that{
ν a(u,v) + c(u;u,v) + b(v, p) = (f ,v)Ω for all v ∈H10 (Ω),
b(u, q) = 0 for all q ∈ L20(Ω).
(3.29)
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Any solution of the Navier-Stokes equations is also a fixed point of the mapping
Φ : V 0 → V 0, w 7→ u,
where u denotes the solution of the Oseen problem (3.22), and V 0 is defined as in (3.26).
Conversely, any fixed point u = Φ(u) corresponds to a solution of the Navier-Stokes problem
(3.29). If u = Φ(u) is a fixed point, then, by definition of Φ, there holds
caν‖u‖21,Ω ≤ ν a(u,u) + c(u;u,u) = (f ,u)Ω ≤ ‖f‖Ω‖u‖1,Ω,
i.e., any such fixed point is bounded a priori by
‖u‖1,Ω ≤ ν−1c−1a ‖f‖Ω. (3.30)
Moreover, by the compact embedding of H1(Ω) → L4(Ω) (for d = 2, 3; cf. Lemma 3.1), and
the continuity of c (3.24), the operator Φ is compact. Hence, existence of a solution u ∈ V 0
follows by the Leray-Schauder principle (Lemma 3.15).
Theorem 3.16. For any f ∈ L2(Ω), there exists a solution (u, p) to the Navier-Stokes problem
(3.29), such that
‖u‖1,Ω ≤ ν−1c−1a ‖f‖Ω and ‖p‖Ω ≤ c−1b (1 + c−1a )‖f‖Ω.
We can prove the uniqueness of a solution under an additional smallness assumption on the
data: Assume
‖f‖Ω < c
2
aν
2
Cc
, (3.31)
and define
U :=
{
u ∈ V 0 : ‖u‖1,Ω ≤ ν−1c−1a ‖f‖Ω
}
, (3.32)
which is a closed subset of V 0. Then, by the a-priori estimate of Theorem 3.12, one can verify
that Φ maps U to itself. With w1,w2 ∈ U and u1 = Φ(w1) and u2 = Φ(w2), there holds
νca‖Φ(w1)− Φ(w2)‖21,Ω ≤ a(u1 − u2,u1 − u2)
= c(w2;u2,u1 − u2)− c(w1;u1,u1 − u2)
= c(w2 −w1;u2,u1 − u2)− c(w1;u1 − u2,u1 − u2)︸ ︷︷ ︸
= 0 (3.27)
≤ Cc‖u2‖1,Ω‖w1 −w2‖1,Ω‖u1 − u2‖1,Ω.
Dividing by νca and ‖u1 − u2‖1,Ω = ‖Φ(w1)− Φ(w2)‖1,Ω, we obtain
‖Φ(w1)− Φ(w2)‖1,Ω ≤ Cc
νca
‖u2‖1,Ω‖w1 −w2‖1,Ω ≤ Cc
ν2c2a
‖f‖Ω︸ ︷︷ ︸
=:LΦ
‖w1 −w2‖1,Ω
where we used the a-priori bound on u2. Due to the smallness assumption (3.31), there holds
LΦ < 1 for any w1,w2 ∈ U . Hence, Φ : U → U is a contraction and by Lemma 3.13 we
obtain uniqueness.
Theorem 3.17. For any f ∈ L2(Ω) with ‖f‖Ω < c
2
aν
2
Cc
, there exists a unique solution (u, p) to
the Navier-Stokes problem (3.29).
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Finite element methods
The purpose of this chapter is to introduce some preliminary notation and to derive different
types of finite element methods in a unified manner. We will only give a concept-oriented
presentation in order to motivate the methods discussed in this work and to relate them to
existing work.
4.1. Notation
Let Th = {Ti} be a partition of Ω ⊂ Rd into non-overlapping simple elements, e.g. triangles or
tetrahedra. For every Ti ∈ Th, we define an outward pointing (unit) normal vector ni on the
boundary ∂T i, and we denote the set of all element boundaries by ∂Th := { ∂T : T ∈ Th }.
For m ≥ 0, we define the broken Sobolev spaces Hm(Th) by
Hm(Th) :=
{
v ∈ L2(Ω) : v|T ∈ Hm(T ) for all T ∈ Th
}
.
By ui := u|Ti , we denote the restriction of u ∈ L2(Th) onto Ti. The L2 scalar product of
piecewise functions u, v ∈ L2(Th) is given by
(u, v)Th :=
∑
T∈Th
(u, v)T , where (u, v)T :=
∫
T
u v dx,
and we set ‖u‖Th := (u, u)1/2Th and ‖u‖2m,Th :=
∑
T∈Th ‖u‖2m,T for any m ≥ 0. Accordingly we
define L2(∂Th) as the space of functions which are square-integrable on every ∂T ∈ ∂Th. For
u, v ∈ L2(∂Th), we define
〈u, v〉∂Th :=
∑
T∈Th
〈u, v〉∂T , where 〈u, v〉∂T :=
∫
∂T
u v ds.
and we write |u|∂Th := 〈u, u〉1/2∂Th . By the term facet, we denote the d − 1-dimensional
intersections between two elements or an element with the boundary. We define the sets
of interior and boundary facets as
E◦h := { facet Ei,j = int (∂T i ∩ ∂T j) : Ti, Tj ∈ Th, i < j } \{∅},
and E∂h := { facet E ⊆ int (∂Ω ∩ ∂T ) : T ∈ Th } \{∅},
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respectively, where int (E) denotes the relative interior of a d− 1 dimensional set E, and we
set Eh := E◦h ∪ E∂h . For u, v ∈ L2(Eh), we define
〈u, v〉Eh :=
∑
E∈Eh
〈u, v〉E ,
and we use similar notations for integrals over E◦h and E∂h .
T1 T2 T3
T4 T5
T6
T7
T8T9
T10
T11 T12
E0,8E0,9E0,10
E′0,10
E0,1
E′0,1 E0,2
E0,3
E0,5
E0,6
E′0,6
E1,2 E2,3
E3,4
E4,7
E4,5
E5,6
E6,7
E7,8
E7,12
E2,12E1,10 E2,11
E11,12
E8,9
E8,12E9,11
E10,11
E9,10
Figure 4.1.: Illustration of a typical partition Th, where the interior facets E◦h are colored in
gray and the boundary facets E∂h in black.
Any v ∈ L2(Eh) can be identified with a function in L2(∂Th) by doubling its values on internal
facets. On each facet, we define the average and jump of u ∈ H1(Th) as
{{u}} :=

1
2(ui + uj) Eij ∈ E◦h,
u E ∈ E∂h ,
and [[un]] :=
uini + ujnj Eij ∈ E◦h,un E ∈ E∂h , (4.1)
respectively. For vector (or tensor) valued functions, {{u}} and [[u ·n]] are defined accordingly.
For any v ∈ L2(∂Th) and τ ∈ L2(∂Th), there holds the identity
〈v, τ · n〉∂Th = 〈[[vn]], {{τ}}〉Eh + 〈{{v}}, [[τ · n]]〉E◦h , (4.2)
which follows by elementary calculations; cf. e.g. [6, Eq. 3.3].
4.2. Variational principle
Let us consider the Poisson problem with homogeneous boundary conditions
−∆u = f in Ω and u = 0 on ∂Ω.
By introducing σ :=∇u, we obtain a mixed system of first order
σ =∇u, −divσ = f in Ω and u = 0 on ∂Ω.
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Let us assume that u and σ are sufficiently smooth, such that all further manipulations are
valid. By multiplying with test functions τ ∈ H1(T ) and v ∈ H1(T ), integrating over an
element T , and using the Gauß-Green formula, we obtain
(σ, τ )T = −(u,div τ )T + 〈u, τ ·n〉∂T ,
(σ,∇v)T = (f, v)T + 〈σ ·n, v〉∂T .
On every facet E ⊂ ∂T , we introduce new symbols
û|E = u|∂T∩E and σ̂ · n|E = σ · n|∂T∩E . (4.3)
to denote the fluxes (traces) of the functions u and σ on the element boundaries. Using
the definition of the fluxes, and summing over all elements, we see that the solution u and
σ =∇u of the mixed Poisson problem satisfies the variational principle
(σ, τ )Th = −(u,div τ )Th + 〈û, τ ·n〉∂Th for all τ ∈H1(Th), (4.4)
(σ,∇v)Th = (f, v)Th + 〈σ̂ ·n, v〉∂Th for all v ∈ H1(Th). (4.5)
By the continuity of the solution u (and σ), and the definition of the fluxes, we obtain the
continuity conditions
[[ûn]] = 0 and [[σ̂ · n]] = 0. (4.6)
on all internal facets E ∈ E◦h. By testing (4.5) with v = χT (the characteristic function on T ),
we obtain the local conservation property∫
T
f dx+
∫
∂T
σ̂ · n ds = 0. (4.7)
The term conservation becomes clear when considering time dependent analogues, where
(4.7) results in, e.g., the conservation of mass. Using continuity of the flux σ̂ · n, and testing
with v = 1, we arrive at the global conservation property∫
Ω
f dx+
∫
∂Ω
σ̂ · n ds = 0. (4.8)
4.3. Finite element methods
Next, we will construct discretization methods by choosing piecewise polynomial spaces Σh ⊂
H1(Th) and Vh ⊂ H2(Th). We want to find solutions σh ∈ Σh and uh ∈ Vh, which satisfy the
discrete variational principle
(σh, τh)Th = −(uh,div τh)Th + 〈ûh, τh · n〉∂Th for all τh ∈ Σh, (4.9)
(σh,∇vh)Th = (f, vh)Th + 〈σ̂h · n, vh〉∂Th for all vh ∈ Vh, (4.10)
which we refer to as mixed formulation. In addition to (4.9) and (4.10), we have to define
appropriate numerical fluxes ûh and σ̂h. This can be either done explicitly or implicitly, as we
will show below.
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If there holds Σh ⊇∇Vh, one can eliminate the function σh from the formulation [6]. Testing
with τh =∇vh ∈∇Vh, and integrating by parts, we obtain from (4.9) that
(σh,∇vh)Th = −(uh,∆ vh)Th + 〈ûh, ∂nvh〉∂Th = (∇uh,∇vh)Th − 〈uh − ûh, ∂nvh〉∂Th .
This allows us to substitute (σh,∇vh)Th in (4.10), which yields
(∇uh,∇vh)Th − 〈uh − ûh, ∂nvh〉∂Th − 〈σ̂h · n, vh〉∂Th = (f, vh)Th . (4.11)
If σ̂h can be expressed explicitly as a function of uh (and ûh), and thus σh can be eliminated
from (4.9)–(4.10), we call the resulting formulation primal (primal-hybrid); cf. [6, 46].
4.3.1. Explicitly defined fluxes
For every interior facet E ∈ E◦h, let us denote by Ti and Tj the neighboring elements. We
define the numerical fluxes as
σ̂h · n|E := σ̂h(ui, uj ,σi,σj) · n and ûh|E := ûh(ui, uj ,σi,σj), (4.12)
with appropriate modifications at the boundary. By definition, the fluxes are single-valued
and thus continuous, i.e., there holds
[[σ̂h · n]] = 0 and [[ûhn]] = 0, (4.13)
on all internal facets E ∈ E◦h. In agreement with Arnold et. al. [6], we say that σ̂h and ûh are
consistent, if
σ̂h(u, u,σ,σ) · n|E = σ · n|E = ∂nu|E and ûh(u, u,σ,σ)|E = u|E . (4.14)
The consistency of the numerical fluxes ensures that the exact solution also solves the discrete
variational principle (4.9)-(4.10). If χT ∈ Vh, we again obtain the local conservation property∫
T
f dx+
∫
∂T
σ̂h · n ds = 0,
and the global conservation property follows due to the continuity (4.13) of the fluxes.
For illustration, let us discuss some examples in detail.
Example 4.1 (H1 Conforming Method). Let Vh ⊂ H10 (Ω) and Σh ⊇ ∇Vh denote spaces of
piecewise polynomials. We define numerical fluxes by
σ̂h := {{∇uh}} and ûh := uh.
This choice yields consistent fluxes in the sense of Arnold et. al. [6]. Since σ̂h and ûh are
independent of σh, we can utilize the primal form (4.11) as
(f, vh)Th = (∇uh,∇vh)Th − 〈uh − ûh, ∂nvh〉∂Th − 〈σ̂h · n, vh〉∂Th .
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By the definition of ûh, the second term vanishes for any vh ∈ Vh, and the third term cancels
due to the continuity of σ̂h · n and vh across facets. Hence, the problem simplifies to: Find
uh ∈ Vh, such that
(∇uh,∇vh)Ω = (f, vh)Ω, for all vh ∈ Vh,
which is the standard Galerkin approximation [26] for the weak formulation of the Poisson
problem (3.10). The advantages of this method are its simplicity, the low number of degrees
of freedom due to the conforming space and the primal form, and the symmetric positive-
definiteness of the resulting linear system. However, due to the conforming space Vh ⊂
H10 (Ω), we don’t have χT ∈ Vh, i.e., the method is not locally conservative. Moreover, we
cannot straightforwardly generalize the method to convection dominated problems.
Example 4.2 (Mixed Method). Define H(div,Ω) :=
{
v ∈ L2(Ω) : div v ∈ L2(Ω) }, and let
Σh ⊂ H(div,Ω) ∩H1(Th) and Vh ⊂ H1(Th) be piecewise polynomial spaces. We define the
numerical fluxes
σ̂h · n := σh · n and ûh := {{uh}},
with appropriate modifications at the boundary. This choice is again consistent in the sense
of Arnold et. al. [6]. Via integration by parts, we have
〈σ̂h · n, vh〉∂Th = 〈σh · n, vh〉∂Th = (divσh, vh)Th + (σh,∇vh)Th .
Moreover, since the normal component of any τh ∈ Σh and ûh are continuous, the interface
term 〈ûh, τh · n〉∂Th vanishes. The problem then simplifies to: Find σh ∈ Σh and uh ∈ Vh,
such that
(σh, τh)Ω + (uh, div τh)Ω = 0 for all τh ∈ Σh,
−(divσh, vh)Ω = (f, vh)Ω for all vh ∈ Vh,
which is a conforming Galerkin approximation for the dual-mixed formulation of the Poisson
problem; cf. e.g. [5, 36]. We have χT ∈ Vh, i.e., the method is locally conservative. However,
due to the mixed formulation, we incorporate considerably more degrees of freedom, and we
need to choose the ansatz spaces Σh and Vh appropriately for unique solvability. Moreover,
the resulting linear system is indefinite, which is more demanding when considering iterative
solvers.
In the above two examples we utilized a global continuity of (at least one of) the ansatz
spaces. Next, we shall consider an example with fully discontinuous finite element spaces.
Example 4.3 (Interior Penalty DG (IP-DG) Method). Let Vh ⊂ H2(Th) and choose Σh ⊇∇Vh.
We define a pair of numerical fluxes as
σ̂h := {{∇uh}} − αh[[uhn]] and ûh := {{uh}},
with some function αh > 0 depending on the mesh. This choice of fluxes is independent of
σh. Hence, by substituting them in the primal formulation (4.11) and an application of (4.2),
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we obtain the following symmetric formulation due to Arnold [4, 6]: Find uh ∈ Vh, such that
(∇uh,∇vh)Th − 〈[[uhn]], {{∇vh}}〉Eh − 〈{{∇uh}}, [[vhn]]〉Eh
+ 〈αh[[uhn]], [[vhn]]〉Eh = (f, vh)Th for all vh ∈ Vh.
If we define the numerical fluxes on interior facets alternatively as
σ̂h := {{∇uh}} − αh[[uhn]] and ûh := {{uh}} − βh[[∇uh · n]],
we obtain a related method: Find uh ∈ Vh, such that
(∇uh,∇vh)Th − 〈[[uhn]], {{∇vh}}〉Eh − 〈{{∇uh}}, [[vhn]]〉Eh
+ 〈αh[[uhn]], [[vhn]]〉Eh + 〈βh[[∇uh · n]], [[∇vh · n]]〉E◦h = (f, vh)Th ,
for all vh ∈ Vh. The variant above is discussed in Rivière [126, Sec. 2.4].
The methods presented in Example 4.3 are primal, locally conservative, and yield symmetric
positive definite linear systems. The formulation of the problem in the simple discontinuous
ansatz spaces allows for a natural extension of the method towards problems with a dominant
first order transport term via upwinding [104, 93, 78, 130, 48]. A major drawback however is
the higher number of globally coupled degrees of freedom and the larger stencils compared
to conforming methods.
4.3.2. Implicitly defined fluxes - Hybrid methods
Next, we consider methods, for which one of the fluxes (e.g. σ̂h) is defined explicitly on each
element boundary ∂T , and its continuity has to be ensured by additional conditions. The
second flux (e.g. ûh) then remains in the system as an unknown variable. Such methods are
called hybrid [5, 36, 46].
For later usage, let us define the space
V̂ :=
{
v̂ ∈ L2(Eh) : v̂ = 0 on ∂Ω
}
.
The first example [5, 36] is based on the idea to relax the continuity constraint Σh ⊂
H(div,Ω) in the mixed finite element approach from Example 4.2.
Example 4.4 (Hybrid Mixed Method). Let us consider piecewise polynomial spaces Σh ⊂
H(div, Th) and Vh = div Σh. We define σ̂h · n locally by
σ̂h · n|∂T := σh · n|∂T ,
and we require continuity of σ̂h · n by th condition
〈σ̂h · n, v̂h〉∂Th = 0, for all v̂h ∈ V̂h ⊂ V̂. (4.15)
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Pointwise continuity [[σ̂h ·n]] = 0 follows, when V̂h is sufficiently rich. Inserting the definition
of σ̂h into (4.9), (4.10) and (4.15), we obtain [5, 36]
(σh, τh)Th + (uh, div τh)Th − 〈ûh, τh · n〉∂Th = 0 for all τh ∈ Σh,
−(divσh, vh)Th = (f, vh)Th for all vh ∈ Vh,
〈σh · n, v̂h〉∂Th = 0, for all v̂h ∈ V̂h.
The hybrid mixed method is locally conservative and algebraically equivalent to the mixed
method. An appropriate definition of the spaces allows to eliminate σh and uh on each
element (static condensation), which yields a positive definite system for the facet unknowns
only [53]. Furthermore, the multiplier ûh carries extra information, which can be used to
obtain a superconvergent local reconstruction of the solution in a postprocessing step [5].
Again, a proper balancing of the spaces Σh, Vh and V̂h is required to obtain unique solvability.
As we will see next, hybridization also allows to reduce the coupling in discontinuous Galerkin
(DG) methods. The following example is considered in Cockburn et. al. [46, Sec. 3.6].
Example 4.5 (Interior Penalty Type Hybrid DG (IP-HDG) Method). We choose piecewise
polynomial spaces as Vh ⊂ H2(Th) and Σh ⊇ ∇Vh, which allows to use the formulation
(4.11). The numerical flux σ̂h is again defined locally as
σ̂h · n|∂T := ∂nuh|∂T − αh(uh − ûh)|∂T . (4.16)
with some parameter αh > 0, and we require continuity by the additional condition (4.15)
for piecewise polynomials v̂h ∈ V̂h ⊂ V̂. The flux ûh remains in the formulation, which yields:
Find uh ∈ Vh and ûh ∈ V̂h, such that
(∇uh,∇vh)Th − 〈uh − ûh, ∂nvh〉∂Th − 〈∂nuh, vh〉∂Th + 〈αh(uh − ûh), vh〉∂Th = (f, vh)Th ,
〈∂nuh, v̂h〉∂Th − 〈αh(uh − ûh), v̂h〉∂Th = 0.
for all vh ∈ Vh and all v̂h ∈ V̂h. Since we eliminated σh from the problem, the method
is primal-hybrid. As for the hybrid-mixed method, we can locally eliminate uh to obtain a
symmetric positive definite problem for the facet unknowns only. The method is stabilized
by the penalization of the local jumps (uh − ûh)|∂Th , which means that the discrete spaces do
not need to be balanced in order to obtain unique solvability. Compared with e.g. the H1
conforming approach, the assembly of the reduced global system is more involved, but we
obtain a locally conservative scheme, which can also be easily extended towards convection
dominated problems.
Let us also mention an example, that explicitly describes the (primal) flux ûh and implicitly
constructs the dual fluxes σ̂h · n.
Example 4.6 (HDG Method by Ewing et. al. [67]). We again choose piecewise polynomial
spaces Vh ⊂ H2(Th) with Σh ⊇ ∇Vh, which allows to eliminate σh and to consider
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formulation (4.11). We introduce the normal component of the dual flux λh := σ̂h · n as
a new variable, which we approximate in the piecewise polynomial space
Lh ⊂
{
µ ∈ L2(∂Th) : {{µ}} = 0 on E ∈ E◦h
}
.
Up to sign changes, the functions in Lh are single valued on facets E ∈ Eh. We define the
(primal) numerical flux ûh locally as
ûh|∂T := uh|∂T − 1αh (∂nuh − λh)|∂T , (4.17)
with some parameter αh > 0, and we ensure its continuity by
〈ûh, µh〉∂Th = 0 for all µh ∈ Lh.
If Lh is sufficiently rich, this condition ensures the pointwise continuity [[ûhn]] = 0 of the
numerical flux across internal facets. Summarizing, we arrive at the following discrete
system: find uh ∈ Vh and λh ∈ Lh, such that
(∇uh,∇vh)Th − 〈λh, vh〉∂Th + 〈 1αh (∂nuh − λh), ∂nvh〉∂Th = (f, vh)Th ,
〈uh, µh〉∂Th − 〈 1αh (∂nuh − λh), µh〉∂Th = 0
for all vh ∈ Vh and all µh ∈ Lh. Again, we obtain a locally conservative stabilized method.
However, we can eliminate uh on each element only up to a constant.
Let us next illuminate some connections between the DG methods presented in Examples 4.3,
4.5 and 4.6: We assume that the ansatz space Vh coincides for all methods, and that the
hybrid ansatz spaces V̂h and Lh are chosen rich enough, such that we obtain continuity of the
fluxes (4.16) and (4.17), respectively. Moreover, we choose αh as a piecewise constant on
each E ∈ Eh.
First, we consider the IP-HDG method. Since we have [[σ̂h ·n]] = 0 pointwise on E, we obtain
0 = [[∇uh · n]]− 2αh ({{uh}}+ ûh) ⇔ ûh = {{uh}} − 12αh [[∇uh · n]],
where we used the definition (4.16) of the numerical flux σ̂h. By substituting this expression
for ûh into (4.16), we obtain
σ̂h = {{∇uh}} − αh2 [[uhn]].
This shows that the IP-HDG method is equivalent to a variant (βh = α−1h ) of the DG method
of Rivière [126], which was discussed at the end of Example 4.3. Moreover, one can see that
the IP-HDG method cannot coincide with the interior penalty method of Example 4.3 for any
finite value of αh; cf. also [46, Cor. 3.4].
Second, we proceed similarly for the method shown in Example 4.6. Here, we use the
definition (4.17) and the continuity [[ûhn]] = 0. Recalling that λh = σ̂h · n, this yields
0 = [[uhn]]− 2
αh
({{∇uh}} − σ̂h) ⇔ σ̂h = {{∇uh}} − αh2 [[uhn]].
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Again, by substituting the explicit expression for σ̂h, we obtain from (4.17) that
ûh = {{uh}} − 12αh [[∇uh · n]],
i.e., for an appropriate choice of discrete spaces, the method of Ewing et. al. [67] from
Example 4.6 is equivalent to the IP-HDG method and hence also to a variant of the DG
method due to Rivière [126]. However, the IP-HDG method yields (after static condensation)
a symmetric positive definite global system with fewer unknowns and less coupling than the
other discontinuous Galerkin methods. An example is depicted in Figure 4.2.
Figure 4.2.: Comparison of degrees of freedom (fourth order) of an IP-DG (left) and an IP-
HDG (right, after static condensation) formulation.
Among the discussed methods, the IP-HDG method, which was considered in Example 4.5
combines most of the advantageous features of other methods. The method is locally
conservative, the spaces can be chosen with some flexibility, it involves only primal and
hybrid variables and yields symmetric positive definite global systems. Moreover, it shares
the upwinding capabilities of discontinuous Galerkin methods. In the remaining parts of this
work, we will therefore concentrate on devising and analyzing such methods for the Stokes,
Oseen and Navier-Stokes problems.
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Chapter 5.
hp estimates and polynomial spaces
In this chapter, we present local and global hp estimates, which are used throughout this
work. For a comprehensive collection, we refer to [138, 11, 131, 97, 145, 54, 55] and the
references therein. Recent work can be found e.g. in [56, 88, 119, 147, 130, 39, 87, 75].
5.1. Assumptions on the mesh
Let Th denote a partition (mesh) of the domain Ω =
⋃
T∈Th T into a finite number of (non-
overlapping) open subsets (elements) T ⊆ Ω. By Eh, we again denote the set of facets of the
mesh Th, i.e., the d − 1 dimensional intersections of neighboring elements or elements with
the boundary. (cf. Section 4.1).
We make the following basic assumptions on the mesh:
(M1) Each element T is the affine image of a reference element, i.e., a tetrahedron or
hexahedron (triangle or quadrilateral) of unit size in three (two) space dimensions.
We define the diameter of T as hT = diam(T ) and by ρT , we denote the diameter of the
largest ball that can be inscribed in T . The parameter γT := hT /ρT , serves as a measure
for the shape of the element.
(M2) Each facet E ∈ Eh is the affine image of a (d − 1) dimensional reference element, i.e.,
a triangle or quadrilateral (segment) in d = 3 (d = 2) space dimensions. As for the
elements, we define the diameter of E by hE := diam(E) and by ρE and γE := hE/ρE
the diameter of the largest ball and the shape parameter, respectively.
(M3) The mesh is uniformly shape regular with a constant γ1, i.e.,
γE , γT ≤ γ1 for all E ∈ Eh, T ∈ Th,
and locally quasi-uniform with a constant γ2, i.e.,
hT ≤ γ2hE for all E ⊂ ∂T , T ∈ Th,
which implies that neighboring elements are of comparable size.
The local meshsize parameters hT and hE can be used to define global functions hTh ∈ L2(Th)
and hEh ∈ L2(Eh) with
hTh |T = hT and hEh |E = hE for all T ∈ Th, E ∈ Eh.
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We will refer to h := (hTh , hEh) as the meshsize functions, and call hmax := maxT∈Th hT the
meshsize.
Remark 5.1. In our assumptions, we allow the presence of hanging nodes, i.e., nodes located
on the boundary ∂T of an element T ∈ Th, which are not a vertex of T . Such meshes typically
result from nonconforming refinements of conforming (regular) meshes with a bounded level
of nonconformity between neighboring elements; cf. e.g. [25]. In particular, this includes
1-irregular meshes with at most one hanging node per facet, which is usually located at the
barycenter. See Figure 5.1 for examples of a conforming and an adaptively refined 1-irregular
meshes in two dimensions.
Figure 5.1.: Two different triangulations of an L-shape domain, which satisfy the assumptions
(M1)–(M3). The left mesh is conforming, and the right mesh is a 1-irregular
refinement with hanging nodes.
Remark 5.2. The assumption (M1) implies that Ω is a polytope. This requirement can be
relaxed if we allow non-affine mappings of the reference elements, which makes it possible
to construct curved elements, and allows for a geometrically compatible partition of domains
with more general boundaries. Many of the results presented in this work could possibly be
generalized to such partitions, which are not further considered here. For further information,
we refer to [154, 153, 155, 8]; see also [90] for more recent developments.
5.2. Local estimates
Let T denote an element satisfying assumption (M1). To simplify notation, we set h = hT ,
ρ = ρT and γ = γT in the following. Since T is convex, there exists a point z ∈ T , such that
ρ = γ−1h ≤ (x− z) · n ≤ h for a.e. x ∈ ∂T . (5.1)
By Pk(T ), we denote the space of polynomial functions up to order k on T .
We will often use generic constants, which we declare to be nonzero, positive and independent
of h and k. The dependence on the parameters of interest will be explicitly stated or denoted
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by subscripts. To maintain readability, we agree on the convention that a  b and a  b mean
a ≤ Cb respectively a ≥ Cb, with some generic constant C.
5.2.1. Trace inequalities
The following estimate can be found in Karakashian and Jureidini [95, Eq. 7.3]. Since we will
use similar arguments below, let us give a short proof for the sake of completeness.
Lemma 5.3. Let v ∈W 1,q(T ) for some 1 ≤ q ≤ ∞ and define q′ by 1/q + 1/q′ = 1. Let1 ≤ p <∞ q = d,1 ≤ p ≤ (d−1)qd−q q < d.
Then there holds
|v|pLp(∂T )  h−1‖v‖pLp(T ) + ‖v‖p−1Lq′(p−1)(T )‖∇v‖Lq(T ),
with a constant depending on p, q and the shape regularity parameter γ.
Proof. By assumption (5.1), there exists a point z ∈ T , such that
h|v|pLp(∂T ) =
∫
∂T
h |v|p ds 
∫
∂T
(x− z) · n |v|p ds.
Using the divergence theorem, we can rewrite the integral as∫
∂T
(x− z) · n |v|p ds =
∫
T
div((x− z)|v|p) dx

∫
T
|v|p dx+
∫
T
|v|p−1 |x− z| |∇v| dx.
Finally, we use Hölder’s inequality (3.1) with 1/q + 1/q′ = 1, to obtain∫
T
|v|p−1 |x− z| |∇v| dx  h‖v‖p−1
Lq
′(p−1)(T )‖∇v‖Lq(T ),
The result now follows by combining the estimates above.
With Lemma 5.3, we can derive the following useful result.
Corollary 5.4. For any v ∈W 1,p(T ) and 1 ≤ p <∞, there holds
|v|Lp(∂T )  h−1/p‖v‖Lp(T ) + h1−1/p‖∇v‖Lp(T ),
with a constant depending on p and the shape regularity parameter γ.
Proof. We choose q = p and q′ = p/(p− 1) and use Lemma 5.3 to obtain the bound
h|v|pLp(∂T )  ‖v‖pLp(T ) + h‖v‖p−1Lp(T )‖∇u‖Lp(T ).
The result follows by using the basic estimate ap + ap−1b ≤ (a + b)p, with a = ‖u‖Lp(T ) and
b = h‖∇u‖Lp(T ).
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For the analysis of discretizations for the Navier-Stokes problem, we will require the following
L4 bounds on traces of H1 functions.
Lemma 5.5. For all v ∈ H1(T ), there holds
h1/4|v|L4(∂T )  ‖v‖L4(T ) + ‖∇v‖L2(T ).
with a constant depending on the shape regularity parameter γ and the Sobolev embedding
constant.
Proof. We start by using Lemma 5.3 with p = 4 and q = q′ = 2.
h|v|4L4(∂T )  ‖v‖4L4(T ) + h‖v‖3L6(T )‖∇v‖L2(T ).
By the embedding H1(T )→ L6(T ) for d ≤ 3 (cf. Lemma 3.1) and scaling arguments, we can
bound
‖v‖L6(T )  h−d/3‖v‖L2(T ) + h1−d/3‖∇v‖L2(T )
 h−d/12‖v‖L4(T ) + h1−d/3‖∇v‖L2(T ),
Combining the above bounds yields
h|v|4L4(∂T )  ‖v‖4L4(T ) + h1−d/4‖v‖3L4(T )‖∇v‖L2(T ) + h4−d‖∇v‖L2(T )
 ‖v‖4L4(T ) + h1/4‖v‖3L4(T )‖∇v‖L2(T ) + h‖∇v‖4L2(T )
 ‖v‖4L4(T ) + ‖∇v‖4L2(T ),
where we used that d ≤ 3 and the basic estimate a3b  a4 + b4.
5.2.2. Inverse inequalities
In our analysis, we will require estimates, that allow us to bound the Sobolev norm of a
polynomial function by a norm of lower index. The constants in the estimates may depend
on the shape regularity parameter γ of the element, but they are otherwise independent of
the size h of the element and the polynomial degree k. The dependence on other quantities
will be stated explicitly.
For the ease of presentation, we assume in the following that k ≥ 1; the case k = 0 follows
immediately, since P0(T ) ⊂ P1(T ).
Let us start with a fundamental result of approximation theory; cf. e.g. Kroó [101, Thm. 1].
Lemma 5.6 (Markov inequality). For 1 ≤ p ≤ ∞, there holds
‖∇vk‖Lp(T )  k2h ‖vk‖Lp(T ), for all vk ∈ Pk(T ),
with a constant depending on p.
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The following bound now follows by repeatedly applying Lemma 5.6.
Corollary 5.7. For 1 ≤ p ≤ ∞ and m ≥ 0, there holds
‖vk‖Wm,p(T ) 
(
k2
h
)m‖vk‖Lp(T ), for all vk ∈ Pk(T ),
with a constant depending on p and m.
We recall an interpolation result, which can e.g. be found in Melenk and Sauter [107, Eq. B.5].
Lemma 5.8. For any s > d/2, there holds
‖v‖L∞(T )  ‖v‖1−d/(2s)L2(T ) ‖v‖
d/(2s)
Hs(T ), for all v ∈ Hs(T ),
with a constant depending on s.
Using the above results, we can derive the following L∞ estimate; see also [75, Eq. 3.8].
Corollary 5.9 (L∞ estimate). There holds
‖vk‖L∞(T ) 
(
k2
h
)d/2 ‖vk‖L2(T ), for all vk ∈ Pk(T ).
Proof. Let s = d. Since Pk(T ) ⊂ Hd(T ), we obtain by Lemma 5.8 that
‖vk‖L∞(T )  ‖vk‖1/2L2(T )‖vk‖
1/2
Hd(T )
for all vk ∈ Pk(T ). Now, by applying the result of Corollary 5.7 with m = d and p = 2, we
can bound ‖vk‖Hs(T ), which immediately yields the bound stated above.
Given the L∞ estimate, we can prove a similar estimate for the general Lp case.
Corollary 5.10 (Lp estimate). For 2 ≤ p ≤ ∞, there holds
‖vk‖Lp(T ) 
(
k2
h
) p−2
p
d
2 ‖vk‖L2(T ), for all vk ∈ Pk(T ),
with a constant depending on p.
Proof. By Hölder’s inequality and the estimate of Corollary 5.9, there holds
‖vk‖pLp(T ) ≤ ‖vk‖p−2L∞(T )‖vk‖2L2(T ) 
(
k2
h
) d(p−2)
2 ‖vk‖pL2(T ),
for all vk ∈ Pk(T ).
The following discrete trace inequality can be obtained by combining the arguments of
Corollary 5.4 and 5.6 above.
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Lemma 5.11. Let 1 ≤ p ≤ ∞. Then there holds
|vk|Lp(∂T ) 
(
k2
h
)1/p‖vk‖Lp(T ), for all vk ∈ Pk(T ),
with a constant depending on p.
Proof. The bound for p = ∞ follows by the smoothness of vk. Choosing q = p < ∞ and
q′ = p/(p− 1), we can again use Lemma 5.3 to obtain the bound
|vk|pLp(∂T )  h−1‖vk‖pLp(T ) + ‖vk‖p−1Lp(T )‖∇vk‖Lp(T ).
The term ‖∇vk‖Lp(T ) can be further bounded by Lemma 5.6, which completes the proof.
The case p = 2 of Lemmata 5.11 and 5.6 is of particular interest in the analysis of
discontinuous Galerkin methods [4, 6]. For later reference, let us summarize these special
cases; cf. also Schwab [131, Thm. 4.76]. For any vk ∈ Pk(T ), there holds
|vk|L2(∂T ) ≤ CT
(
k2
h
)1/2‖vk‖L2(T ) (5.2a) ‖∇vk‖L2(T ) ≤ CT k2h ‖vk‖L2(T ). (5.2b)
with a constant CT depending on the shape of T .
5.2.3. Polynomial approximation and projections
Let T again denote an element of the mesh satisfying (M1), and let h denote its diameter.
Recall that all estimates may depend on the shape regularity parameter γ of the element, but
are otherwise independent of h and the polynomial degree k ≥ 1.
When dealing with discrete function spaces, we make frequent use of the following optimal
approximation result, which was established by Babuška and Suri [9, 10] for two-dimensional
elements. Their construction, which is based on truncated Fourier expansions, carries over
also to three dimensional elements.
Lemma 5.12. For every v ∈ Hs+1(T ), s ≥ 0, there exists a polynomial function vk ∈ Pk(T )
such that
k
h‖v − vk‖0,T +
(
k
h
)1/2 |v − vk|0,∂T + ‖∇(v − vk)‖0,T  hmin{s,k}ks ‖v‖Hs+1(T ).
If s > 1/2, then there also holds(
h
k
)1/2 |∂nv − ∂nvk|0,∂T  hmin{s,k}ks ‖v‖Hs+1(T ).
with a constant depending on s.
For the element T and any E ⊂ ∂T , we denote by
ΠkT : H1(T )→ Pk(T ) and ΠkE : L2(E)→ Pk(E).
the L2 orthogonal projections. Let us summarize the basic approximation and stability
properties of these operators.
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Lemma 5.13. Let v ∈ H1(T ) and E ⊂ ∂T . Then
‖v −ΠkT v‖T  hk‖v‖1,T , (5.3a)
|v −ΠkT v|∂T 
(
h
k
)1/2 ‖v‖1,T , (5.3b)
‖∇ΠkT v‖T  k1/2 ‖v‖1,T , (5.3c)
|v −ΠkEv|E 
(
h
k
)1/2 ‖v‖1,T . (5.3d)
Proof. (5.3a): Due to the optimality of the L2 projection, we obtain
‖ΠkT v − v‖T ≤ ‖vk − v‖T  hk ‖v‖1,T ,
where vk ∈ Pk(T ) is chosen according to Lemma 5.12.
(5.3b): This estimate was proven by Houston et. al. [88, Lem. 3.9] for parallelepipeds.
Recently, Chernov [42, Thm. 1.1] proved the same optimal result for simplices.
(5.3c): By the triangle inequality, we have
‖∇ΠkT v‖T ≤ ‖∇vk‖T + ‖∇(ΠkT v − vk)‖T .
According to Lemma 5.12, the first term is bounded by a multiple of ‖v‖1,T . Let us abbreviate
wk = ΠkT v − vk. The second term can be further estimated by
‖∇(ΠkT v − vk)‖2T = −(ΠkT v − vk,∆wk)T + 〈ΠkT v − vk, ∂nwk〉∂T
= −(v − vk,∆wk)T + 〈ΠkT v − vk, ∂nwk〉∂T
= (∇(v − vk),∇wk)T + 〈ΠkT v − v, ∂nwk〉∂T ,
where we used the L2 orthogonality of ΠkT . With Lemma 5.12, we can bound the first term by
a multiple of ‖v‖1,T ‖∇wk‖T , and by using (5.3c) and the discrete trace inequality of Lemma
5.11, we obtain
〈ΠkT v − v, ∂nwk〉∂T ≤ h−1/2|ΠkT v − v|∂T h1/2|∂nwk|∂T  k1/2‖v‖1,T ‖∇wk‖T .
The result now follows by combining the estimates above and dividing through ‖∇wk‖T =
‖∇(ΠkT v − vk)‖T .
(5.3d): Due to the optimality of ΠkE and (5.3b), we have
|v −ΠkEv|E ≤ |v −ΠkT v|E ≤ |v −ΠkT v|∂T 
(
h
k
)1/2 ‖v‖1,T ,
which yields the last estimate.
The estimate (5.3c) of Lemma 5.13 was proven in [61]. To the author’s best knowledge, this
sharp hp estimate was previously only known for d-dimensional parallelepipedal elements;
cf. e.g. [131, 88, 130].
5.3. Global estimates
Let us now turn to the definition of finite element meshes and spaces. Based on the results of
the previous section, we will also derive global estimates for our analysis.
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5.3.1. Piecewise polynomial spaces
With any mesh (Th, Eh), we can associate a polynomial degree distribution. To each element
T ∈ Th and every facet E ∈ Eh, we associate a polynomial degree of approximation kT ∈ N
and kE ∈ N, respectively. We define the functions kTh ∈ L2(Th) and kEh ∈ L2(Eh) such that
kTh |T = kT and kEh |E = kE for all T ∈ Th, E ∈ Eh,
and we denote the maximum polynomial degree as
kmax := max
T∈Th
kT = ‖kTh‖L∞(Ω).
For later reference, let us formulate some useful assumptions on the polynomial degree
distribution k := (kTh , kEh).
(P1) For any E ∈ Eh, we assume algebraic compatibility, i.e., there holds
kE ≥ kT whenever E ⊂ ∂T , T ∈ Th.
(P2) It is assumed that the polynomial degree distribution is locally quasi-uniform, i.e., there
exists a constant γ3 > 0, such that
kE ≤ γ3 kT for E ⊂ ∂T , T ∈ Th.
Remark 5.14. Unlike in conforming finite element methods, where the trace assumes the
minimal polynomial order of the neighboring elements, we require that the polynomial
order of the facet approximation is greater than or equal to the neighboring element orders.
This is later required to prove stability of the discrete methods. Typically, we choose
kE := max{kTi , kTj} on interior facets shared by the elements Ti, Tj ∈ Th. The constant
γ3 then only controls the variation of the polynomial degree between neighboring elements.
Using the polynomial degree distribution k, we can define global polynomial spaces as
Pk(Th) :=
{
vh ∈ L2(Ω) : vh|T ∈ PkT (T ) for all T ∈ Th
}
,
Pk(Eh) :=
{
v̂h ∈ L2(Γ) : vh|E ∈ PkE (E) for all E ∈ Eh
}
.
Based on the local estimates of the previous section, we can now derive global estimates.
5.3.2. Poincaré-type inequalities
In our analysis, we will need generalizations of the Poincaré inequality of Lemma 3.4. The
following result [120, Thm. 6.1] shows under which conditions the Lp-norms can be bounded
on the discrete level by a mesh dependent norm.
Lemma 5.15 (Discrete Poincaré-type inequality). Let vh ∈ Pk(Th) and1 ≤ p <∞ if d = 21 ≤ p ≤ 2dd−2 if d > 2.
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Figure 5.2.: Illustration of a 1-irregular mesh with a polynomial degree distribution satisfying
(P1) and (P2), with γ3 = 5/2. By assumption (P1), we relate the polynomial
degree of approximation on edges and their adjacent elements, whereas
assumption (P2) controls the variation of the polynomial orders between
neighboring elements. Such grading conditions on the polynomial degree
distribution are standard assumptions in hp finite element analysis; cf. e.g. [75].
Then there holds the Poincaré-type estimate
‖vh‖Lp(Ω) 
(
‖∇vh‖2Th +
∑
E∈Eh
1
hE
|[[vhn]]|2E
)1/2
, (5.4)
with a constant depending on p, Ω and the shape regularity of the mesh.
Using the previous estimate, we can prove a more general result. For brevity, we will in the
following employ the notation
H10 (Ω)⊕ Pk(Th) :=
{
v0 + vh : v0 ∈ H10 (Ω), vh ∈ Pk(Th)
}
.
Theorem 5.16. Under the assumptions of Lemma 5.15, the Poincaré-type estimate (5.4) also
holds for any v ∈ H10 (Ω)⊕ Pk(Th).
Proof. On each T ∈ Th, let us define v¯|T := Π0T v|T as the piecewise constant L2-projection.
By the triangle inequality, we have that
‖v‖Lp(Th) ≤ ‖v − v‖Lp(Th) + ‖v‖Lp(Th).
The first term is bounded element-wise by scaling arguments; cf. Ciarlet [44, Thm. 4.1.3]:
‖v − v‖pLp(T )  h
d−p2 (d−2)
T ‖∇v‖pT .
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For the second term we use Lemma 5.15 to bound
‖v‖Lp(Th) 
(∑
E∈Eh
1
hE
|[[vn]]|2E
)1/2  (∑
E∈Eh
1
hE
(|[[(v − v)n]]|2E + |[[vn]]|2E))1/2

(∑
T∈Th
‖∇v‖2T +
∑
E∈Eh
1
hE
|[[vn]]|2E
)1/2
.
Here, we used the approximation results of Lemma 5.12. Combining the two estimates yields
the stated result.
Remark 5.17. In contrast to related estimates in [95], see also [31] for the case p = 2, we
do not use a duality argument, which would require Lp regularity of the Laplacian. Thus our
estimates also hold on non-convex domains in three dimensions.
5.3.3. Global trace inequalities
For the analysis of the Navier-Stokes problem, we will also need the following trace
inequalities to bound scaled L4 trace norms. Recall that L4(∂Th) is the space of functions,
which are in L4(∂T ) on every T ∈ Th.
The first estimate makes use of the Poincaré type estimate in Theorem 5.16.
Lemma 5.18. Let v ∈ H10 (Ω)⊕ Pk(Th). Then, there holds(∑
T∈Th
hT |v|4L4(∂T )
)1/4  (‖∇v‖2Th +∑E∈Eh 1hE |[[vn]]|2E)1/2 ,
with a constant independent of the meshsize and the polynomial degree distribution.
Proof. By the L4 trace inequality of Lemma 5.5, we can bound
∑
T∈Th
hT |v|4L4(∂T )
1/4 
∑
T∈Th
‖v‖4L4(T ) +
∑
T∈Th
‖∇v‖4L2(T )
1/4 ,
 ‖v‖L4(Th) + ‖∇v‖Th ,
where we used that hT ≤ diam(Ω) and d ≤ 3. An application of Theorem 5.16 to bound the
term ‖v‖L4(Th) completes the proof.
The second estimate is an inverse inequality, which works on purely discrete functions.
Lemma 5.19. Let (vh, v̂h) ∈ Pk(Th)× Pk(Eh). Then, there holds(∑
T∈Th
hT
k2T
|vh − v̂h|4L4(∂T )
)1/4

(∑
T∈Th
k2T
hT
|vh − v̂h|2L2(∂T )
)1/2
,
with a constant independent of the meshsize and the polynomial degree distribution.
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Proof. We sum up over all facets of some T ∈ Th and use Corollary 5.10, to obtain
|vh − v̂h|4L4(∂T ) =
∑
E⊂∂T |vh − v̂h|
4
L4(E) 
∑
E⊂∂T
(
k2E
hE
)d−1
|vh − v̂h|4L2(E)

(
k2T
hT
)d−1 (∑
E⊂∂T |vh − v̂h|
2
L2(E)
)2
=
(
k2T
hT
)d−1
|vh − v̂h|4L2(∂T )
Here we used the estimate
∑
i |xi|2 ≤ (
∑
i |xi|)2, and the local quasi-uniformity of the mesh
(M3) and of the polynomial degree distribution (P2). Summing up over all elements yields
(∑
T∈Th
hT
k2T
|vh − v̂h|4L4(∂T )
)1/4

(∑
T∈Th
(
k2T
hT
)d−4 (
k2T
hT
|vh − v̂h|2L2(∂T )
)2)1/4

(∑
T∈Th
k2T
hT
|vh − v̂h|2L2(∂T )
)1/2
,
where we again used that hT ≤ diam(Ω) and d ≤ 3.
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The Poisson equation
In this chapter, we will analyze the interior penalty type hybrid discontinuous Galerkin
method (IP-HDG) method from Example 4.5. This method is a particular instance of the
hybrid methods discussed in Cockburn et. al. [46] in a unified (mixed) framework. For an
analysis and related results, let us also refer to [59, 103, 146].
We consider the Poisson problem (POI) with homogeneous boundary conditions
−∆u = f in Ω and u = 0 on ∂Ω, (6.1)
where f is a given function. The extension to more general boundary conditions is discussed
in Remark 6.14.
6.1. A hybrid discontinuous Galerkin method
Suppose that the mesh (Th, Eh) satisfies the assumptions (M1)–(M3) of Section 5.1 and that
the polynomial degree distribution k satisfies the assumptions (P1) and (P2) of Section 5.3.1.
The IP-HDG method in Example 4.5 is based on the primal formulation (4.11):
(∇uh,∇vh)Th − 〈uh − ûh, ∂nvh〉∂Th − 〈σ̂h · n, vh〉∂Th = (f, vh)Th . (6.2)
The dual numerical flux σ̂h · n is defined element-wise by
σ̂h · n := ∂nuh − α(uh − ûh), (6.3)
where α > 0 is a piecewise constant function to be specified later. The primal numerical flux
ûh is kept in the system as an additional (hybrid) unknown. For discretization, we choose the
finite element spaces
Vh := Pk(Th) and V̂h := { v̂h ∈ Pk(Eh) : v̂h = 0 on ∂Ω } .
The continuity [[ûhn]] = 0 of the primal flux is automatically satisfied, since ûh ∈ V̂h is single
valued on facets. The continuity [[σ̂h ·n]] = 0 of the dual flux is ensured in a variational sense,
by requiring that
〈σ̂h · n, v̂h〉∂Th = 0 for all v̂h ∈ V̂h. (6.4)
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By assumptions (P1)-(P2) on the polynomial degree distribution, the space V̂h is sufficiently
rich, which implies continuity [[σ̂h · n]] = 0 in a pointwise sense.
By using the definition (6.3) of the flux σ̂h · n in (6.2), and adding (6.4), we obtain the
following method.
Method 6.1. Given f ∈ L2(Ω), find uh ∈ Vh and ûh ∈ V̂h, such that
ah(uh, ûh; vh, v̂h) = (f, vh)Th , for all (vh, v̂h) ∈ Vh × V̂h, (6.5)
where the bilinear form ah is defined as
ah(u, û; v, v̂) := (∇u,∇v)Th − 〈u− û, ∂nv〉∂Th
− 〈∂nu, v − v̂〉∂Th + 〈α(u− û), v − v̂〉∂Th . (6.6)
with a piecewise constant α as in the definition of the flux (6.3).
6.2. Basic properties of the hybrid method
Let us shortly mention some basic properties of the hybrid method, which follow almost
immediately from its definition. As the first statement shows, the variational problem (6.5) is
a reasonable approximation for the Poisson problem.
Lemma 6.1 (Consistency). Let u denote the weak solution of problem (6.1) and assume that
u ∈ H2(Th). Then (u, u|Eh), also solves the discrete variational problem (6.5).
Proof. Due to the continuity of σ · n := ∂nu, we obtain that 〈∂nu, v̂h〉∂Th = 0. Integration by
parts on each element yields
ah(u, u|Eh ; vh, v̂h) = (∇u,∇vh)Th − 〈∂nu, vh〉∂Th = −(∆u, vh)Th = (f, vh)Th ,
where we used the problem formulation (6.1) in the last step.
The consistency of Method 6.1 readily implies the following Galerkin orthogonality.
Corollary 6.2. Let the assumptions of Lemma 6.1 hold. Then, we obtain
ah(u− uh, u|Eh− ûh; vh, v̂h) = 0, for all (vh, v̂h) ∈ Vh × V̂h. (6.7)
By testing with vh = χT (the characteristic function of T ) and the continuity condition (6.4),
we obtain the following conservation property.
Lemma 6.3 (Conservation). Let (uh, ûh) be the solution of Method 6.1 and σ̂h · n as in (6.3).
Then ∫
T
f dx+
∫
∂T
σ̂h · n ds = 0. (6.8)
Moreover, there holds
[[σ̂h · n]] = 0 on E◦h and
∫
Ω
f dx+
∫
∂Ω
σ̂h · n ds = 0. (6.9)
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6.3. Discrete stability
Next, we establish the unique solvability of the discrete problem (6.5), and we derive the
basic a-priori error estimates. The arguments utilized in the following, e.g., the use of
mesh dependent norms, are standard tools for the analysis of nonconforming finite element
methods, see e.g. [4, 28, 6] and the references therein.
The crucial ingredient for Lemma 3.6 (Lax-Milgram) is the coercivity of the bilinear form ah.
By definition of ah, we have that
ah(uh, ûh;uh, ûh) = ‖∇uh‖2Th + |α1/2(uh − ûh)|2∂Th − 2〈∂nuh, uh − ûh〉∂Th , (6.10)
for all (uh, ûh) ∈ Vh × V̂h. The first two terms suggest that the coercivity can be shown with
respect to the mesh dependent norm
‖(uh, ûh)‖21,h := ‖∇uh‖2Th + |uh − ûh|21/2,h, (6.11)
where we define scaled trace norms on L2(∂Th) by
|v|±1/2,h :=
(∑
T ∈Th
|v|2±1/2,∂T
)1/2
, where |v|±1/2,∂T := α±1/2|T |v|∂T .
Similar norms are frequently used for the analysis of non-conforming methods; cf. e.g. [4].
By definition of the norms and the Cauchy-Schwarz inequality, we have
〈u, v〉∂Th ≤ |u|1/2,h|v|−1/2,h for all u, v ∈ L2(∂Th),
which mimics the inequality for the duality product on the continuous level.
In order to show the coercivity, we need to absorb the term 〈∂nuh, uh − ûh〉∂Th in (6.10) by
the quadratic terms. By using the Cauchy-Schwarz and Young inequalities, we can bound
−2〈∂nuh, uh − ûh〉∂Th ≥ −2|∂nuh|2−1/2,h − 12 |uh − ûh|21/2,h.
What remains is to bound the first term on the right hand side properly. Let us by CT denote
the constant from the discrete L2 trace estimate (5.2a), and assume that
α ∈ P0(Th) : 4CT k
2
T
hT
≤ α|T ≤ CT
k2T
hT
on every T ∈ Th, (6.12)
for some upper bound CT < ∞. We obtain the following result by applying (5.2a) on each
element and summation.
Lemma 6.4. Let α be chosen as in (6.12). Then, there holds
|∂nvh|−1/2,h ≤ 12‖∇vh‖Th for all vh ∈ Vh. (6.13)
Combining the above estimates, we obtain the coercivity of ah in the energy norm.
Lemma 6.5 (Coercivity). The bilinear form ah is uniformly coercive, i.e.,
ah(uh, ûh;uh, ûh) ≥ 12 ‖(uh, ûh)‖21,h, for all (uh, ûh) ∈ Vh × V̂h.
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Recall that we use the notation a  b to express that a ≤ Cb, where C is independent of
the mesh and the polynomial degree distribution. As a consequence of Lemma 5.15 and the
triangle inequality, we obtain the following result.
Lemma 6.6 (Poincaré-type inequality). For all (vh, v̂h) ∈ Vh × V̂h, there holds
‖vh‖Th ≤ Cp‖(vh, v̂h)‖1,h. (6.14)
with a constant Cp depending on p, Ω, and the shape-regularity of the mesh.
By the Cauchy-Schwarz inequality and the Poincaré type inequality, we obtain the bound
(f, uh)Th ≤ ‖f‖Th‖uh‖Th  ‖f‖Th‖(uh, ûh)‖1,h. (6.15)
Together with the coercivity of ah (Lemma 6.5), its boundedness on finite dimensional spaces,
and Lemma 3.6 (Lax-Milgram), we readily obtain the stability of Method 6.1.
Theorem 6.7. Method 6.1 has a unique solution (uh, ûh), satisfying the a-priori bound
‖(uh, ûh)‖1,h  ‖f‖Th . (6.16)
6.4. A priori error estimates
Knowing, that a unique discrete solution to (6.5) exists, the next question that arises is the
quality of the approximation, which we can expect from the discrete method. The a-priori
error estimates will be derived with respect to the stronger energy norm
|||(u, û)|||1,h :=
(
‖(u, û)‖21,h + |∂nu|2−1/2,h
)1/2
, (6.17)
which allows us to bound the bilinear form ah also on infinite dimensional spaces. On the
discrete spaces Vh × V̂h, this norm is equivalent to ‖(·, ·)‖1,h.
Lemma 6.8 (Norm equivalence). For any (vh, v̂h) ∈ Vh × V̂h, there holds
‖(vh, v̂h)‖1,h ≤ |||(vh, v̂h)|||1,h ≤
√
5
2 ‖(vh, v̂h)‖1,h.
Proof. By definition, there holds
‖(vh, v̂h)‖21,h ≤ |||(vh, v̂h)|||21,h = ‖(vh, v̂h)‖21,h + |∂nvh|2−1/2,h ≤ 54‖(vh, v̂h)‖21,h.
In the last step, we used the estimate of Lemma 6.4.
By the Cauchy-Schwarz inequality and elementary manipulations, we obtain the continuity
of ah in the strong energy norm.
Lemma 6.9 (Continuity). For all u, v ∈ H2(Th) and û, v̂ ∈ L2(Eh), there holds
|ah(u, û; v, v̂)| ≤
√
3|||(u, û)|||1,h|||(v, v̂)|||1,h.
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6.4.1. Energy norm estimate
Suppose that the weak solution u of the Poisson problem (6.1) satisfies the assumption u ∈
H2(Th). By the triangle inequality, we can split the energy error into two components. For
any (vh, v̂h) there holds
|||(u− uh, u|Eh− ûh)|||1,h ≤ |||(u− vh, u|Eh− v̂h)|||1,h + |||(vh − uh, v̂h − ûh)|||1,h. (6.18)
By choosing the functions (vh, v̂h) appropriately, the first term can be bounded by the
approximation estimates of Lemma 5.12. For the second term we use the coercivity of ah
and the Galerkin-orthogonality from Corollary 6.2 to obtain
|||(uh − vh, ûh − v̂h)|||21,h  ‖(uh − vh, ûh − v̂h)‖21,h
 ah(uh − vh, ûh − v̂h;uh − vh, ûh − v̂h)
= ah(u− vh, u|Eh− v̂h;uh − vh, ûh − v̂h)
 |||(u− vh, u|Eh− v̂h)|||1,h|||(uh − vh, ûh − v̂h)|||1,h.
In the last step, we used the continuity of Lemma 6.9. Together with the previous estimate
and (6.18) we obtain following variant of Strang’s second lemma [26, p. 107].
Theorem 6.10 (Quasi-best approximation). The solution of Method 6.1 satisfies
|||(u− uh, u|Eh− ûh)|||1,h  |||(u− vh, u|Eh− v̂h)|||1,h.
for all (vh, v̂h) ∈ Vh × V̂h.
The approximation results of Lemma 5.12 then yield the following convergence estimate.
Theorem 6.11 (A-priori estimate). Assume that the weak solution u of problem (6.1) satisfies
u|T ∈ HmT+1(T ) with mT ≥ 1 for all T ∈ Th. Then
|||(u− uh, u|Eh− ûh)|||1,h 
∑
T∈Th
h
2 min{mT ,kT }
T
k2mT−1T
‖u‖2HmT+1(T )
1/2 .
For a uniform meshsize h and polynomial degree k, we obtain the simple statement
|||(u− uh, u|Eh− ûh)|||1,h 
hm
km−1/2
‖u‖Hm+1(Ω), 1 ≤ m ≤ k,
which holds for u ∈ Hm+1(Th).
Remark 6.12. The hp error estimate of Theorem 6.11 is optimal with respect to the mesh size
and slightly suboptimal by half a power of the polynomial degree. This suboptimality is a
known difficulty for DG methods; cf. e.g. [88, 119].
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6.4.2. L2 error estimate
Under an additional regularity assumption on the problem, one can also obtain order optimal
error estimates in the L2 norm by the duality argument of Aubin and Nitsche; cf. e.g. [26,
Lem. 7.6].
Let w be the solution of the adjoint problem{
−∆w = g in Ω,
w = 0 on ∂Ω. (6.19)
with g = u− uh, and assume that the adjoint problem is H2 regular, i.e., there holds
‖w‖2,Ω  ‖u− uh‖Th , (6.20)
with a constant independent of u and uh. Then
‖u− uh‖2Th = (u− uh, u− uh)Th = (u− uh,−∆w)Th
= (∇(u− uh),∇w)Th − 〈u|Eh− uh, ∂nw〉∂Th .
By the regularity of u and w, we have
〈u|Eh− ûh, ∂nw〉∂Th = 0 and 〈 · , w − w|Eh〉∂Th = 0.
Adding such zero terms and using the Galerkin orthogonality (Corollary 6.2), we obtain
‖u− uh‖2Th = ah(u− uh, u− ûh;w,w|Eh)
= ah(u− uh, u− ûh;w − wh, w|Eh− ŵh)
 |||(u− uh, u|Eh− ûh)|||1,h|||(w − wh, w|Eh− ŵh)|||1,h.
for any (wh, ŵh) ∈ Vh×V̂h. In the last step, we used the continuity of the bilinear form stated
in Lemma 6.9. Using an element (wh, ŵh) with optimal approximation properties and Lemma
5.12 yields
‖u− uh‖2Th 
(
max
T∈Th
h2T
kT
)1/2
|||(u− uh, u|Eh− ûh)|||1,h‖w‖2,Ω

(
max
T∈Th
h2T
kT
)1/2
|||(u− uh, u|Eh− ûh)|||1,h‖u− uh‖Th .
Summarizing, we obtain the following estimate:
Theorem 6.13 (L2 estimate). Assume that the adjoint problem (6.19) is H2 regular. Then
‖u− uh‖Th 
(
max
T∈Th
h2T
kT
)1/2
|||(u− uh, u|Eh− ûh)|||1,h.
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We emphasize, that the additional factor, which we obtained by the Aubin-Nitsche argument
is not local. For a uniform meshsize h and polynomial degree k, we obtain
‖u− uh‖Th 
hm+1
km
‖u‖Hm+1(Ω), 1 ≤ m ≤ k,
which holds for u ∈ H10 (Ω) ∩ Hm+1(Th). This estimate is again optimal with respect to the
meshsize h and slightly suboptimal with respect to the polynomial degree k.
6.5. Additional remarks
Remark 6.14. For simplicity, we only considered homogeneous Dirichlet boundary conditions
up to this point. The analysis of the discrete method with more general boundary conditions
can be carried out similarly as for the homogeneous problem. Let us consider the Poisson
problem (POI) with mixed boundary conditions
−∆u = f, in Ω, u = gD, on ∂ΩD, ∂nu = gN , on ∂ΩN .
One difference here is that we only need to constrain our solution at the boundary ∂ΩD. To
incorporate the Dirichlet boundary conditions, we define the space for the primal flux as
V̂h(g) :=
{
v̂h ∈ Pk(Eh) : v̂h = Π̂kh g on ∂ΩD
}
, (6.21)
where Π̂kh : L2(Eh) → Pk(Eh) denotes the L2-orthogonal projection operator. To address the
Neumann boundary conditions, we modify the numerical flux σ̂h · n at the boundary to stay
consistent: We define
σ̂h · n := Π̂kh gN on ∂ΩN .
Instead of Method 6.1 we then consider the following discrete problem: find (uh, ûh) ∈ Vh ×
V̂h(gD) such that:
ah(uh, ûh; vh, v̂h) = (f, vh)Ω + 〈gN , v̂h〉∂ΩN , for all (vh, v̂h) ∈ Vh × V̂h(0),
All results of this section can now be applied almost verbatim to this problem.
Remark 6.15. A major advantage of hybrid mixed (DG) methods is the possibility to obtain
a better approximation of uh by a local post-processing [5, 133, 36, 45]. For example,
the lowest order hybrid mixed method (Example 4.4) utilizes a space V̂h ⊂ P0(Eh) of
piecewise constant functions for the approximation of the primal flux ûh. It is then possible
to reconstruct a piecewise linear approximation uh by local post-processing of ûh [5, 133]. A
similar approach is also viable for the IP-HDG method: Since∇vh ∈ Pk−1(Th), there holds
〈uh − ûh, ∂nvh〉∂Th = 〈Π̂k−1h (uh − ûh), ∂nvh〉∂Th .
This suggests to utilize a projection also in the definition of the numerical flux
σ̂h · n := ∂nuh − αΠ̂k−1h (uh − ûh).
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It then suffices to approximate ûh with polynomials of order k − 1. This yields a reduction
of the degrees of freedom in the global system. Again, all results of this section hold almost
verbatim for the resulting method. It can be shown that the projected method is consistent
and stable [59, 62]. Moreover, we obtain order optimal approximation. In particular, the
convergence rate of Theorem 6.11 holds with respect to the modified energy norm, i.e.,
‖(uh, ûh)‖1,h :=
(
‖∇uh‖2Th + |Π̂k−1h (uh − ûh)|21/2,h
)1/2
.
This modified IP-HDG method performs well for elliptic problems, e.g. the Poisson [59] or
the Darcy-Stokes-Brinkmann equations [62]. However, in the presence of a (dominant)
convective term, the projection of the jump terms produces a non-consistent approximation,
and a reduction in the degree of approximation. Hence, we will not further consider this
variant in the rest of this work.
Remark 6.16. The a-priori error estimates with respect to the stronger energy norm require
additional regularity of the solution. Employing similar techniques as in Di Pietro and Ern
[120], one can still show convergence in the weaker energy norm under minimal regularity
assumptions.
6.6. Numerical results
In this section, we will present numerical results in support of our theoretical findings. We
consider a potential flow (cf. Section 2.2.3) around a cylinder of radius R = 1, which is
located at the center of a square domain Ω = (−3, 3)2 as depicted in Figure 6.6. The boundary
value problem reads as
−∆φ = 0 in Ω with φ = φex on ∂Ω,
where the exact solution is given by [91]
φex(x, y) = x
(
1 + R
2
x2 + y2
)
.
Far from the cylinder, the velocity is considered to be parallel to the x-axis, and at the cylinder
surface, there holds ∂nφex = 0, which prevents penetration of the cylinder by the fluid.
To approximately solve the above problem, we apply the IP-HDG Method 6.1 on a sequence
of uniformly refined meshes. Discretization errors in the L2 norm and the energy norm are
computed using the analytic solution. A plot of the initial triangulation and the solution is
depicted in Figure 6.6. In Table 7.1, we list the numerical errors obtained with different
orders of approximation (k = 1, 2, 3). It can be seen that the convergence rates are in good
agreement with the theoretical results obtained in Theorems 6.11 and 6.13.
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Figure 6.1.: The initial triangulation used for the numerical experiments and a plot of the
velocity potential φh obtained by a third order approximation. Moreover, we
plot the isolines for the potential and also streamlines of the flow, which one can
compute from the gradient of the discrete solution.
k level ‖φ− φh‖Th rate ‖(eh, êh)‖1,h rate
1
0 2.6927 · 10−2 − 7.2111 · 10−1 −
1 7.0513 · 10−3 1.93 3.6133 · 10−1 1.00
2 1.7944 · 10−3 1.97 1.8311 · 10−1 0.98
3 4.5183 · 10−4 1.99 9.1702 · 10−2 1.00
2
0 3.8192 · 10−3 − 8.8468 · 10−2 −
1 5.4998 · 10−4 2.80 2.4620 · 10−2 1.85
2 7.1988 · 10−5 2.93 6.3339 · 10−3 1.96
3 9.1321 · 10−6 2.98 1.5961 · 10−3 1.99
3
0 5.3495 · 10−4 − 1.3607 · 10−2 −
1 4.0494 · 10−5 3.72 2.0274 · 10−3 2.75
2 2.7024 · 10−6 3.91 2.6772 · 10−4 2.92
3 1.8043 · 10−7 3.90 3.4052 · 10−5 2.97
Table 6.1.: Potential flow around a cylinder: Errors of the numerical solution for Pk
approximations on a sequence of uniformly refined meshes.
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The Stokes equations
Let us next discuss the extension of the IP-HDG method proposed in Chapter 6 to the Stokes
problem. The main point here is the appropriate incorporation of the incompressibility
constraint. Most of the results presented below can be found in [61]; similar methods are
discussed e.g. in [141, 130, 103, 51, 47].
We consider the Stokes problem (STO) with homogeneous Dirichlet boundary conditions:
−∆u+∇p = f in Ω,
divu = 0 in Ω,
u = 0 on ∂Ω.
(7.1)
Mixed boundary conditions can be included by similar modifications as for the Poisson
problem; cf. Remark 6.14.
7.1. Variational principle
Let us start by deriving a variational form for the Stokes problem in the spirit of Section 4.2.
We introduce the stress σ :=∇u− pI and rewrite the problem (7.1) as a first order system
σ −∇u+ pI = 0 in Ω,
−divσ = f in Ω,
divu = 0 in Ω,
u = 0 on ∂Ω.
(7.2)
Let us again assume that u and σ are sufficiently smooth. By multiplying the equations in
(7.2) with test functions τ ∈H1(T )d, v ∈H1(T ) and q ∈ H1(T ), integrating over an element
T , and applying the Gauß-Green formula, we obtain
(σ + pI, τ )T + (u, div τ )T − 〈u, τ · n〉∂T = 0,
(σ,∇v)T − 〈σ · n,v〉∂T = (f ,v)T ,
−(u,∇q)T + 〈u, qn〉∂T = 0.
On every facet E ⊂ ∂T , we introduce the traces of the functions u and σ on the element
boundaries as
û|E = u|∂T∩E and σ̂ · n|E = σ · n|∂T∩E , (7.3)
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to denote the fluxes. Summing over all elements, we see that the solution (u,σ, p) of the
Stokes problem (7.2) satisfies the variational principle
(σ + pI, τ )Th + (u,div τ )Th − 〈û, τ · n〉∂Th = 0 for all τ ∈H1(Th)d,
(σ,∇v)Th − 〈σ̂ · n,v〉∂Th = (f ,v)Th for all v ∈H1(Th),
−(divu, q)Th + 〈u− û, qn〉∂Th = 0 for all q ∈ H1(Th).
If σ is piecewise smooth, e.g., σ ∈H1(Th), and f ∈ L2(Ω), then σ ·n is well-defined on, and
continuous across element interfaces. In addition, since u ∈H10 (Ω), we obtain the continuity
conditions
[[û · n]] = 0 and [[σ̂ · n]] = 0. (7.4)
on all internal facets E ∈ E◦h. Again, by testing the variational principle with characteristic
functions, we obtain local and global conservation properties of the form (4.7) and (4.8).
7.2. A hybrid discontinuous Galerkin method
By choosing piecewise polynomial spaces Σh ⊂ H1(Th)d, Vh ⊂ H2(Th) and Qh ⊂ H1(Th)
in which we seek an approximation (σh,uh, ph) of the exact solution (σ,u, p), we obtain the
variational principle
(σh + phI, τh)Th + (uh,div τh)Th − 〈ûh, τ · n〉∂Th = 0, (7.5)
(σh,∇vh)Th − 〈σ̂h · n,vh〉∂Th = (f ,vh)Th , (7.6)
−(divuh, qh)Th + 〈uh − ûh, qhn〉∂Th = 0, (7.7)
where we denote the numerical fluxes by ûh and σ̂h · n.
As in Example 4.5, we additionally require that Σh ⊇ ∇Vh. Similarly as in Section 4.3, we
test (7.5) with τh =∇vh, which allows us to substitute (σh,∇vh)Th in (7.6). This yields
(∇uh − phI,∇vh)Th − 〈σ̂h · n,vh〉∂Th − 〈uh − ûh, ∂nvh〉∂Th = (f ,vh)Th , (7.8)
−(divuh, qh)Th + 〈uh − ûh, qhn〉∂Th = 0. (7.9)
We consider the dual numerical flux σ̂h · n to be defined element-wise as
σ̂h · n := ∂nuh − α(uh − ûh)− phn, (7.10)
which resembles an approximation of the normal stress σ · n = ∂nu − pn. Again, we keep
the primal numerical flux ûh in the system as an additional (hybrid) unknown and we define
the element-wise stabilization parameter α as in (6.12).
We again assume that the mesh and the polynomial degree distribution satisfy the basic
assumptions (M1)–(M3) and (P1)–(P2). For the approximation of the discrete velocity, we
utilize the spaces
Vh := Pk(Th)d and V̂h :=
{
v̂h ∈ Pk(Eh)d : v̂h = 0 on ∂Ω
}
, (7.11)
60
7.3. Basic properties of the hybrid method
which is the natural generalization of the scalar case considered in Section 6.1. The discrete
pressure is approximated in the space
Qh :=
{
qh ∈ L20(Ω) : qh|T ∈ PkT−1(T )
}
= Pk−1(Th) ∩ L20(Ω). (7.12)
Other choices of Qh are discussed in Remark 7.15. As for the Poisson problem, the pointwise
continuity [[σ̂h · n]] = 0 of the dual flux is ensured by requiring that
〈σ̂h · n, v̂h〉∂Th = 0 for all v̂h ∈ V̂h. (7.13)
Using the definition (7.10) of the flux σ̂h · n in (7.8)–(7.9), and adding (7.13), we arrive at
the following method.
Method 7.1. Given f ∈ L2(Ω), find (uh, ûh) ∈ Vh × V̂h, and ph ∈ Qh, such that{
ah(uh, ûh;vh, v̂h) + bh(vh, v̂h; ph) = (f ,vh)Th ,
bh(uh, ûh; qh) = 0,
(7.14)
for all (vh, v̂h) ∈ Vh × V̂h, and qh ∈ Qh, with bilinear forms defined by
ah(u, û;v, v̂) := (∇u,∇v)Th − 〈∂nu,v − v̂〉∂Th
− 〈u− û, ∂nv〉∂Th + 〈α(u− û),v − v̂〉∂Th , (7.15)
bh(v, v̂; q) := −(div v, q)Th + 〈v − v̂, qn〉∂Th , (7.16)
7.3. Basic properties of the hybrid method
Similarly as for the Poisson problem, we start by proving consistency of the discrete method.
Lemma 7.1 (Consistency). Let (u, p) denote the weak solution of the Stokes problem (7.1) and
assume that u ∈H2(Th) and p ∈ H1(Th). Then (u,u|Eh; p) also satisfies the discrete variational
problem (7.14), i.e., Method 7.1 is consistent.
Proof. We integrate by parts on each element, and use (7.1) to obtain that
ah(u,u|Eh;vh, v̂h) + bh(vh, v̂h; p) = (∇u− pI,∇vh)Th − 〈∂nu− pn,vh − v̂h〉∂Th
= (−∆u+∇p,vh)Th + 〈∂nu− pn, v̂h〉∂Th
= (f ,vh)Th + 〈∂nu− pn, v̂h〉∂Th
for all (vh, v̂h) ∈ Vh × V̂h. Here we used the identity (div vh, p)Th = (∇vh, pI)Th and we
tacitly canceled all terms of the form 〈u− u|Eh, · 〉∂Th . Using the continuity of σ ·n, it follows
by summation that 〈∂nu− pn, v̂h〉∂Th vanishes for any v̂h ∈ V̂h. Moreover, since divu = 0
and u is continuous across element interfaces, we obtain that
bh(u,u|Eh; qh) = −(divu, qh)Th + 〈u− u|Eh , qhn〉∂Th = 0,
for any qh ∈ Qh.
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Using the previous result, we immediately obtain Galerkin orthogonality.
Corollary 7.2. Let the assumptions of Lemma 7.1 hold. Then
ah(u− uh,u|Eh− ûh;vh, v̂h) + bh(vh, v̂h; p− ph) = 0, (7.17)
bh(u− uh,u|Eh− ûh; qh) = 0, (7.18)
for all (vh, v̂h) ∈ Vh × V̂h and all qh ∈ Qh.
Testing the discrete variational principle with characteristic functions and using the continuity
condition (7.13), we obtain the following conservation properties.
Lemma 7.3 (Conservation). Let (uh, ûh, ph) be the solution of Method 7.1 and σ̂h · n defined
as in (7.10). Then∫
∂T
ûh · n ds = 0 and
∫
T
f dx+
∫
∂T
σ̂h · n ds = 0, (7.19)
for all T ∈ Th. Moreover, there holds
[[σ̂h · n]] = 0 on E◦h and
∫
Ω
f dx+
∫
∂Ω
σ̂h · n ds = 0. (7.20)
The local and global properties from Lemma 7.3 resemble the conservation of mass and
momentum on the discrete level, respectively.
7.4. Discrete stability
In this section, we establish the unique solvability of the discrete problem by verifying the
assumptions of Lemma 3.8 (Brezzi) for the discrete variational problem (7.14). The discrete
stability of Method 7.1 is proved with respect to the norms
‖(v, v̂)‖1,h =
(
‖∇v‖Th + |v − v̂|21/2,h
)1/2
and ‖q‖Th =
(∑
T∈Th
‖q‖2T
)1/2
.
We particularly investigate the dependence of the estimates on the polynomial degree of
approximation.
The coercivity of the bilinear form ah follows with exactly the same arguments as for the
Poisson problem in Lemma 6.5.
Lemma 7.4 (Coercivity). The bilinear form ah is uniformly coercive, i.e., there holds
ah(uh, ûh;uh, ûh) ≥ 12 ‖(uh, ûh)‖21,h for all (uh, ûh) ∈ Vh × V̂h.
In order to show inf-sup stability of the bilinear form bh, we will explicitly construct a Fortin
operator [73, 26], which is used for the proof of the discrete inf-sup condition for the bilinear
form bh. In contrast to previous work (e.g. [141, 130, 103]), we will employ the L2-
orthogonal projection operators
Πh : H10 (Ω)→ Vh and Π̂h : L2(Eh)→ V̂h.
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Lemma 7.5 (Fortin projector). For any function v ∈H10 (Ω) there holds
bh(Πhv, Π̂hv|Eh; qh) = b(v, qh) for all qh ∈ Qh, (7.21)
i.e., (Πhv, Π̂hv|Eh) is a Fortin operator. Moreover, there holds
‖(Πhv, Π̂hv|Eh)‖1,h  k
1/2
max‖v‖1,Ω for all v ∈H10 (Ω). (7.22)
Proof. Observe that for any v ∈H10 (Ω) and every element T ∈ Th there holds
−(div Πhv, qh)T + 〈Πhv − Π̂hv, qhn〉∂T = (Πhv,∇qh)T − 〈Π̂hv, qhn〉∂T
= (v,∇qh)T − 〈v, qhn〉∂T = −(div v, qh)T ,
where we used integration by parts and the orthogonality of the projectors Πh and Π̂h.
Summing over all elements proves (7.21). In order to verify the bound (7.22), we use the
estimates of Lemma 5.13, which yield
‖∇Πhv‖2T + |Πhv − Π̂hv|21/2,∂T
 ‖∇Πhv‖2T + k
2
T
hT
(
|v −Πhv|2∂T + |v − Π̂hv|2∂T
)
 kT ‖v‖21,T ,
on every element T ∈ Th, with a constant independent of hT and kT . Here we used the
assumption, that α|T ≈ k2T /hT . Bounding kT ≤ kmax, and summing over all elements yields
the estimate (7.22).
The following stability result for the bilinear form bh is the central ingredient for the analysis
of the IP-HDG method.
Lemma 7.6 (Inf-sup stability). The stability estimate
sup
(vh,v̂h)∈Vh×V̂h
bh(vh, v̂h; qh)
‖(vh, v̂h)‖1,h  k
−1/2
max ‖qh‖Th ,
holds uniformly for all functions qh ∈ Qh.
Proof. The inf-sup stability follows by standard arguments; cf. e.g. [26, Thm. 4.8]. For any
qh ∈ Qh ⊂ L20(Ω), the continuous inf-sup condition of Lemma 3.9 yields
k
−1/2
max ‖qh‖Th  k−1/2max sup
v∈H10 (Ω)
b(v, qh)
‖v‖1,Ω  supv∈H10 (Ω)
b(Πhv, Π̂hv|Eh; qh)
‖(Πhv, Π̂hv|Eh)‖1,h
,
where we used the properties of the Fortin operator of Lemma 7.5. By construction we have
(Πhv, Π̂hv|Eh) ∈ Vh × V̂h for any v ∈H10 (Ω), which ends the proof.
Using the discrete coercivity, the inf-sup stability and Lemma 3.8 (Brezzi) yields the well-
definedness of the IP-HDG method.
Theorem 7.7. Method 7.1 has a unique solution satisfying the a-priori bounds
‖(uh, ûh)‖1,h  ‖f‖Ω and ‖ph‖Th  k1/2max‖f‖Ω.
63
Chapter 7. The Stokes equations
7.5. A-priori error estimates
The a-priori estimates obtained in this section follow with standard arguments, see e.g.
[36, 26, 66, 130]. We will however present detailed proofs in order to keep track of the
dependence on the polynomial degree.
Let (u, p) denote the weak solution of problem (7.1) and assume that u ∈ H2(Th) and
p ∈H1(Th). By (uh, ûh; ph), we denote the solution of Method 7.1.
For the derivation of a-priori estimates, we utilize the stronger energy norms
|||(u, û)|||1,h :=
(
‖(u, û)‖21,h + |∂nu|2−1/2,h
)1/2
, (7.23)
|||q|||0,h :=
(
‖q‖2Th + |q|2−1/2,h
)1/2
, (7.24)
The stronger energy norms allow us to bound the bilinear forms ah and bh also on infinite
dimensional spaces. By the Cauchy-Schwarz inequality and the definition of the norms, we
obtain the following estimates.
Lemma 7.8 (Continuity). The bilinear form ah is bounded by
|ah(u, û;v, v̂)| ≤
√
3|||(u, û)|||1,h|||(v, v̂)|||1,h,
for all u,v ∈H2(Th) and û, v̂ ∈ L2(Eh). Similarly, there holds
|bh(u, û; p)| ≤
√
d ‖(u, û)‖1,h|||p|||0,h,
for all u ∈H2(Th), û ∈ L2(Eh) and p ∈ H1(Th).
Proof. The continuity of ah is given in Lemma 6.9. By the Cauchy-Schwarz inequality and
Young’s inequality, we furthermore obtain
|bh(u, û; p)| ≤ ‖ divu‖Th‖p‖Th + |u− û|1/2,h|p|−1/2,h
≤
(
‖ divu‖2Th + |u− û|21/2,h
)1/2 (‖p|2Th + |p|2−1/2,h)1/2
≤
√
d‖(u, û)‖1,h|||p|||0,h,
where we used the estimate ‖ divu‖Th ≤
√
d‖∇u‖Th .
As shown before for the Poisson problem (Lemma 6.8), these norms are equivalent to the pair
of weaker energy norms on the discrete level:
Lemma 7.9 (Norm equivalence). For any (vh, v̂h) ∈ Vh × V̂h and qh ∈ Qh, there holds
‖(vh, v̂h)‖1,h ≤ |||(vh, v̂h)|||1,h 
√
5
2 ‖(vh, v̂h)‖1,h and ‖qh‖Th ≤ |||qh|||0,h 
√
5
2 ‖qh‖Th .
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7.5.1. Energy norm estimates
Using the triangle inequality, we can split the velocity error into
|||(u− uh,u|Eh− ûh)|||1,h  |||(u− zh,u|Eh− ẑh)|||1,h + |||(uh − zh, ûh − ẑh)|||1,h, (7.25)
for any (zh, ẑh) ∈ Vh × V̂h. In a first step, we show that the second term can essentially be
bounded by the first if (zh, ẑh) belongs to the discrete kernel space
V 0h :=
{
(vh, v̂h) ∈ Vh × V̂h : bh(vh, v̂h; qh) = 0, for all qh ∈ Qh
}
.
Lemma 7.10. For any (zh, ẑh) ∈ V 0h and qh ∈ Qh, there holds
|||(u− uh,u|Eh− ûh)|||1,h  |||(u− zh,u|Eh− ẑh)|||1,h + |||p− qh|||0,h. (7.26)
Proof. We use the coercivity of ah (Lemma 7.4), the equivalence of the energy norms, and
the Galerkin-orthogonality (7.17) from Lemma 7.2, to obtain
|||(uh − zh, ûh − ẑh)|||21,h  ‖(uh − zh, ûh − ẑh)‖21,h
 ah(uh − zh, ûh − ẑh;uh − zh, ûh − ẑh)
= ah(u− zh,u|Eh− ẑh;uh − zh, ûh − ẑh) + bh(uh − zh, ûh − ẑh; p− ph).
Since the solution (uh,uh) of Method 7.1 and (zh, ẑh) satisfy the discrete divergence
constraint, we have
bh(uh − zh, ûh − ẑh; ph − qh) = 0 for any qh ∈ Qh.
Adding this term and using the continuity of the bilinear forms, we obtain
|||(uh − zh, ûh − ẑh)|||21,h
 ah(u− zh,u|Eh− ẑh;uh − zh, ûh − ẑh) + bh(uh − zh, ûh − ẑh; p− qh)

(
|||(u− zh,u|Eh− ẑh)|||1,h + |||p− qh|||0,h
)
|||(uh − zh, ûh − ẑh)|||1,h.
Combining the above bound with (7.25) yields the result.
As a second step, we verify, that functions (zh, ẑh) ∈ V 0h have the same approximation
properties as arbitrary functions in Vh × V̂h; cf. [26, 36] for similar arguments.
Lemma 7.11. For every (vh, v̂h) ∈ Vh × V̂h, there exists an element (zh, ẑh) ∈ V 0h , such that
|||(u− zh,u− ẑh)|||1,h  k1/2max|||(u− vh,u− v̂h)|||1,h.
Proof. Let (vh, v̂h) ∈ Vh × V̂h be given. Due to the inf-sup stability of Lemma 7.6, and the
continuity of bh, there exists a (wh, ŵh) ∈ Vh × V̂h, such that
bh(wh, ŵh; qh) = bh(u− vh,u|Eh− v̂h; qh) for all qh ∈ Qh,
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with the additional property that
|||(wh, ŵh)|||1,h  ‖(wh, ŵh)‖1,h  k1/2max ‖(u− vh,u|Eh− v̂h)‖1,h,
Here, we again used the inf-sup stability, the continuity of bh and the equivalence of the
norms on the finite dimensional spaces. The function (zh, ẑh) = (vh +wh, v̂h + ŵh) satisfies
bh(zh, ẑh; qh) = bh(vh, v̂h; qh) + bh(u− vh,u|Eh− v̂h; qh) = 0,
i.e., (zh, ẑh) ∈ V 0h , where the last equality is due to the consistency of the method. Moreover,
by the definition of (zh, ẑh) and the triangle inequality, there holds
|||(u− zh,u|Eh− ẑh)|||1,h  k
1/2
max|||(u− vh,u|Eh− v̂h)|||1,h,
which proves the assertion.
Given the results above, let us state the main results of this section.
Theorem 7.12 (Quasi-optimality). There holds
|||(u− uh, u|Eh− ûh)|||1,h + k
−1/2
max |||p− ph|||0,h
 k1/2max|||(u− vh,u|Eh− v̂h)|||1,h + |||p− qh|||0,h.
for all (vh, v̂h) ∈ Vh × V̂h and qh ∈ Qh.
Proof. In view of Lemmata 7.10 and 7.11, it remains to show the estimate for the pressure.
For any qh ∈ Qh, there holds
|||p− ph|||0,h ≤ |||p− qh|||0,h + |||qh − ph|||0,h.
By the discrete inf-sup stability from Lemma 7.6, there exists a (vh, v̂h), such that
k
−1/2
max |||qh − ph|||0,h‖(vh, v̂h)‖1,h  bh(vh, v̂h; qh − ph)
Using the Galerkin orthogonality (Lemma 7.2) and the continuity of the bilinear forms
(Lemma 7.8), we obtain
k
−1/2
max |||qh − ph|||0,h‖(vh, v̂h)‖1,h  bh(vh, v̂h; qh − p) + ah(uh − u, ûh − u;vh, v̂h)
 (|||qh − p|||0,h + |||(u− uh,u− ûh)|||1,h) ‖(vh, v̂h)‖1,h.
Dividing by ‖(vh, v̂h)‖1,h yields the result.
Using the previous result and the approximation bounds from Lemma 5.12, we readily obtain
the following hp-error estimate.
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Theorem 7.13. Assume that the weak solution (u, p) of problem (7.1) satisfies u|T ∈
HmT+1(T ) and p|T ∈ HmT (T ) with mT ≥ 1 for all T ∈ Th. Then
|||(u− uh,u|Eh− ûh)|||1,h + k
−1/2
max |||p− ph|||0,h
 k1/2max
∑
T∈Th
h
2 min{mT ,kT }
T
k2mT−1T
‖u‖2HmT+1(T ) +
h
2 min{mT ,kT }
T
k2mTT
‖p‖2HmT (T )
1/2 .
For a uniform meshsize h and polynomial degree k, the estimate simplifies to
|||(u− uh,u|Eh− ûh)|||1,h + k
−1/2|||p− ph|||0,h
 h
m
km−1
‖u‖Hm+1(Ω) +
hm
km−1/2
‖p‖Hm(Ω), 1 ≤ m ≤ k,
which holds for (u, p) ∈Hm+1(Th)×Hm(Th).
7.5.2. L2-norm estimate
As for the Poisson problem, let us apply the duality argument of Aubin and Nitsche to obtain
order optimal L2 error estimates. Let (w, ψ) be the solution of the adjoint problem
−∆w +∇ψ = g in Ω,
divw = 0 in Ω,
w = 0 on ∂Ω.
(7.27)
with the right hand side g = u − uh. Assume that the adjoint problem (7.27) is H2 regular.
Then there holds
‖w‖2,Ω + ‖ψ‖1,Ω  ‖u− uh‖Th . (7.28)
with a constant independent of u and uh. Proceeding similarly as for Theorem 6.13, we add
zero terms to obtain
‖u− uh‖2Th = (u− uh,u− uh)Th = (u− uh,−∆w +∇ψ)Th
= (∇(u− uh),∇w − ψI)Th − 〈u|Eh− uh, ∂nw − ψn〉∂Th
= ah(u− uh,u|Eh− ûh;w,w|Eh) + bh(u− uh,u|Eh− ûh;ψ).
By the Galerkin orthogonality of Corollary 7.2, we additionally have
ah(u− uh,u|Eh− ûh;wh, ŵh) + bh(u− uh,u|Eh− ûh;ψh) = 0,
with (wh, ŵh) ∈ Vh × V̂h and ψh ∈ Qh. Moreover, due to the continuity of w, we obtain
bh(w,w|Eh; p− ph) = −(divw, p− ph)Th = 0.
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Adding these terms yields
‖u− uh‖2Th = ah(u− uh,u|Eh− ûh;w −wh,w|Eh− ŵh)
+ bh(u− uh,u|Eh− ûh;ψ − ψh) + bh(w −wh,w|Eh− ŵh; p− ph)

(
|||(u− uh,u|Eh− ûh)|||1,h + |||p− ph|||0,h
)
|||(w −wh,w|Eh− ŵh)|||1,h
+ |||(u− uh,u|Eh− ûh)|||1,h|||ψ − ψh|||0,h,
where in the last step, we used the continuity of the bilinear forms (Lemma 7.8). We can
now use the approximation estimates from Lemma 5.12 to construct appropriate functions
(wh, ŵh) and ψh. By the regularity estimate (7.28) we obtain the following result.
Theorem 7.14 (L2 estimate). If the adjoint problem (7.27) is H2 regular, then there holds the
a-priori estimate
‖u− uh‖Th 
(
max
T∈Th
h2T
kT
)1/2 (
|||(u− uh,u|Eh− ûh)|||1,h + |||p− ph|||0,h
)
.
For a uniform meshsize h and polynomial degree k, the estimate simplifies to
‖u− uh‖Th 
hm+1
km−1
‖u‖Hm+1(Ω) +
hm+1
km−1/2
‖p‖Hm(Ω), 1 ≤ m ≤ k,
which holds for u ∈Hm+1(Th) and p ∈ Hm(Th).
7.6. Additional remarks
Let us complement the analysis presented in this chapter with some additional remarks
concerning the extension of the obtained results and the comparison with existing work.
Remark 7.15. As the proof of Lemma 7.5 reveals, all results remain valid for a more general
choice of the pressure space
Qh :=
{
qh ∈ L20(Ω) : qh|T ∈ Pkq(T ), kT − 1 ≤ kq ≤ kT
}
.
In particular, this includes the equal order space Qh := Pk(Th) ∩ L20(Ω); see Section 7.7 for
numerical results in this direction.
Remark 7.16. The IP-HDG Method 7.1 is closely related to the DG methods investigated in
[141, 71, 130, 79, 126, 51, 114, 47]. The arguments used in our analysis may also be useful
for the hp analysis of similar HDG methods for incompressible flow, e.g. the (equal-order)
LDG-H method analyzed in Cockburn et. al. [47].
Remark 7.17. A dependence of the inf-sup condition on the polynomial approximation order
has been observed for various high order methods: Stability with a constant in the order
of k−(d−1)/2max has been shown to hold for conforming discretizations on quadrilaterals [135],
for spectral methods [21], and for a non-symmetric discontinuous Galerkin method using
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Pk − Pk−2 elements on irregular quadrilateral and hexahedral meshes [141]. For some
methods, this dependence can even be shown to be optimal [21, 2]. According to the
numerical evidence reported by Toselli [141], the estimates can possibly be improved for
discontinuous Galerkin methods. In fact, Lemma 7.6 yields an inf-sup stability constant in the
order of k−1/2max also for three dimensional problems, which, to the authors best knowledge,
has not been shown before for DG methods. An hp stability estimate similar to that of
Lemma 7.6 has been derived in [130] for a related class of discontinuous Galerkin methods
on quadrilateral and hexahedral meshes. There, the authors employ the Raviart-Thomas
projector for the construction of a Fortin operator, and the resulting inf-sup stability estimate
is suboptimal by one full order of kmax.
7.7. Numerical results
In order to illustrate the theoretical results, we consider a simple test problem which describes
a colliding-flow on the unit square Ω = (−1, 1)2; cf. e.g. Elman et. al. [65]. The problem
reads as 
−∆u+∇p = 0 in Ω,
divu = 0 in Ω,
u = uex on ∂Ω,
where we impose Dirichlet boundary conditions according to the exact solution given by
uex(x, y) =
(
20xy3, 5x4 − 5y4
)>
and pex(x, y) = 60x2y − 20y3.
The IP-HDG Method 7.1 is used for the numerical solution on a sequence of uniformly refined
meshes. Discretization errors in the L2-norm and the energy norm are computed using the
analytic solution. A plot of the initial triangulation and the discrete approximation for the
pressure is depicted in Figure 7.7.
In Table 7.1, we list the numerical errors obtained with different orders of approximation
(Pk−Pk−1, k = 1, 2, 3). The same polynomial degree is used for the velocities on the elements
and the skeleton. Numerical results for equal order approximations (Pk −Pk, k = 1, 2, 3) are
shown in Table 7.2; cf. Remark 7.15.
The observed errors and convergence rates are in good agreement with the theoretical
predictions from Theorems 7.13 and 7.14.
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Figure 7.1.: Initial triangulation used for the numerical experiments (left) and plot of the
pressure solution ph for a P3 − P2 approximation on refinement level 2 (right).
k level ‖u− uh‖Th rate ‖(eh, êh)‖1,h rate ‖p− ph‖Th rate
1
0 1.1863 · 100 − 2.2052 · 101 − 9.9237 · 100 −
1 3.2980 · 10−1 1.85 1.1569 · 101 0.93 4.9250 · 100 1.01
2 8.5537 · 10−2 1.95 5.8722 · 100 0.98 2.4036 · 100 1.03
3 2.1628 · 10−2 1.98 2.9487 · 100 0.99 1.1837 · 100 1.02
2
0 1.0766 · 10−1 − 3.3991 · 100 − 1.8315 · 100 −
1 1.3683 · 10−2 2.98 8.6146 · 10−1 1.98 4.6010 · 10−1 1.99
2 1.7102 · 10−3 3.00 2.1494 · 10−1 2.00 1.1302 · 10−1 2.03
3 2.1494 · 10−4 2.99 5.3539 · 10−2 2.01 2.7859 · 10−2 2.02
3
0 6.8098 · 10−3 − 2.5261 · 10−1 − 1.7153 · 10−1 −
1 4.1090 · 10−4 4.05 3.1045 · 10−2 3.02 2.0734 · 10−2 3.05
2 2.5257 · 10−5 4.02 3.8526 · 10−3 3.01 2.5606 · 10−3 3.02
3 1.9092 · 10−6 3.73 4.8003 · 10−4 3.00 3.1885 · 10−4 3.01
Table 7.1.: Colliding flow: Errors of the numerical solution for Pk − Pk−1 approximations on
a sequence of uniformly refined meshes.
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k level ‖u− uh‖Th rate ‖(eh, êh)‖1,h rate ‖p− ph‖Th rate
1
0 8.0785 · 10−1 − 2.2161 · 101 − 4.7806 · 100 −
1 2.1234 · 10−1 1.93 1.1317 · 101 0.97 2.2620 · 100 1.08
2 5.3916 · 10−2 1.98 5.6945 · 100 0.99 1.0978 · 100 1.04
3 1.3537 · 10−2 1.99 2.8531 · 100 1.00 5.4474 · 10−1 1.01
2
0 1.1771 · 10−1 − 3.5323 · 100 − 2.5617 · 100 −
1 1.4646 · 10−2 3.01 8.7906 · 10−1 2.00 5.9346 · 10−1 2.11
2 1.7597 · 10−3 3.06 2.1753 · 10−1 2.01 1.4142 · 10−1 2.07
3 2.1559 · 10−4 3.03 5.3961 · 10−2 2.01 3.4416 · 10−2 2.04
3
0 7.6851 · 10−3 − 2.5530 · 10−1 − 2.2885 · 10−1 −
1 4.4686 · 10−4 4.10 3.1210 · 10−2 3.03 2.7173 · 10−2 3.07
2 2.6894 · 10−5 4.05 3.8652 · 10−3 3.01 3.3429 · 10−3 3.02
3 1.9773 · 10−6 3.77 4.8109 · 10−4 3.01 4.1555 · 10−4 3.01
Table 7.2.: Colliding flow: Errors of the numerical solution for equal-order Pk − Pk
approximations on a sequence of uniformly refined meshes.
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Chapter 8.
The Navier-Stokes equations
Let us return to the Navier-Stokes equations (NAV):
−ν∆u+ u ·∇u+∇p = f in Ω,
divu = 0 in Ω,
u = 0 on ∂Ω.
(8.1)
Again, we only consider homogeneous Dirichlet boundary conditions for simplicity. The case
of non-homogeneous and mixed boundary conditions is treated similarly as for the Poisson
problem; cf. Remark 6.14.
In this chapter, we further extend the IP-HDG method to incompressible Navier-Stokes
problems. We add the convective term to the variational form and discuss a fixed-point
approach, which is used to solve the nonlinear discrete problem; similar methods are
discussed in [78, 130, 48, 79, 49, 113].
8.1. Variational principle
Let us extend the variational form developed in Sections 4.2 and 7.1 to the Navier-Stokes
equations. By introducing the dual variable σ := ∇u − pI − u ⊗ u we can rewrite the
problem (8.1) as a first order system
σ − ν∇u+ pI + u⊗ u = 0 in Ω,
−divσ − 12 div(u)u = f in Ω,
divu = 0 in Ω,
u = 0 on ∂Ω.
(8.2)
Here, we deliberately added the zero term −12 div(u)u, which will later be used to show a
coercivity result for the discrete variational problem; cf. Temam [140] or Girault et. al. [79].
Due to the constraint divu = 0, the problem is equivalent to (8.1).
We assume that u, p and σ are sufficiently smooth, and multiply the equations (8.2) with test
functions τ ∈ H1(Th)d, v ∈ H1(Th) and q ∈ H1(Th). By integrating and using the Gauß-
Green formula on each element, we see that the solution (u,σ, p) of the mixed Navier-Stokes
73
Chapter 8. The Navier-Stokes equations
problem satisfies the variational principle
(σ + pI + u⊗ u, τ )Th + ν(u, div τ )Th − ν〈û, τ · n〉∂Th = 0,
(σ,∇v)Th − 〈σ̂ · n,v〉∂Th − 12(div(u)u,v)Th + 12〈(u− û) · n,u · v〉∂Th = (f ,v)Th ,
−(divu, q)Th + 〈u− û, qn〉∂Th = 0.
where we introduced new symbols
û|E = u|∂T∩E and σ̂ · n|E = σ · n|∂T∩E , (8.3)
for the traces (fluxes) of the functions u and σ on the facetsE ⊂ ∂T . If σ is piecewise smooth,
e.g., σ ∈H1(Th), and f ∈ L2(Ω), and if u ∈H10 (Ω), we obtain the continuity conditions
[[û · n]] = 0 and [[σ̂ · n]] = 0 on every E ∈ E◦h. (8.4)
8.2. A hybrid discontinuous Galerkin method
As in Section 7.1, we seek an approximation (σh,uh, ph) of (σ,u, p) in discrete spaces Vh ⊂
H2(Th), Qh ⊂ L20(Ω) and Σh ⊇ Vh, which allows us to eliminate σh from the formulation.
We keep the primal numerical flux ûh in the system as an additional (hybrid) unknown, and
we consider the dual numerical flux σ̂h(ŵh) · n given by
σ̂h(ŵh) · n := ν∂nuh − να(uh − ûh)− phn− ŵh · n {ûh/uh}θ. (8.5)
Here, we define a weighted combination of ûh and uh as
{ûh/uh}θ :=

1
2(uh + ûh)− 12θ(uh − ûh) if ŵh · n ≤ 0,
1
2(uh + ûh) +
1
2θ(uh − ûh) if ŵh · n > 0,
(8.6)
for some piecewise constant parameter θ ∈ P0(Eh) with θ|E ∈ [0, 1] for each E ∈ Eh. The
element-wise stabilization parameter α is once more defined as in (6.12). We ensure the
continuity of the dual flux σ̂h in a weak sense, by requiring that
〈σ̂h · n, v̂h〉∂Th = 0 for all v̂h ∈ V̂h. (8.7)
The mesh and the polynomial degree distribution are assumed to satisfy the basic assumptions
(M1)–(M3) and (P1)–(P2). As for the Stokes problem, we utilize the spaces
Vh := Pk(Th)d and V̂h :=
{
v̂h ∈ Pk(Eh)d : v̂h = 0 on ∂Ω
}
,
for the approximation of the discrete velocity, and the discrete pressure is approximated in
Qh := Pk−1(Th) ∩ L20(Ω).
Other choices of the discrete pressure space are again possible, cf. Remark 7.15. Summariz-
ing, we obtain the following method:
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Method 8.1. Given f ∈ L2(Ω), find (uh, ûh) ∈ Vh × V̂h and ph ∈ Qh such that{
ν ah(uh, ûh;vh, v̂h) + ch(uh, ûh;uh, ûh;vh, v̂h) + bh(vh, v̂h; ph) = (f ,vh)Th ,
bh(uh, ûh; qh) = 0,
(8.8)
for all (vh, v̂h) ∈ Vh × V̂h and qh ∈ Qh.
Here, the bilinear forms ah and bh are defined as in (7.15) and (7.16), respectively, i.e.,
ah(u, û;v, v̂) := (∇u,∇v)Th − 〈∂nu,v − v̂〉∂Th
− 〈u− û, ∂nv〉∂Th + 〈α(u− û),v − v̂〉∂Th ,
bh(v, v̂; q) := −(div v, q)Th + 〈v − v̂, qn〉∂Th ,
and the nonlinear form ch is given by
ch(w, ŵ;u, û;v, v̂) := −(u,w ·∇v)Th + 〈ŵ · n {û/u}θ,v − v̂〉∂Th
+ 12bh(w, ŵ;u · v).
(8.9)
Remark 8.1. Related treatments of the convective term have been utilized e.g. in [48, 79,
60, 49, 103, 120, 113]. For θ > 0, we introduce upwind terms to the formulation in order
to stabilize convection-dominated problems; cf. e.g. [125, 104, 93]. In particular, the choice
θ = 1 yields the upwind mechanism, which was proposed for a hybrid formulation in [60].
8.3. Basic properties of the hybrid method
Lemma 8.2 (Consistency). Assume that the weak solution of the Navier-Stokes problem (8.1)
is sufficiently smooth, i.e., u ∈H2(Th) and p ∈ H1(Th). Then (u,u|Eh; p) also solves the discrete
variational problem (8.8), i.e., Method 8.1 is consistent.
Proof. With w,u ∈H10 (Ω), we obtain via integration by parts that
ch(w,w|Eh;u,u|Eh;vh, v̂h) = −(u,w ·∇vh)Th + 〈(w|Eh· n)u|Eh,vh − v̂h〉∂Th −
1
2(div(w)u,vh)Th .
= (w ·∇u,vh)Th + 12(div(w) u,vh)Th .
Here we used the fact that v̂h is single-valued on E◦h, which yields 〈(w|Eh· n)u|Eh, v̂h〉∂Th = 0.
The second term now vanishes for w = u, since divu = 0. The consistency of the remaining
terms can now be checked in the same way as for the Stokes problem; cf. Lemma 7.1.
Instead of Galerkin orthogonality, the consistency yields the following property:
Corollary 8.3. Let the assumptions of Lemma 8.2 hold. Then
ah(u− uh,u|Eh− ûh;vh, v̂h) + bh(vh, v̂h; p− ph)
+ch(u,u|Eh;u,u|Eh;vh, v̂h)− ch(uh, ûh;uh, ûh;vh, v̂h) = 0,
(8.10)
bh(u− uh,u|Eh− ûh; qh) = 0, (8.11)
for all (vh, v̂h) ∈ Vh × V̂h and all qh ∈ Qh.
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By testing with characteristic functions χT ∈ Vh, and using the weak continuity of σ̂h ·n, we
obtain the following properties.
Lemma 8.4. Let (uh, ûh, ph) be the solution of Method 8.1. Then∫
∂T
ûh · n ds = 0 and
∫
T
f dx+
∫
∂T
σ̂h(ûh) · n ds = 12bh(uh, ûh;uh · χT ). (8.12)
for all T ∈ Th. Moreover, there holds∫
Ω
f dx+
∫
∂Ω
σ̂h(ûh) · n ds = 12bh(uh, ûh;uh · 1). (8.13)
Remark 8.5. As the previous result yields, the IP-HDG method is not locally conservative in
the sense of [6] if uh 6∈H1(Ω) and divuh 6= 0. However, the additional term vanishes in the
limit, if uh → u. Alternatively, exact conservation on the discrete level can be obtained by
equal order approximations (cf. Remark 7.15), since then uh · 1 ∈ Qh.
Remark 8.6. In contrast to the Stokes case in Lemma 7.3, the continuity condition (8.7)
does not imply pointwise continuity of the dual flux σ̂h · n, but only the weaker continuity
[[Π̂hσ̂h ·n]] = 0 on E◦h, where we recall that Π̂h denotes the L2-orthogonal projector onto V̂h.
8.4. Properties of the nonlinear form
In order to simplify the notation of this section, we introduce the space
H10(Ω, Eh) :=
{
(v,v|Eh) : v ∈H
1
0 (Ω)
}
.
We will utilize the following alternative representation of the form ch.
Lemma 8.7. For all (w, ŵ), (u, û), (v, v̂) ∈H10(Ω, Eh)⊕ (Vh × V̂h), there holds
ch(w, ŵ;u, û;v, v̂) = 12(w ·∇u,v)Th − 12(u,w ·∇v)Th
+ 12〈ŵ · n û,v〉∂Th − 12〈ŵ · nu, v̂〉∂Th + 12〈θ|ŵ · n|(u− û),v − v̂〉∂Th ,
Proof. Via integration by parts, we obtain
−12(u,w ·∇v)Th = 12(w ·∇u,v)Th + 12(divw,u · v)Th − 12〈w · n,u · v〉∂Th ,
and by using the definition (8.6) of {û/u}θ, one can verify that
〈ŵ · n {û/u}θ,v − v̂〉∂Th = 12〈ŵ · n (u+ û) + θ|ŵ · n|(u− û),v − v̂〉∂Th .
The result now follows by elementary manipulations and the identity 〈ŵ · n, û · v̂〉∂Th = 0,
which holds, since û, v̂ and ŵ are single valued on E◦h and vanish on ∂Ω.
From the antisymmetric representation of ch, we immediately obtain the following result.
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Lemma 8.8 (Positivity). Let (w, ŵ), (u, û) ∈H10(Ω, Eh)⊕ (Vh × V̂h). Then there holds
ch(w, ŵ;u, û;u, û) = 12
∣∣θ|ŵ · n|(u− û)∣∣2
∂Th ≥ 0,
i.e., the nonlinear form ch is positive.
For the analysis, we will also need the continuity of the nonlinear form ch.
Lemma 8.9 (Continuity). Let (w, ŵ), (u, û), (v, v̂) ∈H10(Ω, Eh)⊕ (Vh × V̂h). Then
|ch(w, ŵ ; u, û ; v, v̂)|  ‖(w, ŵ)‖1,h ‖(u, û)‖1,h ‖(v, v̂)‖1,h.
Proof. We rewrite ch as in Lemma 8.7. Terms of the form (w,u ·∇v)Th can be bounded by
Hölder’s inequality and the broken Poincaré type estimate (Theorem 5.16) as
(w,u ·∇v)Th  ‖w‖L4(Ω) ‖u‖L4(Ω) ‖∇v‖Th  ‖(w, ŵ)‖1,h ‖(u, û)‖1,h ‖(v, v̂)‖1,h.
In order to bound terms like 〈ŵ · n û,v〉∂Th , we again use that 〈ŵ · n û, v̂〉∂Th = 0. Hence, by
Hölder’s inequality and the definition of | · |1/2,h, there holds
〈ŵ · n û,v〉∂Th = 〈ŵ · n û,v − v̂〉∂Th
 |( hk2 )1/4ŵ|L4(∂Th)|( hk2 )1/4û|L4(∂Th)|v − v̂|1/2,h.
We use the triangle inequality to split |( hk2 )1/4ŵ|L4(∂Th) as
|( hk2 )1/4ŵ|L4(∂Th) ≤ |( hk2 )1/4w|L4(∂Th) + |( hk2 )1/4(w − ŵ)|L4(∂Th).
The first term can be bounded by
|( hk2 )1/4w|L4(∂Th)  ‖(w, ŵ)‖1,h.
using Lemma 5.18. We observe that the difference w − ŵ is purely discrete on ∂Th, i.e., we
can use Lemma 5.19 to bound the second term by
|( hk2 )1/4(w − ŵ)|L4(∂Th)  |w − ŵ|1/2,h ≤ ‖(w, ŵ)‖1,h.
Altogether, this yields the bound
〈ŵ · n û,v〉∂Th  ‖(w, ŵ)‖1,h ‖(u, û)‖1,h ‖(v, v̂)‖1,h.
For θ > 0, the terms 〈|ŵ · n|(u− û),v − v̂〉∂Th can be bounded likewise.
Using the previous result, we can prove a Lipschitz estimate for the nonlinear form ch, which
is a crucial ingredient for the analysis.
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Lemma 8.10 (Lipschitz estimate). Let (wi, ŵi), (ui, ûi) and (v, v̂) ∈H10(Ω, Eh)⊕ (Vh × V̂h).
Then
|ch(w1, ŵ1;u1, û1;v, v̂)− ch(w2, ŵ2;u2, û2;v, v̂)|
≤ Cch
(
‖(w1 −w2, ŵ1 − ŵ2)‖1,h ‖(u1, û1)‖1,h
+ ‖(w2, ŵ2)‖1,h ‖(u1 − u2, û1 − û2)‖1,h
)
‖(v, v̂)‖1,h.
with a constant Cch depending on Ω and the shape-regularity of the mesh.
Proof. For θ = 0, the form ch is trilinear and thus, by Lemma 8.9 there holds
ch(w1, ŵ1;u1, û1;v, v̂)− ch(w2, ŵ2;u2, û2;v, v̂)
= ch(w1 −w2, ŵ1 − ŵ2;u1, û1;v, v̂) + ch(w2, ŵ2;u1 − u2, û1 − û2;v, v̂)
 ‖(w1 −w2, ŵ1 − ŵ2)‖1,h ‖(u1, û1)‖1,h‖(v, v̂)‖1,h
+ ‖(w2, ŵ2)‖1,h ‖(u1 − u2, û1 − û2)‖1,h‖(v, v̂)‖1,h.
For the general case θ > 0, we additionally have to consider the nonlinear upwind terms, i.e.,
〈|ŵ1 · n|(u1 − û1),v − v̂〉∂Th − 〈|ŵ2 · n|(u2 − û2),v − v̂〉∂Th
= 〈(|ŵ1 · n| − |ŵ2 · n|)(u1 − û1),v − v̂〉∂Th
+ 〈|ŵ2 · n|
(
(u1 − û1)− (u2 − û2)
)
,v − v̂〉∂Th
≤ ∣∣( hk2 )1/4(ŵ1 − ŵ2)∣∣L4(∂Th)∣∣( hk2 )1/4(u1 − û1)∣∣L4(∂Th)∣∣v − v̂∣∣1/2,h
+
∣∣( h
k2
)1/4
ŵ2
∣∣
L4(∂T )
∣∣( h
k2
)1/4((u1 − û1)− (u2 − û2))∣∣L4(∂Th)∣∣v − v̂∣∣1/2,h,
which can be bounded as in the proof of Lemma 8.9. In the last step, we used the second
triangle inequality |ŵ1 − ŵ2| ≥ ||ŵ1| − |ŵ2||.
8.5. Discrete stability
Like on the continuous level in Section 3.4.2, we transform the discrete problem into an
equivalent fixed point form. Define
Φh : Vh × V̂h → Vh × V̂h, (wh, ŵh) 7→ (uh, ûh),
where for given (wh, ŵh), the element Φh(wh, ŵh) = (uh, ûh) is defined by the following
discrete Oseen problem:
Method 8.2 (IP-HDG for Oseen). Given f ∈ L2(Ω) and (wh, ŵh) ∈ Vh × V̂h , find (uh, ûh) ∈
Vh × V̂h and ph ∈ Qh such that{
ν ah(uh, ûh;vh, v̂h) + ch(wh, ŵh;uh, ûh;vh, v̂h) + bh(vh, v̂h; ph) = (f ,vh)Th ,
bh(uh, ûh; qh) = 0,
(8.14)
for all (vh, v̂h) ∈ Vh × V̂h and qh ∈ Qh.
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Lemma 8.11. Let (uh, ûh; ph) denote the solution of Method 8.1. Then (uh, ûh) is a fixed point
of Φh, i.e., Φh(uh, ûh) = (uh, ûh). Conversely, any fixed point of Φh corresponds to a solution
(uh, ûh; ph) of the discrete variational problem.
Proof. If the fixed point Φh(uh, ûh) = (uh, ûh) exists, then (uh, ûh) solves
ν ah(uh, ûh;vh, v̂h) + ch(uh, ûh;uh, ûh;vh, v̂h) = (f ,vh)Th for all (vh, v̂h) ∈ V0h,
where the discrete kernel space is again defined as
V0h :=
{
(vh, v̂h) ∈ Vh × V̂h : bh(vh, v̂h; qh) = 0, for all qh ∈ Qh
}
.
The pressure ph can be reconstructed as the solution of
bh(vh, v̂h; ph) = (f ,vh)Th − ν ah(uh, ûh;vh, v̂h)− ch(uh, ûh,uh, ûh;vh, v̂h)
for all (vh, v̂h) ∈ Vh × V̂h. By the continuity of ah (Lemma 7.8), bh (Lemma 8.9) and
the Poincaré-type inequality of Lemma 6.6, one can show that the right hand side defines a
continuous linear functional, which vanishes on V0h. The inf-sup condition of Lemma 7.6 now
guarantees the existence of the pressure ph ∈ Qh; cf. also [36, p. 40].
8.5.1. Existence of discrete solutions
Let us first show, that the fixed point operator Φh is well-defined. To do so, we have to show
existence of a unique solution to Method 8.2. As for the Stokes problem, we will utilize
Brezzi’s lemma. The ellipticity of the bilinear form
aw,h(u, û;v, v̂) := ν ah(u, û;v, v̂) + ch(w, ŵ;u, û;v, v̂)
follows from the coercivity of ah (Lemma 7.4), and the positivity of ch (Lemma 8.8).
Lemma 8.12. The bilinear form aw,h is uniformly coercive, i.e, there holds
aw,h(uh, ûh;uh, ûh) ≥ ν2‖(uh, ûh)‖
2
1,h for all (uh, ûh) ∈ Vh × V̂h.
The inf-sup stability of the bilinear form bh is given in Lemma 7.6. Using Lemma 3.8 (Brezzi),
the well-definedness of the IP-HDG method for the Oseen problem follows.
Theorem 8.13. For any (wh, ŵh) ∈ Vh × V̂h, Method 8.2 has a unique solution (uh, ûh; ph),
satisfying the a-priori bounds
‖(uh, ûh)‖1,h ≤ 2CP
ν
‖f‖Ω and ‖ph‖Th  k1/2max‖f‖Ω, (8.15)
where CP denotes the constant of the Poincaré-type inequality (Lemma 6.6).
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Proof. The result follows immediately by applying Lemma 3.8. However, in order to keep
track of the constants, let us prove the first bound in detail. Due to the coercivity of Lemma
7.4, the discrete velocity can be bounded as
ν
2‖(uh, ûh)‖
2
1,h ≤ ah(uh, ûh;uh, ûh) = (f ,uh)Th ≤ ‖f‖Th‖uh‖Th ≤ CP ‖f‖Th‖(uh, ûh)‖1,h,
where we applied Lemma 6.6 in the last step. Dividing by ν2‖(uh, ûh)‖1,h yields the a priori
bound for the discrete velocity solution.
Corollary 8.14. The fixed-point operator Φh : Vh×V̂h → Vh×V̂h is well-defined and (u, û) =
Φh(w, ŵ) satisfies the a priori estimate of Theorem 8.13 for any (w, ŵ) ∈ Vh × V̂h.
Next, we show existence of discrete solutions. Since Vh and V̂h are finite dimensional, it
follows that Φh is compact. In addition, any fixed point of Φh is bounded by (8.15). The
Leray-Schauder principle (Lemma 3.15) yields existence of a fixed-point for Φh, which by
Lemma 8.11 corresponds to a solution (uh, ûh; ph) of the discrete Navier-Stokes problem
(8.8). Let us summarize this result in the following Theorem.
Theorem 8.15. For any f ∈ L2(Ω), there exists a solution (uh, ûh; ph) of the discrete variational
problem (8.8), and any solution satisfies the a priori estimates (8.15).
8.5.2. Uniqueness of discrete solutions
Like on the continuous level, we use the Banach fixed point theorem to obtain uniqueness of
a solution. We therefore need a Lipschitz estimate for the operator Φh.
Lemma 8.16. For (w1, ŵ1), (w2, ŵ2) ∈ Vh × V̂h, there holds
‖Φh(w1, ŵ1)− Φh(w2, ŵ2)‖1,h ≤ 2Cchν ‖Φh(w2, ŵ2)‖1,h ‖(w1 −w2, ŵ1 − ŵ2)‖1,h.
Proof. Let us define (u1, û1) = Φh(w1, ŵ1), (u2, û2) = Φh(w2, ŵ2) and abbreviate (v, v̂) =
(u1 − u2, û1 − û2). Using the coercivity of ah and the positivity of ch, we obtain
ν
2‖Φh(w1, ŵ1)− Φh(w2, ŵ2)‖21,h ≤ ν ah(u1 − u2, û1 − û2;v, v̂)
= ch(w2, ŵ2;u2, û2;v, v̂)− ch(w1, ŵ1;u1, û1;v, v̂)
= ch(w2, ŵ2;u2, û2;v, v̂)− ch(w1, ŵ1;u2, û2;v, v̂)− ch(w1, ŵ1;v, v̂;v, v̂)
≤ Cch‖(w1 −w2, ŵ1 − ŵ2)‖1,h ‖(u2, û2)‖1,h‖(v, v̂)‖1,h.
In the last step, we used the Lipschitz estimate for ch of Lemma 8.10. Dividing by ν2‖(v, v̂)‖1,h
yields the result.
Using the previous Lipschitz estimate, we see that if ‖Φh(w2, ŵ2)‖1,h is small enough, Φh
defines a contraction. By the a priori estimate of Theorem 8.13, we obtain
‖Φh(w1, ŵ1)− Φh(w2, ŵ2)‖1,h ≤ 4CP Cchν2 ‖f‖Ω‖(w1 −w2, ŵ1 − ŵ2)‖1,h,
which leads us to the following result.
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Lemma 8.17. Assume that the data is sufficiently small, i.e.,
‖f‖Ω < ν
2
4CPCch
. (8.16)
Then Φh : Uh → Uh defines a contraction, where
Uh :=
{
(wh, ŵh) ∈ Vh × V̂h : ‖(wh, ŵh)‖1,h ≤ 2CPν ‖f‖Ω
}
,
is a closed subset of Vh × V̂h.
The previous result immediately yields the existence and uniqueness of a discrete solution.
Theorem 8.18. Let the assumptions of Lemma 8.17 hold. Then, there exists a unique solution
(uh, ûh; ph) of the discrete variational problem (8.8), satisfying the a priori estimates (8.15).
Proof. By combining Lemma 8.17 with Banach’s fixed point theorem (Lemma 3.13), we
obtain uniqueness of a fixed point (uh, ûh) = Φh(uh, ûh). Due to Lemma 8.11, this fixed
point corresponds to a solution of the discrete Navier-Stokes problem (8.8).
Banach’s fixed point theorem also provides a method to compute the fixed point.
Lemma 8.19 (Picard iteration). Given any initial guess (u0h, û0h) ∈ Vh × V̂h, the fixed point
iteration
(un+1h , û
n+1
1,h ) = Φh(u
n
h, û
n
h), n = 0, 1, . . .
converges to the fixed point (uh, ûh) = Φh(uh, ûh), i.e.,
‖(uh − unh, ûh − ûnh)‖1,h → 0 for n→∞.
Proof. The result is an immediate consequence of Lemma 3.13.
8.6. A priori error estimates
Now that we have established conditions for the existence and uniqueness of discrete
solutions, let us investigate the approximation properties of the hybrid method with respect to
the true solution (u, p). In order to make all terms well-defined, we assume that u ∈H2(Th)
and p ∈ H1(Th). Let us recall that the exact and discrete velocity solutions are bounded by
the a priori estimates
‖(u,u|Eh)‖1,h = ‖∇u‖Ω ≤
CΩ
ν
‖f‖Ω and ‖(uh, ûh)‖1,h ≤ 2CP
ν
‖f‖Ω, (8.17)
respectively, where CΩ is the Poincaré-Friedrichs constant of Corollary 3.5, and CP denotes
the constant of the discrete Poincaré-type inequality of Lemma 6.6.
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The energy norm estimate follows with similar arguments as in Theorem 7.12. Hence, we
shall only point out the major differences here. For the derivation of a-priori estimates, we
will again use the stronger energy norms
|||(u, û)|||1,h :=
(
‖(u, û)‖21,h + |∂nu|2−1/2,h
)1/2
and |||q|||0,h :=
(
‖q‖2Th + |q|2−1/2,h
)1/2
,
which are by Lemma 7.9 equivalent to their weaker counterparts.
Using the triangle inequality, we split the velocity error into
|||(u− uh,u|Eh− ûh)|||1,h ≤ |||(u− zh,u|Eh− ẑh)|||1,h + |||(uh − zh, ûh − ẑh)|||1,h, (8.18)
for any (zh, ẑh) ∈ Vh × V̂h. As for the Stokes problem, we show that the second term can
essentially be bounded by the first if (zh, ẑh) belongs to the discrete kernel space
V0h :=
{
(vh, v̂h) ∈ Vh × V̂h : bh(vh, v̂h; qh) = 0, for all qh ∈ Qh
}
.
Let us abbreviate (vh, v̂h) := (uh−zh, ûh− ẑh) ∈ V0h. Similar to the proof of Lemma 7.10, we
use the coercivity of ah (Lemma 7.4) and the consistency property of Corollary 8.3, to obtain
ν
2‖(uh − zh, ûh − ẑh)‖21,h ≤ ν ah(uh − zh, ûh − ẑh;vh, v̂h)
= ν ah(u− zh,u|Eh− ẑh;vh, v̂h) + bh(vh, v̂h; p− qh)
+ ch(uh, ûh;uh, ûh;vh, v̂h)− ch(u,u|Eh;u,u|Eh;vh, v̂h)
The terms involving ah and bh can be bounded by the continuity of the bilinear forms of
Lemma 7.8, i.e.,
ν ah(u− zh,u|Eh− ẑh;vh, v̂h) + bh(vh, v̂h; p− qh)

(
ν|||(u− zh,u|Eh− ẑh)|||1,h + |||p− qh|||0,h
)
‖(vh, v̂h)‖1,h.
For the remaining terms, we use the Lipschitz-estimate of Lemma 8.10 and the a priori bounds
(8.17) on the solutions (uh, ûh) and u, to obtain∣∣ch(uh, ûh;uh, ûh;vh, v̂h)− ch(u,u|Eh;u,u|Eh;vh, v̂h)∣∣
≤ Cch‖(uh − u, ûh − u|Eh)‖1,h
(
‖(uh, ûh)‖1,h + ‖(u,u|Eh)‖1,h
)
‖(vh, v̂h)‖1,h
≤ Cchν (2CP + CΩ) ‖f‖Ω‖(uh − u, ûh − u|Eh)‖1,h ‖(vh, v̂h)‖1,h
≤ Cchν (2CP + CΩ) ‖f‖Ω‖(uh − zh, ûh − ẑh)‖21,h
+ Cchν (2CP + CΩ) ‖(u− zh,u|Eh− ẑh)‖1,h‖(vh, v̂h)‖1,h.
In the last step, we used the splitting (8.18) and the definition of (vh, v̂h). Combining the
above estimates, we obtain(
ν
2 −
Cch
ν (2CP + CΩ) ‖f‖Ω
)
‖(uh − zh, ûh − ẑh)‖1,h
 ν|||(u− zh,u|Eh− ẑh)|||1,h + |||p− qh|||0,h. (8.19)
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Hence, in order to obtain a bound for the velocity error, we again require that ‖f‖Ω is
sufficiently small, i.e.,
‖f‖Ω < ν
2
2Cch
(2CP + CΩ)−1 . (8.20)
Lemma 8.20. Let f satisfy the smallness condition (8.20). Then
ν|||(u− uh,u|Eh− ûh)|||1,h  ν|||(u− zh,u|Eh− ẑh)|||1,h + |||p− qh|||0,h.
holds for any (zh, ẑh) ∈ V0h and qh ∈ Qh, with a constant depending on ‖f‖Ω.
Proof. Using the error splitting (8.18), the equivalence of the energy norms, and the estimate
(8.19), we obtain
ν|||(u− uh,u|Eh− ûh)|||1,h  ν|||(u− zh,u|Eh− ẑh)|||1,h + ν‖(uh − zh, ûh − ẑh)‖1,h

(
ν
2 −
Cch
ν (2CP + CΩ) ‖f‖Ω
)−1 (
ν|||(u− zh,u|Eh− ẑh)|||1,h + |||p− qh|||0,h
)
,
which ends the proof.
Using the bound for the velocity error, we now obtain the following quasi-optimality.
Theorem 8.21 (Quasi-optimality). Let f satisfy the smallness condition (8.20). Then
ν|||(u− uh, u|Eh− ûh)|||1,h + k
−1/2
max |||p− ph|||0,h
 k1/2maxν|||(u− vh,u|Eh− v̂h)|||1,h + |||p− qh|||0,h.
holds for all (vh, v̂h) ∈ Vh × V̂h and qh ∈ Qh.
Proof. The bound on the velocity error follows by Lemma 8.20 combined with Lemma 7.11.
For the pressure error, we can proceed as in the proof of Theorem 7.12.
We observe that the required smallness condition (8.20) is stronger than the smallness
condition (8.16), which ensures the unique solvability of the discrete Navier-Stokes problem
(8.8). Now, using the approximation error bounds of Lemma 5.12, we obtain:
Theorem 8.22 (Error estimate). Let f satisfy the smallness condition (8.20) and assume that
the weak solution (u, p) of problem (8.1) satisfies u|T ∈ HmT+1(T ) and p|T ∈ HmT (T ) with
mT ≥ 1 for all T ∈ Th. Then
ν|||(u− uh,u|Eh− ûh)|||1,h + k
−1/2
max |||p− ph|||0,h
 k1/2max
∑
T∈Th
ν2
h
2 min{mT ,kT }
T
k2mT−1T
‖u‖2HmT+1(T ) +
h
2 min{mT ,kT }
T
k2mTT
‖p‖2HmT (T )
1/2 .
For a uniform meshsize h and polynomial degree k, the estimate simplifies to
ν|||(u− uh,u|Eh− ûh)|||1,h + k
−1/2|||p− ph|||0,h
 h
m
km−1
ν‖u‖Hm+1(Ω) +
hm
km−1/2
‖p‖Hm(Ω), 1 ≤ m ≤ k,
which holds for (u, p) ∈Hm+1(Th)×Hm(Th) and sufficiently small data.
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8.7. Numerical results
In this section, we present two test cases to support our theoretical results. Firstly, we conduct
a convergence study by solving a problem with known exact solution to verify the a priori
error estimates. Secondly, we apply the IP-HDG method to a classical benchmark problem
and compare the numerical results with reference solutions from the literature.
The boundary value problem reads as
−ν∆u+ u ·∇u+∇p = f in Ω,
divu = 0 in Ω,
u = g on ∂Ω,
where the domain Ω, the viscosity ν, the right hand side f , and the Dirichlet boundary data
g for the different test problems are described below.
8.7.1. Kovasznay flow
To validate our computations, we use the following test case due to Kovasznay [100], which
is smooth for any Reynolds number and thus allows us to support our theoretical estimates
by numerical experiments. We impose the Dirichlet boundary conditions g = uex, and the
right hand side f is chosen such that the analytical solution on the domain Ω = (−0.5, 2) ×
(−0.5, 1.5) is explicitly given as
uex(x, y) =
(
1− exp(λx) cos(2piy)
λ
2pi exp(λx) sin(2piy)
)
and pex(x, y) = −12 exp(2λx) + p,
with parameters
λ := −8pi
2
ν−1 +
√
ν−2 + 16pi2
and p := 2
∫ 3
2
−12
exp(2λx) dx.
We conduct a series of computations on uniformly refined meshes (cf. Figure 8.1) for
ν = 1/10. In Table 8.1, we list the numerical errors obtained with different orders of
approximation (Pk − Pk−1, k = 1, 2, 3). The observed errors and convergence rates for all
approximation orders are in agreement with the theoretical predictions of Theorem 8.22. A
plot of the streamlines and the velocity magnitude of a third order solution is depicted in
Figure 8.2.
8.7.2. Lid-driven cavity
As a second example, we solve the regularized lid-driven cavity test problem [65, Ex. 5.1.3]
on the unit square Ω = (0, 1)2, where the right hand side is chosen as f = 0. At the boundary
y = 1 we impose the velocity g(x, 1) = (1 − (x − 1/2)4, 0) and we set g = 0 (no-slip) at the
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Figure 8.1.: Different refinement levels of the mesh used for the Kovasznay and the lid-driven
cavity test cases (left: level 0; right: level 2).
rest of the boundary. The flow circulates around the cavity and with increasing Reynolds-
number, counter-rotating recirculation areas develop in the bottom left and right corners of
the domain.
We use a triangular mesh with 256 elements (cf. Figure 8.1) and apply the third order IP-
HDG method for Reynolds numbers Re = ν−1 = 100 and 1000. Plots of the streamlines, the
pressure distribution, and the x-component of the velocity at x = 1/2 are depicted in Figures
8.3 (Re = 100) and 8.4 (Re = 1000).
The features of the primary and secondary vortices show a good agreement with the reference
solutions depicted in Ghia et. al. [76, Fig. 3]. Despite the relatively coarse and uniform mesh,
we observe that the velocities in the cross-section x = 1/2 are close to the reference values
listed in [76, Tab. 1].
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Figure 8.2.: Kovasznay test case (θ = 1, ν = 1/10): Streamlines and velocity magnitude of a
third-order solution on refinement level 2.
k level ‖u− uh‖Th rate ‖(eh, êh)‖1,h rate ‖p− ph‖Th rate
1
0 2.5079 · 100 − 1.2687 · 101 − 3.7704 · 100 −
1 6.7285 · 10−1 1.90 9.8343 · 100 0.37 1.5000 · 100 1.33
2 1.9085 · 10−1 1.82 5.5564 · 100 0.82 8.5099 · 10−1 0.82
3 5.1637 · 10−2 1.89 2.8018 · 100 0.99 4.3338 · 10−1 0.97
2
0 8.2257 · 10−1 − 1.0479 · 101 − 1.6481 · 100 −
1 1.4777 · 10−1 2.48 3.9957 · 100 1.39 5.1377 · 10−1 1.68
2 1.8444 · 10−2 3.00 9.6501 · 10−1 2.05 1.2432 · 10−1 2.04
3 3.1752 · 10−3 2.54 2.3966 · 10−1 2.01 3.2712 · 10−2 1.93
3
0 6.3881 · 10−1 − 6.7063 · 100 − 1.5644 · 100 −
1 3.1139 · 10−2 4.36 7.8017 · 10−1 3.10 7.1680 · 10−2 4.45
2 1.5316 · 10−3 4.35 1.0912 · 10−1 2.84 9.2711 · 10−3 2.95
3 1.3499 · 10−4 3.50 1.3567 · 10−2 3.01 1.1888 · 10−3 2.96
Table 8.1.: Kovasznay test case (θ = 1, ν = 1/10): Errors of the numerical solution for Pk −
Pk−1 approximations on a sequence of uniformly refined meshes.
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Figure 8.3.: Lid-driven cavity test case (k = 3, θ = 1, Re = 100): Streamlines and pressure
plot (left); Comparison of the x−velocity u1 in the cross-section at x = 1/2
(dashed line) with data by Ghia et. al. [76] (right).
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Figure 8.4.: Lid-driven cavity test case (k = 3, θ = 1, Re = 1000): Streamlines and pressure
plot (left); Comparison of the x−velocity u1 in the cross-section at x = 1/2
(dashed line) with data by Ghia et. al. [76] (right).
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Chapter 9.
A posteriori error estimation
In situations, where the solution of the problem cannot expected to be smooth, e.g. in case
of reentrant corners, it is appropriate to use locally refined meshes to solve the problem with
as few degrees of freedom as possible, hence to reduce the computational effort needed to
obtain accurate solutions. Adaptive finite element methods aim to enhance the approximation
properties of the finite element space in order to reduce the approximation error effectively.
The adaptive solution procedure can be outlined as an iteration consisting of the steps
SOLVE→ ESTIMATE→ MARK→ REFINE.
A crucial component in the convergence analysis [58, 109, 23, 136, 25, 116] of such adaptive
algorithms is the availability of efficient and reliable error estimators [144, 3]. Such estimators
allow to obtain information about the error of the approximation without knowing the exact
solution.
In this chapter, we present the hp analysis of a posteriori error estimators for Method 7.1 for
the Stokes problem
−∆u+∇p = f in Ω, (9.1)
divu = 0 in Ω, (9.2)
with homogeneous Dirichlet boundary conditions u = 0 on ∂Ω, which was considered in
Chapter 7. We assume that the assumptions (M1)–(M3) and (P1)–(P2) hold, which ensures
that the results obtained in Chapter 7 are valid. Let us recall the variational problem: Given
f ∈ L2(Ω), we find (uh, ûh; ph) ∈ Vh × V̂h ×Qh, such that{
ah(uh, ûh;vh, v̂h) + bh(vh, v̂h; ph) = (f ,vh)Th ,
bh(uh, ûh; qh) = 0,
(9.3)
for all (vh, v̂h; qh) ∈ Vh × V̂h ×Qh, with bilinear forms defined as:
ah(u, û;v, v̂) := (∇u,∇v)Th − 〈∂nu,v − v̂〉∂Th
− 〈u− û, ∂nv〉∂Th + 〈α(u− û),v − v̂〉∂Th ,
bh(v, v̂; q) := −(div v, q)Th + 〈v − v̂, qn〉∂Th .
The element-wise constant stabilization parameter α is chosen as in (6.12).
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9.1. A residual error estimator
In the following, we derive an error estimator, which measures the residuals in (9.1) and
(9.2) without invoking the exact solution. We prove global upper bounds (reliability) and
local lower bounds (efficiency).
In the analysis, we employ ideas from the a posteriori analysis of nonconforming, mixed, and
discontinuous Galerkin methods for elliptic problems [17, 96, 40, 127, 148, 41, 99, 98]. For
the hp a posteriori error analysis of continuous and discontinuous Galerkin methods, we also
refer to [108, 87].
9.1.1. Reliability
Following Kim [99, 98], we start by constructing a solution in the continuous solution space,
which is related to the finite element solution (uh, ph): Let u˜ ∈ H10 (Ω) and p˜ ∈ L20(Ω) be the
solution of the following variational Stokes problem
{
a(u˜,v) + b(v, p˜) = a(uh,v) + b(v, ph) for all v ∈H10 (Ω),
b(u˜, q) = b(uh, q) for all q ∈ L20(Ω),
(9.4)
where we define the bilinear forms as
a(u,v) := (∇u,∇v)Th and b(v, p) := −(div v, p)Th .
The existence of a unique solution (u˜, p˜) is guaranteed by Lemma 3.8 (Brezzi) and the stability
results of Section 3.3.2.
Using the triangle inequality, the error of the finite element approximation can be decomposed
into a conforming, a nonconforming, and a jump part as
‖(u− uh,u|Eh− ûh)‖1,h + ‖p− ph‖Th
≤ ‖∇(u− u˜)‖Th + ‖p− p˜‖Th (conforming)
+ ‖∇(u˜− uh)‖Th + ‖p˜− ph‖Th (nonconforming)
+ |uh − ûh|1/2,h, (jump)
=: (I) + (II) + (III).
Here we use that the jump term vanishes for any v ∈ H10 (Ω). We will next estimate each
error component separately.
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Conforming error (I)
The starting point for the following arguments is Corollary 3.11, which, together with (9.4),
yields the existence of a pair of functions (v, q) ∈H10 (Ω)× L20(Ω), such that
(‖∇(u− u˜)‖Th + ‖p− p˜‖Th) (‖v‖1,Ω + ‖q‖Ω)
 a(u− u˜,v) + b(v, p− p˜) + b(u− u˜, q)
= (f ,v)Ω − a(uh,v)− b(v, ph)− b(uh, q).
with a constant independent of (u − u˜, p − p˜) and (v, q). In order to further estimate this
residual, we add zero terms:
(a) Since (uh, ûh; ph) is the solution of the discrete problem (9.3), there holds
0 = ah(uh, ûh;vh) + bh(vh, 0; ph) + bh(uh, ûh; qh)− (f ,vh)Th .
for any vh ∈ Vh and qh ∈ Qh.
(b) By Lemma 7.3 we have pointwise continuity of the dual flux [[σ̂h · n]] = 0. In particular,
since v ∈H10 (Ω), and thus single-valued on each facet, we obtain
0 = 〈σ̂h · n,v〉∂Th = 〈∂nuh − phn− α(uh − ûh),v〉∂Th .
Adding these zero terms, and integrating by parts, yields
(‖∇(u− u˜)‖Th + ‖p− p˜‖Th) (‖v‖1,Ω + ‖q‖Ω)
 (f ,v − vh)Ω − a(uh,v)− b(v, ph)− b(uh, q)
+ ah(uh, ûh;vh) + bh(vh, 0; ph) + bh(uh, ûh; qh)
= (f + ∆uh −∇ph,v − vh)Th + (divuh, q − qh)∂Th + 〈qh,uh − ûh〉∂Th
− 〈α(uh − ûh),v − vh〉∂Th − 〈∂nvh,uh − ûh〉∂Th .
Let us now discuss, how we can further estimate these terms. First, observe that by choosing
qh := Πk−1h q, with the L2-orthogonal projector Π
k−1
h : L20(Ω) → Qh, the divergence residual
vanishes, i.e.,
(divuh, q − qh)∂Th = 0.
Second, by Lemma 5.12, we can define vh element-wise, such that
kT
hT
‖v − vh‖T + ‖∇vh‖T  ‖v‖1,T and kT
h
1/2
T
|v − vh|∂T  k1/2T ‖v‖1,T .
Combining the above estimates yields the following bound:
Lemma 9.1. The conforming error component is bounded by
‖∇(u− u˜)‖Th + ‖p− p˜‖Th

(∑
T∈Th
h2T
k2T
‖f + ∆uh −∇ph‖2T + k
3
T
hT
|uh − ûh|2∂T
)1/2
.
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Proof. Using the Cauchy-Schwarz inequality yields
(‖∇(u− u˜)‖Th + ‖p− p˜‖Th) (‖v‖1,Ω + ‖q‖Ω)

∑
T∈Th
‖f + ∆uh −∇ph‖T ‖v − vh‖T
+
∑
T∈Th
|uh − ûh|1/2,∂T |v − vh|1/2,∂T ,
+
∑
T∈Th
|uh − ûh|1/2,∂T
(
|∂nvh|−1/2,∂T + |qh|−1/2,∂T
)
.
By using the discrete trace inequality (5.2a), we obtain |∂nvh|−1/2,∂T  ‖∇vh‖T and
|qh|−1/2,∂T  ‖qh‖T . The assertion follows by the definitions of vh and qh and elementary
manipulations.
Non-conforming error (II)
By the continuous inf-sup condition of Lemma 3.9, and the definition (9.4) of (u˜, p˜), we
conclude that there exists a function w ∈H10 (Ω) with ‖w‖1,Ω = 1, such that
‖p˜− ph‖Th  b(p˜− ph,w) = (∇(uh − u˜),∇w)Th ≤ ‖∇(uh − u˜)‖Th .
To estimate the nonconforming error, it thus remains to bound the error in the velocity. From
the second equation in (9.4), we obtain b(u˜, q) = b(uh, q) for all q ∈ L20(Ω). The coercivity of
the bilinear form a and the first equation in (9.4) then yield
‖∇(uh − u˜)‖2Th = a(uh − u˜,uh − u˜)
= a(uh − u˜,uh − v) + b(uh − v, ph − p˜)
 (‖∇(uh − u˜)‖Th + ‖p˜− ph‖Th) ‖∇(uh − v)‖Th for all v ∈H10 (Ω).
Using the estimate for ‖p˜− ph‖Th , and dividing by ‖∇(uh − u˜)‖Th , we obtain:
Lemma 9.2. The nonconforming error is bounded by
‖∇(u˜− uh)‖Th + ‖p˜− ph‖Th  ‖∇(uh − v)‖Th for any v ∈H10 (Ω).
In Lemmata 9.1 and 9.2, we have established upper bounds for the conforming and the
nonconforming error parts, respectively. A multiple of the remaining jump term (III) appears
in the upper bound of the conforming error (I) and therefore does not need to be considered
any further.
We define a residual error estimator by the local contributions
η2c,T :=
h2T
k2T
‖f + ∆uh −∇ph‖2T + k
3
T
hT
|uh − ûh|2∂T ,
η2nc,T := ‖∇(uh − u˜h)‖2T .
Here, u˜h ∈H10 (Ω) is some conforming approximation for the discrete solution uh. Combining
Lemmata 9.1 and 9.2, we obtain the main result of this section:
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Theorem 9.3 (Reliability). Given any u˜h ∈H10 (Ω), the residual estimator is reliable, i.e., there
holds
‖(u− uh,u|Eh− ûh)‖1,h + ‖p− ph‖Th 
(∑
T∈Th
η2c,T + η2nc,T
)1/2
.
with a constant independent of the mesh and the polynomial degree distribution.
9.1.2. Local efficiency
In order to establish the efficiency of the residual-estimator, we will show, that the individual
terms appearing in the definition of the element contributions can be bounded locally by the
jump terms, which are already part of the energy norm.
Conforming error components
For any T ∈ Th, let us define a local data oscillation term as
oscT (f) := hTkT ‖Π
kT
T f − f‖T , (9.5)
where ΠkTT : L2(T ) → PkT (T ) denotes the L2-orthogonal projection. Using the triangle
inequality, we split the element residuals into
hT
kT
‖f + ∆uh −∇ph‖T ≤ hTkT ‖Π
kT
T f + ∆uh −∇ph‖T + oscT (f).
We test the first equation in (9.3) with v̂h = 0 and vh ∈ Vh such that vh|T ∈ PkT (T ) and
vh = 0 else. Integrating by parts yields
(ΠkTT f ,vh)T = (f ,vh)T
= (∇uh − phI,∇vh)T − 〈∂nuh − phn,vh〉∂T
− 〈∂nvh,uh − ûh〉∂T + 〈α(uh − ûh),vh〉∂T
= −(∆uh −∇ph,vh)T − 〈∂nvh,uh − ûh〉∂T + 〈α(uh − ûh),vh〉∂T .
Hence, we can estimate
(ΠkTT f + ∆uh −∇ph,vh)T = 〈α(uh − ûh),vh〉∂T − 〈∂nvh,uh − ûh〉∂T
 kT
h
1/2
T
|uh − ûh|∂T
(
kT
h
1/2
T
|vh|∂T + h
1/2
T
kT
|∂nvh|∂T
)
 k2T
h
1/2
T
|uh − ûh|∂T kThT ‖vh‖T ,
where we used the discrete trace inequality (5.2a) and the inverse estimate (5.2b). Scaling
by hT /kT yields
hT
kT
‖ΠkTf + ∆uh −∇ph‖T = hTkT sup‖vh‖T=1
(ΠkTf + ∆uh −∇ph,vh)T  k
2
T
h
1/2
T
|uh − ûh|∂T ,
where the supremum is taken over all vh ∈ PkT (T ). Summarizing, we obtain:
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Lemma 9.4. The element residuals on any T ∈ Th can be bounded from above by
hT
kT
‖f + ∆uh −∇ph‖T  k
2
T
h
1/2
T
|uh − ûh|∂T + oscT (f).
The previous result yields a local upper bound, which depends only on the jump terms and
solution-independent data oscillation. Let us next turn to the nonconforming part of the
residual error estimator.
Non-conforming error components
We recall that the mesh (Th, Eh) satisfies assumptions (M1)–(M3) and that the polynomial
degree distribution obeys assumptions (P1) and (P2). In the following, we need to make
another assumption on our mesh Th:
(M4) Th is regularly reducible [117, 89], i.e., there exists a shape-regular conforming simplex
mesh T˜h, such that the closure T of any T ∈ Th can be represented as the union of
closures of elements in T˜h. Moreover, there exists a constant κ > 0, such that
γT ≤ κγT˜ and hT ≤ κhT˜ for T ∈ Th, T˜ ∈ T˜h with T˜ ⊆ T.
In simple terms, we assume that Th can be turned into a conforming simplicial triangulation
T˜h without drastically changing the size or shape regularity of the elements. For such meshes,
the following result was proved in [61, Sec. A.3]; cf. also [87, 39, 151] for similar results.
Lemma 9.5. Let the assumptions (M1)–(M4) and (P1)–(P2) on the mesh and the polynomial
degree distribution hold. For any T ∈ Th, we denote
ω(T ) :=
{
T ′ ∈ Th : ∂T ′ ∩ ∂T 6= ∅
}
and ∂ω(T ) := ∂
(⋃
T∈ω(T ) T
)
.
There exists an averaging operator Πav : Vh → H10 (Ω) that satisfies the local approximation
estimate
‖∇(vh −Πavvh)‖T  kT
(∑
T ′∈ω(T )
k2T
hT
|(vh − v̂)|2∂T ′\∂ω(T )
)1/2
, (9.6)
for all vh ∈ Vh and all v̂ ∈ L2(E).
Hence, by choosing u˜h = Πavvh with Πav as in Lemma 9.5, we can bound the nonconforming
error component also by the jump terms appearing in the discretization error. As a
consequence of Lemmata 9.4 and 9.5, we obtain the following statement.
Theorem 9.6 (Local efficiency). Let the assumptions (M1)–(M4) and (P1)–(P2) on the mesh
and the polynomial degree distribution hold. Then, the residual error estimator is locally efficient,
i.e., there holds
ηc,T + ηnc,T  kT
(∑
T ′∈ω(T )
k2T
hT
|uh − ûh|2∂T ′\∂ω(T )
)1/2
+ oscT (f). (9.7)
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Figure 9.1.: Illustration of a patch ω(T ) around an element T . The boundary ∂ω(T ) is
depicted by a bold line.
Remark 9.7. The suboptimality in kT of Lemma 9.5 can be improved in two dimensions; cf.
e.g. [87, 61]. However, since the bound for the element residuals of Lemma 9.4 already
yields the same (suboptimal) dependence on kT , we do not take this into consideration here.
Remark 9.8. The typical 1-irregular meshes used in combination with discontinuous Galerkin
methods (cf. Remark 5.1) are regularly reducible. In a first step, every quadrilateral (or
hexahedral) element is decomposed into simplices, and in a second step, the hanging nodes
of the simplicial mesh are removed; see Figure 9.2 for some illustration. The elimination of
hanging nodes is possible in a finite number of steps and without introducing new nodes.
Figure 9.2.: Elimination of hanging nodes in a triangle and a tetrahedron.
9.2. A jump error estimator
For the efficiency estimate of the residual estimator, we verified that the element residuals
and the nonconforming error component can be estimated from above by the jump terms.
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This motivates the following jump-estimator:
ηJ,T := |uh − ûh|1/2,∂T . (9.8)
This estimator is particularly convenient from an implementation point of view, since it only
involves terms which are already present in the discrete variational problem. Some numerical
results for the jump-estimator are given in Section 7.7 below.
The following result follows immediately from the definition of the jump estimator.
Theorem 9.9 (Efficiency). The jump error estimator defined by (9.8) is locally efficient, i.e.,
there holds
ηJ,T  ‖∇(u− uh)‖T + |uh − ûh|1/2,∂T + ‖p− ph‖T .
Moreover, by combining the above results, we can show reliability of the jump estimator.
Theorem 9.10 (Reliability). Let the assumptions (M1)–(M4) and (P1)–(P2) on the mesh and
the polynomial degree distribution hold. Then, the jump estimator is reliable, i.e., there holds
‖(u− uh,u|Eh− ûh)‖1,h + ‖p− ph‖Th 
(∑
T∈Th
k2T η
2
J,T + oscT (f)2
)1/2
.
Proof. By combining the reliability of the residual error estimator of Theorem 9.3 with the
efficiency bound of Theorem 9.6, the result follows due to the limited overlap of ω(T ).
Remark 9.11. A similar suboptimality of a posteriori error estimates with respect to the
polynomial degree has been observed by several authors; cf. e.g. [20, 108, 87] and the
references given there.
Remark 9.12. With slight modifications, the analysis shown in this Chapter can be carried out
also for the IP-HDG Poisson method, which was discussed in Chapter 6.
9.3. Numerical results
We perform two different sets of numerical experiments for the jump error estimator. Firstly,
we observe the ratio between the real error and the upper and lower error estimates on a
sequence of uniformly refined meshes. Secondly, we assess the performance of the estimator
in an h-adaptive finite element algorithm.
9.3.1. Uniform refinement
We again consider the colliding-flow test problem of Section 7.7 on the unit square Ω =
(−1, 1)2, which is triangulated as shown in Figure 7.7. We perform computations for the
polynomial orders k = 1, 2, 3 on a sequence of uniformly refined meshes and we compare the
energy error
‖(u− uh,u|Eh− ûh)‖1,h + ‖p− ph‖Th , (9.9)
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with the global estimates
η
J,Th :=
(∑
T∈Th
η2J,T
)1/2
and ηJ,Th := k
(∑
T∈Th
η2J,T
)1/2
.
In Table 9.1, we list the convergence rates of both, the energy error (9.9) and the estimates,
as well as the ratio between the real error and the estimates.
k level error (9.9) rate estimate η
J,Th rate ratio estimate ηJ,Th rate ratio
1
0 2.4182 · 101 − 1.5272 · 101 − 1.58 1.5272 · 101 − 1.58
1 1.2574 · 101 0.94 8.3135 · 100 0.88 1.51 8.3135 · 100 0.88 1.51
2 6.3451 · 100 0.99 4.2822 · 100 0.96 1.48 4.2822 · 100 0.96 1.48
3 3.1775 · 100 1.00 2.1615 · 100 0.99 1.47 2.1615 · 100 0.99 1.47
2
0 3.8611 · 100 − 2.5239 · 100 − 1.52 5.0479 · 100 − 0.76
1 9.7663 · 10−1 1.98 6.3836 · 10−1 1.98 1.52 1.2767 · 100 1.98 0.76
2 2.4284 · 10−1 2.01 1.5845 · 10−1 2.01 1.53 3.1690 · 10−1 2.01 0.77
3 6.0354 · 10−2 2.01 3.9310 · 10−2 2.01 1.54 7.8620 · 10−2 2.01 0.77
3
0 3.0534 · 10−1 − 1.8410 · 10−1 − 1.65 5.5230 · 10−1 − 0.55
1 3.7332 · 10−2 3.03 2.2404 · 10−2 3.04 1.67 6.7213 · 10−2 3.04 0.56
2 4.6260 · 10−3 3.01 2.7698 · 10−3 3.02 1.67 8.3093 · 10−3 3.02 0.56
3 5.7627 · 10−4 3.00 3.4436 · 10−4 3.01 1.67 1.0331 · 10−3 3.01 0.56
Table 9.1.: Colliding flow: Errors and error estimates of the numerical solution for Pk −Pk−1
approximations on a sequence of uniformly refined meshes.
The numerical results indicate, that the reliability bound for the jump error estimator could
possibly be improved with respect to the dependence on the polynomial degree k.
Conjecture 9.13. Under the assumptions of Theorem 9.10, there holds the reliability estimate
‖(u− uh,u|Eh− ûh)‖1,h + ‖p− ph‖Th 
(∑
T∈Th
η2J,T + oscT (f)2
)1/2
.
9.3.2. Adaptive refinement
In order to illustrate the performance of the a posteriori jump error estimator in an adaptive
finite element framework, we consider a second test problem due to Verfürth [144, p. 113]. A
reference solution for flow on the L-shaped domain Ω = (−1, 1)2\([0, 1]× [−1, 0]) is explicitly
given in polar coordinates (r, ϕ) by
uex(r, ϕ) = rλ
(
(1 + λ) sin(ϕ)ψ(ϕ) + cos(ϕ)∂ϕψ(ϕ)
sin(ϕ)∂ϕψ(ϕ)− (1 + λ) cos(ϕ)ψ(ϕ)
)
,
pex(r, ϕ) = −rλ−1
[
(1 + λ)2∂ϕψ(ϕ) + ∂3ϕψ(ϕ)
]
/(1− λ),
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with constants λ ≈ 0.54448373678246, ω = 3pi2 and
ψ(ϕ) = sin((1 + λ)ϕ) cos(λω)/(1 + λ)− cos((1 + λ)ϕ)
− sin((1− λ)ϕ) cos(λω)/(1− λ) + cos((1− λ)ϕ);
The solution (u, p) is analytic in Ω\{0}, and∇u and p are singular at the origin.
The adaptive algorithm The solution procedure is implemented as follows: Let T 0h denote
an initial triangulation. For i = 0, 1, . . . , we invoke the algorithm
SOLVE→ ESTIMATE→ MARK→ REFINE,
which consists of the following steps:
(S) The discrete problem is solved by applying the IP-HDG Method 7.1 on the mesh T ih .
(E) For each T ∈ T ih , we compute the local estimate ηJ,T from the discrete solution.
(M) We use a marking strategy due to Dörfler [58], i.e., we select a subsetM(Th) ⊆ Th, of
the elements with the largest local contributions ηJ,T , such that∑
T∈M(Th)
η2J,T ≤ θ2
∑
T∈Th
η2J,T ,
for some marking parameter θ ∈ (0, 1].
(R) The mesh T ih is refined by subdividing all marked triangles into four similar ones. In
a second step, we refine also some non-marked elements to ensure that the maximal
difference of the refinement levels between two neighboring elements is one.
The algorithm terminates if a certain target accuracy is reached after step (E).
Numerical results The adaptive algorithm is applied for polynomial orders k = 1, 2, 3 and
the marking parameter chosen as θ = 0.5. For each series of computations, the mesh is
mostly refined in the vicinity of the re-entrant corner; cf. Figure 9.3. Moreover, we observe a
distribution of the meshsize, that is almost symmetric with respect to the line y = −x, which
agrees well with related numerical tests [144, 85, 86]. In Figure 9.4, we plot the history
of the actual energy error (9.9), the jump estimate η
J,Th , and the ratio of these values (i.e.,
the effectivity index) for the adaptive series of experiments. The error decreases roughly like
N−k/d, where N is the number of elements. This is the same rate as predicted for uniform
refinements and smooth solutions in Theorem 7.13. Furthermore, it can be observed that the
a posteriori error bound under-estimates the actual error by some factor tending to ceff ≈
1.6, which is observed for all polynomial degrees of approximation considered here. This
observation again supports the assertion made in Conjecture 9.13.
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initial k = 1
k = 2 k = 3
Figure 9.3.: L-shape: Initial mesh T 0h and refined meshes T 20h after 20 adaptive refinement
steps for polynomial orders k = 1, 2, 3 (top left to bottom right).
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Figure 9.4.: L-shape: Comparison of the actual energy errors with the jump estimates and
plots of the efficiency index for polynomial orders k = 1, 2, 3. Dashed lines
indicate the optimal rate N−k/d for comparison.
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A mortar method based on the hybrid
discontinuous Galerkin approach
In this chapter, we consider the discretization of problems on domain partitions with general
non-matching meshes. We derive a hybrid mortar method, which can be used for coupling
multi-domain problems, e.g. for the application of domain decomposition methods [123,
142] or in multi-physics applications. For simplicity, we restrict our presentation to the Stokes
problem {
−∆u+∇p = f in Ω,
divu = 0 in Ω, (10.1)
with homogeneous Dirichlet boundary conditions u = 0 on ∂Ω. We refer to the discussion in
[63] for possible extensions to other problems.
10.1. Domain decomposition and triangulation
We consider a partition of a domain Ω into N disjoint subdomains Ωi, i.e.,
Ω =
⋃N
i=1
Ωi and Ωi ∩ Ωj = ∅, 1 ≤ i < j ≤ N.
For each subdomain Ωi, we consider a conforming mesh (Th,i, Eh,i), which satisfies the basic
assumptions (M1)–(M3); cf. Section 5.1. This particularly implies that each Ωi is a polytope.
We furthermore define the collections of all elements, element boundaries and the interior
facets of all subdomains as
Th :=
⋃N
i=1
Th,i, ∂Th :=
⋃N
i=1
∂Th,i and E◦h :=
⋃N
i=1
E◦h,i.
The set of interfaces Γ◦N between neighboring subdomains and the set of subdomain-boundary
interfaces are defined as
Γ◦N := {Γij : Γij = int (∂Ωi ∩ ∂Ωj), 1 ≤ i < j ≤ N } \{∅},
and Γ∂N := {Γ0i : Γ0i = int (∂Ω ∩ ∂Ωi), 1 ≤ i ≤ N } \{∅},
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respectively, and we denote the collection of all subdomain interfaces by ΓN := Γ◦N ∪Γ∂N . The
union of all interfaces
Γ :=
⋃
Γij∈ΓN
Γij ,
is called the interface or skeleton of the partition. By definition, ΓN yields a natural partition
of Γ; see Figure 10.1 for an illustration of a typical partition we have in mind.
We consider a triangulation Γh of the interface Γ into a finite number of (non-overlapping)
open elements E ⊆ Γ, i.e., Γ = ⋃E∈Γh E, for which we make the following assumptions:
(G1) Each E ∈ Γh is the affine image of a (d − 1) dimensional reference element, i.e., a
triangle or quadrilateral (segment) in d = 3 (d = 2) space dimensions. Moreover, there
holds E ⊆ Γij , for some Γij ∈ ΓN , i.e., the interface mesh Γh resolves the cross-points
of the partition.
(G2) Γh is locally quasi-uniform in the sense that elements attached to the interface are of
comparable size as the neighboring interface elements: There is a constant γ4, such that
γ−14 hE ≤ hT ≤ γ4hE for all int (E ∩ ∂T ) 6= ∅, T ∈ Th, E ∈ Γh,
where hE := diam(E) denotes the diameter of E.
(G3) Γh is uniformly shape regular with a constant γ5, i.e.,
hE/ρE ≤ γ5 for all E ∈ Γh,
where ρE denotes the radius of the largest ball that can be inscribed in E.
We refer to Figure 10.1 for an example of a mesh satisfying (M1)–(M3) on each subdomain
and (G1)–(G3) at the interfaces. Similar conditions have been employed for the analysis of
related discontinuous Galerkin discretizations; cf. e.g. [71, 78, 79].
10.2. A hybrid mortar method
Our starting point is again the variational principle of the Stokes problem (7.8)–(7.9), which
we recall here for the sake of completeness:
(∇uh − phI,∇vh)Th − 〈σ̂h · n,vh〉∂Th − 〈uh − ûh, ∂nvh〉∂Th = (f ,vh)Th ,
−(divuh, qh)Th + 〈uh − ûh, qhn〉∂Th = 0.
On each subdomain Ωi, we consider an H1 conforming approximation. However, in contrast
to standard finite element approximations, we allow discontinuities across the subdomain
interfaces and incorporate the interface conditions weakly by an IP-HDG approach.
For simplicity, we consider a uniform polynomial degree k = 2 and for the approximation of
the discrete velocity, we utilize the spaces
VN,h :=
{
vh ∈ L2(Ω) : vh|Ωi ∈ P2(Th,i)
d ∩H1(Ωi)
}
,
V̂N,h :=
{
v̂h ∈ L2(Γ) : v̂h|E ∈ P2(E)d, E ∈ Γh, v̂h = 0 on ∂Ω
}
.
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Ω1
Ω2
Ω3
Ω4
Γ01
Γ02
Γ03
Γ04
Γ12
Γ13
Γ14
Γ23
Γ24
Figure 10.1.: A domain partition {Ω1,Ω2,Ω3,Ω4} and the corresponding partition of the
skeleton Γ given by ΓN = {Γ01,Γ02,Γ03,Γ04,Γ12,Γ13,Γ14,Γ23,Γ24} (left). A
possible triangulation of the domains and the interface is depicted on the right.
The cross-points of the domain partition are marked with (bold) circles and the
set of interior facets E◦h is colored in gray.
The discrete pressure is approximated in the space
QN,h :=
{
qh ∈ L20(Ω) : qh|Ωi ∈ P1(Th,i) ∩H
1(Ωi)
}
.
On each subdomain Ωi, the choice VN,h × QN,h corresponds to a conforming Taylor-Hood
mixed finite element space [139, 35] of second order. This motivates the following choice for
the numerical fluxes: Within each subdomain, we choose our fluxes similarly as in Example
4.1 to obtain a standard conforming approximation of uh and ph. At the interfaces, we
introduce a weak coupling by an IP-HDG approach.
We consider the dual numerical flux σ̂h · n to be defined element-wise on each ∂T ∈ ∂Th as
σ̂h · n :=
{{∇uh − phI}} · n on ∂T \Γ,∂nuh − α(uh − ûh)− phn on ∂T ∩ Γ, (10.2)
where the element-wise stabilization parameter α|T ≈ h−1T is defined as in (6.12). In contrast
to the IP-HDG approach considered in Chapter 7, we prescribe the primal flux ûh explicitly
on the interior facets E◦h of the subdomains, and on the interface mesh Γh we keep it in the
system as an additional (hybrid) unknown, i.e.,
ûh :=
uh|E on E ∈ E◦hûh ∈ V̂N,h on Γ (10.3)
We enforce the coupling by continuity conditions. At the interior edges E ∈ E◦h, there holds
[[σ̂h ·n]] = 0 by definition. The coupling between subdomains is incorporated in a weak sense,
by requiring that
〈[[σ̂h · n]], v̂h〉Γ = 0 for all v̂h ∈ V̂N,h.
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Substituting the numerical fluxes into the variational principle yields the following hybrid
mortar method; cf. [63].
Method 10.1 (Hybrid mortar method). Given f ∈ L2(Ω), find (uh, ûh) ∈ VN,h × V̂N,h, and
ph ∈ QN,h, such that{
aN,h(uh, ûh;vh, v̂h) + bN,h(vh, v̂h; ph) = (f ,vh)Th ,
bN,h(uh, ûh; qh) = 0,
(10.4)
for all (vh, v̂h) ∈ VN,h × V̂N,h, and qh ∈ QN,h.
The bilinear forms aN,h and bN,h are defined essentially as in (7.15) and (7.16). However,
due to different choice of fluxes, we obtain
aN,h(uh, ûh;vh, v̂h) := (∇u,∇v)Th −
∑
T∈Th
〈∂nu,v − v̂〉∂T∩Γ
−
∑
T∈Th
〈u− û, ∂nv〉∂T∩Γ +
∑
T∈Th
〈α(u− û),v − v̂〉∂T∩Γ,
bN,h(uh, ûh; qh) := −(divu, qh)Th +
∑
T∈Th
〈qhn,u− û〉∂T∩Γ.
The consistency of the hybrid mortar method follows with the arguments of Lemma 7.1. We
require some extra regularity to make all terms well-defined.
Lemma 10.1 (Consistency). Assume that the weak solution of the Stokes problem (10.1)
satisfies u ∈H2(Th) and p ∈ H1(Th). Then
aN,h(u,u|Γ ;vh, v̂h) + bN,h(vh, v̂h; p) = (f ,vh)Ω,
bN,h(u,u|Γ ; qh) = 0,
for all (vh, v̂h) ∈ VN,h × V̂N,h, and qh ∈ QN,h, i.e., the hybrid mortar method is consistent.
10.3. Discrete stability
Again, we establish the unique solvability of the discrete problem by verifying the assumptions
of Lemma 3.8 (Brezzi) for the discrete variational problem (10.4). The discrete stability of
Method 10.1 is proved with respect to the energy norms
‖(v, v̂)‖1,N,h :=
(
‖∇v‖2Th + |v − v̂|21/2,Γ,h
)1/2
and ‖q‖Th :=
(∑
T∈Th
‖qh‖2T
)1/2
,
where we define
|v|±1/2,Γ,h :=
(∑
T∈Th
α±1|T |v|
2
∂T∩Γ
)1/2
.
The coercivity of the bilinear form aN,h then follows again with the same arguments as in
Lemma 6.5; cf. also [59, 63].
Lemma 10.2 (Coercivity). The bilinear form aN,h is uniformly elliptic, i.e., there holds
aN,h(uh, ûh;uh, ûh) ≥ 12 ‖(uh, ûh)‖21,N,h for all (uh, ûh) ∈ VN,h × V̂N,h.
Before we turn to the crucial component for the discrete stability analysis, the discrete inf-sup
stability of bN,h, we require some additional results:
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10.3.1. Preliminary results
A basic ingredient for our analysis is that the restriction of the spaces VN,h and QN,h to the
subdomains, i.e.,
Vh,i := VN,h|Ωi ∩H
1
0 (Ωi) and Qh,i := QN,h|Ωi ∩ L
2
0(Ωi) (10.5)
are inf-sup stable finite element pairs for the Stokes problem on each subdomain Ωi. For later
reference, let us recall the discrete inf-sup stability of the P2 − P1 Taylor-Hood element, cf.
e.g. [139, 35, 36, 34].
Lemma 10.3. The spaces Vh,i, Qh,i satisfy the discrete inf-sup condition
sup
vh∈Vh,i
−(div vh, ph)Ωi
‖∇vh‖Ωi
≥ cΩi‖ph‖Ωi ∀ ph ∈ Qh,i, (10.6)
with some constant cΩi independent of the mesh.
We further require some results on (quasi-)interpolation operators.
Lemma 10.4 (Quasi-interpolation). There exists a linear bounded projection operator ΠN,h :
H10 (Ω)→ VN,h, such that
‖∇ΠN,hv‖Th  ‖v‖1,Ω and
∑
T∈Th
h−2T ‖ΠN,hv − v‖2Th
1/2  ‖v‖1,Ω,
holds for all v ∈H10 (Ω) with constants independent of the mesh.
Proof. Since the space VN,h does not require continuity across subdomain interfaces, the
operator ΠN,h can be defined subdomain wise by (ΠN,hv)|Ωi := Π
i
N,hv|Ωi , where Π
i
N,h is a
quasi-interpolation operator for the subdomain Ωi, with the required properties; cf. e.g. Scott
and Zhang [132, Thm. 4.1]. The result then follows by summation over the subdomains.
Lemma 10.5 (Interface approximation). Let v ∈ Hm+1(Th) ∩H10 (Ω) and assume that v|Γ ∈
Hm+1/2(Γh) with 0 ≤ m ≤ 2. Then there exists a function v̂h ∈ V̂N,h, such that
|v − v̂h|1/2,Γ,h 
(∑
T∈Th
h2mT ‖v‖2m+1,T
)1/2
.
Proof. By assumption (G2) and the definition of α, we can estimate
|v − v̂h|21/2,Γ,h 
∑
E∈Γh
h−1E |v − v̂h|2E .
Moreover, by standard approximation estimates [9, 44, 32], the trace inequality and scaling
arguments, we obtain for each E ∈ Γh that there exists a vE ∈ P2(E), such that
h−1E |v − vE |2E  h2mE |v|2Hm+1/2(E) 
∑
int (∂T∩E)6=∅ h
2m
T ‖v‖2m+1,T .
Here we used the shape-regularity assumption (G3) and assumptions (G1)–(G2). Since the
assumptions guarantee, that only a bounded number of elements is attached to any interface
element E ∈ Γh, the result follows by summation.
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Let ΠN,h be defined as in Lemma 10.4 and denote the the L2-orthogonal interface projection
by Π̂N,h : L2(Γ)→ V̂N,h. In the inf-sup stability analysis, the operator (ΠN,h, Π̂N,h) will serve
as a Fortin projector. We shall next prove an important stability result for this construction.
Lemma 10.6. For all v ∈H10 (Ω), there holds
‖(ΠN,hv, Π̂N,hv)‖1,N,h ≤ CΠ‖v‖1,Ω.
with a constant CΠ independent of the mesh.
Proof. By the stability of the quasi-interpolation of Lemma 10.4, we obtain
‖∇ΠN,hvh‖Th  ‖∇v‖1,Ω.
Using the triangle inequality, we split the remaining terms as
|ΠN,hv − Π̂N,hv|1/2,Γ,h  |ΠN,hv − v|1/2,Γ,h + |Π̂N,hv − v|1/2,Γ,h.
For each T ∈ Th attached to the interface Γ, we can apply the trace inequality of Corollary
5.4, to obtain the bound
h−1T |ΠN,hv − v|2∂T∩Γ  ‖∇(ΠN,hv − v)‖2T + h−2T ‖ΠN,hv − v‖2T ,
Summing over all elements, and using the approximation properties of the quasi-interpolation
of Lemma 10.4, we obtain
|ΠN,hv − v|1/2,Γ,h  ‖v‖1,Ω.
Finally, we use the best approximation property of the L2 projection and choose v̂h as in
Lemma 10.5 (with m = 0), to obtain
|Π̂N,hv − v|1/2,Γ,h ≤ |v̂h − v|1/2,Γ,h  ‖v‖1,Ω.
The result follows by combining the above bounds.
10.3.2. Discrete inf-sup stability
We are now in the position to formulate the main result of this section.
Theorem 10.7. The bilinear form bN,h satisfies a discrete inf-sup condition, i.e.,
sup
(vh,v̂h)∈VN,h×V̂N,h
bN,h(vh, v̂h; qh)
‖(vh, v̂h)‖1,N,h ≥ cbN,h ‖qh‖Th , (10.7)
holds uniformly for all qh ∈ QN,h, with a constant cbN,h independent of the mesh.
Proof. We employ an argument due to Boland and Nicolaides [24] to establish the discrete
inf-sup condition for the hybrid mortar method by explicitly constructing a pair of functions
(vh, v̂h) that satisfies the inequality.
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Step 1: Any function qh ∈ QN,h can be decomposed into
qh = q0 + q1,
where q1 is constant on each subdomain, and q0 has zero mean on each subdomain, i.e.,
q1 ∈ L20(Ω), q1|Ωi =
1
|Ωi|
∫
Ωi
qh dx and q0|Ωi ∈ L
2
0(Ωi).
The functions q0 and q1 are orthogonal with respect to L2(Ω).
Step 2: Due to the discrete inf-sup stability of the pair (Vh,i,Qh,i) of Lemma 10.3, we can
define a function v0 ∈ VN,h, such that v0|Ωi ∈H10 (Ωi) on each subdomain, and
−(div v0, q0)Ωi = ‖q0‖2Ωi with ‖∇v0‖Ωi ≤ c−1Ωi ‖q0‖Ωi .
Setting v̂0 := 0, and summing over all subdomains yields
bN,h(v0, v̂0; q0) = ‖q0‖2Th and ‖(v0, v̂0)‖1,N,h ≤ c−10 ‖q0‖Th . (10.8)
with a constant c0 defined as c−10 :=
(∑N
i=1 c
−2
Ωi
)1/2
.
Step 3: By the surjectivity of the divergence operator on the continuous level (3.20), there
exists a function w ∈H10 (Ω) such that
−divw = q1 and ‖∇w‖Ω ≤ c−1b ‖q1‖Th .
Using the Fortin projector of Lemma 10.6, we define (v1, v̂1) := (ΠN,hw, Π̂N,hw). Since q1 is
constant on each subdomain, integration by parts yields
bN,h(v1, v̂1; q1) = (v1,∇q1)Th −
∑
T∈Th
〈v̂1, q1n〉∂T∩Γ
= −
∑
T∈Th
〈Π̂N,hw, q1n〉∂T∩Γ = −
∑
T∈Th
〈w, q1n〉∂T∩Γ
= −
∑N
i=1
〈w, q1n〉∂Ωi = −
∑N
i=1
(divw, q1)Ωi .
Due to the definition of w and Lemma 10.6, we thus obtain that
bN,h(v1, v̂1; q1) = ‖q1‖2Th and ‖(v1, v̂1)‖1,N,h ≤ c−11 ‖q1‖Th . (10.9)
with a constant c1 = cb/CΠ and CΠ as in Lemma 10.6.
Step 4: For any ε > 0, let us now define a function (vh, v̂h) ∈ VN,h × V̂N,h as
vh := v0 + εv1 and v̂h := v̂0 + εv̂1.
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By construction, q1 is constant on each subdomain Ωi and thus bN,h(v0, v̂0; q1) = 0. By using
the estimates (10.8) and (10.9), the Cauchy-Schwarz- and Young’s inequality, we obtain
bN,h(vh, v̂h; qh) = bN,h(v0, v̂0; q0) + ε bN,h(v1, v̂1; q1) + ε bN,h(v1, v̂1; q0)
≥ ‖q0‖2Th + ε ‖q1‖2Th − 2ε‖(v1, v̂1)‖1,N,h‖q0‖Th
≥ 12‖q0‖
2
Th + ε
(
1− 2εc−21
)
‖q1‖2Th .
Choosing ε = c21/4 yields
bN,h(vh, v̂h; qh) ≥ 12 min
{
1, c21/4
}
‖qh‖2Th .
Due to the estimates from (10.8) and (10.9), we obtain
‖(vh, v̂h)‖1,N,h ≤ max
{
c−10 , c1/4
}
‖qh‖Th ,
and (10.7) follows with the constant
cbN,h =
1
2 min
{
1, c21/4
}
min
{
c0, 4c−11
}
,
which depends on the continuous inf-sup constant cb, the discrete inf-sup constants associated
with the subdomains Ωi, and the stability constant CΠ of the projector (ΠN,h, Π̂N,h) given in
Lemma 10.6.
10.3.3. Well-definedness of the hybrid mortar method
Using the coercivity of aN,h (Lemma 10.2) and the discrete inf-sup stability of bN,h (Theorem
10.7), we obtain the well-definedness of the hybrid mortar method.
Theorem 10.8. Method 10.1 has a unique solution (uh, ûh, ph) satisfying the a-priori estimates
‖(uh, ûh)‖1,N,h  ‖f‖Ω and ‖ph‖Th  ‖f‖Ω.
with constants independent of the mesh and the data.
Proof. Existence of a unique solution follows again from the discrete stability conditions and
Lemma 3.8 (Brezzi). To show the a-priori bound, one utilizes
(f ,vh)Th ≤ ‖f‖Th‖vh‖Th  ‖f‖Th‖(vh, v̂h)‖1,N,h,
which follows from a Poincaré-type inequality for piecewise H1 functions [31, Eq. (1.3)],
since the assumptions (G1) and (G2) imply that diam(Γij) ≥ hE  hT for interface elements
E ⊂ Γij and adjacent volume elements T .
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10.4. A priori error estimates
The a priori error bounds for the hybrid mortar method can be derived by the same
arguments, which we used for the analysis of the IP-HDG method in Section 7.5. Hence,
we will only state the most important results for brevity and refer to [59, 63] for details.
The a priori error analysis is carried out in stronger energy norms
|||(u, û)|||1,N,h :=
(
‖(u, û)‖21,N,h + |∂nu|2−1/2,Γ,h
)1/2
,
|||q|||0,N,h :=
(
‖q‖2Th + |q|2−1/2,Γ,h
)1/2
,
which allow us to establish the continuity of the bilinear forms aN,h and bN,h on infinite
dimensional spaces; cf. Lemma 7.8. Again, these norms are equivalent to ‖(·, ·)‖1,N,h and
‖ · ‖Th on the discrete level; see Lemma 7.9.
Let us state the approximation properties of the finite element spaces.
Lemma 10.9 (Approximation). Let (v, q) ∈ H10 (Ω) × L20(Ω) satisfy v ∈ Hm+1(Th), v|Γ ∈
Hm+1/2(Γh), and q ∈ Hm(Th) with 1 ≤ m ≤ 2. Then, there exists an element (vh, v̂h) ∈
VN,h × V̂N,h and a function qh ∈ QN,h, such that
|||(v − vh,v|Γ − v̂h)|||1,N,h 
(∑
T∈Th
h2mT ‖v‖2m+1,T
)1/2
,
|||q − qh|||0,N,h 
(∑
T∈Th
h2mT ‖q‖2m,T
)1/2
.
Proof. We construct vh and qh by suitable local interpolation operators onto VN,h respectively
QN,h; cf. e.g. [132]. An appropriate function v̂h ∈ V̂N,h can be found by Lemma 10.5.
Combining the consistency (Lemma 10.1), the discrete stability results (Lemma 10.2 and
Theorem 10.7), the continuity of the bilinear forms and the interpolation error estimates, we
obtain the following a-priori error bound:
Theorem 10.10 (Energy-norm estimate). Assume that the weak solution (u, p) of problem
(10.1) satisfies u ∈Hm+1(Th), u|Γ ∈Hm+1/2(Γh), and p ∈ Hm(Th) with 1 ≤ m ≤ 2. Then
|||(u− uh,u− ûh)|||1,N,h + |||p− ph|||0,N,h 
(∑
T∈Th
h2mT
(
‖u‖2m+1,T + ‖p‖2m,T
))1/2
.
By the duality argument of Aubin-Nitsche, one can also obtain optimal error estimates with
respect to the L2-norm, provided that the adjoint is sufficiently regular; cf. Section 7.5.2.
Theorem 10.11. If the adjoint problem (7.27) is H2 regular, then there holds the a-priori
estimate
‖u− uh‖Th 
(
max
T∈Th
hT
)
(|||(u− uh,u− ûh)|||1,N,h + |||p− ph|||0,N,h) .
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10.5. Additional remarks
Remark 10.12. For a short discussion on the extension of the framework to other problems
and more general discretizations, we refer to the discussion in [63]. In Section 10.6, we also
give numerical results for other discretization types.
Remark 10.13. The incorporation of other boundary conditions can be realized by appropriate
modifications of the fluxes at the boundary ∂Ω; cf. Remark 6.14. If the boundary interface
mesh coincides with the mesh induced by the subdomain triangulation, the primal flux ûh on
the Dirichlet part of the boundary can be eliminated from the formulation, which corresponds
to a weak incorporation of boundary conditions via Nitsche’s method [115, 134].
Remark 10.14. Method 10.1 generalizes the hybrid mortar methods for elliptic equations
proposed in [46, 59]. A domain decomposition into single elements is possible, which yields
the IP-HDG Method 7.1.
Remark 10.15. Method 10.1 can be interpreted as particular realization of a three-field method
[12, 37, 38] with appropriate ansatz spaces and stabilization terms. A three-field formulation
for the Stokes problem is also used in [63] as a starting point for the derivation of the
method. Here, in contrast to the three-field methods discussed in [12, 37], we consider
a nonconforming (discontinuous) discretization of the hybrid variable, which simplifies the
verification of the discrete inf-sup stability.
Remark 10.16. The hybrid mortar method can be seen as an approach dual to the classical
mortar methods [22, 27, 28, 19, 69], which can under certain assumptions on the ansatz
spaces also be obtained from a three-field formulation. Here, instead of ûh, a dual flux λh
appears as an additional interface variable. For a short discussion on the relation of the
classical mortar methods to the three-field formulation, we refer to [123, Rem. 2.5.2].
Remark 10.17. Explicit elimination of the hybrid variable (cf. Section 4.3.2) from the
hybrid mortar formulation yields a discontinuous Nitsche-type mortar method [18, 81, 43]
which is closely related to the discontinuous Galerkin methods discussed in [71, 82, 79].
However, keeping the hybrid variable in the formulation, facilitates the application of domain
decomposition algorithms [123, 142].
10.6. Numerical results
We again consider the colliding flow test problem given in Section 7.7 on the unit square
Ω = (−1, 1)2. The domain partition is given by
Ω1 =
(− 1, 0)× (− 12 , 1), Ω2 = (0, 1)× (− 1, 12),
Ω3 =
(
0, 1
)× (12 , 1), Ω4 = (− 1, 0)× (− 1,−12),
where each subdomain is partitioned by triangular elements; cf. Figure 10.1 for a sketch of
the domain partition and the initial subdomain and interface meshes.
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The hybrid mortar method is applied on a sequence of uniformly refined meshes. In Figure
10.2, we depict the (linear) pressure solution for the P2−P1 approximation on different mesh
levels. The observed errors and convergence rates, which are listed in Table 10.1, agree well
with the theoretical estimates from Theorems 10.10 and 10.11.
Moreover, we conduct a second series of experiments for third order Taylor-Hood elements
(P3 − P2) and also Pk − Pdisck−2 discretizations (k = 2 and 3) with discontinuous pressure
spaces, where the order of the interface approximation is in all cases chosen identically to the
approximation order of the subdomain velocity spaces. Also for these cases, the restrictions of
VN,h and QN,h to each subdomain are inf-sup stable; cf. e.g. [36, 34]. The numerical errors
listed in Tables 10.1 and 10.2 again show the convergence rates which can be expected from
the approximation properties of the subdomain discretizations.
Figure 10.2.: Discrete pressure solution of the P2 − P1 discretization on mesh levels 0, 1 and
2 (from left to right).
k level ‖u− uh‖Th rate ‖(eh, êh)‖1,N,h rate ‖p− ph‖Th rate
2
0 6.3734 · 10−2 − 1.5537 · 100 − 1.3539 · 100 −
1 8.1323 · 10−3 2.97 3.7964 · 10−1 2.03 3.2586 · 10−1 2.05
2 1.0290 · 10−3 2.98 9.3879 · 10−2 2.02 8.0494 · 10−2 2.02
3 1.2964 · 10−4 2.99 2.3373 · 10−2 2.01 2.0058 · 10−2 2.00
3
0 4.0939 · 10−3 − 1.2595 · 10−1 − 9.4626 · 10−2 −
1 2.8265 · 10−4 3.85 1.5220 · 10−2 3.05 1.1286 · 10−2 3.07
2 1.8634 · 10−5 3.92 1.8682 · 10−3 3.03 1.4191 · 10−3 2.99
3 1.5058 · 10−6 3.62 2.3262 · 10−4 3.01 1.8124 · 10−4 2.97
Table 10.1.: Colliding flow: Errors of the numerical solution for Pk−Pk−1 approximations on
a sequence of uniformly refined meshes.
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k level ‖u− uh‖Th rate ‖(eh, êh)‖1,N,h rate ‖p− ph‖Th rate
2
0 4.7007 · 10−1 − 5.5090 · 100 − 7.1657 · 100 −
1 1.4534 · 10−1 1.69 3.1280 · 100 0.82 3.5863 · 100 1.00
2 4.0245 · 10−2 1.85 1.6669 · 100 0.90 1.7810 · 100 1.01
3 1.0558 · 10−2 1.93 8.5919 · 10−1 0.96 8.8666 · 10−1 1.01
3
0 6.4276 · 10−2 − 1.2104 · 100 − 1.2996 · 100 −
1 8.0805 · 10−3 2.99 3.1223 · 10−1 1.95 3.2191 · 10−1 2.01
2 1.0188 · 10−3 2.99 7.9128 · 10−2 1.98 8.0231 · 10−2 2.00
3 1.2821 · 10−4 2.99 1.9909 · 10−2 1.99 2.0040 · 10−2 2.00
Table 10.2.: Colliding flow: Errors of the numerical solution for Pk−Pdisck−2 approximations on
a sequence of uniformly refined meshes.
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Appendix A.
Practical considerations
The purpose of this chapter is to discuss implementation aspects for the IP-HDG schemes
discussed in this work. We briefly discuss the appropriate stabilization of the interior penalty
type discretization and outline the assembly of the condensed global discrete systems. For
further reading concerning the implementation of discontinuous Galerkin methods, we refer
to the detailed presentation in [121, App. A].
A.1. Stabilization
One common criticism of symmetric interior penalty type methods is that their stability
strongly depends on the selection of the stabilization parameter [4, 126]; cf. the proof of
Lemma 6.5. On the one hand, if the stabilization parameter is not chosen sufficiently large,
the method can fail. On the other hand, if we over-penalize the problem, we deteriorate the
conditioning of our discrete system of equations.
In Equation (6.12), we have seen that our choice of the minimal value of α|T is directly related
to the constant appearing in the discrete trace inequality (5.2a). An explicit representation
for the inverse constant on simplex elements was found by Warburton and Hesthaven [147].
For any d-dimensional simplex T , there holds
|vk|∂T ≤
((k + 1)(k + d)
d
|∂T |
|T |
)1/2
‖vk‖T , for all vk ∈ Pk(T ). (A.1)
A similar result for affinely mapped hypercube-elements was proved by Burman and Ern [39].
For any d-hypercube T and k > 0, there holds
|vk|∂T ≤
(
k(k + 1)
2
(
2 + 1
k
)d |∂T |
|T |
)1/2
‖vk‖T , for all vk ∈ Pk(T ). (A.2)
Hence, the choice of α given in (6.12), is easily computable using the results (A.1) and (A.2),
which guarantees a stable and appropriately penalized problem for practical applications.
117
Appendix A. Practical considerations
A.2. Static condensation
In this section, we briefly comment on the assembly of the global discrete system by static
condensation. For the ease of presentation, we start with Method 6.1 for the Poisson model
problem and subsequently discuss the extension to Method 7.1 for the Stokes problem.
A.2.1. The scalar problem
Given a suitable basis for Vh and V̂h, the problem of finding a discrete solution (uh, ûh) ∈
Vh × V̂h of Method 6.1 translates into a global finite element system of the form[
A B>
B C
]
·
[
u
û
]
=
[
f
g
]
, (A.3)
where u ∈ Rdim(Vh) and û ∈ Rdim(V̂h) denote the coefficient vectors for uh and ûh, respectively.
By forming a Schur complement, we can eliminate the coefficients in u and obtain a problem
for û only, i.e.,
Â û = f̂ , (A.4)
where the global stiffness matrix and the right hand side are given as
Â := C −BA−1B> and f̂ := g −BA−1f ,
respectively. This procedure is however not memory efficient if performed on the global
level. Since the element degrees of freedom (DOFs) in our discrete variational problem don’t
couple directly across facets, we can perform the elimination already on the element level,
hence assemble (A.4) directly from element-contributions, without storing the whole stiffness
matrix and right hand side vector in (A.3).
As an example, let us consider a linear approximation of the Poisson problem with four
triangular elements; cf. Figure A.1. From the sparsity-pattern for the full discrete system
(A.3), we can see that the matrix A in the example indeed has a block diagonal structure,
i.e., we can eliminate the element DOFs block-wise.
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We employ the following assembly procedure for each T ∈ Th:
(1) By performing a numerical integration on the element and each facet of the element,
we assemble a local problem of the form[
AT (BT )>
BT CT
]
·
[
uT
ûT
]
=
[
fT
gT
]
, (A.5)
where uT and ûT denote the local element and hybrid coefficients, respectively.
(2) In order to obtain a problem for ûT only, we eliminate uT from the linear system by
forming a local Schur complement. Solving the first equation in (A.5) for uT yields
uT = (AT )−1(fT − (BT )>ûT ), (A.6)
and by substituting (A.6) into the second equation in (A.5), we obtain
ÂT ûT = f̂T . (A.7)
with the local element matrix and right hand side given by
ÂT := CT −BT (AT )−1(BT )> and f̂ := gT −BT (AT )−1fT .
(3) We add the contributions ÂT and f̂T to the global problem; cf. Figure A.2 for an
illustration of the local to global index mapping.
The above assembly procedure yields the symmetric positive definite global system (A.4),
which can be solved for the hybrid coefficients in û, e.g. by the conjugate gradient method
[83, 129] or some other appropriate solver. Having computed the solution û, we can then
recover the coefficient vector u by solving local Dirichlet problems, which on the algebraic
level translates to (A.6) for each element.
A.2.2. Incompressible flow problems
Let us next consider the implementation of Method 7.1 (IP-HDG Stokes). In contrast to the
Poisson problem discussed above, we cannot eliminate all element variables. Since the static
condensation of the hybrid element problem corresponds to solving local Dirichlet problems
on each element T ∈ Th, we have to take special care of the constant pressures; cf. Remark
2.1. The problem is easily seen, if we take any ph ∈ Qh and split it up into ph = ph + p˜h,
where ph|T := |T |−1
∫
T p dx is the mean value of ph in T and p˜h|T ∈ L20(T ). Integration by
parts yields
bh(vh, v̂h; ph) = −(div vh, ph)Th + 〈vh − v̂h, phn〉∂Th = −〈v̂h, phn〉∂Th ,
for any (vh, v̂h) ∈ Vh × V̂h, i.e., in the discrete problem, the constant pressures only couple
with the hybrid coefficients.
Let us again consider that we have an appropriate basis for the spaces Vh, V̂h and Qh. We
denote the element and facet velocity coefficients by uT and ûT , respectively, and the pressure
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coefficients are collected in [pT ,pT ], where pT denotes the constant element pressure. The
discrete element problem can now be written in the form AT (BT )
>
BT CT (BT )>
BT
 ·
[uT ,pT ]ûT
pT
 =
fTgT
 . (A.8)
Again, by a block Gaussian elimination of [uT ,pT ], we can reduce the upper left block of the
system (A.8) to obtain an element problem of the following form:[
ÂT (BT )>
BT
]
·
[
ûT
p̂T
]
=
[
f̂T
]
. (A.9)
The global system, which is assembled from the element contributions in (A.9) thus only
contains the hybrid velocities û and the piecewise constant pressures p as unknowns, i.e.,[
Â B
>
B
]
·
[
û
p
]
=
[
f̂
]
. (A.10)
It can be seen that the resulting Stokes problem assumes a saddle-point structure, which is
similar to the full discrete problem. Popular strategies for solving discrete systems of the form
(A.10) are (preconditioned) Uzawa-type solvers; cf. e.g. [7, 29, 30, 64, 143] for details.
The extension of the assembly procedure to the (non-symmetric) discrete system of equations
for the Navier-Stokes case (Method 8.1) is straightforward and therefore not considered here.
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Figure A.1.: A simple mesh and the associated sparsity pattern for a lowest order discrete
Poisson problem. Bold circles denote facet DOFs and blank circles the element
DOFs, which are subject to static condensation.
Figure A.2.: Illustration of the local to global index mapping for a hybrid discontinuous
Galerkin method with static condensation.
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