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Abstract
The structure of a linear relation (multivalued operator) in a Euclidean space is completely
determined. A linear relation can be written as a direct sum of three relations of different
classes, which are Jordan relations, completely singular relations and multishifts. All three
classes of relations are characterized in terms of the spectrum and their chain structure, which
leads to a generalization of the classical Jordan canonical form.
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1. Introduction
The concept of a linear relation in a linear space generalizes the concept of a
(singlevalued) linear operator to that of a multivalued operator. This notion goes back
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at least to Arens who gave a systematic treatment in [1]. Since then, it has proved
useful in different areas and it has been studied in various specific contexts, cf. [3]. It
is the purpose of the present paper to give a structure theorem for linear relations in
a finite-dimensional complex Euclidean space. The following three classes of linear
relations are identified:
(1) Jordan relations, i.e., relations with a finite number of eigenvalues (including
possibly ∞), which are made up of the corresponding Jordan chains;
(2) completely singular relations, i.e., multivalued relations which are made up of
so-called singular chains; their eigenvalues fill up C ∪ {∞};
(3) multishifts, i.e., operators without eigenvalues.
The main result of the paper is that any linear relation in a Euclidean space can be
decomposed in a direct sum consisting of the above objects. In the case of defect
numbers (1, 1), see Section 4.4, multishifts were considered by Kaltenbäck and Wo-
racek [5,6]. The notion of a completely singular relation seems to be new. As to
a Jordan relation: also this concept seems to be new, but it can be reduced to an
ordinary Jordan operator, cf. [4], whose properties it shares. The presentation of the
results and proofs is complete.
A brief outline of this paper follows. In Section 2 some preliminary facts concern-
ing linear relations in complex linear spaces H are recalled, such as Jordan chains and
root manifolds. The so-called singular chains, which start and end with elements of
the form (0, u) and (v, 0), u, v ∈ H, respectively, are considered in Section 3. Section
4 treats linear relations in finite-dimensional complex linear spaces, and in particular,
singular chains in finite-dimensional spaces. Jordan chains for general relations in
finite-dimensional linear spaces are treated in Section 5, and in Section 6 Jordan
relations as a generalization of the classical case of the Jordan structure of linear
transformations are introduced and characterized. In Section 7 completely singular
relations in finite-dimensional linear spaces are introduced and characterized via sin-
gular chains. The notion of multishifts in Euclidean spaces can be found in Section
8. The main result about the decomposition of a linear relation in a Euclidean space
is presented in Section 9.
The results in this paper are closely connected to those of Taylor [9]. In fact,
notions like ascent and descent originally defined for linear operators are quite nat-
ural in the context of linear relations. Many of the results in [9] remain valid for
linear relations provided their spectrum is not equal to C ∪ {∞}. This theme will be
treated elsewhere. Furthermore, this paper is also connected to the recent work of
Nitz [7,8] concerning unitary relations in Pontryagin spaces. The results in the pres-
ent paper will be used in forthcoming work about the extension theory in degenerate
Pontryagin spaces.
The authors wish to thank Michael Kaltenbäck and Harald Woracek for interest-
ing discussions concerning the present topic.
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2. Preliminaries
This section contains the definitions of most of the objects which will be studied
in this paper. In particular, Jordan chains and root manifolds are being introduced in
the context of linear relations.
2.1. Linear relations in linear spaces
A linear relation, or relation for short, A in a linear space H is a linear subspace
of the space H× H, the Cartesian product of H and itself. All linear spaces in this
paper are assumed to be complex. The notations domA and ranA denote the domain
and the range of A, defined by
domA = {x : (x, y) ∈ A}, ranA = {y : (x, y) ∈ A}.
With the projections p1, p2 : H× H → H given by p1(x, y) = x and p2(x, y) = y
for (x, y) ∈ A it follows that
domA = p1(A), ranA = p2(A),
so that domA and ranA are linear subspaces of H because p1 and p2 are linear
mappings. Furthermore, the notations kerA and mulA denote the kernel and the
multivalued part of A, defined by
kerA = {x : (x, 0) ∈ A}, mulA = {y : (0, y) ∈ A}.
Note that kerA = dom (A ∩ (H× {0})) and that mulA = ran (A ∩ ({0} × H)).
A relation A is the graph of an operator if and only if mulA = {0}. The inverse
A−1 is given by {(y, x) : (x, y) ∈ A}, so that
domA−1 = ranA, ranA−1 = domA,
kerA−1 = mulA, mulA−1 = kerA.
A relation A in a linear space H can be interpreted in a natural way as a linear relation
in a possibly smaller space. In fact, if HA = domA+ ranA, then clearly A ∩ (HA ×
HA) = A. Moreover, if K is a linear subspace of H such that A ∩ (K× K) = A, then
HA ⊂ K. A relation A in a linear space H is said to be tight if
H = domA+ ranA.
For relations A and B in a linear space H the operator-like sum A+ B is the relation
in H defined by
A+ B = {(x, y + z) : (x, y) ∈ A, (x, z) ∈ B},
and the componentwise sum A+̂B is the relation in H defined by
A+̂B = {(x + u, y + v) : (x, y) ∈ A, (u, v) ∈ B},
this last sum is direct when A ∩ B = {(0, 0)}. For λ ∈ C the relation λA in H is
defined by
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λA = {(x, λy) : (x, y) ∈ A},
while A− λ stands for A− λI , where I is the identity operator in H. The following
identity is useful:
(A− λ)−1 = −1
λ
− 1
λ2
(
A−1 − 1
λ
)−1
, λ ∈ C \ {0}. (2.1)
From A− λ = {(x, y − λx) : (x, y) ∈ A} it follows that
ker (A− λ) = {x : (x, λx) ∈ A}.
A complex number λ ∈ C is said to be an eigenvalue of A when there is a nontrivial
element x ∈ ker (A− λ). Similarly, ∞ is said to be an eigenvalue when there is
a nontrivial element g ∈ mulA. The point spectrum σp(A) is the set of all eigen-
values λ ∈ C ∪ {∞} of A. It may happen that σp(A) = C ∪ {∞}. For instance, if
kerA ∩ mulA /= {0}, then there is a nontrivial e ∈ H such that (e, 0), (0, e) belong
to A, which implies that (e, λe) ∈ A for any λ ∈ C. Moreover, for λ ∈ C the identity
mul (A− λ)−1 = ker (A− λ) implies that
λ /∈ σp(A) ⇔ (A− λ)−1 is an operator,
in which case (A− λ)−1(y − λx) = x, (x, y) ∈ A. A direct consequence of (2.1) is
the following spectral mapping result
λ ∈ σp(A) ⇔ 1
λ
∈ σp(A−1), λ ∈ C ∪ {∞}. (2.2)
For relations A and B in a linear space H the product AB is defined as the relation
AB = {(x, y) : (x, z) ∈ B, (z, y) ∈ A for some z ∈ H}.
For λ ∈ C the notation λA agrees in this sense with (λI)A. The product of relations
is clearly associative. Hence An, n ∈ Z, is defined as usual with A0 = I and A1 = A.
Clearly for each n ∈ N the following inclusions hold
domAn+1 ⊂ domAn, ranAn+1 ⊂ ranAn.
The descent of A is the smallest n ∈ N for which ranAn+1 = ranAn. If no such
n ∈ N exists the descent is defined as ∞, cf. [9]. The codescent of A is the small-
est n ∈ N for which domAn+1 = domAn. If no such n ∈ N exists the codescent is
defined as ∞. Clearly the codescent of A is the descent of A−1.
2.2. Jordan chains
Associated with eigenvalues in C ∪ {∞} there are Jordan chains, which will now
be introduced. Let λ ∈ C ∪ {∞} be an eigenvalue of a relation A. For each k ∈ N
the inclusions
ker (A− λ)k ⊂ ker (A− λ)k+1 (2.3)
and
mulAk ⊂ mulAk+1 (2.4)
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are obvious. The following implications
ker (A− λ)k = ker (A− λ)k+1 ⇒ ker (A− λ)k = ker (A− λ)i+k, i ∈ N,
and
mulAk = mulAk+1 ⇒ mulAk = mulAi+k, i ∈ N,
are clear. In case n  2, it follows from the definition that x ∈ ker (A− λ)n if and
only if there are vectors x1, . . . , xn−1 such that
(x, xn−1 + λx), (xn−1, xn−2 + λxn−1), . . . , (x2, x1 + λx2), (x1, λx1) ∈ A.
(2.5)
Likewise, in case m  2, it follows from the definition that y ∈ mulAm if and only
if there are vectors y1, . . . , ym−1 such that
(0, y1), (y1, y2), . . . , (ym−2, ym−1), (ym−1, y) ∈ A. (2.6)
Lemma 2.1. If x ∈ ker (A− λ)n \ ker (A− λ)n−1 for some n  2, then the vectors
x1, . . . , xn−1, x in (2.5) are linearly independent and satisfy
xk ∈ ker (A− λ)k \ ker (A− λ)k−1, 1  k  n− 1.
Moreover, if y ∈ mulAm \ mulAm−1 for some m  2, then the vectors y1, . . . ,
ym−1 and y in (2.6) are linearly independent and satisfy
yk ∈ mulAk \ mulAk−1, 1  k  m− 1.
Proof. By assumption, ker (A− λ)n−1 is a proper subset of ker (A− λ)n and x =
xn is a nonzero vector. Hence ker (A− λ)k−1 is a proper subset of ker (A− λ)k
for 1  k  n. The condition x ∈ ker (A− λ)n−1 implies that xk ∈ ker (A− λ)k \
ker (A− λ)k−1 for 1  k  n− 1. To show the linear independence of the vec-
tors xk , 1  k  n, assume that xm ∈ span {x1, . . . , xm−1} for some m ∈ {1, . . . , n}.
Then xm ∈ ker (A− λ)m−1 in contradiction to xm ∈ ker (A− λ)m \ ker (A− λ)m−1.
The proof of the last statement is done in a similar way. 
The vectors x1, . . . , xn−1, x in the statement Lemma 2.1 are said to form a Jordan
chain corresponding to the eigenvalue λ, and n is said to be the length of this chain.
The sequence (2.5) is then said to be the associated Jordan chain. Likewise, the
vectors y1, . . . , ym−1, y in the statement Lemma 2.1 are said to form a Jordan chain
corresponding to the eigenvalue ∞, and m is said to be the length of this chain. The
sequence (2.6) is said to be the associated Jordan chain.
2.3. Inequalities for Jordan chains
Let H1 ⊂ H2 be linear spaces. Then [x] ∈ H2/H1 means that [x] = x + H1, x ∈
H2, is an element of the quotient space H2/H1. Clearly, [x] = [0] if and only if x ∈
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H1. Let L = H2/H1 be a finite-dimensional space, and let [xi], 1  i  l, be a basis
of L. Then L′ ⊂ H2 denotes the space L′ = span {xi : 1  i  l}, where the vectors
xi are linearly independent with respect to H1: note that
∑n
i=1 cixi ∈ H1 implies that∑n
i=1 ci[xi] = [0] and hence ci = 0 for 1  i  l. It follows that H2 = L′ + H1.
For a relation A in a linear space H introduce the quotient spaces corresponding
to (2.3) (with λ = 0) and (2.4) by
Mk := mulAk/mulAk−1, Nk := kerAk/kerAk−1, k = 1, 2, . . .
(2.7)
Let the ascent and the coascent of A be given by
a1 = min{k ∈ N : kerAk = kerAk+1}, (2.8)
a2= min{k ∈ N : mulAk = mulAk+1}, (2.9)
respectively. If no such numbers exist the ascent and coascent are defined as ∞.
For the ascent of A, see [9]. The coascent of A is the ascent of A−1. Assume that
a1, a2 ∈ N. Denote
mk = dim Mk, 1  k  a2, ma2+1 = 0, (2.10)
nk = dim Nk, 1  k  a1, na1+1 = 0. (2.11)
Lemma 2.2. Assume that a1 ∈ N and a2 ∈ N and that kerAa1 and mulAa2 are
finite-dimensional. Then the inequalities
mk+1  mk, k = 1, . . . , a2, and nk+1  nk, k = 1, . . . , a1, (2.12)
hold.
Proof. Letm = dim Mk+1 and assume that Mk+1 = span {[x1], . . . , [xm]}. For each
xi there exists some yi such that (yi, xi) ∈ A and (0, yi) ∈ Ak , hence yi ∈ mulAk but
yi /∈ mulAk−1, otherwise xi would be in mulAk and [xi] = [0], which is excluded.
It follows that [0] = [yi] ∈ Mk . Moreover, the elements [yi], 1  i  m, are linearly
independent in Mk . To see this, let
∑m
1 ci[yi] = [0]. Then(
0,
m∑
i=1
ciyi
)
∈ Ak−1,
so that(
0,
m∑
i=1
cixi
)
∈ Ak.
Hence ci = 0, 1  i  m, since the elements [xi] are linearly independent in Mk+1.
Consequently, dim Mk  m. If one replaces A by A−1, the second inequality of rela-
tion (2.12) follows. 
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2.4. Root manifolds
The root manifold Rλ(A), λ ∈ C, defined by
Rλ(A) =
∞⋃
i=1
ker (A− λ)i, (2.13)
is a linear subspace of domA ⊂ H, due to (2.3). Moreover, if λ /= 0 then Rλ(A) is
also a linear subspace of ranA ⊂ H, as follows from (2.5). If x ∈ Rλ(A) is a nonzero
vector and if n ∈ N is the smallest number such that x ∈ ker (A− λ)n, then there is
a Jordan chain of length n. Similarly, the root manifold R∞(A), defined by
R∞(A) =
∞⋃
i=1
mulAi, (2.14)
is a linear subspace of ranA ⊂ H, due to (2.4). If y ∈ R∞(A) is a nonzero vector
and if m ∈ N be the smallest number such that y ∈ mulAm, then there is a Jordan
chain of length m.
The root manifolds have some invariance properties which follow immediately
from the definition:
R0(A) = R∞(A−1), R∞(A) = R0(A−1). (2.15)
Furthermore, it is clear that
Rλ(A) = R0(A− λ), λ ∈ C. (2.16)
The root manifold at ∞ has a similar property, but that requires a proof.
Lemma 2.3. Let A be a relation in a linear space H. Then
R∞(A) = R∞(A− λ), λ ∈ C, (2.17)
and
R∞(A) = R∞(λA), λ ∈ C \ {0}. (2.18)
Proof. Let x ∈ R∞(A− λ). Then there exist elements x1, . . . , xn−1 in H so that
with x = xn:
(0, x1), (x1, x2), . . . , (xn−1, xn) ∈ A− λ. (2.19)
Hence, for each m with 1  m  n− 1, the following statements hold:
(0, x1), (x1, x2 + λx1), . . . , (xm, xm+1 + λxm) ∈ A. (2.20)
It follows from (xk, xk+1 + λxk) ∈ A, 1  k  m, that for any polynomial Pmk (λ)
also the element
(Pmk (λ)xk, P
m
k (λ)xk+1 + λPmk (λ)xk) ∈ A,
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and, hence, (2.20) implies that(
m∑
k=1
Pmk (λ)xk,
m∑
k=1
Pmk (λ)xk+1 +
m∑
k=1
λPmk (λ)xk
)
∈ A. (2.21)
Now choose the polynomials Pmk (λ), 1  k  m, by
Pmk (λ) =
(
n− k − 1
n−m− 1
)
(−λ)m−k,
in which case the identity(
n− (k − 1)− 1
n−m− 1
)
−
(
n− k − 1
n−m− 1
)
=
(
n− k − 1
n− (m+ 1)− 1
)
,
k = 1, . . . , m, n  3,
implies that
Pmk−1(λ)+ λPmk (λ) = Pm+1k (λ), k = 2, . . . , m. (2.22)
Moreover, (2.19) and the definition of Pmk (λ) imply that P 11 (λ) = 1 and hence
(0, P 11 (λ)x1) ∈ A, (2.23)
and by means of (2.21) and (2.22) it follows that(
m∑
k=1
Pmk (λ)xk,
m+1∑
k=1
Pm+1k (λ)xk
)
∈ A, m = 1, . . . , n− 2. (2.24)
Furthermore, it follows from (2.19) that
(xn−1 − λxn−2 + λ2xn−3 + · · · + (−λ)n−2x1, xn) ∈ A,
and with the identity Pn−1k (λ) = (−λ)n−1−k this last statement is equivalent to(
n−1∑
k=1
Pn−1k (λ)xk, xn
)
∈ A. (2.25)
If 1  n  2 a combination of (2.23) and (2.25), and if n  3 a combination of
(2.23)–(2.25), shows that x = xn ∈ R∞(A). Therefore R∞(A− λ) ⊂ R∞(A). The
reverse inclusion follows similarly. Hence, (2.17) has been shown.
To show (2.18), let x ∈ R∞(A). Then there exist elements x1, . . . , xn−1 in H such
that with x = xn:
(0, λx1), (x1, λx2), . . . , (xn−1, λxn) ∈ λA.
Define yk = xkλk−n, k = 1, . . . , n− 1. Then
(0, y1), (y1, y2), . . . , (yn−1, xn) ∈ λA,
hence x ∈ R∞(λA). Similarly, x ∈ R∞(λA) implies that x ∈ R∞(A). 
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The identity (2.1) and the spectral mapping result (2.2) have an important conse-
quence for the corresponding root manifolds.
Proposition 2.4. Let A be a relation in a linear space H. Then
Rλ(A) = Rλ−1(A−1), λ ∈ C ∪ {∞}.
Proof. For λ = 0 and λ = ∞ this is stated in (2.15). Now assume that λ /= 0 and
that λ /= ∞. The identity (2.1) and Lemma 2.3 imply that
R∞((A− λ)−1) = R∞((A−1 − λ−1)−1).
Therefore, by (2.15) and (2.16), it follows that
Rλ(A)=R0(A− λ) = R∞((A− λ)−1)
=R∞((A−1 − λ−1)−1) = R0(A−1 − λ−1) = Rλ−1(A−1),
which completes the proof. 
3. Singular chains in linear spaces
Let A be a relation in a linear space H. Define the subspace Rc(A) as the inter-
section of the root manifolds R0(A) in (2.13) with λ = 0 and R∞(A) in (2.14):
Rc(A) = R0(A) ∩R∞(A). (3.1)
Observe that
kerA ∩ mulA ⊂ Rc(A),
in general, the set in the righthand side is larger than the set in the lefthand side.
Assume that the linear space Rc(A) is nontrivial, so that there is a nontrivial element
x ∈ Rc(A). By definition x ∈ kerAn for some n ∈ N and x ∈ mulAm for some m ∈
N. Hence, x is the first entry of a first element in a chain of the form (2.5) with λ = 0,
and x is the second entry in the last element of a chain of the form (2.6). Therefore
there exists a number s ∈ N and elements xi ∈ H, 1  i  s, not all equal to zero,
such that
(0, x1), (x1, x2), . . . , (xs−1, xs), (xs, 0) ∈ A. (3.2)
Conversely, if there is a chain of the form (3.2) with not all elements equal to zero,
then the space Rc(A) is nontrivial. A chain of the form (3.2) is said to be a singular
chain. Without loss of generality a nontrivial singular chain of the form (3.2) may be
replaced by a possibly shorter singular chain in which all elements xi are nonzero.
3.1. Linear independence of singular chains
Observe that if the nonzero elements xi , 1  i  s, in (3.2) are linearly indepen-
dent in H, then the elements in (3.2) are linearly independent in H× H. The converse
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need not be true: if x1 and x2 are linearly independent in H and x3 = x1, then the
chain (0, x1), (x1, x2), (x2, x3), (x3, 0) consists of linearly independent elements in
H× H.
Lemma 3.1. For each singular chain with nonzero elements of the form (3.2) there
exist a numberm ∈ N, 1  m  s, and linearly independent elements y1, y2, . . . , ym
in H such that
span {y1, . . . , yk} = span {x1, . . . , xk}, 1  k  m, (3.3)
and
(0, y1), (y1, y2), . . . , (ym−1, ym), (ym, 0) ∈ A. (3.4)
Proof. If the vectors x1, x2, . . . , xs are linearly independent the assertion is obvious.
Therefore assume that the vectors x1, x2, . . . , xm with m < s are linearly independent
in H and that the vectors x1, x2, . . . , xm, xm+1 are linearly dependent. Then there exist
complex numbers a1, a2, . . . , am such that
xm+1 =
m∑
i=1
aixi . (3.5)
Introduce the vectors y1, y2, . . . , ym+1 by y1 = x1 and
yk = xk −
k−1∑
i=1
ai+m−k+1xi, 2  k  m+ 1. (3.6)
Clearly, with the notation x0 = 0, it follows from (3.6) that
yk−1 = xk−1 −
k−1∑
i=1
ai+m−k+1xi−1, 3  k  m+ 2. (3.7)
Observe that (3.2) implies that (0, y1) ∈ A and that (3.6) and (3.7) lead to
(yk−1, yk) = (xk−1, xk)−
k−1∑
i=1
ai+m−k+1(xi−1, xi) ∈ A, 2  k  m+ 1,
while (3.5) and (3.6) imply that ym+1 = 0, in other words (ym, 0) ∈ A. Hence (3.3)
and (3.4) have been shown. It remains to observe that
y1
y2
y3
...
ym−1
ym

=

1 0 0 · · · 0 0
−am 1 0 · · · 0 0
−am−1 −am 1 · · · 0 0
...
...
...
.
.
.
...
...
−a3 −a4 −a5 · · · 1 0
−a2 −a3 −a4 · · · −am 1


x1
x2
x3
...
xm−1
xm

,
which implies that the vectors y1, y2, . . . , ym are linearly independent. 
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3.2. Singular chains and eigenvalues
It is clear that Rc(A) /= {0} implies that there are at least two eigenvalues, namely
0 and ∞. Actually it turns out that all of C ∪ {∞} consists of eigenvalues.
Proposition 3.2. If Rc(A) /= {0}, then σp(A) = C ∪ {∞}.
Proof. Assume that Rc(A) /= {0}. According to Lemma 3.1 there exist a number
m ∈ N and linearly independent vectors y1, . . . , ym such that (3.4) holds. Hence
λ = 0 and λ = ∞ are eigenvalues of A. For arbitrary m ∈ N observe that
(ym, 0), (λym−1, λym), . . . , (λm−1y1, λm−1y2), (0, λmy1) ∈ A,
for any λ ∈ C. Hence, if
y = ym + λym−1 + · · · + λm−1y1,
then y is a nontrivial vector and (y, λy) ∈ A. Therefore each nonzero λ ∈ C is also
an eigenvalue of A. 
Corollary 3.3. If Rλ(A) ∩Rµ(A) /= {0} for some λ,µ ∈ C ∪ {∞} with λ /= µ,
then σp(A) = C ∪ {∞}.
Proof. Assume that λ,µ ∈ C and λ /= µ. Define the relation A˜ by
A˜ = (A− λ)−1 − (λ− µ)−1. (3.8)
Then Lemma 2.3 and Proposition 2.4 imply that
R∞(A˜) = R∞((A− λ)−1) = R0(A− λ) = Rλ(A),
and
R0(A˜) = R(λ−µ)−1((A− λ)−1) = Rλ−µ(A− λ) = Rµ(A).
It follows that Rc(A˜) is nontrivial, hence σp(A˜) = C ∪ {∞}. The last identity, the
relation (2.2) and Lemma 2.3 imply that σp(A) = C ∪ {∞}.
If λ ∈ C and µ = ∞ define the relation A˜ by
A˜ = (A− λ)−1. (3.9)
Then R∞(A˜) = Rλ(A) and R0(A˜) = R∞(A), and the argument goes as in the pre-
vious case. 
Corollary 3.4. If σp(A) /= C ∪ {∞}, then Rλ(A) ∩Rµ(A) = {0} for all λ,µ ∈
C ∪ {∞} with λ /= µ.
3.3. Uniqueness of Jordan chains
For x ∈ ker (A− λ)n and y ∈ mulAm the vectors x1, . . . , xn−1 in (2.5) and the
vectors y1, . . . , ym−1 in (2.6) need not be uniquely defined.
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Lemma 3.5. Assume σp(A) /= C ∪ {∞}. If x ∈ ker (A− λ)n for some n  2, then
the vectors x1, . . . , xn−1 in (2.5) are uniquely determined. Moreover, if y ∈ mulAm
for some m  2, then the vectors y1, . . . , ym−1 in (2.6) are uniquely determined.
Proof. Assume that for x ∈ ker (A− λ)n there are also vectors x′1, . . . , x′n−1 such
that
(x, x′n−1 + λx), (x′n−1, x′n−2 + λx′n−1), . . . , (x′2, x′1 + λx′2), (x′1, λx′1) ∈ A.
(3.10)
Then clearly
(0, xn−1 − x′n−1), (xn−1 − x′n−1, xn−2 − x′n−2), . . . , (x2 − x′2, x1 − x′1),
(x1 − x′1, 0) ∈ A− λ
defines a singular chain in R0(A− λ) ∩R∞(A− λ). However,
R0(A− λ) ∩R∞(A− λ) = Rλ(A) ∩R∞(A) = {0},
according to (2.16), (2.17), and Corollary 3.4. Hence, the vectors x1, . . . , xn−1 in
(2.5) are uniquely determined. The proof of the last statement is done in a similar
way. 
4. Relations in finite-dimensional linear spaces
In this section it is assumed that the underlying space H is finite-dimensional.
It is shown that for each relation A in H there is an alternative in terms of its root
manifolds to describe σp(A) = C ∪ {∞} or σp(A) /= C ∪ {∞}.
4.1. The dimension of a relation
The following result is a simple but useful extension of an algebraic observation
in [3]. An elementary geometric proof is included.
Lemma 4.1. Let A be a relation in a finite-dimensional linear space H. Then
dimA=dim domA+ dim mulA
=dim ranA+ dim kerA = dimA−1. (4.1)
Proof. Assume that A is an n-dimensional linear subspace of H× H and let (xi, yi),
1  i  n, be a basis of A, so that in particular
domA = span {xi : 1  i  n}.
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Assume that domA is d-dimensional so that 0  d  n; then there exist linearly
independent elements xir , 1  r  d , which span domA. Now define
Ad = span {(xir , yir ) : 1  r  d},
so that Ad ⊂ A and domAd = domA. In fact, Ad is (the graph of) an operator,
hence dimAd = dim domAd . Let Am = A ∩ ({0} × H), so that mulAm = mulA. It
is easy to see that Ad ∩ Am = {0} and that A = Ad+̂Am, hence
dimA = dim domA+ dim mulA.
As (yi, xi), 1  i  n, is a basis of A−1 it follows that dimA = dimA−1. Observe
that domA = ranA−1 and kerA = mulA−1 to complete the argument. 
Corollary 4.2. Let A be a relation in a finite-dimensional linear space H. Then
dim domA+ dim mulA = dim ran (A− λ)+ dim ker (A− λ), λ ∈ C.
(4.2)
Proof. It is clear that dom (A− λ) = domA and ran (A− λ) = ranA for all λ ∈ C.
Hence, (4.2) is an immediate consequence of (4.1). 
For a relation A in a finite-dimensional linear space H the following terminology
will be used. If λ ∈ C \ σp(A), then λ is in the resolvent set of A if ran (A− λ) =
H, and λ is in the residual spectrum of A if ran (A− λ) /= H. Likewise, if ∞ /∈
σp(A) (i.e., if A is an operator), then ∞ is in the resolvent set of A if domA =
H, and ∞ is in the residual spectrum of A if domA /= H, cf. [2]. Relations A in
a finite-dimensional linear space H will be classified in three different catego-
ries:
(α) dimA = dim H;
(β) dimA > dim H;
(γ ) dimA < dim H.
Lemma 4.3. Let A be a relation in a finite-dimensional linear space H.
In case (α) there is at least one eigenvalue of A in C ∪ {∞} and the complement
of σp(A) in C ∪ {∞} is the resolvent set of A.
In case (β) the identity σp(A) = C ∪ {∞} holds; in particular A is not an opera-
tor.
In case (γ ) the complement of σp(A) in C ∪ {∞} is the residual spectrum of A.
Proof. The statement in cases (α) and (γ ) concerning the complement of σp(A) in
C ∪ {∞} follows directly from the identity (4.2).
Assume in case (α) that there is no eigenvalue of A in C ∪ {∞}. Then A is an
operator with domA = H and, hence, A has at least one eigenvalue, a contradiction.
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Finally, assume in case (β) that λ /∈ σp(A) for some λ ∈ C ∪ {∞}. Then (4.2)
implies that dim ran (A− λ) > dim H, a contradiction. Moreover, if in this case A is
an operator, then dim domA > dim H, a contradiction. 
Note that if H is finite-dimensional and dim H = m, then
ker (A− λ)m+1 = ker (A− λ)m, mulAm+1 = mulAm, (4.3)
so that all Jordan chains are of length less than or equal to m.
4.2. Singular chains in finite-dimensional linear spaces
In Proposition 3.2 it has been shown that Rc(A) /= {0} implies that σp(A) = C ∪
{∞}. If the underlying linear space is finite-dimensional there is a converse state-
ment.
Theorem 4.4. Let A be a relation in a finite-dimensional linear space H. If σp(A) =
C ∪ {∞}, then Rc(A) /= {0}.
Proof. Assume that H is an m-dimensional space. Let λ1, . . . , λm+1 be m+ 1 dif-
ferent eigenvalues of A, with corresponding eigenvectors z1, . . . , zm+1, respectively.
Since these vectors are linearly dependent, there exist complex numbers ci , 1  i 
m+ 1, such that
m+1∑
i=1
cizi = 0,
m+1∑
i=1
|ci | > 0. (4.4)
Moreover, there exists r ∈ N with 1  r  m+ 1 for which
m+1∑
i=1
λri cizi /= 0. (4.5)
Otherwise,
∑m+1
i=1 λ
j
i cizi = 0 for each j ∈ N with 1  j  m+ 1. Due to the cor-
responding Vandermonde determinant, this implies that cizi = 0, and hence ci = 0,
for every 1  i  m+ 1, which contradicts (4.4). Let r0 be the smallest number for
which (4.5) holds. Introduce the notations
xi = λr0−1i cizi , 1  i  m+ 1,
so that
(xi, λixi) ∈ A, 1  i  m+ 1, (4.6)
and
m+1∑
i=1
xi = 0,
m+1∑
i=1
λixi /= 0. (4.7)
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Introduce the polynomial P(λ) by
P(λ) =
m+1∏
i=1
(λ− λi) = a0 + λ(a1 + λ(· · · + λ(am + λ))),
where the usual Horner form is used. Consider the following polynomials
Pk(λ) = ak + λ(ak+1 + λ(· · · + λ(am + λ))), 0  k  m.
With Pm+1(λ) = 1 and Pm(λ) = am + λ, it is clear for k = m, . . . , 1 that
ak + λPk+1(λ) = Pk(λ), 0  k  m, (4.8)
and that, in particular, P0(λ) = P(λ). The relations (4.6) and (4.7) imply that(
m+1∑
i=1
Pk+1(λi)xi,
m+1∑
i=1
(akxi + λiPk+1(λi)xi)
)
∈ A.
Using (4.8) in the above relation, one obtains(
m+1∑
i=1
Pk+1(λi)xi,
m+1∑
i=1
Pk(λi)xi
)
∈ A, 0  k  m.
For k = m up till k = 0 these elements give rise to a chain in A, whose first element
is given by(
m+1∑
i=1
Pm+1(λi)xi,
m+1∑
i=1
Pm(λi)xi
)
=
(
0,
m+1∑
i=1
λixi
)
,
due to the definition of Pm(λ) and (4.7), and whose last element is given by(
m+1∑
i=1
P1(λi)xi,
m+1∑
i=1
P0(λi)xi
)
=
(
m+1∑
i=1
P1(λi)xi, 0
)
,
due to the definition of P0(λ) = P(λ). Clearly, it follows from (4.7) that the first
element in the chain is nontrivial. Hence the relation A has a nontrivial singular
chain, so that Rc(A) /= {0}. 
4.3. Eigenvectors and chains of a relation
Let A be a relation with σp(A) = C ∪ {∞}. Then the eigenvectors belonging to
different eigenvalues need not be linearly independent, as can be seen from the case
where kerA ∩ mulA /= {0}.
Lemma 4.5. Assume that A is a relation in a finite-dimensional linear space H with
σp(A) /= C ∪ {∞}. Then the eigenvectors corresponding to different eigenvalues of
A are linearly independent.
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Proof. Assume H is m-dimensional and that the finite eigenvalues of A are given
by λi ∈ C with i ∈ I , such that i /= j ⇒ λi /= λj . Let xi /= 0 be the corresponding
eigenvectors:
(xi, λixi) ∈ A.
By assumption there exists a number λ0 ∈ C ∪ {∞} such that λ0 /∈ σp(A).
Next it is shown that the elements in mulA are independent of the eigenvectors
corresponding to finite eigenvalues. If λ0 = ∞ then mulA = {0} and A is an oper-
ator. Now assume that λ0 /= ∞. If ∞ is not an eigenvalue of A, then again A is an
operator. If ∞ is an eigenvalue of A, then let y /= 0 be a corresponding eigenvector,
so that (0, y) ∈ A. Assume that y =∑i∈J cixi where the vectors xi , i ∈ J ⊂ I , are
linearly independent. Since H is m-dimensional, such a choice is possible without
loss of generality, and |J |  m. Define
αi = ci
λ0 − λi , z =
∑
i∈J
αixi .
The relations λ0αi = λiαi + ci imply that
(z, λ0z)=
(∑
i∈J
αixi, λ0
∑
i∈J
αixi
)
=
(∑
i∈J
αixi,
∑
i∈J
(αiλixi + ci)xi
)
=
∑
i∈J
αi(xi, λixi)+ (0, y) ∈ A.
Therefore z = 0 and ci = 0 for i ∈ J . That is y = 0, a contradiction.
The rest of the argument, for both cases λ0 = ∞ and λ0 /= ∞, proceeds by induc-
tion. Assume that xi , i ∈ J , are linearly independent for each J ⊂ I with |J |  n.
This assumption obviously holds if |J | = 1. Now let |J | = n+ 1 and assume that∑
i∈J cixi = 0, which implies that∑
i∈J
λicixi ∈ mulA.
Hence, clearly,
∑
i∈J λicixi = 0. For i0 ∈ J also
∑
i∈J λi0cixi = 0 by assumption.
Hence it follows that∑
i∈J\{i0}
(λi − λi0)cixi = 0.
As |J \ {i0}| = n the induction assumption shows that ci = 0 for i ∈ J \ {i0}, hence
ci = 0 for i ∈ J , showing that the vectors xi , i ∈ J , are linearly independent. 
Theorem 4.6. Let A be a relation in a finite-dimensional space H. Then the fol-
lowing alternative holds: either Rλ(A) ∩Rµ(A) = {0} for some and hence for all
λ /= µ ∈ C ∪ {∞} and |σp(A)|  dimA, or Rλ(A) ∩Rµ(A) /= {0} for some and
hence for all λ /= µ ∈ C ∪ {∞} and σp(A) = C ∪ {∞}.
A. Sandovici et al. / Linear Algebra and its Applications 397 (2005) 141–169 157
Proof. Let Rλ(A) ∩Rµ(A) = {0} for some λ ∈ C and µ ∈ C ∪ {∞} with λ /= µ.
The relation A˜ as defined in (3.8) if λ,µ ∈ C, or in (3.9) if µ = ∞, has the prop-
erty that Rc(A˜) = {0}. Thus Theorem 4.4 implies that σp(A˜) /= C ∪ {∞} and hence
σp(A) /= C ∪ {∞}. It follows from Lemma 4.5 that σp(A) is finite, and in fact,
|σp(A)|  dimA. Moreover, Rλ(A) ∩Rµ(A) = {0} for every λ /= µ ∈ C ∪ {∞},
for, otherwise, Rλ(A) ∩Rµ(A) /= {0} implies that σp(A) = C ∪ {∞}, a contradic-
tion. The second part of the alternative can be shown in a similar way by means of
Proposition 3.2 and Corollary 3.3. 
4.4. Defect numbers of relations
The relation (4.1) does not involve the dimension of the linear space H. The pair
(dim H− dim domA, dim H− dim ranA)
gives the defect numbers of the relation A. It is clear that A and A−1 have the same
defect numbers, but in reverse order. Note that the difference of the defect numbers
is equal to
dim mulA− dim kerA.
In particular, any injective operator in a finite-dimensional linear space has equal
defect numbers.
4.5. Euclidean spaces
If H is a finite-dimensional linear space with dimension equal to m it is isomor-
phic to the Euclidean space Cm. This isomorphism provides H with a natural inner
product structure such that both H and H× H become Euclidean spaces. For x, y ∈
H× H with x = (x1, x2) and y = (y1, y2) the inner product in H× H is given by
[x, y]H×H = [x1, y1]H + [x2, y2]H. The symbol A⊥ denotes the orthogonal comple-
ment of a subset A of H or H× H. If A and B are orthogonal subspaces of H or
H× H, respectively, then A⊕ B denotes the orthogonal sum. If B is a subspace of
A, the relation A B = C means that C is the subspace of A orthogonal to B such
that A = B ⊕ C. For x, y ∈ H× H define
〈x, y〉 = [x2, y1]H − [x1, y2]H.
If A is a subspace of H× H, then its adjoint A∗ is the subspace of H× H defined by
A∗ = {y ∈ H× H : 〈x, y〉 = 0 for all x ∈ A}.
In [7] the following identity is shown under assumptions which are satisfied for
Euclidean spaces
(AB)∗ = B∗A∗. (4.9)
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5. Relations with finitely many eigenvalues
Let A be a relation in a finite-dimensional space H with σp(A) /= C ∪ {∞}.
According to Theorem 4.6 the relation A has only a finite number of eigenvalues
(possibly including ∞).
Theorem 5.1. Let A be a relation in a finite-dimensional linear space H such that
σp(A) /= C ∪ {∞}. Let λi be eigenvalues of A, λi /= λj for i /= j, and let xi ∈
Rλi (A) be nontrivial vectors. Then the vectors xi are linearly independent.
Proof. Lemma 4.5 implies that Rλ(A) /= {0} for only finitely many values of λ ∈
C ∪ {∞}. Let R∞(A) /= {0}. As σp(A) is finite, there exists some µ ∈ C such that
R0(A− µ) = {0}. Let A˜ = (A− µ)−1, then R∞(A˜) = {0}. Define λ˜ = (λ− µ)−1.
According to Lemma 2.3 and Proposition 2.4, it follows that Rλ˜(A˜) = Rλ(A).
The last relation shows that the proof of the statement can be reduced to the case
that R∞(A) = {0}. Then A is an operator and A− λ maps Rλi onto Rλi if λ /= λi ;
since for each xi ∈ Rλi there exists a number ni ∈ N such that (A− λi)ni xi = 0.
The rest of the argument is known from the classical theory about Jordan canonical
forms (compare, e.g., [4]). Let p = |σp(A)| and assume that
p∑
i=1
αixi = 0, αi ∈ C. (5.1)
Let k ∈ {1, . . . , p}. Note that the operator∏i /=k(A− λi)ni restricted to Rλk is bijec-
tive. The application of
∏
i /=k(A− λi)ni to both sides of the relation (5.1) implies
0 = αk∏i /=k(A− λi)ni xk , hence αk = 0. It follows that the vectors xi are linearly
independent. 
Assume that λ ∈ σp(A) and λ ∈ C. For each x ∈ Rλ(A) there exists a smallest
n ∈ N such that x ∈ ker (A− λ)n and there exist unique elements x1, . . . , xn−1 such
that (2.5) holds. Define the linear space Jλ(A) as the span of all elements (2.5)
when x runs through Rλ(A). Clearly Jλ(A) is a (finite-dimensional) subspace of
A. Likewise, for each y ∈ R∞(A) there exists a smallest number m ∈ N such that
y ∈ mulAm and there exist unique elements y1, . . . , ym−1 such that (2.6) holds.
Define the linear space J∞(A) as the span of all elements (2.6) when y runs through
R∞(A). Clearly J∞(A) is a (finite-dimensional) subspace of A.
Let Mk be defined by (2.7) with mk = dim Mk , and let M′k be the correspond-
ing space as introduced at the beginning of Section 2.3. Corresponding to (2.9), the
relation R∞(A) =∑a21 M′k , direct sum, holds.
Theorem 5.2. Let m = dim R∞(A). Then
m = dim J∞(A) = dim dom J∞(A)+ dim mulA,
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and there are linearly independent elements [xki ] ∈ Mk, 1  i  mk, 1  k  a2,
such that J∞(A) has a basis of the form
{(0, x1i ) : 1  i  m1} ∪ {(xki , xk+1i ) : 1  i  mk+1, 1  k  a2 − 1}.
(5.2)
Proof. As R∞(A) =∑a21 M′k one can choose a basis [xa2i ], 1  i  ma2 , of Ma2 .
Then there are elements [xa2−1i ] in Ma2−1 such that (xa2−1i , xa2i ) ∈ J∞(A). The
elements [xa2−1i ] are linearly independent in Ma2−1, because
∑ma2
1 cix
a2−1
i ∈
mulAa2−2 implies that
∑ma2
1 cix
a2
i ∈ mulAa2−1, hence
∑ma2
1 ci[xa2i ] = 0 and ci =
0 for 1  i  ma2 follows. Choose elements [xa2−1i ] ∈ Ma2−1, i = ma2 + 1, . . . ,
ma2−1, such that all [xa2−1i ], i = 1, . . . , ma2−1, form a basis of Ma2−1. Now an
inductive argument shows that J∞(A) has a basis of the form (5.2) and that dim
J∞(A) = dim R∞(A). The construction implies that all elements xki , 1  i  mk,
1  k  a2, are linearly independent. Note that there are exactly m1 last elements
of the chains, which do not belong to dom J∞(A). It follows that dim R∞(A) =
dim dom J∞(A)+ dim mulA. 
If λ ∈ σp(A) and λ /= ∞ a similar statement corresponding to the classical result
on Jordan canonical forms holds.
Corollary 5.3. Let A be a relation in a finite-dimensional space H with σp(A) =
{λ1, . . . , λn}. Then Jλi (A) is the restriction of A to Rλi (A)×Rλi (A) for 1  i  n.
Lemma 5.4. Assume that A is a relation in a finite-dimensional linear space H with
Rc(A) = {0}. Then
dimJλ(A) = dim Rλ(A), λ ∈ σp(A).
Proof. If λ = ∞ the statement is a part of Theorem 5.2. If λ /= ∞ it follows by
Proposition 2.4 that Rλ(A) = R0(A− λ) = R∞(A− λ)−1. Moreover, J∞
(A− λ)−1 = J0(A− λ). Now each Jordan chain (xn, xn−1), (xn−1, xn−2), . . . ,
(x1, 0) in J0(A− λ) with linearly independent elements x1, . . . , xn corresponds to a
chain
(xn, xn−1 + λx), (xn−1, xn−2 + λxn−1), . . . , (x1, λx1)
in Jλ(A) and vice versa. Moreover, both chains span n-dimensional subspaces of
J0(A− λ) and Jλ(A), respectively. As both J0(A− λ) and Jλ(A) have bases con-
sisting of Jordan chains, it follows that dim J0(A− λ) = dim Jλ(A). Summing up,
dim Jλ(A) = dim Rλ(A). 
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6. A characterization of Jordan relations
A relation A in a finite-dimensional space H is said to be a Jordan relation if
σp(A) /= C ∪ {∞} and
A = span {Jλ(A) : λ ∈ σp(A)}.
Assume that A is an operator in a finite-dimensional space H with domA = H. Then
A is a Jordan relation according to the classical result on Jordan canonical forms
(see, e.g., [4]), that is
A =
∑
λ∈σp(A)
Jλ(A), dimA = dim H =
∑
λ∈σp(A)
dim Rλ(A).
Lemma 6.1. Assume that A is a relation in a finite-dimensional space H with
domA+R∞(A) = H and Rc(A) = {0}. If 0 /∈ σp(A) then A−1 is an operator with
domA−1 = H.
Proof. At first it is shown that R∞(A) ⊂ domA−1: let x ∈ R∞(A). Then x ∈
ranA, hence x ∈ domA−1.
Now let x ∈ domA. The assumption implies that (x, x1 + y1) ∈ A for some x1 ∈
domA and some y1 ∈ R∞(A). Hence (x1, x2 + y2) ∈ A for some x2 ∈ domA and
some y2 ∈ R∞(A), and consequently (xk, xk+1 + yk+1) ∈ A for some xk+1 ∈ domA
and some yk+1 ∈ R∞(A), k  1. The relation R∞(A) ⊂ domA−1 implies that x1,
. . . , xk ∈ domA−1. As H is finite-dimensional, there exists a smallest number n such
that with x = x0 and ci ∈ C
xn+1 =
n∑
i=0
cixi .
Three cases have to be considered:
Case 1: If c0 /= 0 then obviously x ∈ domA−1.
Case 2: If ci = 0 for 0  i  n then xn+1 = 0 and (yn+1, xn) ∈ A−1. As yn+1 ∈
R∞(A) and hence in domA−1 it follows that (yn+1, y1n+1) ∈ A−1 for some y1n+1 ∈
R∞(A). Note that
(0, xn − y1n+1) ∈ A−1. (6.1)
The relation (xn + yn, xn−1) ∈ A−1 implies that
(xn − y1n+1, xn−1 − y1n − y2n+1) ∈ A−1,
where (yn, y1n) ∈ A−1 and (y1n+1, y2n+1) ∈ A−1. It follows that(
xk − y1k+1 − · · · − yn+1−kn+1 , xk−1 − y1k − · · · − yn+2−kn+1
)
∈ A−1,
1  k  n, (6.2)
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where yji ∈ R∞(A) and (yji , yj+1i ) ∈ A−1. As mulA−1 = {0} all the elements in the
chain given by (6.1) and (6.2) must be equal to zero. In particular, x =∑n+11 yii ∈
domA−1.
Case 3: Let ck /= 0 for some 1  k  n and ci = 0 for i < k. Then(
n∑
i=k
cixi + yn+1, xn
)
∈ A−1,
and with cn+1 = −1 it follows that(
n+1∑
i=k
ciyi,
n+1∑
i=k
cixi−1
)
∈ A−1. (6.3)
Define
xˆj =
n+1∑
i=k
cixi−k+j , j = 0, . . . , k − 1, (6.4)
yˆj =
n+1∑
i=k
ciyi−k+j , j = 1, . . . , k. (6.5)
Then the relation (6.3) reads as (yˆk, xˆk−1) ∈ A−1, and it follows by a straightforward
calculation that
(xˆj + yˆj , xˆj−1) ∈ A−1, j = 0, . . . , k − 1.
As yˆj ∈ R∞(A) for 1  j  k it follows as in Case 2 that xˆ0 ∈ R∞(A). The relation
xˆ0 = ckx + ck+1x1 + · · · + cn+1xn+1−k implies with ck /= 0 that x ∈ domA−1. 
Theorem 6.2. Let A be a tight relation in a finite-dimensional space H. Then A is
a Jordan relation if and only if Rc(A) = {0} and H = domA+R∞(A).
Proof. Let A be a Jordan relation, so that Rc(A) = {0} by Proposition 3.2. Further-
more, Theorem 5.1 implies that∑
λi∈σ(A),λi /=∞
Rλi (A) ⊂ domA ⊂
∑
λi∈σ(A)
Rλi (A) (6.6)
and ∑
λi∈σ(A),λi /=0
Rλi (A) ⊂ ranA ⊂
∑
λi∈σ(A)
Rλi (A). (6.7)
Since A is tight, it follows from (6.6) and (6.7) that
H = domA+ ranA =
∑
λi∈σ(A)
Rλi (A),
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and, furthermore, it follows from (6.6) that H = domA+R∞(A).
To show the converse statement, assume that Rc(A) = {0} and H = domA+
R∞(A). Then σp(A) is finite. Let µ ∈ C \ σp(A) and define A˜ = A− µ. Then 0 /∈
σp(A˜). According to Lemma 6.1, the relation A˜−1 is a Jordan relation, and Proposi-
tion 2.4 and Lemma 5.4 imply that
dimA˜ = dim H =
∑
λ∈σp(A˜)
dim Rλ(A˜) =
∑
λ∈σp(A˜)
dimJλ(A˜),
that is, A˜ is a Jordan relation. Lemmas 2.3 and 5.4 imply that A is a Jordan relation
too. 
Corollary 6.3. If A is a tight Jordan relation, then dimA = dim H.
Let A be a tight Jordan relation in a finite-dimensional space H with σp(A) =
{λ1, . . . , λn}. Corresponding to Theorems 5.1 and 6.2, each x ∈ H has a unique
decomposition
x =
n∑
i=1
xi, xi ∈ Rλi (A). (6.8)
Lemma 6.4. Let (x, y) ∈ A, and let
(x, y) =
n∑
i=1
(xi, yi) (6.9)
corresponding to the decomposition (6.8). Then (xi, yi) ∈ A, 1  i  n.
Proof. Assume without loss of generality that λi /= ∞ for 1  i  n− 1. As xi ∈
Rλi (A), there exists some zi ∈ Rλi (A) such that (xi, zi + λixi) ∈ A. Let y˜i = zi +
λixi , then y˜i ∈ Rλi (A). If λn /= ∞ then (xi, y˜i) ∈ A for 1  i  n. In particular,
as A has no multivalued part, the relation (6.9) implies that y =∑ni=1 y˜i , and the
uniqueness of the decomposition (6.8) shows that y˜i = yi .
If λn = ∞, there exists some x˜n ∈ R∞(A) such that (x˜n, yn) ∈ A. The relation
(6.9) implies that (xn − x˜n,∑n−1i=1 (yi − y˜i )) ∈ A. It follows that ∑n−1i=1 (yi − y˜i ) ∈
R∞(A), and again the the uniqueness of the decomposition (6.8) shows that y˜i = yi ,
1  i  n− 1. Hence (xn − x˜n) ∈ R0(A), and xn = x˜n follows. 
Corollary 6.5. Let A be a tight Jordan relation in a finite-dimensional space H with
σ(A) = {λ1, . . . , λn}. Then
A =
n∑
i=1
Jλi (A), direct sum.
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7. The structure of completely singular relations
A relation A in a finite-dimensional space H is said to be completely singular
if Rc(A) = H. We assume throughout this section that A is a completely singular
relation in an m-dimensional space H. According to (4.3) the relations mulAm =
kerAm = H hold. Then clearly domAm = ranAm = H, hence Am = H× H. As
domAk and ranAk form a decreasing sequence of subspaces of H with respect to
inclusion, it follows that domA = ranA = H. It also follows that the spaces mulA
and kerA are nontrivial, and the relation (4.1) implies that dimA  m+ 1, and that
dim kerAk = dim mulAk for each k = 1, . . . , m. In particular, a2 = a1 =: d and
dim Mk = dim Nk for 1  k  d . Note that H =∑d1 M′k =∑d1 N′k , direct sum.
Lemma 7.1. Let N1k := Mk ∩ ((kerA+ mulAk−1)/mulAk−1). Then A generates
a linear and surjective operator
Ak : Mk/N1k → Mk+1 (7.1)
by Ak[[x]] = [y], (x, y) ∈ A, x ∈ mulAk.
Proof. At first it is shown that A˜k[[0]] = [0]. Let [x] ∈ [[0]]. Then [x] ∈ N1k , and
x ∈ [x] satisfies x = x1 + x2, where (x1, 0) ∈ A, (0, x1) ∈ Ak and (0, x2) ∈ Ak−1.
Let (x, y) ∈ A. It follows from (x1, 0) ∈ A that (x2, y) ∈ A, hence y ∈ mulAk . That
is [y] = [0] in Mk+1, thus Ak[[0]] = [0]. To show the surjectivity, let [y] ∈ Mk+1,
that is (0, y) ∈ Ak+1. There is some x ∈ H such that (0, x) ∈ Ak and (x, y) ∈ A, and
Ak[[x]] = [y] follows. 
Define M2k := kerAk and M1k := (Mk/N1k)/kerAk . Then Ak restricted to M1k
generates a bijective operator A˜k : M1k → Mk+1, and Mk splits into
Mk = M1k
′′ +M2k ′ +N1k.
To find a basis for A, choose a basis {[xd1 ], . . . , [xdmd ]} on Md . Let x ∈ [xdi ]. Then
(x, y) ∈ A for some y ∈ mulAd = H. Hence (z, y) ∈ A for some z ∈ mulAd−1, and
(x − z, 0) ∈ A. Put xdi = x − z, then (xdi , 0) ∈ A. By [[[xd−1i ]]] := A˜−1d−1[xi] a basis
{[xd−11 ], . . . , [xd−1md ] of M1d−1
′′ is given. Choose a basis {[xd−1md+1], . . . , [xd−1md−1]} of
M2d−1′ +N1d−1. Note that (xd−1i , xdi ) ∈ A for 1  i  md and (xd−1i , 0) ∈ A for
md + 1  i  md−1. Induction yields the existence of in total m1 +m linearly inde-
pendent elements
(xk−1i , x
k
i ) ∈ A, 1  i  mk, 2  k  d,
(xk−1i , 0) ∈ A, mk + 1  i  mk−1, 2  k  d,
(0, x1i ) ∈ A, 1  i  m1,
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such that {[xki ] : 1  i  mk} forms a basis of Mk . As A is an m1 +m-dimensional
subspace of H× H, it follows that these elements form a basis of A. Note that the
form of these elements imply that the corresponding basis of A consists of singular
chains. The following theorem is proved:
Theorem 7.2. Let A be a relation in an m-dimensional linear space H. Assume that
Am = H× H. Then domA = ranA = H, dimA = m+m1  m+ 1, and the rela-
tions a2 = a1 =: d and mk = nk for 1  k  d hold. There are linearly independent
elements xki ∈ M′k, 1  i  mk, 1  k  d such that A has a basis of the form
{(0, x1i ) : 1  i  m1} ∪ {(xki , xk+1i ) : 1  i  mk+1, 1  k  d − 1}
∪{(xki , 0) : mk+1 + 1  i  mk, 1  k  d}, (7.2)
where md+1 = nd+1 = 0.
In particular, if the basis of a relation A is a singular chain with not necessarily
linearly independent entries as considered in Section 3.1, then A is a completely
singular relation and Theorem 7.2 shows that A has a basis consisting of singular
chains with linearly independent entries, where the number and the length of the
chains is uniquely determined by the original singular chain.
8. The structure of multishifts in Euclidean spaces
A relation A in a finite-dimensional linear space is said to be a multishift if A has
no eigenvalues in C ∪ {∞}. In particular, a multishift A is an injective operator and
has therefore equal defect numbers (p, p) and clearly p > 0 (otherwise domA = H
and A has at least one eigenvalue).
Multishifts can be completely characterized, as was done by Kaltenbäck and Wo-
racek [5,6] for the case of defect (1, 1). The arguments involve the codescent of A.
In Euclidean spaces H the following theorem holds.
Theorem 8.1. Let H be an m-dimensional Euclidean space and let A be a tight
multishift in H whose (equal) defect numbers are denoted by (p, p). Then there exist
natural numbers q ∈ N and mi, pi ∈ N, 1  i  q, which satisfy
m1 > m2 > · · · > mq > 1, (8.1)
p1 + p2 + · · · + pq = p, (8.2)
m1p1 +m2p2 + · · · +mqpq = m, (8.3)
and corresponding linearly independent vectors
ykjkik , 1  jk  pk, 1  ik  mk, 1  k  q,
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such that
Aykjkik = ykjk,ik+1, 1  jk  pk, 1  ik  mk − 1, 1  k  q.
The operator A is a orthogonal sum of the form
A = A1 ⊕ A2 ⊕ · · · ⊕ Aq, 1  k  q, (8.4)
where each Ak is a multishift and tight in a pkmk-dimensional subspace Hk of H
such that Amkk = {0} and the defect of Ak in Hk is equal to pk.
Proof. The assumption that A has no eigenvalues implies that A is an injective
operator and that there exists no nontrivial A-invariant subspace of domA. Clearly,
for each i ∈ N there is the inclusion domAi+1 ⊂ domAi . If for some i ∈ N there
is equality: domAi+1 = domAi , the linear subspace domAi is invariant under the
operator A, which is impossible unless domAi = {0}. Since H is finite-dimensional
and domA is nontrivial, there exists some integer m1 > 1 such that
domAdomA2 · · ·domAm1−1 /= {0}, domAm1 = {0}. (8.5)
Assume that domAm1−1 is a p1-dimensional subspace and let x11, . . . , xp11 be a
basis of domAm1−1. Define the vectors xji by
xji = Ai−1xj1, i = 2, . . . , m1, j = 1, . . . , p1. (8.6)
Then xji ∈ domAm1−i , i = 1, . . . , m1 − 1, and xjm1 /∈ domA. The vectors xji , 1 
i  m1, 1  j  p1, are linearly independent. To see this, assume that
p1∑
j=1
m1∑
i=1
αjixji = 0
with αji ∈ C. With the relation (8.6) one finds that
Am1−1
 p1∑
j=1
αjm1xj1
 = − p1∑
j=1
m1−1∑
i=1
αjixji ∈ domA.
The last relation implies that
∑p1
j=1 αjm1xj1 ∈ domAm1 = {0}, hence αjm1 = 0 for
1  j  p1. Induction yields αji = 0 for 1  j  p1, 1  i  m1, showing that the
vectors xji are linearly independent. Define
y1ji = xji, j = 1, . . . , p1, i = 1, . . . , m1,
so that
Ay1ji = y1ji+1, j = 1, . . . , p1, i = 1, . . . , m1 − 1.
Introduce
H1 :=span {y1ji : j = 1, . . . , p1, i = 1, . . . , m1},
A1 :=AH1 , (8.7)
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so that dim H1 = m1p1. Then dim domA1 = (m1 − 1)p1, and the defect of A1 in
H1 is given by (p1, p1). Moreover, the operator A1 is tight in H1. Let
Â := A ∩ ((H× H) A1).
Define Ĥ = dom Â+ ran Â. Then Â is a tight operator in Ĥ without eigenvalues.
The definition of Â implies that Âm1−1 = {0}. So if Ĥ is nontrivial, then Âm2 = {0}
and Âm2−1 /= {0} for some m2 ∈ {2, . . . , m1 − 1}. Assume that dom Âm2−1 is a p2-
dimensional subspace of Ĥ, and note that a continuation of the above construction
implies the relation (8.4).
As dimAk = (mk − 1)pk for 1  k  q and dimA = m− p, the relation (8.4)
implies the relation
(m1 − 1)p1 + (m2 − 1)p2 + · · · + (mq − 1)pq = m− p. (8.8)
Now the linear independence of all elements ykjkik is shown. Let
∑
ckjkik
ykjkik
= 0 for
ckjkik
∈ C, then∑
ckjkmky
k
jkmk
= −
∑
1ikmk−1
ckjkik y
k
jkik
∈ domA. (8.9)
It will be shown that the last relation implies that∑
ckjkmky
k
jkmk
= 0. (8.10)
To see this, assume that z =∑ ckjkmkykjkmk /= 0. Then there is a largest k0 ∈ {1, . . . ,
q} and some j0 ∈ {1, . . . , pk0} such that ck0j0mk0 /= 0. It follows that z ∈ ranA
mk0−1
and that z ∈ domA by the relation (8.9). Let zi = Ai−mk0 z, 1  i  mk0 + 1, where
zmk0
= z. It follows that 0 /= z1 ∈ domAmk0 , which implies that k0 > 1. Moreover,
z1 ∈ dom (A1 ⊕ · · · ⊕ Ak0−1), and hence (zi, zi+1) ∈ A1 ⊕ · · · ⊕ Ak0−1. Also, the
definition of z implies that∑
c
k0
jk0mk0
(y
k0
jk0mk0−1, y
k0
jk0mk0
) = (zmk0−1, zmk0 )−
∑
k<k0
ckjkmk (y
k
jkmk−1, y
k
jkmk
).
As the left hand side of the last equation belongs to Ak0 and the right hand side
belongs to A1 ⊕ · · · ⊕ Ak0−1, it follows from the relation (8.4) that ck0jk0mk0 = 0 for
all 1  jk0  pk0 , in contradiction to c
k0
j0mk0
/= 0. The relation (8.10) is shown. Fi-
nally, an application of A−1 to the relation (8.10) shows that all coefficients of the
form ckjkmk are equal to zero, and an application of A to the relation (8.9) shows
that for all the coefficients ckjkik the relation c
k
jkik
= 0 holds. That is, the spaces Hk ,
1  k  q, are linearly independent. As dim Hk = mkpk, the relation (8.3) follows
from the relation (8.4) and the tightness of A. The relation (8.2) follows from the
relations (8.3) and (8.8). 
For each k with 1  k  q there are pk linearly independent chains, each with
length mk:
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yk11 y
k
21 · · · ykpk1
yk12 = Ayk11 yk22 = Ayk21 · · · ykpk2 = Aykpk1
yk13 = Ayk12 yk23 = Ayk22 · · · ykpk3 = Aykpk2· · · · · · · · · · · ·
· · · · · · · · · · · ·
yk1mk = Ayk1mk−1 yk2mk = Ayk2mk−1 · · · ykpkmk = Aykpkmk−1
A basis of the linear operator A in H× H is given by
(ykjkik , y
k
jkik+1), 1  jk  pk, 1  ik  mk − 1, 1  k  q, (8.11)
and the dimension of this basis is m− p.
Corollary 8.2. If A is a multishift, then dimA < dim H.
It follows from Lemma 4.3 that the residual spectrum of a multishift A is equal
to C ∪ {∞}. There exists a one-to-one corespondence between the set of operators
having defect (p, p) and acting on a finite-dimensional complex linear space H with
dim H = m and the set of solutions in N of the system (8.1)–(8.3). Both multishifts
and completely singular relations in a Euclidean space H have an interpretation in
terms of there adjoints.
Theorem 8.3. Let A be a relation in a Euclidean space H. Then A is a multishift if
and only if A∗ is a completely singular relation in H.
Proof. If A is a multishift in an m-dimensional Euclidean space H then Am = {0}.
The relation (4.9) implies that H× H = (Am)∗ = (A∗)m, hence A∗ is completely
singular. In the same way the relation Am = H× H implies that (A∗)m = {0}. 
9. Decompositions of relations in Euclidean spaces
Let A be a relation in an m-dimensional space H. Define the relation AS in Rc(A)
as a restriction of the relation A to Rc(A)×Rc(A) by
AS = A ∩ (Rc(A)×Rc(A)). (9.1)
Lemma 9.1. The restriction AS of A in (9.1) satisfies
mulAmS = kerAmS = Rc(A), (9.2)
and
Rc(A) /= {0} ⇒ σp(AS) = C ∪ {∞}. (9.3)
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Proof. Note that Rc(A) = kerAm ∩ mulAm. Let f ∈ Rc(A). Then there are ele-
ments xi, yi ∈ H such that the pairs
(0, x1), (x1, x2), . . . , (xk, f ) and (f, yl), (yl, yl−1), . . . , (y1, 0)
are contained in A. It follows that xi, yi ∈ Rc(A) and that all these pairs are in AS,
in particular that f ∈ mulAmS and f ∈ kerAmS . Hence mulAmS = kerAmS = Rc(A),
and moreover the existence of a nontrivial singular chain in AS implies that σp(AS) =
C ∪ {∞}. 
Define
AR = A ∩ ((H× H) AS), (9.4)
then A has a decomposition of the form
A = AS ⊕ AR. (9.5)
The next lemma shows that the completely singular part of A is actually contained
in AS.
Lemma 9.2. The relation Rc(AR) = {0} holds for AR.
Proof. Assume that x ∈ mulAmR ∩ kerAmR = Rc(AR). Then x is a vector in a singu-
lar chain of AR which also belongs to A, hence both to AR and AS. The orthogonality
of AR and AS implies that x = 0. 
In particular, σp(AR) is finite according to Theorem 4.6. Define
AJ = span {Jλ(AR), λ ∈ σp(AR)}. (9.6)
Lemma 9.3. The relation AR admits the orthogonal sum decomposition
AR = AJ ⊕ AM, (9.7)
where AM is an operator in H with σp(AM) = ∅.
Proof. Define
AM = AR ∩ ((H× H) AJ). (9.8)
Then AR = AJ ⊕ AM. Assume that AM has an eigenvalue λ ∈ C ∪ {∞}. Then either
(x, λx) ∈ AM if λ ∈ C or (0, x) ∈ AM if λ = ∞ for some 0 /= x ∈ H. As AM is a
subrelation of AR, it follows that x is an eigenvector corresponding to the eigenvalue
λ of AR. That is, by the definition of AJ, either (x, λx) ∈ AJ if λ ∈ C or (0, x) ∈
AJ if λ = ∞. In both cases the orthogonality of AJ and AM implies that x = 0, a
contradiction. 
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A combination of the relations (9.5) and (9.7) leads to a structure theorem for
relations in Euclidean spaces.
Theorem 9.4. Let A be a relation in a Euclidean space H. Then A admits the fol-
lowing orthogonal sum decomposition:
A = AJ ⊕ AS ⊕ AM, (9.9)
where
(i) AJ is a Jordan relation;
(ii) AS is completely singular in Rc(A);
(iii) AM is a multishift.
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