Let a finite number of line segments be located in the plane. Let be a circle that surrounds the segments. Define the region enclosed by these segments to be those points that cannot be connected to by a continuous curve, unless the curve intersects some segment. We show that the area of the enclosed region is maximal precisely when the arrangement of segments defines a simple polygon that satisfies a fundamental isoperimetric inequality, and thereby answer the most basic of the modern day Dido-type questions posed by Fejes Tóth.
Introduction
Area optimization problems have a long and remarkably enduring history. Their study can be traced as far back as Zenodorus (second century, B.C.), and pragmatic applications can even be found in the Aeneid [16] , which recounts the legend of Queen Dido, and her founding of Carthage. According to Virgil, Queen Dido purchased the right to as much land as she could demark with the skin of an ox, and exercised the option by splitting the hide into extremely thin strips of leather and tying them together. She then used this string to construct a giant semicircle that, when combined with the natural boundary imposed by the sea, turned out to encompass far more area than the seller could have ever imagined.
An elementary presentation of contemporary area optimization problems and their mathematical history can be found in Kazarinoff's very accessible text [8] . In brief, the ancient Greeks knew the Isoperimetric Inequality, which states that among all plane figures with a given perimeter, the circle encompasses the greatest area. Similarly, they understood that among all ¡ -gons with a given perimeter, the regular ¡ -gon encloses the greatest area. Pappus discusses these results [13] , and attributes them to Zenodorus, whose original writings on the subject have been lost to antiquity. In the mid-nineteenth century, Steiner realized that the Greeks had actually failed to prove these bounds. Pappus, it seems, had just assumed that the very reasonable pictures he drew captured all of the cases, and that the reshaping transformations he specified could always be applied, somehow, to take any polygonal figure into a better one where the result could be established more directly. The difficulty is that while the he was right about the reshaping (as is readily understood with 2000+ years of hindsight), he did not explain how to sequence Zenodorus's ideas in a provably correct manner.
In 1841, Steiner endeavored to give a rigorous proof of the Isoperimetric Inequality by publishing the first of five proposed proofs, which have all come to be recognized as insightful but incomplete. The first rigorous proofs, which used concepts in analysis and the calculus of variations, were given by F. Edler and by Weierstrass. As of the mid 1960's, the question of finding a simple geometric proof was, according to the literature, widely believed to be open (cf. [8, 4, 14] ). However, there have been some not so simple proofs of Eastern European origin that lie within elementary geometry. See, for example, [17] . Among the calculus proofs, perhaps the shortest and most elegant is due to Peter Lax [9] . A very elegant proof that uses continuous (but elementary) deformations of convex regions is presented in [1] . A survey of more sophisticated isoperimetric inequalities including formulations for higher dimensions can be found in [10] .
A Dido-type problem
The modern formulations of Dido-type problems date from the mid 1960's, when Fejes Tóth wondered, among other things, what Queen Dido would have done if her strips of hide had hardened into rigid straight line segments. To be more precise, G. Hajós framed this specific version, and questions of this nature have become known as Dido-type problems (cf. [6, 11, 5] ). It is to this most basic version as formulated by Hajós that we now turn our attention. 
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. Now, it is fair to suggest that Fejes Tóth and Hajós understood that the statement had to be true, since it is a matter of common sense. They were really asking how mathematics can deal with the lack of organization posed by a collection of segments that can be arranged in arbitrary ways. What do we do if the segments cannot be directed to define a closed oriented path? How do we prove that such chaotic collections can be rearranged as polygons with greater area? At issue are the very many irregular cases that are obviously poor choices for maximizing the area, and which would have been dismissed without comment by the ancient geometers some 2000 years ago.
In 1973, Fejes Tóth published an incorrect solution to a restricted version of the problem [7] . Upon noticing the error, he communicated the problem to János Pach, who gave a correct solution for the restricted case [11] . Although the basic problem was posed over 30 years ago, no solutions have ever appeared in the literature, and it has been listed among the open questions in geometry [5, p30-32] . In 1990, however, Gábor Kertész discovered a solution, and it was accepted as his Masters Thesis at Eötvös University. According to knowledgeable sources, the proof is very complex and has yet to appear in journal form [12] .
We give a proof that is simple, fairly direct and, we believe, insightful. Part of the proof's simplicity comes from the use of divide and conquer to reduce the complexity imposed by a morass of arbitrarily placed segments. The proof also uses such intuitive notions as the direct mapping of area, which is reminiscent of ancient geometric algebra. In addition, we will formulate area coverage problems in terms of sufficiency conditions about sums of angles, which is, perhaps, more representative of some developments in modern geometry. Lastly, we exploit the realization that that certain generic exceptions are remarkably innocuous. Yet, for reasons that are not evident, all of these notions seem to need fairly strong quantification for the problem at hand.
We will soon specify this so-called Dido-type problem precisely, but defer doing so in order to present some preliminary definitions and background geometry that will simplify the subsequent exposition.
Let the term multiset denote collections of elements where different members can be equal. Suppose is a multiset of ¡ nonnegative numbers. It is well known how to define the polygons that have side lengths comprising the elements in , and which have an area that is as large as possible. The solution is to create a polygon with the correct edge lengths that is inscribed in a circle of suitable radius.
To see when this construction makes sense, consider the following procedure. Create a path of segments with lengths defined by the elements in . Now remove, from the path, some segment that has the longest length, and let this segment length be . Let the new path of ¡ segments have its vertices placed along a circle of huge radius, and consider how the path is forced to curl up as the radius is decreased. Evidently, the distance between the endpoints begins as the sum of the ¡ ! " segment lengths when the circle radius is infinite, and decreases continuously as the radius diminishes. If equals this initial sum, the area of the resulting polygon is zero, and the circle is a straight line with infinite radius. If is less, we can reduce the radius until the distance between the endpoints equals , and then close the path by connecting its endpoints with the removed segment. This construction gives a polygon that has the maximum area among all ¡ -gons with side lengths comprising the elements of . For completeness, we note that the construction would fail if we attempt to diminish the diameter of the circle to a value that is smaller than some edge in the chain of ¡ # $ segments, since such a segment could not lie on the circle. But since all such lengths are bounded by , no such reduction will occur in the construction.
As is well known, there is a general case where the area can be increased by reducing . Suppose that the previous procedure creates a polygon that is inscribed within a semicircle of the bounding circumcircle. In this case, it is better to continue reducing the radius and stop the reduction exactly when the path fits tightly within a semicircle, and close the path with a diameter of this final circle as shown in the accompanying figure. This procedure should also be applied if exceeds the sum of the other values in . In these cases, the Reflection Principle shows that this modified construction gives the largest area among all polygons with side lengths that are bounded by the elements in . In particular, let . But one of the standard isoperimetric inequalities for polygons states that among all polygons with a prescribed multiset of side lengths, those with the greatest area are precisely the ones that can be inscribed in a circle. In this case,
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as adjoined with its reflected duplicate is such a maximum area polygon. Hence the supposition that £ yields a greater area than 6 contradicts this isoperimetric inequality.
Let the term Dido exception denote the instances of this Dido-type problem where the longest edge should be replaced by a shorter segment that acts as a diameter of the resulting circumcircle. Of course, if the original construction produces a polygon that is not inscribed within some semicircle, then it has the greatest possible area, and there is no Dido exception. These area maximization results are all standard; see, for example, any of [8, 11, 14] .
Given a multiset , let Poly( ) be a simple polygon that has side lengths bounded from above by the numbers in , and has the maximum possible area.
Let C( ) be the circumcircle of Poly 9 @ , A C B its center, and Radius( ) its radius. , which includes the reduction of the longest edge whenever necessary to get a polygon of greater area.
Given these definitions, we can now formalize the problem posed by Fejes Tóth and Hajós. The proof relies on turning the problem about arbitrary edge collections into a well structured and specific inequality where calculus can be applied with ease. Accordingly, we first seek to quantify DArea
@
as a function of the defining edge lengths in . 
Now, n l a s D e h g & G a n t u p v I a n I a P
and n V a s D f v I a n q e S g & w I a n I a R
So T a n l a s D p a e S g & a n x ¤ v ¤ a n I a
Substituting from (3) gives T a n l a s D l a n V a w ¤ n I a R
Substituting from (4) in (1) gives: 
, we exploit the fact that equality is achieved at the endpoints. It suffices to show that if
. Indeed, this last inequality would imply that since
, this difference must be initially decreasing and hence less than for all ² £ & Å , for some fixed I Å
, at which point the difference starts to increase, and continues rising to ultimately reach
Differentiating gives
. We need only show that
has one zero in ¦ P p } j
, and that the transition is from negative to positive. Alternatively, we can prove that
, and that the transition is from positive to negative. Accordingly, let
. To see that , and the desired conclusion now follows.
, and
be multisets of nonnegative elements where 
, and for Other questions. It should be evident that additional problems can be formulated by demanding higher intersection counts. These problems can also be extended to higher dimensions. For example, the formulations of Böröczky, Bárány, Makai Jr. and Pach [3] 
