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Abstract
We obtained the Cα continuity for weak solutions of a class of ul-
traparabolic equations with measurable coefficients of the form ∂t u =∑m0
i,j=1Xi(aij(x, t)Xj u) + X0u. The result is proved by simplifying
and generalizing our earlier arguments for the Cα regularity of homo-
geneous ultraparabolic equations.
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1 Introduction
We are concerned with the regularity of a class of ultraparabolic equa-
tions. One of the typical example of the ultraparabolic equations is the
following equation
(1.1)
∂ u
∂ t
+ y
∂ u
∂ x
− u2
∂2 u
∂ y2
= 0,
which is of strong degenerated parabolic type equations, more precisely, an
ultraparabolic type equation. On the other hand, the equation (1.1), if we
∗The research is partially supported by the Chinese NSF under grant 10325104. Email:
wangwendong@amss.ac.cn and lqzhang@math.ac.cn
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consider it as an equation of 1
u
, has the divergent form. The recent paper
of Pascucci and Polidoro [18], has proved that the Moser iterative method
still works for a class of ultraparabolic equations with measurable coefficients
which are called homogeneous Kolmogorov-Fokker-Planck equations(or KFP-
equations). By the same technique, Cinti, Pascucci, Polidoro [3] consider a
nonhomogeneous KFP-equations, and Cinti, Polidoro [4] deal with a more
general ultraparabolic equation which we will concentrate on in this paper.
Their result shows that for a non-negative sub-solution u of the ultraparabolic
equation they considered, the L∞ norm of u is bounded by the Lp norm
(p ≥ 1).
From mathematical points of view, the ultraparabolic equation that we
considered has some special algebraic structures and is degenerated. There
are more and more studies on this problem in recent years. We have proved
that if the weak solution obtained in [21] of (1.1) is of Cα class, then u is
smooth. The second author [23] has proved Cα property of weak solutions
by Kruzhkov’s approach for homogeneous KFP-equations, and the authors
deal with nonhomogeneous KFP-equations in [20]. By simplifying the cut-off
function and generalizing our earlier arguments, we are able to prove the Cα
regularity for weak solutions of more general ultraparabolic equations. We
prove a Poincare´ type inequality for non-negative weak sub-solutions of (1.2).
Then we apply the inequality to obtain a local priori estimate which implies
the Ho¨lder estimates.
Consider a class of ultraparabolic operator on RN+1:
(1.2) Lu ≡
m0∑
i,j=1
Xi(aij(x, t)Xj u) +X0u− ∂t u = 0,
where (x, t) = z ∈ RN+1, 1 ≤ m0 ≤ N , and Xj ’s are smooth vector fields on
RN , for j = 0, 1, · · · , m0.
We follow the notations as in [4]. Let A = (aij)m0×m0 , and A0 be the
2
identity matrix of m0 ×m0. Put Y = X0 − ∂t, and denote
(1.3) L1 :=
m0∑
k=1
X2k + Y
A curve γ : [0, T ]→ RN+1 is called L1-admissible, if it is absolutely contin-
uous and satisfies
γ′(s) =
m0∑
k=1
λk(s)Xk(γ(s)) + Y (γ(s)), a.e. in [0,T],
for suitable bounded measurable functions λ1(s), . . . , λm0(s).
We make the following assumptions on the operator L:
[H1] : the coefficients aij , 1 ≤ i, j ≤ m0, are real valued, measurable
functions of (x, t). Moreover, aij = aji ∈ L∞(RN+1) and there exists a λ > 0
such that
1
λ
m0∑
i=1
ξ2i ≤
m0∑
i,j=1
aij(x, t)ξiξj ≤ λ
m0∑
i=1
ξ2i
for every (x, t) ∈ RN+1, and ξ ∈ Rm0 . X0 =
∑N
i=1 bj(x)∂xj with smooth
functions bj(x);
[H2] : there exists a homogeneous Lie group G ≡ (RN+1, ◦, δµ) such that
(i) X1, . . . , Xm0, Y are left translation invariant on G,
(ii) X1, . . . , Xm0 are δµ-homogeneous of degree one and Y is δµ-homogeneous
of degree two;
[H3] : for every (x, t), (ξ, τ) ∈ RN+1 with t > τ , there exists an L1-
admissible path γ : [0, t−τ ]→ RN+1 such that γ(0) = (x, t), γ(t−τ) = (ξ, τ).
The requirements of [H2] and [H3] ensure that the operator L1 satisfies
the well-known Ho¨rmander’s hypoellipticity condition by Kogoj and Lan-
conelli [8]. We refer to [4] and [8] for more details on the hypoelliptic type
operator on RN+1.
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The Schauder type estimate of (1.2) has been obtained, for example,
Lunardi [12] and Manfredini [14]. Besides, the regularity of weak solutions
have been studied by Bramanti, Cerutti and Manfredini [2], Polidoro and
Ragusa [19], Manfredini and Polidoro [13] assuming a weak continuity on the
coefficient aij. It is quite interesting whether the weak solution has Ho¨lder
regularity under the assumption [H1]. One of the approaches to the Ho¨lder
estimates is to obtain the Harnack type inequality. In the case of elliptic
equations with measurable coefficients, the Harnack inequality is obtained
by J. Moser [15] via an estimate of BMO functions due to F. John and
L. Nirenberg together with the Moser iteration method. J. Moser [16] also
obtained the Harnack inequality for parabolic equations with measurable
coefficients by generalizing the John-Nirenberg estimates to the parabolic
case. Also De Giorgi developed an approach to obtain the Ho¨lder regularity
for elliptic equations. Another approach to the Ho¨lder estimates is given by
S. N. Kruzhkov [9], [10] based on the Moser iteration to obtain a local priori
estimate, which provides a short proof for the parabolic equations. Nash [17]
introduced another technique relying on the Poincare´ inequality and obtained
the Ho¨lder regularity.
Let X be the gradient with respect to the variables X1, X2, · · · , Xm0 , and
Xu = (X1u,X2u, · · · , Xm0u)
T . We say that u is a weak solution if it satisfies
(1.2) in the distribution sense, that is for any φ ∈ C∞0 (Ω), Ω is a open subset
of RN+1, then
(1.3)
∫
Ω
φY u− (Xu)TAXφ = 0,
where u, Xu, Y u ∈ L2loc(Ω).
Our main result is the following theorem.
Theorem 1.1 Under the assumptions [H1] ∼ [H3], the weak solution of
(1.2) is Ho¨lder continuous.
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2 Some Preliminary and Known Results
We follow the earlier notations to give some basic properties. For the more
details of the subject, we refer to Cinti and Polidoro [4], Kogoj and Lanconelli
[8], or Bonfiglioli, Lanconelli and Uguzzoni[1].
We say a Lie group G = (RN+1, ◦) is homogeneous if a family of dilations
(δµ)µ>0 exists on G and is an automorphism of the group: δµ(z ◦ ζ) = δµ(z) ◦
δµ(ζ), for all z, ζ ∈ RN+1 and µ > 0, where
δµ = diag(µ
α1 , µα2, . . . , µαN , µ2),
for 1 ≤ i ≤ N , αi is a positive integer, and α1 ≤ α2 ≤ · · · ≤ αN .
Moreover, the dilation δµ induces a direct sum decomposition on R
N , and
RN = V1⊕, · · · ,⊕Vk. If we denote x = x(1) + x(2) + · · ·+ x(k) with x(j) ∈ Vj ,
then
δµ(x, t) = (Dµx, µ
2t),
where
Dµ(x
(1) + x(2) + · · ·+ x(k)) = (µx(1) + µ2x(2) + · · ·+ µkx(k)).
Let
Q = dimV1 + 2dimV2 + · · ·+ kdimVk,
then the number Q + 2 is usually called the homogeneous dimension of
(RN+1, ◦) with respect to the dilation δµ.
A real function f(x) defined on RN is called δµ-homogeneous of degree
m ∈ R, if f(x) does not vanish identically and, for every x ∈ RN and µ > 0,
it holds
f(δµ(x, 0)) = λ
mf(x).
5
A non-identically-vanishing vector field X is called δµ-homogeneous of degree
m ∈ R, if for every φ ∈ C∞(RN), x ∈ RN , and µ > 0, it holds
X(φ(δµ(x, 0))) = µ
m(Xφ)(δµ(x, 0)).
The norm in RN+1, related to the group of translations and dilation to
the equation is defined by
||(x, t)|| = r,
if r is the unique positive solution to the equation
x21
r2α1
+
x22
r2α2
+ · · ·+
x2N
r2αN
+
t2
r4
= 1,
where (x, t) ∈ RN+1 \ {0} and by [H2] and Ho¨rmander’s hypoellipticity con-
dition, we attain
α1 = · · · = αm0 = 1, 1 < αm0+1 ≤ · · · ≤ αN .
And ||(0, 0)|| = 0. Obviously
‖δµ(x, t)‖ = µ‖(x, t)‖,
for all (x, t) ∈ RN+1. The quasi-distance in G is
d(z, ζ) := ‖ζ−1 ◦ z‖, ∀z, ζ ∈ RN+1,
where
(2.1) ζ−1 ◦ z = (S(x, t, ξ, τ), t− τ)
and S ∈ RN is smooth (see [8]). Moreover, for every compact domain K ∈
RN+1, there exists a positive constant CK such that
(2.2) C−1K |z − ζ | ≤ d(z − ζ) ≤ CK |z − ζ |
1
k , ∀z, ζ ∈ K
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where | · | denotes the usual Euclidean modulus (see for instance, Prop 11.2
in [7]).
The ball at a point (x0, t0) is defined by
Br(x0, t0) = {(x, t)| ||(x0, t0)
−1 ◦ (x, t)|| ≤ r},
and
B−r (x0, t0) = Br(x0, t0) ∩ {t < t0}.
For convenience, we sometimes use the cube instead of the balls. The cube
at point (0, 0) is given by
Cr(0, 0) = {(x, t)| |t| ≤ r
2, |x1| ≤ r
α1 , · · · , |xN | ≤ r
αN}.
It is easy to see that there exists a constant Λ1 such that
C r
Λ1
(0, 0) ⊂ Br(0, 0) ⊂ CΛ1r(0, 0),
where Λ1 only depends on Q and N .
We recall L1 =
∑m0
k=1X
2
k + Y, whose fundamental solution Γ1(·, ζ) with
pole in ζ ∈ RN+1 is smooth out of the diagonal of RN+1 × RN+1, has the
following properties:
(2.3)
(i) Γ1(z, ζ) = Γ1(ζ
−1 ◦ z, 0) = Γ1(ζ−1 ◦ z), ∀z, ζ ∈ RN+1, z 6= ζ ;
(ii) Γ1(z, ζ) ≥ 0, and Γ1(x, t, ξ, τ) > 0 if t > τ ;
(iii)
∫
RN Γ1(x, t, ξ, τ)dx =
∫
RN Γ1(x, t, ξ, τ)dξ = 1, if t > τ ;
(iv) Γ1(δµ ◦ z) = µ−QΓ1(z), ∀z 6= 0, µ > 0;
moreover,
(2.4) Γ1(z, ζ) ≤ C||ζ
−1 ◦ z||−Q,
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for all z, ζ ∈ RN+1(see [4] or [8]).
A weak sub-solution of (1.2) in a domain Ω is a function u such that u,
Xu, Y u ∈ L2loc(Ω) and for any φ ∈ C
∞
0 (Ω), φ ≥ 0,
(2.5)
∫
Ω
φY u− (Xu)TAXφ ≥ 0.
A result of Cinti and Polidoro obtained by using the Moser’s iterative
method (see Prop 4.4 in [4]) states as follows.
Lemma 2.1 Let u be a non-negative weak sub-solution of (1.2) in Ω. Let
(x0, t0) ∈ Ω and B−r (x0, t0) ⊂ Ω and p ≥ 1. Then there exists a positive
constant C which depends only on the operator L such that, for 0 < r ≤ 1
(2.6) sup
B−r
2
(x0,t0)
up ≤
C
rQ+2
∫
B−r (x0,t0)
up,
provided that the last integral converges.
We make use of a classical potential estimates (see (1.11) in [5]) here to
prove the Poincare´ type inequality.
Lemma 2.2 Let (RN+1, ◦) is a homogeneous Lie group of homogeneous di-
mension Q+ 2, α ∈ (0, Q+ 2) and G ∈ C(RN+1 \ {0}) be a δµ-homogeneous
function of degree α−Q− 2. If f ∈ Lp(RN+1) for some p ∈ (1,∞), then
Gf(z) ≡
∫
RN+1
G(ζ−1 ◦ z)f(ζ)dζ,
is defined almost everywhere and there exists a constant C = C(Q, p) such
that
(2.7) ||Gf ||Lq(RN+1) ≤ C max||z||=1
|G(z)| ||f ||Lp(RN+1),
where q is defined by
1
q
=
1
p
−
α
Q+ 2
.
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Corollary 2.1 Let f ∈ L2(RN+1), and recall the definitions in [3]
Γ1(f)(z) =
∫
RN+1
Γ1(z, ζ)f(ζ)dζ, ∀z ∈ R
N+1,
and
Γ1(Xjf)(z) = −
∫
RN+1
X
(ζ)
j Γ1(z, ζ)f(ζ)dζ, ∀z ∈ R
N+1,
where j = 1, · · · , m0, then exists a positive constant C = C(Q) such that
(2.8) ‖Γ1(f)‖L2k˜(RN+1) ≤ C‖f‖L2(RN+1),
and
(2.9) ‖Γ1(Xjf)‖L2k(RN+1) ≤ C‖f‖L2(RN+1),
where k˜ = 1 + 4
Q−2 , k = 1 +
2
Q
, and j = 1, · · · , m0.
3 Proof of Main Theorem
We may consider the local estimate at a ball centered at (0, 0), since the
equation (1.2) is invariant under the left translation when aij is constant.
The key point in our argument is to obtain a Poincare´ type inequality. Then
by using the Poincare´ type inequality, we prove the following Lemma 3.5
which is essential in the oscillation estimates in Kruzhkov’s approaches in
parabolic case. Then the Cα regularity result follows easily by the standard
arguments. We follow the same route as [23] and [20], but the idea is more
simple and technical. We give them together for completeness.
For convenience, we let x′ = (x1, · · · , xm0) and x = (x
′, x). We consider
the estimates in the following cube, instead of B−r ,
C−r = {(x, t)| −r
2 ≤ t < 0, |x′| ≤ r, |xm0+1| ≤ (λ
′r)αm0+1 , · · · ,
|xN | ≤ (λ′r)αN},
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where λ′ > 1 is a positive constant, to be decided in (3.8). Let
Kr = {x
′| |x′| ≤ r},
Sr = {x | |xm0+1| ≤ (λ
′r)αm0+1, · · · , |xN | ≤ (λ′r)αN}.
Let 0 < α, β < 1 be constants, for fixed t and h, we denote
Nt,h = {(x
′, x)| (x′, x) ∈ Kβr × Sβr, u(·, t) ≥ h}.
By the homogeneousness of Xj , j = 1, · · · , m0, we can deduce
Xj =
m0∑
i=1
C
(j)
i ∂xi +
∑
i>m0
C
(j)
i (x)∂xi ,
where C
(j)
i is a constant for i ≤ m0 and C
(j)
i (x) is a polynomial of homoge-
neous degree αi − 1 for i > m0. Similarly
X0 =
∑
i>m0
bi(x)∂xi ,
where bi(x) is a polynomial of homogeneous degree αi − 2. In the following
discussions, we always assume r ≪ 1, and that the constants C(j)i (i ≤ m0)
and the coefficients of these polynomial functions bj(x) and C
(j)
i (x)(i > m0)
are bounded by λ, since we can choose λ as a large constant. Moreover, all
constants dependant on m0, k or Q will be denoted by dependence on B.
Lemma 3.1 Suppose that u(x, t) ≥ 0 be a solution of equation (1.2) in C−r
centered at (0, 0) and
mes{(x, t) ∈ C−r , u ≥ 1} ≥
1
2
mes(C−r ),
then there exist constants α, β and h, 0 < α, β, h < 1 which only depend on
B, λ and N such that for almost all t ∈ (−αr2, 0),
mes{Nt,h} ≥
1
11
mes{Kβr × Sβr}.
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Proof: Let
v = ln+(
1
u+ h
9
8
),
where h is a constant, 0 < h < 1, to be determined later. Then v at points
where v is positive, satisfies
(3.1)
m0∑
i,j=1
Xi(aij(x, t)Xj v)− (Xv)
TAXv +X0v − ∂t v = 0.
Let η(s) be a smooth cut-off function so that
η(s) = 1, for s < βr,
η(s) = 0, for s ≥ r.
Moreover, 0 ≤ η ≤ 1 and |η′| ≤ 2
(1−β)r .
Now we let η1 = η(|x′|) and η2 = Πj>m0ηj, where ηj = η(
1
λ′
|xj |
1
αj ) for
j > m0 .
Multiplying η21η
2
2 to (3.1) and integrating by parts on Kr × Sr × (τ, t)
(3.2)
∫
Kβr
∫
Sβr
v(t, x′, x)dxdx′ + 1
λ
∫ t
τ
∫
Kr
∫
Sr
η21η
2
2 |Xv|
2dxdx′dt
≤ C(B,λ,N)
β3Q(1−β)2 (1 + λ
′−1 + λ′−2)|Sβr| |Kβr|
+
∫ t
τ
∫
Kr
∫
Sr
η21η
2
2X0vdxdx
′dt+
∫
Kr
∫
Sr
v(τ, x′, x)dxdx′
≤ C(B,λ,N)
β3Q(1−β)2 |Sβr| |Kβr|+
∫ t
τ
∫
Kr
∫
Sr
η21η
2
2X0vdxdx
′dt
+
∫
Kr
∫
Sr
v(τ, x′, x)dxdx′, a.e. τ, t ∈ (−r2, 0).
Let
IB ≡
∫
Kr
∫
Sr
η21η
2
2
∑
j>m0
bj(x)∂xjvdxdx
′,
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then
(3.4)
|IB| = |
∫
Kr
∫
Sr
η21
∑
j>m0(bj(x)∂xjη
2
2)vdxdx
′|
≤ C(λ,N) ln(h−
9
8 )
∫
Kr
∫
Sr
∑
j>m0 |η
′(|xj |
1
αj 1
λ′
)| 1
λ′
|xj|
1
αj
−1
(λ′r)αj−2
≤ C(λ,N)
(1−β)r2λ′2β
−2Q|Sβr||Kβr| ln(h−
9
8 ).
Integrating by t to IB, we have
(3.5)
∫ t
τ
∫
Kr
∫
Sr
η21η
2
2X0vdxdx
′dt ≤ C(λ,N)
(1−β)λ′2β
−2Q|Sβr||Kβr| ln(h−
9
8 ).
We shall estimate the measure of the set Nt,h. Let
µ(t) = mes{(x′, x)| x′ ∈ Kr, x ∈ Sr, u(·, t) ≥ 1}.
By our assumption, for 0 < α < 1
2
1
2
r2mes(Sr)mes(Kr) ≤
∫ 0
−r2
µ(t)dt =
∫ −αr2
−r2
µ(t)dt+
∫ 0
−αr2
µ(t)dt,
that is ∫ −αr2
−r2
µ(t)dt ≥ (
1
2
− α)r2mes(Sr)mes(Kr),
then there exists a τ ∈ (−r2,−αr2), such that
(3.6) µ(τ) ≥ (
1
2
− α)(1− α)−1mes(Sr)mes(Kr).
By noticing v = 0 when u ≥ 1, we have
(3.7)
∫
Kr
∫
Sr
v(τ, x′, x)dxdx′ ≤
1
2
(1− α)−1mes(Sr)mes(Kr) ln(h−
9
8 ).
Now we choose α (near zero), β (near one), and λ′ large enough such that
(3.8)
C(λ,N)
(1− β)λ′2
β−2Q +
1
2βQ(1− α)
≤
4
5
,
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and fix them from now on.
By (3.2), (3.5), (3.7) and (3.8), we deduce
(3.9)
∫
Kβr
∫
Sβr
v(t, x′, x)dxdx′
≤ [ C(B,λ,N)
β3Q(1−β)2 +
4
5
ln(h−
9
8 )]mes(Kβr × Sβr).
When (x′, x¯) /∈ Nt,h,, we have
ln(
1
2h
) ≤ ln+(
1
h+ h
9
8
) ≤ v,
then
ln(
1
2h
)mes(Kβr × Sβr \ Nt,h) ≤
∫
Kβr
∫
Sβr
v(t, x′, x)dxdx′.
Since
C + 4
5
ln(h−
9
8 )
ln(h−1)
−→
9
10
, as h→ 0,
then there exists constant h1 such that for 0 < h < h1 and t ∈ (−αr2, 0)
mes(Kβr × Sβr \ Nt,h) ≤
10
11
mes(Kβr × Sβr).
Then we proved our lemma.
Let χ(s) be a smooth function given by
χ(s) = 1 if s ≤ θ
1
Q r,
χ(s) = 0 if s > r,
where θ
1
Q < 1
2
is a constant. Moreover, we assume that
0 ≤ −χ′(s) ≤
2
(1− θ
1
Q )r
, |χ′′(s)| ≤
C
r2
,
and for any β1, β2, with θ
1
Q < β1 < β2 < 1, we have
|χ′(s)| ≥ C(β1, β2)r−1 > 0,
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if β1r ≤ s ≤ β2r.
For x ∈ RN , t ≤ 0, we set
Q = {(x′, x¯, t)| − r2 ≤ t ≤ 0, x′ ∈ K r
θ
, |xj | ≤ (
r
θ
)αj , j = m0 + 1, · · · , N}.
We define the cut off functions by
φ0(x, t) = χ([
N∑
j=m0+1
θ2αjx2j
r2αj−Q
− C1tr
Q−2]
1
Q ),
φ1(x, t) = χ(θ|x
′|),
(3.10) φ(t, x) = φ0(t, x)φ1(x, t),
where C1 > 1 is chosen so that
C1r
Q−2 ≥ |
∑
j>m0 2θ
2αjbj(x)xjr
Q−2αj |,
for all z ∈ Q.
Remark 3.1 By the definition of φ and the above arguments, it is easy to
check that, for θ, r small enough and t ≤ 0
(1) φ(z) ≡ 1, in B−θr,
(2) suppφ
⋂
{(x, t)|x ∈ RN, t ≤ 0} ⊂ Q,
(3) there exists α1 > θ, which depends on C1, such that
{(x, t)| − α1r
2 ≤ t < 0, x′ ∈ Kβr, x¯ ∈ Sβr} ⊆ suppφ,
(4) 0 < φ0(z) < 1, for z ∈ {(x, t)| − α1r2 ≤ t ≤ −θr2, x′ ∈ Kβr, x¯ ∈ Sβr}.
Lemma 3.2 Under the above notations, we have
Y φ0(z) ≤ 0, for z ∈ Q.
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Proof: Let [
∑N
j=m0+1
θ
2αjx2
j
r
2αj−Q
− C1tr
Q−2] be denoted by [· · ·]. Then
Y φ0 = χ
′([· · ·]
1
Q ) 1
Q
[· · ·]
1
Q
−1[C1rQ−2 +
∑
j>m0(2θ
2αjbj(x)xjr
Q−2αj)]
For the term bj(x)xjr
Q−2αj , since |bj(x)| ≤ C(λ,N)( rθ )
αj−2, we obtain
|
∑
j>m0
2θ2αjbj(x)xjr
Q−2αj | ≤ C(λ,N)θ2rQ−2.
We can choose a positive constant C1 > 1, such that C(λ,N)θ
2 < C1, then
Y φ0(z) ≤ 0 (z ∈ Q) holds.
We sometimes abuse the notations of B−r and C
−
r , since there are equiva-
lent. Now we have the following Poincare´’s type inequality.
Lemma 3.3 Let w be a non-negative weak sub-solution of (1.2) in B−1 . Then
there exists a constant C, only depends on B, λ and N , such that for r <
θ < 1
(3.11)
∫
B−
θr
(w(z)− I0)
2
+ ≤ Cθ
2r2
∫
B−r
θ
|Xw|2,
where I0 is given by
(3.12) I0 = supB−
θr
[I1(z) + C2(z)],
and
(3.13) I1(z) =
∫
B−r
θ
[−Γ1(z, ·)wY φ](ζ)dζ,
C2(z) =
∫
B−r
θ
[
m0∑
j=1
|X2j φ|Γ1(z, ·)w](ζ)dζ,
where Γ1 is the fundamental solution, and φ is given by (3.10).
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Proof: We represent w in terms of the fundamental solution of Γ1, i.e.
ϕ(z) = −
∫
RN+1
Γ1(z, ζ)L1ϕ(ζ)dζ, ∀ϕ ∈ C
∞
0 (R
N+1).
By an approximation and the support of φ and Γ1, for z ∈ B
−
θr, we have
(3.14)
w(z) =
∫
B−r
θ
[〈A0X(wφ), XΓ1(z, ·)〉 − Γ1(z, ·)Y (wφ)](ζ)dζ
= I1(z) + I2(z) + I3(z) + C2(z),
where I1(z) are given by (3.13) and
I2(z) =
∫
B−r
θ
[〈(A0 − A)Xw,XΓ1(z, ·)〉φ− Γ1(z, ·)〈(A+ A0)Xw,Xφ〉](ζ)dζ,
I3(z) =
∫
B−r
θ
[〈AXw,X(Γ1(z, ·)φ)〉 − Γ1(z, ·)φY w](ζ)dζ.
C2(z) =
∫
B−r
θ
[〈A0Xφ,XΓ1(z, ·)〉w + Γ1(z, ·)〈A0Xw,Xφ〉](ζ)dζ
Note that suppφ
⋂
{τ ≤ 0} ⊂ Q ⊂ B−r
θ
, z ∈ B−θr and 〈A0Xφ,XΓ1(z, ·)〉
vanishes in a small neighborhood of z. Integrating by parts we have
C2(z) =
∫
B−r
θ
[
∑m0
j=1 |X
2
j φ|Γ1(z, ·)w](ζ)dζ.
From our assumption, w is a weak sub-solution of (1.2), and φ is a test
function of this semi-cylinder. In fact, we let
χ˜(τ) =


1 τ ≤ 0,
1− nτ 0 ≤ τ ≤ 1/n,
0 τ ≥ 1/n.
Then χ˜(τ)φΓ1(z, ·) can be a test function (see [4]). As n → ∞, we obtain
φΓ1(z, ·) as a legitimate test function, and I3(z) ≤ 0. Then in B
−
θr,
0 ≤ (w(z)− I0)+ ≤ I2(z) = I21 + I22.
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By Corollary 2.1 we have
(3.15) ||I21||L2(B−
θr
) ≤ C(λ,N)θr||I21||
L
2+ 4
Q (B−
θr
)
≤ C(B, λ,N)θr||Xw||L2(B−r
θ
).
Similarly for I22,
||I22||L2(B−
θr
) ≤ |B
−
θr|
1
2
− Q−2
2Q+4 ||I22||L2k˜(B−
θr
) ≤ C(B, λ,N)θ
2r2|| |Xw| |Xφ| ||L2(B−r
θ
),
where
|Xφ1| = |χ
′(θ|ξ′|)θX(|ξ′|)| ≤ C(B, λ,N)
θ
r
,
and
|Xφ0| ≤ |χ
′|
1
Q
[· · ·]
1
Q
−1 ∑
1≤i≤m0,j>m0
|
2C
(i)
j (x)θ
2αjxj
r2αj−Q
| ≤ C(B, λ,N)θ
1
Q r−1,
thus
||I22||L2(B−
θr
) ≤ C(B, λ,N)θ
2r||Xw||L2(B−r
θ
).
Then we proved our lemma.
Now we apply Lemma 3.3 to the function w = ln+ h
u+h
9
8
. If u is a weak
solution of (1.2), obviously w is a weak sub-solution. We estimate the value
of I0 given by Lemma 3.3.
Lemma 3.4 Under the assumptions of Lemma 3.3, there exist constants
λ0, r0 and r0 < θ. λ0 only depends on constants α, β, λ, B, N , and φ,
0 < λ0 < 1, such that for r < r0
(3.16) |I0| ≤ λ0 ln(h
− 1
8 ).
Proof: We first come to estimate C2(z) and as before, denote x = (x
′, x¯, t)
and ζ = (ξ′, ξ¯, τ). Note z ∈ B−θr, we have
|C2(z)|
≤
∫
B−r
θ
[
∑m0
j=1 |X
2
j φ|Γ1(z, ·)w](ζ)dζ
≤ r2supξ∈supp(Xφ)
∑m0
j=1 |X
2
j φ| ln(h
− 1
8 ). (By (iii) in (2.3))
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We only need to estimate |X2j φ|,
|X2j φ| ≤ |X
2
j φ1|+ 2|Xjφ1Xjφ0|+ |X
2
j φ0|,
where |Xjφ1| = |θχ′(θ|ξ′|)∂ξj |ξ
′|| ≤ 2θr−1, |X2j φ1| ≤ Cθ
2− 1
Q r−2 and
|Xjφ0| = |χ
′ 1
Q
[· · ·]
1
Q
−1(
∑
i>m0
C
(j)
i (ξ)2ξiθ
2αi
r2αi−Q
)| ≤ C(B, λ,N)θ
1
Q r−1,
moreover,
|X2j φ0| ≤ C(B, λ,N)θ
1
Q r−2.
Hence
(3.17) |C2(z)| ≤ C(B, λ,N)θ
1
Q ln(h−
1
8 ) = C(B, λ,N)θα0 ln(h−
1
8 )
where α0 =
1
Q
> 0.
Since X0 =
∑
j>m0 bj(x)∂xj , we know Y φ = φ1Y φ0. Now we let w ≡ 1,
then for z ∈ B−θr (3.14) gives,
(3.18) 1 =
∫
B−r
θ
[−φ1Γ1(z, ·)Y φ0](ζ)dζ + C2(z)|w=1.
By Lemma 3.2,
(3.19) −φ1Γ1(z, ·)Y φ0 ≥ 0,
we only need to prove −φ1Γ1(z, ·)Y φ0 has a positive lower bound in a domain
which w vanishes, and this bound independent of r and small θ. So we can
find a λ0, 0 < λ0 < 1, such that this lemma holds and λ0 is independent of r
and small θ.We observe that the support of χ′(s) is in the region θ
1
Q r < s < r,
thus for some β ′ < 1, the set B−β′r\B
−√
θr
with θr2/C1 ≤ |t| ≤ α1r2 is contained
in the support of φ1φ
′
0 . Then we can prove that the integral of (3.19) on a
subset of the domain B−β′r \ B
−√
θr
is lower bounded by a positive constant.
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For z ∈ B−θr, 0 < α1 ≤ α and set
(3.20)
ζ ∈ Z = {(ξ, τ)| − α1r
2 ≤ τ ≤ −
α1
2
r2, ξ′ ∈ Kβr, ξ¯ ∈ Sβr, w(ξ, τ) = 0},
then |Z| = C(α1, β, B, λ,N)rQ+2 by Lemma 3.1. We note that when ζ =
(ξ, τ) ∈ Z and θ is small, w(ζ) = 0, φ1(ζ) = 1,
|χ′([· · ·]
1
Q )| ≥ C(α1, B, λ,N)r
−1 > 0.
Consequently
∫
Z [−φ1Γ1(z, ·)Y φ0](ζ) dζ
= −
∫
Z φ1Γ1(z, ·)χ
′([· · ·]
1
Q ) 1
Q
[· · ·]
1
Q
−1[C1rQ−2 +
∑
j>m0(2θ
2αjbj(ξ)ξjr
Q−2αj)]dζ
≥ C(B, λ, α1, N)
∫
Z r
Q−2[rQ]
1
Q
−1r−1Γ1(ζ−1 ◦ z, 0)dζ
≥ C(B, λ, α1, N)
∫
Z r
−2Γ1(ζ−1 ◦ z, 0)dζ
= C(B, λ, α, β,N) = C4 > 0,
where we have used Γ1(z, ζ) ≥ Cr−Q, as τ ≤ −α12 r
2 and z ∈ B−θr. In fact, by
(iv) in (2.3) one get
Γ1(z, ζ) = r
−QΓ1(S(x, t, ξ, τ),
t− τ
r2
),
where α1
2
≤ t−τ
r2
≤ 1 and S is bounded by (2.1), hence by the property (ii)
in (2.3) of Γ1, we have Γ1(z, ζ) ≥ C(α1)r−Q. Then we can choose a small θ
which is fixed from now on and r0 < θ, such that
(3.21) |I0| ≤ (1− C4 + C3θ
α0) ln(h−
1
8 ) + C3θ
α0 ln(h−
1
8 ) ≤ λ0 ln(h
− 1
8 )
where 0 < r < r0, 0 < λ0 < 1, depends on α, β, B, λ, N , and φ.
Lemma 3.5 Suppose that u(x, t) ≥ 0 is a solution of equation (1.2) in B−r
centered at (0, 0) and mes{(x, t) ∈ B−r , u ≥ 1} ≥
1
2
mes(B−r ). Then there
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exist constant θ and h0, 0 < θ, h0 < 1 which only depend on B, λ, λ0 and N
such that
u(x, t) ≥ h0 in B
−
θr.
Proof: We consider
w = ln+(
h
u+ h
9
8
),
for 0 < h < 1, to be decided. By applying Lemma 3.3 to w and scaling, we
have
−
∫
B−
θr
(w − I0)
2
+ ≤ C(B, λ,N)
θβr2
|B−θr|
∫
B−
βr
|Xw|2.
Let u˜ = u
h
, then u˜ satisfies the conditions of Lemma 3.1. We can get similar
estimates as (3.2), (3.5), (3.7) and (3.8), hence we have
(3.22)
C(B, λ,N) θr
2
|B−
θr
|
∫
B−
βr
|Xw|2
≤ C(B, λ,N) θr
2
|B−
θr
| [
C(B,λ,N)
β3Q(1−β)2 +
4
5
ln(h−
1
8 )]mes(Kβr × Sβr)
≤ C(θ, B,N, λ) ln(h−
1
8 ),
where θ has been chosen. By Lemma 2.1, there exists a constant, still denoted
by θ, such that for z ∈ B−θr,
(3.23) w − I0 ≤ C(B, λ,N)(ln(h
− 1
8 ))
1
2 .
Therefore we may choose h0 small enough, so that
C(ln(
1
h
1
8
0
))
1
2 ≤ ln(
1
2h
1
8
0
)− λ0 ln(
1
h
1
8
0
),
then (3.16) and (3.23) gives
sup
B−
θr
h0
u+ h
9
8
0
≤
1
2h
1
8
0
,
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which implies infB−
θr
u ≥ h
9
8
0 , then we have finished our proof.
Proof of Theorem 1.1. We may assume that M = supB−r (+u) =
supB−r (−u), otherwise we replace u by u − c, since u is bounded locally.
Then either 1 + u
M
or 1− u
M
satisfies the assumption of Lemma 3.5, and we
suppose 1 + u
M
does it, thus Lemma 3.5 implies existing h0 > 0 such than
infB−
θr
(1 + u
M
) ≥ h0, i.e. u ≥ M(h0 − 1), then
OscB−
θr
u ≤ M −M(h0 − 1) ≤ (1−
h0
2
)OscB−r u,
which implies the Cα regularity of u near point (0, 0) by the standard iteration
arguments. By the left invariant translation group action, we know that u is
Cα in the interior.
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