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Abstract
This thesis is concerned with the effect of ageing on biometric systems and particu-
larly its impact on face recognition systems. Being biological tissue in nature, facial
biometric trait undergoes ageing. As a result developing biometric applications for
long-term use becomes a particularly challenging task. Despite the rising attention on
facial ageing, longitudinal study of face recognition remains an understudied problem
in comparison to facial variations due to pose, illumination and expression changes.
Regardless of any adopted representation, biometric patterns are always affected by
the change in the face appearance due to ageing. In order to overcome this prob-
lem either evaluation of the changes in facial appearance over time or template-age
transformation-based techniques are recommended.
By using a database comprising images acquired over a 5-years period, this thesis
explores techniques for recognizing face images for identify verification. A detailed
investigation analyses the challenges due to ageing with respect to the performance
of biometric systems. This study provides a comprehensive analysis looking at both
lateral age as well as longitudinal ageing.
This thesis also proposes novel approaches for template ageing to compensate the
ageing effects for verification purposes. The approach will explore both linear and non-
linear transformation mapping methods. Furthermore, the compound effect of ageing
with other variate (such as gender, age group) are systematically analysed. With the
implementation of the novel approach, it can be seen that the GAR (Genuine Accept
Rate) improved significantly when compared to typical face recognition system.
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This thesis is concerned with facial ageing for biometric systems. Face ageing in
humans is the result of multi-dimensional process of physical, physiological, and social
change, which affects considerably the appearance of a human face. Ageing-related
appearance variation due to bone growth normally occurs throughout childhood and
puberty, whereas skin-related effects principally appear in older subjects. Looking from
the face recognition point of view, ageing of the face images of the same person brings
confusion which degrades the system performance dramatically. In many practical
systems (e.g., passport control, etc.), the time intervals between two acquired images
can lead up to several years. This thesis suggests a novel template ageing scheme which
will improve the overall results in face recognition systems.
A facial biometric verification system consists of two main processes; enrollment
and verification. In enrollment, individual’s face samples are captured and pre-processed,
and the features are then extracted. These extracted features are labelled with user’s
ID called the “template”, representing his identity. Verification mode verifies claimed
identity by comparing input sample(s) to the enrolled template(s). The efficiency of
the facial biometric system depends on the representative capability of the enrolled
templates. Performance of these systems can be measured in terms of FAR and FRR.
1
Chapter 1. Introduction 2
1.1 Biometric systems
As the biometrics field has matured, practical system deployment has expanded,
an understanding of the ageing process and managing ageing related impacts is becom-
ing an increasingly important issue in terms of ensuring reliability of authentication
processes based on biometric systems. The demanding needs of the security indus-
try (e.g. the introduction of electronic passports) increased the interest in automatic
biometric authentication and verification. Factors such as ethnicity, lifestyle, an in-
dividuals biological sex, living environment and physiologic changes that occur with
time are some of the uncontrolled factors in human ageing as indicated by Biswas et
al. [12]. However, an understanding of the ageing related effects in biometric system
is a challenging task. This section will list some issues which affect and limit ageing
related in biometric systems. Ageing is a continuous process and this process varies
from one individual to another (i.e. different people age in different way).
Geng et al. [13] suggested that the age progression of an individual depends on
their genes and can also be affected by external factors related to environment, gender,
lifestyle, usage of cosmetics and so on. Another issue is that there is a lack of biometric
databases suitable for ageing related analysis. Similarly, it is still relatively difficult to
find a biometric database which contains the same age labels of subjects during the the
same enrollment period and/or biometric samples with a regular and increasing time-
lapse. These effects and limitations have a significant influence in the investigation of
issues in biometric systems such as enrollment/re-enrollment strategies, processes for
optimising user-system interactions, monitoring of usability factors, and understanding
and managing ageing effects in biometric systems. Nevertheless, the impact of age
progression on biometric systems has become a very important topic in the biometric
field, and is currently generating a large volume of research.
The face recognition has been a very popular area of research. A few evalua-
tion methodologies have been used to evaluate these algorithms as well as varieties of
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algorithms for face recognition. Researchers focus their attention on selecting discrim-
inatory features that are least affected by within-person types of variations commonly
encountered in different types of biometrics. Automated Face Recognition(FR) has
become an important function in a wide range of security and surveillance application,
involving computer networks, smart phones, tablets, IP camera, etc. For example, in
the context of controlled access to critical information on computer networks systems,
the face modality may allow for a continuous and non-intrusive authentication [14].
Given that biometric authentication systems are intended to be used for long time
intervals, one of the most important aspects of their design is the permanence of
biometric features to retain their characteristics over a period of time. In contrast, the
use of features with low permanence will result in the development of systems that are
likely to fail to operate accurately as the time interval between the initial enrolment of
a user and the actual identification process increases. On the other hand, it is essential
to use age-sensitive feature clues related to the age of a person for application related
with estimating the age of a user. Therefore, it is essential to have the ability to assess
the permanence of biometrics features so that appropriate features are selected for the
right application.
Ricanek et al. [15] run face recognition experiment using the MORPH database.
According to the results, correct recognition rates decreases as the age span between
train and test images increases. In the work of Ricanek [16], a craniofacial growth model
was proposed based on periorbital/periocular recognition. The data was collected
using MORPH-II database and age groups were allocated using various classifications
to produce EER performance.
According to Lanitis et al. [17], when dealing with increased age difference be-
tween faces in the train and test sets, a reduction of 10 percent was recorded in the
performance of two face recognition algorithms . Similarly, both pose and illumination
expression observed deterioration in the recognition. Lanitis et al. [18] also looked into
developing a method for quantifying ageing effects on biometric templates, allowing in
such a way the selection of appropriate features are use in specific application.
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The published literature on adult head and face ageing is diverse, spanning topics
related to anthropology and biology, computer and forensic science, and medicine and
pathology. It is imperative to understand that patterns, rates and characteristics of
ageing may be different due to culture and lifestyle (environment and gender i.e male
and female), and biology (internal and external appearances of gender differences,
ancestry or genetics, trauma and disease) as well as idiosyncratic features, such as
frequency and extent of facial expressions.
A previous work focused on the literature on the ageing skull and face by Albert
et al. [1], suggested that extrinsic ageing is considered as one of the main cause skin
ageing exposure. It can be due to lifestyle such as drug use, smoking and/or diet adult
age-related craniofacial changes comprise hard tissue and soft tissue changes. The soft
tissue of the face age will begin as early as 20s. However, between the 40s and 50s the
changes are most noticeable and continue to become more pronounced between the 50s
and 60s. Some typical ageing related skin changes are shown in Figure 1.1. The loss
of elasticity that, in some cases, affects the appearance of biometric feature (i.e. face)
and affects the process of generating biometrics features (i.e. voice and movements) or
inhibits the data acquisition process (i.e. fingerprints and palm prints).
Figure 1.1 Typical ageing related in skin changes from early 20s to
60s [1]
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1.2 Motivation
It is obvious that variation that affects all personal characteristics is caused by
ageing. Face ageing is a challenging area and requires an in-depth understanding of
the effects of individual changes towards a specific age span. People belonging to
different ethnic groups may also have different age progression [19]. To date, the topic
of generating biometric templates robust to ageing did not receive much attention. Face
ageing variation causes modifications on biometric features that affect the matching
between stored and captured biometric templates causing in that way deterioration in
the performance of biometric authentication systems.
Figure 1.2 Challenges in face recognition: images of actress Jennifer
Grey demonstrating variations due to pose, illumination, expression,
and alterations through plastic surgery, ageing and makeup [2]
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Conversely in the recent studies on face recognition, despite the rising attention to
facial ageing, longitudinal study of face recognition remains an under-studied problem
in comparison to facial variations due to pose, illumination and expression changes.
shown in Figure 1.2. Most of the reported studies in relation to face ageing focused on
age estimation [13], simulating the ageing process for each individual in face appear-
ance as different age [20]. A commonly adopted solution in the state-of-the-art is the
virtual template synthesis for ageing and de-ageing transformation involving complex
3D modelling techniques. However, these schemes are prone to estimation errors in
the synthesis.
The ageing factor is very significant in face images. In comparison to other facial
variation (pose, illumination, etc.), adaption to template ageing deserves a dedicated
treatment of its own, since ageing is a life long process. Ageing also bring gradual
changes in the data distribution over time, thus causing performance loss as a result
of template becoming outdated. These factors indicate that template ageing process is
very similar to the concept drift theory [21], based on the fact that real-worlds concepts
change with the time resulting in underlying data distribution to change.
The challenging problem of facial ageing from a computer vision perspective can
be described as follows:
• Diversity of Ageing Variation: Both the rate of ageing and the type of age-related
effects differ for different individuals. Typically diverse ageing effects are encountered
in subjects of different ethnic origins and different genders. External factors may also
lead to diversities in the ageing pattern adopted by different individuals. Such factors
include health conditions, lifestyle, psychological conditions, climatic related factors
and deliberate attempts to intervene with the ageing process through the use of anti-
ageing products [22] or cosmetic surgeries. As a result common ageing patterns cannot
be applied successfully to all subjects.
• Intrinsic factors: Intrinsic ageing is caused by internal biological factors. Facial
ageing is mainly due to the natural changes that occur as soft tissues lose their elasticity,
Chapter 1. Introduction 7
muscle tone, and volume [23] as well as the facial bone shape modifications resulting
from the lifelong and ongoing process of cranium remodeling [24]. Additional factors
which affect these changes are an individuals biological sex, ethnicity, and features
(i.e., features are purely unique to an individual such as facial expressions).
• Extrinsic factors: Extrinsic factors regulating facial ageing are due to lifestyle
such as diet, drug use, and/or smoking [25] but the main cause of skin ageing is
exposure to solar ultraviolet rays and the same is known as photoaging [26].
• Shape and texture: Generally, facial ageing causes both change in shape and
texture of the human face. Since facial ageing introduces progressive variations in
facial appearances, the characterizing models should account for the temporal nature
of the induced variations. Therefore, by attributing facial shape and facial texture as
a function of time, facial ageing may be modeled.
• Feature selection: To identify the appropriate form of data that provides a fair
description in the FR process, important step of modelling facial ageing or age-invariant
is required. The forms of data that can be assisted could be the template ageing where
feature vectors are being extracted using specific feature selection. Also, the data could
be individual specific or population specific.
• Controllability: Under normal mode the effects of ageing cannot be controlled
and/or reversed unlike other variate such as pose, illumination, pose , expression and
glasses etc. Thus, during face image capture, it is not possible to rely on the co-
operation of the person for eliminating ageing variation. In addition, the process of
collecting training data suitable for studying the effects of ageing requires long-time
span intervals.
• Body composition: The muscle fibers and the fat deposition are generally reck-
oned as body composition changes with ageing in adulthood. With growing age, the
muscle fiber atrophy and fat dissolve. It has been found that the appendages become
thinner while abdominal girth expands due to general weakening of the abdominal
muscles [27].
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Figure 1.3 Face image of same individual, Coleen Nolan at age 44
[3]
Template ageing refers to the changes which may affect a specific system because
the sample used at verification may differ from those obtained during enrollment (be-
cause of age-induced changes occurring during the time lapse). Figure 1.3 show a good
visual example from the physical facial ageing perspective. The impact on the intra-
class variations can often spoil the uniqueness of a face template even after a short
time from the user’s enrollment. It has been reported in several evaluation studies that
even a short elapsed time of one or two weeks between acquisition sessions can induce
variations in the face appearance which degrade the performance of the recognition
system [28]. It is still not presently possible to compare these findings across other
modalities on a like-for-like basis. So the main problem with the existing biometric
system is that the performance of any face recognition algorithm drops just because
the changes of a face impair the matching of the captured face image with a previously
acquired reference face image, or template.
In order to overcome this problem, an investigation of the effects of ageing is thus
crucial to optimal deployment and management of biometric systems. The algorithms
proposed in this study are based on the age groups and age intervals as age progresses.
The experiment requires the same subjects which can evaluate the changes in the facial
appearance over time. For example, it is important to know if the effect of time lapse
between enrolled and verified biometric data is similar in all age groups (i.e. at all
physical ages) or if the recognition accuracy is seen to be degraded linearly or non-
linearly as a function of the time difference under consideration. The main deficiency
in analysis of these issues is the difficulty in finding the same individual subject which
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provides data over a long time lapse. Experiments on the face images of individuals
over time show that the identification of a younger population is more difficult than
for an older population in face recognition systems [15].
1.3 Aims and Objectives
The primary objective of the work to be presented in this thesis are to explore,
improve the performance and consider how to manage the physical ageing in biometric
systems. As noted in previous section template ageing is a relatively under-researched
area which appear to show some inconsistencies in the results they present. The most
effective methodology would be to follow a fixed population over an extended time
period, rather than studying different population at different stages of ageing. The
specific objective of this research is to investigate and improve the biometric systems
based on different facial representations under the ageing effect. More specifically,
extensive experimental studies have been carried out with the respect of other variate
of ageing such as gender and age groups to reflect how the age of a sample may
influence the verification error performance and how these can be manipulated in
order to guide practical implementation towards achieving more reliable performance.
In the latter experimental studies, template ageing using both linear and non-linear
mapping methods are explored to further investigate the effectiveness of using feature
transformation as a procedure for facial template ageing. The proposed method can
approximate the process of ageing and hence can enhance the overall performance.
This work will also explore the use of fusion techniques to improve the efficiency of the
scheme and to optimise the proposed algorithms and carry out comparative analysis.
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1.4 Structure of the thesis
This chapter has presented an initial overall review of previously reported research
related to work about the ageing effects in biometric systems. It provides an important
fundamental understanding of the types of ageing issues in biometric systems and
current findings in terms of their impact in biometric system. The organization of the
thesis is given below.
In Chapter 2, the background of various key concepts for understanding the re-
lated previous work on face ageing will be presented. A detailed comparative study
is presented that focuses on various face recognition methods that had been reported
in recent years. The related previous work has been divided into age progression and
model-based face recognition.
Chapter 3 will provide details of the implementation and database that were used
for training and testing purposes. This chapter will provide more detailed information
of the subset used for the different types of ageing effect. The chapter will also cover the
feature extraction approaches and feature projection techniques that are implemented
in this research. This chapter will also explore and present quantitative results of a
detailed investigation into the effects of ageing. It will discuss the effect of ageing in
longitudinal and lateral face ageing.
Chapter 4 will discuss the performance evaluation of the implemented face recog-
nition system to be used for the experimental study. This chapter will discuss and
explore the different age groups and how each age groups perform better than the
other. This chapter will further investigate other factors and how this information can
be used in order to guide practical implementation towards achieving more reliable
performance.
A novel template ageing proposed system using linear transformation will be pre-
sented in Chapter 5 and is aimed at improving the GAR performance as the time
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intervals increases. This chapter also explores other categories such as gender and age
grouping using 2 types of face recognition system.
Chapter 6 will present another proposed template ageing system using non-linear
transformation. This is to further enhance the accuracy of the proposed face recogni-
tion system using neural networks. This chapter will also further explore two different
types of non-linear transformation models. A multi-classifier combining both algo-
rithms with neural networks parameters will be investigate to produce more effective
measures for face ageing system.
Chapter 7 will provide a final discussion of all the contributions made in this
thesis. It will also provide list of recommendation of future works which may need to
be carried out in order to further develop an improved strategies for managing ageing




A facial recognition system represents a computer-driven application that auto-
matically authenticates a person from a digital image or a video sequence. It performs
the recognition by comparing selected facial characteristics in the input image with a
face database. Face recognition can be divided in following basic applications, although
the used techniques are basically the same:
• Face identification: an unknown input face is to be recognized matching it against
faces of different known individuals database. It is assumed that the person is in the
database.
• Face Verification: an input face claims an identity and the system must confirm
or rejects it. The person is also a member of the database.
• Watch List: an input face, presented to the system with no claim of identity, is
matched against all individuals in database and ranked by similarity. The individual
identity is detected if a given threshold is surpassed and if not is rejected.
12
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For decades, face recognition has been a very popular modality for biometric ap-
plications. In the previous works, in order to improve the accuracy and computational
complexity in a tightly controlled scenario, a variety of algorithms has been reported
to address various real-world challenges in the process, such as, variations in pose [29],
illumination [30], and so on. One of the most significant variation factor that con-
tribute to face and degrade the face recognition system performance is the biological
ageing. Some of the uncontrolled factors in human ageing [12] are ethnicity, lifestyle,
gender, living environment, physiological changes that occur with time etc. In truth,
human ageing is not an overnight phenomenon but as a rule is gradual occurring over
a period of years.
The problem of automatic face recognition itself alone is a composite task that
involves detection and location of faces in a cluttered background, facial feature ex-
traction, and subject identification and verification [31]. Depending on the nature of
the application, e.g., image acquisition conditions, size of database, clutter and vari-
ability of the background and foreground, noise, occlusion, and finally cost and speed
requirements, some of the subtasks are more challenging than others.
The detection of a face or a group of faces in a single image or a sequence of images,
which has applications in face recognition, is a challenging task and has been studied
by many researchers [32]. Once the face image is extracted from the scene, its gray level
and size are usually normalized before storing or testing. In some applications, such as
identification of passport pictures or drivers’ licenses, conditions of image acquisition
are usually so controlled that some of the preprocessing stages may not be necessary.
One of the most important components of an automatic face recognition system is
the extraction of facial features, in which attempts have been made to find the most
appropriate representation of face images for identification purposes. The main chal-
lenge in feature extraction is to represent the input data in a low-dimensional feature
space, in which points corresponding to different poses of the same subject are close
to each other and far from points corresponding to instances of other subjects faces.
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However, there is a lot of within-class variation that is due to differing facial expres-
sions, head orientations, lighting conditions, etc., which makes the task more complex.
Closely tied to the task of feature extraction is the intelligent and sensible definition
of similarity between test and known patterns. The task of finding a relevant distance
measure in the selected feature space, and thereby effectively utilizing the embedded
information to identify human subjects accurately, is one of the main challenges in face
identification. Typically, each face is represented by use of a set of gray-scale images
or templates, a small-dimensional feature vector, or a graph. There are also various
proposals for recognition schemes based on face profiles [33] and isodensity or depth
maps [34].
2.1.1 Challenges
As biometrics field has matured, practical system development has expanded, and
as many systems have now been in use for some time, an understanding of the ageing
process and managing related impacts is becoming an increasingly important issue in
terms of ensuring of authentication processes based on biometric systems.
Face recognition specific challenges:
• Images taken years apart: Facial appearance can considerably change over
the years, driving to False Reject errors that can provoke denial of access to legitimate
users.
• Similar identities: Biometric recognition systems are susceptible of False Ac-
cept errors where an impostor with a similar identity can be accepted as a legitimate
user.
• Biometric database: There is a lack of biometric database suitable for ageing
related analysis. For instance, it is still relatively difficult to find a biometric database
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which contains age labels of individuals (in addition to the identity labels) and/or
biometric samples with regular and increasing time-lapse.
In some case, the training data used for face recognition systems are frontal view
face images, but obviously, some difficulties appear when trying to analyze faces with
different pose angles. Therefore, some processing schemes introduce rotated images in
their training data set and other try to identify particular features of the face such as
the eyes, mouth and nose, in order to improve positive ratios [11].
These effects and limitations have a significant influence in the investigation of
issues in biometric systems such as enrolment strategies, understanding and managing
ageing in biometric systems.
2.2 State-of-the-art
Traditionally age progression is performed by forensic artists [35] who make use
of face ageing theory as described in anthropometric studies [36] in combination with
images of relatives of a subject in order to create, either by hand or by using computer
tools, age progressed drawings. In the case of automated age progression, the majority
of age progression methods reported in the literature are data-driven.
2.2.1 Age progression
When dealing with increased age difference between faces in the train and test sets,
Lanitis [17] observed that the performance of face recognition system drops by about
12%, on average, when dealing with test faces showing different types of variation other
than the one in the training set such as ageing variation in upper face, nose, lower cheek
and face only. Similarly, both pose and illumination expression caused deterioration
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in the recognition rate. The effects of ageing have greater impact when using face
templates that include the upper face region compared to the lower part of the face
and/or the nose. When using templates based on the lower part of the face ageing
effects cause smaller decrease in the recognition performance. However, the regions
affected more intensively by ageing are at the same time the most discriminatory
regions.
Lantitis et al. [37] also reported results of an independent age progression. The
experiments involved 3 tests where two of them were machine-based and another one
was human-based. In test 1, the image similarity used methods such as AAM [38],
LBP [39], Spatial Histogram of key-points (SHIK) [22], Histogram of oriented Gradients
(MHOG) [40]. In test 2, classification test, where a reference dataset include 30 images
from age between 10 to 75 years old. For test 3 which is the human based test, the
study involved human experts to select the target images.
Lee et al. [41] proposed facial ageing and facial asymmetry based approaches to
identify twins. Both approaches rely on the Modified Active Shape Model (MASM)
approach [42] to automatically localize a dense set of facial landmarks around which
feature are extracted using the Self-Quotient (SQ) algorithm [43]. Both approaches
were thoroughly evaluated under 4 test scenario across 3 time-lapse of images (same
day in 2009) with 96.9% accuracy rate, second collection (same day in 2010) with
accuracy rate of 96.6% and data collections from 2009-2010 with 85.4%.
Lanitis et al. [44] proposed a framework using learned age transformation that
can be used for simulating ageing effects on new face images in order to predict how
individual might look like in the future. The three approaches that were used to build
a statistical face model in the ageing classifier are (i) quadratic function of the model
parameters based on the distribution, (ii) supervised and unsupervised neural networks
trained onto the model parameter and (iii) characterised facial ageing effects using
regression function. In their experiments, they used a private database containing 500
face images of 60 subjects. The results show that, there is evidence at 10% significance
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level to support the improvement in the performance when the weighted appearance-
specific methods were used and evidence at 5% significant level when weighted person-
specific method was used.
Burt et al. [45] created composite faces for different age groups by computing
the average shape and texture of human faces that belong to these age groups. By
incorporating the differences between composite faces on regular faces, they observed
a change in the perceived age of faces. Gandhi [46] designed a support vector machine
based age estimation technique and extended the image based surface detail transfer
approach to simulate ageing effects on faces.
Tiddeman et al. [47] focused on the shape of each face by a set with 179 points
located along contours around the major facial features (eyes, nose, and mouth) along
the facial border using Active Shape Model [48]. To improve the textures of the facial
prototypes, they proposed a wavelet-based method (see Stollnitz et al. [49] for an
introduction on using wavelets in computer graphics). In the experimental validation
of age transformation, they transformed 10 female and 10 male faces evenly divided
into two age categories (18 to 45 and 45 years old). The increase in age produced by
transformation with texture processing (mean 30.0 years, standard error ±1.3 years)
corresponds to that expected from the age difference between the younger and older
adult prototype faces (mean 27.9, standard error ±1.4 years). Hence, the wavelet-
enhanced age transformation projected the faces by the correct amount and reached
the target age bracket.
Ricanek et al. [50] examined the impact of normal adult ageing of the craniofacial
region on the performance of the standard PCA Face recognition algorithm originally
proposed by Turk [51]. They demonstrated the impact of ageing on image based and
appearance based. Face Recognition techniques through simple image processing using
MORPH-I and FERET databases. In their discussion, Rank-1 of MORPH presented
an odds ratio of 0.6707, which means that as they increased the time difference by one
year, it is expected a 0.6707 times change in the recognition rate. This shows that as
the time difference increases their recognition rate decreased.
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Rowland et al. [52] propose an age progression method based on age prototypes
generated by averaging faces belonging to the same age group. Differences between
age prototypes corresponding to different ages can be achieved by adding on a given
face image in age progression. In a more recent approach by Kemelmacher-Shlizerman
et al. [53], derived 40000 images collected from the internet and discussed an age
progression method based on age prototypes. A key element of the proposed method
is the alignment and illumination normalization used that ensures the generation of
accurate age prototypes despite illumination, pose and expression variation in the
training images.
Sethuram et al. [54] defined a hierarchical model for idiosyncratic facial ageing (i.e.
features purely unique to the individual such as hyperdynamic facial expressions) and
developed a synthetic facial ageing system based upon hierarchical models. The results
showed that synthetic images generated from the hierarchical models consistently have
a better match score than those generated by the general model. From his research, the
score for an average of 8 subjects increases from 0.5265 with general model to 0.7905
with hierarchical model.
Sethuram et al. [55] demonstrated the severity of performance loss due to adult
ageing and discuss steps towards improving the robustness of face-based biometrics us-
ing baseline PCA face recognition algorithm from the Colarado State Universitys Face
Identification Evaluation System [56]. The dataset, comprising of both the FG-NET
and MORPH-I Album was used for training and testing the algorithms. While using
the original images only have Rank-1 accuracy of 18.75%, whereas when the experi-
ments includes Age-Progressed Images, the Rank-1 accuracy increased to 31.25%. The
influence of each axis during the age progression process was determined by maximiz-
ing the probability that an age progressed face belongs both to the distribution of faces
at the target age and the distribution of differences between age-progressed samples
and the actual faces of the same subject at the target age.
Ramanathan at al. [57] proposed a Bayesian age-difference classifier built on a
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probabilistic eigenspaces framework to perform face verification across age progres-
sion. The experimental results illustrated the applications of their proposed facial age-
ing model using Principal Component Analysis [51]. The performance for the Rank-1
recognition score under the following three setting: • No transformation in shape and
texture achieved accuracy of 38%
• Performing shape transformation achieved accuracy of 41% and performing shape
and textural transformation achieved accuracy of 51%.
Existing age progression algorithms are capable of generating face images with
ageing effects. Actually there are various web applications (Ageing Booth [58]) that
are designed for adding ageing related transformations. However, the key issue in
automated age progression is not the generation of aesthetically pleasing results but the
generation of accurate predictions. Age progression algorithms are not yet to a stage to
produce highly accurate predictions for different subjects mainly due to the diversity
of ageing effects, the dependence of the ageing process on external factors/events that
may occur in a subjects life and also due to the compounded effect of ageing variation
with other within-subject variations (i.e. expression, pose and illumination).
In some cases age progression is regarded as a missing data recovery problem. For
example Wang et al. [59] treat the problem of age progression in the framework of
a super resolution methodology. During the age progression process the input face is
down sampled to low resolution and a super-resolution algorithm trained using images
at the target age is used for creating a high resolution image that incorporates ageing
effects on top of the basic id structure exhibited in the down-sampled image. In [60]
the problem of age progression is treated as an occlusion removal problem where the
appearance of a given face in conjunction with the recursive PCA method is used for
predicting the appearance of a given face at the target age.
The lack of standardized age progression performance evaluation metrics in com-
bination with the fact that in most cases researchers used different training/test sets,
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prevents the presentation of a comprehensive set of comparable age progression results
[61]. Table 2.1 present typical evaluation methods used by different researchers.
Table 2.1 A summary of age progression evaluation methods
Publication Yr Reference Age Progression Method Evaluation Method
2006 Ramanathan [20] Craniofacial growth model Face Recognition
2006 Scandrett [62] Ageing Trajectories Shape difference,texture difference
2007 Geng [13] Ageing pattern subscape Mahalanobis distance ,
in AAM space Face recognition results
2008 Lanitis [4] Comparison of three methods Distance from id
(prototypes, ageing functions and age target distributions
and SVM-distance-based)
2009 Sethuram [55] AAM-based analysis by synthesis Face Recognition
2010 Park [63] 3D face ageing model Face Recognition
2012 Suo [64] Concatenation Graph Age similarity(user evaluation and
Evolution Ageing Model age estimation algorithm
ID similarity (user evaluation and
face recognition algorithm)
2010 Luu [65] Spectral Regression Face Recognition
2012 Wang [59] Tensor Space Analysis Age similarity(user evaluation and
and AAM age estimation algorithm),
ID similarity (user evaluation and
face recognition algorithm)
2014 Tsai [66] Guided Prediction Shape difference, user evaluation
2014 Kemelmacher- Illumination invariant Human based
Shlizerman [53] age prototypes (Using Mechnical Turk)
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2.3 Review of ageing effects in biometric system
When compared with other source of variation in face images, ageing variations
is specific to a given individual. It can occur slowly and is affected significantly by
other factors. The appearance of a human face is affected considerably by the ageing
process. Examples of ageing effects on faces are shown in Figure 2.1. Facial ageing
is mainly attributed to bone movement and growth, and skin related deformations.
Ageing related appearance variation due to bone growth usually takes place during
childhood and puberty whereas skin related effects mainly appear in older subjects.
Skin related effects are associated with the introduction of wrinkles caused by reduced
skin elasticity and reduction of muscle strength [22, 35]. There are few factors that are
affecting the face recognition:
Figure 2.1 Face images displaying ageing variation. Each row shows
images of the same individual [4]
• Gender: Gender differences in health, socioeconomic status, and social resources
persist into advanced old age and result in variations in life trajectories and responses
to the challenges of longevity [67]. Demographic changes have forced gerontologists to
focus attention on the gender based character of population ageing [68]. The ageing
process of male and female faces share many common features, attention to the par-
ticular differences in the ageing man is obvious [69]. Gender differences in the male
face include the presence of facial hair, increased facial vascularity, increased thickness,
increased fat content, hormonal influences, and potentially differing rates of fat and
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bone absorption during the life cycle. Women tend to develop more and deeper wrin-
kles in the perioral region than men; their skin contains a significantly smaller number
of appendages than men [70]. Women who look young for their age have large lips,
avoid sun- exposure and possess genetic factors that protect against the development
of gray hair and skin wrinkles [71]. High social status, low depression score and being
married are associated with a younger look, but the strength of the associations varies
between genders [72].
• Unconstrained Environment and/or Health: A number of factors contribute to
and in many instances accelerate the natural ageing process. Prolonged or frequent
exposure to environmental agents such as sunlight (ultraviolet radiation) and wind
or arid climates can cause skin, particularly the more delicate skin of the face, to
age prematurely [73]. In addition to the photo damage caused by sunlight, which
dries and destroys the cells and underlying structure of the skin, exposure to the
sun gives the skin a furrowed, thickened appearance and hastens the development
of wrinkles, especially around the eyes as a product of squinting [74]. Aridity and
wind likewise dehydrate the skin, contributing to the formation of wrinkles, but the
effect of ultraviolet radiation from the sun on the facial tissues by far exceeds these
agents in effect. Chronic sun exposure can result in numerous changes in human skin,
particularly on the face, changes in photo-ageing include wrinkling, elastosis, actinic
keratoses, irregular pigmentation [75]. With continued exposure to the sun and other
elements, the color and texture of the face can change, becoming blotchy, yellowish,
and leathery, with loose, inelastic, hyper pigmented skin. Blood vessels lying close to
the surface of the skin may become prominent as networks called spider veins, adding
to the skin’s overall mottled and blotched appearance [76].
Findings from [77] concluded that increased skin wrinkling was observed in the
order: Caucasian > Hispanic >African American > East Asian. Similarly, although
the ageing process of the male and female face share many common features, discrete
anatomic differences exist between the male and female face. In the literature found
in plastic surgery, some suggest the existence of differences in ageing due to gender
differences. This also has been discussed in ageing changes in the male face [69].
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• Ageing: Adult ageing is a distinct process from childhood growth and develop-
ment. While in the formative years, pre-adult process leads to shape-based changes in
the mid and lower face, adult ageing consists of shape deformation from weight change,
minor bone remodeling, and tissue degeneration. Significant textural changes due to a
variety of complex phenomenon occur due to adult ageing [1].
Physical ageing is the term used to describe the general effects of ageing process
across the whole ageing cycle (i.e. related to the absolute biological age of an in-
dividuals) on the biometric measurements used in the verification process, without
special reference to the time lapse between enrolment and verification. Changes in
facial appearance due to ageing can affect discriminatory facial features, resulting in
deterioration of the ability of humans and machines to identify aged individuals shown
in Figure 2.2 .
Figure 2.2 Albert Einsteins face ageing (collected by Internet image
search [5]).
There are different ways in which ageing related changes appears such as change
in shape of facial features (e.g., mouth, cheeks, or sagged eyes), weight loss and gain,
wrinkles and speckles [78]. Due to these variations the performance of face recognition
decreases. Though the template images can be updated, but there are different cases
in which updating the template is not always possible such as screening, missing child
problem and multiple enrollment problems. In these cases either they are trying to
hide their identity or they might not be available. Due to all these conditions, the
problem of ageing in face recognition is still an important area of research.
Another types of ageing is called the intrinsic ageing. Intrinsic ageing is caused
by internal biological factors whereas extrinsic ageing is caused by environmental in-
fluences. Intrinsic factors causing facial ageing are mainly due to the natural changes
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that occur as soft tissues lose their elasticity, muscle tone, and volume [79] as well
as the bony shape modifications resulting from the lifelong and ongoing process of
bone remodeling [80]. Affecting these changes are an individuals biological sex, eth-
nicity, and idiosyncratic features (i.e., features purely unique to the individual such as
hyperdynamic facial expressions).
On the other hand, extrinsic factor influencing facial ageing is lifestyle such as diet,
drug use, and/or smoking (although this is debated [25]) but the main cause of skin
ageing is exposure to solar ultraviolet rays known as photoageing [81].
Most of the previous researchers used different subjects on age intervals experi-
ments and this eventually contributed to an unfair comparison towards all age groups.
In this research, same subjects are being introduced and implemented for all age in-
tervals. This method will address the above limitation that was done by previous
researcher.
2.4 Face recognition techniques
Face recognition by a computer system is a very popular and useful application of
(digital) image analysis. It is a method to identify or verify the identity of a person.
In an identification process, based on face recognition, the face image of an unknown
identity is compared with face images of known individuals from a large database. In
the ideal case the system returns the determined (and of course the correct) identity.
In a verification process the face image of a person is compared with face images from
a database with the claimed identity. The system returns a value, which is a measure
for the similarity between the two images. Of course this value needs to reach a certain
(and in advance established) threshold to acknowledge or reject the claimed identity.
An example of an application of face recognition is person identification or verifica-
tion at the customs authorities on an airport. A face recognition system could replace
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current identification methods like PIN-codes, passwords and ID-cards, but also ex-
tremely reliable methods of biometric person identification, like fingerprint analysis
and retinal or iris scans. The disadvantage of methods like these is that they rely on
the cooperation of the participants, whereas a person identification system based on
the analysis of (frontal) images of the face can be effective without the participants
cooperation or knowledge.
Figure 2.3 Principle of an verification process with face recognition
The process of person verification by using face recognition can be split into three
main phases (Figure 2.3). These are registration and normalization, feature extraction
and classification. In the registration and normalization phase, the image is trans-
formed (scaled and rotated) till it has the same position as the images from the
database. For example, this may mean that the eyes are at the same positions. In this
part the problem factors like illumination differences are also reduced. In the feature
extraction phase, the most useful and unique features (properties) of the face image
are extracted.
With these obtained features, the face image is compared with the images from
the database. This is done in the classification phase. The output of the classification
part is the identity of a face image from the database with the highest matching score,
thus with the smallest differences compared to the input face image. Also a threshold
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value can be used to determine if the differences are small enough. After all, it could
be that a certain face is not in the database at all.
There are many feature extraction algorithms. Most of them are used in other
areas than face recognition. Researchers in face recognition have used, modified and
adapted many algorithms and methods to their purpose. Feature extraction methods
in face recognition systems can be categorized into three types:
1. Generic methods - these methods are based on edges, lines and curves in an input
image
2. Template based methods - these methods are used to detect the actual facial
features of the face such as the eyes, nose, mouth
3. Structural matching methods - these methods take geometrical constraints on
the features into consideration.
According to Jain et al. [82], there are three concepts that are key in building a
classifier: similarity, probability and decision boundaries. We will present the classifiers
from that point of view.
• Similarity: This approach is intuitive and simple. Patterns that are similar
should belong to the same class. This approach have been used in the face recognition
algorithms implemented later. The idea is to establish a metric that defines similarity
and a representation of the same-class samples.
For example, the metric can be the Euclidean distance. The representation of a
class can be the mean vector of all the patterns belonging to this class. The 1-NN
decision rule can be used with this parameters. Its classification performance is usu-
ally good. This approach is similar to a k-means clustering algorithm in unsupervised
learning. There are other techniques that can be used. For example, Vector Quanti-
zation, Learning Vector Quantization or Self-Organizing Maps - see Table 2.2. Other
example of this approach is template matching. Researchers classify face recognition
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algorithm based on different criteria. Some publications defined Template Matching as
a kind or category of face recognition algorithms [83]. However, we can see template
matching just as another classification method, where unlabeled samples are compared
to stored patterns.
Table 2.2 Similarity-based classifiers
Method Notes
Template matching Assign sample to most similar template.
Templates must be normalized
1-NN Eigenvector-based , non-linear map, uses kernel methods
(Learning) Vector Assign pattern to nearest patterns class
Quantization methods There are various learning methods.
k-NN Like 1-NN, but assign to the majority of k nearest patterns.
Nearest Mean Assign pattern to nearest class mean.
Self-Organizing Maps Assign pattern to nearest node,
(SOM) then update nodes pulling them closer to input pattern
Subspace Method Assign pattern to nearest class subspace
• Probability: Some classifiers are build based on a probabilistic approach. Bayes
decision rule is often used.
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• Decision boundaries: This approach can become equivalent to a Bayesian clas-
sifier. It depends on the chosen metric. The main idea behind this approach is to
minimize a criterion (a measurement of error) between the candidate pattern and the
testing patterns. One example is the Fishers Linear Discriminant (often FLD and LDA
are used interchangeably). Its closely related to PCA. FLD attempts to model the dif-
ference between the classes of data, and can be used to minimize the mean square
error or the mean absolute error. Other algorithms use neural networks. Multilayer
perceptron is one of them. They allow nonlinear decision boundaries. However, neural
networks can be trained in many different ways, so they can lead to diverse classifiers.
They can also provide a confidence in classification, which can give an approximation
of the posterior probabilities. Assuming the use of an Euclidean distance criterion, the
classifier could make use of the three classification concepts here explained.
A special type of classifier is the decision tree. It is trained by an iterative se-
lection of individual features that are most salient at each node of the tree. During
classification, just the needed features for classification are evaluated, so feature selec-
tion is implicitly built-in. The decision boundary is built iteratively. There are well
known decision trees like the C4.5 or CART available. See Table ?? for some decision
boundary-based methods, including the ones proposed in [82].
Other method widely used is the support vector classifier. It is a two-class classi-
fier, although it has been expanded to be multi-class. The optimization criterion is the
width of the margin between the classes, which is the distance between the hyperplane
and the support vectors. These support vectors define the classification function. Sup-
port Vector Machines (SVM) are originally two-class classifiers. Thats why there must
be a method that allows solving multi-class problems. There are two main strategies:
• On-vs-all approach: A SVM per class is trained. Each one separates a single
class from the others [84].
• Pairwise approach: Each SVM separates two classes. A bottom-up decision
tree can be used, each tree node representing a SVM [85]. The coming faces class will
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appear on top of the tree. Other problem is how to face non-linear decision boundaries.
A solution is to map the samples to a high-dimensional feature space using a kernel
function [86].
Different strategies and schemes have been attempted to solve the face recognition
problem. The classification of these approaches into different categories is not easy
because different criteria can be taken into account. But one of the most popular and
genera classification schemes is the following one:
• Holistic methods: Based on overall information in the face. This kind of methods
try to recognize faces in an image using the whole face region as an input, treating
the face as a whole. For instance, statistical approaches use statistical parameters to
create a specific face model or space to be used for the recognition stage. The training
data is used to create a face space where the test faces can be mapped and classified.
• Feature-based methods: Non-holistic methods based in identifying structural face
features such as the eyes, mouth and nose, and the relations between them to make the
final decision. Early feature matching strategies were based on the manually definition
of facial points and the computation of the geometric distances between them, resulting
in a feature grid for people identification. Recent evolved algorithms place the facial
points automatically and create an elastic graph (Lades et al. [87]) in order to resolve
previous algorithms insensitivity to pose variations.
• Geometrical feature matching: The overall geometrical feature of a face is suf-
ficient for recognizing an individual. The facial configuration is represented by the
position and the size of the facial features like eyebrows, eye, nose, mouth and the face
outline [83, 88–90]. Photometric approaches are statistical techniques that distill an
image into values and compare these values with templates [91].
Mixture-distance based technique was introduced by Cox et al. [90], which achieved
the accuracy of 95%. Thirty manually extracted distances represented every faces. B.S.
Manjunath et al. [92] generated 35-45 feature points per face using Gabor Wavelet
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Decomposition. After compensating the different centroid location, two cost values,
the similarity cost and topological cost were evaluated. The recognition accuracy, which
is the best match to the right individual, was 86% and 94% of the correct person faces.
The distance between features might be more useful for finding the matches in
the database. But they are more dependent upon the accuracy of the feature depen-
dent algorithm. Currently no algorithm based on face feature location gives a good
performance and their computational time is more.
Figure 2.4 Template-matching algorithm diagram [6]
• Template matching methods: These algorithms compare input images with stored
patterns of faces or features. Template matching methods try to define a face as a
function. It is to find a standard template for all the faces. Different features can
be defined independently. Patterns are represented by samples, models, pixels, curves
and textures. The recognition function is usually a correlation or distance measure.
Figure 2.4 is an example depicting a template-matching algorithm.
In template matching, the image is represented by the 2D arrays of intensity and
the values are compared using metric such as Euclidean distance using a single tem-
plate which represents the complete face. There are many techniques based on template
matching, in which the complete face is represented by more than one template [93].
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Bruneli et al. [83] selected four feature templates (eyes, mouth, nose and the whole
face). While comparing the performance of the geometrical matching algorithm with
the template matching algorithm on the same set of database, the team found that
the geometrical matching algorithm is less superior as compared to template matching
algorithm. Computational complexity is the biggest drawback of template matching
and moreover the problem also lies in the template description. There are few discrep-
ancies between the image which is to be tested and the template. This tolerance might
affect the performance of the face recognition technique.
For example, a face can be divided into eyes, face contour, nose and mouth. Also a
face model can be built by edges. But these methods are limited to faces that are frontal
and unoccluded. A face can also be represented as a silhouette. Other templates use
the relation between face regions in terms of brightness and darkness. These standard
patterns are compared to the input images to detect faces. This approach is simple
to implement, but its inadequate for face detection. It cannot achieves good results
with variations in pose, scale and shape. However, deformable templates have been
proposed to deal with these problems
• Appearance-based methods: A template matching method whose pattern database
is learnt from a set of training images. The templates in appearance-based methods
are learned from the examples in the images. In general, appearance-based methods
rely on techniques from statistical analysis and machine learning to find the relevant
characteristics of face images. Some appearance-based methods work in a probabilis-
tic network. An image or feature vector is a random variable with some probability
of belonging to a face or not. Another approach is to define a discriminant function
between face and non-face classes. These methods are also used in feature extraction
for face recognition as follows:
1. Eigenface-based: Sirovich et al. [94] developed a method for efficiently repre-
senting faces using PCA. The team’s goal is to represent a face as a coordinate
system. The vectors that make up this coordinate system were referred to as
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eigen pictures. Later, Turk et al. [51] used this approach to develop a eigenface-
based algorithm for recognition. PCA is a tool using which these eigenfaces can
be extracted from an image. It is viceversa, that is, if a system is having a set
eigenfaces then the original image of the face can be reconstructed [51, 94].
This approach is efficient and simple as compared to different techniques in a con-
strained environment. But this method has few limitations over unconstrained
conditions such as expressions in which there is a minor change in the facial
feature recognition and shape. Secondly, the difference in pose leads to the dis-
tortion of the distance of the objects. Thirdly the variations of the lighting
conditions, where for example the bright light will cause an image saturation.
But the lighting conditions can be overcome using the Fisherface method. It is
an enhancement of eigenfaces but it uses the Fisher’s LDA [95, 96].
For example, PCA was invented by Karl Pearson in 1901 [97], but was proposed
for pattern recognition 64 years later [98]. Eventually, it was applied to face
representation and recognition in the early 90s [51, 94, 99]. See Table ?? ex-
traction algorithms for a list of some feature extraction algorithms used in face
recognition.
The experiments with face recognition and ear, by using the standard PCA ap-
proach, showed that the recognition performance is identical using the ear images
or the face images, but after combining the two for multimodal recognition, the
result showed a significant improvement in the performance of 90.9% [100].
2. Distribution-based: These systems were first proposed for object and pattern
detection by Sung [101]. The idea is to collect a sufficiently large number of
sample views for the pattern class the team wish to detect, covering all possible
sources of image variation.
3. Neural Networks: This technique (Viennet et al. [102]) can be considered as
statistical approach (holistic method), because the training procedure scheme
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usually searches for statistical structures in the input patterns. Some early re-
searches used neural networks to learn the face and non-face patterns [103]. They
defined the detection problem as a two-class problem. The real challenge is to
represent the images not containing faces class. Other approach is to use neural
networks to find a discriminant function to classify patterns using distance mea-
sures [101]. Some approaches have tried to find an optimal boundary between
face and non-face pictures using a constrained generative model [104].
For the facial representation-based face recognition, there are several types of rep-
resentation which are as follows:
• LBP [39] and Multi-scale Local Binary Patterns (MLBP) [105]: Ahonen et al.
introduced a facial representation based on LBP texture descriptor. It is an efficient
descriptor that assigns a label to every pixel of an image by thresholding the neighbor-
hood of each pixel with the center pixel value and considering the result as a binary
number. Then the histogram of the labels is obtained and used as a descriptor. Dis-
similarity measure between the pair of facial images is obtained using χ2 histogram
distance. MLBP is an extended version of LBP by using multiple radii and offering
the advantage of scale invariance.
• LPQ [106]: LPQ is based on quantizing the Fourier transform phase in local
neighborhoods. The phase has been shown to have a blur invariant property under
certain commonly fulfilled conditions. These descriptors are obtained for facial images
in the manner similar to LPB and matched using χ2 histogram distance [106].
• LTP [106]: These descriptors utilize the idea that many facial regions are rel-
atively uniform, it is potentially useful to improve the robustness of the underlying
descriptors in these areas.
• Elastic Bunch Graph Matching (EBGM) [107]: Elastic Bunch Graph Matching
localizes a set of landmark features and extracts Gabor jets at landmark positions.
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• Scale Invariant Feature Transform (SIFT) [108]: Scale Invariant Feature Trans-
form (SIFT) are invariant to image scaling, translation, rotation, and partially invari-
ant to 3D projection. These features are efficiently detected through a staged filtering
approach and are highly distinctive.
2.4.1 Model based face recognition
There are many popular real-world applications related to age synthesis [109] and
estimation. Computer-aided age synthesis significantly relieves the burden of tedious
manual work while at the same time providing more photo realistic effects and high-
quality pictures. Age estimation by machine is useful in applications where one do not
need to specifically identify an individual, but want to know his or her age.
Age estimation is a type of soft biometrics [110] that provides ancillary information
of the users identity information. It can be used to compliment the primary biometric
features, such as face [5], fingerprint [5], iris [5], and hand geometry [5], to improve
the performance of a primary (hard) biometrics system. In real face recognition or
identification applications, it is often the case that the system needs to recognize or
identify faces after a gap of several years [15, 35, 50, 111], such as passport renewal and
border security [20], which reveals the importance of age synthesis. Integrated with a
dynamic ageing model, the face recognition or identification system can dynamically
tune the model parameters by considering the shape or texture variations during the
ageing process. System robustness to time gap can be significantly improved [112].
From a technical point of view, males and females may have different face ageing
patterns displayed in images due to the different extent in using makeups and acces-
sories [112, 113]. Many female face images may potentially show younger appearances.
There are still two open problems remaining on how to:
1. Build personalized age synthesis models and
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2. Extract general discriminative features for age estimation, reducing the negative
influence of individual differences.
Moreover, the burden of acquiring large-scale databases which cover enough age
range with chronological aged face images makes the estimation tasks more difficult to
achieve. Although web image mining can help the data collection [114], it is usually
hard or even impractical to collect a large database of large amount of subjects who
can provide a series of personal images in different ages.
2.5 Ageing database
The availability of two publicly available ageing databases MORPH-II [15] (Fig-
ure 2.5) and FG-NET-AD [115] (Figure 2.6) played an important role in initiating
an increased interest in research related to facial ageing among the computer vision
community during the last decade.
Figure 2.5 Example of MORPH-II ageing database subject [7]
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Figure 2.6 Example of FG-NET ageing database subject [8]
Some example of the public availability of ageing datasets are as follows:
•MORPH Face Ageing Database [15]: The publicly available MORPH face database
was collected by the Face Ageing Group at the University of North Carolina at Wilm-
ington for the purpose of face biometrics applications. This longitudinal database
records individuals metadata, such as age, gender, ethnicity, height, weight, and an-
cestry, which is organized into two albums. Album I contains 1,724 face images of 515
subjects taken between 1962 and 1998. The ages range from the average of 27.3 to
maximum 68 years. There are 294 images of females and 1,430 images of males. The
age span is from 46 days to 29 years. Album II original database consists of 55,132
facial images acquired from 13,618 subjects. Population age range is 16-67 when first
enrolled although most of the images are from 20-49 year old. Data was acquired over
a period of 5 years but not everybody provided samples every year.
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• FG-NET Ageing Database [116]: The FG-NET ageing database is publicly avail-
able. It contains 1,002 high-resolution color or gray-scale face images of 82 multiple-
race subjects with large variation of lighting, pose, and expression. The age range
is from 0 to 69 years with chronological ageing images available for each subject (on
average, 12 images per subject).
• Gallagher and Chen’s Web-Collected Database [117, 118]: The Web-collected
database reported in [117] contains 28,231 faces (in 5,080 images) from the Flickr.com
image search engine using three-group searches such as “wedding+ bride+ groom+portrait”
“group shot” or “group photo” or “group portrait” “family portrait” . The age labels
are of seven categories: 0-2, 3-7, 8-12, 13-19, 20-36, 37-65, and 66+. The median face
has only 18.5 pixels between the eye centers, and 25 percent of the faces have under
12.5 pixels [118].
The FG-NET Ageing database, MORPH database, and Gallaghers Web-collected
database are all publicly available. The other databases are potentially available by
contacting the owners as shown in Table 2.3. The MORPH, YGA, LHI, Nis, and Gal-
laghers Web-collected databases are large-size ageing face databases which are promis-
ing for data-driven statistical algorithms of age estimation, such as AAM and age
manifold with the regression model. The FG-NET is a baseline database for compar-
isons with many existing age synthesis and estimation techniques, such as AGES. The
AI&R, Iranian, and LHI databases contain relatively high resolution 2D images which
can be effectively used for age synthesis evaluation. The 3D morphable database is
specifically collected for 3D age synthesis. The other databases mentioned here were
not widely used but might be useful for some specific applications.
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Table 2.3 A summary of ageing face datasets
Name Number of faces Number of subjects Age range
MORPH-I [15] 1690 515 15-68
MORPH-II[15] 55134 13000 16-99
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2.6 Conclusion
Face ageing is a progressive accumulation of changes with time, and how fast
a person age varies from one individual to another. Ageing effects both shape and
texture, and is usually contributed by our genes, environmental influences and lifestyle.
An important consequence of the ageing process is that enrolled templates become
unrepresentative of the input (user) data after a certain time lapse as a result of
change in the data distribution of an individual.
Existing age progression algorithms are capable of generating face images with
ageing effects superimposed. Age progression algorithms are not yet to a stage to
produce highly accurate predictions for different subjects mainly due to the diversity
of ageing effects, the dependence of the ageing process on external factors/events that
may occur in a subjects life and also due to the compounded effect of ageing variation
with other within-subject variations (i.e. expression, pose and illumination).





This chapter provides the details of the experimental framework developed for the
investigation and evaluation of the proposed approach. This chapter also elaborates
the different types of lateral and longitudinal ageing scenarios and the performance
measures that are used to assess the verification rates. The implementation of the
system as used for training and testing is also explained in this chapter. Furthermore,
the database that is developed to investigate the age sensitivity of face algorithms is
also covered in this chapter. Face ageing is still relatively a green area of research,
nevertheless, there are some databases that are available publicly that has been listed
in more details in Section 2.5. The MORPH-II database [15] has been used in this
study.
The remainder of the chapter is organised as follow. Section 3.2 introduces the
proposed system and presents the experiments scenarios. Section 3.3 provides details
of the system implementation and test setup. It consists of database, the selected sub-
jects, lateral face ageing and longitudinal template ageing using linear and non-linear
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mapping approaches. Section 3.4 explains the types of feature extraction approaches
that are used in the study in lateral and longitudinal case. Section 3.5 looks into de-
tails on the four types of projection algorithms in the lateral ageing implementation.
Section 3.6 relates the five types of distance metrics that was implemented in part of
the study. Section 3.8 touches on the objective verification methods and metrics used
in this study and finally Section 3.10 wraps up the contents of this chapter.
3.2 The proposed face recognition system
A typical face recognition system as shown in Figure 3.1 comprises of four mod-
ules such as image acquisition, preprocessing, feature extraction, and matching. The
matching stage compares the acquired test image with relevant ones in the template
database and generates the decision. The database module retains the enrolled tem-
plates to facilitate the matching process.
Figure 3.1 Basic modules of a face recognition system
In the proposed system, an additional process is introduced to stimulate aged the
templates prior to comparison by the matching as shown in Figure 3.2. The motivation
is to reduce the variation between the enrolled and test data in order to achieve a more
reliable matching outcome.
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Figure 3.2 Proposed face recognition system with template ageing
3.2.1 Experiment scenarios
There are several phases of experiments in this study. Various types of template
matching scenarios are first investigated to establish the benchmark performance for
this study. The next scenario investigates the performance degradation of facial recog-
nition systems due to the influence of age. The subsequent scenario emphasises on the
performance degradation in facial recognition systems due to the age interval between
the enrolled and the test samples, which in return, will propose a template ageing
transformation as a remedy.
3.3 Implementation
The following section will describe the implementation of the proposed system. It
will stretch on the details of the image pre-processing and normalisation as well as
databases for the lateral and longitudinal face ageing scenarios.
3.3.1 Image pre-processing and normalisation
Before the feature extraction and matching, input images should be adapted and
enhanced to the face recognition system, both in the training and/or the test stages.
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Image pre-processing operations are necessary [127] for a good performance. First,
the original RGB face images have to be converted to the grayscale form. Then, some
contrast and illumination adjustment operations will have to be performed so that the
effect of illumination and contrast are reduced in the processed images.
The following steps describe image preprocessing stages as shown in Figure 3.3
Figure 3.3 Face Recognition - Preprocessing Block Diagram
The location of the eye centres are detected manually. The image is then scaled
and rotated so that the distance between eye centres are the same and the tilted
head adjusted in such a way that the eyes lie horizontal to the image. The resulting
images will then be cropped to 200 × 260 pixels. The recommended dimension by
NIST (National Institute of Standards and Technology) is width×width/0.75 [128] in
such a way that faces are centred in the cropped image. Finally the pixel intensities
are normalized. Normalization include rotating the image to make it align so that the
tilted image is approximately around 0 degrees. Figure 3.4 presents the preprocessing
results as the RGB image is cropped and normalised.
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Figure 3.4 (a) MORPH-II image is 400 x 480
(b) Recommended dimension by NIST
(c) Image cropped to 200 x 260
(d) Normalized and rotated
3.4 Feature extraction approach
Face feature extraction represents the third part of the verification/identification
process [91]. Two types of feature extraction approaches are explored in this study
and will be explained in this section. In the lateral face ageing study, only the Gabor
filter-based face feature extraction were investigated whereas for the proposed template
ageing system (in Section 3.2) two feature extraction methods; Gabor filter-based and
LBP will be investigated for both linear and non-linear mappings methods.
3.4.1 Gabor filter-based
This section briefly reviews the basic principles of face recognition using Gabor fil-
ters. It commences by introducing the Gabor filters and the Gabor face representation
and proceeds by highlighting some characteristics of the filters, which affect the Gabor
face representation and consequently the recognition performance of Gabor filter based
recognition techniques.
In this study, two-dimensional Gabor filtering were chosen for feature extraction.
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The principal motivation to use Gabor filters is the biological relevance that the re-
ceptive field profiles of neurons in the primary visual cortex of mammals are oriented
and have characteristic spatial frequencies [9].
3.4.2 Using Gabor filter for face recognition
Gabor filters are bandpass filters which are used in image processing for feature
extraction, texture analysis [129], and stereo disparity estimation [130, 131]. By ex-
tending these functions to two dimensions it is possible to create filters which are
selective for orientation. Under certain conditions the phase of the response of Gabor
filters is approximately linear. This property is exploited by stereo approaches which
use the phase-difference of the left and right filter responses to estimate the disparity
in the stereo images [132, 133].
Figure 3.5 Example of gabor filter
Figure 3.5 shows an example of how Gabor filter works where as Figure 3.6 shows
a visual comparison between the real part of the Gabor filter bank Γ and the real part
of the eigenvector of all r correlation matrices Σv.
While the orthogonality of the principal Gabor filters might have a positive effect
on the (principal) Gabor face representation in terms of compactness, this comes at
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Figure 3.6 Visual comparison of (a) the real part of the eigenvectors
of the correlation matrices and (b) the real part of the Gabor filter
bank [9]
a price, as the filters are not localized optimally in the spatial nor in the frequency
domain anymore. This fact is illustrated in Figure 3.7, where the top row shows the
magnitudes of the classical Gabor filters at different scales and the bottom row shows
the magnitudes of the principal filters at different scales.
Figure 3.7 The magnitude of the Gabor kernels at different scales.
The kernels exhibit desirable characteristics of spatial frequency,
spatial locality, and orientation selectivity
Gabor filters can exploit salient visual properties such as spatial localization, ori-
entation selectivity, and spatial frequency characteristics [51, 91]. Considering these
overwhelming capacities and its great success in face recognition, this thesis will explore
Gabor features to represent the face image and produces verification task.
The amount of data (in the Gabor face representation) is then commonly reduced
to a more manageable size by exploiting various downsampling, feature selection and
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subspace projection techniques before it is finally fed to a classifier [134]
A set of 40 Gabor filters with different frequencies and orientations were used for
the feature extraction here. The feature vectors, consists of the Gabor magnitudes,
are extracted for all the experiments in this study.
In the longitudinal ageing for non-linear mapping transformation method, neural
network is being introduced using Gabor filter. A boosting learning process is used to
reduce the feature dimensions and make the Gabor feature extraction process substan-
tially more efficient [135]. Combining optimized Gabor features with Neural Networks
[103] reduces computation and memory cost of the feature extraction process, but also
achieves very accurate recognition performance. Actually, training process in a neural
network does not consist of a single call to a training function. Instead, the network
was trained several times on various noisy images [136].
In GaborPCA algorithm, feature vectors are generated at the feature points as a
composition of Gabor wavelet transform coefficients. Here kth feature vector of he ith
reference face and R is the response of the face image (to the Gabor filter) is defined
as,
vi,k = {xk, yk, Ri,k (xk, yk)} (3.1)
After feature vectors are constructed from the test image, they are compared to the
feature vectors of each reference image in the database.
Generally, it is difficult to deal with a high dimensional image space. So this Gabor
wavelet method is used to reduce the space dimension by down sampling each G(u, v)
and concatenating its rows to form a 1D feature vector is proposed and used extensively.
This algorithm is tested for the task of verification using neural network classifier. To
reduce the dimensionality of the vector space and obtain more useful features for
subsequent pattern discrimination and associative recall, the PCA technique is used
here. The results clearly show that Gabor filters improve the performance of raw image
data with the operating points corresponding to high False Accept Rate (FAR).
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3.4.3 Local Binary Pattern (LBP)
The second feature extraction method explored is the Local Binary Pattern (LBP).
The local binary pattern operator is an image operator which transforms an image
into an array or image of integer labels describing small-scale appearance of the image.
These labels or their statistics, most commonly the histogram, are then used for further
image analysis.
Figure 3.8 The original LBP algorithm
The basic local binary pattern operator, introduced by Ojala et al. [137], was based
on the assumption that texture has locally two complementary aspects, a pattern and
its strength. In that work, the LBP was proposed as a two-level version of the texture
unit to describe the local textural patterns [138].
The original version of the local binary pattern operator works in a 3 × 3 pixel
block of an image. The pixels in this block are threshold by its center pixel value,
multiplied by powers of two and then summed to obtain a label for the center pixel.
As the neighborhood consists of 8 pixels, a total of 28 = 256 different labels can
be obtained depending on the relative gray values of the center and the pixels in the
neighborhood. See Figure 3.8 for an illustration of the basic LBP operator. An example
of an LBP image and histogram are shown in Figure 3.9
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Figure 3.9 Example of an input image, the corresponding LBP image
and histogram [10]
An extension to the original operator uses so called uniform patterns [139]. For
this, a uniformity measure of a pattern is used: U (pattern) is the number of bitwise
transitions from 0 to 1 or vice versa when the bit pattern is considered circular.
A local binary pattern is called uniform if its uniformity measure is at most 2. For
example, the patterns 00000000 (0 transitions), 01110000 (2 transitions) and 11001111
(2 transitions) are uniform whereas the patterns 11001001 (4 transitions) and 01010011
(6 transitions) are not.
The reasons for omitting the non-uniform patterns are twofold. First, most of the
local binary patterns in natural images are uniform. Ojala et al. [139] noticed that
in their experiments with texture images, uniform patterns account for a bit less than
90% of all patterns when using the (8, 1) neighborhood and for around 70% in the (16,
2) neighborhood. In experiments with facial images it was found that 90.6% of the
patterns in the (8, 1) neighborhood and 85.2% of the patterns in the
(8, 2) neighborhood are uniform [39].
The second reason for considering uniform patterns is the statistical robustness.
Using uniform patterns instead of all the possible patterns has produced better recog-
nition results in many applications. On one hand, there are indications that uniform
patterns themselves are more stable, i.e. less prone to noise and on the other hand,
considering only uniform patterns makes the number of possible LBP labels signifi-
cantly lower and reliable estimation of their distribution requires fewer samples. Table
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Table 3.1 Example of uniform and non uniform Local Binary Pat-
terns






3.1 presents an example of types LBP.
The uniform patterns allows to see the LBP method as a unifying approach to
the traditionally divergent statistical and structural models of texture analysis [140].
Each pixel is labeled with the code of the texture primitive that best matches the
local neighborhood. Thus each LBP code can be regarded as a micro-texton. Local
primitives detected by the LBP include spots, flat areas, edges, edge ends, curves and
so on. Some examples are shown in Figure 3.10 with the LBP8,R operator.
Figure 3.10 Different texture primitives detected by the LBP
In Figure 3.10, ones are represented as black circles, and zeros are white. The
combination of the structural and statistical approaches stems from the fact that the
distribution of micro-textons can be seen as statistical placement rules. The LBP dis-
tribution therefore has both of the properties of a structural analysis method: texture
primitives and placement rules. On the other hand, the distribution is just a statistic
of a non-linearly filtered image, clearly making the method a statistical one. For these
Chapter 3. Experimental Methodology 51
reasons, the LBP distribution can be successfully used in recognizing a wide variety
of different textures, to which statistical and structural methods have normally been
applied separately.
3.4.4 Using LBP for face recognition
In 2004, a novel facial representation for face recognition based on LBP features
was proposed [141]. In this approach, the face image is divided into several regions
from which the LBP features are extracted and concatenated into an enhanced feature
vector to be used as a face descriptor [39, 141]. This approach has evolved to be a
growing success. It has been adopted and further developed by a large number of
research groups and companies around the world. The approach and its variants have
been used in problems such as face recognition and authentication, face detection,
facial expression recognition, gender classification and age estimation.
Figure 3.11 (a) Face image split in an image with only pixels with
uniform patterns and (b) in an image with only non-uniform pat-
terns, (c) by using LBP u216,2 [10]
Figure 3.11 shows an example of an image which is split in an image with only
pixels with uniform patterns and in an image with only non-uniform patterns. These
images are created by using the LBP u216,2 operator. It occurs that the image with
only pixels with uniform patterns still contains a considerable amount of pixels. So,
79% of the pixels of the image have uniform patterns (with LBP u28,2 this is even 86%).
Another striking thing is the fact that, by taking only the pixels with uniform patterns,
the background is also preserved. This is because the background pixels all have the
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same color (same gray value) and thus their patterns contain zero transitions. It also
seems that much of the pixels around the mouth, the noise and the eyes (especially
the eyebrows) have uniform patterns.
Once the LBP for every pixel is calculated, the feature vector of the image can
be constructed. For an efficient representation of the face, first the image is divided
into k2 regions. In Figure 3.12 a face image is divided into 72 = 49 regions. For
every region a histogram with all possible labels is constructed. This means that every
bin in a histogram represents a pattern and contains the number of its appearance
in the region. The feature vector is then constructed by concatenating the regional
histograms.
Figure 3.12 Face image divided into 49 regions, with for every region
a histogram [10]
For the LBP algorithm, feature vectors are constructed once the LBP for every
pixel is calculated. For an efficient representation of the face, first the image is divided
into k2 regions. In constructing the feature vector, a small area on the borders of
the image is not used. For an N × M image, the feature vector is constructed by
calculating the LBP code for every pixel (xc, yc) with xc ∈ {R+ 1, ..., N −R} and
yc ∈ {R+ 1, ...,M −R} with k × k regions, then the histogram for region (kx, ky),
with kx ∈ {1, ..., k} and ky ∈ {1, ..., k}, where P is the sampling points and radius R
can be defined as:
Hi (kx, ky) =
∑
x,y
I {LBPP,R (x, y)} = i = 1, ..., P (P + 1) + 3) (3.2)




{R+ 1, ..., N/k} where kx = 1
{(kx − 1)(N/k) + 1, ..., N −R} where kx = k




{R+ 1, ...,M/k} where ky = 1
{(ky − 1)(M/k) + 1, ...,M −R} where ky = k
{(ky − 1)(M/k) + 1, ..., ky(M/k)} else
in which L is the label of bin i and I(A) =


1, A is true
0, A is false
The feature vector is effectively a description of the face on three different levels of
locality: the label contain information about the patterns on a pixel-level, the regions,
in which the different labels are summed, contain information on a small regional level
and the histograms give a global description of the face.
Figure 3.13 Face regions weights sample taking into account human
recognition system [11]
Dividing the face image in smaller regions can help to emphasize facial features
with essential information for face description and to remove irrelevant information by
using an adequate weight value. Obviously, nose, mouth and eyes regions are likely to
provide more important information in face description task, than bottom left and for
example, the right blocks where normally background areas, hair and even cloth can
be present.
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Moreover, neurophysiologic studies based on face recognition human system evi-
dence that most important face features are eyes and eyebrows, followed by mouth and
nose (see [142, 143]). Therefore, and taking into account human system knowledge,
Figure 3.13 shows a possible good choice for weighting face areas in face recognition
procedure.
Figure 3.14 Generic face recognition scheme
In face verification step, given a new input face image, the 2891 features vector
is extracted and compared to all available models by means of a dissimilarly metric.
The input face will be identified with the minimum ID model distance. Following
Figure 3.14 introduces the generic face recognition scheme proposed for this study.
• Training stage: input face samples are introduced in the pre-processing block
together with an ID label to crop faces from input image and resize them. Then
LBP u28,1 enhanced feature vector is extracted and used to feed the training block
that will output a mean value model for each ID in the training database.
• Test stage: for each new test image, it will go through the same pre-processing
stage for image quality improvement. Then LBP u28,1 enhanced feature vector
will be extracted and compared with dissimilarity distance matrix (Chi-Square
distance).
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For the experiments in this study, the face regions with mainly background pixels
are left out by assigning them zero weights as shown in Figure 3.15. The eye and
mouth-regions are assigned with the highest weight, because in the numerous trial
and testing, it is found that the eyes and mouth reveal important characteristic in the
ageing for a person.
Figure 3.15 Region weights used in this experiment
The face image is divided into 7× 7 blocks and concatenated the block histograms
into a single vector (7× 7 blocks × 59-bin/block = 2891 features). These features are
calculated for each individual sample and a model is computed for each ID subset.
3.5 Feature Projection Techniques
For limited training samples, it is often difficult to model class distributions well
if the feature vectors are too large. Use of a feature reduction scheme can reduce
the complexity of the task and hence improve the performance of a system. Many
techniques have been proposed where high dimensional feature vectors can be projected
to a lower dimensional space while minimally compromising (rather often improving)
attributes such as information content, ability to discriminate, etc. Four such schemes
have been investigated in this study as described below.
Chapter 3. Experimental Methodology 56
3.5.1 Principal Component Analysis (PCA)
PCA [144] is a probabilistic method for finding patterns in data with high dimen-
sions. PCA is an orthogonal linear transformation that transforms the original data
to a new coordinate system with fewer dimensions. This is done by calculating the
eigenvalues and eigenvectors of the covariance matrix of the original data set. The
covariance matrix contains values that indicate how much the dimensions vary from
the mean with respect to each other. The eigenvectors with the highest eigenvalues
contain the most information and are the principal components of the data set. By
choosing only a few eigenvectors (with the highest eigenvalues) and multiplying these
vectors with the original data set, a new data set is obtained with less dimensions, but
still with most of the important characteristics of the original data.
In face recognition systems PCA can be used to reduce the dimensions of the
original feature vectors of the face images [145]. By choosing only the most impor-
tant eigenvectors, irrelevant information (e.g., pixels which represent background) are
filtered out because of the low variance. Along the new axes the differences and simi-
larities between a new image and the original images from the database are measured.
Figure 3.16 shows the PCA approach using a flow chart.
3.5.2 Linear Discriminant Analysis(LDA)
LDA [146] is also a statistical method. It can be used to classify (new) objects (for
example people) into two or more groups based on a set of features that describe the
objects.
The main idea is that, after the linear transformation, the differences within the
group are minimized and the differences between the groups are maximized. In the
ideal case, a projection (a discriminant) is found that completely separates the different
groups. A new object can then be assigned the the group with the highest conditional
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Figure 3.16 PCA approach for face recognition
probability. To improve the classification process, a linear transformation on the origi-
nal feature set is performed to obtain a new and reduced set of features that describes
a group in the best way.
LDA seeks to find directions along which the classes are best separated. That
takes into consideration the scatter within-classes but also the scatter between-classes.
The eigenvectors of LDA are called fisherfaces. LDA transformation dependence on
number of classes, number of samples, and original space dimensionality. LDA derives
a low dimensional representation of a high dimensional face feature vector space. The
discriminating feature vector is given by the coefficients of the covariance matrix for
the LDA method. The transformation matrix projects the face vector. The projection
coefficients are used for the feature representation of each face image. In the proposed
scheme the column vectors of the matrix are referred as fisherfaces.
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3.5.3 Kernel Principal Component Analysis (KPCA)
PCA [147] has been widely used in many pattern recognition applications, such
as face recognition [51, 148] and remote sensing [149]. Unlike the traditional PCA
approach, where only linear projection is performed to seek a best mapping of the
original dataset, the kernel PCA [150] relaxes the linear constraint, and allows ar-
bitrary high-order projections among the input data through smaller dimension to
higher dimensional mappings. Kernel PCA linearly represents the non-linear problem
by means of mapping the low-dimensional input space, which is usually non-linear sep-
arable, into a linear separable high-dimensional feature space. More specifically, the
underlying principle of kernel PCA is addressed by Covers theorem [151, 152]. The
low to high dimensional mapping is defined implicitly by a so-called kernel function,
which efficiently computes the inner product as a direct function of the input space.
Without explicitly computing the mapping function, the kernel PCA becomes more
computationally feasible [153].
Gabor-based kernel PCA [154] is combined with the Gabor wavelet decomposition
of the sample dataset and kernel PCA for pattern recognition. First, Gabor wavelet
decomposition is applied to the sample dataset to obtain the Gabor features of the input
data. Then the Gabor feature vector, “W”, is fed into the kernel PCA algorithm.
In other words, the Gabor feature space is regarded as the input space of the kernel
PCA. Through the kernel PCA, Gabor feature space is mapped to a high-dimensional
feature space, “C”, making the high-dimensional features linearly separable by PCA
in that space. Finally,the nearest neighbor classifier is used in the high-dimensional
space, “C”, to differentiate between individuals using various distance metric.
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Figure 3.17 Kernel Fisher Analysis
3.5.4 Kernel Fisher Analysis (KFA)
The principle of KFA can be illustrated in Figure 3.17 owing to the severe non-
linearity, it is difficult to directly compute the discriminating features between the two
classes of patterns in the original input space (left). By defining a non-linear mapping
from the input space to a high-dimensional feature space (right), a linearly separable
distribution can be obtained in the feature space. Then LDA, the linear technique,
can be performed in the feature space to extract the most significant discriminating
features. However, the computation may be problematic or even impossible in the
feature space owing to the high dimensionality. By introducing a kernel function which
corresponds to the non-linear mapping, all the computation can conveniently be carried
out in the input space. The problem can be finally solved as an eigen-decomposition
problem like PCA, LDA and KPCA.
3.6 Distance Metrics
Identity of the user are verified by comparing the transformed feature vector from
a live sample with the ones already stored in the template database. Distances between
two vectors can be treated as a measure of dissimilarity of the two biometric samples.
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Various distance metrics can be found in the literature of which five metrics have been
chosen for this study. Mathematical description of these metrics are as follows:
3.6.1 Euclidean Distance
It is the most commonly used metric based on the Pythagorean formula [155].
If u = (u1, u2, . . . , uN ) and v = (v1, v2, . . . , vN ) are two feature vectors, the Euclidean




(ui − vi)2 (3.3)
3.6.2 Manhattan / CityBlock Distance
More formally, Manhattan distance, also known as the L1-distance and CityBlock
distance, between two points in an Euclidean space with fixed Cartesian coordinate
system is defined as the sum of the lengths of the projections of the line segment
between the points onto the coordinate axes [156].
For example, in the 2D plane, the Manhattan distance between the point P1 with




|ui − vi| (3.4)
Notice that the Manhattan distance depends on the choice on the rotation of the
coordinate system, but does not depend on the translation of the coordinate system
or its reflection with respect to a coordinate axis.
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3.6.3 Cosine Similarity
Cosine similarity is measure of similarity based on the cosine of the angle between
two vectors [157]. Two vectors of same orientation have a cosine similarity value
of 1 which reduces to −1 as the angle between the vectors increase to 180o. The
mathematical expression is shown in Equation 3.5 where a minus sign is introduced to
convert the measure to dissimilarity metric in line with the other metrics here. Hence
the cosine distance between two vector u and v is given by














Cosine Similarity will generate a metric that says how related two objects are by looking
at the angle instead of magnitude, as in the examples below in Figure 3.18:
Figure 3.18 The Cosine Similarity values , (a) Score vectors in same
direction. Cosine of angle is near 1, (b) Cosine vectors are nearly
orthogonal. Cosine of angle is near 0 (90 deg.), (c) Score vectors in
opposite direction. Cosine of angle is near -1
Note that even if a vector pointing to a point far from another vector, they still
could have an small angle and that is the central point on the use of Cosine Similarity,
the measurement tends to ignore the higher term count on objects.
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3.6.4 Mahalanobis-Cosine Distance
It is similar to cosine distance but computed in the Mahalanobis space [158] as
shown in Equation 3.6.










Here σ is the standard deviation of the ith dimension in the Mahanalobis space.
3.6.5 Chi-square Statistic
This distance metrics is applied for LBP method as this is the recommended metrics
calculation for this feature. To compare a new input sample u with a template v, the













where in uniform LBP mapping there is a separate output label for each uniform
pattern and all the non-uniform patterns are assigned to a single label. Thus, the
number of different output labels for mapping for patterns of P bits is P (P − 1) + 3.
For instance, the uniform mapping produces 59 output labels for neighborhoods of 8
sampling points, and 243 labels for neighborhoods of 16 sampling points. While k2
stands for the number of block, in this case the face image is divided into 7× 7 blocks
and concatenated the block histograms into a single vector (7×7 blocks × 59-bin/block
= 2891 features).
All these measures can be extended to the spatially enhanced histogram by sum-
ming up over each face region. Taking Chi-square statistic as the best option for face
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recognition as proposed by [159], it can be extended for each region and also a different














where wj is the weight for region j.
3.7 Database
Data collection is crucial for the photorealistic age template matching. However,
it is extremely difficult, in practice, to collect large scale ageing databases, especially
when one wants to collect the chronometric image series from an individual.
The publicly available MORPH face database was collected by the Face Ageing
Group at the University of North Carolina at Wilmington for the purpose of face
biometrics applications. This longitudinal database records individuals’ images as well
as metadata, such as age, gender, ethnicity, height, weight, and ancestry, which is
organized into two albums. Album I contains 1,724 face images of 515 subjects taken
between 1962 and 1998. The ages range from 16-68 with the average of 27.3 year olds.
There are 294 images of females and 1,430 images of males. The age span is from 46
days to 29 years. Album II database consists of 55,132 facial images acquired from
13,618 subjects. Population age range is 16-77 when first enrolled with a median age
of 33 although most of the images are from 20-49 year olds. The average number of
images per individual is 4 and the average time between photos is 164 days, with the
minimum being 1 day and the maximum being 1681 days. Data was acquired over a
period of 5 years but not everybody provided samples every year.
In this study, MORPH-II database [15] has been adopted to test the performance
of the face recognition systems using various feature extraction, feature selection and
distance metric combinations.
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3.7.1 Lateral ageing subset
A subset of 100 images from the MORPH-II database [15] has been selected to test
the performance of the face recognition system for lateral age effect.
For this study, the selected population is split into 5 age bands (“≤ 19”, “20-29”,
“30-39”, “40-49”, “≥ 50”) depending on their first enrollment age. 20 subjects were
randomly picked for each group ensuring that there are equal gender distributions in
each group. There are 6 images from each person. Of these 6 images, 3 were used for
enrollment and the rest for verification.
3.7.2 Longitudinal ageing subset
Again, a subset of 80 images from the MORPH-II database [15] has been extracted
to test the performance with the proposed template ageing method for the two face
recognition systems.
For this study, this subset only included images where the time interval between
enrollment and verification is 3 years. 80 subjects were picked with the age between
20-55 years old at their first enrollment. For example, subject 1 with enrollment age
of 20 and three years later as the age of 23 are used for testing.
3.7.3 Soft biometrics subset
For longitudinal subjects, the populations are split into gender and age sub-groups
for extended detailed experiments. There are 50 males and 30 females, while there are
45 people in the mature group (aged between 33-55 years old) and 35 in the young
group (aged between 20-32 years old).
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Table 3.2 shows the demographic breakdown of the dataset.
Table 3.2 Demographic breakdown of the dataset
Description Mature Young
Male 29 21 50
Female 16 14 30
45 35 80
3.8 Performance Analysis
For comparative performance analysis, the verification scenario has been imple-
mented in this study. In a biometric verification scenario, FAR denotes the portion
of the impostors accepted as genuine whereas FR) denotes the proportion of genuine
users rejected as impostor. The FAR and FRR depend on the operational parameters.
The phenomenon when FAR equals FRR, these errors are termed as EER. GAR is
defined as 1− FRR.
ROC curve plots FRR versus FAR. Alternatively, ROC curve also plots GAR
versus FAR. DET curve is similar to ROC curve except that the axes are often scaled
non-linearly to highlight the region of error rates of interest. Commonly used scales
include normal deviate scale and logarithmic scale.
3.9 Investigation Result
In this section, we look into both lateral and longitudinal face ageing using age
group distribution to evaluate the effects of ageing on biometric system accuracy. We
used a subset of the MORPH-II database. There are 100 subjects which consisted of
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equal gender distribution for this experiment. For both lateral and longitudinal ageing
scenario, the images of these 100 subjects were acquired where the age intervals was
between 0 - 5 years.
Table 3.3 shows a comparison of the initial experiments results on the reliability
of the our system with performances reported for similar algorithms used for face
recognition systems using ORL database. The performance of our approach can be seen
to compare more favourable with the other methods considered and lends support to its
applicability in face ageing scenario. A set of 40 Gabor filters, 5scales× 8orientations
were used as the baseline parameter since this is the most commonly used in previous
face recognition studies which achieved good performance results [154, 160–163].
Table 3.3 Comparison of performance reports
Orientation Method Author Recognition Rate
vs Scales (in %)
8/5 Gabor + PCA + Euc MageshKumar et al. [164] 87.0
8/5 Gabor + PCA + Euc Our system 90.0
EER were calculated for a range of system parameters and are reported in this
section. The preliminary experiment gathered all the 100 subjects together without
any sub-grouping and calculated the EER different configuration. Table 3.4 summarises
the overall EER for various combinations of selected algorithms with different distance
metrics.
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PCA 12.9 20.2 13.6 14.2
LDA 8.1 8.7 4.0 4.3
KPCA 16.8 24.3 14.4 49.5
KFA 20.8 17.1 17.2 16.1
Looking into the PCA algorithm, the Euclidean distance produced the lowest EER
of 12.9%. The Cosine and Mahalanobis Cosine distances, produced a comparable uni-
form EER with a difference of 0.6% . The worst distance combination for PCA algo-
rithm is the CityBlock distance with EER of 20.2% which showed a difference of 7.3%
from Euclidean distance. Meanwhile in the LDA algorithm, cosine and Mahalanobis
Cosine distance performed at the best among the rest of the distance with EER of
4.0% and 4.3% respectively. KPCA algorithm has the worst performer in all distance
combination.
Among the feature projection algorithms both PCA and LDA produced a better
EER due to its linear technique when combined with the selected distance metrics.
It can be observed that both non-linear technique i.e KPCA and KFA does not per-
formed well when ageing is incorporated into the experiment. Among the distance
metrics method, Cosine and Mahalanobis-cosine combinations performed slightly bet-
ter than Euclidean and CityBlock as the former measures the similarity of vectors with
respect to the origin, while the latter measures the distance between particular points
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Figure 3.19 Effect of algorithm based on distance metric without
sub-grouping
of interest along the vector.
From the Figure 3.19, it can be observed that LDA performed the best in all
distance combinations with an average of 6.28% EER. If we look at distance metric, it
can be readily observed that Cosine distance performed slightly lower than the other
3 projection algorithms. For PCA algorithm, the best metric combination belongs to
Euclidean with EER of 12.9%.
Among the distance metrics, cosine distance almost always produced the lowest
EER except when combined with KFA. Even then the margin is only about 1%. Ma-
halanobis Cosine distance also produced very low EER except when combined with
KPCA. The best EER of 4.0% was achieved with the LDA-Cosine Distance combina-
tion. It is therefore evident that the choice of projection algorithm and distance metric
has a significant impact on the achievable EER from a face recognition system.
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3.9.1 Effect of ageing for different intervals
In this set of experiment, the same subset of 100 subjects are selected from the
MORPH-II database. The age range in this subset is between “17 to 65” years old.
For comparative performance analysis, the verification scenario has been implemented
in this study.
Here, the subjects are divided into groups with age intervals of 0−2, 0−3 and 0−4
to show the effect of face ageing when age intervals is applies to the face recognition
algorithm. The “0” stands for enrollment age where “2”, “3” and “4” represent the
test samples of the same subjects at the later years i.e “2” presents 2 years later.
Table 3.5 summarises the overall FRR at 0.01 FAR for age intervals between 0− 2
years.




EUC CTB COS MAH-COS
0.01
FAR
PCA 0.38 0.54 0.36 0.23
LDA 0.24 0.26 0.25 0.14
KPCA 0.47 0.33 0.31 0.26
KFA 0.24 0.28 0.22 0.20
From the observation for time intervals (0, 2], it can be seen that LDA algorithm
has a constant False Reject Rate at 0.01 FAR with an average of 0.22. the second best
performer is the KFA algorithm with an average of 0.24. Since this time intervals is
fairly close to the initial enrollment age, therefore, the FRR should remain relatively
low to show the effect of face ageing.
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With the combination of projection algorithm and distance metrics, LDA-Mahalanobis
Cosine is the best performer of 0.14. The second performer is also from the Maha-
lanobis Cosine with KFA with FRR of 0.20.
On another note, a further experiment for FRR at 0.005 FAR was implemented
and it can be observed that a steady decrease of EER at an average of 0.02 to 0.06 was
noted depending on the selected combination. This can be concluded that as the FAR
increases the EER also increase in overall performances. This applied for time interval
between 0-3 and 0-4 years period as well.




EUC CTB COS MAH-COS
0.01
FAR
PCA 0.55 0.61 0.38 0.39
LDA 0.30 0.36 0.38 0.31
KPCA 0.49 0.40 0.34 0.30
KFA 0.39 0.47 0.37 0.24
From Table 3.6, it can be readily observed that as the time intervals increase
from 2 to 3 years, the FRR increases as well. If we look at PCA-Mahalanobis Cosine
combination, the FRR increases from 0.23 to 0.39 whereas PCA-Cosine combination
has a little increment of 0.02. It can also be observed that LDA algorithm showed a
constant increases in all of the combination from 0.24 to 0.30 in Euclidean, 0.26 to
0.36 in CityBlock , 0.25 to 0.38 in Cosine and 0.14 to 0.31 in Mahalanobis Cosine
respectively.
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This is evident that LDA-Mahalanobis Cosine and KFA-Mahalanobis Cosine are
still the best performers after the 3 years intervals with the lowest FRR of 0.31 and
0.24 compared to Euclidean distance metric of 0.30 and 0.39 FRR.




EUC CTB COS MAH-COS
0.01
FAR
PCA 0.68 0.76 0.53 0.46
LDA 0.41 0.51 0.42 0.48
KPCA 0.58 0.75 0.59 0.62
KFA 0.44 0.53 0.64 0.34
Table 3.7 shows the FRR values after 4 years intervals. It can be seen that a
significant changes in FRR at 0.01 FAR occurred. From the PCA-Mahalanobis Cosine
combination, FRR started off with 0.23 (2 years intervals) to 0.48 (4 years intervals).
There is a differences of 0.25 in FRR. The best performer for this interval is KFA-
Mahalanobis Cosine with a FRR of 0.34.
For the LDA-Mahalanobis Cosine combination, there is a difference of 0.20 with
the initial FRR of 0.14 at 2 years intervals to 0.34 at 4 years intervals. In conclusion,
as the time intervals increases, it can be evidently observed that FRR also increases.
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3.9.2 Effect of ageing for age sub-groups
In this section, we will explore further on the longitudinal ageing based on “young”
and “mature” age group using the same subset of 100 subjects. The “young” age group
consisted of 40 subjects between ≤ 19−25 years old whereas the remaining 60 subjects
between 26− ≥ 50 years old are allocated in the “mature” age group.
Since LDA algorithm was one of the best performer during the preliminary ex-
periments, this algorithm has been further explored in this section to see whether by
separating the whole papulation into smaller groups will improve the performance.









0.19 0.16 0.27 0.29
(0,4] 0.68 0.70 0.60 0.72
From Table 3.8, the “young” group showed a huge difference as the time intervals
increases from 2 to 4 years . It can be readily observed that in all the distance metrics,
there are an increment of average 0.50 in the FRR. It can be understand that younger
age group change more drastically in their features as they are still growing in their
early life.
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0.10 0.13 0.26 0.24
(0,4] 0.32 0.37 0.35 0.41
It is interesting to observed that in Table 3.9, the “mature” age group perform in
a more steady rate. There is a constant increase for all combination such as 0.10 to
0.32 in the Euclidean, 0.13 to 0.37 in the CityBlock, for Cosine its 0.26 to 0.35 and
Mahalanobis-Cosine from 0.24 to 0.40. However this drop is not as severe as observed
for the “young” age group.
3.10 Conclusion
This chapter presents an experimental methodology for the evaluation of the pro-
posed approach. It covers the experimental system, feature extraction methods, pro-
jection technique, distance metrics and the databases that were used for evaluation of
face ageing recognition algorithms. After the preliminary experiment, it can be con-
cluded that “mature” age group performed better as they have a mature facial features
which doesn’t changes frequently compared to the “young” age group.
In the next chapter lateral ageing based on age bands will be presented.
CHAPTER 4
Face recognition across ages
4.1 Introduction
This chapter investigates the performance variation of facial recognition systems
due to the influence of age. A comparative analysis of verification performances is
conducted for several projection techniques combined with different distance metrics.
Experimental results are based on a subset of the MORPH-II database and show
that age has a significant impact on the performance of the face recognition systems
investigated.
This chapter is organized as follows: The motivation of lateral ageing is briefly
explained in Section 4.2. Following the preliminary experiment in previous chapter,
further evaluations of the algorithms with projection techniques are included in
Section 4.3.1. Section 4.3.3 presents the summary results from the experiment while
Section 4.3.4 presents the findings using detection error tradeoff curve. Section 4.3.7
presents the multi-classifier or various parameter in the proposed face recognition sys-
tem. Finally some concluding remarks of the chapter is provided in Section 4.4.
74
Chapter 4. Face recognition across ages 75
4.2 Motivation
The idea behind this investigation is that the biometric system has uneven difficulty
in recognising people from different ages. Some algorithms may perform better for
certain age groups. It is suggested that a carefully optimised system can reduce the
error rates in terms of the performance. For example it has been shown that features
extracted from the face by Ye et al. [165] as biometric data exhibit particular differences
as a function of age.
As reported by Ramanathan et al. [109], during the formative years of a person,
the variations in the shape of the face are more prominent, while in the later stage of
life texture variations such as skin wrinkles and the change in pigmentation are more
visible. Hence, a face recognition system which takes into account age progression
needs to be able to incorporate both types of ageing factors.
In iris biometric, Erbilek et al. [166] explore the effects of different age band
assignments in order to guide and enhance the management of age-related data and
more objectively determine optimal age bands for system development. The authors
proposed an approach to age prediction from iris images by using a combination of
a small number of very simple (easily and efficiently computable) geometric features
(ignoring texture-based information which is less likely to carry significant age-related
information) and a more versatile and intelligent classifier structure which can achieve
accuracies to 75% with three age groups (corresponding to “younger” (< 25),“middle-
age” (25− 60), and“older” (> 60) categories).
Ricanek et al. [15] used age groups of “18-29” , “30-39”, “40-49”, “ > 50′′ and also
in a separate study Singh et al. [167] used age groups of “1-18” , “19-40”, “> 41”,
while Ho et al. [168] has shown that there is no statistically significant evidence to
suggest that faces of younger people are harder to identify than those of older people
when using age grouping boundaries of “20”, “30”, “40”, “50” and “60”. However a
study conducted by Lui et al. [169] concluded that older people are easier to recognize
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than younger ones. It is crucial to note that the result of obtaining lower error in older
populations should be regard as degraded the recognition performance for younger
population.
4.3 Experimental setup
The investigation includes various face verification systems and variations in their
performance when in smaller age groups. Four different feature selection criteria and
four distance metrics were studied for the matching algorithm. More details about
the feature selection and distance metrics were previously discussed in Section 3.5 and
Section 3.6 respectively.
100 subjects were selected from the MORPH-II database for the preliminary ex-
periment. The subjects were then splited into five smaller age groups (“≤ 19”, “20-29”,
“30-39”, “40-49”, “≥ 50”). In order to produce a more consistent results, 20 subjects
were considered in each age band. The age range used for this study is between “17-
65”(inclusive) years old. Gabor filters are used to extract features from the face images
as explained in Section 3.4.
For comparative performance analysis, the verification scenario has been imple-
mented in this study. In a biometric verification scenario, FAR denotes the portion
of the impostors accepted as genuine whereas FRR denotes the proportion of genuine
users rejected as impostor. The FAR and FRR depend on the operational parameters.
The phenomenon when FAR equals FRR, these errors are termed as EER. All these
will be reported for the comparative analysis here.
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4.3.1 Experimental results
In this study, the image input into the face recognition will initially split into 5
age groupings. Each age groups will have 20 subjects with equal gender of male and
female. As previously reported in Chapter 3, it can be seen that as the age progress the
performance of the biometric system degraded. In this second phrase of the experiment,
the population are split into 5 age bands (≤ 19, 20-29, 30-39, 40-49, ≥ 50) depending
on their first enrollment age. 20 subjects were randomly picked for each group ensuring
that there are equal gender distributions in each group. There are 6 images from each
person. Of these 6 images, 3 were used for enrollment and the rest for verification.
4.3.2 Effect of age using Gabor features with various projection al-
gorithms and different distance metrics
In the following experiments, Gabor features were implemented with different types
of scenario namely:
• Projection algorithm: PCA, LDA, KPCA and KFA.
• Distance Metric: Euclidean, CityBlock, Cosine Similarity and Mahalanobis-
Cosine distance.
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Figure 4.1 Effect of GaborPCA based on distance metric with age
grouping
In this experiment, we investigate the PCA algorithm with various distance met-
ric combinations for the chosen age groups was considered. Figure 4.1 presents the
corresponding EER values.
For all the age groups except “40-49” years, it can be observed that GaborPCA-
Cosine combination has the lowest EER compared to the other 3 distance metric
combination. The “40-49” group was the most difficult and lower performer. However,
the Mahalanobis-Cosine distance is the best performer with EER of 22.5%. Among all
the combinations for GaborPCA, the best accuracy achieved was 5.49% for the “ ≥ 50′′
when Cosine distance combination were applied.
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Figure 4.2 Effect of GaborLDA based on distance metric with age
grouping
Figure 4.2 shows the EER for LDA with distance metric combination. From the
observation, for age group “≤ 19” and “20 - 29”, the Mahanalobis-Cosine distance
produced the best performance with EER of 6.3% and 1.2% respectively. For the
remaining 3 age groups (“30 -39”, “40-49” and “≥ 50”), the Cosine distance has lower
EER. It can also be seen in Figure 4.2 that Euclidean and CityBlock distance has a
disproportionately higher EER when compared to Cosine and Mahalanobis distance
combinations.
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Figure 4.3 Effect of GaborKPCA based on distance metric with age
grouping
It can readily be observed that KPCA did not perform as good as the other 3
projection algorithms as shown in Figure 4.3. But nevertheless, it can be noticed that
as the age progresses, the KPCA performs relatively better. Age group “40 -49” has
an EER of 11.6% in Euclidean distance combination when compared to age group of
“ ≤ 19′′ with an EER of 22.9%. For the age group of “ ≥ 50′′, the Cosine distance
combination has the lowest overall EER which is 8.9%.
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Figure 4.4 Effect of GAborKFA based on distance metric with age
grouping
The last projection algorithm considered was the second best performer after LDA.
Figure 4.4 presents the GaborKFA algorithm with different distance combinations.
In these observations, all the 4 mentioned distance metrics performed steadily for
all of the tests. For KFA, the 2 age groups that had the best performance were the
youngest group “20-29” with an EER of 2.5% on Cosine distance combination and
the most mature group “≥ 50” with an EER of 1.1% on Mahalanobis-Cosine distance
combination.
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Between age group of “40-49” and “≥ 50” , it can be clearly observed that mature
population obtained a lower EER compared to age group below 40 years old. This can
be evidently mentioned that mature people have a steady facial changes throughout the
5 years when comparable to younger population ( i.e gender differences when growing
up). It can also be noted that there are a few types of ethnicity in this dataset which
can be linked to their different lifestyle as previously reported in [77].
4.3.3 Summary for the projection algorithms versus distance metrics
Table 4.1 shows the EER for all possible combinations of system parameters. It
can readily be observed that, even for the same combination of selection algorithm
and distance metrics, the EER values for each age group varied quite drastically. As
reported in the previous chapter, the LDA-Cosine Distance combination produced
the lowest EER of 4% when there was no age grouping; but with the age grouping
incorporated, the EER values for the groups were significantly lower (the lowest being
1.4% for the “20-29” age band) except for the “≤ 19′′ group where the EER increased to
6.3%. Even for the KPC-Mahalanobis/Cosine combination which originally produced
a poor 49.5% EER, after age grouping the EER values ranged between 13.3% and
25.5%.
In the “20-29” age grouping, GaborKPCA and GaborKFA performed well, on
all recognition task. Mahalanobis-Cosine is the best performing distance metric with
all the algorithms. It is interesting to acknowledge that both non-linear subspace
projection techniques are the best performers in this group.
For the “30-39” age grouping, Cosine and Mahalanobis-Cosine distance metric per-
formed well on all recognition tasks with a low error rate of 1.7% and 9.0% respectively.
GaborKFA can be considered the best performing algorithms in “30-39” age grouping.
In the “40-49” age grouping, Euclidean and Cosine distance metrics are generally
the best performers as they each achieved lowest EER in 3 out of the 4 projection
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algorithms. They performed relatively well on both GaborLDA and GaborKPCA al-
gorithms. It is worth to elaborate this is the only age group that works well with
Euclidean distance metric as this distance perform satisfactory average on all the ex-
periments.
For the age group of “≥ 50” years old, Cosine and Mahalanobis-Cosine distance
metrics are the best performers with the lowest EER of 2.6% and 1.1% respectively.
Cosine and Mahalanobis-Cosine are the best performers distance metrics for all age
grouping. For Euclidean distance metric, this combination was considered the best for
“40-49” age group.
It is also noticed that no particular combination produced the best EER for all the
age bands (the lowest EER for any age band is shown in bold in Table 4.1 suggesting
that, for optimum performance, different schemes should be used for different age
groups. It can also be noticed that, of all the age groups, the “≤ 19” age group showed
the highest EER suggesting that this age group is experiencing most variation in their
facial appearances.
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≤ 19 20-29 30-39 40-49 ≥ 50
Gabor
PCA
Euclidean 0.18 0.21 0.17 0.29 0.10
CityBlock 0.14 0.20 0.20 0.32 0.11
Cosine 0.13 0.17 0.15 0.28 0.05
Mahalanobis- Cosine 0.16 0.19 0.18 0.23 0.09
Gabor
LDA
Euclidean 0.09 0.05 0.09 0.16 0.05
CityBlock 0.08 0.06 0.11 0.18 0.03
Cosine 0.07 0.01 0.02 0.02 0.03
Mahalanobis- Cosine 0.06 0.01 0.10 0.09 0.03
Gabor
KPCA
Euclidean 0.23 0.28 0.18 0.12 0.13
CityBlock 0.20 0.25 0.31 0.25 0.21
Cosine 0.20 0.22 0.18 0.14 0.09
Mahalanobis- Cosine 0.19 0.22 0.26 0.17 0.13
Gabor
KFA
Euclidean 0.07 0.08 0.10 0.08 0.05
CityBlock 0.06 0.08 0.08 0.08 0.08
Cosine 0.04 0.03 0.09 0.07 0.03
Mahalanobis- Cosine 0.08 0.17 0.09 0.06 0.01
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4.3.4 Detection Error Tradeoff (DET)
Equal Error Rates (EER) presents a snapshot of the system performance for a
particular operating threshold. To show the general trend in the variations of FAR-
FRR over a range of thresholds, the DET-curve is an ideal tool.
In this section, we shall look at the False Accept Rate (FAR) - False Reject Rate
(FRR) over a range of thresholds. Figure 4.5 presents an example of DET curve at
different thresholds extracted from the KPCA-Cosine combination.
Figure 4.5 DET curve for the KPCA-Cosine combination
From Figure 4.5, the “≥ 50” age group consistently performs better for all oper-
ating thresholds. The “40-49” age group performance was comparable to that of “No
Grouping”. The performances for the remaining age groups are relatively less accurate
as compare to the “no grouping” curve.
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4.3.5 Effect of age groups based on Rank-1 recognition rates
In this section, the experiments will further explored the effect of face ageing.
The first experiments will look into Rank-1 recognition rate for Gabor with projection
algorithms combination.





≤ 19 20 -29 30 -39 40 -49 ≥ 50
PCA 0.70 0.90 0.56 0.81 0.90
LDA 0.90 1.00 0.71 0.81 1.00
KPCA 0.90 0.99 0.80 0.90 1.00
KFA 0.91 0.80 0.90 0.81 0.90
The subjects for each age group are trained in a one-to-many (1:M) scenario. Each
subject consisted of 6 images, where 1 image was used for enrollment and the remaining
were used for identification). In Table 4.2, the recognition rates vary among the age
groups. GaborKFA performed best in the age group of “≤ 19” and “30-39” with the
recognition rates of 90.52% and 90.20% respectively. GaborLDA has a full 100% rank-1
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recognition rates for age group “20-29” and “≥ 50”. All of the best performance are
highlighted in bold.
The rank-1 recognition rates for all of the age groups recorded high values, it should
be noted that age group “40-49” is the only group that has the lowest recognition rate in
both GaborKFA and GaborLDA algorithms. GaborKFA combinations has a consistent
high values for the 5 age groups which ranged between 80.34% to 90.52% as shown on
Table 4.2. In terms of perfect score, GaborLDA combinations has 100% for both age
groups “20-29” and “≥ 50” respectively.
It can be observed when ageing is incorporated into the system, for the younger
population of age group “≤ 19” and “20-29”, LDA has a relatively higher recognition
rates compared to PCA in the linear techniques using Gabor method. As LDA was
also the best performer for the oldest age group “≥ 50”, this feature extraction was
further explored in Section 4.3.7.
4.3.6 Effect on number of enrollment images on projection perfor-
mance
In this section, the number of enrollment images used for each experiment varies
to show the effect on the EER for different age group. In these results, “n” is the
number of images used for enrollment. For example when n = 2, out of these 6 images,
2 were used for enrollment and the rest for verification. EER values for GaborPCA
classifier are shown on the Table 4.3 with different distance metric combinations. The
EER values can be seen as a constant progress when there is more images used in the
enrollment.
In the GaborPCA-Cosine combination, when number of enrollment images increase
from 2 to 4 for the age group “≤ 19”, the EER value decreases from 19.82% to 14.25%.
In the age group of “20-29”, the EER value decreases from 19.55% to 17.58%. It can
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be concluded that as the number of enrollment images increases more than 3 images
per testing, the overall EER value will perform a lot better than with smaller number
of enrollment images.
While observing at different number of images per enrollment, i.e. when n=2, the
lowest EER value for 3 particular age groups (i.e. “≤ 19” , “20-29” and “≥ 50” with
all three of them belonged to Mahalanobis-Cosine distance combination with 14.23%
(“≤ 19”) , 18.67% (“20-29”) and 8.42%(“≥ 50”) respectively. For the age group
of “30-39”, the Euclidean distance combination produce the lowest EER of 19.35%.
Meanwhile, for the age band of 40 − 49 , the lowest EER are recorded for the Cosine
distance combination with EER value is 27.83%.
When the number of enrollment images increases to n=3, all of the the age groups
perform the best in the Mahalanobis-Cosine distance combination except for the “40-
49” age group (with Cosine distance combination). The performance for this 3 images
per enrollment is comparatively lower than 2 images per enrollment with the difference
in EER of 0.89% (“≤ 19”), 1.80%(“20-29”), 3.93%(“30-39”) and 2.66%(“≥ 50”). The
age group of “40-49” has a difference EER values of 2.07% when compared to a lower
number of images used in enrollment.
In the last setup when n=4 where there are more than half of the total images per
subject, Mahalanobis-Cosine distance combination produced the lowest EER value for
all the age groups among the rest of the possible parameters. It can be observed there is
a significant decrease in the EER when compared to small dataset used for enrollment.
The EER for the following age group are as follows:
“≤ 19” age group with an EER value of 11.18% , “20 -29” age group with an EER
value of 14.17%
“30 -39” age group with an EER value of 13.78%, “40 - 49” age group with an EER
value of 12.63% and “≥ 50” age group with an EER value of 5.38%.
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≤ 19 20 - 29 30 - 39 40 - 49 ≥ 50
Euclidean
n = 2 0.21 0.23 0.19 0.36 0.10
n = 3 0.18 0.21 0.17 0.30 0.10
n = 4 0.16 0.18 0.17 0.18 0.08
CityBlock
n = 2 0.23 0.24 0.32 0.34 0.13
n = 3 0.14 0.20 0.20 0.32 0.11
n = 4 0.13 0.19 0.18 0.17 0.11
Mahalanobis
-Cosine
n = 2 0.14 0.19 0.28 0.31 0.08
n = 3 0.13 0.17 0.15 0.28 0.06
n = 4 0.11 0.14 0.14 0.13 0.05
Cosine
n = 2 0.20 0.20 0.22 0.28 0.12
n = 3 0.16 0.19 0.18 0.23 0.09
n = 4 0.14 0.18 0.17 0.22 0.08
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≤ 19 20 - 29 30 - 39 40 - 49 ≥ 50
Euclidean
n = 2 0.24 0.28 0.19 0.17 0.13
n = 3 0.23 0.28 0.18 0.12 0.13
n = 4 0.21 0.16 0.17 0.11 0.09
CityBlock
n = 2 0.21 0.26 0.33 0.26 0.23
n = 3 0.20 0.25 0.31 0.25 0.21
n = 4 0.10 0.22 0.21 0.19 0.15
Mahalanobis
-Cosine
n = 2 0.22 0.24 0.39 0.18 0.15
n = 3 0.19 0.22 0.26 0.17 0.13
n = 4 0.16 0.13 0.19 0.13 0.08
Cosine
n = 2 0.25 0.23 0.20 0.16 0.19
n = 3 0.20 0.22 0.18 0.14 0.09
n = 4 0.20 0.13 0.15 0.10 0.06
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GaborKPCA classifier is shown on Table 4.4 with the distance metrics combination.
The EER values can be seen as a constant progress when there is more images used
in the enrollment. While observing at different number of images per enrollment,
i.e. when n = 2, the lowest EER for age group “20-29” and “40-49” are in Cosine
distance combination with 23.38% and 15.83% respectively. For age group of “30-39”
and “≥ 50” , the Euclidean distance combination produce the lowest EER value of
19.21% and 13.02% respectively. Meanwhile, for age group of “≤ 19”, the lowest EER
are recorded in the CityBlock distance combination with EER value of 21.56%.
When the number of enrollment images increases to n = 3, all the age groups
performed well in the Euclidean and Cosine distance combinations except for the
“≤ 19” age group ( with Mahalanobis-Cosine distance combination). The performance
for this enrollment images is comparatively lower than the previous enrollment (where
n = 2) with the difference in EER of 1.63% for “20 -29” age group, 0.84% for “30 -39”
age group, 3.68% for “40-49” age group and 3.77% for age group “≥ 50”. The “≤ 19”
age group has a difference EER value of 2.81% when compared to the lower number
of images used in enrollment.
In the last setup when n = 4 where there is more than half of the total images in
the testing, Cosine distance combination produced the lowest EER values for all the
age groups except for age group “≤ 19” (with CityBlock distance combination). It can
be observed there is a significant decrease in the EER value when compared to smaller
dataset used for enrollment. The EER for all of the age group are as follows:
• “≤ 19” age group with an EER value of 10.27%
• “20-29” age group with an EER value of 13.38%
• “30-39” age group with an EER value of 14.66%
• “40-49” age group with an EER value of 10.25% and
• “≥ 50” age group with an EER value of 5.74%.
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≤ 19 20 - 29 30 - 39 40 - 49 ≥ 50
Euclidean
n = 2 0.17 0.09 0.11 0.08 0.10
n = 3 0.07 0.08 0.10 0.08 0.05
n = 4 0.16 0.06 0.05 0.07 0.02
CityBlock
n = 2 0.17 0.09 0.09 0.09 0.12
n = 3 0.06 0.08 0.08 0.08 0.08
n = 4 0.05 0.06 0.07 0.05 0.02
Mahalanobis
-Cosine
n = 2 0.09 0.25 0.10 0.07 0.03
n = 3 0.08 0.17 0.09 0.06 0.02
n = 4 0.05 0.16 0.08 0.06 0.01
Cosine
n = 2 0.09 0.04 0.11 0.08 0.04
n = 3 0.04 0.03 0.09 0.07 0.03
n = 4 0.04 0.02 0.08 0.02 0.02
Chapter 4. Face recognition across ages 93
Table 4.5 represents GaborKFA classifier with various distance metric combina-
tion. When n = 2, the lowest EER value for “≤ 19”, “40-49” and “≥ 50” age groups
are in Mahalanobis-Cosine distance combination with 9.42%, 7.36% and 2.87% respec-
tively. For the age group of “20-29”, the Cosine distance combination produced a low
EER value of 4.46%. Meanwhile, for the age group of “30-39”, the lowest EER value
was noted in the CityBlock distance combination with 9.42%.
When the number of enrolled images increases to n = 3 , all the age groups per-
formed the best for both Mahalanobis-Cosine and Cosine distance combinations except
the “30-39” age group ( with CityBlock distance combination). The performance for
n = 3 enrolled images are comparable lower to n = 3 with the differences of 5.04%
(“≤ 19” age group), 1.14% for (“20-29” age group) , 1.24% for(“40-49” age group) and
1.72% for age group “≥ 50”. The “30-39” age group has a difference EER of 1.21%
when compared to the lower number of images used in enrollment.
In the final setup when n = 4 where there is more than half of the total images
per subject, both Mahalanobis-Cosine and Cosine distance combinations produced the
lowest EER for all age groups except for “30-39” (Euclidean distance combination)age
group. It can be observed there is a significant decrease in the EER when compared
to small dataset used for enrollment. The difference of EER between n = 2 and n = 4
for all of the age groups are as follows:
• “≤ 19” age group with an EER value of 5.05%
• “20-29” age group with an EER value of 2.60%
• “30-39” age group with an EER value of 4.13%
• “40-49” age group with an EER value of 5.03% and
• “≥ 50” age group with an EER value of 1.76%.
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≤ 19 20 - 29 30 - 39 40 - 49 ≥ 50
Euclidean
n = 3 0.09 0.06 0.09 0.16 0.05
n = 4 0.08 0.04 0.02 0.08 0.02
CityBlock
n = 3 0.08 0.06 0.11 0.18 0.03
n = 4 0.07 0.02 0.04 0.05 0.02
Mahalanobis
- Cosine
n = 3 0.06 0.02 0.10 0.09 0.03
n = 4 0.05 0.01 0.08 0.02 0.01
Cosine
n = 3 0.07 0.02 0.02 0.02 0.03
n = 4 0.06 0.01 0.01 0.01 0.01
Table 4.6 represents the GaborLDA classifier with all the possible parameters
on the distance metrics combinations. In this particular experiment, the number of
subjects has to start with n = 3, as GaborLDA classifier only works with a minimum
of 3 images in the enrollment stage.
LDA is seen as one of the best EER performer compared to some of the other
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projection algorithms. There are only 2 distance metrics that performed the best using
GaborLDA classifier namely Mahalanobis-Cosine and Cosine distance combinations.
When the basis vector is n = 3, the age group for “≤ 19” produce an EER of 6.37%
but as the number of vector increases to n = 4, the EER decreases to 4.75%. For the
remaining age band, the best performer is Cosine distance combination, the differences
for EER between each basis vector are as follows: “20 − 29” , “30 − 39” , “40 − 49”
and “≥ 50” with EER values of 0.67%, 1.27%, 1.05% and 2.17% respectively.
For the linear techniques, both PCA and LDA performed relatively well with
Mahalanobis-Cosine distance combination regardless of the age group. Overall, age
group “≤ 19” produced the lowest EER in KFA - Cosine distance combination. This
can be seen that non-linear technique will work better in the younger age group when
facial changes more frequent than mature facial expression whereas linear technique
works best with selected distance metric. It is also worth mentioning that both non-
linear techniques i.e KPCA and KFA performed better with Cosine distance combina-
tion for the “young” age groups i.e “≤ 19” and “‘20 − 29” when compared to other
distance metrics.
In conclusion, there are 2 best performers when age groups are taken into account.
For the age group of “≤ 19” Gabor-KFA demonstrated the lowest EER of 3.28% value
when n = 4 while the remaining 4 age groups “20-29”, “30-39” , “40-49” and “≥ 50”
had the lowest EER values in the Gabor-LDA classification.
4.3.7 Multi-Classifier Fusion
It was proven so far that different classification schemes performed better for differ-
ent age groups with different settings. The following experiment shall explore whether
a multi-classifier approach can produce even better accuracy rates in face ageing.
In the multi-classifier fusion scheme, features extracted from each image are used
to obtain different projection algorithms and a matching. The scheme is illustrated in
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Figure 4.6. In this multi-projection algorithm system, there will be various experi-
ments to show the effect of face ageing when different types of projection algorithms
are implemented in each experiments. There are two types of score fusion that had
been investigated in the following experiments i.e. sum and product rule.
Figure 4.6 Feature fusion performance from different projection al-
gorithms
4.3.8 Effect of age using multi-classifier fusion with various projection
algorithms and different distance metrics
In the first experiment, Table 4.7 shows the EER values for 3 distance metric
combinations versus different types of projection algorithms. The lowest EER obtained
are highlighted in bold. From the observation, KFA is the best performer for product
rule. In this Table, it can be observed that each age groups produce a noticeable lower
EER values when compared to single classifier as shown in Table 4.1 except for “ ≤ 19′′
which have an EER of 2.6%.
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Sum 0.182 0.153 0.157 0.158 0.072
Product 0.143 0.161 0.149 0.148 0.079
LDA
Sum 0.095 0.040 0.046 0.050 0.048
Product 0.069 0.027 0.027 0.025 0.022
KPCA
Sum 0.261 0.232 0.213 0.173 0.067
Product 0.239 0.196 0.187 0.158 0.071
KFA
Sum 0.067 0.041 0.040 0.018 0.012
Product 0.062 0.009 0.009 0.011 0.008
For the following experiment in Table 4.8, it can be observed that KFA algorithm
is the best performer. It can be noted that both sum and product rule. The highest
difference of EER value is “30-39” age group which is lowered by 1.1% when compared
to Table 4.1. The remaining age groups (i.e. “20-29”, “40-49” and “≥ 50”) presents
a lower EER values as well when compared to Table 4.1. The lowest EER value for
age group “ ≥ 50′′ with 0.3% lower when comparing with Table 4.1. This Table also
shows the lowest overall EER value for age group “40-49” with 0.011 when compared
to the remaining experiments.
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Sum 0.149 0.153 0.154 0.151 0.079
Product 0.148 0.151 0.153 0.150 0.074
LDA
Sum 0.059 0.041 0.034 0.030 0.021
Product 0.056 0.033 0.023 0.027 0.020
KPCA
Sum 0.197 0.199 0.198 0.169 0.068
Product 0.195 0.196 0.197 0.171 0.067
KFA
Sum 0.055 0.007 0.008 0.017 0.006
Product 0.057 0.007 0.007 0.016 0.005
In the next experiment, Table 4.9 shows the EER values for all distance metric
combinations with 3 different types of projection algorithms. From the observation,
CityBlock and Euclidean distance combinations are the best performer for Product
rule. In the Table 4.9 below , it can be observed that each age group illustrated a
noticeable lower EER values when compared to no-fusion classifier as shown in previous
section, Table 4.1.
When 2 distance metrics are fused together, age groups “20-29”, “30-39” and
“≥ 50” managed to produce the lowest EER values when compared to Table 4.7,
Table 4.9 and Table 4.10.
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Sum 0.096 0.072 0.071 0.065 0.032
Product 0.098 0.063 0.060 0.061 0.030
Mahalanobis
-Cosine
Sum 0.081 0.064 0.063 0.066 0.020
Product 0.083 0.060 0.059 0.061 0.019
CityBlock
Sum 0.253 0.252 0.252 0.251 0.125
Product 0.103 0.052 0.046 0.060 0.032
Euclidean
Sum 0.260 0.230 0.231 0.172 0.066
Product 0.095 0.073 0.057 0.065 0.017
In the following experiment, all of the projection algorithms are being investigated
for all possible combinations of the system parameters. Table 4.10 shows the EER
score fusion for the 4 distance metrics combined with 4 projection algorithms. It can
be readily observed that 4 projection algorithms did not perform as good as the other
fusion classifiers compared to Figure 4.9.
Nevertheless, in the Euclidean distance combination, it can be seen that product
rule produced a lower EER in all age bands compared to sum rule. The highest
difference of EER value is “≥ 50” age group which is increased by 0.7% as compared
to Table 4.1. The remaining age groups presents a slight increase in EER values. The
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remanding 4 age groups performed differently in other distance metrics combination.














Sum 0.080 0.040 0.034 0.046 0.019
Product 0.079 0.037 0.034 0.044 0.017
Mahalanobis
-Cosine
Sum 0.077 0.036 0.036 0.049 0.010
Product 0.076 0.031 0.031 0.045 0.009
CityBlock
Sum 0.252 0.252 0.253 0.245 0.252
Product 0.093 0.050 0.033 0.040 0.093
Euclidean
Sum 0.259 0.227 0.2288 0.169 0.006
Product 0.082 0.048 0.031 0.056 0.004
When compared Table 4.10 with Table 4.9, the EER values for this Table is notice-
ably lower in some age groups especially in “≥ 50” age group and it shows a significant
improvement in the face recognition system. This is evidently proved that with 4 pro-
jection algorithms fusion classifiers, after comparing with Table 4.9 the overall EER
values lower by an average of 1.05%.
In the next experiment of score fusion, Table 4.11 represents the comparative
EER with 2 projection algorithms. This table illustrate the lowest EER values for age
group ‘‘ ≤ 19” and “≥ 50” when compared to Table 4.1, Table 4.7, Table 4.8, Table 4.9
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and Table 4.10. The 3 best performers utilise with Mahalanobis-Cosine, Cosine and
Euclidean distance combinations. In comparison to Table 4.1,the differences of EER
for all the age groups are as follows: ≤ 19 age group with a difference EER of 0.95%,
“20 -29” age group with a difference EER of 0.14%, “30 -39” age group with a difference
EER of 0.86%, “40 -49” age group with a difference EER of 0.33% and ≥ 50 age group
with a difference EER of 0.58%.












Sum 0.039 0.008 0.032 0.024 0.017
Product 0.030 0.008 0.031 0.405 0.015
Mahalanobis
-Cosine
Sum 0.067 0.024 0.011 0.016 0.019
Product 0.068 0.026 0.011 0.016 0.018
CityBlock
Sum 0.093 0.044 0.038 0.037 0.043
Product 0.091 0.038 0.020 0.029 0.014
Euclidean
Sum 0.087 0.039 0.038 0.022 0.019
Product 0.081 0.040 0.040 0.038 0.012
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≤ 19 20 -29 30 -39 40 -49 ≥ 50




PCA, LDA, KPCA & KFA 0.076 0.050 0.033 0.040 0.015
PCA, KPCA & KFA 0.081 0.050 0.046 0.060 0.017
LDA & KFA 0.030 0.008 0.011 0.016 0.014
Distance Metric
Fusion
Cosine, Mah-Cos & Euclidean 0.062 0.009 0.009 0.011 0.008
Cosine & Mah-Cos 0.055 0.007 0.007 0.016 0.005
Table 4.12 presents the summary of EER for all possible combinations of system
parameters. The EER results represents that with multi-classifier implementation, the
system performance improve to nearly 99% to all age groups except age group “≤ 19”
and “40-49”. This can be concluded that younger age group i.e “≤ 19” has the lowest
accuracy rate of 96.95% when compared the older age groups (i.e between age 20 -65)
has a higher accuracy between 98.9% to 99.5%.
Among all the possible combinations of system parameter on the fusion rule, dis-
tance metric fusion is the best performers for all age groups except “≤ 19” age group.
It was proven that in the previous experiments, both Cosine and Mahalanobis-Cosine
have the lowest EER for all the age group. Hence both of these distance metrics are
combined in the fusion rule to enhance the overall performance. It can be observed
that when fusion rule are incorpporated into the system, the EER is further lower by
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an average of 0.005 for all age groups except “≤ 19”. For the age group of “≤ 19”,
projection algorithm fusion (LDA and KFA) are the best performers. This can be
noted that younger age group work better in projection algorithm fusion while older
group perform better in the distance metric fusion combinations. It can be seen that
other than (LDA and KFA) fusion setup, the rest of the similar fusion setup in the pro-
jection algorithm obtained a higher EER when compared to no fusion was introduced.
As observed in the individual experiment, PCA and KPCA have a higher EER when
compared to LDA and KFA. It can be further evidently proven in the fusion setup,
whenever there are PCA and KPCA combinations, the EER increases dramatically
when compared to LDA and KFA combinations.
Table 4.13 Comparison of performance reports (EER) for 0-3 years
Age Group
Method Author Time lapse < 18 18-29 30-39 40-49 50+
LBP Ricanek [16] 0 - 3 0.289 0.209 0.197 0.218 0.225
In Table 4.13, Ricanek used MORPH-II database with selected subjects using EER
identification method. The author does not mentioned the number of subjects in their
experiment. The patch size of each image is 15 × 15 with a feature vector length of
4779. In this case, implementation deployed CityBlock as the matching score.
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Table 4.14 Comparison of performance reports (EER)for 0-5 years
Age Group
Method Author Time lapse < 18 18-29 30-39 40-49 50+
PCA Ricanek [15] 0 - 5 0.344 0.42 0.452 0.80 -
Gabor Our method 0 - 5 0.030 0.007 0.007 0.011 0.004
From the Table 4.14, Ricanek used MORPH-I database which consisted of 515
subjects. There were 420 males and 95 females, but the experiment does not mention
the number of training and testing samples per subjects. Their observation shows that
the PCA algorithm performed better in identifying older people with the same age
span than younger ones.
Table 4.14 shows a comparison of our experimental results with the performances
reported for similar age grouping published in the literature. Although the results
are based on different feature extraction approach, the author indicate the relative
promise of their proposed methods. The performance of our approach can be seen to
compare favourably with other feature method and lends support to its applicability
to minimise the effect of face ageing.Additional research is warranted to validate these
findings in the next chapter.
Chapter 4. Face recognition across ages 105
4.4 Conclusion
The aim of this study is to investigate and analyze the relative performance of
different subspace projection algorithms combined with various distance metrics for
different age groups. The experiment used a facial image database containing face
images acquired over a period of five years. It was observed that system performance
improved significantly when age groupings were introduced and separate matching
schemes were deployed for each age group. It was also observed that for this dataset
the EER and FRR were highest for the younger population (“≤ 19” year olds).
In the multi-classifiers experiments, it can be concluded that with 2 projection
algorithms combined, both age groups “20-29” and “30-39” achieved a lower EER,
while combination of distance metrics in the fusion classifier produced a reasonable
lower EER in the remaining age groups.
To summarize the above discussion, GaborKFA and GaborLDA performs well in
the Gabor based algorithms, whereas Cosine and Mahalanobis-Cosine distance metrics
works best in the ageing task. Further work will explore how an adaptive system can
be designed to harness this age dependency for maximum recognition performance. In
the next chapter new algorithm called longitudinal face ageing will be presented.
CHAPTER 5
Template Ageing using Linear Transformation
5.1 Introduction
This chapter explores the effect of longitudinal ageing on the performance of face
biometric systems. There are a number of real-world applications (e.g. border security)
where a system must be able to reliably match individuals over a number of years.
An understanding of the ageing process is becoming an increasing important issue
in terms of ensuring reliability in the face of changing data scenarios. In fact, both
physical ageing (the effect of the passage of time on the biometric measurements used
in the identification process) and template ageing (changes occurring across the time
elapsed between enrolment; when the template is created and used; when the current
measurement values are matched against those stored on the template) are important
in a practical context, and may have a variety of implications for practical biometric
systems. For example, in the iris-based biometric studies by Erbilek et al. [166] ,
it has been clearly demonstrated that physical ageing effects on iris-based biometrics
are primarily the result of the physiology of pupil mechanisms, with pupil dilation
responsive decreasing with age, a mechanism which actually tends to improve the
performance of iris biometric system.
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A novel template ageing scheme by linear transformation is proposed here. The
idea behind the proposed template ageing is to create a new estimated feature vector
and compare with the image to be verified. This idea is extensively investigated using
two recognition systems. Datas were taken from the MORPH-II database and consists
of images of individuals at the three years intervals.
The organization of this chapter is as follows: A mathematical framework for the
use of template ageing is presented in Section 5.2. All necessary steps to calculate
the transformation matrix relationship are also explored in this section. The template
ageing based on linear transformation is also derived in the same section. Two face
recognition systems using the feature template ageing are proposed in Section 5.3.
Section 5.4 presents the effect of gender and age groups based on the proposed template
ageing scheme. Finally, Section 5.5 looks into key summarised remarks of this chapter.
5.2 Proposed scheme
In this section, a modified face recognition system has been introduced. The pro-
posed modification introduces a transformation so that the natural variation between
the enrolled and the verification data (due to ageing) is minimised in order to improve
the system performance.
5.2.1 System block diagram
A typical face recognition system comprises of four modules such as image acquisi-
tion, pre-processing and normalization, feature extraction, and matching. For instance,
individuals who are enrolled (based on enrollment stage) present samples of their bio-
metric data to the system which initially involves the acquisition, pre-processing and
feature extraction modules. Then extracted features (biometric templates) are stored
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in the database in order to be ready for authentication purposes. After some period of
time when an individual needs to be verified by the biometric system (authentication
stage), firstly the individual presents her/his biometric data again to the system which
involves the acquisition, processing and feature extraction modules. Finally, extracted
features are compared against the stored templates, and the individual’s claimed iden-
tity would be verified/denied which involves the database and matching modules. The
matching module compares the acquired test image with relevant ones in the tem-
plate database and generate a decision based on the similarity of both images. In the
proposed system, an additional module is introduced to artificially age the enrolled
templates prior to comparison by the matcher as shown in Figure 5.1. The motivation
is to reduce the variation between the enrolled and test data in order to achieve a more
reliable matching outcome.
Figure 5.1 Proposed face recognition system with template ageing
5.2.2 Proposed template ageing transformation
Let E be an enrolled template represented by an n-dimensional feature vector
E = e1, e2, e3, . . . , en and V be a test data. Let, V = v1, v2, v3, . . . , vn which is acquired
after a certain time interval in a conventional biometric system..
Both feature vectors, E and V are compared and if the similarity is greater than
a pre-set threshold, θ, the test data is accepted as a genuine sample. In other words,
let similarity score δ = distance(E, V )
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if δ ≥ θ, then sample is genuine
else δ < θ, then sample is rejected.
As ageing causes large variation between E and V , there is a high probability that
even for a genuine user, δ will fall below the threshold which causes the sample to be
rejected.
Suppose there exists a linear mapping T : Rn → Rn, such that, it transforms E
in such a way that δV,E < δV,T (E). The outcome of this linear mapping will reduce
the probability that a genuine user will be rejected. Let the artificially aged template
T (E) be represented by R.
Conversely, this property allows show to determine how a matrix acts as a mapping.
If we have a matrix A = (a1, . . . , an) where ai are the column vectors of A, then the
action of the mapping induced by multiplication by A will be Aei = ai Multiplying A
by the ith standard basis vector has the effect of selecting the ith column of A.
It can clearly see the action of the mapping in this way; the matrix maps the ith
standard basis vector to it’s ith column.
Let us assume, the variation (due to ageing) between E and V can be represented
by a linear transformation such that,




where aij are scaler quantities. We can then show v using the relationship as in
Equation 5.2.
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a00 a01 a02 · · · a0j
a10 a11 a12 · · · a1j











1 v1 v2 v3 · · · vn
]
(5.2)
We propose to use this transformation A to artificially age an enrolled template
before any comparison.
Now, for identity authentication, let the similarity score δe = compare(T (E), V )
and
If δe ≥ θ, then sample is genuine
Or else δe < θ, then sample is rejected.
5.2.3 Transformation parameter estimation
The transformation matrix A can be derived from a set of known samples, using the
least square approximation technique, by minimizing the error between the observed
and estimated feature values.
errorε2 = Σ(V − a0i − ΣaijEi)
2 (5.3)
where aaj should be such chosen that ε
2 is minimum.
Hence, by setting ∂ε
2
∂aij
= 0 we can then deduce the transformation matrix A by
solving the systems of linear equations shown in Equation 5.4.
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
N Σe1 Σe2 Σe3 · · · Σen
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5.2.4 Feature vector partition
In order to obtain A, there should be m known sample pairs of E and V , where
m ≥ n+1. There may be cases, where the feature vector dimension is quite large and
there may not be sufficient known samples available to obtain T . In such cases, we
may split the feature vector into k partitions such that each partitions will have its
own A and combined all the A′s into a feature vector . This is shown in Figure 5.2.
Figure 5.2 Feature vector partition
5.3 Experimental setup
There are two different face recognition algorithms implemented to explore the
performance of the proposed template ageing technique. These are Gabor Principal
Component Analysis (GaborPCA) and Local Pattern Patterns (LBP).
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For the first system, Gabor filters [129] were used for feature extraction in the
face recognition scheme. A set of 40 Gabor filters with 8 different frequencies and 5
orientations were used for the feature extraction. The feature vectors consist of the
Gabor magnitudes extracted and resulting feature dimension is where training samples
are limited, it is difficult to model class distributions well if the feature vectors are too
large. Use of a feature reduction scheme can reduce the complexity of the task and
hence improve the performance of a system. For this study, Principal Component
Analysis (PCA) have been used. PCA uses an orthogonal linear transformation to
convert a feature vector (possibly with correlated elements) into a set of uncorrelated
values in a lower dimensional space. More details of PCA technique can be found in
Section 3.5.1.
For the GaborPCA algorithm, the Euclidean distance between the test data V and
the enrollment data E(orT (E)) are used as given by equation 5.5.
eucn =
√
(V1 − T (E)1)2 + (V2 − T (E)2)2, · · · , (Vn − T (E)n2 )
2 (5.5)
where V = V1, V2, . . . , Vn and T (E) = e1, e2, . . . , en
On the second system, Local Binary Patterns(LBP) are used as the feature. In
this particular implementation, the LBP parameters and other settings that have been
chosen are as follows:
• LBP operator. In this experiment, the LBP u,2(8,1) operator was used to limit the
length of the feature vector.
• Uniform LBP patterns. The total feature vector for an image contains
k2(P (P − 1) + 3) bins.
• Face regions. The images are divided into k regions; as such the length of the
feature vector becomes k times larger, in this experiments the images are divided into
49 regions.
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• Region weights. As shown in the Figure 3.15 in Section 3.4.4, regions with
mainly background pixels are excluded out by assigning them zero weights. The eye
and mouth-regions are assigned with the highest weight, because in the numerous trial
and testing, it was found that the eyes and mouth are probably the most important
characteristic in the ageing for a person. This is the amended weighted LBP used for
this study after running numerous experiments to gain the best results for the effect
of ageing in face recognition system.
For an image which was divided into 49 regions and eight sampling points on the
circles, the feature vector has a size of 2891 bins.
Utilising the LBP algorithm, the χ2 distance is used to compare between the test
data V and aged template data T (E) as shown in Equation 5.6.
χ2n =
∑ (V1 − T (E)1)2
T (E)1
, · · · ,
∑ (Vn − T (E)n)2
T (E)n
(5.6)
where V = V1, V2, . . . , Vn and T (E) = e1, e2, . . . , en
A new subset of images from the MORPH-II database [15] has been adopted to test
the performance of the proposed template ageing method for the two face recognition
systems described above. This was deemed necessary as the previous subset does not
contain a uniform distribution of gender and age groups; the effect of which is also
investigated in the following experiments in this chapter.
As all the experiments here investigates the effect of time lapse on performance,
the experiments consisted 160 images where the time interval between enrollment and
verification is 3 years are included in this subset. There are also some images which are
at 1 year intervals. These were only used to assess the base performance of the systems
and these were not used in template ageing process or experiments. 80 subjects were
picked with ages between 20-55 years old at their first enrollment. For example, subject
1 with enrollment age of 20 and three years later as the age of 23 were used for testing.
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There were 50 males and 30 females, while there were 45 peoples (aged between 33 55
years old (the “mature” group) and 35 subjects were aged between 2032 years old (the
“young” group). Table 5.1 shows the demographic breakdown of the dataset.
Table 5.1 Demographic breakdown of the dataset
Description Mature Young
Male 29 21 50
Female 16 14 30
45 35 80
5.4 Experimental evaluation
Only the verification scenario has been investigated in this study. For compar-
ative analysis, only the Genuine Accept Rate (GAR) and False Accept Rate (FAR)
will be reported. In a biometric verification scenario, GAR denotes the portion of
the genuines accepted as genuine whereas False Accept rate (FAR) is the fraction of
impostors users accepted as genuines. The FAR and GAR depend on the operational
threshold. For comparative analysis, GARs at thresholds set where FARs are 0.01 and
0.05 respectively will be utilised.
5.4.1 Effect of the proposed template ageing scheme
The first experiment assesses the effect of ageing as the interval between enrollment
and verification images increases. Table 5.2 represents performance degradation of
the face recognition systems as the age intervals increases when no template ageing
has been corporate. The performances at 1 year interval has also been included for
comparison. The verification rates (GAR) presented here are for FAR =0.01 and
Chapter 5. Template Ageing using Linear Transformation 115
FAR= 0.05 values. The notation used in the age intervals explained the present time
of enrollment taken for an individual and the same individual after a period of year(s)
later. For instance, (0, 1] means the time intervals of subject A taken between present
time(enrollment) and 1 year later.














From the observations, it is evident that as the age interval increases the recognition
performance decreases quite significantly. With the GaborPCA algorithm , GAR at 1%
FAR after 1 year interval is 0.83 compared to LBP with 0.86. The GAR for both the
algorithms decreases to an average of 0.43 and 0.47 respectively (i.e almost half) when
the interval between training and testing data increases to 3 years. Similar trend was
also noticed when FAR=0.05, of the two schemes LBP algorithm performed relatively
better than GaborPCA algorithm. With GaborPCA algorithm, the GAR reduced to
half when the time intervals increased from 1 year to 3 years between enrollment and
verification.
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In Table 5.3, the template transformation method are applied in this experiments.
In this experiment, all the available image pairs with 3 years interval were first used
to obtain the ageing function. Subsequently, the transformation was applied during
the test. It can be seen that both the algorithms observed an increment in their
performance. For the GaborPCA algorithm, the genuine accept rate increases from
0.43 to 0.68 at FAR=0.01, while for LBP the increment is smaller and increases GAR
from 0.47 to 0.62. However, in this experiment, GaborPCA showed a larger increment
compared to LBP algorithm. The GaborPCA algorithm has a constant improvement
of 0.25 at FAR=0.01 and 0.32 at FAR=0.05.
When observing the FAR =0.05 both algorithms represent a slight improvement
when comparing between enrollment and 1 and 3 years age intervals. In the 1 year age
interval both algorithms have a GAR of 0.90, when template ageing was in-cooperated
the GAR has been noticeably improved with at 0.08 for LBP and 0.32 for GaborPCA
algorithms. Eventhough this is for the whole dataset in the testing experiments, it can
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be observed that GaborPCA algorithm performed better with GAR of 0.07 when the
FAR threshold changes from FAR=0.01 to FAR=0.05.
The following experiment further explores the use of a smaller and disjoint set of
data for estimation of A. The populations are segmented into disjoint training and test
sets and the results are presented in Table 5.4. Each experiment was run 5 times each
with random partitions data and the mean GAR and associated standard deviations
are reported. The choice of this number of run was chosen, as it was found that after
running different set of experiment, 5 times is the recommended method for cross
validation purpose.













0.50 ( ±0.01) 0.52 (±0.03)
0.05 0.51 (±0.02) 0.54 (±0.05)
0.01
60
0.51 (±0.02) 0.53 (±0.04)
0.05 0.59 (±0.03) 0.64 (±0.06)
It can readily be observed that as the training size increases, the system accuracy
increases dramatically. This can be noted that in the LBP algorithm, when FAR=0.01,
it initially verify from 0.50 to 0.52 in the 40 subjects training set while as the subjects
increases to 60 subjects the GAR increases from 0.51 to 0.54. As the FAR increases
to 0.05, the GAR for this algorithm were improved from 0.59 to 0.64. This can be
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compared to 0.54 during FAR =0.01. The gain through the proposed template ageing
is rather limited here which may be attributed to the smaller training data but needs
further investigation. Although the gain is limited, it can be noted that the standard
deviation for each result shows minimum changes (range between 0.01 to 0.06) and
thus it can be taken as an average for each results.














0.05 0.38 (±0.02) 0.44 (±0.04)
0.01
60
0.46 (±0.03) 0.48 (±0.04)
0.05 0.54 (±0.04) 0.57 (±0.05)
In the case of GaborPCA algorithm as stated in Table 5.5, it can readily be observed
that as the subjects in the training size increase, the system accuracy has less favourable
results compared to the LBP algorithm. In the FAR=0.01 threshold, it has initially
verified that GAR increases from 0.36 to 0.41 in the 40 subjects training set while with
60 subjects the GAR increases from 0.38 to 0.44. As the FAR increases to 0.05, the
GAR for both 40 and 60 subjects also improved with an average of 0.09 compared to
0.03 in FAR=0.01. Although, the gain is lower that LBP algorithm, overall GaborPCA
algorithm has a more consistent GAR with an average of increment between 0.02 - 0.05
in the FAR = 0.01 compared to larger gaps in LBP.
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In conclusion, from Table 5.4 and Table 5.5 above, it can be observed that both
algorithms showed an increase in the Genuine Accept Rate. In the FAR=0.01 for 40
subjects, LBP showed an increase of 0.02, however GaborPCA has a better improve-
ment of 0.05 for 50% of the total dataset. Both algorithms show a significant increase
at FAR=0.05 when there are 60 subjects (75% of total dataset) in the training dataset
with 0.64 and 0.57 respectively.
5.4.2 Effect of gender and age groups on the proposed template age-
ing scheme
This section carries out a further detailed experiment focusing on gender and age
groups. The aim of these experiments was to further investigate whether the facial
ageing manifests differently in the population subgroups. For the experiments reported
in Table 5.6, the population are split into gender and age group. There are 50 males
and 30 females in the gender subgroups while 35 “young”(20 - 32 years old) and
45 “mature”subjects ( 33 -55 years old) group in the age category. Initially, all the
available data was used for the estimation of the transformation matrix A.
From the observation as illustrated Table 5.6, all four categories show a significant
increase in system accuracy. The gender category performs slightly better than the age
group. In the gender category, male performs slightly better than the female, the GAR
improved significantly with an average of 0.39 when template ageing was cooperated
into the experiment. Within the gender category, the male shows a double increase
GAR of 0.43 . For the female it was initially recorded a GAR of 0.52 without template
ageing, after applying the proposed template ageing, the GAR has showed an increase
of 0.35.
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Male 50 0.45 0.88
Female 30 0.52 0.87
Age Group
Young 35 0.52 0.82
Mature 45 0.47 0.77
The GAR for age group after template ageing recorded an increment of 0.30 for
both “young” and “mature” age groups. When looking at the age groups category,
both “young” and “mature” , has a constant GAR increment of 0.30. In the “young”
age group, the GAR increases to 0.82 while “mature” age group increases to 0.77.
Within the age group category, “mature”perform slightly better than the “young” age
group of a difference GAR of 0.05.
This can be noted that in the GaborPCA algorithm, the best performer for gender
category is the male gender group with a GAR of 0.88 whereas from the age group
category “mature” age group has an initial verification rate of 0.47 to 0.77 for the all
subjects allocated in the training phrase. .
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Male 50 0.42 0.98
Female 30 0.36 0.91
Age Group
Young 35 0.35 0.95
Mature 45 0.47 0.97
Table 5.7 shows the results obtained from the experiments based on the LBP al-
gorithm. This can also be noted that in the LBP performed consistently well for all
categories with an average GAR of 0.95. The best performer for the LBP algorithm in
the gender category is the male gender with the GAR difference of 0.56. Eventhough
the female shows a lower GAR when compared to male gender, but in terms of im-
provement after applying the proposed template ageing, both genders captured similar
increment of GAR. It is also noted that both “male” and “female” increased more than
double from initial GAR with template ageing.
Within age group category, “mature” age group is the best performer with an
improvement GAR of 0.50. In theory, the “mature” age group should perform better
than “young” age group as the facial features in the older cohort are more notable and
prominent than the younger peer group. In this experiment, although the “young” age
group has a lower GAR when compared to “mature”, however in terms of difference,
“young” shows a triple increment GAR of 0.60.
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In conclusion, it can be observed that LBP algorithm performed better than Gabor-
PCA algorithm when the overall populations is split into smaller population subgroups.
The results show in LBP algorithm has a higher accuracy system of average GAR of
0.95. It is also derived that LBP algorithm performs better in a small segmentation
population as compared to the whole population with the GAR of 0.75 when FAR=0.05
shown in Table 5.3.
In the following experiment, disjoint training and test sets were used for both the
gender and age grouping categories. In the male gender group , 29 samples were used
in training (remaining 20 for test) while in females there were 16 training samples (and
15 test samples) respectively. Similarly, in the age groups, the “young” category there
are 21 training samples (and 15 test samples) while in the mature age group there
were 24 samples for training data (remaining 20 for test). All the experiments were
carried out for 5 simulation runs with random partition of the data and mean standard
deviation of the GAR values are reported here for FAR=0.05.
Table 5.8 Verification performance using disjoint training and test













Male 29 0.59(±0.03) 0.65(±0.02)
Female 16 0.28(±0.02) 0.28(±0.03)
Age Group
Young 21 0.31(±0.05) 0.32(±0.06)
Mature 24 0.56(±0.03) 0.63(±0.04)
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Table 5.8 shows the corresponding GAR values with and without template ageing
for GaborPCA algorithm. Despite the smaller training set, the GAR rate increased
noticeably for some of the categories. This can be noted that with the GaborPCA the
gain is relatively small when compared to Table 5.9. In the gender category, the male
has an increment of 0.06 whereas female have no changes in GAR after implementing
the proposed template ageing. On the other hand, the gain by the proposed template
ageing is much more obvious. With the exception of the female gender group, all
the remaining groups experienced large increase in their GAR values. For the male
population the GAR value increases to 0.65. It is also evident that the female gender
category performed rather poorly for both the algorithms with or without template
ageing. The template ageing, in fact, even decreased in sample sizes, the GAR are still
achievable. This may again be attributed to the very small training data set that was
available, but most likely this is due to the fact that the ageing process is reflected in
a more complex way on the extracted feature than the linear transformation proposed
here. But it is evident that the ageing process is different for each of these subcategories
as evidenced by their larger gain in GAR when group specific ageing transformation
had been introduced. Further gain may be achieved by increasing the granularity
of these categorizations even with the proposed method and also by providing more
training data.
Table 5.9 tabulated the corresponding GAR values with and without template
ageing for LBP algorithm. Due to a smaller dataset all of the categories using LBP
algorithm have a lower GAR when testing without the template ageing approach.
When applying the template ageing, there is an improvement for all of the categories.
In the “mature” age group, it can be seen that there is an increase GAR of 0.13 with
20 testing samples.
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Table 5.9 Verification performance using disjoint training and test













Male 29 0.45(±0.05) 0.65(±0.04)
Female 16 0.27(±0.05) 0.32(±0.06)
Age Group
Young 21 0.34(±0.04) 0.47(±0.04)
Mature 24 0.43(±0.03) 0.64(±0.03)
Within the age group category, “mature” age group is the best performer with
an increase GAR of 0.21 when applying the proposed template ageing approach into
the face recognition system. It can be seen that during the division of subjects in
Table 5.5, when there was 50% of subjects in the training samples , the GAR showed
an improvement from 0.51 to 0.54. Similarly, when applying the comparable scenario of
≈ 50% testing samples in the disjoint tarining/testing dataset, the male gender (29 out
of 50 subjects) and“ mature” age group (24 out of 45 subjects) performed slightly better
in smaller population. The male achieved a GAR of 0.65 while “mature” achieved a
GAR of 0.64.
It can be observed that as disjoint training and test sets were used, both GaborPCA
and LBP algorithms does not perform well. This is due to the lack of images per
subject that are in the training samples. However, it is noted that “male” group for
both algorithms observed an increased of GAR when the population are segmented into
gender (without template ageing) compared to all population in the training samples
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being used in the implementation. It can be observed that LBP algorithm performed
better than GaborPCA algorithm when the overall population is split into smaller
population subgroups.
In conclusion, when comparing between 2 different face recognition algorithms,
it can be seen that LBP algorithm has a better accuracy in terms of overall experi-
ments. GaborPCA algorithm performs better in larger population category whereas
LBP works better in a smaller population.
5.5 Conclusion
The aim of this study was to investigate the relative performance of two different
feature extraction and matching algorithms for three (3) age intervals subjects using
transformation matrix method. The experiments used a facial image database con-
taining face images acquired from enrollment age to within 3 years period. It was
observed that system performance improved significantly when “male” and “mature”
age groupings were introduced and classification schemes were deployed to compare
the two distinctive feature selection. It was also testified that for this dataset the GAR
at 0.01 and 0.05 FAR was highest for the all the experiments except “female” gender.
The highest verification rate for GaborPCA is 0.65 which is male population and sec-
ond performer is GAR of 0.63 for “mature” age grouping. For the LBP algorithm, the
highest verification rate similarly falls under male population with a GAR of 0.65 and
“mature” age population with 0.64. Further work will explore how an adaptive system
can be designed to harness this age dependency for maximum recognition performance.
In the next chapter a novel template ageing using non-linear transformation will
be presented.
CHAPTER 6
Template ageing using non-linear transformation
6.1 Introduction
This chapter presents a novel feature-based template ageing scheme using non-
linear transformation technique. Here Neural Networks (NN) are used to capture the
underlying ageing transformation between the enrollment and verification samples. In
Chapter 5, we investigated the performance degradation in facial recognition due to
age interval between the enrolled and the test samples and attended template ageing
using a linear transformation system to overcome the problem. As there are limitations
in the linear transformation, in general, a linear forward problem will not necessarily
be shift-invariant and size of image and data spaces are different. This chapter will
explore a similar relationship using an non-linear mapping method. As before, the
feature vector from enrollment and feature vectors extracted after a time lapse were
used to estimate the transformation matrix which relate the enrollment to the latter
age.
The organization of this chapter is as follows: The introduction of Neural Net-
work and associated back-propagation algorithms are explained in Section 6.2. The
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experimental setup and results presented in Section 6.3. It also includes experimen-
tal results when soft biometrics are added. Also multi-classifier schemes are tested
in Section 6.3.2. Finally some concluding remarks for the chapter are provided in
Section 6.4.
6.2 Neural Network
A Neural Network (NN) is a powerful data modeling tool that is able to cap-
ture complex input/output relationship. The neural network technology stemmed to
develop an artificial systems. The network is composed of a large number of highly in-
terconnected processing elements, called neurons, working in parallel to solve a specific
problem.
Initially, random weights and thresholds are assigned to the network. These weights
are updated every iteration in order to minimize the cost function or the mean square
error between the output vector and the target vector. Figure 6.1 shows the architec-
ture of a typical feed-forward neural network.
In general, the parameters of a neural network, i.e. the weights and biases, are
learned using a training data set. However, as the space of possible weights can be
very large and of high dimension the analytical determination of these weights might
be very difficult or even infeasible.
There are two principal training modes which determine the way the weights are
updated:
• Online training: After presentation of each training example, the error is calcu-
lated, and the weights are updated accordingly.
• Oﬄine training: The whole training set is propagated through the NN, and
the respective errors are accumulated. Finally, the weights are updated using the
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Figure 6.1 Neural network architecture
accumulated error. This is also called batch training.
A successful face recognition methodology depends heavily on the particular choice
of the features used by the pattern classifier. The Back-Propagation is the best known
and widely used learning algorithm in training Multilayer Perceptrons (MLP) [170].
The MLP refer to the network consisting of a set of sensory units (source nodes) that
constitute the input layer, one or more hidden layers of computation nodes, and an
output layer of computation nodes. The input signal propagates through the network in
a forward direction, from left to right and on a layer-by-layer basis. BPNN are capable
of approximating arbitrarily complex decision functions. Back propagation performs a
gradient descent within the solution’s vector space towards a global minimum.
In the context of neural networks, the BPNN algorithm has initially been presented
by Rumelhart et al. [171]. It is a supervised learning algorithm defining an error
function and applying the gradient descent technique in the weight space in order
to minimize error. The combination of weights leading to a minimum of error is
considered to be a solution of the learning problem. Note that the BP algorithm does
not guarantee to find a global minimum which is an inherent problem of gradient
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descent optimization.
The BPNN algorithm though which a neural network learn the input-output re-
lationship, involves two phases. During the first phase, the input vector is presented
and propagated forward through the network to compute the output values fc for each
output unit. This output is compared with its desired value, resulting in an error
signal δi for each output unit. The second phase involves a backward pass through
the network during which the error signal is passed to each unit in the network and
appropriate weight changes are calculated.





















Other activation functions e.g. hyperbolic tangent activation may also be employed
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If the error is less than a predefined limit, training process will stop; otherwise
weights need to be updated.
For weights between hidden layer and output layer, the change in weights is given
by
∆wij = αδihj (6.6)
where α is learning rate coefficient that is restricted to the range [0.01, 1.0]. The
learning coefficient α controls the size of a step against the direction of the gradient.
If α is too small, learning is slow; if too large, the process of the error minimization
can be oscillatory. Here, hj is the output of neuron j in the hidden layer and δ can be
obtained by
δi = (ti − fi)fi(l − fi) (6.7)
where fi and ti represents the real output and target output at neuron i in the output
layer respectively. Similarly, the change of the weights between hidden layer and input
layer is given by
∆wij = βδHigj (6.8)
where β is a training rate coefficient that is restricted to the range [0.01,1.0], gj is the
output of neuron j in the input layer. δHi can be obtained by




After calculating the weight change in all layers, the weights can be simply updated
by
wij(new) = wij(old) + ∆wij (6.10)
Updating hidden units process is repeated for each instance in the training set until the
error for the entire system is acceptably low, or the predefined number of iterations
is reached. To effectively increase the learning rate is to modify the delta rule by
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including a momentum term.
∆w(N + 1) = d∆w(N)− α∇E(w(N)) (6.11)
where d is a positive constant,0 ≤ d < 0.9, termed the momentum constant and this
is called the generalized delta rule.
Feedforward networks often have one or more hidden layers of sigmoid neurons
followed by an output layer of linear neurons. Multiple layers of neurons with nonlinear
transfer functions allow the network to learn nonlinear and linear relationships between
input and output vectors.
Figure 6.2 Cascade Forward Back propagation Network
CFBPNN models shown in Figure 6.2 and Figure 6.3 are similar to feed-forward
networks, but include a weight connection from the input to each layer as well as from
each layer to the successive layers. For example, a three layer network has connections
from layer 1 to layer 2, layer 2 to layer 3, and layer 1 to layer 3. The three-layer
network also has connections from the input to all three layers. The additional con-
nections usually improve the speed at which the network learns the desired relationship
[172]. CF artificial intelligence model is similar to feedforward backpropagation neural
network in using the backpropagation algorithm for weights updating. Tanh-sigmoid
transfer function, log - sigmoid transfer functions were used to reach the optimized
status [172].
Al-allaf et al [173] used CFBPNN as part of their face recognition implementation
but it did not perform well when compared to other neural network. In this research,
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we will further explore this model for face ageing purpose. CFBPNN was commonly
been used in iris recognition before this [174, 175].
Figure 6.3 Cascade Forward Back propagation Network
6.3 Experimental setup
Figure 6.4 Proposed template ageing using back-propagation algo-
rithm
In the proposed system, the Neural Network module acts as a function to artifi-
cially age the enrolled templates and predict an estimation of the time lapse template
in the output as shown in Figure 6.4. The motivation is to reduce the variation be-
tween enrolled and test data using the inherent non-linear transformation of the neural
networks.
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This study explores both the Feedforward backpropagration (FFBPNN) and Cas-
cade forward backpropagation (CFBPNN) artificial intelligence models. They are
trained using the MORPH-II subset which consisted of face images acquired at 3
years intervals. Five different optimization ANN training algorithms were used to
train the two models separately to identify the model with the best results for the face
recognition system:
• Resilient backpropagation (TRAINRP)
• Conjugate gradient backpropagation with Fletcher-Reeves(TRAINCGF)
• Gradient descent with momentum (TRAINGDM)
• Conjugate gradient backpropagation with Powell-Beale (TRAINCGB)
• Basic gradient descent (TRAINGD)
For comparative analysis, we only reported the Genuine Accept Rate (GAR) and
False Accept Rate (FAR). We will be reporting, for our comparative analysis here,
GARs at thresholds set where FAR is 0.05. The number of nodes in input layer is
equal to the dimension of the feature vector incorporating the GaborPCA or LBP
features.
6.3.1 Experimental evaluation
Various parameters assumed for the network are as follows:
• No. of Input unit = LBP/ GaborPCA feature vector
• Training Function = Traingdm/traingd/ traincgf/traincgb/trainrp
• No. of Output unit = LBP/ GaborPCA feature vector
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• Hidden layer Transfer Function = log-sigmoid
• Output layer Transfer Function = tanh-sigmoid
• Learning Function = Least mean squared (LMS)
• No. of epoch = 1000
• Optimum value of goal = 0.01
• Ratio for training, validation,testing = 0.70, 0.15, 0.15
• Training Set: this data set is used to adjust the weights on the neural network.
• Validation Set: this data set is used to minimize overfitting.
• Testing Set: this data set is used only for testing the final solution in order to
confirm the actual predictive power of the network.
The FFBPNN and CFBPNN trained present fast convergence and the training
process terminated within 1000 epochs, with summed squared error (SSE) reaching
the pre-specified goal. In the transfer function, log-sigmoid and tanh-sigmoid function
are used at all neurons in hidden layer and output layer respectively. The output of
Gabor wavelet is an image vector of size 10240 and the output of LBP is an image
vector of size 2891.
Comparison of GaborPCA and LBP based schemes for all populations were already
presented in Table 5.3. It can be observed that without the template ageing the GAR is
quite low. With linear template ageing the performance improved improved noticeably
and the GaborPCA performed slightly better than LBP feature vectors
Table 6.1 shows how the performance improves further when a non-linear template
ageing is included in the scheme. From the observation, CFBPNN performed slightly
better than FFBPNN in both face recognition algorithm. It can be noted that the time
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taken for CFBPPN to train and test the ANN has an average of 10 seconds faster than
FFBPNN algorithm. In related to BPNN algorithms, LBP performed significantly
better than GaborPCA. It can be observed that both GAR has a difference of 0.10
when comparing between both algorithms.







FFBPNN Time in sec CFBPNN Time in sec
GaborPCA 0.44 0.76 0.78 57 0.80 51
LBP 0.67 0.75 0.88 61 0.90 47
Figure 6.5 shows the variation of GAR when varying the number of neurons in
the hidden layer with GaborPCA and LBP characterization. In order to show the
importance of processing elements,the BPNN was trained with variable hidden units
from 2 - 300. For a large number of neurons (20 - 300) in the hidden layer, it was
observed that it produced a large error, so accuracy is low. The BPNN generalize
poorly. After 10 neurons, error came back to the levels of a system with only 3
neurons in the hidden layer. When there are too many neurons, poor performance is a
direct effect of overfitting. The system overfits the training data and does not perform
well on novel patterns.
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Figure 6.5 GAR with GaborPCA and LBP for BPNN algorithm
Once the initial experiments were carried out using both GaborPCA and LBP
features, it was decided to carry out further detailed experiments incorporating on
soft biometrics. The aim of these experiments was to further investigate to see if the
performance of the methods could be improved when soft biometric information is
available.
In Table 6.2, the subjects were split into gender and age group categories. There
are 50 males and 30 females in the gender group while 35 subjects in the “young” and
45 subjects in the “mature” age group. Each experiment was run 5 times each with
random partitions data and the mean GAR and associated standard deviations are
reported.
From Table 6.2, it can be noticed that there are significant improvement when
BPNN is implemented for both the feature schemes. The increments are obvious
in the “male” and “mature” categories with about 50% increase when compared to
no template ageing. In the gender grouping, both “male” and “female” showed an
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improvement when comparing to linear template ageing in Table 5.8. The “female’
groups showed a GAR increase of 0.64 compared to linear template ageing with GAR
of 0.28. This can be evidently proved that “male” group are more stable in their facial
features and it has a significant consistent improvement.





TRAINRP TRAINGDM TRAINCGF TRAINCGB TRAINGD
All 0.85(±0.04) 0.88(±0.03) 0.83(±0.03) 0.83(±0.03) 0.86(±0.03)
Male 0.96(±0.03) 0.85(±0.02) 0.80(±0.04) 0.80(±0.02) 0.85(±0.03)
Female 0.88(±0.03) 0.92(±0.04) 0.83(±0.03) 0.82 (±0.03) 0.81(±0.02)
Young 0.89(±0.02) 0.83(±0.03) 0.74(±0.04) 0.75(±0.04) 0.82(±0.03)
Mature 0.94(±0.03) 0.93(±0.04) 0.85(±0.01) 0.84(±0.03) 0.87(±0.02)
When looking at the age groups category, the “young” group has increased GAR
by 0.57 (in TRAINRP function) compared to linear template ageing. This can be seen
that after applying a non-linear template ageing, all of the groups performed favourably
in GaborPCA algorithm. Overall, the 2 best performers are from TRAINRP and
TRAINGDM.
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TRAINRP TRAINGDM TRAINCGF TRAINCGB TRAINGD
All 0.90(±0.03) 0.94(±0.03) 0.95(±0.04) 0.94(±0.03) 0.95(±0.02)
Male 0.92(±0.04) 0.93(±0.02) 0.90(±0.02) 0.91(±0.04) 0.93(±0.04)
Female 0.89(±0.03) 0.92(±0.02) 0.92(±0.04) 0.90(±0.02) 0.93(±0.03)
Young 0.83(±0.02) 0.84(±0.04) 0.84(±0.03) 0.88(±0.03) 0.90(±0.03)
Mature 0.90(±0.04) 0.94(±0.03) 0.93(±0.03) 0.92(±0.02) 0.94(±0.04)
For FFBPNN algorithm with LBP feature, Table 6.3 presents the 5 different types
of training functions when compared to soft biometric scenario. It can be noted that
“female” group preform better in LBP compared to GaborPCA using FFBPNN algo-
rithm. The two best performers associated with TRAINGDM and TRAINGD training
function. When comparing with GaborPCA, both“young” and “mature” in the age
groups performed slightly better in LBP. It is interesting to note that grouping using
soft biometrics achieved a high GAR accuracy of 0.93 on average.
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TRAINRP TRAINGDM TRAINCGF TRAINCGB TRAINGD
All 0.90(±0.04) 0.83(±0.01) 0.89(±0.01) 0.88(±0.01) 0.80 (±0.01)
Male 0.93(±0.03) 0.84(±0.31) 0.82(±0.04) 0.85(±0.02) 0.94(±0.03)
Female 0.92(±0.01) 0.93(±0.04) 0.93(±0.03) 0.89(±0.03) 0.93(±0.01)
Young 0.71(±0.02) 0.56(±0.02) 0.85(±0.01) 0.71(±0.04) 0.84(±0.01)
Mature 0.92(±0.01) 0.79(±0.04) 0.83(±0.01) 0.88 (±0.01) 0.83(±0.02)
Since LBP algorithm performed better in BPNN models, the following experiment
shown in Table 6.4 further explores LBP in CFBPNN models. From the observation,
only the “mature” age group perform better when compared to FFBPNN. However,
it can be observed that all of the age grouping perform better when compared to
GaborPCA FFBPNN. It is also noted that it takes a resonably shorter time to run the
experiment in CFBPNN compared to FFBPNN.
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6.3.2 Multi-Classifier Fusion
Figure 6.6 A multi-classifiers scheme using different template ageing
scheme
It was evident so far that different BPNN schemes performed better for different
soft biometric with different settings. The following experiments shall explore whether
a multi-classifier approach can produce even better accuracy rates from the template
ageing scheme proposed. In the multi-classifier fusion scheme, features extracted from
each image are compared to stored template aged by different BPNN schemes and
the resulting scores are combined for the final decision. The scheme is illustrated in
Figure 6.6. In this section, there will be various experiments to show the effect of face
ageing when different types of BPNN algorithms are combined in each experiments.
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We only explored the fusion of the superior performing training functions and soft
biometric sub-groupings in these experiments.












Sum 0.97(±0.01) 0.94(±0.01) 0.93(±0.03)
Product 0.89(±0.03) 0.92(±0.03) 0.89(±0.03)
Female
Sum 0.93(±0.05) 0.93(±0.01) 0.91(±0.02)
Product 0.89(±0.04) 0.86(±0.02) 0.88(±0.03)
Young
Sum 0.82(±0.02) 0.89(±0.01) 0.84(±0.01)
Product 0.79(±0.01) 0.74(±0.03) 0.72(±0.03)
Mature
Sum 0.94(±0.03) 0.95(±0.03) 0.93(±0.04)
Product 0.91(±0.03) 0.92(±0.04) 0.91(±0.02)
Table 6.5 shows the GAR (at FAR=0.05) obtained from combining scores from two
classifiers for different BPNN training algorithm. The first classifier uses GaborPCA
and second uses LBP. For fusion, both sum and product rule were investigated. Here
only the FFBPNN were used. The highest GARs obtained are highlighted in bold.
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From the observation, TRAINRP and TRAINGDM were the best performers for sum
rule. It can be observed that all soft biometric sub-grouping produced a noticeable
higher GAR values when compared to classifiers with no fusion as shown in Table 6.2
and Table 6.3.
Table 6.6 Fusion results from common feature vector and BPNN

















Sum 0.79(±0.02) 0.92(±0.03) 0.90(±0.03)
Product 0.80(±0.03) 0.93(±0.02) 0.89(±0.03)
Female
Sum 0.78(±0.03) 0.89(±0.03) 0.78(±0.02)
Product 0.79(±0.04) 0.87(±0.01) 0.81(±0.03)
Young
Sum 0.79(±0.04) 0.85(±0.01) 0.83(±0.03)
Product 0.78(±0.03) 0.84(±0.03) 0.84(±0.03)
Mature
Sum 0.81(±0.03) 0.90(±0.03) 0.81(±0.02)
Product 0.82(±0.03) 0.89(±0.02) 0.82(±0.02)
In Table 6.6, the multi-classifier scheme used a common feature vector and one
single type of neural network (BPNN) architecture but different training function were
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incorporated. Again both sum and product rule were explored. It can be readily
observed that TRAINRP and TRAINCGF training functions did not perform as good
as the other 2 training functions in Figure 6.7. However, it can be observed that LBP
FFBPNN algorithm is the best performer for all age groupings. This can be noted
that both sum and product rule. All 4 sub-grouping (i.e. “male”, “female”, “young”
and “old”) performed differently in this training function combinations.
Table 6.7 Fusion results from common feature vector and BPNN

















Sum 0.79(±0.02) 0.96(±0.01) 0.88(±0.04)
Product 0.79(±0.03) 0.94(±0.02) 0.90(±0.03)
Female
Sum 0.76(±0.05) 0.92(±0.02) 0.83(±0.03)
Product 0.79(±0.03) 0.92(±0.03) 0.93(±0.03)
Young
Sum 0.72(±0.03) 0.83(±0.03) 0.79(±0.03)
Product 0.74(±0.03) 0.90(±0.01) 0.82(±0.04)
Mature
Sum 0.85(±0.04) 0.90(±0.04) 0.87(±0.02)
Product 0.86(±0.03) 0.92(±0.01) 0.89(±0.03)
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Table 6.7 presented similar multi-classifier scenario Table 6.6. This experiment fur-
ther explore the fusion of 2 different training functions i.e. TRAINRP and TRAINGDM
using both sum and product rules. From the observation, LBP FFBPNN and LBP
CFBPNN are the best performers for both sum and product rules. When comparing to
no classifier scheme for BPNN algorithm in Table 6.3 and Table 6.4, it can be observed
that only “male” gender group illustrated a noticeable higher GAR values. For the
sub-group of “female” and “young” the GAR value remains the same. However, this
experiments presents a higher GAR when compared to Table 6.6.
The following experiment presented the multi-classifier scheme using the common
feature vector and one single type of neural network (BPNN) but with 3 training
functions were incorporated. Table 6.8 shows the GAR score fusion for the 3 training
functions when combined with 3 BPNN algorithms for both GaborPCA and LBP
feature approaches. In the gender category, it can be seen that product rule produced
a higher GAR compared to sum rule. The noticeable difference in GAR value is “male”
gender group which increased by 2% as compared to single classifier in Table 6.3. In
the age groups category, both “young” and “mature” presented a noticeable increase
in GAR values. The highest GAR value associated with “mature” age groups is in the
sum rule which incorporated in LBP FFBPNN with 98%.
In general, when comparing the proposed multi-classifiers to single classifier using
non-linear transformation, the GAR values for multi-classifier table is noticeably im-
proved and it showed a significant improvement in the template ageing system. This
is evidently proved in the multi-classifiers fusion, in Table 6.8 the 3 training functions
has an overall GAR values increased by 3% in average when compared to Table 6.3 for
LBP FFBPNN algorithm.
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Table 6.8 Fusion results from common feature vector and BPNN


















Sum 0.77(±0.01) 0.94(±0.03) 0.92(±0.03)
Product 0.76(±0.03) 0.97(±0.01) 0.93(±0.02)
Female
Sum 0.76(±0.02) 0.92(±0.03) 0.83(±0.03)
Product 0.76(±0.03) 0.94(±0.01) 0.91(±0.02)
Young
Sum 0.79(±0.02) 0.93(±0.04) 0.84(±0.05)
Product 0.79(±0.04) 0.93(±0.02) 0.85(±0.03)
Mature
Sum 0.90(±0.04) 0.95(±0.01) 0.90(±0.02)
Product 0.89(±0.04) 0.98(±0.01) 0.91(±0.03)
It can be readily observed that LBP FFBPNN has a favorable results compared to
GaborPCA FFBPNN and LBP CFBPNN algorithms. In conclusion, LBP FFBPNN
is the best performers when soft biometric subset is incorporated into the algorithm.
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6.4 Conclusion
For both the BPNN algorithms, it can be seen that both feature approaches have
a higher accuracy when compared to the linear transformation method. In the single
classifier experiments, the GAR are about 90 % accuracy rate for all the sub-categories.
This non-linear method has a reduced execution time which is the main advantages of
Neural Network based template ageing scenario. Neural Networks are more flexible for
solving non-linear tasks. As gradient based method is applied, some inherent problems
such as slow convergence and escaping from local minima are sometimes encountered
here. But this only affects the training/learning phase of the implementation.
It can be observed that, when BPNN algorithms are applied in similar scenario
as in Chapter 5, all of the age grouping showed an increased of about 50% in both
GaborPCA and LBP feature approaches. It is also noted that, in general, LBP worked
better in the non-linear method while GaborPCA was better in linear transformation
schemes.





In this chapter, a summary of the work covered in this thesis is provided. This
will be followed by a discussion of the major findings of this work and suggestions for
future research directions. Section 7.2 will lists the contributions to wider research
field which have been made by the thesis and briefly conclude the findings from the
experiments reported in this thesis. Finally, Section 7.3 discusses some possible future
research directions. [155] [156] [157] [158]
The next sections highlights the significant contributions made to the wider field
of biometrics by the work reported in this thesis, as well as providing some remarks
and directions for future work for researcher in this field.
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7.2 Main contribution
The work presented here explores the effect of face ageing, both lateral and lon-
gitudinal, on facial biometric system. Reported studies related to template ageing
effects in other modalities have agreed that there is generally a considerable reduction
of sample similarity across the time between enrolled and subsequently verified biomet-
ric data. In this thesis, we investigated various types of ageing issues to improve and
provide accurate measure to discriminate between genuine and imposter. Information
from different feature extraction approaches have been combined with novel template
ageing techniques in a fusion framework and evaluated for a number of verification sce-
narios. The multi-classifier approach, combining information from various algorithms
using fusion provided the best results and was seen to compare well with the state of
the art showing the potential effectiveness and viability of this approach. This thesis
also analyse and investigate the effect of ageing in biometric system more broadly and
extensively on various factor such as gender and age grouping and clearly define and
provide insights into how to manage the effect of ageing process for improved reliability
of biometric systems.
The main contributions of this thesis are as follows:
• A comparative study with extensive experimentations how biometric system per-
formance varies for population subgroups especially age sub-groups (lateral age-
ing). This detailed an investigation and analysed the effects of choosing different
age bands to adopt in trying to improve the performance of the biometric system.
The aim has been to identify the impact of age grouping in the long-term inter-
vals of 0-5 years. Additionally, this study presented an in-depth comparison of
using Gabor as the feature extractor with various projection technique variants
in order to determine the performance variation. This proposed approach have
been used as a guide for any subsequent age related analysis for data processing.
• A comparative study with proposition of a multi-classifier framework in lateral
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ageing. The framework provides the results of combining various scheme using
rule based fusion . The results suggest that such combination may be used to
improve the performance of the face ageing biometric systems. The score fusion
based systems performed better than the single classifiers.
• An amended weighted LBP scheme for feature extraction. The weighted LBP
scheme was introduced in Chapter 5 for improving the performance of longitudi-
nal ageing.
• The proposition of two novels template ageing schemes to deal with long time
lapses between enrollment and verification (longitudinal ageing). Chapter 5 pre-
sented a novel template ageing scheme using linear transformation to improve
the performance of biometric system to overcome longitudinal ageing. This was
based on the assumption that there maybe a linear relationship between the fea-
ture vectors of time lapsed face images. If this is true and such relation can be
established. The verification image can be compared with artificially aged tem-
plates for more reliable matching. The approach were extensively investigated
using two face recognition systems with a subset of MORPH-II database. Al-
though only 3 years interval data is used in this study, the idea can be extended
to any age intervals provided appropriate data are available. The template age-
ing schemes also explores the gender and age grouping scenarios to be compared
with the whole population.
• Proposition of a multi-classifier framework to further boost system performance
in the longitudinal ageing scenario. The limited achievements from linear map-
ping encourages the introduction of complex non-linear mapping. Chapter 6
provides details of novel non-linear template ageing using neural networks. Here
we explored the performance results for two different models of BPNN using
template ageing approach. Both face recognition are being used for experiment.
Significant improved performances were achieved. The fusion of several ageing
adjusted approaches were incorporated in a multi-classifier configuration. The
final results were very promising.
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7.3 Recommendation of future works
The research presented in this thesis has aimed to explore and investigate the facial
ageing impact in a biometric systems’ performance. Some possible new research ideas
based on these issues have emerged from the presented contributions in the thesis which
are as follows:
A key issue related to development of ageing methodologies, is the issue of per-
formance evaluation protocols. Another issue that support the idea of evaluation is
the availability of dedicated face database. Ideally the database should pair with the
same age separated images where age separated faces must be captured under identical
imaging conditions so that ageing variation is isolated form other types of variations,
allowing researcher to focus their focus on the problem of age progression.
Future research may also explore extraction of different novel face features such as
hairline and wrinkle especially in the older age groups. This can be further followed
by introducing non-linear transformation approaches such as deep learning model in
face ageing biometric systems.
Considering the experience obtained from study on lateral ageing, some aspects
such as younger population affect the overall performance. This particular age groups
can be further explored on how to minimise the error rate in the biometric system for
teenage population. Eventhough, the experiment looked into gender categories, a pos-
sible scenario that can be look at are the pose variation and ethnicity. A combination
of classification and regression can also be considered to develop a hybrid system.
The experiments carried out in this study only looked at template ageing for a
fixed 3 year time lapse between enrollment and verification. Ideally such a system
should be capable of dealing with any or variable time lapses and a scheme that takes
desire time gap as input would have many useful application.
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In this thesis, two dimensional and static gray scale database images are used,
but in future, three dimensional and time-varying colour images may be recognized by
using real-time setting since ageing could be address more efficiently using 3D models.
Given recent technology advances in smart phones, it is also important to generate 3D
ageing datasets enabling a more systematic experimentation in 3D face ageing.
The proposed template ageing approaches are generic and may be implemented
and fine tuned for other biometric modalities.
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