This paper extends the local polynomial Whittle estimator of Andrews & Sun (2004) to fractionally integrated processes covering stationary and non-stationary regions. We utilize the notion of the extended discrete Fourier transform and periodogram to extend the local polynomial Whittle estimator to the non-stationary region. By approximating the short-run component of the spectrum by a polynomial, instead of a constant, in a shrinking neighborhood of zero we alleviate some of the bias that the classical local Whittle estimators is prone to. This bias reduction comes at a cost as the variance is in ‡ated by a multiplicative constant. We show consistency and asymptotic normality for d 2 ( 1=2; 1), and if the spectral density of the short-run component is in…nitely smooth near frequency zero we obtain an optimal rate of convergence for this setting, i.e. convergence arbitrarily close to the parametric rate. A simulation study illustrates the performance of the proposed estimator compared to the classical local Whittle estimator and the local polynomial Whittle estimator. The empirical justi…cation of the proposed estimator is shown through an analysis of credit spreads.
Introduction
We are interested in semiparametric frequency-domain estimation based on the local approximation
where '(0) 2 (0; 1) and the symbol " "means that the ratio of the left and right hand sides tends to one in the limit. '( ) is an even, positive, continuous function on [ ; ); which can be thought of as the spectral density of the short-memory component of the series of interest. Semiparametric based estimators have been popular for a long time as it is believed that the loss of e¢ ciency, with respect to the parametric estimators, entailed by the local speci…cations may be o¤set by a possible greater robustness. This robustness stems from avoiding the inconsistency in estimating the long-run dynamics that may be caused by a misspeci…cation of short-run dynamics. Under stationarity and modeling '( ) in (1) by a constant G 2 (0; 1), a common semiparametric estimator is the local Whittle (LW) estimator proposed by Künsch (1987) . Robinson (1995b) showed its consistency and asymptotic normality for d 2 ( 1=2; 1=2). Velasco (1999b) extended Robinson's results to show that the estimator is consistent for d 2 ( 1=2; 1) and asymptotically normally distributed for d 2 ( 1=2; 3=4) ; given that the fractional process is of Type I, see Marinucci & Robinson (1999) and Robinson (2005) . Phillips & Shimotsu (2004) show that the LW estimator is consistent for d 2 (1=2; 1] and has a nonnormal limit distribution for d 2 (3=4; 1), and a mixed normal limit distribution for d = 1. When d > 1 the LW estimator converges to unity in probability and therefore is inconsistent, Phillips & Shimotsu (2004) , given that the fractional process is of Type II, see Marinucci & Robinson (1999) and Robinson (2005) . This convergence in probability to unity when d > 1 also holds for log periodogram estimators as shown in simulations studies by Hurvich & Ray (1995) and Velasco (1999a) and theoretically by Kim & Phillips (2006) . That is, in general the LW (or log periodogram) estimator is not a good general purpose estimator when d takes on values in the non-stationary region beyond 3=4: The asymptotic theory is discontinuous at d 2 f3=4; 1g and the estimator is not consistent for d > 1. To avoid the problems when entering the nonstationary region there are several methods available. A simple one is to …rst difference the series before using the semiparametric estimator and then add one to the estimate. This method runs into problems if the series of interest is trend stationary, Shimotsu & Phillips (2005) and Shimotsu (2006) . Tapering the data is another method often implemented and suggested, see Velasco (1999b) and Hurvich & Chen (2000) . Shimotsu & Phillips (2005) introduce what they call an exact local Whittle estimator 1 which is consistent and has the same N (0; 1=4) limit distribution for all values of d if fu t g follows a linear process and the range of the estimator is not wider than 9=2: 2 Instead of using fractional di¤erencing of the data, Abadir, Distaso & Giraitis (2007) use a di¤erent approach …rst noted by Phillips (1999) . That is, to extend the discrete Fourier transform to the non-stationary case and use this in whitening of the periodogram. Abadir et al. (2007) show that when fu t g is linear sequence the extended discrete Fourier transform and periodogram have the same asymptotic behavior for d 2 ( 3=2; 1) :
Our main intent is to analyze a general purpose estimator which is valid in non-stationary cases and models the spectral density of the short-memory component '( ) as a …nite and even polynomial instead of a constant near frequency zero, thereby achieving a reduction in bias compared to estimators that model the spectral density of the short-memory component by a constant in a shrinking neighborhood of zero. An even polynomial is used because the spectrum is symmetric around zero. In extending the local polynomial Whittle (LPW) estimator of Andrews & Sun (2004) to the non-stationary region we use the notion of the extended discrete Fourier transform and periodogram as in Abadir et al. (2007) . We call the new estimator the extended local polynomial Whittle (ExtLPW) estimator. In establishing consistency and asymptotic normality for the estimatord we follow the method set out by Andrews & Sun (2004) . Given that the generating process is linear, the same central limit theorem argument as in the stationary case jdj < 1 2 derived by Robinson (1995b) holds; although, not for d 0 = 1 2 ; 3 2 ; ::: . We establish consistency and asymptotic normality for d 0 2 ( 1=2; 1) : Furthermore, if '( ) is in…nitely smooth near frequency zero, the rate of convergence can become arbitrary close to the parametric rate. The simulations reveal that our proposed estimator is superior when considering possible short-run contamination and non-stationary values of d: Furthermore, an analysis of credit spreads demonstrates the usefulness of the estimator.
The remainder of the paper is structured as follows: Section 2 gives a short introduction to the LPW estimator of Andrews & Sun (2004) . Section 3 expands the usual stationary framework to the non-stationary framework, thereby de…ning the ExtLPW estimator. Section 4 states the assumptions needed in showing consistency and asymptotic normality. Section 5 introduces the theorem for consistency and asymptotic normality. Section 6 presents the results from a small simulation study. Section 7 provides an empirical investigation of potential long memory properties of treasury yield and yields on corporate bonds, spreads over treasury and spreads between corporate yields. Section 8 concludes.
is uniformly bounded away from zero, see Shimotsu & Phillips (2005) . 3 
The local polynomial Whittle approach
De…ne at the jth frequency j = 2 j n ; for 1 j m; the discrete Fourier transform (DFT) and periodogram of X t as
I ( j ) = j!( j )j 2 ; 
where P r ( j ; ) = P r 
Then concentrating U n (d; G; ) with respect to G we can write the likelihood function as
Thus, Andrews & Sun (2004) propose to minimize (6) over the admissible set
where is compact and convex set in R r : As shown by Andrews & Sun (2004) the asymptotic variance ofd is in ‡ated by a multiplicative constant.
It should be noted that it is not necessary to correct for an unknown mean of fX t g as we only compute the DFT at the frequencies j = 2 j n ; for j = 1; :::; m; where m is such that 1=m+m=n ! 0 as n ! 1, rendering the log-likelihood local to frequency zero. This general result only holds for stationary values of d: Assuming an unknown mean of the generating process when we are in the non-stationary region is the same as saying that the data generating process is free of linear trends, in the usual setup of e.g. Robinson (1995b) and Andrews & Sun (2004) .
The di¤erence between the objective function de…ned in Robinson (1995b) 
where fu t g is a second order stationary sequence with spectral density
as ! 0; where G 0 2 (0; 1) :
De…ne the extended DFT and the extended periodogram of a time series fX t g evaluated at the Fourier frequencies j = 2 j n ; where j = 1; :::; n; by
where w x ( j ) is the usual DFT de…ned as
and the correction term c( j ; d) takes on constant values on the intervals d 2 D p := [p 1=2; p+1=2); p 2 N and is de…ned by
where
In the computation of the step function c( j ; d) we have to enumerate the data depending on what
we are interested in. This is apparent from looking at (16) , for example when p = 2: That is, X i+1 ; X i+2 ; :::; X n where i = (0 _ bd 2 1=2c) : The usual DFT, (13) is always computed using the enumeration fX t g 
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From this de…nition it is clear that
Then following Lemma 5, De…nition 1 and (11) the extended DFT has the property that
where ! u ( j ) is the DFT of the stationary sequence fu t g. From Lemma 5(i), it follows that
where the second equality follows from De…nition 1. Then the de…nition in (11) follows trivially. Denote the rescaled extended DFT by
Equation (19) and Lemma 6 show that the asymptotic behavior of the rescaled extended DFT and periodogram is the same for all d 0 2 ( 1=2; 1), given that the generating process is linear: Then ifd p ! d 0 ; together with the de…nition of the extended DFT imply that
This follows because c( j ; d) is a step function and therefore constant on the intervals d 2 (p 1=2; p + 1=2) for p 2 N: This considerably eases the estimation as we are left with the same estimation procedure as in the stationary case. In the stationary case the ExtLPW estimator collapses to the LPW estimator of Andrews & Sun (2004) . Similarly to Robinson (1995b) , Andrews & Sun (2004) and Abadir et al. (2007) this estimator is based on the whitening principle of the periodogram, by extending the DFT to the non-stationary case. That is, similarly to the stationary case, Robinson (1995b) and Andrews & Sun (2004) , the ExtLPW estimator is based on the behavior of the random variables
Then given the spectral density of the second order stationary sequence fu t g ;(10), the …rst moment is given by
Additionally, under regularity assumptions, see Lahiri (2003) and Abadir et al. (2007) , the random variables also satisfy
where C is some positive …nite constant and cov j ; s ! 0 for j; s ! 1 and j 6 = s: (27) In the proof to Lemma 4.6 in Abadir et al. (2007) the above equations are proven.
Then given the equations (25), (26) and (27) 
This result is su¢ cient, given additional assumptions, discussed later, to ensure consistency of the estimatord. The WLLN for the random variables j is equivalent to a WLLN for the random variables jv j j 2 ; i.e.
Then given the nature of the spectral density (10) and (19)
Furthermore, given equation (25)
For a more thorough walkthrough of the extended DFT see Phillips (1999) , Lahiri (2003) , Dalla et al. (2006) , and Abadir et al. (2007) . We further note that the variables v j and j are invariant with respect to fu t g :
Assumptions
We assume the following assumptions to ensure consistency and asymptotic normality: Assumption 1 is a combination of similar assumptions given in Andrews & Sun (2004) and Abadir et al. (2007) . Our lower bound is more restrictive than in Abadir et al. (2007) . The reason is that to facilitate d 1 = 3=2 we would need to restrict that E [X t ] = 0. We want to be a bit more general, therefore, d 1 = 1=2; we only consider invertible processes, i.e. d > 1=2: Furthermore, the assumption restricts the parameters of interest to be in the interior of a compact and convex set: Ifd lies on the boundary of the parameter space, then we conjecture that the estimator will be consistent, 4 but it may not be asymptotically normal. As noted by Newey & McFadden (1994) pp. 2144 it is su¢ cient that the estimator is in the relative interior of the parameter space, allowing for equality restrictions to be imposed on the parameters of interest: This imposes the theory of the open ball. With regard to^ we need to assume that this is in the interior to prove Theorem 2(i), which states that d is a consistent estimator regardless of whether 2 R r is identi…ed or not. Furthermore, consistency of d provides no information regarding because of the ‡atness of the criteria function as a function of as n ! 1; where the rate at which it ‡attens di¤ers for each element of :
That is, by Assumption 1 we assume that the minimizer of the objective function occurs at an interior point of the convex and compact admissible parameter space, i.e. D ( 1=2; 1) R r : In this case the estimators (d;^ ) satisfy the …rst-order conditions, i.e. Assumption 2 The spectral density of the stationary sequence fu t g is
where '( ) is continuous at = 0, '(0) 2 (0; 1), and d u 2 ( 1=2; 1=2).
Assumption 2 is just a result of using the basic semiparametric setup from De…nition 1.
Assumption 3 Let '( ) be smooth of order s at = 0; where s > 2r and r 2 Nn f0g ; s 1: That is, in a neighborhood of = 0; '( ) is bsc times continuously di¤erentiable with bsc derivative, ' (bsc) ; satisfying a Hölder condition of order s bsc at zero, i.e. ' (bsc) ( ) ' (bsc) (0) C j j s bsc for some constant C < 1:
The assumption imposes a regularity condition on the function '( ) that characterizes the semiparametric setup, Andrews & Sun (2004) , i.e. ' ( ) has a Taylor expansion around = 0
where 0 = '(0) and
In general, Assumption 3 holds for general ARFIMA processes for all …nite s: As noted by Andrews & Sun (2004) if r = 0 and Assumption 3 holds with s = 2; then Assumption A1'of Robinson (1995b) holds with = 2.
Assumption 4
In some neighborhood (0; ) of the origin ( ) is di¤erentiable
Assumption 5 fX t g is generated by the linear sequence fu t g
E "
E " 
and = t 1 is the …eld generated by f" s : s < tg : Additionally, there exists a random variable " with E" 2 < 0 such that for all > 0 and some generic constant K > 0; Pr(j" t j > ) < K Pr(j"j > ):
Assumption 5 says that fu t g is a linear sequence with martingale di¤erence innovations. That is, f" t g is adapted to the …ltration f= t g : It does not rule out non-Gaussian processes. It should be possible to relax the linearity assumption, see the consideration regarding non-linearity of fu t g in Abadir et al. (2007) . The assumptions are needed to show simultaneous consistency of (d;^ ) and asymptotic normality. Note that it imposes a lower bound on the growth of m; which ensures simultaneous consistency ofd and^ by ensuring that the scaling matrix used to normalize the score and Hessian satis…es a regularity condition that is necessary for consistency of (d;^ ), which will be clari…ed later on. The second condition is to ensure that the normalized score in distribution converges to a zero mean Gaussian process; which is required to show asymptotic normality of the estimators (d;^ ). ; where = min fs; 2 + 2rg. They set the divergence rate of m such that they can derive the asymptotic bias and asymptotic mean squared error ofd: We choose a bandwidth m that diverges at a slower rate. Note that the two conditions never exclude each other as s > 2r, which follows from Assumption 3.
Assumption 7 is equivalent to Assumption B in Abadir et al. (2007) and states that if Assumption 2, 3 and equation (19) hold then
Furthermore, (25) implies that
5 Consistency and asymptotic normality Theorem 2 states consistency and asymptotic normality of the proposed ExtLPW estimator.
Theorem 2 Let fX t g be generated by (9) and assume that Assumptions 1 through 7 hold then, as
where B n being the (r + 1) (r + 1) diagonal matrix with jth diagonal element de…ned as
m 1=2 for j = 2; 3; :::; r + 1:
and r is the (r + 1) (r + 1) covariance matrix de…ned as A few remarks are in order. First of all, the asymptotic variance of p m d d 0 is free of nuisance parameters and equal to c r =4: Secondly, in light of Assumption 6 the estimator given by ExtLPW for r > 0 allows one to choose a bandwidth m much larger than in the classical LW approach, resulting in an estimator that has asymptotic normality with a faster rate of convergence, as a function of the sample size n: The cost of introducing a polynomial is in ‡ation of the asymptotic variance by a multiplicative constant, i.e. c 0 = 1; c 1 = 9=4; c 2 = 3:52 ; :::, see Andrews & Sun (2004) .
Consistency ofd provides no information about 0 as the concentrated log-likelihood becomes ‡at as a function of^ as n ! 1: The rate at which it becomes ‡at, furthermore di¤ers for each element of^ .
As discussed earlier our model setup does not consider volatility processes, e.g. in the sense of long memory signal-plus-noise models as in Hurvich Sample size is set equal to n 2 f128; 512; 1024g and bandwidth m = bn a c ; where a 2 f0:5; 0:65; 0:8g. The bias and root mean squared error (RMSE) were computed using 1000 replications. Simulations were done in Matlab v7.2. The optimization procedure was implemented using the unconstrained minimization 5 procedure in Matlab, where we used the BFGS algorithm. We tried di¤erent procedures to …nd the optimum, among others evaluating the …rst-order conditions and thereby …nding the corresponding roots. All the di¤erent approaches yielded similar results and we therefore elected to use the BFGS algorithm as it is easy to implement and fairly fast. We compare our derived estimators with the local Whittle (LW) estimator of Robinson (1995b) , local polynomial Whittle (LPW) estimator of Andrews & Sun (2004) , and extended local Whittle (ExtLW) estimator of Abadir et al. (2007) . Regarding the parameterization of the polynomial we set r = f1; 2g. As initial values we set the memory parameter equal to the log-periodogram estimate of Geweke & Porter-Hudak (1983) and the polynomial terms were all set equal to 1: Tables 1-5 present results from the small simulation study. We only display a subset of the results. Attention is restricted to the cases with no short-run dynamics with n = 512, Table 1 , with moving-average short-run dynamics, 2 f 0:8; 0:5g with n = 512 , Table 2 -3, and …nally with autoregressive short-run contamination, 2 f0:5; 0:8g with n = 512 , Table 4-5.
Simulation results
When the DGP is not contaminated by any short-run dynamics, it should be preferable to use a larger bandwidth. If there is short-run contamination the opposite would be the case, excluding of course the bias reducing methods, i.e. LPW estimators. Furthermore, bias should decrease as a function of sample size.
In Table 1 results without short-run contamination are presented. For the stationary region all the estimators are seemingly unbiased, and we clearly see that the extended estimators are in a statistical sense equal to their non-extended counterparts. The RMSE shows that the fractional parameter is estimated quite accurately, and we notice that the estimators using a polynomial to reduce potential bias has a larger RMSE than the estimators using a constant in a shrinking neighborhood of zero. Moving on to the non-stationary region, i.e. d
1=2 we see that the bias of LW and LPW increases quite considerably, especially when d is larger than 1: This is to be expected as the LW estimator is not consistent for d > 1 and the LW estimator is biased towards unity, thereby con…rming the results of Phillips & Shimotsu (2004) . This result for the LW estimator seems also to hold for the LPW estimator. Clearly, in the case where d > 1 the extended estimators are the best, and with the ExtLW estimator being the best in a bias sense, as there is no short-run contamination. For the extended estimators RMSE indicates that the fractional parameter of interest is estimated accurately, regardless of which region we are in. Additionally, the RMSE does not vary much in the given range of d:
Looking at the case where we introduce short-run contamination, Tables 2-5 , we generally …nd that the estimators are biased and the bias increases as the contamination of the signal increases. This is expected as the low frequencies (long-run in the time domain) are contaminated by the higher frequencies (short-run in the time domain) of the spectral density. The bias is highest when introducing positive AR noise and negative MA noise. When = 0:8 and = 0:8 we clearly see the advantage of using an estimator that approximates this short-run contamination. Furthermore, when looking at more moderate negative MA noise and positive AR noise, = 0:5 and = 0:5; respectively, it is not preferable to use a lower bandwidth for the LPW (only in the stationary case) and ExtLPW estimators, as for the other estimators. That is, the LPW and extLPW estimators are very robust to MA and AR contamination because of the way they approximate the spectral density of the short-run noise by a polynomial. Hence, it is possible to choose a higher bandwidth without increasing the bias, which is an important result especially when looking at shorter time series.
To sum up, it is important to approximate the short-run component of the local approximation by a polynomial function instead of merely a constant, especially when there is a high degree of persistence, since the polynomial estimators are clearly less biased than the LW and ExtLW. This is especially important in shorter time series as the bias can be extreme when there is short-run contamination. As shown by Andrews & Sun (2004) and in this paper the improved bias comes at a cost of increasing the variance by a multiplicative constant. When looking at the non-stationary region is it important to use the extended versions especially when d 1 as there is considerable bias gains from using these extensions.
For (2000)), and conclude that their estimator is the best general purpose estimator when compared to the tapered version of the LW estimator. Therefore, we conclude that our proposed estimator also outperforms the tapered LW estimators especially in the presence of short-run contamination.
Application to credit spreads
In this section we investigate potential long memory properties of treasury yield and yields on corporate bonds, spreads over treasury and spreads between corporate yields, as previously examined by Della Ratta & Urga Robinson (1995b) . As both these estimators are severely biased in the presence of short-run contamination, see Nielsen & Frederiksen (2005) for a simulation study, and there is no asymptotic theory for d 3=4; we suggest using more up-to-date semiparametric estimators that potentially mitigate the bias introduced by short-run contamination and where the distributional theory holds for d 3=4 : The usual way to reduce bias for the log-periodogram and the LW estimator is to select a smaller bandwidth thereby sacri…cing e¢ ciency in the form of a larger variance.
The data considered here is daily observations for the 30 year historical US Treasury Constant Maturity Yields and Moody' Aaa and Baa. 6 For a more thorough description of data and in particular why we use rating-speci…c indices, see Della Ratta & Urga (2005) . Data covers the period 2 January 1986 through 15 February 2002, for a total of 4,034 observations. The 30-year Treasury constant maturity series was discontinued on February 18, 2002, and reintroduced on February 9, 2006. We could have used the 20-year Treasury constant maturity series and used a correction factor delivered by the U.S. Treasury, but we choose to focus on the shorter sample period.
As opposed to Della Ratta & Urga (2005) we opt to log transform 7 the series before considering further analysis. Therefore, spreads, i.e. spreads over treasury (sAaaTreas, sBaaTreas) and spreads between corporate yields (sBaaAaa), are de…ned as the di¤erence between the logs of the respective series. Time series plot of the individual series and the spreads are shown in Figure 1 . There are signs of heteroskedasticity, volatility clustering and potential structural breaks. Granger & Ding (1996) , Diebold & Inoue (2001) , and Granger and Hyung (2004) argue that under certain conditions time series variables can spuriously have long memory when measured in terms of their fractional order of integration, when in fact the series exhibit non-linear features such as regime switching. Therefore, we also looked at subperiods, where these subperiods were four even splits of the full sample. The results from looking at subperiods were comparable to the whole sample period, and therefore omitted. Additionally, we implemented a test for spurious long memory where we temporal aggregated the data and compared the long memory estimates through a Wald type test 8 for identical memory across aggregation. We could not reject that the memory parameters are identical. Hence, we conjecture that the estimated long memory is not spurious in the sense that it is generated by structural breaks, e.g. a non-stationary level shift in mean DGP. Looking at …rst di¤erences of the respective series, they look stationary (when looking at the autocorrelation diagrams, which are omitted), and especially the spread series look as if they have been overdi¤erenced, i.e. the introduction of moving average behavior in the autocorrelation diagram.
Insert Figure 1 about here
Figures 2-7 display the semiparametric results for the LW, LPW, ExtLW and ExtLPW estimators, for di¤erent bandwidth ranges.
Insert Figures 2-7 about here
Results show that in general the estimators that do not model the short-run components by a polynomial have a tendency to decrease as a function of the bandwidth. At least for su¢ ciently large bandwidth. This is of course reasonable considering the theoretical properties of these estimators.
The log Aaa, Baa and Treasury yields are in the non-stationary area with the long memory parameter estimated in the proximity of a unit root. As the asymptotic theory does not hold for the LPW estimator when d 1=2 and for the LW estimator when d 3=4, we should primarily rely on the extended estimators. In general, we cannot reject that the log yields contain a unit root.
Looking at the spreads over treasury (sAaaTreas, sBaaTreas) and spreads between corporate yields (sBaaAaa), the estimated long memory is clearly in the non-stationary region regardless of the chosen bandwidth and estimator. The LW and ExtLW are for larger bandwidth choices signi…cantly di¤erent from d = 1; whereas we cannot reject the presence of a unit root for the polynomial estimators.
We have also applied a parametric ARFIMA-GARCH, as do Della Ratta & Urga (2005). 9 The results con…rm the results obtained from the semiparametric analysis, so they are omitted. If indeed the true generating process is modeled by GARCH innovations this does not a¤ect the asymptotic theory of the semiparametric estimates as shown in a simulation study by Nielsen & Frederiksen (2005) , so in that respect it is not unreasonable that the conclusions are the same.
Overall it cannot be rejected that the log of yields of Aaa, Baa and Treasury bonds contain a unit root. However, the results are more mixed when looking at spreads, depending on the estimator and bandwidth choice. Therefore, as in Della Ratta & Urga (2005) we can, in our setup for the our given data, reject the reduced-form modeling of Das & Tufano (1996) , Jarrow et al. (1997) and Du¢ e & Singleton (1999), which explicitly implies the data generating process of the risk-free process, and hence also credit spreads, follows a short-memory process, i.e. I(0). The relevance of modeling yields in a more ‡exible fractional cointegration setup should be considered and is at least a relevant alternative to the classical I(1)=I(0) terminology.
Conclusion
In this paper we propose a semiparametric estimator that circumvents the relatively slow convergence and …nite sample bias of the classical local Whittle estimator by approximating the constant in a shrinking neighborhood of zero by a polynomial instead of a constant and that is applicable to non-stationary processes. We show consistency and asymptotic normality of the estimator. A simulation study con…rms the asymptotic results and the adequacy of the estimator is shown through an empirical analysis of credit spreads.
As a …nal note we could also have opted to expand the work of Andrews & Sun (2004) by utilizing the work of Shimotsu & Phillips (2005) . We conjecture that such an estimator would in fact be consistent and asymptotically normal in the same manner as the exact local Whittle estimator of Shimotsu & Phillips (2005) . Robinson (2005) showed that the expected squared deviation between the DFT of the Type I and the Type II model is of order O n 1 : Therefore, we conjecture that the derived results also hold for Type II fractional processes. 
Appendix of proofs and lemmas

Proof of Theorem 2
Proof of Theorem 2(i). To prove part (i) it su¢ ces as in Abadir et al. (2007) to show that for any > 0; as n ! 1; with probability tending to 1
In proving (52) 
as m 1 P m j=1 log (j=m) = 1 + O m 1 log m , where
and
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First we show that the last term of (53) is o p (1); i.e.
where the second equality holds by
and a mean-value expansion of exp (P r ( j ; )) around zero, i.e.
where sup
Hence, it follows that
The extended periodogram is by de…nition given by
From Lemma 5 and
Therefore, by setting
We note that if
is a step function de…ned by (14) . Rewrite (55) as
for d 2 D: Set 2 for " chosen su¢ ciently small. Then from Lemma 4 we know that
uniformly on d 2 D. Hence, for any " > 0
uniformly on d 2 D, where we note that the equality is analogous to
If
as y log (y + 1) > 0 for y 6 = 0; y > 1: Then from (68), (69) and (70), equation (52) follows. This concludes part (i).
Proof of Theorem 2(ii). Set
As in Andrews & Sun (2004) denote the score and the Hessian of the scaled objective function as,
2 log j; 2 j ; :::;
2d j 2 log j; 
2d j 2 log j; 2 j ; :::;
where X j = 2 log j; 
where a and b are vectors of order m with a j = m 1 GI j (d)
c 0 X j (d; ) for j = 1; :::; m and the inequality holds by the Cauchy-Schwarz inequality. This concludes the proof. Lemma 3 Under Assumptions 1-7, as n ! 1; we have
Lemmas
sequences of constants f n g n 1 for which n = o(1)
Proof of (a). Follows by approximating sums by integrals, see Andrews & Sun (2004) pp. 597, where they refer to Andrews & Guggenberger (2003) and Lemma 2(a), (h), and (i).
Proof of (b). As in Andrews & Sun (2004) write with the only di¤erence that our extended periodogram of a time series fX t g depends on not only the Fourier frequencies but also the value 
In part (i) we showed consistency of the estimatord: Therefore, together with Assumption 1, i.e. d 0 6 = p 0 1=2 for p 0 2 Z and the de…nition of the extended DFT it implies that for n ! 1
Furthermore, under the assumption of linearity of the generating process, Assumption 5, together with Lemma 5 and Lemma 6(i), implies that the behavior of the extended DFT and periodogram are the same for all d 2 ( 1=2; 1) : Therefore, the results from Andrews & Sun (2004) also hold in our case. That is, we obtain for n ! 1
where I " ( j ) = jw " ( j )j 2 and w " ( j ) = (2 n) 1=2 P n t=1 " t exp (it ) uniformly in 1 j m: Proof of (82) Proof of (c). By (82) and J a;b = O (log a m) ; we get that
for a = 0; 1; 2 and b = 0; :::; r andĜ
where G 0 > 0. Then given that we can write the elements for B 1 n H n B 1 n as in (81) and the above results hold, it su¢ ces to show that (86) as 
The second equality holds by a mean-value expansion using the compactness of , the third equation holds by (82) and J a;b = O (log a m), and the last equality holds by Assumption 6. 
Proof of (d)
The …rst inequality follows from using sup 0 2 ; 2 sup j=1;:::;m exp (P r ( j ; )) < 1 because is compact.
The second inequality stems from noting
2 n log 5 m log j = 2 exp 2 n log 4 m log j for d 2 D m ( n ) by a mean-value expansion where we use that m log 1 m = e: The third inequal-
Then from equations (82) and (86) we have
Proof of (e). By using (82), and setting a = b = 0 we getĜ
and therefore the normalized score can be written as
whereX j = log j; (j=m) 2 ; :::; (j=m)
Therefore, omitting the small order terms write the RHS of (91) as Andrews & Sun (2004) pp. 601, T 1;n + T 2;n + T 3;n + T 4;n ; where
using that E (2 I " ( j )) = 1: Next, we need to show that T 1;n ; T 2;n and T 4;n all are o p (1) and
; use summation by parts that enables us to use the result that
where o(1) ! 0 uniformly over 1 j m as n ! 1: Then using (98) T 2;n is bounded by
where we have used thatX j m 1 P m k=1X k = O (log m) uniformly in 1 j m: Therefore, T 2;n = o p (1) as d 0 belongs to the interior of the admissible parameter space. Next, we need to show that
That is, we need to verify that for n ! 1 
Cj 1 for some constant C > 0 independent of j: Finally, we need to show that T 4;n = o p (1): This follows from summation by parts and
uniformly on 1 j m; Frederiksen et al. (2007) . This implies
where the last equality holds by Assumption 6.
Lemma 4 Under Assumptions 1-7. Let " > 0 and
and 
Therefore, (102) follows by utilizing that the sequence
1 + "; and Lemma 4.5 in Abadir et al. (2007) . Hence, it follows that
(104) uniformly on d 2 D. Hence, (102) follows. To prove (103) write
Then Abadir et al. (2007) show that, as n ! 1 
(ii) Lemma 6 Assume that the sequence fv j g is given as in (22) . The following holds uniformly in
where o(1) ! 0 uniformly in 1 j m; as n ! 1; and
(ii) If f u satis…es Assumption 2 and 4, then
Proof. Follows from Abadir et al. (2007) and their proof to Lemma 4.6, given Assumption 3 and by interchanging b 0 by G 0 exp ( P r ( j ; )). (115) and (116)- (118)follow from Robinson (1995a) and his proof to Theorem 2 pp. 1641. For p 0 2 Nn f0g and the property of the extended DFT and the rescaled extended DFT, (19) and (22) , respectively, it follows (115) and (117)-(118) also hold for p 0 2 Nn f0g : 
