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We develop a general formalism for the quantum kinetics of chiral fermions in a background
electromagnetic field based on a semiclassical expansion of covariant Wigner functions in the Planck
constant ~. We demonstrate to any order of ~ that only the time-component of the Wigner function
is independent while other components are explicit derivative. We further demonstrate to any order
of ~ that a system of quantum kinetic equations for multiple-components of Wigner functions can
be reduced to one chiral kinetic equation involving only the single-component distribution function.
These are remarkable properties of the quantum kinetics of chiral fermions and will significantly
simplify the description and simulation of chiral effects in heavy ion collisions and Dirac/Weyl
semimetals. We present the unintegrated chiral kinetic equations in four-momenta up to O(~2) and
the integrated ones in three-momenta up to O(~). We find that some singular terms emerge in
the integration over the time component of the four-momentum, which result in a new source term
contributing to the chiral anomaly, in contrast to the well-known scenario of the Berry phase term.
Finally we rewrite our results in any Lorentz frame with a reference four-velocity and show how the
non-trivial transformation of the distribution function in different frames emerges in a natural way.
I. INTRODUCTION
Recently the properties of chiral fermions in electromagnetic fields have been extensively studied in high energy
heavy ion collisions [1, 2] as well as in Dirac or Weyl semi-metals [3–5]. One of the most important effects for chiral
fermions is the Chiral Magnetic Effect (CME) [6–11] (for reviews, see, e.g., Ref. [1, 2]). The CME is closely related
to the chiral anomaly and topological structure of gauge fields [12–14]. Any imbalance in the number of right-handed
and left-handed quarks and antiquarks due to topological charge fluctuations of gauge fields may induce an electric
current along the magnetic field which leads to a Charge Separation Effect (CSE). Though it is very challenging to
pin down the CME or its consequences such as the CSE in heavy ion collisions [15–18], the CME has recently been
confirmed in Dirac or Weyl semi-metals [3–5]. The chiral vortical effect (CVE) [9, 19–23] is another phenomenon for
chiral fermions in a fluid, where the vorticity can be regarded as the local ortibal angular momentum and can lead to
the polarization of particles through spin-orbit couplings [24, 25]. The polarization of Λ hyperons has been measured
recently for the first time in the STAR experiment at Relativistic Heavy Ion Collider (RHIC) [26].
The kinetic theory is an important tool to describe these novel properties of chiral fermions in phase space [27–31].
The covariant Wigner function is a powerful and systematic quantum kinetic approach [32–38]: it has been shown
that the CME, CVE and Covariant Chiral Kinetic Equation (CCKE) can be derived from covariant Wigner functions
[23, 39–42]. The Wigner functions have multiple components which are entangled with each other, while in the
Boltzmann-like equation the single-component distribution function is involved. It is unknown to what extent that a
fermionic quantum system can be described by the Boltzmann-like distribution function.
In this paper we will develop a semiclassical expansion of the covariant Wigner function in the Planck constant
~. This expansion is very general and does not require quasi-equilibrium conditions, so it is very different from the
expansion in space-time gradients and field strengths near equilibrium [23, 39–41]. In this formalism, we can derive
the quantum kinetic equations for the covariant Wigner function order by order. We will show how to disentangle the
covariant Wigner function and reduce a system of quantum kinetic equations for multiple components of the covariant
Wigner function to one chiral kinetic equation (CKE) involving only the single-component distribution function. We
will also present other properties of the CKE and the chiral anomaly. Finally we will generalize our results to any
Lorentz frame with a reference four-velocity. We will show that the side-jump effect naturally emerges from the change
of the first order distribution function when one chooses a different four-velocity.
We use the same sign convention for the fermion charge Q as in Refs. [23, 34, 39–41]. The sign convention for the
axial vector component of the Wigner function is the same as in Refs. [23, 39–41] but opposite to Ref. [34].
2II. COVARIANT WIGNER FUNCTIONS
In a background electromagnetic field, the quantum anologue of a classical phase-space distribution for fermions is
the covariant Wigner function [32–34],
W (x, p) =
〈
: Wˆ (x, p) :
〉
, (1)
where Wˆαβ(x, p) is the Wigner operator, the brackets denote the ensemble average and the colons the normal ordering
of the operators, and x and p are the space-time and four-momentum vector respectively. The Wigner operator is
defined by
Wˆαβ(x, p) =
ˆ
d4y
(2π)4
e−ip·yψ¯β
(
x+
1
2
y
)
U
(
x+
1
2
y, x−
1
2
y
)
ψα
(
x−
1
2
y
)
, (2)
where ψα and ψ¯β are Dirac spinors with α, β being the spinor indices running from 1 to 4, the gauge link U is defined
as U(x1, x2) = exp
[
−iQ
´ x1
x2
dzµA
µ(z)
]
along a straight path between the points x1 and x2 with A
µ(z) being the
vector potential of the background electromagnetic field. The Wigner function can be decomposed in 16 independent
generators of Clifford algebra,
W =
1
4
[
F + iγ5P + γµVµ + γ
5γµAµ +
1
2
σµνSµν
]
, (3)
whose coefficients F , P, Vµ, Aµ and Sµν are the scalar, pseudo-scalar, vector, axial-vector and tensor components
of the Wigner function respectively. For massless fermions, Vµ and Aµ are decoupled from the rest components which
can be linearly combined into the vector component of the covariant Wigner function with chirality (VWC) [23, 40],
J sµ (x, p) =
1
2
[Vµ(x, p) + sAµ(x, p)] , (4)
where s = ± is the chirality and µ = 0, 1, 2, 3 denotes the Lorentz indices. These components satisfy following
equations (see Eqs. (5.12-5.21) of Ref. [34])
ΠµJ sµ (x, p) = 0,
GµJ sµ (x, p) = 0,
2s(ΠµJ νs −Π
νJ µs ) = −~ǫ
µνρσGρJ
s
σ , (5)
where ǫµνσβ is the anti-symmetric tensor and the operators Πµ and Gµ are defined by
Πµ = pµ − ~
1
2
j1(z)QF
µν∂pν ,
Gµ = ∂µx − j0(z)QF
µν∂pν , (6)
where z ≡ ~∆/2 with ∆ ≡ ∂x · ∂p being the differential operator, and j0(z) = sin z/z and j1(z) = (sin z − z cos z)/z
2
are spherical Bessel functions. Note that ∂x in the operator ∆ acts only on F
µν to its right but not on other functions.
We see that we have recovered the ~ dependence explicitly in Eqs.(5) and (6) in order to perform the ~ expansion.
We see that each equation in (5) is a polynomial in the Planck constant ~. So we can make a semiclassical expansion
in powers of ~ for Jµ and the operators Πµ and Gµ. We note that the idea of the semiclassical expansion in ~ for
the Wigner functions in electromagnetic fields was first proposed in Ref. [34] but without concrete calculations. It
was recently used in Refs. [29, 42–45] for chiral fermions at O(~). The expansions of Πµ and Gµ are
Jµ =
∞∑
n=0
~
nJ (n)µ , Π
µ =
∞∑
n=0
~
2nΠµ(2n), G
µ =
∞∑
n=0
~
2nGµ(2n) , (7)
where n are nonnegative integers and we have suppressed the helicity indices of J sµ (x, p) for simplicity of notations.
We see that the operator Πµ and Gµ have only even-order terms and can be put into compact forms (n 6= 0)
Πµ(2n) =
(−1)nn
22n−1(2n+ 1)!
∆2n−1Fµν∂pν ,
Gµ(2n) =
(−1)n+1
22n(2n+ 1)!
∆2nFµν∂pν . (8)
3Up to the second order these operators have the form
Πµ = Πµ(0) +Π
µ
(2) ≡ p
µ −
Q
12
~
2∆Fµν∂pν ,
Gµ = Gµ(0) +G
µ
(2) ≡ ∂
µ
x −QF
µν∂pν +
Q
24
~
2∆2Fµν∂pν . (9)
We can write these operators explicitly in time and space components: Πµ = (Π0,Π), G
µ = (G0,−G), whose
expressions in each order are displayed in Eq. (A4).
III. SEMICLASSICAL EXPANSION: A GENERAL FORMALISM
In this section we make a semiclassical expansion in powers of ~ for Eq. (5) using the expansions of Jµ, Πµ and
Gµ in Eqs. (7,8).
Let us write Eq. (5) explicitly in time and spatial components
Π0J0 −Π ·J = 0, (10)
G0J0 +G ·J = 0, (11)
~ [G0J +GJ0] = 2s(Π×J ) , (12)
−~G×J = 2s (ΠJ0 −Π0J ) , (13)
where we have used J µ = (J0,J ). We note that Eqs. (12,13) come from the third line of Eq. (5). These equations
can be grouped into evolution equations with the operator G0 which has the time derivative, Eqs. (11,12), and
constraint equations without it, Eqs. (10,13).
Inserting Eq. (7) into Eqs. (10-13) and using Eqs. (8,9), we obtain a system of quantum kinetic equations at any
power of ~. The evolution equation (11) at O(~n) and (12) at O(~n+1) read
[n/2]∑
i=0
[
G
(2i)
0 J
(n−2i)
0 +G
(2i) ·J (n−2i)
]
= 0 , (14)
[n/2]∑
i=0
[
G
(2i)
0 J
(n−2i) +G(2i)J
(n−2i)
0
]
= 2s
[(n+1)/2]∑
i=0
Π(2i) ×J (n−2i+1) , (15)
where [n/2] denotes the largest integer bounded by n/2. We emphasize again that Eq. (14) and (15) are called the
evolution equations due to the fact that the former contains the time derivative term ∂tJ
(n)
0 while the latter contains
∂tJ (n). In Eq. (15) we see that the time derivative term G
(0)
0 J
(n) is on the left-hand side while the (n + 1)-th
order term p×J (n+1) is on the right-hand side, so it seems to be impossible to obtain the n-th order solution J (n)
without knowing the (n + 1)-th order one, but we will show that it is possible due to some good properties of J µ.
The constraint equation (10) and (13) at O(~n) and O(~n+1) respectively read
[n/2]∑
i=0
[
Π
(2i)
0 J
(n−2i)
0 −Π
(2i) ·J (n−2i)
]
= 0 , (16)
2s
[(n+1)/2]∑
i=0
[
Π(2i)J
(n−2i+1)
0 −Π
(2i)
0 J
(n−2i+1)
]
= −
[n/2]∑
i=0
G(2i) ×J (n−2i) . (17)
We note that Eq. (15) and (17) come from Eq. (12) and (13) respectively which relate the (n+ 1)-th order terms on
the right-hand side to the n-th order terms on the left-hand side. Equation (16) leads to mass-shell conditions from
which one can determine the dispersion relations of chiral fermions.
From Eq. (17) we can solve J (n+1) as
J (n+1) =
p
p0
J
(n+1)
0 +
s
2p0
[n/2]∑
i=0
G(2i) ×J (n−2i)
+
1
p0
[(n+1)/2]∑
i=1
[
Π(2i)J
(n−2i+1)
0 −Π
(2i)
0 J
(n−2i+1)
]
. (18)
4We see that on the right-hand side all J terms are in lower order than J (n+1), and the only (n+ 1)-th order term
is (p/p0)J
(n+1)
0 . Equation (18) also holds for n = −1 which gives J
(0) = (p/p0)J
(0)
0 .
By recursively applying Eq. (18) to all lower order J , we can finally express J (n+1) in terms of J
(i)
0 for
i = 1, 2, · · · , n+ 1. When substituting Eq. (18) into Eq. (15), the highest order term p×J (n+1) on the right-hand
side of Eq. (15) is vanishing due to the term (p/p0)J
(n+1)
0 in J
(n+1). Therefore the evolution equation (15) for
J (n) can be finally converted to an equation for J
(i)
0 (i = 1, 2, · · · , n) with a term of ∼ ∂tJ
(n)
0 at the highest order,
therefore Eq. (15) is closed and can be considered as another evolution equation for J
(n)
0 besides Eq. (14). We call
this equation the derived evolution equation for J
(n)
0 as it is from that for J
(n), while we call Eq. (14) the original
one. Then the question arises: is the derived evolution equation consistent with the original one? The answer is
positive for any order n. By using Eq. (18) and mathematical induction, we can prove that Eq. (15) is automatically
satisfied for any n once the evolution equation (14) and the mass-shell conditions in Eq. (16) are satisfied with Eq.
(18). This means that to any order of ~ the evolution equations for the vector component J are redundant, the
only one that is needed is the original evolution equation for the time-component J0 constrained by the mass-shell
conditions. The proof of this statement is given in Appendix A.
In summary, we have proved to any order of ~ that only the time-component of the VWC is independent while
the spatial components can be derived from it explicitly. We further demonstrate to any order of ~ that a system of
quantum kinetic equations for multiple-components of Wigner functions can be reduced to one chiral kinetic equation
involving only the single-component distribution function. These are remarkable properties of the quantum kinetics
of chiral fermions, which, if combined with collision terms [42, 46], will significantly simplify the description and
simulation of quantum kinetic evolution for chiral effects in heavy ion collisions and chiral materials such as Dirac or
Weyl semimetals.
IV. SECOND ORDER RESULTS
As an application of the general formalism, in this section we will derive the chiral kinetic equations and J0 to the
second order in ~.
We write the explicit forms of evolution equations in (14) for n = 0, 1, 2 as
G
(0)
0 J
(0)
0 +G
(0) ·J (0) = 0 ,
G
(0)
0 J
(1)
0 +G
(0) ·J (1) = 0 ,
G
(0)
0 J
(2)
0 +G
(0) ·J (2) = −G
(2)
0 J
(0)
0 −G
(2) ·J (0) . (19)
The explicit forms of evolution equations in (15) for n = −1, 0, 1, 2 read
0 = 2s(p×J (0)),
G
(0)
0 J
(0) +G(0)J
(0)
0 = 2s(p×J
(1)),
G
(0)
0 J
(1) +G(0)J
(1)
0 = 2s(p×J
(2) +Π(2) ×J (0)),
G
(0)
0 J
(2) +G(0)J
(2)
0 +G
(2)
0 J
(0) +G(2)J
(0)
0 = 2s(p×J
(3) +Π(2) ×J (1)) . (20)
The first line is obtained under the implied assumption that J
(−1)
0 = 0 and J
(−1) = 0. We see in Eq. (20) that the
first line is degenerated to a constraint condition for J (0) and p×J (n+1) appears in the n-th order equation. As we
have argued in the previous section that the n-th order equation finally involves the same or lower order quantities.
We will see exlicitly that this is really the case.
The constraint equations in (16) for n = 0, 1, 2 read
p0J
(0)
0 − p ·J
(0) = 0,
p0J
(1)
0 − p ·J
(1) = 0,
p0J
(2)
0 − p ·J
(2) +Π
(2)
0 J
(0)
0 −Π
(2) ·J (0) = 0 , (21)
5which provide mass-shell conditions in each order. The constraint equations in (17) for n = −1, 0, 1, 2 read
0 = 2s(p0J
(0) − pJ
(0)
0 ),
G(0) ×J (0) = 2s(p0J
(1) − pJ
(1)
0 ),
G(0) ×J (1) = 2s(p0J
(2) − pJ
(2)
0 +Π
(2)
0 J
(0) −Π(2)J
(0)
0 ),
G(0) ×J (2) +G(2) ×J (0) = 2s(p0J
(3) − pJ
(3)
0 +Π
(2)
0 J
(1) −Π(2)J
(1)
0 ) . (22)
From Eq. (22), we can express J in terms of J0 order by order,
J (0) =
p
p0
J
(0)
0 ,
J (1) =
p
p0
J
(1)
0 +
s
2p0
G(0) ×J (0),
J (2) =
p
p0
J
(2)
0 +
s
2p0
G(0) ×J (1) −
1
p0
Π
(2)
0 J
(0) +
1
p0
Π(2)J
(0)
0 ,
J (3) =
p
p0
J
(3)
0 +
s
2p0
G(0) ×J (2) −
1
p0
Π
(2)
0 J
(1) +
1
p0
Π(2)J
(1)
0 +
s
2p0
G(2) ×J (0) . (23)
We see that J (1) depends on J (0) = (p/p0)J
(0)
0 , so J
(1) is finally determined by J
(0)
0 and J
(1)
0 . Similarly J
(2)
is determined by (J
(0)
0 ,J
(1)
0 ,J
(2)
0 ), and J
(3) is determined by (J
(0)
0 ,J
(1)
0 ,J
(2)
0 ,J
(3)
0 ). So we have explicitly
shown that J (n) is determined by J0 up to the order n. Another property of J (n) with n = 0, 1, 2, 3 in Eq. (23) is
that the first contribution is proportional to (p/p0)J
(n)
0 , when simplifying p×J
(n) in Eq. (20) by using Eq. (23)
the highest order term (p/p0)J
(n)
0 is vanishing. So each evolution equation of (20) for J
(n)
0 involves only terms of
J0 up to the order n. This is a good property of the VWC, with which we can verify that the evolution equations
(20) for J are satisfied automatically if the evolution equations (19) for J0 and the constraint equations (21) are
satisfied. This means the evolution equations (20) for the vector component J are redundant. As an example, we
look at the first two equations of (20). It is easy to check that the first equation of (20) holds following Eq. (23). Let
us consider the second equation of (20), in which we insert the second line of Eq. (23) to obtain
G
(0)
0 J
(0) +G(0)J
(0)
0 =
1
p0
p×
(
G(0) ×J (0)
)
, (24)
which is another evolution equation in the zeroth order in addition to the original one in (19). Using the first equation
of (23), the mass-shell condition in the zeroth order in (21), and the zeroth order evolution equation in (19), one can
verify that Eq. (24) is automatically satisfied. In the same way, one can verify that the last two equations in (20) are
also satisfied provided Eqs. (19,21,23) hold.
We have proved in the semiclassical expansion that only J
(i)
0 are independent and J can be expressed by all
J
(i)
0 up to that order. We can solve J
(i)
0 order by order through the mass-shell conditions which are obtained by
substituting (23) into (21). Then we can find the solutions for J
(0,1,2)
0 as
J
(0)
0 = p0f
(0)δ(p2),
J
(1)
0 = p0f
(1)δ(p2) + sQ(p ·B)f (0)δ′(p2),
J
(2)
0 = p0f
(2)δ(p2) + sQ(p ·B)f (1)δ′(p2) +Q2
(p ·B)2
2p0
f (0)δ′′(p2)
+
1
4p2
p ·
{
G(0) ×
[
1
p0
G(0) ×
(
pf (0)δ(p2)
)]}
−
p0
p2
Π(2)µ p
µf (0)δ(p2)
+
1
p2
p ·
(
Π(2)p0 −Π
(2)
0 p
)
f (0)δ(p2) , (25)
where f (0), f (1) and f (2) are arbitrary scalar functions of x and p without singularity at p2 = 0 and can be determined
only by the original evolution equations in (19). Here we have used the derivative of a delta function δ′(y) ≡ dδ(y)/dy.
We can combine J
(0)
0 , J
(1)
0 and the first three terms of J
(2)
0 to obtain
J0 ≈ p0f(x, p)δ
(
p2 + ~sQ
1
p0
p ·B
)
, (26)
6where f(x, p) ≡ f (0) + ~f (1) + ~2f (2). We see that to the first order the energy poles have been shifted to
E(±)p = ±Ep(1∓ ~sQB ·Ωp), (27)
where Ep = |p| is the energy of the free fermion and Ωp ≡ p/(2|p|
3) is the Berry curvature in momentum space. The
energy correction can be regarded as the magnetic moment energy of chiral fermions [29, 40, 43]. So to the first order
the on-shell condition is modified by the magnetic moment energy, but this does not work at the second order due
to the last three terms of J
(2)
0 which give the rest O(~
2) contributions. The evolution equations (19) can also be
combined to give the CKE in four-momentum up to O(~2),
pµG
µ
(0)
[
fδ(p˜2)
]
+
~s
2
G(0) ·
{
1
p0
G(0) ×
[
pfδ(p˜2)
]}
+ ~2C(f) = 0 , (28)
where the first two terms give the contribution up to the first order in ~ and also part of the second order contribution,
and C(f) denotes the rest second order contribution given by
C(f) =
1
4
(
pµG(0)µ
p
p2
+G(0)
)
·
[
1
p0
G(0) ×
(
1
p0
G(0) × pfδ
(
p2
))]
+
(
pµG(0)µ
p
p2
+G(0)
)
·
[
1
p0
(
Π(2)p0 −Π
(2)
0 p
)
fδ
(
p2
)]
−pµG(0)µ
[
1
p2
Π(2)ν p
νfδ
(
p2
)]
+G(2)µ p
µfδ
(
p2
)
. (29)
Unlike the first order term in Eq. (28) which is proportional to the helicity s, there is no explicit helicity dependence
in the second order corrections besides fs. The second and third lines of Eq. (29) contribute only for varying or
inhomogeneous fields and vanish in constant background fields, i.e. only the first line of Eq. (29) survives in constant
fields as the second order contribution to the CKE. Actually the first line of Eq. (29) is nonvanishing even without
background fields if there is a gradient of the distribution function.
V. CHIRAL KINETIC EQUATION IN THREE-MOMENTUM AND CHIRAL ANOMALY
To obtain the CKE in three-momentum, we perform the integration of the CKE in four-momemtum in Eq. (28)
over p0 from −∞ to ∞. The contribution from the (−∞, 0) part of the integral gives the CKE for antiparticles while
the (0,∞) part gives that for particles. We will present here the CKE in three-momentum to O(~) for particles. Up
to the first order, the explicit form of Eq. (28) reads
[p0 (∂t +QE · ∇p) + p · (∇x +QE∂p0 +QB×∇p)]
[
fδ
(
p2 +
s~Qp ·B
p0
)]
+
s~
2
{
(∇x +QE∂p0 +QB×∇p)×
[
1
p0
(∇x +QE∂p0 +QB×∇p)
]}
·
[
pf (0)δ
(
p2 +
s~Qp ·B
p0
)]
= 0. (30)
After the integration of the above equation over p0 in the range (0,∞), we obtain the CKE in three-momentum
(|p| 6= 0) to O(~) for particles (not antiparticles) which has been previously derived [29, 42–45],
(1 + ~sQΩp ·B) ∂tf(x,Ep,p)
+
[
v + ~sQ(E×Ωp) + ~sQ
1
2|p|2
B
]
· ∇xf(x,Ep,p)
+
[
QE˜+Qv ×B+ ~sQ2(E ·B)Ωp
]
· ∇pf(x,Ep,p) = 0 (31)
where E˜ ≡ E −Q−1∇xE
(+)
p is the effective electric field, v ≡ ∇pE
(+)
p is the effective velocity, and f(x,Ep,p) is the
distribution function on the mass-shell. It should be noted that in the integration over p0 from 0 to ∞ some infrared
singular terms emerge from the derivative in p0 which cannot be dropped causally. It turns out that there are two
additional terms in the above CKE which are singular at |p| = 0 but were previously neglected,
~s (E ·B) (∇p ·Ωp) f(x,Ep,p)− limΛ→0
2~s
Λ
(E · p) (B · p) δ′(Λ2 − p2)f(x,Λ,p), (32)
7where Λ is an infrared cutoff introduced to regularize the integral over p0 at p0 = 0. The last term comes from total
derivatives in p0 before integration over p0. We show the cutoff Λ explicitly in order to emphasize its singularity
nature. Actually this term can be finally regularized into the term proportional δ′′(|p|) and the dependence on Λ
will disappear eventually. Note that these two terms in (32) only exist at p = 0 or in the deep infrared region
of momentum. In this region, the kinetic description of chiral fermions or the semiclassical expansion may not be
valid. In this case we need to consider all quantum contributions including the quantum mechanical description of
the particle motion [28].
Although these new terms do not contribute to the chiral kinetic equation at finite momentum, it is present in the
anomalous conservation equation which is derived by integrating over the full momentum,
∂tj0 +∇x · j = −
~sQ2
2
ˆ
d3p
[
(E ·B)Ωp · ∇pf + (E ·B) (∇p ·Ωp) f
−limΛ→0
2
Λ
(E · p)(B · p)δ′(Λ2 − p2)f
]
, (33)
where the first term inside the square brackets in Eq. (33) is what is obtained before, the last two terms are related
to those in Eq. (32). The contributions to the chiral anomaly from the first and last term are identical at the limit
Λ→ 0, while the second term gives the same magnitude but the different sign. Of course the last two terms cancel at
the limit Λ = 0, but we can see it differently: the first two terms combine into a total divergence and vanish after the
integration over p, while the last term contributes to the anomaly. This implies that the chiral anomaly may arise
from another source other than the well-known Berry phase in three-momentum, which seems to be consistent with
the observation of Ref. [47].
VI. WIGNER FUNCTIONS IN A GENERAL LORENTZ FRAME
In Sect. (III-V), we work in a specific Lorentz frame. It is easy and straightforward to rewrite all formula in a
general Lorentz frame. To this end, we need to introduce a time-like 4-vector uµ with normalization u2 = 1. In general,
uµ can depend on space-time coordinates, but for simplicity we assume uµ is a constant vector. The purpose of this
section is to show how to formulate our approach in a Lorentz covariant form, we will only consider the contributions
up to the first order of ~. With the auxiliary vector uµ, we can always decompose any vector Xµ into the component
parallel to uµ and that perpendicular to uµ,
Xµ = (X · u)uµ + X¯µ, (34)
with X¯ · u = 0. For uµ = (1, 0, 0, 0) we have the normal decomposition: X · u = X0 and X¯
µ = (0,X). In such a
decomposition, we can rewrite the Wigner equations (10-13) or (19-22) at the zeroth order as
u · ∇
(
u ·J (0)
)
+ ∇¯ · J¯ (0) = 0, (35)
p¯µJ¯
(0)
ν − p¯νJ¯
(0)
µ = 0, (36)
(u · p)(u ·J (0)) + p¯ · J¯ (0) = 0, (37)
p¯µ(u ·J
(0))− (u · p)J¯ (0)µ = 0, (38)
and the equations of the first order as
u · ∇
(
u ·J (1)
)
+ ∇¯ · J¯ (1) = 0, (39)
2s
(
p¯µJ¯
(1)
ν − p¯νJ¯
(1)
µ
)
= −ǫµνρσu
ρ
[
(u · ∇)J¯ (0)σ − ∇¯σ(u ·J (0))
]
, (40)
(u · p)(u ·J (1)) + p¯ · J¯ (1) = 0, (41)
2s
[
p¯µ(u ·J
(1))− (u · p)J¯ (1)µ
]
= −ǫµνρσu
ν∇¯ρJ¯ (0)σ, (42)
8where ∇µ ≡ Gµ(0) = ∂
µ
x − QF
µν∂pν . Just as we have shown in Sect. (III) and Sect. (IV), Eq. (36) and (40) are
redundant. From Eq. (38) and Eq. (42), we obtain
J¯ (0)µ = p¯µ
u ·J (0)
u · p
, (43)
J¯ (1)µ = p¯µ
u ·J (1)
u · p
−
s
2(u · p)
ǫµνρσuν∇¯σJ¯
(0)
ρ
= p¯µ
u ·J (1)
u · p
− sQBµ
1
u · p
(
u ·J (0)
u · p
)
−
s
2(u · p)
ǫµνρσuν p¯ρ∇¯σ
(
u ·J (0)
u · p
)
, (44)
where Bµ = 12ǫ
µναβuνFαβ is the magnetic field four-vector. We see from Eq. (44) that only the time-like component
u ·J (0) is independent and spatial components depend on it. Using the mass-shell conditions (37) and (41) we obtain
the general solution,
u ·J (0)
u · p
= f (0)δ
(
p2
)
, (45)
u ·J (1)
u · p
= f (1)δ
(
p2
)
− sQ
B · p
u · p
f (0)δ′
(
p2
)
. (46)
It follows that
J (0)µ = pµf
(0)δ
(
p2
)
, (47)
J (1)µ = pµf
(1)δ
(
p2
)
− sQpµ
B · p
u · p
f (0)δ′
(
p2
)
−sQ
Bµ
u · p
f (0)δ
(
p2
)
−
s
2(u · p)
ǫµνρσu
νpρ∇σf (0)δ
(
p2
)
. (48)
Summing them up gives rise to the VWC up to the first order,
Jµ = J
(0)
µ + ~J
(1)
µ
≈ δ
(
p2 − ~sQ
B · p
u · p
)[
pµf − ~sQ
Bµ
u · p
f − ~s
1
2(u · p)
ǫµνρσu
νpρ∇σf
]
, (49)
with f ≡ f (0) + ~f (1). Then the covariant chiral kinetic equation up to the first order is given by
∇µ
[
δ
(
p2 − ~sQ
B · p
u · p
)(
pµ − ~sQ
Bµ
u · p
− ~s
1
2(u · p)
ǫµνρσuνpρ∇σ
)
f
]
= 0. (50)
Now all the expressions are written in a general Lorentz frame with the observer’s velocity uµ. Setting uµ = (1, 0, 0, 0)
leads to the comoving frame chosen in previous sections.
We can also choose any other velocity u′µ to make the decomposition in (34). Then J
(0)
µ and J
(1)
µ in Eqs. (47,48)
can be expressed with u′µ,
J ′µ(0) = p
µu
′ ·J(0)
u′ · p
, (51)
J ′µ(1) = p
µu
′ ·J(1)
u′ · p
−
s
2u′ · p
ǫµνρσu′ν∇σJ
(0)
ρ (52)
which have been rewritten in different but equivalent form from Eqs. (47,48) for convenience in the following. We
can show that J
(0)
µ and J
(1)
µ are independent of the choice of uµ. We can easily check J
′µ
(0) = J
µ
(0) as
δJ µ(0) = J
′µ
(0) −J
µ
(0)
= pµ
(u · p)
(
u′ ·J(0)
)
− (u′ · p)
(
u ·J(0)
)
(u′ · p) (u · p)
= pµ
uρu′σ
(
pρJ
(0)
σ − pσJ
(0)
ρ
)
(u′ · p) (u · p)
= 0, (53)
9where we have used J µ(0) ∝ p
µ in the second to last equality. We can also verify J ′µ(1) = J
µ
(1). To this end, we
evaluate the difference
δJ µ(1) = J
′µ
(1) −J
µ
(1),
= −
spµǫλνρσuλu
′
ν∇ρJ
(0)
σ
2 (u′ · p) (u · p)
−
spλǫµνρσ
[
uλ
(
u′ν∇σJ
(0)
ρ
)
− u′λ
(
uν∇σJ
(0)
ρ
)]
2 (u′ · p) (u · p)
, (54)
where we have used Eqs. (40,42) in obtaining the first term. We can rewrite the numerator of the second term by
interchanging indices in the summation,
pλǫµνρσ
[
uλ
(
u′ν∇σJ
(0)
ρ
)
− u′λ
(
uν∇σJ
(0)
ρ
)]
=
(
pλǫµνσρ − pνǫµλσρ
)
uλu
′
ν∇ρJ
(0)
σ . (55)
So Eq. (54) can be simplified as
δJ µ(1) = −
s
2 (u′ · p) (u · p)
(
pµǫλνρσ + pλǫµνσρ − pνǫµλσρ
)
uλu
′
ν∇ρJ
(0)
σ
= −
s
2 (u′ · p) (u · p)
(
pσǫρµλν + pρǫµλνσ
)
uλu
′
ν∇ρJ
(0)
σ
= 0, (56)
where we have used Eqs. (35-38) and the identity
pµǫλνσρ + pλǫνσρµ + pνǫσρµλ + pσǫρµλν + pρǫµλνσ = 0 . (57)
Note that the first term of Eq. (54) gives the non-trivial transformation of the first order distribution function
u·J(1)
u·p
from the change of the observer’s velocity
δ
(
u ·J(1)
u · p
)
= −
sǫλνρσuλu
′
ν∇ρJ
(0)
σ
2 (u′ · p) (u · p)
, (58)
which is related to the side-jump term first proposed in the study of Lorentz invariance in chiral kinetic theory [48]
and later verified in the method of quantum field theory [42]. We see that the distribution function in our approach
can be unambiguously defined at the level of quantum field theory whose transformation in different frame emerges
in a transparent way.
VII. SUMMARY
The quantum kinetics of chiral fermions is described by the vector component of the covariant Wigner function
with chirality (VWC). We propose a semiclassical expansion of the VWC in background electromagnetic fields in the
Planck constant ~. This expansion is very general and does not require quasi-equilibrium conditions as in our previous
works. We have shown to any order of ~ that only the time-components (can be regarded as effective distribution
functions) of the VWC are independent, while the spatial components can be derived explicitly. We have further
demonstrated to any order of ~ that a system of the quantum kinetic equations for multiple-components of VWC can
be reduced to one chiral kinetic equation (CKE) for the single-component distribution function. These are remarkable
properties of quantum kinetics of chiral fermions and will significantly simplify the description and simulation of chiral
effects in heavy ion collisions and chiral materials such as Dirac or Weyl semimetals. We have also derived the CKE
in four-momentum up to the second order of ~. We found additional terms in the CKE to O(~) which take effects in
the infrared regime of momentum and can contribute to the chiral anomaly in the CKE other than the well-known
Berry phase term. We also show our method can be generalized to any Lorentz frame with a reference four-velocity
in a transparent way. The side-jump effect naturally emerges from the change of the first order distribution function
when one chooses a different four-velocity.
Acknowledgments. QW thanks D. Kharzeev, H.C. Ren and I. Shovkovy for insightful discussions at the Huada-QCD
school (2017) in Wuhan when this project was initiated. The authors thank J.W. Chen and C. Manuel for helpful
discussions. JHG is supported in part by the Major State Basic Research Development Program (973 program) in
China under Grant No. 2014CB845406, the National Natural Science Foundation of China (NSFC) under Grant No.
10
11475104, the Natural Science Foundation of Shandong Province under the Grant No. JQ201601 and Qilu Youth
Scholar Project Funding of Shandong University. ZTL is supported in part by NSFC under Grant No. 11675092. QW
is supported in part by the 973 program under Grant No. 2015CB856902 and 2014CB845402 and by NSFC under
Grant No. 11535012. XNW is supported by NSFC under Grant No. 11521064 and US DOE under Contract Nos.
DE-AC02-05CH11231.
Appendix A: Proof of the statement in Section II
We will give the key steps to prove the following statement in Section II: for any n, Eq. (7) is automatically satisfied
once the evolution equation (6) and the mass-shell conditions in Eq. (8) are satisfied with Eq. (9). This statement
can be put in another way: in the system of equations (6-9) for any n, Eq. (7) is redundant. We will call it the lemma
for later reference. It is convenient to rewrite Gµ and Πµ as
Gµ =
∞∑
k=0
~
kGµ(k), Π
µ =
∞∑
k=0
~
kGµ(k), (A1)
where the zeroth order operators are given by Gµ(0) = ∂
µ
x − F
µν∂pν and Π
µ
(0) = p
µ. For higher orders with k ≥ 1, these
operators have the following forms
Gµ(k) = −Ck∆
kFµν∂pν , Π
µ
(k) = kCk∆
k−1Fµν∂pν , (A2)
with the coefficients Ck defined by
Ck =
[
1 + (−1)k
]
(−1)k/2
2k+1(k + 1)!
. (A3)
Note that for convenience we have absorbed the charge Q into the field strength QFµν → Fµν so that it does not
appear in all formulas. The coefficients (A3) are equivalent to those in Eq. (5) of the manuscript since all odd k terms
vanish. We write these operators in three-dimension forms,
Π
(0)
0 = p0,
Π(0) = p,
Π
(k)
0 = −kCk∆
k−1E · ∇p,
Π(k) = kCk∆
k−1 (E∂p0 +B×∇p) ,
G
(0)
0 = ∂t +E · ∇p,
G(0) = ∇x +E∂p0 +B×∇p,
G
(k)
0 = Ck∆
kE · ∇p,
G(k) = Ck∆
k (E∂p0 +B×∇p) . (A4)
For convenience we can rewrite Eqs. (6,7,8,9) as
n∑
k=0
[
G
(k)
0 J
(n−k)
0 +G
(k) ·J (n−k)
]
= 0, (A5)
n∑
k=0
[
G
(k)
0 J
(n−k) +G(k)J
(n−k)
0
]
= 2s
n+1∑
k=0
Π(k) ×J (n−k+1). (A6)
n∑
k=0
[
Π
(k)
0 J
(n−k)
0 −Π
(k) ·J (n−k)
]
= 0, (A7)
n∑
k=0
G(k) ×J (n−k) = −2s
n+1∑
k=0
[
Π(k)J
(n−k+1)
0 −Π
(k)
0 J
(n−k+1)
]
, (A8)
We call these equations the n-th order equations or of order n although J
(n−k+1)
0 , J
(n−k+1), Π
(n+1)
0 and Π
(n+1)
appears in the right-hand sides of Eq. (A6) and (A8). According to this definition, the equations of order n− 1 can
11
be obtained by the replacement n→ n− 1 in Eqs. (A5-A8). From Eq.(A8), we obtain
J (n+1) =
1
p0
(
s
2
n∑
k=0
G(k) ×J (n−k)
+
n+1∑
k=0
Π(k)J
(n−k+1)
0 −
n+1∑
k=1
Π
(k)
0 J
(n−k+1)
)
. (A9)
Note that this equation is another form of Eq. (A8) so it is of order n.
In the following, we will prove the lemma by the mathematical induction method. It is straightforward to verify
that the lemma holds for the order n = 0, 1, 2. Hence we assume Eq. (A6) holds up to the order n − 1 with n ≥ 3
and that Eqs. (A5,A7,A9) are satisfied up to the order n, we need to prove that Eq. (A6) holds for the order n.
Substituting the expression (A9) into the right-hand side (RHS) of Eq.(A6) gives rise to
RHS = −
2s
p0
n+1∑
k=1
Π(0) ×
(
Π
(k)
0 J
(n−k+1)
)
+ 2s
n+1∑
k=1
Π(k) ×J (n−k+1)
= −
2s
p0
n+1∑
k=0
n−k+1∑
l=1
Π
(l)
0 Π
(k) ×J (n−k−l+1) +
1
p0
n∑
k=0
n−k∑
l=0
Π(k) ×
(
G(l) ×J (n−k−l)
)
+
2s
p0
n+1∑
k=0
n−k+1∑
l=0
Π(k) ×Π(l)J
(n−k−l+1)
0 −
2s
p0
n+1∑
k=1
[
Π(0),Π
(k)
0
]
×J (n−k+1)
+2s
n+1∑
k=1
[
Π(k),
1
p0
]
× p0J
(n−k+1) (A10)
Using following relations
n+1∑
k=0
n−k+1∑
l=0
Π(k) ×Π(l)J
(n−k−l+1)
0 = −
n+1∑
k=1
(k + 1)kCk∆
k−1BJ
(n−k+1)
0 , (A11)
n+1∑
k=1
[
Π(0),Π
(k)
0
]
×J (n−k+1) =
n+1∑
k=1
kCk∆
k−1E×J (n−k+1)
−
n+1∑
k=1
k(k − 1)Ck∆
k−2 [∇x (E · ∇p)]×J
(n−k+1), (A12)
n+1∑
k=1
[
Π(k),
1
p0
]
p0J
(n−k+1) = −
1
p0
n+1∑
k=1
kCk∆
k−1E×J (n−k+1)
−
1
p0
n+1∑
k=1
k(k − 1)Ck∆
k−2 (∂tE∂p0 + ∂tB×∇p)×J
(n−k+1), (A13)
and the Maxwell’s equation ∂tB+∇ ×E = 0, we obtain
RHS =
2s
p0
n+1∑
k=0
n−k+1∑
l=1
Π
(l)
0 Π
(k) ×J (n−k−l+1) +
1
p0
n∑
k=0
n−k∑
l=0
Π(k) ×
(
G(l) ×J (n−k−l)
)
−
2s
p0
n+1∑
k=2
(k + 1)kCk∆
k−1
(
BJ
(n−k+1)
0 +E×J
(n−k+1)
)
. (A14)
We further use the identity Ck = −
1
4k(k+1)Ck−2 and finally rewrite the RHS as
RHS = −
2s
p0
n+1∑
k=0
n−k+1∑
l=1
Π
(l)
0 Π
(k) ×J (n−k−l+1) +
1
p0
n∑
k=0
n−k∑
l=0
Π(k) ×
(
G(l) ×J (n−k−l)
)
+
s
2p0
n−1∑
k=0
Ck∆
k+1
(
BJ
(n−k−1)
0 +E×J
(n−k−1)
)
. (A15)
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We now work on the left-hand side (LHS) of Eq. (A6),
LHS =
1
p0
G
(0)
0
[
n∑
k=0
Π(k)J
(n−k)
0 +
s
2
n−1∑
k=0
G(k) ×J (n−1−k) −
n∑
k=1
Π
(k)
0 J
(n−k)
]
+
n∑
k=1
G
(k)
0 J
(n−k) +
n∑
k=0
G(k)J
(n−k)
0
=
1
p0
(
n∑
k=0
Π(k)G
(0)
0 J
(n−k)
0 +
s
2
n−1∑
k=0
G(k) ×G
(0)
0 J
(n−1−k) −
n∑
k=1
Π
(k)
0 G
(0)
0 J
(n−k)
)
+
1
p0
(
n∑
k=0
[
G
(0)
0 ,Π
(k)
]
J
(n−k)
0 +
s
2
n−1∑
k=0
[
G
(0)
0 ,G
(k)
]
×J (n−1−k) −
n∑
k=1
[
G
(0)
0 ,Π
(k)
0
]
J (n−k)
)
+
n∑
k=1
G
(k)
0 J
(n−k) +
n∑
k=0
G(k)J
(n−k)
0 . (A16)
Using Eq. (A5) for k ≤ n and Eq. (A6) for k ≤ n− 1 yields
LHS = −
2s
p0
n+1∑
k=1
n−k+1∑
l=0
Π
(k)
0 Π
(l) ×J (n−k−l+1) +
1
p0
n∑
k=0
n−k∑
l=0
Π(k) ×
(
G(l) ×J (n−k−l)
)
+
1
p0
n∑
k=0
n−k∑
l=0
(
Π(l) ·G(k) −G(k) ·Π(l)
)
J (n−k−l) −
1
p0
n∑
k=0
n−k∑
l=0
[
Π(k),G
(l)
i
]
J
(n−k−l)
i
+
1
p0
n∑
k=0
n−k∑
l=0
[
G(k),Π
(l)
i
]
J
(n−k−l)
i +
1
p0
n∑
k=0
n−k∑
l=0
[
Π
(l)
0 ,G
(k)
]
J
(n−k−l)
0
−
1
p0
n∑
k=0
n−k∑
l=0
[
Π(k), G
(l)
0
]
J
(n−k−l)
0 −
s
2p0
n−1∑
k=0
n−1−k∑
l=0
[
G(k), G
(l)
0
]
×J (n−1−k−l)
+
1
p0
n∑
k=0
n−k∑
l=0
[
Π
(k)
0 , G
(l)
0
]
J (n−k−l) −
s
2p0
n−1∑
k=0
n−1−k∑
l=0
G(k) ×G(l)J
(n−1−k−l)
0 . (A17)
We use following relations
n∑
k=0
n−k∑
l=0
(
Π(l) ·G(k) −G(k) ·Π(l)
)
J (n−k−l) = 0, (A18)
n∑
k=0
n−k∑
l=0
([
Π(k),G
(l)
i
]
−
[
G(k),Π
(l)
i
])
J
(n−k−l)
i = 0, (A19)
n∑
k=0
n−k∑
l=0
([
Π
(l)
0 ,G
(k)
]
−
[
Π(k), G
(l)
0
])
J
(n−k−l)
0 = 0, (A20)
n−1∑
k=0
n−1−k∑
l=0
[
G(k), G
(l)
0
]
×J (n−1−k−l) = −
n−1∑
k=0
Ck∆
k+1E×J (n−1−k), (A21)
n∑
k=0
n−k∑
l=0
[
Π
(k)
0 , G
(l)
0
]
J (n−k−l) = 0, (A22)
n−1∑
k=0
n−1−k∑
l=0
G(k) ×G(l)J
(n−1−k−l)
0 = −
n−1∑
k=0
Ck∆
k+1BJ
(n−1−k)
0 , (A23)
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where we have used the Maxwell’s equation ∂tB+∇ ×E = 0 to obtain Eqs. (A21,A23). Finally we arrive at
LHS = −
2s
p0
n+1∑
k=1
n−k+1∑
l=0
Π
(k)
0 Π
(l) ×J (n−k−l+1) +
1
p0
n∑
k=0
n−k∑
l=0
Π(k) ×
(
G(l) ×J (n−k−l)
)
+
s
2p0
n−1∑
k=0
Ck∆
k+1
(
BJ
(n−1−k)
0 +E×J
(n−1−k)
)
, (A24)
which is exactly the same as the RHS in Eq. (A15).
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