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Manyalgorithmsappliedininversescatteringproblemsusesource-ﬁeldsystemsinsteadofthedirectcomputationoftheunknown
scatterer.Itiswellknownthattheresultingsourceproblemdoesnothaveauniquesolution,sincecertainpartsofthesourcetotally
vanishoutsideofthereconstructionarea.Thispaperprovidesfor thetwo-dimensionalcasespecialsetsoffunctions,whichinclude
all radiating and all nonradiating parts of the source. These sets are used to solve an acoustic inverse problem in two steps. The
problem under discussion consists of determining an inhomogeneous obstacle supported in a part of a disc, from data, known for
a subset of a two-dimensional circle. In a ﬁrst step, the radiating parts are computed by solving a linear problem. The second step
is nonlinear and consists of determining the nonradiating parts.
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1. INTRODUCTION
Medical imaging involves the solution of mathematical in-
verse problems. This means that cause (the properties of liv-
ingtissue)isinferredfromeﬀect(theobservedsignal).Inthe
case of ultrasound tomography, the probe consists of ultra-
sonic pressure waves, and echoes inside the tissue show the
internal structure.
The properties of the tissue inside a body are described
by the function
f =
c2
0
c2 − 1+
i2ac0
kc
,( 1 )
where c is the local speed of sound. Outside the body the
speed c = c0 is constant. The function a comprises the at-
tenuation of a wave. The wavenumber k depends on the fre-
quency ω of the ultrasound scanner. They are simply related
by the equation
k =
ω
c0
. (2)
Outside the body the function f becomes zero. Therefore, let
us assume that the support of f is a subset of Ω ={ x ∈ R2 :
|x| <R }.
Furthermore, the incident wave ui, which is generated by
the ultrasound scanner, solves the homogeneous wave equa-
tion
 
 +k2 
ui = 0. (3)
The scattered ﬁeld us, which is generated by the scatterer
f and the incident wave ui, is described by the Lippmann-
Schwinger integral equation
us(x) = k2
 
Ω
G(x, y)f(y)
 
ui(y)+us(y)
 
dy,( 4 )
where G is the Green function associated with the Helmholtz
operator (  + k2) and the Sommerfeld radiation condition
in R2,
lim
r→∞r1/2
 
∂us
∂r
−ikus
 
= 0, r =  x . (5)
The total ﬁeld u,
u = ui +us,( 6 )
is determined by the sum of the incident wave and the scat-
tered ﬁeld. Equation (4)i sv a l i df o ra l lx ∈ R2. In the2 International Journal of Biomedical Imaging
2-dimensional case,
G(x, y) =
i
4
Ho
 
k x − y 
 
,( 7 )
where Ho is the Bessel function of the third kind of order 0
(see, e.g., [1]). In order to formulate the inverse problem, we
assume that the data g := us|Γ is known for a subset of the
boundary Γ ⊂ ∂Ω of the reconstruction area. If the operator
A is deﬁned as
A : L2(Ω) −→ L2(Γ),
AΨ(x) = k2
 
Ω
G(x, y)Ψ(y)dy,
(8)
then the inverse problem consists in solving the integral
equation
A
 
f
 
ui +us
  
= g,( 9 )
which is a nonlinear problem, since f and us are unknown in
the interior of the domain Ω. To get rid of the nonlinearity,
this problem is reformulated as a source problem by deﬁning
Φ := f
 
ui +us
 
. (10)
Now the problem reads as
AΦ = g. (11)
Denote by B the operator
B : L2(Ω) −→ L2(Ω),
BΨ(x) = k2
 
Ω
G(x, y)Ψ(y)dy,
(12)
then
us = BΦ (13)
is the ﬁeld generated by the source Φ.
It is well known that the solution of the source problem
(11) is not unique due to the existence of some nonradiating
parts of the function Φ which completely vanish outside of
the region Ω. In Sections 2 and 4, complete sets of functions
of the radiating and the nonradiating parts of the source
Φ are constructed. This decomposition already has success-
fully been used in [2] to solve the inverse scattering problem,
where the authors discretise the operator A and computed
the singular value decomposition numerically, that contains
the radiating and the nonradiating parts, respectively.
To get uniqueness of the reconstruction problem, mul-
tiple experiments have to be performed using pairwise dif-
ferent incident waves um
i (see [3]). Then the corresponding
sources are related by
Φm
BΦm +um
i
= f =
Φn
BΦn +un
i
, (14)
which follows from (10). It has been shown, for example, in
[4, 5], that there exists a unique solution f using incident
plane waves uα
i (x) = eik α,x  if data are collected for every
direction α of the unit sphere S1. This proves the existence of
a unique solution for every Φα for all α ∈ S1 in this case.
In Section 2, complete sets of radiating and nonradiat-
ing sources for the case Γ = ∂Ω are constructed. The cor-
responding ﬁelds to these sets are computed in Section 3.I n
Section 4, the limited angle problem Γ ⊂ ∂Ω is considered.
Complete sets of radiating and nonradiating sources are de-
veloped by using the singular value decomposition (SVD) of
the operator A. Algorithms and strategies, which use the de-
composition of the sources to solve the inverse problem, are
given in Section 5. In the last section, numerical results are
presented.
2. COMPLETE SETS OF RADIATING AND
NONRADIATING SOURCES
In this section, it is assumed that the data are given on the
complete boundary, that is, Γ = ∂Ω. The general case Γ ⊂
∂Ω will be discussed in Section 4.S o m ee ﬀorts were made in
[6] to construct complete sets of nonradiating sources. The
authors used the diﬀerential equation
 
 +k2 
us =− k2 f
 
us +ui
 
, (15)
which is equivalent to the integral equation (4). They deter-
minedabasisoffunctionsforradialsymmetric nonradiating
sources. As an alternative approach in the current paper the
integral equation is considered to get a complete set of non-
radiating sources.
From (15) and the deﬁnition of the source (10), it fol-
lows that a ﬁeld us generated by a source Φ ∈ L2(Ω), which
is zero at the boundary, completely vanishes outside of Ω.
Therefore, AΦ = 0 is a necessary and suﬃcient condition for
Φ to be a nonradiating source. Now the problem is to deter-
mine a complete set of the null space N(A), which contains
allnonradiatingsources.Ontheotherhand,abasisofN(A)⊥
represents a complete set of the radiating parts of the source.
A useful tool for investigating an operator is the singular
value decomposition (SVD) (vm,um,σm), which was deter-
mined in [7] in the case Γ = ∂Ω. The singular functions vm
and um a r eg i v e nu pt oc o n s t a n t sb y
vm(rω) = Jm(kr)Ym(ω),
um(Rω) = Ym(ω).
(16)
The functions Jm denote the Bessel functions of the ﬁrst
kind of order m,a n dYm are the spherical harmonics of
degree |m|, which are in the 2-dimensional case given by
Ym(ω(ϕ)) = eimϕ,w h e r eω(ϕ) are vectors of the unit sphere
S1 depending on the angle ϕ. The singular functions vm gen-
erate an orthogonal basis of the space N(A)⊥ and hence
{vm}m∈Z is a complete set of radiating sources. To complete
thissettoabaseofL2(Ω)thenullspaceN(A),whichincludes
allnonradiatingfunctions,hastobecharacterized.Assuming
thatanonradiatingsourcecanbeseparatedinapartq,which
onlydependsontheradius,andapartYp,dependingonlyonE. Wallacher and A. K. Louis 3
the direction of a point x = rω ∈ Ω, Φ(rω) = q(r)Yp(ω),
then the function Φ has to be orthogonal to all functions
vm ∈ N(A)⊥.T h a tm e a n s
 
Φ,vm
 
= 0 ∀m ∈ Z. (17)
Introducing polar coordinates one can deduce
  R
0
rq(r)Jm(kr)
 
S1 Yp(ω)Ym(ω)dωdr = 0. (18)
Finally, the orthogonality property
 
S1 Ym(ω)Yp(ω)dω = 2πδm,p (19)
of the spherical harmonics leads to the conclusion that
  R
0
rq(r)Jp(kr)dr = 0 (20)
has to be fulﬁlled for Φ to be a nonradiating source.
The problem changes into ﬁnding sets of functions
{qp,n}n∈N, that provide in combination with the function
Jp(k·) a basis of the Hilbert space L2([0,R],w−1) with the
weight w(r) = r. A helpful tool to construct such systems is
given by a special case of Lommel’s theorem (see, e.g., [8]),
which is summarized in Appendix 7. Now it is possible to
get an orthogonal basis of L2(Ω), which includes all radiat-
ing parts {vm}m∈Z. The existence of the zeros, claimed in the
theorem below, follows from Appendix 7 1–4. From formula
5i nAppendix 7 one can deduce that the number of zeros is
countable.
Theorem 1. Let k,R ∈ R+.F o re v e r ym ∈ Z denote
am =
⎧
⎪ ⎨
⎪ ⎩
−kRJ 
m(kR)
Jm(kR)
if Jm(kR)  = 0,
1 otherwise,
bm =
⎧
⎨
⎩
1 if Jm(kR)  = 0,
0 otherwise.
(21)
Furthermore,letλm,n (n ∈ N)bethepositivezerosofamJm(r)+
bmrJ 
m(r) (in the case where a+|m| < 0,a n yo ft h et w oz e r o si n
{ix | x ∈ R+} are to be added). After permutation let λm,o =
kR. Then the functions
wm,n(rω): = Jm
 
λm,n
R
r
 
Ym(ω) (22)
build an orthogonal basis of L2(Ω) and especially
wm,o(rω) = Jm(kr)Ym(ω). (23)
Proof. It follows from Lommel’s theorem (see Appendix 7)
and the orthogonality property (19) of the spherical har-
monicsthatthefunctionswm,n areorthogonalonL2(Ω).The
fact that λm,o = kR is a zero of amJm(r)+bmrJ 
m(r)f o l l o w s
from the deﬁnition of am and bm. Therefore, the functions
wm,o(rω)a r ee q u a lt oJm(kr)Ym(ω) and thus the radiating
parts are all contained in the basis.
To complete the proof, it has to be shown that for any
m ∈ Z the set {qm,n(r)}n∈N :={ Jm((λm,n/R)r)}n∈N is a com-
plete basis for L2([0,R],w−1). For the case bm = 0 this was
shown in [9]. In a similar way it can also be proved for the
case bm = 1. A detailed proof is given in [10].
Now let g ∈ L2(Ω) be any function, that is orthogonal to
every function wm,n. A consequence of the completeness of
thesphericalharmonics{Ym}m∈Z onthespaceL2(S1)andthe
completeness of the functions {qm,n}n∈N in L2([0,R],w−1)i s
that g has to be zero, which ﬁnishes the proof.
Sometimes it is better to deal with normalized functions.
An approximation can always be computed by numerical in-
tegration. But in this case one can also do this analytically,
which follows from Theorem 2 below.
Theorem 2. Let {wm,n}m∈Z, n∈N be the orthogonal basis de-
ﬁned in Theorem 1.T h e n ,t h en o r mo fwm,n is given in the case
bm = 1 by
   wm,n
    =
√
πR    λm,n
   
  
a2
m +λ2
m,n −m2    Jm
 
λm,n
    , (24)
and if bm = 0,
   wm,n
    =
√
πR    λm,n
   
   J
 
m
 
λm,n
    . (25)
Proof. Applying Lommel’s theorem (see Appendix 7)a n d
the orthogonality properties (19) of the spherical harmon-
ics leads directly to the norms of wm,n.
In the next theorem the main results of this section are
resumed.
Theorem 3. Let {wm,n}m∈Z, n∈N be the orthogonal base of
L2(Ω) deﬁned in Theorem 1, then
(i) {wm,o | m ∈ Z} is a complete orthogonal set of radiating
sources,
(ii) {wm,n | m ∈ Z,1≤ n ∈ N} is a complete orthogonal set
of nonradiating sources.
Proof. Let wm,n denote the functions of Theorem 1.B e c a u s e
of the singular value decomposition (16) of the operator
,it is obvious that (i) holds. Again it is a consequence of
Theorem 1 that (ii) is also true.
3. THE CORRESPONDING FIELDS AND PROPERTIES
Let wm,n be the functions of the orthogonal base of Theo-
rem 1, then they are associated to the radiating and non-
radiating parts of a source as described in Theorem 3.T o
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corresponding ﬁelds um,n of the sources wm,n havetobecom-
puted. They are related by (13) um,n = Bwm,n.
Theorem 4. The ﬁelds um,n corresponding to the sources wm,n
are given by
um,n(rω) =
ik2π
2
 
Hm(kr)I1
m,n(r)+Jm(kr)I2
m,n(r)
 
Ym(ω),
(26)
where
I1
m,n(r)
=
⎧
⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎨
⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎩
r
k2 −
 
λm,n/R
 2
 
kJm+1(kr)Jm
 
λm,n
R
r
 
−
λm,n
R
Jm(kr)Jm+1
 
λm,n
R
r
  
, n ≥ 1,
1
2k2
 
r2k2 
J 
m(kr)
 2
+
 
[kr]2 −m2 
J2
m(kr)
 
, n = 0,
I2
m,n(r)
=
⎧
⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎨
⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎩
s
k2 −
 
λm,n/R
 2
 
kHm+1(ks)Jm
 
λm,n
R
s
 
−
λm,n
R
Hm(ks)Jm+1
 
λm,n
R
s
         
R
r
, n≥1,
1
2k2
 
s2k2H 
m(ks)J 
m(ks)
+
 
[ks]2 −m2 
Hm(ks)Jm(ks)
    R
r , n = 0.
(27)
Proof. Using the expansion of Hankel function (see Appen-
dix 7 formula 10) and Lommel’s theorem (see Appendix 7)
leads to the statement given in Theorem 4.
A more detailed examination shows that the ﬁelds um,n
corresponding to the nonradiating sources wm,n (n ≥ 1) can
be expressed by the functions wm,n themselves in the follow-
ing way.
Theorem5. Theﬁelds um,n causedbythenonradiatingsources
wm,n (n ≥ 1) have the form
um,n(rω) = dm,nwm,o(rω)+em,nwm,n(rω), (28)
where
dm,n =
ik2π
2
 
k2 −
 
λm,n/R
 2 
 
kRHm+1(kR)Jm
 
λm,n
 
−λm,nHm(kR)Jm+1
 
λm,n
  
,
em,n =
−k2
k2 −
 
λm,n/R
 2
(29)
are constants.
Proof. Let I1
m,n(r)a n dI2
m,n(r) be the functions due to
Theorem 4.F r o mTheorem 1,w eo b t a i n
Bwm,n =
 
p∈Z
 
q∈N
 
Bwm,n,
wp,q
   wp,q
   2
 
wp,q,
2
ik2π
 
Bwm,n,
wp,q
   wp,q
   2
 
=
1
   wp,q
   2
  R
o
r
 
Hm(kr)I1
m,n(r)+Jm(kr)I2
m,n(r)
 
Jp
×
 λp,q
R
r
  
S1 Ym(ω)Yp(ω)
      
=2πδm,p
dωdr
=
2πδm,p
 
k2 −
 
λm,n/R2 2    wm,q
   2
×
   R
o
rTm(r)Jm
 
λm,n
R
r
 
Jm
 λm,q
R
r
 
+rSm(R)Jm(kr)Jm
 λm,q
R
r
 
dr
 
,
(30)
where
Tm(r) = kr
 
Hm(kr)Jm+1(kr) − Jm(kr)Hm+1(kr)
 
,
Sm(R) = kRHm+1(kR)Jm
 
λm,n
 
−λm,nHm(kR)Jm+1
 
λm,n
 
.
(31)
Applying formulas 9 and 11 of Appendix 7 leads to
Tm(r) =
2i
π
. (32)
Inserting Tm and Sm yields
k2 −
 
λm,n/R
 2
ik2π2cm,ncp,q
 
Bwm,n,
wp,q
   wp,q
   2
 
=
2iδm,p
π
   wm,q
   2
  R
o
rJm
 
λm,n
R
r
 
Jm
 λm,q
R
r
 
dr
      
( wm,n 2/2π)δn,q
+
Sm(R)δm,p
   wm,q
   2
  R
o
rJm(kr)Jm
 λm,q
R
r
 
dr
      
( wm,o 2/2π)δo,q
.
(33)E. Wallacher and A. K. Louis 5
From this we deduce that
 
Bwm,n,wp,q
 
=
−k2
k2 −
 
λm,n/R
 2δm,pδn,q
+
ik2π
2
 
k2 −
 
λm,n/R
 2 Sm(R)δm,pδo,q.
(34)
Finally, the properties of the source-ﬁeld systems (um,n,
wm,n) are summarized in the next theorem.
Theorem6. Let um,n andwm,n betheﬁeldsandsourcesdeﬁned
as above. Then,
(i) Bwm,n = um,n,
(ii) ( +k2)um,n =− k2wm,n,
(iii) ( +k2)wm,n = (k2 −λ2
m,n/R2)wm,n,
(iv) [( +k2)]2um,o = 0,
(v) the space of the radiating sources is orthogonal to the
space of nonradiating sources.
T h e s ep r o p e r t i e sw e r ep r o v e di n[ 11] for any complex-
valued or vector source-ﬁeld system described by a linear
scalar or vector partial diﬀerential equation. In this case, they
follow immediately from the outlines made before and the
fact that the functions wm,n are eigenfunctions of the Laplace
operator with eigenvalues −(λm,n/R)2.
4. THE LIMITED-ANGLE PROBLEM
The singular value decomposition (SVD) is a powerful tool
to analyze a problem. The range and the orthogonal comple-
ment of the nullspace of an operator is given by the singular
functions. The behavior of the singular values characterizes
the ill-posedness of the problem. A classiﬁcation is, for ex-
ample, outlined in [12] .T h eg o a lo ft h i ss e c t i o ni st od e r i v e
the SVD of the operator A for the general case Γ ⊂ ∂Ω.T o
handle this problem, it is assumed that Γ is parameterized in
the following way:
Γη(α),β =
 
Reiδ | δ ∈
 
η(α) −β;η(α)+β
  
, (35)
where η is an arbitrary function deﬁned on the sphere
η :[ 0 ;2 π) −→ [0;2π). (36)
The measurement setup is shown in Figure 1. In this case,
the center of the detector is η(α) and the length of the de-
tector is 2β. The operator under consideration depends on
the direction of the incident wave as well as of the length of
the detector. The function η only ensures that the center of
the detector is independent of the direction of the incident
wave uα
i . For instance, one can imagine that for applications
the detector can always be installed in the opposite of the in-
cident wave. That means η(α) = α. On the other hand, it is
possible that the detector is ﬁxed somewhere and so η(α) ≡ c
becomes a constant. For the sake of simplicity, we replace in
the following η(α)b yα because the arguments in the prove
Incident
wave uα
i
Ω
Scattered ﬁeld uα
s
Detector
Γη(α),β
c
β
β
η
 α
0
￿
Radius R
Object
Figure 1: Measurement setup.
are the same:
Aα,β : L2(Ω) −→ L2
 
Γα,β
 
,
Aα,βΨ(x) = k2
 
Ω
G(x, y)Ψ(y)dy.
(37)
To get the SVD of the operator A := Aα,β, the eigenfunc-
tions and eigenvalues of the operator A∗A have to be com-
puted. Therefore, a suitable representation of this operator is
needed. In the following, α is considered as the same time as
a vector on the sphere S1 as well as the corresponding angle.
Theorem 7. Let A be the operator deﬁned in (37) for an arbi-
trary α ∈ [0,2π) and β ∈ (0,π].( L e tf ∈ L2(Ω) and wm,n
(m ∈ Z, n ∈ N) be the L2-basis of Theorem 1.) Then,
 
A
∗Af
 
(rω)
=
 
m∈Z
 
n∈Z
ei(n−m)αS(m,n,β)
 
f ,
wn,o    wn,o
   
 
wm,o(rω)    wm,o
    ,
(38)
where
S(m,n,β)
=
β
   k2   2R
8
Hm(kR)Hn(kR)
   wm,o
      wn,o
   sinc
 
β(n−m)
 
(39)
is a weighted Sinc matrix.
Proof. We have the identity
 Af,g =
 
Γβ,α
 
Ω
k2G
 
k x − y 
 
f (y)dyg(x) dx
=
 
Ω
 
Γβ,α
k2G
 
k x − y 
 
g(x)dxf(y)dy
=
 
f,A
∗g
 
.
(40)6 International Journal of Biomedical Imaging
Thus, we obtain
 
A
∗Af
 
(x) = k2
 
Γβ,α
G
 
k x − y 
 
k2
×
 
Ω
G
 
k y −z 
 
f (z)dzdy
(7)
=
   k2   2
16
 
Γβ,α
H0
 
k x − y 
 
×
 
Ω
H0
 
k y −z 
 
f(z)dzdy.
(41)
Using polar coordinates x = rxωx and the series represen-
tation of the Hankel function (see Appendix 7 formula 10),
one can deduce
 
A
∗Af
  
rxωx
 
=
   k2   2R
16
 
ω(Γ)
 
m∈Z
Hm(kR)Ym
 
ωy
 
Jm
 
krx
 
Ym
 
ωx
 
×
  R
0
 
S1 rz
 
n∈Z
Hn(kR)Yn
 
ωy
 
×Jn
 
krz
 
Yn
 
ωz
 
f
 
rzωz
 
dωz drz dωy.
(42)
Uniform convergence leads ﬁnally to
 
A
∗Af
  
rxωx
 
=
   k2   2R
16
 
m∈Z
 
n∈Z
Hm(kR)Jm
 
krx
 
Ym
 
ωx
 
      
wm,o(rxωx)
Hn(kR)
×
 
ω(Γ)
Ym
 
ωy
 
Yn
 
ωy
 
dωy
      
ei(n−m)α2βsinc(β(n−m))
×
  R
0
rzJn
 
krz
  
S1 Yn
 
ωz
 
f
 
rzωz
 
drzdωz
      
 f ,wn,o 
=
 
m∈Z
 
n∈Z
ei(n−m)αS(m,n,β)
 
f ,
wn,o    wn,o
   
 
wm,o
 
rxωx
 
wm,o
.
(43)
Some useful properties of the Sinc-matrix (S(m,n,
β))m,n∈Z are summarized in the following lemma.
Lemma 1. By using the notation above, the following state-
ments hold:
(i) am = a−m;
(ii) λm,n = λ−m,n;
(iii)  wm,n =  w−m,n ;
(iv) S(m,n,β) = S(−m,−n,β);
(v) S(m,n,β) = S(n,m,β);
(vi) the operator (S(m,n,β))m,n∈Z : l2(Z) → l2(Z) is selfad-
joint and compact.
Proof. Assumption (i) and (ii) follow immediately from
Jm(r) = (−1)mJ−m(r). (44)
Assumption(iii)
   wm,n
    =
 
πR2
λ2
m,n
 
a2
m +λ2
m,n −m2 
J2
m
 
λm,n
  1/2
(i)+(ii)
=
 
πR2
λ2
−m,n
 
a2
−m +λ2
−m,n −(−m)2 
J2
−m
 
λ−m,n
  1/2
=
   w−m,n
   .
(45)
Assumption(iv)
Because of Hm(kR) = (−1)mH−m(kR) and sinc(t) = sinc(−t),
one has
S(m,n,β) =
β
   k2   2R
8
H−m(kR)H−n(kR)
   w−m,o
   
×
   w−n,o
   sinc
 
β(−n+m)
 
= S(−m,−n,β).
(46)
Assumption(v)
Only the Hankel functions possess a complex-valued part in
S(m,n,β). Therefore,
S(m,n,β)
=
β
   k2   2R
8
Hm(kR)Hn(kR)
   wm,o
      wn,o
   sinc
 
β(n−m)
 
= S(n,m,β).
(47)
Assumption(vi)
Let C = (S(m,n,β))m,n∈Z and W = span{wm,o | m ∈ Z}⊂
L2(Ω). Then the functions (wm,o)m∈Z are an orthogonal basis
of the Hilbert-space W and therefore the function
ι : l2(Z) −→ W
 
xm
 
m∈Z  −→
 
m∈Z
xm
wm,o    wm,o
    (48)
is an isomorphism. One can conclude that
C
 
xm
 
m∈Z = ι
−1ιC
 
xm
 
m∈Z,
C
 
xm
 
m∈Z = ι
−1ι
 
 
n∈Z
S(m,n,β)xn
 
m∈Z
,
C
 
xm
 
m∈Z = ι−1
 
 
m∈Z
 
n∈Z
S(m,n,β)xn
wm,o    wm,o
   
 
,
C
 
xm
 
m∈Z
α=0
= ι
−1
 
A
∗A
 
 
m∈Z
xm
wm,o    wm,o
   
  
,
C
 
xm
 
m∈Z = ι
−1  
A
∗Aι
 
xm
 
m∈Z
 
      
∈W
∈ l2(Z).
(49)E. Wallacher and A. K. Louis 7
Hence C is well deﬁned. From (v) it follows immediately
that C is selfadjoint. It is well known that A is a compact op-
erator and thus A∗A is compact. From (49)o n ec a nd e d u c e
that C is also compact.
Now it is possible to compute the SVD of the operator A.
Theorem 8. Let (v
β
p,m)m∈Z (p ∈ Z) be the orthonormalized
eigenvectors of the matrix (S(m,n,β))m,n∈Z to the eigenvalues
λ
β
p (the existence follows from Lemma 1(vi)). The normal-
ization of v
β
p,m holds for the inner product on l2(Z),t h a ti s ,
 (v
β
p,m)m∈Z 2
l2 =
 
m∈Z |v
β
p,m|2. Then the operator Aα,β has the
SVD (v
α,β
p ,u
α,β
p ,σ
β
p)p∈Z with
σ
β
p =
 
λ
β
p,
v
α,β
p (rω) =
 
m∈Z
v
β
p,me
−imαwm,o(rω)    wm,o
    ,
u
α,β
p (Rω) =
ik2
4σ
β
p
 
m∈Z
v
β
p,mHm(kR)
   wm,o
   e
−imαYm(ω).
(50)
Proof. For the sake of simplicity, the dependence of the pa-
rameters α and β is dropped for the SVD in this proof. It is
shown in Lemma 1 that the operator (S(m,n,β))m,n∈Z is self-
adjoint and compact. This fact provides the existence of an
orthonormal basis of eigenfunctions,
 
A∗Avp
 
(rω) =
 
m∈Z
 
n∈Z
ei(n−m)αS(m,n,β)
×
 
 
q∈Z
vp,qe
−iqα wq,o    wq,o
   ,
wn,o    wn,o
   
 
wm,o(rω)    wm,o
   
=
 
m∈Z
 
n∈Z
ei(n−m)αS(m,n,β)vp,ne
−inαwm,o(rω)    wm,o
   
=
 
m∈Z
 
 
n∈Z
S(m,n,β)vp,n
 
      
λpvp,m
e−imαwm,o(rω)    ww,o
   
= λp
 
m∈Z
vp,me
−im(α)wm,o(rω)    wm,o
   
= λpvp(rω).
(51)
The normalization follows from
1
!
=
   vp
   2
=
 
m∈Z
 
n∈Z
 
vp,me−imα wm,o    wm,o
   ,vp,ne−inα wn,o    wm,o
   
 
=
 
m∈Z
   vp,m
   2
=
    
vp,m
 
m∈Z
   2
l2.
(52)
To show that all eigenvectors are included, let u be another
eigenvector from A∗A to the eigenvalue λ and u  = vp for
all p ∈ Z. Assume u =
 
m∈Z
 
n∈Num,n(wm,n/ wm,n )w i t h
respect to the basis {wm,n}m,n, then
 
A∗Au
 
(rω) =
 
m∈Z
 
n∈Z
ei(n−m)αS(m,n,β)
×
 
 
p∈Z
 
q∈N
up,q
wp,q    wp,q
   ,
wn,o    wn,o
   
 
wm,o(rω)    wm,o
   
=
 
m∈Z
 
n∈Z
ei(n−m)αun,oS(m,n,β)
wm,o(rω)    wm,o
    .
(53)
On the other hand,
A∗Aλu = λ
 
m∈Z
 
n∈Z
um,n
wm,n    wm,n
   . (54)
By comparing the coeﬃcientsonecanconcludethatum,n = 0
for all m ∈ Z and n ≥ 1. For the case n = 0, one can deduce
λum,o =
 
n∈Z
ei(n−m)αun,oS(m,n,β) ⇐⇒ λeimαum,o
=
 
n∈Z
einαun,oS(m,n,β).
(55)
It follows that (eimαum,o)m∈Z is an eigenvector of (S(m,
n,β))m,n. Therefore, one can choose   p ∈ Z, such that
(eimαum,o)m∈Z = (v  p,m)m∈Z holds. It follows that
u =
 
m∈Z
um,o
wm,o    wm,o
    =
 
m∈Z
e
−im(α)v  p,m
wm,o    wm,o
    = v  p, (56)
which is contradiction to u  = vp for all p ∈ Z.
Finally, the equation Avp = σpup has to hold for every
p ∈ Z. By using polar coordinates and the series representa-
tion of the Hankel function (see formula 10 in Appendix 7),
one can conclude
Avp
 
Rωx
 
=
ik2
4
 
m∈Z
Hm(kR)Ym
 
ωx
 
×
  R
0
ryJm
 
kry
  
S1 Ym
 
ωy
 
vp
 
ryωy
 
dωy dry
=
ik2
4
 
m∈Z
Hm(kR)Ym
 
ωx
  
vp,wm,o
 
L2(Ω)
=
ik2
4
 
m∈Z
Hm(kR)Ym
 
ωx
    wm,o
   vp,me−imα.
(57)
There are similarities to incomplete data problems in X-
ray computerized tomography (CT), where the Sinc-matrix
also played an important role for the SVD (see [13]). In CT it
is wellknown thatthereexist auniquesolution ofthelimited
angle problem. Immediately the question arises, if there is
also a unique solution in the inverse limited angle scattering8 International Journal of Biomedical Imaging
problem at least for the radiating part of the source. Theo-
rems 9 and 10 give a positive answer.
Theorem9. Let the parameters α and β be ﬁxed, let {v
α,β
m }m∈Z
be the singular functions of Theorem 8 and {wm,n}m∈Z, n∈N the
functions of the L2-basis of Theorem 1.T h e n ,
(i) {v
α,β
m | m ∈ Z} is a complete orthogonal set of radiating
sources,
(ii) {wm,n | m ∈ Z,1≤ n ∈ N} is a complete orthogonal set
of nonradiating sources.
Proof. Let
V1 := span
 
v
α,β
m | m ∈ Z
 
, V2 := span
 
wm,o | m ∈ Z
 
.
(58)
It is obvious that V1 ⊆ V2. Assume x ∈ V
⊂
1 ∩V2.T h e n ,x can
be expanded in a series of functions from V2, that is,
x =
 
m∈Z
xm
wm,o    wm,o
   . (59)
Let P be the orthogonal projection onto V1.W eh a v et h e
identity
0 = Px =
 
p∈Z
 
x,v
α,β
p
 
v
α,β
p
=
 
p∈Z
 
 
q∈Z
xq
wq,o    wq,o
   ,
 
m∈Z
v
β
p,me
−imα wm,o    wm,o
   
 
v
α,β
p
=
 
p∈Z
 
 
m∈Z
xmv
β
p,meimα
 
v
α,β
p .
(60)
Because the functions v
α,β
p are linear independent, this im-
plies for all p ∈ Z,
0 =
 
m∈Z
xmv
β
p,meimα
=
  
xmeimα 
m∈Z,
 
v
β
p,m
 
m∈Z
 
.
(61)
The vectors (v
β
p,m)m∈Z ∈ l2 build an orthonormal basis and
the conclusion is
xmeimα = 0 ⇐⇒ xm = 0. (62)
Hence V1 = V2 and Theorem 3 completes the proof.
A direct consequence of the theorem above is that the
data gα,β = uα
s |Γα,β can be extended to the entire bound-
ary ∂Ω. Note that the minimum energy solution Φmin of the
problem Aα,βΦ = gα,β can be expressed with the help of the
SVD by
Φmin =
 
σm>0
σ−1
m
 
gα,β,u
α,β
m
 
v
α,β
m . (63)
Theorem 10. Let α, β be ﬁxed and gα,β = uα
s |Γα,β. Then
uα
s
   
∂Ω = B
   
∂ΩΦmin, (64)
where Φmin is the minimum energy solution of Aα,βΦ = gα,β.
Proof. The minimum energy solution is the projection of the
source Φα onto N⊥(Aα,β) .B u tf r o mT h e o r e m s3 and 9 it fol-
lows that N(Aα,β)⊥ is independent on β. Furthermore, we
have N(Aα,β)⊥ = N(B|∂Ω)⊥ which proves the statement.
Remark 1. To extend the data on the entire boundary the
minimumenergysolutionhastobecomputed.Thisproblem
is very ill-posed for small β, because numerical experiments
have shown that limβ→0σ
β
m = 0f o ra l lm ∈ Z.
5. THE INVERSE PROBLEM
Many algorithms (see, e.g., [2, 14]) use the deﬁnition of the
sourcestoreconstructtheunknownscatterer f.Theproblem
can be divided into two separated steps. In a ﬁrst step, the
linear integral equation (11) has to be solved. This leads to
the radiating parts of the sources Φ. In a second nonlinear
step, the nonradiating parts are to be computed.
5.1. Theradiatingpartsofasource
Because the minimum energy solution of the problem (11)
is the unique solution in N(A)⊥, this solution contains the
radiating parts of the source Φ. If the source is split into ra-
diating and nonradiating parts Φ = ΦR + ΦNR, the radiating
part can be computed using the singular value decomposi-
tion (vm,um,σm) of the operator A. More precisely,
ΦR(rω) =
 
m
σ
−1
m
 
g,um
 
vm(rω). (65)
The operator A is a compact operator. Thus the problem
is ill-posed in the following sense (see also [15]). Small er-
rors in the data g lead to large errors in the reconstruction
ΦR. Hence a regularization has to be performed. A summary
of regularization methods is given in [12]. All the methods
mentionedinthisbookarecloselyrelatedtoageneralframe-
work, the approximate inverse (see [16–18]), where the basic
idea is to approximate the solution ΦR by smoothing
ΦR(x) ≈ ΦR,γ(x): =
 
eγ(x,·),ΦR
 
=
 
A
∗ψγ(x,·),ΦR
 
=
 
ψγ(x,·),g
 
,
(66)
here the molliﬁer eγ(x, ·) is an approximation of the delta-
distribution (e.g., eγ(x, y) = (1/2πγ)e− x−y 2/2γ2 the Gaus-
sian) and the reconstruction kernel ψγ(x,·) is the solution of
A∗ψγ(x,·) = eγ(x,·). The constant γ denotes the regulariza-
tion parameter, which depends on the noise level of the given
data g. The advantages of this method are as follows.
(i) The reconstruction kernel ψγ can be computed before
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(ii) The kernel does not depend on the data, that are af-
ﬂicted by errors.
(iii) If the same problem is to be solved many times (like
the case for every given data gα), then the kernel ψγ
has to be computed only once. This fact yields a good
performance.
Again we apply the SVD to get the kernel ψ
α,β
γ ,
ψ
α,β
γ (x,·) =
∞  
m=0
σ
−1
m
 
eγ(x,·),v
α,β
m
 
u
α,β
m (·). (67)
For the numerical implementation one has to cut oﬀ
the series. For γ = 0 which corresponds to the Delta—
distribution and restricting the summation from m = 0a n d
up to m = M that approach provides the truncated SVD.
A problem of the approximate inverse is the large mem-
ory consumption, because for every reconstruction point
x ∈ Ω and for every incident wave direction α the kernel
ψ
α,β
γ (x,·) has to be computed. To overcome this problem,
we use some invariance properties of the kernel (see also
[18]).
Remark 2. If β<π , that is, Γ i sar e a ls u b s e to f∂Ω,n oi n v a r i -
ancehasbeenfound.Infactitispossibletoextentthedataon
theentireboundarybynowwiththehelpofTheorem 10,but
this also needs a regularization because of the ill-posedness
of the problem. For this problem all reconstruction kernels
have to be computed for every α and every reconstruction
point x. At least the integrals  eγ(x,·),wm,o  which appear in
the inversion formula for the minimum energy solution of
the reconstruction kernel
ψ
α,β
γ =
 
p∈Z
1
σ
β
p
 
m∈Z
v
β
p,me−imα
   wm,o
   
 
eγ(x,·),wm,o
 
u
α,β
p (68)
should be precomputed. This procedure still provides an ac-
ceptable performance of reconstructing the radiating parts
of the source. In the following only the case β = π is consid-
ered.
Theorem11. Letβ = π andeγ bearadialsymmetricmolliﬁer,
that is, eγ(x, y) = eγ( x − y ).T h e n ,
(i) ψα,π
γ (reiϕx,Reiϕy) is independent of α,
(ii) ψπ
γ(reiϕx,Re iϕy) = ψγ(r,Re i(ϕx+ϕy)).
Hence the kernel at any point x = reiϕx ∈ Ω is given by a
rotation of the kernel at the point r on the positive real axis.
Proof. Let ψα,π
γ (rxeiϕx,·) be the minimum energy solution of
A∗ψγ(rxeiϕx,·) = eγ(rxeiϕx,·). Hence,
ψγ
 
rxeiϕx,·
 
=
 
m
σ
−1
m
 
eγ
 
rxeiϕx,·
 
,vm
 
um(·). (69)
Table 1: Reconstruction error of the radiating source.
Data error Reconstruction error
 g / g  in %  ΦR −Φγ,R / ΦR 
0 0.0013
1 0.0044
2 0.0087
3 0.0131
4 0.0174
5 0.0218
6 0.0261
7 0.0305
8 0.0348
9 0.0392
10 0.0435
Theinner productsin(69)aregivenuptoconstants(see[7])
by
 
eγ
 
rxeiϕx,·
 
,wm,o
 
=
  R
o
ryJm
 
kry
   2π
o
Ym
 
eiϕy 
eγ
    rxeiϕx −ryeiϕy    
dϕy dry
ϕy=ϕz−ϕx
=
  R
o
ryJm
 
kry
   ϕx+2π
ϕx
Ym
 
ei(ϕz−ϕx) 
eγ
×
    rxeiϕx − ryei(ϕz−ϕx)    
dϕz dry
= Ym
 
eiϕx   R
o
ryJm
 
kry
   ϕx+2π
ϕx
Ym(eiϕz)eγ
×
    eiϕx 
rx −ryeiϕz     
dϕz dry.
(70)
Sincethefunction Ym(eiϕz)eγ( ω(ϕx)[rx−ryeiϕz] )is2π-
periodic and  eiϕx =1 the inner products read as
 
eγ
 
rxeiϕx,·
 
,wm,o
 
= Ym
 
eiϕx  
eγ
 
rx,·
 
,wm,o
 
. (71)
With the approximate inverse it is possible to compute a
smoothed solution of the radiating part of the source
ΦR,γ
 
reiϕ 
=
 
g,D
−ϕψ(r,·)
 
, (72)
where Dϕ denotes the rotation operator with respect to the
angle ϕ. This method was tested in a numerical test for a ho-
mogeneous scatterer f , which is given by a disc with radius
ρ<R . In this case the source and the ﬁeld can be computed
analytically, (see [19]). Table 1 shows the errors between the
exact radiating source and the source reconstructed by the
approximate inverse. Uniform noise g where added to the
exact data g.D i ﬀerent noise levels where added to the exact
data.Theregularizationparameterγ wasadjustedtothedata
error.
For this example α is ﬁxed and β = π. The radius is
R = 1.5 and the wavenumber k = 2π/0.9. The object f is
a homogeneous disc with radius 0.5a n dv a l u e0 .1.10 International Journal of Biomedical Imaging
5.2. ThenonradiatingpartsofthesourcesΦα
Suppose that the data gα,β are given for pairwise diﬀerent in-
cident waves uα
i . Then the radiating parts Φα
R of the sources
Φα can be computed, as it was shown in Section 5.1.T h e
nonradiating parts and the corresponding ﬁelds uα
NR can be
represented by the sets given in Theorems 3 and 5, leading to
Φα
NR(rω) =
 
m
 
n≥1
aα
m,nwm,n(rω),
uα
NR(rω) =
 
m
 
n≥1
aα
m,num,n(rω),
(73)
where the coeﬃcients aα
m,n are to be determined. To solve the
problem numerically, the solution has to be calculated on a
ﬁnite subspace. Two basic ideas which rely on [2] can be ap-
plied.
(1) Divide the problem into two parts. In the ﬁrst step,
the cost function
 
α
   f
 
uα
i +BΦα 
− Φα    (74)
has to be minimized by varying the scatterer f.I nas e c o n d
step, the cost functions
   f
 
uα
i +BΦα
R +uα
NR
 
−
 
Φα
R +Φα
NR
     (75)
for every given direction α ∈ S1 have to be minimized by
variation of the coeﬃcients aα
m,n of the nonradiating parts
Φα
NR of the sources Φα. Return to the ﬁrst step until changes
in the proﬁle are less than some speciﬁed tolerance. The two
steps include a linear problem.
(2) Another idea is to solve the problem in a simultane-
ouswa y .A sac onsequenc eof(14)wehavethatΦα
NRandΦ
β
NR
are related by
 
Φα
R +Φα
NR
 
 
BΦα
R +BΦα
NR+uα
i
  −
 
Φ
β
R +Φ
β
NR
 
 
BΦ
β
R +BΦ
β
NR+u
β
i
  = 0. (76)
If the data (gαk)P
k=1 are given for pairwise diﬀerent inci-
dent waves u
αk
i , then the functional
   F
 
Φαk
m,n
 k=1,...,P−1
m∈Z, n≥1
   2
LP−1
2 (Ω) (77)
with
 
F
 
aαk
m,n
 k=1,...,P−1
m∈Z, n≥1
 
j
=
Φ
αj
R +
 
m∈Z
 
n≥1a
αj
m,nwm,n
BΦ
αj
R +u
αj
i +
 
m∈Z
 
n≥1 a
αj
m,num,n
−
Φ
αj+1
R +
 
m∈Z
 
n≥1a
αj+1
m,nwm,n
BΦ
αj+1
R +u
αj+1
i +
 
m∈Z
 
n≥1a
αj+1
m,num,n
(78)
has to be minimized, for example, with the Gauss-Newton
algorithm.
Remark 3. The iteration can also be performed for pairwise
diﬀerent wavenumbers k, because the scatterer f does not
depend on k (see (14)).
6. NUMERICAL RESULTS
Figure 2 shows in the ﬁrst row a complex valued scatterer.
The real part is given on the left. The middle row shows
the reconstruction of the scatterer. The data are given accu-
rately.Anerrorof5%isaddedonthedataforthereconstruc-
tion in the last row. The parameters of the problem and the
measuring instrument are selected as follows: radius R = 1,
wavenumber k = 25,128 measuring directions equidistantly
distributed between 0 and 2π,a n de x a c t l ya sm a n ym e a s u r -
ing points per measuring direction. The scatterer f consists
of 5 single ﬁgures.
(i) Backgroundcircle:center(0,0),radius0.7,value0.05+
0.05i.
(ii) Lower circle: center (0.2,−0.3), radius 0.125, value
0.1+0.075i.
(iii) Middle circle: center (0.2,0), radius 0.1, value 0.2+
0.175i.
(iv) Upper circle: center (0.2,0.3), radius 0.075, value 0.3+
0.275i.
(v) Rectangle: right upper corner (−0.1,0.4), width 0.2,
height 0.8, value 0.1+0 .1i.
The radiating parts of the source can be computed by
solving linear systems of equations. The approximate inverse
showed its ability to regularize this ill-posed problems in a
fast way. The main advantages are listed in Section 5.1.T h e
high memory consumption for the general case Γ ⊂ ∂Ω is
still a problem. But because the time for solving the linear
problems is negligible compared to the time for solving the
nonlinear problem, Remark 2 shows an acceptable way out
of this problem.
The nonradiating parts of the source were determined
with the methods proposed in Section 5.2 and compared
with one another. The quality of the reconstructions do not
diﬀerfromonetotheother.Thelinearalgorithmneedsmore
iterations than the simultaneous algorithm but less time per
iteration. The speed strongly depends on the given param-
eters and the measuring setup. In fact, various approaches
have been formulated, which try to solve the nonlinear in-
verse scattering problem with more or less approximations.
(i) Extended Born approximation, distorted wave Born
approximation (DWBA) or Rytov approximation (see,
e.g., [22–24]).
(ii) eikonal approximation method (see, e.g., [25]).
(iii) modiﬁed gradient method (MFG) (see, e.g., [26, 27]).
(iv) source-type integral equation method (STIE) (see,
e.g., [2]).
(v) approximate inverse method (AI) (see, e.g., [7]).
(vi) propagation-backpropagation method (see, e.g., [28,
29]).E. Wallacher and A. K. Louis 11
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Figure 2: Reconstruction of a complex-valued scatterer.
(vii) sampling and probe method (see, e.g., [4, 30–33]).
(viii) contrast source inversion (CSI) (see, e.g., [14, 34]).
(ix) synthetic aperture focusing technique (SAFT) (see,
e.g., [35]).
It is not the intention of the current paper to compare the
performance of all reconstruction methods. It gives a bet-
ter comprehension of the source-ﬁeld system. Especially the
solver for the linear problem has been improved by the ap-
proximate inverse.
7. CONCLUSION
In the ﬁrst section of this paper, a special orthogonal basis
of the space L2(Ω)f o rΩ a unit ball has been derived. Using
this basis it is possible to separate the source in its radiating
and nonradiating parts, respectively. The radiating parts of a
source can be obtained by solving an ill-posed linear prob-
lem. In our paper, they are computed by means of the ap-
proximate inverse. A numerical example for a known scat-
terer and diﬀerent noise levels shows the applicability of the
method. The nonradiating parts can be calculated by non-
linear optimization. The theoretical results are veriﬁed in
Section 6 by numerical experiments, indicating that the here
presented method is applicable for the problem under con-
sideration.
APPENDICES
APPENDIX A
Lommel’s theorem provides a useful tool to construct an or-
thogonal system consisting of Bessel functions.
Theorem A.1 (Lommel). Let 0 <x<yand λ,μ ∈ C \{ 0}.
Let ν ∈ C and
hν(z) = aJν(λz)+bNν(λz),
gν(z) = cJν(μz)+dNν(μz), where a,b,c,d ∈ C.
(A.1)
(i) If μ2  = λ2, then
  y
x
zhν(z)gν(z)dz
=
z
λ2 −μ2
 
h
 
ν(z)gν(z) −hν(z)g
 
ν(z)
    y
x
=
z
λ2 −μ2
 
λhν+1(z)gν(z) −μhν(z)gν+1(z)
    y
x.
(A.2)
(ii) If μ2 = λ2, then
  y
x
zhν(z)gν(z)dz
=
1
2λ2
 
z2h 
ν(z)g 
ν(z)+
 
λ2z2 −ν2 
hν(z)gν(z)
    y
x.
(A.3)
This is shown, for example, in [8]. Because the Bessel
functions of the ﬁrst kind are bounded near the origin the
following special case of Lommel’s theorem holds true.
Theorem A.2. Let a ∈ C, m ∈ Z and
(i) λ,μ ∈ C \{0} zeros of Jm.T h e n ,
  1
0
rJm(λr)Jm(μr)dr = 0, if λ2  = μ2,
  1
0
rJ2
m(λr)dr =
1
2λ2
 
J 
m(λ)
 2 else.
(A.4)12 International Journal of Biomedical Imaging
Table 2
(1) Bessel functions of the ﬁrst kind Jν
1 The zeros of Jν are real ν > −1[ 8]
2 The zeros of aJν(z)+zbJ 
ν(z) are real ν > −1, 0  = b ∈ R [20]
a ∈ R,
a
b
+ν ≥ 0
3 The zeros of aJν(z)+zbJ 
ν(z) are real beside of ν > −1, 0  = b ∈ R [20]
two pure imaginary zeros a ∈ R,
a
b
+ν < 0
4 The positive zeros of aJν(z)+zbJ 
ν(z) ν > −1, a,b,c,d ∈ R
[8]
and cJν(z)+zdJ 
ν(z) are interlaced ad  = bc
5 The positive zeros of Jν are countable ν ∈ R [21]
λ0 <λ 1 <..., where limn→∞ λn =∞
6 Jν is bounded near the origin Re(ν) ≥ 0[ 21]
7 Jm(0) = 0 m ∈ Z \{ 0} [21]
(2) Bessel functions of the second kind Nν
8 Nν(z) =
Jν(z)cos(νπ) −J−ν(z)
sin(νπ)
ν / ∈ Z, z ∈ C [21]
= limμ→ν
Jμ(z)cos(μπ) −J−μ(z)
sin(μπ)
ν ∈ Z, z ∈ C [21]
(3) Hankel functions Hν (Bessel function of the third kind)
9 Hν(z) = Jν(z)+iNν(z) ν,z ∈ C [21]
10 H0
 
k x − y 
 
 x  >  y  [21]
=
 
m∈Z Hm
 
k x 
 
Ym
 
x
 x 
 
Jm
 
k y 
 
Ym
  y
 y 
 
11 Jν+1(z)Nν(z) −Jν(z)Nν+1(z) =
2
πz
ν ∈ Z, z ∈ C [21]
(ii) λ,μ ∈ C \{0} zeros of aJm(r)+rJ 
m(r).T h e nh o l d s
  1
0
rJm(λr)Jm(μr)dr = 0, if λ2  = μ2,
  1
0
rJ2
m(λr)dr =
1
2λ2
 
a2 +λ2 −m2 
J2
m(λ) else.
(A.5)
APPENDIX B
Some useful properties of Bessel functions are summarized
in Table 2.
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