Abstract. In this paper we investigate the asymptotic behavior and stability properties of the solutions using an explicit formula for solving, to the nonlinear difference equation of the form un+1 = 
Introduction and preliminaries
Our goal in this paper is to investigate the asymptotic behavior of solutions and to give some additional information on properties of the solutions of rational difference equation (1) u n+1 = au n−1 b + cu n u n− 1 , n = 0, 1, ...
where a, c are positive real numbers, b ∈ R and the initial conditions u −1 , u 0 are also real numbers. We use the explicit formula for solutions of equation (1) in investigating their behavior. There has been a lot of work concerning the asymptotic behavior of solutions of rational difference equations. Second order rational difference equations were investigated, for example, in [1] [2] [3] [4] [5] [6] [7] [8] . This paper is motivated by the short notes [4] and [5] , where the author studied the rational difference equation. Here, we review some results which will be useful in our investigation of the behavior of solutions of equation (1) . Let I be some interval of real numbers and let f : I × I → I be a continuously differentiable function.
then the linearized equation associated with equation (2) about the equilibrium u is (3) w n+1 + rw n + sw n−1 = 0 . ii. If |r| < |1 + s| and |s| > 1 then u is a repeller.
Theorem 1 ([2], Linearized stability theorem). Assume that r, s ∈ R, then we have
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Let α = b/a, β = c/a. Then equation (1) can be rewritten as (4) u n+1 = u n−1 α + βu n u n− 1 , n = 0, 1, ... .
The change of variables u n = v n / √ β reduces the above equation to
, n = 0, 1, ... .
where α is a real number.
Remark 1.
The key feature of the solutions to (5) is that the sequence {w n } defined by w n = v n v n−1 for all n ≥ 0 solves a rational difference equation of Möbius type (6) w n+1 = w n α + w n , which is reductible to a linear difference equation. This fact allows us to write (5) in the form v n+1 = φ(n)v n−1 , where the term φ(n) depends only on the parameter α and the product λ = v −1 v 0 for each n ≥ 0. Thus, the subsequences of even and odd terms from a solution {v n } of (5) are given by the expressions
Note that if these subsequences converge, say, lim k→∞ v 2k+1 = ρ, lim k→∞ v 2k+2 = σ then, by continuity arguments, the pair (ρ, σ) satisfies
Hence, either ρ = σ = 0 or ρσ = 1 − α. In particular, {ρ, σ, ρ, σ, ...} is a 2-periodic solution of (5), in such a way that the solution {v n } either converges to zero or to a 2-periodic solution. For this reason, the analysis of the convergence of {v 2k } and {v 2k+1 } is an important step in our proofs.
Here after, we focus our attention on equation (5) instead of equation (1).
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Solvability of equation
Throughout the paper, we denote λ = u 0 u −1 . In this section, we state a representation formula for the solutions of (5) starting at any initial condition v −1 , v 0 ∈ R, except the following cases:
1. α = 1 and λ = −1/n, for some n ≥ 1.
2. α ̸ = 1 and λ = α n (1 − α)/(α n − 1), for some n ≥ 1.
We emphasize that, in these cases, it is not possible to construct a complete solution {v n } ∞ n=−1 starting at (v −1 , v 0 ), since at some point the denominator in (5) becomes zero. On the other hand, it is convenient to consider the cases λ = 0 and λ = 1 − α separately due to their singularity. These facts motivate us to introduce the following definitions: Definition 3. We say that the pair (v −1 , v 0 ) is an admissible initial condition for (5) if either α = 1 and
, for all n ≥ 1. Solutions of (5) corresponding to admissible initial conditions are called admissible solutions. In the following two propositions, we describe the singular solutions of (5). We notice that for λ = 0 all solutions are admissible if α ̸ = 0, while for λ = 1 − α all solutions are admissible. 
The proof in the case v −1 = 0 is completely analogous. In this case we 
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The result follows by induction.
In order to study properties of the regular solutions (5), we give the explicit expression for the solutions of the Möbius recurrence (6).
Proposition 3.
Assume that w 0 is in the conditions of Definition 3, and w 0 / ∈ {0, 1 − α}. Then, the solution of Equation (6) starting at the initial condition w 0 is given by
Now we are in a position to provide a representation for all admissible solutions of (5).
is an admissible initial condition for (5), then the corresponding solution is given by
for all integer k ≥ 1, where
Proof. First, we assume that {v n } is a regular admissible solution of (5) and α ̸ = 1. Multiplying (5) by v n and using the transformation z n = 1/v n v n−1 , we obtain (10) z n+1 = αz n + 1 .
Since (10) is a linear differences equation we can easily obtain that (see [1] )
From (12) we obtain
and
for n ≥ 0. Using (13), (13 ′ ) and the notation (9), we get
and from (14), (15) we obtain (8) (see [1] ). If we assume that α = 1 and λ ̸ = −1/n, from (8) we have equation and using (9) for α ̸ = 1 we get
The proof is complete. 
Proposition 4. If {v n } is an admissible solution of (5), then
(18) v n+1 = φ(n)v n−1 for all n ≥ 0, where φ(n) is defined by (9).
Proof. It is obvious, if we have the relations (14) and (15).
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Asymptotic behavior of the solutions
In this section, we study the asymptotic behavior of solutions of equation (5), using the representation formula given in Section 2. We consider three different cases.
i. The case α = −1. When α = −1, the expression for all admissible solutions given in Theorem 2 becomes:
for all k ≥ 0. We notice that all solutions with λ ̸ = 1 are admissible. Moreover, they are regular if λ / ∈ {0, 2}. Thus, we have the following result: 
Proof. Proof it follows easily from the relations (19) and (20)
. The complete behavior of the solutions is the following :
The main result in this section is the following: 
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Proof. From Proposition 2, we already know that the solutions of (5) are 2-periodic if λ = 1−α. Next we assume that λ ̸ = 1−α. We first address the case α = 1, λ ̸ = 0, and λ ̸ = −1/n, n ∈ N. Let {v n } be an arbitrary solution of equation (5). It is enough to prove that the subsequences {v 2n } and {v 2n+1 } converge to zero as n → ∞. From (16) we have
is convergent. Here c(k 0 ) is a positive constant depending on k 0 ∈ N. Similarly we obtain, using (17):
It remains the case |α| ≥ 1, λ ̸ = 1−α. Let {v n } be an admissible solution of (5). Using Proposition 3, and the fact that lim n→∞ α −n = 0, we have:
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The D'Alembert criterion ensures that lim n→∞ |v 2k | = lim n→∞ |v 2k+1 | = 0. Hence, lim n→∞ |v n | = 0.
iii. The case |α| < 1.
Notice that in this case all solutions are admissible if λ ̸ = 0. We begin this subsection with a simple result corresponding to the case α = 0. 
where
In order to address the case 0 < |α| < 1, we investigate the character of the subsequences of even and odd terms, which depend on the sequence {φ(n)}. For example, if φ(2k) > 1 for all sufficiently large k, then it is clear from (9) that the subsequence of odd terms is eventually increasing. Proof. We first consider the case α ∈ (0, 1), and distinguish three situations:
c. If α ∈ (0, 1) and λ < 0 < 1 − α, then (α + λ − 1)(1 − α)α n < 0. On the other hand, since lim n→∞ α n+1 (1 − α) + λ(1 − α n+1 ) = λ < 0, we can conclude that there exists n 0 ∈ N such that ψ(n) > 0 for all n > n 0 .
Analogously, we consider the same situations for a α ∈ (−1, 0).
As a consequence of Proposition 6, we have: Corollary 1. If 0 < |α| < 1, and {v n } is a regular solution of (9), then the subsequences {v 2k } and {v 2k+1 } are eventually monotone.
Proof. From Proposition 6, we know that there exists n 0 ∈ N such that the sequences {ψ(2k)} and {ψ(2k + 1)} have constant sign for all k ≥ n 0 . Assume that ψ(2k) > 0 for all k ∈ N.
Then, we have φ(2k) = 1 − ψ(2k) < 1 for all k ≥ N . On the other hand, since lim n→∞ φ(n) = 1 > 0, it is clear that there exists n 1 ≥ n 0 such that 0 < φ(2k) < 1 for all k ≥ n 1 . Since, by Proposition 6,
is decreasing. The remainder cases are analogous.
Proposition 7.
If 0 < |α| < 1, and {v n } is a regular solution of (5), then the subsequences {v 2n } and {v 2n+1 } are convergent.
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Proof. We only prove this result for the sequences of even terms, since the other case is completely analogous. As we noticed above, lim n→∞ φ(n) = 1 > 0 and therefore φ(n) > 0 for all sufficiently large n. Without loss of generality, we assume that φ(n) > 0 for all n ≥ 0. Since {v 2n } is eventually monotone, we only have to prove that it is bounded. For it, we use Theorem 2 and Lemma 1:
For the inequality above, we have used that ln(1 + x) ≤ −x for all x < 1. Since
it follows from the D'Alembert rule that the series ∑ ∞ i=0 β(i) is convergent. This ensures that {v 2k } is bounded.
Finally, we can state the main result of this subsection for the regular solutions of (5).
Theorem 5. If 0 < |α| < 1, then all regular solutions of (5) converge to a 2-periodic solution (ρ, σ) of (5), with ρθ = 1 − α ̸ = 0.
Proof. By Proposition 7, there exist lim k→∞ v 2k+1 = ρ ∈ R, lim k→∞ v 2k+2 = σ ∈ R. As it was mentioned in the introduction, the sequence {w n } = {v n v n−1 } is a solution of (6) and, by Proposition 3, ρσ = lim n→∞ w n = 1 − α ̸ = 0. Taking limits as n → ∞ in (5), it is R A C T E D clear that the relations (7) hold, and therefore (ρ, σ) is a 2-periodic solution of (5).
Using Theorem 5 and Propositions 1, 2 and 5, we can describe completely the behavior of all admissible solutions in the case |α| < 1.
Theorem 6. Assume that |α| < 1 and {v n } is an admissible solution of (5). Then:
Remark 3.
Notice that zero is the unique equilibrium of (5) 
Conditions for stability
As we have shown, the ω-limit set of a bounded solution of (5) is a periodic solution of minimal period 1, 2 or 4. In this section, we study the stability properties of these periodic solutions. We begin with the zero solution. 
Therefore, for v = 0 we get r = 0, s = −1/α and the linearized equation associated with equation (5) Hence, the zero solution is locally asymptotically stable if |α| > 1 and unstable if |α| < 1. Theorem 4 shows that zero is actually a global attractor of all regular solutions when α / ∈ [−1, 1). If α = 1 and β = 0, then all solutions are 2-periodic (the minimal period may be one), and they are clearly stable but not asymptotically stable. Finally, if α = −1, it follows from Theorem 3 that zero is unstable, since solutions starting at initial conditions arbitrarily close to (0, 0) are unbounded.
Next we deal with the nontrivial periodic solutions. The unique periodic solutions with period greater than 2 are the 4-periodic points indicated in Theorem 3 for α = −1 and λ = 0. They are clearly unstable. Notice that, as mentioned in Remark 3, equation (1) has two nontrivial equilibria v 1,2 = ± √ 1 − α if 1 − α > 0 ; thus, the minimal period of (ρ, θ) is one if ρ = σ = ± √ 1 − α. Otherwise, the minimal period is two. Thus, all nonzero 2-periodic solutions are unstable for |α| > 1. When α = −1 or α = 1, it follows from Theorems 3, 4 that they are also unstable. Since we already studied the case α = 0, the remainder part of this section is devoted to prove that every nonzero periodic solution of (1) is stable if 0 < |α| < 1. For it, we will use the formula given in Theorem 2.
Lemma 2. Assume that
} .
Proof. i. As in the proof of Proposition 7, one gets
and the result is trivial.
If (1 − α − λ)α ≥ 0 and α > 0 we have that 1 − α ≥ λ and hence
On the other hand, if (1 − λ − α)α ≥ 0 and α < 0 then 1 − α ≤ λ and this implies
Thus,
ii. The same argument used in the proof of Proposition 7 shows:
and the inequality of the statement is straightforward. When we suppose that 1 − λ − α ≥ 0 and α > 0 then, as we did before,
Finally, if 1 − λ − α ≥ 0 and a < 0, then α 2i+1 > 0 and therefore
.
To prove the left, first to see that we have
The result is clear when using the first part of the proof.
The main result of this section is given in the following theorem.
Theorem 7. If 0 < |α| < 1 then every nonzero periodic solution of (5) is stable.
Proof. As mentioned above, if 0 < |α| < 1 then every nonzero periodic solution {v n } of (5) 
Conclusions
The conditions imposed on the coefficients a, b, c and the initial conditions (v −1 , v 0 ), allowed the authors to describe only some of the properties of solutions of nonlinear difference equation (1), calling on the transformed equation (5). It is interesting to see who is dynamic stability equation (1) for all possible real values of coefficients a, b and c, and why not when the coefficients and initial conditions have complex values. The matter with others, which could be related to the behavior of solutions equation (1), remain open and will be described another time.
