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1. Introduction
The aim of this work is to determine the A1-fundamental sheaf of groups piA
1
1 (G) of a
split reductive group G over a field k. Our computation of piA
1
1 (G) relies on three facts: the
combinatorics of the root datum of a split reductive group, the A1-homotopy purity theorem
of [24] and the structure of A1-homotopy sheaves of connected spaces over a perfect field k [23];
the latter two being foundational results from A1-algebraic topology. The main novelty of our
Anand Sawant acknowledges support of the Department of Atomic Energy, Government of India, under
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approach is defining a new version of A1-homology, called cellular A1-homology, for smooth
schemes admitting a nice stratification (more precisely, a cellular structure). The cellular
A1-homology sheaves are obtained as the homology sheaves of the cellular A1-chain complex,
which is associated to the cellular structure. The cellular A1-homology theory, inspired by
cellular homology in classical topology, is independent of the cellular structure, and is very
often entirely computable. Some desired but elusive properties of A1-homology can be seen
to hold for cellular A1-homology; for instance, it follows immediately from definitions that
cellular A1-homology of a scheme vanishes in degrees beyond the dimension of the scheme.
In this work, we will freely use the terminology introduced and used in [24] and [23] (we
refer the reader to the section on notation and conventions at the end of the introduction).
Throughout this paper, k will denote a fixed base field (which will soon be assumed to be
perfect) and Smk will denote the category of smooth k-schemes, endowed with the Nisnevich
topology. Unless otherwise stated, all sheaves are meant to be sheaves for the Nisnevich
topology on Smk. Given a split reductive group G over k, let Gder denote the derived
subgroup of G with universal simply connected cover Gsc → Gder (in the sense of the theory
of algebraic groups) with kernel µ, which is known to be a finite group scheme of multiplicative
type (it is thus a product of group schemes of the form µn). Let K
M
n (respectively, K
MW
n )
denote the nth unramified Milnor K-theory (respectively, Milnor-Witt K-theory) sheaf.
Theorem 1. For a split reductive group G over a field k, we have an exact sequence
1→ piA
1
1 (Gsc)→ pi
A1
1 (G)→ µ→ 1
of Nisnevich sheaves of abelian groups. If G is a split, semisimple, almost simple, simply
connected algebraic group over a field k, then there exists an isomorphism of sheaves
pi
A1
1 (G) ≃
{
KM2 , if G is not of symplectic type;
KMW2 , if G is of symplectic type.
The first assertion of Theorem 1 follows from standard arguments. Indeed, one has a short
exact sequence
1→ Gder → G→ corad(G)→ 1,
where corad(G) denotes the coradical torus of G. Since corad(G) is A1-rigid, it follows
that piA
1
1 (G) ≃ pi
A1
1 (Gder), reducing the computation of the A
1-fundamental group of a split
reductive group to its semisimple part. The A1-fiber sequence
Gsc → Gder → Bgmµ,
where Bgmµ is the geometric classifying space considered by Totaro [29] and also studied in
[24], gives rise to a short exact sequence of sheaves of groups of the form
1→ piA
1
1 (Gsc)→ pi
A1
1 (Gder)→ µ→ 1.
Furthermore, observe that Gsc is a product of its almost simple factors. As a consequence,
the computation of the A1-fundamental group of a split reductive group reduces to the com-
putation of the A1-fundamental group of a split, semisimple, almost simple, simply connected
algebraic group.
Remark 2. A classical theorem of Matsumoto [19] determines a presentation of the cen-
ter of the universal central extension of the group of rational points of a split, semisimple,
simply connected algebraic group over an infinite field k. Let G be a such a group over k.
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Matsumoto’s theorem can be rephrased as saying that the center of the universal central
extension
(1.1) 1→ A→ E → G(k)→ 1
of G(k) is given by
A =
{
KM2 (k), if G is not of symplectic type;
KMW2 (k), if G is of symplectic type.
Note that Matsumoto only considers infinite base fields; indeed, KM2 and K
MW
2 of a finite
field are trivial. Moreover, note that for some small finite fields F , the group G(F ) is at times
not perfect and hence, does not admit a universal central extension.
It is natural to look for central extensions (1.1) that are functorial in k and in G. Brylinski
and Deligne [8] have shown the existence of a central extension of any reductive algebraic
group G by KM2 as Zariski sheaves and determined the category of all such extensions in
terms of Weyl-invariant integer-valued quadratic forms on the coroot lattice associated with
the semisimple part ofG. A standard fact from topology asserts that the fundamental group of
a path-connected topological group is abelian, and its universal covering is in fact a topological
central extension of it by its fundamental group. If the topological group is moreover perfect,
this implies the existence of a canonical morphism from the universal central extension to the
universal covering.
In view of this heuristic, it is natural to search for analogues of these facts in A1-homotopy
theory of smooth algebraic varieties. More specifically, one should expect that the central
extensions of a reductive group determined by Matsumoto and Brylinski-Deligne are closely
related to its universal cover in the sense of A1-homotopy theory and its A1-fundamental
group in the sense of [24]. This is precisely what Theorem 1 achieves. We stress that we do
not use the theorem of Mastumoto in any form; our result is entirely independent of it.
Remark 3. We use some of the results of [23] in our arguments, which only hold when the
base field is perfect. However, by Chevalley’s existence theorem [11, XXV, 1.2], any split
reductive k-group is obtained (up to isomorphism) by extension of a split reductive group
defined over Z and consequently, a split reductive group defined over the prime field k0 of k,
which is perfect. Using standard facts on essentially smooth base change (see, for example,
[18, Appendix A]), we are reduced to proving Theorem 1 in case the base field is perfect.
Therefore, we will always work over a perfect field throughout the article.
Remark 4. If G is a split, semisimple, simply connected group such that every component
of the relative root system of G has isotropic rank at least 2, then the group piA
1
1 (G)(k)
can be directly computed (see [30]). The proof in [30] uses the A1-locality of the singular
construction SingA
1
∗ G [2], Matsumoto’s results [19] and some work by Petrov and Stavrova
[25] (which requires the hypothesis on the isotropic rank of the root system). However, these
computations are unsatisfactory because they do not determine piA
1
1 (G) as a sheaf and do
not work if a component of the relative root system of G has rank 1. Moreover, the proof
of A1-locality of SingA
1
∗ G depends on several nontrivial results in algebraic geometry. Our
proof of Theorem 1 does not make any use of the results of Matsumoto and Brylinski-Deligne,
as mentioned above. It is worthwhile to mention that we never use any model of G in A1-
homotopy theory (such as SingA
1
∗ G) in our proofs. Our proof of Theorem 1 is much more
elementary and direct; see Remark 8 below.
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Remark 5. Observe that the A1-fundamental group of an algebraic group G only depends
on the A1-connected component of the neutral element of G. We recall the description of the
sheaf piA
1
0 (G) obtained in [22, Appendix A]. Let G be a split, semisimple algebraic group over
k with universal simply connected cover Gsc → G. Let T denote a maximal k-split torus of
G and let Tsc be its inverse image in Gsc. It has been shown in [22, Theorem A.2] that there
is a canonical isomorphism of the form
T/NisTsc ∼= pi
A1
0 (G),
where the left hand-side is the quotient of T by the image of the induced morphism Tsc → T
as a Nisnevich sheaf of abelian groups. In particular, G is A1-connected if and only if it is
simply connected in the sense of algebraic groups theory. However, Theorem 1 shows that G
is never A1-simply connected!
We now briefly outline the main ideas in our proof of the main theorem. It is an elemen-
tary observation (analogous to the one in classical topology) that for any simplicial sheaf
of groups G on Smk, the sheaf of groups pi
A1
1 (G) is abelian. If G is A
1-connected, then the
Hurewicz morphism piA
1
1 (G)→ H
A1
1 (G) is an isomorphism [23, Theorem 6.35]. Consequently,
determination of the A1-homology sheaf HA
1
1 (G) is tantamount to the proof of Theorem 1.
However, it turns out that the A1-homology sheaves are very hard to compute and even the
basic computations of them are quite involved.
We define cellular A1-homology (denoted byHcell∗ ) in Section 2.3 for smooth schemes admit-
ting a cellular structure; that is, an increasing filtration by open subschemes with a condition
on the closed complements that their cohomology with values in any strictly A1-invariant
sheaf is trivial (see Sections 2.2 and 2.3 for precise definitions and more details). The normal
bundles of these closed strata are then automatically trivial. The first nontrivial cellular
A1-homology sheaf of a cellular scheme clearly agrees with its corresponding A1-homology
sheaf. Cellular A1-homology is then the homology of an explicit chain complex of strictly
A1-invariant sheaves on Smk directly defined using the cellular structure. However, these
computations are delicate, since one has to keep track of the chosen orientations (or trivial-
izations) of the normal bundles of the closed strata appearing in the cellular structure. In
the setting of our main theorem, the cellular structures are naturally provided by the Bruhat
decomposition of a split semisimple group, which yields an explicit chain complex Ccell∗ (G)
whose homology sheaves areHcell∗ (G) (see Section 3). For any split, semisimple, almost simple,
simply connected algebraic group G over k is A1-connected and hence, we have isomorphisms
pi
A1
1 (G)
∼= HA
1
1 (G)
∼= Hcell1 (G).
The differentials in Ccell∗ (G) are determined by the orientations of the appropriate Bruhat
cells and certain entries of the associated Cartan matrix. We describe in Section 3.2 how
a slightly weaker version of a pinning of an algebraic group determines these orientations.
After orienting Ccell∗ (G) in low degrees using a weak-pinning of G and a choice of the reduced
expression of the longest word in the Weyl group of G, the differentials in degrees ≤ 2 can be
explicitly computed. This is carried out in Section 4, which is the technical heart of our proof
of Theorem 1. These delicate computations culminate in the proof of Theorem 1 in Section
5 (see Theorem 5.1) in the following precise form.
Theorem 6. Let G be a split, semisimple, almost simple, simply connected k-group and fix
a maximal torus T ⊂ G and a Borel subgroup B ⊂ G containing T . Let α be a long root in
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the corresponding system of simple roots of G and let Sα ⊂ G be the split, semisimple, almost
simple, simply connected k-subgroup of rank 1 generated by Uα and U−α. The inclusion
Sα ⊂ G induces an epimorphism pi
A1
1 (Sα)։ pi
A1
1 (G). Moreover:
(a) This morphism induces a canonical isomorphism
KM2
≃
−→ piA
1
1 (G),
if G is not of symplectic type.
(b) This morphism induces a non-canonical isomorphism
KMW2
≃
−→ piA
1
1 (G),
if G is of symplectic type.
Remark 7. Let G be as in Theorem 6 and of symplectic type. The Dynkin diagram of G
contains a unique long root, so the α in the statement of Theorem 6 is canonical. However,
the isomorphism piA
1
1 (G)
∼= KMW2 is not canonical. For instance, in the case G = SL2, it can
be verified that for any a ∈ k×, the automorphism (as schemes and not as groups) of SL2
corresponding to (
x y
z w
)
7→
(
x ay
a−1z w
)
induces the morphism 〈a〉 ∈ GW(k) = HomAbk(K
MW
2 ,K
MW
2 ) on pi
A1
1 (SL2). This morphism
is the identity map precisely when a is a square in k.
Remark 8. In order to prove Theorem 6, we need very few properties of the sheaves KMW2
andKMW2 (described for instance in [23]) in the computations. The reader who is not familiar
with these descriptions could consider KMW2 to be defined as
KMW2 := pi
A1
1 (SL2).
Since piA
1
1 (SL2) = pi
A1
1 (Σ(G
∧2
m )), for any pair of units (u, v) in a smooth k-algebra A (for
instance, a field extension), we have a corresponding symbol (u)(v) ∈ KMW2 (see conventions
and Notation at the end of the introduction). We then need the action of the units modulo
squares on KMW2 = pi
A1
1 (SL2) (described in Remark 7), that is, the morphism GW(k) →
HomAbk(K
MW
2 ,K
MW
2 ) (we do not need the fact that it is an isomorphism). In other words,
if α, u and v are units defined in A, we may define the multiplication of α modulo squares,
denoted by 〈α〉, with the symbol (u)(v), which will be denoted by 〈α〉 · (u)(v). We finally
need to use the morphism η : KMW1 ⊗A1 K
MW
2 → K
MW
2 , which appears in the differentials
of the cellular A1-chain complexes. However, this morphism precisely appears as one of the
differentials in the cellular A1-chain complex of SL3, as we will see later. The only additional
property that we use in the computations, which also follows from a careful but simple analysis
of the cellular chain complex of SL3, is that for any units α, u and v as above, the action of
〈α〉 on the symbol (u)(v) is given by
〈α〉 · (u)(v) = (u)(v) + η(α)(u)(v).
Once this is observed, one may define KM2 to be the quotient
KM2 = K
MW
2 /η = pi
A1
1 (SL2)/η.
These formal properties are sufficient for our proof of Theorem 6. The reader should notice
that we do not explicitly use the Steinberg relation, though it is encoded in the sheaf KMW2 .
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Remark 9. Let G be of rank 2 and type A2, that is, G ∼= SL3. Let α be one of the
two simple roots in the root system of G. The inclusion Sα ⊂ G induces an epimorphism
pi
A1
1 (Sα)։ pi
A1
1 (G), which in turn induces a canonical isomorphism
KM2 = pi
A1
1 (Sα)/η
≃
−→ piA
1
1 (G).
The properties noted in Remark 8 imply that the above isomorphism KM2
≃
−→ piA
1
1 (G) is
canonical and does not depend on any choices. In the case G is of type G2, Theorem 6
follows from a direct computation (see the proof of Theorem 5.1). If G is of rank > 2
and is not of symplectic type, one may explicitly describe part (a) of Theorem 6 as follows.
Note that we can always find a pair of long roots α and β that are connected by an edge
in the Dynkin diagram of G. Then the semisimple subgroup-scheme Sα,β ⊂ G is simply
connected and of type A2 and the inclusion Sα,β ⊂ G induces a canonical isomorphism
KM2 = pi
A1
1 (Sα,β)
≃
−→ piA
1
1 (G). Surjectivity of this morphism follows from by observing that
the composite piA
1
1 (Sα) → pi
A1
1 (Sα,β) → pi
A1
1 (G) induced by the natural inclusions is an
epimorphism. Injectivity of this epimorphism follows from the observation that adding an
edge connecting α or β to another root (long or short) does not change the morphism (see
the proof of Theorem 5.1; see also Remark 5.2).
We now briefly discuss the case of non-split, semisimple algebraic groups. As mentioned
in Remark 5, the sheaf πA
1
1 (G) depends upon the A
1-connected component of the neutral
element of G. Note that at least over a field of characteristic 0, a reductive algebraic group G
is A1-connected if and only if G is semisimple, simply connected and every almost k-simple
factor of G is R-trivial [4, Theorem 5.2]. Using this criterion, one can see that over special
classes of fields (such as local fields and global fields) isotropic, semisimple, simply connected
groups are A1-connected (see [14] for a survey of known positive results and a counterexample
in general due to Platonov). It seems reasonable to conjecture the following regarding the
A1-fundamental group of an A1-connected isotropic group.
Conjecture 10. Let G be an A1-connected, isotropic, semisimple, almost simple, simply
connected algebraic group over k, split by a finite separable field extension F/k.
(1) If G is not of symplectic type, then the universal KM2 -torsor on G constructed by
Brylinski-Deligne [8] gives the universal covering of G in the sense of A1-homotopy
theory.
(2) IfG is of symplectic type, then there exists aKMW2 -torsor on G giving the A
1-universal
covering of G.
(3) More precisely, suppose that the relative root system of G admits a coroot α, which
becomes a coroot of small length in the root system of GF . Then the inclusion Sα ⊂ G
induces an isomorphism ofKMW2 (respectively, K
M
2 ) with pi
A1
1 (G), if G is of symplectic
type (respectively, not of symplectic type).
Remark 11. The study of central extensions of a (locally compact) topological group and its
relationship with some version of fundamental group has a long history, the works of Steinberg
[28], Moore [20] and Matsumoto [19] being some of the major milestones. One says that the
topological fundamental group π1(G) of a locally compact topological group G exists if the
endofunctor CExt(G,−) on the category of abelian groups associating with every abelian
group A the abelian group of topological central extensions of G by A under the operation of
Baer sum is representable. The group representing CExt(G,−) is then defined to be π1(G);
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see [20] for a systematic study and more results. Let G be the group of k-rational points of
a split, semisimple, almost simple, simply connected algebraic group over a locally compact
nondiscrete field k (for example, a local field). Then π1(G) exists and the explicit description
of the universal central extension of G by generators and relations was given by Steinberg
in [28]. In [20, p. 194], Moore constructed the 2-cocycle representing Steinberg’s universal
central extension. Furthermore, with the notation of Theorem 6, it was shown in [20, 8.1-8.4]
that for a long root α in the Dynkin diagram of G, the inclusion Sα ⊂ G induces a surjective
homomorphism
π1(Sα)։ π1(G).
Moore also showed that π1(G) is a quotient of K
MW
2 (k) or K
M
2 (k), depending upon whether
G is of symplectic type or otherwise. These results were shortly improved by Matsumoto (see
Remark 2) by constructing certain explicit central extensions over an infinite base field. Notice
the striking analogy with Theorem 6, which shows that the A1-fundamental group piA
1
1 (G) is
indeed the correct analogue of π1(G) in the algebro-geometric/sheaf-theoretic realm.
We end the introduction by mentioning some direct applications of our main results. An
immediate consequence of Theorem 1 is the computation of the first cohomology group of G
with coefficients in a strictly A1-invariant sheaf (see Section 2.1 and conventions for precise
definitions).
Corollary 12. For any split, semisimple, almost simple, simply connected algebraic group G
over k and a strictly A1-invariant sheaf of abelian groups M on Smk, we have:
H1Zar(G,M) ≃
{
M−2(k), if G is of symplectic type;
ηM−2(k), if G is not of symplectic type.
Indeed, since any G as in Theorem 1 is A1-connected, for any strictly A1-invariant sheaf
M on Smk, the universal coefficient formula gives an identification
H1Nis(G,M) = HomAb
A1 (k)
(piA
1
1 (G),M)
and Corollary 12 follows from the fact that HomAb
A1 (k)
(KMW2 ,M) = M−2(k) and that the
change of topology morphism induces an isomorphism H1Zar(G,M) ≃ H
1
Nis(G,M) [23, Corol-
lary 5.43].
Remark 13. It has been shown in the work of Esnault-Kahn-Levine-Viehweg [13, Proposition
3.20] and Brylinski-Deligne [8, Proposition 4.6] that for a cycle module M∗ in the sense of
Rost [26], one has
H1Zar(G,M∗) =M∗−2(k).
On the other hand, S. Gille has shown in [15] if k has characteristic different from 2 and ifW
determines the unramified Witt sheaf of quadratic forms on Smk, then there is a dichotomy:
H1Zar(G,W) =
{
W(k), if G is of symplectic type;
0, if G is not of symplectic type.
Corollary 12 uniformly explains and generalizes these computations of Esnault-Kahn-Levine-
Viehweg, Brylinski-Deligne and S. Gille.
8 FABIEN MOREL AND ANAND SAWANT
Remark 14. Let G be split, semisimple, almost simple, simply connected over k and let Gad
denote the adjoint group of G, that is, the quotient of G by its center. The group Gad acts
on G by conjugation, thereby giving an action of Gad on pi
A1
1 (G). If G is not of symplectic
type, this action is trivial. In case G is of symplectic type, this action is nontrivial and it can
be shown that one has a canonical isomorphism
pi
A1
1 (G)/Gad
∼= KM2
of Nisnevich sheaves of abelian groups. This will be established in Section 5.4. In fact,
analyzing the method of our proof applied through appropriate realization functors, we obtain
a simple proof of the following result by S. Gille [16].
Corollary 15. For any split, semisimple, almost simple, simply connected algebraic group G
over k, there is a canonical isomorphism
KM2
∼= HS1(G)
of Nisnevich sheaves of abelian groups with transfers in the sense of Voevodsky, where HS1
denotes the first Suslin homology sheaf of quasi-projective schemes over k.
Remark 16. Using our method relying on the cellular structure given by the Bruhat de-
composition, it is also possible to deduce (or reprove) the following two classical results from
topology (see Section 5.4):
(1) For any split, semisimple, simply connected algebraic group G over R, the topological
space G(R) is path-connected. Moreover, if G is almost simple and not of symplectic
type, there is a canonical isomorphism
π1(G) = Z/2Z.
If G is of symplectic type, there is a non-canonical isomorphism
π1(G) = Z.
The dichotomy in our main theorem is somehow explained by this fact. Over the
reals, KMW2 “becomes” a free abelian group of rank one (think about π1(SL2(R))),
and η becomes the multiplication by 2. Now, the quotient of a free abelian group of
rank one by 2 is canonically isomorphic to Z/2Z.
(2) (A theorem of E. Cartan [9]) For any split, semisimple, almost simple, algebraic
group G over C, the topological space G(C) is 1-connected if and only if G is simply
connected in the sense of algebraic groups. Moreover, if G is simply connected in the
sense of algebraic groups, then π2(G(C)) = 0 and π3(G(C)) is a free abelian group of
rank one.1
Another proof of Theorem 1 (and Theorem 6) can be obtained by using the five-term
exact sequence of low-degree terms associated with the Serre spectral sequence in cellular
A1-homology for the A1-fibration G→ G/T → BT , where T is a maximal k-split torus of G
and by explicitly computing the cellular A1-homology of G/T (which is A1-weak equivalent
to G/B, where B is a Borel subgroup of G). The details regarding this approach and the
determination of cellular A1-homology of the generalized flag variety G/B will be taken up
in the sequel. See Remarks 5.7–5.10 for more information.
1The statement on pi3(G(C)) was only observed without proof by Cartan, see [12, page 496]; see [6] for a
proof using Morse theory.
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Conventions and notation.
We will freely use the standard notation in A1-homotopy theory developed in [24] and [23].
For the sake of convenience, we fix a perfect base field k. The results about A1-homotopy
and A1-homology sheaves we use all extend to the case of arbitrary base fields by standard
results on essentially smooth base change (see [18, Appendix A]).
We will denote by Smk the big Nisnevich site of smooth, finite-type schemes over k. We
will denote the category of simplicial Nisnevich sheaves of sets over Smk (called spaces) by
∆opShvNis(Smk). A morphism X → Y of simplicial sheaves of sets on Sm/k is a Nisnevich
local weak equivalence if it induces an isomorphism on every stalk for the Nisnevich topology.
The category ∆opShvNis(Smk) admits a proper closed model structure, called the Nisnevich
local injective model structure, in which cofibrations are monomorphisms and weak equiva-
lences are local weak equivalences. The associated homotopy category is called the simplicial
homotopy category and is denoted by Hs(k). The left Bousfield localization of the Nisnevich
local injective model structure with respect to the collection of all projection morphisms
X × A1 → X , as X runs over all simplicial sheaves, is called the A1-model structure. The
associated homotopy category is called the A1-homotopy category and is denoted by H(k).
There is an obvious pointed analogue of this construction starting with the category whose
objects are (X , x) where x : Speck → X is a base-point, which gives rise to the pointed
A1-homotopy category H•(k).
For a field F , we will denote its Milnor-Witt K-theory by KMW∗ (F ) = ⊕
n∈Z
KMWn (F ). It is
the associative graded ring generated by a symbol η of degree −1 and symbols (u) of degree
1 for each u ∈ F× with the relations (u)(1 − u) = 0; (uv) = (u) + (v) + η(u)(v); η(u) = (u)η
and ηh = 0, where h = 2 + η(−1), for all u, v ∈ F×. The symbol 〈u〉 will denote the element
1 + η(u) ∈ KMW0 (F ) = GW(F ). We will denote by K
M
n the nth unramified Milnor K-theory
sheaf and by KMWn the nth unramified Milnor-Witt K-theory sheaf; see [23, Chapter 3] for a
detailed exposition. Beware that we use a slightly different notation for Milnor-Witt K-theory
than [23], the reasons for which will become clear later (see Convention 3.22 for the choice
of this notation for mostly computational reasons). The sheaves KMn and K
MW
n are strictly
A1-invariant sheaves in sense of [23, Chapter 2] over any field. Recall that for n ≥ 1, KMWn
is the free strictly A1-invariant sheaf on G∧nm in the sense of [23, Theorem 3.37], and K
M
n the
quotient of KMWn by η. This can in fact be considered here as the definition of these sheaves.
We will freely use the results from [23] about the category AbA1(k) of strictly A
1-invariant
sheaves; particularly, the fact that it is an abelian category. We will also repeatedly use the
fact that to verify that a morphism is an isomorphism, or that two morphisms are equal
in AbA1(k), it suffices to verify the same on sections over finitely generated separable field
extensions of the base field k.
2. A1-homology theories
We begin with a brief recollection of the construction and basic properties of the A1-
derived category and A1-homology sheaves developed in [21] and [23]. These are essential
for the formulation of our main results and the techniques used in the proofs. We will then
describe the construction of the cellular complexes and cellular A1-homology sheaves. The
results of this section will be applied to the case of cellular complexes associated with the
Bruhat decomposition of a split, semisimple, simply connected group and its flag variety in
Sections 3, 4 and 5.
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2.1. Preliminaries on A1-homotopy and A1-homology sheaves.
Definition 2.1. [24] For any pointed space (X , x), the nth A1-homotopy sheaf of (X , x),
denoted by piA
1
n (X , x), is defined to be the Nisnevich sheaf associated with the presheaf
U 7→ HomH•(k)(S
n ∧ U+, (X , x)).
We will suppress the base-point from the notation whenever it is clear from the context.
For any pointed space X , the sheaf piA
1
0 (X ) is a sheaf of (pointed) sets, and pi
A1
n (X ) is a sheaf
of groups for n ≥ 1, and piA
1
n (X ) is a sheaf of abelian groups for n ≥ 2.
Definition 2.2. We say that a Nisnevich sheaf F on Smk of abelian groups is A
1-invariant
if the projection map U × A1 → U induces a bijection
F(U)→ F(U × A1),
for every U ∈ Smk. We say that F is strictly A
1-invariant if for every integer i ≥ 0, the
projection map U × A1 → U induces a bijection
H iNis(U,F)→ H
i
Nis(U × A
1,F),
for every U ∈ Smk.
One of the main results of [23] is that for any pointed space X (over a perfect base field),
the sheaf piA
1
n (X ) is strictly A
1-invariant for n ≥ 2. The same is true for piA
1
1 (X ) if it happens
to be a sheaf of abelian groups. Observe that this is the case if X is a group in the pointed
A1-homotopy category. We refer the reader to [23] for more details on the A1-homotopy
sheaves.
Notation 2.3. We will denote by Ab(k) the abelian category of Nisnevich sheaves of abelian
groups on Smk. We will denote the category of strictly A
1-invariant sheaves on Smk by
AbA1(k).
The category of strictly A1-invariant sheaves on Smk happens to be an abelian category.
This assertion is a consequence of the fact that the category of strictly A1-invariant sheaves on
Smk can be identified as the heart of the homological t-structure on the A
1-derived category
[21, Lemma 6.2.11].
We will use homological conventions while working with complexes of Nisnevich sheaves
of abelian groups on Smk. Let Ch≥0(Ab(k)) denote the category of chain complexes C∗ of
objects in Ab(k) (with differentials of degree −1) such that Cn = 0, for all n < 0. Recall that
the normalized chain complex functor
C∗ : ∆
opShvNis(Smk)→ Ch≥0(Ab(k))
admits a right adjoint called the Eilenberg-MacLane functor
K : Ch≥0(Ab(k))→ ∆
opShvNis(Smk).
For every M ∈ Ab(k), we set K(M, n) := K(M[n]). It is a fact that the normalized chain
complex functor induces a functor
C∗ : Hs(k)→ D(Ab(k))
which on A1-localization yields a functor
CA
1
∗ : H(k)→ DA1(k),
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where DA1(k) is the full subcategory of D(Ab(k)) consisting of A
1-local complexes. The
inclusion of DA1(k) into D(Ab(k)) admits a left adjoint, called the A
1-localization functor
LA1 : D(Ab(k))→ DA1(k).
Thus for a space X ∈ ∆opShvNis(Smk), one has C
A1
∗ (X ) = LA1(C∗(X )). If X is a pointed
space, the reduced chain complex C˜∗(X ) is defined to be the kernel of the canonical morphism
C∗(X ) → Z, which is in fact a direct summand of C∗(X ). Indeed, the inclusion of the point
induces a canonical isomorphism C∗(X ) = Z⊕ C˜∗(X ). In the same way, the reduced A
1-chain
complex of X is C˜A
1
∗ (X ) = LA1(C˜∗(X )) and we continue to have a canonical isomorphism
CA
1
∗ (X ) = Z⊕ C˜
A1
∗ (X ).
Definition 2.4. For any X ∈ ∆opShvNis(Smk) and n ∈ Z, the nth A
1-homology sheaf of X
is defined to be the nth homology sheaf of the A1-chain complex CA
1
∗ (X ). If X is pointed,
then we define the nth reduced A1-homology sheaf of X by H˜A
1
n (X ) := H
A1
n (C˜
A1
∗ (X )).
Since HA
1
0 (Speck) ≃ Z and H
A1
n (Spec k) = 0, for n 6= 0, we have an isomorphism
HA
1
∗ (X ) ≃ Z ⊕ H˜
A1
∗ (X )
of graded abelian sheaves. Since the A1-localization functor commutes with the simplicial
suspension functor in D(Ab(k)), for any pointed space X and any n ∈ Z, we have a canonical
isomorphism
H˜A
1
n (X ) ≃ H˜
A1
n+1(S
1 ∧ X ).
As a consequence of the A1-connectivity theorem [23, Theorem 6.22], one knows that for
every space X and every integer n, the A1-homology sheaves HA
1
n (X ) are strictly A
1-invariant
sheaves that vanish if n < 0.
Notation 2.5. For any Nisnevich sheaf of sets F on Smk, we write
ZA1 [F ] := H
A1
0 (F).
For a pointed Nisnevich sheaf of sets F on Smk, we write
ZA1(F) := H˜
A1
0 (F).
The sheaf ZA1 [F ] is the free strictly A
1-invariant sheaf on F in the sense that we have a
canonical bijection
HomAb(k)(ZA1 [F ],M)
∼
−→ HomShvNis(Smk)(F ,M)
for every M ∈ Ab(k). The obvious variant holds for the free free strictly A1-invariant sheaf
on the pointed sheaf of sets F .
Remark 2.6. With the above notations, one has the following result (see [23]): the canonical
morphism Z((Gm)
∧n)→ KMWn induces an isomorphism
ZA1((Gm)
∧n) ∼= KMWn .
As already noted above, the reader who is not acquainted with the sheavesKMWn may consider
this as a definition of the sheaf KMWn .
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If M is strictly A1-invariant, then K(M, n) is A1-local for every integer n ≥ 0 and the
Dold-Kan correspondence yields a bijection
HnNis(X ,M) = [X ,K(M, n)]s
∼
−→ HomD(Ab(k))(C
A1
∗ (X ),M[n]).
Moreover, if X is A1-n-connected, then by the strong A1-Hurewicz theorem [23, Theorem
6.57] we have HA
1
i (X ) = 0 for i ≤ n and
Hn+1Nis (X ,M) ≃ HomAbA1(k)(H
A1
n+1(X ),M) ≃ HomAb
A1(k)
(piA
1
n+1(X ),M).
2.2. Cellular structures and orientations.
Definition 2.7. Let k be a field and let X ∈ Smk be an irreducible smooth k-scheme of
Krull dimension n. A strict cellular structure on X consists of an increasing filtration
∅ = Ω−1 ⊂ Ω0(X) ⊂ Ω1(X) ⊂ · · · ⊂ Ωn(X) = X
by open subschemes such that for each i ∈ {0, . . . , n} the reduced induced closed subscheme
Xi := Ωi(X) − Ωi−1(X) of Ωi(X) is k-smooth and each of its irreducible components is
isomorphic to An−i. We say that X is a strictly cellular scheme if X is endowed with a strict
cellular structure. We will simply write Ωi for Ωi(X) whenever there is no confusion.
Example 2.8. The most basic example of a strict cellular scheme is the projective space Pn.
Consider the obvious increasing filtration of linear projective subspaces ∅ ⊂ P0 ⊂ · · · ⊂ Pi ⊂
· · · ⊂ Pn corresponding to the canonical flag of subspaces of An+1 and set Ωi = P
n − Pn−i−1.
Since Ωi − Ωi−1 = P
n−i − Pn−i−1 ≃ An−i, the sequence of open subschemes ∅ = Ω−1 ⊂ Ω0 ⊂
Ω1 ⊂ · · · ⊂ Ωn = P
n gives a strict cellular structure on Pn.
Another classical example of (strict) cellular structure arises from the Bruhat decomposition
on the flag variety G/B of a split semisimple algebraic group G. We now generalize this notion
of strict cellular schemes by allowing more general schemes as “cells” in order to get a “cellular
structure” on G itself.
Definition 2.9. We say that X ∈ Smk is cohomologically trivial if H
n
Nis(X,M) = 0, for every
n ≥ 1 and for every strictly A1-invariant sheaf M ∈ AbA1(k).
Remark 2.10. Clearly, X is cohomologically trivial if and only if the sheaf ZA1 [X] = H
A1
0 (X)
is a projective object of the abelian category AbA1(k). Examples of cohomologically trivial
schemes include SpecL, where L is a finite separable field extension of k, A1, Gm; and more
generally, open subschemes of A1. It is easy to show that the product of two cohomologically
trivial smooth k-schemes is again cohomologically trivial.
We can now formulate a slightly more general definition of a cellular structure:
Definition 2.11. Let k be a field and let X ∈ Smk be a smooth k-scheme. A cellular
structure on X consists of an increasing filtration
∅ = Ω−1 ( Ω0 ( Ω1 ( · · · ( Ωs = X
by open subschemes such that for each i ∈ {0, . . . , s}, the reduced induced closed subscheme
Xi := Ωi − Ωi−1 of Ωi is k-smooth, affine, everywhere of codimension i and cohomologically
trivial. We call X a cellular scheme if X is endowed with a cellular structure.
Remark 2.12. Let the notation be as in Definition 2.11.
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(1) In the decomposition Xi = Ωi − Ωi−1 =
∐
j∈Ji
Xij of Xi in irreducible components,
each k-scheme Xij is clearly affine, smooth, cohomologically trivial and of codimension
i in Ωi. Observe, however, that here s need not be the Krull dimension of X.
(2) Clearly, every strict cellular structure is a cellular structure. These definitions are
rather classical; here are some comments. One might be tempted, given a cellular
structure on X as above, to define the i-th skeleton of that structure as the closed
subset ski(X) = ∐r∈{i,...,s},j∈JrYrj (disjoint) union of the strata with higher codimen-
sion. The problem is that in general, these skeletons are not k-smooth (for example,
consider Schubert cells in a flag variety), and there is no obvious way to express ski(X)
as obtained from ski−1(X) by “attaching” i-cells.
Contrary to the first impression, the above definition relying on an increasing fil-
tration ∅ = Ω−1 ⊂ Ω0 ⊂ Ω1 ⊂ · · · ⊂ Ωd = X of open subsets is closer to the notion
of CW -structure on a topological space X. If a topological space X is endowed with
a CW -structure, with i-skeleton ski(X) ⊂ X, and where ski(X) is obtained from
ski−1(X) by attaching i-cells, one may choose a (small) open neighborhood Ui of
ski(X) such that ski(X) ⊂ Ui is an homotopy equivalence and so that Ui − Ui−1 is
a disjoint sum of contractible spaces indexed by the number of i-cells. The quotient
(or rather the “pair”) Ui/Ui−1 is then homotopy equivalent to a wedge of pointed
spaces homotopy equivalent to i-spheres. In the approach taken in Definition 2.11,
the quotient Ωi/Ωi−1 is A
1-weakly equivalent to the Thom space of the normal bundle
νi of the inclusion of Yi ⊂ Ωi, by the A
1-homotopy purity theorem [24, Theorem 2.23,
page 115]. We will see below that the normal bundles νi are always trivial as the Yi
are cohomologically trivial and affine. Thus, the quotient Ωi/Ωi−1 is non canonically
A1-weakly equivalent to the space (Ad−i/(Ad−i − {0})) ∧ (Yij +).
These A1-equivalences can be made canonical using the notion of an oriented cellular
structure introduced below (see Definition 2.17), making this approach quite close to
the topological one!
(3) The main example of a cellular structure that is not strict cellular is given by the
Bruhat decomposition of a split reductive group G, in which the strata Yij are the
Bruhat cells BwB with length(w) = ℓ − i, where ℓ is the length of the longest word
in the Weyl group of G. See Section 3 below for the details.
Lemma 2.13. Let X be a cohomologically trivial smooth affine variety over a perfect field k.
Then every vector bundle of rank n ≥ 1 on X is trivial.
Proof. Since X is smooth affine, by a result proved in [23] for r ≥ 3 and in [1] in general,
the set of isomorphism classes of rank n vector bundles on X can be identified with the set
HomH(k)(X,BGLn). Let ξ be a rank n vector bundle on X and let γ denote the correspond-
ing element in HomH(k)(X,BGLn). By a Postnikov tower argument, obstructions to lifting
through the successive Postnikov fibers of BGLn lie in Nisnevich cohomology groups of X
with coefficients in the higher A1-homotopy sheaves of BGLn. These cohomology groups
vanish by cohomological triviality of X since the higher A1-homotopy sheaves are strictly
A1-invariant by [23] and the lemma follows. 
We now briefly recall some facts about the notion of an orientation of a vector bundle on
a smooth k-scheme.
Definition 2.14. Let r ≥ 1, and let ξ be a rank r vector bundle over a smooth k-scheme X.
We say that ξ is strictly orientable if the line bundle Λr(ξ) is trivial. A strict orientation of
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ξ is then a choice of an isomorphism θ : A1X
∼= Λr(ξ), where A1X is the trivial vector bundle
of rank 1 over X. We will denote by Orst(ξ) the set of strict orientations of ξ.
For instance, a trivialization of the vector bundle ξ on X induces a strict orientation of ξ.
Given θ ∈ Orst(ξ) and a unit α ∈ O(X)×, the product α · θ is clearly a strict orientation of ξ
as well. Thus, the group of units O(X)× acts naturally on the set Orst(ξ).
Definition 2.15. Let ξ be a strictly orientable rank r vector bundle over the smooth k-
scheme X. We denote by Or(ξ) the quotient of the set of strict orientations Orst(ξ) of ξ by
the action of the subgroup O(X)×2 of squares in O(X)×.
Remark 2.16. Let the notation be as above.
(1) If a strict orientation θ of a vector bundle ξ exists, then the set Orst(ξ) is canonically
isomorphic to O(X)× through the action. Hence, the set Or(ξ) is isomorphic to the
Z/2-vector space O(X)×/(O(X)×2) of units in X modulo the squares.
(2) In general, if ξ is not strictly orientable, we may still define the sheaf of orientations
of ξ as the quotient sheaf of sets in the category of sheaves of sets in the Nisnevich
topology on k-smooth schemes of the k-smooth scheme Λr(ξ)× by the action of the
subsheaf (Gm)
(2) of squares in Gm. This is a sheaf of Z/2-vector spaces over X and
an orientation of ξ is a section of this sheaf over X. There are also other notions of
orientabilty of vector bundles, see for instance [23, Def. 4.3] where an orientation is
defined to be an isomorphism of Λr(ξ) with the square of a line bundle. The former
definition is clearly more general.
(3) Observe that a vector bundle ξ of rank r over a smooth cohomologically trivial k-
scheme X is automatically strictly orientable. Indeed, the rank 1 vector bundle Λr(ξ)
corresponds up to isomorphism to an element of the groupH1(X;Gm), which is trivial.
If X is moreover affine, then Lemma 2.13 implies that such a vector bundle is trivial.
In this article, we use only one notion of orientation, namely, the one of strict orientation
given by Definition 2.14. We will often drop the adjective strict for the sake of brevity.
Definition 2.17. Let X ∈ Smk be a smooth k-scheme. An oriented cellular structure on X
consists of a cellular structure on X,
∅ = Ω−1 ( Ω0 ( Ω1 ( · · · ( Ωs = X
together with, for each i, an orientation oi of the normal bundle νi of the closed immersion
Xi := Ωi−Ωi−1 ⊂ Ωi. One also says that the choices of the oi’s is an orientation of the given
cellular structure, and that X is an oriented cellular (smooth) k-scheme.
Definition 2.18. Let X and Y be smooth k-schemes, both endowed with a cellular structure.
A morphism of k-schemes f : X → Y is said to be cellular if it preserves the open filtrations,
that is, f(Ωi(X)) ⊂ Ωi(Y ) for every i.
For each i, we denote by Xi the reduced induced closed subscheme of Ωi(X) on the closed
complement Ωi(X) − Ωi−1(X), and respectively by Yi, the corresponding closed subschemes
of Ωi(Y ). Since a cellular morphism f : X → Y preserves the open filtrations, f induces a
morphism of smooth k-schemes f : Xi → Yi for each i, and also a morphism on the induced
normal bundles νf : νXi → (f |Xi)
∗(νYi). If the cellular structures of X and Y are oriented,
then a cellular morphism f is said to be oriented if for each n the induced morphism on normal
bundles νf : νXn → (f |Xn)
∗(νYn) preserves the orientations (which implies in particular that
νf : νXn → (f |Xn)
∗(νYn) is an isomorphism).
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Example 2.19. We consider the n-dimensional projective space Pn over k. Consider the
obvious increasing filtration of linear projective subspaces
∅ ⊂ P0 ⊂ · · · ⊂ Pi ⊂ · · · ⊂ Pn
corresponding to the canonical flag of subspaces of An+1 and set Ωi = P
n − Pn−i−1. If
X0, . . . ,Xn denote the usual homogeneous coordinates on P
n; or, in other words, the canonical
generating sections of O(1), then clearly Ωi =
i
∪
j=0
D+(Xj). Thus Ωi − Ωi−1 = P
n−i − Pn−i−1
is the zero locus on Ωi of the rational functions
X0
Xi
, . . . ,
Xi−1
Xi
. Since this sequence is a regular
sequence, the normal bundle νi is trivialized by this sequence, thereby inducing an orientation.
This data forms the canonical oriented cellular structure on Pn.
The following lemma allows us to generate more examples of oriented cellular schemes.
Lemma 2.20. Let T be a split k-torus, X ∈ Smk be an oriented cellular scheme, and let
π : Y → X be a T -torsor over X. Let
∅ = Ω−1 ( Ω0 ( Ω1 ( · · · ( Ωs = X
be the open filtration of X defining the cellular structure. Define an increasing filtration by
open subsets on Y by pulling back the Ωi: Ω˜i := π
−1(Ωi). Then the sequence
∅ = Ω˜−1 ( Ω˜0 ( Ω˜1 ( · · · ( Ω˜s = Y
is a cellular structure on Y . Moreover, with the obvious notation, the normal bundle of Yi ⊂ Ω˜i
is the pull-back of the normal bundle of Xi ⊂ Ωi so that the oriented cellular structure on X
induces a canonical oriented cellular structure on Y .
Proof. The smooth k-scheme Ω˜i − Ω˜i−1 is clearly affine and cohomologically trivial, as it is a
(trivial) Gm-torsor on Ωi. The rest easily follows from this. 
Example 2.21. In this way we get a canonical oriented cell structure on An+1 − {0} using
the usual Gm-torsor A
n+1 − {0} → Pn.
Remark 2.22. By Lemma 2.13, the normal bundles νi in the definition above of a oriented
cellular structure on a smooth k-scheme are in fact always trivial. The main point is not
the orientability, but the choice of an orientation. In all our cases, for instance the oriented
cell structure of Pn described above, the triviality is always proved directly without invoking
Lemma 2.13.
We next record the following particular case of the Thom isomorphism theorem for oriented
bundles.
Lemma 2.23. Let ξ be a trivial vector bundle of rank r over a smooth k-scheme X, endowed
with an orientation o ∈ Or(ξ). Then there exists an isomorphism φ : ξ
≃
→ ArX of vector
bundles over X, which preserves the orientations. Moreover, if X is cohomologically trivial,
then the induced pointed A1-homotopy class (which is an A1-homotopy equivalence)
Th(ξ)→ Ar/(Ar − {0}) ∧ (X+)
only depends on o ∈ Or(ξ).
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Proof. Let ψ : ξ
≃
→ ArX be an isomorphism of vector bundles over X. Taking the top exterior
power Λr and using the strict orientations on both sides yields an isomorphism A1X
≃
→ A1X of
line bundles over X, which corresponds to an invertible regular function α on X. Multiplying
ψ on the first coordinate by α−1 yields now an isomorphism φ : ξ
≃
→ ArX which preserves the
two strict orientations.
Now given another isomorphism φ′ : ξ
≃
→ ArX taking θ to the strict orientation of A
r
X
multiplied by a square α2 of a unit α ∈ O(X)×. The automorphism Θ = φ′ ◦φ−1 : ArX
≃
→ ArX
preserves the strict orientations up to multiplication by α2; that is to say an element of
Homk(X,GLr) whose determinant is α
2. Let Θ′ ∈ Homk(X,GLr) be the diagonal matrix
with u2 on the first entry and 1 on the others. Then Θ = Θ′ ◦Θ′′ with Θ′′ ∈ Homk(X,SLr).
As X is cohomologically trivial and as SLr is A
1-connected, any morphism of k-schemes
X → SLr is A
1-homotopically trivial (use again the A1-Postnikov tower). This implies that
the induced pointed morphism on Thom spaces
Th(Θ) : Ar/(Ar − {0}) ∧ (X+)→ A
r/(Ar − {0}) ∧ (X+)
induced by Θ is A1-homotopic to the one induced by Θ′. As Ar/(Ar − {0}) is isomorphic to
(A1/(A1 − {0}) ∧ (Ar−1/(Ar−1 − {0})), the induced A1-homotopy class
Th(Θ′) : Ar/(Ar − {0}) ∧ (X+)→ A
r/(Ar − {0}) ∧ (X+)
is clearly the smash product of the identity of Ar−1/(Ar−1−{0}) with the morphism A1/(A1−
{0})∧ (X+)
≃
→ A1/(A1−{0})∧ (X+) induced by α
2. The latter morphism is A1-homotopic to
the identity: this follows from the standard argument that P1∧(X+)→ A
1/(A1−{0})∧(X+)
is an A1-weak equivalence, and that the automorphism P1 ∧ (X+)
≃
→ P1 ∧ (X+) given by
[x, y] 7→ [α2x, y] is equal to [x, y] 7→ [αx, α−1y], which is induced now by an element of
SL2(X), which is A
1-nullhomotopic. 
Remark 2.24.
(1) For an oriented cellular scheme X ∈ Smk and a T -torsor Y → X over X, with T a
split k-torus, the morphism Y → X is clearly an oriented cellular morphism for the
oriented cellular structure on Y described in Lemma 2.20.
(2) Using the notion of an oriented cellular morphism described in Definition 2.18, we may
also extend the notion of an oriented cellular structure to ind-smooth k-schemes in an
obvious way, by requiring that each object has a given (oriented) cellular structure and
each morphism are (oriented) cellular. For instance, the closed immersions Pn−1 ⊂ Pn
(defined by Xn = 0) is an oriented cellular morphism; observe that Ωn−1 already
contains Pn−1, and the intersection of the Ωi’s, for i ≤ (n− 1), with P
n−1 are exactly
the Ωi’s of P
n−1. In this way, we get an oriented cell structure on P∞.
(3) We may also adapt the notion of an oriented cellular structure to simplicial smooth
k-schemes, by requiring that each term of the simplicial smooth k-scheme are given
a (oriented) cellular structure and each face morphism is (oriented) cellular. For
example, the classifying space BT of any split torus T has a canonical oriented cellular
structure.
2.3. Cellular A1-chain complexes.
We are now set to introduce the notions of cellular A1-chain complex, oriented cellular
A1-chain complex and the corresponding cellular A1-homology. Let X be a smooth k-scheme
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with a cellular structure. Let
∅ = Ω−1 ⊂ Ω0 ⊂ Ω1 ⊂ · · · ⊂ Ωs = X
be the corresponding filtration by open subschemes as in Definition 2.11. Let Ωi/Ωi−1 =∐
j∈Ji
Yij be the decomposition of Ωi − Ωi−1 in irreducible components. We can now apply
the motivic homotopy purity theorem [24, Theorem 2.23, page 115] to get a canonical pointed
A1-weak equivalence
(2.1) Ωi/Ωi−1 ≃A1 Th(νi)
with νi the normal bundle of the closed immersion Xi →֒ Ωi of smooth k-schemes. Consider
the cofibration sequence
Ωi−1 → Ωi → Ωi/Ωi−1.
In the corresponding long exact sequence of reduced A1-homology sheaves
· · · → H˜A
1
n (Ωi−1)→ H˜
A1
n (Ωi)→ H˜
A1
n (Ωi/Ωi−1)
δ
−→ H˜A
1
n−1(Ωi−1)→ · · ·
we can use the previous identification
H˜A
1
n (Ωn/Ωn−1) ≃ H˜
A1
n (Th(νn))
Define ∂n to be the composite
H˜A
1
n (Th(νn)
∼= H˜A
1
n (Ωn/Ωn−1)
δ
−→ H˜A
1
n−1(Ωn−1)→ H˜
A1
n−1(Ωn−1/Ωn−2)
∼= H˜A
1
n−1(Th(νn−1))
where the map H˜A
1
n−1(Ωn−1) → H˜
A1
n−1(Ωn−1/Ωn−2) is induced by the previous cofibration
sequence
Ωn−2 → Ωn−1 → Ωn−1/Ωn−2.
It is easy to see that ∂n−1 ◦ ∂n = 0, for every n, thus we get a chain complex (in the category
of strictly A1-invariant sheaves)
Ccell∗ (X) := (H˜
A1
n (Th(νn)), ∂n)
The chain complex Ccell∗ (X) is called the cellular chain complex associated to the cellular
structure on X, and its homology sheaves Hn(C
cell
∗ (X)) are called the cellular A
1-homology
sheaves of X.
If we choose an orientation of the given cellular structure on X, the chosen orientations
(and the canonical A1-weak equivalence Ai/(Ai − {0}) = Si ∧ G∧im ) together with the the
pointed A1-equivalence of the above Lemma define canonical pointed A1-weak equivalence
(2.2) Ωi/Ωi−1 ≃A1 Th(νi) ≃A1 S
i ∧G∧im ∧
(
∨j∈Ji (Yij)+
)
Thus we can further identify, for each n:
H˜A
1
n (Ωn/Ωn−1) ≃ H˜
A1
n (Th(νn)) ≃ ⊕
j∈Jn
H˜A
1
n (S
n ∧G∧nm ∧ (Ynj)+).
Using the suspension isomorphisms in A1-homology, and the identification ZA1(G
∧n
m ) = K
MW
n ,
we get isomorphisms of strictly A1-invariant sheaves:
⊕
j∈Jn
H˜A
1
n (S
n ∧G∧nm ∧ (Ynj)+) ≃ ⊕
j∈Jn
H˜A
1
0 (G
∧n
m ∧ (Ynj)+) ≃ ⊕
j∈Jn
KMWn ⊗ ZA1 [Ynj ]
(the tensor product being performed in the category of strictly A1-invariant sheaves). Thus
using the orientations, the cellular chain complex Ccell∗ (X) becomes isomorphic to the chain
complex with terms in degree n: ⊕
j∈Jn
KMWn ⊗ ZA1 [Ynj].
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Now we denote by ∂˜n the induced composite
⊕
j∈Jn
KMWn ⊗ ZA1 [Ynj] ≃ H˜
A1
n (Th(νn))
∂n−→ H˜A
1
n−1(Th(νn−1)) ≃ ⊕
j∈Jn−1
KMWn−1 ⊗ ZA1 [Ynj]
Definition 2.25. The chain complex (in the category of strictly A1-invariant sheaves)
C˜cell∗ (X) :=
(
⊕
j∈Jn
KMWn ⊗ ZA1 [Ynj], ∂˜n
)
n
is called the oriented cellular A1-chain complex associated to the oriented cellular structure on
X. The nth homology sheaf of this complex will be called n-th oriented cellular A1-homology
of X and will be denoted by H˜celln (X); using the orientations there are of course isomorphic
to the cellular A1-homology sheaves Hcelln (X).
Remark 2.26.
(1) It is easy to check using the previous description that each term Ccelln (X) is a projective
object of AbA1(k). Indeed, for any cohomologically trivial smooth k-scheme Y , the
strictly A1-invariant sheaf ZA1 [Y ] is clearly a projective object of AbA1(k). More
generally, for each n ≥ 1, the tensor product KMWn ⊗ ZA1 [Y ] is also a projective
object of AbA1(k). This can be seen by using the adjunction formula:
HomAb
A1 (k)
(KMWn ⊗ ZA1 [Y ],M)
∼= HomAb
A1(k)
(ZA1 [Y ],M−n),
for any M ∈ AbA1(k) and the fact that the functor M 7→ M−1 is an exact functor,
which follows from the fact that Gm is cohomologically trivial.
(2) Let X be a cellular smooth k-scheme. Without the choice of orientations, the cellular
A1-chain complex Ccell∗ (X) is practically uncomputable. Its oriented version, C˜
cell
∗ (X),
depending on the choice of orientations is often more explicitly computable. See also
the intrinsic interpretation given below in Section 2.4.
(3) If one uses the variant of Suslin homology instead of A1-homology, the Thom isomor-
phisms exist without choice of orientations, so that the cellular Suslin chain complex
CSus,cell∗ (X) is a well defined chain complex of A
1-invariant sheaves with transfers in
the sense of Voevodsky, and is defined for any cellular structure on X.
Let f : X → Y be a cellular morphism of cellular smooth k-schemes (see Definition
2.18). For each i, we denote by Xi the reduced induced closed subscheme of Ωi(X) on
the closed complement Ωi(X) − Ωi−1(X), and in the same way Yi, the corresponding closed
subschemes of Ωi(Y ). Then, as f preserves the open filtrations, f induces a morphism of
smooth k-schemes f : Xi → Yi for each i, and also a morphism on the induced normal
bundles νf : νXi → (f |Xi)
∗(νYi). It follows easily that f induces then a canonical morphism
of cellular A1-chain complexes:
f cell∗ : C
cell
∗ (X)→ C
cell
∗ (Y )
If the cellular structures of X and Y are oriented, the morphism f cell∗ induces a morphism
f˜ cell∗ : C˜
cell
∗ (X) → C˜
cell
∗ (Y ) of oriented cellular A
1-chain complexes, so that in degree n, f˜ celln
is the morphism
KMWn ⊗ ZA1 [Xn]
∼= H˜A
1
n (Th(νXn))
H˜
A
1
n (Th(νf )
−−−−−−−→ H˜A
1
n (Th(νYn))
∼= KMWn ⊗ ZA1 [Yn]
induced by νf in the obvious way.
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If f is an oriented cellular morphism, that is, if for each n the induced morphism on
normal bundles νf : νXn → (f |Xn)
∗(νYn) preserves the orientations, then f˜
cell
n is just the
tensor product of H˜A
1
0 (f |Xn) : ZA1 [Xn]→ ZA1 [Yn] with K
MW
n .
2.4. Intrinsic interpretation in the derived category D(AbA1(k)).
Given a sheaf of abelian groups M on Smk, we can construct the cohomological cellular
cochain complex C∗cell(X;M) which is the (cochain) complex of abelian groups with terms
Cncell(X;M) := HomAbA1(k)(C
cell
n (X),M) and the obvious induced differentials.
Proposition 2.27. Let X be a cellular smooth scheme over k. For any strictly A1-invariant
sheaf M on Smk, we have canonical isomorphisms
HnNis(X,M)
∼
−→ Hn(C∗cell(X;M))
∼
−→ HomD(Ab
A1 (k))
(Ccell∗ (X),M[n]).
Proof. The first isomorphism follows from the cohomological spectral sequence computing
H∗Nis(X,M) associated with the filtration induced by the flag of open subsets
∅ = Ω−1 ( Ω0 ( Ω1 ( · · · ( Ωs = X
and the cohomological triviality of the Yij, which shows that the spectral sequence collapses
from E2 page onwards, yielding the isomorphism. The second isomorphism follows from the
fact that each term Ccelln (X) is a projective object of AbA1(k), which follows again from the
cohomological triviality of the Yij . 
Remark 2.28.
(1) Note that the proof of the first isomorphism given above exactly parallels the way in
which we introduced the cellular A1-chain complex: observe that the E1 term of the
spectral sequence considered in the proof of Proposition 2.4 is the cochain complex
Cncell(X;M) and the E2 terms are H
∗
Nis(X,M).
(2) It is known from [23] that for any strictly A1-invariant sheaf M on Smk and any
smooth k-scheme X, the natural comparison morphism:
HnZar(X,M)
∼= HnNis(X,M)
is an isomorphism for any n ≥ 0.
We first observe the following easy consequence:
Corollary 2.29. Let X be a cellular smooth k-scheme. Then for any strictly A1-invariant
sheaf M on Smk with M−i = 0 for some i ≥ 0 then, for n ≥ i
HnNis(X,M) = 0
Proof. Indeed, under the assumptions, the cohomological cellular cochain complex C∗cell(X;M)
vanishes in degrees ≥ i. 
Corollary 2.30. Let X be an A1-(n− 1)-connected, n ≥ 1, cellular smooth k-scheme. Then
Hcell0 (X) = Z and H
cell
i (X) = 0 for 1 ≤ i ≤ n− 1, and there exists a canonical isomorphism
Hcelln (X) ≃ H
A1
n (X)
and an epimorphism HA
1
n+1(X)։ H
cell
n+1(X).
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Proof. If X an A1-(n − 1)-connected space and M a strictly A1-invariant sheaf, one has
H0(X;M) = M(k) and H i(X;M) = 0 for i ∈ {1, . . . , n − 1}. The first equality shows that
the canonical morphism Hcell0 (X) → Z is an isomorphism. If C˜
cell
∗ (X) denotes the reduced
cell chain complex of X (that is, the kernel of Ccell∗ (X) → Z), then Proposition 2.27 easily
implies that Hi(C˜
cell
∗ (X)) = H
cell
i (X) = 0 for i ∈ {1, . . . , n− 1}. Now, since
Hn(C∗cell(X;M)) = H
n(X;M) = HomAb
A1 (k)
(HA
1
n (X),M)
for every M ∈ AbA1(k), the above vanishing gives an isomorphism H
cell
n (X) ≃ H
A1
n (X). Now
if C∗ is any chain complex in any abelian category A with HiC∗ = 0 for i ≤ n− 1 and M an
object of A, then one has an exact sequence of the form
0→ Ext1A(HnC∗;M)→ HomDA(C∗;M [n+ 1]))→ HomA(Hn+1C∗;M)→ Ext
2
A(HnC∗,M).
Using Proposition 2.27 and the above exact sequences for A = AbA1(k) with C∗ = C
A1
∗ (X)
as well as Ccell(X) we conclude by a diagram chase that the comparison morphism
Hom(Hcelln+1(X),M)→ Hom(H
A1
n+1(X),M)
is injective for every M ∈ AbA1(k). Consequently, the induced morphism H
A1
n+1(X) →
Hcelln+1(X) is an epimorphism. 
If X and Y are cellular smooth k-schemes, the product X ×k Y can be naturally endowed
with a cellular structure defined by Ωi(X ×k Y ) := ∪
∞
j=0
(
Ωj(X) ×k Ωi−j(Y )
)
. In case the
cellular structures on X and Y are oriented, the cellular structure on X×k Y can be oriented
using the obvious tensor products of appropriate orientations for X with those for Y . The
proof of the following Lemma is easy and left to the reader.
Lemma 2.31. Let X and Y be cellular smooth k-schemes. The induced morphism of chain
complexes (of strictly A1-invariant sheaves)
Ccell∗ (X)⊗ C
cell
∗ (Y )→ C
cell
∗ (X ×k Y )
is an isomorphism. If the cellular structures on X and Y are both oriented, then the induced
morphism of chain complexes (of strictly A1-invariant sheaves)
C˜cell∗ (X)⊗ C˜
cell
∗ (Y )→ C˜
cell
∗ (X ×k Y )
is an isomorphism.
Remark 2.32. Projective objects in the abelian category AbA1 need not be flat. For instance,
the unramified Milnor-Witt K-theory sheaves KMWn are projective objects, but not flat since
the multiplication by an odd integer on KMW1 is never injective, although it is injective on Z.
However, in the case of cellular smooth k-schemes, the tensor product Ccell∗ (X) ⊗ C
cell
∗ (Y ) is
the derived tensor product of the two complexes Ccell∗ (X) and C
cell
∗ (Y ), as the two cellular
A1-chain complexes consist of projective objects in each degree.
We will next see that up to chain homotopy, the correspondence X 7→ Ccell∗ (X) is functorial
on the category of smooth k-schemes admitting a cellular structure.
Let X be a cellular smooth k-scheme and C∗ be a chain complex of strictly A
1-invariant
sheaves. The cellular A1-chain complex Ccell∗ (X) is bounded and consists of terms that are
projective objects in AbA1(k). Thus, the group
HomD(Ab
A1 (k))
(Ccell∗ (X), C∗)
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of morphisms in the derived category of AbA1(k) is the group of chain homotopy classes of
morphisms of chain complexes from Ccell∗ (X) to C∗. On the other hand we may consider the
hypercohomology HnNis(X;C∗) of X with coefficients in C∗, which is defined by
HnNis(X;C∗) := HomD(Ab(k))(Z(X), C∗[n]).
Clearly, C∗ is A
1-local as it consists of strictly A1-invariant sheaves, so its homology sheaves
are strictly A1-invariant sheaves as well. Thus, we get an identification:
HnNis(X;C∗) = HomD(Ab
A1 (k))
(CA
1
∗ (X), C∗[n]).
Proposition 2.4 above states that if C∗ is a sheaf M concentrated in degree 0, then there is a
canonical isomorphism
HnNis(X;C∗)
∼= HomD(Ab
A1 (k))
(CA
1
∗ (X),M [n]).
It is thus tempting to extend this isomorphism to any complex C∗ of strictly A
1-invariant
sheaves.
Definition 2.33. We say that a chain complex D∗ of abelian sheaves of groups is strictly
A1-solvable if there is a chain complex C∗ of strictly A
1-invariant sheaves and a morphism
φ : D∗ → C∗
in D(AbA1(k)) such that for any chain complex C
′
∗ of strictly A
1-invariant sheaves, the mor-
phism
HomD(Ab
A1 (k))
(C∗, C
′
∗)→ HomD
A1 (k)
(D∗, C
′
∗)
induced by φ is an isomorphism. We call the pair (C∗, φ) a strict A
1-resolution of D∗.
Remark 2.34. In other words, D∗ is strictly A
1-solvable if the functor D(AbA1(k)) → Ab
defined by C ′∗ 7→ HomD
A1 (k)
(D∗, C
′
∗) is representable. If this is the case, then the pair (C∗, φ)
consisting of C∗ and the morphism D∗ → C∗ is clearly unique up to a canonical isomorphism.
Moreover, the correspondence D∗ 7→ C∗ defines a functor on the full subcategory of strictly
A1-solvable chain complexes.
Lemma 2.35. Let D∗ be a connective chain complex of sheaves of abelian groups, in the sense
that there exists n0 ∈ Z such that Hn(C∗) = 0 for n ≤ n0. Let φ : D∗ → C∗ be a morphism in
DA1(k), where C∗ is a chain complex of strictly A
1-invariant sheaves. Then (C∗, φ) is strict
A1-resolution of D∗ if and only if for any strictly A
1-invariant sheaf M and any n ∈ Z the
morphism
HomD(Ab
A1 (k))
(C∗,M [n])→ HomD
A1 (k)
(D∗,M [n])
induced by φ is an isomorphism.
Proof. Let τ≥n0C
′
∗ → C
′
∗ denote the truncation of C
′
∗ with same homology in degrees ≥ n0
and with trivial homology in degrees < n0. For any chain complex C
′
∗ of strictly A
1-invariant
sheaves, the group HomD
A1(k)
(D∗, C
′
∗) is clearly equal to the group HomD
A1 (k)
(D∗, τ≥n0C
′
∗).
We consider the successive truncations τ≥rC
′
∗ for r ≥ n0, so that the cone of τ≥r+1C
′
∗ → τ≥rC
′
∗
is a complex quasi-isomorphic to HrC
′
∗ placed in degree r. Inductively, using the assumptions,
we may thus show that for any r ≥ n0
HomD(Ab
A1 (k))
(C∗, C
′
∗/τ≥rC
′
∗)→ HomD
A1 (k)
(CA
1
∗ (X), C
′
∗/τ≥rC
′
∗)
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is an isomorphism, where C ′∗/τ≥rC
′
∗ denotes the cone of τ≥rC
′
∗ → C
′
∗. We conclude using the
fact that the morphism
C ′∗ → holimrC
′
∗/τ≥rC
′
∗
is a quasi-isomorphism (see [24, Definition 1.31, page 58 and Theorem 1.37, page 60] for the
analogous statement for simplicial sheaves of sets). 
Example 2.36. Let X be a smooth, cohomologically trivial k-scheme. Then HA
1
0 (X) is a
projective object of AbA1(k) and the pair (H
A1
0 (X), φX ), where φ : C
A1
∗ (X)→ H
A1
0 (X) is the
obvious projection, is a strict A1-resolution of CA
1
∗ (X) by Lemma 2.35.
More generally, for any integer n ≥ 0, (An/(An − {0})) ∧ (X+) is strictly A
1-solvable by
((KMWn ⊗H
A1
0 (X))[n], φn ⊗ φX), where φn : C˜
A1
∗ (A
n/(An − {0})) → KMWn [n] is the obvious
projection. This can be verified by an easy direct computation and the above observations.
Proposition 2.37. Let X be a cellular smooth k-scheme. Then CA
1
∗ (X) is strictly A
1-solvable
by its cellular A1-chain complex. More precisely, there exists a (unique) morphism
φX : C
A1
∗ (X)→ C
cell
∗ (X)
in DA1(k) which is a strict A
1-resolution.
Proof. We proceed by induction on the length of the filtration by open subsets of X
∅ = Ω−1 ( Ω0 ( Ω1 ( · · · ( Ωs = X
which defines the cellular structure. If s = 0, the statement holds by Example 2.36.
Now assume s ≥ 1. Let
Ωs−1 → X → Th(νs)
be the A1-cofibration sequence deduced from the cellular structure (in degree s). This induces
an exact triangle
CA
1
∗ (Ωs−1)→ C
A1
∗ (X)→ C˜
A1
∗ (Th(νs)).
Now, the Thom space Th(νs) is (non-canonically) isomorphic to A
s/(As−{0})∧ ((Xs)+) ≃A1
Ss ∧ Gsm ∧ ((Xs)+) by Lemma 2.13, since Xs is cohomologically trivial. We consider the
connecting morphism
(2.3) C˜A
1
∗ (Th(νs)[−1]→ C
A1
∗ (Ωs−1)
in DA1(k) obtained from the above triangle. Both the source and the target of this morphism
are strictly A1-solvable. The target by the inductive assumption. The source by example
2.36 above, by remembering that Th(νs) is (non canonically) isomorphic in the pointed A
1-
homotopy to (As/(As−{0}))∧ ((Ys)+), so that the strict A
1-localization is (non canonically)
KMWs ⊗H
A1
0 (Ys))[s].
It follows from Remark 2.34 that the morphism (2.3) induces a unique morphism in
D(AbA1(k)) between the corresponding strict A
1-resolutions:
(2.4) HA
1
s (Th(νs))[s − 1]→ C
cell
∗ (Ωs−1),
where Ccell∗ (Ωs−1) is the cellular A
1-chain complex corresponding to the cellular structure
on Ωs−1 induced by the one on X. Since the chain complex C
cell
∗ (Ωs−1) is concentrated in
degrees ≤ s − 1 and since HA
1
s (Th(νs)) is a strictly A
1-invariant sheaf, the morphism (2.4)
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is determined by the morphism it induces on Hs−1. Thus, the morphism (2.4) corresponds
exactly to a morphism in AbA1(k) given by the composition
HA
1
s (Th(νs)) = K
MW
s ⊗H
A1
0 (Ys)→ Z
cell
s−1(Ωs−1) →֒ C
cell
s−1(Ωs−1) = H
A1
s−1(Th(νs−1))
by the construction of the cellular A1-chain complex. This induced morphismHA
1
s (Th(νs))→
HA
1
s−1(Th(νs−1)) is a differential of the complex C
cell
∗ (Ωs−1). This follows by functoriality of
the strict A1-resolution applied to the composition
C˜A
1
∗ (Th(νs)[s− 1]→ C
A1
∗ (Ωs−1)→ C˜
A1
∗ (Ωs−1)
∼= C˜A
1
∗ (Th(νs−1))
and the definition of the differential as the morphismHA
1
s (Th(νs))→ H
A1
s−1(Th(νs−1)) induced
by the connecting morphism in the A1-cofiber sequence
Th(νs−1) ∼= Ωs−1/Ωs−2 ⊂ Ωs/Ωs−2 → Ωs/Ωs−1 ∼= Th(νs).
Therefore, the cone of the morphism HA
1
s (Th(νs))[s − 1] → C
cell
∗ (Ωs−1) in D(AbA1(k)) is
quasi-isomorphic to Ccell∗ (X).
This allows us to extend the morphism φΩs−1 to a morphism φX in D(AbA1(k)), which
defines a morphism of exact triangles equal to φΩs−1 on one extremity and φTh(νs) on the
other one. It is then easy to check, using the induction hypothesis for Ωs−1 that φX satisfies
the criterion given by Lemma 2.35. This completes the proof. 
We get the following interpretation of Ccell∗ (X) up to quasi-isomorphism in D(AbA1(k))
from the above discussion.
Corollary 2.38. Let X be a cellular smooth k-scheme. Then for any chain complex C∗ of
strictly A1-invariant sheaves on Smk, one has a canonical isomorphism
HomD
A1(k)
(CA
1
∗ (X), C∗)
∼= HomD(Ab
A1 (k))
(Ccell∗ (X), C∗).
In other words, if X admits a cellular structure, the functor
D(AbA1(k))→ Ab; C∗ 7→ HomD
A1 (k)
(CA
1
∗ (X), C∗)
is represented by Ccell∗ (X).
Remark 2.39. If X is not cellular, then in general the functor in Corollary 2.38 is not
representable by a complex, but by a pro-object of D(AbA1(k)). This follows directly from
standard “Brown representability type” results. One of the main points here is that for
smooth k-schemes admitting a cellular structure, this representing pro-object in the category
D(AbA1(k)) is in fact constant, as well as its homology, and the cellular A
1-chain complex is
an explicit model for it.
The following lemma, quite analogous to the classical properties of cellular chain complexes
associated to a CW-structure on a topological space X, is an easy consequence of the above
observations.
Lemma 2.40. Let f : X → Y be a morphism between smooth k-schemes in the A1-homotopy
category H(k) and assume that X and Y are both equipped with cellular structures. Then
there exists a canonical homotopy class of morphisms of cellular A1-chain complexes
[f ]cell∗ : C
cell
∗ (X)→ C
cell
∗ (Y )
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which only depends on the class of f in HomH(k)(X,Y ). In particular f induces a canonical
morphism
Hcell(f)∗ : H
cell
∗ (X)→ H
cell
∗ (Y )
Remark 2.41. In case f is a cellular morphism of smooth k-schemes, in the sense of Definition
2.18, then the canonical morphism of cellular A1-chain complexes f cell∗ : C
cell
∗ (X)→ C
cell
∗ (Y )
induced by f has [f ]cell∗ for its chain homotopy class.
We also observe two trivial consequences of Lemma 2.40, obtained by applying it to f =
IdX : X → X).
Corollary 2.42. Let X be a smooth k-scheme endowed with two cellular structures. Then
there exists a canonical homotopy equivalence between the two corresponding cellular A1-chain
complexes, and consequently, a canonical isomorphism between the cellular A1-homologies of
X corresponding to the two structures.
Corollary 2.43. The correspondence X 7→ Ccell∗ (X) defines a functor from the full subcate-
gory of H(k) with objects the smooth k-schemes admitting at least one cellular structure to the
homotopy category of (non-negative) chain complexes of projective objects in AbA1(k). Conse-
quently, it induces a functor X 7→ Hcell∗ (X) from the full subcategory of H(k) with objects the
smooth k-schemes admitting at least one cellular structure to the category of graded strictly
A1-invariant sheaves.
Remark 2.44. As noted in Remark 2.39, the functor X 7→ Ccell∗ (X) in Corollary 2.43 extends
to a functor defined on the category H(k), but with target the category of pro-objects in the
homotopy category of (non-negative) chain complexes of strictly A1-invariant sheaves:
Smk → pro-D(AbA1(k)); X 7→ C
st-A1
∗ (X)
and the corresponding homology Hst-A
1
∗ takes its values in the category pro-AbA1(k). Observe
that Hst-A
1
n (X) = 0 for n > dim(X) by the analogue of Proposition 2.27, since the Nisnevich
cohomological dimension of a smooth scheme X is dim(X). These objects seem to be much
more computable compared to the corresponding A1-homology sheaves. In fact, there are
reasons to believe that for a smooth (projective) k-scheme X, the pro-objects Hst-A
1
∗ (X) are
always constant.
2.5. Cellular A1-homology of projective spaces and punctured affine spaces.
In this section, we explicitly compute the cellular A1chain complex and the cellular A1-
homology sheaves of the n-dimensional projective space Pn with respect to the canonical
oriented cellular structure described in Example 2.19. If Ω• denotes the filtration of P
n by
open subschemes described in Example 2.19, we have Ωn−1 = P
n−{[0, . . . , 0, 1]}. Thus, Ωn−1
is the total space of the canonical line bundle over Pn−1, Ωn−1 = A
n − {0} ×Gm A
1. The
projection morphism Ωn−1 → P
n−1 is cellular with respect to the cellular structure on Ωn−1
induced by the one on Pn and the canonical cellular structure on Pn−1. In fact, the morphism
πn−1 : Ωn−1 → P
n−1 is oriented cellular in the sense of Definition 2.18 by Lemma 2.20. Since
πn−1 is a vector bundle of rank one, the induced morphism
(π˜celln−1)∗ : C˜
cell
∗ (Ωn−1)→ C˜
cell
∗ (P
n−1)
is an isomorphism of (oriented) cellular A1-chain complexes. Let Ω˜• denote the filtration of
An+1 − {0} by open subschemes obtained by pulling back Ω• by the canonical Gm-torsor
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An+1 − {0} → Pn as described in Lemma 2.20. In exactly the same way as above, one can
verify that the canonical projection Ω˜n−1 → A
n − {0}, which is the projection of a (trivial)
vector bundle of rank one, induces an isomorphism
C˜cell∗ (Ω˜n−1)
≃
−→ C˜cell∗ (A
n − {0})
of (oriented) cellular A1-chain complexes. Observe that Ω˜i = (A
i+1 − {0}) × An−i, and
consequently, it follows that Ω˜i − Ω˜i−1 = A
i × Gm × A
n−i. We now point out that for the
morphism An+1 − {0} → Pn to be oriented cellular, the orientations for An+1 − {0} have
to be the ones induced by those on Pn, which are described in example 2.19. If X0, . . . ,Xn
denote the n+1-coordinate functions on An+1−{0}, then the normal bundle νi of the closed
immersion of Ω˜i− Ω˜i−1 in Ω˜i is trivialized (or rather, oriented) by the functions
Xj
Xn
(and not
by the functions Xj) for j ∈ {0, . . . , i− 1}. Thus,
(2.5) C˜celli (A
n+1 − {0}) ∼= KMWi ⊗ ZA1 [Gm]
for each i ≤ n, where the isomorphism KMWi ⊗ ZA1 [Gm]
∼= HA
1
i (Th(νi)) is coming from the
above trivializations.
Remark 2.45. Let H := ZA1 [Gm] denote the free strictly A
1-invariant sheaf on Gm. Clearly,
H is a commutative and cocommutative Hopf algebra in AbA1 for the A
1-tensor product.
The structure morphism Gm → Spec k induces an augmentation morphism, the counit of the
structure, which is split by the unit of Gm. The augmentation ideal of H, that is, the kernel
of this augmentation morphism, is canonically ZA1(Gm) = K
MW
1 (where we use 1 as the base
point of Gm). The above splitting thus induces a decomposition
H = KMW1 ⊕ Z.
In this decomposition, the product H⊗H→ H is easily computed to be the following: it is
the obvious morphism on the factor
Z⊕ (KMW1 ⊗ Z)⊕ (Z⊗K
MW
1 )→ H
and it is given by
η : KMW1 ⊗K
MW
1 = K
MW
2 → K
MW
1 ⊂ H
on the remaining factor KMW1 ⊗K
MW
1 ⊂ H; this is in fact precisely the definition of η (see
[23]). The diagonal Ψ : H→ H⊗H giving the Hopf algebra structure is easily checked to be
the inclusion
Z = Z⊗ Z ⊂ H⊗H
on the factor Z ⊂ H and on the factor KMW1 ⊂ H, it is given by the morphism
KMW1 → (K
MW
1 ⊗ Z)⊕ (Z⊗K
MW
1 )⊕ (K
MW
1 ⊗K
MW
1 ) ⊂ H⊗H
(t) 7→ (t)⊗ 1 + 1⊕ (t) + (−1) · (t).
Observe that for a unit t, we have (t) · (t) = (−1) · (t) = (t) · (−1) in KMW2 .
Using this structure, if M and N are strictly A1-invariant sheaves with an H-module
structure, one defines as usual a H-module structure on the (A1-) tensor product M⊗N by
the composition:
M⊗N⊗H
IdM⊗IdN⊗Ψ−−−−−−−−→M⊗N⊗H⊗H ∼= (M⊗H)⊗ (N⊗H)→M⊗N.
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For instance, if KMW1 is endowed with the H-module structure as the kernel of the augmenta-
tion H → Z, then the n-th tensor product (KMW1 )
⊗n = KMWn admits an induced H-module
structure.
The action of Gm on A
n+1 − {0} preserves the oriented cellular structure by Lemma 2.20,
and induces an action of H on the entire cellular A1-chain complex. Thus, C˜cell∗ (A
n+1 −{0})
(and also Ccell∗ (A
n+1 − {0})) is a complex of H-modules in AbA1(k). One may show that the
isomorphism (2.5) above is an isomorphism of H-modules where the action of H on KMWi is
the trivial one. This is contained in the following result, which computes the oriented cellular
A1-chain complex of An+1 − {0} and its cellular A1-homology.
Theorem 2.46. The oriented cellular A1-chain complex C˜cell∗ (A
n+1−{0}) of An+1−{0}, as
a complex of (say, right) H-modules, is canonically isomorphic to:
KMWn ⊗H
∂n→ KMWn−1 ⊗H
∂n−1
→ · · ·
∂i+1
→ KMWi ⊗H
∂i→ KMWi−1 ⊗H . . .K
MW
1 ⊗H
∂1→ H
where for each i the H-module structure on KMWi ⊗ H is the tensor product of the trivial
structure on KMWi and the canonical one on H and where the differential
∂i :
(
KMWi+1 ⊕K
MW
i
)
∼= KMWi ⊗H→ K
MW
i−1 ⊗H
∼=
(
KMWi ⊕K
MW
i−1
)
is given for i odd by the matrix (with obvious notations)(
η 0
Id
K
MW
i
0
)
and for i even by the matrix (
0 0
〈−1〉 · Id
K
MW
i
η
)
.
Remark 2.47. It immediately follows from Theorem 2.46 that the complex C˜cell∗ (A
n+1−{0})
is a complex of “free” H-modules. Moreover, it is acyclic in degree 6= 0 and n, because the
space An+1−{0} is (n−1)-connected. In other words C˜cell∗ (A
n+1−{0}) is an (n+1)-extension
of Z by KMWn+1 = H
cell
n (A
n+1 − {0}). One has a chain homotopy equivalence
C˜cell∗ (A
n+1 − {0}) ⊗H Z ∼= C˜
cell
∗ (P
n).
We will need some preliminaries before embarking upon the proof of Theorem 2.46. Con-
sider the automorphism of the rank n trivial vector bundle over Gm defined by
Θn : A
n ×Gm
≃
−→ An ×Gm
((λ0, . . . , λn−1), t) 7→ ((λ0t, . . . , λn−1t), t).
and let
Th(Θn) :
(
An/(An − {0})
)
∧ (Gm)+ ∼=
(
An/(An − {0})
)
∧ (Gm)+
denote the associated isomorphism of Thom spaces. The space (An/(An − {0})) ∧ (Gm)+ is
clearly (n− 1)-connected and the Ku¨nneth morphism
(2.6) KMWn ⊗H
≃
−→ HA
1
n−1(
(
An/(An − {0})
)
∧ (Gm)+)
is an isomorphism (of strictly A1-invariant sheaves) because of the Hurewicz Theorem [23,
§6.3]. Now using the cofibration sequence
(An − {0}) ×Gm → A
n ×Gm →
(
An/(An − {0})
)
∧ (Gm)+
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and its associated long exact sequence in A1-homology, we deduce an exact sequence2
(2.7) HA
1
n (Gm)→ K
MW
n ⊗H→ H
A1
n−1((A
n − {0}) ×Gm)→ H
A1
n−1(Gm)→ 0.
The automorphism
(An − {0}) ×Gm
≃
−→ (An − {0}) ×Gm; ((λ0, . . . , λn−1), t) 7→ ((λ0t, . . . , λn−1t), t)
given by restricting Θn induces an automorphism of the exact sequence (2.7) (the action on
the factors HA
1
n (Gm) and H
A1
n−1(Gm) being trivial). Thus, the induced automorphism
(2.8) θn : K
MW
n ⊗H
∼= KMWn ⊗H
is the same as the one induced by Th(Θn) and the identification (2.6). The projection of θn
onto the factor KMWn ⊗ Z = K
MW
n is clearly the morphism induced by the projection of Θn
on the first factor
(2.9) (An − {0}) ×Gm → A
n − {0}; ((λ0, . . . , λn−1), t) 7→ (λ0t, . . . , λn−1t)
on HA
1
n−1:
KMWn ⊗H→ K
MW
n .
Using this and the fact that An/(An − {0}) is canonically isomorphic to
(
A1/(A1 − {0})
)∧n
as a Gm-space, we deduce that the above morphism is exactly the morphism defining the
H-module structure on KMWn corresponding to the n-th tensor product of the one on K
MW
1 .
We now explicitly describe this H-module structure on KMWn .
Lemma 2.48.
(a) The morphism
KMWn ⊗H→ K
MW
n
corresponding to the canonical H-module structure on KMWn is given as follows. Using
the decomposition
KMWn ⊗H = (K
MW
n ⊗ Z)⊕ (K
MW
n ⊗K
MW
1 ) = K
MW
n ⊕K
MW
n+1 ,
on the factor KMWn ⊗ Z = K
MW
n it is the identity and on the factor K
MW
n ⊗K
MW
1 =
KMWn+1 it is given by
nǫ · η : K
MW
n+1 → K
MW
n
where nǫ =
n∑
i=1
〈(−1)i−1〉 ∈ KMW0 (k) = GW(k). In particular, this morphism is 0 if n
is even, and is multiplication by η if n is odd.
(b) The automorphism of KMWn+1 ⊕K
MW
n defined by the commutative diagram
KMWn ⊗H
=

θn // KMWn ⊗H
=

KMWn+1 ⊕K
MW
n
// KMWn+1 ⊕K
MW
n
is given by multiplication by the matrix(
〈(−1)n〉 nǫ · η
0 1
)
.
2it is conjectured [23, Conjecture 6.34] that HA
1
n (Gm) = 0 for n ≥ 1
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Proof. We only outline the argument and leave the details to the reader.
(a) Recall from Remark 2.45 that the canonical H-module structure on KMW1 is given
by the morphism KMW1 ⊗H → K
MW
1 , which on the factor K
MW
1 ⊗ Z is the obvious
homomorphism and is multiplication by η on the factor KMW1 ⊗K
MW
1 . We will use
the description of the diagonal Ψ : H → H ⊗H of H and the definition of the H-
module structure on a tensor product. The H-module structure on KMW2 is given by
the composition
KMW2 ⊗H→ K
MW
1 ⊗K
MW
1 ⊗H
Id⊗Ψ
−−−→ KMW1 ⊗K
MW
1 ⊗H⊗H
∼= (KMW1 ⊗H)⊗ (K
MW
1 ⊗H)→ K
MW
1 ⊗K
MW
1 = K
MW
2 ,
which is easily seen to be identity on the factorKMW2 ⊗Z. On the factor K
MW
2 ⊗K
MW
1 ,
it is given by
(λ, µ)⊗ (t) 7→ (λ)⊗ (µ)⊗ ((t)⊗ 1 + 1⊗ (t) + (−1)⊗ (t))
7→ η · (λ) · (t)⊗ (µ) + (λ)⊗ η · (µ) · (t) + η · (λ) · (−1)⊗ η · (µ) · (t)
7→ ǫ · η · (λ) · (µ) · (t) + η · (λ) · (µ) · (t) + ǫ · η2 · (−1) · (λ) · (µ) · (t)
= η · (λ) · (µ) · (t)− ǫ · η · (λ) · (µ) · (t) = 2ǫ · η · (λ) · (µ) · (t),
where ǫ = −〈−1〉 ∈ KMW0 (k) and we have used the ǫ-graded commutativity of Milnor-
Witt K-theory and the defining relation η2 · (−1) + 2η = 0. An easy induction now
finishes the proof in the general case.
(b) We use the fact that θn is induced by the morphism (A
n−{0})×Gm ∼= (A
n−{0})×Gm,
which is the product of the morphism (An−{0})×Gm → A
n−{0} given in (2.9) and
of the projection (An − {0})×Gm → Gm. The former morphism on H
A1
n−1 is just the
H-module structure on KMWn determined in part (a) above. Now using the Ku¨nneth
formula, the fact that the diagonal of the Hopf algebra HA
1
n−1(A
n − {0}) = KMWn
is given by the formula x 7→ x ⊗ 1 ⊕ 1 ⊗ x, and the description of the diagonal of
HA
1
0 (Gm) = H, the desired automorphism can be explicitly computed. The details
are left to the reader.

Remark 2.49. The automorphism θn described in Lemma 2.48 is of order 2: θn ◦ θn = Id.
This is easy to check by using the identity
〈(−1)n〉 · nǫ · η + nǫ · η = 0.
Thus, θn is also the automorphism H
A1
n−1(A
n − {0} × Gm) ∼= H
A1
n−1(A
n − {0} ×Gm) induced
by the morphism
(An − {0}) ×Gm → (A
n − {0}) ×Gm; ((λ0, . . . , λn−1), t) 7→ ((λ0t
−1, . . . , λn−1t
−1), t).
This fact will be used in the proof of Theorem 2.46 below.
Proof of Theorem 2.46. We proceed by induction on n. The case n = 0 is trivial. Now
we assume that n ≥ 1 and that the theorem is proven for An − {0}.
With our notation described at the beginning of this subsection, we have Ω˜n−1(A
n+1 −
{0}) = (An − {0}) × A1 and the filtration
∅ = Ω˜−1(A
n+1 − {0}) ⊂ Ω˜0(A
n+1 − {0}) ⊂ · · · ⊂ Ω˜n−1(A
n+1 − {0}) = (An − {0}) × A1
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is exactly the product with A1 (on the right) of the filtration
∅ = Ω˜−1(A
n − {0}) ⊂ Ω˜0(A
n − {0}) ⊂ · · · ⊂ Ω˜n−1(A
n − {0}) = (An − {0}).
Thus, by A1-invariance of A1-homology, the truncation τ≤n−1C˜
cell
∗ (A
n+1 − {0}) in degrees
≤ n − 1 equals C˜cell∗ (A
n − {0}). By induction, we thus already know the theorem for the
oriented cellular A1-chain complex of An+1 − {0} in degree ≤ n − 1. So we only need to
identify C˜celln (A
n+1 − {0}) and the differential
(2.10) ∂n : C˜
cell
n (A
n+1 − {0})→ C˜celln−1(A
n+1 − {0}).
Now, (An+1−{0})−Ω˜n−1(A
n+1−{0}) = {0}×Gm ⊂ A
n×Gm, so by construction C
cell
n (A
n+1−
{0}) = HA
1
n (Th(νn)), where νn is the normal bundle of the closed immersion
{0} ×Gm ⊂ A
n+1 − {0}
Since the open subset An × Gm ⊂ A
n+1 − {0} contains {0} × Gm, it defines a trivialization
of νn and produces an isomorphism of pointed spaces Th(νn) ∼= (A
n/(An − {0})) ∧ (Gm)+.
Hence,
Ccelln (A
n+1 − {0}) = HA
1
n (Th(νn)) = H
A1
n (A
n/(An − {0})) ∧ (Gm)+)
= HA
1
n−1((A
n − {0}) ×Gm),
where the last equality follows from the fact that An − {0} is A1-weak equivalent to Sn−1 ∧
G∧nm . The desired differential ∂n in (2.10) of the underlying cellular A
1-chain complex is, by
construction, given by the composition
Ccelln (A
n+1 − {0}) = HA
1
n−1((A
n − {0}) ×Gm)→ H
A1
n−1(Ω˜n−1) = H
A1
n−1(A
n − {0})
→ HA
1
n−1((A
n − {0})/Ω˜n−2(A
n − {0})) = Ccelln−1(A
n − {0}) = Ccelln−1(A
n+1 − {0}).
(2.11)
This follows from the fact that Ω˜n−1 ∩ (A
n ×Gm) = (A
n − {0}) ×Gm and from the induced
commutative diagram
(An − {0})×Gm −→ A
n ×Gm −→
An
An − {0}
∧ (Gm)+ −→ S
1 ∧
(
(An − {0}) ×Gm
)
+y y y y
Ω˜n−1 −→ A
n+1 − {0} −→ Th(νn) −→ S
1 ∧ ((Ω˜n−1)+).
Now, the composition HA
1
n−1((A
n − {0}) × Gm) → H
A1
n−1(A
n − {0}) = KMWn of the first row
in (2.11) is just induced by the projection (An − {0}) ×Gm → A
n − {0}.
However, in order to compute the differential ∂n : C˜
cell
n (A
n+1 − {0}) → C˜celln−1(A
n+1 − {0})
of the oriented cellular A1-chain complex, recall that we need to use the induced trivialization
from Pn described in Example 2.19 and Lemma 2.20. If the Xi for i ∈ {0, . . . , n} are the n+1-
coordinate functions on An+1 − {0}, then the normal bundle νn is oriented by the functions
Xi
Xn
for i ∈ {0, . . . , n − 1} (which produces the isomorphism of pointed spaces Th(νn) ∼=
(An/(An − {0}) ∧ ((Gm)+)). Thus, we have to compose the previous identifications with the
isomorphism of vector bundles over Gm
An ×Gm → A
n ×Gm; ((λ0, . . . , λn−1), t) 7→ (λ0t, . . . , λn−1t),
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which takes the corrected trivialization given by the functions XiXn to the one coming from
the functions Xi, i ∈ {0, . . . , n − 1}. Therefore, the differential ∂n in the oriented cellular
A1-chain complex (2.10) is the composition
HA
1
n−1((A
n − {0})×Gm)
≃
−→ HA
1
n−1((A
n − {0})×Gm)→ H
A1
n−1(A
n − {0})→ Ccelln−1(A
n − {0}),
where the leftmost isomorphism is induced by the above automorphism of An × Gm. Now,
the composition
KMWn+1 ⊗H→ H
A1
n−1((A
n − {0}) ×Gm)→ H
A1
n−1(A
n − {0}) = KMWn
is precisely the morphism described in the Lemma 2.48, where the leftmost arrow is the one
in (2.7). The canonical morphism KMWn = H
A1
n−1(A
n − {0}) → C˜celln−1(A
n − {0}) is given as
follows:
KMWn
(
〈−1〉 η
)
−−−−−−−−→ KMWn ⊕K
MW
n−1 ,
if n is even and
KMWn
(
Id 0
)
−−−−−−→ KMWn ⊕K
MW
n−1 ,
if n is odd. To see this, first use the fact that KMWn = H
A1
n−1(A
n − {0})→ C˜celln−1(A
n − {0}) is
the composition
KMWn = H
A1
n−1(A
n − {0})→ HA
1
n−1(Th(νn−1))
∼= HA
1
n−1((A
n−1/(An−1 − {0}) ∧ ((Gm)+)),
in which the rightmost isomorphism is induced by the trivialization coming from the functions
Xi
Xn
for i ∈ {0, . . . , n− 2}. If one uses the trivialization coming from the functions Xi instead,
then it is easy to see that
(2.12) KMWn → H
A1
n−1((A
n−1/(An−1 − {0}) ∧ ((Gm)+)) = K
MW
n ⊕K
MW
n−1
is the canonical inclusion. Thus, in order to compute the morphism in (2.12) for the trivi-
alization coming from the functions XiXn , we need to compose the morphism (2.12) with the
automorphism
KMWn ⊕K
MW
n−1 = H
A1
n−2(A
n−1 − {0} ×Gm) ∼= H
A1
n−2(A
n−1 − {0} ×Gm) = K
MW
n ⊕K
MW
n−1
induced by ((λ0, . . . , λn−2), t) 7→ ((λ0t
−1, . . . , λn−2t
−1), t). This morphism is computed in
Lemma 2.48 (b) and Remark 2.49 above. Using the induction, it is now easy to conclude the
proof of the theorem. 
Remark 2.50. If we let n go to infinity in the statement of Theorem 2.46, one obtains the
oriented cellular A1-chain complex of the oriented cellular (ind-)space A∞ − {0}, which is
unbounded below with the differentials given by the same formula as in Theorem 2.46. It is
periodic of period 2, and it is a free H-resolution of Z. This suggests that Gm behaves like a
“cyclic group of order 2”. Indeed, consider the standard “small” free resolution of Z by free
Z[Z/2]-modules of rank 1:
· · ·Z[Z/2]
∂n→ Z[Z/2]→ · · · → Z[Z/2]
∂2→ Z[Z/2]
∂1→ Z[Z/2]→ Z
where Z[Z/2] is the group ring of Z/2, with σ the nontrivial element of Z/2, and
∂n =
{
1− σ, if n is odd; and
1 + σ, if n is even.
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Here Z[Z/2] replaces H (in fact, it is the topological real realization of H). The augmentation
ideal Z(Z/2) ⊂ Z[Z/2] of Z[Z/2] is now the free subgroup with generator [1]−[σ] (with obvious
notations). The decomposition Z[Z/2] = Z⊕ Z(Z/2) is analogous to H = Z⊕KMW1 and the
differential
∂1 : Z(Z/2)⊕ Z
1−σ
−−→ Z(Z/2)⊕ Z
can be interpreted with respect to this analogy: the summand Z is mapped isomorphically
to Z(Z/2) by 1 7→ [1]− [σ], and Z(Z/2) maps to itself through the multiplication by 2 which
replaces here η. The differential
∂2 : Z(Z/2)⊕ Z
1+σ
−−→ Z(Z/2)⊕ Z
the factor Z(Z/2) maps to 0 and since
(1 + σ)[1] = [1] + [σ] = 2− ([1] − [σ]),
we see that [1] maps to −([1] − [σ]) + 2 · [1]. Thus, the topological real realization of the
complex C˜cell∗ (A
∞−{0}) is precisely the Z[Z/2]-resolution above (observe that the topological
real realizations of the KMWn ’s appearing in Theorem 2.46 are Z with trivial Z/2-action).
Of course, it is also possible to interpret the above computations through a complex em-
bedding by replacing Gm with S
1 and H with the singular homology group Hsing∗ (S
1). We
leave the details to the reader.
As a consequence of Theorem 2.46, we obtain the oriented cellular A1-chain complex of the
projective space Pn with the canonical oriented cellular structure described above.
Corollary 2.51. For any integer n ≥ 1, the oriented cellular A1-chain complex C˜cell∗ (P
n) has
the form
KMWn
∂n−→ · · ·
∂i+1
−−−→ KMWi
∂i−→ · · · → KMW1
∂1−→ Z
with
∂i =
{
0, if i is odd; and
η, if i is even.
It follows that
Hcelli (P
n) =

Z, if i = 0;
KMWi /η, if i < n is odd;
ηK
MW
i , if i < n is even;
and
Hcelln (P
n) =
{
KMWn , if n is odd;
ηK
MW
n , if n is even.
Proof. Since the oriented cellular structure of An+1− {0} is obtained by pulling back that of
Pn (also see Remark 2.47), we observe that C˜cell∗ (P
n) is the quotient of C˜cell∗ (A
n+1 − {0}) by
the action of H:
C˜cell∗ (A
n+1 − {0}) ⊗H Z ∼= C˜
cell
∗ (P
n).
The corollary now follows by the description of the differentials in C˜cell∗ (A
n+1−{0}) determined
in Theorem 2.46. 
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Remark 2.52. Clearly, the Suslin homology version of the cellular A1-chain complex of Pn
is the complex with differential 0 everywhere:
CSus,cell∗ (P
n) : KMn
0
→ · · · → KMi
0
→ · · · → KM1
0
→ Z,
whose homology is HSus,celli (P
n) = KMi for every i. Observe that the cellular Suslin homology
of Pn is much simpler than the Suslin homology of Pn (which is unknown in general).
We end this section by giving an application of the abstract characterization of cellular A1-
chain complexes discussed in Section 2.4 and the above computations to degree of morphisms
from Pn → Pn.
Let n be an odd integer. For any morphism f : Pn → Pn in the A1-homotopy category
H(k), we may define its degree deg(f) ∈ GW(k) = KMW0 (k) as follows. By Lemma 2.40, one
may define a canonical homotopy class of morphism of cellular A1-chain complexes [f ]cell∗ :
Ccell∗ (P
n)→ Ccell∗ (P
n) andHcelln (f) is an endomorphism of sheaves ofH
cell
n (P
n). Since n is odd,
Hcelln (P
n) = KMWn by Corollary 2.51. Since HomAb
A1 (k)
(KMWn ,K
MW
n ) = K
MW
0 (k) = GW(k),
it follows that Hcelln (f) defines an element of GW(k).
Definition 2.53. The element of GW(k) defined above for any morphism f : Pn → Pn for
odd n in the A1-homotopy category H(k) is denoted by deg(f) and is called the degree of f .
Remark 2.54. The possibility of defining the degree of f as above is related to the fact that
Pn, for n odd, is orientable. This construction can be easily generalized to other examples of
cellular orientable smooth projective k-schemes, for instance obtained by convenient blow-up
of Pn’s.
3. Cellular A1-chain complexes associated with the Bruhat decomposition
Unless otherwise specified, we will fix and use the following notations for the rest of the
article. The base field will be denoted by k and will be assumed to be perfect.
G a reductive (connected) algebraic group over k
Gder the derived group of G
(it is a normal, semisimple subgroup scheme of G with trivial radical)
Gsc the simply connected central cover of Gder in the sense of algebraic groups
T a split maximal torus of G
B a Borel subgroup of G containing T
W the Weyl group NG(T )/T of G
w0 the element of longest length in W
X the character group Hom(T,Gm) of T
Y the cocharacter group Hom(Gm, T ) of T
Φ ⊂ X the set of roots
Φ+ the set of positive roots corresponding to B
Φ− the complement of Φ+ in Φ
∆ ⊂ Φ+ the set of simple roots (or a basis) of Φ+
α∨ ∈ Y the coroot corresponding to a root α; it satisfies 〈α,α∨〉 = 2
Φ∨ ⊂ Y the set of coroots
̟α the dual of α
∨ corresponding to the inner product 〈, 〉
(that is, the fundamental weight corresponding to α)
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sα the element of W corresponding to the reflection with respect to α
Uα the root subgroup corresponding to α
uα the tangent space of Uα at the neutral element (or the Lie algebra of Uα).
(it is non-canonically isomorphic to Ga, on which T acts through α)
U the product of the Uα’s for α ∈ Φ
+ (in any order); B is the product TU
Sα the subgroup of G generated by α
∨(Gm), Uα and U−α
(Sα ≃ SL2 or PGL2; it is always ≃ SL2 if G is simply connected)
Pλ the parabolic subgroup of G corresponding to a cocharacter λ.
The aim of this section is to explicitly describe a cellular structure on any split reductive
group G over k and give some information about the associated cellular A1-chain complex.
We will freely use the standard results on the associated root datum (X,Φ, Y,Φ∨) and Bruhat
decomposition (see [27, Chapter 7 and 8], for example). Recall that T ⊂ G is a fixed split
torus and B ⊂ G a Borel subgroup containing T . For any w ∈ W we choose a lifting w˙ of w
in NG(T ). The Bruhat decomposition of G is the partition
G =
∐
w∈W
Bw˙B
Observe that Bw˙B doesn’t depend on the choice of w˙. This induces the stratification by open
subsets
(3.1) ∅ = Ω−1 ( Ω0 ( Ω1 ( · · · ( Ωℓ = G,
where ℓ is the length of the longest element w0 in W and for every i, one has
Ωi − Ωi−1 =
∐
ℓ(w)=ℓ−i
Bw˙B
Another way to define Ωi is to observe that
Ωi =
⋃
w∈W ; ℓ(w)≥ℓ−i
w˙(Ω0)
It is well known (see below for a precise recollection) that the k-schemes Bw˙B are isomorphic
to a product of an affine space and T . Thus, these are affine, smooth and cohomologically
trivial and consequently, we obtain a cellular structure on G.
Definition 3.1. For a split reductive (connected) algebraic k-group G, with fixed split maxi-
mal torus T and Borel subgroup T ⊂ B ⊂ G, we call the above cellular structure the canonical
or Bruhat cellular structure on G.
For our computations, we will need to orient this cellular structure. We first treat the case
where the semi-simple rank of G is one.
3.1. The rank 1 case.
Let G be a split semisimple group of rank 1, T be a split maximal torus of G and B be
a Borel subgroup of G containing T . In this case, the Weyl group W = NG(T )/T = 〈sα〉 ≃
Z/2 has order 2, where the generating reflection sα corresponds to the positive simple root
α : T → Gm. We denote the corresponding coroot as usual by α
∨ : Gm → T . We also denote
by Uα and U−α the root subgroups. Let s˙α ∈ NG(T ) be an element whose class in W is sα.
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The Bruhat decomposition of G has the form G = Bs˙αB ∐ B and induces the increasing
filtration of G by open subsets of the form:
Ω0 →֒ Ω1 = G
with Ω0 = Bs˙αB = Uαs˙αTUα. Its complement G− Ω0 with the reduced induced subscheme
structure is B. The morphisms induced by the product in G
Uα × T × Uα → Bs˙αB; (λ, t, µ) 7→ λs˙αtµ
and
T × Uα → B, (t, µ) 7→ tµ
are isomorphisms of k-schemes. We then observe that the open subscheme
s˙α(Ω0) = U−αTUα
contains B; it is thus an open neighborhood of B = TUα. Clearly, the normal bundle of
B ⊂ G is u−α × B, where we let u−α denote the tangent space of U−α at 0, which is a 1-
dimensional k-vector space (in other words, u−α is the Lie algebra of U−α). This identification
is independent of the choice of s˙α.
Giving a trivialization of the normal bundle of B in G is thus equivalent to giving an
isomorphism Ga ∼= U−α of k-groups, or equivalently, a nonzero element of u−α. By [11, exp.
XX, The´ore`me 2.1], the root groups Uα and U−α are canonically in duality; and consequently,
giving an isomorphism uα : Ga ∼= U−α is equivalent to giving an isomorphism uα : Ga ∼= Uα.
This constitutes a “pinning” of G in the sense of [11, XXIII §1 E´pinglages], [10]). As G is the
union of the two open subschemes Ω0 and s˙α(Ω0), we get a canonical commutative diagram
of smooth k-schemes and spaces
(3.2) Ω0 // G // G/Ω0 // S
1 ∧ ((Ω0)+)
Ω0 ∩ s˙α(Ω0)
OO
// s˙α(Ω0)
OO
in which the top row is a cofiber sequence. Observe that this diagram is canonical in the
sense that it does not depend on the choice of s˙α ∈ NG(T ). By the motivic homotopy purity
theorem [24, Theorem 2.23, page 115], G/Ω0 is canonically A
1-weakly equivalent to the Thom
space of the vector bundle U−α × B over B, that is, U−α/(U
×
−α) ∧ (B+). Using the pinning
and the fact that B → T is an A1-weak equivalence, we see that G/Ω0 is canonically weakly
A1-equivalent to A1/(A1 − {0}) ∧ (T+) ∼= S
1 ∧ Gm ∧ (T+). The cellular A
1-chain complex of
G for the chosen (strict) orientation thus has the form
(3.3) Ccell∗ (G) : ZA1(Gm)⊗ ZA1 [T ]
∂
−→ ZA1 [s˙αT ].
Now we explicitly compute the differential. At this point, in order to identify ZA1 [s˙αT ] with
ZA1 [T ], we need to specify an explicit choice of lifting of sα. By [11, XX, 3.1], given a pinning
uα (and the corresponding u−α), the element
(3.4) wα(X) := uα(X)u−α(−X
−1)uα(X)
belongs to NG(T ) and is a lifting of sα, for every unit X in k.
Convention 3.2. We will take X = −1, and s˙α = wα(−1) for our choice of the lift of sα ∈W
to NG(T ) in what follows.
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Example 3.3. For G = SL2 and its standard pinning, we have s˙α =
(
0 −1
1 0
)
.
With the choice of s˙α as in Convention 3.2, the isomorphism s˙αT ∼= T of smooth k-schemes
induces an isomorphism of sheaves between ZA1 [s˙αT ] and ZA1 [T ]. It is easy to see that
Ω0 ∩ s˙α(Ω0) ⊂ s˙α(Ω0) = U−αTUα is exactly the open subscheme U
×
−αTUα.
Lemma 3.4. In diagram (3.2), the vertical inclusion
U×−αTUα
∼= Ω0 ∩ s˙α(Ω0) ⊂ Ω0 = Uαs˙αTUα
is the right TUα-equivariant morphism induced by the morphism:
U×−α → Ω0; λ 7→ λ
−1 · s˙α · α
∨(λ) · λ−1.
Proof. By [11], there is a unique morphism of k-groups Φuα : SL2 → G which is compatible
with the pinnings on both sides. Recall that in SL2, the root subgroup Uα is the subgroup
of matrices of the form (
1 λ
0 1
)
and U−α is that of matrices of the form (
1 0
λ 1
)
.
The induced morphism Gm → T is then the coroot
α∨ : Gm → SL2; u 7→
(
u 0
0 u−1
)
and the matrix
(
0 −1
1 0
)
is sent precisely to s˙α by Φuα . Thus, it suffices to prove the lemma
for the standard pinning on SL2. The proof is a straightforward computation and is left to
the reader. 
Remark 3.5.
(1) The proof of Lemma 3.4 is sensitive to the choice of s˙α made in Convention 3.2. One
may verify that choosing wα(1) instead of wα(−1) leads to an inclusion up to a sign.
(2) Observe also that a change of the pinning of G amounts to multiplying uα by a unit
ρ (and u−α by ρ
−1). Consequently, it amounts to multiplying s˙α = wα(−1) also by
the image of ρ in T under α∨ : Gm → T .
(3) Choosing a pinning uα of G induces by the formula (3.4) for X = −1 a choice of a lift
s˙α in NG(T ). We observe that the converse holds. Choose a lift s˙α in NG(T ). We see
that the rational map x˙ : G 99K P1 corresponding to the projection Ω0 = Uαs˙TUα → T
followed by the dual character ̟ : T → Gm of α
∨ can be used to define a pinning
using the rational map
γ˙ =
x˙
x˙(s˙α.)
: G 99K P1,
which induces an isomorphism Uα ∼= A
1 ⊂ P1. In the case of G = SL2, this rational
map is given by
b
a
, where the elements of SL2 are written
(
a c
b d
)
. One easily verifies
that this defines a bijection between the sets
{Lifts of sα in NG(T ) }
≃
−→ {Pinnings of G}
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with inverse sending uα to s˙α. Observe also that both these sets admit an action of
k×, which is preserved by the above bijection.
Using Lemma 3.4, it follows that the cellular A1-chain complex (3.3) of G has the form
(3.5) ZA1(Gm)⊗ ZA1 [T ]
∂
−→ ZA1 [s˙αT ]
with the differential ∂ given by the composition
ZA1(Gm)⊗ ZA1 [T ] ⊂ ZA1 [Gm × T ]
α∨×IdT−−−−−→ ZA1 [T × T ]
µ
−→ ZA1 [T ]→ ZA1 [s˙αT ],
where µ is induced by the product µ : T ×T → T and the rightmost arrow is the isomorphism
of sheaves induced by the product on the left with s˙α. We will use this formula several times.
Example 3.6. We now assume that G is simply connected; in other words, Φuα : SL2
≃
→ G
is an isomorphism. Then the coroot α∨ : Gm ∼= T is also an isomorphism. Under the
identifications ZA1 [T ] = K
MW
1 ⊕ Z and ZA1(Gm) ⊗ ZA1 [T ] = K
MW
2 ⊕ K
MW
1 , the cellular
A1-chain complex of G with respect to the pinning of G given by uα is isomorphic to
(3.6) Ccell∗ (SL2) : K
MW
2 ⊕K
MW
1
(
η 0
Id 0
)
−−−−−−→ KMW1 ⊕ Z,
because µ is the direct sum of η and the identity. As a consequence, we obtain
Hcell0 (G) = H
A1
0 (G) = Z
and
Hcell1 (G) =H
A1
1 (G) = K
MW
2 ,
where KMW2 is identified as the subsheaf of K
MW
2 ⊕K
MW
1 given by the image of the morphism
KMW2 → K
MW
2 ⊕K
MW
1 ; α 7→ (α,−ηα).
Example 3.7. Now assume that G is not simply connected; in other words, Φuα : SL2 → G
has kernel µ2 and induces an isomorphism PGL2 ∼= G. Then the root α : T ∼= Gm is an
isomorphism and the coroot α∨ : Gm → T ∼= Gm is the squaring map. In this case, the
cellular A1-chain complex of G is given by
(3.7) Ccell∗ (SL2) : K
MW
2 ⊕K
MW
1
(
0 0
h 0
)
−−−−−−→ KMW1 ⊕ Z,
because the morphism ZA1(Gm) → ZA1(Gm) induced by the squaring map Gm → Gm is
multiplication by h = 1 + 〈−1〉 ∈ KMW0 (k), (see [23, Lemma 3.14 p. 55]) and ηh = 0.
Therefore, in this case we obtain
Hcell0 (G) = H
A1
0 (G) = Z⊕K
MW
1 /h = K
MW
0 ,
since KMW1 /h = I, the fundamental ideal sheaf in K
MW
0 and
HA
1
1 (G)։ H
cell
1 (G) = K
MW
2 ⊕ hK
MW
1 .
Observe that as G ∼= PGL2 is not A
1-connected, HA
1
1 (G) does not agree with pi
A1
1 (G).
Observe also that piA
1
0 (PGL2) = K
M
1 /2 and that indeed H
A1
0 (PGL2) is the free strictly
A1-invariant sheaf on the sheaf of sets KM1 /2 (see [23, Theorem 3.46 p. 77]).
Remark 3.8.
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(1) The above description of the oriented cellular A1-chain complex of G depends on
the choice of a pinning of G, since we used the explicit lift of sα in NG(T ) defined
in Convention 3.2 to identify HA
1
0 (Ω0) with ZA1 [s˙αT ]. If we multiply the standard
pinning of SL2 by u ∈ k
×, the element wα becomes
(
0 −u
u−1 0
)
and the identification
s˙αT with T has to be modified by multiplication by u. Now, an easy computation
using the results of [23] shows that multiplication by a square on T induces the identity
isomorphism on ZA1 [T ]. Thus, it follows that the above description of the oriented
cellular A1-chain complex of G in rank 1 only depends on the choice of a pinning “up
to square”. This corresponds to an orientation of the normal bundle of B ⊂ G as
opposed to its trivialization.
(2) However, if one chooses an orientation of the normal bundle of B ⊂ G and a lifting of
sα in NG(T ) which is not given by the above formula, the oriented cellular A
1-chain
complex will a priori be different (although isomorphic).
(3) The automorphisms of SL2 coming from the action of PGL2 are given, for every
γ ∈ k× by (
a c
b d
)
7→
(
a γ−1c
γb d
)
.
Such an automorphism only preserves the oriented cellular structure if γ is a square.
In general, this automorphism is a cellular (auto)morphism and the induced auto-
morphism of the oriented cellular A1-chain complex is the multiplication by 〈γ〉 on
ZA1(Gm) = K
MW
1 (coming from the orientation).
(4) The above computations can be used to describe the cellular A1-chain complex of a
split reductive k-group of semisimple rank 1. Let rad(G) denote the radical of G,
which is a (split) subtorus of T contained in the center of G. The oriented cellular
A1-chain complex of Gder with the chosen pinning has the form
KMW1 ⊗ ZA1 [T ]
∂
−→ ZA1 [s˙αT ]
We know that the intersection rad(G) ∩ Gder is a finite subgroup of the center of
Gder. If Gder is adjoint (that is, isomorphic to PGL2), then the center of Gder is
trivial and G is the product group rad(G)×Gder. If Gder is simply connected (that is,
isomorphic to SL2), then there are two cases. If rad(G) ∩ Gder is trivial, then again
G = rad(G)×Gder as a group. If rad(G)∩Gder = µ2 = Z(SL2), then G is isomorphic
to rad(G)×µ2 Gder as a group. Observe that Gm ×µ2 rad(G)→ T is an isomorphism
of groups, since µ2 is also the intersection of Gm (the maximal torus in Gder given by
the coroot) and rad(G). Thus Gder ×Gm T → G is an isomorphism of k-schemes with
right and left T -action. Now, if one chooses a split torus T ′ such that T = Gm × T
′
as group, then Gder × T
′ → G is an isomorphism of k-schemes with right and left
T -action. In any case, the cellular A1-chain complex of G is just the tensor product
of the cellular A1-chain complex of Gder and the group ring of a split torus. In fact,
one may assume only that G is a connected affine group with reductive quotient split
of semi-simple rank 1 in order to determine its cellular A1-chain complex.
(5) The differential
KMW1 ⊗ ZA1 [T ]
∂
−→ ZA1 [s˙T ]
is right and left T -equivariant. The right action of T on the factor KMW1 is trivial,
and is the obvious one on the other factor, and the left action of T onKMW1 is through
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the character α : T → Gm, and is the obvious one on ZA1 [s˙T ]. If u is a unit (in T ),
then the action of u on KMW1 is the multiplication by 〈u〉 : K
MW
1 → K
MW
1 .
3.2. The general case.
In this section, we explain how a weak pinning (see Definition 3.17) gives an orientation
of the cellular A1-chain complex of a split, semisimple algebraic group. These results play
an important role in orienting the cellular A1-chain complex of a generalized flag variety, a
detailed study of which will be taken up in the sequel (also see Section 5.3). Our proof of
the main theorem will use Proposition 3.13 and Lemma 3.15, which rely on the differential
calculus on G (Lemma 3.10).
Throughout this subsection, unless otherwise specified, we will assume that G is a split
semisimple group of rank r over k. We fix a pinning (T,B, {uα}α∈∆) of G (see [11, XXIII §1
E´pinglages], [10]), which consists of
• a maximal k-split torus T of G;
• a Borel subgroup B of G containing T ; and
• an isomorphism uα : Ga
≃
→ Uα of the root groups, for every simple root α ∈ ∆,
where ∆ is the basis of of the root system of G determined by the choice of T and B. It will
be convenient to fix an ordering {α1, . . . , αr} of ∆. It follows from [11, XXII The´ore`me 1.1]
that we get for each α ∈ ∆ an explicit lift s˙α in NG(T ) of sα ∈W (also see Convention 3.2).
We will also need, for every element v ∈ W , a choice of a reduced expression (as product of
simple reflections sα, where α ∈ ∆). We denote then by v˙ ∈ NG(T ) the product in the same
ordering of the lifts s˙α of the reflections appearing in the chosen reduced expression of v. For
an element v ∈W , we set
Uv =
∏
α∈Φv
Uα,
where Φv = {α ∈ Φ
+ | v(α) ∈ Φ−}. Observe that with our notation, Uw0 is the big cell Ω0 of
G. We also know that the product morphism
(3.8) UvUw0v
∼= U
is always an isomorphism of k-schemes [27, Lemma 8.3.5]. Recall from [27, Chapter 8 Section
3] that for an element w ∈ W , the Bruhat cell Bw˙B, which we will simply denote by BwB
because of its independence on the choice of the lift w˙ ∈ NG(T ) of w ∈ W , is isomorphic as
a k-scheme through the product in G with
Uw−1 × T × U
≃
−→ Bw˙B; (u, t, u′) 7→ uw˙tu′.
Hence, we will write BwB = Uw−1w˙TU . The above isomorphism shows that as a k-scheme,
the Bruhat cell Bw˙B is isomorphic to a product of an affine space and T ; thus, it is cohomo-
logically trivial and the above filtration defines a cellular structure on G. In what follows, we
need to compute the differential of the associated cellular A1-chain complex in low degrees
(≤ 2 to be precise). We will hence have to choose orientations of that cellular structure
carefully in order to facilitate our cellular homology computations.
We need some recollection on “differential calculus” on G to describe the normal bundles
involved in the cellular A1-chain complex.
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Convention 3.9. Given a vector bundle E (that is, a locally free sheaf of OX-modules) on a
k-scheme X, we will denote its underlying total space by V(E) = Spec (Sym∗k(E
∨)). We will
often abuse the notation and call V(E) a vector bundle on X, when the meaning is clear from
the context.
Recall that the tangent bundle TG (dual to Ω
1
G/k) of G is trivial as G is a smooth algebraic
group over k. Let g := TG,e be the tangent space of G at e (that is, the stalk of TG at e; this
is the Lie algebra of G). Then the morphism
(3.9) θ : V(g)×G→ V(TG); (v, g) 7→ (d(?× g)e(v), g)
and the induced morphism g⊗k OG → TG are isomorphisms of vector bundles over G. Here
?× g : G→ G is the right multiplication by g and d(?× g)e : g → TG,g denotes its differential
at e. One easily checks that this isomorphism is G-right invariant, for the trivial G action on
g on the left and the natural G-action on the right. However, θ is not left G-invariant. For
g ∈ G, one may verify (using (g×?)◦ (?×h) = (?×h)◦ (g×?), for h ∈ G) that θ−1 ◦d(g×?)◦θ
is the constant automorphism of vector bundles V(g)×G
≃
→ V(g)×G induced by the adjoint
morphism
Ad(g) : g
≃
−→ g,
which is the differential at e of the conjugation map h 7→ ghg−1. In this way one may easily
prove the following fact, the proof of which is left to the reader.
Lemma 3.10. Let µ : G × G → G be the product morphism. Using our identification
V(TG) = V(g)×G, and thus V(TG×G) = V(g⊕ g)×G×G, the differential
d(µ) : V(g⊕ g)×G×G→ V(g)×G
at (h, g) ∈ G×G (with obvious meaning) is the k-linear morphism
(Idg, Ad(h)) : g⊕ g→ g.
Let w ∈ W and set v := w0w ∈ W ; we then also have w0v = w, since w0 is an element of
order 2. We are going to define a canonical tubular neighborhood of BwB in G. We consider
the open subset v˙(Ω0) ⊂ G obtained by left translation of Ω0 by v˙. Using (3.8), it follows
that
v˙(Ω0) =
(
v˙Uv v˙
−1
)
·
(
v˙Uw0v v˙
−1
)
· v˙w˙0TU.
Clearly, v˙w˙0 is a lift of w in NG(T ), so that v˙w˙0TU = w˙TU .
Lemma 3.11. With the above assumptions and notation, we have:
(a) v˙Uw0v v˙
−1 = Uw−1;
(b) v˙Uv v˙
−1 =
∏
β∈Φ−|w(β)∈Φ−
Uβ.
Consequently,
(3.10) v˙(Ω0) =
 ∏
β∈Φ−|w−1(β)∈Φ−
Uβ
 · (Uw−1w˙TU) =
 ∏
β∈Φ−|w−1(β)∈Φ−
Uβ
 · BwB
is an open subset of G only depending on w ∈W and containing BwB = Uw−1w˙TU .
Proof.
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(a) By [27, Exercise 8.1.12.(2)], for any root α, we have v˙Uαv˙
−1 = Uv(α). Thus, one has
v˙Uw0v v˙
−1 =
∏
α∈Φw0v
Uv(α).
Now, α ∈ Φw0v if and only if α ∈ Φ
+ and w0(v(α)) ∈ Φ
−. Since w0(Φ
−) = Φ+, this
is equivalent to α ∈ Φ+ and v(α) ∈ Φ+. But α = v−1(v(α)) = w0w
−1(v(α)) ∈ Φ+.
Thus, such α’s are precisely those in Φ+ such that v(α) ∈ Φ+ and w−1(v(α)) ∈ Φ−.
This means that v(α) ∈ Φw−. But the cardinality of Φw0v is the length of w0v = w,
and so also of w−1. This proves (a).
(b) Since v˙Uv v˙
−1 =
∏
α∈Φ+|v(α)∈Φ−
Uv(α), setting β = v(α) one easily obtains
{α ∈ Φ+|v(α) ∈ Φ−} = v−1{β ∈ Φ−|w−1(β) ∈ Φ−},
using v−1 = w−1w0 and (b) follows.
The formula (3.10) is a straightforward consequence of (a) and (b). 
Remark 3.12.
(1) Let α ∈ Φ. We denote by gα ⊂ g the image of the differential at 1 ∈ G of the morphism
Uα → G. This differential induces an isomorphism of 1-dimensional k-vector spaces
uα ∼= gα and it is well known that gα ⊂ g is the rank one weight k-vector subspace of
g corresponding to the character α. This leads to the decomposition g = ⊕
α∈Φ
gα ⊕ h,
where h is the Cartan subalgebra of g (which is the Lie algebra or the tangent space
of T ).
(2) The normal bundle νw of BwB in G is constant in the sense that it is of the form
νw = vw ⊗k OG. But observe that the canonical epimorphism
TG|BwB ։ νw
is not constant! It can be made explicit at any point of BwB by using Lemma 3.10
and the standard formulas for the adjoint morphism acting on g.
Proposition 3.13. We keep the above notation and assumptions. Let w ∈W be an element
of the Weyl group of G.
(a) If νw denotes the normal bundle of BwB in G, then the composition
⊕
β∈Φ−|w−1(β)∈Φ−
uβ →֒ g|BwB ։ vw
is an isomorphism.
(b) The right B-action on G induces through the above isomorphism the trivial action on
the normal bundle of BwB in G (and the obvious right action on the base).
(c) The left B-action on G induces the following action on the normal bundle of BwB in
G: the adjoint action of T (through B ։ T ) on the k-vector space ⊕
β∈Φ−|w−1(β)∈Φ−
uβ
(and the obvious left action on the base).
Proof. Consider the open subset ∏
α∈Φ+|v(α)∈Φ−
Uv(α) ×Bw˙B
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as a tubular neighborhood of Bw˙B and observe that the morphism of smooth k-schemes
induced by taking the product in G: ∏
β∈Φ−|w−1(β)∈Φ−
Uβ
×Bw˙B →
 ∏
α∈Φ+|v(α)∈Φ−
Uv(α)
×Bw˙B
is an isomorphism. For every point x ∈ Bw˙B, the above tubular neighborhood induces, by
taking the differential at the point (0, x), the isomorphism(
⊕
β∈Φ−|w−1(β)∈Φ−
uβ
)
⊕ (TG|Bw˙B)x ∼= g|Bw˙B ,
given by the sum of the canonical inclusions (the canonical inclusion of the first summand
being given by ⊕
β∈Φ−|w−1(β)∈Φ−
uβ ∼= ⊕
β∈Φ−|w−1(β)∈Φ−
gβ ⊂ g). This proves (a) and the parts (b),
(c) are easy consequences of (a). 
3.2.1. Orientations in codimension 1.
Let w ∈ W be an element of length ℓ − 1, where ℓ is the length of the longest element
w0 ∈W . There is a unique αi ∈ ∆ with w = w0si. If α
′
i denotes the simple root w0(−αi) ∈ ∆,
then we have w = s′iw0, where s
′
i ∈W is the reflection corresponding to α
′
i. We claim that
(3.11) s′i = w0siw
−1
0 = w0siw0.
Set σi := w0siw
−1
0 = w0siw0. Indeed, for w ∈ W , the set Φw = {α ∈ Φ
+|w(α) ∈ Φ−} has
ℓ(w) elements, by [27, Lemma 8.3.2 (ii)]. If β ∈ Φ+ − {α′i}, then w0(β) ∈ Φ
− − {−αi} and
siw0(β) ∈ Φ
− so that σi(β) ∈ Φ
+. If β = α′i, then w0(β) = −αi and σi(β) = −α
′
i, so that
Φσi = {α
′
i}. Hence, σi = s
′
i as claimed.
For i ∈ {1, . . . , r}, let us denote by wi the product w0si and Yi := Bw˙iB the corresponding
codimension 1-cell. In that case, the open neighborhood of Yi obtained in Lemma 3.11 is
U−α′iYi. It follows that we get an isomorphism(
u−α′i
⊗OYi
)
⊕ TYi
∼= TG|Yi ,
which is determined by the isomorphism u−α′
i
∼= g−α′
i
on the first factor (followed by the
canonical inclusion) and the canonical inclusion TYi,y ⊂ g for each y ∈ Yi on the second
factor. This isomorphism induces the above isomorphism
(3.12) νYi
≃
−→ u−α′i ⊗k OYi .
Observe here that one may also consider the product YiU−αi for an open neighborhood of Yi.
We get in that case an isomorphism of vector bundles
TYi ⊕ (u−αi ⊗OYi)
∼= TG|Yi ,
which, for every y ∈ Yi, is the canonical inclusion TYi,y ⊂ g on the first factor and induced by
the morphism Ad(y) : u−αi ⊂ g. This isomorphism induces also an isomorphism
(3.13) νYi
≃
−→ u−αi ⊗k OYi ,
which does not agree in general with (3.12).
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Remark 3.14. In fact one may generalize the above observations and prove the analogues
of Lemma 3.11 and Proposition 3.13 for multiplying on the right of the Bruhat cell Bw˙B.
In that case, one would see that the left B-action induces the trivial action on the normal
bundle of the cell.
Comparing the isomorphisms (3.12) and (3.13) above, we get an isomorphism
(3.14) u−αi
≃
−→ u−α′i
of k-vector spaces inducing the isomorphism of line bundles u−α′i⊗kOYi
∼= u−αi⊗kOYi over Yi
which we now describe. Observe first that this isomorphism is canonical and does not depend
on any choices, except αi, which also determines α
′
i = w0(−αi).
Lemma 3.15. With the above assumptions and notation, let yi : Yi → Gm denote the in-
vertible regular function obtained by composing the canonical projection Yi → T and the
character αi : T → Gm. Then the isomorphism (3.14) is the composition of the multiplication
u−αi
≃
→ u−αi by (yi)
−1, the isomorphism Ad(s˙i) : u−αi
≃
→ uαi and Ad(w˙0) : uαi
≃
→ u−α′i .
Proof. The automorphism group of a line bundle over Yi is the group of units O(Yi)
× of Yi.
We need to compute the unit in O(Yi)
× corresponding to the automorphism (3.12)−1 ◦ (3.13)
of νYi . Observe that the closed immersion w˙0s˙iT ⊂ Yi induces an isomorphism on the group of
invertible functions. Now, we explicitly compare the two isomorphisms TYi⊕ (u−αi ⊗k OYi)
∼=
TG|Yi and
(
u−α′
i
⊗k OYi
)
⊕ TYi
∼= TG|Yi , corresponding to (3.12) and (3.13) respectively, on
restriction to w˙0s˙iT . On the summand TYi , both are given by the obvious inclusion, as
well as on the summand u−α′i . On the other hand, on the summand u−αi it is given by
Ad(y), with y ∈ Yi the point at which it is computed. Setting y = w˙0s˙it ∈ w˙0s˙iT , we get
Ad(y) = Ad(w˙0) ◦ Ad(s˙i) ◦ (αi(t))
−1 and the lemma follows. 
Remark 3.16.
(1) Observe that the isomorphismAd(s˙i) : u−αi
≃
→ uαi can be explicitly described. Indeed,
the choice of the pinning of G uniquely determines an isomorphism uα : Ga ∼= Uα.
Now by [11, XX, The´ore`me 2.1], we have a canonical duality between Uα and U−α,
so that in that case we get an isomorphism U−α
≃
→ Uα and in [11, XXIII, §1.2], it is
proved that Ad(s˙i) is exactly the inverse to this isomorphism.
(2) Observe also that, although the isomorphism (3.14) between u−αi and u−α′i is canon-
ical, its description in Lemma 3.15 does depend on the pinning and the choices of
reduced expressions made at the beginning! Indeed, the invertible function xαi : Yi →
Gm on Yi = Uw˙0s˙iTU obtained by pulling back αi : T → Gm by the natural mor-
phism Yi → w˙iT
≃
→ T depends on the choices of the lifting of wi = w0si, which is
precisely cancelled by Ad(w˙0) ◦Ad(s˙i).
3.2.2. Orientations for a general Bruhat cell.
It follows from the previous discussion, that to define an orientation of the cellular structure
on G in the sense of Definition 2.11, is equivalent to give, for each w ∈ W , an orientation of
the k-vector space
(3.15) vw := ⊕
β∈Φ−|w−1(β)∈Φ−
uβ .
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In codimension one, as we have seen in the previous example, it exactly amounts to give
an orientation of each of the u−α, α ∈ ∆. Now by [11, XXII The´ore`me 1.1] uα and u−α
are canonically dual to each other, for α ∈ Φ. Thus, an orientation for the Bruhat cellular
structure on G in codimension 1 is the same thing as a pinning of G up to the multiplication
of each uα by squares of units (for each α).
Definition 3.17. Consider the equivalence relation on the set of pinnings of G defined as
follows: two pinnings (T,B, {uα}α∈∆) and (T
′, B′, {u′α}α∈∆′) are equivalent if and only if
T = T ′, B = B′ and uα is a multiple of u
′
α by an element of k
×2 for every α ∈ ∆ = ∆′. We
will call an equivalence class of pinnings a weak pinning of G.
Given a pinning (T,B, {uα}α) of G, one has the canonical lift s˙α of sα in NG(T ) for each
simple root α (see Convention 3.2). Using the formula 3.4, one sees that multiplying the
uα by squares in k
× multiplies the element s˙α also by a square in T (by which we mean an
element of
r∏
i=1
k×2). Now, fix for each v ∈W a reduced expression
v = σ1 ◦ · · · ◦ σℓ(v)
of v as a product of reflections σi associated to simple roots in ∆. Then the product (in the
given ordering)
∏
i σ˙i is a lift of v in NG(T ), which we denote by v˙.
Let w ∈W , and consider v := ww0 so that we have w = vw0. Clearly,
{β ∈ Φ−|w−1(β) ∈ Φ−} = {β ∈ Φ−|v−1(β) ∈ Φ+} = −Φv−1
Thus, for any w we can rewrite the isomorphism (3.15) concerning the normal bundle of Bw˙B
as
vw ∼= ⊕
α∈Φ
v−1
u−α.
By [27, Chapter 8 Section 3], if v = σ1 ◦ · · · ◦ σλ is a reduced expression of v and if βj is the
simple root corresponding to σj , then
Φv−1 = {β1, σ1(β2), . . . , σ1 ◦ · · · ◦ σℓ(v)−2(βℓ(v))}.
Thus with our assumptions and choices, we get an constant isomorphism of constant vector
bundles
ℓ(v)
⊕
i=1
Ga ∼= νw ∼= ⊕
α∈Φ
v−1
u−α ⊗k OBw˙B
induced by the direct sum of the isomorphisms of vector spaces
k
u−αi−−−→ u−αi
≃
−→ u−σ1◦···◦σi−1(αi)
given by the pinning followed by the conjugation by σ˙1 ◦ · · · ◦ σ˙i−1. The associated orientation
is easily seen to be only dependent on the weak pinning of G and the reduced expression
of v. This shows that a weak pinning of G and a choice of a reduced expression of v for
each v ∈ W define an orientation of the Bruhat cellular structure of G. We will call this
orientation standard orientation associated to the weak pinning and the choice of reduced
expressions. Observe that an element of W of length ≤ 2 admits a unique reduced expression
and consequently, there are no choices involved in that case. We assume henceforth that a
choice of a weak pinning of G and for each v ∈ W a choice of a reduced expression of v is
made.
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Let w ∈W . The Bruhat cell Bw˙B does not depend on any of the above choices, but in order
to make computations with the oriented cellular A1-chain complex of G we need to describe
the corresponding summand in C˜cell∗ (G) explicitly. The normal bundle is already oriented by
our above choices; this summand in C˜celli (G) where i = ℓ(w0) − ℓ(w) is the codimension of
Bw˙B in G is
KMWi ⊗H
A1
0 (Bw˙B)
Assume now that we are given a reduced expression of w, which is not necessarily the one
previously used to orient the normal bundles of the Bruhat cells. We then get a lift w˜ ∈ NG(T )
of w and have
Bw˙B = Bw˜B = Uw˜TU
so that HA
1
0 (Bw˙B) = ZA1 [w˜T ]. We will use this freedom later in the proof of the main
theorem, to get, at least in degree ≤ 2 a canonical description of C˜cell∗ (G) in degree ≤ 2
depending only on a weak pinning of G and a choice of a reduced expression of w0.
Remark 3.18. The obvious isomorphism of sheaves induced by the multiplication on the left
by w˜
ZA1 [T ] ∼= ZA1 [w˜T ]
only depends on both the chosen reduced expression of w and the weak pinning. Indeed,
ZA1 [T ] is isomorphic to ZA1 [Gm] ⊗A1 · · · ⊗A1 ZA1 [Gm] (r factors), and (as in the rank one
case above), multiplication by squares (in Gm) induces the identity on each factor of the
tensor product. Observe that our choice of the lift w˜ does depend (up to squares) on the
weak pinning as the lifts s˙i for the simple roots do, and of course also on the chosen reduced
expression of w.
For each i ∈ {1, . . . , ℓ} the above choices and conventions thus define an isomorphism:
C˜celli (G)
∼= ⊕
w∈W ; ℓ(w)=ℓ−i
KMWi ⊗ ZA1 [w˜T ]
where the factorKMWi ⊗ZA1 [w˜T ] corresponds to the normal bundle of BwB := Bw˙B = Bw˜B.
Again, one should notice that the identification of the factorKMWi ⊗ZA1 [w˜T ] not only depends
on the orientation of the normal bundle of BwB, which uses a reduced expression of v := w0w,
but also on the choice of a reduced expression of w itself, giving the lifting w˜. In dimension 0
for instance, observe that the writing C˜cell0 (G)
∼= ZA1 [w˜0T ] depends on a choice of a reduced
expression for w0 and the weak pinning. On the other hand, note that the identification
C˜cellℓ (G) = K
MW
ℓ ⊗ ZA1 [B] corresponding to the unique cell of maximal codimension ℓ in G
(that is, the Borel subgroup B), one uses another reduced expression for w0.
Remark 3.19. In order to explicitly describe the oriented cellular A1-chain complex C˜cell∗ (G),
we need a weak pinning of G and for any element of W two choices of reduced expressions:
the “normal expression” and the “horizontal expression”. For w ∈W , one gets an orientation
of the normal bundle of the cell BwB by using a the normal reduced expression for v = w0w
and the identification HA
1
0 (BwB) = ZA1 [w˜T ] using the horizontal reduced expression of w.
The lift of w ∈ W in NG(T ) corresponding to the normal reduced expression of w will be
denoted by w˙ and the one corresponding to the horizontal reduced expression will be denoted
by w˜.
Remark 3.20.
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(1) Observe that the structure of a right ZA1 [T ]-module on C˜
cell
i (G) is the obvious one.
The right action of T on the factors KMWi is trivial, and is the obvious one on the
other factors. The structure of left ZA1 [T ]-module is the obvious one on ZA1 [w˙T ]
and is given on KMWi as the tensor product of the characters α : T → Gm of T
corresponding to the roots involved in the reduced expression of the v’s used; this
follows from Proposition 3.13.
(2) The cellular A1-chain complex Ccell∗ (G) is also a complex of left and right ZA1 [B]-
modules, but observe that in fact ZA1 [B] = ZA1 [T ]. Given a weak pinning of G and
choice of reduced expressions for elements of W , the oriented cellular structure on G
is B-right invariant by (1) and induces an oriented cellular structure on G/B (which
is in fact strictly cellular) as well. The morphism G → G/B is thus automatically
oriented cellular in the obvious way and induces an isomorphism of chain complexes
C˜cell∗ (G) ⊗Z
A1 [T ]
Z ∼= C˜cell∗ (G/T ).
(3) It is clear by construction that the differential in the complex C˜cell∗ (G) restricted on
the summandKMWi ⊗ZA1 [w˙T ] ⊂ C˜
cell
i (G) corresponding to BwB (where ℓ(w) = ℓ−i)
has its image contained in the direct sum
⊕
w<v; ℓ(v)=ℓ−i+1
KMWi−1 ⊗ ZA1 [w˙T ],
where ≤ denotes the Bruhat ordering, with w ≤ v meaning BwB ⊂ BvB (see, for
example, [27, §8.5.4]).
(4) It is possible to choose a pinning of G so that the lift of an element w ∈ W defined
as above using a reduced expression of w does not depend on the reduced expression.
However it seems impossible to find a (weak) pinning such that the orientation of
each normal bundle of the Bruhat cell BwB, as defined above, only depends on w and
not on the chosen reduced expression! This may be verified explicitly for SL3 for the
normal bundle of B.
Given a weak pinning of G and a choice of normal and horizontal reduced expressions for
elements of W , there is a canonical description of the oriented cellular A1-chain complex of
G. We will have to use it explicitly in low degrees. In degree 0 on has:
C˜cell0 (G) = ZA1 [w˜0T ]
It is known that codimension 1 cells BwB correspond exactly to words w ∈W of length ℓ−1,
which are exactly of the form wi := w0si = s
′
iw0 for some i ∈ {1, . . . , r}. Thus, one has
C˜cell1 (G) =
r
⊕
i=0
KMW1 ⊗ ZA1 [w˜iT ]
Let us analyze now the oriented chain complex of G in degree 2, which corresponds to the
codimension 2 Bruhat cells. Each word w ∈ W of length ℓ − 2 can be written as w0sisj for
some i 6= j as ℓ(w0w) = 2 by [3, Proposition 1.77]. We will assume here for simplicity that
the Dynkin diagram of G is connected.
Notation 3.21. For a pair of indices (i, j) let us write |i− j| for the distance between αi and
αj in the Dynkin diagram of G. If |i− j| ≥ 2 (that is, there is no edge connecting αi and αj
in the Dynkin diagram), then w0sisj = w0sjsi (as si and sj commute with each other). If
|i−j| = 1, then necessarily w0sisj 6= w0sjsi (recall that we assume that the Dynkin diagram is
connected). We will write [i, j] for the class of (i, j) modulo the following equivalence relation
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on {1, . . . , r}2: (i, j) ≡ (j, i) if and only if |i − j| ≥ 2 or i = j. We will also denote by w[i,j]
the word w0sisj.
With the above notation, we get
C˜cell2 (G) = ⊕
[i,j]
KMW2 ⊗ Z[w˜[i,j]T ]
The right ZA1 [T ]-module structure of C˜
cell
2 (G) is the obvious one on Z[w˜[i,j]T ] and trivial
on each of the KMW2 factors. The left ZA1 [T ]-module structure is, as described in Remark
3.20, the obvious one on the factor ZA1 [w˙[i,j]T ], taking into account the formula for t ∈ T :
t · w˙ = w˙w−1(t), and the left action of T on the factor KMW∗ is through the tensor product of
the characters, in the given ordering, associated to the simple roots appearing in writing the
reduced expression of v = ww0, which here has length ≤ 2.
3.3. The free strictly A1-invariant sheaf on a split torus.
We end this section by describing the structure of the sheaf ZA1 [T ] for a split torus T over
k, understanding of which is clearly central to all our computations.
Convention 3.22. For u a unit (in some field extension F of k), the associated symbol in
KMW1 (F ) is denoted by (u) ∈ K
MW
1 (F ). By abuse the notation, we will often drop F from
the notation and simply write (u) ∈ KMW1 etc. Recall that T is k-split torus of rank r and is
pointed by 1. For t ∈ T , we will denote by [t] ∈ ZA1 [T ] the image of the basis element of Z[T ]
through the morphism Z[T ]→ ZA1 [T ]. We will denote by (t) ∈ ZA1 [T ] the element [t] − [1].
Observe that if T = Gm, then ZA1 [T ] = Z⊕K
MW
1 and for t ∈ T the element (t) just defined
is in KMW1 and equals the corresponding symbol, making the two notations compatible.
Choose an isomorphism
r∏
i=1
α∨i :
r∏
i=1
Gm.
≃
−→ T.
In the situation of our main theorem, the above isomorphism is given by the simple coroots,
since T is a maximal k-split torus of G, which is simply connected. For t ∈ T , we let ti ∈ Gm
be its i-th component through the above isomorphism; so in other words,
ti = ̟i(t)
where the {̟i}i denote the fundamental weights, or the basis of Hom(T,Gm) dual to {αi}i.
Notice that given the group homomorphism α∨i : Gm → T , we have α
∨
i (u) ∈ T for a unit u,
which corresponds to the element [α∨i (u)] of ZA1 [T ]. The symbol (α
∨
i (u)) denotes the element
[α∨i (u)]− [1] of ZA1 [T ]. The morphism
(α∨i (−)) : Gm → ZA1 [T ]; u 7→ (α
∨
i (u)) ∈ ZA1 [T ]
extends automatically to a morphism of sheaves α∨i (−) : ZA1(Gm) =K
MW
1 → ZA1 [T ] because
ZA1 [T ] is strictly A
1-invariant.
Notation 3.23. For the sake of brevity, we simply denote the morphism KMW1 → ZA1 [T ]
induced by α∨i by
u 7→ (u)i := (α
∨
i (u)) = [α
∨
i (u)] − [1],
where u is a unit (in a field extension F of k). For t ∈ T , we let [t]i ∈ ZA1 [T ] denote the image
of [̟i(t)] = 1+(̟i(t)) ∈ ZA1 [Gm] = Z⊕ZA1(Gm) through the morphism ZA1 [Gm]→ ZA1 [T ]
induced by the coroot α∨i .
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Since the ring ZA1 [T ] is commutative, so for v a unit (in the field extension F ) and i 6= j,
one has in ZA1 [T ](F ):
(u)i(v)j = (v)j(u)i.
In case i = j we have further:
(u)i(v)i = (η(u)(v))i
where η : KMW2 → K
MW
1 is the multiplication by η [23]. This follows easily from the fact
that in the ring ZA1 [Gm] = Z⊕ ZA1(Gm) = Z⊕K
MW
1 the product of (u) and (v) is given by
η(u)(v), which follows from the very definition of η. The isomorphism
(3.16)
r
⊗
i=1
ZA1 [Gm] ∼= ZA1 [T ]
as a sheaf of rings is induced by taking the product in ZA1 [T ]
Z⊕
(
⊕
1≤i1<···<is≤r
KMWs
)
≃
−→ ZA1 [T ]
(u1) · · · (us) 7→ (u1)i1 · · · (us)is
(3.17)
is an isomorphism of sheaves. If t = (u1, . . . , ur) ∈ T =
r∏
i=1
Gm, then the following equality
holds in ZA1 [T ] through the above isomorphism:
(t) = [t1, . . . , tr]− [1] = ⊕1≤i1<···<is≤r(ti1) · · · (tir).
For example, in the case r = 2, Gm ×Gm = T and if t = (u, v) ∈ Gm ×Gm, then we have
(t) = (u)1 + (v)2 + (u)1(v)2.
Set HT := ZA1 [T ] and for each i, let Hi ∼= ZA1 [Gm] denote the sub-Hopf algebra of HT
given by the image of the morphism ZA1 [Gm] → HT induced by α
∨
i : Gm → T . Thus
HT =
r
⊗
i=1
Hi as a Hopf algebra. Now, define
(3.18) φi : K
MW
2 → K
MW
1 ⊗Hi; (u, v) 7→ (u)⊗ (v)i − η(u)(v) ⊗ [1],
where (u)i ∈ Hi denotes the element [u]− [1] of ZA1 [Gm] ∼= Hi. Thus for each i, we have the
obvious exact sequence
(Ei) : 0→ K
MW
2
φi−→ KMW1 ⊗Hi
·
−→ Hi → Z→ 0,
where · is (induced by) the product. This exact sequence, considered as a chain complex (Ei)∗
with Z in degree −1, is contractible as each of its terms is a projective object in AbA1(k). It
follows that the tensor product C∗ := ⊗
r
i=1(Ei)∗ is also contractible and hence, acyclic. So
we get an exact sequence
(3.19) C3 → C2 → C1 → C0 → Z→ 0,
where C−1 = Z, C0 =
r
⊗
i=1
Hi = H,
C1 ∼=
(
r
⊕
i=1
KMW1
)
⊗
(
r
⊗
i=1
Hi
)
∼=
r
⊕
i=1
KMW1 ⊗H
and the differential ∂˜1 : C1 → C0 on restriction to the ith summand is given by the H-module
homomorphism
KMW1 ⊗H→ H; (u)⊗ [t] 7→ [α
∨
i (u)t],
48 FABIEN MOREL AND ANAND SAWANT
for every i. Thus, the previous contractible chain complex produces a presentation of Z˜1 :=
Ker ∂˜1 (by right H-modules):
C3 → C2 → Z˜1 → 0
Thus, it follows that the induced exact sequence
C3 ⊗Z
A1 [T ]
Z→ C2 ⊗Z
A1 [T ]
Z→ Z˜1 ⊗Z
A1 [T ]
Z→ 0
is a presentation of Z˜1⊗Z
A1 [T ]
Z. Since the complexes (Ei) are exact sequences of Hi-modules,
we have
C∗ ⊗Z
A1 [T ]
Z ∼=
r
⊗
i=1
(Ei ⊗Hi Z)∗.
Now, for every i, the complex
(Ei)∗ ⊗Hi Z : 0→ K
MW
2
−η
−→ KMW1
0
−→ Z→ Z→ 0
is (isomorphic to) the augmented cellular A1-chain complex of P2. Consequently, C∗⊗Z
A1 [T ]
Z
is (isomorphic to) the cellular A1-chain complex of (P2)r. It follows easily that the morphism
C3 ⊗Z
A1 [T ]
Z→ C2 ⊗Z
A1 [T ]
Z
is the morphism
(
⊕
(i,j,m); i<j<m
KMW3
)
⊕
(
⊕
(i,j); i 6=j
KMW3
)
0 00 ⊕
(i,j)
(±η)

−−−−−−−−−−−→
(
⊕
i
KMW2
)
⊕
(
⊕
(i,j); i<j
KMW2
)
,
where i, j, s run through {1, . . . , r}. Going through the previous construction, it is easy to
identify the isomorphism just constructed:
Lemma 3.24. The isomorphism(
⊕
i
KMW2
)
⊕
(
⊕
(i,j); i<j
KM2
)
≃
−→ Z˜1 ⊗Z
A1 [T ]
Z
is induced by the following morphisms: for each i, its restriction to the i-th KMW2 is φi from
(3.18) composed with the inclusions KMW1 ⊗Hi ⊂ K
MW
1 ⊗Hj ⊂ C1. For each (i, j) with i 6= j,
its restriction to the KM2 corresponding to (i, j) is
(u, v) 7→ (u)⊗ (v)i − (v)⊗ (u)j ∈ (K
MW
1 ⊗Hi)⊕ (K
MW
1 ⊗Hj) ⊂ C1.
4. The oriented cellular A1-chain complex of a split, semisimple, simply
connected algebraic group in low degrees
In this section we prove our main theorem, which determines the sheaf Hcell1 (G), where
G is a split, semisimple, almost simple, simply connected algebraic group over k of rank r.
Thus, the Dynkin diagram of G is reduced irreducible with r vertices. We choose an ordering
{α1, . . . , αr} of the set ∆ of simple roots. For each i, we write wi := w0si, and for i 6= j we
write w[ij] := w0sisj. Recall also that for each i we let s
′
i be the reflection (corresponding to
the simple root w0(−αi)) such that s
′
iw0 = wi = w0si.
We briefly recall our conventions that will be used throughout this section. We fix the
choice of a weak pinning of G and for each w ∈ W a reduced expression as a product of the
sα’s, where α ∈ ∆ runs through the set of simple roots. For w ∈ W we denote by w˙ the lift
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of w in NG(T ) given by the above formula using the elements s˙α given by the (weak)-pinning
and using the chosen reduced expression of w. Usually, we will simply write BwB instead of
Bw˙B and ZA1 [wT ] instead of ZA1 [w˙T ]. Recall that C
cell
∗ (G) is a complex of right and left
ZA1 [T ]-modules (see Remark 3.20).
Since G is simply connected, the right (and left) action of ZA1 [T ] on H
cell
∗ (G) is trivial, as
it extends to an action of Hcell0 (G) = Z as G is A
1-connected. The main idea of our main
computation is that the exact sequence
Ccell2 (G)→ Z1(G)→ H
cell
1 (G)→ 0
induces an exact sequence
(4.1) Ccell2 (G) ⊗Z
A1 [T ]
Z→ Z1(G)⊗Z
A1 [T ]
Z→ Hcell1 (G)→ 0,
by the above observation.
In the Section 4.1 we describe the sheaf Z1(G)⊗Z
A1 [T ]
Z and in the Section 4.2 we describe
the morphism Ccell2 (G) ⊗ZA1 [T ] Z → Z1(G) ⊗ZA1 [T ] Z induced by the differential. The main
theorem will then follow directly form these computations.
4.1. The differential in degree 1.
We fix a reduced expression of the longest element
(4.2) w0 = σℓ · · · σ1
in the Weyl group of G as a product of simple reflections. Recall that (see Remark 3.19)
in order to make computations with the oriented cellular A1-chain complex of G, we need
to choose a “normal” reduced expression w˙ and a “horizontal” reduced expression w˜ for
every element w ∈ W . For every w ∈ W , we have already fixed a choice of the normal
reduced expression w˙ at the beginning of this section. We need to fix the horizontal reduced
expressions. We begin by recalling a few known facts about the Weyl group of G, which will
be used.
Lemma 4.1. Let w ∈ W and let σq · · · σ1 be a reduced expression of w. Let v ∈ W with
v < w for the Bruhat order and such that ℓ(v) = ℓ(w) − 1 = q − 1. Then there is a unique
λ ∈ {1, . . . , ℓ(w)} such that the product
σq · · · σ̂λ · · · σ1 := σq · · · σλ+1σλ−1 · · · σ1
is a reduced expression of v.
Proof. The existence of λ follows from the exchange condition [3, (E) p.79 and 3.59, p.137]. If
µ ∈ {1, . . . , q} were such that σℓ · · · σ̂λ · · · σ1 = σq · · · σ̂µ · · · σ1, with say λ > µ, then it follows
after simplification and multiplication on the right with σµ that
σλ−1 · · · σµ+1 = σλ · · · σµ
contradicting the minimality of the reduced expression we started with. 
Remark 4.2. There is no generalization of Lemma 4.1 for the case where ℓ(v) = ℓ(w)−2. For
example, in the Weyl group of type A2 (so G ∼= SL3), the longest word is w0 = s1s2s1 (also
equal to s2s1s2) and there are two different ways to get s1 by removing two simple reflections.
For the Weyl group of type C2 (soG ∼= Sp4), the longest word has the form w0 = s2s1s2s1 (also
equal to s1s2s1s2) and there are two different ways to get s2s1 by removing two reflections.
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Lemma 4.3. Let w ∈ W be of length q and let s, s′ ∈ W be simple reflections such that
s′w = ws and ℓ(ws) = q + 1. Let α and α′ the simple roots corresponding to s and s′,
respectively. Then
w(α) = α′.
Proof. Let σq · · · σ1 be a reduced expression of w. The equation s
′w = ws, that is, s′ = wsw−1
shows that w(α) = ±α′. If w(α) = −α′, then α ∈ Φw. From [27, Chapter 8 Section 3] we
have
Φw = {β1, σ1(β2), . . . , σ1 ◦ · · · ◦ σq−1(βq)},
where β1, . . . , βq are the simple roots corresponding to the σ1, . . . , σq, respectively. Thus,
there exists j ∈ {0, . . . , q − 1} with α = σ1 ◦ · · · ◦ σj(βj+1). This implies that in W
s = σ1 · · · σjσj+1(σ1 · · · σj)
−1
but then
ws = σq · · · σj+2σj · · · σ1
which contradicts that the length of ws is q + 1. Therefore, we must have w(α) = α′. 
Remark 4.4.
(1) Observe that Lemma 4.3 (and its proof) is still valid if one replaces s by a reflection
in W , that is to say of the form vsv−1 for some v ∈W and a simple reflection s such
that the root v(α) is positive (with α the simple root corresponding to s).
(2) Observe that Lemma 4.3 does not contradict the equation w0(−αi) = α
′
i that was
already used in Section 3. Indeed, w0si = s
′
iw0; however, ℓ(s
′
iw0) 6= ℓ(w0) + 1.
We now fix the horizontal reduced expressions for Bruhat cells in codimension ≤ 1.
Notation 4.5. For the chosen reduced expression w0 = σℓ · · · σ1 of w0 as in (4.2), we set
w˙0 = w˜0 = σ˙ℓ · · · σ˙1 ∈ NG(T )
using the chosen weak pinning of G. We denote by βµ the simple root corresponding to σµ.
For i ∈ {1, . . . , r}, let λi ∈ {1, . . . , ℓ} be given by Lemma 4.1 applied to wi := w0si. Define
w′′i := σℓ · · · σλi+1 and w
′
i := σλi−1 · · · σ1 so that the chosen reduced expression (4.2) of w0
has the form
w0 = w
′′
i σλiw
′
i.
We then take w′′i w
′
i for the horizontal reduced expression of wi = w0si and set
w˜i := w˙
′′
i w˙
′
i
to be the corresponding lift to NG(T ).
In particular, for the cellular A1-chain complex of G with the orientation described in
Section 3.2, we will use the following identifications: C˜cell0 (G) = ZA1 [w˜0T ] and C˜
cell
1 (G) =
r
⊕
i=1
KMW1 ⊗ ZA1 [w˜iT ].
We now determine the differential ∂1 : C˜
cell
1 (G) → C˜
cell
0 (G). We will continue to use
the notation used in Section 3 (more precisely, Section 3.2.1 regarding the Bruhat cellular
structure on G.
We use the above horizontal reduced expressions to identify the factor HA
1
1 (Th(νYi)) of
Ccell1 (G) corresponding to Yi in the following way. We set Ω0i := Ω0 ∪ Yi, where Ω0 = Bw0B
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and Yi := BwiB. It is easy to see that Ω0i is an open subset in G and the product in G
induces an isomorphism of smooth k-schemes
Ωℓ ×B · · · ×B Ωλi+1 ×B Pλi ×B Ωλi−1 ×B · · · ×B Ω1
≃
−→ Ω0i,
where Pλi is the parabolic subgroup corresponding to the root βλi . Indeed, Pλi is the union
of its big cell Ωλi and its translate σ˙λi(Ωλi), so that the above iterated fiber product is
the union of the two open subschemes Ωℓ ×B · · · ×B Ωλi+1 ×B Ωλi ×B Ωλi−1 ×B · · · ×B Ω1
and Ωℓ ×B · · · ×B Ωλi+1 ×B σ˙λi(Ωλi) ×B Ωλi−1 ×B · · · ×B Ω1 and the morphism induced
by the product is clearly a bijection onto Ω0i (using the Bruhat decomposition) and its
restriction on each of the previous open subschemes is an isomorphism onto the an open
subscheme of Ω0i: its big cell Ωℓ . . .Ωλi . . .Ω1 and its translate Σ˙.Ωℓ . . .Ωλi . . .Ω1 with Σ˙ =
(σ˙ℓ · · · σ˙λi+1).σ˙λi .(σ˙ℓ · · · σ˙λi+1)
−1. For every µ ∈ {1, . . . , ℓ}, the big cell in the parabolic sub-
group
Pµ = BσµB ∐B
corresponding to βµ is given by
Ωµ = UβµσµB = BσµB = BσµUβµ .
Using these descriptions, we get an isomorphism
Ω0i ∼= Uβℓσ˙ℓ · · ·Uβλi+1 σ˙λi+1Pλi σ˙λi−1Uβλi−1 · · · σ˙1Uβ1
as well as the isomorphisms
Ω0 = Ωℓ ×B · · · ×B Ω1 ∼= Uβℓσ˙ℓ · · ·Uβ1σ˙1TU
and
Yi = Ωℓ ×B · · · ×B Ωλi+1 ×B B ×B Ωλi−1 ×B · · · ×B Ω1
∼= Uβℓ σ˙ℓ · · ·Uβλi+1σ˙λi+1Bσ˙λi−1Uβλi−1 · · · σ˙1Uβ1 ,
for every i. Let γ˜i : G 99K A
1 be the rational map on G defined on Ω0 by the formula
(4.3) γ˜i(gβℓ σ˙ℓ · · · gβ1 σ˙1tu) := (gβλi )
−1,
for all gβµ ∈ Uβµ , t ∈ T and u ∈ U . Observe that this definition depends upon the choice of
the pinning of G. Using the above description of Yi we see that the open subscheme
(4.4) Vi := Uβℓ σ˙ℓ · · ·Uβλi+1σ˙λi+1U−βλiTUσ˙λi−1Uβλi−1 · · · σ˙1Uβ1
of Ω0i can be considered as an open tubular neighborhood of Yi. Through the pinning u−βλi :
Ga
≃
→ U−βλi we get a regular function on Vi, whose zero locus is exactly Yi. The corresponding
rational function on G will be denoted by γˇi.
In a dual way, we observe that the open subscheme
(4.5) Uβℓσ˙ℓ · · ·Uβλi+1 σ˙λi+1UTU−βλi σ˙λi−1Uβλi−1 · · · σ˙1Uβ1
of Ω0i can also be considered as an open tubular neighborhood of Yi, and gives rise to an-
other regular function on this tubular neighborhood whose zero locus is exactly Yi. The
corresponding rational function on G is denoted by tγ˜i.
Lemma 4.6. Using the above notations, we have the following.
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(a) One has γ˜i = γˇi. Moreover, for any t ∈ T and any x ∈ Ω0, one has
γ˜i(xt) = γ˜i(x)
and
γ˜i(tx) = α
′
i(t) · γ˜i(x),
where α′i = w0(−αi).
(b) For any t ∈ T and any x ∈ Ω0, one has
tγ˜i(tx) =
tγ˜i(x)
and
tγ˜i(xt) = αi(t)
−1 · tγ˜i(x).
Proof. The first statement in (a) follows from Lemma 3.4 and an easy computation. The
equality γ˜i(xt) = γ˜i(x) is clear by definition of γ˜i. For the last statement, note that for all
gβµ ∈ Uβµ , t, t
′ ∈ T and u ∈ U , we have
tgβℓ σ˙ℓ · · · gβ1 σ˙1t
′u = g′βℓ σ˙ℓ · · · g
′
β1 σ˙1tt
′u,
where g′βi = σi+1 ◦ · · · ◦ σℓ(t) · gβi · (σi+1 ◦ · · · ◦ σℓ(t))
−1, for every i. Thus, in particular,
we have g′βλi
= (w′′i )
−1(βλi)(t) · gβλi and consequently, for x = gβℓ σ˙ℓ · · · gβ1 σ˙1t
′u, we have
γ˜i(tx) = w
′′
i (βλi)(t) · γ˜i(x). Now, it remains to show that w
′′
i (βλi) = α
′
i. Since
σℓ · · · σ1 = w0 = s
′
is
′
iw0 = s
′
iσℓ · · · σ̂λi · · · σ1,
we have s′iσℓ · · · σλi+1 = σℓ · · · σλi . By Lemma 4.3 applied to w = w
′′
i = σλℓ · · · σλi+1, it follows
that w′′i (βλi) = α
′
i. This completes the proof of (a). The proof of (b) can be obtained in a
similar way using the relation (w′i)
−1(βλi) = αi and is left to the reader. 
The following lemma compares the orientation θi and
tθi of the normal bundle νYi of Yi in
G obtained from γ˜i and
tγ˜i, respectively.
Lemma 4.7. We have the following equality of trivializations as well as orientations of νYi
(on Yi):
tθi = x−βλi · θi
where x−βλi : Yi → Gm is the invertible function obtained by composing the projection Yi =
Bw˜iTU → T and the character associated with the root −βλi.
Proof. The assertion follows from the comparison of the tubular neighborhoods and the fact
that O(Yi)
× = O(w˜iT )
×. Then one may explicitly compute this unit on elements of the form
w˜i · t with t ∈ T and use the fact that the adjoint automorphism Adt : u−βλi
∼= u−βλi is the
multiplication by βλi(t)
−1. 
Unless otherwise stated, we will always use for νYi the right and left T -equivariant trivial-
ization θi (which depends upon γ˜i). The factor H
A1
1 (Th(νi)) of C
cell
1 (G) corresponding to Yi
can now be described as the sheaf
HA
1
1 (Th(νi)) = K
MW
1 ⊗ ZA1 [Yi]
∼= KMW1 ⊗ ZA1 [w˜iT ].
This description depends on the weak pinning of G and the choice of the reduced expression
(4.2) of w0. Observe that the above tensor product is a tensor product of left and right
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ZA1 [T ]-modules over Z. The left and right ZA1 [T ]-module structure is as usual obtained by
using the diagonal morphism
ΨT : ZA1 [T ]→ ZA1 [T ]⊗ ZA1 [T ]; [t] 7→ [t]⊗ [t] = [t, t] ∈ ZA1 [T ]⊗ ZA1 [T ] = ZA1 [T × T ].
Remark 4.8. Let M be a right and left ZA1 [T ]-module. Let σ be an automorphism of T .
We define the left twist
Z[σ]⊗M
of M by σ to be the right and left ZA1 [T ]-module Z[σ] ⊗M with the obvious right ZA1 [T ]-
module structure, and with the left ZA1 [T ]-module structure ⊙ induced by:
t⊙ ([σ] ⊗m) = σ−1(t) ·m.
We analogously define the right twist of M by σ:
M ⊗ Z[σ]
with
(m⊗ [σ])⊙ t = (m · σ(t))⊗ [σ]
giving the right ZA1 [T ]-module structure.
In order to describe the differential ∂1 : C˜
cell
1 (G) → C˜
cell
0 (G), it will be convenient to use
the canonical isomorphism of right and left ZA1 [T ]-modules
KMW1 ⊗ ZA1 [w˜iT ]
≃
−→ Z[w˜′′i ]⊗ (K
MW
1 ⊗ ZA1 [T ])⊗ Z[w˜
′
i];
(u)⊗ [w˜i · t] 7→ w˜
′′
i ⊗
(
(u)⊗ [w˜′i(t)]
)
⊗ w˜′i,
with the right and left ZA1 [T ]-module structures given in Remark 3.20 and Remark 4.8.
Lemma 4.9. The restriction of ∂1 : C˜
cell
1 (G) → C˜
cell
0 (G) to the factor K
MW
1 ⊗ ZA1 [w˜iT ] ⊂
C˜cell1 (G) is the morphism (of right and left ZA1 [T ]-modules):
∂1 : K
MW
1 ⊗ ZA1 [w˜iT ]→ ZA1 [w˜0T ]
induced by
(u)⊗ [w˜i · 1] 7→ (w˜0 · α
∨
i (u)) ∈ ZA1(w˜0T ) ⊂ ZA1 [w˜0T ].
Proof. From the discussion preceding Lemma 4.6, it follows that the restriction of ∂1 to the
factor KMW1 ⊗ ZA1 [w˜iT ] is precisely the differential in the complex
Z[w˜′′i ]⊗ C˜
cell
∗ (Pλi)⊗ Z[w˜
′
i].
The formula is then immediately follows from the rank 1 case already treated in Section 3.1,
see (3.5):
∂1 : (u)⊗ [w˜i · 1] 7→ w˜
′′
i · σ˙λi · (β
∨
λi(u)) · w˜
′
i
= w˜′′i · σ˙λi · w˜
′
i · ((w˜
′
i)
−1β∨λi(u))
= w˜0 · (α
∨
i (u)) = (w˜0 · α
∨
i (u)),
where we have used the fact that (w˜′i)
−1(β∨λi) = α
∨
i , which follows from Lemma 4.3. 
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Thus, we obtain a complete description of the first differential ∂1 : C˜
cell
1 (G) → C˜
cell
0 (G)
in C˜cell∗ (G). Using this and our computations in Section 3.3, we will now describe the sheaf
Z1(G) := Ker (∂1) and its quotient Z1(G) ⊗Z
A1 [T ]
Z. Let
θ0 : ZA1 [T ]
≃
−→ ZA1 [w˜0T ]
denote the obvious isomorphism [t] 7→ [w˜0t] and
θ1 :
r
⊕
i=1
KMW1 ⊗ ZA1 [T ]
≃
−→
r
⊕
i=1
Z[w˜′′i ]⊗K
MW
1 ⊗ ZA1 [w˜
′
iT ] = C˜
cell
1 (G)
be the obvious isomorphism, induced by (u)⊗ [t] 7→ w˜′′i ⊗ (u)⊗ [w˜
′
i · t] on the direct summand
indexed by i. The composition θ−10 ◦ ∂1 ◦ θ1 is the morphism
∂˜1 :
r
⊕
i=1
KMW1 ⊗ ZA1 [T ]→ ZA1 [T ]
induced by (u) ⊗ [t] 7→ (w˜0 · α
∨
i (u)) on the direct summand indexed by i. Observe that
the morphism ∂˜1 only depends on the isomorphism given by the “decomposition” of T into
coroots:
r∏
i=1
α∨i :
r∏
i=1
Gm.
≃
−→ T.
Note further that the differential ∂˜1 precisely agrees with the first differential in the complex
C∗ (see (3.19) in Section 3.3). As a direct consequence of Lemma 3.24, we get the following
description of the quotient Z1(G)⊗Z
A1 [T ]
Z of Z1(G).
Lemma 4.10. The morphism of sheaves(
⊕
i
KMW2
)
⊕
(
⊕
(i,j); i<j
KM2
)
→ Z1(G) ⊗Z
A1 [T ]
Z
induced for each i by
(u, v) 7→ φi(u, v) := (u)⊗ (w˜i · α
∨
i (v)) − (η(u)(v)) ⊗ [w˜i · 1T ]
(in KMW1 ⊗ ZA1 [w˜i.T ]) and for each (i, j) with i 6= j by
(u, v) 7→ δij(u, v) := (u)⊗ (w˜i · α
∨
j (v)) − (v)⊗ (w˜j · α
∨
i (u))
is an isomorphism.
Remark 4.11. The above isomorphism in Lemma 4.10 depends only on the weak-pinning
of G fixed at the beginning. We will see below that its dependence on the choices of reduced
expressions is very mild (see 4.37). In fact, its dependence on the weak pinning itself is also
very mild. Indeed, when one changes the weak pinning, one gets a multiplication by a unit of
the form 〈π〉 with π ∈ k× on eachKMW2 factor, but the identity on the sum of Milnor-K-theory
factors, as units in GW(k) act trivially on KM2 .
4.2. The differential in degree 2.
In this section, we determine the morphism
C˜cell2 (G) ⊗Z
A1 [T ]
Z→ Z1(G)⊗Z
A1 [T ]
Z
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whose cokernel is Hcell1 (G) by (4.1). With our conventions and notation fixed earlier in this
section and Notation 3.21, we have
C˜cell2 (G) = ⊕
[i,j]
KMW2 ⊗ ZA1 [w˜[i,j]T ].
We use the reduced expression (4.2) of w0. Let w ∈W be an element of length ℓ− 2. There
is a pair (i, j) ∈ {1, . . . , r}2 with w = w0sisj = w[i,j]. The pair (i, j) is unique except in the
case si and sj commute, in which case (j, i) is the only other pair satisfying w = w[j,i].
Notation 4.12. For every i, let λi ∈ {1, . . . , ℓ} be the index given by Lemma 4.1 so that
σℓ · · · σ̂λi · · · σ1 is a reduced expression of wi = w0si. By Lemma 4.1 again, it follows that
there is a unique index µj ∈ {1, . . . , ℓ} − {λi} such that a reduced expression of w[i,j] can be
obtained by removing σµj in the above reduced expression of wi.
Lemma 4.13. With the above notation, the following conditions are equivalent:
(a) λi > µj;
(b) λi > λj .
Moreover, if both the conditions hold, then µj = λj.
Proof. (a) ⇒ (b): Suppose that λi > µj, so that w0sisj = σℓ · · · σ̂λi · · · σ̂µj · · · σ1. Since
w0si = (w0sisj)sj , it follows after cancelling on the left up to σµj+1 that:
σµj · · · σ1 = σµj−1 · · · σ1sj,
which implies that σℓ · · · σ1 = σℓ · · · σ̂µj · · · σ1sj. Hence, we obtain
σℓ · · · σ̂λj · · · σ1 = w0sj = σℓ · · · σ1sj = σℓ · · · σ̂µj · · · σ1
and this implies that µj = λj by the uniqueness assertion in Lemma 4.1.
(b) ⇒ (a) : Suppose that λi > λj . From w0sj = σℓ · · · σ̂λj · · · σ1, we get σλj−1 · · · σ1 =
σλj · · · σ1sj, after cancelling on the left. Now, using λi > λj and multiplying on the left by
σℓ · · · σ̂λi · · · σλj+1, we obtain σℓ · · · σ̂λi · · · σ̂λj · · · σ1 = σℓ · · · σ̂λi · · · σ1sj. Thus,
σℓ · · · σ̂λi · · · σ1 = w0si = (w0sisj)sj = σℓ · · · σ̂λi · · · σ̂λj · · · σ1sj = σℓ · · · σ̂λj · · · σ1,
which implies that λj = µj, again by the uniqueness assertion in Lemma 4.1 applied to
w0si = σℓ · · · σ̂λi · · · σ1. 
Remark 4.14.
(1) In a similar way, Lemma 4.1 implies that there is a unique index µi ∈ {1, . . . , ℓ}−{λj}
so that the expression obtained from the above one for wj is a reduced expression of
w[i,j]. One may prove the analogue of the previous lemma; that is, µi > λj if and only
if λi > λj and if both the conditions hold, then µi = λi.
(2) Observe that if λi > λj , then µi = λi and µj = λj . In fact, the following conditions
are equivalent:
(i) µi = λi;
(ii) µj = λj ;
(iii) λi > λj or αi and αj are not adjacent in the Dynkin diagram of G.
Indeed, if λi < λj then wji = σℓ · · · σ̂λj · · · σ̂λi · · · σ1, which is also wij by (i) or (ii).
Thus, we get sisj = sjsi.
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Let Zij := Bw[i,j]B denote the Bruhat cell corresponding to w[i,j], and recall that Yi and Yj
denote the Bruhat cells BwiB and BwjB corresponding to wi and wj , respectively. Observe
that Yi and Yj are exactly the two cells of codimension 1 in G whose closure contains Zij. It
follows, as we already observed above, that the differential
∂2 : C
cell
2 (G)→ C
cell
1 (G)
restricted to the summand of Ccell2 (G) corresponding to Zij has its image contained in the
direct sum of the two summands of Ccell1 (G) corresponding to Yi and Yj . We will denote
by ∂
(i)
2 : H˜
A1
2 (Th(νij)) → H˜
A1
1 (Th(νi)) and ∂
(j)
2 : H˜
A1
2 (Th(νij)) → H˜
A1
1 (Th(νj)) the corre-
sponding components, where for all i 6= j, we denote by νi := νYi the normal bundle of the
immersion ιi : Yi →֒ G (it is a locally free sheaf of rank 1 over Y i) and νij denotes the normal
bundle of the immersion Zij →֒ G. We will denote by νi the normal bundle of the immersion
Y i →֒ G, for every i. Let Y i be the union Yi ∐ Zij and Y j be the union Yj ∐ Zij , for all
i 6= j. These are all smooth k-subschemes of G. Indeed, the multiplication (in G) induces an
isomorphism
(4.6) Y i ∼= Ωℓ ×B · · · ×B Pµj ×B · · · ×B B ×B · · · ×B Ω1
with B at the λi-th place as well as
(4.7) Y j ∼= Ωℓ ×B · · · ×B Pµi ×B · · · ×B B ×B · · · ×B Ω1
with B at the λj-th place (note that (4.6) depends upon whether λi > µj or otherwise and
hence, B may appear to the left of Pµj ; similarly for (4.7)).
Let X˜ij := Ω0∐Yi∐Yj∐Zij , which is an open subscheme of G. Let νij/i denote the normal
bundle of the closed immersion Zij →֒ Y i and νij/j denote that of the closed immersion
Zij →֒ Y j . In the cartesian square of closed immersions
Zij ⊂ Y i
∩ ∩
Y j ⊂ X˜ij
the closed immersions Y i ⊂ X˜ij and Y j ⊂ X˜ij are transversal. We thus obtain the identifica-
tions
νij/i = (νj)|Zij
and
νij/j = (νi)|Zij
as well as a canonical isomorphism
(4.8) (νi)|Zij ⊕ (νj)|Zij
∼= νij.
We will use the following well-known generalization of A1-homotopy purity:
Lemma 4.15. There is a canonical A1-cofiber sequence of the form:
Th(νi)→ Th(νi)→ Th(νij).
Proof. One considers the flag of open subsets
X˜ij − Y i ⊂ X˜ij − Zij ⊂ X˜ij
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in X˜ij and obtains a cofibration sequence(
X˜ij − Zij
)
/
(
X˜ij − Y i
)
⊂ X˜ij/
(
X˜ij − Y i
)
։ X˜ij/
(
X˜ij − Zij
)
and applies the A1-homotopy purity theorem [24, Theorem 2.23, page 115]. 
It follows from the very construction of the cellular A1-chain complex described in Section
2.3 that the connecting homomorphism in the A1-homology sequence of the previous A1-
cofibration:
(4.9) H˜A
1
2 (Th(νij))→ H˜
A1
1 (Th(νi))
is the restriction of the differential ∂
(i)
2 to the factor H˜
A1
2 (Th(νij)) ⊂ C
cell
2 (G), and analogously
for ∂
(j)
2 . The following property uses the fact that G is simply connected in the sense of
algebraic groups.
Lemma 4.16. The group Pic(Y i) is trivial (and so is Pic(Y j)).
Proof. The cofiber sequence of Lemma 4.15 gives rise to the exact sequence
O(Yi)
× → H1(Th(νij/i;Gm)→ Pic(Y i)→ Pic(Yi).
Now, Pic(Yi) = 0, since Yi is isomorphic to the product of T with an affine space and
H1(Th(νij/i);Gm) = Z. The morphism O(Yi)
× → H1(Th(νij/i;Gm) = Z is the valuation at
Zij . Since G is simply connected, the pairing X ⊗ Y → Z induces an isomorphism X → Y
∗
so that the fundamental weights for a basis of X. Now, [8, Lemma 4.2] implies that the
valuation O(Yi)
× → Z is surjective. 
Remark 4.17. Note that [8, Lemma 4.2] is not proved in [8], and is referred to [10] (where
it is shown by reduction to the case of SL2). In fact, by reduction to the case of SL2, it is
easy to prove this lemma using Lemma 3.4.
It follows from Lemma 4.16 that every trivialization of νi induces a unique trivialization of
νi. Let θi be a right and left T -equivariant trivialization of νi and let θi denote the induced
trivialization of νi. Then the above A
1-cofiber sequence
Th(νi)→ Th(νi)→ Th(νij)
becomes canonically and right and left T -equivariantly isomorphic to
(4.10) Σ(Gm) ∧ ((Yi)+)→ Σ(Gm) ∧ ((Y i)+)→ Σ(Gm) ∧ Th(νij/i)
where the factor Σ(Gm) on the rightmost term corresponds to θi (note that Th(νij) is the
direct sum of Th(νij/i) and a rank one trivial bundle). Observe that the axioms of symmetric
monoidal triangulated categories implies that the connecting morphism
Σ(Gm) ∧ Th(νij/i)→ Σ(Σ(Gm) ∧ ((Yi)+))
of the triangle (4.10) is the composite of the smash product with Σ(Gm) of the connecting
morphism ∂ij/i : Th(νij/i) → Σ((Yi)+) of the triangle (Yi)+ → (Y i)+ → Th(νij/i) and the
permutation Σ(Gm) ∧ Σ((Yi)+) ∼= Σ(Σ(Gm) ∧ ((Yi)+)).
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Thus, the restriction ∂
(i)
2 of the differential ∂2 to the factor of C
cell
2 (G) corresponding to
Zij is the morphism of sheaves
KMW1 ⊗H
A1
1 (Th(νij/i))
≃
−→ HA
1
2 (Σ(Gm) ∧ Th(νij/i))→ K
MW
1 ⊗ ZA1 [Yi]
(u)⊗ x 7→ −HA
1
1 (∂ij/i)(x),
where u stands for the above factor Gm itself coming from the restriction to νi of θi. The sign
comes from the permutation morphism on the smash product of two 1-dimensional simplicial
spheres. Observe that by Lemma 2.23, a change of the trivialization preserving the orientation
acts trivially on the A1-cofibration Σ(Gm)∧ ((Yi)+)→ Σ(Gm)∧ ((Y i)+), up to A
1-homotopy.
Thus the previous computations are only dependent on the orientations induced by θi.
Now, we need to conveniently choose orientations (or trivializations) of both νi and νj so
as to facilitate our computation of ∂2.
Lemma 4.18. In the case λi > λj , the morphism of k-schemes
(4.11) Ωℓ ×B · · · ×B Ωλi+1 ×B Pβλi ×B · · · ×B Pβλj ×B · · · ×B Ω1 → X˜ij
induced by taking the product in G is an isomorphism of cellular k-schemes.
Proof. We proceed in the same way as in Section 4.1 to describe Ω0i as a fiber product. From
a combinatorial point of view, the Bruhat decomposition implies that this morphism induced
a bijection onto X˜ij , which is open in G (its complement in G being a union of Bruhat cells
stable under the Bruhat ordering). Now the big cell Ωℓ ×B · · · ×B Ωλi+1 ×B Ωβλi ×B · · · ×B
Ωβλj ×B · · · ×B Ω1 and its four left translates, obtained by replacing the big cell in Pβλj and
Pβλj by their left translate through σ˙λi and or σ˙λj respectively, cover both left and right hand
side of the morphism (4.11). The restriction of (4.11) on each of these open sets is clearly an
isomorphism of schemes. 
In view of Lemma 4.18, one may compute Ccell∗ (X˜ij) using the rank one case and the
Ku¨nneth formula in the case λi > λj. However, we take a more direct approach.
Lemma 4.19. We will use the notation of Lemma 4.6. If λi > λj , then γ˜i is defined on
a neighborhood of Y i so that it defines a right and left T -equivariant trivialization θi of νi
and tγ˜j is defined on a neighborhood of Y j so that it defines a right and left T -equivariant
trivialization tθj of νj.
Proof. This follows easily from Lemma 4.18. For instance, one sees that
Uβℓ σ˙ℓ · · ·Uβλi+1σ˙λi+1U−βλiUβλi−1σ˙λi−1 · · ·Uβλj+1σ˙λj+1PλjUβλj−1σ˙λj−1 · · · σ˙1U1
is an open neighborhood of Y i = Uβℓ σ˙ℓ · Û−βλi · · ·Pλj · · · σ˙1U1 on which γ˜i is defined and
clearly defines Y i as its zero locus. For
tγ˜j one uses the open neighborhood
Uβℓ σ˙ℓ · · ·Uβλi+1σ˙λi+1PβλiUβλi−1σ˙λi−1 · · ·Uβλj+1σ˙λj+1U−λjUβλj−1σ˙λj−1 · · · σ˙1U1
of Y j and proceeds similarly. 
Remark 4.20.
(1) One may show that under the assumptions of Lemma 4.19, γ˜j does not extend to Y j .
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(2) In the case λi < λj, there is no analogue of Lemma 4.18. In this case, neither
tγ˜i nor
γ˜i is defined on an open neighborhood of Y i. Thus, we have to choose a right and left
T -equivariant trivialization of νi in another way, see Section 4.4.
In view of Lemma 4.19, we will always use the following orientation of νij in what follows.
By (4.8), we have Λ2(νij) = νi|Zij ⊗ νj|Zij . So in order to orient νij , it suffices to choose
an orientation θ′i of νi and θ
′
j of νj and then take the tensor product of these. In the case
λi > λj , we take for θ
′
i the orientation induced by γ˜i and for θ
′
j the one induced by
tγ˜j.
We thus get an identification of sheaves
KMW1 ⊗K
MW
1 ⊗ ZA1 [Zij ]
∼= H˜A
1
2 (Th(νij))
with the first factor KMW1 corresponding to θ
′
i and the second one corresponding to θ
′
j. The
corresponding variables in KMW1 in the computations below will be denoted by u for θ
′
i and
v for θ′j. We also get identifications
KMW1 ⊗ ZA1 [Zij ]
∼= H˜A
1
1 (Th(νij/i))
using θ′j|Zij as the orientation of νij/i and similarly
KMW1 ⊗ ZA1 [Zij ]
∼= H˜A
1
1 (Th(νij/j))
using θ′i|Zij as the orientation of νij/j. Each of these isomorphisms is left and right T -
equivariant, where each factor is equipped with the corresponding left and right ZA1 [T ]-
module structure. For instance, the factor KMW1 corresponding to θ
′
i is endowed with the left
and right ZA1 [T ]-module structures coming from the equivariant properties of the function
used to define the trivialization (see Lemma 4.6). If we use these orientations θ′i of νi and θ
′
j
of νj to identify H˜
A1
1 (Th(νi)) with K
MW
1 ⊗ ZA1 [Yi] and H˜
A1
1 (Th(νj)) with K
MW
1 ⊗ ZA1 [Yj],
then we obtain the following fact from the above discussion.
Lemma 4.21. The differential
∂
(i)
2 : K
MW
1 ⊗K
MW
1 ⊗ ZA1 [Zij ]
∼= H˜A
1
2 (Th(νij))→ H˜
A1
1 (Th(νi))
∼= KMW1 ⊗ ZA1 [Yi]
in C˜cell∗ (G) is given by
(u)⊗ (v)⊗ x 7→ −(u)⊗HA
1
1 (∂ij/i)
(
(v)⊗ x
)
and the differential
∂
(j)
2 : K
MW
1 ⊗K
MW
1 ⊗ ZA1 [Zij ]
∼= H˜A
1
2 (Th(νij))→ H˜
A1
1 (Th(νj))
∼= KMW1 ⊗ ZA1 [Yj ]
is given by
(u)⊗ (v)⊗ x 7→ (v)⊗HA
1
1 (∂ij/j)
(
(u)⊗ x
)
.
Remark 4.22. The sign in the formula for ∂
(i)
2 in Lemma 4.21 has already been explained
in the paragraph preceding Lemma 4.6. Observe that the sign disappears in the formula
for ∂
(j)
2 for the following reason. We have to first use the permutation Σ(Gm) ∧ Σ(Gm)
∼=
Σ(Gm) ∧ Σ(Gm), which induces after applying H
A1
2 the automorphism
KMW1 ⊗K
MW
1
∼=KMW1 ⊗K
MW
1 ; (u)⊗ (v) 7→ −(v)⊗ (u)
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and then apply the formula analogous to that of ∂
(i)
2 . In the computation of the differential,
we use again a permutation of the two simplicial circles as explained above, and this cancels
the first sign.
However, in Section 4.1, we made the convention to orient νi always with γ˜i (see the
paragraph after Lemma 4.7). This was made to be able to explicitly compute Z1(G) and
Z1(G) ⊗Z
A1 [T ]
Z. We have to take this into account in our explicit computations as the
restriction of θ′i need not be θi (Remark 4.20).
We also need to determine the degree 1 differentials
HA
1
1 (∂ij/i) : K
MW
1 ⊗ ZA1 [Zij ]
∼= HA
1
1 (Th(νij/i))→ H
A1
0 (Yi) = ZA1 [Yi]
and
HA
1
1 (∂ij/j) : K
MW
1 ⊗ ZA1 [Zij ]
∼= HA
1
1 (Th(νij/j))→ H
A1
0 (Yj) = ZA1 [Yj ].
The problem here is the following: the restriction of θ′j on Yi is a local parameter for the
closed immersion Zij ⊂ Yi and consequently, defines the orientation of νij/i which which is
used in the determination of the differential. However, there is another local parameter, γ˜ij/i,
for the closed immersion Zij ⊂ Yi, for which the morphism H
A1
1 (∂ij/i) is “easy” to compute,
and it is not always the restriction of θ′j. We now describe γ˜ij/i.
The union Y ij := Yi ∐ Zij is a smooth k-scheme isomorphic to
Ωℓ ×B · · · ×B Pµj ×B · · · ×B B ×B · · ·Ω1
(by taking the product in G), where Pµj is in the µjth place and B is in the λith place. Thus,
Y ij ∼= Uβℓ σ˙ℓ · · ·Pµj σ˙µj−1Uβµj−1 · · · σ̂λiÛλi · · · σ˙1Uβ1
and
Zij ∼= Uβℓσ˙ℓ · · ·Bµj σ˙µj−1Uβµj−1 · · · σ̂λiÛλi · · · σ˙1Uβ1 .
Thus, it is easy to compute the morphism HA
1
1 (∂ij/i), if one chooses the local parameter
defining B in Pµj through the open neighborhood U−βµj × B ⊂ Pµj for the orientation as it
was done in the determination of the rank one case in Section 3.1. We denote by γ˜ij/i this
local parameter.
Lemma 4.23. If λi > λj , then γ˜i|Yj = γ˜ij/j and
tγ˜j |Yi =
tγ˜ij/i.
Proof. This follows in the same way as the proof of Lemma 4.19 and we leave the details to
the reader. 
Remark 4.24.
(1) One may prove an analogous formula to Lemma 4.7 comparing the trivializations θij/i
and tθij/i of νij/i induced by γ˜ij/i and
tγ˜ij/i:
tθij/i = y˜βλj · θij/i,
where y˜βλj : Zij → Gm is the invertible function obtained by composing the projection
Zij = Bw˜ijTU → T and the character βλj .
(2) If λi < λj and if αi and αj are adjacent in the Dynkin diagram, then it can be shown
that tγ˜i|Yj does not agree with
tγ˜ij/j and γ˜j |Yi does not agree with γ˜ij/i as well.
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(3) One may verify that for G = SL3 with the standard pinning, with w0 = s2s1s2 the
chosen reduced expression of the longest word in W , we are in the case λ1 = 3 > 1 =
λ2, and that the restriction of γ˜2 to Y1 is different from γ˜12/1.
Now, it remains to put together the previous computations, but at this point it is convenient
to distinguish the case λi > λj from the case λi < λj .
4.3. Image of the degree 2 differential: the case λi > λj.
In this case, we have λj = µj by Lemma 4.13 and this yields a canonical reduced expression
of wij obtained by removing two simple reflections in the chosen reduced expression (4.2) of
w0:
w[i,j] := w0sisj = σℓ · · · σ̂λi · · · σ̂λj · · · σ1.
We write this expression in an obvious way as w[i,j] = w
′′′
[i,j]σ̂λiw
′′
[i,j]σ̂λjw
′
[i,j], thereby defining
w′[i,j], w
′′
[i,j] and w
′′′
[i,j]. Thus,
wi = w0si = w
′′′
[i,j]σ̂λiw
′′
[i,j]σλjw
′
[i,j]
is the reduced expression for wi obtained by removing σλi from that of w0. Consequently,
w′′i = w
′′′
[i,j] and w
′′
[i,j]σλjw
′
[i,j] = w
′
i (see Notation 4.5). Also,
wj = w0sj = w
′′′
[i,j]σλiw
′′
[i,j]σ̂λjw
′
[i,j]
is the reduced expression for wj obtained by removing λj from that of w0 and hence, we have
w′′j = w
′′′
[i,j]σλiw
′′
[i,j] and w
′
j = w
′
[i,j]. We now fix the horizontal reduced expressions for Bruhat
cells in codimension 2.
Notation 4.25. With the above notation, we set
w˜[i,j] := w˙
′′′
[i,j]w˙
′′
[i,j]w˙
′
[i,j] = σ˙ℓ · · · σ˙λi+1σ˙λi−1 · · · σ˙λj+1σ˙λj−1 · · · σ˙1 ∈ NG(T ).
When there is no confusion, we will simply write wij , w
′
ij etc for w[i,j], w
′
[i,j] etc for the sake
of brevity.
We will use the identification ZA1 [Zij ] ∼= ZA1 [w˜ijT ]. In that case, the restriction of θ
′
i to νi
is θi and it follows that
(4.12) ∂
(i)
2 ((u)⊗ (v)⊗ [w˜ij · t]) = −(u)⊗H
A1
1 (∂ij/i)
(
(v)⊗ [w˜ij · t]
)
,
for all t ∈ T . Now, we want to compute HA
1
1 (∂ij/i)
(
(v) ⊗ [w˜ij · t]
)
. By the very definition,
HA
1
1 (∂ij/i) is the connecting morphism
HA
1
1 (Th(νij/i))→ H
A1
0 (Yi) = ZA1 [w˜iT ]
coming from the cofibration sequence Yi ⊂ Y i → Th(νij/i). If we use the orientation of νij/i
induced by γ˜ij/i, we get an identification
HA
1
1 (Th(νij/i))
∼= KMW1 ⊗ ZA1 [Zij ] = K
MW
1 ⊗ ZA1 [w˜ijT ],
and HA
1
1 (∂ij/i) is given by the formula for rank 1 case determined in Lemma 4.9. Our
conventions say that v in this case comes the orientation θ′j induced by
tγ˜j , which restricts
on Yi exactly to
tγ˜ij/i by Lemma 4.23. Thus, in order to compute
HA
1
1 (∂ij/i) : K
MW
1 ⊗ ZA1 [w˜ijT ]→ ZA1 [w˜iT ]
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using our orientations, we first need to change the orientation of νij/i to that induced by
γ˜ij/i, and then apply Lemma 4.9, together with an appropriate twist. More precisely, with
the previous orientations and conventions, the cellular A1-chain complex of Y i is given by
C˜cell(Y i) = Z[w˙
′′′
ij w˙
′′
ij]⊗ C˜
cell
∗ (Pλj )⊗ Z[w˙
′
ij ],
with C˜cell∗ (Pλj ) being the chain complex:
KMW1 ⊗ ZA1 [T ]
∂
−→ ZA1 [σ˙λjT ]; ∂((v) ⊗ [t]) 7→ [σ˙λj · (β
∨
λj
(v) · t)],
by Remark 3.8 (4). We will use Remark 4.24 and the following straightforward lemma.
Lemma 4.26. Let ζ ∈ O×X be an invertible function on X. The automorphism of
HA
1
1 (Th(OX )) = K
MW
1 ⊗ ZA1 [X]
induced by the automorphism of the line bundle OX given by multiplication by ζ is given at
every point x ∈ X by multiplication by 〈ζ(x)〉 on the factor KMW1 .
Therefore, since w˜i = w˙
′′′
ij w˙
′′
ij σ˙λj w˙
′
ij, it can be verified that
HA
1
1 (∂ij/i) : K
MW
1 ⊗ ZA1 [w˜ijT ]→ ZA1 [w˜iT ]
is given by
(4.13) (v)⊗ [w˜ij · t] 7→ w˜i · (〈βλj (t)〉 · (v)j)[t]
as (w˙′ij)
−1(β∨λj ) = α
∨
j by Lemma 4.3 (as seen in the proof of Lemma 4.6).
Over a field extension F of k, the sections of the sheaf KMW1 ⊗ ZA1 [w˜ijT ] are generated
as a right ZA1 [T ]-module by elements of the form (v)⊗ [w˜ij · 1] and the sections of the sheaf
KMW1 ⊗K
MW
1 ⊗ ZA1 [w˜ijT ] are generated as a right ZA1 [T ]-module by elements of the form
(u)⊗ (v)⊗ [w˜ij · 1], where u, v ∈ F
× and 1 denotes the neutral element of T (F ). So it suffices
to determine ∂2 on these symbols. Substituting (4.13) into (4.12), we obtain
(4.14) ∂
(i)
2 ((u)⊗ (v) ⊗ [w˜ij · 1]) = −(u)⊗
(
(v)j · [w˜i · 1]
)
in KMW1 ⊗ ZA1 [w˜iT ]. We now compute ∂
(j)
2 ((u)⊗ (v)⊗ [w˜ij · 1]). In that case the restriction
of θ′j to νj is β
−1
λj
· θj and the restriction of γ˜i to Yj is γ˜ij/j by Lemma 4.23. Now, the chain
complex of Y j in this case is:
C˜cell(Y i) = Z[w˙
′′′
ij ]⊗ C˜
cell
∗ (Pλi)⊗ Z[w˙
′′
ijw˙
′
ij ]
with C˜cell∗ (Pλi) being the chain complex (by Remark 3.8 (4)):
KMW1 ⊗ ZA1 [T ]
∂
−→ ZA1 [w˜jT ], ∂((u) ⊗ [t]) = [σ˙λi · (β
∨
λi(u) · t)]
Now, since w0sisj = σℓ · · · σ̂λi · · · σ̂λj σ˙1sisj , we have w˙
′′
ijw˙
′
ij = σ˙λi · · · σ˙1s˙is˙j. We rewrite this
as
σ˙λiw˜
′′
ijw˜
′
ij = σ˙λi−1 · · · σ˙1s˙is˙j
= σ˙λi−1 · · · σ̂λj · · · σ˙1s˙j s˙is˙j,
which follows from Lemma 4.3 in case s is the reflection sjsisj, as observed in Remark 4.4,
as sj(αi) ∈ Φ
+. Consequently, it follows that
(w˙′ij)
−1 ◦ (w˙′′ij)
−1(β∨λi) = sj(α
∨
i ).
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Thus, HA
1
1 (∂ij/j) : K
MW
1 ⊗ ZA1 [w˜ijT ]→ ZA1 [w˜jT ] is given by
(4.15) (v)⊗ [w˜ij · t] 7→ w˜j ·
(
〈βλi(t)〉 · sj((v)i)
)
[t].
However, note that the formula (4.15) is with respect to the orientation θj . With respect to
the orientation θj, the formula for ∂
(j)
2 is given by Lemma 4.21 as follows:
∂
(j)
2 ((u)⊗ (v)⊗ [w˜ij · 1]) = (v)⊗ (w˜j · sj · (u)i).
According to our choice of orientations (made in the paragraph above Lemma 4.21), in order
to get the correct formula for the differential ∂
(j)
2 , we need to compute the image of (v) ⊗
(w˜j ·sj · (u)i) under the automorphism of K
MW
1 ⊗ZA1 [w˜jT ] given by the change of orientation
from θj to
tθj. By Lemma 4.7,
tθj differs from θj by the character associated with the root
−βλj . We will use the following observation in the determination of ∂
(j)
2 .
Lemma 4.27. For any v ∈ F×, w ∈W with a lift w˜ ∈ NG(T ) and t ∈ T , if T acts on K
MW
1
on the left through the character β : T → Gm, then one has
(t)⊙
(
(v)⊗ [w˜ · 1]
)
=
(
η(β(t))(v)
)
⊗ [w˜ · 1] + 〈β(t)〉(v) ⊗ [w˜ · w−1(t)]
in KMW1 ⊗ ZA1 [w˜T ], where ⊙ denotes the ZA1 [T ]-action on K
MW
1 ⊗ ZA1 [w˙T ].
Proof. One first reduces to the case T = Gm and β : Gm → Gm a group homomorphism. If
Ψ : ZA1 [Gm]→ ZA1 [Gm]⊗ ZA1 [Gm] is the diagonal, we have
Ψ(t) = (t)1 + (t)2 + (t)1(t)2,
where we identify ZA1 [Gm] ⊗ ZA1 [Gm] with Z ⊕ K
MW
1 ⊕ K
MW
1 ⊕ (K
MW
1 ⊗ K
MW
1 ) and use
the conventions of Section 3.3. Clearly, (t)1(t)2 = (−1)(t). Moreover, we have (t)i(t
′)i =
(η(t)(t′))i, for i = 1, 2. Thus, (t) acts through (v) 7→ η(β(t))(v) on K
MW
1 and using the
formula for Ψ(t) and the relation 〈v〉 = η(v) + 1, we get
(t)⊙
(
(v)⊗ [w˜ · 1]
)
=
(
η(β(t))(v)
)
⊗ [w˜ · 1] + (v)⊗ (t)[w˜ · 1] + (η(β(t))(v)) ⊗ (t)[w˜ · 1]
=
(
η(β(t))(v)
)
⊗ [w˜ · 1] + 〈β(t)〉(v) ⊗ (t)[w˜ · 1]
=
(
η(β(t))(v)
)
⊗ [w˜ · 1] + 〈β(t)〉(v) ⊗ [w˜ · w−1(t)].

Given any field extension F of k and u ∈ F×, we define
(4.16) ρij := βλj (sj(α
∨
i (u)))
−1 ∈ F×,
for every i, j ∈ {1, . . . , r} with i 6= j. Now, putting everything together, it follows from
Lemmas 4.7, 4.26 and 4.27 that we have
(4.17) ∂
(j)
2 ((u) ⊗ (v)⊗ [w˜ij · 1]) = 〈ρij〉(v) ⊗ w˜j · sj(u)i + η(ρij)(v)⊗ [w˜j · 1]
in KMW1 ⊗ ZA1 [w˜jT ].
To summarize, we have obtained the following from the above discussion and formulas
(4.14) and (4.17).
Proposition 4.28. Let F be a finitely generated field extension of k and let u, v ∈ F×. Let
i, j ∈ {1, . . . , r} be such that i 6= j and let the notations be as above. Then there is a unit ρij
in F depending only upon u (and given by (4.16)) such that:
∂2((u)⊗ (v)⊗ [w˜ij · 1]) = 〈ρij〉(v) ⊗ w˜j · sj(u)i + η(ρij)(v) ⊗ [w˜j · 1]− (u)⊗ w˜i · (v)j .
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We now determine the image of
∂2 : C˜
cell
2 (G) = ⊕
[i,j]
KMW2 ⊗ ZA1 [w˜[i,j]T ]→ Z1(G).
We will use the notation consistent with Lemma 4.10. For the sake of brevity, we will simply
write wij for w[i,j]. Let F be a finitely generated field extension of k and let u, v ∈ F
×. For
each i, we denote by
φi : K
MW
2 ⊗ ZA1 [w˜ijT ]→
r
⊕
i=1
KMW1 ⊗ ZA1 [w˜iT ]
the morphism defined by
(u, v) ⊗ [w˜ij · 1] 7→ φi(u, v) := (u)⊗ w˜i · (α
∨
i (v))− η(u)(v) ⊗ [w˜i · 1]
= (u)⊗ w˜i · (v)i − η(u)(v) ⊗ [w˜i · 1]
(4.18)
and for each (i, j) with i 6= j, we denote by
δij : K
MW
2 ⊗ ZA1 [w˜ijT ]→
r
⊕
i=1
KMW1 ⊗ ZA1 [w˜iT ]
the morphism defined by
(u, v) 7→ δij(u, v) := (u)⊗ w˜i · (α
∨
j (v))− (v) ⊗ w˜j · (α
∨
i (u))
= (u)⊗ w˜i · (v)j − (v) ⊗ w˜j · (u)i.
(4.19)
Note that the image of φi lies in the summand K
MW
1 ⊗ ZA1 [w˜iT ] of C˜
cell
1 (G), whereas the
image of δij lies in
(
KMW1 ⊗ ZA1 [w˜iT ]
)
⊕
(
KMW1 ⊗ ZA1 [w˜jT ]
)
.
For i 6= j, the roots αi and αj are related in the group of cocharacters of T by
sj(α
∨
i ) = α
∨
i + njiα
∨
j ,
where nji = −〈αj , α
∨
i 〉 is the corresponding coefficient of the Cartan matrix of G [7, Chapter
VI, §1, page 144], which is known to belong to the set {0, 1, 2, 3}. One has nji = 0 if and only
if αi and αj are not adjacent in the Dynkin diagram of G. It follows that in ZA1 [T ], with our
conventions, we have
(4.20) sj(u)i = (α
∨
i (u)α
∨
j (u
nji)) = (u)i + (u
nji)j + (u)i(u
nji)j .
Theorem 4.29. Let G be a split, semisimple, almost simple, simply connected algebraic group
over k and let F be a finitely generated field extension of k. Let i, j ∈ {1, . . . , r} be such that
i 6= j. For u ∈ F×, let ρij be defined by (4.16).
(a) Suppose that αi and αj are not adjacent in the Dynkin diagram of G. Then 〈ρij〉 = 1
and for any u, v ∈ F×, we have
∂2((u)⊗ (v)⊗ [w˜[i,j] · 1]) = δji(v, u).
(b) Suppose that αi and αj are adjacent in the Dynkin diagram of G with λi > λj and nji
even; that is, nji = 2. Then 〈ρij〉 = 1 and for any u, v ∈ F
×, we have
∂2((u)⊗ (v)⊗ [w˜ij · 1]) = δji(v, u) + φj(v, u
2)(1 + (−1)i).
(c) Suppose that αi and αj are adjacent in the Dynkin diagram of G with λi > λj and nji
odd. Then 〈ρij〉 = 〈u〉 and we have
∂2((u) ⊗ (v)⊗ [w˜ij · 1]) = δji(v, u) + φj(〈u〉(v)(u
n))(1 + (u)i),
where n = nij.
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Proof. We first prove (a). If αi and αj are not adjacent in the Dynkin diagram of G, then
sisj = sjsi and we have sj(α
∨
i (u)) = (α
∨
i (u)). Since sisj = sjsi, we have w[i,j] = w[j,i] and we
can always assume λi > λj , after permuting the indices if required. Since ∂1 ◦ ∂2((u)⊗ (v)⊗
[w˜ij · 1]) = 0, applying Proposition 4.28 and Lemma 4.9, we obtain
0 = ∂1 ◦ ∂2((u)⊗ (v)⊗ [w˜ij · 1])
= ∂1 (〈ρij〉(v)⊗ w˜j · sj(u)i + η(ρij)(v)⊗ [w˜j · 1]− (u)⊗ w˜i · (v)j)
= w˜0 · 〈ρij〉(v)j · (u)i + w˜0 · (η(ρij)(v))j − w˜0 · (u)i · (v)j
in ZA1 [w˜0T ]. By the structure of the commutative algebra ZA1 [T ] (see (3.16)), it follows that
η(ρij)(v) = 0 inK
MW
1 (F ) and that 〈ρij〉(v)j ·(u)i−(u)i ·(v)j = 0. Since η(ρij)(v) = 0 for every
v ∈ F×, it follows from a standard argument using restriction to the purely transcendental
field extension F (t) and applying the residue homomorphism at the place t that η(ρij) = 0.
Consequently, 〈ρij〉 = 1 in GW(F ). Thus, we have
∂2((u)⊗ (v)⊗ [w˜ij · 1]) = (v)⊗ w˜j · (u)i − (u)⊗ w˜i · (v)j = −δij(u, v) = δji(v, u),
proving (a). We now prove (b). Since nji = 2, we have
sj(u)i = (u)i + (u
2)j + (u)i(u
2)j .
As in the proof of part (a), the relation ∂1 ◦∂2((u)⊗ (v)⊗ [w˜ij ·1]) = 0 after applying applying
Proposition 4.28 and Lemma 4.9 yields
0 = w˜0 · 〈ρij〉(v)j · sj(u)i + w˜0 · (η(ρij)(v))j − w˜0 · (u)i · (v)j ∈ ZA1 [w˜0T ].
Thus, after cancelling w˜0, we have the following equality in ZA1 [T ]:
0 = (〈ρij〉(v))j · sj(u)i + (η[ρij ](v))j − (u)i(v)j
= (〈ρij〉(v))j(u)i + (〈ρij〉(v))j(u
2)j + (〈ρij〉(v))j(u)i(u
2)j + (η(ρij)(v))j − (u)i(v)j
As in the proof of (a), it follows from the structure of ZA1 [T ] that η(ρij) = 0, whence 〈ρij〉 = 1
in GW(F ). Now, by Proposition 4.28, we have
∂2((u) ⊗ (v)⊗ [w˜ij · 1]) = (v)⊗ w˜j · sj(u)i − (u)⊗ w˜i · (v)j
= (v)⊗ w˜j · (u)i + (v)⊗ w˜j · (u
2)j + (v) ⊗ w˜j · (u)i(u
2)j
− (u)⊗ w˜i · (v)j
= δji(v, u) + (v)⊗ w˜j · (u
2)j + (v) ⊗ w˜j · (u)i(u
2)j
From the relations (u)(u) = (−1)(u), (u2) = h(u) and ηh = 0 (where h = 2ǫ = 1 + 〈−1〉) in
Milnor-Witt K-theory, it follows that
(u)i(u
2)j = (u)i(u)jh = (−1)i(u)jh = (−1)i(u
2)j
and that φj(v, u
2) = (v)⊗ w˜j · (u
2)j . Therefore, we obtain
∂2((u)⊗ (v)⊗ [w˜ij · 1]) = δji(v, u) + φj(v, u
2)(1 + (−1)i),
as desired.
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In order to prove (c), we proceed exactly as above to expand and simplify the relation
∂1 ◦ ∂2((u) ⊗ (v) ⊗ [w˜ij · 1]) = 0 using Proposition 4.28, Lemma 4.9 and (4.20) to obtain
0 = (〈ρij〉(v))j · sj(u)i + (η(ρij)(v))j − (u)i(v)j
= (〈ρij〉(v))j(u)i + (〈ρij〉(v))j(u
n)j + (〈ρij〉(v))j(u)i(u
n)j + (η(ρij)(v))j − (u)i(v)j
= (〈ρij〉(v))j(u)i + (η〈ρij〉(v)(u
n))j + (u)i(η〈ρij〉(v)(u
n))j + (η(ρij)(v))j − (u)i(v)j
in ZA1 [T ]. By the structure of ZA1 [T ] (3.16), we obtain
η〈ρij〉(v)(u
n) + η(ρij)(v) = 0
and
(〈ρij〉(v))j(u)i + (u)i(η〈ρij〉(v)(u
n))j − (u)i(v)j = 0,
for any u, v ∈ F×. Since n is odd, we have η(un) = nǫ · η(u) = η(u). Using the relation
(ρiju) = 〈ρij〉(u) + (ρij) (see [23, Lemma 3.5]), we obtain
0 = η〈ρij〉(v)(u
n) + η(ρij)(v) = η(ρiju) · (v),
for every v ∈ F×. Again, using the restriction to F (t) followed by the residue at the place t,
it follows that
η(ρiju) = 〈ρiju〉 − 1 = 0 ∈ GW(F ).
Hence, 〈ρij〉 = 〈u〉 and also η(ρij) = η(u). Since
0 = η(ρiju) = η(ρij) + η〈ρij〉(u) = η(u) + η〈u〉(u),
we also have −η〈u〉(u) = η(u). Therefore,
∂2((u)⊗ (v)⊗ [w˜ij · 1]) = 〈ρij〉(v)⊗ w˜j · sj(u)i + η(ρij)(v) ⊗ [w˜j · 1]− (u)⊗ w˜i · (v)j
= 〈u〉(v) ⊗ w˜j · (u)i + 〈u〉(v) ⊗ w˜j · (u
n)j + 〈u〉(v) ⊗ w˜j · (u)i(u
n)j
+ η(u)(v) ⊗ [w˜j · 1]− (u)⊗ w˜i · (v)j
= δji(v, u) + η(u)(v) ⊗ w˜j · (u)i + 〈u〉(v) ⊗ w˜j · (u
n)j
+ 〈u〉(v) ⊗ w˜j · (u)i(u
n)j + η(u)(v) ⊗ [w˜j · 1]
= δji(v, u) + (〈u〉(v) ⊗ w˜j · (u
n)j + η(u)(v) ⊗ [w˜j · 1]) (1 + (u)i)
= δji(v, u) + φj(〈u〉(v)(u
n))(1 + (u)i).

In particular, considering these computations modulo T (that is, after tensoring with Z
over ZA1 [T ]) and using Lemma 4.10 we can conclude:
Theorem 4.30. Let G and F be as in Theorem 4.29. Let i and j be distinct indices in
{1, . . . , r} and assume λi > λj for our chosen reduced expression of w0. For any u, v ∈ F
×,
we denote by ∂ij
(
(u)(v)
)
the class of
∂2((u) ⊗ (v)⊗ [w˜ij · 1]) ∈ Z1(G)
in Z1(G)⊗Z
A1 [T ]
Z. Then for any u, v ∈ F×, we have (with obvious notations):
(a) Suppose that αi and αj are not adjacent in the Dynkin diagram of G. Then
∂ij
(
(u)(v)
)
= δji(v, u) ∈ (K
M
2 )ji ⊂ Z1(G)⊗Z
A1 [T ]
Z.
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(b) Suppose that αi and αj are adjacent in the Dynkin diagram of G with nji even; that
is, nji = 2. Then
∂ij
(
(u)(v)
)
= δji(v, u) + h · φj(v, u) ∈ (K
M
2 )ji ⊕ (K
MW
2 )j ⊂ Z1(G)⊗Z
A1 [T ]
Z.
(c) Suppose that αi and αj are adjacent in the Dynkin diagram of G with nji odd. Then
∂ij
(
(u)(v)
)
= δji(v, u) + (nji)ǫ · φj(v, u) ∈ (K
M
2 )ji ⊕ (K
MW
2 )j ⊂ Z1(G)⊗Z
A1 [T ]
Z.
4.4. Image of the degree 2 differential: the case λi < λj.
Let [i, j] be a pair of indices such that λi < λj in the sense of Notation 4.5. Recall that λi
and λj depend upon the fixed reduced expression (4.2) of w0. We will show that there always
exists a reduced expression
w0 = σ
′
ℓ · · · σ
′
1
as a product of simple reflections, possibly different from 4.2, such that λ′i > λ
′
j , with obvious
notation: λ′i denotes the unique index such that
σ′ℓ · · · σ̂
′
λ′i
. . . σ′1
is a reduced expression of wi = w0si, for every i.
Notation 4.31. We write w˘0 = σ˙′ℓ · · · σ˙′1 ∈ NG(T ), and w˘i for the lift of wi obtained
by removing σ˙′λ′i from it. These choices define another orientation θ˘i of νi and another
identification
ZA1(Yi)) ∼= Z[w˘iT ].
We clearly have an isomorphism of sheaves
(4.21) Υi : K
MW
1 ⊗ Z[w˜iT ]
≃
−→ KMW1 ⊗ Z[w˘iT ].
We denote for every i ∈ {0, 1, . . . , r}
ςi := (w˘i)
−1w˜i,
which is an element of T . The element ς0 is related to the elements ςi for 1 ≤ i ≤ r by the
following relation.
Lemma 4.32. For any unit u (in a finitely generated field extension of k), we have
[ς0](u)i = [ςi](〈τi〉(u))i ∈ ZA1 [T ].
Proof. The above equality is equivalent to showing that
([ς0]− [ςi][τi]i) · (u)i = 0.
This is obtained by applying the formula of the first differential ∂
(i)
1 from Lemma 4.9, the
comparison isomorphism (4.21) and its analogue in degree 0. 
Proposition 4.33. Let θ˜i denote the orientation of the normal bundle νi of Yi in G deter-
mined by the choice of the reduced expressions in Notation 4.5.
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(a) Let τi ∈ k
× denote the unit corresponding to the comparison of the orientations θ˜i
and θ˘i of νi; in other words, the automorphism
θ˘−1i ◦ θ˜i : O
1
Yi → O
1
Yi .
The composition
k
u−βλi−−−−→ u−βλi
Adw˜′′
i−−−→ u−α′i
Ad−1
(w˘′′
i
)
−−−−→ u−βλ′
i
u−1
−β
λ′
i−−−−→ k
through the chosen weak pinning of G corresponds to multiplication by an element of
k×, which agrees with τi up to square classes.
(b) The isomorphism Υi of (4.21) satisfies the following formula, for every units u and
v in a finitely generated field extension of k (with obvious notations):
Υi(φ˜i(u, v)) = φ˘i(〈τi〉(u)(v)) · [ςi] ∈K
MW
1 ⊗ ZA1 [w˘iT ].
Proof. Part (a) follows directly from Lemma 4.26, Lemma 4.32 and the obvious variants
of Proposition 3.13 and Lemma 3.15. Part (b) follows immediately from the fact that the
isomorphism KMW1 ⊗ Z[w˜iT ]
≃
→ KMW1 ⊗ Z[w˘iT ] is induced by
(u)⊗ [w˜i · t] 7→ 〈τi〉(u)⊗ [w˘i · (ςit)].

Corollary 4.34. For any j 6= i, we have
̟j(ς0) = ̟j(ςi)
and for j = i, we have
̟i(ς0) ≡ ̟i(ςi) mod k
×2.
In other words, there exists τ ′i ∈ k
× such that
ς0 = ςi · α
∨
i (τ
′
i) ∈ T
with 〈τi〉 = 〈τ
′
i〉.
Proof. One expends the equation ([ς0]− [ςi][τi]i) · (u)i = 0 in ZA1 [T ] using the decomposition
(3.17). For t = (t1, . . . , tr) ∈ T , with ti in the image of the coroot α
∨
i , the component of
[t](u)i in the summand K
MW
1 corresponding to the index j in (3.17) is, 0 for each j 6= i,
and is (u) + η(ti)(u) = 〈ti〉(u) for j = i. The component of [t](u)i in the summand K
MW
2
corresponding to the index (i, j) in (3.17) for i 6= j is (tj)(u) (up to permutation, depending
on whether i < j or j < i). Thus, for a given i, the equation ([ς0] − [ςi][τi]i) · (u)i = 0 for
every u ∈ F× implies that for each j 6= i, we have
̟j(ς0)(u) = ̟j(ςi)(u) ∈ K
MW
2 ,
for every u ∈ F×. By restricting to a purely transcendental extension of F and taking a
suitable residue, it follows that (̟j(ς0)) = (̟j(ςi)) in K
MW
1 and hence, ̟j(ς0) = ̟j(ςi) in
Gm. On the other hand, for j = i, we have
〈̟j(ς0)〉(u) = 〈̟j(ςi)〉〈τi〉(u) ∈ K
MW
1 ,
for every u ∈ F× and consequently, in the same way as above, we have 〈̟j(ς0)〉(u) = 〈̟j(ςi)τi〉
in GW(k). This proves the claim. 
CELLULAR A1-HOMOLOGY AND THE MOTIVIC VERSION OF MATSUMOTO’S THEOREM 69
Remark 4.35. As one sees above, τi is only well-defined up to squares (since it depends upon
the weak pinning). So in fact we may always choose τi ∈ k
× so that we have ς0 = ςi · α
∨
i (τi)
as elements of T . Thus, we have
[ς0] = [ςi] · [τi]i
in ZA1 [T ]. We will fix such a choice of τi, for every i ∈ {1, . . . , r}, in what follows.
Using these observations, we may rewrite the above change of reduced expression isomor-
phism (4.21) as well as the morphisms φi and δij (see (4.18) and (4.19)) as follows.
Proposition 4.36. With the above notation, we have the following, for all units u, v in a
finitely generated field extension of k.
(a) For every i ∈ {1, . . . , r}, we have
Υi((u) ⊗ [w˜i · 1]) = (u)⊗ [w˘i · ς0]− φ˘i(u, τi) · [ςi].
(b) For every i ∈ {1, . . . , r}, we have
Υi(φ˜i(u, v)) = φ˘i(u, v) · [ς0]− φ˘i(u, τi) · [ςi](v)i + φ˘i(η(u)(v)(τi)) · [ςi]
in KMW1 ⊗ ZA1 [w˘iT ].
(c) For i 6= j, we have:
Υi(δ˜ij(u, v)) = δ˘ij(u, v) · [ς0]− φ˘i(u, τi) · [ςi](v)j + φ˘j(v, τi) · [ςj](u)i.
Proof. We have Υi((u)⊗ [w˜i · 1]) = 〈τi〉(u)⊗ [w˘i · ςi]. Since 〈τi〉 = 1 + η(τi), we get
Υi((u)⊗ [w˜i · 1]) = 〈τi〉(u) ⊗ [w˘i · ςi]
= (u)⊗ [w˘i · ςi] + (η(u)(τi))⊗ [w˘i · ςi]
= (u)⊗ [w˘i · ςi] + (u)⊗ [w˘i · ςi](τi)i − (u)⊗ [w˘i · ςi](τi)i
+ (η(u)(τi))⊗ [w˘i · ςi]
= (u)⊗ [w˘i · ςi](1 + (τi)i)− φ˘i(u, τi) · [ςi]
= (u)⊗ [w˘i · ςi][τi]i − φ˘i((u, τi) · [ςi]
= (u)⊗ [w˘i · ς0]− φ˘i(u, τi) · [ςi],
by Remark 4.35. This proves (a). Parts (b) and (c) follow similarly by using the relation
〈τi〉 · [ςi] = [ς0], for each i and the formulas for φ˘i and δ˘ij analogous to (4.18) and (4.19). 
Corollary 4.37. The automorphism
Υ :
(
⊕
i
KMW2
)
⊕
(
⊕
(i,j); i<j
KM2
)
→
(
⊕
i
KMW2
)
⊕
(
⊕
(i,j); i<j
KM2
)
induced by the change of reduced expression isomorphism on Ccell1 (G):
⊕
i
Υi : ⊕
i
KMW1 ⊗ ZA1 [w˜iT ]
≃
−→ ⊕
i
KMW1 ⊗ ZA1 [w˘iT ]
through the identification
(
⊕
i
KMW2
)
⊕
(
⊕
(i,j); i<j
KM2
)
∼= Z1(G) ⊗Z
A1 [T ]
Z given by Lemma
4.10 satisfies the following, for any finitely generated field extension F of k and u, v ∈ F×.
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(a) For every i, we have
Υ(φ˜i(u, v)) = φ˘i(〈τi〉(u)(v)) ∈ K
MW
2 .
(b) For every i 6= j, we have
Υ(δ˜ij(u, v) = δ˘ij(u, v) ∈ K
M
2 .
Proof. This is a direct consequence of the formulas in Proposition 4.36, using the observation
that after going modulo T (that is, applying −⊗Z
A1 [T ]
Z), one has
φ˘i(u, τi)[ςi](v)j = 0
and
φ˘j(v, τj)[ςj ](u)i = 0,
since (u)i = [u]i − [1] and (v)j = [v]j − [1] are both in the augmentation ideal; that is, the
kernel of the morphism ZA1 [T ]→ Z. 
We are now set to reduce to the case λi > λj already treated above using the following
lemma and the computations on change of reduced expression for w0 carried out above.
Lemma 4.38. Let [i, j] be a pair of indices such that λi < λj in the sense of Notation 4.5
with respect to the reduced expression w0 = σℓ · · · σ1 given by (4.2). There exists another
reduced expression σ′ℓ · · · σ
′
1 of w0 for which, with obvious notations, one has λ
′
i > λ
′
j .
Proof. Let W{i,j} ⊂ W be the subgroup generated by si and sj. Note that W{i,j} is also a
Coxeter group, being the Weyl group of the subgroupGij of G of semi-simple rank 2 generated
by T , Sαi and Sαi . Let v0 ∈W{i,j} be the longest element of W{i,j}. Then u0 = w0v0 has the
property that for any v ∈W{i,j}, ℓ(u0v) = ℓ(u0)+ℓ(v). This follows easily from the properties
of the longest word in Coxeter groups (see [3, Proposition 2.20]).
Now, multiplication by u0 on the left induces a map W{i,j} → W preserving length and
takes v0 to w0. Given a reduced expression of u0 and a reduced expression of v0 inW{i,j} thus
gives a reduced expression of w0 in W . In this way, we reduce the statement of the lemma to
the rank 2 case, as there are only two possible reduced expressions for v0 in the rank 2 case.
One easily verifies that one of these has the required property. 
We thus obtain the following analogue of Theorem 4.30 in the case λi < λj , using Corollary
4.37.
Theorem 4.39. Let G and F be as in Theorem 4.29. Let i and j be distinct indices in
{1, . . . , r} and assume λi < λj for our chosen reduced expression (4.2) of w0. For any
u, v ∈ F×, we denote by ∂ij
(
(u)(v)
)
the class of
∂2((u) ⊗ (v)⊗ [w˜ij · 1]) ∈ Z1(G)
in Z1(G)⊗Z
A1 [T ]
Z. Then for any u, v ∈ F×, we have (with obvious notations):
(a) If αi and αj are not adjacent in the Dynkin diagram of G, then
∂ij
(
(u)(v)
)
= δji(v, u) ∈ (K
M
2 )ji ⊂ Z1(G)⊗Z
A1 [T ]
Z.
(b) If αi and αj are adjacent in the Dynkin diagram of G with nji = 2, then
∂ij
(
(u)(v)
)
= δji(v, u) + h · φj(v, u) ∈ (K
M
2 )ji ⊕ (K
MW
2 )j ⊂ Z1(G)⊗Z
A1 [T ]
Z.
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(c) If αi and αj are adjacent in the Dynkin diagram of G with nji odd, then there exists
τj ∈ k
× such that:
∂ij
(
(u)(v)
)
= δji(v, u) + (nji)ǫ〈τj〉 · φj(v, u) ∈ (K
M
2 )ji ⊕ (K
MW
2 )j ⊂ Z1(G) ⊗Z
A1 [T ]
Z.
Proof. If αi and αj are not adjacent in the Dynkin diagram of G, then sisj = sjsi. But then
we have wij = wji and we can always assume λi > λj to obtain (a) from Theorem 4.30. For
(b), we conclude from Theorem 4.30 and Corollary 4.37 that there exists τj ∈ k
× such that
∂ij
(
(u)(v)
)
= δji(v, u) + h · 〈τj〉 · φj(v, u) ∈ (K
M
2 )ji ⊕ (K
MW
2 )j ⊂ Z1(G) ⊗Z
A1 [T ]
Z.
But by [23, Lemma 3.9 (ii)], we have h · 〈τj〉 = h and (b) is proved. Part (c) is proved in
exactly the same way and is left to the reader. 
5. The main theorem, applications and miscellaneous remarks
5.1. Proof of the main theorem.
Let S be a split, almost simple, simply connected semi-simple k-group of rank 1. Such a
group is (non-canonically) isomorphic to SL2 and thus, pi
A1
1 (S) is (non-canonically) isomor-
phic to KMW2 . The action of the adjoint group PGL2 on SL2 induces a nontrivial action on
pi
A1
1 (SL2) = K
MW
2 . However, the action of the adjoint group PGL2 on the quotient
KM2 = K
MW
2 /η
is trivial, and in fact, the induced epimorphism piA
1
1 (S)։ K
M
2 is canonical.
We are now ready to prove the main Theorem. We will freely make use of basic results on
root systems from [7, Chapter VI].
Theorem 5.1. Let G be a split, semisimple, almost simple, simply connected k-group, with
a fixed maximal torus T ⊂ G and a fixed Borel subgroup B ⊂ G containing T . We denote
by Φ the corresponding root system, by Φ∨ its dual and by ∆ ⊂ Φ the set of simple roots
corresponding to B. Let α ∈ ∆ be a long root (so that α∨ is a small coroot) and let Sα ⊂ G
be the split, semisimple, almost simple, simply connected k-subgroup of rank 1 generated by
Uα and U−α.
(a) If G is not of symplectic type, then the inclusion Sα ⊂ G induces a canonical isomor-
phism
KM2
≃
−→ piA
1
1 (G)
induced by the morphism piA
1
1 (Sα) → pi
A1
1 (G) through the canonical epimorphism
pi
A1
1 (S)→ K
M
2 .
(b) If G is of symplectic type, then the inclusion Sα ⊂ G induces a non-canonical isomor-
phism
KMW2
≃
−→ piA
1
1 (G).
More precisely, an isomorphism KMW2
∼= piA
1
1 (G) corresponds to the choice of a weak
pinning of Sα, or equivalently, an isomorphism SL2 ∼= Sα up to the adjoint action of
PGL2.
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Proof. We choose a labelling (α1, . . . , αr) of ∆ as in [7, §4]. Let M be a strictly A
1-invariant
sheaf over Smk. We prove Theorem 5.1 by explicitly computing the kernel of the morphism
(5.1) HomAb
A1 (k)
(Z1(G) ⊗Z
A1 [T ]
Z,M)→ HomAb
A1(k)
(Ccell2 (G)⊗Z
A1 [T ]
Z,M)
induced by the morphism Ccell2 (G) ⊗ZA1 [T ] Z → Z1(G) ⊗ZA1 [T ] Z of the exact sequence (4.1).
We will denote this kernel by M. Clearly, we have
M = HomAb
A1(k)
(Coker (∂2 : C
cell
2 (G)→ Z1(G)),M) = HomAb
A1(k)
(HA
1
1 (G),M);
from (4.1). We will show that
M =
{
ηM−2(k) = HomAb
A1 (k)
(KM2 ,M), if G is not of symplectic type;
M−2(k) = HomAb
A1(k)
(KMW2 ,M), if G is of symplectic type.
for every M ∈ AbA1(k); the theorem then follows from the Yoneda lemma and the fact that
HA
1
1 (G) = pi
A1
1 (G) as already mentioned in the introduction.
We now choose a weak pinning of G, and a reduced expression of the longest word w0 of
W . We can then orient the cellular A1-chain complex of G as explained in Section 4 and
describe the morphism (5.1) using Theorem 4.30 and Theorem 4.39. We first deduce from
Lemma 4.10 that
HomAb
A1 (k)
(Z1(G) ⊗Z
A1 [T ]
Z,M) =M−2(k)
r ×
(
ηM−2(k)
r(r−1)
2
)
,
since HomAb
A1 (k)
(KMW2 ,M) =M−2(k) for every M ∈ AbA1(k) by [23, Lemma 2.34, Theorem
3.37]. Let N denote the number of codimension 2 Bruhat cells in G; then with Notation 3.21,
we have
HomAb
A1 (k)
(Ccell2 (G)⊗Z
A1 [T ]
Z,M) =M−2(k)
N .
Theorems 4.30 and 4.39 along with the fact that δji(v, u) = −δij(u, v) imply that there exists
units τi ∈ k
× such that the morphism (5.1) above has the form:
M−2(k)
r × (ηM−2(k))
r(r−1)
2 →M−2(k)
N ; ((xi)i; (yij)i<j) 7→
(
z[i,j]
)
ij
such that for given (i, j), i 6= j the following holds:
(1) if αi and αj are not adjacent in the Dynkin diagram of G, then
z[i,j] = −yij;
(2) if αi and αj are adjacent and nji = 〈αj , α
∨
i 〉 = 2, then
z[i,j] = −yij + h · xj;
(3) if αi and αj are adjacent and n = nij = 〈αj , α
∨
i 〉 ∈ {1, 3}, then
z[i,j] = yij + 〈τj〉 · nǫ · xj.
We now describe the kernel of (5.1); let ((xi)i; (yij)i<j) ∈M−2(k)
r × (ηM−2(k))
r(r−1)
2 be such
that
(
z[i,j]
)
ij
= 0. If αi and αj are not adjacent, then z[i,j] = 0 is equivalent to yij = 0 by (1)
above.
Let αi and αj be adjacent roots with i < j and nji = 1. Then z[i,j] = 0 = z[j,i] is equivalent
to yij = 〈−τj〉xj = 〈−τi〉xi by (3). Equivalently, we have xi = 〈−τi〉yij and xj = 〈−τj〉yij .
However, since yij ∈ ηM−2(k), on which GW(k) acts trivially, we see that
xi = yij = xj .
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This implies that xi is η-torsion for every i. Furthermore, if G is such that nij = 1 for every
adjacent pair of roots αi and αj with i < j, then the morphism of abelian groups
M→ ηM−2(k);
(
(xi)i; (y(ij))i<j)
)
7→ x1
is an isomorphism (note that we may take xi for any fixed i in the above isomorphism). Note
that this happens precisely when all the simple roots have the same length; that is, the cases
when G is of the type A, D or E (in other words, G is simply laced).
Now, assume that G is not simply laced. Then there exists a unique index i such that
ni+1,i ∈ {2, 3}. Assume that ni+1,i = 3; in this case, i = 1 and G is of the type G2 with α2
being the long root. In this case, we have n1,2 = 1 and y1,2 = −〈τ2〉 ·3ǫ ·x2 = 〈−τ1〉 ·x1. Since
the GW(k)-action on the y12’s is trivial, we have
y1,2 = −3ǫ · x2 = x1.
Thus, the morphism of abelian groups
M→ ηM−2(k);
(
(xi)i; (y(ij))i<j)
)
7→ x2
is an isomorphism. Finally, we consider the case where ni+1,i = 2; that is, αi+1 is a long root.
We then have yi,i+1 = −〈τi+1〉 · h · xi+1 = 〈−τi〉 · xi, by (2). Since the GW(k)-action on the
yij’s is trivial, we obtain
yi,i+1 = −h · xi+1 = xi.
Thus, xi+1 determines
(
(xi)i; (y(ij))i<j)
)
. Suppose that G is not of symplectic type. Then
αi+1 is connected to another long root and it follows that xi+1 ∈ ηM−2(k) by the above
computations. Hence, the morphism of abelian groups
M→ ηM−2(k);
(
(xi)i; (y(ij))i<j)
)
7→ xi+1
is an isomorphism.
It only remains to consider the case where G is of symplectic type. In this case, i = r and
it follows proceeding as above that
yr−1,r = −h · xr = xr−1
and the morphism of abelian groups
M→M−2(k);
(
(xi)i; (y(ij))i<j)
)
7→ xr
is an isomorphism. This completes the proof of the theorem. 
Remark 5.2. The proof of Theorem 5.1 above gives a much more precise statement of part
(a). For instance, if β is another root of longest length, then the inclusion Sβ ⊂ G induces
an isomorphism
KM2
∼= πA
1
1 (G),
which is (−1)d(α,β) times the isomorphism of the theorem, where d(α, β) ∈ N is the distance
between the roots α and β in the Dynkin diagram of G. The proof also enables one to describe
the morphism
pi
A1
1 (Sα)→ pi
A1
1 (G)
for any root α; we leave the details to the reader.
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5.2. Central extensions of split, semisimple, simply connected groups.
In this section, we determine the set of isomorphism classes of central extensions of a split,
semisimple, simply connected algebraic group over a field k by strictly A1-invariant sheaves
as a consequence of our main theorem.
Let G be a sheaf of groups on the big Nisnevich site of smooth schemes (Smk)Nis over
k. Let M be a sheaf of abelian groups on (Smk)Nis. We begin with a brief recollection
of Grothendieck’s classification of central extensions of G by M given in [17, VII, no. 1] in
terms of multiplicativeM -torsors on G. Although Grothendieck’s construction works over any
topos, we will restrict ourselves to (Smk)Nis and Nisnevich locally trivial torsors. Recall that
the group of isomorphism classes of M -torsors on G can be identified with the cohomology
group H1Nis(G,M). A pair (E,φ) is called a multiplicative M -torsor on G if E is an M -torsor
on G and φ is an isomorphism
φ : pr∗1E + pr
∗
2E
≃
−→ µ∗E
of M -torsors on G × G, where pri : G × G → G denotes the ith projection and + denotes
the group operation on H1Nis(G,M). Let CExt(G,M) denote the set of isomorphism classes
of central extensions of G by M as Nisnevich sheaves of groups on Smk, which are exact
sequences of sheaves of the form
1→M → E → G→ 1,
whereM is a subsheaf of the center of E. This set forms a group under the operation of Baer
sum. Such an E is an M -torsor on G equipped with an isomorphism pr∗1E + pr
∗
2E
≃
−→ µ∗E,
since M is contained in the center of E. This gives an isomorphism of groups between
CExt(G,M) and the group of isomorphism classes of multiplicative M -torsors on G.
Now assume that M is a strictly A1-invariant sheaf. By [23, Remark 1.8], the Eilenberg-
MacLane space K(M,n) is A1-local, for every n ∈ N. We have identifications
H1Nis(G,M) = HomD
A1 (k)
(CA
1
∗ (G),M [1])
and
H1Nis(G ∧G,M) = HomD
A1(k)
(CA
1
∗ (G ∧G),M [1]).
Furthermore, if G is a cellular scheme in the sense of Definition 2.11, then one may replace
DA1(k) with D(AbA1(k)) and C
A1
∗ (G) with C
cell
∗ (G) in the above identifications. We note the
following simple observation, which follows from the fact that the morphism CA
1
∗ (G ×G)→
CA
1
∗ (G) induced by pr
∗
1+pr
∗
2 − µ
∗ factors through the morphism CA
1
∗ (G×G)→ C
A1
∗ (G∧G)
induced by the quotient map G×G→ G ∧G.
Lemma 5.3. For G and M as above, the group of multiplicative M -torsors over G is iso-
morphic to the kernel of the group homomorphism
H1Nis(G,M)→ H
1
Nis(G ∧G,M)
induced by the morphism pr∗1 + pr
∗
2 − µ
∗ : CA
1
∗ (G ∧ G) → C
A1
∗ (G) under the identifications
given above.
Let F•G denote the skeletal filtration on the simplicial classifying space BG of G:
∗ = F0BG ⊂ F1BG = ΣG ⊂ · · ·Fn−1BG ⊂ FnBG ⊂ · · · ⊂ BG,
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which comes with cofiber sequences
Fn−1BG→ FnBG→ Σ
nG∧n
for every n, where we set ΣiX := Si ∧ X for any space X and any i ∈ N. For the reasons of
connectivity, we have an identification
HomH(k)(BG,K(M, 2)) = HomH(k)(F3BG,K(M, 2)).
The long exact sequence of simplicial homotopy classes of maps into K(M, 2) corresponding
to the cofiber sequence F2BG→ F3BG→ Σ
3G∧3 has the form
HomHs(k)(Σ
3G∧3,K(M, 2))→ HomHs(k)(F3BG,K(M, 2))
→ HomHs(k)(F2BG,K(M, 2))→ HomHs(k)(Σ
2G∧3,K(M, 2)).
But HomHs(k)(Σ
3G∧3,K(M, 2)) = 0. Since K(M, 2) is A1-local, we obtain the exact sequence
0→ HomH(k)(F3BG,K(M, 2))→ HomH(k)(F2BG,K(M, 2))→ HomH(k)(Σ
2G∧3,K(M, 2))
by replacing Hs(k) in the above exact sequence with H(k). Now assume that G is a split,
semisimple, simply connected algebraic group over k. By [22, Theorem A.2], piA
1
0 (G
∧3) is a
quotient of T∧3. Therefore, it follows that the group
HomH(k)(Σ
2G∧3,K(M, 2)) = H0Nis(G
∧3,M)
is trivial, provided M is such that M−3(k) = 0. Hence, we have an identification
HomH(k)(F3BG,K(M, 2))
≃
−→ HomH(k)(F2BG,K(M, 2)).
Now, the long exact sequence corresponding to the cofiber sequence
ΣG = F1BG→ F2BG→ Σ
2G∧2
has the form
0→ HomH(k)(F2BG,K(M, 2))→ HomH(k)(F1BG,K(M, 2)) = H
1
Nis(G,M)
→ HomH(k)(ΣG
∧2,K(M, 2)) = H1Nis(G ∧G,M).
Since G is A1-connected, G ∧ G is A1-1-connected. Consequently, piA
1
1 (G ∧ G) is trivial and
hence, H1Nis(G ∧G,M) = 0. We summarize the above discussion, which along with our main
theorem reproves and generalizes [8, Proposition 4.6], [16, Theorem B] as follows.
Theorem 5.4. Let G be a split, semisimple, simply connected algebraic group over a field k
and letM be a strictly A1-invariant sheaf such thatM−3(k) = 0. Then there are isomorphisms
CExt(G,M) ∼= HomH(k)(BG,K(M, 2)) ∼= H
1
Nis(G,M).
Furthermore, the group H1Nis(G,M) = H
1
Zar(G,M) can be explicitly computed as in Corol-
lary 12 in the introduction.
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5.3. Cellular A1-homology of the flag variety G/B in low degrees.
Let G be a split, semisimple, almost simple, simply connected algebraic group over k of
rank r. Fix a maximal k-split torus T of G and a Borel subgroup B containing T . In this
subsection, we describe the cellular A1-chain complex for the full flag variety G/B, which
is much simpler compared to the one for G described above, because of the fact that G/B
is cellular in the sense of Definition 2.7. Also note that the canonical quotient morphism
G/T → G/B is an A1-weak equivalence.
The Bruhat decomposition of G induces a decomposition G/B = ∪
w∈W
Bw˙B/B, which
induces a stratification by open subsets
∅ = Ω−1 ( Ω0 ( Ω1 ( · · · ( Ωℓ = G,
where ℓ is the length of the longest element w0 in W and for every i, one has
Ωi − Ωi−1 =
∐
ℓ(w)=ℓ−i
Bw˙B/B ≃
∐
ℓ(w)=ℓ−i
Aℓ−i.
The cellular A1-chain complex of G/B is oriented by the choice of a weak pinning of G
(Definition 3.17) and the choice of a normal reduced expression (Remark 3.19) as a product
of simple reflections for every element of the Weyl group W of G. The cellular A1-chain
complex of G/B associated with the Bruhat decomposition has the form (see Remark 4.8)
C˜celli (G/B) = ⊕
ℓ(w)=ℓ−i
ZA1(G
∧i
m )⊗ Z[w] = ⊕
ℓ(w)=ℓ−i
KMWi ⊗ Z[w].
Theorems 4.30 and 4.39 enable us to explicitly describe differentials ∂i in C˜
cell
∗ (G/B) in
degrees i ≤ 2. We first observe that for every i ≥ 1 we have
HomAb
A1 (k)
(KMWi+1 ,K
MW
i ) =W (k) and HomAb
A1(k)
(KMW1 , Z) = 0.
This shows that ∂1 = 0. The words w ∈ W with length ℓ − 1 are all of the form w0si, for
1 ≤ i ≤ n and those with length ℓ − 2 are all of the form w0sisj , for 1 ≤ i, j ≤ n. We
further have the relation w0sisj = w0sjsi if and only if the roots αi and αj are not adjacent
in the Dynkin diagram of G. We describe the differential ∂2 in the case of G of rank 2 as a
straightforward consequence of Theorems 4.30 and 4.39.
Theorem 5.5. Let G be a split, semisimple, almost simple, simply connected algebraic group
over k of rank r with a fixed maximal k-split torus T and a Borel subgroup B containing T .
We have isomorphisms of complexes
Ccell∗ (G/B)
∼= Ccell∗ (G/T )
∼= Ccell∗ (G) ⊗Z
A1 [T ]
Z.
and the following holds.
(a) For i, j with i 6= j, the component of ∂2 from K
MW
2 ⊗ Z[w0sisj] to K
MW
1 ⊗ Z[w0si] is
always 0.
(b) If moreover αi and αj are adjacent in the Dynkin diagram of G, then the component of
∂2 from K
MW
2 ⊗Z[w0sisj] toK
MW
1 ⊗Z[w0sj] is given by multiplication by nǫ·η ∈W (k),
where n = nji = α
∨
j (αi).
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Corollary 5.6. With the notation of Theorem 5.5, we have Hcell0 (G/B) = H
cell
0 (G/T ) = Z
and
Hcell1 (G/B) = H
cell
1 (G/T ) =

T, if G is not of symplectic type;(
r−1∏
i=1
Gm
)
×KMW1 , if G is of symplectic type.
Remark 5.7. The cellular A1-chain complex of the full flag variety G/B of G as in Theorem
5.5 is considerably simpler to handle compared to Ccell∗ (G). Using an appropriate gener-
alization of the methods of Section 3 and Section 4, one may compute the entire cellular
A1-homology of G/B. The details will appear in a sequel to this paper.
Remark 5.8. Let G be a split, semisimple, simply connected algebraic group over k. There
exists an A1-fibration sequence
(5.2) G→ G/T
φ
−→ BT.
Recall that BT can be given a cellular structure by choosing a basis of the character group
Y = Hom(T,Gm) of T , which gives an isomorphism T ∼=
r∏
i=1
Gm and thereby gives (BGm)
r =
(P∞)r as a model of BT . Using the results of Section 2.5 and the Ku¨nneth formula, one can
compute the complete cellular A1-homology of BT . The morphism φ : G/T → BT induces
an epimorphism Hcell1 (φ) : H
cell
1 (G/T ) → H
cell
1 (BT ) = T , since G is A
1-connected. It can be
easily verified that Hcell1 (φ) is an isomorphism if and only if G is not of symplectic type.
Remark 5.9. Let G be a split, semisimple, simply connected algebraic group over k. There
exists an exact sequence of the form
(5.3) Hcell2 (G/T )
H
cell
2 (φ)−−−−−→ Hcell2 (BT )→ H
cell
1 (G)→ H
cell
1 (G/T )
H
cell
1 (φ)−−−−−→ T → 0.
A part of the exact sequence (5.3) can be concluded in an elementary way: the long exact
sequence of A1-homotopy sheaves associated with the A1-fibration G→ G/T
φ
→ BT gives the
exact sequence
pi
A1
1 (G)→ pi
A1
1 (G/T )→ T → 0,
which on abelianization gives the exact sequence of last three terms in (5.3). However, this
information is not sufficient for the calculation of piA
1
1 (G) ≃ H
A1
1 (G). The exact sequence (5.3)
can be obtained as the five-term exact sequence associated with the Serre spectral sequence or
the motivic Rothenberg-Steenrod spectral sequence corresponding to the A1-fibration (5.2),
computing the cellular A1-homology of BT .
Remark 5.10. Let G be a split, semisimple, almost simple, simply connected algebraic
group over k. The morphism Hcell2 (BT ) → H
cell
1 (G) factors through H
cell
2 (BT )W , the group
of coinvariants for the action of the Weyl group W of G on Hcell2 (BT ). It can be shown that
there are isomorphisms
Hcell1 (G) ≃ H
cell
2 (BT )W ≃ K
M
2 ,
when G is not of symplectic type. However, when G is of symplectic type, one can show that
Hcell2 (BT )W ≃ K
M
2 /2⊕ ηK
MW
2 .
These computations are achieved by determining the cokernel of the morphism Hcell2 (φ) in
(5.3) using, for example, comparison with Suslin homology and results of Demazure [10] on
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the multiplicative structure of the Chow ring of G/B. A detailed analysis of coinvariants of
the Weyl group action on Hcell∗ (BT ) and its relationship with H
cell
∗ (BG) will be taken up in
the sequel to this paper.
5.4. Formalization of the method and relation to a theorem of E. Cartan.
We begin this section by formalizing the method of our proof of the main theorem (Theorem
5.1), so that the method can be applied under suitable realization functors to obtain results
pertaining to other homology theories (such as Suslin homology).
We consider a triangulated ⊗-category D endowed with a t-structure compatible with the
⊗-structure. As we use the homological point of view, we will denote by D≥0 (respectively,
D≤0) the full sub-category of non-negative object (respectively, of non-positive objects) for
the t-structure. If Σ : D
≃
−→ D is the suspension functor for the triangulated structure, we
denote, for any n ∈ Z, by D≥n the full subcategory of objects D such that Σ
◦−n(D) is non-
negative. We write Hti (D) for the homology in degree i of an object D ∈ D. Then for any
non-negative object D ∈ D≥0, there is a exact triangle of the form
D≥1 → D → H
t
0(D)→ D≥1[1]
with D≥1 ∈ D≥1 and Ht0(D) ∈ A, the heart of the t-structure, which is an abelian category.
We refer the reader to [5] for the precise definition and basic properties of t-structures on
triangulated categories.
Definition 5.11. We call a functor
C∗ : H(k)→ D
a reasonable homological chain functor for smooth k-varieties if it satisfying the following
properties:
(1) C∗ is a symmetric ⊗-functor;
(2) C∗(A
1) is the zero object of D; and
(3) if U , V are open subschemes of a smooth k-scheme X covering X, the following
obvious Mayer-Vietoris diagram in D:
C∗(U ∩ V )→ C∗(U)⊕ C∗(V )→ C∗(X)→ Σ(C∗(U ∩ V ))
is an exact triangle.
If C∗ : H(k) → D is a reasonable homological chain functor, then it is easy to see that
C∗(P
1) ∼= ΣC∗(Gm) and C∗(A
2 − {0}) ∼= ΣC∗(G
∧2
m ) are both objects of D≥1. For M and N
in A, we set M ⊗0 N := H
t
0(M ⊗N). We set
Zt(1) := Ht1(P
1) = H˜t0(Gm)
and
Zt(2) := Ht1(A
2 − {0}) = H˜t0((Gm)
∧2) ∼= Zt(1) ⊗0 Z
t(1).
Furthermore we denote by ηt : Zt(2)→ Zt(1) the Ht1 applied to the Hopf map A
2−{0} → P1.
Observe that any unit u of k defines an element (u) ∈ HomD(Z,Z
t(1)), and also defines an
automorphism 〈u〉 of Zt(1). We then define
Zt(n) := Zt(1)⊗n,
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for n ≥ 1. Then ηt ⊗Zt(1) induces a morphism Zt(3)→ Zt(2). For any pair of units (u, v) in
k we have a corresponding symbol (u)(v) ∈ HomD(Z,Z
t(2)) and for any units α, u and v in
k, the induced action of 〈α〉 on the symbol (u)(v) is given by (see Remark 8)
〈α〉 · (u)(v) = (u)(v) + η(α)(u)(v).
Theorem 5.12. Let C∗ : H(k) → D be a reasonable homological chain functor for smooth
k-varieties as above. Then for any split simply connected semi-simple group G, C∗(G) ∈ D≥1.
Moreover, if G is almost simple, then we have the following:
(a) If G is not of symplectic type, then the inclusion Sα ⊂ G induces a canonical isomor-
phism
Zt(2)/ηt
≃
−→ Ht1(C∗(G))
induced by the morphism Ht1(C∗(Sα)) → H
t
1(C∗(G)) through the canonical epimor-
phism Ht1(C∗(S))
∼= Zt(2)→ Zt(2)/ηt.
(b) If G is of symplectic type, then the inclusion Sα ⊂ G induces a non-canonical isomor-
phism
Zt(2)
≃
−→ Ht1(C∗(G)).
Proof. The proof Theorem 5.1 can clearly be adapted word-by-word to the more general case
of a triangulated ⊗-category admitting reasonable homological chain functor C∗ for smooth
k-varieties. Observe, for instance, that the use of the A1-homotopy purity theorem used above
can always be obtained by an explicit open tubular neighborhood which is isomorphic to a
trivial vector bundle (of rank one or two) over the closed subscheme (a Bruhat cell) under
consideration (see Lemma 4.18). The relations on symbols that we use are proven in H(k) so
that they are respected on applying the functor C∗ : H(k) → D, so that we get exactly the
same relations in the symbols computed in D. We leave the details to the reader. 
Theorem 5.12 can be used to uniformly explain and reprove some classical results from
topology and known results about motives under suitable realization functors, as can be seen
below.
Example 5.13.
(1) The main example of a reasonable homological chain functor for smooth k-varieties
is the A1-chain functor CA
1
∗ : H(k) → DA1(k). In that case Theorem 5.12 is nothing
but our main theorem (Theorem 5.1).
(2) If D = DM(k) and C∗ : H(k) → DM(k) is the functor constructed by Voevodsky
associating with every space its motive, we see that Zt(n) = KMn and H
t
1 = H
S
1 , the
first Suslin homology sheaf. Thus, in this case, Theorem 5.12 precisely becomes [16,
Theorem A], first obtained by S. Gille (Corollary 15).
(3) If D = D(Ab) is the derived category of abelian groups, k = R and C∗ : H(k)→ D(Ab)
is the functorX 7→ Csing∗ (X(R);Z), induced by the singular chain complex of the topo-
logical space of real points with integral coefficients, then Zt(1) = Hsing1 (P
1(R);Z) ∼= Z
and η is the multiplication by 2 : Z → Z. Theorem 5.12 in this case proves the fol-
lowing: for any split, semisimple, simply connected algebraic group G over R, the
topological space G(R) is path-connected; if moreover G is almost simple and not of
symplectic type, there is a canonical isomorphism
π1(G) = Z/2Z;
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and if G is of symplectic type, there is a non canonical isomorphism
π1(G) = Z.
(4) If D = D(Ab) is the derived category of abelian groups, k = C and C∗ : H(k) →
D(Ab) is the functor X 7→ Csing∗ (X(C);Z), induced by the singular chain complex
of the topological space of complex points with integral coefficients, then Zt(1) =
Hsing1 (P
1(C);Z) = 0 and η = 0. Theorem 5.12 in this case proves that for any split,
semisimple, simply connected algebraic group G over C, the topological space G(C)
is path-connected and simply connected.
We now explain how our methods used in the proofs of the main results of the paper
(especially, cellular structures) can further be used to give a “motivic” proof of the following
theorem of E. Cartan [12, page 496] (see [9] and [6, Theorems B and B’] for the classical
proofs using different methods).
Theorem 5.14. For any split, semisimple, almost simple, simply connected algebraic group
G over C, the topological space G(C) is 2-connected and there is a canonical isomorphism:
π3(G(C)) ∼= Z.
Proof. We will use the stratification of G(C) induced by the Bruhat decomposition (3.1) of
G. We observe that the inclusion Ω2(C) ⊂ G(C) is 4-connected; this follows from topological
purity by observing that the Bruhat cells in the complement of Ω2(C) have complex codimen-
sion ≥ 3 and consequently, real codimension ≥ 6. Hence, Hsingi (Ω2(C);Z)
∼= H
sing
i (G(C);Z)
for i ∈ {0, . . . 4}. By Example 5.13(4), G(C) is path-connected and simply connected. By the
Hurewicz theorem, it suffices to prove that Hsing2 (Ω2(C);Z) = 0 and H
sing
3 (Ω2(C);Z)
∼= Z.
The principal B(C)-bundle G(C) → G/B(C) along with the fact that the natural map
T (C)→ B(C) is a homotopy equivalence gives the fibration
T (C)⇒ G(C)→ G/B(C).
Consider the restriction of this fibration
T (C)⇒ Ω2(C)→ Ω2(C),
where Ω2(C) := Ω2(C)/B(C). We use the homological Serre spectral sequence with integral
coefficients for the above fibration.
Now, Ω2(C) is a cellular space with 2-cells parameterized by the simple roots or the words
of length ℓ − 1 and 4-cells by the words of length ℓ− 2. Let W (i) ⊂ W denote the subset of
the Weyl group W of G consisting of the words of length ℓ− i, for each i (recall that ℓ is the
length of the longest element of W ). For simplicity, we write Hn for singular homology with
coefficients in Z. Then Ω2(C) is simply connected and its integral singular homology is given
by
H0(Ω2(C)) = Z; H2(Ω2(C)) = ⊕
w∈W (1)
Z; H4(Ω2(C)) = ⊕
w∈W (2)
Z;
andHn(Ω2(C)) = 0, if n /∈ {0, 2, 4}. The integral singular homology of T (C) =
∏r
i=1Gm(C)
∼=∏r
i=1 S
1 is the exterior algebra Λ∗Y , where Y is the cocharacter group Hom(Gm, T ), whose
elements are in degree 1. TheE2p,q-term of the Serre spectral sequence with integral coefficients
is thus:
E2p,q = Hp(Ω2(C);Hq(T (C))) = Hp(Ω2(C))⊗Z Hq(T (C)) = Hp(Ω2(C))⊗Z Λ
qY
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and the Serre spectral sequence has the form
(5.4) E2p,q = Hp(Ω2(C))⊗Z Λ
qY ⇒ Hp+q(Ω2(C)).
It follows that E20,q = Λ
qY , E22,q = Y ⊗Z Λ
qY and E24,q = Y
(2) ⊗Z Λ
qY where we set Y (2) :=
⊕
W (2)
Z. We wish to understand the differential d2 : E2∗,∗ → E
2
∗−2,∗+1 in (5.4).
Consider the cofibrations
Ω0(C) ⊂ Ω1(C)→ Th(ν1)(C)
and
Ω1(C) ⊂ Ω2(C)→ Th(ν2)(C)
obtained by taking the complex points of the corresponding A1-cofibration sequences Ω0 ⊂
Ω1 → Th(ν1) and Ω1 ⊂ Ω2 → Th(ν2). The filtration Ω0(C) ⊂ Ω1(C) ⊂ Ω2(C) is exactly the
inverse image of the skeletal filtration of Ω2(C) under the “fibration” Ω2(C) → Ω2(C) up to
reindexing (as there are only even-dimensional cells). Now Ω0(C) ∼= T (C) and consequently,
its homology is Λ∗Y . Then Th(ν1) ∼=
r
∨
i=1
(A1/(A1−{0})) ∧ (T+) so that Th(ν1)(C) ∼=
r
∨
i=1
S2 ∧
(T (C)+) and its reduced singular homology is given by
Hsing∗ (Th(ν1)(C))[−2] =
r
⊕
i=1
Λ∗Y = Λ∗Y ⊗Z Y.
This is precisely the column p = 2 of the Serre spectral sequence (5.4). In the same way, we
obtain Th(ν2)(C) ∼= ∨
W (2)
S4 ∧ (T (C)+) so that its reduced singular homology is
Hsing∗ (Th(ν1)(C))[−4] = ⊕
W (2)
Λ∗(Y ) = Λ∗(Y )⊗Z Y
(2),
which is precisely the column p = 4 of the Serre spectral sequence (5.4).
The differential d2 : E2∗,∗ → E
2
∗−2,∗+1 is then analyzed as follows. In the cofibration Ω0 ⊂
Ω1 → Th(ν1), each Bruhat cell BwiB = Yi of codimension 1 admits (using our conventions
from Section 4.1) an explicit tubular neighborhood in Ω1 isomorphic to A
1 × Yi, so that we
get a homotopy cocartesian square of spaces of the form:
r∐
i=1
(A1 − {0}) × Yi //

r∐
i=1
A1 × Yi

Ω0 // Ω1.
Taking complex points and using the homotopy equivalence between Yi(C) and T (C), the
restriction of the connecting homomorphism
Hp+2(Th(ν1)(C))→ Hp+1(Ω0(C))
to the ith direct summand in the decomposition Hp+2(Th(ν1)(C)) ∼=
r
⊕
i=1
Hp+2(S
2 ∧ (T (C)+))
is given by the composition
ΛpY = Hp(Yi(C)) ⊂ Hp+1((C
1 − {0}) × Yi(C))→ Hp+1(Ω0(C)) = Hp+1(T (C)) = Λ
p+1Y.
Moreover, since the above morphism and and the homotopy equivalence Yi(C) → T (C) are
both left T (C)-invariant, evaluating on the homology turns it into a morphism of H∗(T (C)) =
Λ∗Y -modules.
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The differential d2 : E22,0 → E
2
0,1 is the identity map of Y ; this follows from the fact that
for each i, the morphism A1 − {0} → (A1 − {0}) × (Yi)→ Ω0 ∼= T is given by the ith coroot
α∨i . More generally, it follows that d
2 : E22,∗ → E
2
0,∗+1 is given by the product (in Λ
∗Y ) map
Λ∗Y ⊗Z Y → Λ
∗Y.
Since this is a surjective morphism, Hp(Ω2(C)) = 0 for p ≤ 2. Analyzing the spectral sequence
further, we see that π3(G(C)) = H3(G(C)) = H3(Ω2(C)) is the homology of the complex
(5.5) Y (2) → Y ⊗Z Y ։ Λ2(Y )
at Y ⊗Z Y , where the left morphism is given by the differential
d2 : Y (2) = E24,0 → E
2
2,1 = Y ⊗Z Y
of the Serre spectral sequence (5.4). We claim that the restriction of the differential d2 to the
factor Z corresponding to wij = w0sisj in Y
(2) = ⊕
W (2)
Z is given by
(5.6) Z→ Y ⊗Z Y ; 1 7→ sj(α
∨
i )⊗ α
∨
j − α
∨
j ⊗ α
∨
i ∈ ⊕
W (1)
Y = Y ⊗Z ( ⊕
W (1)
Z) = Y ⊗Z Y.
This follows from the proofs of Theorem 4.30 and Theorem 4.39. Recall that in the proof
of Theorem 4.30, we used for each wij an explicit open neighborhood of Zij in X˜ij given
by the total space of a trivial rank 2-vector bundle embedded as an open subset in X˜ij
and consequently, an explicit model (A2 − {0}) × Zij → Ω1 for the connecting morphism
appearing in the differential of the cellular A1-chain complex. Proceeding as above and using
our computations, we may identify for each wij the morphism given by the composite
Z = H3((C
2 − {0}) × Zij(C))
∼= H3(S
3 × T (C))→ H3(Ω1(C))→ H3(
r
∨
i=1
S2 ∧ (T (C)+)) ∼= H3(Ω1/Ω0(C)) = Y ⊗Z Y
with the morphism (5.6) above. Observe that because of the use of complex points and
integral singular homology, the issue of change of orientations showing up in the proofs of
Theorem 4.30 and Theorem 4.39 disappears, as any complex vector bundle is canonically
oriented.
Now to conclude, we just observe that the dual of the diagram (5.5) appears in the spec-
tral sequence of the filtration computing H∗(G;KM2 ) in degrees ≤ 2, that is, computing
H∗(Ω2;K
M
2 ) with respect to the filtration Ω0 ⊂ Ω1 ⊂ Ω2. Since H
2(G;KM2 ) = H
2(Ω2;K
M
2 ) =
Z canonically, we conclude that the complex dual to (5.5) has homology in the middle equal
to Z (as it is a diagram of finite type free Z-modules). This gives us the isomorphism
π3(G(C)) = H3(G(C)) = H3(Ω2(C)) = Z.

Remark 5.15. The (5.5) appearing in the proof of Theorem 5.14 is precisely dual to [8,
(4.4.3), page 38]. In fact the two situations are closely related for the following reason. There
is a canonical natural transformation of functors on smooth k-schemes
Hp(X;Z(q))→ Hp(X(C);Z)
where Hp(X;Z(q)) are the integral motivic cohomology groups of Voevodsky [32]. This
natural transformation induces a morphism of the cohomological spectral sequences in integral
motivic cohomology for Ω2 (or G) induced by the above flag to the cohomological spectral
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sequence in integral cohomology for Ω2(C) (or G(C)) induced by the complex points of the
same flag. The latter is as we observe above the Serre spectral sequence (after conveniently
reindexing). Now, for a smooth k-scheme X, one has
Hp(X;Z(q)) ∼= Hp−q(X;KMq ),
for p ≥ 2q − 2 [31, Corollary 2.4]. Hence, the cohomological spectral sequence in integral
motivic cohomology for Ω2 coincides with the same for H
p(X;KMq ) in the area we are con-
cerned with (after a suitable reindexing). The above comparison morphism from integral
motivic cohomology to integral singular cohomology of the complex points thus identifies our
sequence (5.5) to the dual of [8, (4.4.3), page 38]. It follows that in fact we have proved the
following motivic variant of Cartan’s theorem on π3:
Corollary 5.16. For any split, semisimple, almost simple, simply connected algebraic group
G over C, G(C) is 2-connected and the canonical morphism
Z = H1(G;KM2 )
∼= H3(G;Z(2))→ H3(G(C);Z)
is an isomorphism.
Remark 5.17. We can also easily conclude that the morphism Y (2) = ⊕W (2)Z → Y ⊗ Y
in (5.5) is a monomorphism. It is proven in [8, Proof of Proposition 4.6] that the morphism
dual to the above morphism is surjective. In our proof of Theorem 5.14 above, we showed
that the homology in the middle of (5.5) is free of rank one. As each group in (5.5) is free
of finite type, the injectivity of Y (2) → Y ⊗ Y follows by observing that the rank of Y (2)
is exactly one less than the rank of the kernel of Y ⊗Z Y ։ Λ2(Y ), which is the rank of
the second symmetric power S2(X) on X = Y ∗. This is easy to verify and it implies that
H2(G;KM2 ) = 0. From Corollary 2.29 we know that H
i(G;KM2 ) = 0 for i > 2. This gives
another proof of [8, Proposition 4.6], which we restate here for the convenience of the reader.
Corollary 5.18. For any split, semisimple, almost simple, simply connected algebraic group
G over k, H0(G;KM2 ) = K
M
2 (k), H
1(G;KM2 ) = Z and H
i(G;KM2 ) = 0 for i ≥ 2.
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