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where Ω is an open bounded subset of R N (N ≥ 2), 0 is a nonnegative integrable function, ∆ is the -laplace operator, µ is a nonnegative bounded Radon measure on Ω × (0 T ) and is a nonnegative function of L 1 (Ω × (0 T )). The term is a positive continuous function possibly blowing up at the origin. Furthermore, we show uniqueness of finite energy solutions in presence of a nonincreasing . where > 2 − 1 N+1 , 0 is a nonnegative integrable function, µ is a nonnegative bounded Radon measure on Ω × (0 T ), is a nonnegative function in L 1 (Ω × (0 T )), and γ > 0. The interest in problems as (1.1) (with = 2 and smooth data) started in [18] in connection with the study of thermo-conductivity ( γ represented the resistivity of the material), and later in the study of signal transmissions and in the theory non-Newtonian pseudoplastic fluids ( [28, 27, 19] ). From the purely mathematical point of view, a complete setting of the theory, in the stationary case with smooth data, was developed over the years starting by the seminal papers [37, 10] , until the remarkable improvements given in in [22] ( = 2 and µ = 0).
Again in the stationary case with = 2 the weak theory was settled in [6] (see also [7, 20, 21] )) while both existence and uniqueness in presence of nonlinear operators was proven in [8, 30, 31, 38] . The case of possibly measure as data was faced in [30, 35, 13] In the parabolic setting the literature for problems as in (1.1) is, by far, more limited. If ≡ 0 (the case quasilinear case with measure data) we refer to [33] (see also [16, 32, 34] ) for a complete account on existence and uniqueness in the context of renormalized solutions. Moreover, the case of a bounded zero-order nonlinearity has been treated in [23] . Both weak and strong regularity of the, so called, SOLA solutions (solutions obtained as limit of approximations) have been also obtained (see [2, 26, 1] and references therein). Finally, concerning the singular model case, for suitably smooth data and µ, the existence of solutions to problems as in (1.1) was investigated in [15] (see also [3, 12, 14] ).
In this note we consider nonnegative integrable data and 0 , a nonnegative bounded Radon measure as nonhmogeneous source and a merely continuous, and possibly singular at the origin, nonlinear zero-order term ( ). Under these general assumptions we prove existence of a nonnegative solution for problem
and uniqueness of finite energy solutions (in the homogeneous case) provided is nonincreasing.
The plan of the paper is as follows: in Section 2 we present our main assumptions and we state the main existence result. Section 3 is devoted to the proof of the existence result; the approximation scheme is presented and the basic a priori estimates are obtained (Section 3.1), then the passage to the limit is performed in Section 3.2, while in Section 3.3 some further regularity issues are discussed. Finally, in Section 4, a uniqueness result is presented.
Notations. The parabolic cylinder is denoted by Q = Ω × (0 T ) (by Q = Ω × (0 ) for a generic > 0), while its lateral surface is Γ = ∂Ω × (0 T ). We denote by (Q) the space of Radon measures with bounded total variation on Q. We will denote with * = N N− the Sobolev conjugate of 1 ≤ < N, while ′ = −1 indicates the Hölder conjugate of > 1. For fixed > 0 we will made use of the truncation functions T and G defined, resp., as T ( ) = max(− min( )) and
For the sake of simplicity we will use the simplified notationŝ
when referring to integrals when no ambiguity on the variable of integration is possible. Finally we denote by Ω := { ∈ Ω : dist( ∂Ω) < } which is well defined for a sufficiently smooth ∂Ω, say Lipschitz.
If no otherwise specified, we will denote by C several constants whose value may change from line to line and, sometimes, on the same line. These values will only depend on the data but they will never depend on the indexes of the sequences we will often introduce.
S
Let Ω be a bounded and smooth open subset of R N (N ≥ 2), and let T > 0. We consider the following nonlinear parabolic problem
for every ξ = η in R N and for almost every ( ) ∈ Q, with 2 − 1 N+1 < < N. A prototype of the operators we consider is the usual -laplacian defined as − div(|∇ | −2 ∇ ). The initial datum 0 is nonnegative and it belongs to L 1 (Ω). The bound from below on , even if technical, is standard as it ensures the gradient of the solution to belong to
is a continuous and possibly singular function with (0) = 0 which it is finite outside the origin and such that
and such that is bounded in [ 0 ∞). In the following it will be useful the introduction of the notation σ := max(1 γ). Let us give the notion of solution we shall consider from now on
Remark 2.2. Let us remark that (2.4) is the weak way we recover that = 0 on Γ. Condition (2.4) is known to be weaker of the classical request to have a solution lying in a space with zero Sobolev trace and it allows to unify the discussion of both γ ≤ 1 and γ > 1 (the same was done, in the stationary case, in [31] ) and to avoid truncations in the definition. We stress that this is the only point where we exploit the regularity of ∂Ω. If we only assume Ω to be an open and bounded subset of R N then everything works fine provided, in the case γ > 1, the boundary condition is intended as
(Ω)), for any > 0 i.e. a suitable power of every truncation of lies, for almost every ∈ (0 T ), in a Sobolev space with zero classical trace. If γ ≤ 1 then one may assume T ( ) ∈ L (0 T ; W 1 0 (Ω)), for any > 0 (this is how, for instance, the boundary condition was given in [6, 30, 35] ).
, and µ ∈ (Q) are nonnegative. Then there exists a nonnegative distributional solution of problem (P).
E
In this section we prove Theorem 2.3. To deduce the existence of a distributional solution we work by approximation. First we introduce the approximating scheme and we get basic a priori estimates on the approximating solutions. Then we pass to the limit, the main difficulty relying in carefully treat the nonlinear term on the set where the approximating solutions vanish and in recovering the boundary datum. At the end of this section we provide some further regularity results on the solution we obtained.
3.1. Approximation scheme and a priori estimates. Consider the following scheme of approximation
where
and µ is a sequence of smooth functions, bounded in L 1 (Q), that converges in the narrow topology of measures to µ. The existence of such a sequence µ is obtained by standard convolution arguments.
First of all we need to show the existence of a weak solution to (3.1). The proof, which is based on the Schauder fixed point theorem, is quite standard but we sketch it for completeness.
Proof. Let ∈ N be fixed, ∈ L (Q) and consider the following problem
It follows from classical theory (see [24] ) that problem (3.2) admits a unique solution ∈ L (0 T ;
Our aim is to prove the existence of a fixed point for the map
which for any ∈ L (Q) gives the weak solution to (3.2). We take as test function in the weak formulation of (3.2) obtaininĝ
By (2.1) and by classical integration by parts formula, one has
For the right hand side of (3.3) by the Hölder inequalitŷ
and so, dropping a positive term
which implies
The constant C is independent of , and so the ball B := B C (0) of L (Q) of radius C is invariant for the map G. Now we check the continuity of the map G. Let be a sequence of functions converging to in L (Q). By the dominated convergence theorem one has that
Hence, by uniqueness, one deduces that
Lastly we need G(B) to be relatively compact. Let be a bounded sequence, and let = G( ). Reasoning as to obtain (3.4), we have
where C is clearly independent from . Recalling (3.5) this means that is bounded with respect to in L (0 T ; W 1 0 (Ω)). We also deduce from the equation that ( ) is bounded with respect to in
Hence admits a strongly convergent subsequence in L (Q) (see [36] ). This concludes the proof.
In the next lemma we collect the basic estimates on which will allow us to pass to the limit in the approximating formulation (3.1). 
Proof. For a fixed ∈ (0 T ] we take T σ 1 ( ) as a test function in the formulation of on Q (recall that σ := max(1 γ)); one haŝ
Every term on the right hand side of (3.7) is also bounded with respect to ; hence taking the supremum on we obtain that
where we also used that
Hence one has thatˆQ
where the constant C does not depend on . By taking (T 1 (G ( )) − 1) as a test function in (3.1) where
From (3.8) and (3.9) one can reason as in [4, Theorem 4] in order to deduce that is bounded in
The estimates on imply that the (possibly) singular term is locally bounded in L 1 (Q). In fact, we have
Corollary 3.3. Under the assumptions of Lemma 3.2 one has that
for every nonnegative ∈ C 1 (Ω × [0 T )) with C not depending on .
Proof. Let us take
and the right hand side of the previous is bounded thanks to Lemma 3.2.
Lemma 3.4. Under the assumptions of Lemma 3.2 there exists
such that, up to a subsequence, converges to a.e. on Q, weakly in
Proof. From Lemma 3.2 we know that is bounded in L (0 T ; W 
3.2.
Passing to the limit. Here, using the results obtained in Section 3.1, we pass to the limit in (3.1) in order to prove Theorem 2.3.
Proof of Theorem 2.3.
We want to show that , i.e. the almost everywhere limit of found in Lemma 3.4, is a solution to (P). We first want to obtain (2.5) by passing to the limit in
) and using the definition of 0 , we easily pass to the limit in the first two terms of the previous equality. We can also pass to the limit in the the third term by using Lemma 3.4. By the definition of µ we also pass to the limit in the last term. We are left to pass to the limit in the nonlinear lower order term involving . If (0) < ∞ we use Lebesgue's dominated convergence theorem and we easily pass to the limit. Hence, assume (0) = ∞. Let us take ≥ 0 (a standard density argument will allow to deduce the result also for sign changing test functions). For δ > 0 we split the term aŝ
Without losing generality we may assume the parameter δ running outside the set {η : |{ ( ) = η}| > 0} which is at most a countable. The second term in (3.11) passes to the limit again by the Lebesgue theorem as
Let us observe that using the Fatou lemma and Corollary 3.3 imply ( ) ∈ L 1 (0 T ; L 1 loc (Ω)). This allows to apply once again the Lebesgue theorem as δ → 0 obtaining
gives that the set { = 0} is contained in the set { = 0} up to a set of zero Lebesgue measure. This means that Q∩{ >0} ( ) =ˆQ ( ) and then the proof is done once we have shown that the first term in the right hand side of (3.11) converges to zero as, resp., → ∞ and as δ → 0. To this aim we take V δ ( ) (V δ is defined in (1.3) ) as test function in (3.1). Dropping a negative term, one haŝ
where Φ δ ( ) =´ 0 V δ ( ) . Furthermore, from the fact that´Ω Φ δ ( ) ≤ δ and from (3.6), one is able to deduce that known to imply (2.4) . Otherwise, if γ > 1, one reasons as follows
and taking → 0 in the previous one has that (2.4) holds also in this case. This concludes the proof.
3.3. Some comments on the regularity of the solutions. In this section we show that the scheme of approximation (3.1) can take to a solution ∈ L (0 T ; W 1 0 (Ω)) under suitable assumptions on the data, and in particular on the nonlinearity giving rise to some regularizing effects with respect to the purely quasilinear case (i.e. ≡ 1). For a general nonhomogeneous datum µ then no solution belonging to the natural energy space are expected, since only truncations of them are (see [30, 31] for similar considerations in the stationary case). So that we restrict to the case µ ≡ 0. We assume the following control on at infinity
On the datum we assume that (Ω)). Proof. We need to prove that under our assumptions we can show better a priori estimates on the sequence , i.e. a solution to (3.1). Hence we take as a test function in (3.1) obtaining
and hence if θ ≥ 1 the estimate is done sincê
Otherwise we apply the Hölder, the Sobolev (with constant ) and the Young inequalities to have
and taking sufficiently small the estimate is closed also if θ < 1. Hence is bounded in L (0 T ; W 1 0 (Ω)) and so belongs to L (0 T ; W 1 0 (Ω)). Remark 3.6. We underline that requiring that goes to zero as in (3.12) provides a strong regularizing effect on the Sobolev regularity of the solution to (P). Indeed when ≡ 1 and µ ≡ 0 then is, in general, expected to have finite energy for a datum ∈ L ′ (0 T ; L ( * ) ′ (Ω)) (i.e. θ = 0 in (3.12)) (see [24] ), while for more general (e.g. merely integrable) data then needs not to (see [4] ). In our case, even if is allowed to mildly blow up at the origin (γ ≤ 1), we are able to find more regular solution thanks to the regularizing effect given by the vanishing rate of at infinity. This improved regularity is a key tool for uniqueness, since, as we will see in the next section, a unique solution can be proven to exist in a suitable subclass of this energy space. Finally we underline that the exponent * 1−θ ′ is the same obtained in [6] when = 2 while studying the regularizing effect of the singular nonlinearity in the stationary case.
U
In this section we prove uniqueness of finite energy solutions to
provided is nonincreasing. We say that a distributional solution of problem (P 0 ) is said to have finite energy provided ∈ L (0 T ;
We have the following 
where . Now we take in (2.5) (recall that µ ≡ 0) and we integrate by parts (see for instance [9] ) in order to obtain
Due to the definition of and on the regularity of one can pass to the limit in the left hand side of the previous equality; in particular ( ) is bounded in L 1 (Q) and by Fatou's lemma one obtains that also ( ) ∈ L 1 (Q). Using dominated convergence theorem one can pass to the limit also on the right hand side of (4.2) and we conclude.
Proof of Theorem 4.1. Let be two finite energy solutions of (P 0 ), and take T ( − )φ( ) in the difference of formulations (4.1) solved by , where we define φ( ) = − T + 1 for ∈ (0 T ]. Using (2.3) and the assumption on we obtain that
that, due to the arbitrariness of and recalling that − ∈ C ([0 T ]; L 1 (Ω)), implies that (τ) = (τ) for any τ ∈ (0 T ] and for almost every in Ω and this concludes the proof.
Remark 4.3. We want to highlight some cases in which the solution to (P 0 ) has finite energy. First of all observe that if (0) < ∞ then Lemma 3.5 gives some instances of a finite energy solutions (since, from the equation, one has ∈ L ′ (0
Moreover if we restrict to data and not depending on , and we consider 0 = ( ) where ( ) is a solution to the associated elliptic problem
(Ω) (see [22, 6, 31] ), one has, by Lemma 4.2, that ( ) = ( ) turns out to be a finite energy solution of (P 0 ).
Also in the general case of a nonlinearity blowing up at zero non-trivial non-stationary finite energy solutions do exist as the following example shows Example 1. We present a case where actually blows up at the origin and the solution to (P 0 ) has finite energy. Let γ ≤ 1 and, for the sake of simplicity let = 2, we consider the following problem (Ω)). Finally we also underline that in case ( ) ≈ −γ near = 0 with ( ) ≥ for all ≥ 0 then a finite energy solution to (P 0 ) also exists, using that = ( ) ≤ . 
