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Abstract 
We show that the de Bruijn digraph B(d,D), D > 1 and the Kautz digraph K(d,D) can be 
embedded in (d + 1) pages with cumulative pagewidth ~dDe2(3d3 - 2d2 + 4d - d(d mod 2) ~ 4) 
and idD-‘(3d’ + 4d + (d mod2)), respectively. Also we show that the shuffle-exchange graph 
S(D; D > 2 can be embedded in 3 pages with cumulative pagewidth 5. 20e3. From these 
results, the pagenumbers of B(2,D),K(2,D) and S(D) are determined to be 3. 
Keywords: Bookembedding; de Bruijn digraph; Kautz digraph; Shuffle-exchange graph 
1. Introduction 
In this paper, we investigate embeddings of digraphs or graphs in structures called 
books. A book consists of a line called the spine and some half-planes called puges, 
sharing the spine as a common boundary. Although we define terminologies of book 
embedding only for digraphs, those for graphs are similarly defined. A bookembedding 
of a digraph G consists of a linear ordering of the vertices of G on the spine and an 
assignment of arcs of G to pages such that there is no crossing of arcs on each page. 
The pagenumber of G is the minimum number of pages of books in which G can 
be embedded. Let S be a set of digraphs. Then the pagenumber of S is the minimum 
number of pages of books in which any digraph in S can be embedded. The width 
of a page in a bookembedding is the maximum number of arcs that cross any line 
perpendicular to the spine of the book. The cumulutive pagewidth of a bookembedding 
is the sum of the widths of all pages of the book. 
The bookembedding problem has been motivated by several areas of computer sci- 
ence (see [4]). The most famous one is the DIOGENES approach to fault-tolerant 
processor arrays, proposed by Rosenberg [ 121. In the DIOGENES approach, the pro- 
cessing elements are laid out in a logical line, and some number of “bundles” of wires 
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run in parallel with the line. The faulty elements are bypassed, and the fault-free ones 
are interconnected through the bundles. Here, the bundles work as queues and/or stacks. 
If the bundles work as stacks, then the realization of an interconnection network needs 
a bookembedding of the interconnection network. In this case, the number of pages 
and the cumulative pagewidth of the bookembedding are corresponding to the number 
of bundles and the total width of bundles of the DIOGENES stack layout, respectively. 
Therefore, bookembeddings that use few pages and small cumulative pagewidth realize 
more hardware-efficient DIOGENES stack layouts. We notice the problem from this 
point of view. That is, we study efficient bookembeddings of networks. In particular, 
we concentrate on the number of pages. 
Results on the bookembeddings until now can be roughly divided into two cat- 
egories. One is reiated to bookembeddings of graphs of a given genus [13, 6, 91. 
The other is related to bookembeddings of special graph families. In the latter cat- 
egory, complete graphs [3], complete bipartite graphs [lo], trees, grids, X-trees, hy- 
percubes [4, 71, butterfly-like graphs [5], binary de Bruijn graphs and shuffle-exchange 
graphs [ 1 l] have been studied. The pagenumbers of these graphs have been determined 
except for complete bipartite graphs, binary de Bruijn graphs and shuffle-exchange 
graphs. 
In this paper, we treat de Bruijn digraphs, Kautz digraphs and shuffle-exchange 
graphs. The de Bruijn digraph denoted by B(d,D) is a digraph whose vertices are the 
words of length D on an alphabet of d letters (we usually use (0, 1, . . . , d - 1)). There 
is an arc from any vertex (us, ui, . . . , ~~-1) to the d vertices (vi,. . . , u~_l, a), where CI is 
anyletterof{O,l,..., d - 1). The Kautz digraph denoted by K(d, D) is a digraph whose 
vertices are the words of length D on an alphabet of d + 1 letters with no two consecu- 
tive identical letters. There is an arc from any vertex (uc, ~1,. . . , u&-l) to the d vertices 
(Ul,..., ug_ 1, a), where c1 is any letter of { 0, 1, . . . , d} different from uD_ 1. The de Bruijn 
and Kautz digraphs are noticed as interconnection networks for massively parallel com- 
puters because of their good properties such as bounded degree, small diameter, high 
connectivity and easy routing (see [2]). The shuffle-exchange graph denoted by S(D) is 
a graph whose vertices are the O-l vectors of length D. There is an edge called shuffle- 
edge between any vertex (~0, vi,. . . , ug__l ) and the vertex (vi,. . . , UD__1, ~0). Also, there 
is an edge called exchange-edge between any vertex (us, 01,. . . , u&l) and the vertex 
(~O,~I,..., uD_2, CC), where c1# u&i. The shuffle-exchange graph is well-known as an 
interconnection network for parallel computers (see [S]). 
We show that B(d,D), D > 1 and K(d,D) can be embedded in (d + 1) pages with 
cumulative pagewidth $dDp2(3d3 - 2d2 + 4d - d(dmod2) - 4) and idD-‘(3d2 + 
4d + (d mod 2)), respectively. Also we show that S(D), D > 2 can be embedded in 
3 pages with cumulative pagewidth 5 . 20P3. From these results, the pagenumbers of 
B(2,D),K(2,D) and S(D) are determined to be 3. In [ll], it has been shown that 
B(2,D) and S(D) can be embedded in 5 pages with cumulative pagewidth $2” - 
2 7 - i(D mod2) and $2” + f - $(D mod2), respectively. For B(2, D) and S(D), we 
improve the number of pages from 5 to 3 and the cumulative pagewidths about 25%. 
For B(d,D), d > 2 and K(d,D), our results are the first nontrivial results. 
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Let G be a digraph. The vertex set and the arc set of G are denoted by V(G) and 
A(G), respectively. Let Y CA(G). Then (Y) stands for the subdigraph of G arc-induced 
by Y. The underlying graph of G is a graph obtained from G by replacing each arc with 
the corresponding edge and deleting loops. Let u E V(G). The set of vertices which are 
adjacent from ZI is denoted by T(u). Let S C V(G). We abbreviate lJvtS T(v) to T(S). 
The set of integers {O,l,...,d - l} is denoted by Zd. A vertex ordering of G is a 
bijection from V(G) to Zlv(o)l. Let II/ be a vertex ordering of G. Let U, u E Y(G) such 
that i&u) < I/J(V). Then we write u <IL v. We use the notation < ti in the similar way. 
Also, 0$(u) (O;(u)) denotes the set of vertices which are adjacent from v and whose 
order is greater (smaller) than the order of u with respect to the vertex ordering $. 
That is, O;(o) = {w E To(v) / u -c+ w } and O;(c) = {w E To(c) / w <$II}. 
In Section 2, we present a bookembedding of the de Bruijn digraph. In Section 3, 
we apply the bookembedding of the de Bruijn digraph to bookembeddings of the Kautz 
digraph and the shuffle-exchange graph. 
2. A bookembedding of the de Bruijn digraph 
In this section, we show that B(d,D) can be embedded in (d + 1) pages. First of 
all, we introduce an isomorphic decomposition of B(d,D) into spanning trees. Next, 
we define a vertex ordering of B(d,D) and present some properties of the vertex 
ordering. Then, we show that each spanning tree of the isomorphic decomposition can 
be embedded in 2 pages under the vertex ordering. At last, we present a (d + 1 )-page 
bookembedding of B(d, 0). 
2.1. An isomorphic decomposition 
Let v = (va, VI,. . , VD_I ) E V(B(d, 0)). If all letters of u are the same as c1 E Zd, then 
we abbreviate u to (E)~. Note that v has a loop iff u = (cx)~ for some x E Zd. 
Definition 2.1. Let CY E Zd. Then T,(d,D) denotes the subdigraph of B(d,D) arc- 
induced by the set of arcs which is incident from a vertex whose first letter is X. 
We abbreviated T,(d,D) to T, unless it has parameters different from d and D or we 
write it in a proposition. Any vertex of T, has indegree of 1 and outdegree of d or 0. 
Also, T, has only one cycle, that is a loop at the vertex (a)D. Thus, it is immediately 
understood that T, is a d-ary spanning tree rooted at (u)~. 
Clearly, A(Tj) n A(T,) = 0 for 0 6 i <j < d. Also, any arc of B(d, D) is contained 
in exactly one A(Ti). Hence, the following proposition holds. 
Proposition 2.2 (Bermond and Fraigniaud [l]). The de Bruijn digraph B(d, D) can he 
decomposed to To(d, D), TI (d, D), . . . , Td_ 1 (d, D). 
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Fig. 1. The isomorphic decomposition of B(3,3) 
This decomposition has a remarkable property that T,, CI = 0, 1, . . . , d - 1 are isomor- 
phic to each other. For any c1 E &, & is isomorphic to a tree obtained from a complete 
d-ary tree of height D by deleting a complete d-ary tree of height (D - 1) and adding 
a loop to the root. The reason of this property is that any path from the root in T, 
is the shortest path in B(d,D) and the diameter of B(d, D) is D. In fact, in [l], TN is 
called the shortest paths spanning tree of B(d,D) rooted at (u)~. 
The isomorphic decomposition of B(3,3) is shown in Fig. 1. 
2.2. The vertex ordering 
We introduce three operations for the vertices of the de Bruijn digraph. 
Let v = (vg, vi,. . . , ug_ 1) E V(B(d, D)). 
’ (vo,f4,..., vD-l)e3a=(vo,vl,..., UD_I,M)E V(B(d,D+ 1)) for aE&. 
l P((VO,~l,..., v~_~))=(vo,...,u~--2)~ V(B(d,D- 1)) for D> 1. 
. 4(uo, 01,. . > v&,))=vD_l E&. 
We define the vertex ordering (Pd,D of B(d,D) inductively on D. We abbreviate 
(Pd,D to q if there is no confusion. In particular, we omit the indices when (Pd,D has 
an argument. 
Definition 2.3. Let cp((cl)) = a, CI E zd. Suppose that D > 1 and v E V(B(d, 0)). Let 
T(p(v)) = {xi 10 < i cd} such that xi <q xj for 0 < i < j < d. Let IT(V) = CT(X~). 
If p(v) = (u)~-’ for some CI E zd, then 
a-l-k ifk<a, 
q(v) = d. CP(P(~>) + a if k = LX, 
atd-k if k>a. 
Otherwise, 
q(u) = d . c&(u)) + d - 1 - k. 
Here, we explain the ordering of the vertices of B(d,D) by rp intuitively. 
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D=l (d-1) 
Fig. 2. 
When D = 1, the vertices of B(d, 1) are ordered by q as follows. 
(O)<,(l)<.... -$(d-1). 
Suppose that D > 1 and the vertices of B(d, D - 1) are ordered by cp on the spine. 
For each vertex w of B(d, D - I), we replace w with the d vertices w @ 8, fi E Z, 
(see Fig. 2). The replacement of w with the d vertices corresponds to “d c&(v))” in 
Definition 2.3. 
Let T(W) = {Xi 10 d i < d} such that 
x0 <,x1 < q “. $,xd-l. 
Cusr 1: w has a loop. In this case, w E T(w). Then, let w =x,. Thus, O-(w) = 
{x; 10 d i < m} and O+(w) = {xi 1 m < i < d}. We replace w with the d vertices which 
are ordered as follows. (Note that w _CI cr(xi) <qw @ a(~;) for 0 < i < j < m and for 
m<i<j<d.) 
wQo(x,_,)<, ..I <,W~a(X,)<,WC4a(x,)<,,w113rr(xd-l) 
cc? . cc+9 W @ +m+l). 
Cuse 2: w has no loop. In this case, we replace w with the following ordered d 
vertices. 
In this way, the vertices of B(d,D) are ordered by cp. If w = (,x)~-‘, then it is 
checked inductively that m = CL 
Since ~((cc)~) = d q~((a)~-’ )+ r, the order of a vertex with a loop is given directly 
as follows: 
cp(@)D) r.x a(dD - l). 
(d-1) 
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0 1 2 
00 02 01 10 11 12 21 20 22 
OCQ 002 020 012 010 102 110 112 120 212 210 202 220 222 
001 022 021 011 101 loo 111 122 121 211 201 200 221 
Fig. 3. Configurations of the vertices of B(3, D) by cp for D = 1,2, and 3. 
Also, it is checked inductively that the order of a vertex (a)D-l @ 8, j3 # a is given 
as follows: 
cp((a)D-l @ p) = ““(~~1~ ‘) +[i:r:I; z;;;] ::::. 
For D = 1,2, and 3, configurations of the vertices of B(3,D) on the spine by q are 
shown in Fig. 3. 
From the definition of cp, the following proposition holds. 
Proposition 2.4. Let U, v E V(B(d, 0)) and D > 1. 
1. p(u) <q p(v) * 24 <q v. 
2. U d q u =+ p(u) d ‘p p(v). 
From the order of a vertex (a)D-’ @ p, the following proposition is obtained. We 
abbreviate O;(v) (O:(u)) to O-(v) (O+(u)) for simplicity. 
Proposition 2.5. For any a E Z,, 
O-((a)? = {(a)“-’ @ P I P E G), 
O+((a)D)={(a)D-l @PIBE{a+ l,a+2,...,d- 1). 
We present some properties of cp which are used to show that T, can be embedded 
in 2 pages. On the following three lemmas which contain two propositions, we prove 
only the first proposition. Another proposition is similarly proved. 
Lemma 2.6. Let u E V(B(d,D)) and D > 1. 
1. Of(p(v))=0 =+ O+(v)=B, 
2. O-@(v)) = 0 * O-(u) = 0. 
Proof. Let u =(uo,ul,. . .,vD_l) E V(B(d,D)) and @(p(u))= 0. Then (~1,. . . , 
v~_~,uD_~) <q(u~,u~ ,..., UD_-~). Suppose that u#(a)D for any a E zd. Then 
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(~1.. ,cD-~,uD_~) <q(ug,vi,. ,UD-2). From Proposition 2.4, 
(~l,...,~f,-2,~D-l,x> <rp(~O,ul,...,~D-2,~D~I) for any x E Zd. 
That is, O+(c)= 0. Suppose u=(cc)~ for some CI EZ~. If O+(p(a))=Q), then by Propo- 
sition 2.5, 2 = d - 1 and O+(u) = 0. Cl 
Lemma 2.7. Let v E V(B(d,D)) such that the jrst letter of’ L’ is x. 
1. V <&qD =+ o+(zl)=0, 
2. (up <,!C * O-(c) = 0. 
Proof. We use induction on D. When D = 1, the proposition is vacantly satisfied. Sup- 
pose D > 1. Let u E V(B(d,D)) such that the first letter of 1; is u and I: ~~(a)~. From 
Proposition 2.4, p(u) d q (CX) D-1. Suppose p(o) # (u)~-‘. Then p(u) <q (cc)~-‘. By the 
induction hypothesis, O+(p(v)) = 0. Therefore, by Lemma 2.6, O+(V) = 0. Suppose that 
P(U) = (LX)~~’ and g(u) = o&i #IX. Then v E O-((a)“). Thus, from Proposition 2.5, 
liD-1 E Z, and (c()~-~ CD ug-1 cq (cc)~-‘. From Proposition 2.4, 
((coDp2 @r&1)$x <V(!x)D-’ $ t&i for any xEZd 
That is, O+(v)=0. 0 
Next, we define the function gr,d,D from V(B(d,D)) to ZD+~. We abbreviate gr,d,l) 
to gX if there is no confusion. If 1: = (cx)~: then g&ti) = 0. If the first letter of r is 
not r, then gx(u)=D. Otherwise gl(v) =i iff p’-‘(v) #(N)~-“’ and p’(r)=(x)“-‘. 
In other words, g?(u) stands for the distance from (‘cx)~’ to u in r,. 
Proof. We use induction on D. When D = 1, the proposition holds because gz((cI)) = 0 
and g%((x)) = 1 for x # a. Suppose D > 1. Let U, u E V(B(d, 0)) such that u 6, v Gq 
(E)~. If u =(x)~, then gX(u)=O, so the proposition clearly holds. Suppose u#(cc)~. 
From Proposition 2.4, p(u) Gq p(o) <‘p (a)“-‘. By the induction hypothesis, g&(u)) 
3 g,(p(~)). Since u, 0 # (xlD, gdu) = g&(u))+ 1 and gz(u) = g&(v))+ 1. Therefore, 
S%(U) 3 BP(n). 0 
2.3. The hookembedding 
Let K(T,)= {u E V(T,) 1 g=(u) = i}. That is, K(T,) is the set of vertices whose dis- 
tance from the root is i. Also let 
F-(G) = {U E K(G) 121 -qdD)> 
~+(r,)={v~~(T,)I(a)~<,v}, 1 didD. 
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(aID 
Fig. 4. Configurations of J’-(T,) and y’(G) for i= 1,2,.. .,D. 
From Lemma 2.8, the configuration of K-(c) and y+(G) for i = 1,2,. . . ,D, are 
represented as Fig. 4, where TJ-(T~) and ?$+(r,) are abbreviated to F- and F+, 
respectively. 
Iy-(T,(d,D))I =d’-‘cc, 
IF+(TZ(d,D))I =d’-‘(d - LX - l), 1 < i d D. 
Proof. Since VI-( T,) = O-((CZ)~) and V,“( T,) = O+((C~)~), by Proposition 2.5, the 
proposition holds in the case i = 1. Suppose 1 d i < D. From Lemma 2.7, r( y-( TX)) = 
<;,(G) and f(Q+(T,))= V$(T,). S’ mce any vertex of F(T,) has indegree of 1 and 
outdegree of d, I c;,(Ta)l =dlV-(T,)I and I Kz,(T,)I =dly’(T,)I. Therefore, the propo- 
sition holds. El 
Let Ai(~)={(u,~)~A(T,)I~~ K(G)}. Also let 
A,(G) = {(u,u) EMT,) I v E K_(T,)), 
A+(T,)={(u,u)tAi(T,) 1 vE J$+(T,)}, 1 ,< i < D. 
Since any vertex of T, has indegree of 1, IAi( = [4-(Z)l and IAT(T,)1 = Iv,“(G>l. 
Lemma 2.10. For any c! E &, T,(d, D) can be embedded in 2 pages under the vertex 
ordering (Pd,D. In this bookembedding, if D > 1, then the widths of the pages are 
dD-‘m and dDW2m, where m = max(cz, d - CI - 1). 
Proof. We show that a 2-page bookembedding of & is completed by assigning arcs 
of Ai( i = 0, 1, . , D to two pages according to the parity of i under the vertex 
ordering q. 
We use induction on D. When D = 1, the proposition is clear. Suppose D > 1. Let 
(u, u) E Ai and (x, y) E AJT..) such that the parities of i and j are the same. We 
show that (u, U) and (x, y) do not cross. Clearly, if u =x, then there is no crossing of 
(u, v) and (x, y). Thus, let u # x. A loop do not cross any other arc. Thus, let u # u 
and xfy. 
Suppose p(u) = p(y). Then (u, y) E A(&). However, this is impossible because any 
vertex of T, has indegree of 1. Therefore p(v) # p(y). Suppose p(v) = p(x). Then 
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(u,x) t A( T,). This contradicts the assumption that the parities of i and j are the same. 
Thus p(v) # p(x). Similarly, p(Y) # p(u). 
Cuse 1: p(u) = p(x). Without loss of generality, we can set p(c) <~,,r,p(~Y). This case 
is divided to the following three subcases: 
(1) P(U) <VP(U) <VP(Y)> 
(2) p(u) <VP(L)) <qP(Y), 
(3) P(O) <qJD(Y) <VP(U). 
First, consider the subcase (1). Since (p(u),p(v)),(p(u),p(y))~A(T,(d,D - I)), by 
Lemma 2.7, p(u) = (E)~-’ for some x E Zd. From the definition of cp, u <(,, X. By 
Proposition 2.4, u cv, u and x <q y. Thus, v <‘p u < cp x < q y, so (u, c) and (x, y ) 
do not cross. For the other subcases, by the definition of cp and Proposition 2.4, it is 
similarly shown that (u, U) and (x, y) do not cross. 
Case 2: p(u) # p(x). Without loss of generality, we can set p(u) < ‘,, p(x). This case 
is divided to the following three subcases: 
(1) P(U) G&#-’ <f#PP(X), 
(2) (z)D-’ <VP(U) <qPP(X), 
(3) P(U) <VP(X) Gy’(@‘. 
First, consider the subcase (1). From Lemma 2.7, O+(p(u))=Q) and O-(p(x)) =0. 
Clearly, P(U) # P(C) and P(X) #P(Y). Thus P(U) < lfl P(U) <u,~(x) < Ip P(Y). BY Propo- 
sition 2.4, I: < ,,, u cqx <cp y. Therefore, (u, V) and (x, y) do not cross. 
Next, consider the subcase (2). As shown in the subcase (l), p(x) <cppp(y). Thus, if 
p(a) d rp p(u), then by Proposition 2.4, there is no crossing of (u, u) and (x, y). Suppose 
p(u) <,p(v). By the inductive hypothesis, one of the following relations holds. 
(i) P(U) <Vop(u) <q~(x) <q~(Y), 
(ii) P(U) <q~(x) crpp(y) <q~(u). 
From Proposition 2.4, (u, II) and (x, y) do not cross in both cases. For the subcase (3 ). 
it is similarly proved that there is no crossing of (u, U) and (x, y). 
From Lemmas 2.7 and 2.8, it is checked that the widths of pages are 
By Lemma 2.9, the widths of pages are determined. Cl 
In Fig. 5, we show the 2-page bookembeddings of T,(3,3) for x =0, 1, and 2, where 
the drawings of the spine and the loop of TX are omitted. We also omit the drawing 
of the spine for the remaining figures. 
From Proposition 2.2 and Lemma 2.10, it is immediately understood that B(d, D) 
can be embedded in 2d pages. A little more insight improve the number of pages from 
2d to d + 1. 
Theorem 2.11. The de Bruijn digraph B(d,D), D > 1 can he embedded in (d + 1) 
pages with cumulative pagewidth adD-l(3d3 - 2d2 + 4d - d(d mod 2) - 4). 
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TI (373) 
Fig. 5. The 2-page bookembeddings of T,(3,3) for a = 0, 1, and 2. 
Proof. In the 2-page bookembedding of c, let P, and Qa be the sets of arcs assigned 
to each page such that AD 2 P,. (In Fig. 5, arcs of P,(Q,), cc=O, 1,2 are drawn 
above (below) the spine.) Then, for any vertex o E V((Qa)), the first letter of u is 
CC. From the definition of rp, vertices whose first letters are the same are continuous 
on the spine. Thus, arcs of QU, a = 0, 1,. . . , d - 1, can be assigned to one page to- 
gether without crossing. Therefore, B(d,D) can be embedded in (d + 1) pages. The 
cumulative pagewidth is obtained by computing COGarCdmax(cc,d - 01 - l)dD-’ + 
(d - l)dD-*. 0 
Corollary 2.12. The binary de Bruijn digraph B(2,D), D > 1 can be embedded in 3 
pages with cumulative pagewidth 5 . 20e2. 
Fig. 6 shows the 3-page bookembedding of B(2,4), where the loops are omitted. 
Arcs of Po(P1) are drawn below (above) the spine, and arcs of Qb, CI = 0,l are drawn 
as dotted lines. 
3. Bookembeddings of the Kautz digraph and the shuffle-exchange graph 
In this section, we apply the bookembedding of the de Bruijn digraph to book- 
embeddings of the Kautz digraph and the shuffle-exchange graph. 
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Fig. 6. The 3-page bookembedding of B(2,4). 
3.1. The Kautz digraph 
From the definitions of the de Bruijn and Kautz digraphs, it is known that K(d,D) 
is the subdigraph of B(d + 1,D) induced by the set of vertices with no two consecutive 
identical letters. Using this fact and the bookembedding of B(d + 1, D), we can obtain 
the following (d + 1 )-page bookembedding of K(d, 0). 
Theorem 3.1. The Kautz digraph K(d,D) can be embedded in (d + 1) pages with 
cumulative pagewidth $dD-‘(3d2 + 4d + (d mod2)). 
Proof. Let $d,D be the vertex ordering of K(d, D) induced by (Pd+l,J. That is, u <IL a 
iff u cq u for u, u E V(K(d,D)). Since any vertex of K(d,D) has no two consecu- 
tive identical letters, A(K(d,D)) C UOGzGd AD(T,(d + l,D)). Let B,=A(K(d,D)) n 
AD(T,(d + 1, D)), a = 0, 1, . . , d. From the (d + 2)-page bookembedding of B(d + 1, D), 
for each CI E .&+I, arcs of &(T,(d + l,D)) can be assigned to one page without cross- 
ing under the vertex ordering qd+l,D. Therefore, a (d + 1)-page bookembedding of 
K(d, D) is obtained by assigning arcs of B, to one page for each a E &+I under the 
vertex ordering $d,D. 
In this bookembedding of K(d,D), the pagewidth of the page to which arcs of B, 
are assigned is max(lV(K(d,D))nV,-(T,(d+l,D))I,/V(K(d,D))nv,f(r,(d+l,D))/). 
Here, 
V,(G(d+ ~,D))={(x,u~ ,..., UD-.I)IXEZ,, &E&+l, 1 <i<D}, 
Q+(T,(d+l,D))={(y,~l,..., UD-~)/_YE{~+~ ,..., d}, DiEZd+l, 1 <i<D}. 
Thus, IV(K(d,D))n vD-(T,(d+ 1,D))l =dD-l CI and IV(K(d,D))nV~(T,(d+l,D))I= 
dD-‘(d - cc). Therefore, the cumulative pagewidth is obtained by computing zOGrGd 
max(qd - cl)dD-‘. 0 
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Fig. 7. The 3-page bookembedding of K(2,3). 
Corollary 3.2. The binary Kautz digraph K(2,D) can be embedded in 3 pages with 
cumulative pagewidth 5 . 2D-‘. 
Fig. 7 shows the 3-page bookembedding of K(2,3), where the vertices of B(3,3) 
are ordered according to qn. Arcs of Bo (&) are drawn below (above) the spine, and 
arcs of B1 are drawn as dotted lines. (cf. Fig. 5.) 
3.2. The shuffle-exchange graph 
The shuffle-exchange graph is related to the binary de Bruijn digraph. Any shuffle- 
edge of S(D) corresponds to an arc of B(2,D). Also, the graph obtained from S(D) 
by identifying every two vertices which are joined by an exchange-edge is isomor- 
phic to the underlying graph of B(2, D - 1). Using these facts and the bookembedding 
of the binary de Bruijn digraph, we can obtain the following 3-page bookembedding 
of S(D). 
Theorem 3.3. The shz@e-exchange graph S(D), D > 2 can be embedded in 3 pages 
with cumulative pagewidth 5 2D-3. 
Proof. We employ (p2,J as the vertex ordering of S(D). Let F be the graph edge- 
induced by the set of shuffle-edges of S(D). Since any shuffle-edge of S(D) corre- 
sponds to an arc of B(2,D), F can be embedded in 3 pages according to the 3-page 
bookembedding of B(2,D). Let {u, a} be an exchange-edge of S(D). Then p(u) = p(v), 
so u and v are consecutive on the spine. Thus, for any assignment of the exchange- 
edges to the 3 pages, any exchange-edge does not cross with any other edge of S(D). 
Therefore, S(D) can be embedded in 3 pages. 
Let H be the graph obtained from S(D) by identifying every two vertices which 
are joined by an exchange-edge. Since H is isomorphic to the underlying graph of 
B(2, D- I), the cumulative pagewidth of the 3-page bookembedding of F is the same as 
that of the 3-page bookembedding of B(2, D- 1). We consider the following assignment 
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Fig. 8. The 3-page bookembedding of S(4) 
of the exchange-edges. Let 8 be the page to which the shuffle edges corresponding to 
arcs of AD( 7’i(2, D - 1)) are assigned. Also, let Ei be the set of exchange-edges which 
joins vertices whose first letter is i. We assign exchange-edges of Ei to fi for i = 0,l. 
Then, the width off: do not increase. This is checked from the following facts. Let Li 
be a line perpendicular to the spine such that the number of arcs assigned to 8 which 
cross L, is maximum. Then the crossing point of L, and the spine is on the right of 
the vertex x = CJ-‘(~~-’ - 1) if i = 0, and on the left of the vertex y = ~p-l(2~-’ ) if 
i = 1. On the other hand, any exchange-edge of E, is drawn on the left of x if i = 0, 
and on the right of y if i = 1. 
Therefore, the cumulative pagewidth of this 3-page bookembedding of S(D) is the 
same as that of the 3-page bookembedding of B(2, D - 1 ), i.e. 5 20p3. CI 
The 3-page bookembedding of S(4) is shown in Fig. 8 (cf. Fig. 6). 
4. Conclusion 
We have shown that the de Bruijn digraph B(d, D) and the Kautz digraph K(d, D) 
can be embedded in (d + 1) pages, and the shuffle-exchange graph S(D) can be em- 
bedded in 3 pages. For B(2,D),K(2,D) and S(D), our bookembeddings are optimal 
with respect to the number of pages, which follows from the nonplanarity of these net- 
works. That is, the pagenumbers of these networks have been determined to be 3. For 
d > 2, it remains unknown whether (d + 1) pages are necessary for bookembeddings 
of B(d,D) and K(d,D). 
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