Abstract : In this paper, we present a self-triggered control scheme for discrete-time average consensus problems. In the conventional time-triggered control, each agent has to periodically exchange information with its neighbor agents and update their inputs. On the other hand, in the self-triggered control, they can avoid such inefficient usage of computational resources by exchanging information and updating their inputs only when necessary. We show that the proposed discretetime consensus protocol with synchronized self-triggered control achieves an average consensus based on the analysis of gradient-like iterative algorithms.
Introduction
In recent years, cooperative control of multi-agent systems has received a lot of attention due to its broad areas of applications [1] . Consensus problems are fundamental problems of cooperative control for multi-agent systems. The main objective of consensus problems is to consider that states of all agents converge to a common value using only local information exchanges [2] - [4] . Most of those methods rely on time-triggered technique where each agent periodically computes a control input. However, due to the limited computational abilities, timetriggered control is not suitable for multi-agent systems [5] .
To overcome such drawbacks of the time-triggered technique, the idea of event-triggered control has been proposed in consensus problems. In event-triggered consensus problems, each agent updates its own control input only when necessary. Thus, the event-triggered technique can reduce computational load of processors on each agent [6] . Dimarogonas et al. proposed distributed event-triggered and self-triggered control based on state measurement errors for continuous-time nonlinear dynamics to achieve an average consensus [7] . From the implementation point of view, design and analysis of discretetime consensus dynamics is also an important issue. Chen and Hao presented event-triggered control and self-triggered control for discrete-time multi-agent systems to achieve an average consensus in terms of a linear matrix inequality (LMI) approach [8] .
In this paper, we consider a novel self-triggered control scheme for discrete-time average consensus problems. We assume that local communications are represented by a static and undirected graph and triggers are synchronized. Each agent determines its next trigger time based on the current states at each trigger time. Based on the analysis of gradient-like iterative algorithms [9] , we show sufficient conditions to achieve an average consensus for discrete-time consensus dynamics with self-triggered control. As a related work, Hamada et al. proposed event-triggered and self-triggered average consensus control based on Lyapunov's theorem [10] . However, in [10] , each agent should have the errors of the states at the last trigger time and the current time of the neighbor agents to check the trigger condition. On the other hand, the proposed method does not require the errors of the neighbor agents. As a result, the gradient approach contributes to reduce the computational and communicational load of each agent compared to the one by [10] .
The rest of this paper is organized as follows: Section 2 summarizes fundamental results on the algebraic graph theory. Section 3 shows consensus dynamics and an analysis of gradient-like iterative algorithms. Sufficient conditions for a self-triggered protocol to achieve an average consensus are discussed in Section 4. Section 5 presents a numerical example. Finally, we conclude this paper in Section 6.
Preliminaries
Let R and N be the sets of all real numbers and all nonnegative integers, respectively. For a multi-agent system, each agent is denoted by a node and the structure of information exchanges among agents is denoted by an undirected graph G = (V, E), where V = {1, 2, . . . , n} is the set of vertices and E ⊆ V × V is the set of edges. An undirected edge (i, j) indicates that agents i and j exchange their states with each other. The weighted adjacency matrix A = [a i j ] is an n × n matrix with a i j = a ji > 0 if there is an edge (i, j) ∈ E, and a i j = 0 otherwise. If there is an edge (i, j) ∈ E, node j is called a neighbor of node i. The neighbor set of node i is denoted by N i = { j ∈ V | (i, j) ∈ E, i j} and b i is the number of elements of N i . The degree matrix
In this paper, we assume that local information exchanges among agents satisfy the following assumption:
Assumption 1
The structure of information exchanges among agents is represented by a static and connected undirected graph.
Consensus Dynamics
We consider the following discrete-time consensus dynamics:
where x i (k) ∈ R, u i (k) ∈ R are the state and the input of agent i at discrete time k. We consider the control input u i (k) of agent i as follows:
where k l is the l-th synchronized trigger time. The control input is updated only at trigger times and held constant until the next trigger time. The error between the last updated state and the current state is defined by
and we consider a vector form of agents' errors e(k) = [e 1 (k), e 2 (k), . . . , e n (k)] ∈ R n . From (1)- (3), we have
and (4) can be written in a vector form as follows:
where
n . We define an average consensus as follows:
Definition 1 A group of agents achieves an average consensus if (6) holds for any initial state.
For the sum of states of agents, we have the following lemma:
Lemma 1 Suppose that Assumption 1 holds. Consider the discrete-time consensus dynamics (1) with the input (2), then there holds
Proof From Assumption 1 and the property of the Laplacian L, we have L = L and L1 n = 0, where
Therefore (7) holds for all k ∈ N.
We consider a gradient-like iterative algorithm to get sufficient conditions for an average consensus with the discrete-time consensus dynamics (1) and the input (2).
Let F: R n → R be a cost function such that
where ξ ∈ R n . (8) and Assumption 1, there holds F(ξ) ≥ 0 for each ξ ∈ R n . Also, the function F is continuously differentiable and there exists a positive constant K such that
Remark 1 From
where · 2 is the Euclidean norm.
The following proposition shows that the continuously differentiable cost function F is minimized by a gradient-like iterative algorithm [9] . Proposition 1 Let K 1 be a positive constant. Consider the following dynamics:
Proof This proof can be found in Appendix.
Remark 2
As stated in the remark of Proposition 2.1 of
From Proposition 1, we have the following lemma for an average consensus with (1).
Lemma 2 Suppose that Assumption 1 holds and triggers are synchronized. Consider the discrete-time consensus dynamics (1) with the input (2) . Suppose also that each agent triggers an event only when the trigger condition (13) does not hold:
is the number of elements of N i , and b max = max i∈V b i . Then, if (14) holds, an average consensus is achieved:
Proof This proof is composed of the following two steps.
Step 1 : We show that the inequalities (11) and (12) hold.
By repeating the same argument for each trigger interval, we can show that the inequality (11) holds.
Next, we show that the inequality (12) holds. We have
Then we have
From the inequality of arithmetic and geometric means [7] , we have
Using the inequality (16), we have
From Assumption 1, we have
Hence we have
On the other hand, from the Cauchy-Schwarz inequality, we obtain
This yields
From (15), (17), and (18), we have
and
then the inequality (12) holds.
Step 2 : In this step, we show that an average consensus is achieved. The Laplacian L is a positive semi-definite matrix and all its eigenvalues are non-negative from the Gershgorin disc theorem [11] . Also, we have
where A 2 is the induced 2-norm of a square matrix A. Since L is a symmetric matrix, we have L 2 = ρ(L), where ρ(L) is a spectral radius of L. From the Gershgorin disc theorem, all eigenvalues of L lie within the disc
This implies that (9) 
Self-Triggered Average Consensus
In this section, we present a self-triggered control scheme for an average consensus. Under the self-triggered control, the next trigger time k l+1 is predetermined at the previous trigger time k l based on the current states. Thus any computation or local communication is not required until the next trigger time.
In the same way as for Lemma l, we have the following theorem for the self-triggered control.
Theorem 1 Suppose that Assumption 1 holds and triggers are synchronized. Consider the discrete-time consensus dynamics (1) with the input (2) . Suppose also that a trigger is executed at
is the number of elements of N i , and b max = max i∈V b i . Then, if (14) holds, an average consensus is achieved.
Proof Let T i l be a trigger interval of agent i between the trigger times k l and k l+1 . We consider that each agent estimates the states of its own and the neighbor agents at the next triggered time k l + T i l based on the assumption that a trigger is not executed for
If
, agent i does not have to trigger an event unless the other agents require it to do so.
If α i (k l ) 0, to check a trigger condition, agent i computes the estimated error e i and the differences of states z i as follows:
From (22)- (25), we have
By solving
We consider three cases depending on the coefficient of 
0. Figure 1 shows the feasible range for α
The bold lines represent the feasible ranges of T i l such that 
On the other hand, if min i∈V T i l < 1 at time k l , min i∈V T i l = 0 and k l+1 = k l . In this case, we switch the consensus dynamics from self-triggered control to time-triggered control, that is, all agents update their inputs at time k l + 1. Now we consider the evolution of the cost function F when the consensus dynamics Fig. 1 The feasible range for the solution of α switches from self-triggered control to time-triggered control. We assume that k l represents the time when the consensus dynamics switches from self-triggered control to time-triggered control for the first time. Since the multi-agent system adopts self-triggered control for k = 0, 1, . . . , k l −1, we have (26). Note that, if (14) holds, the conditions (11) and (12) are also satisfied at time k l + 1. Thus we have Therefore, by the same way as in the proof of Proposition 1 in Appendix, we have lim k→∞ ∇F(x(k)) = lim k→∞ Lx(k) = 0.
It follows that
F(x(k l + 1)) ≤ F(x(0)) − β
Simulation
We consider a multi-agent system which consists of 4 agents with a static and undirected communication network as shown in Fig. 2 Table 1 . Figure 3 illustrates the state trajectory of 4 agents and Fig. 4 shows the trigger interval. We see that the states of all agents converge to the average of their initial states and the trigger interval is larger than that of time-triggered control.
Conclusions
This paper considered a distributed scheme of self-triggered average consensus problems with discrete-time dynamics. In the proposed approach, each agent predetermines the next trigger time based on the current states. We showed sufficient conditions to achieve an average consensus with self-triggered control by the gradient-like iterative algorithm.
In the proposed self-triggered control, we assume that all agents synchronously execute triggers. In addition to that, the proposed method assumes that a graph is undirected. If a communication network is represented by a directed graph, the Laplacian L is generally asymmetric. Since the cost function (8) requires that L is a positive semi-define matrix, Theorem 1 does not hold for the asymmetric graph Laplacian. The extension for these issues is our subsequent work.
