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DUALIZABLE LINK HOMOLOGY
A. OBLOMKOV AND L. ROZANSKY
Abstract. We modify our previous construction of link homology in order to include a
natural duality functor F. To a link L we associate a triply-graded module HXYpLq over
the graded polynomial ring RpLq “ Crx1, y1, . . . , xℓ, yℓs. The module has an involution F
that intertwines the Fourier transform on RpLq, Fpxiq “ yi, Fpyiq “ xi. In the case when
ℓ “ 1 the module is free over RpLq and specialization to x “ y “ 0 matches with the
triply-graded knot homology previously constructed by the authors. Thus we show that
the corresponding super-polynomial satisfies the categorical version of q Ñ 1{q symmetry.
We also construct an isotopy invariant of the closure of a dichromatic braid and relate
this invariant to HXYpLq.
1. Introduction
It is easy to see from the skein relations [Jon87] that the HOMFLY-PT polynomial of a
knot PKpa, qq P Zra, q
˘1s has a symmetry: PKpa, qq “ PKpa,´1{qq. In this paper we prove
the conjecture that this symmetry lifts to the link homology.
Currently there are two triply-graded knot homologies [KR08], [OR18d] whose doubly-
graded Euler characteristic equals the HOMFLY-PT polynomial. It is expected that these
homologies are equivalent, although this has not been proven yet. In this paper we study
the knot homology of [OR18d].
The double-graded Poincare polynomial of the link homology PKpa, q, tq is simply called
the super-polynomial. By its definition, its specialization at t “ ´1 is the HOMFLY-
PT polynomial: PKpa, q,´1q “ PKpa, qq. We prove that similar to the HOMFLY-PT
polynomial, the super-polynomial is also palindromic.
Theorem 1.0.1. The super-polynomial of any knot K is palindromic:
PKpa, q, tq “ PKpa, tq
´1, tq.
In fact we upgrade the knot homology to an object of the derived category with a natural
notion of Fourier transform and show that the object is preserved by the transform. The
theorem above follows after we apply the derived functor of global section. We give an
outline of the result below.
For the triply-graded homology [KR08] the statement of the theorem was stated in the
work of Dunfield, Gukov and Rasmussen [DGR06] as a conjecture with a lot of numerical
support. The equivalence of the homology theories [KR08] and [OR18d] would imply the
original conjecture in [DGR06].
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1.1. An object-valued link invariant and its symmetry. The following construction
was motivated by the constructions of Batson-Seed [BS15], Cautis-Kamnitzer [CK16] and
Gorsky-Hogancamp [GH17] and by an observation in [KR16] that the link homology of an
ℓ-component link can be promoted to an object in the derived category of modules over
Crx1, . . . , xℓs. The homology theory developed in [GH17] is particularly close to our theory,
see the last section of the paper.
As usual, all our categories and vector spaces are equivariant with respect to the torus
Tq,t “ C
˚
q ˆ C
˚
t . For a positive integer n we denote xn “ x1, . . . , xn and yn “ y1, . . . , yn.
Their Tq,t weight are
deg xi “ q
2, deg yi “ q
´2t2.
In this paper ℓ denotes the number of components of a link L, and we consider an
associated algebra RpLq “ Crxℓ,yℓs. The derived category of Tq,t-equivariant (2-periodic)
RpLq-modules Dper
Tq,t
`
RpLq
˘
has a Fourier endofunctor F which transposes the variables and
changes the generators of Tq,t:
(1.1) Fpxiq “ yi, Fpyiq “ ´xi, Fpqq “ tq
´1, Fptq “ t.
To a closure Lpβq of a braid β we associate an object EpLpβqq of the category Dper
Tq,t
pRpLqq.
By modifying argument of [OR18d] we prove
Theorem 1.1.1. The object EpLpβqq is invariant under the Markov moves, thus repre-
senting an invariant EpLq of an oriented link L.
In contrast to the link homology defined [OR18d], the invariant EpLq is symmetric with
respect to the Fourier involution:
Theorem 1.1.2. The object EpLq is invariant with respect to the Fourier involution:
F
`
EpLq
˘
– EpLq.
The Fourier transform discussed here is related to several other Fourier transforms. It
is conjectured that the homology of the algebraic knot are equal to the homology of the
Hilbert scheme of points on the corresponding singular curve [ORS18]. In this algebro-
geometric context the Fourier transform manifests itself as Serre duality for the stable pairs
on the curve (see [ORS18]). There is also conjectural relation between the homology of the
torus links and the representations of the rational Cherednik algebras [GORS14]. In this
setting the Fourier transform becomes the Fourier transform for modules over the rational
Cherednik algebras.
It is also easy to see that the object EpLq is invariant with respect to the simultaneous
reversal of orientation of all components of L:
(1.2) EpL¯q – EpLq,
where L¯ is the link with reversed orientation.
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1.2. Dualizable homology. If we apply the functor of global sections to our invariant
we obtain dualizable homology:
HXYpLpβqq “ RΓpEpLpβqqq.
Thus we see that the extended homology have palindromic property:
Theorem 1.2.1. For any link L we have:
dimq,t,aHXYpLq “ dimt2{q,t,aHXYpLq.
The relation between the extended homology HXYpLq and the triply-graded homology
HpLq from [OR18d] is subtle and explained in the next subsection but in the case of knots
all technicalities evaporate and we are left with
Theorem 1.2.2. For any knot K the module HXYpKq is free and finite over RpKq “
Crx, ys and
HXYpKq|y“0 “ HpKq.
In particular the Crxs-module HpKq is free and there is a finite dimensional triply-graded
vector space HpKq such that:
(1.3) HpKq “ HpKq b Crxs.
The graded dimension of the vector space HpKq is what we call super-polynomial
PpKqpa, q, tq of the knot K. Thus the theorem 1.0.1 follows immediately from the previous
statements.
In future work [OR19] we plan to explore a version of the constructions from [OR18c]
for the homology theory HXY developed here. In particular, the sheaves related to the
homology HXY have less singular support compare to the sheaves constructed in [OR18c]
thus we expect that it would be possible to find a connection between the localization
formalism for HXY homology theory and the conjectural theory of projectors proposed in
[GRN16].
1.3. Invariant of the closure of a dichromatic braid. Generalizing the construction
from [OR18d] we obtain a homomorphism from the groupoid of two-colored braids into a
special monoidal category of matrix factorizations:
Φdic : Brdicn Ñ MFr‚, ‚s.
Using this homomorphism we construct the trace functor from this groupoid:
(1.4) E : Brdicn;ℓ Ñ D
per
Tq,t
pCℓq
where Brdicn;ℓ is the set of closable dichromatic braids with ℓ connected components of the
closure. We show that the trace is actually an isotopy invariant of the closure.
Suppose L “ Lpβq, β P Brn;ℓ is a two-colored link. A subset C Ă Cℓ “ t1, 2, . . . , ℓu
determines a coloring of each component Li of L by either an ‘x-box’ (if i R C) or a ‘y-box’
(if i P C). Define a corresponding RpLpβqq-module RpLpβqq as a quotient of RpLpβqq by ℓ
conditions: for each i set yi “ 0 if i R C and xi “ 0 if i P C. The module RpLpβqq is a ring
and SpecpRpβqq is Cℓ appearing in (1.4).
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When the braid has only one color, C “ H, then the space of derived global sections of
the trace is the old invariant from the paper [OR18d]. The object EpLpβqq determines all
colored objects through the derived restriction:
Theorem 1.3.1. For any β P Brdicn we have
EpLpβqq “ EpLpβqq
L
bRpLpβqq RpLpβqq.
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2. Dualizable category
2.1. Notations. In this text we do not discuss induction and restriction functors, so we
can fix the size of our matrices to be n and use the standard notations g, b, n for Lie
algebras associated with the group G “ GLn. We also use notation ∆ : b Ñ C
n for the
linear map that extract the diagonal of the matrix. The same notation is used for linear
map ∆ : b Ñ h when we identify Cn with h in the most natural way.
The other set of notations are borrowed from our previous papers. In particular, X`
X`` denote upper-triangular and strictly upper-triangular parts of the matrix X , so that
X “ X´ `X`` “ X´´ `X`. The symmetry group Sn acts on upper-triangular matrices
by permuting their diagonal entries:
σpXqij “ Xij ´ δi,jpXii ´Xσpiq,σpiqq.
In particular pσ ¨Xqii “ Xσpiq,σpiq
2.2. Long categories. Our basic category is the monodromic version of the category of
[OR18d]. The monodromic categories have advantage over the category from [OR18d]:
the Fourier transform acts on them as endofunctor. The monodromic category has two
equivalent presentations, related by the Kno¨rrer periocidity: the long one and the short
one. The long category has an obvious monoidal structure, but the action of the Fourier
endofunctor is obscured. The short category has an obvious Fourier symmetry, but the
convolution looks unnatural and its Fourier symmetry requires a special proof.
The long category is the category of G ˆ B ˆ B-equivariant matrix factorizations over
the space
X2 Ă gˆGˆ bˆG ˆ b, X2 “ t∆pY1q “ ∆pY2qu,
pg, b1, b2q ¨ pX, g1, Y1, g2, Y2q “ pAdgpXq, g1 ¨ b1,Adb1Y1, g2 ¨ b2,Adb2Y2q.
For a pair of permutations σ, τ we define a GˆB2-invariant potential on X2:
(2.1) Wσ,τ pX, g1, Y1, g2, Y2q “ TrpXpAdg1pσ ¨ Y1q ´ Adg2pτ ¨ Y2qqq.
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This potential is invariant with respect to the first factor of Tqt “ C
˚
q ˆC
˚
t and has weight
2 with respect to the second factor:
pλ, µq ¨ pX, g1, Y1, g2, Y2q “ pλX, g1, λ
´1µ2Y1, g2, λ
´1µ2Y2q.
Thus the long category is the category of G ˆ B2 matrix factorization which have two-
periodic differentials of C˚q degree 1:
MFσ,τ :“ MFGˆB2pX2,Wσ,τ q.
The convolution space X3 “ gˆ pGˆ bq
3 has three GˆB3-equivariant projection πij :
X 3 Ñ X 2 and we can define an associative convolution product between the categories:
‹ : MFσ,τ ˆMFτ,ρ Ñ MFσ,ρ,
(2.2) F ‹ G :“ π13˚pCEnp2qpπ
˚
12pGq b π
˚
23pGqq
T q.
The smaller space X “ g ˆGˆ nˆGˆ n naturally embeds into the big space
i : X Ñ X .
The pull-back i˚pWσ,τ q is independent of σ, τ and we denote this potential W . The
corresponding matrix factorization category:
MF :“ MFGˆB2pX ,W q
was studied in [OR18d]. In particular, the pull-back morphism i˚ : MF‚,‚ Ñ MF inter-
twines the above defined convolution product with the product from [OR18d]. In [OR18d]
we define a homomorphism from the braid group Brn to pMF, ‹q. It turns out that we can
extend this homomorphism to the category MF‚,‚. It is easier to explain this homomor-
phism with the short (that is, Kno¨rrer-reduced) category MFσ,τ which we introduce in the
next subsection.
2.3. Short category. We define the short category as a category of B2-equivariant matrix
factorizations:
MFσ,τ “ MFB2pX ,W σ,τ q, X “ bˆGˆ b,
(2.3) W σ,τ pX, g, Y q “ TrpXpσ ¨ Y ´ Adgpτ ¨ Y qqq.
This category is related to the big category from the previous section by the Knorrer
functor and the trivial extension of G-action. The argument is parallel to the argument
from [OR18d]. First we introduce the intermediate space X ˝ which is the G-quotient of
the space X :
X
˝ Ă g ˆGˆ b2, X ˝ “ t∆pY1q “ ∆pY2qu,
W ˝σ,τ pX, g, Y1, Y2q “ TrpXpσ ¨ Y1 ´ Adgpτ ¨ Y2qqq.
Since the G-action on X is free, the quotient map is the equivalence between the cate-
gories MFσ,τ and
MF˝σ,τ “ MFB2pX ,W
˝
σ,τ q.
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Next we observe that we can write the potential as a sum of two terms with the second
term being quadratic:
W ˝σ,τ pX, g, Y1, Y2q “ TrpX`pσ ¨ Y1 ´ Adgpτ ¨ Y2qqq ` TrpX´´ppY1q`` ` AdgpY2q``qq.
Since ∆pY1q “ ∆pY2q the first term is equal to W σ,τ and the second term is quadratic with
respect to the coordinates X´´ and pY1q`` `AdgpY2q``. Thus we can apply the Knorrer
periodicity functor to establish the isomorphism of categories:
MFpX ˝,Wσ,τ q » MFpX ,W σ,τ q.
To upgrade this relation to the level of B2-equivariant matrix factorizations we need to
follow the method of [OR18d]. In more details we need to define an auxiliary subspace ĂX
of X ĂX “ b ˆGˆ bˆGˆ b, jx : ĂX Ñ X .
The auxiliary space ĂX projects to the space X :
πy : ĂX Ñ X , πypX, g1, Y1, g2, Y2q “ pX, g´11 g2, Y2q.
There is a unique B2-equivariant structure on ĂX that makes map πy-equivariant. On the
other hand the embedding jx have enough B2-equivariant properties to have well-defined
push-forward functor
jx˚ : MFB2p
ĂX , π˚y pW σ,τ qq Ñ MFGˆB2pX ,Wσ,τ q.
Thus we can define the equivariant Knorrer functor as composition:
Φ : MFGˆB2pX ,Wσ,τ q Ñ MFB2pX ,W σ,τ q, Φ “ j
x
˚ ˝ πy˚.
The adjoint functor Ψ “ πy˚ ˝ j
x˚ is the left inverse of Φ:
(2.4) Ψ ˝ Φ “ 1.
2.4. Short convolutions. The short category has two convolution structures ‹¯
y
, ‹¯
x
which
we will prove to be the same. Both convolutions use the same B3-equivariant convolution
space
X 3 “ bˆG
3 ˆ b, pb1, b2, b3q ¨ pX, g12, g23, Y q “ pAdb1pXq, g12, g23,Adb3pY qq.
First we define the convolution that is transported from the big category by the Knorrer
functor Φ. We define the projection maps π¯ij,y,ρ : X 3 :Ñ X
π¯12,y,ρpX, g12, g23, Y q “ pX, g12,Adg23pρ ¨ Y q`` `∆pY qq,
π¯23,y,ρpX, g12, g23, Y q “ pAd
´1
g12
pXq`, g23, Y q,
π¯13,y,ρpX, g12, g23, Y q “ pX, g12g23, Y q.
The construction of the convolution ‹¯
y
is related to the convolution structure ‹¯ from
[OR18d] by the pull-back i˚. In particular, the main potential is the sum
W σ,τ pX, g, Y q “ W ` δW σ,τ ,
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where
W “ ´TrpXAdgpY``qq, δW σ,τ “ TrpXσ ¨∆pY qq ´ TrpXAdgpτ ¨ Y qq.
Proposition 2.4.1. For any σ, τ, ρ we have
π¯˚12,y,ρpW σ,τ q ` π¯
˚
23,y,ρpW τ,ρq “ π¯
˚
13,y,ρpW σ,ρq.
Proof. The pull-back along i of this equation yields a relation between the pull-backs of
the potential W and this relation is proven in proposition 5.3 of [OR18d]. Thus we only
need to show the relation between the pull-backs of δW ‚,‚, which is verified by a direct
computation:
TrpXσ ¨∆pY qq ´TrpXAdg12pAdg23pρ ¨∆pY qq`` ` τ ¨∆pY qqq `TrpAd
´1
g12
pXq`τ ¨∆pY qq´
TrpAd´1g12pXq`Adg23pρ¨∆pY qqq “ TrpXσ¨∆pY qq´TrpAd
´1
g12
pXqpAdg23pρ¨∆pY qq```τ ¨∆pY qqq`
TrpAd´1g12pXqτ ¨∆pY qq ´ TrpAd
´1
g12
pXq`Adg23pρ ¨∆pY qqq “ TrpXσ ¨∆pY qq´
TrpAd´1g12pXqAdg23pρ ¨∆pY qq``q ´ TrpAd
´1
g12
pXq`Adg23pρ ¨∆pY qqq “ TrpXσ ¨∆pY qq´
TrpAd´1g12pXqpAdg23pρ ¨∆pY qq ´ Adg23pρ ¨∆pY qq´qq ´ TrpAd
´1
g12
pXqAdg23pρ ¨∆pY qq´q
“ π¯˚13,y,ρpδW σ,ρq.

Thus for two matrix factorizations F P MFσ,τ , G P MFτ,ρ, the tensor product of the pull-
backs π¯˚12,y,ρpFq and π¯
˚
23,y,ρpGq is a matrix factorization with the potential π¯
˚
13,y,ρpW σ,ρq.
The convolution space X 3 “ bˆG
2ˆn from section 5 of [OR18d] embeds naturally inside
the enlarged convolution space X 3:
i : X 3 Ñ X .
The morphisms π¯ij : X 3 Ñ X 2 are intertwined by i:
i ˝ π¯ij “ π¯ij,y,ρ ˝ i.
The maps π¯ij,y,ρ are not B
3-equivariant but in section 5.4 of [OR18d] we presented a
construction for B3-equivariant enrichment of the tensor product of π¯˚12pF
1q and π¯˚23pG
1q:
π¯˚12pF
1q bB π¯
˚
23pG
1q P MFB3pX 3, π¯
˚
13pW qq, F
1,G 1 P MF.
This construction allows us to define a binary operation [OR18d] on MF:
F 1‹¯G 1 “ π¯13˚pCEnp2qpπ¯
˚
12pF
1q bB π¯
˚
23pG
1qqT
p2q
q.
An almost verbatim repetition of the construction from the section 5.4 of [OR18d] yields
the desired extension of the construction for the maps πij,y,ρ:
Proposition 2.4.2. There is a B3-equivariant structure on the tensor product π¯˚12,y,ρpFqb
π¯˚23,y,ρpGq, F P MFσ,τ , G P MFτ,ρ, which we denote
π¯˚12,y,ρpFq bB π¯
˚
23,y,ρpGq P MFB3pX 3, π¯
˚
13,y,ρpW σ,ρqq,
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such that
(2.5) i˚pπ¯˚12,y,ρpFq bB π¯
˚
23,y,ρpGqq “ π¯
˚
12pipFqq bB π¯
˚
23pipGqq,
(2.6) Φ˝ π¯13,y,ρ,˚pCEnp2qpπ¯
˚
12,y,ρpFqbB π¯
˚
23,y,ρpGqq
T p2qq “ π13,˚pCEnp2qpπ
˚
12pF
1qbπ˚23pG
1qqT
p2q
q,
where F 1 “ ΦpFq, G 1 “ ΦpGq.
Using the previous proposition we define the binary operation:
‹¯
y
: MFσ,τ ˆMFτ,ρ Ñ MFσ,ρ,
(2.7) F ‹¯
y
G “ π¯13,y,ρ,˚pCEnp2qpπ¯
˚
12,y,ρpFq bB π¯
˚
23,y,ρpGqq
T p2qq.
The equation (2.6) together with (2.4) implies that the operation is associative. On
the other hand, equations (2.5) and (2.6) imply that i˚ and Φ are homomorphisms of the
convolution algebras.
2.5. Induction functors. For a parabolic subgroup P Ă Gn define auxilary spaces:
X2
˝pP q “ pˆ P ˆ b2, X 2pP q “ b ˆ P ˆ b,
where p “ LiepP q. We denote Gn “ GLpnq, and Pk Ă Gn is the parabolic subgroup with
Lie algebra generated by b and Ek,1.
Respectively, we denote by pk the natural projection from Pk to Gk ˆGn´k and we use
the same notation the corresponding projection of the Lie algebras. We also use notation ik
for the embedding Pk Ñ Gn and its Lie algebra cousins. These projections and inclusions
induces the B2n-equivariant morphisms:
pk : X2
˝pPkq Ñ X2
˝pGkq ˆX2
˝pGn´kq, p¯k : X 2pPkq Ñ X 2pGkq ˆX 2pGn´kq
ik : X2
˝pPkq Ñ X2
˝pGnq, i¯k : X 2pPkq Ñ X 2pGnq.
In the setting of symmetric group we have analogous notions of parabolic subgroups
and inclusion homomorphism ik : Sk ˆ Sn´k Ñ Sn. In close analogy to constructions from
section 6 of [OR18d] we introduce the induction functors:
indk : MFB2
k
pX2
˝pGkq,W
˝
σ1,τ1
q ˆMFB2
n´k
pX2
˝pGn´kq,W
˝
σ2,τ2
q Ñ MFB2npX2
˝pGnq,W
˝
σ,τ q
indk : MFB2
k
pX 2pGkq,W σ1,τ1q ˆMFB2n´kpX 2pGn´kq,W σ2,τ2q Ñ MFB2npX 2pGnq,W σ,τ q
where σ “ ikpσ1, σ2q, τ “ ikpτ1, τ2q.
The arguments of section 6 of [OR18d] provide a proof of the key properties of the
induction functors.
Proposition 2.5.1. We have
indk ˝ pΦk ˆ Φn´kq “ Φn ˝ indk
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Proposition 2.5.2. For any
Fi,Gi P MFB2
k
pX2
˝pGkq,W
˝
σ1i,τ1i
q, F2,G2 P MFB2
n´k
pX2
˝pGn´kq,W
˝
σ2i,τ2i
q,
we have
indkpF1,F2q ‹ indkpG1,G2q “ indkpF1 ‹ G1,G1 ‹ G2q
where τ1i “ σ2i.
The combination of these two propositions also implies that the induction functor indk
is a homomorphism of ‹¯
y
-convolution algebras. We leave the detailed discussion of the
induction functors for the forth-coming publication [OR19] where we explain the relation
between the induction functors and the elliptic Hall algebra.
2.6. Units of convolution algebras. The potentials Wτ,τ and W τ,τ vanish on subvari-
eties X2pBq and X 2pBq thus we can define Koszul matrix factorizations:
C‖ “ iB˚pCrX2pBqsq, C¯‖ “ i¯B˚pCrX 2sq
where iB and i¯B are the corresponding embeddings.
The argument of proposition 7.1 and corollary 7.2 from [OR18d] implies that these
matrix factorizations are units in the convolution algebras.
Proposition 2.6.1. The matrix factorizations C‖ P MFτ,τ and C¯‖MFτ,τ are the units in
the convolution algebras. That is for any F P MFτ,σ,G P MFσ,τ , F¯ P MFτ,σ, G¯ P MFσ,τ we
have:
C‖ ‹F “ F , G ‹ C‖ “ G,
C¯‖‹¯yF¯ “ F¯ , G¯‹¯y C¯‖ “ G¯.
Choose a basis in the group of characters B_ of B Ă GLn: χkpbq “ bkk, k “ 1, . . . , n.
RFr a matrix B2 factorization F we denote by Fxχ1, χ2y the matrix factorization with the
twisted B2-action. In particular, we can consider the twisted version of the units. The
same argument as before implies that these elements form a large commutative subalgebra
related to the algebra of Jucys-Murphy elements [OR18b].
Proposition 2.6.2. The elements C‖xχ
1, χ2y, C¯‖xχ
1, χ2y, χ1, χ2 P B_ mutually commute.
The elements C‖x1, 0y, C¯‖x1, 0y are the central elements of the convolution algebras.
Proposition 9.1 of [OR18d] implies that a twist of the unit by a pair of the characters
χ1, χ2 depends only on their sum:
C‖xχ
1, χ2y „ C‖xχ
1 ` β, χ2 ´ βy, C¯‖xχ
1, χ2y „ C¯‖xχ
1 ` β, χ2 ´ βy.
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3. Braid group action
In this section we adjust the results of [OR18d] in order to obtain the homomorphisms
from the braid group to the convolution algebras:
Φbr : Brn Ñ MF‚,‚, Φbr : Brn Ñ MF‚,‚.
First, we construct the matrix factorizations for elementary two-strand braids, and then
extend the homomorphism to arbitrary braids through the induction functor, verifying the
braid relations on three-strand braids.
3.1. Braid groups. The braid group Brn is generated by elements σpiq, i “ 1, . . . , n´ 1
with relations:
σpiqσpi` 1qσpiq “ σpi` 1qσpiqσpi` 1q, i “ 1, . . . , n´ 2.
There is a natural surjective homomorphism:
Σ : Brn Ñ Sn
with kernel consisting of elements of the group of pure braids PBrn. Let us abbreviate
the projection by Σpτq “ 9τ .
It is convenient for us to work with labeled braids. These braids form a groupoid LBrn
which could be described as a subset of Sn ˆBrn ˆ Sn:
ps, σ, tq P LBrn iff 9σt “ s.
We use notation sσt for ps, σ, tq P LBrn. The elements sσt and rτp are composable if t “ r
and sσt ¨ tτp “ sστp.
3.2. Two strand case. Let τ be a generator of S2 and σ1 is the positive generator of Br2.
Let us also fix the coordintes on the space X 2:
X “
„
x11 x12
0 x22

, Y “
„
y11 y12
0 y22

, g “
„
a11 a12
a21 a22

Since the potential W 1,τ “W τ,1 factors
W 1,τ pX, g, Y q “ x˜0y˜0, x˜0 “ px11´x22qa11`x12a21, y˜0 “ ppy11´y22qa22´y12a21q{ detpgq.
Thus we can define the Koszul matrix factorizations with the potentials W τ,1, Wτ,1:
C¯` “ K
W τ,1px˜q, C` “ ΦpC¯`q.
We use same notation for the corresponding matrix factorizations from MF1,τ and MF1,τ .
Following blue-prints of [OR18d] we define the inverses of the above matrix factorizations:
C¯´ “ C`x´χ1, χ2y, C¯´ “ C¯`x´χ1, χ2y.
The agruments of section 3.3 [OR18b] imply that the we can switch χ1 and χ2 in the
last formula:
C´ “ C`xχ2,´χ1y, C¯´ “ C¯`xχ2,´χ1y.
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These matrix factorizations correspond to the positive and negative crossings on two
strands:
Proposition 3.2.1. We have
C` ‹ C´ „ C´ ‹ C` „ C‖, C¯` ‹ C¯´ „ C¯´ ‹ C¯` „ C¯‖.
3.3. Braid group generators. Now we can describe the generators of the braid group
and state our main result of the section. Indeed, let us define variations of the induction
functors from the previous section:
indk,k`r : MFpX2pGr`1q,Wσ,τ Ñ MFpX 2pGnq,Wσ,τ qq,
indk,k`r : MFpX 2pGr`1q,W σ,τ q Ñ MFpX 2pGnq,W σ,τ q,
as compositions:
indk,k`rpFq “ indkpC‖, indrpF , C‖qq, indk,k`rpF¯q “ indkpC¯‖, indrpF¯ , C¯‖qq
With these functors we define the generators:
C
piq
˘ “ indi,i`1pC˘q, C¯
piq
˘ “ indi,i`1pC¯˘q.
The elements τiσpiq1 and 1σpiqτi generate the groupoid LBrn, hence its representation
is determined by their images:
Theorem 3.3.1. The assignments:
τiσ
˘1piq1 ÞÑ C
piq
˘ , 1σ
˘1piqτi ÞÑ C
piq
˘ ,
τiσ
˘1piq1 ÞÑ C¯
piq
˘ , 1σ
˘1piqτi ÞÑ C¯
piq
˘ ,
extend to groupoid homomorphisms:
Φlbr : LBrn Ñ MF‚,‚, Φ¯
lbr : LBrn Ñ MF‚,‚.
Recall a technical tool for computations with matrix factorizations from [OR18d]. De-
note by GS Ă Gn, S Ă t1, . . . , nu the subgroup whose Lie algebra is generated by b and
Eij , i ą j, i, j P S. Next, define smaller convolution spaces X3pGS, GT q “ gˆGSˆGT ˆb,
X2pGSq “ g ˆGS ˆG ˆ b . The transitivity of the induction functors implies that
(3.1) G‹¯
y
indk,k`rpFq “ π¯13,y,ρ˚pCEnp2qr`1
pπ¯˚12,y,ρpGq bBr`1 π¯
1˚
23,y,ρpFqqq.
where the maps π¯13,y,ρ and π¯12,y,ρ are the restrictions of the corresponding maps to the
space X3pGtk,...,k`ru, Gq and π¯123,y,ρ is the composition of π¯23,y,ρ with a natural projection
X2pGtk,...,k`ruq Ñ X2pGrq.
Proof of theorem 3.3.1. We have to show that the matrix factorization C
piq
˘ satisfy the braid
relations for the three-stranded braids:
(3.2) C
p1q
` ‹¯yC
p2q
` ‹¯yC
p1q
` „ C
p2q
` ‹¯yC
p1q
` ‹¯yC
p2q
`
together with the relation
(3.3) C`‹¯yC´ „ C‖.
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which says that C´ is the inverse of C` with respect to the convolution ‹¯y . The relations in
the multi-strand case follow from the properties of the induction functors.
First, we prove (3.3). Observe that both C` and C´ are matrix factorizations that extend
the Koszul complexes:
C¯
`
` “ Krx˜s, C¯
`
´ “ Krx˜sxχ2,´χ1y.
In particular, the differentials in these complexes do not depend on the entries of Y -matrix.
Hence Theorem 9.6 from [OR18d] implies that
π¯13,y,ρ,˚pCEnp2qpπ¯
˚
12,y,ρpC¯
`
`q bB π¯
˚
23,y,ρpC
`
´qq
T p2qq „ Krg21s.
Finally, observe that since g21 is an irreducible polynomial inside the structure ring, the
matrix factorization C¯‖ “ K
Wx,xrg21s is a unique extension of Krg21s by Lemmas 3.1, 3.2 of
[OR18d]. Thus the equation (3.3) follows.
In our discussion of braid relations we assume that both sides of (3.2) are objects of the
category MF1,c, c “ t12t23t12 “ t23t12t23. To prove the braid relation we need to combine
the previous construction with the formula (3.1). Indeed, first we argue that
(3.4) C¯
p1q
` ‹¯y C¯
p2q
` „ C¯12, C¯
p2q
` ‹¯y C¯
p1q
` „ C¯21.
(3.5) C¯12 “ K
W ‚,‚rf, g, a31s, C¯21 “ K
W ‚,‚rh, k, pa´1q31s,
f “ px11 ´ x22qa11 ` x12a21, g “ pa
´1q33px11 ´ x33q ´ pa
´1q32x32 ´ pa
´1q31x13
h “ pa´1q32x23 ` pa
´1q33px33 ´ x22q, k “ a11px11 ´ x33q ` a21x12 ` a31x13.
We prove only the first formula of (3.4), the proof of the second one is similar. Consider
the formula (3.1) for k “ 2, r “ 1, F “ C¯`, G “ C¯
p1q
` . We have C¯
p1q
` “ K
W ‚,‚rx˜, a31, a32s
where aij are coordinates on G in the product X2 “ bˆGˆ b. The C¯
p1q`
` “ Krx˜, a31, a32s
is regular hence C¯
p1q`
` is a unique lift of the complex to the matrix factorization.
Next we observe that Lemma 10.4 of [OR18d] implies that
C¯
p1q`
` ‹¯yind2,3pC¯
`
`q „ C¯
`
12,
where C¯
`
12 “ Krf, g, a31s. By proposition 10.2 the sequence f, g, a31 is regular in the struc-
ture ring. Since W 1,t12t23 P pf, g, a31q by Lemmas 3.1, 3.2 there is a unique extension of the
complex C¯
`
12 to a matrix factorization with the corresponding potential and the equation
(3.4) follows.
To complete our proof we need to use (3.1) again for G “ C¯12 and F “ C¯` and k “
1, r “ 1. It is shown in Lemma 11.5 of [OR18d] that formula (3.1) can be used to show
C¯
`
12‹¯yC¯
p1q`
` „ C¯
`
121,
where C¯
`
121 is a complex that is quasi-isomorphic to a module in zeroth homological degree
which is annihilated by the potential W 1,c.
It is also shown in corollary 11.6 of [OR18d] that
C¯
`
21‹¯yC¯
p2q`
` „ C¯
`
212,
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and C¯
`
212 is isomorphic to C¯
`
121 hence by the uniqueness of the extension lemma the braid
relations follow. 
In the rest of the paper we use notations Cα, C¯α, α P LBrn for the corresponding matrix
factorization.
4. Fourier transform
4.1. Specialization to unlabeled braids. The action of the group Sn on the last factor
of X 2 induces the isomorphism of the categories:
τ ¨ : MFσ,ρ Ñ MFσ¨τ,ρ¨τ .
Let us choose a special element in the orbit of the action:
MFσ :“ MFσ,1.
We denote by MF¨ the union of such categories. This union has a natural monodial
structure:
F ‹˜
y
G :“ F ‹¯
y
pτ´1 ¨ Gq, G P MFτ .
Theorem 3.3.1 implies that there is a homomorphism from the braid group to the last
monoidal category:
Corollary 4.1.1. The assignments:
σ˘1piq ÞÑ C¯
piq
˘ ,
extend to the group homomorphism:
Φbr : Brn Ñ pMF‚,‚, ‹˜yq.
4.2. Fourier morphisms. There is a natural automorphism on the small space X 2 de-
fined by:
9FpX, g, Y q Ñ pY, g´1, Xq.
This involution extends to the functor of the triangulated categories:
9F : MFσ Ñ MFτ´1 .
The key observation of this paper is that the automorphism, which we call Fourier
transform, respects the monoidal structure of the category MF‚:
Theorem 4.2.1. For any composable α, β P Brn we have:
9F
´
9FpC¯αq‹˜y
9FpC¯βq
¯
„ C¯β ‹˜y C¯α.
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To start our argument we need to map out the morphisms that are used in both sides
of the equation. In particular, the maps for the LHS fit into the diagram:
(4.1)
pX, g12, g23, Y q pX, g13, Y q pX, g13, τ ¨ Y q
pX, g12,Adg23pτ ¨ Y q`` `∆pY qq pAd
´1
g12
pXq`, g23, Y q pτ ¨ Y, g
´1
13 , Xq
pAdg23pτ ¨ Y q`` `∆pY q, g
´1
12 , Xq pAd
´1
g12
pXq`, g23, τ ¨ Y q
pAdg23pτ ¨ Y q`` `∆pY q, g
´1
12 , Xq pτ ¨ Y, g
´1
23 ,Ad
´1
g12
pXq`q
π13,y,τ
π12,y,τ
π23,y,τ
τ´1¨
F
F τ´1
F
,
where g13 “ g12g23. To perform the convolution for LHS of the equation we need to place
C¯α P MFσ and C¯β P MFτ´1 at the bottom of the diagram then pull-back along the solid
arrows going up and push-forward along the dashed arrows. The same algorithm applies
for the RHS of the equation but with the diagram:
(4.2)
pX, g12, g23, Y q pX, g13, Y q pX, g13, σ
´1 ¨ Y q
pAd´1g12pXq`, g23, Y q pX, g12,Ad23pσ
´1 ¨ Y q`` `∆pY qq
pAd´1g12pXq`, g23, σ
´1 ¨ Y q pX, g12,Ad23pσ
´1 ¨ Y q`` `∆pY qq
π¯
13,y,σ´1
π¯
23,y,σ´1
π¯
12,y,σ´1
σ¨
σ¨
If we apply to the diagram (4.1) the change of variable below we will get a diagram that
is close to (4.2):
(4.3) X Ñ σ´1 ¨ Y, τ ¨ Y Ñ X, g12 Ñ g
´1
23 , g23 Ñ g
´1
12 .
The difference between the transformed diagram (4.1) and (4.2) is the compositions of the
solid arrows. Let us fix notations for the composition of the solid arrows in diagram (4.2):
π˜23,y,σ´1pX, g12, g23, Y q “ pAd
´1
g12
pXq`, g23, σ
´1 ¨ Y q,
π˜12,y,σ´1pX, g12, g23, Y q “ pX, g12,Ad23pσ
´1 ¨ Y q`` `∆pY qq.
Let us also fix notation π˜13,y,σ´1 for composition of the dashed arrows. Respectively, the
composition of the solid arrows in (4.1) after transformation (4.3) are:
π˜23,x,σ´1pX, g12, g23, Y q “ pAd
´1
g12
pXq`` `∆pτ
´1 ¨Xq, g23, σ
´1 ¨ Y q
π˜12,x,σ´1pX, g12, g23, Y q “ pX, g12,Adg23pσ
´1 ¨ Y q`q.
Similarly, we denote by π˜13,x,σ´1 the composition of the dashed arrows in the diagram (4.1).
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Thus our theorem would follow from the equation
(4.4) π˜˚12,x,σ´1pFq bB π˜
˚
23,x,σ´1pGq „ π˜
˚
12,y,σ´1pFq bB π˜
˚
23,y,σ´1pGq
for F P MFτ , G P MFσ. The homotopy implies the relation between the two products:
F ‹˜
y
G „ F ‹˜
x
G,
where the product ‹˜
x
is defined with the use of maps π˜ij,x,‚.
It is possible to prove the formula (4.4) in the full generality but the formula for the
homotopy is rather complicated. The details will appear in the future publications and in
this note we provide explanations for the simplest possible case of the formula, and explain
why it is enough for our proof.
Lemma 4.2.2. Let us assume that F “ pM 1, D1, B1q P MFτ , G “ pM
2, D2, B2q P MFτ and
that the differentials D1, B1, D2, B2 are linear along the factors b in X 2. Then there is a
homotopy as in (4.4).
Proof. We can write an explicit formula for the homotopy. To simplify notations, we
assume that all equivariant correction differentials vanish. We also identify F , G with the
pull-backs π˜˚
12,x,σ´1
pFq,π˜˚
23,x,σ´1
pGq.
The convolution space X3 “ bˆGˆGˆb has a standard coordinate system X, g12, g23, Y
and two other coordinate systems pulled back along the maps π˜12,x,σ´1 and π˜23,x,σ´1 . We
denote the last two coordinate system by pX 1, g12, g23, Y
1q and X2, g12, g23, Y
2. For example
Y 1 “ Adg12pσ
´1 ¨ Y q`.
By taking the derivatives of the potentials W σ,1, W τ,1 we get:
(4.5) rBY 1iiD
1, D1s “ τ´1 ¨X 1ii ´ pAd
´1
g12
X 1qii, rBX2iiD
2, D2s “ σ ¨ Y 2ii ´ pAdg23Y
2qii.
Since all differentials and the potentials are b-linear by taking the second derivatives of the
potentials along b we prove that operators
(4.6) ui “ BY 1iiD
1 b BX2iiD
2,
satisfy relations
(4.7) u2i “ 0, uiuj ` ujui “ 0.
Hence we can define the homotopy map by
U “ expp´
nÿ
i“1
uiq.
Combining all previous observations and taking into account X 1 “ X , Y 2 “ σ´1 ¨ Y for
(4.5) we arrive to
UpD1 b I ` I bD2qU´1 “ D˜1 b I ` I b D˜2,
where D˜1 and D˜2 are the differentials of the pull-backs π˜˚12,y,ρpFq,π˜
˚
23,,ρpGq. 
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Proof of theorem 4.2.1. In the proof we omit the subindex from Sn from the notations of
the maps to simplify notations. Let ω “ σǫ1pi1q . . . σ
ǫlpilq is a presentation of a braid as
product of the elementary braids. We claim that there is a homotopy which implies the
statement of theorem:
C¯
pi1q
ǫ1
‹˜
x
. . . ‹˜
x
C¯
pilq
ǫl
„ C¯
pi1q
ǫ1
‹˜
y
. . . ‹˜
y
C¯
pilq
ǫl
.
Indeed, we can iterate formula (3.1) to obtain a formula for the long product:
(4.8) G‹˜
y
indi1,i1`1pF1q‹˜y . . . ‹˜y indil,il`1pFlq “
π˜1l`2,y,‚˚pCEnl
2
pπ˜˚12,y,‚pGq bB2 π˜
1
˚
23,y,‚pF1q bB2 . . .bB2 π˜
1
˚
l`1,l`2,y,‚pFlqqq,
where π˜1,l`2,y,‚ is the map from
X l`2pG,Gi1,i1`1, . . . , Gil,il`1q “ bˆGi1,i1`1 ˆ . . .ˆGil,il`1 ˆ b
to X 2pGnq given by
π¯1,l`2,y,ρpX, g12, . . . , gl`1,l`2, Y q “ pX, g12 . . . gl`1,l`2, Y q
and the maps π˜1k,k`1,y,‚ are the corresponding twisted linear projections on X 2pG2q.
The maps π˜1k,k`1,y,‚ are obtained by a composition of the restriction of the map π˜k,k`1,y,‚
and a natural projection from X 2pPikq to X 2pG2q. Thus we can apply lemma 4.2.2 and
if we set Fi “ C¯ǫi and set G “ C¯‖, we obtain the desired homotopy. 
5. Link invariant
5.1. Conjugacy class invariant. First we define conjugacy invariant of the braid. For
that we observe the subvariety b ˆ 1 ˆ b Ă X 2 is invariant with respect to the adjoint
B-action. Thus the corresponding embedding je : b
2 Ñ X 2 induces the functor:
j˚e : MFτ,σ Ñ MFBpb
2, Q¯τ,σq, Q¯τ,σpX, Y q “ TrpXpτ ¨ Y ´ σ ¨ Y qq.
The potential Q¯τ,σ is a quadratic function of the diagonal elements, thus there is a
Knorrer periodicity functor. Let us denote by bα, α P Sn fixed by α. Then the Knorrer
periodicity functor provides us with a functor:
KNτ,σ : MFBpb
2, Q¯τ,σq Ñ D
per
B pb
δ ˆ bδq,
where δ “ τ´1σ.
The composition of the above functors with CEnp‚q
T and push-forward along the pro-
jection bδ ˆ bδ Ñ hδ ˆ hδ results into the categorical trace:
T r0 : MFτ,σ Ñ D
perpbδ ˆ bδq.
There is a natural action of the symmetric group, which changes the labels. This action
is the groupoid homomorphism:
τ ¨ pασβq “ pα¨τσβ¨τ q.
This automorphism is sent by Φbr to the functor induced by the τ ¨ action on b:
τ : MFα,β Ñ MFα¨τ,β¨τ .
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Now we are ready to state the main property of our trace functor:
Proposition 5.1.1. For any F P MFα,β, G P MFβ,γ we have:
T r0pF ‹¯yGq “ T r0pτ ¨ G‹¯yFq,
where τ “ αγ´1.
It is easier to prove the trace property if we use the convolution in big category. So
define a version of the trace functor that works for the convolution in big category, to be
more precise we will work with the category MF˝σ,τ . One of the differences between the
small and big categories is that in the small category every object is a module over the
ring of function on hδ ˆ hδ for an appropriate δ in the big category only the structure of
Crhδs-module is obvious, the action of the other copy of Crhδs is hidden. In construction
below we make this action more explicit.
First we define X2
˝pδq “ gˆbˆhbˆh
δ with the B-adjoint action on all factors. Similarly
to the previous case we define the B-equivariant map:
je : X2
˝pδq Ñ X2
˝, jepX, Y1, Y2, hq “ pX, Y1, 1, Y2q.
The pull-back morphism along je gives us a functor:
j˚e : MF
˝
τ,σ Ñ MFBpX2
˝pδq, Qτ,σq, Qτ,σpX, Y1, Y2, hq “ TrpXpτ ¨ Y1 ´ σ ¨ Y2qq.
The potential Qτ,σ has a quadratic term TrpX´´pY1´´ ´ Y2´´qq thus there is Knorrer
periodicity functor:
Φ : MFBpX2
˝pδq, Qτ,σq Ñ MFBpbˆ b ˆ h
δ, Q¯τ,σq.
The Knorrer functors are intwiners: Φ ˝ j˚e “ j
˚
e ˝ Φ. Also since the potential Q¯τ,σ is
independent of the last factor in b ˆ b ˆ ˆhδ we can extend previously used functor to
obtain:
KNτ,σ : MFBpb
2 ˆ hδ, Q¯τ,σq Ñ D
per
B pb
δ ˆ bδ ˆ hδq.
We denote by Opδq the set of δ-orbits inside t1, . . . , nu. There is a natural projection πδ :
h Ñ hδ, if xo, o P Opδq are coordinates on h
δ then the projection is given by xo “
ř
iPo hi.
We use same notation for the projection πδ : b Ñ h
δ as well as projection bδ ˆ bδ ˆ hδ Ñ
hδ ˆ hδ which is an identity on the last factor and πδ on the second factor.
Let us fix coordinates pX, Y1, Y2, xq on the space X2
˝pδq and introduce Koszul complex
on the space
Kδ “ pR b Λ‚xθ1, . . . , θly, D
δq, Dδ “
ÿ
oPOpδq
pxo ´
ÿ
iPo
Xiiq
B
Bθo
,
where l “ |Opδq| and R “ CrX2
˝pδqs. The complex Kδ is not B-equivariant in strong
sense but given C “ pM,D, Bq P MFBpX2pδq, Qτ,σq by lemma 3.6 of [OR18d] there is
B1 : M b Λ‚xθ˚y ÑM b Λ
ă‚xθ˚y such that
pM b Λ‚xθ˚y, D `D
δ, B ` B1q P MFBpX2pδq, Qτ,σq.
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This matrix factorization is unique up to homotopy (by Lemma 3.7 in [OR18d]) and we
use notation C bB K
δ for it.
The trace map is defined by
T r0 : MFσ,τ Ñ D
per
B ph
δ ˆ hδq, T r0pCq “ πδ˚
`
CEnpKNτ,σ
`
Φ
`
j˚e pCq bB K
δ
˘˘
qT
˘
.
Proof of proposition 5.1.1 . From the construction we see that T r0pΦpCqq “ T r0pCq. Thus
we concentrate on the proof the statement for the trace in the big category.
If we only care about the structure of Crhδs-module (not Crhδ ˆ hδs) then the trace
property follows from base changes in the commuting diagram:
(5.1)
X2
˝ ˆX2
˝
X3
˝
Z
X2
˝ gˆ b ˆ b gˆ bδ hδ ˆ hδ
j∆
π˝
13
j
π
je jKN
π˜δ
,
here Z “ gˆGˆ bˆh b and the new solid arrow maps are:
j∆pX, Y1, g12, Y2, g23, Y3q “ pX, Y1, g12, Y2qˆpAd
´1
g12
X, Y2, g23, Y3q, jKNpX, Y q “ pX, Y, Y q,
jepX, Y1, Y2q “ pX, Y1, 1, Y2q,
and π˜δ is the natural projection. The dashed arrows are constructed to make the diagram
commute:
jpX, g, Y1, Y2q “ pX, Y1, g, Y2, g
´1, Y1q, πpX, g, Y1, Y2q “ pX, πδpY1qq.
If we travel along the solid arrow from the upper-left corner to the lower-right corner we
obtain a simplified version of our trace functor:
CEn2pπ˜δ˚ ˝ j
˚
KN ˝ j
˚
e ˝ π
˝
13˚ ˝ j
˚
∆pF b Gqq
T 2 “ πδ˚
`
CEnpKNτ,σ pΦ pj
˚
e pF ‹ Gqqqq
T
˘
.
On the other hand the base change tell us that
j˚KN ˝ j
˚
e ˝ π
˝
13˚ “ π˚ ˝ j
˚.
The maps j∆ ˝ j and π˜δ ˝ π are equivariant with respect to the involution
swzpX, g, Y1, Y2q “ pAd
´1
g X, g
´1, Y2, Y1q,
j∆ ˝ j ˝ swz “ swx ˝ j∆ ˝ j, π˜δ ˝ π ˝ swz “ π˜δ ˝ π,
where swx swaps two copies of X2
˝. Thus the involution swz induces the isomorphism of
complexes of Crbδs-modules:
πδ˚
`
CEnpKNτ,σ pΦ pj
˚
e pF ‹ Gqqqq
T
˘
» πδ˚
`
CEnpKNτ,σ pΦ pj
˚
e pG ‹ Fqqqq
T
˘
.
To upgrade this isomorphism to the statement about the trace T r0 we need to multiply
the varieties of the diagram (5.1) by hδ and observe that
T r0pF ‹ Gq “ CEn2pπ˜δ˚ ˝ π˚pj
˚ ˝ j˚∆pF b Gq bB K
δqqT
2
.
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The only difficulty with applying the previous argument in this case is that the involution
swz acts non-trivially on the complex K
δ. The pull-back of the complex sw˚zpK
δq has
differential:
D˜δ “
ÿ
oPOpδq
pxo ´
ÿ
iPo
Ad´1g pXqiiq
B
Bθo
.
However, there is a homotopy connecting Dδ and D˜δ. If F “ pM 1, D1, B1q and G “
pM2, D2, B2q then the partial derivatives
u1o “
ÿ
iPo
BD1
BYii
, u2o “
ÿ
iPo
BD2
BYii
,
provide homotopies between
ř
iPoXii and
ř
iPopAdgXqii for o P Opδq. Thus the matrix
M “ expp
ř
oPOpδqpu
1
o b 1` 1b u
2
oqθq provides us with the intertwiner:
M ˝Dδ ˝M´1 “ D˜δ,
and the proposition follows. 
5.2. Framed category and link invariants. In this section we introduce a version of
our short category with stability condition. This category has enough structure for defining
the link invariant.
The framed version of the space X 2 is a open subset of X 2 ˆ V , V “ C
n defined by
the stability condition:
pX, g, Y, vq P X 2,fr, iff CxX, pAdgY q`yv “ V.
The projection along the vector space V maps X 2,fr to the open subset X 2,st Ă X 2.
The pull-back along this projection induces the functor:
fgt : MFσ,τ Ñ MFB2pX 2,fr,W σ,τ q “ MF
st
σ,τ .
Similarly, we define subspace X 3,fr as stable locus of the product X 3 ˆ V . There is a
natural extension of the maps π¯ij,ρ to the maps between the spaces X 3,fr and X 2,fr. Thus
we can define the monoidal structure on the category MF
st
‚,‚. Moreover, the argument of
lemma 12.2 [OR18d] implies that the functor fgt is monoidal.
fgtpF ‹¯
y
Gq “ fgtpFq‹¯
y
fgtpGq.
The geometric trace functor from category MF
st
‚,‚ lands into the category constructed
on the space ĄHilbfree1,n which is the space of triples pX, Y, vq P b2 ˆ V satisfying stability
condition:
CxX, Y yv “ V.
We denote by Hilbfree1,n the B-quotient of
ĄHilbfree1,n . We also use notation je for embedding
of ĄHilbfree1,n inside X2,fr. The pull-back along this map give us functor:
j˚e : MF
st
σ,τ Ñ MFBpHilb
free
1,n , Qσ,τ q.
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There is a natural projection χ : ĄHilb1,n Ñ h ˆ h and we define ĄHilb1,npZq :“ χ´1pZq,
Z Ă h ˆ h. We also use abreviation ĄHilb1,npδq, δ P Sn for ĄHilb1,nphδ ˆ hδq. The Knorrer
periodicity thus gives us functor:
KNσ,τ : MFBpHilb
free
1,n , Qσ,τ q Ñ D
per
B p
ĄHilb1,npστ´1qq.
Combining all the previous constructions we assign a two-periodic complex to a labeled
braid β P LBrn:
Sβ “ CEnpKNσ,τ pfgtpΦ
brpβqqqqT ,
where σ “ spβq, τ “ tpβq. The same argument as above implies that this complex only
depends on the conjugacy class of the element of the braid group.
The last component needed to define the knot homology is the tautological vector bundle
B over ĄHilb1,npδq with fiber V _. We use same notation for vector bundle on the quotient
Hilb1,npδq. The hyper-cohomology
H
kpβq “ HpSβ b Λ
k
Bq
is a doubly-graded module over the doubly-graded ringRpβq “ CrX11, Y11, . . . , Xnn, Ynns{Iσ,τ
where Iσ,τ is generated by the elements Xii´Xδpiq,δpiq, Yii´Yδpiq,δpiq, δ “ στ
´1, i “ 1, . . . , n.
Denote ℓpβq the number of connected components of the closure of β, which is also equal
to the number of orbits of δ acting on t1, . . . , nu. A choice of correspondence between the
orbits and elements of t1, . . . , ℓu, identifies Rpβq with Crx1, y1, . . . , xℓ, yℓs. Let us also recall
that there is a natural Fourier transform on F on the ring Rpβq given by formula (1.1).
As in [OR18d] we use notation qktm for the shift of qt-grading. With this convention in
mind the main result of the paper is the following:
Theorem 5.2.1. For any β P LBrn the triply-graded module over Rpβ:
HXYpβq “ ‘kPZH
kpβq,
with Hkpβq defined by
Hkpβq “ qwrpβq`n ¨Hpβq,
is an isotopy invariant of the closure Lpβq, here wrpβq is the wreath of the closure of β.
Moreover, there is an involution F on HXYpβq that intertwines the the Fourier transform
on Rpβq.
The theorem follows from more general statement. Using the projection χ we define:
T rkpβq “ χ˚pSβ b Λ
kBq P Dperphδ ˆ hδq, 9β “ δ.
Respectively, we denote by T r the direct sum
T rpβq “ ‘kT rkpβq.
Previously defined trace T r0 could restricted to the stable part of the corresponding spaces
to define:
T r0 : MF
st
τ,σ Ñ D
perphδ ˆ hδq, δ “ τ´1σ.
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This definition is consistent with the other construction of the trace since
(5.2) T r0pβq “ T r0pCβq.
The first part of the theorem 5.2.1 follows from the theorem bellow the second part is
discussed in the next section.
Theorem 5.2.2. For any β P Brn the direct sum
Epβq “ qwrpβq`n ¨ T rpβq
is a link invariant of the closure Lpβq.
Proof. We need to check that the trace satisfies the Markov move conditions. The first
Markov move is about conjugacy invariance and it follows immediately from (5.2) and
5.1.1. The second Markov move is equivalent to the pair of equations
(5.3) T rkpβ ¨ σp1qq “ T rkpβq, T rkpβ ¨ σp1qq “ T rk´1pβq,
where β P Brn´1 is a braid on the strands 2, . . . , n.
These equations are implied by the same argument as theorem 13.3 of [OR18d]. Below
we outline the steps of the proof. The reader may consult [Obl18] for a detailed account.
The images of the braids β and β ¨ σp1q in the symmetric groups are δ1 P Sn´1 and
δ “ δ1 ¨ t12 P Sn. Now we can use the nested nature of the scheme Hilb1,n to define the
projection map:
π : Hilbfree1,n Ñ Cx ˆ Cy ˆ Hilb
free
1,n´1,
where the first two components of the map π are x11, y11 and the last component is just
forgetting of the first row and the first column of the matrices X, Y and the first component
of the vector v. Let us also fix notation for the line bundles on Hilbfreen : we denote by
Okp´1q the line bundle induced from the twisted trivial bundle O b χk. It is shown in
proposition 13.1 of [OR18d] that the fibers of the map π are projective spaces Pn´1 and
(5.4) Bn{π
˚pBn´1q “ Onp´1q, Onp´1q|π´1pzq “ OPn´1p´1q.
We can combine the last proposition with the observation that the total homology
H˚pPn´1,Op´lqq vanish if l P p1, n ´ 1q and is one-dimensional for l “ 0, n and obtain
a conclusion of proposition 13.2 of [OR18d] For any n we have:
‚ π˚pΛ
kBnq “ Λ
kBn´1
‚ π˚pOnpmq b Λ
kBnq “ 0 if m P r´n` 2,´1s.
‚ π˚pOnp´n ` 1q b Λ
kBnq “ Λ
k´1Bn´1rns
The main technical component of the proof is a careful analysis of matrix factorizations
C¯β¨σp1q˘1 P MFpX¯
st
n ,W q, see proof of theorem 13.3 in [OR18d]. The same argument is
applicable for study of the curved complexes C¯β¨σp1q˘1 P MF
st
τ,σ. To state the version of the
result we need to work with the space Hilb1,nph ˆ h
σp1qq, we denote the embedding map
into Hilb1,n by i∆. The image πpHilb1,nph ˆ h
σp1qqq is isomorphic to Cx ˆ Hilb1,n´1. Now
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the version of the result from [OR18d] that we need show that curved complex i˚∆pC¯β¨σp1qǫq
has form:
(5.5) C1 C1 b V C1 b Λ2V C1 b Λ3V C1 b Λ4V ¨ ¨ ¨
where C1 “ π˚pC¯βbKrx11sq, V “ C
n´2, the dotted arrows are the differentials of the Koszul
complex for the ideal I “ pg13, . . . , g1nq where gij are the coordinates on the group inside
the product X n “ bn ˆ GLn ˆ bn. Thus after the pull-back j
˚
e the dotted arrows of the
curved complex vanish and we only left with the arrows going from the left to right.
Since the push-forward along π intertwines the Knorrer functor:
CEnnpKNτ,σpCqq “ CEnn´1pKNτ 1,σ1pπ˚ ˝ i
˚
∆pCqqq
Tn´1 .
to finish proof of the theorem we need to compute π˚pi
˚
∆ ˝ j
˚
e pC¯β¨σ˘1
1
q bΛkBnq and here we
can apply the previous corollary. Thus if ǫ “ 1 then only the left extreme term of j˚e of the
complex (5.5) survive the push-forward π˚. Since the non-trivial arrows of j
˚
e of (5.5) all
are the solid arrows which are going the left to the right, the contraction of the π˚-acyclic
terms do not lead to appearance of new correction arrows thus conclude that
π˚pi
˚
∆ ˝ j
˚
e pC¯β¨σ1q b Λ
kBnq “ j
˚
e pC¯β b Λ
kBn´1q.
If ǫ “ ´1 then only the right extreme term of j˚e of the complex (5.5) survive the
push-forward π˚. Hence the similar argument as before implies:
π˚pi
˚
∆ ˝ j
˚
e pC¯β¨σ´1
1
q b ΛkBnq “ j
˚
e pC¯β b Λ
k´1Bn´1q.

5.3. Fourier transform for the trace. Let us use notation for the anti-involution in-
verting the direction of the braid:
α ¨ β “ β ¨ α, σpiq “ σpiq
Let us also define an involution on the ring Rpβq by
9Fpxiq “ yi, 9Fpyiq “ xi.
Theorem 5.3.1. For any β P LBrn we have
9FpT rpβqq “ T rpβq
Proof. The statement follows from the theorem 4.2.1 and the fact the properties of C¯`.
Indeed, C¯` P MFτ,1 is the Koszul matrix factorization for the pair x˜0 and y˜0. The Fourier
transform 9F switches x˜0 and y˜0 hence:
9FpC¯`q “ C¯`
and the statement follows. 
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Next we discuss the easy involution on our categories that manifests itself in the equation
(1.2). We define an involution on the big space X2 by:
IpX, g1, Y1, g2, Y2q “ pX, g2,´Y2, g1,´Y1q.
This involution induces the isomorphism of categories:
Proposition 5.3.2. The involution I induces the isomerism’s of categories:
I : MFσ,τ Ñ MFτ,σ
such that
IpF ‹ Gq “ IpGq ‹ IpFq.
The corresponding involution on the ring Rpβq is given by:
Ipxiq “ xi, Ipyiq “ ´yi.
The Fourier transform F is the composition of these two involutions:
F “ 9F ˝ I.
Thus combining theorem 5.3.1 and proposition 5.3.2 we derive that for any β P LBrn
we have:
FpT rpβqq “ T rpβq, HXYpLpβqq “ FpHXYpLpβqqq
and Theorems 1.2.1, 5.2.1 and 1.1.2 follow.
5.4. Relation with HOMFLYPT homology. In our previous papers we worked with
homology theory Hpβq which categorifies the HOMFLYPT polynomial. In this section
we explain how the old homology theory can be obtained from the new homology theory
HXYpβq.
Let us denote by Rpβqx the ring Crx1, . . . , xℓs where ℓ is number of connected components
of the closure Lpβq. The ring Rpβqx is a Rpβq-module and in the next section we show
Theorem 5.4.1. For any β P LBrn we have the relation between the homology of the
closure of the braid:
HXYpβq
L
bRpβq Rpβqx “ Hpβq.
The relation between the homology theories is especially simple in the case when Lpβq
is a knot, as it is stated in theorem 1.2.2.
Proof of theorem 1.2.2. From the construction of the trace T rpβq, βBrn K “ Lpβq we see
that the variables x, y inRpKq “ Crx, ys are the sums of the diagonal elements x “
řn
i“1 xii,
y “
řn
i“1 yii. Since these elements are not changed by a conjugation, the statement follows.

Thus we have shown (1.3) and the theorem 1.0.1 follows.
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6. Two-colored link invariants
It is very likely that that all known triply-graded categorifications of the knot homology
coincide or differ by some trivial factor. However the case of links is more interesting, it
is known that there are several link invariants that are equal HOMFLYPT polynomial on
the knots but differ from HOMFLYPT on the general links. Thus we do not expect any
kind of uniqueness of HOMFLYPT homology of links.
In this section we discuss the invariants of the links colored with two colors. If link is
a knot the homology discussed here match with homology from the previous sections and
homology from [OR18d]. For multi-component links we expect existence of the spectral
sequence connecting these homology with the dualizable link homology.
6.1. Invariants of dichromatic links. Since we will work with the links colored with
two colors, we are lead to a definition of the groupoid of dichromatic braids Brdicn . An
element of the groupoid is a triple s, β, t, s, t Ă t1, . . . , nu, β P Brn and 9βpsq “ t. It is
convenient to use notation β “ ps, β, tq and spβq “ s, tpβq “ t. The braids α ¨ β is defined
if tpαq “ spβq.
Now we would like to construct an analogue of the homomorphisms Φlbr and Φ¯lbr for
the dichromatic braids. We define brSs, S Ă t1, . . . , nu to be a subspace of the algebra b
defined by vanishing of i-th diagonal entry if i R S. For given c, c1 Ă t1, . . . , nu that we
introduce space spaces:
X2rc, c
1s “ gˆG ˆ brcs ˆGˆ brc1s, X 2rc, cs “ brcs ˆGˆ brc
1s.
Respectively, we define the corresponding categories of matrix factorizations:
MFrσ, c, τ s “ MFGˆB2pX2rσ
´1pcq, τ´1pcqs,Wσ,τ q, MFrσ, c, τ s “ MFB2pX 2rc¯, τ
´1pcqs,W σ,τ q.
where Wσ,τ W σ,τ are given by the formulas (2.1) and (2.3).
We have the relation between the potentials:
W ˝σ,τ pX, g, Y1, Y2q “ W pX
1, g, Y 12q `
ÿ
iPc
XiipY1,σpiq,σpiq ´ AdgpY2qτpiq,τpiqq
` TrpX´´ppY1q`` ` AdgpY2q``qq,
where X 1, Y 12 are projections of X, Y
1 on brc¯s and brτpcqs respectively. Thus just like in
previous cases there is a Knorrer functors:
MFrσ, c, τ s MFrσ, c, τ s
Φ
Ψ
such that Ψ ˝ Φ “ 1. We call the category MFrσ, c, τ s a short version of the category
MFrσ, c, τ s.
The convolution space for the big category in this setting is X3rcs “ gˆpGˆ brcsq
3 and
the monoidal structure ‹ on the categories MFr‚, ‚, ‚s is defined by the formulas (2.2):
‹ : MFrσ, c, τ s ˆMFrτ, c, ρs Ñ MFrσ, c, ρs.
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We can define the convolution structure ‹¯ on the category MFr‚, ‚, ‚s using Knorrer
functors but we can also define the convolution in short category explicitly. To define
the convolution few notations are needed. For a subset c Ă t1, . . . , nu we generalize the
upper-triangular truncation by
X`c “ X`` `∆rcspXq,
where ∆rcspXq is the diagonal matrix consisting of i-th, i P c diagonal entries of c.
The modified projection maps X3rρ, cs “ brc¯sˆG
2ˆbrρ´1pcqs to X2rc¯, σ
´1pcqs, X2rc¯, ρ
´1pcqs
and X2rc¯, ρpcqs
π¯12rσ, ρ, cspX, g12, g23, Y q “ pX, g12,Adg23pρ ¨ Y qσpcq`q,
π¯23rσ, ρ, cspX, g12, g23, Y q “ pAd
´1
g12
pXqc¯`, g23, Y q,
π¯13rσ, ρ, cspX, g12, g23, Y q “ pX, g12g23, Y q.
Thus we define the convolution in the short category by
F ‹¯G “ π¯13˚rσ, ρ, cspCEnp2qpπ¯
˚
12rσ, ρ, cspFq bB π¯
˚
23rσ, ρ, cspGqq
T p2qq P MFrσ, c, ρs,
for F P MFrσ, c, τ s,G P MFrτ, c, ρs.
Many of the categories MFr‚, ‚, ‚s are isomorphic since for any α P Sn there is a natural
functor:
(6.1) α : MFrσ, c, τ s Ñ MFrσα, α´1pcq, ταs.
The the subset Brdicn,k Ă Br
dic
n of dichromatic braids β with |spβq| “ k is a sub-algebroid.
For any c, |c| “ k there is natural homomorphism the algebroids:
πc : LBrk Ñ Br
dic
n,k,
defined by πcpps, β, tqq “ pspcq, β, tpcqq. Below we discuss the counter part of this homo-
morphism in convolution algebras of matrix factorizations.
The inclusion map irc, c1s : X 2rc, c
1s Ñ X 2 provides us the convolution algebra homo-
morphism. We will not need full generality of the intertwining statement, for our purposes
it is enough to show the analog of lemma 4.2.2 in this setting.
Proposition 6.1.1. We have the commuting square of homomorphisms:
LBrn pMF‚,‚, ‹¯yq
Brdicn,k pMFr‚, c, ‚s, ‹q
πc
Φ
i˚
Φ
,
where i is an abbreviation for irc¯, ‚s.
Proof. We only need to show that i˚ is a homomorphism of the convolution algebras, the
bottom arrow of the square is defined by commutativity of the square. We denote by irσ, cs
the natural embedding of X 3rρ, cs into X 3 then lemma below and the argument of the
proof of 4.2.1 implies the statement. 
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Lemma 6.1.2. Let us assume that F “ pM 1, D1, B1q P MFσ,τ , G “ pM
2, D2, B2q P MFτ,ρ
and that the differentials D1, B1, D2, B2 are linear along the factors b in X 2. Then there is
a homotopy
i˚rρ, cspπ¯˚12,y,ρpFqbBπ¯
˚
23,y,ρpGqq „ π¯
˚
12rσ, ρ, cspi
˚rc¯, σ´1pcqspFqqbBπ¯
˚
23rσ, ρ, cspi
˚rc¯, ρ´1pcqspGqq.
Proof. We can write an explicit formula for the homotopy. To simplify notations, we
assume that all equivariant correction differentials vanish. Also we set τ “ 1, because of
(6.1) this assumption is not restrictive.
We also identify F , G with the pull-backs π¯˚12,y,ρpFq,π¯
˚
23,y,ρpGq and we use notation F˜
and G˜ for the pull-backs π¯˚12rσ, ρ, cspi
˚rc¯, σ´1pcqspFqq and π¯˚23rσ, ρ, cspi
˚rc¯, ρ´1pcqspGqq. The
convolution spaces X 3 and X 3rρ, cs have standard coordinate systems X, g12, g23, Y and
two other coordinate systems pulled back along the maps π¯12,y,ρ, π¯23,y,ρ and π¯12rσ, ρ, cs,
π¯23rσ, ρ, cs. We denote the last two coordinate system by pX
1, g12, g23, Y
1q andX2, g12, g23, Y
2.
By taking the derivatives of the potentials W σ,1, W 1,ρ we get:
(6.2) rBY 1iiD
1, D1s “ σ´1 ¨X 1ii ´ pAd
´1
g12
X 1qii, rBX2iiD
2, D2s “ Y 2ii ´ pAdg23ρ ¨ Y
2qii.
Since all differentials and the potentials are b-linear by taking the second derivatives of the
potentials along b we prove that operators
ui “ BY 1iiD
1 b BX2iiD
2,
satisfy relations u2i “ 0, uiuj ` ujui “ 0. Hence we can define the homotopy map by
U “ expp´
nÿ
iPσpcq
uiq.
Finally, let us observe that in (6.2) σ´1 ¨ X 1ii “ 0 for i P σpcq and pAd
´1
g12
X 1qii, i P σpcq is
sent to zero by the pull-back i˚rρ, cs. Thus combining all previous observations we arrive
to
UpD1 b I ` I bD2qU´1 “ D˜1 b I ` I b D˜2,
where D˜1 and D˜2 are the differentials of the pull-backs F˜ ,G˜. 
6.2. Traces. There is natural trace functor on the categories MFrσ, c, τ s. Similar to the
previous construction we define the embedding and the pull-back:
jerc
1, c2s : brc1s ˆ brc2s Ñ X 2rc
1, c2s, j˚e rc
1, c2s : MFrσ, c, τ s Ñ DperB pbrc¯s ˆ brτ
´1pcqsq.
The set of diagonal elements of the product brc¯s ˆ brτ´1pcqs naturally isomorphic to h.
Thus by taking the B-invariants and tensoring with the exterior powers of the tautological
bundle we arrive to the functor:
T r1k : MFrσ, c, τ s Ñ D
perphq, T r1kpFq “ CEnpj
˚
e pFq b Λ
kBqT .
The dichromatic braid β is called closable if spβq “ tpβq. For a closable braid β both sets
spβq and tpβq are unions of the orbits of the action of 9β. Let us assume that β “ πcpτβσq
then the identification between h and hrc¯s ˆ hrτ´1pcqs naturally extends to the identifica-
tion between corresponding 9β-invariant pieces of the spaces. We denote by πrσ, c, τ s the
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corresponding linear projection hδ Ñ h and for the triples σ, c, τ such that σpcq “ τpcq we
define:
T rk : MFrσ, c, τ s Ñ D
perphδq, T rk “ π˚rσ, c, τ s ˝ T r
1
k.
where δ “ τ´1σ.
This last trace is compatible with the previously defined trace via pull-back morphism.
Let jrσ, c, τ s be the embedding of hδ “ hrc¯sδ ˆ brτpcqsδ inside hδ ˆ hδ, then we have
Proposition 6.2.1. For F P MFσ,τ and c such that σpcq “ τpcq we have the following
relation between the traces:
j˚rσ, c, τ s ˝ T rkpFq “ T rkpi
˚rc¯, τ´1pcqspFqq.
Proof. We claim that both sides of the equations are two ways to travel from lower right
corner of the commuting diagram to the upper left corner:
hδ hrc¯s ˆ hrτ´1pcqs brc¯s ˆ brτ´1pcqs X 2rc¯, τ
´1pcqs
hδ ˆ hδ hδ ˆ h hˆ h bˆ b X 2
jrσ,c,τ s
πrσ,c,τ s
jerc¯,τ´1pcqs
irc¯,τ´1pcqs
jKN
πδ
je
.
To be more precise to get both sides of the equation we need to pull-back along the labeled
arrows, with exception of the arrows with labels πrσ, c, τ s and πδ, where we use push-
forward, and apply the averaging functor CEnp‚q
T to in the reverse direction along the
labels unmarked arrows.
Maps jKN is defined as an embedding of h
δ ˆ h into h ˆ h defined with the help of
identification between hrc¯sδ ˆ hrτ´1pcqsδ and hδ and hrcs ˆ hrτ´1pc¯qs. We use the same
identifications to define the projection πδ. The dotted arrow is given by the projection of
h “ hrc¯s ˆ hrτ´1pcqs onto hδ “ hδ ˆ 0 Ă hδ ˆ h.
The Knorrer functor from the definition of the trace is the composition of the functors
πδ˚˝j
˚
KN . Thus indeed the RHS of the equation is obtained by tracing the diagram the way
we described. The fact that the LHS is obtain this way is immediate from the construction
of the trace.
Thus to prove the equation we use the base change for the left commuting square of the
diagram and commuting property of right commuting square of the diagram. 
6.3. Relations between the invariants. Using (6.1) we can define the monoidal struc-
ture on the union of categories MFrσ, cs :“ MFrσ, c, 1s by
F ‹˜G :“ F ‹¯
y
pτ´1 ¨ Gq, F P MFrσ, cs, G P MFrτ, c1s,
here c “ τpc1q. Let us also point out that
MFrσ, cs “ MFBpbrc¯s ˆGˆ brcs,W q
does not depend on σ but this index participate in the definition of the monoidal structure.
As usual we use notation MFr‚, ‚s for the union of these categories.
The proposition 6.1.1 implies that we have
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Corollary 6.3.1. There is a groupoid homomorphism:
Φdic : Brdicn Ñ MFr‚, ‚s
such that if πcp1βsq “ β then
Φdicpβq “ i˚rc¯, spcqs ˝ Φlbrp1βsq.
Using homomorphism from the corollary we define the trace on Brdicn by
T r : Brdicn;ℓ Ñ D
perpCℓq, T rpβq :“ T rpΦlbrp1βsqq,
where πcp1βsq “ β and Br
dic
n;k,ℓ is the set of braids β with ℓ connected components. The
trace is defined only for closable braids.
For a closable braid β P Brn;ℓ we define the ring Rpβq “ Crx1, . . . , xk, y1, . . . , yℓ´ks
where k is the number of 9β-orbits on the set spβq. The ring Rpβq is a module over the ring
Rpβq “ Crx1, . . . , xℓ, y1, . . . , yℓs and can summarize the results of this section in
Theorem 6.3.2. For any closable β P Brdicn the element
T rpβq P DperpSpecpRpβqqq
is an isotopy invariant of the closure and
Trpβq “ Trpβq
L
bRpβq Rpβq.
The groupoid Brdicn,0 consisting of the braid β with spβq “ H is equal to the braid
group and the module of derived global sections of the trace is exactly the homology from
[OR18d]:
RΓpT rpβqq “ Hpβq.
Hence the theorem 5.4.1 follows.
7. Further directions and conjectures
7.1. Relation with y-fied homology. In the paper [GH17] the authors construct an
isotopy invariant of the closure of a braid Lpβq, they use notation HYpβq for the invariant.
The invariant HYpβq has many features of the homology HXYpβq. In particular HYpβq is
naturally a module over the ring Crx1, . . . , xℓ, y1, . . . , yℓs where ℓ is the number of connected
components of the closure.
The authors of [GH17] also conjecture that their invariant is symmetric with respect to
the switch of x and y-variables. So it is natural to put forward
Conjecture 7.1.1.
HYpβq “ HXYpβq.
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7.2. Flag Hilbert schemes and pure braids. The pure braid group PBrn embeds
inside LBrn as subset of elements β with the property spβq “ tpβq “ 1. In particular, we
have homomorphism:
Φpbr : PBrn Ñ MF1,1.
The category MF1,1 is very close to the category dg category DGpFHilbnq of the flag
Hilbert scheme. Indeed, in this case the potential is equal:
W 1,1pX, g, Y q “ TrpXpY ´ AdgY qq.
In particular, if g is in the first formal neighborhood of 1 then the potential becomes a
standard potential for dg structure of FHilb. This observation together with some explicit
computations from [OR18a] motivate us to propose
Conjecture 7.2.1. There is an A8-deformation pA8pFHilbnq, b˜q of pDGpFHilbnq,bq
such that
pA8pFHilbnq, b˜q » pMF1,1, ‹¯yq.
7.3. Quantization. The ring Rpβq has a natural symplectic structure ω. In particular,
Rpβq has a natural quantization Dpβq as ring of differential operators on Cℓ. The invariants
of two-colored links as we explain is a restriction of the invariant EpLpβqq to the Lagrangian
subvariety inside SpecpRpβqq.
In theory nothing prevents us from restricting EpLpβqq to any subvariety inside SpecpRpβqq
but seems to us that only restriction to the Lagrangian (or isotropic) subvariety descends
to the level of braids, not just closures of the braids. That motivates us to put forward
somewhat speculative
Conjecture 7.3.1. There is a complex of filtred Dpβq-modules E˜pLpβqq such that the
associated graded module recovers our invariant:
grpE˜pLpβqqq “ EpLpβqq.
In the case of torus links Tn,k the triply-graded homology have another interpretation in
terms of homology the homogeneous Hitchin fiber [OY16]. The homology of the homoge-
neous Hitchin fiber is a fiber of the complex of constructible sheaves on the Hitchin base.
We expect that the complex of the D-modules E˜pTn,kq is the Riemann-Hilbert transform
of the mentioned complex of constructible sheaves on the torus-fixed part of Hitchin base.
References
[BS15] Joshua Batson and Cotton Seed. A link-splitting spectral sequence in khovanov homology. Duke
Mathematical Journal, 164(5):801–841, Apr 2015.
[CK16] Sabin Cautis and Joel Kamnitzer. Categorical geometric symmetric Howe duality, 2016.
[DGR06] Nathan M. Dunfield, Sergei Gukov, and Jacob Rasmussen. The superpolynomial for knot ho-
mologies. Experimental Mathematics, 15(2):129–159, Jan 2006.
[GH17] Eugene Gorsky and Matthew Hogancamp. Hilbert schemes and y-ification of Khovanov-
Rozansky homology. 2017.
[GORS14] Eugene Gorsky, Alexei Oblomkov, Jacob Rasmussen, and Vivek Shende. Torus knots and the
rational DAHA. Duke Mathematical Journal, 163:2709–2794, 2014.
30 A. OBLOMKOV AND L. ROZANSKY
[GRN16] Eugene Gorsky, Jacob Rasmussen, and Andrei Negut. Flag Hilbert schemes, colored projectors
and Khovanov-Rozansky homology, 2016.
[Jon87] V. F. R. Jones. Hecke algebra representations of braid groups and link polynomials. The Annals
of Mathematics, 126(2):335, Sep 1987.
[KR08] Mikhail Khovanov and Lev Rozansky. Matrix factorizations and link homology II. Geometry
and Topology, 12:1387–1425, 2008.
[KR16] Mikhail Khovanov and Lev Rozansky. Positive half of the witt algebra acts on triply graded
link homology. Quantum Topology, 7(4):737–795, 2016.
[Obl18] A. Oblomkov. Notes on matrix factorizations. arxiv, 2018.
[OR18a] Alexei Oblomkov and Lev Rozansky. A categorification of a cyclotomic Hecke algebra, 2018.
[OR18b] Alexei Oblomkov and Lev Rozansky. Affine braid group, JM elements and knot homology.
Transformation Groups, Jan 2018.
[OR18c] Alexei Oblomkov and Lev Rozansky. Categorical Chern character and braid groups, 2018.
[OR18d] Alexei Oblomkov and Lev Rozansky. Knot homology and sheaves on the Hilbert scheme of
points on the plane. Selecta Mathematica, 24(3):2351–2454, Jan 2018.
[OR19] Alexei Oblomkov and Lev Rozasky. Categorical Chern character and Hall algebras. in prepa-
ration, 2019.
[ORS18] Alexei Oblomkov, Jacob Rasmussen, and Vivek Shende. The Hilbert scheme of a plane curve
singularity and the HOMFLY homology of its link. Geometry and Topology, 22(2):645–691, Jan
2018.
[OY16] Alexei Oblomkov and Zhiwei Yun. Geometric representations of graded and rational cherednik
algebras. Advances in Mathematics, 292:601–706, Apr 2016.
A. Oblomkov, Department of Mathematics and Statistics, University of Massachusetts
at Amherst, Lederle Graduate Research Tower, 710 N. Pleasant Street, Amherst, MA
01003 USA
E-mail address : oblomkov@math.umass.edu
L. Rozansky, Department of Mathematics, University of North Carolina at Chapel
Hill, CB # 3250, Phillips Hall, Chapel Hill, NC 27599 USA
E-mail address : rozansky@math.unc.edu
