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The aim of this study was to detect usability of genomic prediction for different 
breeding dilemmas. In order to achieve this aim, breeding data sets from oat 
and barley were used in the study. The studied lines were genotyped with 
genome-wide markers. Meanwhile, phenotypes were collected from multiple 
years and locations of historical breeding data. Together, the data of the line 
genotypic and phenotypic information formed the training population used in 
the analysis. The separate studies concerned genomic prediction, genome-
wide association study (GWAS) and analysis on genotype by environment 
(GE) interaction. The studies had in common that they present ‘difficult’ topics 
within the breeding process. 
The original publication I concentrated on improving grain yield prediction 
for oat and barley. Grain yield presents one of the most important traits in 
breeding, but has low predictability due to low heritability. The prediction of 
genomic estimated breeding values (GEBVs) was improved by using multi-
trait prediction. For this purpose, grain yield was predicted simultaneously 
with correlated traits. In addition, benefit of trait-assisted prediction was 
examined. In conclusion for oat and barley, prediction of grain yield was 
improved by 4% and 9% with multi-trait prediction, and by 9-14% and 11-28% 
with trait-assisted prediction compared to prediction of grain yield alone, 
respectively. 
The original publication II focused on Fusarium head blight (FHB) 
resistance in oat. FHB resistance is a troublesome trait to breed, since the 
disease cannot be reliably scored visually, but extensive laboratory analysis is 
needed to obtain resistance phenotypes. In addition, FHB resistance consists 
of multiple components. In the study, the correlations between FHB resistance 
related traits were high. Much lower correlations were seen between FHB 
resistance related and agronomic traits. No significant associations between 
FHB related traits and genetic markers were discovered with reasonable 
correction of population structure and genetic relationship between the 
studied oat lines. For this reason, using genome-wide marker information to 
promote resistance breeding should be done solely with genomic selection 
(GS), where all the marker effects are used to enrich resistance alleles within 
the breeding population. 
The original publication III explored the extent of GE interaction within 
breeding data sets of oat and barley. At first, the genetic correlations between 
trial locations within year were calculated and used to compute mean across 
the years. The correlations suggested that data set of oat was not as sufficient 
as the data set for barley to explore the quantity of GE interaction. The second 
step of the analysis contained genomic prediction with six different models. 
The prediction models contained effects due to lines, genetic, environmental 
covariates, GE interaction and genotype by environmental covariates 
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interaction. The prediction accuracy was increased for both crops when GE 
interaction was added into the prediction model. The results from the analysis 
imply that GE interaction exists within the breeding data sets, and should be 
taken into account upon prediction. 
All of the conducted studies proved the usability of genomic prediction in 
solving principal questions in the breeding process. The studies improved 
prediction of central traits simultaneously enabling the prediction in the early 
breeding generations, and showed the significance of GE interaction, and most 
of all, showed that historical breeding data can be used to predict the 
important traits. These studies present tools for practical breeding in order to 




Yksi jalostuksen keskeinen käsite on jalostusarvo. Se määrittää kuinka hyvä 
lajikekandidaatti on periyttämään haluttuja ominaisuuksia. Perinteisesti 
jalostusarvo saadaan selville lajikkeen jälkeläisiä tarkastelemalla. 
Jalostusarvon genomista ennustamista varten tarvitaan lajikekandidaatin 
perimä- ja ominaisuustietoja sen sukulaisista. Genomisella ennustamisella 
jalostusarvo saadaan selville nopeammin eikä jälkeläisten tarkastelua enää 
tarvita. Genomista ennustamista on hyödynnetty eläinjalostuksessa jo 
pidemmän aikaa. Eläimen jalostusarvo saadaan selville jo syntymässä eikä sen 
tuottamien jälkeläisten tuloksia tarvitse enää odottaa. Kasvinjalostuksessa 
genomisen ennustamisen mahdollisuuksia vasta tutkitaan laajemmin. Tämän 
väitöskirjan ensisijainen tavoite oli selvittää genomisten ennusteiden 
käytettävyyttä kasvinjalostuksessa. Kasvinjalostuksessa tuotetaan joka vuosi 
paljon uutta tietoa. Jalostusprosessissa lajikekandidaatteja testataan 
erilaisissa ympäristöissä useina vuosina. Tämän väitöskirjan tutkimusaineisto 
koostui kauran ja ohran jalostusohjelmissa jo valmiiksi kerätyistä tiedoista. 
Tutkimukset keskittyivät jalostusprosessin vaativiin aiheisiin, kuten sadon 
ennustamiseen, punahomeen kestävyyteen sekä genotyypin ja ympäristön 
yhdysvaikutukseen.  
Väitöksen ensimmäisessä julkaisussa tarkasteltiin kauran ja ohran sadon 
genomista ennustamista. Satotason nostaminen on yksi jalostuksen 
tärkeimmistä tavoitteista, mutta satoisuuden ennustettavuus on heikko 
alhaisen periytyvyyden vuoksi. Sadon genomisten jalostusarvojen (GEBV) 
ennustamista parannettiin käyttämällä monimuuttujamenetelmiä, joissa 
hyödynnettiin sadon kanssa yhteydessä olevia ominaisuuksia, kuten 
kasvuaikaa ja valkuaispitoisuutta. Kauralla onnistuttiin parantamaan sadon 
ennustamiskykyä 4% ja ohralla 9% monimuuttujamenetelmän avulla. Lisäksi 
tutkittiin ominaisuusavusteisen ennustamisen hyötyjä, missä jalostuslinjalla 
ei ole vielä satotuloksia, mutta jo olemassa olevia kasvuaika- ja 
valkuaispitoisuustietoja käytettiin ennustamishetkellä. Kauralla 
ominaisuusavusteinen ennustaminen paransi ennustamiskykyä 9-14% ja 
ohralla 11-28% verrattuna sadon ennustamiseen yksittäisenä ominaisuutena. 
Tulokset olivat merkittäviä parannuksia ennustamiskykyyn ja ennen kaikkea 
tärkeä löytö oli, että ennustamiskyky ei huonontunut 
monimuuttujamenetelmiä käytettäessä. 
Väitöksen toisessa julkaisussa keskityttiin punahomeen kestävyyteen 
kauralla. Punahomeet (Fusarium-sienet) voivat muodostaa viljojen jyviin 
myrkyllisiä yhdisteitä (hometoksiineja), joille on määritetty EU:ssa raja-arvot. 
Saastuneet viljaerät aiheuttavat taloudellisia tappioita viljelijöille. 
Punahomeen kestävyys kauralla on haastava ominaisuus jalostaa, koska tautia 
ei voida luotettavasti havaita pellolla vaan kestävyyden selvittäminen vaatii 
laboratorioanalyyseja. Lisäksi punahomeen kestävyys ei ole vain yksi 
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ominaisuus vaan koostuu useammasta toisiinsa liittyneestä ominaisuudesta. 
Tutkimuksessa tehdyssä assosiaatiokartoituksessa ei löytynyt punahomeen 
kestävyyteen vaikuttavia geenialueita. Tuloksista voitiin päätellä, että 
kestävyyden nostamiseksi olisi parempi käyttää genomisia ennusteita, joiden 
avulla ei hyödynnetä niinkään yksittäisiä kestävyyteen liittyviä geenialueita 
vaan rikastetaan pienivaikuttaisia kestävyyttä parantavia geenejä koko 
genomissa.  
Väitöksen kolmannessa julkaisussa tutkittiin genotyypin ja ympäristön 
yhdysvaikutuksen laajuutta kauran ja ohran jalostusohjelmissa. 
Yhdysvaikutus ilmenee, kun eri testauspaikoilla, tai eri vuosina, tutkittujen 
lajikekandidaattien paremmuusjärjestys vaihtelee huomattavasti. Sama 
lajikekandidaatti ei ole paras jokaisella testauspaikalla. Tutkimuksen tulokset 
viittasivat siihen, että kauran tutkimusaineisto ei ollut yhtä riittävä aiheen 
tutkimiseen kuin ohralla. Tutkimuksessa myös ennustettiin satoa kuudella 
tilastollisella mallilla, joiden paremmuutta vertailtiin. Edistyneemmissä 
malleissa hyödynnettiin yhdysvaikutusta ja ympäristöä kuvaavia muuttujia, 
kuten testauspaikkojen säätietoja. Ennustamiskyky parani molemmilla 
viljoilla, kun yhdysvaikutus lisättiin ennustemalliin. Tutkimuksen tulokset 
viittasivat siihen, että yhdysvaikutusta esiintyy molemmissa 
jalostusohjelmissa, ja se tulisi ottaa huomioon satoa ennustettaessa. 
Väitöksessä tehdyt tutkimukset osoittivat genomisen ennustamisen 
käyttökelpoisuuden jalostuksessa. Tutkimuksissa onnistuttiin parantamaan 
keskeisten jalostusominaisuuksien ennustamiskykyä, mikä voisi mahdollistaa 
jalostuksen nopeutumisen ja tarkentumisen. Lisäksi tutkimuksessa osoitettiin 
yhdysvaikutuksen merkitys jalostusohjelmissa, ja ennen kaikkea todettin, että 
historiallista jalostusohjelmassa kerättyä tietoa voidaan käyttää tärkeiden 
ominaisuuksien genomiseen ennustamiseen. Tutkimukset antavat 
käytännöllisiä työkaluja jalostukseen. Nämä työkalut ovat hyvin arvokkaita, 
kun halutaan vastata ruoantuotannon lisääntyviin haasteisiin, parantaa 
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1.1 CROP PLANTS 
Cereal crop plants have evolved from wild species during thousands of years 
and first bread-like products are dated 14,400 years ago (Arranz-Otaegui et al. 
2018). During domestication process plants were selected intentionally and 
unintentionally to meet the human needs, and so-called domestication 
syndrome traits (Hammer 1984), like uniform ripening, erect growth habit 
and increased seed size and number, differentiated crop plants from their wild 
progenitors (Zohary et al. 2012). These traits pronounced first forms of 
selection, which progressed for several thousands of years improving the crops 
for humans needs. During recent history, selection within local strains started 
after 1850s (Thomas 1995). Modern crop improvement with artificial 
pollination is a fairly recent practice, and was initiated mostly after Mendel’s 
article “Experiments on Plant Hybrids” (1866) (Voss-Fels et al. 2019). 
Only a few crop plants feed the world today. Measured by harvest area 25 
crops use 83.7% of the total cultivated area (FAO 2017a). Wheat, maize, rice, 
soybean and barley are the most cultivated species while oat is the 25th. Despite 
regional variability, overall yields of these major crops may be reduced due to 
climate change in the long run (Porter et al. 2014). Improving crop plants is 
the main task of plant breeding. Most important goals for breeding are more 
yield per measured area of production, more resilient crops and better quality 
for human use (Porter et al. 2014, Mickelbart et al. 2015). In order to achieve 
these goals, plant breeders are improving their methods, accelerating the 
breeding process and closely following the progress in plant research (Voss-
Fels et al. 2019, Atlin et al. 2017, Forster 2014, Lenaerts et al. 2019). Crop 
improvement is needed to cover the growing demand of food, which has been 
estimated to increase 50% by the year 2050 (FAO 2017b). This study focuses 
on improving breeding methods for two cereal crops: oat and barley. 
1.1.1 OAT (Avena sativa L.) 
1.1.1.1 Genome and domestication 
Oats belong to plant family of Poaceae, but diverge from other small-grained 
cereals and belong to Aveneae tribe. Cycles of interspecific hybridizations and 
polyploidizations have formed the cultivated oat (A. sativa), which carries 
three genomes designated AA, CC and DD each containing seven 
chromosomes (Rajhathy et al. 1974). The ancestral species for oat genomes are 
not as certain as for the three genomes of wheat (Fu 2018). Studies show that 
A and D genome are more similar and C genome is divergent from them (Jellen 
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et al. 1994, Peng et al. 2010, Latta et al. 2019). Primary chromosome pairing is 
disomic, but nonhomologous pairing is common (Chaffin et al. 2016). 
Irregularities in chromosome pairing, size of the genome, translocations and 
lack of sequence data have hindered formation of high-density consensus 
maps (Chaffin et al. 2016, Oliver et al. 2011, 2013). A. sativa genome has a lot 
of repetitive DNA and its haploid genome size is estimated to be 12.6 Gbp (Yan 
et al. 2016). At least two major translocations have been described, one in 
chromosomes designated as 7C and 17A (Jellen and Beard 2000), and another 
in chromosomes 3C and 14D (Jellen et al. 1997). For now, there is no fully 
sequenced, publicly available reference genome for A. sativa. The availability 
of the reference would result in more precise alignments of genetic markers 
used in various analysis.  
Oats have most likely evolved as a weed for wheat and barley four to five 
thousand years ago (Valentine et al. 2011). Oats have two hypothetical centers 
of domestication, the Near East and the Western Mediterranean (Jellen and 
Beard 2000). From the Near East, the common oat (A. sativa) spread to 
Europe in the late Bronze Age (Valentine et al. 2011) and to North America in 
the 16th century (Coffman 1977). The common oat has a wide range of relatives 
in the Avena genus. Unlike wheat, oat has wild forms of hexaploid species, like 
A. sterilis, which has been proposed as a potential ancestor (Coffman 1946, Li 
et al. 2000). While common oat in the North America contained germplasm 
from both A. sativa and A. byzantina, the European germplasm has been 
described to have narrower genetic base than germplasm in North America 
(Valentine et al. 2011).  
1.1.1.2 Uses and cultivation 
Oats are used for human consumption, animal feed and industrial applications 
(Marshall et al. 2013). Oat production worldwide was 25.9 million tons in 2017 
(FAO 2017a). With production over million tons each, Russia, Canada, 
Australia, Poland, China and Finland together deliver 59% of the world 
production. Most of the production is for human consumption, breakfast 
cereals and porridge, but also a broader use of oat-based products (Marshall 
et al. 2013). Oat’s health benefits come mainly from high soluble β-glucan 
content (Lee et al. 1997), but oats are also healthy protein source, with rich 
profile in vitamins, minerals and antioxidants, like α-tocotrienols, α-
tocopherols and avenanthramides (Peterson 2001). Oats have traditionally 
been used for grain feed, where the benefit is in high oil content compared with 
other cereals (Welch 2011). Besides grain feed, oats are used worldwide as 
fodder in grazing, hay and silage, as well. The cosmetic and pharmaceutical 
industry increasingly demand oat fractionation products, like β-glucan 
extracts and oil derivatives. These are used both in human health products and 
cosmetics (Marshall et al. 2013).  
Marshall et al. (2013) stated that oat has a “low demand in nitrogen, low 
susceptibility to cereal diseases and high competitiveness with weeds”, which 
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makes it a relatively low input crop compared to other cereals and suitable for 
organic production. However, in the main production areas the need to use the 
sufficient inputs in cultivation has been realised in order to produce high yields 
with good quality. Oat’s major challenges for better production are lodging, 
yield improvement and susceptibility to both crown rust (Puccinia coronata 
f.sp. avenae) and Fusarium head blight (Marshall et al. 2013). No efficient 
dwarfing genes have been used in oat breeding, contrary to wheat. While yield 
level of oats has risen, the increase has been less than in wheat and barley 
(Marshall et al. 2013, Öfversten et al. 2004). Crown rust presents the most 
devastating disease for oats (Simons 1985) and mycotoxins produced by 
Fusarium fungus impact the quality of this crop (Marshall et al. 2013).  
1.1.2 BARLEY (Hordeum vulgare L.) 
1.1.2.1 Genome and domestication 
Barley belongs to the family of Poaceae and shares the tribe Triticeae with 
wheat. The common barley (H. vulgare) is a diploid with seven chromosomes. 
Barley exhibits mechanisms to prevent cross-pollination, such as fertilization 
occurring before heading (Alqudah and Schnurbusch 2017). Therefore, due to 
the simple disomic inheritance, diploid genome and sharing the same tribe, 
barley has been used as a model genome for more complex wheat. The use as 
a model was reinforced when barley genome was fully sequenced (Mayer et al 
2012). The size of the sequenced haploid genome is relatively large (5.1 Gb). 
Barley is one of the oldest cereals. During Neolithic revolution 13000-
10000 years ago in Near East, first agricultural societies were formed 
(Purugganan and Fuller 2009). Even before that people used wild cereals, 
which were in the process of transforming from wild to domesticated, along 
with seeds and nuts (Wendorf et al. 1979, Kislev et al. 1992). Two-row barley 
appeared earlier than six-row types (Zohary et al. 2012). Gradually the 
common barley spread to Europe and Asia 8000 years ago (Zohary et al. 
2012), and to northern Europe 6000 years ago (Briggs 1978). The Hordeum 
genus contains species with high biodiversity. However, morphologically they 
are relatively similar, the main difference being the sterility (two-row barley) 
or fertility (six-row barley) of lateral florets (Briggs 1978). The ancestor of the 
common barley is H. vulgare ssp. spontaneum, which belongs to the primary 
gene pool according to the classification done by Harlan and de Wet (1971). 
Common barley can be successfully hybridized with its ancestor. Therefore, 
the ancestor species can be used as a gene repository for alleles that have 
already disappeared from the common barley. Produced progeny is viable and 
produces seed.  
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1.1.2.2 Uses and cultivation 
Barley is mainly produced for feed, malt, alcohol production and human 
consumption. Production worldwide in 2017 was 147 million tons (FAO 
2017a). The five most producing countries are Russia, Australia, Germany, 
France and Ukraine. The main portion of barley is produced for feed and the 
second largest user is malting industry (Newton et al. 2011). Human 
consumption is relatively small, even though barley has high β-glucan level 
(Newman et al. 1989). The most common storage protein, hordein, contains 
largely unessential amino acids, proline and glutamine, which makes the 
nutritional quality of barley modest (Doll 1983). Bowman et al. (1996) 
described the valuable characteristics of barley being high energy feed for 
cattle. 
Barley is a versatile crop and can be cultivated in a wide range of 
environments from tropics to high altitudes and latitudes (Paulitz and 
Steffenson 2011), which has been the main driver of its use as a food crop. In 
principal, barley is more productive and stable than wheat (Newton et al. 
2011). Even though barley is a relatively resilient crop, the most important 
improvements are required in abiotic and biotic stress tolerance traits, which 
are listed extensively in Newton et al. (2011). In order to maintain resilience in 
barley germplasm breeders should avoid loss of biodiversity.  
1.2 INTRODUCTION TO PLANT BREEDING 
Plant breeding involves a specialized field of science, aiming to improve crop 
plants for human benefit. The main task of breeding is to develop new, 
improved cultivars from a breeding population through a breeding process, 
but simultaneously breeding uses and combines many fields of science to 
improve genetic potential of crops and produces scientific discoveries 
(Bernardo 2010). Breeding progress can be measured and guided by the 
breeder’s equation (1) originating from Lush (1943):  
(1)  
where genetic gain (g) is defined by multiplying genetic variation within the 
population (σ) with selection intensity (i) and selection accuracy (r). Dividing 
of the equation with time (L) was introduced by Eberhart (1970). 
Plant breeding starts by creating a breeding population. This involves 
selection and crossing the best available parents to form a progeny population. 
In principal, breeding populations should have both a high mean and a large 
genetic variance for the traits of interest. High mean secures superiority of the 
breeding population and large variance contributes potential for genetic 
improvement (Bernardo 2010). As favorable alleles are selected, they will by 
time become fixed, and genetic variation within a population is decreased. 
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According to breeder’s equation, without genetic variance, genetic gain within 
a breeding population is nil. 
The breeding process of self-pollinated cereal crops results in superior 
inbreds and can be roughly divided into three parts. First, new genetic 
variation is created through recombination by crossing multiple pairs of 
parents to form a breeding population (referred to later as a breeding cohort). 
Second, the created F1 population is highly heterozygous and inbreeding is 
needed in order to have a breeding lines with stable characteristics. Inbreds 
can be developed with multiple methods. A comprehensive review can be 
found in the literature (Thomas et al. 2003). In pedigree selection (Briggs 
1978) repeated selection rounds promote selfing. Selection is done by sowing 
biparental families as rows into field and selfed seed of selected individuals is 
used for planting the next generation of head rows. Traits, which can be 
reliably measured from an individual plant, are selected during the process. 
The breeding population, in this case, contains biparental populations and 
sub-biparentals (family rows) and, therefore, selection can be executed in both 
within and between families. Differing from pedigree selection, in single seed 
descent (SSD) only one seed from each plant is used for the next generation 
(Brim 1966) and commonly greenhouse is used in order to accelerate the 
production of selfing generations. Otherwise principles between the two 
methods are similar, except sub-biparentals are missing in SSD and possible 
selection is practiced between families only. Generally, selection starts after 
selfing generations, but marker-assisted selection (MAS) could potentially be 
used during the process (Collard and Mackill 2008). The defined unit of a 
family is replaced around F7 generation, where visual variation within a family 
is minor and the unit of selection is called a breeding line from there onwards 
(Forster 2014). The fastest method to overcome heterozygosity is to make 
doubled-haploids (DH) with tissue culture technique (Devaux and Kasha 
2009, da Silva Dias 2003). In DH method, haploid microspores are used to 
reach perfect homozygosity within one generation, which saves time compared 
to the methods described above. However, only one round of recombination 
occurs if DH plants are created from F1 generation which limits the reshuffling 
of genes in the breeding population. Third part of the breeding process focuses 
on testing and selection, where best cultivar candidates are selected from the 
breeding population through intensive testing in multiple environments and 
years. In early generations the number of cultivar candidates is large but 
quantity of seed and thus amount of testing is limited. The amount of lines 
decreases with selection during the process and gradually more precision is 
reached. At the end of the process accurate information for cultivar candidates 
is received and the best cultivar candidates are promoted to official testing of 
their cultivation value.  
The breeding process is always limited with time and resources. As 
mentioned above, the amount of lines in the beginning of the process is large, 
and has to be reduced before extensive grain yield or quality trait testing can 
begin, due to extensive costs of field trials and quality analysis. Time is an 
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important factor, when efficiency of the process is estimated. One measure of 
time in the breeding process is the breeding cycle, which is defined as the time 
from a line is used as a parent until one of its progenies is used as a parent. It 
takes multiple years to find the optimal crossing parents. In order to evaluate 
parents, the seed of the breeding line is increased to adequate amount, which 
takes years. After seed multiplication, adequate evaluation and testing should 
be done in order to have a reliable judgement of the breeding line. Eventually, 
to achieve enhanced genetic gain, the breeding cycle should be as short as 
possible with adequate selection accuracy (Cobb et al. 2018). 
Three important issues affecting the breeding process of self-pollinated 
cereal crops are explained in the following chapters. 
1.2.1 QUANTITATIVE AND QUALITATIVE TRAITS 
The genetic architecture of target traits for breeding differs greatly. Some traits 
are influenced by genes from one to a few loci and others by hundreds of loci. 
In breeding context, the traits are divided into qualitative or quantitative 
traits, where the definition and division point are vague. Qualitative traits are 
controlled by a few major genes, sometimes by even only one gene with a large 
effect. Generally, qualitative traits are relatively easy to characterize by the 
Mendelian rules of inheritance. The traits can often be indicated by only a 
limited number of levels or distinct categories. On the contrary, quantitative 
traits are controlled by a large number of minor genes with small effects which 
accumulate into so-called polygenic effects and create a continuum in the 
distribution of the trait. One key aspect of quantitative traits is that 
environment may have a greater influence on them than on qualitative traits 
(Bernardo 2010). Grain yield, a quantitative trait, represents the most 
important trait in commercial breeding programs. However, qualitative traits 
also have great significance in crop improvement, especially in resistance 
breeding. As an example of a major gene giving a great economical value, is 
the powdery mildew resistance gene, mlo in barley (Jørgensen 1992, Büschges 
et al. 1997).  
1.2.2 SELECTION 
The traits of interest are exposed to selection during the breeding process. Two 
key concepts have a large influence on selection: heritability of the trait and 
correlation between traits. Broad sense heritability of a trait is the portion of 
the overall variation (i.e. phenotypic variance) explained by the genotype (i.e. 
genetic variance divided by phenotypic variance). Genetic variance includes 
variance due to dominance and epistasis in addition to additive genetic 
variance. Narrow sense heritability describes the portion of phenotypic 
variance explained by additive genetic variance alone. Additive effects describe 
allele substitution and additive genetic variance is the portion of genetic 
variance which is inherited to the next generation. Heritability is affected by 
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the genetic background of the trait, but it also depends on the population 
under evaluation, the environment for testing and the method used for 
measuring the trait. If the population contains genetically diverse collection of 
plant lines, the portion of genetic variation is higher and therefore heritability 
is also higher compared to a population with a narrower genetic base. The test 
environment, like an uneven experimental field, may promote phenotypic 
variability, which cannot always be corrected with experimental designs. This 
induces noise to the measurement and lowers heritability. The measurement 
practice has an impact on heritability, since some methods are more precise 
than others. The traits with higher heritability should be used in selection in 
the early breeding process, where limited size of the testing unit and low 
number of records add uncertainty to selection.  
 Usually in practical plant breeding multiple traits are selected 
simultaneously. The correlation between traits can be described by means of 
phenotypic correlation or additive genetic correlation. In phenotypic 
correlation, traits are correlated, because of genetic and nongenetic causes, 
like crop management. Additive genetic correlation is either due to linkage, 
where loci affecting different traits are within close range in the same 
chromosome, or pleiotropy, where different traits are controlled by the same 
loci. Correlation between traits can promote selection, when correlation is 
positive and breeding aims at increasing both traits. In the case of negative 
correlation, selection of traits simultaneously is hindered if selection aims at 
increasing both traits, but selection is favorable in cases when breeding for 
opposite directions is aimed at. In all cases, an index can be formed, where 
traits of interest are combined and each of them borrows information from 
others based on the level of correlation shared. The index is used in selection 
instead of original traits (Hazel et al. 1994). Such a well-known index can be 
defined for yield and quality traits, which often have a negative correlation. 
Another way to use correlation is indirect selection, where the trait with low 
heritability is selected indirectly via highly correlated trait, which has higher 
heritability compared to original trait (Falconer and Mackay 1996). 
Two distinguished parts of selection can be recognized within a breeding 
process: selection across breeding cycle and selection within breeding cycle. In 
the first case, in order to create variation, the best possible parental lines are 
selected from the breeding cohort to increase the genetic value in the next 
generation (i.e. parental selection). In this case, effects, which are inherited to 
the progenies (i.e. additive effects), are computed as an estimated breeding 
value (EBV). However, often information of breeding values is not available 
and breeders are forced to use phenotypic selection. In the second type of 
selection, cultivar candidate lines are selected for the next phase of field 
testing. The genetic value of a cultivar candidate line is influenced by both 
additive and nonadditive effects. In case of self-pollinated crops nonadditive 
effects are caused by epistasis. Therefore, instead of a breeding value, the total 
genetic value, indicating the commercial value of the cultivar candidate, 
should be estimated (Crossa et al. 2017). 
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1.2.3 GENOTYPE BY ENVIRONMENT INTERACTION 
In the breeding process both traits and selection are influenced by genotype 
by environment (GE) interaction. GE interaction is present in human (Baye et 
al. 2011) and animal populations (Falconer and Mackay 1996) as well, but 
repeated measurements of inbred lines in different environments makes it 
easier to detect in plant breeding process (Falconer and Mackay 1996). GE 
interaction refers to the difference in genotype responses in different 
environments. The best cultivar candidate tested in environment 1 may not be 
the best in environment 2. Factors affecting this ranking change are genetically 
and environmentally driven. First of all, the level of GE interaction depends 
on the crop and the breeding population in question (Burgueño et al. 2011, Yan 
et al. 2016, Pauw et al. 1981). Second, environmental variables, such as soil 
type, climatic factors (e.g. precipitation and temperature), the amount and 
quality of sunlight and pests, pathogens and weeds present (Comstock and 
Moll 1963), give an environment its specific characteristics, to which plants 
respond. Differing response of genotypes can lead to different patterns of GE 
interaction. Genotypes may not have a response and rank in a same way for 
two different environments. Genotypes may have a different level of response 
but rank does not change. Rank between genotypes can be opposite and cross-
over interaction is observed (Ouyang et al. 1995). Extent of the response and 
complexity of GE interaction dictates the requirement for field testing in 
multiple years and locations. The testing locations and years of a breeding 
program should catch variable environments, so that many of the possible GE 
interactions of the cultivation target area would be revealed during selection 
process. 
GE interaction can be treated in many different ways. Bernardo (2010) 
listed three different approaches of how to cope with GE interaction in the 
plant breeding context. First approach is to ignore it. Even if GE interaction 
exists, it is coped by testing cultivar candidates in a vast set of environments, 
and superior cultivar is the one with highest mean across environments. In the 
second approach, GE is reduced. The target environment is divided into small 
enough sets, in order to reduce the significance of GE interaction. Third 
approach seeks to exploit GE. This means that cultivars are bred for specific 
environments, and GE interaction is studied, by stability analysis or 
multiplicative models in order to take advantage of the interaction rather than 
ignoring or reducing it. Stability analysis requires a measure that separates the 
environments from each other (Bernardo, 2010). Ideally, this means that 
environmental factors are available, such as climatic factors, biotic or abiotic 
stresses. If these are not available, mean yield in each environment minus the 
overall mean yield can be used to separate and scale the environments 
(Eberhart and Russell 1966, Bernardo 2010). Stability analysis can be executed 
with joint-regression analysis (Yates and Cochran 1938, Eberhart and Russell 
1966, Finlay and Wilkinson 1963, Lin et al. 1986), where a linear model is fitted 
for genotypes and regression coefficient and variance of the deviation of a 
genotype in an environment from the fitted value are used as descriptive 
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statistics. The regression coefficient describes the response of a genotype and 
the variance how much of the variation is explained by the coefficient 
(Bernardo 2010). Stability analysis is a simple form of a multiplicative model, 
as one term of environmental factor is used, whereas in multiplicative analysis, 
multiple terms can be used simultaneously (Williams 1952). Additive main 
effects and multiplicative interaction (AMMI) (Gauch 1988, Gauch 2013) and 
site regression (SREG) (Crossa and Cornelius 1997, Crossa et al. 2002) models 
are used to quantify and illustrate GE interaction with biplot images. The 
described models are mostly used as fixed effect models without variance-
covariance structure, but including information on genetic relationships 
between individuals with these variance-covariance structure have boosted 
the development of GE interaction models, which are described in details later. 
The same trait measured in different environments can be treated as 
several correlated traits (Falconer and Mackay 1996). For example, grain yield 
measured in one environment and in second environment can be treated as 
two different traits. If these traits are highly correlated, there is little evidence 
of GE interaction, while if correlation is low, GE interaction has supposedly 
highly significant effect in the population. Robertson (1959) suggested that 
appropriate limit for correlation between two environments containing GE 
interaction is below 0.8. 
1.3 GENOMICS IN PLANT BREEDING 
Estimation of breeding values is one of the primary interest of breeders. Best 
linear unbiased prediction (BLUP) was introduced in the context of animal 
breeding (Henderson 1963, Goldberger 1962, Henderson 1975) in order to 
improve the selection index approach. For genetic random effects, a variance-
covariance matrix is included to account for relationships between animals 
and it allows information between relatives to be shared. For plant breeding, 
BLUP was introduced only during the 1990s (Bernardo 1994, Panter and Allen 
1995a, 1995b) and did not gain such a popularity as in animal breeding. 
Reasons were speculated in Piepho et al. (2008) as follows: firstly, in plant 
breeding phenotypic records per genotype are mostly adequate, because of the 
repeated measurements of the lines in multiple years and environments. 
Therefore, BLUPs or best linear unbiased estimates (BLUEs) seemed not to 
differ substantially. Second, BLUPs in animal breeding are sometimes a must, 
due to lack of direct measurement of a trait, such as milk production in sires, 
whereas in plant breeding, there are hardly any similar cases, except 
combining ability. Third, in animal breeding, the number of genotypes is often 
large and, because of that, genetic variance can be accurately estimated, 
whereas this is generally not the case in plant breeding, where the number of 
genotypes is limited. In self-pollinated crops, pedigree-based BLUPs arising 
from historical pedigree records have been used for soybean. BLUPs were 
found to be more accurate than standard method, in this case a mid-parent 
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value (Panter and Allen 1995a). Similar studies have been conducted for barley 
(Bauer et al. 2006) and wheat (Oakey et al. 2006), where pedigree-based 
BLUPs were compared with BLUPs without the relationship information. 
Results showed that selection of parents based on pedigree-BLUPs was more 
efficient. 
The approaches of BLUP and pedigree-BLUP have been enhanced by using 
genetic marker data to describe the relationships between individuals 
(VanRaden 2008). This approach is known as genomic BLUP (GBLUP) and 
results in the prediction of genomic estimated breeding values (GEBV). The 
approach is designed for genomic selection (GS), where marker effects within 
a population are estimated and used to predict GEBVs of untested population. 
The aim is not to find specified alleles affecting the trait, but rather 
accumulating positive alleles through summing marker effects (Meuwissen et 
al. 2001). GS has been found to be a promising method for dealing with 
quantitative traits (Bernardo 2016). In contrast, genome-wide association 
study (GWAS) is performed in order to search for specific alleles within the 
collection of individuals by conducting inference for each estimated marker 
effect. Significant associations between traits and markers can be found with 
limited number of quantitative trait loci (QTL). However, detection of loci with 
small effects or rare alleles is not feasible with GWAS. Both methods, taking 
advantage of marker information, are discussed in details in the following 
chapters. 
1.3.1 GENETIC INFORMATION 
In molecular biology, it is possible to quantify genetic variation in the DNA 
level and applications using marker-based methods have become common 
(Lynch and Walsh 1998). Candidate loci of the biological process is often 
unknown, but QTL can be detected indirectly through linked marker loci. In 
the book by Lynch and Walsh (1998) it was mentioned that it is routine to have 
50 to 200 molecular markers for any species of interest. Twenty years later, 
the number of markers available for analysis has reached thousands, even 
million for some crops like maize. This has been the result of progress in 
molecular technology and considerable decrease in costs of sequencing and 
genotyping. Today, covering the whole genome with markers and even 
sequencing of the whole genomes is possible. 
Single nucleotide polymorphism (SNP) markers are currently the most 
used molecular-marker system. The success of SNPs has been in adaptation of 
high-throughput technologies, allowing a large number of DNA samples with 
large number of markers to be processed efficiently (Rafalski 2002, Hyten et 
al. 2008). Price of SNP genotyping technology continues to drop as 
genotyping-by-sequencing (GBS) is used (Poland and Rife 2012). More 
information on chromosome positions of the SNP markers is becoming 
available and eventually whole-genome sequences for crops are been 
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published, as have been for barley (Mayer et al. 2012, Mascher et al. 2017) and 
wheat (IWGSC 2018). 
1.3.2 GENOMIC SELECTION 
GS was first introduced to animal breeding (Meuwissen et al. 2001, Hayes et 
al. 2009), and from there it gradually spread to plant breeding research 
(Bernardo and Yu 2007, de los Campos et al. 2009, Crossa et al. 2010, Crossa 
et al. 2011, Massman et al. 2013) and to commercial plant breeding programs 
(Nielsen et al. 2016, Kristensen et al. 2019, Michel et al. 2016). The core of GS 
is a training population, which contains a set of individuals with phenotype 
and genotype information. A prediction model is fitted for individuals in a 
testing set with only genotype information to receive GEBVs. Simulations have 
shown that GEBVs were as accurate as traditional EBVs generated from 
progeny testing in cattle (Hayes et al. 2009). Progeny testing takes years to 
implement due to the prolonged generation interval in animals. In breeding, 
prediction of GEBVs would mean doubling the rate of genetic gain and 92% 
savings in the process when progeny testing is not needed anymore (Schaeffer 
2006). 
1.3.2.1 Methods of genomic prediction 
Prediction of GEBVs can be done with multiple models. One of the most 
common approaches is GBLUP, which originates from pedigree-BLUP, the 
mixed model approach based on pedigree-derived relationships in animal 
breeding (Henderson 1975). In GBLUP, the pedigree-derived relationships can 
be replaced with a relationship matrix calculated from genetic markers 
(VanRaden 2008). The base form of the model equation can be written as: 
(2) y = Xb + Zu + e 
where y is the vector of observed phenotypes. Vector b corresponds to fixed 
effects, vector u to random effects (GEBVs) and vector e holds the random 
residuals. The design matrices X and Z associate the observations to the fixed 
and random effects, respectively. Common assumptions for the mixed model 
are: u follows a multivariate normal distribution  where  is the 
marker-derived relationship matrix and  the additive genetic variance, 
 where   is the identity matrix and  the residual variance and 
covariance between  is assumed to be zero.   
An equivalent genomic prediction model can be obtained by predicting 
single marker effects instead of GEBVs, when Z associates genotypes to a 
vector u of holding all marker effects. This alternative formulation of the 
prediction model was introduced as ridge regression BLUP (rrBLUP) 
(Whittaker et al. 2000). With a large number of markers, prediction models 
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like rrBLUP explicitly aiming at predicting single marker effects face the so-
called “large p – small n” problem, where the number of the predictors is much 
larger than the number of observations. All predictors cannot be estimated 
simultaneously due to a lack of degrees of freedom. Another problem is that 
markers are correlated and impose a multicollinearity problem leading 
towards overestimation of marker effects (Lorenz et al. 2011). These problems 
can be treated by using so-called shrinkage models: approaches are setting 
shrinkage factors with random regression (Meuwissen et al. 2001), variable 
selection models referred to as least absolute shrinkage and selection operator 
(LASSO) (Tibshirani 1996), kernel methods like reproducing kernel Hilbert 
spaces (RKHS) (Gianola et al. 2006), where the information of predictor 
variables are converted into a matrix with fewer dimensions, corresponding to 
marker data converted into a relationship matrix, and dimension reduction 
methods, like partial least squares (PLS) (Wold 1985) and principal 
components (PC). A Bayesian framework can be used to lessen the stringent 
assumption of equal marker effect variances in rrBLUP (Meuwissen et al. 
2001) while random regression assumes equal variance for all predictors, in 
the group of models referred to as the Bayesian alphabet (Gianola et al. 2009), 
such as A, B (Meuwissen et al. 2001), Cπ (Habier et al. 2011), R (Erbe et al. 
2012), variable distributions for predictors are assumed. Different prediction 
methods have been compared in multiple studies (Heslot et al. 2012, Maltecca 
et al. 2012, de los Campos et al. 2013). In general, when a trait with a polygenic 
architecture is predicted, the differences between models are small, but when 
a few QTL control a trait (Anderson et al. 2001, Munkvold et al. 2009), then 
using Bayesian methods should be considered (Lorenz et al. 2011). Using 
kernel-models, describing non-additive effects, has been shown to be 
beneficial in multi-environment predictions and in the presence of GE 
interaction (Cuevas et al. 2018, Sousa et al. 2017). 
The GBLUP model can be extended to be used for multi-trait prediction. 
The multi-trait prediction can take advantage of correlated traits with higher 
heritability than in the trait of interest. This principle originates from indirect 
selection (Falconer and Mackay 1996). The information is shared between the 
traits and prediction has been shown to improve (Jia and Jannink 2012, 
Rutkoski et al. 2016). On the other hand, there are studies that show no 
substantial increase in prediction ability (Kristensen et al. 2019, Schulthess et 
al. 2016). 
GE interaction complicates genomic prediction within plant populations 
and has shown to lower predictability (Ly et al. 2013, Dawson et al. 2013). With 
recent development in statistical methods, GE interaction can be incorporated 
into prediction models with the aim of using the information shared between 
environments and, as well, deepen understanding of underlying GE 
interaction patterns (Jarquín et al. 2014, Burgueño et al. 2012, Heslot et al. 
2014). With high-dimensional genotypic and environmental data, it quickly 
becomes unfeasible to assess the interaction term. In order to manage the 
high-dimensionality Jarquín et al. (2014) suggested a reaction norm model 
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framework, where a variance-covariance structure generated from genetic 
markers and environmental covariates is used to model the GE interaction 
term. Heslot et al. (2014) used a growth stage synchronized stress covariates 
to learn more on architecture of GE interaction and underlying stress 
environments. They were able show the most influential environmental stages 
causing stress for their testing sites.  
1.3.2.2 Accuracy of genomic prediction 
Accuracy of genomic prediction is defined as the correlation between GEBVs 
and corresponding true breeding values (TBVs). As TBVs are not known in real 
data sets, accuracy must be approximated by using surrogate estimates for the 
TBVs: e.g. pseudo-phenotypes; i.e. summary estimates for the observed 
phenotypes calculated across trials, or within trial observed values. Pseudo-
phenotypes can be constructed by adjusting observed values for trial-specific 
effects and averaging these adjusted values. When comparison between 
predicted and observed values is made within each trial, focus is in 
understanding GE interaction of tested lines in different environments. When 
comparison is made between GEBVs and pseudo-phenotypes, interest is more 
in prediction success across environments. 
Validations are done with resampling methods, where samples are drawn 
from a data set and repeated, in order to compute the direct correlation 
between predicted and observed values or mean-square error (MSE) (Verbyla 
et al. 2009), The most common resampling method is cross-validation (CV) 
(Lorenz et al. 2011). In the simplest case, a data set is divided randomly into 
two equal sized sets, a training and a test set. In leave-one-out cross-validation, 
one observation of the n observations is left to test set and others are used in a 
training set. Validation process is repeated for n times. Observations can be 
divided into k-folds, where one of the folds is used as a test set and others in a 
training set. Validation procedure is repeated at least k times (James et al. 
2013). Validations have been executed in more stratified selection of dividing 
into a training and a validation based on families, breeding cohorts or breeding 
cycles (Kristensen et al. 2018, Michel et al. 2016). The appropriate validation 
method should be chosen to meet the need, which can be previously 
mentioned prediction ability across families, cohorts or breeding cycles or 
within breeding cycle ability e.g. ability to predict full sibs for another 
environment. Burgueño et al. (2012) validated prediction with two schemes, 
by computing accuracy, for lines which were not evaluated in any observed 
environments (CV1), and for lines which had some observations from 
predicted environments (CV2). Jarquín et al. (2017) added CV0 for untested 
environments and CV00 for untested environments and untested lines.  
Forward validation can be computed by chronologically dividing the data 
set into a training and a testing set (Bernal-Vasquez et al. 2017, VanRaden et 
al. 2009). Resampling can be used within the training set, but predefined set 
can be used as a single measure of predictability. Forward validation describes 
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the next generation or breeding cycle and year. It is used to validate the across-
cycle selection accuracy.    
1.3.2.3 Factors affecting prediction accuracy 
As indicated above, the prediction model chosen, GE interaction and the 
validation method of estimating the level of accuracy affects the estimate of 
accuracy. Additionally, the trait heritability together with the size of the 
training population are key factors that influence prediction accuracy. In the 
early stage of implementing GS, genotyping is most likely a considerable 
investment and, for economic reasons, it might be necessary to limit the size 
of the initial training population. Accuracy has widely been shown to increase 
with larger training population (Nielsen et al. 2016, Meuwissen 2009), but for 
traits with simpler inheritance, similar level of accuracy can be reached with 
smaller training population (Hayes et al. 2009, Lorenz et al. 2011). Besides 
heritability, optimal size depends on multiple factors, such as crop species, 
breeding program and breeding aim. Suggested training population sizes are 
around hundreds to thousands: 700 (Cericola et al. 2017) or 2000 (Norman et 
al. 2018) wheat breeding lines with varying relatedness. Bassi et al. (2016) 
suggested that, if the desired level of accuracy is above 0.5, then the training 
population should contain 50 full-sibs, 100 half-sibs or at least 1000 
individuals with a more diverse background in relation to the breeding 
population. 
A training set should not only consist of close relatives, but should 
represent the whole breeding population (Isidro et al. 2015). Relatedness 
between the training and test set increases accuracy more than size of the 
training population (Edwards et al. 2019). As a result, if the size of the training 
population is fixed, it should contain more crosses with less siblings rather 
than few crosses with more siblings. It has been shown that more distant 
individuals, breeding cohorts or cycles decrease accuracy (Lorenz and Smith 
2015, Nielsen et al. 2016), because the accumulation of recombination events 
over generations corrodes the linkage pattern between markers and QTL 
present in the training population. With random mating the rate of accuracy 
loss per generation is 5% (Meuwissen et al. 2001), but more if selection is 
involved (Muir 2007). Therefore, the prediction model should be updated with 
each breeding cycle (Heffner et al. 2010), while Jannink et al. (2010) suggested 
that at least the parents of each breeding cycle should be phenotyped, because 
the next generation carries only the alleles of their parents. 
Comparisons between pedigree-based BLUP and marker-based GBLUP 
have been made in CIMMYT with wheat breeding data sets. Some results show 
that at least for prediction ability the results differ negligibly (Juliana et al. 
2017) for some traits and more (7.7-35.7%) for others (Crossa et al. 2010). 
Among the reasons listed in Juliana et al. (2017), were: if pedigree is deep, as 
in the case of the CIMMYT wheat breeding program, and family size is small, 
the benefit of using markers instead of pedigree records is not substantial. 
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When using pedigree information only, the Mendelian sampling term, which 
gives rise to differences between full sibs, is overseen (Daetwyler et al. 2007, 
Hayes et al. 2009, Crossa et al. 2011) and actually prohibits selection based on 
pure predictions within crosses. 
1.3.2.4 Applications of GS 
The studies on GS mostly involve technical aspects of prediction, but there are 
some studies on how the implemented GS has affected the breeding process 
(Bernardo 2016, Massman et al. 2013, Asoro et al. 2013, Rutkoski et al. 2015, 
Beyene et al. 2015, Combs and Bernardo 2013). Comparisons have mainly 
been made with MAS (Massman et al. 2013, Asoro et al. 2013) and BLUP-
based phenotypic selection (Asoro et al. 2013, Beyene et al. 2015, Combs and 
Bernardo 2013). Both types of comparisons show that GS is the more 
preferable method of selection. Rutkoski et al. (2015) pointed out that even 
though GS reached similar genetic gain as phenotypic selection, the amount of 
genetic variance was significantly decreased in GS compared to phenotypic 
selection, which is a considerable problem in a long-term breeding program.  
1.3.3 GENOME-WIDE ASSOCIATION STUDY 
GWAS uses genome-wide markers to estimate marker effects and test marker 
significance on phenotype. When comparing GWAS to traditional QTL 
mapping approach, several differences can be found. In GWAS, a broader 
population is used instead of only biparental progeny, and therefore 
generalization of association results outside the studied population has shown 
more promise. Specific mapping populations, which demand time, costs and 
effort to create, are no longer compulsory (Bernardo 2016). GWAS originates 
from human genetics (Hästbacka et al. 1992, Risch and Merikangas 1996, 
Altshuler et al. 2008, Donnelly 2008) and has been gradually adopted by plant 
research (Thornsberry et al. 2001, Nordborg and Weigel 2008). The causal 
alleles are hardly ever found in GWAS, but the key is that at least one of the 
genetic markers is in linkage disequilibrium (LD) with causality (Myles et al. 
2009). As realized result of GWAS, the associated marker can be used as a 
starting point for revealing the causal mutation by comparative genomics, fine 
mapping or other genomic approaches. The associated marker can be used as 
a selection marker in the breeding process even without uncovering the 
causality. Subsequently, the use of markers aims at enriching favorable alleles 
in the breeding population. The durability of LD in multiple generations 
defines the usability of a selection marker as LD between the trait and the 
associated marker can be broken by recombination.  
Benefit of GWAS in public plant breeding is controversial as Bernardo 
(2016) stated that new candidate gene discovery has been limited with GWAS 
compared to linkage analysis and none have been introgressed into elite 
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germplasm. He speculates that common variants are discovered, but GWAS 
fails to identify rare variants, which would be of interest, especially in the case 
of disease resistance. When the aim is to identify common variants existing in 
the population, GWAS is more promising. When marker discovery within a 
breeding program is executed in order to find superior alleles and to enrich 
them via selection, GWAS is a valid approach. (Zhu et al. 2008). In human 
genetic studies, benefit of GWAS has been reviewed extensively (Naidoo et al. 
2011, Donnelly 2008). 
1.3.3.1 Methods of GWAS 
In simplified form, GWAS can be formulized as N number of “independent” 
hypothesis tests, where N is the number of markers. Tests are not truly 
independent as markers can be correlated. When the null hypothesis is 
rejected, it can be assumed that a marker correlated with a causal 
polymorphism has been found. As GWAS tests multiple times, in order not to 
increase type 1 error, multiple testing correction is used. Common methods 
are Bonferroni testing correction and false discovery rate (FDR) (Benjamini 
and Hochberg 1995). Association analysis can be executed with multiple 
methods. The simplest one is to test the significance of the marker effect using 
markers as fixed effect in a naive model. Population structure can be treated 
by adding covariates, which describe the structure, as fixed effects into the 
model (Pritchard et al. 2000). This model is commonly called Q model (Yu et 
al. 2006, Arruda et al. 2016). Yu et al. (2006) described QK models, where 
mixed models are used to test if marker effects can be detected with threshold 
p-value. Markers and population structure are defined as fixed effects and 
kinship (K) matrix calculated from markers is treated as a random effect, 
accounting for relatedness. 
Bayesian framework has been used in association studies (Pikkuhookana 
and Sillanpää 2014, Kristensen et al. 2018, 2019, Marttinen and Corander, 
2010). The advantage of Bayesian inference lies in unequal variance 
assumption for predictors. In infinitesimal models, such as rrBULP, all of the 
predictors are shrunken with similar intensity, but Bayesian approach allows 
different shrinkage for predictors. This might be useful for traits, which can be 
largely be explained by a few predictors and most of the predictors have zero 
effect.  
1.3.3.2 Factors affecting GWAS 
The power to detect association depends on the size of the studied population, 
allele effect size, density of markers, rate of LD decay and the decided level of 
significance (Gordon and Finch 2005). Simulation studies show that the size 
of the population and repeated measurements increase power to detect QTL 
(Arbelbide et al. 2006, Yu et al. 2005). Another simulation study showed that 
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the number of phenotyped lines increases power more than the density of 
markers (Long and Langley 1999). The same study suggested a sample size of 
500 individuals to be appropriate for analysis, while many studies conducting 
GWAS have minimal sample size of 100 (Zhu et al. 2008). The minimal sample 
size is hard to set due to other dependencies of the analysis, but through 
simulations it was shown that large sample size is required to obtain high 
power for detecting moderate allele effects (Zhu et al. 2008).  
Relatedness and population structure within the studied populations may 
lead to spurious associations (Lander and Schork 1994) and high false positive 
rates (Aranzana et al. 2005). This is caused by phenotypic variation between 
populations being highly correlated with difference in allele frequency in these 
populations. Relatedness and population structure can be treated separately. 
Within a breeding population relatedness is commonly high and to account for 
it, a relationship matrix has been used (Yu et al. 2006). The two most common 
ways to correct for population structure are by STRUCTURE (Pritchard et al. 
2000), where the studied population is divided into hypothetical 
subpopulations, and by principal component analysis (PCA) (Price et al. 2006, 
Patterson et al. 2006), where dimensionality is reduced and eigenvectors for 
describing the most variation within the studied population are computed. 
From these, PCA has the advantage of being assumption-free (Price et al. 
2010). Zhao et al. (2007) found that both methods were able to capture 
underlying structure reasonably well. 
GWAS is largely based on correlation between the causal allele and an 
associated marker allele. Strong correlation indicates close linkage and LD is 
stronger. Recombination breaks down LD, and LD decay, which is the return 
of an association to random between two loci by time, has been used to 
quantify the marker coverage needed to perform GWAS. LD decay varies 
extensively between crop species and is found to be low in self-pollinated 
species (Malysheva-Otto et al. 2006, Remington et al. 2001, Myles et al. 2009), 
especially in breeding populations (Bengtsson et al. 2017) where selection can 
affect formation of large LD blocks. LD decay varies between different 
chromosome regions, as recombination rate is higher further apart from the 
centromere of the chromosome (Flint-Garcia et al. 2003).  
As discussed before, rare variants are problematic for GWAS. Based on 
population genetic studies, a major portion of all polymorphisms is due to rare 
variants (Gibson 2012), with frequency less than 0.5% (Hartl and Clark 2007). 
Therefore, it is problematic to cover the phenotypic variation, which as a part 
leads to the concept of “missing heritability” (Manolio et al. 2009). Most of 
these rare alleles will more likely be undetected, because of low statistical 
power. If rare alleles are known to carry potentially usable variation, 
designated crosses, to increase allele frequency in the population, should be 
considered to provide power to detect variation. Such an approach was used 
in maize when nested association mapping (NAM) population was developed 
for detecting marker associations (Yu et al. 2007, Myles et al. 2009). Multi-
parent advanced generation inter-cross (MAGIC) populations have also been 
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used to enrich favorable alleles for GWAS (Sannemann et al. 2015, Cavanagh 





2 AIMS OF THE STUDY 
The main aim of this study was to investigate usability, robustness and 
practical operations of genomic selection within different breeding dilemmas. 
To reach this aim, example breeding data sets from oat and barley were used 
in the analysis. Genetics behind the data sets were uncovered with SNP 
markers, and genomic prediction, genome-wide association study and study 
on GE interactions were conducted. The study was concentrated on ‘difficult’ 
traits in plant breeding to increase knowledge surrounding these topics. 
 
The specific aims of this study were: 
1) to improve prediction of grain yield with (trait-assisted) multi-trait 
prediction compared to single-trait prediction for oat and barley. 
Genetic correlation between grain yield and maturity/protein 
content were expected to give higher accuracy for grain yield in 
multi-trait prediction (publication I). 
2) to study genetic effects of Fusarium head blight resistance related 
traits in oat with genome-wide association study and conduct 
genomic prediction for the traits. The primary hypothesis was that 
unlike wheat, oat does not have major genes for resistance within 
the breeding material and genomic prediction would present a more 
practical approach to assist resistance breeding (publication II). 
3) to study and compare the effect of GE interaction within the 
breeding programs of oat and barley. GE interaction was included 
into the prediction model in order to test if prediction ability of grain 
yield could be improved. The prediction ability was expected to 
increase. The second objective was to study within year correlation 
between trial locations in order to structuralize the testing network. 
The hypothesis was that GE interaction exists to some level, but no 





3 MATERIALS AND METHODS 
Details from materials used in each original publication are listed in Table 1. 
More detailed description of the materials used in the analysis are given in the 
original publications I-III. 
Table 1 The data set details used in each original publication I-III. 
Publication n Lines1 n Families2 n Markers3 n Obs4 n Envs5 n Years6 
I: oat 2 043 491 3 905 9 610 401 10 
I: barley 4 262 523 5 813 20 737 218 10 
II: oat 327 162 2 785 797 7 4 
III: oat 1 894 397 3 786 4 573 40 8 
III: barley 3 997 452 5 813 10 434 65 9 
1 the number of plant lines; 2 the number of unique families from which the lines were derived from; 
3 the number of markers after filtering; 4 the number of observations of the trait studied. The number 
of observations for publication I is grain yield, publication II DON and publication III grain yield; 5 
the number of location*year combinations; 6 the number of years presented in the study.  
3.1 BREEDING OF SELF-POLLINATED CROPS 
The data sets for spring oat and spring six-row barley used in the original 
publications were generated within a breeding process. In both species the 
breeding populations were generated by bi-parental crosses. For barley, 
haploid microspores of produced F1 progeny were used in DH tissue culture to 
produce fully inbred breeding lines. For oat, inbreds were produced through 
multiple generations of SSD. It should be noted that it takes several 
generations before seed has been propagated enough and sowing of multi-
environment trials is possible as the seed multiplication of a breeding line 
starts from one DH plantlet for barley, or one seed for oat. The first year of 
field testing was executed as head rows for both crops (oat F4:5 and barley 
DH1), where only agronomic traits were selected. The first year of grain yield 
testing was done in preliminary yield trials (PYTs). At this stage, the seed 
maybe sufficient for one replication of grain yield plot at one location or seeds 
were in some cases multiplied in shuttle breeding using contra-season 
nursery, and multiple locations of PYTs were sown. Selection for grain yield 
started from these multi-location trials for both crops (oat F4:7 and barley 
DH3). During following years, advanced yield trials (AYTs) in multiple 




3.2 BREEDING DATA SETS 
The oat and barley breeding data sets (publication I) contained observations 
of grain yield (kg/ha), maturity (a visual score from 1 to 5 for oat, where 
1=early and 5=late, for barley, the scores were from 1 to 7) and protein content 
(%) for 2043 oat and 4262 six-row barley breeding lines and check cultivars. 
The data were recorded between 2008 and 2017 and the lines represented 
seven oat and nine barley breeding cohorts each consisting of multiple bi-
parental populations.  
The oat data set (publication II) for FHB resistance related traits (DON= 
deoxynivalenol (ppm), qFUSG= F. graminearum pg DNA (relative to oat 100 
ng DNA) content, FIK= Fusarium infected kernels (%) and GC= germination 
capacity (%)) and agronomic traits (HD= heading date (days), PH= height 
(cm), MC= maturity (1-5)) was collected from artificially spawn inoculated 
field experiments. The data set contained 327 breeding lines, accessions from 
gene bank and check cultivars recorded between years 2015 and 2018. 
The oat and barley breeding data sets (publication III) contained 
observations of grain yield (kg/ha) from PYTs for breeding lines and check 
cultivars. The data sets were collected between 2010 and 2018. The weather 
data were gathered from the national weather observation stations (Finnish 
Meteorological Institute) closest to the trial locations. Environmental 
covariates for weather variables were calculated by dividing the growing 
season into 10-days intervals starting from the sowing date of each trial. Soil 
type, growing zone information and computed weather covariates were 
merged into a data table, which was used to calculate a relationship matrix for 
the trials. 
3.3 GENOTYPES AND POPULATION STRUCTURE 
Genotypic information for the original publications I-III was generated with 
custom SNP marker chips. Quality of markers was checked to meet a call rate 
of 90%, a minor allele frequency (MAF) of more than 1% (I, III) or 5% (II), and 
heterozygosity of less than 5%. The genomic relationship matrix (G) was 
calculated (I-II) using the first (I, II, III) and the third (III) equation from 
VanRaden (2008). For genomic prediction (I-II), an inverse of the G matrix 
was taken prior to analysis (MiX99 Development Team, 2015). For GWAS, the 
relationship matrix to account for close relatedness was calculated using 
kinship (K) matrix arising from genetic marker information. 
The population structure of both oat and barley breeding populations was 
computed in I-II with PCA. In oat, there was no clear separation into groups, 
but early and late lines showed some diversification on PC1. In barley, the 
differences between early and late lines were not as clearly observable on PC1. 
Due to presumable population structure, three first PCs were included in oat 
GWAS (II) to account for it. 
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3.4 VARIANCE COMPONENT ESTIMATION AND 
GENOMIC PREDICTION 
For original publications I-III variance components were estimated using 
Average Information REstricted Maximum Likelihood (AI-REML) (Jensen et 
al. 1997). The estimated components were used to calculate narrow sense 
heritability for each trait. Trait correlations were assessed by applying multi-
trait models with two (II, III) or three (I) traits. For the III, variance 
components were as well generated with six different models conducting 
effects arising from environment, line, genetic, interaction between genotypes 
and environments, environmental covariates and interaction between 
genotypes and environmental covariates.  
In I, the estimated variance components were used to solve mixed model 
equations of single and (trait-assisted) multi-trait models to obtain GEBVs for 
unphenotyped lines. In the case of trait-assisted multi-trait prediction, the 
predicted lines had phenotypes from correlated traits; i.e. maturity and 
protein content, available for prediction. In II, the estimated variance 
components were used to predict GEBVs with single-trait mixed model. The 
III compared variance components estimated with the six different models.  
3.5 VALIDATION OF PREDICTION 
Genomic predictions were validated with various schemes. In I, fivefold cross-
validation based on random division and stratified family division were used. 
Additionally, forward prediction where the data set was chronologically split 
into the training and testing sets was computed and repeated with cumulative 
data for each breeding cohort. In II, random fivefold and leave-one-out cross-
validation schemes were used. In leave-one-out, each trial was set as a testing 
set one at a time. In III, random fivefold cross-validation was used in two 
alternative schemes, CV1 and CV2. The scheme CV1 presents the classical 
prediction aim, when the predicted line has no own phenotypic observations. 
In CV2, the predicted lines have some phenotypic information from other 
testing locations. The aim of this validation, is to test if some observations can 
be dropped without impairing too much of the prediction accuracy. 
3.6 ASSOCIATION STUDY 
In original publication II, GWAS was conducted for FHB resistance related 
traits as well as for collected agronomic traits. In GWAS, four different models 
were used: naive model, where no population structure or relatedness between 
lines were accounted for; Q model, where only population structure with three 
PCs was used; K model, where only relatedness between lines was corrected 
with a kinship matrix; and QK model, where both population structure and 
relatedness were accounted for. The results were examined through 
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Manhattan and qq-plots. To correct for multiple testing problem, both 




4 RESULTS AND DISCUSSION 
The data sets used in the original publications represented oat and barley 
breeding programs. The data sets generated in a breeding program are large 
in size but not optimally constructed for research purposes. The breeding 
populations are exposed to selection, which makes breeding data biased in the 
sense, that better cultivar candidates are phenotyped many more times than 
low performing candidates. Due to selection, data sets are highly unbalanced 
as majority of the candidates are discarded after their first observations. In 
addition, new candidates enter the testing network every year. The situation is 
challenging as genetic variation in the breeding cohort diminishes through 
testing years and minority of the breeding lines receive a reliable estimate for 
a trait based on multi-year trial data. This makes the validation of the 
predictions demanding as the estimate of the TBV may be unreliable.  
The data sets used in the original publications were not specifically 
generated for this thesis or limited to a certain breeding cohort. Therefore, the 
data sets may be weaker in the sense of research, as the data sets were 
unbalanced and limited mostly to breeding lines, not a broad collection of lines 
from a diversity panel. However, the strength of the analysis in the original 
publications is that the results are close to practice and can directly benefit the 
breeding process. In addition, the amount of data used in publications I and 
III could not have been generated for research purpose only. The methods 
useful for breeding are discussed in the following chapters in the context of 
each publication and, then the overall benefit of genomic approaches in 
breeding is summarized. 
4.1 IMPROVING PREDICTION OF GRAIN YIELD 
In the original publication I, genomic prediction of grain yield was studied and 
validated. The single-trait model showed a prominent level of cross-validated 
prediction accuracy for both crops. The accuracy was not significantly 
increased when multi-trait model was used. However, in the forward 
validation an increase in accuracy was seen when a multi-trait model was used 
instead of a single-trait model. The difference was not substantial or 
significant, but rather consistent in direction. In trait-assisted models grain 
yield prediction was assisted with correlated traits: maturity, protein content 
or both. The difference between single-trait and trait-assisted models was 
more apparent compared to previous comparison. However, trait-assisted 
models differed in consistency when compared with multi-trait prediction 
without assisting: the best prediction model varied between years. On average, 
if one trait was used to assist multi-trait prediction, grain yield accuracy was 
increased by 10% for oat with maturity and by 26% for barley with protein 
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content. These results were in-line with previous research (Fernandes et al. 
2018, Kristensen et al. 2019). Even though, the increase in accuracy was less 
in our study compared to theirs. In Fernandes et. al. (2018) increase in 
accuracy was 50% and in Kristensen et al. (2019) 73%. The difference in the 
level of response could arise from differences in the heritability of the 
investigated trait. In Kristensen et al. (2019) trait heritability was higher (0.51 
for protein content), than single-trait heritability of 0.33-0.39 for grain yield 
in our study.  In comparison, in Fernandes et al. (2018) the single-trait 
heritability was lower (0.26 for biomass). Therefore, only the heritability does 
not explain our lower success. If grain yield prediction accuracy can be 
increased via a correlated trait that is considerable cheap to measure (e.g. 
maturity), the benefit is substantial, even if the increase in accuracy is modest. 
In the original publication, we were able to show that prediction of grain yield 
can be improved by (trait-assisted) multi-trait models. In summary, the 
benefit is in more accurate GEBV estimates for grain yield used in selection. 
In the original publication, we also showed that a training population can be 
constructed from a historical breeding data. Even without additional field tests 
for a specifically designed training population, we were able to compute 
reasonable prediction accuracies for grain yield.  
One of the key results from the forward validation, was that breeding 
cohorts showed considerably varying levels of accuracy for grain yield. The 
variation of the cohorts can be due to the use of genetically distant market 
cultivars as crossing parents. This brings new genetic variation to the 
population, but at the same time can cause lower genetic relationship between 
breeding cohorts (Michel et al. 2016, Cericola et al. 2015). More likely, the 
predominant cause of variation was the environment. The testing location 
remained rather constant, but variation in yearly weather had a large effect on 
field trials. This result emphasizes the need to more accurately define the 
causes and effects of different testing years. The yearly difference also shows 
that multiple breeding cohorts should be used as a training population. 
Grain yield prediction is demanding but still the most important goal in a 
commercial breeding program. In the publication we were able show that 
accuracy of prediction can be increased by using trait-assisted or multi-trait 
models. Most of all, including correlated traits into the prediction model did 
not decrease accuracy in any relevant case for grain yield. In the early 
generations, grain yield is not selected per se (head rows) or selection is 
inaccurate due to limited number of observations. In this situation, 
observations on maturity and measurements of protein content could 
potentially increase prediction accuracy for grain yield, when the predicted 
lines receive their GEBVs. Using trait-assisted GEBVs may able selection for 




4.2 GENOMICS OF FHB RELATED RESISTANCE 
TRAITS 
The original publication II was predominantly performed to learn more on a 
challenging breeding objective, like FHB resistance in oat. FHB resistance is a 
complex feature and includes many traits which together enhance the 
resistance against the disease and toxin accumulation. Resistance has been 
shown to correlate with agronomic traits, such as height and maturity in wheat 
(Buerstmayr et al. 2009, Emrich et al. 2008, Lu et al. 2013). The first objective 
of the study was to report genetic correlations in Finnish conditions for the 
agronomic and resistance related traits. The results showed high genetic 
correlations between FHB resistance related traits (DON, qFUSG, 
germination capacity, Fusarium infected kernels), but poor correlations 
between FHB resistance related and collected agronomic traits (plant height, 
heading date, maturity class). Therefore, we were not able to confirm, that the 
well known pattern that taller and late cultivars have less FHB in wheat, also 
would apply in oat. All the FHB resistance related traits had low estimates of 
heritability, which may imply that the amount of observations to estimate 
variance components reliably was too limited. In our study, we might have 
lacked an extremely susceptible check, which potentially affected the genetic 
variation estimated. In Bjørnstad et al. (2015), their material included 
unadapted Midwestern cultivars, which showed an extremely susceptible 
phenotype. They speculated that it might have been due to photosensitive 
repsonse. In their study, all Nordic cultivars were placed in the middle of 
resistance response to FHB and DON accumulation. FHB resistance might 
therefore be partly affected by photosensitive response. FHB resistance in oat 
is generally highest in Nordic breeding material or at least in the same level 
with known moderate resistance (MR) sources (Hautsalo et al., unp. results), 
like Leggett and Stride (Mitchell Fetch et al. 2013). 
In GWAS, we were not able to detect, with reasonable control of population 
structure or relatedness, any significant marker-FHB resistance related trait 
associations. We were able to show significant associations for markers and 
maturity with K model, and a peak, which was clear but not significant, for 
Fusarium infected kernels in the studied data set. The low success in 
associations indicates that the genetic basis of Fusarium and DON resistance 
may be polygenic, based on a high number of loci with small effects. The more 
preferable method for using genome-wide information in FHB resistance 
breeding could thus be genomic selection. In another words, while there were 
no potential associated marker selection candidates, all markers to describe 
the differences between lines, should be used. Use of genome-wide marker 
information through GS is, therefore, currently the only potential option to 
benefit from genetic information. Computed GEBVs can be used directly for 
selection, but model validation should be emphasized when deciding on 
selection method. The results from the model validations for FHB related 
traits showed rather low accuracies. From these traits, germination capacity 
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showed the highest accuracy and computed GEBVs are usable in selection. For 
the other traits, the GEBVs generated should be used with caution, or used 
only when discarding extremely susceptible cultivar candidates. Closer 
comparison between the candidates is questionable, since small differences in 
GEBVs are not reliable. More data should be generated in order to improve the 
prediction and reliablity of GEBVs. In future, the genetic correlations between 
FHB resistance traits should be used for computing GEBVs based on multi-
trait prediction models to see if prediction of the resistance traits can be 
improved. 
4.3 GE INTERACTION WITHIN BREEDING 
POPULATIONS 
The original publication III studied the quantity of GE interaction within 
tested trial locations in PYT for multiple breeding cohorts. The study was 
performed in two stages. The first stage presented additive genetic correlations 
between testing locations within each year for a breeding cohort. After 
computing these yearly correlations, a mean across years was taken from 
correlations between testing locations repeated during multiple years. A mean 
per trial location pair was received, but the number of correlations varied 
between one and 18 depending on how many times two trial locations occurred 
within a same year for a breeding cohort. In the second stage, genomic 
prediction was done for all data and prediction accuracy was quantified with 
two cross-validation schemes (CV1 and CV2). Prediction was conducted with 
six different models as detailed in the original publication.  
The results of the yearly additive genetic correlations showed that in oat 
the amount of the data was limiting the results. Only five location pairs were 
repeated across years more than two times. For the comparisons with three 
records results were above 0.9, which may be due to too limited comparisons 
or no GE interaction occurring. For the two other comparisons, the trial 
locations may have experienced specific stress circumstances and the 
correlations were therefore low. For barley, more reliable results were 
received. The mean correlations varied between 0.41 and 0.77 for the records 
which had more than seven comparisons behind them. These results imply 
that GE interaction is present, but the extent is not so large that it would 
produce negative mean correlations. Negative correlations were occasionally 
observed for single years, but the mean values were not close to zero. 
The second stage included an analysis of computed environmental 
covariates to describe the similarity between the trial locations. The drawn 
dendrograms showed that while oat had less trial locations within a year, the 
dendrogram clusters captured year effects more clearly than for barley, which 
had more locations per year. The variance components computed with the six 
models revealed differences in the effects included in the models. The most 
relevant research findings were that barley had more than twice as large 
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variance due to genetic effect than oat, and barley also had larger GE 
interaction effect. The variance due to environmental covariates was 
insignificant, but the interaction between genotype and environmental 
covariates was larger. However, including interaction between genotypes and 
environmental covariates in the prediction model was not beneficial compared 
to models where interaction between genotype and environments was treated 
as unrelated. The prediction accuracy was lower and the residual effect was 
higher in the EGW-GxW model compared to the model with interaction due 
to the genotypes and environments (EG-GxE model).  Overall, the residual 
effect was lower when more parameters were included in the model, especially 
when interaction between genotypes and environments was used. 
Additionally, the accuracies of the models containing interaction between 
genotype and environments (EG-GxE) were the highest for both crops. The 
increase in accuracy was higher for barley, which is in line with the GE 
interaction variance components and the fact that barley had more locations 
within a year compared to oat. Overall, the accuracies received were on the 
same level as in previous studies (Burgueño et al. 2011, Pérez-Rodríguez et al. 
2015, Jarquín et al. 2014) using the same models. In our case, CV1 accuracy 
was higher than in Pérez-Rodríguez et al. (2015) and Jarquín et al. (2014), but 
lower than in Burgueño et al. (2011). For CV2, the results were lower or on a 
similar level than in the cited reseacrh.  
The results of this study show that in order to explore GE interaction and 
produce significantly relevant information for the breeding program, the data 
set should be larger than what we had for oat. The trial locations should be 
repeated in multiple years in order take advantage of the correlations between 
locations, as it was observed that genetic correlations computed within a year 
may differ dramatically (SD of the mean across years). The true differences 
between locations are revealed after multiple years of simultaneous testing. 
For this reason, studying of the GE interaction within a breeding program is 
troublesome, but can be done if trial data is as extensive as in our barley data 
set. Repeated trial locations showed relevant correlations across years. These 
results show that GE interaction is present and should be taken into account 
while predicting line performances. Including GE interaction within the 
prediction model has shown to improve the prediction ability across tested 
environments (Burgueño et al. 2011, 2012, Pérez-Rodríguez et al. 2015, 
Jarquín et al. 2014), while accuracy of prediction is increased and residual 
variance is decreased.   
4.4 APPLYING GENOMIC SELECTION TO BREEDING 
PROGRAMS 
There are two main considerations when applying GS in breeding programs: 
when GS should be used and what is the most efficient way to use it in order 
to obtain the most practical improvement in the breeding process. 
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Optimization of the process should be done within specific conditions of each 
breeding program by considering the local growing conditions, the breeding 
material, practicalities of the process and, most of all, the available economic 
resources. In the literature, suggestions can be found, on how implementation 
of GS could be done (Gaynor et al. 2017, Hickey, et al. 2017, Crossa, et al. 2017, 
Bassi et al. 2016, Robertsen et al. 2019). Often when implementing GS, 
breeding process is divided into two components: across breeding cycle 
prediction i.e. population improvement part, and within breeding cycle 
prediction i.e. product development part. 
In population improvement part, which was defined by Gaynor et al. (2017) 
and Hickey et al. (2017), potential parents to generate the next breeding cycle 
are identified and rapid recurrent GS is used to promote frequency of favorable 
alleles. The key aspect is in shortening of the breeding cycle in order to increase 
genetic gain (Longin et al. 2015, Schaeffer et al. 2006). A shorter breeding 
cycle has been described as one of the main advantages of GS (Crossa et al. 
2017). In this context, a cultivar candidate, even from the first segregating 
generation, can be used as a parent as soon as it is genotyped and GEBVs have 
been calculated. The line may not have any phenotypes yet. In Gaynor et al. 
(2017), population improvement included crossing F1 plants and doubling the 
number of crosses made yearly. Therefore, the breeding cycle time would be 
cut into half of a year. In their simulations, they were able show the superiority 
of dividing the breeding process into two parts, namely population 
improvement part and product development part. The process produced 2.36-
2.47 times more genetic gain compared to conventional breeding program 
with phenotypic selection and 1.31-1.46 times more gain over the conventional 
GS program. In the conventional GS program, the lines were genotyped at 
head row stage (F4:5). The gain of two-part GS compared to conventional GS 
came from producing crosses twice a year. There are at least two caveats in the 
reduction of breeding cycle time to only 6 months. As in GS, also in such a 
rapid generation cycle, the risk of losing genetic variance is large. The initial 
loss of genetic variance is primarily due to more accurate selection of parents. 
Then the following loss is due to e.g. “effective population size, selection 
intensity, selection accuracy and the number of cycles per year” as listed in 
Gaynor et al. (2017). The second caveat is the loss of accuracy. When parents 
are selected many years before they are phenotyped (if they are phenotyped at 
all), this decreases the genetic relationship between the training population 
and the predicted lines, which leads to loss of accuracy. The prediction model 
should be updated with reasonable frequency, because the accuracy is 
decreased by 5% or more per generation (Meuwissen et al. 2001, Muir 2007). 
The suggestion from Jannink et al. (2010) that at least the parents of each 
breeding cycle should be phenotyped, should be studied if the extent is 
sufficient.  
The product development part or within cycle prediction aim at identifying 
the superior crop cultivars as early as possible in the breeding process.  GS has 
shown promising results (Schmidt et al. 2016, Michel et al. 2018) in improving 
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selection of traits, which are difficult to measure with low seed availability, 
such as grain yield and quality traits. In other words, early stage selection for 
many traits, especially the quantitative traits, is inaccurate in the breeding 
process and could potentially be improved by genomic selection. Grain yield 
or quality traits cannot be measured from head rows, and testing for these 
traits starts later in the breeding process. For grain yield the size of the plot is 
a limitation in head row stage. For quality traits the number of candidates is 
too large to be phenotyped with expensive measurements, e.g. beta-glucan 
content or FHB resistance related traits in oat. With genomic prediction, based 
on a training population that represents the genetic variation within the 
breeding program, GEBVs can be calculated for candidates as soon as they are 
genotyped. 
Phenotyping costs in product development pipeline could be cut down with 
genomic prediction (Robertsen et al. 2019). Within a year, cultivar candidates 
are tested in multiple testing locations from PYT onwards. Based on computed 
cross-validation results (I), grain yield prediction accuracy will most likely not 
be affected by sparse testing, which means that not all lines are tested in all 
locations but instead a set of lines is tested in each location. Correlated traits 
which could easily be measured in the early phases of breeding could be used 
to rise accuracy of GEBVs for yield. This idea has been used in high-throughput 
phenotyping in order to improve prediction of grain yield (Krause et al. 2019). 
Applying GS into the breeding program is a multidimensional problem, 
where specific components should be put together like a puzzle. Every crop 
behaves differently and has its own twists and need its own adjustments. The 
key to success is to find the most efficient approach and fit it for the particular 
breeding process. The breeding program budget is the frame, but everything 
else can be made accordingly. In Larkin et al. (2019), 14 different ways are 
detailed on how genomic selection properties influence on accuracy and 
breeder’s equation. This extensive list can serve as a check list for the breeders 
and help to improve prediction by keeping in mind the lessons from the 
breeder’s equation. 
Practical steps in linking the original publications to potential breeding 
process improvement can be detailed as follows: 
1. Use of historical data sets to create the training population for GS 
(publication I, II). 
2. Improving selection of traits, which are difficult to measure with low 
seed availability, such as grain yield (publication I), and quantitatively 
inherited resistance traits such as FHB resistance in oat (publication II). 
3. Shortening of breeding cycle in order to increase genetic gain 
(publication I). 
4. Lowering the costs in phenotyping by predicting missing full sibs in 
testing environments without considerably affecting prediction 
accuracy (publication I, III). 
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5. Testing within year variation of the trial locations in order to quantify 
the impact of GE interaction in the field testing network (publication 
III). 
6. Showing the impact of GE interaction in the prediction model for 







5 CONCLUSIONS AND FUTURE 
PROSPECTS 
Crops should feed the ever-growing humankind. The efforts to enhance stable 
crop production have been substantial, but more advances are needed. As 
stated in the first chapter, estimated increase in demand of crop production is 
50% by the year 2050 (FAO 2017b). Crop production is facing severe 
challenges such as climate change, limited growing areas, environmentally 
and public safety driven limitations in the use of fertilizers and pesticides etc. 
Climate change will increase occurrence of weather extremes, such as 
droughts, heat-waves and torrential rain (IPCC 2018). Weather extremes will 
evidently affect crop production. Detailed image was given in Bailes-Serres et 
al. (2019), where predicted yield losses were described in national level for 
maize, rice, wheat and soybean (Mills et al. 2018). The detailed stresses 
included heat, aridity, nutrient stress and flood events. For Nordic region, the 
primary increasing stress to decrease crop production is heat stress. According 
to a report from FAO (2017b), 33% of the agriculture land worldwide is 
degraded moderately or severely. In addition, there are limited options to 
expand the agriculture land, while changing the land to agriculture would 
cause heavy environmental, social and economic costs. Therefore, the crop 
production should be aided by breeding for higher levels of yield per 
production area. These big challenges can be overcome by appropriate tools, 
being genomic selection definitively one of these methods to lift the level of 
yearly yield increase. As we have shown, with genomic selection it is possible 
to predict demanding traits in the early generations, such as grain yield and 
FHB resistance traits, improve prediction of the most important trait, grain 
yield and explore the variability within the testing locations more closely. 
Another aiding tool for the future crop improvement is genome editing 
(Jaganathan et al. 2018). For instance, FHB resistance would present an 
excellent target for genome editing (II). In wheat, a major QTL, FHB1 (Li et al. 
2019, Su et al. 2019, Rawat et al. 2016), has been found from a Chinese 
landrace and integrated into modern cultivars. In oat such a major gene has 
not been found, at least not yet, even when many studies on landraces and 
exotic sources of resistance have been conducted. Genome editing, although 
promising, would also be challenging as, a gene should be transferred into a 
new species, rather than silencing an existing gene.  
The next steps for plant researchers and in the future for breeders are to 
improve the efficiency of photosynthesis, to promote useful microorganism-
plant interactions in order to stimulate nutrient intake and to optimize water 
and nutrient use in the plant (Bailey-Serres et al. 2019). These are by no means 
easy tasks. Crops do not transform the light energy into carbohydrates as 
efficient as possible (Zhu et al. 2010), which may be due to that they evolved 
in water environment where light intensity is less compared to agronomic 
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conditions (Dann and Leister 2017). Improving photosynthesis is not a new 
topic, but with modern applications, it might be closer than what we think 
(Bailey-Serres et al. 2019). Plants by nature engage with microorganism, 
which improves nutrient intake. By modern agriculture, these benefits have 
been lost due to use of fertilizers and thus offering a sufficient amount of 
nutrients for the plants to use. These interactions could be improved especially 
for phosphate and nitrogen usage. Plants loose water per every carbohydrate 
that they produce through stomata cells (Bailey-Serres et al. 2019). Responses 
of stomata cells are not optimal and researchers have been able to improve 
plant response in water-restricted environments (Hughes et al. 2017, Caine et 
al. 2019). While these topics are currently under intensive research, the future 
plant breeders are ready and willing to grab all the available tools to help in 
producing more food with more environmentally, sociologically and 
economically stable methods. As have been seen in GS, plant breeders are 
willing to step into the unknown zone in order to respond to the demands for 
more food. Plant breeding is not a stable practice but an ever-changing process 
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