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a b s t r a c t
Given a set D of trajectories, a query object q, and a query time extentC, amutual (i.e., sym-
metric) nearest neighbor (MNN) query over trajectories ﬁnds from D, the set of trajectories
that are among the k1 nearest neighbors (NNs) of q within C, and meanwhile, have q as
one of their k2 NNs. This type of queries is useful inmany applications such as decisionmak-
ing, data mining, and pattern recognition, as it considers both the proximity of the trajecto-
ries to q and theproximity ofq to the trajectories. In this paper,weﬁrst formalizeMNNsearch
and identify its characteristics, and thendevelop several algorithms for processingMNNque-
ries efﬁciently. In particular,we investigate two classes ofMNNqueries, i.e.,MNNP andMNNT
queries, which are deﬁned with respect to stationary query points andmoving query trajec-
tories, respectively. Ourmethods utilize the batch processing and reusing technology to reduce
the I/O cost (i.e., number of node/page accesses) and CPU time signiﬁcantly. In addition, we
extend our techniques to tackle historical continuous MNN (HCMNN) search for moving
object trajectories, which returns the mutual nearest neighbors of q (for a speciﬁed k1 and
k2) at any time instance ofC. Extensive experiments with real and synthetic datasets demon-
strate the performance of our proposed algorithms in terms of efﬁciency and scalability.
 2010 Elsevier Inc. All rights reserved.
A preliminary version of this work has been published in the Proceedings of the 9th International Conference on Mobile
Data Management (MDM 2008). Substantial new technical materials have been added to this journal submission. Speciﬁ-
cally, the paper extends the MDM 2008 paper by mainly including (i) processing of the HCMNN query with respect to sta-
tionary query points, called HCMNNP retrieval (Section 5), (ii) processing of the HCMNN query with respect to moving query
trajectories, called HCMNNT search (Section 5), and (iii) enhanced experimental evaluation that incorporates the new classes
of queries (Section 6).
Notes: (i) This manuscript is the authors’ original work and has not been published nor has it been submitted simulta-
neously elsewhere, except for the preliminary version (i.e., [14]) mentioned previously; (ii) The main differences between
the conference version and this submission are stated above; and (iii) All authors have checked the manuscript and have
agreed to the submission.
1. Introduction
Trajectory data (e.g., animal movement data, vehicle positioning data, etc.) is very important in many applications. For
example, by mining the movement trajectories of migrating birds, biologists can get better understanding of their migration
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patterns. For coaches or sports researchers, it is useful to study the movement patterns of top players by analyzing the tra-
jectories of players’ motions. In this paper, we introduce and solve a new type of queries, namely, mutual nearest neighbor
(MNN) search for moving object trajectories. Given a trajectory set D, a query object q, a query time interval C, and two inte-
gers k1(P1) and k2(P1), an MNN query over trajectories retrieves all the trajectories Tr 2 D, such that within C,Tr is among
the k1 nearest neighbors (NNs) of q; meanwhile, q is among the k2 NNs to Tr. A special case is with k1 = k2 = 1, i.e., when q’s
nearest neighbor (NN) is Tr and Tr’s NN is q, in which we say that q’s MNN (with k1 = k2 = 1) is Tr.
Actually, MNN retrieval shares some similarities with the well-studied k-nearest neighbor (kNN) search on trajectory data
[12,15,16], which ﬁnds the k(P1) nearest trajectories of a speciﬁed query object (point or trajectory) inside a predeﬁned
query time extent. Note that kNN retrieval over moving object trajectories is asymmetric, because it only considers the prox-
imity of the trajectories to the query object, but not that of the query object to the trajectories. However, there are applica-
tions that may demand symmetric relationships. For example, carpooling services (e.g., http://www.erideshare.com/ and
http://www.carpoolworld.com/) match people who share similar daily travel routes (i.e., trajectories). Ideally, carpooling
members should live close by, and their work places must not be too far away from each other. For a new member p, a con-
ventional kNN query can pair p with its closest member (denoted by m), but it ignores the fact that m might have travel
routes closer to others, and hence would not like to share a car with p. In contrast, MNN search that takes into account
the symmetric NN relationship can discover the member q having daily travel route close to that of p and, meanwhile, having
p’s daily travel route close to q’s. Note that, if the travel route involves a relatively long time period, we can employ historical
continuous mutual nearest neighbor (HCMNN) search (to be discussed later) that partitions the time duration into disjoint
periods, and applies MNN retrieval for each interval. Consequently, MNN/HCMNN search may be used for the organization
of carpooling by analyzing its query results. Moreover, an efﬁcient solution to MNN/HCMNN retrieval can also contribute to
solve such data mining problems as discovering ﬂock [21] (i.e., a group of objects that exhibit similar movement and prox-
imity for a certain amount of time) or convoy [25] (i.e., a group of objects that have traveled together for some time) patterns.
The identiﬁcation of groups of vehicles that stay close to each other for some extensive periods of time via using MNN/
HCMNN search may also be useful to the prevention of trafﬁc jams. In sum, MNN/HCMNN retrieval is more suitable, com-
pared with kNN search, for those applications involving symmetric NN relationships, including data clustering
[6,10,19,22,56], outlier detection [6,26], decision making [14,17,52], and pattern recognition [20,39]. More recently, we have
explored MNN search in the context of spatial databases, which is practically very useful in many decision support applica-
tions (e.g., resource allocation, matchmaking, etc.) involving spatial data [17].
In this paper, we focus on MNN query processing for moving object trajectories. To the best of our knowledge, this paper
is the ﬁrst piece of work to address this problem. It is worth noting that, we are interested in both spatial and temporal com-
ponents, but not the movement shapes, of trajectories.1 Intuitively, a naive solution to handle MNN search on trajectory data is
to ﬁnd a set of k1 NNs of a speciﬁed query object q within a given time interval C, denoted by NNk1(q), and then validate each
trajectory Tr 2 NNk1(q) by checking whether Tr has q as one of its k2 NNs duringC. Nevertheless, this method is very inefﬁcient,
since it incursmultiple traversals of the dataset, which results in high I/O overhead and CPU cost, especially when the values of k1
and k2 are large. To improve the performance, we propose, in this paper, an efﬁcient MNN query processing algorithm. The basic
idea of our approach is to employ batch processing and reusing technology to signiﬁcantly reduce the number of node accesses
(i.e., I/O cost), and hence speed up the search processing.
In addition, we extend our techniques to tackle historical continuous mutual nearest neighbor (HCMNN) retrieval over mov-
ing object trajectories. In particular, HCMNN search retrieves from a trajectory set D the mutual nearest neighbors (MNNs) of
a speciﬁed query object q, for any time instance of a predeﬁned temporal extent C. The output of an HCMNN query includes a
collection of nearest lists, with each list containing a set of hTr, [ti,tj)i tuples. Here, Tr is a trajectory in D (i.e., Tr 2 D), and [ti,tj)
is the time interval (within C) during which Tr is an MNN of q for some given k1 and k2. HCMNN retrieval is actually a con-
tinuous counterpart of the MNN search. In this paper, we also present the algorithms for HCMNN query processing on moving
object trajectories.
To sum up, the main contributions of this paper are as follows. First, we formalize the MNN and HCMNN search for mov-
ing object trajectories, respectively, and identify the characteristics of MNN queries. Second, we propose several algorithms
to handle MNN search over moving object trajectories. More speciﬁcally, we investigate two types of MNN queries, termed
as MNNP and MNNT search, which are deﬁned with respect to stationary query points and moving query trajectories, respec-
tively. In our study, we assume that the dataset is indexed by a TB-tree [38] due to its high efﬁciency in trajectory-based que-
ries. Two search algorithms, namely, Naive algorithm (NI) and reuse two-heap algorithm (RT), are then developed for
processing MNN queries. Third, we extend our approaches to process HCMNN queries on moving object trajectories, by con-
sidering both queries issued at stationary query points (i.e., HCMNNP) and those issued at moving query trajectories (i.e.,
HCMNNT). Finally, we conduct extensive experiments with both real and synthetic datasets to evaluate the efﬁciency and
scalability of our proposed algorithms under a variety of settings.
The rest of the paper is organized as follows. Section 2 surveys related work. Section 3 formalizes MNN and HCMNN que-
ries for moving object trajectories, and reveals the properties of MNN queries. In Sections 4 and 5, we describe the algorithms
for handling MNNP/MNNT queries and those for HCMNNP/HCMNNT queries, respectively. Section 6 presents the performance
1 Movement shapes of the trajectories are important to answer shapes-based trajectory queries [7,33,51,54].
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evaluation of the proposed algorithms and reports our ﬁndings. Finally, Section 7 concludes the paper with some directions
for future work.
2. Related work
In this section, we ﬁrst brieﬂy review access methods for historical trajectories of moving objects in Section 2.1, and then
survey previous work on NN/kNN queries in spatial databases and query processing for moving object trajectories in Sections
2.2 and 2.3, respectively.
2.1. Indexing of moving objects trajectories
The trajectory Tr of a moving object o is the path that changes along time. Suppose a tuple (ti,si) speciﬁes that o is located
at si at time point ti. A trajectory can be represented as a sequence of point locations [(t1,s1), (t2,s2), . . ., (tn,sn)] where n, the
number of sampled timestamps in Tr, is deﬁned as the length of Tr. Therefore, trajectories can represent the motions of ob-
jects in a two-dimensional (2D) or three-dimensional (3D) space, and they are regarded as 2D or 3D time series data. Many
R-tree-like structures that store historical information about moving object trajectories have been proposed in the database
literature, such as 3DR-tree [49], STR-tree [38], TB-tree [38], and MV3R-tree [44].
3DR-tree [49] treats time as an extra dimension in addition to two spatial dimensions. It supports both range and time
slice queries.2 STR-tree [38] is an extension of R-tree. It takes spatial closeness between trajectories into consideration, and
tries to preserve partial trajectory. TB-tree [38] extends the STR-tree to process trajectories. It can handle both trajectory-
based queries and traditional spatial queries efﬁciently. MV3R-tree [44] maintains two trees, an MVR-tree for tackling time
slice queries, and a small auxiliary 3DR-tree built on the leaf nodes of the MVR-tree to handle long interval queries. It can
efﬁciently process both time slice and time interval queries by taking advantages of both MVR-tree and 3DR-tree. [34] pro-
vides a detailed survey of the access methods for trajectory data.
In this paper, we assume that the dataset is indexed by a TB-tree due to its high efﬁciency in trajectory-based queries. The
structure of TB-tree is reviewed as follows. Suppose a trajectory is formed by a set of line segments, TB-tree indexes all the
line segments, and meanwhile tries to enable trajectory preservation. For each leaf node in the tree, it records line segments
belonging to the same trajectory, with each segment being represented by (id, MBB, Orientation). Here, id is the identiﬁer of
the 3D trajectory (considering time as one dimension),MBB denotes the minimum bounding box of the 3D line segment, and
Orientation (whose value varies between 1 and 4) speciﬁes how the 3D line segment is enclosed within the MBB. Moreover,
all the leaf nodes containing segments of the same trajectory are connected by a doubly linked list which preserves, strictly,
trajectory evolution in order to improve the performance of trajectory-based query processing. As shown in Fig. 1a, segments
t1, t3, t4, t8, and t11 are corresponding to the trajectory i that is plotted by a thick curve. In the TB-tree, as depicted in Fig. 1b,
entries related to t1, t3, t4, t8, and t11 are linked.
Recently, TB*-tree as an extension of TB-tree is proposed in [32]. It improves update performance using an auxiliary cache
AuxCache structure and reduces the index size by removing redundant data. The AuxCachemaintains the pointers to the node
that contains the last segment for each trajectory. Given a trajectory ID, the pointer can direct the search for the correspond-
ing trajectory to the right node and then access corresponding segments following the links. Fig. 1b illustrates a part of the
TB-tree structure. In addition, Francis et al. [11] develop a Q-hash index structure to efﬁciently store the positions of moving
objects, so as to minimize the number of database updates and improve the accuracy of query result.
t1
t3
t4
t8
t11
trajectory i
t1 t2 t3 t4 t5 t8 t9 t10 t11 t12t6 t7
ID
...
trajectory i
trajectory j
...
ID
...
...
......
N5N4N3N2N1
AuxCache
(a) A trajectory  (b) A part of TB-tree and AuxCache
Fig. 1. Example of the TB-tree structure.
2 A time slice query only considers the locations of objects at a speciﬁc timestamp.
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2.2. NN/kNN queries in spatial databases
NN and k NN queries have been well-studied in the database literature. According to the assumption of whether or not
the query points and/or data objects are moving, the existing algorithms can be classiﬁed into three categories. The ﬁrst cat-
egory assumes both the query point and the data objects are static, and most of the algorithms in this category follow either
depth-ﬁrst (DF) [8,41] or best-ﬁrst (BF) [23] traversal paradigm. In particular, a DF algorithm [8,41] traverses the index tree in
a depth-ﬁrst fashion according to some distance metrics such as mindist and minmaxdist, and utilizes some pruning heuris-
tics to prune the search space. While such a DF algorithm is simple, it is suboptimal in terms of I/O cost, i.e., it accesses more
nodes than necessary [37]. In contrast, a BF algorithm [23] tries to minimize the number of node accesses (i.e., I/O overhead),
and employs a priority queue (in this paper we use a heap) to sort the visited entries based on their minimum distances to a
given query point (i.e., mindist). As shown in [23], BF outperforms DF in terms of the I/O cost and CPU cost.
The second category assumes the query point is moving while the data objects are static, viz., continuous nearest neigh-
bor (CNN) search. The ﬁrst attempt to address CNN search is proposed in [42]. It utilizes a periodical sampling technique to
repeatedly perform traditional NN queries at some predeﬁned sampling points of a given query line segment. Thereafter,
a tight range, based on those NN objects obtained from the previous sampling step, is approximated to bound all the possible
answer objects. Nevertheless, the performance of this method highly depends on the number and positions of those sam-
pling points. In particular, a small number of sampling points improve the performance but may result in incorrect results,
whereas a large number of sampling points decrease the possibility of false misses but suffer from expensive computational
overhead. To conduct exact search, Tao et al. [45,47] develop two CNN search algorithms based on R-trees. The ﬁrst algo-
rithm utilizes the concept of time-parameterized (TP) queries and treats a query line segment as the moving trajectory of
a query point [45]. Thus, the nearest object to the moving query point is valid only for a limited duration, and a new TP query
is issued to retrieve a new nearest object once the valid time of the current query expires (i.e., when a split point is reached).
Although the TP approach avoids the drawbacks of sampling, the performance depends on the number of answer objects m,
as it needs to issue m TP queries. On the other hand, their second approach [47] ﬁnds out the result objects of a CNN query
within one traversal of R-tree, and hence signiﬁcantly improves the performance.
The last category assumes both the query point and the data objects could be moving. Kolios et al. [27] use dual trans-
formation to handle NN queries for moving objects in one-dimensional space. However, their method can determine only
one, but not k, object that comes closest to the query point during a predeﬁned time interval [ts, te]. Benetis et al. [5] develop
algorithms to support NN and kNN search for moving points. Tao and Papadias [45] apply time-parameterized queries to mo-
bile queries, mobile objects or both for answering NN and kNN queries. Iwerks et al. [24] propose several search algorithms
for continuous kNN retrieval which allow the motion functions of the data points to be changed. Raptopoulou et al. [40] pres-
ent efﬁcient methods for NN query processing on moving query and moving object cases, using a TPR-tree as an index struc-
ture. Recently, the CNN monitoring problem has also been studied in [36,53,55].
2.3. Query processing for moving object trajectories
The kNNsearch formoving object trajectories is a relatively new research problem. Itwas ﬁrst investigated by Frentzos et al.
in [12]. In particular, they developed a series of DF (and BF) based algorithms for snapshot kNN (and NN) queries as well as DF
based algorithms for several BF based algorithms to efﬁciently answer snapshot and historical continuous kNN queries over
moving object trajectories. Speciﬁcally, [15] proposes two algorithms based on the BF traversal manner, called BFPkNN and
BFTkNN, to tackle kNN retrievalwithin one single traversal of the index for a given static query point and themoving query tra-
jectory, respectively. Several effective pruning heuristics were presented as well to reduce the consumption of main memory
andCPU cost. As demonstrated in [15], bothBFPkNNandBFTkNNoutperformother existing approaches, i.e., IncPointNNSearch
and IncTrajectoryNNSearch proposed in [12]. Gao et al. [16] developed two algorithms, namely, HCP-kNNandHCT-kNN, to han-
dle historical continuous kNN search with respect to the stationary query point and the moving query trajectory, respectively.
Themain idea is to utilize the BF traversal paradigm and enable effective updates of the query result. Comparedwith thework
presented in [15,16]whichonly focuses on asymmetric kNNsearch, thework in this article considers the symmetricNNrelation-
ship, i.e., both the proximity of the trajectories to the query object and that of the query object to the trajectories are taken into
consideration. Recently, Gao et al. [18] also explored constrained kNN search over moving object trajectories.
In addition, other query types over moving object trajectories have also been studied in the database literature. Speciﬁ-
cally, Mokhtar and Su [35] studied universal range queries on trajectories of moving objects, by checking whether or not the
spatial properties of being inside a region hold throughout an entire time interval. Bakalov et al. [2] investigated the trajec-
tory join, where the goal is to identify all pairs of similar trajectories between two trajectory data sets. Bakalov et al. [3] ex-
plored the time relaxed spatiotemporal trajectory join, which ﬁnds groups of moving objects that have followed similar
movements in different times. Bakalov and Tsotras [4] examined the continuous spatiotemporal trajectory join where, given
a stream of spatiotemporal trajectories created by monitored moving objects, the target is to return the set of objects in the
stream which have shown similar behavior over a query-speciﬁed time interval (with respect to the current timestamp).
Similarity-based search for moving object trajectories, which only focuses on the spatial similarity, but ignores temporal
information, has been investigated in [7,33,51,54]. Frentzos et al. [13] solved the problem of trajectory similarity search based
on R-tree-like structures. Sozer et al. [43] presented a new approach to model and query the spatiotemporal data of fuzzy
spatial and complex objects and/or spatial relations. Trajcevski et al. [50] studied the problem of continuous probabilistic
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NN queries over moving object trajectories, in which the uncertainty at any time instance is bounded by a circle with a ﬁxed
radius. More recently, Lee et al. explored trajectory clustering [31], trajectory outlier detection [29], and trajectory classiﬁ-
cation [30]. The problem of mining the frequent trajectory patterns in spatiotemporal databases has also been studied in [28].
3. Problem deﬁnitions and characteristics
In this section, we formally deﬁne MNN and HCMNN queries over moving object trajectories respectively, and reveal the
properties of MNN search. To facilitate the presentation, Table 1 summarizes the notations to be used in the rest of the paper.
Given a set D of trajectories and a time point t, we assume that each trajectory Tr 2 D represents the movement trajectory
of an object, and Trt denotes the point location along Tr at t. Then, during a speciﬁed temporal extent C, the Euclidean dis-
tance between two trajectories Tr and Tr0 and that between a trajectory Tr and a point location p are deﬁned in Deﬁnitions 1
and 2, respectively. Thereafter, we formulate MNN search for moving object trajectories in Deﬁnition 3.
Deﬁnition 1 (Trajectory distance dist(Tr,Tr0,C)). Given two trajectories Tr, Tr02 D and a time extentC, the distance between Tr
and Tr0 withinC, denoted by dist(Tr, Tr0,C), is deﬁned as the smallest distance between two points along Tr and Tr0 at any time
instance of C, i.e., (i) $t 2 C with p ¼ Trt ; p0 ¼ Tr0t ; distðTr; Tr0;CÞ ¼ distðp; p0Þ; and (ii) 8t0 2 C; distðp; p0Þ 6 dist Trt0; Tr0t0
 
.
Deﬁnition 2 (Trajectory distance dist(Tr,p,C). Given a trajectory Tr 2 D, a time extent C, and a point location p, the distance
between Tr and p within C, denoted by dist(Tr, p, C), is deﬁned as the minimal distance from a point along Tr to p inside C,
i.e., (i) $ t 2 C with p0 = Trt, dist(Tr, p, C) = dist(p0, p); and (ii) " t0 2 C, dist(p0, p) 6 dist(Trt0, p).
Deﬁnition 3 (Mutual nearest neighbor query over moving object trajectories). Given a trajectory set D, a query object q (either
QP or QT), a time intervalC, and two integers k1 (P1) and k2 (P1), amutual nearest neighbor (MNN) query over moving object
trajectories, denoted as MNNP search or MNNT search, retrieves the set S # D of trajectories withinC, such that (i) 06jSj6 k1,
(ii) for "Tr 2 S and "Tr0 2 (D–S), dist(Tr, q, C) 6 dist(Tr0, q, C), i.e., Tr 2 NNk1(q), and (iii) for " Tr 2 S, dist(q, Tr, C) 6 dist(Trk2, Tr,
C), i.e., q 2 NNk2(Tr), where Trk2 is the k2-th furthest nearest neighbor of Tr. Formally,MNNk1,k2(q) = {Tr 2 SjTr 2 NNk1(q) ^ q 2
NNk2(Tr)}.
Consider Fig. 2 as an example, where a trajectory set D = {Tr1, Tr2, Tr3, Tr4, Tr5, Tr6}, and an MNN query is issued at trajec-
tory Tr5, with k1 = 2, k2 = 1, and C = [t2, t3]. Since NN2(Tr5) within C is {Tr6, Tr4}, and Tr6 but not Tr4 takes Tr5 as its NN,
MNN2,1(Tr5) = {Tr6}. Although MNN search shares some similarity with kNN search, they are fundamentally different. In
the following, we present some unique characteristics of MNN retrieval.
Lemma 1. If Tr 2 MNNk1,k2(q), then q 2 MNNk2,k1(Tr).
Lemma 2. If the distance from each trajectory in D to q is unique, then the cardinality of MNNk1,k2(q) (i.e., jMNNk1,k2(q)j) varies in
the range of [0, k1].
3
Proof. According to Deﬁnition 1, MNNk1,k2(q) = {Tr 2 SjTr 2 NNk1(q) ^ q 2 NNk2(Tr)}. Thus, jMNNk1,k2(q)j6jNNk1(q)j (=k1). h
Let us revisit Fig. 2. Suppose C = [t1, t2], MNN1,1(Tr4) = ;, and hence jMNN1,1(Tr4)j = 0 2 [0, 1], whereas MNN1,1(Tr3) = {Tr2},
and thus jMNN1,1(Tr3)j = 1 2 [0, 1].
Theorem 1. MNNk1,k2(q) is a subset of NNk1(q), i.e., MNNk1,k2(q) # NNk1(q).
As an example, we consider Fig. 2 again. For C = [t1, t2], MNN1,1(Tr4) = ; and NN1(Tr4) = {Tr3}. Therefore, MNN1,1(Tr4) #
NN1(Tr4) holds.
Table 1
Summary of notations.
Notation Description
D A set of moving object trajectories
R The TB-tree that indexes a trajectory set D
C A time interval
QP A query point
QT A query trajectory
q A query object which can be either a query point QP or a query trajectory QT
p.t The time extent of a trajectory segment p
dist(p, q) Euclidean distance between two objects p and q
jSj The cardinality of a set S
NNk(q) The k nearest neighbors of a speciﬁed query object q
MNNk1,k2(q) Result set of an MNN query with respect to k1 and k2 issued at a given query object q
3 Note that the distance between each trajectory in D and q within C might not be unique, i.e., $ Tr,Tr02 D such that dist(Tr, q, C) = dist(Tr0 , q, C). In our
implementation, we assume jNNk(q)j = k and only consider k objects even if there are more than k objects having identical distance to q.
2180 Y. Gao et al. / Information Sciences 180 (2010) 2176–2195
Unlike kNN search whose result set is bounded by k, the result set of an MNN query might have different cardinalities.
Consequently, the termination condition employed by kNN retrieval (i.e., safely terminating the search once k answer objects
have been identiﬁed) cannot be applied to MNN search directly.
The above deﬁned MNN query takes the minimal distance between a trajectory and a query object as the representative
distance. Nevertheless, it ignores the fact that within a given time extent, the minimal distance between q and its nearest
trajectory Tr is obtained with respect to some time point t, whereas at other time slots t02(C–t), q might be closer to some
other trajectories. In order to fully understand the optimality between trajectories and query objects, we deﬁne historical
continuous MNN query in Deﬁnition 4.
Deﬁnition 4 (Historical continuous mutual nearest neighbor query over moving object trajectories). Given a trajectory set D, a
query object q (either QP or QT), a time intervalC, and two integers k1 (P1) and k2 (P1), a historical continuous mutual nearest
neighbor (HCMNN) query over moving object trajectories, denoted as HCMNNP search or HCMNNT search, returns from D at
any time instance of C, the mutual nearest neighbors (MNNs) of q with respect to k1 and k2. The query result consists of
several nearest lists l[i] with i 2 [1, k1]. Each list l[i] contains a set of trajectories Trij, with each corresponding to a temporal
extent tij such that (i) [ j2[1,jl[i]j] tij # C,4 (ii) " j – n, tij\ tin = ;, and (iii) Trij is the ith nearest neighbor to q and, meanwhile, q
takes Trij as one of its k2 nearest neighbors inside tij.
Continuing the example depicted in Fig. 2, if C = [t1, t3], the output of an HCMNN query with k1 = k2 = 1 issued at a tra-
jectory Tr3 is l[1] = {hTr2, [t1, t2)i, hTr4, [t2, t3]i}.
It is worth mentioning that, MNN and HCMNN queries can also be deﬁned based on other distance metrics different from
that used in Deﬁnition 1 / Deﬁnition 2. For example, we can use the maximal distance instead of the minimal distance, and
hence, dist(Tr, Tr0, C) = dist(p, p0) where p ¼ Trt ; p0 ¼ Tr0t with t 2 C and 8t0 2 C; distðTrt0 ; Tr0t0 Þ 6 distðp; p0Þ. Since the distance
metric is application-dependent, we employ the minimal distance as an example to formulate the MNN and HCMNN search
problems and propose corresponding algorithms. However, the proposed algorithms can be easily extended to support MNN
and HCMNN search based on other distance metrics (e.g., maximal distance, etc.).
4. MNN query processing
In this section, we ﬁrst present a simple algorithm for handling MNN search on moving object trajectories with respect to
a stationary query point (i.e., MNNP search), and then elaborate an enhanced algorithm for MNNP retrieval to signiﬁcantly
improve the performance. Both algorithms take as input the TB-tree R that indexes a trajectory set D, a query point QP,
two positive integers k1 and k2, and a speciﬁed query time extent C, and output the result set rslt, i.e., MNNk1,k2(QP). There-
after, we extend MNNP query processing algorithms to deal with MNN search with respect to the moving query trajectory
(i.e., MNNT search).
4.1. MNNP-NI algorithm
Our ﬁrst approach adopts a ﬁlter-veriﬁcation framework. The ﬁlter step retrieves within C the k1 NNs of QP from D to con-
stitute a candidate set C, which is certainly a superset of the ﬁnal result set (i.e., MNNk1,k2(QP)# C). The subsequent veriﬁ-
cation step eliminates the false positives. The pseudo-code of the Naive algorithm for MNNP retrieval (namely, MNNP-NI) is
depicted in Algorithm 1. It ﬁrst calls a function Find_kNN to traverse the TB-tree R on D to obtain the candidate set C (line 2),
and then recursively determines whether each candidate trajectory c in C is a false positive (i.e., QP R NNk2(c) during C) using
MNNP_Validate_MNN algorithm (lines 3–6).
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Fig. 2. Illustration of MNN and HCMNN queries on moving object trajectories.
4 Note that it is possible for Trij to be empty which is ignored from the list. Therefore, [j2[1, jl[i]j]tij is not necessarily equal to C.
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Algorithm 2 shows the pseudo-code of the MNNP_Validate_MNN algorithm. It takes as input the TB-tree R for the whole
dataset D, a candidate trajectory c, an integer k (=k2), a time interval C, and the distance d between c and QP within C (i.e.,
d = dist(c, QP, C)), and validates whether QP is one of c’s k2 NNs during C. The basic idea is to retrieve k2 NNs of c inside C and
compare within C the distance from c to every NN in NNk2(c) against d. The veriﬁcation can be terminated if (i) d is for sure
smaller than or equal to the distance from c to one of its k2 NNs during C, and thus cmust have QP as one of its k2 NNs within
C (lines 6 and 8); or (ii) d is larger than the distance from c to any of its k2 NNs during C, and hence c does not take QP as one
of its k2 NNs inside C (line 8).
Algorithm 1. Naive Algorithm for MNNP Query (MNNP-NI).
Algorithm MNNP-NI (R, QP, k1, k2, C)
1: rslt = ;
2: call a function Find_kNN to get the candidate set C = NNk1(QP) inside C using the BFPkNN algorithm proposed in
[15] and min-heap H1
3: for each entry c 2 C do
4: if MNNP_Validate_MNN (R, c, k2, C, dist(c, QP, C)) then
5: add c as an MNN of QP within C to rslt
6: return rslt
Algorithm 2. MNNP_Validate_MNN Algorithm
Algorithm MNNP_Validate_MNN (R, c, k, C, d)
1: set S = ; , and min-heap H2 = (R.root, 0) // R.root: the root of TB-tree R
2: while H2 is not empty do
3: de-heap the top entry E from H2
4: if E is a trajectory segment and its id is not in S then
5: if jSj < k then
6: add E to S and return TRUE if d 6 dist(E, c, C)
7: else
8: return TRUE if d 6 dist(E, c, C); otherwise, return FALSE
9: else if E is a leaf node then
10: ﬁnd the entry e that is closest to c among those with time intervals overlap C and insert e into H2 in the form
of (e, dist(e, c, C))
11: else // E is an intermediate (i.e., a non-leaf) node
12: add all the entries in E having the time extents across C to H2 together with their minimum distancesmindist
from c
MNNP_Validate_MNN traverses recursively the tree in a best-ﬁrst fashion (lines 2–12) and maintains the k NNs of cwithin
C found so far in a set S. Speciﬁcally, it organizes the entries to be examined in a heap H2 based on ascending order of their
distances to c, and de-heaps the top entry E from H2 for evaluation until the termination condition is satisﬁed. If E is a tra-
jectory segment and its corresponding trajectory has not been included in S yet, MNNP_Validate_MNN ﬁrst updates S accord-
ingly and then checks the termination condition (lines 5–8). If E is a leaf node, it locates all the entries e 2 E that have their
time extents across C, and then en-heaps the one closest to c for later examination (lines 9–10). Otherwise, E must be an
intermediate (i.e., a non-leaf) node. MNNP_Validate_MNN adds all E’s entries whose time intervals overlap C to H2 (lines
11–12). Note that the minimal distance (i.e., mindist) from c to every entry in a non-leaf node E (line 12) is calculated in
the same way as [41].
As MNNP-NI starts with a candidate set (i.e., NNk1(QP)) which is a superset of the ﬁnal result set (i.e.,MNNk1,k2(QP)), it does
not incur any false miss with MNNk1,k2(QP) # NNk1(QP) according to Theorem 1. Every false positive c is subsequently elim-
inated during the veriﬁcation step by checking whether or not QP belongs to NNk2(c). Consequently, MNNP-NI can return the
exact set of MNNs. However, it is surely not optimal in terms of I/O and query cost, as discussed below.
Lemma 3. The MNNP-NI algorithm loads some entries of the TB-tree R from the disk multiple times.
Proof. Since the MNNP-NI algorithm needs to traverse the TB-tree R repeatedly in order to verify whether each candidate
trajectory is the actual answer object, it loads/accesses some entries (e.g., the root of R) multiple times. h
Let jRj be the tree size of R, jH1j be the size of heap H1 (i.e., the number of entries in H1), and jH2j be the size of heap H2 (i.e.,
the number of entries in H2), the time and space complexities of MNNP-NI algorithm are analyzed in Theorem 2.
Theorem 2. The time and space complexities of the MNNP-NI algorithm are O (logjRj + jCjlogjRj) and O (jH1j + jH2j), respectively.
2182 Y. Gao et al. / Information Sciences 180 (2010) 2176–2195
Proof. The MNNP-NI algorithm follows a ﬁlter-veriﬁcation framework. In the ﬁlter step, it takes O (logjRj) for obtaining a
candidate set C; in the veriﬁcation step, it incurs O (jCjlogjRj) to validate each candidate trajectory c in C. Thus, the time com-
plexity of the algorithm is O (logjRj + jCjlogjRj). The storage of the MNNP-NI algorithm is dominated by heap H1 (used in the
ﬁltering step) and heap H2 (utilized in the veriﬁcation step). Hence, the space complexity of the algorithm is O
(jH1j + jH2j). h
MNNP-NI is very inefﬁcient in terms of the I/O overhead and query cost (i.e., the sum of the I/O time5 and CPU time, espe-
cially for large values of k1 and k2, which are also to be demonstrated by the experimental results in Section 6. To overcome this
deﬁciency, we propose an efﬁcient algorithm for MNN query processing in the next subsection.
4.2. MNNP-RT algorithm
The main issue of MNNP-NI is the multiple traversal of the dataset. It employs two-heaps: one heap H1 used by the func-
tion Find_kNN and the other one H2 utilized by the MNNP_Validate_MNN algorithm for candidate trajectory validation. As
pointed out in Lemma 3, many node entries (e.g., the root of the TB-tree R) may be accessedmultiple times in MNNP-NI. Based
on this observation, we develop a new algorithm calledreusing two-heap algorithm for MNNP retrieval (MNNP-RT), which tra-
verses the dataset only once during the processing of MNN search via batching processing and reusing technology.
Algorithm 3. Reuse two-heap algorithm for MNNP Query (MNNP-RT).
Algorithm MNNP-RT (R, QP, k1, k2, C)
1: rslt = ;
2: C = Find_kNN_Reuse_Heap (R, QP, k1, C, pary, H)
3: for each candidate c 2 C do
4: (H, pary) = Transfer_Heap_Data (pary, C, H, c)
5: if MNNP_Validate_MNN_RT (R, c, k2, C, dist(c, QP, C), H, pary) then
6: add c as an MNN of QP inside C to rslt
7: return rslt
The pseudo-code of MNNP-RT algorithm is shown in Algorithm 3. It ﬁrst invokes Find_kNN_Reuse_Heap algorithm (de-
picted in Algorithm 4) to ﬁnd a candidate set C (line 2), and then calls MNNP_Validate_MNN_RT algorithm (presented in
Algorithm 5) to verify each candidate (lines 3–6). Although MNNP-RT follows the same ﬁlter-veriﬁcation framework as
MNNP-NI, it differs fromMNNP-NI in three aspects. Firstly, MNNP-NI uses Find_kNN that only retrieves the k trajectories clos-
est to the query point QP within C, whereas MNNP-RT utilizes Find_kNN_Reuse_Heap to retrieve the k nearest trajectories of
QP inside C and, meanwhile, maintains all the other trajectories found so far into a pruning collection pary. As illustrated in
Algorithm 4, when it encounters an entry E (either a trajectory segment or a leaf node), which cannot contribute to NNk(QP)
during C, E is preserved in pary (lines 8 and 10 of Algorithm 4). Consequently, the union of C, H, and pary remains the view of
the trajectory data set D available currently.
Algorithm 4. Find_kNN_Reuse_Heap Algorithm.
Algorithm Find_kNN_Reuse_Heap (R, QP, k, C, pary, H)
1: set C = ;, and min-heap H = (R.root, 0)
2: while H is not empty do
3: de-heap the top entry E from H
4: if E is a trajectory segment entry then
5: if E’s id is not in C then
6: add E to C if jCj <k; otherwise, return C
7: else // the id of E is in C
8: add E to pary
9: else if E is a leaf node then
10: for all the entries in E with corresponding time extents overlap C, ﬁnd the one closest to QP and insert it into
H, and then add the remaining ones to pary
11: else // E is an intermediate (i.e., a non-leaf) node
12: add all the entries in E having the time intervals across C to H together with their minimum distancesmindist
from QP
13: return C
5 The I/O time is computed by charging 10ms for each page/node access (as [46]).
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Secondly, MNNP-NI veriﬁes each candidate by traversing the dataset from scratch. In contrast, MNNP-RT maintains all
the nodes visited so far in local memory to avoid repeated node accesses. Therefore, the veriﬁcation of all the candidates
only incurs one traversal of the dataset, instead of multiple times (i.e., jCj times) under MNNP-NI. Notice that MNNP-RT algo-
rithm calls Transfer_Heap_Data algorithm (shown in Algorithm 6) to initialize the heap H (line 4 of Algorithm 3), so that
the veriﬁcation (handled by MNNP_Validate_MNN_RT) starts from locally available knowledge instead of the root of the
TB-tree R.
Lastly, MNNP-RT further simpliﬁes the veriﬁcation by enabling the pruning based on the real time extent of each can-
didate c, denoted as c.t. Although MNNP-RT speciﬁes a temporal extent C, it is likely that the k closest trajectory seg-
ments to QP maintained in C actually correspond to time intervals smaller than C. When verifying a candidate c with
a speciﬁc time extent c.t, we only fetch those whose temporal extents overlap with c.t instead of C (lines 12 and 14
of Algorithm 5).
Now the only remaining function is Transfer_Heap_Data algorithm which initializes the heap H for the veriﬁcation of a
candidate trajectory c. As all the trajectory segments accessed so far are preserved in either the candidate set C or the pruning
collection pary, and all the non-visited nodes/trajectory segments are maintained by H, the current view of the dataset is
actually available locally, with some in ﬁne granularity but others in coarse granularity. In order to fully reuse the local
knowledge, the working heap H, to guide the traversal of the dataset, is formed locally based on all the trajectories and nodes
that might contribute to k2 NNs of a candidate trajectory c. As stated in Algorithm 6, H (i.e., H0 in the algorithm) includes
those trajectory segments in pary, C, and H (i.e., the old working heap) whose time extents overlap with c.t, sorted accord-
ing to their minimal distances to c. All the remaining entries are kept in pary for the veriﬁcation of other candidate
trajectories.
Algorithm 5. MNNP_Validate_MNN_RT Algorithm.
Algorithm MNNP_Validate_MNN_RT (R, c, k, C, d, H, pary)
1: S = ;
2: while H is not empty do
3: de-heap the top entry E from H
4: if E is a trajectory segment entry then
5: if E’s id is not in S and jSj < kthen
6: add E to S and return TRUE if d 6 dist (E, c, C)
7: else if E’s id is not in S and jSjP k then
8: return TRUE if d 6 dist(E, c, C); otherwise, return FALSE
9: else // the id of E is in S
10: add E to pary
11: else if E is a leaf node then
12: for all the entries e in E having the time extents across c.t (i.e., e.t \ c.t– ;), ﬁnd the one closest to c and
en-heap it to H, and add the remaining ones to pary; for other entries e0 in E having the time extents across C
(i.e., e0.t \ C – ;), add them to pary
13: else // E is an intermediate (i.e., a non-leaf) node
14: add all the entries in E whose time intervals overlap c.t to H together with their minimum distance mindist
from c, and add all the entries in E having the time extents across C to pary
Algorithm 6. Transfer_Heap_Data Algorithm.
Algorithm Transfer_Heap_Data (pary, C, H, c)
1: H0 = ;, and pary0 = ;
2: for each entry e 2 (C [ H [ pary) do
3: if e.t \ c.t– ; then
4: add e to H0 sorted in ascending order of its distance to c
5: else
6: add e to pary
7: return H0 and pary0
Since MNNP-RT shares the same processing framework as MNNP-NI, we ignore the proof of its correctness. It is worth not-
ing that it reduces the number of node/page accesses signiﬁcantly, as shown in Lemma 4.
Lemma 4. The MNNP-RT algorithm loads from the disk only once for each qualifying entry (either a node MBB or a trajectory
segment) in the TB-tree R which can contribute to the ﬁnal query result.
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Proof. The lemma is correct because MNNP-RT stores and reuses all the entries (including node MBBs and trajectory seg-
ments) that have been visited so far during query processing. h
Let us use a(n) to denote the maximal number of additional node accesses required for validating every candidate in the
veriﬁcation step of MNNP-RT, and let jHj be the size of heap H (i.e., the number of entries in H), jHrj be the number of remain-
ing entries in the heap H after the ﬁlter step of MNNP-RT, jCj be the cardinality of candidate set C, and jparyj be the cardinality
of pruning collection pary. We have the following theorem.
Theorem 3. The time and space complexities of the MNNP-RT algorithm are O (log jRj + jCjlog (jCj + jHrj + jparyj + a(n))) and O
(jHj + jCj + jHrj + jparyj + a(n)), respectively.
Proof. The ﬁlter and veriﬁcation steps of the MNNP-RT algorithm take time complexities O (logjRj) and O (jCj log (j
Cj + jHrj + jparyj + a(n))), respectively. Therefore, the time complexity of the algorithm is O (logjRj + jCj log
(jCj + jHrj + jparyj + a(n))). Since the storage of heap H, candidate set C, and the pruning collection pary dominates that of
MNNP-RT, the space complexity of the algorithm is O (jHj + jCj + jHrj + jparyj + a(n)). h
As derived from Theorem 3, O (logjRj + jCjlog (jCj + jHrj + jparyj + a(n))) O (logjRj + jCj logjRj) holds due to (j
Cj + jHrj + jparyj + a(n)) jRj. Consequently, MNNP-RT reduces the query cost signiﬁcantly, as also to be demonstrated by
our experimental results in Section 6. In addition, it is important to note that MNNP-RT follows the best-ﬁrst traversal par-
adigm and utilizes mindist metric to prune the search space. Hence, the memory space required by MNNP-RT is negligible
compared to the dataset size.
4.3. Algorithms for MNNT queries
In the previous discussions, we have focused on the MNN query with respect to a stationary query point. However, the
search algorithms can be easily extended to support MNN retrieval with respect to a given query trajectory QT, namely MNNT
search. As with MNNP retrieval, the MNNT search algorithms also adopt a two-step framework. Speciﬁcally, the ﬁrst step
ﬁnds a set of candidate trajectories that is guaranteed to contain all the actual answer objects; the subsequent step elimi-
nates the false positives. In other words, the ﬁrst step gets NNk1(QT), a set of k1 NNs of QT during C, as potential query result
set; and the second step removes all the trajectories in NNk1(QT) that do not have QT as one of their k2 NNs inside C. As the
algorithms are very similar to those for MNNP search, they are omitted to save space. Nevertheless, we would like to note
that the BFTkNN algorithm proposed in [15] is employed to obtain NNk1(QT) in the ﬁrst ﬁlter step of the MNNT search
algorithm.
5. HCMNN query processing
MNNP search only considers the minimal distance between a trajectory segment and the query point along a time extent
C. However, mutual nearest trajectories could be close to the query object q only at some particular time slot t 2 C, while
being far away from q at other time stamps. In order to have a complete understanding of the trajectory proximity to the
query object, we introduce historical continuous MNN (HCMNN) search, which retrieves the mutual nearest trajectories
for every time slot/instance within the time interval C. In this section, we ﬁrst discuss two algorithms for HCMNNP search
with respect to static query points, and then extend the algorithms for HCMNNT search that takes moving query trajectories
into account.
5.1. HCMNNP-NI algorithm
Like MNN query processing algorithms, the algorithms for HCMNN search adopt the ﬁlter-veriﬁcation framework. The
pseudo-code of the naive algorithm for HCMNNP query processing, namely HCMNNP-NI, is presented in Algorithm 7. Sup-
pose an HCMNNk1,k2 query is issued at a query point QP, the algorithm ﬁrst retrieves the historical continuous k1 NNs of
QP within C (i.e., k1 closest trajectories to QP at any time instance of C) to form candidate results (line 2), and then validates
each of them (lines 3–8). The major difference between MNN search and HCMNN search lies in that the former orders tra-
jectories based on their minimal distances to the query point within a given time extentC, whereas the latter needs to main-
tain the ordering of the trajectories at each instance of C. Consequently, the result of MNN retrieval is comprised of a
trajectory set, and that of HCMNN retrieval consists of a collection of trajectory lists. Fig. 3 shows an example, in which
MNN2,1(QP) = {Tr3, Tr2} during C = [t1, t3], meaning that Tr3 and Tr2 are the top two trajectories that have minimal distances
to the query point QP within the speciﬁed time interval [t1, t3]. For the same C = [t1, t3], the result of an HCMNN query with
k1 = 2 and k2 = 1 issued at QP contains two answer lists L[1] = {hTr3, [t1, t3]i}, and L[2] = {hTr2, [t1, t2)i,h Tr4, [t2, t3]i}, with L[1]
and L[2] corresponding to all the trajectories that are closest and second closest to QP at some time instances within C,
respectively. Take L[2] as an example. Its elements are those the second closest to QP, i.e., Tr2 is the second nearest trajectory
to QP inside interval [t1, t2) and Tr4 is the second nearest trajectory to QP inside interval [t2, t3]. Thus, processing an HCMNN
query is more challenging because we have to maintain the ordering of the trajectories for each time instance during the
given time extent.
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As depicted in Algorithm 7, we employ the HCP-kNN algorithm proposed in [16] to retrieve k1 nearest lists LC[]. We skip
the algorithmic details and those who are interested can refer to [16]. Thereafter, each element in LC[] is validated. For every
candidate element e, we ﬁrst retrieve its k2 NNs for each time instance within e’s time extent (i.e., e.t), maintained in the list
set Le[], and then verify whether QP belongs to e’s k2 closest trajectories by comparing dist(e, QP, e.t) against the distance be-
tween e and its k2-th nearest trajectories (i.e., those elements in the list Le[k2]) inside e.t. The veriﬁcation is handled by the
HCMNNP_Validate_MNN algorithm shown in Algorithm 8.
Algorithm 7. Naive Algorithm for HCMNNP Query (HCMNNP-NI).
Algorithm HCMNNP-NI (R, QP, k1, k2, C)
1: rslt = ;
2: call a function Find_HCPkNN to get the k1 NNs of QP at any time instance of C and store them to k1 nearest lists LC[]
using the HCP-kNN algorithm proposed in [16] and min-heap H1
3: for i = 1 to k1 do
4: for each element e 2 LC[i] do // LC[i]: the list storing the i-th NN of QP at any time instance of C
5: ﬁnd the k2 NNs of e at any time instance of e.t and preserve them in k2 nearest lists Le[] using the HCT-kNN
algorithm proposed in [16] and min-heap H2
6: L = HCMNNP_Validate_MNN (e, QP, Le[k2])
7: if L is not empty then
8: add the elements in L as the part of the ﬁnal query result to rslt
9: return rslt
Algorithm 8. HCMNNP_Validate_MNN Algorithm.
Algorithm HCMNNP_Validate_MNN (e, QP, Le[k2])
1: List = ;
2: for each element n in list Le[k2] do
3: e0 = Segment(e, n.t) // produce e0 with the time extent n.t using linear interpolation
4: if dist(e0, QP, n.t) 6 dist(e0, n, n.t) then
5: add e0 to List // validate e0 as the part of the ﬁnal query result
6: else if dist(e0, QP, n.t) >maxdist(e0, n, n.t) then
7: continue
8: else // dist(e0, n, n.t) < dist(e0, QP, n.t) 6 maxdist(e0, n, n.t)
9: ﬁnd the part e00 of e satisfying dist(e00, QP, n.t) 6 dist(e00, n, n.t) and add e00 to List
10: return List
Based on the time interval of each element n in list Le[k2], the candidate e is truncated into segments e0 with
e0  t = n.t (line 3). Thereafter, the veriﬁcation of e is mapped to the veriﬁcation of segment e0. There are three cases,
as illustrated in Fig. 4: Case (i), the distance between e0 and QP within the temporal extent n.t does not exceed the
Tr4Tr3Tr2Tr1 Tr5
t
y
x
t1
t2
t3
o
Moving object trajectory
QP
Query point
the 1-th NN the 2-th NN
Fig. 3. Example of MNNP and HCMNNP queries on moving object trajectories.
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minimal distance between e0 and n inside n.t, as depicted in Fig. 4a. It is certain under this case that QP will be in-
cluded in NNk2(e0) during n.t (lines 4–5). Case (ii), the distance between e0 and QP within n.t is larger than the maximal
distance between e0 and n inside n.t (denoted by maxdist(e0, n, n.t)) as shown in Fig. 4b, and hence QP will be excluded
from NNk2(e0) (lines 6–7). Note that maxdist(e0, n, n.t) can be derived based on our earlier algorithms proposed in [15].
Case (iii), as illustrated in Fig. 4c, the distance between e0 and QP within n.t is smaller than the distance between e0
and n at some, but not all, time instances of n.t, and thus e0 needs further reﬁnement. In this case, we ﬁnd along e0
all the points that have distances to QP not exceeding their distances to n inside n.t to form a segment e00 (or multiple
segments), and it is guaranteed that QP will be included in NNk2(e00) within the time extent associated with e00 (i.e., e00.
t). As shown in Fig. 4c, e0 is partitioned into two segments and QP only contributes to NNk2(e00) during e00.t. Please note
that the qualiﬁed segments are maintained by List (line 5 and line 9) which actually contributes to the ﬁnal query
result (lines 7–8 of Algorithm 7).
As HCMNNP-NI requires traversing the TB-tree R repeatedly for ﬁnding and verifying the candidate trajectories, it
loads/accesses some entries (e.g., the root of R) multiple times, resulting in high I/O overhead and high query cost. To over-
come this problem, an enhanced HCMNNP query processing algorithm (i.e., HCMNNP-RT) is developed and to be described
below.
5.2. HCMNNP-RT algorithm
By making use of batch processing and reusing technology, HCMNNP-RT reuses all the entries that have been
visited so far during the search process to reduce the I/O and speed up query processing. The pseudo-code of
the HCMNNP-RT algorithm is presented in Algorithm 9. Initially, HCMNNP-RT utilizes Find_HCPkNN_Reuse_Heap
algorithm to retrieve all candidate trajectories which are preserved in LC[] (line 2). Here, Find_HCPkNN_Reuse_Heap
works the same as Find_HCPkNN to ﬁnd all the k1 nearest trajectories to QP at any time instance of C. But unlike
Find_HCPkNN, it does not discard all the pruned trajectories, instead it maintains them in a pruning collection pary.
Thereafter, it recursively validates every element e contained in the candidate list set LC[] (lines 3–9). Different
from the previous HCMNNP-NI algorithm which veriﬁes each candidate from scratch, HCMNNP-RT accumulates
the knowledge of the dataset distribution and reuses all the local knowledge. It invokes Transfer_Heap_Data to ini-
tialize the working heap H so that the traversal of those nodes locally available is saved. Since the logic of
HCMNNP-RT is very similar to that of HCMNNP-NI except for reusing all the local knowledge, we omit the details
here for conciseness.
Fig. 4. Illustration of HCMNNP_Validate_MNN algorithm.
Y. Gao et al. / Information Sciences 180 (2010) 2176–2195 2187
Algorithm 9. Reuse two-heap algorithm for HCMNNP Query (HCMNNP-RT).
Algorithm HCMNNP-RT (R, QP, k1, k2, C)
1: rslt = ;
2: LC[] = Find_HCPkNN_Reuse_Heap (R, QP, k1, C, pary, H)
3: for i = 1 to k1 do
4: for each element e 2 LC[i] do
5: (H, pary) = Transfer_Heap_Data (pary, LC[], H, e)
6: Le[] = Find_HCTkNN_Reuse_Heap (R, e, k2, C, pary, H)
7: L = HCMNNP_Validate_MNN (e, QP, Le[k2])
8: if L is not empty then
9: add the elements in L as the part of the ﬁnal query result to rslt
10: return rslt
5.3. Algorithms for HCMNNT queries
HCMNNP query processing algorithms can be naturally extended to answer HCMNNT queries that are issued based on
moving object trajectories QT. Following the ﬁlter-veriﬁcation paradigm, all the k1 closest trajectories to QT at any time in-
stance of C are retrieved as candidate lists LC[], and each candidate trajectory in LC[] is validated in the subsequent veriﬁca-
tion step. Note that in the ﬁlter stage of HCMNNT query processing, we employ HCT-kNN algorithm proposed in [16] instead
of HCP-kNN algorithm to constitute candidate lists. Consequently, we develop HCMNNT-NI and HCMNNT-RT algorithms for
HCMNNT queries, by slightly modifying HCMNNP-NI and HCMNNP-RT algorithms. We skip the algorithmic details since these
are very similar to HCMNNP-NI and HCMNNP-RT algorithms.
6. Performance study
In this section, we evaluate the efﬁciency and scalability of our proposed algorithms via experiments on both real and
synthetic datasets. Eight algorithms were implemented by using Microsoft Visual Basic as summarized in Table 2, and all
the experiments were conducted on a PC with Intel Pentium IV 3.0 GHz CPU, 1 GB main memory and 160 GB hard disk, run-
ning Microsoft Windows XP Professional Edition. In the following, we ﬁrst present the experimental setup in Section 6.1, and
then report our experimental results and ﬁndings for MNNP search, MNNT search, HCMNNP search, and HCMNNT search in
Sections 6.2–6.4 and 6.5, respectively.
6.1. Experimental settings
We use two real datasets, including the Truck dataset that contains 276 truck trajectories and the Bus dataset that in-
cludes 145 trajectories of the school buses.6 Fig. 5 illustrates some snapshots of the real datasets. We also generate several
synthetic datasets using the GSTD data generator [48], in order to examine the scalability of the algorithms. Speciﬁcally, the
synthetic trajectories correspond to 50, 100, 200, 400, and 800 moving objects, with the position of each object being sam-
pled approximately 1500 times. Moreover, the initial distribution of moving objects follows Gaussian distribution while their
movement is ruled by a random distribution. All the datasets are indexed by TB-trees with 4 K bytes page size. Table 3 lists
the statistics of both real and synthetic datasets.
Two main performance metrics, namely, node accesses and query cost, are employed. The former counts the number of
nodes/pages accessed (i.e., I/O cost) during query processing while the latter is the summation of the I/O time and CPU time.
Table 2
All algorithms used in our experiments.
Query type Algorithm Description
MNN search w.r.t. QP (i.e., MNNP) MNNP-NI Naive algorithm for MNNP query
MNNP-RT Reuse two-heap algorithm for MNNP query
MNN search w.r.t. QT (i.e., MNNT) MNNT-NI Naive algorithm for MNNT query
MNNT-RT Reuse two-heap algorithm for MNNT query
HCMNN search w.r.t. QP (i.e., HCMNNP) HCMNNP-NI Naive algorithm for HCMNNP query
HCMNNP-RT Reuse two-heap algorithm for HCMNNP query
HCMNN search w.r.t. QT (i.e., HCMNNT) HCMNNT-NI Naive algorithm for HCMNNT query
HCMNNT-RT Reuse two-heap algorithm for HCMNNT query
6 The real Truck and Bus datasets are available at the R-tree portal (http://www.rtreeportal.org).
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Here, the I/O time is computed by charging 10 ms for each node/page access, as [46]. We evaluate the impact of a variety of
factors on the performance, including (i) k1, (ii) k2, (iii) temporal extent (C), and (iv) the number of moving objects (N). The
parameters used in our experiments are summarized in Table 4, along with their settings. In each experiment, only one
parameter varies, while the others are ﬁxed to their default values.
In the experiments, the query object QP/QT is randomly generated in the 2D space. In particular, when we evaluate both
MNNT and HCMNNT queries on the Bus dataset, we take random trajectory segments from the Truck dataset as QT, whereas
on GSTD datasets, the query trajectories are created by the GSTD data generator. Each reported value in the following dia-
grams is the average performance of 100 queries.
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Fig. 6. Node accesses and query cost (sec) vs. varying k1 (k2 = 6, C = 0.6%).
Fig. 5. Snapshots of real spatiotemporal datasets.
Table 3
Statistics of both real and synthetic datasets used in the experiments.
Dataset Number of trajectories Number of entries Number of pages
Truck 276 112203 835
Bus 145 66096 466
GSTD 50 50 75022 505
GSTD 100 100 150052 1008
GSTD 200 200 300101 2015
GSTD 400 400 600203 4029
GSTD 800 800 1200430 8057
Table 4
Parameters used in the experiments.
Parameter Description Values Default values
k1 Number of nearest neighbors 2, 4, 6, 8, 10 6
k2 Number of nearest neighbors 2, 4, 6, 8, 10 6
C Temporal extent (% of entire time extent) 0.2%, 0.4%, 0.6%, 0.8%, 1.0% 0.6%
N Number of moving objects 50, 100, 200, 400, 800 200
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6.2. Results on MNNP queries
The ﬁrst set of experiments studies the effect of k1 on the efﬁciency of the algorithms, and the result is shown in Fig. 6. As
expected, the cost of both algorithms increases with k1. This is because the cardinality of the candidate set increases as k1
grows. Clearly, MNNP-RT outperforms MNNP-NI for both I/O cost and query cost (in seconds) in all the cases, especially
for large values of k1. For example, in Fig. 6b, for GSTD 200 dataset, k2 = 6, and C = 0.6%, MNNP-RT reduces the number of
node accesses by 5.94 times and improves the query cost by 2.18 times compared with MNNP-NI. The reason behind is that
MNNP-RT reuses all the entries that have been visited so far and eliminates a large number of redundant node accesses
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Fig. 7. Node accesses and query cost (sec) vs. varying k2 (k1 = 6, C = 0.6%).
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Fig. 8. Node accesses and query cost (sec) vs. varying C (k1 = k2 = 6).
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Fig. 9. Node accesses and query cost (sec) vs. varying N (k1 = k2 = 6, C = 0.6%, GSTD).
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Fig. 10. Node accesses and query cost (sec) vs. varying k1 (k2 = 6, C = 0.6%).
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Fig. 11. Node accesses and query cost (sec) vs. varying k2 (k1 = 6, C = 0.6%).
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Fig. 12. Node accesses and query cost (sec) vs. varying C (k1 = k2 = 6).
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Fig. 13. Node accesses and query cost (sec) vs. varying N (k1 = k2 = 6, C = 0.6%, GSTD).
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Fig. 14. Node accesses and query cost (sec) vs. varying k1 (k2 = 6, C = 0.6%).
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Fig. 15. Node accesses and query cost (sec) vs. varying k2 (k1 = 6,C = 0.6%).
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Fig. 16. Node accesses and query cost (sec) vs. varying C (k1 = k2 = 6).
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Fig. 17. Node accesses and query cost (sec) vs. varying N (k1 = k2 = 6, C = 0.6%, GSTD).
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Fig. 18. Node accesses and query cost (sec) vs. varying k1 (k2 = 6, C = 0.6%).
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Fig. 19. Node accesses and query cost (sec) vs. varying k2 (k1 = 6, C = 0.6%).
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Fig. 20. Node accesses and query cost (sec) vs. varying C (k1 = k2 = 6).
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during the query processing. Another observation is that k1 has a bigger impact on MNNP-NI. This is because k1 decides the
cardinality of the candidate set, with each candidate triggering one traversal of the dataset. On the other hand, MNNP-RT
guarantees that any qualifying node entry is only accessed once, and hence demonstrates a more stable performance.
In Fig. 7, we plot the inﬂuence of k2 on the performance. The cost of the two algorithms also increases with the growth of
k2, but more smoothly compared with that under various k1. This is because the veriﬁcation cost dominates the overall query
cost and the number of veriﬁcations is decided by k1 instead of k2 (as implied in Lemma 2). Again, MNNP-RT is several orders
of magnitude better than MNNP-NI in all the cases. For instance, in Fig. 7c MNNP-RT achieves a speedup of 2.48 times over
MNNP-NI.
Next, we investigate the effect of temporal extentC on the cost of the algorithms. The results, depicted in Fig. 8, show that
when C varies from 0.2% to 1% (of entire time interval), it has an almost zero impact on the number of node accesses,
although has a slight impact on the query cost. The reason is that the I/O cost is mainly determined by k1 and k2 (here both
k1 and k2 are ﬁxed to 6, which is the mean value in Figs. 6 and 7). Furthermore, the relative performance of the algorithms
remains the same as that in the previous experiments, i.e., MNNP-RT outperforms MNNP-NI for all the datasets.
Finally, we inspect the impact of N (i.e., the cardinality of dataset) on the efﬁciency of the algorithms. Fig. 9 depicts the
experimental results on the synthetic datasets. As expected, the performance of both algorithms degrades with N. This is
because the number of the moving objects having time intervals which overlap with C increases with the growth of N. How-
ever, MNNP-RT still outperforms MNNP-NI signiﬁcantly for all the cases.
6.3. Results on MNNT queries
In the second sets of experiments, we evaluate the performance of the algorithms for MNNT queries. First, we explore the
inﬂuence of k1 on the efﬁciency of the algorithms. As shown in Fig. 10, the performance trend of the algorithms is similar to
that for MNNP search (Ref. Fig. 6). Evidently, MNNT-RT outperforms MNNT-NI by certain factors for all the datasets.
Fig. 11 plots the cost of the algorithms versus k2 for Bus and GSTD 200 datasets, which exhibits similar results to those
under MNNP search. In Figs. 12 and 13, we illustrate the performance of the algorithms with respect to different time extent
C and various dataset cardinalities N, respectively. As expected, MNNT-RT exceeds MNNT-NI by several orders of magnitude
under various settings. In addition, from Fig. 12c, we notice that the query cost slightly increases ﬁrst as C grows, but later
drops. This irregular phenomenon is due to the positions and the temporal extents of the speciﬁed query trajectories.
6.4. Results on HCMNNP queries
The third sets of experiments verify the performance of the algorithms for HCMNNP queries. We ﬁrst investigate the im-
pact of k1 on the efﬁciency of the algorithms, by ﬁxing k2 = 6 and C = 0.6%. Fig. 14 shows the number of node accesses and
query cost of the algorithms as a function of k1. Clearly, HCMNNP-RT performs better than HCMNNP-NI and the difference
increases as k1 grows.
We then evaluate the effect of k2. Setting k1 = 6 and C = 0.6%, Fig. 15 illustrates the performance of the algorithms under
different k2 values. Clearly, HCMNNP-RT is better than HCMNNP-NI signiﬁcantly in all the cases. It is also observed that the
cost of the two algorithms increases as k2 grows, but the impact of k2 on the performance is smaller compared with that of k1.
Next, we study the inﬂuence of C on the cost of the algorithms. After ﬁxing k1 and k2 at 6 and changingC from 0.2% to 1%,
the experimental results are given in Fig. 16. Again, HCMNNP-RT consistently provides better performance for all the data-
sets. The query cost increases with C, due to the growth of temporal overlapping.
Finally, we examine the effect of N on the efﬁciency of the algorithms. Fig. 17 plots the experimental results. Also,
HCMNNP-RT outperforms HCMNNP-NI signiﬁcantly, and their difference becomes more signiﬁcant as N grows.
6.5. Results on HCMNNT queries
The last sets of experiments evaluate the efﬁciency and scalability of the proposed algorithms for HCMNNT queries. The
performance of the algorithms with respect to different k1 values, different k2 values, different time extents C, and different
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Fig. 21. Node accesses and query cost (sec) vs. varying N (k1 = k2 = 6, C = 0.6%, GSTD).
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dataset cardinalities N are shown in Figs. 18–21, respectively. The diagrams and their explanations are similar to those in
Figs. 14–17. Obviously, HCMNNT-RT consistently outperforms HCMNNT-NI for all the experimental instances.
7. Conclusions
Although k-nearest neighbor search (kNN) for moving object trajectories has recently been studied in the database liter-
ature, there is no prior work on the mutual nearest neighbor (MNN) search over moving object trajectories. In this paper, we
have introduced MNN and HCMNN queries and proposed a suite of algorithms for efﬁciently processing such queries based
on TB-trees. In particular, we have investigated two types of MNN queries, viz., MNNP and MNNT, which are deﬁned with
respect to stationary query points and moving query trajectories, respectively; and two classes of HCMNN queries, namely,
HCMNNP and HCMNNT, have been presented as continuous counterparts of MNNP and MNNT, respectively. An extensive
experimental evaluation with both real and synthetic datasets demonstrates that the approaches of reusing two-heaps are
several orders of magnitude better than the naive methods for MNN and HCMNN queries in terms of the number of node/page
accesses and total query cost under all the experimental settings. The improvement is due to the reuse of all the entries that
have been visited during the search, thereby eliminating unnecessary node accesses.
In the future, we intend to explore the applicability of other query algorithms (e.g., k-closest pair queries [9]) on moving
object trajectories. For example, ‘‘ﬁnd the k pairs of trajectories that have the k smallest distances among all possible pairs during
the predeﬁned time interval [ts, te]”. Recently, Arumugam et al. [1] have discussed the closest-point-of-approach join for moving
object histories. Further studies along this line are also relevant to our subsequent research. Finally, it would be particularly
interesting to develop cost models for estimating the execution time of MNN and HCMNN queries over trajectory data. Such
models will not only facilitate query optimization, but may also reveal new problem characteristics that could lead to even
better algorithms.
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