Web-based Supplementary Materials for Bias and Sensitivity Analysis when Estimating Treatment Effects from the Cox Model with Omitted Covariates
Web Appendix A: Proof for (4) The kth component of the score function can be written as the sequence
where Añ ik = 1 nñ j=1 Y j (T i )e X j θ * X jk and Bñ i = 1 nñ j=1 Y j (T i )e X j θ * .
Although the model (2) is incorrect, the MLEθ * converges to a well-defined constant (Lin and Wei, 1989 ). For simplicity of notation, we use the same θ * to represent this limit. Añ ik and Bñ i are sums of i.i.d random variables with conditional expectations A ik = P (T ≥T i )E x e Xθ * X k |T ≥T i and B i = P (T ≥T i )E x e Xθ * |T ≥T i respectively. By the weak law of large numbers, Añ ik and Bñ i converge in probability to A ik and B i respectively asñ tends to infinity. 1 Using theorems (2.2), (2.4) and (2.6) in Jiang (2010, page 22-23) , the ratio Añ ik /Bñ i converges in probability to
Under the assumption T ⊥T + |X,
The uncensoring probability can be written as
Using (6), the right side of (A-1) is therefore
and it follows
For X ∼ B(1, P ) and C|x ∼ B(1, ρ x ), (A-3) becomes
The results (A-4) and (A-5) are the same as the formulae in Lin et al (1998) .
Web Appendix C: Proof for (11)
The equation (4) shows that
For X ∼ B(1, p), by the result (6), the right side of (A-6) is
where ϕ 0 and ϕ 1 are the uncensoring rates in control and treatment groups respectively. The left side of (A-6) is
These lead to (9).
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Web figure 1: Kaplan-Meier plots for complete data S(t|x, c) (left) and the observed data S(t|x) (right). The sample size is 10,000. The data were generated from h(t|x, c) = e x+βc , X ∼ B(1, 0.5) and C ∼ B(1, 0.5). Under this setting, S(t|x) = 0.5S(t|x, c = 1) + 0.5S(t|x, c = 0). As β increases from 0.5 to 5, on the left side, S(t|x, c = 1) tend to zero, reducing the observed difference between S(t|x = 1) and S(t|x = 0) (right). As a consequence, the marginal hazard ratio exp(θ * ) = h(t|x = 1)/h(t|x = 0), attenuates to 1 and the bias increases from -0.14 to -0.45. But as β increases from 5 to 8, there is no apparent change in the difference S(t|x = 1) and S(t|x = 0). As a result, the bias does not increase with β and -0.45 is the limit of bias. for x = 0 and 1. It can be seen that γ 1 should be −θ to ensure that the censoring probabilities are the same in the two treatment groups. The overall censoring probability is controlled by the value of γ 0 . 9 Web figure 5: Kaplan-Meier plots for complete data S(t|x, c) (left) and the observed data S(t|x) (right). The sample size is 200,000. The data were generated from h(t|x, c) = e x+5c , X ∼ B(1, 0.5) and C ∼ B(1, 0.5). S(t|x) = 0.5S(t|x, c = 1) + 0.5S(t|x, c = 0). For ease of simulation, we generated t + from uniform (0, τ ), where τ was solved from (13) such that the overall proportions censored could be 0%, 50% or 90%. When 0% data are censored, S(t|x, c = 1) gets close to zero for t < 0.05 and so most of the information about θ (i.e. the difference between S(t|x = 1) and S(t|x = 0)) is supplied by the difference between S(t|x = 1, c = 0) and S(t|x = 0, c = 0). When 50% data are censored, the times with c = 0 are more likely to be censored than those with c = 1. As a consequence, the difference between S(t|x = 1, c = 0) and S(t|x = 0, c = 0) cannot supply much information about θ and so the bias increases. As the censoring percentage increases from 50% to 90%, the difference between S(t|x = 1, c = 0) and S(t|x = 0, c = 0) becomes less informative. At the same time, the difference between S(t|x = 1, c = 1) and S(t|x = 0, c = 1) starts to supply more of the information about θ and the bias decreases. When 90% of the data are censored, almost all of the few deaths observed will occur in subjects with the same value of c (c = 1) and the bias is very low.
Web figure 6: Illustrative example showing density plots of 100,000 bootstrap samples ofθ * and the correspondingθ = R(θ * ). A sample of size 200 was generated from h(t|x, c) = e x+3c , X ∼ B(1, 0.5), C|x ∼ B(1, 0.3 + 0.4x) and T + ∼ unif orm(0, 1). In this simulation, the distribution ofθ = R(θ * ) is slightly right skewed. It will be not accurate to use the standard error of the bootstrap sample ofθ = R(θ * ) to construct the C.I. Web figure 7: Sensitivity analysis for the p-value for the treatment effect of folinic acid on age of sitting for children with Down's syndrome.
Web Web table 4: Simulation study based on a real example of a randomised controlled trial with sizeñ = 140 and light censorship. The number of replications is 1000. Point estimates and coverage of confidence intervals are shown using the proposed method of sensitivity analysis (equations (14) and (16)). Survival times were simulated assuming a true treatment effect of exp(θ) = 1.5 and a binary omitted covariate with exp(β) = 6 (for three different levels of confounding, ρ 0 −ρ 1 ). The results show that, under conditions similar to those in the trial, the proposed method of sensitivity analysis can give unbiased point estimates with good coverage of C.I. for clinically relevant treatment effects in the presence of substantial unmeasured confounding.
Fraction Mean(Coverage) n τ exp(θ) exp(β) (ρ 0 , ρ 1 ) Censored unadjusted Lin et al (1998) e R(θ * ) 140 3 1.5 6 (0.3,0. Web table 5: Simulation study based on a real example of a non-randomised study with sizeñ = 1043 and light censorship (15.7%). Here the treatment variable is a continuous exposure, and so equation (8) was used to assess the performance of the method of Lin et al (1998) . The number of replications is 1000. The false rejection rate is the probability that the valid null hypotheses H 0 : θ = 0 is incorrectly rejected. As the true value is θ = 0, the confounding bias dominates the total missing covariate bias. The extended method of Lin et al (1998) thus can give unbiased point estimates in this simulation. However the proposed method of sensitivity analysis has a much lower false rejection rate than the extended method of Lin et al (1998) as the correlation between the exposure and unmeasured confounder becomes large. Fraction Mean(False Rejection Rate) n exp(θ) exp(β) Censored corr(X, C) Unadjusted Equation (7) e R(θ * ) 1043 1 6 15.7% 0.3 1.06(100%) 1.00 (6%) 1.00 (2%) 0.5 1.10(100%) 1.01 (8%) 1.00 (3%) 0.7 1.15(100%) 1.02 (47%) 1.01 (10%)
