Abstract. Modeling and understanding the variability of brain structures is a fundamental problem in the neurosciences. Improved mathematical representations of structural brain variation are needed to help detect and understand genetic or disease related sources of abnormality, as well as to improve statistical power when integrating functional brain mapping data across subjects. In this paper, we develop a new mathematical model of normal brain variation based on a large set of cortical sulcal landmarks (72 per brain) delineated in each of 98 healthy human subjects scanned with 3D MRI (age: 51.8 +/-6.2 years). We propose an original method to compute an average representation of the sulcal curves, which constitutes the mean anatomy. After ane alignment of the individual data across subjects, the second order moment distribution of the sulcal position is modeled as a sparse eld of covariance tensors (symmetric, positive denite matrices). To extrapolate this information to the full brain, one has to overcome the limitations of the standard Euclidean matrix calculus. We propose an ane-invariant Riemannian framework to perform computations with tensors. In particular, we generalize radial basis function (RBF) interpolation and harmonic diusion partial dierential equations (PDEs) to tensor elds. As a result, we obtain a dense 3D variability map which agrees well with prior results on smaller subject samples. Moreover, "leave one (sulcus) out" tests show that our model is globally able to recover the missing information on brain variation when there is a consistent neighboring pattern of variability. Finally, we propose an innovative method to analyze the asymmetry of brain variability. As expected, the greatest asymmetries are found in regions that includes the primary language areas. Interestingly, any such asymmetries in anatomical variance, if it remains after anatomical normalization, could explain why there may be greater power to detect group activation in one hemisphere versus the other in fMRI studies.
Introduction
Brain structures dier greatly in shape and size even among normal subjects, and these variations make it dicult to identify abnormal dierences due to disease. Understanding the degree and quality of brain variation is vital for distinguishing signs of disease from normal variations. Neuroscientists are interested in identifying the causes of brain variability at a genetic or environmental level. An ecient, parsimonious model of the complex patterns of brain variation would help in identifying factors that contribute to it. Measuring brain asymmetry (i.e. dierences between hemispheres) is of special interest as it sheds light on how the functions of the two hemispheres become specialized . Improved modeling of the range of variations in brain structure could make it easier to isolate specic eects of genetic polymorphisms on these normal variations and asymmetries [Cannon et al., 2005 ,Geschwind et al., 2002 ,Thompson et al., 2001a . Finally, geometric variability of anatomy also makes the automated segmentation and labeling of brain structures dicult. Statistical information on brain variability would make this task easier [Pitiot et al., 2004 ,Fischl et al., 2002 , and could be used in Bayesian approaches for intersubject nonlinear registration ( [Mangin et al., 2004a ,Gee and R.K.Bajcsy, 1998 ,Ashburner and Friston, 2005 ) as well (which adjust for anatomical variations across subjects prior to group analysis of brain function or metabolism). In this paper, we focus only on understanding and building a model of brain variability. Applications of this model for inter-subject registration will be the topic of a future study.
A major class of anatomical variations can be thought of as arising from the smooth deformation of a reference anatomy, where the deformation is represented as a 3D displacement eld, after ane dierences are factored out. Ideally, one could model the joint variability of all pairs of points to see how the displacement of one any point in a specic subject with respect to the reference anatomy covaries with the displacement of neighboring or distant points in the brain (e.g. symmetric ones in the opposite hemisphere). In this article, we simply model the variability of each anatomical point independently. Assuming that the mean deformation of the reference anatomy is null, the rst moment of the 3D displacement distribution is its covariance matrix, which will be called a variability tensor. Thus, our goal is to compute the eld of variability tensors within the brain from information that may be sparsely distributed. The reason that tensor representations are used, rather than simple scalar elds, is that variation may not be the same in all directions (there is some evidence that structural variation is greatest along certain preferred directions [Thompson et al., 2001b ,Kindlmann, 2004 ).
However, working with tensors is not so easy as manipulating scalar elds, as the underlying space is a manifold that is not a standard Euclidean space. As tensors constitute a convex halfcone in the vector space of matrices, many operations (like computing the mean) are stable. Nonetheless, the Euclidean framework is not satisfactory as one can easily reach the boundary of the space (singular symmetric matrices) with a classical gradient descent. Moreover, the arithmetic mean of a tensor and its inverse is not the identity matrix. This lack of symmetry is unsatisfactory: in many cases, one would like the mean to be geometric [Woods, 2003] .
In section 2 we present a consistent Riemannian framework to compute with tensors. Then, we show how to extend these tools to implement harmonic diusion partial dierential equations (PDEs) and extrapolate tensors that are sparsely distributed in space. Solving these PDEs is computer intensive, so we provide a practical but ecient initialization by extending the radial basis functions (RBF) concept to tensors. In section 3, we consider low dimensional but anatomically readily dened and delineated features (sulcal landmark curves) as a way to obtain meaningful brain variability tensors. We show how to compute the mean sulcal curve and its correspondence with the sulcal instances of each subject. To extract only the relevant information and minimize the number of parameters, we t a parametric tensor model to these data. Then, we come back to our original goal by extrapolating this sparse tensor model to the whole brain, and the validity of our extrapolated model is analyzed. Finally, in section 4, we generalize our statistical model to examine the correlation and asymmetry of the observed variations at symmetric points in the two brain hemispheres.
A Mathematical Framework to Extrapolate Tensors
Most of the literature addresses tensor computing problems in the context of diusion tensor image (DTI) regularization. In these articles, the spectral decomposition of the tensors is exploited. For instance, [Coulon et al., 2004] anisotropically restore the principal direction of the tensors, while [Tschumperlé and Deriche, 2002] independently restore the eigenvalues and eigenvectors. This last approach requires an additional step to perform re-orientation of the eigenvectors due to the non-uniqueness of the decomposition.
More recently, dierential geometry approaches have been developed to generalize principal components analysis (PCA) to tensor-valued data [Fletcher and Joshi, 2004] , for statistical segmentation of tensor images [Lenglet et al., 2006] , for computing a geometric mean and an intrinsic anisotropy index [Batchelor et al., 2005] , for preliminary results on brain variability modeling [Fillard et al., 2005] , or as the basis for a full framework for Riemannian tensor calculus [Pennec et al., 2006] . In [Pennec et al., 2006] , we endowed the space of tensors with an aneinvariant Riemannian metric to obtain results that are independent of the choice of the spatial coordinate system. In fact, this metric had already been proposed in statistics [Skovgaard, 1984] , and turns out to be the basis of all the previous dierential geometric approaches. Other Riemannian strategies are possible, like Log-Euclidean metrics [Arsigny et al., 2006b ].
A Riemannian Framework for Tensor Calculus
The invariant metric provides a new framework to overcome the limitations of Euclidean calculus: it endows the tensor space with a highly regular structure, in which matrices with null or negative eigenvalues are at an innite distance from any positive denite matrix. Moreover, the geodesic path between any two tensors is uniquely dened, leading to interesting properties such as the existence and uniqueness of the (geometric) mean [Pennec et al., 2006] .
On Riemannian manifolds, geodesics realize a local dieomorphism, called the exponential map, from the tangent space at a given point to the manifold itself. This allows us to (locally) identify points of the manifold with tangent vectors (see Fig. 1 ). With the invariant metric on tensors, the geodesic starting at Σ and with tangent vector W can be expressed simply with the classical matrix exponential and the (Riemannian) exponential map realizes a global dieomorphism [Pennec et al., 2006] :
These two dieomorphisms are the key to the numerical implementation and generalization to manifolds of numerous algorithms that work on a vector space. For instance, the dierence vector between two tensors Σ 1 and Σ 2 may be expressed in the tangent space at the identity as:
Note that Z is a symmetric but not necessarily positive matrix. The distance between the two tensors is simply given by:
Likewise, the Euclidean gradient descent scheme Σ t+1 = Σ t − ε∇C(Σ t ), which could easily lead to a non-positive matrix, is advantageously replaced by the geodesic marching scheme 
Dense Extrapolation of Sparse Tensors
Let us consider a set of N measures Σ i of a tensor eld Σ(x) at spatial positions x i ∈ R d . To access the value of the tensor eld at any point, one could think of interpolating or approximating these measures. We proposed in [Pennec et al., 2006 ] a least-squares attachment term to the sparsely distributed tensors, combined with a regularization term to perform an estimation of the extrapolated tensor: C(Σ) = Sim(Σ)+Reg(Σ). In a continuous setting, the data attachment term is:
The Dirac distributions δ(x − x i ) are problematic when numerically dierentiating the criterion.
To regularize the problem, we consider them as the limit of a Gaussian function G σ when σ goes to zero. Practically, σ has to be of the order of the spatial resolution of the grid on which Σ(x) is estimated, so that each measure inuences its immediate neighborhood. After dierentiating the criterion, one obtains:
Basically, the attachment term prevents the tensor eld from deviating too much from the measures at the points x i . In between these points, we need to add a regularization term that ensures a smooth, relatively homogeneous interpolation. The simplest criterion is the harmonic regularization:
Σ . We showed in [Pennec et al., 2006] that the gradient of this criterion is ∇Reg (Σ) (x) = −∆Σ(x), and we provided a practical implementation of this Laplace-Beltrami operator on a tensor eld. Using the geodesic marching scheme, we compute at each point x of our estimation grid the following intrinsic gradient descent:
Finally, we can evaluate the extrapolated eld Σ at any point x by tri-linear interpolation of the values at the grid nodes.
However, due to the large number of tensors and the large domain of diusion used here (see next section), this algorithm converges slowly, even with a multi-resolution implementation. To improve the initialization and enable faster convergence, in this article we develop an RBF interpolation.
Extending RBFs to Extrapolate Tensors
RBFs provide a family of methods to extrapolate sparsely dened observations [Sun, 1995] . The extrapolated eld is expressed as a linear combination of translated versions of a single radial function (the basis). Thus, if (y i ) is a set of scalar measures of the eld y(x) at points x i , we nd a set of scalar coecients
To interpolate the data, the coecients need to yield y(x i ) = y i , i.e. be solutions of the linear system ∀j :
There is a unique solution for any set of measurements at any set of spatial positions if the symmetric matrix [H] 
Scalar RBF extrapolation can be extended to vectors by simply running the extrapolation on each component independently. To apply this method to tensors, we map all tensors into the tangent space T Σ M of a reference tensor Σ. We then run the RBF extrapolation on the vectors log Σ (Σ i ) and map the resulting values back into tensor space by the inverse mapping exp Σ . Among the many possible choices for a common reference tensor, we chose the mean Σ of all tensor measurements. Also, rather than letting the extrapolated values explode at innity as with Thin Plate Splines, we use an interpolating function that decreases toward zero at innity, namely from the family h(x) = 1/ 1 + ( x 2 /α 2 ) γ . The asymptotic value for the interpolation will be the reference tensorΣ. However, this choice do not inuence the result, because we are interested in values close (in distance) to the measures Σ i . All our experiments with other references gave identical results. Actually, the real motivation of this choice is to remain mathematically consistent: the mean tensor is a good candidate for the reference, as it has globally the same size than the measures.
A Log-Euclidean Framework for Tensor Calculus
Major advances have been made recently in tensor calculus. Log-Euclidean (LE) metrics [Arsigny et al., 2006b ] are a novel family of Riemannian metrics, which combine the benets of the ane-invariant property with the lower computational cost of the Euclidean calculus. The price to pay for that is rather cheap: LE metrics are only similitude-invariant (i.e. invariant under rigid body transforms, including translations and rotations). They work on the tensor logarithm, which turns the tensor space into a vector space. The expression of the L 2 LE metric is simply:
Surprisingly, results with this metric are very similar to the ane-invariant family, as shown in [Arsigny et al., 2006b ] (for a more in-depth mathematical description of LE metrics, please refer to [Arsigny et al., 2006a] ). The results are so close that it is almost impossible to quantify the dierence. Thus, we adapted our diusion PDE and the RBF concept to LE metrics and found no signicant dierence. However, we chose to keep the ane-invariant family of Riemannian metrics in this work, to generate results that are as invariant as possible. A computational trick consists in running the extrapolation process using Log-Euclidean metrics until convergence, and then to perform a few iterations of the ane-invariant version to obtain an ane-invariant result.
Modeling Brain Variability from Sulcal Lines
One initial idea for how to measure inter-subject brain variability might be to gather statistics on 3D displacement elds computed between a reference anatomy and many individuals. Such data could be obtained using an inter-subject registration algorithm. However, we would need to estimate the inuence of the chosen registration method. Moreover, the inuence of the target chosen for registration may be important (see Sec. 3.2) . Nevertheless, the image intensity only constraints the registration in the direction of the image gradient. In other words, the matching is generally uncertain in directions parallel to edges. Only by adding the regularization, one can obtain a smooth deformation eld and help recovering the missing displacement components. To provide information that is completely independent of volumetric image registration algorithms, we chose in this work to rely on lower dimensional structures, such as cortical landmarks identied by expert neuroscientists following a formalized protocol, with known inter-and intra-rater reliability. We could have taken surfaces, e.g. the hippocampus, corpus callosum, or even the whole cortex as in [Thompson et al., 2000] . However, even for surface-based deformations, we would still face the problem of nding appropriate correspondences between the surfaces (this is currently an active area of research [Pitiot et al., 2003 ], [Wang et al., 2005] ). Moreover, these surfaces may be dicult to extract accurately. Thus, we chose to focus on anatomically well dened 3D curves that could be manually delineated by neuroanatomists and considered as ground truth data. This choice naturally led us to the primary anatomical landmarks on the cortex: the sulci. A large number of of sulcal landmarks consistently appear in all normal individuals and allow a consistent subdivision of the cortex into major lobes and gyri [Mangin et al., 2004b] . In the absence of individual functional imaging data, sulci also provide an approximate guide to the functional subdivisions of the cortex, for all of the lobes. They are also used to guide intersubject functional activations registration [Corouge et al., 2003 ].
We use a dataset of sulcal lines manually delineated in 98 subjects by expert neuroanatomists according to a precise protocol 3 (an example of tracing is shown in Fig. 2 ). The dataset consisted of 47 men and 53 women (age: 51.8 +/-6.2 years), all normal controls. The lines are traced in 3D on the cortical surface, using an interface that allows curves to be traced interactively on surfaces. The sulcal lines appear to be traced out as curved lines in the intrasulcal CSF, near the exterior of the cortex. This is because the cortical surfaces we use are regularized and they clip across the sulcal CSF. The cortical surfaces are extracted with an active surface algorithm [MacDonald et al., 1998 ] that creates a surface whose geometry is well adapted to a single intensity isovalue in the image while at the same time minimizing a curvature penalty that prevents complete penetration of the surface into the sulci. As such the sulcal lines are more like the gyral divisions on the exterior cortical hull as seen in the classical cytoarchitectonic maps of Brodmann. By using these as landmarks in our prior studies for the normalization of fMRI and other cortical signals ,Sowell et al., 2004 , we have improved the registration of gyral crests although it has to be admitted that the surface does not represent the full depths of the cortical sulci. In the following, we abusively call these sulcal lines sulci to simplify the description. We included the maximal subset of all sulcal curves that consistently appear in all normal subjects, 72 in total. Image analysts blind to subject sex and age traced the sulci on the lateral brain surface (including the Sylvian ssure, and central, pre-central, postcentral, superior temporal sulcus (STS) main body, STS ascending branch, STS posterior branch, primary intermediate sulcus, secondary intermediate sulcus, inferior temporal, superior frontal, inferior frontal, intraparietal, transverse occipital, olfactory, occipito-temporal, and collateral sulci) in each hemisphere on the surface rendering of each subject's brain. An additional set of sulci were outlined on each interhemispheric surface (including the callosal sulcus, inferior callosal outline, superior rostral sulcus, inferior rostral sulcus, paracentral sulcus, anterior and posterior segments of the cingulate sulcus, outer segment double parallel cingulate sulcus when present, parieto-occipital sulcus, anterior and posterior segments of the calcarine sulcus, and the subparietal sulcus). In addition to contouring the major sulci, a set of 6 midline landmark curves bordering the longitudinal ssure were outlined in each hemisphere to establish hemispheric gyral limits. Spatially registered gray-scale image volumes in coronal, axial, and sagittal planes were available simultaneously to help disambiguate brain anatomy. We have developed detailed criteria for delineating the cortical lines, and for starting and stopping points for each sulcus using brain surface atlases as references. By repeated training on test sets of brain images, the maximum allowed inter-and intra-rater error (reliability) was ensured to be better than 2mm everywhere, in terms of r.m.s. distance, and in most regions less than 1mm, far less than the intersubject anatomical variance. MR images used for delineations were linearly aligned to the ICBM stereotactic space [Collins et al., 1995] , thus providing a common coordinate system for all traced curves. Next, we determined the mean curve for each sulcal line by modeling samples as deformations of a single average curve. Based on the mean sulcal line, for each sulcus, and the mapping from this curve to its instance in each subject image, we can easily compute the local covariance matrix to create our second order statistical model of the sulcal line. Other works related to the statistics of sulcal lines include [Goualher et al., 2000] and [Barillot et al., 1998 ].
Learning Local Variability from a Sulcal Lines Dataset
Statistical models have frequently been constructed for objects such as open or closed curves and surfaces [Cootes et al., 1995 ,Trouve and Younes, 2000 ,Paulsen and Hilger, 2003 . In each of these examples, the aperture problem occurs: as we do not have point landmarks, the point-topoint correspondences between instances of a surface or a curve cannot be recovered exactly. For instance, the correspondences of two instances of a sulcus are intrinsically subject to error, with greater tangential than normal uncertainty. Here, we propose a one-to-one correspondence mapping that minimizes the inuence of this error.
First, we denoise the sample lines by approximating them with B-splines: the manual sampling of 3-dimensional curves is only precise up to the voxel size (about 1mm 3 ), which is lower than the inter-rater variability of 2mm. In this continuous setting, the number of degrees of freedom can be adjusted to increase robustness to noise while avoiding resampling problems [Baumberg and Hogg, 1994] . Typically, we reduce the number of control points to one third of the original sampling points, with a mean distance of 0.25mm and a maximum error of 2.7mm.
Many criteria have been proposed in the literature to evaluate the mean curve for a set of curves and to assess the appropriateness of one-to-one correspondences between geometric objects. They usually invoke local dierential characteristics such as the tangent space, curvature, the local Frenet frame for a curve on a surface [Guéziec and Ayache, 1994,Bakircioglu et al., 1998 ], regional shape information [Pitiot et al., 2003 ]. In our case, the variability is so large (see Fig. 3) , that using such rened measures is dicult. In general, sulcal curves do not have internal geometric features, along their length, that occur consistently from subject to subject. Therefore, we simply use the total variance of curve models as a criterion:
where y k is the given sulcus of subject k, z the mean sulcus and φ k the correspondence function between the subject's curve and the mean curve and s the curve length. Minimizing this variance greatly reduces the variability due to inadequate correspondences. Practically, we alternately improve the correspondences between the mean curve and each sample by dynamic programming and optimize the average curve position by a rst-order gradient descent with an adaptive step. This optimization strategy converges toward the mean curve after a few iterations (dashed curve in Fig. 4 ).
For each of the 72 sulci, we end up with the mean curve z(s), and one-to-one mappings φ k (s) that give the corresponding position y k (φ k (s)) in each subject k. The variability tensor Σ(s) is given by:
Results of covariance tensors estimated along the 72 sulci are shown in Fig. 3 . Variability is greater at the extremities of the curves. These points are landmarks identied by neuroanatomists. However, we suspect that the main part of their variability is due to a bias when estimating the position of the end points of the mean curve. To remain consistent, we chose in this paper to remove the variability information at the extremities of the sulci from our model, and focus only on the inner parts of the sulci.
Estimation of the Ane Transform from Correspondences
Initially, images were anely registered onto a common reference image (in our case the ICBM305 space). To remove the inuence of the chosen target and build unbiased atlases, one often needs to use more elaborate strategies, like in [Guimond et al., 2000] , or [Kochunov et al., 2002] . With our curves, one can simply rely for each subject on the established correspondences between its sulci and the mean curves to rene the ane transform. This will also further reduce overall sulcal variability. Let (A k , t k ) be the ane transform of subject k. Let us assume that the mean curves and the mappings between each subject's curve and the mean are known. We are looking for the optimal ane transform (A k (opt) , t k (opt) ) in the least-squares sense, i.e. the one that minimizes the sum of the squared dierences between the transformed sulci and the mean curves: To optimize this energy, we rst x A k and look for the optimal translation. We nd that the minimum value is reached for:
back into Eq. 6. Callingỹ k i = y k i −ȳ k andz i = z i −z, one can rewrite Eq. 6 as:
Using the property that Trace(AB) = Trace(BA), we nd that:
The overall framework now consists in alternating the positioning of the mean curve, the computation of the correspondence functions, and the evaluation of the optimal ane transform for each subject using Eq. 7 and 8. Curves in Fig. 4 represent the energy 4 averaged over the 72 sulci and for each iteration. The optimization of mean curves and correspondences reduces the amount of variability to 70% of the initial value. Reestimating the ane transform further reduces the amount of variability to 60% of its initial value. Figure 5 shows the resulting variability tensors computed using Eq. 5 and overlapped along the mean sulcus. One notices that the correspondence optimization greatly reduces the tangential components of the variability, thus minimizing the aperture problem. The ane correction reduces the variability more globally.
Model Simplication using Tensor Interpolation
In the interior part of the sulci, the tensors are highly regular in size and shape. Some of this information is therefore redundant and could be simplied by selecting only a few tensors at tion. Note that the curves get slightly more concentrated around the mean, showing less variability. This is reected by the reduction of covariance matrices in the direction orthogonal to the mean curve. The reduction of variation in the tangential direction is mainly due to the optimization of correspondences between curves. specic points along the mean sulcus, and interpolating in between them. Moreover, to avoid corrections for multiple testing problem, we had to downsample the representation of the continuous curves to a point where each tensor is independent of its neighbors. A second computational reason is that the tensor extrapolation process is very time consuming, and reducing the number of seed tensors decreases the computational time drastically. We use geodesic interpolation to interpolate between successive tensors, because it preserves the monotone (i.e., consistently increasing or decreasing) evolution of the determinant. This is crucial when interpolating two probability densities and is not possible in general with direct interpolation. For eciency reasons, we also selected the tensor values among the observed data rather than optimizing them as free parameters. This operation has been automated in an algorithm called tensor picking.
Let (Σ i ) 1≤i≤N be a set of N variability tensors dened at abscissa s i along a mean sulcus. The geodesic interpolation between 2 successive tensors is given by:
As we are working only on the interior of the sulcus, s takes its values between s 2 and s N − 1 (we remove the extremities), so that the interpolated variabilitỹ Σ(s) is always dened. The tensor picking operation consists of nding the optimal set (Σ i ) such that the least-square error between the observed and interpolated variability tensors is minimized:
To minimize this energy, we rst set N equal to 2. Then, an exhaustive search for the optimal set of N tensors is done. If the energy obtained is below a threshold t (0.2 in our experiments), the tensors are picked. Otherwise the number N is increased and the search is reiterated.
Results of this operation are presented in Fig. 6 (middle panel): by choosing tensors at adequate positions, one can qualitatively reconstruct the full variability of each sulcus using 4 to 10 covariance matrices, depending on its length and shape. Results of the quantication of such reconstruction for 3 major sulci are presented in Table 1 (interpolation line). The variability of all the major sulci can be adequately represented by 366 variability tensors out of 2000 initially.
Extrapolating the Variability to the Full Brain
The next step consists of extrapolating these selected tensors to the full brain, using the framework developed in Sec. 2.2. There are some assumptions if this is done necessarily we have chosen certain consistent cortical features to model variability, and if a greater number of structures were chosen (including subcortical structures such as the ventricles), the variation may be greater, and the spatial correlation in the variations may be slightly reduced. However, a comprehensive set of sulci was chosen, perhaps including all those that consistently occur in normal subjects. Fig. 6 presents the result extrapolating our 366 tensors on a discrete grid of size 91 × 109 × 91 and with a spacing of 2×2×2 mm 3 (ICBM 305 space). We used the parameter values α = 20 and γ = 0.95 for the RBF interpolation and σ = 2 for the discretization of the data attachment term in the extrapolation (Eq. (3)). We derived 2 scalar measures from the extrapolation. The rst one (Fig. 7 left column) is a variability map given by the 3D root mean square (r.m.s.) of the trace of each covariance matrix: rms = trace(Σ(x)). One can see highly variable regions (such as the parietal cortex and Broca's area) with hot colors, and more stable areas (such as the primary sensorimotor cortex) with cold colors. Note that the maximum allowed inter and intra-rater error for the manual tracings of the curves was ensured to be less than 2mm everywhere, less than the inter-patient variability that is observed (the smallest value is about 3mm). The second map shows the principal direction of each tensor (i.e., the eigenvector associated to the largest eigenvalue), whose coordinates are mapped on the RGB sphere, as presented in Fig.  7 right column. This map conrms the anatomical intuition that there are sets of sulci in certain cortical sectors that tend to vary in a consistent way in the top view, the principal direction of variation is lateral-to-medial for the superior frontal and parietal sulci, but the central and precentral sulci tend to vary more along an anterior-posterior direction. The temporal lobe sulci also tend to be consistent in varying with the same principal direction.
The spatial pattern of variability agrees with established neuroanatomical data. For instance, [Thompson et al., 2000] computed the variability of the cortex surface in an independent nor- mal sample (15 controls) using a non-linear surface registration algorithm. Fig. 8 compares his variability map with ours. Our model of variability presents the same high values in the temporo- parietal cortex (red and purple area, marked A in Fig. 8 ) and low values in the superior frontal gyrus (marked B in Fig. 8 ), Broca's area, and the lower limits of the primary sensorimotor cor-tices in the central and precentral gyri. Phylogenetically older areas (e.g. orbitofrontal cortex), and primary cortices that myelinate earliest during development (e.g., primary somatosensory and auditory cortex) exhibit least variability. The planum parietale (marked A in Fig. 8 ) consistently shows the highest variance of any cortical area, consistent with the complex pattern of secondary ssures surrounding the supramarginal and angular gyri (the perisylvian language cortex). It is also reasonable that the temporo-parietal areas around the Sylvian ssures are the most variable: they specialize and develop in dierent ways in each hemisphere, and are also the most asymmetric in terms of gyral patterning and volumes . 
Evaluation of the Variability Model
Evaluating our extrapolated variability model is a tough issue. Obviously, using the information given by the sulci is not enough to infer the variability of the full brain, particularly within the brain (e.g. in the white matter, ventricles and deep gray matter nuclei). Moreover, we have no ground truth in these areas to validate the predicted variability. Thus, we restrict the evaluation of the predictive power of our model to the places where we have enough data: on the cortex. The rst idea is to see how well our interpolation and extrapolation models t the observed variability along each sulcus. This yields a root mean square error (RMSe) assessing the delity of the approximation. Then, we can perform a leave one sulcus out test to see if a group of sulci can correctly predict the variability of another sulcus in their neighborhood. This would mean that the model could eectively nd missing data (i.e., the measures are dependent) and somehow predict the variability of missing structures in our datasets.
Intra-Sulcus Variability Recovery At each sampling point x, we computed the dierence or error vector (Eq. 1) between the observed variability tensor (the reference) and the reconstructed one, either with our interpolation or with our extrapolation method. For both strategies, we found that the mean error was not signicantly dierent from zero (p-value of 0.25 with Hotelling's test). Second, we found a standard deviation
i ) of 0.15 for the interpolation error. This value gives us a lower bound on the range of the reconstruction errors. The slightly higher value of 0.21 for the extrapolation error could be attributed to the aperture problem: in regions with orthogonal sulci, the normal component of one tensor inuences the tangential part of its perpendicular neighbors and vice versa. One could think of solving the aperture problem in these regions by retrieving the tangential component of the variability from the normal one of surrounding sulci. However, in this study, we chose to consider such variability tensors as outliers and to remove them.
To further illustrate the prediction power of our extrapolation method, we compared the results of the extrapolation using 2000, 1000, 366 and 144 tensors, respectively. The rst value corresponds to retaining all tensors. The second value is obtained by taking every other tensor, i.e. one tensor out of every two. The third value is the number of tensors retained by the tensor picking operation. The last value is the minimum number of tensors that the tensor picking operation can produce (2 measures for each of the 72 sulci, i.e. 144 tensors). Indeed, at least two tensor values per sulcus are required to be able to perform a linear interpolation between them. Figure 9 summarizes the experience results. One notices that even with very the few tensors (366 compared to 2000 initially), the model is able to recover a correct estimation of the variability in almost all areas. Local errors arise when the correlation of variability between neighboring sulci is too low (see regions with hot colors in Fig. 9 , right column).
To evaluate further our model, we now perform the "leave one sulcus out" test.
Leave One Sulcus Out This test removes one sulcus and its variability tensors from the model and extrapolates the rest of the data to the full brain. Then, the prediction error made on this specic sulcus is compared to the interpolation and extrapolation errors. As the measures are independent, an error below 3 σ ref is not signicant and shows that our extrapolation model recovers the missing variability information up to the intrinsic reconstruction uncertainty. However, a RMSe larger than 3σ ref means that we do not recover a comparable variability in at least one direction. We know that an uncertainty in the tangent of the mean sulcus could be induced by the aperture problem. To remove this eect, we project the error vector onto the plane perpendicular to the tangent of the mean sulcus. Thus, the error component in this direction is zeroed out. We will call this error the partial error. This test is performed on 3 sulci: the Sylvian Fissure, the Superior Temporal Sulcus and the Inferior Temporal Sulcus. Fig. 10 displays the variability of the reconstructed sulci after extrapolation with and without their tensors, while Table 1 summarizes the global RMSe statistics. The prediction error with missing sulci is globally 2 to 3 times larger than that incurred by interpolating or extrapolating the full model, but the dierence is not high enough to be signicant. However, errors are locally signicant. In some places, like for the Sylvian Fissure, the prediction errors occur primarily in the tangential direction to the mean sulcus. Indeed, three main sulci (the Pre-Central, Central and Post-Central Sulcus), are orthogonally adjacent to the horizontal component of the Sylvian Fissure (Fig. 11) , even though they do not actually merge with it, thus inuencing the estimates of the tangential component of the variability as discussed in Sec. 3.5. Such behavior is conrmed by the partial error that is much lower than the standard one. By contrast, the variability of some sulci like the Central Sulcus (Fig. 11 ) cannot be correctly recovered from neighboring sulci: the error is not only due to the aperture problem but spatial correlations between adjacent sulci may be lower in some brain regions, making variations more dicult to predict.
In conclusion, our model is able to recover intra-sulcus variability from the selected tensors, and to predict the variability in regions that are locally correlated. Nevertheless, our evaluation method is limited for two reasons. First, the aperture problem will cause an underestimation of the variability along the direction of the mean curve, and this feature is in fact observed in regions with orthogonal sulci. However, there are not so many such regions, so this eect remains largely unnoticed. Second, the variability of some sulci is not correlated with that of their neighbors (this is the case for the Central Sulcus). These sulci carry some independent variability information, and should denitely be part of any brain variability model. One could consider including features as constraints for nonlinear registration of brain data when they contribute the greatest information on anatomical variation, i.e. information that cannot readily be predicted or interpolated from information on adjacent structures. 
Analysis of the Asymmetry of Brain Variability
The study of asymmetry of brain variability is of great interest for neuroscience , and measures of structural and functional lateralization are of interest in mapping brain development, and disorders such as dyslexia, epilepsy, and schizophrenia. The two brain hemispheres develop according to slightly dierent genetic programs, and the right hemisphere is torqued forward relative to the left, with greatest volume asymmetries in the planum temporale and language cortex surrounding the Sylvian ssures (typically larger in the left hemisphere). If the types of variation in the two hemispheres could be dierentiated, their genetic basis would be easier to investigate. It could also help understand whether there is an asymmetry in the power that is somewhat orthogonal to the Sylvian Fissure. This causes a diculty in predicting the variability of the Sylvian Fissure from the other 3 somewhat orthogonal sulci. Another diculty (less critical) is the prediction of the Central Sulcus from Post-and Pre-central sulci, because the Central Sulcus has a rather low variability compared to its immediate neighbors. Thus, the prediction will be dicult due to the lack of correlation in this region.
to detect consistent task-related or group-specic activation patterns in functional brain imaging studies, due to structural variance asymmetries.
We measured the symmetry/asymmetry of brain variability using our extrapolation model. The principle is to compute the distance between the variability tensor at one point and the (symmetrized) tensor at the symmetric point in the brain with Eq. 2. To dene the symmetric point, a rst geometric method is to simply use the 3D position that is symmetric with respect to the mid-sagittal plane in the stereotaxic space (mid-sagittal symmetry). In that case, we compute a dense asymmetry map from the extrapolated tensor values at each 3D point of a hemisphere (Fig. 12, left) .
Another anatomical possibility is to measure brain asymmetry on sulcal lines, and extrapolate those measures to the whole brain (sulcal symmetry). First, all curves are mapped into a common hemisphere (e.g. the left hemisphere). Then, for each sulcus, a global mean is computed, as well as the left and right means (obtained by taking only the left (or respectively, the right) instances). Second, we compute the correspondences between this global mean and the left and right means. Thus, we dene a common reference curve, the global mean, to compare left and right variability tensors. This prevents us from introducing a bias in the results, such as might happen if we had chosen either the left or right mean as the reference curve. Finally, dierence vectors (Eq. 2) between left and right tensors are measured along the reference curve and extrapolated to the full brain using our framework. We end up with another dense asymmetry map, whose color is proportional to the distance between left-right tensors (Fig. 12 right) .
A very interesting feature is that the regions with greatest asymmetries in variability include the one of main language areas, Broca's speech area (labeled A in Fig. 12 ) as well as the parietal cortex, which exhibits the greatest gross anatomical variation of any cortical area (labeled B in Fig. 12 ). As expected, these areas are more structurally variable in the left hemisphere which is typically dominant for language in normal right-handers. One surprise is that the tips of the Sylvian ssures do not show the greatest dierence in variability between the hemispheres, as these are regions with highly variably branching patterns that have been studied extensively in the language and dyslexia literature. Also as expected, the primary sensorimotor areas (central and pre-central gyri) are relatively symmetric in their variance, as the absolute variability is lower, as is their degree of hemispheric specialization (i.e. they perform analogous functions in each hemisphere, but innervate opposite sides of the body). 
Discussion
This article presents an original methodology to model the prole of structural variability in cortical landmarks. First, we began with a dataset of 72 expertly delineated sulcal lines in 98 subjects, and proposed an original mean sulcal landmark computation strategy. The approach consisted of alternately optimizing the position of the mean curve, computing the correspondences by dynamic programming and rening each subject's ane transform based on the obtained matching. Then, variability tensors are measured along sulcal lines. Second, we applied a powerful Riemannian framework for tensor computing to extrapolate sparsely distributed tensors. We extend a RBF extrapolation method combined with diusion PDEs. While the RBF provides a good initialization, the diusion with attachment to the measures results in a smooth tensor eld that stays close to the observed measures and converges in a few iterations. This agrees with the notion that there is a natural hierarchy of variability in the brain, with the variations of structures within a lobe or set of gyri being predictable from their immediate neighbors with relatively high accuracy. The resulting framework is very exible in a sense that other sources of information can be easily incorporated to improve the accuracy of the variability model.
The results are also interesting neuroscientically. The amplitude and asymmetry of variability are greatest in the most phyogenetically recent developments in the cortex: the frontal lobe, the dorsolateral prefrontal cortex, and in the more dorsal areas of the parietal association cortices. The language areas, in particular, have fundamentally dierent developmental programs in each brain hemisphere, leading to volumetric and functional asymmetries (e.g. left hemisphere language dominance). This variance asymmetry is seen in Broca's area, which is specialized in the left hemisphere for producing speech, but is less commonly associated with structural asymmetries. Lower variance was seen in cortical regions subserving primary brain functions (e.g., touch, motor function, hearing) and these areas are the earliest to mature in utero. It would be interesting to hypothesize that the areas of the brain that emerged most recently in human evolution are the same ones that have greatest dierences in variation patterns between the hemispheres, reecting the drive towards hemispheric specialization of function in higher primates and man. The modeling of variance is practically valuable for understanding and discovering genetic and disease related factors that aect brain structure, which are currently hard to identify given the extremely complex patterns of variation in normal anatomy. For example, many neurodevelopmental disorders are associated with subtle variations in the patterning of the cortex, and new computational anatomy techniques are making these features easier to identify (e.g., increased cortical complexity in Williams syndrome ).
When modeling variability, the main weakness is the unknown variability along the direction tangent to the mean sulci (aperture problem). We intend to tackle this point by rst improving our sulcal matching algorithm to safely use the landmark information at the ends of sulci, and second by removing the data attachment term in the direction of the sulcal tangent. Doing this, the neighboring information could diuse freely in that direction and hopefully reconstruct a globally coherent variability. Other approaches to this problem include the use of data from other imaging modalities, such as functional MRI and MEG, which further guide the matching of anatomy across subjects, for purpose of detecting systematic activation patterns or group or task-related dierences. For the model validation, we need to compare to other sources of information, like sulcal ribbons [Mangin et al., 2004b] , variability obtained from the matching of surfaces (e.g., ventricles or basal ganglia), ber pathways mapped from DTI, or of full 3D images. As these sources of information are also subject to an aperture problem (we mainly retrieve the deformation in the direction of the gradient of the image), we expect to observe a good agreement in some areas, and complementary measures in other areas. Future applications of this work include the detection of genetic and demographic factors that contribute to brain variance, abnormality detection in individuals and groups, and improved nonlinear registration techniques that draw on tensor-valued statistical information regarding brain variation.
