Abstract-Based on power line carrier communication technology, a decentralized multi-agent system (DMAS)-based frequency control strategy is proposed and investigated in this study on an autonomous microgrid with communication constraints, where each agent can only communicate with its neighboring agents. Using the optimized average consensus algorithm, the global information (i.e., total active power deficiency of the microgrid) can be accurately shared in a decentralized way. Depending on the discovered global information, the cooperative frequency control strategy, which involves primary and secondary frequency control and multistage load shedding, is executed to achieve a cooperative frequency recovery. Simulation results indicate that the proposed frequency control approach can guarantee the consensus and coordination of the distributed agents and maintain the frequency stability of islanded microgrids even in emergency conditions. Index Terms-Average consensus algorithm (ACA), cooperative frequency control, decentralized multi-agent system (DMAS), global information, multi-stage load shedding (LS).
I. INTRODUCTION
F REQUENCY control of an autonomous microgrid is achieved by coordinating the energy storage (ES), such as superconducting magnetic energy storage (SMES) and battery energy storage (BES), available distributed generators (DGs), such as wind turbines (WTs), photovoltaics (PVs), and microturbines (MTs), and controllable loads. An autonomous microgrid is an isolated power system with a small equivalent inertia, which makes its frequency control more difficult than conventional power systems. Because of the operation mode, transfer and intermittent characteristics of some distributed generators, frequency deviation caused by active power deficiency or shortage often occurs in an islanded microgrid [1] , [2] . As a result, the frequency of the microgrid will fluctuate and may change rapidly due to the low inertia present and even experience a blackout unless there is adequate available spinning reserve to balance it [3] , [4] .
To overcome this limitation previously, local control strategy of ESs was introduced and considered a solution for frequency stabilization of an islanded microgrid. ESs can absorb or inject instantaneous power to provide support for primary frequency control [5] . Subsequently, it was recognized that the power distribution of DGs can also play an important role in maintaining the frequency stability and regulating the microgrid to a new balanced state [6] , [7] . It has to be noted that the WTs, which mainly imply double fed induction generators (DFIGs), operate in a reserve power mode and can effectively provide support for the system frequency using auxiliary frequency control [8] - [10] . A two-layered hierarchical frequency control scheme with microgrid central control (MGCC) was proposed to achieve cooperative frequency recovery by coordinating the ESs and DGs [11] , [12] . Eventually, a multi-agent system (MAS) was presented as one of the effective solutions for the decentralized frequency control of a microgrid [13] .
Similar to two-layered hierarchical frequency control, the corresponding centralized multi-agent system (CMAS) also requires a powerful MGCC [13] , [14] , which is expensive and can easily suffer failures when handling huge amounts of data. In addition, a CMAS lacks the adaptability to meet the plug-andplay operation requirements of a microgrid. Furthermore, taking the uncertainty of intermittent renewable energy resources into consideration, generation fluctuation may result in unintentional changes in structure, which will further increase the burden on centralized schemes. In contrast, because of the limitations of communication technology, the communication between the MGCC agent and local agents is difficult to guarantee [15] , [16] .
This study introduces a decentralized multi-agent system (DMAS) without an MGCC for frequency control of an autonomous microgrid to overcome the above-mentioned shortcomings. The advantages of DMAS include the ability to survive uncertainty disturbances and decentralized data updating, which leads to efficient information sharing, eventually causing a faster decisionmaking process and operation [16] , [17] . The ACA, which relies on local information from the agents and solves the consensus problems of DMAS, was introduced by Olfati-Saber and Murray in [18] . Further theoretical extensions of this work were presented in [19] - [22] and a recent survey can be found in [23] .
Recently, MAS and the corresponding consensus algorithm have found applications in various areas, such as random networks, multi-robot systems, and power grids. In [24] , a stable multi-agent-based load shedding (LS) algorithm for power systems was proposed and verified. An incremental cost consensus algorithm under different communication network topologies in a smart grid was studied and the convergence of the proposed algorithm was analyzed in [25] . An MAS-based scheme for a microgrid was presented in [26] to secure critical loads for a PVbased microgrid, and a centralized MAS-based frequency control method was proposed and investigated in [13] to enhance the frequency stability of an islanded microgrid. Accordingly, in this study, an optimized average consensus algorithm (ACA) is proposed to guarantee that important information is shared in a distributed way for a DMAS with communication constraints, where an agent can only communicate with immediate neighboring agents. In addition, the impacts of communication time delays and adaption of topology changes are further discussed in this paper.
Depending on the optimized ACA-based information sharing, a two-layered cooperative control structure can be used for the proposed strategy: 1) the primary control action in ESs and 2) the secondary control actions in DGs. The control structure regulates the power output of the ESs to the initial state. To evaluate the proposed control strategy, a simulation system was designed and the corresponding dynamic simulation model based on PSCAD/ EMTDC was developed. Both the optimized ACA and cooperative frequency control were realized using the PSCAD/EMTDC and MATLAB interface technologies. Simulation results are presented and discussed to illustrate the dynamic performance of the proposed control strategy.
The rest of the paper is organized as follows. Section II gives a brief introduction on DMAS-based frequency control of an islanded microgrid. In Section III, the optimized ACA-based information sharing of DMAS is proposed. Section IV presents the DMAS-based cooperative frequency control method. The proposed method is then simulated and illustrated with a simulation system in Section V. Finally, the conclusion is duly drawn.
II. BACKGROUND
In order to achieve a decentralized frequency control for an islanded microgrid without an MGCC, it has to confront the following difficulties: 1) how to control each distributed unit locally; 2) how to coordinate the different kinds of distributed units (including DGs, ESs, and multi-stage loads) and realize a cooperative control in a decentralized manner; and 3) how to meet the plug-and-play operations of a microgrid. It is hard to deal with these problems by traditional control schemes, and thus the MAS-based control is proposed to solve the special needs and difficulties above. There are advantages for introducing the MAS for frequency control of an islanded microgrid. 1) Autonomy of agents is appropriate to deal with the independent decision making of distributed units. 2) Intelligence and sociality of agents can properly handle the communication and cooperation among groups of distributed units. 3) Proactivity and adaptability of agents can adequately adapt to the dynamic changes of communication topologies and the plug-and-play operations of distributed units. In this study, a DMAS-based frequency control framework without an MGCC is proposed to implement cooperative control of DGs, ESs, and loads of an autonomous microgrid, as shown in Fig. 1 . For the DMAS, each DG, ES, and load corresponds to a distributed agent and taking advantage of the autonomous, intelligent, cooperative, proactive, and adaptive features of the DMAS, the frequency stability of the microgrid can be guaranteed by coordinating these decentralized agents.
Agents of DMAS include the distributed generation agent (DGA), energy storage agent (ESA), and load agent (LA). In the DMAS, DGAs, ESAs, and LAs are allocated to improve the frequency stability of the autonomous microgrid. Compared with the CMAS, which coordinates its local agents using an MGCC, in the DMAS, the distributed agents are coordinated based on the discovered global information, such as total active power deficiency, total available active power, and operating status of loads. This global information can be discovered only by communication between the immediate neighboring agents according to the designed ACA. Consequently, the control modes and corresponding decision making for each agent can be determined.
III. OPTIMIZED ACA-BASED INFORMATION SHARING
It has to be noted that, if there is limited local or incomplete information in a DMAS, it is hard to ensure the consensus of target performance and behavior between the decentralized agents. Therefore, the ACA, which relies on the local information of agents, is applied to guarantee the important global information and is shared in a distributed way. In this study, a discrete form of the ACA is chosen to achieve global information on the active power in the DMAS with communication constraints [23] , [25] . Thus, based on the ACA, power information sharing can be solved in a decentralized manner instead of in a conventional centralized manner in a DMAS.
Assume that denotes the state variable (active power) of agent . The information sharing process for agent with time delay can be represented as where , ; is the discrete-time index;
and are the information shared by agent at iteration and , respectively, is the information sharing of agent ; is the time delay; is the coefficient for information exchange between neighboring agents and , if agents and are connected through a communication line, otherwise , and are the indexes of agents that are connectedtoaspecificagent.Theglobalinformationsharingprocess of the microgrid can be represented using a matrix format as where is the information sharing matrix; is the updating matrix, which can be defined according to the communication topology; is the time delay of information sharing in one iteration process;
is the calculation time delay and is the communication time delay; is the number of the information exchange times;
is the number of elements in the information sharing matrix;
is the number of bits used to represent the elements in the information sharing matrix; and is the data communication speed in terms of bits/second. For such an information exchange topology, which is strongly connected and balanced, this satisfies the following constraints:
To obtain a stable algorithm, the updating rule or the coefficients need to be properly designed. To adapt to changes in system configuration, a Metropolis method was presented in [16] and [17] , as follows:
In this study, an optimized Metropolis method is proposed to improve the converging speed and the corresponding adaptive weights updating rule is represented as where is a constant, < < , and is in close proximity to 1, and are the numbers of agents in the neighborhood of agents and , respectively. For stability analysis, a positive definite Lyapunov function can be defined as < < From the verification, it is obvious that the proposed optimized Metropolis method can guarantee stability during the information sharing process. Depending on the proposed method, an agent can adjust its coefficients locally to adapt to changes in the system configuration, such as plug-and-play operations of switching topology.
Based on the stability analysis, every agent needs to update its value to a certain weighted linear combination of its neighbors' values, and will converge to the same value, as follows:
where is the final average power achieved by the ACAbased information sharing, is the total power, is the initial value of the th agent, is the total number of agents that participate in global information sharing, and is the number of iterations for convergence. Assuming that the time delays of all the iterations are the same, the total time delay can be estimated from (7).
IV. DMAS-BASED COOPERATIVE FREQUENCY CONTROL
The frequency control of an islanded microgrid includes the primary and secondary frequency controls as in the conventional power systems. The objective of primary frequency control is to maintain the frequency stability of the microgrid quickly and automatically using the power stored in the ESAs. Two objectives ranked in the secondary frequency control are designed through the power output control of the DGAs. One is to regulate the frequency to a rated value and the other is to recharge the ESs to increase the reserve power for dealing with emergencies.
In this study, it is assumed that every bus in the microgrid is assigned with an agent to form the DMAS. According to the two-layer frequency control strategy, in the first layer, the ESAs enable primary frequency control to happen automatically without the need of interaction between the agents. Ranked in the secondary frequency control, the DGAs adjust the power outputs of the DGs until the microgrid reaches a new steady state. Therefore, each agent evaluates its corresponding distributed unit and makes the classification according to its relative participation during the frequency control. Universally, the controllers of inverters in the ESs respond in milliseconds. Otherwise, the MT and WT have a relatively slower response time. Accordingly, the distributed units of the microgrid can be classified into several levels. Related to the DMAS-based cooperative control structure, the ESAs act on primary frequency control; whereas the DGAs act on secondary frequency control and regulate the power outputs of the ESs to zero, and the multi-stage LS in the LAs is used as a standby source to ensure the effect of the secondary control. Therefore, in this study, the ESAs are defined as the first level, the DGAs belong to the second level, and the LAs are in the third level. Detailed classification of distributed agents is described in Table I .
Every agent knows its corresponding local power outputs and load conditions, but does not have direct access to the global information. It can only communicate with its immediate neighboring agents, which are connected to it through electrical lines. Thus, the main challenge in the design of a DMAS-based frequency control strategy is to discover the global information through information exchange between the decentralized agents. This can be resolved by the proposed optimized ACA-based information sharing detailed in Section III. The global information, such as the total power deficiency, total available power, and indexes of multi-stage loads can be discovered from the decentralized agents. Fig. 2 illustrates the flowchart of the DMAS-based cooperative frequency control strategy. The corresponding steps for the twolayer cooperative control of active power deficiency sharing and distribution can be described as follows:
Step 1) Each agent evaluates its response time for the distributed unit and makes the classification according to its relative participation during the frequency control. The primary frequency control occurs automatically in the ESAs, so that the total power output changes of the ESs can be regarded as the total active power deficiency of the microgrid (assume that the initial states of the ESs are zero) [12] , which is shared in the DMAS based on ACA, as in (8).
Step 2) Ranked as second, with regard to the DGs action in secondary frequency control, the total available power is estimated and shared by the optimized ACA-based information sharing method, to all decentralized agents as , as described in (8).
Step 3) In this step, the total power deficiency and the available power achieved by the ACA information discovery method are compared, and if , then the power deficiency will be made up by the power increasing for the DGs in the proportion of , as in (9). Step 4) Related to the discussion above, if > , it is necessary to implement LS because the reserve power in the DGs is not enough to make up the power deficiency, and the amount of load to be shed can be derived by , as in (10).
Step 5) Finally, the multi-stage LS approach is implemented to make up the power deficiency and the amounts of load for each LA are described in (11) .
A. Information Sharing for Microgrid
When a power disturbance occurs in the autonomous microgrid, the global information for cooperative frequency control of the DMAS includes the total number of agents that participate in global information sharing , the total power deficiency , and the available power and these are shared among the decentralized agents. The proposed ACA-based information sharing method is used to calculate global information indirectly. If (1) is initialized with the predefined index of the th agent, it will converge to the average through information sharing, thus the number can be easily determined as . Similarly, if (1) is initialized with active power changes of the ESs, it will converge to the average of total power deficiency after information sharing, which is represented as . The total power deficiency can be obtained by multiplying by . The process of the global information sharing can be expressed as where is the active power output change of the th ES unit in its initial state, is the maximum available active power of the th DG unit in its initial state, is the maximum active power capacity of the th DG unit, and is the active power of the th DG unit in its initial state.
To meet the plug-and-play operation requirements for a DMAS-based microgrid, an identity (ID) updating method for the agent is used for the ACA-based information sharing. If a new agent is added, the corresponding new agent will require a unique ID to interact with the existing agents, and during the plug-in operation only local information needs to be updated. Because agents participate in information sharing, the index of the th agent will converge to instead of as in (8) , so the new agent will determine its ID as being according to the converged average value. With respect to the plug-out operation, the IDs of the existing agents do not need to be updated during the information sharing. However, special attention is required during long-term or permanent changes to the network topology. If an existing agent is permanently removed, IDs of remaining agents may need to be updated to simplify the ID acquisition of new agents.
B. Cooperative Power Distribution
In the primary frequency control, the ESAs automatically control the ESs to make up the power deficiency immediately after a disturbance, while in the secondary frequency control, the DGAs increase the available power of the DGs and regulate the power outputs of the ESs to zero. In Section IV-A, and are achieved and shared by ACA to all decentralized agents. Different power distribution strategies will be carried out based on the comparison of with .
1) If
, then the power deficiency is offset by the DGs which have available power or reserve power, and each DGA increases its corresponding power in proportion to 2) If > , then the LS strategy must be implemented because the reserve power in the DGs is not enough to make up the power deficiency. The load to be shed is
C. Multi-Stage LS
First, taking advantage of the optimized ACA, the other global information (maximum capacity of load) is shared to all the decentralized agents as and , as in Section IV-A. Multi-stage LS is implemented based on the discovered information and the power deficiency is made up as . The information sharing process and the loads to be shed can be derived as follows:
where is the th load unit, ; is the maximum capacity limitation of the th load, is the load to be shed for the th load unit; and is the participation coefficient of the th load, which is achieved based on the stages of the loads. Note that the loads can be divided into three stages according to political and economic influences caused by load interruption. The first stage load is the uninterruptible power supplied vital load, interruption of which would cause great political reaction and economic losses, and even human casualties; interruption of the second stage load would cause certain political reaction and economic loss; and the third stage load is the nonvital adjustable load [14] . The proposed multi-stage LS takes the load stages into consideration, which can achieve frequency restoration mainly by adjustable LS and ensuring an uninterruptible power supply in the most important loads.
V. SIMULATION RESULTS
To test the effectiveness of the proposed approach, a simulated microgrid on PSCAD/EMTDC was developed. The simulated microgrid is an isolated self-governing microgrid, and the configuration of the simulated microgrid used in this study is shown in Fig. 3 . It is composed of a 0.38-kV distributed subsystem connected to a 10-kV distribution network through a 100-kVA transformer. The MT operates in the voltage (V) and frequency (F) control (VF control) mode and other DERs operate in the active power (P) and reactive power (Q) control (PQ control) mode. The total capacity of DERs is 135 kW, including 65 kW of MT, 40 kW of WT (DFIG), 10 kW of PV, 20 kW of , and 15 kW of . The total loads are 10 kW of first stage loads, 48 kW of second stage loads, and 77 kW of third stage loads. It has to be noted that the total loss of the lines in the distribution network and loss of the operation process are neglected for simplification and convenience of simulation.
PSCAD/EMTDC and MATLAB interface technologies are used to model the DMAS-based microgrid. More specifically, the microgrid is modeled in PSCAD, whereas the agents are simulated in MATLAB, and user-defined interface (UDI) models in PSCAD are designed to link these two platforms. Through these interface models, the agents in MATLAB can collect data from PSCAD and send the control reference values back to PSCAD for decentralized control after ACA-based information sharing in MATLAB, as shown in Figs. 4 and 5 . The communication time delay is estimated mainly based on the data size, communication speed, and convergence times, as described by (2) and (7).
As can be seen from Figs. 4 and 5, the UDI models in PSCAD can implement the interaction among the agents and controllable devices, and through these interface models, the data in PSCAD, such as the agent index, number of neighbors, active power outputs of the agent and its neighbors, and system frequency can be collected in MATLAB. The agents modeled in MATLAB can then exchange data with their neighbors and discover the global information using the ACA in a distributed manner. After information sharing, the control reference values are passed from the agents to the devices in PSCAD for decentralized control of the microgrid through the UDI models.
Note that the above UDI models provide the interfaces among the agents and the controllable devices, and the main characteristics of the agents, such as the autonomy, intelligence, sociality, proactivity, and adaptability, are modeled by heuristic procedures in MATLAB. Using these specific characteristics of the agents, the implemented agents can serve more functionalities than the traditional controls and solve the special needs and difficulties of the proposed decentralized frequency control. The corresponding functionalities the agents serve during the process of the control are described as follows: 1) Autonomous Local Control: Use the autonomy of agents to implement the local control autonomously, such as evaluate the corresponding distributed unit and make the classification according to its relative participation during frequency control, as can be seen in Table I ; estimate the available power of DGs, as in (10); and calculate the amounts of controllable loads, as in (11). 2) Proactive Disturbance Response: Use the proactivity and adaptability of agents to respond to the disturbances, such as monitor the frequency derivation and deal with the data for information sharing, as shown in Fig. 6 ; implement the multi-stage loads shedding when reserved power is not enough; and meet the requirements for the plug-and-play operations. 3) Intelligent Cooperative Control: Use the sociality and cooperation of agents to implement the information sharing and achieve a cooperative frequency recovery, such as perform convergence judgment of the ACA and send control commands back to PSCAD as in (9), (10), and (11). The lookup table for the network topology in Fig. 6 describes the data of the microgrid for information sharing, which are collected by the agents in a decentralized manner through the UDI models. It is not necessary to store these data in a central agent or a virtual central point, because the data are stored in each agent and exchanged among neighbors. The information exchange for an agent and its immediate neighbors is based on (1), and the data in this equation are all collected by the UDI models from PSCAD in a distributed way. For example, Agent 3, whose neighbor is Agent 1, only needs to exchange data with Agent 1 during the information sharing process. When the convergence judgment of the ACA is reached in each distributed agent, the control reference values are sent back to PSCAD for decentralized control through the UDI models.
A. Simulation Cases
At the beginning of the simulation case, the islanded microgrid works in a well-balanced state. MT works in the VF mode. PV operates in the maximum power point tracking (MPPT) mode, WT operates in the power reserve mode, and SMES and BESs operate in the PQ mode. The total output of DERs is 78 kW, including 38 kW of MT, 30 kW of WT (DFIG), and 10 kW of PV, and the BES is fully charged for power reserves. The total loads are 10 kW of first stage loads, 28 kW of second stage loads, and 40 kW of third stage loads.
Case A: Overload Scenario: When , an overload disturbance scenario occurs in the autonomous microgrid, the load in bus 4 changes from 40 to 52 kW; as a result, the power balance between the supply and demand does not match at that moment and the frequency starts to fluctuate.
Case B: Overload Scenario With Plug-In Operation: When , an overload scenario occurs in the simulation microgrid with load at bus 4 changing from 40 to 54 kW. At the same time, to enhance the primary frequency control capacity, the plugs into the microgrid and is identified as Agent 8, as shown in Fig. 3 . Fig. 6 , the information exchange coefficient between the neighbors can be determined by (5) for the optimized ACA-based information sharing method. Unlike the communication topologies of the other cases, the coefficient for information exchange between the neighboring agents , and the numbers of agents that participate in global information sharing , would change accordingly. According to the above (2), (8) , and (11), , , and can then converge to the new average values, respectively. Consequently, the global information of , , and is shared in a distributed way to all decentralized agents for decision making. Finally, based on the shared global information achieved by proposed ACA, the DMAS-based frequency control can be implemented to achieve a cooperative frequency recovery.
C. Convergence of Optimized ACA
In Case A, both the Metropolis and the proposed optimized Metropolis updating methods of ACA are used for information sharing, the corresponding updating matrix can be set according to (4) and (5), and the information sharing processes are shown in Fig. 7 .
It can be observed from Fig. 7 that the proposed method can adapt the plug-and-play operations of the switching topologies as a Metropolis method, and converge faster than the Metropolis method, with fewer iterations.
The time delay is the key issue for online frequency control of a microgrid. Generally, the time delay consists of the communication and calculation time delays. In this case, the calculation time delay in MATLAB can be ignored, and by setting , , and , the communication time delay under different communication speeds in terms of megabit/seconds can consequently be achieved according to (2) and (7). The time delays of Metropolis and the optimized Metropolis, for Case A, are calculated and compared in Table II. It is observed from Table II that the time delays of the optimized Metropolis are all smaller than those of Metropolis. Based on Fig. 2 , according to the flowchart of frequency control for an islanded microgrid, the frequency control is implemented to achieve the cooperative frequency recovery in Case A.
To test the influence of time delay on frequency control, the frequency control curves of the optimized Metropolis in Case A under different network speeds are described and compared, as shown in Fig. 8 .
Comparing the frequency control curves in Fig. 8 , it is obvious that the influence of time delay on frequency control is small. Even if the communication network speed is 2 Mb/s, the communication time delay in the simulation case is tolerable and can be acceptable for practical online frequency control in an islanded microgrid. About 8 Mb/s is chosen for the analysis in the following simulation cases by coordinating the cost and speed of communication.
D. Case B: Cooperative Frequency Control With Plug-In Operation
Depending on the ACA-based information sharing, both the and are shared with all decentralized agents in a distributed manner (and as Step 2 in Fig. 2 , the global information is compared as < ), so control decisions can be made to achieve the cooperative frequency control of the microgrid with communication time delay. The iteration processes of the information sharing are described, as shown in Fig. 9 .
The time delays for proposed ACA-based information sharing are estimated as 0.0018 and 0.0014 s, respectively, according to Fig. 9 , and have little influence on online frequency control.
Three types of strategies including no control, commonly used LS, and DMAS-based frequency control, are separately implemented to verify the validity of the proposed approach. It has to be noted that, because of the communication constraints, the commonly used LS applied in this study can maintain the frequency stability only by cutting the loads adjacent to the Fig. 10 .
From the power output curves of Case B in Fig. 10 , it is observed that the quick power change of the ES in primary frequency control is brought back to zero by the power increase of DGs in secondary control. In addition, the power output changes of the MT and WT in the secondary frequency control are both approximately consistent with the power commands calculated from (9) .
It is also observed from the frequency response curves of Case B in Fig. 10 that it is necessary to execute LS because the frequency in the dashed line is lower than 49.5 Hz. In the solid line, power deficiency is predicted and offset by the cooperative frequency control strategy with time delay; hence, the corresponding frequency of an islanded microgrid in this case recovers immediately. Compared with the commonly used LS, the frequency quickly becomes higher than 49.5 Hz, which avoids the measurement of LS and decreases the economic cost of operation.
E. Case C: Cooperative Frequency Control With Plug-Out Operation
According to Step 2 in Fig. 2 , the global information, such as and , is shared with all decentralized agents in a distributed way based on the proposed ACA information sharing, which is compared as > ( > ). Therefore, the control decisions are determined by Steps 4 and 5 in Fig. 2 , and the other global information is discovered as ( ). Accordingly, the LS is implemented based on the discovered global information and the iteration processes of information sharing are shown in Fig. 11 . It is observed in Fig. 11 that the time delays of information sharing, which are 0.0014, 0.0012, and 0.0013 s, have little influence on online frequency control.
In this case, the values of in (11) are set as 0.0, 0.5, and 1.0, which correspond to the first, second, and third stage loads, respectively. Based on (11), the loads to be shed for different stages are distributed as , , and , which are much less than that for commonly used LS (loads are shed adjacent to the faulty agent under communication constraints, 10 kW at bus 6). It can be observed from the curves of the second figure in Fig. 12 that the load changes are in accordance with the power commands distributed by the multi-stage LS strategy. According to the dashed-dotted line of the frequency response in Fig. 12 , it is obvious that the frequency of the islanded microgrid cannot recover to 50 Hz because the MT reaches its capacity limit. However in the solid curve, through both the multi-stage LS and power control of the DGs, the frequency was promptly restored to 50 Hz.
VI. CONCLUSION
A DMAS-based cooperative frequency control scheme for islanded microgrids has been presented and tested in this paper. The simulation results focus on demonstrating the following:
1) The optimized ACA can improve the convergence speed and make the proposed control strategy more adequate for online application; moreover, it is independent of the system configuration, which enables it to meet the requirements for plug-and-play operations of a microgrid. 2) Meanwhile, the DMAS-based cooperative frequency control using decentralized decision making can guarantee the consensus and coordination of distributed agents and effectively enhance the frequency stability of the autonomous microgrid. 3) In addition, the decentralized multi-stage LS can ensure frequency recovery when the power spinning reserve margin is insufficient.
