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Abstract—Recent explorations of Deep Learning in the phys-
ical layer (PHY) of wireless communication have shown the
capabilities of Deep Neuron Networks in tasks like channel
coding, modulation, and parametric estimation. However, it is
unclear if Deep Neuron Networks could also learn the advanced
waveforms of current and next-generation wireless networks,
and potentially create new ones. In this paper, a Deep Complex
Convolutional Network (DCCN) without explicit Discrete Fourier
Transform (DFT) is developed as an Orthogonal Frequency-
Division Multiplexing (OFDM) receiver. Compared to existing
deep neuron network receivers composed of fully-connected
layers followed by non-linear activations, the developed DCCN
not only contains convolutional layers but is also almost (and
could be fully) linear. Moreover, the developed DCCN not only
learns to convert OFDM waveform with Quadrature Amplitude
Modulation (QAM) into bits under noisy and Rayleigh channels,
but also outperforms expert OFDM receiver based on Linear
Minimum Mean Square Error channel estimator with prior
channel knowledge in the low to middle Signal-to-Noise Ratios of
Rayleigh channels. It shows that linear Deep Neuron Networks
could learn transformations in signal processing, thus master
advanced waveforms and wireless channels.
Index Terms—Wireless Communications, Physical Layer, Deep
Learning, Artificial Neuron Networks, OFDM, Modulation
I. INTRODUCTION
Despite the great success of Deep Learning in a number
of fields, its application in wireless communication, especially
the physical layer (PHY), was explored only very recently [1]–
[9]. Many considered that phenomenons in the physical layer
of over-the-air wireless communication, such as noise, fading,
channel impairment, etc, have been understood, and addressed
by well-established theories of signal and coding. On the other
hand, although some progresses, such as signal classification,
have been achieved in recent works [1]–[9], it is yet unclear
if Deep Learning (DL), known as a black box approach good
at structured tasks those are easy for human while hard for
traditional analytical approaches, would be able to outperform
white-box approaches, such as signal and coding theories.
Currently, the applications of DL in wireless communica-
tions are mostly focused on enhancing certain functionalities
[7], [10]. Above the PHY level, DL is applied in resource
management, such as traffic prediction on network level [11],
interference alignment [12], as well as decision makings such
as power control and spectrum sharing [13]. Among the
researches of DL in PHY, many works focus on enhancing
certain components in wireless system [7], such as signal
Fig. 1. General AutoEncoder (Top) v.s. Communication AutoEncoder.
classification [1], [2], detection [8], channel coding [3], [5],
channel estimation [8], [14], [15], Direction-of-Arrival (DoA)
estimation [14], or control problems such as antenna titling.
Another thread of researches attempt to establish a novel, end-
to-end, communication architecture entirely based on Deep
Neuron Networks (DNN) [4], [6], [7].
Among these efforts, building a DL-based end-to-end wire-
less communication architecture is the most aggressive attempt
that could potentially transform the field that is largely based
on expert knowledge and models. In [4], [6], the end-to-end
wireless PHY is viewed as an autoencoder (AE), as illustrated
in Fig. 1. Compared to a typical AE in the DL field that
processes structured data such as image and natural language,
as shown in Fig. 1, a communication AE has two unique
characters: First, the objective of communication AE is to
find latent coding that can carry information over detrimental
wireless channel, generally by increasing the redundancy,
while typical AE is intended to find compact representations
of structured data in lower-dimensional latent space without
concern of pollution of the code. Second, communication AE
is designed to learn the inherit behaviors of channel rather
than the structure of data. Data in a communication AE–input
and output bits–is considered unstructured and incompressible.
Therefore, an communication AE should be trained over a set
of channel(s) with random data.
Numerical and experimental evaluations in [4], [6] demon-
strate the capability of DNN in learning key PHY function-
alities all together, e.g. channel coding, modulation, carrier
synchronization. QAM-like constellations different from those
designed by experts are created by their AEs. However, none
of these works have shown the ability of DNN in mastering
advanced waveforms in modern wireless networks, such as
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the family of Orthogonal Frequency Division Modulation
(OFDM). Furthermore, AEs in [4], [6] have not outperformed
expert-designed wireless communication systems.
Building an DNN that work with OFDM signal without
using explicit Discrete Fourier Transform (DFT) module is a
clear demonstration of the capability of DL in learning (and
potentially creating) advanced waveforms. Waveform genera-
tion relies on various complex convolutions, such as filter and
DFT, on digital base-band signal that is typically represented
as complex number–the In-Phase and Quadrature (IQ) data.
However, complex convolution is not currently supported by
popular Deep Learning platforms, such as TensorFlow [16],
Keras [17]. On the other hand, due to the lack of theoretical
guidance on using non-linear activations, the extensive usages
of Rectified Linear Unit (Relu) [4], [6], [8] seems to contradict
with existing, generally linear, signal processing techniques.
In this paper, an OFDM receiver entirely based on Deep
Complex Convolutional Network (DCCN) is developed with-
out using any FFT/IFFT modules. The DCCN receiver con-
tains a basic OFDM receiver and a separated channel equalizer.
Following the principle of signal processing, the developed
DCCN model is significantly different from existing works
[4], [6], [8] that only use Fully-Connected hidden layers with
Rectified Linear Unit (Relu) activation. Our model contains
both dense and convolutional layers which are mostly linear-
activated, and new structures of residual and skip connections.
Moreover, complex convolutional layer is implemented within
Tensorflow [16] to process complex IQ data, instead of treating
it as two independent real numbers. The DCCN-based OFDM
receiver achieves similar bit error rate (BER) of an expert
receiver on 2,4,8, and 16 QAMs in AWGN channel, and learns
to exploit the Cyclic Prefix to outperform an LMMSE channel
estimator with prior channel information in Rayleigh channels
over low to middle SNRs. This work shows the capabilities
of Deep Learning in complex signal transformations that are
key to master waveforms and channel behaviors.
The rest of this paper is organized as follows: Related work
is discussed in Section II. OFDM communication system is
introduced in Section III. In Section IV, the model and training
approaches of DCCN receiver and equalizer are introduced.
Numerical evaluation results are presented in Sections V.
Finally, the paper is concluded in Section VI.
II. RELATED WORK
A. Deep Learning in PHY of Wireless Communications
Deep learning for wireless communication in physical layer
emerged only lately. In surveys [7], [10], it is pointed out
that Deep learning could be used for modulation recognition,
channel decoding, and detection to enhance existing wireless
communication system, and can also be used to construct novel
communication architecture, extend existing expert knowl-
edge, for multi-user and MIMO. In [1], a convolutional (Conv)
network is developed to classify the modulation of radio
signal. In [2], a Radio Transformer Network (RTN) based on
Conv and FC layers with Relu activations is developed for
parametric estimation and recover signal, e.g. from Carrier
Frequency Offset (CFO). Despite Complex Convolutional (C-
Conv) layer is introduced in [2], it is not used in RTN, in
which complex number is represented by power and phase but
real and imaginary parts. For many tasks, this representation
could be problematic as the phases of two nearby samples may
jump from −pi to pi. An end-to-end wireless communication
architecture based entirely on DNN is introduced in [4],
where the entire PHY is viewed as an autoencoder trained by
unsupervised learning. The Deep Learning PHY is expanded
to multiple-input multiple output (MIMO) system in [5] by
introducing spatial-temporal coding. The DNN models in [4],
[5] are both based on dense (Fully-Connected (FC)) layers,
normalization, and activations such as Relu and Softmax.
Channel State Information (CSI) is estimated in [5] via FC
layers with Relu activation at the receiver. In [3], Deep Learn-
ing based channel encoding is explored in AWGN channel
with impairment. Comparison in [3] shows that DNN networks
(Fully-Connected Layers) always outperform or equal to CNN
networks (network with Convolutional (Conv) layers). In [6],
an DL based end-to-end communication system is developed,
where dense layers with Relu are used at both transmitter and
receiver. However, the resulted BER performance in [6] under-
performs existing DQPSK in both AWGN simulation and real
channels. In [18], an OFDM end-to-end autoencoder based on
FC layers and DFT/IDFT is claimed to outperform the QPSK
with MMSE channel estimation in block error rate (BLER).
However, to the best of our knowledge, learning advanced
waveforms have not been addressed in all those works.
B. OFDM System and Its Enhancements
OFDM system is the most popular system in modern
wireless communication. In [19], [20], the OFDM physical
layer and various channel estimation approaches are intro-
duced. Any improvements on OFDM system would significant
impact the existing wireless system. Several enhancements is
proposed to improve OFDM system, such as , Filter Bank
MultiCarrier (FBMC), UFMC, GFDM [21] for next generation
communication system such as 5G. These new waveforms
are generally modifications of OFDM for better character-
istics with regards to various interferences. An constellation
enhancement approach [22] and DL-based coding system [23]
are proposed to reduce the Peak to Average Power Ratio
(PAPR) of OFDM waveform.
At the receiver side, several works explored the use of
Cyclic Prefix (CP) to enhance the performance of OFDM
receiver [24]–[27]. CP is a redundancy of time-domain OFDM
symbol which is necessary to mitigate intersymbol interference
(ISI), but takes up a portion of spectrum resource in time
domain. A key of exploiting CP is to determine the unpolluted
length in CP. Our work is a complementary of existing
analytical approaches, such as Maximum Likelihood [24],
[26], Factor Graph [25], [27] in exploiting CP.
Several recent works focus on DL-based enhancements of
OFDM receiver [8], [9]. In [8], an 5-layer DNN-based OFDM
receiver simultaneously implements channel estimation and
modulation symbol recovery. Their model uses Relu activation
(a) Diagram of OFDM PHY [20] (b) Exemplary OFDM Frame Structure [26]
Fig. 2. OFDM Communication System Physical Layer.
for hidden layers, and sigmoid for output, and equalization and
recovery are trained in 2 stages. However, channel equalizer
and receiver are separated in this paper, and our receiver
directly output bits instead of IQ data. Moreover, [8] only
studies QPSK with a block type pilot, of which could not be
replicated for higher order modulation with direct bit output.
A DL-based OFDM receiver in [9] is claimed outperforming
LMMSE channel estimator by initialized to known model.
However, explicit usage of FFT/IFFT [9], [18], [23] could not
demonstrate the ability of DNN in learning waveforms.
III. OFDM COMMUNICATION SYSTEM
The physical layer (PHY) of OFDM communication is in-
troduced in this section. Specifically, the transmitter, receiver,
channel process, and channel equalization in expert system are
introduced to serve as the baseline of this paper.
A. Physical Layer
The block diagram of the PHY of OFDM communication
system is illustrated in Fig. 2(a). Input bits of the OFDM
transmitter is first encoded (with redundancy) to reduce er-
rors in specific channels, the encoded bits are mapped into
constellation on the In-Phase and Quadrature (IQ) plane via
modulation, the resulted IQ data is represented as complex
number. Pilot and guard bands are inserted to the IQ data
to form frequency-domain OFDM symbol. The frequency-
domain OFDM symbol is then transformed into time-domain
via Inverse Discrete Fourier Transformation (IDFT), and then
converted in to 1 dimensional (1D) via Parallel to Serial (P/S)
conversion. Cyclic Prefix (CP), which is a section of time-
domain IQ data from the end, is copied to the beginning
of time-domain IQ data to form a full time-domain OFDM
symbol, as shown in Fig. 2(b). The base-band IQ data stream
is then up-converted to radio frequency (RF) and broadcast
over-the-air by RF frontend. The radio wave propagated over
wireless channel is received and down-converted into base-
band digital IQ data by the RF frontend of receiver. A carrier
synchronizer recovers time-domain OFDM symbols, and send
it to base-band receiver. At the receiver, CP is first removed
and rest of the IQ data is transformed to frequency domain via
FFT. A channel equalizer estimates the responses of channel,
and equalize the received IQ data distorted by the fading
channel. Next, the equalized frequency-domain IQ data is
demodulated to soft bits (float numbers), which are further
decoded by channel decoder into binary bits. The output bit
stream is sent to next layer and recovered into packets. Note
that channel equalization is for fading rather than AWGN
channel. Moreover, channel coding is ignored in this paper
in order to focus on the lower PHY.
OFDM communication system is usually based on physical
frame composed by multiple OFDM symbols, as illustrated
by an example in Fig. 2(b). The notations of parameters
in a OFDM frame are defined as follows: OFDM symbol
contains N subcarriers, where N is the size of IDFT at
transmitter. Among these N subcarriers, there are total of G
guard subcarriers at the center (DC guard band) and edge (edge
guard band). A OFDM frame contains multiple consecutive
OFDM symbols, which is denoted as F . A resource cell refers
to a subcarrier of an OFDM symbol. For each OFDM frame,
there are P cells allocated as training signals (pilot) known by
both transmitter and receiver, and the rest D cells allocated to
modulated IQ data. Moreover, in time domain, cyclic prefix
(CP), which is a copy of a section of time-domain OFDM
symbol, is added to the beginning of each OFDM symbol.
As a result, the total length of time-domain OFDM symbol
will be increased from N to S. These parameters are usually
prescribed according to channel characteristics, such as coher-
ence time, coherence bandwidth, and total channel bandwidth.
Meanwhile, for m-ary modulation, each constellation points
contains m bits, and there are 2m constellation points.
B. Wireless Channel
From the perspective of digital base-band, the wireless
channel not only include over-the-air propagation between
transmit and receive antennas, but also everything on the RF
frontend. However, in this paper, we only consider a wireless
channel with fading and noise processes, as a well accepted
simplification [20]. The wireless channel is modeled as:
y = x ∗ h+ n , (1)
where vectors x and y are time-domain transmitted and
received signals, vector h is time domain channel coefficient,
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Fig. 3. The Effects of Different Wireless Channels on QPSK Modulation,
SNR 6dB, on IQ Plane (x: In-Phase, y: Quadrature).
vector n is time domain white noise, and ∗ stands for convo-
lution. (1) can also be represented in frequency domain as:
Y = X H +No , (2)
where the vector X , Y , H , and No are frequency domain
transformation of x, y, h, and n, e.g. X = DFT (x). No is
still white noise.  stands for element wise production. Fading
channel is modeled as a tapped delay line, in which channel
responses, h, are a train of impulse responses [20]:
h(t, τ) =
K−1∑
i=0
hi(t)δ(τ − τi) , (3)
where the ith tap, hi(t), is a complex number representing
amplitude and phase of the ith path of signal propagation,
and
∑K−1
i=0 ||hi(t)||2 = 1. The fading coefficients varies by
radio environments. Fading is called slow fading if the channel
coefficients keep relatively constant within a frame, vise versa
fast fading. Although theoretically, channel coefficient can also
change within an OFDM symbol, this situation is usually not
considered based on the assumption that the OFDM frame
parameters are carefully selected before hand based on prior
knowledge of wireless channel.
K in (3) stands for number of propagation paths in the
channel. For an OFDM symbol, if K = 1, channel coefficients
would be constant across all the sub-carriers, the channel is
flat fading. If K > 1 (multipath), channel coefficients may
vary across sub-carriers, the channel is frequency selective. In
Rayleigh channel, the real and imaginary parts of hi follow
identically independent Gaussian distributions, and ||hi||2 fol-
lows Rayleigh distribution. The effects of different fading on
OFDM frame in frequency domain are illustrated in Fig. 3.
Note that only noise and fading are considered, while channel
impairment for channel coding is left for future works.
The multipath propagation introduces Inter-Symbol Interfer-
ence (ISI) at the receiver, as shown in Fig. 2(b). To mitigate
ISI, proper length of Cyclic Prefix is selected such that ISI
from OFDM symbol i only stays in the CP of OFDM symbol
i+1 in the worst cases. CP is usually dropped out at the OFDM
receiver to eliminate ISI. However, not all the CP is polluted by
ISI in most cases, therefore, the CP, as a redundancy of main
signal, can be exploited to improve the receiver performance.
This work shows that except existing analytical approaches
[24]–[27], exploiting the CP to enhance receiver performance
can be learned by DCCN.
Fig. 4. Typical OFDM Pilot Patterns: Comb, Block, and Scattered.
C. Channel Estimation and Equalization
In communication system, training signal (pilot) is inserted
to the frames so that the receiver could estimate the channel
responses, based on the assumption that pilot and data are
distorted similarly. A proper pilot pattern is designed to meet
such assumption. Typical pilot patterns in OFDM system are:
block, comb, and scattered, as shown in Fig. 4 [20]. The pilots
could be a constant value on IQ plane, or known sequence with
low auto-correlation (e.g. LTE system). The simplest channel
equalization in OFDM system is based on Least Square (LS)
estimator [19], [20]:
XˆD =
YD
f(HˆP )
, where HˆP =
YP
XP
, (4)
where XP and YP are transmitted and received pilots in
frequency domain, respectively, and YD and XˆD are received
data and recovered transmit data, respectively. The channel
coefficients of data cells are obtained by interpolation, f(.),
of channel estimates on pilot HˆP . Common interpolations in-
clude linear, spline, low-pass-filter, and DFT [19], [20]. Other
estimators, such as Minimum Mean Square Error (MMSE),
Linear MMSE (LMMSE), Maximal likelihood, and parametric
channel modeling-based (PCMB) estimator, are based on LS
estimation and/or prior channel knowledge [19], [20].
IV. DCCN-BASED OFDM RECEIVER
In this section, the design and training approaches of the
Deep Complex Convolutional Network (DCCN)-based OFDM
receiver are introduced. The DCCN-based OFDM receiver
contains a basic OFDM receiver without channel equaliza-
tion, and a separate channel equalizer. The design of the
basic OFDM receiver and channel equalizer are inspired by
expert OFDM receiver and LS channel equalizer. Therefore,
the design of flow-graph is described as function blocks of
expert OFDM receiver and LS channel equalizer. However,
the actual behavior of each layer of a trained model may be
different from the designed purpose. Rather than specifying
the functionality of each layer, this design approach is to
ensure a basic LS estimator is at least in the search space
of deep learning by leveraging field knowledge. In fact, the
design is to contain rich computational redundancy, hoping
that some unknown solution or phenomenon may be learned
or discovered. After training, most redundancy would be
removed, and skip connection structure is to give the DCCN
model maximal flexibility to achieve best performance.
Fig. 5. Implementation of a 1D Complex Number Conv Layer (8 × 8 × 1)
based on a 2D Real Number Conv Layer (16× (1, 8)× 1)
A. Complex Layers
Currently (Oct, 2018), complex neuron network is not yet
supported by popular Deep Learning platforms. For example,
Tensorflow [16] and Keras [17] only supports untrainable
complex operations, such as FFT, and IFFT, but not supports
complex numbers in trainable Neuron Network layers, like
fully-connected (FC), and convolutional (Conv) layers. The
construction of complex neuron networks is addressed in [28].
The major concern is complex multiplication:
(a+ bi)× (c+ di) = (ac− bd) + (ad+ bc)i . (5)
For a minimal FC complex layer with input and output both
of size 1, consider its input as a + bi and weight as c + di.
Based on (5), the complex FC layer can be implemented by
real FC layer with input and output both of size 2. The 4
weights of the real FC layer are able to be trained to be c, −c,
d, −d. Therefore, a real FC layer is capable of implementing
a complex FC layer of half size. A complex Conv layer can
be implemented by a higher dimensional real conv layer with
double filters [1]. As illustrated in Fig. 5, an 1D complex Conv
layer of size 8 × 8 × 1 (which stands for 8 filters, each with
a size of 8, and channel of 1) can be implemented by a 2D
real conv layer of size 16× (1, 8)× 1. In this work, real and
imaginary parts of a complex tensor are in the last dimension.
Digital Signal Processing in OFDM system is generally
linear transformation (on complex numbers). Moreover, the
real and imaginary parts of IQ data are in both positive and
negative regimes. Therefore, we only use tanh activations for
IQ data by treating a complex number as two independent
real numbers. Non-linear operations are between bit and IQ
domains, such as modulation and demodulation. In demodu-
lation, IQ data is simply viewed as 2 real numbers, and Leaky
Rectified Linear Unit (LRelu) is used only for real numbers.
B. Basic DCCN Receiver
The basic DCCN receiver is an OFDM receiver without
channel equalizer. The flow graph of basic DCCN receiver is
illustrated in Table I. The DCCN receiver model contains three
parts: the first part includes first 3 layers, which is intended to
transform time-domain OFDM symbol into frequency domain.
The major component of the first part is a Complex Conv
(C-Conv) layer of size N × S(N) × 1. The basic DCCN
receiver can take in or drop CP by configuration. Dropping
CP is implemented by an optional slice operation before the
Table I. Basic DCCN OFDM Receiver Flow-Graph
Layer Type Output Shape
Input Batch Normalization [B, F , S, 2]
(CP-Drop) Slice (Optional) [B, F , N , 2]
DFT-Like Complex 1D-Conv, N × S(N)× 1 [B, F , N , 2]
Reshape0 Reshape [B, 2FN ]
Extraction Fully-Connected [B, 2D]
IQ Data Reshape [B, D, 2]
Const1 Real Conv, 2m × 1× 2 [B, D, 2m]
Const2 Real Conv, 2m × 1× 2m [B, D, 2m]
Activation0 Leaky Relu [B, D, 2m]
Concat Concatenate (IQ Data, Activation0) [B, D, 2m + 2]
Demod Fully-Connected [B, D, 2m]
Activation1 Leaky Relu [B, D, 2m]
Reshape2 Reshape [B, D, m, 2]
Output Softmax [B, D, m, 2]
Fig. 6. Block Diagram of DCCN Training System.
C-Conv layer. The second part contains layers 4 to 6, which
is intended to extract all the data cells of an OFDM frame,
this is implemented by a FC layer. Parts 1 and 2 parts are for
processing IQ data (complex number), of which the real and
imaginary parts are stored in the last dimension of tensors.
Part 3 is for demodulation, which is convert the complex IQ
data into soft bits. Part 3 treat the real and imaginary parts
of complex IQ data as 2 channels of real number. The IQ
data is fed to 2 Real Conv (R-Conv) layers with 2m filters,
followed by a LRelu activation. A skip connection is designed
to combine the original IQ data and the output of LRelu
activation, and feed them together to a final FC layer. The FC
layer is followed by an LRelu activation and then an softmax
activation. The output of softmax activation are soft bits, which
represents each bit with 2 real numbers (e.g. Log-Likelihoods
of 0 and 1).
Since channel coding is out of the scope of this paper, we
simply use hard decision to get output bits from the soft bits.
The cross entropy and bit error rate (BER) are then calculated
from soft bits and output bits by comparing with input bits.
The cross entropy and BER are used to construct loss function
for training of the DCCN models, as shown in Fig. 6.
C. DCCN Channel Equalizer
The channel equalizer of OFDM receiver is usually located
in frequency domain, (Fig. 2(a)) to avoid convolution opera-
tion. In this work, a standalone equalizer is designed before
the basic receiver for the convenience of implementing transfer
learning (detailed in Section IV-D) in Tensorflow [16]. The
Table II. DCCN Equalizer Flow-Graph
Layer Type Output Shape
Input Layer Norm, (per frame) [B, F , S, 2]
(CP-Drop) Slice (Optional) [B, F , N , 2]
Reshape0 Reshape [B, F , 2S(N)]
CP Process Fully-Connected [B, F , 2N ]
Reshape1 Reshape [B, F , N , 2]
DFT-Like 1D Complex Conv, N ×N × 1 [B, F , N , 2]
Reshape2 Reshape [B, 2FN ]
Pilot Fully-Connected [B, 2P ]
Est0 Fully-Connected, input: Pilot [B, 2P ]
Est1 Fully-Connected, input: Pilot-Est0 [B, 2P ]
Est2 Fully-Connected, input: Est0-Est1 [B, 2P ]
Est3 Fully-Connected, input: Est1-Est2 [B, 2P ]
Est4 Fully-Connected, input: Est2-Est3 [B, 2P ]
Concat Concatenate (Pilot, Est0, ..., Est4) [B, 12P ]
Interpolate0 Fully-Connected, activation: tanh [B, 2FN ]
Interpolate1 Fully-Connected, activation: tanh [B, 2FN ]
Interpolate2 Fully-Connected, activation: tanh [B, 2FN ]
Reshape3 Reshape [B, F , N , 1, 2]
2D-Filter 2D Complex Conv, 1× (F,N) × 1 [B, F , N , 1, 2]
Estimates Reshape [B, F , N , 2]
Equalization Complex Division: DFT-Like/Estimates [B, F , N , 2]
IDFT-Like 1D Complex Conv, N ×N × 1 [B, F , N , 2]
Reshape4 Reshape [B, 2FN ]
CP Handle Fully-Connected [B, 2FS]
Output Reshape [B, F , S, 2]
flow graph of the equalizer, as presented in Table II, contains
4 parts by design. The first (layer 0-5) and fourth parts (last
4 layers) are DFT/IDFT-like complex Conv layers intended
to perform time/frequency domain transformation. Notice that
in part 1, a FC layer is placed before the DFT-Like layer to
process CP. In part 4, the IDFT-Like layer is followed by a
FC layer for adding back CP. Part 2, from layers 6 to 19, is
for channel estimation. Part 3, layer 20, is frequency domain
channel equalization implemented by complex division: the
output of part 1 (frequency domain receive signal) over the
output of part 2 (channel estimates).
In part 2, the channel estimator, the first step is extract pilot
in a frame with FC layer, followed by a FC layer for LS
estimation. Next, 4 layers of FC layers are followed to estimate
the residual of previous estimation. The layers of pilot, 1st
order LS estimation, and 4 residual estimations are all fed into
next Interpolation block through a skip connection structure
(Concat). The interpolation block contains 3 FC layers with
tanh activation of full frame size, followed by a 2D complex
Conv layer of size 1 × (F,N) × 1 (1 fiter with size (F,N)
and 1 channel), as 2D-Filter. The output of the 2D Filter is
reshaped to match the size of frequency domain signal from
part 1. Through experiments, we found that similar model
without the residual components and skip connections would
have significantly worse performance.
For a particular CP option, the same DCCN flow graph
is used for all modulations and fading settings, but trained
separately, hence end with different parameters. The only
difference between CP options is whether or not dropping the
CP in part 1 of the DCCN equalizer flow-graph.
Fig. 7. 2-Stage Transfer Learning for Training The Receiver and Equalizer.
D. 2-Stage Training
The training setting of DCCN receiver, as illustrated in
Fig. 6, contains an online random generator creating random
bits as training labels, a OFDM transmitter translate input
bits into time domain OFDM symbols (transmit (Tx) signal).
A channel model adds fading and noise to the Tx signal to
create receive (Rx) signal. The Rx signal is the training data
fed into the DCCN model. The output of DCCN model are
soft bits, and output bits are generated by hard decision. The
cross entropy and BER are calculated based on training labels
and predictions (Soft bits and output bits). The total loss, L,
is calculated by sum of the cross entropy (CE), logarithmic
BER, and regularization loss (Lreg) of the model:
L = CE + log10(BER) + Lreg . (6)
The logarithmic BER could prevent diminishing gradient due
to tiny changes of CE when BER is very small. With the loss
function, Adam optimizer runs back-propagation to optimize
randomly initialized DCCN model during training.
The equalized DCCN receiver is too complex to be trained
together at one time. At best, it takes several times longer
than training them separately. Most likely, it never start to
converge. Therefore, transfer learning is adopted to train the
DCCN receiver and equalizer in two stages, as illustrated
in Fig. 7. In stage 1, the basic DCCN receiver is trained
in AWGN channel. Fading is removed from channel model
in the generation of training data, Rx Signal. When training
is completed, the trained DCCN receiver (flow graph with
parameters) is saved, and the TensorFlow session is closed.
In stage 2, a second TensorFlow session is first initialized for
graph-editing. The pre-trained basic DCCN receiver is loaded,
and a new model of DCCN Equalizer is built and inserted
before the trained DCCN receiver. Then, the edited flow-graph
is saved and the second session is closed because graph editing
and training have to be in different sessions. After that, a third
session is initialized and the previous flow graph is loaded for
training. The same cost function is used in stages 1 and 2. At
stage 2, fading is included in the generation of training data,
and only the DCCN equalizer is trained. The graph-editing
technique enables the DCCN receiver to pass the gradients in
back-propagation without being updated in stage 2.
To improve the training efficiency, several techniques are
used. First, the training data is fed to the model in mini
batches. The batch size is set to 512 OFDM symbols (64
OFDM Frames). With mini-batch technique, we could leverage
the high throughput parallel processing capability of GPU,
while minimize its high IO latency. Second, in the pro-
gramming of NumPy-based OFDM transmitter and fading
modules, data processing are vectorized and large loops are
avoided. Third, the learning rate is set to 0.001 initially
and decay exponentially every 2.5 episodes. This ensures a
smaller learning rate for fine-tuning the model at later phase
of training. Beside setting a maximum number of training
episodes, we also set an early stop mechanism to end the
training if key performance metric (BER) was not improved in
a fixed window of most recent episodes. Notice that since we
could not use all the possible training labels (246m bits) for
training, but generate random bits for each episode, we use
episode instead of epoch (an iteration that all training data
went through once) throughput this paper.
E. Training Signal-to-Noise Ratio
There is no clear guidance of setting the training SNR for
a DL-based PHY. SNR of 5dB is recommended in [3]. In
this paper, we found that relatively low training SNR (e.g.
3dB EbNo) generally helps to achieve better performance
with less training. Noise helps to regularize Artificial Neural
Networks to avoid over-fitting. However, only low training
SNR may hide some flaws of the model. For example, a flawed
model maybe trained to contain an small systematic error
which outputs slightly more 1s than 0s. At lower SNRs, this
systematic error is hidden by relatively large BER. However,
such bias will persist and cause a BER floor in high SNR
regime.
To minimize systematic error, a combination of low and
high SNR setting are used in training. For m-ary modulation,
the base SNR is set as 3m dB. At stage 1, for every 8 OFDM
frames, there are 4 frames with SNR of 3m dB, 1 frame of
3m−3 dB, and 3 frames of 3m+5 dB. This combination helps
to improve the training efficiency while minimize systematic
errors. At stage 2, the SNR offsets are [−3, 0, 0, 3, 6, 9, 12, 17]
dB for every 8 OFDM frames in training. Under this con-
figuration, the channel estimator is exposed to a wide range
of SNR during training. This is because pilot signal carries
different amount of channel information at different SNRs,
channel estimator trained at a narrow range of SNR is more
likely to be over-fitted to a specific SNR range.
V. EVALUATION RESULTS
The performance of DCCN receiver is evaluated by its bit-
error-rate (BER) in different channel and SNR settings. First,
the BER of basic DCCN receiver in Additive Gaussian White
Noise (AWGN) channel is presented, followed by the BER
of equalized DCCN receiver in two Rayleigh fading channels:
flat fading and multipath fading. m-QAM modulation (m ≤ 4)
Table III. Configurations of The Evaluated OFDM System
Sample Rate 10 Msps
Frame Size F = 8 OFDM Symbols
FFT Size N = 64
CP Length CP = 16
Guard Band G = 10: 4 upper band, 4 lower band, 2 DC
Pilot Cell /Frame P = 64
Data Cell /Frame D = 368
PAPR Limit 8 (9 dB)
Pilot Pattern Scattered
Pilot Value 1 + 1i, equal to peak constellation power
Modulation BPSK, QPSK, 8-QAM, 16-QAM (Gray code)
Fading Model Rayleigh: (1) Flat, (2) Multipath (EPA [30])
Channel Coherence Slow Fading, channel taps updated per frame
CFO 0 Hz
Fig. 8. Scattered Pilot Covers All SCs in a Frame with 8 Cells Per Symbol.
are evaluated. There are 2 options for the basic and equalized
DCCN receivers: with and without Cyclic Prefix. A model for
each modulation and CP option is built, trained, and tested.
The DCCN receivers are benchmarked by an expert OFDM
receiver, as shown in Fig. 2(a), implemented in Matlab [29].
The OFDM system and fading channel are configured as
in Table III. The sample rate is 10Mbps. An OFDM frame
contains 8 OFDM symbols with FFT size of 64 and Cyclic
Prefix (CP) length of 16. Each OFDM symbol has 10 guard
subcarriers (SCs) including Direct Current (DC), 8 pilot SCs
and 46 data SCs. The numbers of pilot and data cells in
each frame are 64 and 368, respectively. Pilots are scattered
and spread across all non-guard SCs, as illustrated in Fig.
8. This pilot pattern is efficient in spectrum resources, and
ensures consistent performance of benchmark channel estima-
tion algorithms, as apposed to other types [8]. Each pilot has
value of 1 + 1i. The maximal power of the constellation for
a given modulation is normalized to pilot power. Gray code
is applied for mapping between constellation and bits. After
the transmitter, the Peak to Average Power Ratio (PAPR) of
OFDM waveform is limited to 9dB. The AWGN and Rayleigh
channels are tested. Fading channel includes flat fading and
multipath fading, the latter is Extended Pedestrian A model
(EPA) from 3GPP [30]. Slow fading is considered, in which
the channel taps are updated per frame. With EPA model,
there would be InterSymbol Interference (ISI) within a frame,
but no ISI across frames which could be eliminated by the
gap slot between 2 frames. The delay spread of EPA model
(450 ns) is shorter than CP (1600 ns). For simplicity, perfect
synchronization is considered at receiver, so that time and
frequency offsets, as well as Doppler shifts are ignored, which
are already addressed in [2], [6]. This configuration emulate
a baseline scenario of LTE system. For fading channel, the
Table IV. Training Configurations for m-ary Modulation
Setting DCCN Receiver DCCN Equalizer
Maximum Episodes 1200m 4000m
Early Stop Window 200 episodes 200 episodes
Initial Learning Rate 0.001 0.001
Learning Rate Decay Exponential, Rate 2%, Step 500 (2.5 episodes)
Baseline SNR (dB) 3m 3m
∆SNR in 8 Frames (dB) −3, 0, 0, 0, 0, 5, 5, 5 −3, 0, 0, 3, 6, 9, 12, 17
Training Bits / episode 102400× 46×m bits
Batch Size 512× 46×m bits
Testing Bits per SNR 160000× 46×m bits
Test SNR Points -10 to 29 dB, step: 1 dB
Optimizer SGD with Adam
(a) Stage 1: Receiver (b) Stage 2: Equalizer
Fig. 9. Training of DCCN Models: Cross Entropy by Episodes
noise power is set according to SNR based on the average
signal power of 64 OFDM frames (512 OFDM Symbols).
The configurations for the training of DCCN receiver and
equalizer with m-ary modulation are detailed in Table IV.
Stochastic gradient descent-based Adam optimizer with mini
batch size of 64 frames are used. For each episode, a new ran-
dom bit stream (training labels) is generated and converted into
corresponding training data by expert OFDM transmitter and
channel model. Since training labels are completely random,
the total cost for early stop is based on training data rather
than a separate test data set. The training ends either when
reach to the maximum number of episodes, or the total cost
was not improved over the most recent 100 episodes (early
stop window). The learning rate is set to 0.001 initially and
decayed by 2% every 500 steps or 2.5 episodes. SNR is set
per frame based on baseline SNR of 3mdB with different ∆
values per 8 frames. Each training episode contains 200 mini
batches, and testing bits of 2000 frames for each of 40 SNR
points (-10 to 29 dB with 1dB step).
Training a DCCN model takes from 250 to 1300 episodes,
as shown in Fig. 9. The training process starts with a quick
fitting followed by a long fine-tuning phase: the cross entropy
decreases drastically in the first 10-50 episodes, then slowly
but steadily until hitting a floor.
A. Additive Gaussian White Noise Channel
The BER performance of basic DCCN receivers in AWGN
channel over the full range of testing SNR is presented in Figs.
10. The benchmark is Matlab-based expert OFDM receiver
without equalizer [29]. The basic DCCN receiver with CP
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Fig. 10. BER of DCCN Receiver by SNR in AWGN Channel, benchmarked
by expert OFDM receiver.
outperforms the benchmark, while DCCN without CP slightly
underperforms in high SNRs.
For DCCN receiver without CP, denoted as DCCN, the
BER performance is 0.3 to 0.8dB worse than the benchmark
at high SNRs. Note that when BER is very small, e.g.
≤ 10−5, it is more subjected to randomness due to limited
test data size. For DCCN receiver with CP, denoted as DCCN-
CP, the BER performance is 0.4 to 0.8 dB better than the
benchmark, but the improvement diminishes in high SNRs
(EbNo ≥ 5dB). As a redundancy of time-domain OFDM
waveform, CP carries some information for all subcarriers
while experience independent random noise. Theoretically, CP
could improve the signal power by CP/N , translated into
0.97dB of improvement in AWGN with our configuration.
The test BER of DCCN-CP receiver is about 0.7-0.97 dB
better than the DCCN receiver. It can be observed that DCCN
of 8-QAM is slightly worse than other modulations in high
SNRs. This is probably because 8-QAM constellation is less
symmetric than the other 3 modulations.
B. Rayleigh Fading Channels
The equalized DCCN receivers are benchmarked by expert
OFDM receiver with LS estimators, with 2D linear (flat fad-
ing) and 2D Spline (EPA) interpolations, as shown in Figs. 11.
In multi-path fading, Spline outperforms linear interpolation,
and vise versa in flat fading, as shown in Figs. 12.
The BER of equalized DCCN receivers by SNR in flat
fading channel is presented in Fig. 11(a). The equalized
DCCN receiver significantly outperforms benchmark in BPSK
modulation by 2 to 2.5 dB w/o CP and 2.5 to 3 dB w/ CP.
For QPSK, the improvement is 1 to 2 dB w/o CP and 2 to
2.8 dB with CP. For 8QAM and 16QAM, equalized DCCN
outperforms benchmark by 0.5 to 1 dB w/o CP and 0.8 to
1.5 dB w/ CP. The improvement also varies by SNR: the
DCCN outperforms benchmark by 3 to 5dB in the negative
SNR regime, while the advantage slightly reduced in high SNR
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(a) Flat Fading, Benchmark: LS with linear Interpolation
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Fig. 11. BER of Equalized DCCN Receiver in Rayleigh Channels, bench-
marked by expert OFDM receiver with Least Square channel equalizer.
regime (≥ 24dB). The performance deterioration of DCCN in
high SNR regime is contributed by both basic receiver and
the equalizer. Generally, the DCCN performs consistently in
simple flat fading channel and has advantages in low SNRs.
The BER of equalized DCCN receivers by SNR in fre-
quency selective channel (3GPP EPA model [30]) is presented
in Fig. 11(b). For BPSK and QPSK in middle to low SNR
regimes (≤ 15dB), equalized DCCN receivers still signifi-
cantly outperform LS-Spline by mostly 1.8 to 2.3 dB w/o
CP, and 2 to 3 dB w/ CP. However, when SNR ≥ 18dB,
the BER of equalized DCCN gradually reach a floor and
underperforms the benchmark. For 8QAM and 16 QAM,
however, the equalized DCCN only slightly outperforms the
benchmark in low SNRs (≤ 9dB), while significantly under-
perform the benchmark in middle to high SNRs (≥ 9dB).
Further examination shows there is systematic error in DCCN
that causes the BER floor. It shows that in complex fading, the
DCCN performs worse in high SNRs and higher modulation
orders.
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Fig. 12. BER of Equalized DCCN Receiver in Rayleigh Channels, BPSK,
benchmarked by expert OFDM receiver with Least Square channel equalizer.
In Figs. 12, the BER of equalized DCCN receivers with
BPSK is further compared to equalizers with perfect channel
state information, as well as LMMSE, LS-Linear, and LS-
Spline estimators. In flat fading (Fig. 12(a)), for SNR ≤ 13dB,
equalized DCCN receivers w/o CP only slightly underperforms
perfect equalizer by around 0.3 dB for DCCN (slightly out-
perform LMMSE based on perfect SNR by ignorable margin),
while DCCN w/ CP slightly outperform perfect equalizer by
about 0.5 dB. In EPA channel (Fig. 12(b)), for SNR ≤ 13dB,
the equalized DCCN receivers w/o CP under-performs the
perfect equalizer (which is almost the same as LMMSE based
on perfect SNR) by 0.5 to 1 dB, and DCCN w/ CP slightly
outperforms perfect equalizer by up to 0.3 dB. It shows that
DCCN is very close to perfect equalizer for BPSK without
prior channel knowledge from middle to very low SNRs. On
the other hand, both DCCN and LS-Linear equalizer exhibits
BER floors, which implies that DCCN may belong to the
family of linear but cubic interpolation.
Table V. Alternative Flow-Graphs of Basic DCCN Receiver without CP
Original a b c d e f g
Batch Norm – – – – – – –
Slice – – – – – – –
1D C-Conv FC – – – – – FC
Reshape – – – – – – –
FC – – – – – – –
IQ: Reshape – – – – – – –
R-Conv – none none none – – none
R-Conv – none none none – – none
Act0: LRelu – – none – – – –
IQ, Act0 – – IQ Act0 – Act0 –
FC – – – – – – –
LRelu – – – – linear – –
Reshape – – – – – – –
Softmax – – – – – – –
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Fig. 13. Comparison of 7 Alternative Basic DCCN Receivers in AWGN
Channel, 16QAM, benchmarked by expert OFDM receiver.
C. Alternative Structures of Basic DCCN Receiver
To understand the contribution of layer(s) in the basic
DCCN receiver, 7 alternative structures of the original model,
(a–g), are explored by replacing and/or removing certain
layer(s), as listed in Table V (– means the same as original).
The BER performance of the 7 alternative basic DCCN
receivers for 16QAM are presented in Fig. 13. Similar results
are found in 8QAM, while all alternatives perform identically
well in BPSK and QPSK. Except c and d, rest of the alterna-
tives performs almost identically to the original basic DCCN
receiver. In alternatives a and g, the DFT-Like C-Conv layer in
original model is replaced by a FC layer, the fact that a and g
achieve the same performance of original DCCN implies that
FC layer is able to perform DFT transformation as a C-Conv
layer. In alternatives b and g, the R-Conv layers are removed,
such that a combination of IQ data and LRelu-activated IQ data
are fed into the last demodulation FC layer. They show that the
R-Conv layers do not contribute to demodulation. However,
R-Conv layers could accelerate the training. Alternatives e
shows that the last LRelu activation can be replaced by linear
activation without harming performance. In alternatives c and
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Fig. 14. Example of Inflated Performance: BER of basic DCCN Receiver
in AWGN channel implemented by TensorFlow, where DCCN w/o CP
consistently outperforms the benchmark. However, when cross-validated with
noisy OFDM waveform generated in Matlab, its performance is similar to Fig.
10. Potential root causes could be the interferences between pseudo-random
generator and training model due to the same platform and/or shared memory.
d, the R-Conv and the skip connection are removed so that
either the IQ data (c) or LRelu-activated IQ data (d) are fed
into the demodulation FC layer. The result shows that a FC
layer could not perform demodulation based only on either
IQ data or non-linear activated IQ data for higher modulation-
order. Alternative f also removes the skip connection, but,
R-Conv layers with 2m filters are in-place to pick out each
constellation point. Alternative f shows that the R-Conv layers
with non-linear activation could replace the skip connection.
D. Cross Validation
In wireless communication, simulated channel model is
often preferred over real channel in a limited environment
since the former is considered more representative of environ-
mental dynamics. Simulated channel model implemented by
deep learning platforms, such as Tensorflow, brings training
efficiency and convenience, especially with regards to back-
propagation for autoencoders with both transmitter and re-
ceiver [6], [9]. However, in this paper, we found this practice
may inflate the performance of trained model, which might be
due to limited pseudo-random window of Tensorflow random
generator, of which the random seeds could not be reset once
flow graph is built. For example, in Fig. 14, our DCCN
receivers without CP even outperform the Matlab benchmark,
that tightly follows the theoretical limits. To avoid the risk of
inflated performance, in [29], we provide a cross-validation
platform, in which the received OFDM signal generated in
Matlab is fed to the DCCN receiver implemented in Python,
to get more trustable performance of our trained models.
VI. CONCLUSION
In this paper, an OFDM receiver entirely based on Deep
Complex Convolutional Networks (DCCN) is developed under
the guidance of signal processing structures of expert OFDM
receiver. Compared to existing works, the Deep Neuron Net-
works developed in this paper contains not just dense layers
followed by non-linear activations, but also several new com-
ponents: complex convolutional layers, residual blocks, and
skip connections. Moreover, the developed model is mostly
linear and only contains a few non-linear activations neces-
sary for demodulation, therefore, it does not contradict with
well-established signal processing techniques. On the other
hand, several sophisticated training techniques are employed to
improve the training efficiency, including the logarithmic bit-
error-rate in the loss function, exponential decay of learning
rate, transfer learning for perpended module.
Without using explicit (Inverse) Discrete Fourier Transfor-
mations, the DCCN receiver achieves performance that is
comparable to expert OFDM receiver in AWGN channel, and
outperforms it in lower to middle SNR regimes of Rayleigh
channels. Moreover, the DCCN learns to exploit the cyclic
prefix in OFDM symbol to enhance its performance in AWGN,
flat and multi-path fading channels. However, the developed
DCCN model still under-performs the expert receivers in high
SNR regime and higher modulation orders. Furthermore, the
DCCN model is fairly general: its hyper-parameters especially
with alternative structures b and g, are basically independent
from the modulation order.
This work demonstrates that Deep Learning is able to
learn complex transformations in base-band signal processing,
and therefore could learn (and potentially create) advanced
waveforms in wireless communications. It also shows that
Deep Learning could potentially improve the performance of
wireless system in low SNRs. However, more work is required
to achieve better performance in high SNR regime, as well as
for higher order modulations, such as structures for learning
higher-order interpolations.
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