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Abstract
The recently introduced correntropy function is an interesting and useful similar-
ity measure between two random variables which has found myriad applications
in signal processing. A series expansion for correntropy in terms of higher-order
moments of the diﬀerence between the two random variables has been used to try
to explain its statistical properties for uses such as deconvolution. We examine
the existence and form of this expansion, showing that it may be divergent, e.g.,
when the diﬀerence has the Laplace distribution, and give suﬃcient conditions
for its existence for diﬀerently characterized sub-Gaussian distributions. The
contribution of the higher-order moments can be quite surprising, depending on
the size of the Gaussian kernel in the deﬁnition of the correntropy. In the blind
deconvolution setting we demonstrate that statistical exchangeability explains
the existence of sub-optimal minima in the correntropy cost surface and show
how the positions of these minima are controlled by the size of the Gaussian
kernel.
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1. Introduction
Recently there has been a surge of interest in the ‘correntropy’ function
which is a generalized similarity measure between two random variables X and
Y deﬁned by
V (X,Y ;σK) = E{KσK (X − Y )} (1)
where E{·} denotes expected value, and KσK (·) is the Gaussian kernel
KσK (z) =
1
σK
√
2π
e−z
2/2σ2K , (2)
σK > 0 being the kernel size. (Another continuous, symmetric, non-negative
deﬁnite kernel could be chosen, but the Gaussian is almost invariably used in
practice. The random variables could be vector-valued, but for simplicity we
only consider scalar variables.) Possible applications are increased by the fact
that X and Y can be elements of two stochastic processes so that correntropy can
reﬂect both temporal (correlation) and distributional structures in the processes.
Correntropy was introduced by Santamaria et al. [23] who suggested an ap-
plication to blind deconvolution. Subsequent work reported in this journal has
used correntropy for blind source separation [15] and as a measure for determin-
ing nonlinear dynamics [9]. A correntropy-based minimum average correlation
energy (MACE) ﬁlter is given in [11]. Further discussions on correntropy can
be found in [17] and [20].
Let Z = X − Y. In what follows we shall write V (Z;σK) more simply as V
and KσK (Z) as K(Z). Using a series expansion for the Gaussian kernel K(·),
V = E{K(Z)}
=
1
σK
√
2π
∫ ∞
−∞
∞∑
n=0
(−1)n
n!
[
z2
2σ2K
]n
f(z)dz, (3)
where f(·) is the probability density function (PDF) of Z. The correntropy is
written in [9, 23, 15, 11] as
V =
1
σK
√
2π
∞∑
n=0
(−1)n
2nσ2nK n!
E{Z2n}, (4)
2
which assumes the interchange of integration and summation. Equation (4) was
interpreted in [9, 15, 11] to mean that correntropy thus involves higher-order
even moments of Z. Indeed [11, p. 874] “the kernel size σK controls the emphasis
of the higher order moments with respect to the second, since the higher order
terms of the expansion decay faster for larger σK . As σK increases, the high
order moments decay and the second-order moment tends to dominate.” The
expansion (4) is clearly important in trying to understand the statistical prop-
erties of correntropy, but to-date has not been carefully scrutinized or justiﬁed.
It is well-recognized [17] that the kernel size “should be selected according to
the application.” The random variable Z will have a particular distribution and
a standard deviation which we denote throughout by σ. In Sections 2 and 3 of
this paper we look at the eﬀect the ratio σK/σ and the distribution of Z have on
our interpretation of (4). It is important to appreciate that it is not necessary
for the expansion (4) to exist for correntropy to exist. However (4) has been
widely publicized in connection with correntropy and it is timely to examine
its justiﬁcation. In Section 5 we return to the initial application of correntropy,
namely blind deconvolution [23], to further illustrate the eﬀects of the size of
σK , ﬁrstly on the moments contributing to (4), and secondly on the minima of
the correntropy cost surface.
2. Correntropy and its expansion in terms of moments
In the following discussion we shall use the generalized Gaussian distribu-
tion (GGD) as a convenient parametric form for examining nonGaussianity in
the correntropy setting. The zero-mean and symmetric GGD has the density
function:
f(z) =
αA(α, σ)
2Γ(1/α)
e−[A(α,σ)|z|]
α
, |z| < ∞, (5)
with A(α, σ) = {Γ(3/α)/[σ2Γ(1/α)]}1/2, where α is the shape parameter and
σ > 0 is the standard deviation. α = 1 gives the Laplace distribution, α = 2 is
the Gaussian and as α → ∞ the uniform distribution is derived. With (4) in
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Figure 1: Distributions with standard deviations of unity. (a) Laplace (peaked), Gaussian
(dashed) and uniform (ﬂat). (b) Tukey’s lambda distribution (solid line) and Gaussian
(dashed).
mind, we note that for the GGD,
E{Z2n} = Γ
n−1(1/α)Γ([2n + 1]/α)
Γn(3/α)
σ2n. (6)
Fig. 1(a) plots the Laplace, Gaussian and uniform distributions, all with stan-
dard deviation σ of unity. The shape parameter determines the peakedness at
the origin and long-tailedness of the distribution relative to the Gaussian.
2.1. A Divergent Expansion
Suppose Z has a Laplace distribution speciﬁed by (5) with α = 1; the PDF
takes the simple form f(z) = (1/[σ
√
2])e−|z|
√
2/σ, and from (6), E{Z2n} =
(2n)!σ2n/2n. Then (4) gives
V =
1
σK
√
2π
∞∑
n=0
(−1)n(2n)!
n!
[
σ
2σK
]2n
. (7)
Let un denote the nth term of the sum, then |un+1/un| = (n+1/2)(σ2/σ2K) →∞
as n →∞, so the sum is divergent by the ratio test. While the ratio test shows
that the sum in (7) is divergent, it tells us nothing about the nature of the
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divergence. We will now show that (7) is in fact an asymptotic series expansion
[7]; an asymptotic series typically occurs when the mathematically incorrect
procedure of exchanging the order of summation and integration is carried out.
To show this we make use of the form of K(·) directly,
V = E{K(Z)}
=
1
2σσK
√
π
∫ ∞
−∞
e−z
2/(2σ2K)e−|z|
√
2/σdz
=
1
σσK
√
π
∫ ∞
0
e−[z+(σ
2
K
√
2/σ)]2/(2σ2K)+σ2K/σ2dz
=
eσ
2
K/σ
2
σσK
√
π
∫ ∞
σK/σ
e−y
2
σK
√
2 dy.
Now the complementary error function is deﬁned as erfc(z) = (2/
√
π)
∫∞
z
e−y
2
dy,
so we can write
V =
eσ
2
K/σ
2
σ
√
2
erfc(σK/σ). (8)
But erfc(·) has an asymptotic series expansion [1, 7.1.23]
√
π z ez
2
erfc(z) =
∞∑
n=0
(−1)n(2n)!
n!(2z)2n
. (9)
Putting z = σK/σ and substituting in (8) we obtain (7).
The asymptotic series has an interesting property: even though (9) is a
divergent series, if it is truncated at its smallest magnitude term, retaining only
its ﬁrst few terms, it will give an excellent approximation to the function. In
fact truncation at n′ .= z2, is appropriate for the erfc function [7, p. 2], so we
get n′ .= σ2K/σ
2, the ratio of the variance of the Gaussian kernel to the variance
of the Laplace-distributed random variable Z. This is illustrated in Fig. 2. The
plots in the left column show just the ﬁrst few terms in the expansion (4), while
the right column shows a larger number of terms with big changes in the scaling
on the y-axes of the plots. Take the case σK = 3, σ = 1, so n′
.= 9. Using in
fact only 7 terms in (4), plot (a), there is agreement with (8). However, after
about term 20 oscillations start to occur in the terms of (4), plot (b), and these
grow and grow. Now consider σK = 1, σ = 1, for which we would not expect
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Figure 2: Terms in the expansion (4) for a Laplace distribution for Z, (σ = 1) and σK = 3
for (a) and (b), σK = 1 for (c) and (d), and σK = 0.5 for (e) and (f).
the asymptotic expansion to work. This is shown to be the case in plots (c) and
(d) of Fig. 2; even more extreme oscillatory behaviour is seen in plots (e) and
(f) of Fig. 2 for σK = 0.5, σ = 1.
2.2. A Suﬃcient Condition for Convergence
Having seen an example where the expansion (4) is divergent, we now con-
sider conditions for its convergence. Let us write (3) as
V =
1
σK
√
2π
∫ ∞
−∞
lim
N→∞
N∑
n=0
(−1)n
n!
[
z2
2σ2K
]n
f(z)dz. (10)
If we deﬁne gN (z) =
∑N
n=0
(−1)n
n!
[
z2
2σ2K
]n
f(z) then this can be written as
V =
1
σK
√
2π
∫ ∞
−∞
lim
N→∞
gN (z)dz.
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Now limN→∞ gN (z) = g(z) =
∑∞
n=0
(−1)n
n!
[
z2
2σ2K
]n
f(z). and so by the Domi-
nated Convergence Theorem, (e.g., [18, p. 538]), if , for all N ∈ N,
|gN (z)| ≤ G(z) and
∫ ∞
−∞
G(z)dz < ∞, (11)
then g(z) is integrable and V in (10) becomes
V =
1
σK
√
2π
lim
N→∞
N∑
n=0
∫ ∞
−∞
(−1)n
n!
[
z2
2σ2K
]n
f(z)dz,
and so (4) is obtained. But
|gN (z)| ≤
N∑
n=0
∣∣∣∣ (−1)nn!
[
z2
2σ2K
]n
f(z)
∣∣∣∣ = N∑
n=0
1
n!
[
z2
2σ2K
]n
f(z)
≤
∞∑
n=0
1
n!
[
z2
2σ2K
]n
f(z) = ez
2/(2σ2K)f(z),
and so by (11) the validity of (4) will be guaranteed if∫ ∞
−∞
ez
2/(2σ2K)f(z)dz ≡ E{eZ2/(2σ2K)} < ∞. (12)
Thus (12) is a suﬃcient condition for the validity of the expansion (4) in terms
of the even moments of Z.
3. Super- and Sub-Gaussian Distributions
We have seen that the Laplace distribution gives a divergent expansion, and
that (12) is a suﬃcient condition for validity of the expansion. We now put
these results in the context of super- and sub-Gaussian distributions.
With respect to the GGD class of (5), distributions corresponding to the
range α < 2 are more peaked and longer-tailed than the Gaussian and are often
said to be ‘super-Gaussian.’ [2, p. 390],[25]. The Laplace distribution with α = 1
shown in Fig. 1(a) is such a super-Gaussian example. Those corresponding to
α > 2 are ﬂatter and shorter-tailed than the Gaussian and are called ‘sub-
Gaussian.’ [2, 25]. The uniform distribution (α = ∞) shown in Fig. 1(a) is such
a sub-Gaussian example.
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Often the super/sub-Gaussian classiﬁcation for distributions is made based
on the kurtosis of the distribution [10, 14]. The kurtosis, the fourth central mo-
ment divided by the variance squared, is given by β2 = Γ(1/α)Γ(5/α)/[Γ2(3/α)]
for the GGD, depending only on α. The kurtosis is 6, 3 and 1.8 for the Laplace,
Gaussian and uniform distributions. Under this classiﬁcation a kurtosis exceed-
ing 3 is identiﬁed with a super-Gaussian distribution, and less than 3 with a
sub-Gaussian distribution.
While there is no doubt about the monotonic tail and peakedness behaviour
of the distributions within the GGD class as α/kurtosis varies, and hence no
doubt about consequent super- and sub-Gaussianity classiﬁcations, there is a
real problem when using the kurtosis classiﬁcation more widely. Fig. 1(b) shows
Tukey’s symmetric lambda distribution [12] when λ = 6. The distribution has
only a ﬁnite range. Its tail behaviour is uniform-like, while its central behaviour
is Laplace-like. Its kurtosis is about 3.4 and hence it would be classiﬁed as
super-Gaussian and yet has shorter tails than the Gaussian, which, based on
the GGD class, we expect to be a sub-Gaussian characteristic! This illustrates
that peakedness, kurtosis and tail length are not always synonymous, [12].
3.1. Formal Deﬁnitions of Sub-Gaussianity
A general deﬁnition of sub-Gaussianity is given in [13, 24]. A random vari-
able Z is said to be sub-Gaussian with parameter β > 0, if for u ∈ R, its moment
generating function M(u) satisﬁes
M(u) ≡ E{euZ} ≤ eu2β2/2. (13)
(β is uniquely deﬁned as the minimum of the values satisfying (13)). The mean
must be zero [24]. We denote random variables of this class as being ‘sGM.’ Note
a zero mean Gaussian variable would satisfy (13) with equality and β2 = σ2 in
this case. If Z is bounded and has zero mean then Z is sGM [24], so Tukey’s
lambda distribution of Fig. 1(b) is thus classiﬁed here as sub-Gaussian (unlike
under kurtosis).
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Theorem 1. Let Z be sGM. Let ξ be any constant such that ξ > 2. Then
E{eZ2/(ξβ2)} ≤ ξ + 2
ξ − 2 .
The proof can be found in A.1. In consideration of the suﬃcient condition (12),
we thus have∫ ∞
−∞
ez
2/(2σ2K)f(z)dz ≤
∫ ∞
−∞
ez
2/(ξβ2)f(z)dz ≤ ξ + 2
ξ − 2 ,
for ξβ2 ≤ 2σ2K , i.e., β2 ≤ 2σ2K/ξ < σ2K . So we arrive at:
A suﬃcient condition for the validity of (4) is thus,
Z is sGM with β < σK . (14)
This result can be further illustrated as follows. It is shown in [8, p. 200]
that if Z is sGM with parameter β then
E{Z2n} ≤ 2n+1n!β2n, n ≥ 0. (15)
So (3) gives
|V | ≤ 1
σK
√
2π
∞∑
n=0
∣∣∣∣ (−1)n2nσ2nK n!E{Z2n}
∣∣∣∣
=
1
σK
√
2π
∞∑
n=0
1
2nσ2nK n!
E{Z2n}
≤ 1
σK
√
2π
∞∑
n=0
1
2nσ2nK n!
2n+1n!β2n
=
2
σK
√
2π
∞∑
n=0
[
β
σK
]2n
< ∞,
provided β < σK .
Remark 1. It is worth stressing that (14) is a suﬃcient, but not necessary,
condition. As an example, take the case of Z being a uniformly distributed
random variable over [−b, b]. This has variance σ2 = b2/3 and
E{Z2n} = (3σ
2)n
(2n + 1)
,
9
so that (3) gives
VZ =
1
σK
√
2π
∞∑
n=0
(−3σ2
2σ2K
)n 1
n!(2n + 1)
,
which is convergent for all ﬁnite, positive, σK , σ, (e.g., by the ratio test).
However, a uniform distribution on [−b, b] is sGM with parameter β = b√2 =
σ
√
6, [24], so that the suﬃcient condition β < σK is equivalent to the require-
ment σ
√
6 < σK , in contrast to our direct calculation ﬁnding that convergence
holds for all ﬁnite, positive values σK , σ.
Remark 2. It is interesting to note that even with the deﬁnition of sub-
Gaussianity in (13), the tails of a probability density function fZ(·) for a sGM
variable need not be below that of a Gaussian distribution for all values of |z|
exceeding some value z0; see [6].
An alternative deﬁnition of sub-Gaussianity was given in [22] based on the
idea of relative convexity. Suppose we have a zero-mean random variable Z with
unimodal density f(z) ∝ e−ψ(z), with ψ(z) symmetric and strictly increasing on
(0,∞). Ordinarily, a function is said to be convex on an interval I if it is true
that, for 0 ≤ µ ≤ 1,
ψ(µz0 + (1− µ)z1) ≤ µψ(z0) + (1− µ)ψ(z1), (16)
for distinct z0, z1 ∈ I, [3]. This means that for any two points z0, z1 in I,
the function value at all intermediate points is no larger than the value of the
linear function deﬁned to match the value of ψ at z0 and z1. Convexity can be
extended to compare a function ψ to non-linear functions. If the function ψ is
convex relative to some non-linear function ϕ, [22], write ψ 	 ϕ. A particularly
relevant case is when ϕ(z) = z2; if ψ 	 ϕ then ψ is said to be square-convex.
In [22] Z is said to be sub-Gaussian if
ψ is square-convex on (0,∞). (17)
We denote random variables of this class as being ‘sGC.’
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Theorem 2. Let Z be sGC. Suppose
there exists z0 ∈ (0,∞) such that ψ
′(z0)
z0
>
1
σ2K
. (18)
Then
E{eZ2/(2σ2K)} < ∞,
i.e., (12) and consequently the expansion (4) holds.
The proof can be found in A.2. As a consequence, when (18) is true, the
expansion (4) is valid for sGC random variables.
Remark 3. The square convexity deﬁnition of sub-Gaussianity is almost
equivalent to that given in [2], who deﬁned sub-Gaussianity as holding when
ψ′(z)/z is strictly increasing on (0,∞). We denote random variables of this
class as being ‘sGB.’ For equivalence of sGC and sGB we need to require strict
convexity — see A.3
Clearly the sGB class is a sub-class of sGC, since the stronger strict convexity
is required.
Consider a random variable Z with the generalized Gaussian distribution
having α = 2+ δ, δ > 0. Then ψ(z) = A(α, σ)z2+δ for z ∈ (0,∞) and ψ′(z)/z =
A(α, σ)(2 + δ)zδ which is strictly increasing on (0,∞), so Z is sGB and hence
sGC. (Also, ψ′′(z)/ψ′(z) = (1+δ)/z > 1/z, and η(z) is strictly convex on (0,∞);
see A.3.)
Remark 4. In the case of strict convexity of ψ(z) relative to z2 we know
from the deﬁning criterion for sGB that ψ′(z)/z, will be strictly increasing on
(0,∞). Hence almost always there will exist a z0 satisfying (18) and hence the
expansion (4) will be valid.
3.2. Discussion and Summary
We have seen in this section that for distributions classiﬁed as sub-Gaussian
via moment generating function, sGM, or via square-convexity, sGC, that con-
ditions (14) and (18), respectively, are suﬃcient for the validity of the expansion
of correntropy in terms of its even moments. These conditions involve the size of
11
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Figure 3: Terms in the expansion (4) for a GGD distribution (α = 3) for Z, (σ = 1) and
σK = 3 for (a) and (b), σK = 1 for (c) and (d), and σK = 0.5 for (e) and (f).
the Gaussian kernel σK . It is diﬃcult to make deﬁnitive statements for super-
Gaussian distributions corresponding to ψ′(z)/z being strictly decreasing on
(0,∞), [2], or ψ being square-concave on (0,∞), [22]. For example a random
variable having the Laplace distribution, super-Gaussian under both deﬁnitions,
gave rise to a divergent asymptotic series expansion (9). Under square-concavity,
(rather than square-convexity), a typical inequality is in the wrong direction to
be useful.
3.3. Examples
Here we consider two examples where the distributions are sGB and sGC
(by the discussion following Remark 3). A convergent expansion (4) is expected
by Remark 4. Consider the terms in expansion (4) for a GGD with α = 3 — see
Fig. 3. For σK/σ = 3, plots (a) and (b), and for σK/σ = 1, plots (c) and (d),
12
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Figure 4: Terms in the expansion (4) for a uniform distribution for Z, (σ = 1) and σK = 3
for (a) and (b), σK = 1 for (c) and (d), and σK = 0.5 for (e) and (f).
the terms in the series expansion quickly decay. The case σK/σ = 0.5, plots (e)
and (f), is interesting as we see that there is a large oscillation which is bounded
but dies away. So in this case most of the contribution to correntropy would
come from extremely high-order moments, not a desirable situation!
Fig. 4 examines the case α = ∞, i.e., a uniform distribution. In this case
the terms in series (4) die away quickly for σK/σ = 3, 1 and 0.5.
These results are consistent with a convergent expansion in both cases. But
we can see that the choice of σK is quite crucial: choose it too large and cor-
rentropy will do no more than utilise second-order properties [11], but choose
it too small and ‘pathological’ behaviour like that illustrated in Fig. 3(f) can
arise.
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4. Correntropy-based Blind Deconvolution
4.1. Preliminaries
Given some observed series {Xt} which is a distorted version of a source se-
ries {St}, and a blurring ﬁlter {hj}, deconvolution is the attempt to remove the
eﬀect of the blurring ﬁlter to recover the original source (input) signal. When
the blurring ﬁlter is assumed linear and translation-invariant but otherwise un-
known, and knowledge of the source signal is limited to its statistical properties,
the deconvolution is called ‘blind.’ Correntropy-based blind deconvolution was
proposed in [23].
The mathematical model for the observed series {Xt} is
Xt = (h ∗ S)t + Nt =
∑
j
hjSt−j + Nt
where {Nt} is assumed to be zero-mean Gaussian white noise that is independent
of {St} for all t. In practice we seek a deconvolver {wj , j = 0, . . . ,M − 1} for
which the recovered series {Yt}, given by [23],
Sˆt = Yt = (w ∗X)t =
M−1∑
j=0
wjXt−j = wT Xt, (19)
resembles as closely as possible the original series {St}. Here w = [w0, . . . , wM−1]T
and Xt = [Xt, Xt−1, . . . , Xt−M+1]T . The deconvolver {wt} is typically esti-
mated iteratively by adjusting it until a chosen sample statistic of the decon-
volved series, {Yt} = {Sˆt} is close to that expected for {St}.
The source {St} is often assumed to be independent and identically dis-
tributed (IID), so that the blurring process eﬀectively Gaussianises the source
[19]; most conventional blind deconvolution methods exploit this fact by us-
ing nonGaussianity as a deconvolution criterion. However the source may be
coloured (correlated). In this case, if the colouring is known to be a linear
translation-invariant ﬁlter, it can be removed by prewhitening when it is known
a priori or treated as part of the blurring. Correntropy-based deconvolution
was proposed as an alternative approach.
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In this context the correntropy function should be a function of lag τ,
Vτ ≡ E{K(Zt,τ )}, (20)
where Zt,τ = St − St−τ . Santamaria et al. [23] suggested correntropy blind
deconvolution should be carried out by minimizing the objective function or
cost given by
P∑
τ=1
[Vτ − Vˆτ ]2, (21)
where P is the number of (non-zero) lags to use, Vτ is the true correntropy and Vˆτ
is the sample correntropy of the equalized/deconvolved series Zˆt,τ = Yt − Yt−τ ,
namely
Vˆτ =
1
N − τ
N∑
t=τ+1
K(Zˆt,τ ). (22)
Since correntropy is sensitive to temporal correlation through time series
lags, and distributional properties through the higher-order even moments of
{Zt,τ} — see (4) — it was advanced as a suitable objective function for decon-
volution in [23].
We are most interested in the case where the source process {St} is both
nonGaussian and nonwhite (correlated) — since correntopy utilises both tem-
poral and distributional properties — and the resulting correntropy is only a
function of τ and not t. We would like more general series than ﬁltered binary
sequences used in [23]. We shall also be interested in the simpler case where
{St} is just nonGaussian and white.
4.2. Stationarity of Source Process
There are two fundamental cases to consider.
Suppose that {St} is second-order stationary (SOS). Then {St−St−τ} is SOS
also [21, p. 347], but {K(St − St−τ )}, need not be SOS, since a zero-memory
nonlinear transform of a SOS process yields a process that is not necessarily
stationary (in any sense) [21, p. 307]. Hence the correntropy need not exist for
SOS processes.
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Now suppose {St} is strictly stationary (SS). Then {St−St−τ} is SS since a
linear ﬁltering of a SS process gives a SS process [21, p. 311] and {K(St−St−τ )}
is also SS since a zero-memory nonlinear transform of a SS process yields a
process that is also SS [21, p. 306]. (For example if {St} is an IID sequence,
then it is SS and hence so is {K(St − St−τ )} [5, p. 22].) Hence Vτ will depend
only on τ as required.
4.3. NonGaussianity of Source Process
A suitable source process for correntropy, where the source process {St} is
strictly stationary and also both nonGaussian and nonwhite, is one generated by
passing a SOS Gaussian process through a zero-memory nonlinearity (ZMNL). A
Gaussian process {Gt}, say, is strictly stationary and if passed through a ZMNL
of the form F−1Φ(·), where Φ is the Gaussian distribution function and F is
a continuous strictly increasing distribution function for a particular marginal
distribution for {St}, then St = F−1Φ(Gt) will be strictly stationary with the
speciﬁed marginal distribution [16].
For the case where the source process is merely strictly stationary and non-
Gaussian we can simply equate {St} to an IID nonGaussian sequence.
We have thus established that source processes more general than ﬁltered
binary sequences exist satisfying the requirements for correntropy.
4.4. Example Source Processes
Suppose {St} is an IID sequence of random variables, with standard de-
viation σS , each distributed with the Laplace distribution with PDF fS(s) =
(1/[σS
√
2])e−|s|
√
2/σS . Then Z = St − St−τ has PDF
f(z) =
∫ ∞
−∞
fS(s)fS(s− z)ds,
which reduces to the PDF
f(z) =
1
2σ2S
e−|z|
√
2/σS
[
|z|+ σS√
2
]
,
which is symmetric about zero. Using this PDF, the even moments follow as
E{Z2n} = σ2nS (n + 1)Γ(2n + 1)/2n.
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When n = 1 we see that E{Z2} ≡ σ2 = 2σ2S , as expected. For the terms of the
sum (4) it is found that |un+1/un| = [(2n + 1)(n + 2)σ2]/[4(n + 1)σ2K ] →∞ as
n →∞, so the sum (4) is divergent by the ratio test.
Now let {St} be an IID sequence of random variables, each distributed uni-
formly over [−b, b]. For such a distribution σ2S = b2/3. Then its moment generat-
ing function is MS(u) = (ebu− e−bu)/(2bu). Then Z = St−St−τ has a moment
generating function
M(u) = MS(u)MS(−u) = e
2bu + e−2bu − 2
(2bu)2
=
sinh2(bu)
(bu)2
,
which identiﬁes Z as having a triangular distribution centered around zero with
range [−2b, 2b] and
E{Z2n} = (2b)
2n
(2n + 1)(n + 1)
.
When n = 1, E{Z2} ≡ σ2 = 2b2/3 = 2σ2S , as expected. Since |un+1/un| =
[(2b)2(2n + 1)]/[2σ2K(2n + 3)(n + 2)] → 0 as n →∞, the sum (4) is convergent
by the ratio test for all choices of b. As already mentioned below (13) since Z
is bounded and has zero mean then Z is sGM. Take the case b = 0.5, for which
σ = 1/
√
6 ≈ 0.41; numerical computations show that in this case β in (13) is
approximately 0.41. With the suﬃcient condition (14) for the convergence of
(4) in mind, the choices σK/σ = 3, 1 and 0.5 correspond to β < σK , β ≈ σK
and β > σK . But of course we know (4) is convergent here. We consider the
expansion (4) for this triangular distribution in Fig. 5. For σK/σ = 3, plots (a)
and (b), and for σK/σ = 1, plots (c) and (d), the terms in the series expansion
quickly decay. For σK/σ = 0.5, plots (e) and (f), the same sort of pathological
behaviour that we observed in Fig. 3(e) and (f) again arises. Correntropy has
become dominated by very high-order moments by simply halving σK . It is
intriguing to think that the violation of the suﬃcient condition β < σK in this
latter case might be linked to the pathological convergence behaviour that we
observe.
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Figure 5: Terms in the expansion (4) for a triangular distribution for Z, (σ = 1/
√
6), and
σK/σ = 3 for (a) and (b), σK/σ = 1 for (c) and (d), and σK/σ = 0.5 for (e) and (f).
4.5. The Cost Surface
We now consider the solutions corresponding to the minimization of the
objective/cost function (21) in the noise-free case. Now {Xt} is stationary, (St
is strictly stationary), and (nearly) Gaussian due to the eﬀects of the convolution
[19]. Now Yt = w0Xt + w1Xt−1 + · · ·+ wM−1Xt−M+1 and let Y ′t = wM−1Xt +
wM−2Xt−1+· · ·+w0Xt−M+1. Then, with Zˆt,τ = Yt−Yt−τ and Zˆ ′t,τ = Y ′t −Y ′t−τ ,
Zˆt,τ = w0(Xt −Xt−τ ) + w1(Xt−1 −Xt−τ−1)
· · · +wM−1(Xt−M+1 −Xt−M+1−τ )
Zˆ ′t,τ = wM−1(Xt −Xt−τ ) + wM−2(Xt−1 −Xt−τ−1)
· · · +w0(Xt−M+1 −Xt−M+1−τ ).
Under Gaussianity, the joint distributions of Xt, Xt−1, . . . , Xt−M+1 and Xt−M+1,
Xt−M+2, . . . , Xt are identical, so that Xt−Xt−τ and Xt−M+1−Xt−M+1−τ are
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exchangeable, (their statistical structure is invariant to an exchange), Xt−1 −
Xt−τ−1 and Xt−M+2 − Xt−M+2−τ , are exchangeable, etc. Hence, the cor-
rentropy computed from {Zˆt,τ} and {Zˆ ′t,τ} will be the same, and, asymp-
totically, so will be the expected value of the correntropy objective function
(see A.4 for details). There will therefore not only be two ‘optimal’ solutions,
w(1) = (±w0,±w1, ...,±wM−1), (the sign uncertainty in a blind deconvolution
is a well-known eﬀect and must be resolved by physical considerations), but also
the two ‘sub-optimal’ solutions w(2) = (±wM−1,±wM−2, ...,±w0). Suboptimal
solutions have also been observed in [20], but no explanation or analysis was
given.
As illustration we consider a blurring ﬁlter of the form hj = 1/2j , j =
0, . . . , 20. If {hj} was not truncated at j = 20 but was of inﬁnite length the ex-
act inverse ﬁlter would be (1,−1/2). Hence the optimal deconvolution solutions
are, to a close approximation, w(1) = (±1,∓1/2). (The solution (−1,+1/2)
takes into account the implicit sign uncertainty in deconvolution.) We expect
other solutions at w(2) = (±1/2,∓1), corresponding to the interchange of w0
and w1. Fig. 6 shows the south-east quadrant of the logarithm of the estimated
correntropy cost (21) with respect to the deconvolver when the source {St} has
a Gaussian distribution. Results are shown for four values of the ratio σK/σ,
namely 5, 3, 1 and 0.5. The optimal, (+1,−1/2), and predicted sub-optimal so-
lution, (+1/2,−1), in this south-east quadrant are marked by plus signs. The
optimal solution and the sub-optimal solution agree very closely with the minima
of the cost surface for all values of σK/σ, as predicted by the theory presented
above.
Fig. 7 shows the same sort of plots, but this time for a Laplace-distributed
source. The optimal solution (+1,−1/2) agrees closely with the minimum of the
cost surface for all values of σK/σ, while the other minimum of the cost surface
converges to the predicted sub-optimal solution (1/2,−1) as σK/σ increases.
Fig. 8 also shows the same sort of plots, but this time for a uniformly-distributed
source. For the super-Gaussian source the convergence of the minimum of the
surface to the sub-optimal solution (1/2,−1) is clockwise, while for the sub-
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Figure 6: Estimated log cost of the correntropy algorithm for Gaussian distribution for {St}
and (a) σK/σ = 5, (b) σK/σ = 3, (c) σK/σ = 1, and (d) σK/σ = 0.5, with respect to
w = (w0, w1)T . N = 15000 and P = 4.
Gaussian source the convergence is counter-clockwise.
Thus increasing σK/σ for a given distribution of {St} has a similar eﬀect
on the sub-optimal minima of the cost surface as increasing the Gaussianity
of {St} for a given σK/σ : in both cases the sub-optimal minima of the cost
surface become coincident with the sub-optimal solution w(2) predicted by the
Gaussian theory.
4.6. Further comments on results
In the experiments of Section 4.5, {St} was IID, whatever its distribution.
Hence Z = Zt,τ = St − St−τ does not depend on t or τ and each Vτ , (of the
form (20)), in (21) is the same for a given distribution of {St}. On the other
hand Zˆt,τ = Yt − Yt−τ = Sˆt − Sˆt−τ and hence Vˆτ will vary with τ because the
diﬀerences are of correlated random variables. The correlation of Yt = Sˆt will
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Figure 7: Estimated log cost of the correntropy algorithm for Laplace distribution for {St}
and (a) σK/σ = 5, (b) σK/σ = 3, (c) σK/σ = 1, and (d) σK/σ = 0.5, with respect to
w = (w0, w1)T . N = 15000 and P = 4.
depend on the blurring ﬁlter and the deconvolution ﬁlter and will be least when
the deconvolution ﬁlter is optimal, in which case the objective/cost function
(21) will be minimized. There is a minimum in the cost surface at the location
of the optimal deconvolver (1,−1/2) in Figs. 6, 7 and 8 for Gaussian, super-
and sub-Gaussian {St}, the latter two distributions giving rise to pathologi-
cal behaviour of (4) (uniform distribution) and a divergent expansion for (4)
(Laplace distribution), as shown in Section 4.4. It thus seems that pathological
behaviour or divergence of (4) need not prevent successful correntropy-based
deconvolution in the sense of the coincidence of a cost surface minimum with
the optimal deconvolver, but also that other minima of the correntropy cost
surface are sensitive to the type of nonGaussianity and the size of σK .
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Figure 8: Estimated log cost of the correntropy algorithm for uniform distribution for {St}
and (a) σK/σ = 5, (b) σK/σ = 3, (c) σK/σ = 1, and (d) σK/σ = 0.5, with respect to
w = (w0, w1)T . N = 15000 and P = 4.
5. Concluding Remarks
The correntropy function is an interesting and useful similarity measure
which has been interpreted as involving the higher-order even moments of Z =
X − Y. We have looked in some detail at the eﬀect the ratio σK/σ and the dis-
tribution of Z have on this interpretation. We demonstrated in Section 3 that
the expansion of correntropy, and its interpretation, in terms of even moments
of Z, can be guaranteed when Z is sub-Gaussian according to the deﬁnition (13)
and the condition β < σK holds, or is sub-Gaussian according to the deﬁnition
(17) and condition (18) holds. The Laplace distribution for Z (super-Gaussian
under the kurtosis or square-concave classiﬁcations) gave rise to an asymptotic
series expansion corresponding to (4) being divergent. We reiterate that it is not
necessary for the expansion (4) to exist for correntropy to exist. However the
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perception that “The use of higher-order moment information in correntropy is
controlled smoothly by the kernel size . . . ” ([17, p. 5297]) appears to be a rather
over-simpliﬁed view of the situation.
In the blind deconvolution setting it was illustrated that successful correntropy-
based deconvolution — in the sense of the coincidence of a cost surface minimum
with the optimal deconvolver — can be achieved for IID sources {St} rang-
ing through super-Gaussian to sub-Gaussian. As σK becomes larger, the sub-
optimal minima of the correntropy cost surface are pulled towards the theoretical
sub-optimal solutions of the deconvolution problem predicted under Gaussian-
ity. Clearly the choice of σK is fundamental and more research is needed to
appreciate the practical utility of correntropy within the various settings, such
as seismic signal processing and communications, where deconvolution is ubiq-
uitous.
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A. Proofs
A.1. Proof of Theorem 1
Firstly we note that∫ ∞
0
g′(z)P (Z > z)dz =
∫ ∞
z=0
g′(z)
[∫ ∞
y=z
f(y)dy
]
dz
=
∫ ∞
y=0
f(y)
[∫ y
z=0
g′(z)dz
]
dy
=
∫ ∞
0
[g(y)− g(0)]f(y)dy
=
∫ ∞
0
g(y)f(y)dy
− g(0)
∫ ∞
0
f(y)dy,
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i.e., ∫ ∞
0
g(y)f(y)dy =
∫ ∞
0
g′(z)P (Z > z)dz
+ g(0)
∫ ∞
0
f(y)dy.
Similarly, ∫ 0
−∞
g(y)f(y)dy = −
∫ 0
−∞
g′(z)P (Z < z)dz
+ g(0)
∫ 0
−∞
f(y)dy.
So ∫ ∞
−∞
g(y)f(y)dy =
∫ ∞
0
g′(z)P (Z > z)dz
−
∫ 0
−∞
g′(z)P (Z < z)dz + g(0). (23)
Let g(z) ≡ ez2/(ξβ2). So g′(z) = [2z/(ξβ2)] exp[z2/(ξβ2)] and g(0) = 1. Then
(23) gives
E{eZ2/(ξβ2)} =
∫ ∞
0
2z
ξβ2
ez
2/(ξβ2)P (Z > z)dz
−
∫ 0
−∞
2z
ξβ2
ez
2/(ξβ2)P (Z < z)dz + 1.
Making the change of variable z → −z in the second integral on the right we
get
E{eZ2/(ξβ2)} =
∫ ∞
0
2z
ξβ2
ez
2/(ξβ2)P (Z > z)dz
+
∫ ∞
0
2z
ξβ2
ez
2/(ξβ2)P (Z < −z)dz + 1.
But since Z is sub-Gaussian we know, [24], that P (Z > z) ≤ e−z2/(2β2) and
moreover, since −Z is also sub-Gaussian with parameter β, [24], P (Z < −z) ≤
e−z
2/(2β2) also. Hence,
E{eZ2/(ξβ2)} ≤ 4
ξβ2
∫ ∞
0
z e−z
2[ 12− 1ξ ]/β2dz + 1. (24)
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But for p > 0, ∫ ∞
0
z e−pz
2
dz = (2p)−1.
So (24) gives
E{eZ2/(ξβ2)} ≤ 4
ξ − 2 + 1 =
ξ + 2
ξ − 2 ,
which completes the proof.
A.2. Proof of Theorem 2
Suppose there exists a point z0 ∈ (0,∞) such that ψ′(z0)/z0 > 1/σ2K . Since
ψ(z) is square-convex we know [22] that for z ∈ (0,∞),
ψ(z0)− ψ(z) ≤ ψ
′(z0)
2z0
[z20 − z2]. (25)
Hence,
e−ψ(z) ≤ C(z0) e−
ψ′(z0)
2z0
z2 ,
where C(z0) = exp((z0/2)ψ′(z0) − ψ(z0)). Then, with D a constant of propor-
tionality,
E{eZ2/(2σ2K)} =
∫ ∞
−∞
ez
2/(2σ2K)f(z)dz
= D
∫ ∞
−∞
ez
2/(2σ2K)e−ψ(z)dz
≤ C(z0)D
∫ ∞
−∞
ez
2/(2σ2K)e−z
2ψ′(z0)/(2z0)dz
= C(z0)D
∫ ∞
−∞
e
−z2[ ψ′(z0)z0 −
1
σ2
K
]/2
dz < ∞,
under the assumption that ψ′(z0)/z0 > 1/σ2K .
A.3. Proof of Remark 3
A function is said to be strictly convex on an interval I if it is true that, for
0 < µ < 1,
ψ(µz0 + (1− µ)z1) < µψ(z0) + (1− µ)ψ(z1), (26)
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for distinct z0, z1 ∈ I, [4]. Write e−ψ(z) = e−η(z2) = e−η(ϕ(z)), with ϕ(z) = z2,
also a strictly convex function. Then
ψ(z) = η(ϕ(z)) ⇒ (ψ ◦ ϕ−1)(z) = η(z).
But ψ is strictly convex relative to ϕ on (0,∞), if ψ ◦ ϕ−1 is strictly convex on
(0,∞), (by extension of [22, p. 43] to strict convexity); hence η will be strictly
convex on (0,∞). Now η′(z2) = ψ′(z)/(2z). Since η is strictly convex, η′(z)
is strictly increasing with z ∈ (0,∞), (by extension of [3, p. 117]), and hence
so is η′(z2) and ψ′(z)/z, and so Z is sGB, i.e., sub-Gaussian by the deﬁnition
of [2]. Here strict convexity of η implies that ψ′(z)/z is strictly increasing;
however the converse is also true [3, p. 117]), and so the deﬁnitions of [22] and
[2], i.e., sGC and sGB, are equivalent when ψ(z) is strictly convex relative to
ϕ(z) = z2 on (0,∞). Strict convexity can be partially characterized by second-
order conditions [4, p. 71]: if
d2
dz2
(ψ ◦ ϕ−1)(z) > 0, z ∈ (0,∞)
then η(z) = (ψ ◦ ϕ−1)(z) is strictly convex. This is equivalent to [22, p. 43]
ψ′′(z)
ψ′(z)
>
ϕ′′(z)
ϕ′(z)
=
1
z
. (27)
So if (27) holds, η(z) = (ψ ◦ ϕ−1)(z) is strictly convex.
A.4. Existence of Unwanted Minima
For clarity here we restore the subscript on V indicating the random variable
under consideration. In the limit that N → ∞, the expected value of the cost
surface (objective function) in (21) can be written as:
P∑
τ=1
E{[VˆZˆ,τ − VZ,τ ]2}
=
∑
τ
E[VˆZˆ,τ − E{VˆZˆ,τ}]2 +
∑
τ
[E{VˆZˆ,τ} − VZ,τ ]2
=
∑
τ
var{VˆZˆ,τ}+
∑
τ
[VZˆ,τ − VZ,τ ]2
→
∑
τ
[VZˆ,τ − VZ,τ ]2,
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as the sample correntropy is an unbiased and consistent estimator.
Therefore, if there exists w(1) and w(2) such that the correntropy function
VZˆ,τ is the same, then the expected value of the cost surface at these two points
would also be identical as N →∞.
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