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Abstract. With the increasing ability of current applications to produce
and consume more complex data, such as images and geographic infor-
mation, the similarity join has attracted considerable attention. However,
this operator does not consider the relationship among the elements in
the answer, generating results with many pairs similar among themselves,
which does not add value to the final answer. Result diversification meth-
ods are intended to retrieve elements similar enough to satisfy the simi-
larity conditions, but also considering the diversity among the elements
in the answer, producing a more heterogeneous result with smaller car-
dinality, which improves the meaning of the answer. Still, diversity have
been studied only when applied to unary operations. In this paper, we
introduce the concept of diverse similarity joins: a similarity join oper-
ator that ensures a smaller, more diversified and useful answers. The
experiments performed on real and synthetic datasets show that our
proposal allows exploiting diversity in similarity joins without diminish
their performance whereas providing elements that cover the same data
space distribution of the non-diverse answers.
Keywords: Similarity joins · Result diversification · Query processing
1 Introduction
Nowadays, huge amount of information are produced by the applications, and
the modern Relational Database Management Systems (RDBMS) must handle
more complex data types, such as images, videos, genetic sequences, geographic
information. Unlike scalar data types (numbers, dates and strings), it makes
no sense to compare complex data by equality or by order relationships: they
are better compared by similarity. Similarity-based variations of the classical
relational operators are being investigated to support similarity and included in
RDBMS, such as similarity selections [13] and similarity joins [7,8].
There exist several types of similarity joins, but the similarity range one
(often called just similarity join) is the most discussed in the literature
[4,8,11,13]. It retrieves pairs of elements such that elements in each pair are
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similar up to a maximum threshold. Range join is useful in several contexts
[8], such as string matching, data cleaning, and near-duplicate object detection.
However, let us consider an application example where similarity joins may pro-
duce results whose intuitiveness and expressiveness can be improved. Assume an
emergency scenario where one or more incidents require immediate providence
to reduce adverse consequences to life and property. Suppose that an emergency
crowd-source-based control system can receive many eyewitnesses reports con-
taining photos with meta information, such as their geolocation coordinates. In
this scenario, it is reasonable to consider that the system with several identiﬁed
incidents can receive a large amount of photos, leading to the following ques-
tion: “How to capture a broad vision around the incidents region using a reduced
number of photos?”. There are two possible ways to use similarity join operators
to answer the question, computing similarity using incident locations with the
geolocation of the photos up to a maximum threshold.
The ﬁrst way uses a similarity join as a ﬁnal query generator. However, many
pairs can bring the same information, as many photos come from the same point
of view (near-duplicate perspectives). The second way employs a similarity join
as a pre-processing operator, sending the join result to a clustering algorithm
that summarizes the answer. Both alternatives have drawbacks. The former only
considers similarity among the incident and the photos, not taking into account
the similarity among the pairs in the answer. For example, a result composed
of pairs in the form 〈s1, sa〉 and 〈s2, sb〉 where s1 and s2 are incident locations,
〈s1, sa〉 and 〈s2, sb〉 are pairs similar among themselves and sa and sb are close
locations photos, leads to a large cardinality answer set, which requires more
attentive eﬀort from the emergency control system staﬀ. The second alternative
trades the problem of “analyzing too many similar pairs” for “properly tune
a clustering algorithm” executed in a follow-up operation. The performance of
clustering algorithms is directly aﬀected by the cardinality of the input, thus
it typically needs to be executed more than once to ﬁnd proper results. This
alternative is computationally costlier, but eases and improves the staﬀ’s job.
Surpassing those drawbacks, a more interesting answer is to capture a whole
perspective about each incident region, taking advantage of the relationship
among the reports to obtain a more diversiﬁed view of the incidents. In order
to obtain more relevant photos with such a holistic vision about the search
space, several studies introduced a diversity factor in similarity queries [6,12,
17]. Query result diversiﬁcation aims at computing not only a result set with
elements similar enough to satisfy the similarity conditions, but also to get a set
of elements diverse among themselves to produce a more heterogeneous result.
However, to the best of our knowledge, the result diversiﬁcation deﬁnitions found
in the literature [2,5,6,12,14,16,17] were always applied to unary operations, and
none of them explored combining two relations, such as in a join operation.
This paper introduces the concept of diverse similarity joins: a binary oper-
ation that receives two relations and combines their elements meeting a similar-
ity predicate but that also ensures a smaller, diversiﬁed answer. Our proposal
was evaluated using real and synthetic datasets. The results show that diverse
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similarity joins have equivalent computational costs of the similarity joins, yet
retrieving a broader distribution of the elements from both input sets. The main
contributions of this paper are summarized as follows:
– The deﬁnition of a theoretical basis to combine the concepts of diversity
queries and similarity joins.
– Introducing an operator that improves the usefulness of similarity joins.
– An eﬃcient algorithm to compute diverse similarity joins.
The remainder of this paper is organized as follows: Section 2 reviews related
works. Section 3 introduces the diversity join concept. Section 4 presents experi-
mental evaluation and results. Section 5 concludes the paper and discusses future
research directions.
2 Related Work
Similarity Joins: Let us assume that it exists two relations T1 and T2, each
one having one attribute (or a set of attributes) S1 ∈ T1 and S2 ∈ T2 sharing
the same complex data domain S, that is Dom(S1) ⊆ S and Dom(S2) ⊆ S. The
similarity range join of T1 and T2 retrieves all tuple pairs 〈ti, tj〉 |ti ∈ T1, tj ∈ T2
such that the distance between the values of the corresponding attributes do
not exceed a maximum similarity threshold ξ, that is d(ti[S1], tj [S2]) ≤ ξ. It also
exists a similarity join whose limit is not a maximum similarity threshold, but a
maximum number of elements, the k-nearest neighbor join. It retrieves the pairs
〈ti, tj〉 |ti ∈ T1, tj ∈ T2 such that the value of the complex attribute t[S1] in the
right relation is one of the k most similar to the value of the complex attribute
t[S2] in the left relation. The range join is the fastest and most common type of
similarity join [8].
Similarity joins can be processed by nested-loops, which implies to perform
|R| ∗ |S| distance computations [10]. Despite its high computational cost, this
approach enables to perform any type of similarity join and to combine any kind
of data. However, it is possible to employ an index data structure in order to
improve performance. The main idea is to store the elements of one or both
joined relations into a data structure that speeds up accesses. Examples of such
structures are the eD-Index, employed in studies such as [4,11], and the List of
Twin Clusters (LTC), introduced in [10]. Whereas eD-Index is well-suitable to
compute range joins, LTC also processes the k-nearest neighbor variant.
Similarity joins can also be computed by non-indexing approaches based
on the divide-and-combine strategy. These techniques intend to partition the
search space and to group the elements. Examples of such techniques include
the Quickjoin [8], Epsilon Grid Order (EGO) [1] and its extensions [9], and the
Generic External Space Sweep (GESS) [3]. Quickjoin improves similarity joins
in multidimensional spaces by dividing the elements into small groups, in a way
that enables them to be eﬃciently joined by nested-loops. However, Quickjoin
only processes range joins whereas variations aimed at processing the k-nearest
neighbors join [7] computes only approximate answers. EGO and GESS are
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speciﬁc to handle dimensional data and cannot be applied in metric spaces in
general.
Search Result Diversification: The main idea of adding a diversity factor
into similarity queries is to bring better information than a result based only
on similarity, as diversity allows the user to have a broader perspective of the
possible results over larger portions of the data space distribution. Diversity has
been exploited in several areas, such as information retrieval [5], recommendation
systems [2] and similarity queries [12,14]. Most approaches use metadata associ-
ated to the elements, such as taxonomies in document sets [5], cluster attributes
in annotated data [2,16], and distances among the elements in dimensional and
metric spaces. However, processing external information is often computationally
expensive and restricts its use to datasets that have this information [17].
Other approaches have pursued diversity without using extra information.
Called distance-based approaches, they can be classiﬁed as two main groups:
Optimization and Separation Distance. The optimization approach considers
that similarity and diversity must compete to each other, taking a user-deﬁned
diversity preference as input, so that the results of pure-similarity algorithms
(conﬁgured to retrieve more than the k elements requested by the user) can
be re-ranked, inducing diversity among elements based on a bi-criteria objective
function. However, this diversity deﬁnition results in an NP-hard problem [12,17]
and restricts their usage to k-nearest neighbor queries.
The separation distance approach considers that there is a minimum distance
ξmin among elements in the answer, such that pairs of elements closer than ξmin
are considered too much similar to each other and only one is included in the ﬁnal
result [6,14]. An example of using this approach is the k-Distinct Nearest Neigh-
bors (kDNN) query [14]. The kDNN query builds on the classic k-NN query,
but excluding all elements that are too similar by restricting the result rela-
tion TR = {∀sx, sz ∈ TR,∀sy ∈ T − TR : d(sx, sz) ≥ ξmin ∧ (d(sx, sq) ≤ d(sy, sq)
∨∃sw ∈ TR : d(sy, sw) < ξmin)}, where T is a relation, ξmin is a ﬁxed user-deﬁned
separation distance and sq is the query center. Although the separation distance
approaches have a reduced computational cost compared to the optimization
ones, setting up the separation distance for each element in a relation T1 to join
to another relation T2 makes such diversity deﬁnition less intuitive to the user, as
it requires deﬁning a ﬁxed separation distance for all elements in each relation.
Other recent approach deﬁnes diversity without requiring more information
from the user about the separation distance, called the Result Diversiﬁcation
based on Inﬂuence (RDI) [12]. This technique is based on a minimum distance
that can be automatically estimated using the concept of “inﬂuence” intensity
(I), which is deﬁned as the inverse of the similarity distance between two ele-
ments. Let si, sj and sq be elements in a relation T. Then sj is more inﬂuenced
by si than by sq iﬀ I(si, sj) ≥ I(sj , sq). For a query centered at sq, the RDI
goal is to retrieve a diversity result set TR ⊂ T by selecting elements in T that
are similar to sq (nearest or in the range), but also considering the minimum
distance between two elements si, sj ∈ TR by the inﬂuence intensity I.
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The diversity property was deﬁned only for the selection operator, thus con-
sidering only one relation. The proposal in this paper extends those aforestated
studies to compute the diversity of similarity joins of two relations T1 and T2.
Thus, we intend to compute a result composed of pairs 〈si, s2〉 where si ∈ T1
and s2 ∈ T2 and each si is similar enough to elements s2 to satisfy the similarity
request but, increasing the diversity among the elements si in the result.
3 Diversified Similarity Joins
Let us ﬁrst hone our intuition about how the combination of antagonistic con-
cepts as similarity and diversity improves the applicability of the similarity joins.
Typically, queries are expressed by combining searching operators, as for exam-
ple, the join operator is composed of the Cartesian product followed by a selec-
tion. Thus, the answer of a similarity range join has properties related to the
“range selection” operator, an operator that selects the elements within a simi-
larity threshold from a query center.
As already discussed in Sect. 1, a pure similarity criterium (without con-
sidering diversity) results in a relation including elements too much similar to
each other, which increases the result cardinality without increasing the infor-
mation content. Figure 1 (a) represents elements of two relations T1 and T2 in
an Euclidean bi-dimensional space, where stars represent elements in T1, trian-
gles represent elements in T2 and circles delimits elements of T2 combined with
elements T1. However, in the same way that a diversiﬁed similarity selection
operator can improve the result evaluating diversity, a diverse similarity join
may provide a better perspective too, as shown in Fig. 1 (b). Notice that each
element in T1 can be associated to a varying number of elements in T2, depending
on the data space distribution. In Fig. 1 (b), the squares represent elements in
T2 skipped to be paired with elementos from T1, as they probably only repeat
the information already presented by another pair already in the result, meeting
what we want in the emergency scenario presented in Sect. 1.
We now state the problem of the diversiﬁed similarity join. Let T1 and T2
be two relations, each one having an attribute sharing the same complex data
domain S. Our objective is to retrieve all pairs of tuples from both relations such
that the distance between the corresponding complex attributes does not exceed
a maximum similarity threshold, at the same time ensuring that the resulting
pairs are diverse among each other. The Diversified Similarity Join or just
DS-join is deﬁned as follows:
Definition 1. Diversified Similarity Join Operator (DS-join): Let T1
and T2 be two relations, each one having one attribute (or a set of attributes)
S1 ∈ T1 and S2 ∈ T2 sharing the same complex data domain S. Let also d be
a metric defined on S, ξ be a distance threshold and RngDiv(d, ξ) be a simi-
larity with diversity range comparison operator. The diversified similarity join
T1
S1RngDiv(d,ξ)S2
 T2 combines tuples of T1 and T2 whose distance between the
pair of elements d(t[S1], ti[S2]) is less than or equal to the given threshold ξ and
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(a) Similarity Join (b) Diversified Similarity Join
Fig. 1. Similarity joins in an Euclidean bi-dimensional space. Stars are the elements
of the first relation T1, triangles represent the elements of the second relation T2.
Dashed circles groups the elements of T1 paired with the elements of T2. Squares are
the elements of the T1 not paired with T2 in a diversified similarity join.
ensures that the pairs in the result relation 〈t[S1], ti[S2]〉 , 〈t[S1], tj [S2]〉 ∈ (T1×T2)
are separated by a minimum distance based on the relative position of ti[S2] and
tj [S2] to t[S1], that is:
T1
S1RngDiv(d,ξ)S2
 T2 = TR = {〈t[S1], ti[S2]〉 ∈ (T1 × T2) | d(t[S1], ti[S2]) ≤ ξ ∧
∀ 〈t[S1], ti[S2]〉 ∈ TR : 〈t[S1], ti[S2]〉 /∈
”
T2(tj [S2], ti[S2])} .
Let us interpret Deﬁnition 1 and see how it formalizes our intuition. The ﬁrst
part of that deﬁnition 〈t[S1], ti[S2]〉 ∈ (T1 × T2) | d(t[S1], ti[S2]) ≤ ξ ensures that
only the tuples holding the most similar complex attribute values (restricted by
the user threshold ξ) in T1 will be paired to the tuples in T2. The second part,
∀ 〈t[S1], ti[S2]〉 ∈ TR : 〈t[S1], ti[S2]〉 /∈
”
T2(tj [S2], ti[S2]) ensures the diversity in the
ﬁnal result, selecting only the pairs whose complex attributes are separated by
a minimum distance. We consider that only the tuples ti, tj ∈ T2 farther than a
minimum distance to the others in TR (estimated in an automatic way, using the
concept of inﬂuence Intensity described in Sect. 2) will be selected. The tuples
inﬂuenced by ti[S2] is represented by
”
T2(tj [S2], ti[S2]). The intuition is that ti[S2]
provides more (or equivalent) information as tj [S2] to each respective element
t[S1]. Thus, we only need to pair up one of them in the ﬁnal result. Deﬁnition
2 shows how to generate a set of elements tj [S2] that can be surely skipped as
candidates from relation T2 based on the element ti[S2] for each corresponding
element t[S1] ∈ T1.
Definition 2. Strong Influence Set –
”
T2: Given an value t[S1] in relation T1
and another ti[S2] in relation T2, the strong influence set
”
T2 of ti[S2] for each
t[S1] is:
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”
T2(ti[S2], t[S1]) = { 〈t[S1], tj [S2]〉 ∈ (T1 × T2)|
(I(ti[S2], tj [S2]) ≥ I(ti[S2], t[S1])) ∧
(I(tj [S2], ti[S2]) ≥ I(tj [S2], t[S1]))} .
The combination of Deﬁnition 1 with Deﬁnition 2 enables pruning elements
from relation T2 for a given element in T1, which allows to consider only the ele-
ments in T2 within threshold ξ that are diverse to each other in a way transparent
to the user. This parameter-free characteristic is important in a join process, as
some of the elements in T2 may be in a region denser or sparser when joined to T1
and the inﬂuence intensity is automatically estimated during the join execution,
based solely on the data space distribution. .
An Algorithm for the Diversified Similarity Joins: The traditional way
to compute similarity joins is through a nested-loop approach. Algorithm 1 com-
bines a nested-loop with the operations to prune elements inﬂuenced by others
in the second relation to support diversity in similarity joins. Lines 2–8 execute
the inner similarity join. In line 6, the two elements that are in the threshold ξ
are concatenated and included in the result, together their the similarity. The
element pairs are kept ordered in Ttemp with respect to their similarity to t[S1].
The use of a priority queue eases storing the elements in that part of the algo-
rithm. As the diversity concept is applied for each element of the ﬁrst relation,
the function Diverse (line 9) is applied after all the elements in the threshold ξ
are selected.
In Algorithm 2 (Diverse function), the intuition is to prune elements too
similar by keeping the maximum threshold requirement, such that the answer
is a subset of the traditional similarity join, reducing the cardinality of the
answer using only the elements in the relation T2 that can provide a broader
vision around each element in T1. Thus, the distance from a diverse candidate
Algorithm 1. Nested-loop DS-join
Input : Relations T1 and T2;
Output: The relation T with diverse elements of T1 joined to T2.
1: T ← ∅;
2: for t[S1] ∈ T1 do
3: Ttemp ← ∅;
4: Tdiv ← ∅;
5: for s ∈ T2 do
6: if (dist(t[S1], s) ≤ ξ) then
7: dist ← d(t[S1], s);
8: Ttemp ← Ttemp ∪ {〈t[S1], s, dist〉};
9: Tdiv = Diverse(Ttemp);
10: T ← T ∪ Tdiv;
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Algorithm 2. Diversifying Result Sets
Input : Relation Ttemp;
Output: The relation Tdiv with the diverse elements of Ttemp.
1: Tdiv ← ∅;
2: divCand ← The element s with the lower value of dist;
3: while Ttemp is not empty do
4: set divCand as diverse candidate;
5: for each t ∈ Tdiv do
6: if divCand ∈
”
T2(t, t[S1]) then
7: set divCand as non-diverse candidate.;
8: break
9: if divCand is a diverse candidate then
10: insert 〈t[S1], divCand, dist〉 in Tdiv ;
11: divCand ← next element s with the lower value of dist ;
in relation T2 to element t[S1] ∈ T1 must be minimal among all the elements
in T2. In such way, we start assuming that the minimum distance between the
elements T2 is zero. At each iteration, the closest element (divCand) is considered
a diverse candidate (Lines 3–4). Thereafter, that element is evaluated if it belongs
to the strong inﬂuenced set already selected. If so, then divCand is inﬂuenced
by t and it is tagged as non-diverse (lines 5–7). Moreover, if divCand is not
inﬂuenced by any element in Tdiv, then divCand is inserted into the result set
(lines 9–10). Notice that the number of diverse candidates depends on the data
space distribution around the element in T1. This process repeats until no other
element exists in Ttemp to be analyzed (line 3).
4 Experiments
In this section we compare the proposed DS-join operator to the traditional non-
diverse similarity range join (Sim-join) and to a diversity algorithm based on the
distinct nearest neighbors (Dist-join) [14], as the other diversity algorithms from
the literature can be only applied to k-nearest neighbor query operators. Dist-
join employs a concept similar to that used in DS-join, as it considers elements
diverse based on a separation distance (ξmin). However, Dist-join requires the
deﬁnition of a ξmin, which is ﬁxed for every element in relation T1. All the
compared algorithms follow the nested-loop join strategy to enable fair compar-
isons. The objective here is to compare the impact of using diﬀerent diversity
deﬁnitions on similarity joins.
We follow two strategies to evaluate our proposal: the ﬁrst (Sect. 4.1) evalu-
ates the impact of varying parameter ξ on the performance and on the cardinal-
ity of the result using real datasets; the second strategy (Sect. 4.2) performs a
scalability analysis of the DS-join operator varying the cardinality of the joined
relations and the data dimensionality, using synthetic datasets.
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Table 1. Experimental setup
Parameter Dataset Values
|T1|
Aloi 100
Proteins 861
Synth (1,000); 2,500; 5,000; 7,500; 10,000
|T2|
Aloi 72,000
Proteins 12,005
Synth
1,000; 2,500; 5,000;
7,500; (10,000)
ξ
Aloi (1.0); 2.0; 3.0; 4.0; 5.0
Proteins (5); 6; 7; 8; 9
Dimension Synth 2; (4); 8; 16; 32
We evaluated the results by processing two real datasets (Aloi, Proteins)
and several synthetic ones (Synth) with distinct dimensionality and cardinal-
ity. The Aloi1 dataset is composed of 1,000 main objects rotated in steps of 5o
from 0 to 360o, generating 72 images per object and a total amount of 72,000
distinct images. This dataset has 144 features obtained using the color moment
extractor [15]. Additionally, the Manhattan distance was used to compute the
similarity between the elements. The Proteins2 dataset consists of 12,866 chains
of amino acids represented by characters. This is a purely metric dataset and
allows to evaluate DS-joins over data that cannot be represented in a multidi-
mensional space model. We retain proteins whose length varies between 2 and
15 amino acids. The metric employed in this dataset is the well-known Leven-
shtein Edit distance. The Synth datasets vary from 1,000 to 10,000 points in
2, 4, 8, 16 and 32 dimensions each set, generated at random (uniform). Every
Synth dataset used the Euclidean distance to evaluate the similarity among the
elements. Table 1 summarizes the parameter variations and indicates the default
values in parenthesis when they are not speciﬁed in the test description.
The experiments were executed in a computer with an Intel R© CoreTM i7-4770
processor, running at 3.4 GHz, with 16 GB of RAM on the operating system
Ubuntu 14.04. All the algorithms were implemented in C++, using the same
programming framework and both joined search spaces remains in disk, that is,
elements are loaded in memory only when they are required to be joined.
4.1 Performance and Result Size Evaluation
In order to evaluate the retrieval performance of our proposal, we measured the
running time and the number of elements in the ﬁnal result obtained by DS-
join, Dist-join and the traditional Sim-join. We present the behavior analysis
in a high-dimensional (Aloi) and in a purely metric dataset (Proteins), since
1 Aloi: http://aloi.science.uva.nl Access: April 19, 2015
2 Proteins: http://www.uniprot.org/uniprot Access: April 19, 2015
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they encompass two representative cases regarding complex data. The maximum
threshold ξ was chosen so as its smaller value retrieves about 1% of the amount
of elements of the Cartesian product and the larger value retrieves about 10%
of that total. Naturally, each distinct dataset has a diﬀerent range of values ξ.
Figure 2(a) shows the running time for the Aloi dataset. For this experiment,
we used two values for the separation distance parameter of Dist-join: 1.0 and
1.3. They accomplish respectively the best diversiﬁcation and the fastest perfor-
mance according to the authors [14]. As it can be seen, all the algorithms have
almost the same execution time when the maximum threshold is small, as the
ﬁnal result has only few elements. However, as the maximum threshold increases,
both conﬁgurations of Dist-join have their performance degraded, being on aver-
age 10 times slower than the Sim-join. This happens as the separation distance
parameter is ﬁxed to each element for relation T1, without considering the dis-
tance distribution of the elements around it in the relation T2. However, the
experiments showed that DS-join is much faster than the Dist-join, and when
compared to the (non-diverse) Sim-join, it was on average 20% slower. Figure
2(d) shows the result set sizes for the Aloi dataset. For this experiment, the
intuition is that a good diversity join algorithm will select a reduced number of
elements that cover the same data space distribution of the non-diverse Sim-join.
Both conﬁgurations of the Dist-join was outperformed by DS-join, covering the
same data space, but using only 10% of elements used by Sim-join.
Figure 2(b) shows the running time for the Proteins dataset. In this exper-
iment, we deﬁned the separation distance parameter of Dist-join as 6. DS-join
outperformed Dist-join been at least 2 times faster for smaller values of ξ and up
to one order of magnitude faster when 10% of the elements are retrieved by the
join. In addition, the large amount of time spent by Dist-join was not enough to
reduce the number of elements as DS-join does, since it retrieved, in average, 3
times more elements, as presented in Fig. 2(e).
The presented results highlights that our DS-join executes diversity in simi-
larity joins in a equivalent time to the “pure” similarity join (Sim-join), while the
closest diversity algorithm compared can be 10 times slower. Moreover, DS-join
does not require any new parameters. Allowing to make the use of diversity in
joins transparent and intuitive.
4.2 Scalability
In order to evaluate the scalability of the proposed DS-join algorithm, we per-
formed two experiments over synthetic datasets. We ﬁrst employed the new
algorithm to a cardinality-behavior analysis regarding the running time. Figure
2(c) shows the eﬀect of increasing the cardinality of both relations T1 and T2.
As it can be seen, the DS-join follows the same behavior of the non-diverse algo-
rithm Sim-join with a slightly diﬀerence (less than 7%). This result shows that
the inclusion of diversity in the similarity join operator does not degrade the
overall performance regarding both relation variations.
The second scalability experiment evaluates the eﬀect of the dimensional-
ity variation in the DS-join performance. Figure 2(f) shows that the diﬀerence
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Fig. 2. Performance and result set size graphs showing the impact of diversity in join
operators. In all graphs, lower values correspond to better algorithms.
between DS-join and Sim-join is always very close (less than 10%) regarding the
dimensionality of the relations. As already expected, the cost of DS-join increase
with the dimensionality, once the distance functions become more computation-
ally expensive to compute and DS-join must consider both similarity and the
diversity among the elements. However, the slim cost increase is surpassed by
the gain in the response meaning obtained by including the diversity.
5 Conclusion
The similarity operators are attracting considerable attention to process complex
data. However, similarity-based operators often retrieve result with elements too
much similar among themselves, which does not add valuable information to the
ﬁnal answer.
Result diversiﬁcation provides a promising solution, making it possible to
retrieve elements similar enough to satisfy similarity conditions but also consid-
ering the diversity among them. Until now, diversity have been applied only to
unary selection operators. In this paper we introduced the concept of diversity
in similarity joins, ensuring a diversiﬁed and more useful answer. We applied the
diversity over the range join operator to prune the elements that are too similar
to each other, reducing the cardinality of the answer. Our experiments showed
that it is possible to consider the diversity among the elements in the result of
the similarity join operator without signiﬁcant impact on their performance.
As a future work, we are exploring the beneﬁts of including diversity also in
the k-nearest neighbor joins. For this kind of join, the diversity concept provides a
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diﬀerent vision, as it will prune too similar elements in T1, exchanging them with
others less similar to keep k elements in the answer, meeting the requirement
of pairing up each element of T2 to k elements in T1, but where there is no
commitment to represent the same data space distribution of the non-diverse
answers, which is more suitable for exploratory queries.
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