Assume G is a definable group in a stable structure M . Newelski showed that the semigroup SG(M ) of complete types concentrated on G is an inverse limit of the ∞-definable (in M eq ) semigroups SG,∆(M ). He also shows that it is strongly π-regular: for every p ∈ SG,∆(M ) there exists n ∈ N such that p n is in a subgroup of SG,∆(M ). We show that SG,∆(M ) is in fact an intersection of definable semigroups, so SG(M ) is an inverse limit of definable semigroups and that the latter property is enjoyed by all ∞-definable semigroups in stable structures.
Introduction
A Semigroup is a set together with an associative binary operation. Although the study of semigroups stems in the start of the 20th century not much attention has been given to semigroups in stable structures. One of the only facts known about them is Proposition. [6] A stable semigroup with left and right cancellation, or with left cancellation and right identity, is a group.
Recently ∞-definable semigroups in stable structures made an appearance in a paper by Newelski [14] :
Let G be a definable group inside a stable structure M . Define S G (M ) to be all the types of S(M ) which are concentrated on G. S G (M ) may be given a structure of a semigroup by defining for p, q ∈ S G (M ):
where a |= p, b |= q and a | ⌣M b. Newelski gives an interpretation of S G,∆ (M ) (where ∆ is a finite set of invariant formulae) as an ∞-definable set in M eq and thus S G (M ) may be interpreted as an inverse limit of ∞-definable semigroups in M eq . As a result he shows that for every local type p ∈ S G,∆ (M ) there exists an n ∈ N such that p n is in a subgroup of S G,∆ (M ). In fact he shows that p n is equal to a translate of a ∆-generic of a ∆-definable connected subgroup of G(M ).
Definition. A semigroup S is called strongly π-regular or an epigroup if for all a ∈ S there exists n ∈ N such that a n is in a subgroup of S.
2.
A semigroup S is called an inverse semigroup if for every a ∈ S there exists a unique a −1 ∈ S such that aa −1 a = a, a −1 aa −1 = a −1 .
3. A Clifford semigroup is an inverse semigroup in which the idempotents are central. A surjective Clifford monoid is a Clifford monoid in which for every a ∈ S there exists g ∈ G and idempotent e such that a = ge, where G is the unit group of S.
These kinds of semigroups do arise in the context of S G (M ). It is probably folklore, but one may show (see Section 4.2) that if G is 1-based then S G (M ) is an inverse monoid. In Section 4.2 we give a condition on G for S G (M ) to be Clifford.
Theorem 3.4.2. Let S be an ∞-definable surjective Clifford monoid in a stable structure. Then S is contained in a definable monoid, extending the multiplication on S. This monoid is also a surjective Clifford monoid.
As a result from the proof, every such monoid is an intersection of definable ones.
In the process of proving the above Theorem we show two results which might be interesting in their own right.
Since ∞-definable semigroups in stable structures are sπr, one may define a partial order on them given by a ≤ b ⇔ a = be = f b for some e, f ∈ E(S 1 ), where S 1 is S ∪ {1} where we define 1 to be the identity element. If for every a, b ∈ S, a · b ≤ a, b one may show that there exists n ∈ N such that every product of n + 1 elements is already a product of n of them (Proposition 3.3.4). As a result any such semigroup is an intersection of definable ones. In particular, Proposition 3.3.7. Let E be an ∞-definable commutative idempotent semigroup inside a stable structure, then E is contained in a definable commutative idempotent semigroup. Furthermore, it is an intersection of definable ones.
Preliminaries

Notations
We fix some notations. We'll usually not distinguish between singletons and sequences thus we may write a ∈ M and actually mean a = (a 1 , . . . , a n ) ∈ M n , unless a distinguishment is necessary. A, B, C, . . . will denote parameter sets and M, N, . . . will denote models. When talking specifically about semigroups, monoids and groups (either definable, ∞-definable or models) we'll denote them by S, M and G, respectively. We use juxtaposition ab for concatenation of sequences, or AB for A ∪ B if dealing with sets. That being said, since we will be dealing with semigroups, when there is a chance of confusion we'll try to differentiate between the concatenation ab and the semigroup multiplication ab by denoting the latter by a · b.
Semigroups
Clifford and Preston [2, 3] is still a very good reference for the theory of semigroups, but Higgins [4] and Howie [5] are much more recent sources.
A set S with an associative binary operation is called a semigroup. An element e ∈ S is an idempotent if e 2 = e. We'll denote by E(S) the subset of all idempotents of S. By a subgroup of S we mean a subsemigroup G ⊆ S such that there exists an idempotent e ∈ G such that (G, ·) is a group with neutral element e. S is strongly π-regular (sπr) if for each a ∈ S there exits n > 0 such that a n lies in a subgroup of S.
Remark. These type of semigroups are also known as epigroups and their elements as group-bound.
A semigroup with an identity element is called a monoid. Notice that any semigroup can be extended to a monoid by artificially adding an identity element. We'll denote it by S 1 . If S is a monoid we'll denote by G(S) its subgroup of invertible elements. Given two semigroups S, S ′ , a homomorphism of semigroups is map
for all x, y ∈ S. If S, S ′ are monoids, then we say ϕ is a homomorphism of monoids if in addition ϕ(1 S ) = 1 S ′ . Definition 2.2.1. The natural partial order on E(S) is defined by
Proposition 2.2.2. [2, Section 1.7] For every e, f ∈ E(S) we have the following:
1. eSe is a subsemigroup of S. In fact, it is a monoid with identity element e;
3. Every maximal subgroup of S is of the form G(eSe) (the unit group of eSe) for e ∈ E(S);
There are various ways to extend the partial order on the idempotents to a partial order on the entire semigroup. See [4, Section 1.4] for a discussion about them. We'll use the natural partial order on S. It has various equivalent definitions, we present the one given in [4, Proposition 1.4.3] . Notice that this extends the partial order on E(S). If S is sπr this partial order takes a more elegant form: a ≤ b ⇔ a = be = f b for some e, f ∈ E(S 1 ). 1. For every a, b ∈ S, a −1 −1 = a and (ab)
2. For every a ∈ S, aa −1 and a −1 a are idempotents.
3. The idempotents commute. Thus E(S) is a commutative subsemigroup, and hence a semilattice.
The basic example for inverse semigroups is the set, I (X), of partial oneto-one mappings for a set X, that means that the domain is a (possibly empty) subset of X. The composition of two "incompatible" mappings will be the empty mapping. The first surprising fact is that this is in fact an inverse semigroup, but one can say even more (a generalization of Cayley's theorem for groups): If S is an inverse semigroup, the partial order on S gets the following form: a ≤ b if there exists e ∈ E(S) such that a = eb. Proposition 2.2.9.
1. ≤ is a partial order relation.
2. If a, b, c ∈ S such that a ≤ b then ac ≤ bc and ca ≤ cb. Futhermore, The following is well known, but we'll add a proof instead of adding another source.
Proposition 2.2.11. S is a Clifford semigroup if and only if it is an inverse semigroup and aa −1 = a −1 a for all a ∈ S.
Proof. Assume S is a Clifford semigroup and let a ∈ S. Since aa −1 and a −1 a are idempotents and central,
Conversely, we must show that the idempotents are central. For a ∈ S and e ∈ E(S), we'll show that ea = (ea)(a −1 e)(ea) = (ea)(ea −1 )(ea) and thus by the uniqueness of the pseudo-inverses, ea = ae. By our assumption (ea)(ea −1 )(ea) = eae(a −1 e)(ea) = eae(ea)(a −1 e) = eaeaa −1 e Again, (ea)(a −1 e) = (a −1 e)(ea) so
and by the commutativity of the idempotents (e and aa −1 ),
Chapter IV] A semigroup S is said to be a strong semilattice of semigroups if there exists a semilattice Y , disjoint subsemigroups
2. φ α,α is the identity.
For every
Theorem 2.2.13. [5, Section IV.2, Theorem 2.1] S is a Clifford semigroup if and only if it is a strong semilattice of groups. The semilattice is E(S), the disjoint groups are {G e = G(eSe) : e ∈ E(S)} the maximal subgroups of S and the homomorphism φ e,ef is given by multiplication by f .
∞-definable Semigroups and Monoids
Let S be an ∞-definable semigroup in a stable structure. Assume that S is defined by
Remark. We assume that S is defined over ∅ just for notational convenience. Moreover we assume that the ϕ i s are closed under finite conjunctions.
Strongly π-regular
Our goal is to prove that an ∞-definable semigroup inside a stable structure is sπr.
To better understand what's going on we start with an easier case:
Definition 3.1.1. A stable semigroup is a stable structure S such that there is a definable binary function · which makes (S, ·) into a semigroup.
The following was already noticed in [10] for semigroups with chain conditions, but we give it in a "stable semigroup" setting. Proof. Let a ∈ S and let
Obviously, S |= θ(a 3 m , a 3 n ) for m < n. S is stable hence θ doesn't have the order property. Thus there exists m < n such that S |= θ(a
m and commutes with a. Since 3 n > 2 · 3 m then multiplying by a
m . Notice that since C commutes with a, Ca
m is an idempotent. Proof. Let a ∈ S. From the proof of Proposition 3.1.2 there exists C ∈ S that commutes with a and n > 0 such that Ca 2n = a n . Set e := Ca n . Indeed, a n = e · a n · e and a n · eCe = e.
Remark. Given a ∈ S, there exists a unique idempotent e = e a ∈ S such that a n belongs to the unit group of eSe for some n > 0. Indeed, for two idempotents e = f the unit groups of eSe and f Sf are disjoint (Proposition 2.2.2).
Furthermore, we have Lemma 3.1.4.
[13] Let S be a semigroup and x ∈ S. If for some n, x n lies in a subgroup of S with identity e then x m lies in the unit group of eSe for all m ≥ n.
Corollary 3.1.5. There exists n > 0 (depending only on S) such that for all a ∈ S, a n belongs to the unit group of e a Se a .
Proof. Let φ i (x) be the formula 'x i ∈ the unit group of e x Se x '. i [φ(x)] = S 1 (S), since every elementary extension of S is also stable and hence sπr. By compactness there exist n 1 , . . . , n k > 0 such that
We return to the general case of S being an ∞-definable semigroup inside a stable structure. The following is an easy consequence of stability: Proposition 3.1.6. Every chain of idempotents in S, with respect to the partial order on them, is finite and uniformly bounded.
Our goal is to show that for every a ∈ S there exists an idempotent e ∈ S and n ∈ N such that a n is in the unit group of eSe. We'll want to assume that S is a conjunction of countably many formulae. For that we'll need to make some observations, the following is well known but we add a proof for completion, Lemma 3.1.7. Let S be an ∞-definable semigroup. Then there exist ∞-definable semigroups H i such that each H i is defined by at most a countable set of formulae, and S = H i .
Proof. Let S = i∈I ϕ i and assume that the ϕ i s are closed under finite conjunctions. By compactness we may assume that for all i and x, y, z
Let i 0 ∈ I. By compactness there exists i 0 1 ∈ I such that for all x, y:
Thus construct a sequence i 0 , i 
This is indeed a semigroup and
The following is also well known, Proposition 3.1.8.
[6] An ∞-definable semigroup in a stable structure with left and right cancellation, or with left cancellation and right identity, is a group.
As a consequence, Lemma 3.1.9. Let S be an ∞-definable semigroup and G e ⊆ S a maximal subgroup (with idempotent e ∈ E(S)). G e is relatively definable in S.
Proof. Let S = i ϕ i (x). By compactness, there exists a definable set S ⊆ S 0 such that for all x, y, z ∈ S 0
x(yz) = (xy)z.
This ∞-formula defines the maximal subgroup G e . Indeed if a |= G e (x) and b, b ′ ∈ S 0 are such that
Hence there exists an inverse of a in S.
Let G e ⊆ G 0 be a definable group containing G e (see [6] ). G 0 ∩ S is an ∞-definable subsemigroup of S with cancellation, hence a subgroup. It is thus contained in the maximal subgroup G e and so equal to it. Lemma 3.1.10. Let S be an ∞-definable semigroup and S ⊆ S 1 an ∞-definable semigroup containing it. If S 1 is sπr then so is S.
Proof. Let a ∈ S and let a n ∈ G e ⊆ S 1 where G e is a maximal subgroup of S 1 . Thus a n ∈ G e ∩ S. Since G e ∩ S is an ∞-definable subsemigroup of S with cancellation, it is a subgroup.
We may, thus, assume that S is the conjunction of countably many formulae. Furthermore, we may, and will, assume that S is commutative. Indeed, let a ∈ S. By compactness we may find a definable set S ⊆ S 0 such that for all x, y, z ∈ S 0 :
Define D 1 = {x ∈ S 0 : xa = ax} and then
Lemma 3.1.11. There exist definable sets S i such that S = S i , the multiplication on S i is commutative and that for all 1 < i there exists C i ∈ S i and n i , m i ∈ N such that
2. e i := C i a ni−mi is an idempotent;
and furthermore for all 1 < j ≤ i:
4. e j e i = e i ;
5. e i a ni−mi = a ni−mi .
Proof. By compactness we may assume that S = S i , where
are definable sets such that for all i > 1 we are allowed to multiply associatively and commutatively ≤ 20 elements of S i and get an element of S i−1 . Let i > 1 and let θ(x, y) be ∃u ∈ S i ux = y.
Obviously, |= θ(a Thus there exist k < l such that |= θ(a
. Let n i = 3 l and m i = 3 k . e i := C i a ni−mi ∈ S i−1 is an idempotent (this gives 2), for that first notice that:
Hence,
We may take n i − m i to be minimal, but then since S i ⊆ S j for j < i we have n j − m j ≤ n i − m i (this gives 3).
As for 4, if 1 < j < i:
5 follows quite similarly to what we've done.
Proposition 3.1.12. Let S be an ∞-definable semigroup inside a stable structure. Then S is strongly π-regular.
Proof. Let a ∈ S. For all i > 1 let S i , C i , n i and m i be as in Lemma 3.1.11. Set k i = n i − m i and e i−1 = C i a ki and β i−1 = e i C i e i , notice that these are both elements of S i−1 (explaining the sub-index). By Lemma 3.1.11(4) we get a descending sequence of idempotents
with respect to the partial order on the idempotents. By stability it must stabilize. Thus we may assume that e := e 1 = e 2 = . . . and is an element of S. Moreover, for all i > 1
which is a product of ≤ 20 elements of S i+1 and thus ∈ S i . Also β 1 ∈ S. In conclusion, by setting k := k 2 and β := β 1 ,
So a k is in the unit group of eSe.
Corollary 3.1.13. There exists an n ∈ N such that for all a ∈ S, a n is an element of a subgroup of S.
Proof. Compactness.
Corollary 3.1.14. S has an idempotent.
Remark. In the notations of Section 4, Newelski showed in [14] that S G,∆ (M ) is an ∞-definable semigroup in M eq and that it is sπr. Proposition 3.1.12, thus, gives another proof.
A Counter Example
It is known that every ∞-definable group inside a stable structure is an intersection of definable ones. It would be even better if every such semigroup were an intersection of definable semigroups. Milliet showed that every ∞-definable semigroup inside a small structure is an intersection of definable semigroups [12] . In particular this is true for ω-stable structures. So, for instance, any ∞-definable subsemigroup of M n (k) for k |= ACF is an intersection of definable semigroups. Unfortunately, this is not true already in the superstable case, as the following example will show. Example 3.2.1. Pillay and Poizat give an example of an ∞-definable equivalence relation which is not an intersection of definable ones [16] . This will give us our desired semigroup structure.
Consider the theory of a model which consists of universe Q (the rationals) with the unary predicates:
for a ∈ Q. The equivalence relation, E, is defined by
It is an equivalence relation and in particular a preorder (reflexive and transitive). Notice that it also follows that E can't be an intersection of definable preorders. For if E = R i (for preorders R i ) then we also have
where xR i y = yR i x (since E is symmetric). But R i ∧ R i is a definable equivalence relation (the symmetric closure) hence trivial. So the R i are trivial.
Milliet showed that in an arbitrary structure, every ∞-definable semigroup is an intersection of definable semigroups if and only if this is true for all ∞-definable preorders [12] . As a consequence in the above structure we can define an ∞-definable semigroup which will serve as a counter-example. Specifically, it will be the following semigroup:
If the preorder is on a set X, add a new element 0 and add 0R0 to the preorder. Define a semigroup multiplication on R:
Remark. This example also shows that even "presumably well behaved" ∞-definable semigroups need not be an intersection of definable ones. In the example at hand the maximal subgroups are uniformly definable (each of them is finite) and the idempotents form a commutative semigroup.
Semigroups with Negative Partial Order
We showed in Proposition 3.1.12 that every ∞-definable semigroup in a stable structure is strongly π-regular, hence the natural partial order on it has the following form: For any a, b ∈ S, a ≤ b if there exists f, e ∈ E(S 1 ) such that a = be = f b.
Remark. Notice that this order generalizes the order on the idempotents.
In a similar manner to what was done with the order of the idempotents, we have the following: Proposition 3.3.1.
(i) Every chain of elements with regard to the natural partial order is finite.
(ii) By compactness, the length of the chains is bounded. Negativily ordered semigroups were studied by Maia and Mitsch [11] . We'll only need the definition. Proposition 3.3.4. Let S be a negatively ordered semigroup. Assume that the length of chains is bounded by n, then any product of n + 1 elements is a product of n of them.
Proof. Let a 1 · . . . · a n+1 ∈ S. Since S is negatively ordered,
Since n bounds the length of chains, we must have
This property is enough for an ∞-definable semigroup to be contained inside a definable one. Proposition 3.3.5. Let S be an ∞-definable semigroup (in any structure). If every product of n + 1 elements in S is a product of n of them, then S is contained inside a definable semigroup. Moreover, S is an intersection of definable semigroups.
Proof. Let S ⊆ S 0 be a definable set where the multiplication is defined. By compactness, there exists a definable subset S ⊆ S 1 ⊆ S 0 such that • Any product of ≤ 3n elements of S 1 is an element of S 0 ;
• Associativity holds for products of ≤ 3n elements of S 1 ;
• Any product of n + 1 elements of S 1 is already a product of n of them.
We claim that if a ∈ S 1 and b ∈ S 2 then ab ∈ S 2 , indeed this follows from the properties of S 1 . Define
S 3 is our desired definable semigroup.
As a consequence of these two Propositions, we have Proposition 3.3.6. Every ∞-definable negatively ordered semigroup inside a stable structure is contained inside a definable semigroup. Furthermore, it is an intersection of definable semigroups.
Since every commutative idempotent semigroup is negatively ordered we have the following Corollary, Corollary 3.3.7. Let E be an ∞-definable commutative idempotent semigroup inside a stable structure, then E is contained in a definable commutative idempotent semigroup. Furthermore, it is an intersection of definable ones.
Proof. We only need to show that the definable semigroup containing E can be made commutative idempotent. For that to we need to demand that all the elements of S 1 (in the proof of Proposition 3.3.5) be idempotents and that they commute, but that can be satisfied by compactness.
Clifford Monoids
We assume that S is an ∞-definable Clifford semigroup (see Section 2.2.1) inside a stable structure.
The simplest case of Clifford semigroups, commutative idempotent semigroups (semilattices) were considered in Section 3.3.
Understanding the maximal subgroups of a semigroup is one of the first steps when one wishes to understand the semigroup itself. Lemma 3.1.9 is useful and will be used implicitly.
Recall that every Clifford semigroup is a strong semilattice of groups. Between each two maximal subgroups, G e and G ef there exists a homomorphism φ e,ef given by multiplication by f . Definition 3.4.1. By a surjective Clifford monoid we mean a Clifford monoid M such that for every a ∈ M there exist g ∈ G(M ) and e ∈ E(M ) such that a = ge.
Surjectivity refers to the fact that these types of Clifford monoids are exactly the ones with φ e,ef surjective.
We restrict ourselves to ∞-definable surjective Clifford monoids. Theorem 3.4.2. Let M be an ∞-definable surjective Clifford monoid in a stable structure. Then M is contained in a definable monoid, extending the multiplication on M . This monoid is also a surjective Clifford monoid. Furthermore, every such monoid is an intersection of definable surjective Clifford monoids.
Proof. Let M ⊆ M 0 be a definable set where the multiplication is defined. By compactness, there exists a definable subset M ⊆ M 1 ⊆ M 0 such that
• Associativity holds for ≤ 6 elements of M 1 ;
• Any product of ≤ 6 elements of M 1 is in M 0 ;
• 1 is a neutral element of M 1 ;
• If x and y are elements of M 1 with y an idempotent then xy = yx.
By the standard argument for stable groups, there exists a definable group
where G 1 ⊆ M is the maximal subgroup of M associated with the idempotent 1. By Corollary 3.3.7, there exists a definable commutative idempotent semigroup E(M ) ⊆ E ⊆ M 1 . Notice that for every g ∈ G and e ∈ E, ge = eg.
M 2 is the desired monoid. The furthermore is a standard corollary of the above proof.
Remark. As before, it follows from the proof that any such monoid is an intersection of definable surjective Clifford monoids.
We don't have an argument for Clifford monoids which are not necessarily surjective. But we do have a proof for a certain kind of inverse monoids. We'll need this result in Section 4.
Theorem 3.4.3. Let M be an ∞-definable monoid in a stable structure, such that 1. Its unit group G is definable, 2. E(M ) is commutative, and 3. for every a ∈ M there exist g ∈ G and e ∈ E(M ) such that a = ge.
Then M is contained in a definable monoid, extending the multiplication on M . This monoid also has these properties.
Remark. Incidentally M is an inverse monoid (recall the definition from Section 2.2.1). It is obviously regular and the pseudo-inverse is unique since the idempotents commute (see the preliminaries). Also, as before, every such monoid is an intersection of definable ones.
Proof. Let M ⊆ M 0 be a definable set where the multiplication if defined and associative. By compactness, there exists a definable subset M ⊆ M 1 ⊆ M 0 such that
• If x and y are idempotents of M 1 then xy = yx.
By Proposition 3.3.7, there exists a definable commutative idempotent semi-
E 1 is still a definable commutatve idempotent semigroup that contains E(M ). Moreover for every e ∈ E 1 and g ∈ G,
M 2 is the desired monoid. Indeed if g, h ∈ G and e, f ∈ E 1 then there exist h ′ ∈ G and e ′ ∈ E 1 such that
4 The space of types S G (M) on a definable group Let G be a definable group inside a stable structure M . Assume that G is definable by a formula G(x). Define S G (M ) to be all the types of S(M ) which are on G.
where a |= p, b |= q and a | ⌣M b.
Notice that the above definition may also be stated in the following form:
where U is a formula and d q (U ) := {g ∈ G(M ) : g −1 U ∈ q} [14] . Thus, if ∆ is a finite family of formulae, in order to restrict the multiplication to S G,∆ (M ), the set of ∆-types on G, we'll need to consider invariant families of formulae: Definition 4.0.5. Let ∆ ⊆ L be a finite set of formulae. We'll say that ∆ is (G-)invariant if the family of subsets of G definable by instances of formulae from ∆ is invariant under left and right translation in G.
From now on, unless stated otherwise, we'll assume that ∆ is a finite set of invariant formulae. For
be the restriction map. These are semigroup homomorphisms. Thus
In [14] Newelski shows that S G,∆ (M ) may be interpreted in M eq as an ∞-definable semigroup. Our aim is to show that these ∞-definable semigroups are in fact an intersection of definable ones and as a consequence that S G (M ) is an inverse limit of definable semigroups of M eq .
S G,∆ is an intersection of definable semigroups
Let ϕ(x, y) be a G-invariant formula. The proof that S G,ϕ (M ) is interpretable as an ∞-definable semigroup in M eq is given by Newelski in [14] . We'll show that it may be given as an intersection of definable semigroups. 
Moreover, d ϕ may be chosen to be a positive boolean combination of ϕ-formulae.
Let E dϕ be the equivalence relation defined by
Set Z dϕ := M /E dϕ , it is the sort of canonical parameters for a potential ϕ-definition.
Remark. We may assume that c p is the canonical parameter for d ϕ (M, c p ), namely, that it lies in Z dϕ . Just replace the formula d ϕ (y, u) with the formula
where v lies in the sort M /E dϕ and π :
Each element c ∈ Z dϕ corresponds to a complete (but not necessarily consistent) set of ϕ-formulae:
Remark. Notice that p 0 c may not be closed under equivalence of formulae, but the set of canonical parameters c ∈ Z dϕ such that p 0 c is closed under equivalence of formulae is the definable set:
Thus we may assume that we only deal with sets p 0 c which are closed under equivalence of formulae.
The set of c ∈ Z dϕ such that p 0 c is k-consistent is definable:
There is a bijection (p → c p ) between S G,ϕ (M ) and Z.
The following is a trivial consequence of Proposition 4.1.1:
There exists a formula Φ(u, v, y) with u, v in the sort Z dϕ , such that
Moreover, Φ is a positive boolean combination of d ϕ -formulae (and so of ϕ-formulae as well).
Proof. Since ϕ is G-invariant, for simplicity we'll assume that ϕ(x, y) is in fact of the form ϕ(l·x·r, y). Let c p , c q ⊆ G be tuples whose images in Z dϕ correspond to the ϕ-types p, q ∈ S G,ϕ (M ), respectively. Remembering that u = (u ij ) 1≤i,j≤n is a tuple of variables, we may write
we get that
Using this we define a partial binary operation on Z dϕ : Looking even closer at the above proof we may show that S G (M ) is an inverse limit of definable semigroups:
Assume that ∆ 2 = {ϕ 1 , ϕ 2 } and ∆ 1 = {ϕ 1 }. In the above notations: 
The case where S G (M) is an inverse monoid
We would like to use the Theorems we proved in Section 3 to improve the result in the situation where S G (M ) is an inverse monoid. We'll first see that this situation might occur. Notice that the inverse operation −1 on S G (M ) is an involution.
Proposition 4.2.1.
[8] Let S be a compact semitopological * -semigroup (a semigroup with involution) with a dense unit group G. Then the following are equivalent for any element p ∈ S:
Proof. Since S G (M ) is inverse so are the S G,∆ (M ). By [14] the unit group of S G,∆ (M ) is definable and by the previous corollary for every p ∈ S G,∆ (M ) there exists an idempotent e and g ∈ G(M ) such that p = ge.
