




























Boundary conditions for Bismut’s hypoelliptic Laplacian which naturally
correspond to Dirichlet and Neumann boundary conditions for Hodge Lapla-
cians are considered. Those are related with specific boundary conditions for
the differential and its various adjoints. Once the closed realizations of those
operators are well understood, the commutation of the differential with the
resolvent of the hypoelliptic Laplacian is checked with other properties like
the PT-symmetry, which are important for the spectral analysis.
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1 Introduction
This text is devoted to boundary conditions which extend naturally to Bismut’s
hypoelliptic Laplacians, Dirichlet and Neumann’s boundary conditions for Hodge
and Witten Laplacians. Actually such boundary conditions were proposed in [Nie]
and the functional analysis was carried out, essentially relying on the scalar prin-
cipal parts while neglecting the complicated lower order terms related with curva-
ture tensors. While considering the commutation of the resolvent of this operator
with the differential, with the suitable boundary conditions, a good understanding
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of the geometrical content of the whole operators cannot be skipped. This article
answers one of the questions asked at the end of [Nie] about the proper boundary
conditions for the differential and Bismut’s codifferential, which ensure the com-
mutation with the resolvent of Bismut’s hypoelliptic Laplacian. A motivation for
this comes from the accurate spectral analysis of the low-lying spectrum which
is now well understood for Witten Laplacian in the low temperature limits, for
possibly non Morse potential functions. An instrumental tool in [LNV1][LNV2],
was the introduction of artificial Dirichlet and Neumann realizations of Witten
Laplacians, as a localization technique. Although it is a first step, ignoring for the
moment the asymptotic analysis issues, the results of this article pave the way to
such an analysis for Bismut’s hypoelliptic Laplacian.
This introduction rapidly presents the objects, the main results, some notations
and conventions. It ends by pointing out the problems to be solved and the fol-
lowed strategy. The outline of the article is given in this last paragraph.
1.1 Bismut hypoelliptic Laplacian
When Q is a closed (compact) riemannian manifold endowed with the metric
g = gTQ = g i j(q)dqidq j , the hypoelliptic Laplacian introduced by J-M. Bismut in
[Bis04][Bis05] is a Hodge type Laplacian defined on the cotangent space X = T∗Q ,
πX : X = T∗Q →Q , of which we briefly recall the construction here. Details will be
given in the text and may be found in [Bis04][Bis04-2][Bis05][BiLe][Leb1][Leb2].
The Levi-Civita connection associated with gTQ gives rise to the decomposition
into horizontal and vertical space









and by duality to









By using the dual metric gT




, one may define metrics on TX and
T∗X which make the horizontal vertical decomposition orthogonal. By tensoriza-
tion this provides metrics on the vector bundles E′ =ΛTX and E =ΛT∗X . It is
convenient to introduce from the begining a p-dependent weight where an ele-













1+ gi j(q)pi p j .
The metric gE and gE
′
, dual to each other, are given by
gE = 〈p〉NV−NHq π∗X (g
ΛT∗Q ⊗ gΛTQ) , gE
′
= 〈p〉NH−NVq π∗X (g
ΛTQ ⊗ gΛT
∗Q) ,
where NV and NH are the vertical and horizontal number operators. The volume
associated with gE coincides with the symplectic volume on X and it is simply
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written dvX .
Additionally we may add a hermitian vector bundle structure by starting from
(f,∇f , gf) where πf : f → Q is a complex vector bundle, endowed with a flat con-
nection ∇f , and gf is a hermitian metric. While identifying the anti-dual vector
bundle with f via the metric gf , the anti-dual metric remains gf but the anti-dual
flat connection differ and will be denoted by ∇f′ . By setting










Simple examples of such vector bundles on Q are given by
• f=Q×C , ∇f is the trivial connection ∇ , gf(z)= e−2V (q)|z|2 , ω(∇f, gf)=−2dV (q) ,
• the orientation bundle f = (orQ ×C)/Z2 where orQ → Q is the orientation
double cover of Q . The trivial connection and trivial metric on orQ×C induce
the connection ∇f and gf .




(ΛT∗Q⊗ΛTQ⊗f) (resp. F ′ = E′⊗π∗
X
(f))
endowed with the metrics
gF = gE ⊗π∗X g
f = 〈p〉NV−NHq π∗X (g






f = 〈p〉NH−NVq π∗X (g
ΛTQ ⊗ gΛT
∗Q ⊗ gf) .
When ∇Q,g is connection on ΛT∗Q ⊗ΛTQ induced by the Levi-Civita connection
on TQ , and after the identification of TX = TX H ⊕TXV with π∗
X
(TQ⊕T∗Q) , the
connection ∇E,g on E is nothing but π∗
X
(∇Q,g) . When ∇f , ∇f′ = ∇f+ω(∇f, gf) and
∇f,u = ∇ f + 1
2
ω(∇f, gf) are the three above connections on f , the connections on F










When there is no ambiguity with a fixed metric gTQ , the exponent g will be
dropped and the above connections will be simply written ∇E , ∇F , ∇F ′ , ∇F,u .
The L2(X ;F) (resp. L2(X ;F ′)) space is the space of L2-sections for the Hilbert
scalar product
〈s , s′〉L2 =
∫
X
〈s(x) , s′(x)〉gF dvX (x)





′ dvX (x) .
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From those structures one could define a Hodge Laplacian for sections of F . How-
ever this is not the way to introduce Bismut’s hypoelliptic Laplacian. Instead
one works with the non degenerate bilinear form φb on TX combining the met-
ric and the symplectic form σ= dθ , where θ = pidqi is the tautological one-form
on X , with X = T∗Q . For b 6= 0 , the isomorphism φb : TX → T∗X extended to
φb : E
′ =ΛTX → E =ΛT∗X is the one given by the non degenerate form
ηφb(U ,V )= g
TQ(πX ,∗(U),πX ,∗(V ))+bσ(U ,V )=U .φbV , U ,V ∈ TX .
When (e1, . . . , ed) is a local frame of TQ , with the dual frame (e
1, . . . , ed) in T∗Q ,
we denote by e i ∈ TX H and ê j ∈ TXV , the corresponding vectors obtained via
TX H ≃ π∗
X
(TQ) and TXV ≃ π∗
X
(XV ) and we notice that (e i, ê
j) is a symplectic
frame of TX . The dual basis is ei ∈ T∗X H and ê j ∈ T∗XV . Then the matrix of







The dual bilinear form on ΛT∗X is then given by
η∗φb(ω,θ)= (φ
−1
b ω).θ , ω,θ ∈ΛT
∗X .

















(gf) on F = E⊗π∗
X
(f) so
that the non-degenerate sesquilinear form on sections of F = E⊗π∗
X
(f) is given by




′(x)) dvX (x) .





gi j(q)pi p j
2
and the deformed differential




is the formal adjoint of the differential dh for the above





















































where ∆V is the vertical Laplacian and O = −∆
V+|p|2q
2
the scalar harmonic oscillator
in the vertical direction while Yh = gi j(q)pie i is the Hamilton vector field for the




. The other terms, which involve various curvatures, like
RTQ the riemann curvature tensor of gTQ pulled-back by π∗
X
, and ω(∇f, gf) , are
actually lower order terms controlled in the analysis by the scalar principal part.
For the analysis of those operators G. Lebeau introduced in [Leb1] the scale of









tion p j× are of order 12 , with W
0(X ;F) = L2(X ;F) . They satisfy ∩µ∈RW µ(X ;F) =
S(X ;F) the space of C ∞ vertically rapidly decaying sections while ∪µ∈RW µ(X ;F)=
S′(X ;F) is the space of tempered distributional sections. The maximal subelliptic
estimates were proved in [Leb2]. They say the following things:
• There exists a constant Cb > 0 and for any µ ∈ R a constant Cb,µ > 0 such
that
‖O s‖W µ +‖∇F,uYh s‖Wµ +δ0,µ〈λ〉




for all s ∈ S′(X ;F) and all λ ∈R such that (Cb +B
φb
h
− iδ0,µλ)s ∈W µ(X ;F) .








s ∈ L2(X ;F) ,Bφb
h
s ∈ L2(X ;F)
}
is maximal accretive in L2(X ;F) .
The reason for the factor δ0,µ which says that the λ-dependent case holds here
only for µ = 0 is due to the fact that the more general λ-dependent estimates of
[Leb2] require λ-dependent W µ-norms for µ 6= 0 which won’t be considered in this
text.
1.2 Boundary conditions and results
Let Q− = Q−⊔Q′ , Q′ = ∂Q− , be a compact riemannian manifold with boundary.
The cotangent bundle is a manifold with boundary: X− = X−⊔ X ′ , X− = T∗Q− ,
X ′ = ∂X− = T∗Q
∣∣
∂Q−
. A collar neighborhood Q(−ε,0] of Q
′ can be chosen such





(q1, q′) is a q1-dependent metric on Q′ . Although the following construc-
tions will be checked to make sense geometrically, we follow here the shortest









provides coordinates x = (q1, q′, p1, p′) where (q′, p′) = (qi
′
, p j′)2≤i′, j′≤d are local




dqi . The construction given in Subsection 1.1, relying on TX = TX H ⊕TXV ≃
π∗
X
(TQ ⊕ T∗Q) , provides the basis (e i, ê j)1≤i, j≤dim Q of TX and the dual basis
6
(ei, ê j)1≤i, j≤dim Q of T
∗X .
A section s of E =ΛT∗X (or F = E⊗π∗
X
(f)) reads in those coordinates
s= sJI (q
1, q′, p1, p
′)eI êJ .
When s is a smooth enough section to admit the following traces we consider
s
∣∣















ê1 ∧ iê1 s
∣∣
X ′ = s
{1}∪J′
I




X ′ is not the classical pull back to X
′ .
When ν is a flat unitary involution of f
∣∣
Q′ , ν ∈C
∞(Q′;L(f
∣∣
Q′)) such that its covari-
ant derivative along Q′ vanishes ∇L(f|Q′ )ν= 0 (the simplest and essential example
being ν=±Idf) , the transformation Ŝν acting on sections of F
∣∣





′)eI êJ )= (−1)|{1}∩I|+|{1}∩J|νsJI (0, q
1,−p1, p′)eI êJ ,
where we use the same notation ν for the pulled-backed unitary map π∗
X ′(ν) . Note
that (Ŝν)
2 = Id and 1−Ŝν
2
is a projection.
We shall prove the following results for closed realizations of the differential op-
erators P = dh , P = d
φb
h
and P = Bφb
h
, where an important step consists in proving
trace theorems for sections s ∈ L2(X−;F) such that Ps ∈ L2(X−;F) , so that the
definition of the domains makes sense.










X ′ = 0
}
∀s ∈ D(dg,h) , dg,hs= dhs ,
is closed and satisfies dg,h ◦dg,h = 0 .
The set C ∞
0
(X−;F)∩D(dg,h) is a core for dg,h .










s ∈ L2(X−;F) , d
φb
h
s ∈ L2(X−;F) ,
1− Ŝν
2
ê1 ∧ iê1 s
∣∣














g,h = 0 .




g,h) is a core for d
φb
g,h .




















X ′ = 0
}







is closed and there exists a constant Cb ∈R such that Cb+B
φb
g,h is maximal accretive.




g,h) is a core for B
φb
g,f .
There exists a constant C′
b
> 0 such that the estimates
‖(1+O )1/2s‖L2 +‖s‖W 1/3
+〈λ〉1/4‖s‖L2 +‖〈p〉−1q s
∣∣





‖(1+O )1/2s‖L2 ≤ C
′
bRe〈s , (1+Cb +B
φb
g,f)s〉
hold for all s ∈ D(Bφbg,f) and all λ ∈R .
The semigroup (e
−tBφb
g,h)t≥0 preserves D(dg,h) and D(d
φb
g,h) with
















For all z ∈ C\ Spec(Bφbg,h) the resolvent (z−B
φb
g,h)




















1.3 Some notations and conventions
Although we already introduced some notations, let us fix some conventions and
notations used throughout the article.
Coordinates: Local coordinates systems on Q or Q− will be underlined and writ-
ten (q1, . . . , qd) , d = dim Q . While working in a neighborhood of Q′ = ∂Q− , they
will be chosen such that gTQ = (dq1)2 +mTQ′(q1) .
Primed exponents (or indices) like in qi
′
or dqI
′ = dqi′1 ∧ . . .∧dqi
′
p , mean that the
value 1 is excluded, i′ 6= 1 or 1 6∈ I ′ .
On X = T∗Q local coordinates will be denoted (q1, . . . , qd, p1, . . . , pd) with qi =
qi(πX (x)) and pi = ∂∂qi .p , with the same convention for primed exponents and
indices. Different local coordinate systems on X , which will be specified later, will
be used and then they will be written (q̃1, . . . , q̃d, p̃1, . . . , p̃d) .
Local frames: We use ei =
∂
∂qi
and ei = dqi and the notations (e i, ê j) and (ei, ê j)
refer to the associated frames of TX = TX H ⊕TXV ≃ π∗
X
(TQ ⊕T∗Q) and T∗X =
T∗X H ⊕TXV ≃ π∗
X




= (dq1)2 + mTQ′(0) will be denoted by ( f i, f̂ j) and ( f i, f̂ j) . Those frames
will be abreviated by (e, ê) or ( f , f̂ ) . Finally while using a symmetry argument on
the double copy Q = Q−⊔Q′⊔Q+ we will use the frames (e∓, ê∓) on X∓ = T∗Q∓ .
They will be glued in a suitable way along X ′ and we will use the writing (e, ê) =
8
1X∓(x)(e∓, ê∓) for their global definition on X = X+⊔ X ′⊔ X+ .
Fiber bundles, metrics and connections: A general vector bundle being writ-
ten πF : F → M with its natural projection πF . The restricted fiber bundle to
M′ ⊂ M will be written F
∣∣
M′ .
A metric on F will be written gF . A connection will be written ∇F and ∇F
U
for U ∈
TM will denote the covariant derivative w.r.t U . One exception is the Levi-Civita
connection acting on tensors above the riemannian manifold (M, gTM) which will
be denoted by ∇M or ∇M,gTM , the latter being used when it is necessary to specify
the metric dependence. Other exponents or indices may be used for specifying the
connection and we already made the difference between the flat connection ∇f on
πf : f→Q and the unitary connection for the metric gf , ∇f,u .
When the vector bundle πF :F→ M is endowed with the connection ∇F , the exte-
rior covariant derivative acting on C ∞(M;ΛT∗M ⊗F) , as an exterior derivative,
will be denoted d∇
F
, instead of the sometimes used notation ∇F . We recall that
∇F is a flat connection when d∇F ◦d∇F = 0 .
Functional spaces: We shall use the notation F (M;F) for sections of a vector
bundle πF : F→ M with the regularity specified by F . Example given: We may
take F = C ∞ , F = L2
loc
, F = L2 once a metric gF is fixed, F = C ∞
0
, F = D′ .
In particular C ∞(M;ΛT∗M) stands for Ω(M) usually denoting the set of smooth
differential forms on M .




(M;F) and L2comp(M,F) do not depend
on the chosen metric on F . When F′ denotes the dual vector bundle with a duality
product denoted by u.v (possibly right-antilinear and left-linear for complex vec-










where dvM is any given smooth volume measure on M , which can be specified in
local charts.
Accordingly the local spaces W
µ,2
loc comp
(M;F) , µ ∈R , saying that there are µ deriva-
tives in L2
loc comp







Once metrics are fixed on TM and F the global Sobolev space is denoted Wµ,2(M;F)
or Wµ,2(M;F, gTM, gF) .
When M = X and F = E or F = F , the Sobolev scale introduced by G. Lebeau in
[Leb1] will be denoted by W µ(X ;E) or W µ(X ;F) .
Manifolds with boundaries: All the manifolds with boundaries M = M ⊔∂M ,
namely Q∓ or X∓ , will have a C
∞ boundary. By following the general C ∞-
reflection principle (see [ChPi]) modeled on half-space problems, C ∞ functions,
vector bundle structures, and sections of vector bundles are well defined on M




(M;F) will denote the space of C ∞ sections of the vector bundle F , which have
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a compact support in M . The same thing applies to the local spaces L2
loc
(M;F) ,
L2comp(M;F) which must not be confused with L
2
loc
(M;F) and L2comp(M;F) .
The definition of local Sobolev spaces W
µ,2
loc comp
(M;F) , µ ∈ R , follows the presen-




When µ > 1/2 , any element of Wµ,2
loc








(M;F) is dense in W
µ,2
loc comp
(M;F) iff µ ≤ 1/2 . Remember also that for
µ≥ 0 , W−µ,2
loc










The definition of the global Sobolev scale introduced by Lebeau on the manifold
with boundary X− , W
µ(X∓;F) , follows the same scheme and we refer to Subsec-
tion 3.3.2 for details.
Operators: On a C ∞ vector bundle πF : F → M , on a closed manifold M , and
when gF is a metric on F , a differential operator P with C ∞(M;L(F)) will not be
distinguished by notations from its maximal closed realization with domain
D(P)=
{
s ∈ L2(M;F) , Ps ∈ L2(M;F)
}
.







acting on sections of F = E⊗π∗
X
(f) .
The situation is different on a manifold with boundary where closed realizations
are related with a choice of boundary conditions. Then we will use the notation
Pα for the closed realization where α is a parameter which specifies the boundary
conditions among an admissible family. In our case the parameter α will essen-
tially be g = gTQ .
Matched piecewise C ∞ structures: While using symmetry arguments on the
glued double copies Q− ⊔Q′ ⊔Q+ or X− ⊔ X ′ ⊔ X+ , X∓ = T∗Q∓ , we are led to
use piecewise C ∞ objects, continuous or not. In order to remember the possible
discontinuities we shall use the notation F̂g for matched fiber bundles, the index
g recalling when it is the case, that the matching along X
′ depends on the chosen
metric g = gTQ . Accordingly closed realizations of a differential operators P with
piecewise C ∞ coefficients and interface conditions along X ′ which may depend










is actually associated with
the piecewise C ∞-versions of φb , g
TQ and h .
1.4 Issues and strategy




are all first order differential operators in the position
variable q . Boundary conditions must only involve first, and possibly partial
first, traces along the boundary X ′ = ∂X− . Although the general geometry of
Q′ = ∂Q− and X ′ = ∂X− depends on curvature terms and in particular the second
fundamental form of Q′ ⊂ (Q, gTQ) , those curvatures should have a limited effect
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on the analysis of those operators. The analysis carried out in [Nie] worked di-
rectly on Geometric Kramers-Fokker-Planck operators as defined by G. Lebeau in
[Leb1], which is a larger class of operators including Bismut’s hypoelliptic Lapla-
cian and where lower order curvature dependent terms can be neglected. Follow-
ing the dyadic partition unity in the vertical variable already used by G. Lebeau






eter dependent perturbations of
−∆p+|p|2
2
and to absorb the large p contribution
of the second fundamental form of Q′ in (Q−, g
TQ) . This led to subelliptic esti-
mates where the curvature of the boundary nevertheless deteriorates the expo-
nents (compare the maximal hypoellipticity result of G. Lebeau recalled at the
end of Subsection 1.1 with Theorem 1.3). It is not known for the moment whether
the subelliptic estimates of Theorem 1.3 which are the same as the ones of [Nie]
are optimal.



















Theorems 1.1-1.2-1.3, relies on the doubling of the manifold Q− into Q−⊔Q′⊔Q+
and then to associate Dirichlet (resp. Neumann) boundary condition to odd (resp.
even) sections in the symmetry (q1, q′) 7→ (−q1, q′) between Q− and Q+ . By work-
ing in X = X− ⊔ X ′ ⊔ X+ , with a totally geodesic boundary Q′ , namely when
gTQ = (dq1)2 +mTQ′(0) , this leads naturally to the boundary conditions given in
Theorems 1.1-1.2-1.3. The analysis comes from a straightforward translation of
G. Lebeau’s maximal hypoelliptic results on a closed manifold, because the sym-
metrization preserves in this case all the C ∞ structures. When Q′ has a non
trivial second fundamental form, this is no more possible, e.g. the symmetrized
metric (dq1)2 + mTQ′(|q1|) is no more C 1 and only piecewise C ∞-structures are
preserved on X .
Another unusual thing comes from the fact that the boundary conditions for dg,h
in Theorem 1.1 actually depend on the chosen metric gTQ on Q− . This is not the
case in the elliptic framework of Hodge or Witten Laplacian and this is again a
side effect on the cotangent space X = T∗Q of the non trivial second fundamental
form of Q′ ⊂ (Q, gTQ) which requires a gTQ-dependent matching along X ′ in order
to speak of continuity and traces along X ′ .
However the followed strategy is reminiscent of what we learned from the carefull
analysis of Witten and Hodge Laplacians: Avoid as long as possible the compli-
cated curvature terms, while focussing firstly on the differential dh and secondly
translate the result on codifferentials d
φb
h
by duality. This does not ends the game
because it is not possible to write B
φb





g,h+dg,h) . This has to be




an explicit commutation result for a dense set of smooth sections, where the latter
cannot be the same for the commutations with dg,h or with d
φb
g,h . A consequence of
the pseudospectral subelliptic estimates (with respect to the imaginary spectral
11





g,h is bounded as soon as t > 0 for
any n ∈N . A bootstrap regularity argument where Lebeau’s maximal subelliptic








g,h) . Actually all
this analysis, and especially the use of Lebeau’s maximal subelliptic estimates for
closed manifold, is carried out on the symmetrized phase space X = X−⊔ X ′⊔ X+
but for the piecewise C ∞ and continuous vector bundles Êg or F̂g .
Below is the outline of the article:
• Section 2 specifies the geometry of the cotangent bundle X = T∗Q when
(Q, gTQ) is a riemannian manifold. Several aspects of the parallel trans-
port for the Levi-Civita connections ∇Q,g and the pulled-back connection
π∗
X
(∇Q,g) will be specified. This leads to a natural definition of the piecewise
C
∞ and continuous vector bundles Êg, Ê′g, F̂g, F̂ ′g .
• In Section 3, details are given for various functional spaces. In particu-
lar the independence of Lebeau’s spaces with respect to the chosen met-





g are specified with the help of parallel transport introduced in
Section 2. Isomorphisms and invariances of those functional spaces induced
by vector bundle isomorphisms are reviewed.
• Section 4 is devoted to the definition of dg,h and its symmetrized version d̂g,h
after proving the suitable trace theorems. A specific paragraph is devoted
to checking d̂g,h ◦ d̂g,h = 0 coming from a C ∞-interpretation of Êg, F̂g .
• After defining the F ′ adjoint of dg,h , and the F̂
′
g adjoint of d̂g,h , Section 5
specifies the symplectic codifferential d
σ
g,h for φ = σ and finally Bismut’s
codifferential d
φb
g,h for φ = φb . This follows the scheme of J.M. Bismut in
[Bis05]. However for the boundary or interface value problem, the choice
of coordinates or C ∞-structures differ for those three steps and can be put
together only at the level of piecewise C ∞ and continuous vector bundles.
• Section 6 after recalling details about Bismut’s hypoelliptic Laplacians and
general Geometric Kramers-Fokker-Planck operators, provides a trace the-
orem for local versions of B
φb
g,h
. After the definition of B
φb
g,h , Theorem 1.3 is
proved with additional properties concerning bootraped regularity, for pow-
ers of the resolvent and the semigroup, and the (formal) PT-symmetry. Note
that the commutation (z−Bφbh )−1dg,h = dg,h(z−B
φb
h )
−1 is rather proved in the
spirit of [ABG] by making use of the semigroup with e
−tBφb
h dg,h = dg,he
−tBφb
h
for t ≥ 0 .
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2 Geometry of the cotangent bundle
This section gathers all the geometric information concerned with : a) the decom-
position TX = TX H ⊕TXV associated with g = gTQ ; b) more generally parallel
transport for ∇Q,g and π∗
X
(∇Q,g) , ∇E , ∇F , ∇E′ , ∇F ′ ; c) the doubled manifolds
Q = Q−⊔Q′⊔Q+ , and the doubled cotangent X = X−⊔ X ′⊔ X+ . The piecewise
C




g are introduced and some specific vector bundle
isomorphisms are studied. All those presentations are done in a coordinate free
way and they ensure the independence w.r.t a choice of coordinates. The reader
willing to grasp a concrete realization, can first look at the final paragraph where
those constructions are expressed in terms of local coordinates.
2.1 The cotangent bundle of a manifold without boundary
Let Q be a smooth manifold (without boundary at the moment). Denote by X
the total space of the cotangent bundle T∗Q endowed with the natural projection
πX : X = T∗Q →Q .




It is a subbundle of TX with the exact sequence of smooth vector bundles on X
0→ TXV → TX →π∗X (TQ)→ 0 . (2)
By duality T∗x X
H =
{
α ∈ T∗x X ,∀t ∈ TxXV , α.t = 0
}
identifies T∗X H as the sub-
bundle
T∗X H =π∗X (T
∗Q) , (3)
with the exact sequence of smooth vector bundles on X
0→ T∗X H → T∗X →π∗X (TQ)→ 0 . (4)
Those constructions do not involve any metric.
Now when g = gTQ is a riemannian metric on Q , the Levi-Civita connection ∇TQ,g
induces a connection on tensor algebras written simply ∇Q,g , in particular on
X = T∗Q . This defines a horizontal vector subbundle of TX
TX H ≃π∗X (TQ) , (5)
with the g-dependent direct sum decomposition
TX
g= TX H ⊕TXV g=π∗X (TQ⊕T
∗Q). (6)
The duality defines
T∗XV ≃π∗X (TQ) (7)
T∗X
g= T∗X H ⊕T∗XV g=π∗X (T
∗Q⊕TQ) . (8)
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Let πf : f → Q be a smooth vector bundle on Q endowed with a flat connection
∇f and a smooth hermitian metric gf . It is identified via the metric with the
antidual flat connection ∇f′ . If ω(∇f, gf) = (gf)−1∇fgf then ∇f′ = ∇f+ω(f,∇f) . The
vector bundles F= E,F,E′,F ′ , πF :F→Q , are defined by
E =ΛT∗X , E′ =ΛTX
and F = E⊗π∗X (f) , F
′ = E′⊗π∗X (f) ,
with the g-dependent identifications
E
g=π∗X (ΛT




∗Q⊗ΛTQ⊗ f) , F ′ g=π∗X (ΛTQ⊗ΛT
∗Q⊗ f)





q (p, p) (9)
and are defined by
gE = 〈p〉−NH+NVq π∗X (g
ΛT∗Q ⊗ gΛTQ) , (10)
gE
′
= 〈p〉NH−NVq π∗X (g
ΛTQ ⊗ gΛT
∗Q) , (11)
gF = 〈p〉−NH+NVq π∗X (g
ΛT∗Q ⊗ gΛTQ ⊗ gf) , (12)
gF
′
= 〈p〉NH−NVq π∗X (g
ΛTQ ⊗ gΛT
∗Q ⊗ gf) . (13)
The Levi-Civita connection on ΛTQ ⊗ΛT∗Q associated with g = gTQ being de-











Remark 2.1. Discerning what depends on the metric g = gTQ is of outmost im-
portance when boundary value problems are considered in particular because gTQ
does not have a product structure near the boundary, in particular when the second
fundamental form of the boundary does not vanish.
2.2 Manifold with boundary
From now on, we will assume that Q− = Q− ⊔Q′ , is a compact manifold with
boundary Q′ = ∂Q− . Before considering the metric aspects, Q− can be consid-
ered as a domain of the doubled manifold Q = Q− ⊔Q′ ⊔Q+ where Q+ (resp.
Q+ = Q′ ⊔Q+) is a copy of Q− (resp. Q−) and the C ∞-structures are matched
along Q′ . By following the C ∞-reflection principle (see [ChPi]-I-7), there is a
canonical C ∞ structure on Q which is unique modulo diffeomorphims preserving
Q′ . However its concrete realization may depend on the choice of a normal bun-
dle with its differential structure, which is equivalent to the choice of a tubular
neighborhood of Q′ = ∂Q− in Q− according to [Lan]-Chap IV-6. This may lead to
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different realizations of the doubled manifold Q which are all diffeomorphic. Ac-
tually our analysis is done with a family of metrics for which the normal bundle
NQ′Q− is not changed. So both approaches, starting from an abstract definition
of Q or from its construction after fixing the normal bundle, are equivalent. The
metric g− = gTQ− ∈ C ∞(Q−;T∗Q− ⊙ T∗Q−) can thus be thought as the restric-
tion of a C ∞ metric g = gTQ on Q (another metric will be put on Q in the next
paragraph). All the objects, smooth vector bundles and functional spaces (see the
C
∞-reflection principle in [ChPi]-I-7) which are related to the C ∞ structure of Q−
can be thought as restrictions to Q− (or to Q−) of objects on Q . Those objects will
be specified later when necessary.
Hence we can consider the case of a closed hypersurface Q′ ⊂ Q , of the compact




′ ⊥⊕Re1 , e1 ∈C
∞(Q′; NQ′Q) , g
TQ(e1, e1)= 1 ,
where NQ′Q is the normal vector bundle of Q
′ ⊂ (Q, gTQ) . For the manifold Q−
with boundary Q′ , e1 is the outward unit normal vector.
For q′ ∈ Q′ , let (expQ,g
q′
(te1))t∈(−ε,ε) be the geodesic curve on Q starting from q
′
in the direction e1 which is well defined for t ∈ (−ε,ε) , where ε> 0 can be chosen
uniform w.r.t q′ ∈Q′ by compactness. This provides diffeomorphisms
(−ε,ε)×Q′ →
{
q ∈Q , dg(q,Q′)< ε
}
=Q(−ε,ε) ,






q ∈Q− , dg(q,Q′)< ε
}
=Q(−ε,0] ,




In the sequel, we will not distinguish the global coordinate (q1, q′) with the natu-
ral projections
q1 : QI → I, q′ : QI →Q′ for I = (−ε,ε) or I = (−ε,0] . (18)
By (16)(17), we have
TQI ≃ q1∗TI ⊕ q′∗TQ′. (19)




where m= mTQ′ is a q1-dependent metric on Q′ .
By following Bismut-Lebeau in [BiLe91]-VIII, for (q1, q′) ∈Q(−ǫ,0], we can identify
Tq′Q
′ with T(q1,q′)QI by the parallel transport with respect to the Levi-Civita con-
nection ∇Q,g , along the geodesic expQ,g
q′
(te1) from t = 0 to t = q
1 . This gives over
QI , a smooth identification of vector bundles,
TQI = q′∗(Re1 ⊕TQ
′). (21)
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Contrarily to (19) the latter decomposition defined as the pull-back of an abstract
vector bundle with (q1, q′) 7→ q′ does not give rise in general to an integrable de-
composition of TQI . The extrinsic curvature of Q
′ ⊂ (QI , g) when ∂q1 m(0) 6= 0
prevents from integrability.
Since the parallel transport is an isometry, via (21), the metric g = gTQ becomes
gTQ = (dq1)2 + q′∗m(0). (22)
Note that the identification (21) depends on q1, while the right hand side of (22)
is independent of q1 .
More generally, if πF : F→ Q is a vector bundle on Q endowed with a connection
∇F , the fiber Fq′ above q′ ∈Q′ can be identified with F(q1,q′) , q1 ∈ (−ε,ε) , by using
the parallel transport along (exp
Q,g
q′
(te1))t∈(−ε,ε) associated with ∇
F .
Hence over Q(−ε,ε) ,
F= q′∗F|Q′ . (23)





























More precisely, for q1 ∈ (−ε,ε), there is a section Aq1 ∈ C∞(Q′,T∗Q′⊗End(F
∣∣
Q′))







Q′ ,0 + Aq1 . (26)
In Aq1 there is no component of dq
1 , because the identification (24) is obtained
by parallel transport.
This general construction will be applied with the following vector bundles:
• F= X = T∗Q , ∇F =∇Q,g which is actually obtained by duality from the case
F= TQ(−ε,ε) treated above ;
• F= f , where f is endowed with the hermitian metric gf , the flat connection
∇f , or its antidual flat connection ∇f′ , after identifying f with its antidual
via the metric;
• F=ΛTQ⊗ΛT∗Q⊗f , ∇F =∇Q,g+∇f and F=ΛT∗Q⊗ΛTQ⊗f , ∇F =∇Q,g+∇f′ .
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2.3 The doubled riemannian manifold (Q, ĝ)
Like in the previous paragraph consider Q− ⊂ Q− ⊔Q′ ⊔Q+ and use the iden-




QI ≃ I ×Q′ for an interval I ⊂ (−ε,ε) .
With this isomorphism the map SQ
SQ : Q(−ε,ε) → Q(−ε,ε)
(q1, q′) 7→ (−q1, q′) (27)
is an involutive diffeomorphism. The push-forward and pull-back maps coincide.
They are given by,
SQ,∗ = S∗Q : TQ(−ε,ε) → TQ(−ε,ε) ,
SQ,∗(αe1, t
′)= (−αe1, t
′) ∈ T(−q1,q′)Q for (αe1, t
′)∈ T(q1,q′)Q , (28)
SQ,∗ = S∗Q : T
∗Q(−ε,ε) → T∗Q(−ε,ε) ,
SQ,∗(αe





and they have a natural action on tensors.
In particular we can define the metric g+ = SQ,∗g− on TQ(−ε,ε) with
g+(q
1, q′)= (dq1)2 +m(−q1, q′) .
Because g+ = g− on Q′ , we can define the continuous metric ĝ = 1Q(−ε,0) g− +
1Q[0,ε) g+ on TQ(−ε,ε) by
ĝ(q1, q′)= g−(−|q1|, q′)= (dq1)2 +m(−|q1|, q′) .
In general when ∂q1 m(0, q
′) 6= 0 , which corresponds to a non vanishing second
fundamental form of Q′ ⊂ (Q, g−) , the metric ĝ is only piecewise C ∞ on Q− and
Q+ and continuous (with a discontinuous ∂q1 derivative along Q
′) . As noticed
before, g = g− and g+ induce the same identification (16), the same involutions
(27)(28)(29) and the same vector field e1 obtained via (21). Nevertheless the iden-
fications of q′∗(TQ′) in (21) depends on the chosen metric g = gTQ .
When g = g− = (dq1)2 +m(0, q′) = g0 the metric ĝ0 = g0 is the initial smooth
metric on Q(−ε,ε) . The identifications Q(−ε,ε) = (−ε,ε)×Q′ and TQ(−ε,ε) = q′∗(Re1 ⊕
TQ′) , made for the metric ĝ = (dq1)2+m(−|q1|; q′) and for the metric g0 = (dq1)2+
m(0, q′) provide a piecewise C ∞ diffeomorphims continously coinciding with IdQ(−ε,ε)






) to (TQ(−ε,ε), ĝ
TQ)












































∗Q , with natural tensorial extensions.
The situation already encountered with a piecewise C ∞-identification, above Q(−ε,0]
and Q[0,ε) , of πTQ : TQ(−ε,ε) →Q(−ε,ε) can be generalized for a general vector bun-
dle πF :F→Q(−ε,ε) endowed with a connection ∇F .
When πF :F→Q is a vector bundle on Q endowed with a connection ∇F , formula
(23) remains valid
F= q′∗F|Q′ . (31)
In order to complete the picture we spectify the double of the flat vector bun-
dle πf : f→ Q− endowed with the flat connection ∇f and the hermitian metric gf .
Because it is flat the parallel transport along exp
Q, ĝ
q′
is trivial but applications,
in particular the treatment of Dirichlet and Neumann boundary conditions, re-
quires an additional modification along Q′ . As mentionned in the introduction
ν ∈ C ∞(Q′;L(f
∣∣
Q′)) is an involutive isometry of (f
∣∣
Q′ , g
f) such that the covariant
derivative vanishes ∇L(f|Q′ )ν= 0 .





⊥ f− with ν
∣∣
f±
=±Idf± and all the theory




, which is also our main concern.
Definition 2.2. The double, with respect to ν , of πf : f → Q− endowed with the
smooth flat connection ∇f ∈ C ∞(Q;T∗Q ⊗ L(f)) and the metric gf , is the double
copy, still denoted by, πf : f→ Q using Q = Q−⊔Q′⊔Q+ , Q+ ≃ Q− endowed with





, with the metric ĝf(q1, q′) = gf(−|q1|, q′) and the
continuity condition
f(0+,q′) ∋ (0+, q′,νv)= (0−, q′,v)∈ f(0−,q′) .
Since ν is flat, when (v1, . . . ,vd f ) is a local flat frame of πf : f → Q− around
q0 ∈ Q′ , [1(−ε,0](q1)+1(0,ε)(q1)ν]vi , i = 1, . . ., d f is a local flat frame of πf : f→ Q .
Thus πf : f→Q has a natural C ∞ structure associated with ∇f . The involution SQ
lifts to f and therefore to ΛTQ⊗ΛT∗Q⊗f . This lifting on f or ΛTQ⊗ΛT∗Q⊗f will
be denoted by SQ,ν in order to recall that the symetric extension of f to Q depends
on ν . With the symmetric metric ĝf , SQ,ν is an isometry of (f, ĝ
f) and the diagram
(30) can be completed by replacing TQ(−ε,ε) with




































Because the flat connection ∇f differs from the unitary connection ∇f,u it is im-






⊗ gf while gTQ
0
=
(dq1)2 ⊕m(0, q′) .
Since the metric ĝf is only piecewise C ∞ and continuous, attention must be paid
to the identification with f of the antidual f′ via the metric. The double πf′ : f
′ →Q
can be thought as C ∞-vector bundle on Q with the flat connection ∇f′ antidual to
∇f but the identification with f gives a new C ∞-structure on f . This construction
yields the following statement.
Proposition 2.3. The identification of πf′ : f
′ → Q the antidual to the C ∞ flat
hermitian vector bundle (f,∇f, ĝf) can be identified via the metric ĝf with πf : f→
Q in the class of piecewise C ∞ and continous vector bundle. The antidual flat
connection ∇f′ on πf : f→ Q differs from ∇f in general and gives rise to a different
C
∞ structure on f (remember ∇f′ =∇f+ω(f, ĝf)=∇f+ ( ĝf)−1∇f ĝf).
Remark 2.4. Since Q is smooth or when Q is endowed with the smooth metric
g such that g
∣∣
Q−
= g− , all the differential geometric constructions make sense on
Q . However, all the constructions which involve the Riemannian structure with
the symmetric metric ĝ , will be only piecewise smooth, and even sometimes not
continuous, extending the subtlety already appearing in Proposition 2.3 with the
metric ĝf . In particular on the total space X = T∗Q : the tangent and cotangent
space TX and T∗X are smooth vector bundles but the horizontal subbundle TX H
and vertical subbundle TXV , TXV , which rely on the chosen metric gTQ will lead
to piecewise C ∞ and a priori discontinuous structures for the non smooth metric
ĝTQ . The continuity issue is discussed in the next Subsection.
2.4 The doubled cotangent and its vector bundles
The manifold X is the total space of the cotangent T∗Q , Q = Q−⊔Q′⊔Q+ and
X− = X−⊔X ′ is the boundary manifold X− = T∗Q
∣∣
Q−
with boundary X ′ = T∗Q
∣∣
Q′ .
So X (resp. X−) can be considered as C
∞-vector bundles on Q (resp. Q−) with
projections πX : X →Q (resp. πX− : X− →Q−) and as a symplectic manifold (resp.
the domain of a symplectic manifold). We follow the two steps approach of Sub-
sections 2.2 and 2.3 by first considering the smooth case with a smooth metric
























The map SQ,∗ : T
∗Q(−ε,ε) → T∗Q(−ε,ε) will be denoted Σ : X(−ε,ε) → X(−ε,ε) as a sym-
plectic smooth involution of X(−ε,ε) with push-forward and pull-back Σ∗ = Σ∗ act-
ing on ΛTX(−ε,ε) and ΛT
∗X(−ε,ε) .
On F =ΛT∗X ⊗π∗
X
(f) or F ′ =ΛTX ⊗π∗
X
(f) , where πf : f→Q given of Definition 2.2
depends on the isometric smooth involution ν , the involution Σ∗⊗π∗X (SQ,ν) will be
denoted by Σν .
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By using the decomposition (19) we can write
X(−ε,ε) = q1,∗(Re1)+ q∗(T∗Q′)
gT
∗Q = e1 ⊗ e1 ⊕
⊥ mT
∗Q(q1)
so that X I = T∗I ⊕T∗Q′ . Hence we can write x ∈ X(−ε,ε) as x = (q1, q′, p1, p′) with
(q1, p1) ∈ I ×R= T∗I and (q′, p′) ∈ T∗Q′ , (q1, q′)=πX (x) and
Σ(q1, q′, p1, p
′)= (−q1, q′,−p1, p′)
and 2h(x)= gT
∗Q
q (p, p)= p21 +m
T∗Q′(q1, q′)(p′, p′) .
The domain X(−ε,0] is a natural collar neighborhood of X
′ in X− .
Additionally, this shows that the kinetic energy h is not invariant by Σ , in general.
The latter point is solved by introducing the metric ĝTQ of Subsection 2.3 and the
kinetic energy
2ĥ(x)= p21 +m
T∗Q(−|q1|, q′)(p′, p′) .
But this leads to a discontinuous Levi-Civita connection ∇Q, ĝ and therefore to
discontinuous horizontal-vertical decomposition. This discontinuity must be han-
dled in the vector bundles E =ΛT∗X , E′ =ΛTX , F = E⊗π∗
X
(f) and F ′ = E′⊗π∗
X
(f) ,
where we recall that (f,∇f, ĝf) used for F and (f,∇f′, ĝf′) used for F ′ are two C ∞-flat
vector bundles on Q , with antidual flat connections identified via ĝf and possibly
different C ∞-structures (see Definition 2.2 and Proposition 2.3).
However such a discontinuity as well as the isometry with the case when g− = g0 ,
ĝ0 = g0 , and all the constructions are smooth , can be solved by a repeated appli-
cation of F= q′∗F
∣∣
Q′ written in (31).




(see diagrams (30) and (32)) which is piecewise C ∞
and continuous.




) will be denoted ϕ̂
g,g0
X
and the coordinates (q̃, p̃) =
(q̃1, q̃′, p̃1, p̃
′) of x ∈ TX(−ε,ε) will be given by
q̃ = q , p̃1 = p1[(ϕ̂g,g0X )
−1(x)] , p̃′ = p′[(ϕg,g0
X
)−1(x)] .
With those new coordinates
2h(x)= p̃21 +m
T∗Q′(0, q̃′)( p̃′, p̃′) ,




in Q(−ε,ε) is nothing but (t, q̃
′, p̃1, p̃
′)t∈(−ε,ε) and e1 = ∂∂q̃1 ∈ TX
H
∣∣
X−∪X+ . Finally the
diagrams (30) and (32) and Definition 2.5 ensure
Σ(q̃1, q̃′, p̃1, p̃
′)= (−q̃1, q̃′,− p̃1, p̃′) . (33)
However this change of variables does not preserve the symplectic form σ on
X(−ε,ε) . We won’t use the coordinates (q̃, p̃) when the symplectic structure of X is
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required.
B) F=ΛT∗Q(−ε,ε) ⊗ΛTQ(−ε,ε) ⊗ f : We focus on F = ΛT∗X ⊗π∗X (f) but the con-
structions have obvious translations in F ′ =ΛTX ⊗π∗
X
(f) .
Although the horizontal-vertical decomposition T∗X = T∗X H⊕T∗XV made on X−
with g− = ĝ
∣∣
X−
and on X+ with g+ = ĝ
∣∣
X+














we may define a continuous vector bundle after taking a quotient via the map
πX ,∗ .

































x− = x+ ∈ X ′ = ∂X∓
πX ,∗(v−)=πX ,∗(v+) ∈FπX (x) .
)





respectively F=ΛT∗Q⊗ΛTQ , ΛTQ⊗ΛT∗Q and ΛTQ⊗ΛT∗Q⊗ f .
By construction Êg , Ê
′
g , F̂g and F̂
′
g are piecewise C
∞ and continuous vector




Q′ the horizontal vertical decomposition
coincide in F̂g
∣∣
X ′ (resp. Êg
∣∣


























































∗Q⊗ f) , (37)
where the identification holds in the class of piecewise C ∞ and continuous vector
bundles. Remember that the doubled fiber bundle πf : f→ Q is the one of Defini-
tion 2.2 with the flat connection ∇f for F̂g while its antidual version of Proposi-
tion 2.3 is used for F̂ ′g .
The complexification of F = E,E′ is of course a particular case of F = F,F ′ with
f= Q ⊗C endowed with the trivial metric and flat connection and ν= 1 . But it is
convenient to have a specific notation.
The metric ĝF = 1X−(x)g
F
−+1X+(x)gF+ (resp. ĝE,E










When gTQ− = g
TQ
0
, the quotient vector bundle F̂g0 is nothing but F .
The diagram (32) is associated with F= q′∗(F
∣∣
Q′) . Actually this can be lifted to X
as follows:
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• By A), the exponential map exp
Q, ĝ
q′
(te1) is lifted to X(−ε,ε) as (t, q̃
′, p̃1, p̃
′)
and this defines the map x̃′ : X(−ε,ε) → X ′ with x̃′(q̃1, q̃′, p̃1, p̃) = (0, q̃′, p̃1, p̃′) .
Hence we get F̂g = x̃′∗(F̂g
∣∣
X ′) , where the parallel transport for the con-
nection ∇Q, ĝ +∇f along (expQ, ĝ
q′
(te1))t∈(−ε,ε) is lifted to the parallel trans-
port along t 7→ (t, x̃′) for ∇F, ĝ . When F̂g
∣∣
X(−ε,ε)




∗Q⊗ gΛT∗Q⊗ gf) , pulling back (32) to X(−ε,ε) says x̃′∗(F̂g
∣∣

















+mi′ j′(0, q̃′) p̃i′ p̃ j′ ,
and it is constant along the curve t 7→ (t, x̃′) . With the identification F̂g =
x̃′∗(F̂g
∣∣
X ′) the weight 〈p〉
NH−NV
ĝ,q
is thus sent to 〈p〉NH−NVg0,q .
• It will appear with the explicit coordinate writing (59)(60) or with the C ∞-
structure associated with F̂g in Subsection 4.2 that the isometric involution
on F̂g
∣∣
X\X ′ = F
∣∣
X\X ′ is well defined on the quotient vector bundle F̂g .
Definition 2.8. The identification F̂g = x̃′∗(F
∣∣
X ′) provides a piecewise C
∞ and











which is denoted by Ψ̂
g,g0
X


















) and when F,F ′ are replaced by E,E′ .














































with similar diagrams when F is replaced by E,E′,F ′ .
Remark 2.9. The C ∞-structure of F̂g is based on the non symplectic coordinates
(q̃, p̃) with the collar neighborhood q̃1 ∈ (−ε,0] and an additional twist presented
in Subsection 4.2. However many different structures have to be considered in this
analysis: the differential structure, the symplectic structure and the riemannian
structure. The presentation of F̂g as a piecewise C
∞ and continuous vector bun-
dle, defined as a quotient, is actually the one where all those different aspects are
simply formulated.
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2.5 The geometric constructions in local coordinates
The previous sections ensure that the various changes of variables or isomor-
phisms of vector bundles have a natural geometric meaning independent of a
coordinate system. However it is instructive for the analysis to explain them in
terms of some specific local coodinates systems. Let us first recall a few facts
about the smooth case and then we will shift to the description of piecewise C ∞
isometries associated with the possibly non smooth metric ĝ .
2.5.1 The smooth case
Let us start with a smooth riemannian manifold (Q, g) and a local coordinate sys-
tem (q1, . . . , qd) in an open neighborhood U of q0 ∈Q . The Levi-Civita connection
∇Q,g associated with g = gTQ = g i j(q)dqidq j and the dual metric gT
∗Q(p, p) =




























dq j =−Γ j
ik
(q)dqk .





An horizontal curve t 7→ (q(t), p(t)) on X = T∗Q being characterized by ∇Q,g
q̇(t)
p(t) =
0 , a basis of TX H , e i ∈ TX H such that πX ,∗(e i) = ∂∂qi , and ê
i ∈ TXV , πX ,∗(êi) =







∈ T(q,p) X H , ê j =
∂
∂p j
∈ T(q,p) XV . (40)
Its dual basis on T∗X is
ei = dqi ∈ T∗(q,p) X
H , ê j = dp j −Γkji(q)pkdq
i ∈ T∗(q,p) X
V . (41)
Due to the possible curvature of (Q, gTQ)




where the Riemann curvature tensor RTQ = RTQ
i j












when S = S i(q) ∂
∂qi
and T(q)= T j(q) ∂
∂q j
.
However (e i, ê
j) is a symplectic basis of TX = T(T∗Q) endowed with its canonical
symplectic form σ
loc= dpi ∧dqi and
σ= dpi ∧dqi = ê i ∧ ei .
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General elements of E =ΛT∗X and E′ =ΛTX will be written locally
ωJI e
I êJ , u
I
J e I ê
J ,
with repeated summation convention w.r.t I, J ⊂ {1, . . . , d} .
The vertical, total and horizontal number operators, NV , NH and N , are given on




I êJ )= |J|ωJI e
I êJ , N(ω
J
I e
I êJ)= (|I|+ |J|)ωJI e
I êJ , NH = N −NV
NH(u
I
J e I ê
J)= |I|uIJ e I ê
J , N(uIJ e I ê
J )= (|I|+ |J|)uIJ e I ê
J , NV = N −NH .
Because the Levi-Civita connection preserves the metric on X = T∗Q the horizon-
tal vector fields are tangent to |p|2q = Cte :
e i f (|p|2q)= 0 , |p|
2
q = g
i j(q)pi p j = 2h(q, p) , f ∈C 1(R;R) .
When necessary we will specify the metric g in the notation with an additional
index by writing |p|2q = |p|2g,q and 〈p〉g,q = 〈p〉q .
The metric gE = 〈p〉−NH+NVq π∗X (g
ΛT∗Q⊗gΛTQ) and gE′ = 〈p〉NH−NVq πX (gΛTQ⊗gΛT
∗Q)
on E =ΛT∗X and E′ =ΛTX already introduced in (10) and (11) are such that










g j j(q)=O (〈p〉q)|ei|(q,p) , (44)





















g ii(q)=O (〈p〉q)|ê j|(q,p) (47)
〈e i , ê j〉gE′ = 0 . (48)
With this choice the riemannian volume on X , vol
gE




′ = |dqdp| =
1
d!
|σd | , d = dim Q ,
and coincides with the standard Lebesgue measure in any symplectic coordinates
system. Note that X is orientable with the non vanishing volume form 1
d!
σd .
The connections ∇E and ∇E′ introduced in (14) satisfy
∇Ee i e
ℓ =−Γℓik(q)e
k , ∇Ee i ê j =Γ
k
i j(q)êk , ∇
E
ê j




eℓ =Γkiℓ(q)ek , ∇
E′
e i








êℓ = 0 .
Remember that they are defined as pull-backed connections and do not coincide
exactly with the Levi-Civita connection associated with gE
′
due to the weight
〈p〉NH−NVq .
Let us finish with the flat vector bundle f endowed with the flat connection ∇f
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and the hermitian metric gf . Locally above U ∋ q0 , there is a frame (v1, . . . ,vd f )
of f such that ∇f ∂
∂qi
vk = 0 and (f,∇f) ≃ (U ×Cd f ,∇) with the trivial connection






. The metric is given by the matrix
A i j(q) = gf(vi,v j) , A(q) = A(q)∗ and (A(q)−1)i j = A i j(q) . The antidual (f′,∇f
′
)








































We are especially interested in the line bundle f = Q ⊗C with ∇f = ∇ and gf(z) =
e−2V (q)|z|2 . Then ∇f′ =∇−2(dV (q)) and ∇f,u =∇−dV (q) .
By conjugating with e−V (q) , we can actually consider f = Q ×C with gf(z′) = |z′|2
with the flat connection ∇f =∇+dV (q) and its dual flat connection ∇f′ =∇−dV (q) .
2.5.2 The non smooth doubles with the metric ĝTQ
With Q = Q−⊔Q′ ⊔Q+ local coordinates in a neighborhood U of q0 ∈ Q′ , (U ⊂
Q(−ε,ε)) are chosen such that:






• ĝTQ = (dq1)2 ⊕⊥ mi′ j′(−|q1|, q′)dqi′dq j′ , m̂ = mTQ′(−q1, q′) and the corre-
sponding Christoffel symbols are denoted by Γ̂k
i j




for gTQ = gTQ− .
• The associated symplectic coordinates on π−1
X
(U)≃U×Rd are written (q, p)=





(q1, q′, p1, p
′) ∈U ×Rd , q1 = 0
}
.
Remember the convention that i′ (resp. I ′ ⊂ {1, . . .d}) denotes an index i′ 6= 1 (resp.
1 6∈ I ′) .
Three things must be noticed with those coordinates
• From (39) a Christoffel symbol Γk
i j
(q) vanishes if 1 appears more than once
in i, j, k .
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• For the metric ĝ , the Christoffel symbols Γ̂k
′
i′ j′
(q) are continuous but not C 1















(0+, q′) = −Γ̂k′
1i′




• When gTQ = gTQ
0
= ĝTQ = (dq1)2+mTQ′(0, q′) everything is smooth and Γk
i j
=
0 when 1 appears in i, j, k .
Definition 2.10. Work with the local coordinates (q, p)= (q1, . . . , qd, p1, . . . , pd) in
π−1
X
(U) , q0 ∈Q′∩U ⊂Q(−ε,ε) .
The frame (40) and (41) associated with gTQ− (resp. g
TQ
+ ) are denoted by (e−,i, ê
j
−)





The abbreviated version is simply (e∓, ê∓) .
The notations (e i, ê
j) and (ei, ê j) now refer to the metric ĝ with (e, ê)= 1Q−(q)(e−, ê−)+
1Q+(q)(e+, ê+) on π
−1
X
(U)\X ′ , while working in Êg , Ê
′
g , F̂g , F̂
′
g means that (e−, ê−)
and (e+, ê+) are identified along X
′ and (e, ê) makes sense on π−1
X
(U) .
When gTQ = gTQ
0
those frames are simply denoted ( f i, f̂
j) and ( f i, f̂ j) .






































































= f̂ j (54)
ei∓ = dq
i = f i (55)





























X ′ = (−1)
δi1 e+,i
∣∣














X ′ = (−1)
δi1 ei+
∣∣
X ′ , Σ∗(ê−, j)
∣∣
X ′ = (−1)
δ j1 ê+, j
∣∣
X ′ . (60)
The coordinates (q̃, p̃) introduced in Definition 2.6, and the expression of the
frame (e, ê) in those new coordinates can be specified locally. They are charac-
terized by
q̃ = q , e1 p̃ = 0 , p̃
∣∣






































































dq̃ℓ = dqℓ , dp̃1 = dp1 , dp̃ j′ = [ψ(q)]k
′
























































































ei = dqi = dq̃i (65)











ê j′ = [ψ−1]k
′

















1− Γ̂1j′ i′ p̃1dq̃
i′ (68)
ê∓, j′
on X ′= dp̃ j′ −Γkj′ i′(0, q
′) p̃k′dq̃
i′ ∓Γ1j′ i′(0, q
′) p̃1dq̃
i′ . (69)
Remember that the map Σ : (q1, q′, p1, p
′)→ (−q1, q′,−p1, p′) of Definition 2.5 keeps
the same form Σ(q̃1, q̃′, p̃1, p̃′) = (−q̃1, q̃′,− p̃1, p̃′) in the new coordinates (q̃, p̃) . In
particular (59)(60) can be deduced from (61)(62)(64) and (65)(67)(69).
The continuous matching along X ′ vector bundles Êg and Ê
′








The lifting to X ∩U of the geodesic curve expQ, ĝ
q′
(tei) is nothing but the curve
t 7→ (t, q̃′, p̃) and the map x̃′ : X ×U → X ′ is nothing but
x̃′(q̃1, q̃i
′
, p̃ j)= (0, q̃i
′
, p̃ j) .
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Using the lifted connection ∇E, ĝ and ∇E′, ĝ , the frames (e, ê)
∣∣













. The piecewise C ∞ and
continuous vector bundle isometry Ψ̂
g,g0
X




: (q, p, f , f̂ )→ (q̃, p̃, x̃∗[(e, ê)
∣∣
X ′]) .
For the continuity properties in Êg and Ê
′
g we can work more simply with the
frame (e, ê)= 1Q∓(q)(e∓, ê∓) than with the frame x̃′∗[(e, ê)
∣∣
X ′] .
Let us conclude with the vector bundle πf : f→ Q of Definition 2.2 endowed with




−∇f =ω(∇f, ĝf) .
With the example of f=Q−×C and with ∇f =∇ the trivial connection, and gf(z)=
gf−(z)= e









with a discontinuity along q1 = 0 when ∂q1V (0, q′) 6= 0 . Then ∇f
′
and ∇f,u become
piecewise C ∞ and not continuous for the initial C ∞-structure of Q×C .
Note that if we take f = Q−×C with the metric gf(z) = |z|2 but with the connec-
tion ∇f = ∇+ dV (q) , the connection on the doubled vector bundle πf : f → Q of
Definition 2.2 is now ∇f = ∇+ dV̂ (q) and while ∇f′ = ∇− dV̂ (q) and ∇f,u = ∇ . Re-
member also that the continuity in πf : f→ Q means a change of sign across Q′
when ν=−1 .
Remark 2.11. The relations (59)(60) suggest another interpretation of Êg and Ê
′
g
as the exterior algebras of the cotangent and tangent bundle of a smooth manifold,
X− and X+ being glued by identifying (0
−, q̃′, p̃1, p̃) and (0
+, q̃′,− p̃1, p̃′) . This will
be used in Subsection 4.2. However for most of the analysis the above presentation
of Êg and Ê
′
g as piecewise C
∞ and continuous vector bundles on X is safer and
more convenient.
3 Functional spaces and invariances
We review the functional spaces that we will use. First we start with local spaces
in the smooth case, which do not depend on any chosen riemannian metric, then
we discuss the case of sections in F̂g for F= E,E′,F,F ′ , where the metric enters in
the game only in the continuity or jump condition along X ′ . Finally we study how
global spaces depend on the chosen metric gTQ . In particular, global spaces of sec-




smooth case with a boundary and then possibly adding the local continuity con-
dition s−
∣∣
X ′ = s+
∣∣
X ′ in F̂g
∣∣
X ′ . Invariances and isomorphisms of those functional
spaces via the change of variables or vector bundle isomorphisms introduced in
Section 2 are discussed.
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3.1 Local spaces for smooth vector bundles
Let M be a C ∞ manifold and πF :F→ M a C ∞-vector bundle. A smooth manifold
with boundary is denoted M = M ⊔∂M and accordingly πF : F→ M is a C ∞(M)-
vector bundle endowed with any smooth connection. The cases that we have in
mind are M = Q, X ,Q−,Q+, X−, X+ and M = Q−,Q+, X−, X+ . By following [ChPi]
all the spaces F (M;F) or F (M;F) are defined independently of any riemannian
structures or metric on F : F = C ∞ , F = C ∞
0
, F = L2
loc
, F = L2comp , F = W
µ,2
loc
and F =Wµ,2comp , µ ∈R , where “Wµ,2 counts µ-derivatives in L2” when µ ∈N .
When M is a smooth manifold (no boundary), taking F′ the dual bundle of F
and fixing any smooth volume element dvM on M provide a duality product
〈s , s′〉 =
∫
M
〈s , s′〉F′,F(x) dvM(x) ,
and we will use without distinction real or sesquilinear (left-anti linear and right
C-linear) duality products.
The set of distributional sections D′(M;F′) is defined as the dual of C ∞
0
(M;F) and






(M;F′) for µ ∈R .
A smooth manifold with boundary M , can be considered as a domain of a
smooth closed manifold M̃ and F= F̃
∣∣
M
where πF̃ : F̃→ M̃ is a C ∞-vector bundle.
According to [ChPi], the above functional space F (M;F) is defined as the set of
restrictions to M of elements of F (M̃; F̃):
F (M;F)=
{




endowed with the quotient topology. On a manifold with boundary M = M⊔∂M ,
compact sets of M and M differ and the spaces F (M,F) and F (M;F) are distin-
guished, the later specifying the information up to the boundary ∂M . Finally
when dvM a C






A section s ∈F (M;F) (resp. s ∈F (M;F)) if for any locally finite partition of unity∑
j∈J χ j ≡ 1 , χ j ∈ C ∞0 (M;R) (resp. χ j ∈ C
∞
0
(M;R)) one has χ js ∈ F (M;F) for all
j ∈ J , the latter being checked in any local coordinate system. Those spaces are
invariant by C ∞ diffeomorphisms on M (resp M) and C ∞ vector bundle isomor-
phisms of F .
When M = X = T∗Q or M = X∓ , any given riemannian metric gTQ provides
the function |p|2q = 2h(q, p)= gi j(q)pi p j and s ∈W
µ,2
loc
(X ;F) (resp. s ∈Wµ,2
loc
(X∓;F)) if
and only if for any χ ∈C ∞
0
(R;R) , χ(|p|2q)s ∈W
µ,2
comp(M;F) (resp. χ(|p|2q)s ∈W
µ,2
comp(M;F)) .
Note also that on X and X∓ the symplectic volume dvX = |dqdp| is fixed indepen-
dently of any chosen metric.





(M;F) , |µ2| ≥ |µ1| , µ1µ2 ≥ 0 , (resp. W
(µ1,µ2),2
loc comp
(M;F)) where the reg-
ularity with respect to q and p are distinguished: In particular when µ1,µ2 ∈N ,
µ2 ≥µ1 , s ∈W
(µ1,µ2),2
loc
(M;F) (resp. s ∈W (µ1,µ2),2(M;F)) means
∀ j ∈ J ,∀α,β∈Nd , |α| ≤µ1 , |α|+ |β| ≤µ2 ,∂αq∂
β
p(χ js) ∈ L2comp(M;F) , (70)
where
∑
j∈J χ j ≡ 1 is a smooth partition of unity and (q, p)∈U ×Rd with suppχ j ⊂
U j ×Rd ≃ X
∣∣
U j




(X ;F) and W (µ1,µ2),2(X∓;F) are defined geometrically because a change
of variable on q 7→ϕ(q) on Q (or U j) induces a change of variable
(q, p)= (ϕ(q), (tdϕ(q))−1 p) on X = T∗Q

















We now define spaces associated with a continuous operator P : D′(M) → D′(M) ,
which will be in practice a differential operator with smooth coefficients.
Definition 3.1. Let πF : F→ M be a smooth vector bundle on M (resp M = M ⊔
∂M) and let P be a differential operator with smooth coefficients P : D′(M;F) →
D
′(M;F) . The spaces E loc(P,F) and E comp(P,F) are defined as
E•(P,F)=
{




, • = loc or comp .
resp. E•(P,F)=
{




, •= loc or comp .





The vector bundles Êg , Ê
′
g , F̂g = Êg⊗π−1X (f) and F̂
′
g = Êg⊗π−1X (f) of Definition 2.7
are defined as piecewise C ∞ vector bundles , with some matching conditions along
X ′ = ∂X− = ∂X+ . Local functional spaces F (X ; F̂g) , with F̂g = Êg, Ê′g, F̂g, F̂ ′g will
be specified accordingly by using F (X∓;F) with the corresponding continuity con-
dition along X ′ when it makes sense. Remember that πf : f→Q may have different
C
∞ structures according to Proposition 2.3 in F= E⊗π∗
X





is defined piecewise and the distinction between F̂g and F can
be forgotten according to







Definition 3.2. When Σ : X(−ε,ε) → X(−ε,ε) and Σν are the maps of Definition 2.5
and F= E,E′,F,F ′ with ν=±1 when F= E,E′, the set of even and odd sections of
L2
loc
(X(−ε,ε);F) , is defined by
L2ev odd,loc(X(−ε,ε);F)=
{
s ∈ L2loc(X(−ε,ε);F) , Σνs=±s
}
. (71)
For s ∈ L2
loc
(X(−ε,0];F) we define
sev = 1X−(x)s+1X+ (x)Σνs) . (72)
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Note that the spaces of even and odd sections are interchanged by a simple




Q′ into −ν .
We will make an extensive use of the set of smooth compactly supported sections,
C0,g(F̂g) defined below.










The set of even elements is defined by
C0,g,ev(F̂g)=C0,g(F̂g)∩L2ev,comp(X(−ε,ε);F) . (74)
Finally the space C0,g(L(F̂g)) is defined like (73) by
C0,g(L(F̂g))=
{






Definition 2.7 actually provides a C ∞ structure for F̂g by taking the one of the




(X ; F̂g) , µ ∈R , and W
(µ1,µ2),2
loc
(X ; F̂g) , |µ2| ≥ |µ1| , µ1µ2 ≥ 0 , can
be defined for this C ∞-structure . We recall the standard result concerning the
existence of traces (see e.g. [ChPi]):













, is well defined for µ2 ≥µ1 > 12 .
• For µ1 ∈ [0,1/2[ , |µ2| ≥ |µ1| , µ1µ2 ≥ 0 , s ∈ W
(µ1,µ2),2
loc




∈W (µ1,µ2),2(X∓; F̂g)=W (µ1,µ2),2(X∓;F) .







(X∓;F) and the traces along X










In all the analysis we will avoid trace issues for half-integer exponents µ1 = 12 +n ,
n ∈N , which as it is well known (see [LiMa]-Chap 11) is a subtle critical case.
The equality of traces in F̂g
∣∣
X ′ , for µ1 ∈]1/2,3/2[ means that the frames (e−, ê−)
and (e+, ê+) are identified along X
′ = ∂X− = ∂X+ and this is actually a jump condi-
tion with the usual C ∞-structure of E =ΛT∗X and E′ =ΛTX , which also corre-
sponds to the case when gTQ = gTQ
0
= (dq1)2+mTQ(0, q′) . For such a metric gTQ
0
,










(X ; F̂g) will be considered with µ1 = [0,1] \ {1/2} . Since differen-
tial operators with possibly discontinuous coefficients along X ′ and non obvious
effects on the jump condition will be studied, it is better to split the analysis on
X− and X+ and check separately the matching condition along X
′ .
We keep of course the notation W
(µ1,µ2),2
loc
(X ;F) when gTQ = gTQ
0
for any µ1,µ2 ∈ R
such that |µ2| ≥ |µ1| , µ1µ2 ≥ 0 but for a general gTQ , we take the following defini-
tion equivalent to the previous construction.
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is defined as the space of sections s ∈ L2
loc
(X ;F) such that:















The set of even sections of W
(µ1,µ2),2
loc







(X ; F̂g)∩L2ev,loc(X ;F) .
Definition 3.5. In X ′ = ∂X− the map S1 =Σ
∣∣
X ′ is given by
S1(0, q
′, p1, p
′)= (0, q′,−p1, p′) . (75)






















Proposition 3.6. For a section s ∈ L2
loc
(X−;F) and µ1 ∈ [0,1] \ {1/2} , µ2 ≥ µ1 and
F= F,F ′ , there is an equivalence between:
a) sev ∈C0,g(F̂g) (resp. sev ∈W (µ1,µ2),2(X ; F̂g)) ;
b) s ∈C ∞
0















mits a trace in D′(X ′; F̂g
∣∣
X ′) when sev ∈ C0,g(X ; F̂g) or sev ∈ W
(µ1,µ2),2
loc
(X ; F̂g) , µ2 ≥
µ1 > 1/2 , with:
• Σ
∣∣
X ′ = S1 ,
• Σ∗(e
i
−, ê−, j)= ((−1)δi1 ei+, (−1)δ j1 ê+, j) tensorized with ν in π∗X−
(f) ,
• and (e−, ê−)
∣∣
X ′ = (e+, ê+)
∣∣
X ′ in F̂g
∣∣
X ′ .
3.3 Global functional spaces
3.3.1 Global L2-spaces, duality and adjoints
Like for L2
loc
(X ; F̂g) = L2loc(X ;F) = L
2
loc
(X−;F)⊕L2loc(X+;F) for F = E,E
′,F,F ′ we
can simply work with the vector bundles E =ΛT∗X , E′ =ΛTX , F = E⊗π∗
X
(f) and
F ′ = E′⊗π∗
X
(f) and forget the distinction between F̂g and F .







(ei ∧ ê j)d| = |dqdp|
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where |dqdp| stands for the Lebesgue measure in the local coordinates (q, p) =
(q1, . . . , qd, p1, . . . , pd) .
The local coordinates (q̃, p̃) = (q̃1, . . . , q̃d, p̃1, . . . , p̃d) of Definition 2.6 are not sym-







(ei ∧ ê i)d| = |detψ−1(q̃)||dq̃d p̃| . (78)
Remember that the metrics gE , gE
′
, gF , gF
′
on E,E′,F,F ′ given by (10)(11)(12)(13)
include the weight 〈p〉±NH∓NVq and the same is done for ĝE, ĝE
′
, ĝF , ĝF
′
with gTQ
replaced by ĝTQ .
Definition 3.7. Let F= E,E′,F,F ′ be endowed with the metric g̃F = gF or g̃F = ĝF .
The space L2(X ;F) , or L2(X ;F, g̃F) when we want to specify the metric, is
L2(X ;F)=
{








The scalar product and the duality product between L2(X ;F) and L2(X ;F′) are
given by








|dqdp| = 〈s′, s〉L2 (79)





,F(q,p) |dqdp| = 〈s , t〉 (80)
for any s, s′ ∈ L2(X ;F) , t ∈ L2(X ;F′) .
Finally the set L2
ev odd
(X ;F, ĝF) equals
L2ev odd(X ;F, ĝ
F)= L2(X ;F, ĝF)∩L2ev odd,loc(X ;F) .
Proposition 3.8. Let F = E,E′,F,F ′ be endowed with the metric g̃F = gF or ĝF
and let (F′, g̃F
′
) its antidual, F′ = E′,E,F ′,F respectively.
a) With the duality product (80), the dual of L2(X ;F, g̃F) is nothing but L2(X ;F′, g̃F
′
) .
b) When ϕ : Q → Q is a C ∞ (resp. piecewise C ∞ on Q∓) diffeomorphism, the
the push-forward ψ = ϕ∗ : X = T∗Q → X viewed as (resp. piecewise) dif-
feomorphism in X defines a continuous isomorphism ψ∗ : L
2(X ;F, g̃F) →
L2(X ;F, g̃F) .
c) If Ψ :ΛTQ⊗ΛT∗Q →ΛTQ⊗ΛT∗Q be a C ∞ (or piecewise C ∞ on Q∓) vector
bundle isomorphism , then [π∗
X
(Ψ)]∗ : L
2(X ;F, g̃F) → L2(X ,F, g̃F) is a contin-
uous isomorphism.
d) The vector bundle isomorphism Σ∗ : F → F defines a unitary involution of
L2(X ;F, ĝF) when F = E,E′ . The same holds for Σν when F = F,F ′ and


















) to L2(X(−ε,ε);F, ĝ






F= F and ĝF
0
= gE′0 ⊗ ĝ
f when F= F ′ .
Proof. a)It is simply the pointwise duality.
b) When ϕ : Q →Q is a (piecewise) C ∞-diffeomorphism
(Q,P)=ψ(q, p)=ϕ∗(q, p)= (ϕ(q), tDϕ−1q (q)p)= (ϕ(q), A(q)p)
the frames (e, ê) are transformed according to
dQ i = [Dϕq]ijdq
j + [DAq)ki j]pkdq
j , dP j = [A(q)]kj dpk ,
where all the q-dependent coefficients are uniformly bounded.
The weight 〈p〉±NH∓NVq depending on the case for F , ensures
‖ψ∗s‖L2( g̃F) ≤ C‖s‖L2( g̃F)
and the same can be done for ψ∗ = (ψ−1)∗ = (ϕ∗)∗ .
c) When F = E,E′ this comes from the identification of TX = TX H ⊕⊥ TXV =
π∗
X
(TQ⊕⊥ T∗Q) and T∗X = TXV ⊕⊥ T∗XV = π∗
X
(T∗Q⊕⊥ TQ) . When F= F,F ′ we
set ϕ = πΛTQ⊗ΛT∗Q and we first extend Ψ to (ΛTQ ⊗ΛT∗Q)⊗ f and to (ΛT∗Q ⊗
ΛTQ)⊗ f as Ψ⊗ϕ∗ and then pull it back via π∗X .
d) Σν : (F, ĝ
F)→ (F, ĝF) is an isometry and Σ : X → X is a symplectic map.











, while the map ϕ̂
g,g0
X
is given locally by ϕ̂
g,g0
X
(q, p) = x with
q̃(x)= q and p̃(x)= p according to the Definition 2.6 of the coordinates (q̃, p̃) . With
(78) the map |detψ(q̃)|1/2(Ψ̂g,g0
X




) to L2(X(−ε,ε);F, ĝ
F)
while the multiplication by |detψ(q̃)|±1/2 is an isomorphism.
For traces along X ′ = ∂X− = ∂X+ we also need global L2-spaces. It actually
suffices to specify the volume element along X ′













TX ′ | where Yh is the
Hamiltonian vector field associated with h .
The above definition does not rely on a coordinate system. However with the
local coordinates (q, p) and (q̃, p̃) with (q̃, p̃)
∣∣
X ′ = (q, p)
∣∣
X ′ , we get
dvX ′ = |dq′dp| = |dq̃′dp̃| and |p1|dvX ′ = |p1||dq′dp1dp′| = |p̃1||dq̃′dp̃1dp̃′| .
Because L2(X ;F′) is the dual of L2(X ;F) via the duality product (80), the adjoints
of operators acting in L2(X ;F) can be defined in L2(X ;F′) .
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Definition 3.10. The vector bundle F = E,E′,F,F ′ with dual F′ = E′,E,F,F ′ is
endowed with the metric g̃F = gF or g̃F = ĝF .
Let Ω be an open set in X and let (P,D(P)) be a densely defined operator in
L2(Ω;F, g̃F) . The adjoint denoted (P̃,D(P̃) in L2(Ω;F′, g̃F
′






∃Ct ≥ 0 ,∀s′ ∈ D(P) , |〈t,Ps′〉| ≤ Ct‖s′‖L2
)
∀t ∈ D(P̃) ,∀s′ ∈ D(P) , 〈P̃ t , s′〉 = 〈t , Ps〉 .
Since (79) and (80) give a unitary mapping U : L2(Ω;F′, g̃F
′
) → L2(Ω;F, g̃F) ,
there is a simple relation with the usual adjoint (P∗,D(P∗)) for the L2(X ;F, g̃F)
scalar product, (P̃,D(P̃))= (U−1P∗U ,U−1D(P∗)) .
However Bismut constructions of adjoint in L2(Ω;F, g̃F) involves a non symmetric
(resp. non hermitian) non degenerate bilinear (resp. sesquilinear) on E (resp. F) .
For an isomorphism φ : E′ → E with adjoint tφ : E′ → E we keep the same notation
for φ= φ⊗ Idπ∗
X
(f) : F
′ → F . Let the vector bundle isomorphism φ : E′ → E be such
that
∃C > 0 ,∀x ∈ X ,∀t ∈Fx , C−1|φt|g̃Fx ≤ |t|g̃F′x ≤ C|φt|g̃Fx , (81)
This gives two sesquilinear forms on F′ and F dual to each other
ηφ(U ,V )= 〈U , φV 〉F′,F , η∗φ(ω,θ)= 〈(φ
−1ω) , θ〉F′,F .
For sections s, s′ ∈ L2(X ,F) we set




′) dvX . (82)
Because φ , ηφ and η
∗
φ are not assumed to be neither symmetric (or hermitian) nor
anti-symmetric (or anti-hermitian), left and right adjoints must be distinguished.
Definition 3.11. The vector bundle F = E,E′,F,F ′ with dual F′ = E′,E,F,F ′ is
endowed with the metric g̃F = gF or g̃F = ĝF .
We assume that φ : F ′ → F satisfies (81) and Ω is an open subset of X .
The left φ-adjoint of a densely defined operator (P,D(P)) in L2(Ω;F) , denoted by






∃Cs ≥ 0 ,∀s′ ∈ D(P) , |〈s , Ps′〉φ| ≤ Cs‖s′‖L2
)
∀s ∈ D(Pφ) ,∀s′ ∈ D(P) , 〈Pφs , s′〉φ = 〈s , Ps〉φ .
The right φ-adjoint is defined similarly by considering the continuity of s′-dependent
anti-linear form D(P) ∋ s 7→ 〈Ps , s′〉φ .
Proposition 3.12. The left φ-adjoint (Pφ,D(Pφ)) equals (φP̃φ−1,φD(P̃)) while the
right φ-adjoint equals (P
tφ,D(P
tφ))= (tφP̃ tφ−1; tφD(P̃)) .
As adjoints of densely defined operators, the operators (Pφ,D(Pφ)) and (P
tφ,D(P
tφ))
are closed in L2(Ω,F) . When (P,D(P)) is closed and densely defined then the same
holds for (Pφ,D(Pφ)) and (Pφ)
tφ = P .
When (P,D(P)) is densely defined and closable, (Pφ)
tφ = P the closure of P .
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Proof. Just write
〈φ−1P̃φs , s′〉 = 〈Pφs , s′〉φ = 〈s , Ps′〉φ = 〈φ−1s , Ps〉 = 〈P̃φ−1s , s′〉
and use the definitions to get Pφ =φP̃φ−1 .
With 〈s , s′〉φ = 〈s′ , s〉tφ write for the right φ-adjoint Pr,φ
〈Ps , s′〉φ = 〈s , Pr,φs′〉φ
in the form
〈s′ , Ps〉tφ = 〈Pr,φs′ , s′〉tφ ,
so that Pr,φ = P tφ = tφP̃ tφ−1 .
The relation (Pφ)
tφ = P comes from the standard theory of adjoints in Hilbert
(therefore reflexive Banach) spaces, according to
(Pφ)
tφ = tφP̃φ tφ−1 , Pφ =φP̃ φ−1 , P̃φ = tφ−1 ˜̃P tφ= tφ−1P tφ .
3.3.2 Global Sobolev scale
In [Leb1], G. Lebeau introduced the Sobolev scale W µ(X ;ΛT∗X ⊗ f) , µ ∈ R , when
(Q, gTQ) is a smooth closed compact riemannian manifold, which is adapted to the
geometry of X = T∗Q and to the analysis of Bismut’s hypoelliptic Laplacian. We
adapt those definitions to our case with our notations.
Definition 3.13. Let F= E,E′,F,F ′ be endowed with the smooth metric gF .
For n ∈N , the space W n(X ;F) is the set of sections s ∈ L2(X ;F, gF) for which there






















when 2n1+n2 +n3 ≤ 2n , Uk ∈C ∞(Q;TQ) ,Vj ∈C ∞(Q;T∗Q)
with Ũk(x) ∈ TxX H , πX ,∗(Ũk)=Uk , Ṽ ℓ(x) ∈ TxXV , πX ,∗(Ṽ ℓ)=V ℓ .
The space W n(X ;F) can be given a Hilbert space structure (see (85) below) and
W
µ(X ;F) for µ∈R , is then defined by duality and interpolation.









Here are some explanations and we refer the reader to [Leb1][Leb2] for details.





m(q) = 1 subordinate to an atlas and by taking the Uk , V ℓ in the local
frame ( ∂
∂qi
, dq j) with

















By setting for α ∈Nd , ∇F,αe =∇
F,α1
























Although the multiplication by 〈p〉n3 and the covariant derivatives themselves
do not commute, changing the order in the above expression gives an equivalent
norm because:
• ∇F is the pull-back of a connection of the fiber bundle ΛTQ⊗ΛT∗Q⊗f (resp.












R(U1,U2) is a smooth endomorphim valued section on Q , therefore uni-
formly bounded w.r.t p .
• The above additional term ∇Fã[U1,U2]
is estimated with (42) .
• The covariant vertical derivatives are the trivial ones.
• Changing the position of the weight multiplication brings lower order cor-
rections owing to







for any f ∈C 1(R;R) , 〈p〉q = (1+2h)1/2 , and any t ∈R .
The abstract definition of W µ(X ;F) by duality and interpolation can be specified as
follows (see [Leb1]): Once the localisation in q is made, assume s = χm(q)s , take












m′(|p|q) ≡ 1 then





comp (X ,F) , with a fixed compact support in (q, p) ∈ R2d . And this can be
characterized by standard pseudodifferential calculus.
Bismut and Lebeau in [Leb1][Leb2][BiLe] work actually with the metrics
g̃E
′
= 〈p〉−2NVq π∗X (g
ΛTQ ⊗ gΛT
∗Q)= 〈p〉−Nq g
E′ on E′ =ΛTX ,
and g̃E = 〈p〉2NVq π∗X (g
ΛT∗Q ⊗ gΛTQ)= 〈p〉Nq g
E on E =ΛT∗X ,
with the corresponding metric g̃F
′ = g̃E′ ⊗ gf and g̃F = g̃E ⊗ gf . But this is a par-
ticular case of the weighted W µ-spaces which is discussed below.
Proposition 3.14. Let F= E,E′,F,F ′ be endowed with the smooth metric gF .
The spaces W µ(X ;F) , µ ∈R , have the following properties:
a) They do not depend on the chosen metric gTQ .
b) When ϕ : Q → Q is a diffeomorphism and the vector bundle isomorphisms
ψ = ϕ∗ : X = T∗Q → X is viewed as as diffeomorphism of X , defines an
isomorphism ψ∗ : W
µ(X ;F)→W µ(X ;F) .
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µ(X ;F)→W µ(X ,F) is a continuous isomorphism.
d) The space W
µ
loc
(X ;F) is nothing but W
(µ,2µ),2
loc
(X ;F) . In particular the trace s
∣∣
X ′
is well defined as soon as s ∈ W µ(X ;F) with µ > 1/2 . Additionally for µ ∈
]1/2,1] , s ∈ W µ(X ;F) is equivalent to s∓ = s
∣∣
X∓







, while the trace condition is dropped when µ∈ [0,1/2[ .
e) Let G be vector bundle isomorphism, G ∈C ∞(X ;L(F)) , such that
(∇L(F)e i G)G
−1 ,G−1(∇L(F)e i G) ∈L (W
µ(X ;F);W µ−1(X ;F))
(∇L(F)
ê j
G)G−1 ,G−1(∇L(F)G) ∈L (W µ(X ;F);W µ−1/2(X ;F)) ,




(X ;F) ,G−1s ∈W n(X ;F)
}
can be
given by the same expression as (85) where only the metric, gF , and L2-norm,
‖ ‖L2(gF) , are replaced respectively by g̃F(v,v)= gF(G−1v,G−1v) and ‖ ‖L2( g̃F) .
The weighted spaces GW µ(X ;F) , µ ∈ R , can thus be characterized withouth
changing the connection ∇F .
Proof. a) It suffices to consider the case W n(X ;F) for n ∈ N , where the result is
already known for n = 0 , and to work locally with the coordinates (q, p) ∈ U ×
R








and dqi, dp j , while ∇F,ge can be chosen as the trivial connection. The weights


















= (∇F,g −∇F,ge )e i + e i −
∂
∂qi














Since ∇Q,g −∇Q,ge ∈C ∞(Q;L(ΛTQ⊗ΛT∗Q)) , we deduce that the local expression
of the norm of W n(X ;F) , for χms with the metric g and ge a neighborhood of the
support of χm are uniformly equivalent. This provides the local result for two dif-
ferent metric g1 , g2 and taking the full finite sum in (85) ends the proof.




























Since locally with g = ge , the connection ∇f,ge becomes a trivial one, the equiva-
lence of the norm (85) of χms and ψ∗[χms] follows. By a) this equivalence holds
for the metric gF put on U ⊃⊃ suppχms and ϕ(U) , and we conclude by summing
with respect to m in (85) .
c) By b) the problem is reduced to the case when ϕ = πΛTQ⊗ΛT∗Q(Ψ) = IdQ and
Ψ ∈ C ∞(Q;L(ΛTQ ⊗ΛT∗Q)) and the result comes from ∇F = π∗
X
(∇Q,g ⊗∇f or f′)
while we already know the result for n = 0 by Proposition 3.8-c).
d) Locally , that is while considering χs with χ ∈ C ∞
0
(X ;R) , the weight 〈p〉n3q
can be forgotten and W n
loc
(X ;F) is nothing but W
(n,2n),2
loc
(X ;F) . Choosing χ with
a small enough support we can even consider the map s 7→ χs as a continuous
map from W n(X ;F) to W (n,2n),2(R2d;CNd,f) and the continuity from W µ(X ;F) to






(X ;F) for all µ ∈R .

















∇̃F =G∇FG−1 =∇F+G∇L(F)G−1 =∇F− (∇L(F)G)G−1
∇F =G−1∇̃FG = ∇̃F+G−1(∇L(F)G) ,
and g̃F(v,v)= gF(G−1v,G−1v) .












where the initial connection ∇F is used.




q : The sign depends on the case F= E′ or F= E:
• It changes the metric gE
′ = 〈p〉NH−NVq π∗X (g





• It changes the metric gE = 〈p〉−NH+NVq π∗X (g
ΛT∗Q⊗gΛTQ) into g̃E = 〈p〉2NVq π∗X (g
ΛT∗Q⊗
gΛTQ) .
Proposition 3.14-e) applies because
(∂TG)G
−1 , G−1(∂TG) ∈L (W µ(X ;E))
for T = e i and T = ê j and for any µ ∈ N (and therefore for any µ ∈ R) because
∂qi (〈p〉tq)=O (〈p〉tq) and ∂p j (〈p〉tq)=O (〈p〉t−1q ) for t ∈R .
This choice allows to transfer at once the estimates of [Leb1][Leb2][BiLe] where
the metrics g̃E and g̃E
′
were chosen. The advantage of our choice is that the
tensorized map φ= σ : TX → T∗X sends isometrically (E′, gE′) to (E, gE) while it
sends isometrically (E′, g̃E
′
) to (E,〈p〉−2Nq g̃E) .







e−2h(q,p) |dqdp| = ‖s‖2
ehL2(gF̃ )
.
Additionally the metric on f̃ = Q ⊗C is given by gf̃(z) = e−2V (q)|z|2 while the flat
connection is the trivial one ∇f = ∇ . Taking z′ = e−V (q)z gives z = eV (q)z′ . It is




























(q, p)∈L (W µ(X ;E);W µ−1/2(X ;E)) .
the result of Proposition 3.14-e) ensures that the regularity estimates are equiv-
alent after simply applying the weight to the L2-space.





we define W µ(X ; F̂g) as the set of sections
s ∈ L2(X ;F) such that
• s∓ = s
∣∣
X∓
belongs to W µ(X∓;F) ,
• if µ ∈]1/2,1] , s−
∣∣
∂X ′ = s+
∣∣
∂X ′ in F̂g
∣∣
X ′ .
Finally for µ ∈ [0,1] , W µev(X ; F̂g)=W µ(X ; F̂g)∩L2ev(X ;F) .
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We already noticed that W
(µ,2µ)
loc
(X ; F̂g0) =W
(µ,2µ)
loc
(X ;F) . Since the definition of
W
µ(X ; F̂g0) simply adds the global estimates which can be checked separated on
both sides we get W µ(X ; F̂g0)=W µ(X ;F) .







)→ L2(X(−ε,ε);F, ĝF) ,
of Definition 2.8 and Proposition 3.8-e), is actually an continuous isomorphism
from W µ(X(−ε,ε);F) to W
µ(X(−ε,ε); F̂g) for µ ∈ [0,1] .





)→ L2(X ;F, gF) is an isomorphism.
Consider now µ= 1 . The vector bundle morphism (Ψg,g0
X
)∗ is a piecewise C
∞ vec-
tor bundle isomorphism from F to F̂g which transforms the continuity condition
s−
∣∣
X ′ = s+
∣∣
X ′ in F
∣∣
X ′ into the same continuity condition in F̂g
∣∣
X ′ . Additionally by
Proposition 3.14-b)c) applied on both sides (or more exactly for the C ∞-metrics
gTQ− and g
TQ
+ and then restricted to X∓) , we obtain
C−1‖s±‖W 1(X∓) ≤ ‖(Ψ
g∓,g0
X
)∗s‖W 1(X∓) ≤ C‖s±‖W 1(X∓) .




1(X ;F)→W 1(X ; F̂g) is an isomorphism. Interpolation
yields the result for µ ∈ [0,1] .
Finally, Proposition 3.14-e) works for ĜW µ(X ; F̂g) , µ ∈ [0,1] , with the weights






and Ĝ = e±(ĥ(q,p)+V̂ (q)) ,
because those weights are continuous w.r.t q1 .
4 Closed realizations of the differential
In this section trace theorems and boundary conditions for the differential, more
generally the exterior covariant derivative, are considered. No riemannian metric
is really required here and all the analysis is made by using the proper C ∞ struc-
ture of manifolds made of the two pieces X− and X+ glued in the proper way. In
particular, the new manifold Mg is introduced in Subsection 4.2. Its construction
relies on the coordinates (q̃, p̃) related with the parallel transport in X = T∗Q for
the Levi-Civita connection associated with ĝTQ . It depends on the metric gTQ− ini-
tially chosen on Q− and accordingly the boundary conditions for the differential
finally depend on gTQ− .
4.1 General partial trace results
Let M (resp. M = M ⊔ M′) be a smooth oriented manifold (resp. with boundary
∂M = M′) and let πF :F→ M (resp. πF :F→ M) be a C ∞ vector bundle on M (resp.
on M) endowed with the non necessarily smooth connection
∇F : C ∞(M;F)→ L∞loc(M;T
∗M⊗F) (86)
resp. ∇F : C ∞(M;F)→ L∞loc(M;T
∗M⊗F) . (87)
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The exterior covariant derivatives d∇
F










Remember the Definition 3.1 of E loc comp(d
∇F ,ΛT∗M⊗F) in the two cases M′ =;
and M′ 6= ; .
Proposition 4.1. a) If F is a smooth vector bundle on M (resp. the manifold with




are two connections on F which fulfill (86)
(resp. (86)) , then
E•(d
∇F
1 ,ΛT∗M⊗F) = E•(d∇
F
2 ,ΛT∗M⊗F) • = loc or comp.
b)When M′ ⊂ M a smooth hypersurface of M (resp. a manifold with boundary M =
M ⊔M′) with the natural embedding jM′ : M′ → M , the tangential trace map s 7→
j∗
M′s is well defined an continuous from E loc(d




c) The space C ∞
0
(M;ΛT∗M⊗F) (resp. C ∞
0
(M;ΛT∗M⊗F)) is dense in the two spaces
E comp(d
∇F ,ΛT∗M⊗F) and E loc(d∇
F
,ΛT∗M⊗F) .
d) In the case M = M ⊔ M′ and F = M ×C with the trivial connection , Stokes for-
mula ∫
M







holds s ∈ E loc(d,ΛT∗M⊗C) and all s′ ∈ E comp(d,ΛT∗M⊗C) , where the right-hand
side is the unique sesquilinear continuous extension from C ∞
0
(M;ΛT∗M⊗C) .
e) When M = M−⊔M′⊔M+ and M± are smooth domains of M , s ∈ E loc(d∇
F
,ΛT∗M⊗
F) iff s∓ = s
∣∣
M∓











Proof. We work with a complex vector bundle F . It does not change anything
here.


















in local coordinates. The result is then a consequence of the equivalences for
s ∈ L2
loc
































b) For the existence of a trace, the case with a boundary πF : F→ M is contained
in the case without boundary with M′ ⊂ M , by writing M as a smooth domain of
42






χ = χd∇F + dχ∧ for χ ∈ C ∞
0
(M;R) , s ∈ E loc(d∇
F
,ΛT∗M ⊗F) is equiv-





) for all j , when
∑
j χ j ≡ 1 is a locally fi-




U j ×Cd f . With a), the connection ∇F can be replaced by the trivial connection on
U j ×Cd f . By possibly refining the atlas we can assume U j = (−ε,ε)m in a local
coordinate system (x1, . . . , xm) such that U j ∩M′ = {0}× (−ε,ε)m−1 for U j ∩M′ 6= ; .
We now have to verify that
χ js ∈ E comp(d;ΛT∗(−ε,ε)m ⊗Cd f )




. Finally the local L2-estimates of χ js ∈ E comp(d;ΛT∗U j⊗
C
d f ) can be expressed with the euclidean metric on (−ε,ε)m . Working separtely
on components in Cd f reduces the problem to the scalar case.
In U j = (−ε,ε)m with the euclidean metric, χ js= sI dxI ∈ E comp(d;ΛT∗(−ε,ε)m⊗C)
means
χ js= sI(x)dxI ∈ L2comp((−ε,ε)











i′ ∧dxI ∈ L2((−ε,ε);W−1,2((−ε,ε)m−1;ΛCm)) .
Therefore every sI′ , 1 6∈ I ′ , belongs to W1,2((−ε,ε);W−1,2((−ε,ε)m−1;ΛCm−1) and






is well defined in D′((−ε,ε)m−1;ΛRm−1⊗C) .
By summing the locally finite different pieces of s=
∑





) , we conclude that




is well defined and continuous.
c) For the density and with the local reduction to U j = (−ε,ε)m used in b), it
suffices to approximate χ js ∈ E comp(d;ΛT∗(−ε,ε)m ⊗Cd f ) by ϕη∗ (χ js) as η→ 0+ ,




ϕ1 = 1 . From d[ϕη ∗ (χ js)] = ϕη ∗
d(χ js) we deduce
lim
η→0+
‖χ js−ϕη∗ (χ js)‖L2 +‖d[χ js−ϕη∗ (χ js)]‖L2 = 0 ,
while ϕη∗ (χ js) ∈C ∞0 ((−ε,ε)
m;ΛRm ⊗Cd f ) . On a fixed compact set K ⊂ M , only a
finite number of j’s in
∑




(M;ΛT∗M⊗F) in E loc comp(d∇
F
,ΛT∗M⊗F) .
d) Consider the case M = M ⊔ M′ and F = M ×C . When s ∈ E comp(d,ΛT∗M ⊗F)
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and s′ ∈ E loc(d,ΛT∗M⊗F) there exists χ ∈C ∞0 (M;R) such that s∧s
′ = χs∧χs′ . We
thus assume s, s′ ∈ E comp(d;ΛT∗M⊗F) .
But the sesquilinear map




is continuous. By c), for any s, s′ ∈ E comp(d,ΛT∗M⊗F) there exists two sequences
(ωn)n∈N and (θn)n∈N in C
∞
0
(M;ΛT∗M⊗F) which converge respectively to s and s′
in E comp(d,ΛT











( j∗M′ωn)∧ ( j
∗
M′θn) .
The left-hand side converges to
∫
M ds∧ s
′+ (−1)deg ss∧ds′ which is a continuous
sesquilinear form on E comp(d,ΛT
∗M⊗F) and this ends the proof of the extended
Stokes formula.
e) One implication is trivial by restriction to M∓ .












M′) . With a locally finite partition of unity
∑
j χ j ≡ 1 in M , we want to prove





) for all j . By following the scheme of b) it suf-
fices to consider U j = (−ε,ε)m and F
∣∣
U j
= U j ×C endowed with the trivial con-








(−ε,0]×(−ε,ε)m−1 dχ js∧ s
′+ (−1)degsχ js∧ (ds′)+∫
[0,ε)×(−ε,ε)m−1 dχ js∧ s









where the right-hand is 0 for all s′ ∈C ∞
0
((−ε,ε)m;ΛCm) . This implies the existence
of a constant Cs such that








But the linear form
s′ ∈C ∞0 ((−ε,ε)




is the definition of d(χ js) as a current, i.e. an element of D
′((−ε,ε)m,ΛCm) , which
therefore belongs to L2comp((−ε,ε)m;ΛT∗(−ε,ε)m⊗C) .






therefore s ∈ E loc(d∇
F
,ΛT∗M⊗F) .
Remark 4.2. Locally with coordinates such that M′ =
{











M′ when s= sI dx
I .
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Remark 4.3. Although the differential d defines an elliptic complex (see [ChPi]),
the operator d is not elliptic. In particular the partial trace defined in D′(M′;ΛT∗M)





regularity associated with order 1
elliptic differential operators, as shows the example r−αdr = d r
1−α
1−α , α ∈]1/2,1[ ,
M′ =R× {0} , in R2 with polar coordinates (r,θ) .




′(M;Λdim M−pT∗M) and made integration by parts via Stokes theorem. We may
instead use the duality between C ∞
0
(M;ΛT∗M) and D′(M;ΛTM) given by the
natural duality between ΛTM and ΛT∗M . It is not necessary to assume M ori-
ented here but let us keep this assumption which is fulfilled in our applications.
We put a volume element dvM and by assuming that the hypersurface M
′ admits
a global defining function x1 ∈C ∞(M;R) , M′ = (x1)−1({0}) , dx1
∣∣
M′ 6= 0 , this defines
a volume element dvM′ on M
′ by writing dvM(x) = |dx1|dvM′(x′) with local coor-
dinates x = (x1, x′) . Let F′ be the anti-dual C ∞ vector bundle and let ∇F′ be the









s) , t ∈C ∞(M;F′) , s ∈C ∞(M,F) ,
where t.s(x) stands for the natural F′x −Fx duality . It satisfies
∇F
′




: C ∞(M;F′)→ L∞loc(M;T
∗M⊗F′) . (89)
The interior covariant derivative d̃∇
F′


























F′ ,vM : D′(M;ΛTM⊗F′)→D′(M;ΛTM⊗F′) is characterized by











The following result will be used in Section 5.
Proposition 4.4. a) If F is a smooth vector bundle on M (resp. the manifold with




are two connections on F which fulfill (86)
(resp. (86) with antidual versions F′ , ∇F′1 and ∇F′2 and if dvM,1 and dvM,2 are two








,vM,2 ,ΛTM⊗F′) • = loc or comp.
b)When M′ ⊂ M a smooth hypersurface of M (resp. a manifold with boundary




is well defined an continuous from E loc(d
∇F
′
,vM ,ΛTM⊗F′) to D′(M′;ΛTM′⊗F′
∣∣
M′) .
c) The space C ∞
0
(M;ΛTM⊗F′) (resp. C ∞
0
(M;ΛTM⊗F′)) is dense in the two spaces
E comp(d
∇F′,vM ,ΛTM⊗F′) and E loc(d∇
F′ ,vM ,ΛTM⊗F′) .













holds for all t ∈ E loc(d,ΛTM⊗F′) and all ∈ E comp(d,ΛT∗M⊗F) , where the right-







e) When M = M−⊔M′⊔M+ and M± are smooth domains of M , t ∈ E loc(d∇
F′,vM
,ΛTM⊗
F′) iff t∓ = t
∣∣
M∓













Proof. The proofs of a)b)c) are essentially the same as for a)b)c) in Proposition 4.1.
The statement e) is a consequence of d). The proof of d) simply relies on the fol-
lowing computation for t ∈C ∞
0
(M;ΛTM⊗F′) and s ∈C ∞
0
(M;ΛT∗M⊗F) supported
in a chart open domain, xi




















(idx1 t).s dvM′ .
The sign of the final right-hand side is changed if we assume x1 > 0 in M .
4.2 The differential structure of Ê g and F̂g
The vector bundle Êg was introduced in Definition 2.7 as a piecewise C
∞ and

























∂X− = ∂X+ = X ′ .
We used the frame (e∓, ê∓) of Definition 2.10.
It can be given another interpretation. In the manifold X− = X−∪ X ′ , the coordi-
nates (q̃, p̃)= (q̃1, x̃′) of Definition 2.6 identify X(−ε,0] as the tubular neighborhood
(−ε,0]× X ′ . Meanwhile S1 : X ′ → X ′ of Definition 3.5,
S1(0, q
′, p1, p
′)= (0, q′,−p1, p′) (0, q′, p1, p′)= (0, q̃′, p̃1, p̃′) ,
is a diffeomorphism of X ′ . By following Milnor in [Mil]-Theorem 1.4 there is a
C
∞-manifold, unique modulo diffeomorphism,
Mg = X−∪ X ′∪ X+ such that (90)(
(0−, q̃′, p̃1, p̃
′)= (0+,Q̃′, P̃1, P̃ ′)
)
⇔ ((Q̃′, P̃1, P̃ ′)= S1(q̃′, p̃1, p̃′)= (q̃′,− p̃1, p̃′)) . (91)
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The subscripted notation Mg keeps track of the fact that the construction of the
coordinates (q̃, p̃) actually depend on the chosen metric g− = g = gTQ on Q− , sym-
metrized as ĝTQ .
We recall the Definition 2.2 of the double copy πf : f→Q , when Q =Q−⊔Q′⊔Q+ ,
given with (0+, q′,νv)= (0−, q′,v) and π∗
Mg
(f) is a flat C ∞ vector bundle on the C ∞



















= 0 in C ∞
0
(Mg;ΛT
∗Mg ⊗π∗X (f)) and in D
′(Mg;ΛT
∗Mg ⊗π∗X (f)) ;






,ΛT∗Mg ⊗π∗Mg (f)) → E•(d
∇f
Mg
,ΛT∗Mg ⊗π∗Mg (f)) re-
spectively for • = loc or comp ;
• the trace map s 7→ jX ′s or s 7→ ie1 e1 ∧ s
∣∣
X ′ after Remark 4.2, where we recall
e1 = ∂∂q̃1 and e












∗Mg ⊗π∗Mg(f)) is dense in E loc comp(d
∇f
Mg
,ΛT∗Mg ⊗π∗Mg (f)) ;
• if ΣMg : Mg → Mg is the natural symmetry specified locally by ΣMg(q̃1, q̃′, p̃)=







preserves the parity with respect to ΣMg,∗ .
For the smooth manifold Mg it is convenient to introduce the following notations
which have already introduced counterparts on Êg and F̂g .
Definition 4.5. Let Mg be the manifold defined by (90)(91) . The manifold Mg,(−ε,ε)
is the open domain characterized by |q̃1| < ε .
On Mg,(−ε,ε) the symmetry ΣMg is simply given by ΣMg(q̃


























0(Mg,(−ε,ε);F) with F=ΛT∗Mg ⊗π∗Mg (f) ,
and C0,ev odd(F)=C0(F)∩L2loc,ev odd(Mg,(−ε,ε);F) .
Lemma 4.6. Let Mg,(−ε,ε) be the neighboorhood of X
′ given by |q̃1| < ε and let the
map S̃1 : Mg,(−ε,ε) → X(−ε,ε) given by
S̃1(q̃
1, q̃′, p̃1, p̃
′)=
{
(q̃1, q̃′, p̃1, p̃
′) if q̃1 ≤ 0 ,
(q̃1, q̃′,− p̃1, p̃′) if q̃1 > 0 .
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When ΣMg(q̃
1, x̃′)= (−q̃1, x′) on Mg,(−ε,ε) we get S̃1◦ΣMg =Σ◦S̃1 : Mg,(−ε,ε) → X(−ε,ε) .







is a piecewise C ∞ and con-

















inition 3.3 and transforms the parity with respect to ΣMg,∗⊗ν into the parity with
respect to Σν .
Proof. We can forget the vector bundle π∗
Mg







. The equality S̃1 ◦ΣMg =Σ◦ S̃1 is obvious. Meanwhile the push-forward
S̃1,∗ , ΣMg,∗ and Σ∗ are C
∞ vector bundle isomorphisms when q̃1 is restricted to




is continuous along X ′ . Restricted to Mg,(−ε,0] = X(−ε,0] , S̃1,∗ is the identity and
a smooth local frame of T∗Mg,(−ε,0] is given by (e
i
−, ê j,−) . On the C
∞ manifold
Mg,(−ε,ε) , it is the restriction of a smooth frame (ẽ






q̃1=0− . By using
S̃1,∗
∣∣
q̃1≤0 = Id , Σ∗S̃1,∗ΣMg,∗ = S̃1,∗





















is sent to the continuous




The parity properties then come from Σ∗ ◦ S̃1,∗ = S̃1,∗ ◦ΣMg,∗ .
The trace properties of Proposition 4.1 have been used with the closed mani-




separate use in the manifolds with boundaries X∓ = X∓⊔X ′ provides a definition
of the differential acting on sections of Êg and F̂g .
Definition 4.7. Let E = ΛT∗X and F = E ⊗π∗
X
(f) and let d∇
f
be the covariant




(∇f)) . With the notation
(e, ê) = 1R∓(q1)(e∓, ê∓) of Definition 2.10 , a section ω = ωJI e
I êJ ∈ L2loc(X ; F̂g) be-




















= ie−,1 e−,1 ∧ω−
∣∣
∂X−
in D′(X ′; F̂g
∣∣






−, .) in D′(X ′,π∗X ′(f
∣∣
Q′))














Proposition 4.8. The differential d̂g defined on E loc(d̂g, F̂g) satisfies d̂gE loc(d̂g, F̂g)⊂
E loc(d̂g, F̂g) and d̂g ◦ d̂g = 0 .
The map Σν : L
2
loc
(X ; F̂g) → L2loc(X ; F̂g) preserves E loc(d̂g, F̂g) and d̂gΣν = Σνd̂g so
that d̂g preserves the parity with respect to Σν .
The space C0,g(F̂g) of Definition 3.3 is densely and continuously embedded in
E loc(d̂g, F̂g) and E comp(d̂g, F̂g) .
Moreover the exists a dense set D̂g,∇f of C0,g(F̂g) , such that d̂gDg,∇f ⊂C0,g(F̂g) .
Proof. With Lemma 4.6 and with j∗






































X ′) is transformed into (92).
This proves S̃1,∗E loc(d
∇f
Mg











on the C ∞ manifold



























∗Mg ⊗π∗Mg (f))=C0,g(F̂g) ,
provides the density results by taking D̂g,∇f = S̃1,∗C ∞0 (Mg;ΛT
∗Mg ⊗π∗Mg (f)) .
4.3 Boundary conditions for db′h and properties of the asso-
ciated closed operator
Remember













i′ j′(0, q̃′) p̃i′ p̃ j′
2
.
Definition 4.9. When d̂g denotes the differential on E loc(d̂g, F̂g) introduced in
Definition 4.7 and b′ ≥ 0 , the differential d̂g,b′h equals
d̂g,b′h = e−b
′ĥd̂ge
b′ĥ = d̂g +b′dĥ∧ .
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We keep the same notation for the operator in L2(X ;F) defined by
D(d̂g,b′h)=
{
s ∈ L2(X ;F)∩E loc(d̂g, F̂g) , d̂g,b′hs ∈ L2(X ;F)
}











The operator dg,b′h on X− is given by
D(dg,b′h)=
{
s ∈ L2(X−,F) , sev ∈ D(d̂g,b′h)
}
,
∀s ∈ D(dg,b′h) , dg,b′hs= d∇
f
s+b′dh∧ s .
Proposition 4.10. The operator d̂g,b′h given in L
2(X ;F) by Definition 4.9 is closed,





with d̂g,b′h : D(d̂g,b′h)∩L2ev odd(X ;F)→ L
2
ev odd(X ;F) .
The subset C0,g(F̂g) of Definition 3.3 is dense in D(d̂g,b′h) . Additionally the dense
subset D̂g,∇f of C0,g(F̂g) given in Proposition 4.8 satisfies d̂g,b′hDg,∇f ⊂ C0,g(F̂g) ⊂
D(d̂g,b′h) .
The domain of the operator dg,b′h given in L
2(X−;F) by Definition 4.9 equals
D(dg,b′h)=
{







X ′ = 0
}
.
The operator dg,b′h with this domain is closed and satisfies dg,b′h ◦dg,b′h = 0 .
The spaces C ∞
0
(X−;F)∩D(dg,b′h) , Cg =
{
s ∈ L2(X−;F) , sev ∈C0,g(F̂g)
}
and Dg,∇f ={
s ∈ L2(X−;F) , sev ∈ D̂g,∇f
}
are dense in D(dg,b′h) with dg,b′hDg,∇f ⊂Cg .
Proof. Let us first consider the operator d̂g,b′h . For a sequence (un)n∈N of D(d̂g,b′h)











) . The continuity of the trace map j∗
X ′
of Proposition 4.1-b) implies u ∈ E loc(d̂g, F̂g) and the identification d̂g,b′hu = v in
L2
loc
(X ;F) . Therefore (d̂g,b′h,D(d̂g,b′h) is closed. The property d̂g,h ◦ d̂g,b′h and
d̂g,b′h ◦Σν =Σν ◦ d̂g,b′h were already proved in Proposition 4.8.





with χ ∈ C ∞
0
(R; [0,1])
equal to 1 in a neighborhood of 0 . For s ∈ D(d̂g,b′h) , notice χns ∈ E comp(d̂g, F̂g) ⊂



















With the coordinates (q̃, p̃) and the metric ĝE , we know |dq̃i|ĝE = O (〈 p̃〉−1/2) ,
|dp̃ j|ĝE =O (〈 p̃〉1/2) and
dĥ= p̃1dp̃1+mi
′ j′(0, q̃′) p̃i′dp̃ j′ +
1
2
p̃i′ p̃ j′d q̃′[m












‖s−χns‖L2 +‖d̂g,b′h(s−χns)‖L2 = 0 .
We have just proved that E comp(d̂g, F̂g) is dense (and continuously embedded)
in D(d̂g,b′h) . In Proposition 4.8 we proved that C0,g(F̂g) and D̂g,∇f is dense in
E comp(d̂g, F̂g) and that d̂gD̂g,∇f ⊂ C0,g(F̂g) . By going back to the C ∞ structure
ΛT∗Mg ⊗π∗Mg(f) of F̂g , it suffices to notice that ĥ =
p̃2
1
+mi′ j′ (0,q̃′)p̃i′ p̃ j′
2
is actually
a C ∞ function on Mg preserved by S̃1 to see that the multiplication by e
±b′h








Finally the properties of (dg,b′h,D(dg,b′h)) are obvious translations of the proper-
ties of (d̂g,b′h,D(d̂g,b′h)) because d̂g,b′h preserves the parity with respect to Σν and
s 7→ sevp
2
is a unitary map from L2(X−;F) to L
2







X ′ = 0 is simply the partial trace version in D
′(X ′;F
∣∣
X ′) of Proposition 3.6-b).
4.4 Comments
The results of this section requires some specifications and explanations.
4.4.1 Dependence of the boundary condition with respect to gTQ
All the analysis was carried out without using any reference to a riemannian
metric as it should be when one studies the differential. The weight h could be
replaced by another function on X with the suitable assumptions. The map Ŝν de-
fined on X ′ actually simply depends only on the identification of a normal vector to
Q′ . However the boundary condtions for dg,b′h depend on the chosen metric g
TQ
because the tangential trace is written ie1 e
1∧s
∣∣
X ′ . Accordingly the continuity con-
dition in the vector bundles Êg , F̂g or the differential C
∞ manifold Mg introduced
in Subsection 4.2 really depend on the chosen metric gTQ . Below is the verifica-
tion that they must not be confused with more usual boundary conditions for the
differential which would correspond to the metric g
TQ
0
where Êg0 = E = ΛT∗X .
Let gTQ = (dq1)2 ⊕⊥ m(q1) and gTQ
0
= (dq1)2 ⊕⊥ m(0) and use the frames (ei, ê j)
for the first case and the frame ( f i, f̂ j) for the second case. We forget the vector
bundle f or simply take ν = 1 . Writing a section ω ∈ C ∞
0
(X−;T
∗X ) in those two
local frames gives


















+ω j f̂ j .
The boundary condition for gTQ is
ωi′(0, x























ω j(0, x′)= (−1)δ j1ω j(0,S1(x′)) .
They coincide iff
∀i′ ∈ {2, . . ., d} , Γk
′
i′1 pk′[ω
1(0, x′)+ω1(0,S1(x′))]+2Γ1i′ j′ p1ω
j′(0, x′)= 0 ,
which is not true in general.
4.4.2 The flat vector bundle (f,∇f) and the spaces D̂g,∇f , Dg,∇f
Once the flat vector bundle π∗
X







cording to Definition 2.2, the vector bundle ΛT∗Mg ⊗π∗Mg(f) of Subsection 4.2 can
be considered as a C ∞ flat vector bundle on Mg . However the C
∞ structure de-
pends on ∇f and this why we keep track of the ∇f-dependence in the subset D̂g,∇f
and Dg,∇f . Let us consider the simple example where a potential is added to the
energy h , with ν = 1 . According to the end of Subsection 2.5.2 it can be formu-
lated by starting from f=Q−⊗C with the trivial connection ∇f =∇ and the metric
gf(z)= e−2b′V (q)|z|2 or equivalently with the metric gf(z) = |z|2 and the connection









which is what we expect. Smooth sections s̃ ∈ C ∞(Mg;ΛT∗Mg ⊗π∗Mg(f)) are ac-
tually sections of ΛT∗M such that eb
′V̂ (q) s̃ ∈ C ∞(Mg;ΛT∗Mg ⊗C) with V̂ (q̃) =
V (−|q̃1|, q̃′) . The set D̂g,∇f was defined as the image of C ∞0 (Mg;ΛT
∗Mg ⊗π∗Mg (f)) .






(f)) with respect to ΣMg,∗ that is via the symmetry (q̃
1, x̃′) 7→ (−q̃1, x̃′) . If we
simply take a function s̃ ∈C ∞
0








s(0−, x̃′)= 0 . The
corresponding section s ∈Dg,∇f belongs to C ∞0 (X−;C) and satisfies
s(0, q̃′, p̃1, p̃






s(0, x̃′)= 0 , x̃′ = (q̃′, p̃1, p̃′) .
It clearly depends on the flat connection ∇f .
While considering adjoints, like in Proposition 4.4 we must use the anti-adjoint
flat connection ∇f′ , equal to ∇f′ = ∇− b′dV∧ here, and the sign in front of ∂V
∂q̃1
in
the above condition is changed. So the corresponding subset D
g,∇f′ differs from
Dg,∇f . A similar subtlety must be watched when we go further in the analysis
and play with the extrinsic curvature related with ∂m
∂q1
(0, q′) .
From this point of view working with the vector bundle Êg and F̂g where only the
continuity is considered along X ′ , not only simplifies the correspondance (0+, x′)=
(0−, y′) into y′ = x′ , but also prevents from mistakes or confusions.
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4.4.3 The interface condition of d̂g,b′h as a jump condition
Again, we forget the vector bundle π∗
X
(f) or take simply f=C with ν= 1 .
The continuity condition for s= sJ
I







j∗X ′(A+s)= jX ′(A−s)
where A∓ is the vector bundle isomorphism sending the frame (e
i
∓, ê∓, j) associated
with g
TQ
∓ to the frame ( f
























By using the C ∞ natural structure of E =ΛT∗X the continuity conditions for s ∈
E loc(d̂g, Êg) thus appears as a jump condition in E . In D
′(X ;ΛT∗X ) an element
s ∈ L2
loc
(X ;ΛT∗X ) belongs to E loc(d̂g, Êg) iff
ds= (ds−)+ (ds+)+δ0(q1)dq1∧ [(A− Id) jX ′∗s−] in D′(X ;ΛT∗X )
with s∓ = s
∣∣
X∓
, ds∓ ∈ L2loc(X∓;ΛT
∗X ) . Checking d̂gE loc(d̂g, Êg) ⊂ E loc(d̂g, Êg)
with d̂g ◦ d̂g = 0 means that the right-hand side of
d(d̂gs)= 0+0+δ(q1)dq1∧ [ jX ′(ds+)− jX ′(ds−)]= δ(q1)dq1∧d′[ jX ′(A− Id)s−]
can be written δ(q1)∧ dq1[(A− Id)(d′ jX ′s)] . A sufficient condition is: the vector
bundle morphism A satisfies d′A = Ad′ in D′(X ′;ΛTX ′) .
This can be checked by computations in terms of local coordinates by using the
expressions (49)(50)(55)(56)(57) of the frames (ei∓, ê∓, j) and ( f
i, f̂ j) . But this is
not so simple and may involve the differentiation of the Christoffel symbols Γk
i j
(q)
which is irrelevant. From this point of view introducing the proper C ∞ structure
of the manifold Mg in Subsection 4.2 is much more effective.
However note that it was introduced with the non symplectic coordinates (q̃, p̃) .
It is easier to work with the differential structure of X , the coordinates (q, p) , and
the piecewise C ∞ and continuous vector bundle Êg when the symplectic structure
is required.
5 Symplectic and Bismut codifferential
Now that we have a good definition and properties of the closed operator dg,h in
L2(X−;F) , the codifferential can be defined as the adjoint operator, for various
duality products. Bismut’s codifferential involves a non-degenerate but non sym-
metric form, which makes a mixture of symplectic and riemannian Hodge duality.
It is therefore simpler to start first from the duality between F = ΛT∗X ⊗π∗
X
(f)
and F ′ =ΛTX ⊗π∗
X
(f) , f ≃ f′ via the metric gf or ĝf , which does not require any
additional information than the symplectic volume measure dvX on X and then
to transfer the information by various isomorphisms from F ′ to F .
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5.1 Adjoints for the (F ′,F) dual pair







and coincides with the Lebesgue measure in any symplectic coordinate system
(qi, p j) . However here it is more convenient to work with the non symplectic
coordinates (q̃, p̃) of Definition 2.6 where dvX does not have such a simple form
according to (78). However the trace results and the integration by parts of Propo-
sition 4.4 only requires the volume form dvX and the defining function of the
boundary x1 which is here q̃1 = q1 in X(−ε,ε) with dq̃1 = dq1 = e1 . Therefore the
volume form occuring in the boundary integrals is dvX ′ = |dq′dp| .
Although the dual of F =ΛT∗X ⊗π∗
X
(f) can be identified with F ′ =ΛT∗X ⊗π∗
X
(f)
via the metric gf or ĝf , which provides the identification at the level of L2-spaces,




(∇f′) differ and give rise to different C ∞-
structures of vector bundles, especially when the metric ĝ f is used. An example
is the case ∇f =∇+ b′dV̂ and ∇f′ =∇− b′dV̂ where V̂ (q1, q′)= V (−|q1|, q′) already
discussed in Subsection 4.4.2.
Because the operators dg,b′h and d̂g,b′h are densely defined operators respectively
in L2(X−;F) and L
2(X ;F) , we can consider their adjoints via the duality product
〈t , s〉 =
∫
X
〈t , s〉F ′x,Fx dvX (x) ,
where the duality between F ′ = ΛTX ⊗π∗
X
(f) and F = ΛT∗X ⊗π∗
X
(f) is made via
the metric gf (or ĝf) and for which L2(X−,F)
′ = L2(X−,F ′) (resp. L2(X ;F)′ =
L2(X ;F ′)) .
When we work on X− or X−∪ X+ with the symplectic coordinates (q, p) , dvX =
|dqdp| and without considering boundary or interface conditions, the formal ad-
joint of db′h = d∇
f
b′h = d
















db′h on X−∪ X+ refers to the case when h is replaced by the piece-
wise C ∞ and continuous function ĥ . According to this, the trace results of Propo-
sition 4.4 lead to the following definition.






dg,0 = ˜̂dg, F̂ ′g) is the set of sections
in t = L2
loc














in D′(X ′; F̂ ′g
∣∣
X ′)
or e1 ∧ ie1 t−
∣∣
∂X−
= e1 ∧ ie1 t+
∣∣
∂X+













Proposition 5.2. The adjoint
˜̂
dg,b′h of (d̂g,b′h,D(d̂g,h)) of Definition 4.9 is closed





t ∈ L2(X ;F ′)∩E loc( ˜̂dg, F̂ ′g) ,
˜̂
dg,b′ht ∈ L2(X ;F ′)
}




























g) of Definition 3.3 is dense in D(
˜̂
dg,b′h) . Additionally there exists












The adjoint d̃g,b′h of (dg,h,D(dg,h)) is densely defined and closed with
D(d̃g,h)=
{







e1 ∧ ie1 t
∣∣
X ′ = 0
}
.
This adjoint operator (d̃g,b′h,D(d̃g,b′h)) satisfies d̃g,b′h ◦ d̃g,b′h = 0 .
The spaces C ∞
0
(X−;F
′)∩D(d̃g,b′h) , C ′g =
{






t ∈ L2(X−;F) , tev ∈ D̂′
g,∇f′
}






dg,b′h we use the manifold Mg = X−∪ X ′∪ X+ introduced in subsec-

















TMg,(−ε,ε)⊗π∗Mg (f) is a C
∞-vector bundle when the flat connection π∗
Mg
(∇f′) is used.





′ĥ acting on the smooth vec-
tor bundle ΛT∗Mg ⊗π∗Mg (f) and where ĥ is a smooth function on Mg . We are
thus led to consider the adjoint of the differential on the smooth manifold Mg
without boundary,
˜̂





′ĥ and all the properties fol-
low. In particular D̂′
g,∇f′




where we write f′ to remind that the C ∞-structure is the one given by ∇f′ , by
S̃1,∗ :ΛMg ⊗π∗Mg (f)→ F̂
′
g .
The study of (d̃g,b′h,D(d̃g,b′h)) then relies on parity arguments with respect to Σν
on F̂ ′g (or with respect to ΣMg,∗ on ΛT
∗Mg⊗π∗Mg(f
′)) , as we did for (dg,b′h,D(dg,b′h)) .
5.2 Symplectic codifferential
As a non degenerate two form the symplectic form σ on TX , defines a mor-
phism σ : TX → T∗X by writing σ(S,T) = S.(σT) for S,T ∈ TX . By tensoriza-
tion, this defines a morphism still denoted σ : E′ = ΛTX → E = ΛT∗X and σ :
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F ′ =ΛTX ⊗π∗
X
(f) → F =ΛT∗X ⊗π∗
X
(f) which fulfills the condition (81) (see below
for details). We can thus consider the σ-adjoint of densely defined operators in
L2(X ;F) as closed operators in L2(X ;F) , according to Definition 3.11 and deduce
their properties from the (F ′,F)-adjoint according to Proposition 3.12. Because
the symplectic form is anti-symmetric the left and right adjoints are equal.
Definition 5.3. The operators d̂σ
g,b′h and d
σ
g,b′h are the symplectic adjoints, that
is the φ-adjoint Definition 3.11 for φ= σ : TX → T∗X , of the operators d̂g,b′h and
dg,b′h defined in Definition 4.9 and characterized in Proposition 4.10.
Before giving the properties of d̂σ
g,b′h and d
σ
g,b′h let us specify some formulas.
Lemma 5.4. For t ∈ L∞
loc
(X ;TX ) and ω ∈ L∞
loc
(X ;T∗X ) , the symplectic adjoint of
it (resp. ω∧) equals d(σt)∧ (resp. −iσ−1ω) .
Proof. The general formula of Proposition 3.12 says Pσ = σP̃σ−1 = tσP̃ tσ with
tσ=−σ : TX → T∗X . Therefore
(it)
σ =σ(̃it)σ−1 =σ(t∧)σ−1 = (σt)∧ ,
(ω∧)σ =σ(ω∧)σ−1 =σiωσ−1 = itσ−1ω = i−σ−1ω =−iσ−1ω .
In particular when ϕ is a locally Lipschitz continuous function the σ-adjoint
of dϕ∧ is
(dϕ∧)σ =−iσ−1dϕ =−iYϕ
where Yϕ is the Hamiltonian vector field characterized by σ(t,Yϕ)= t.σYϕ = dϕ(t)
or Yϕ =σ−1dϕ .
When we use the symplectic coordinates (q, p) with dvX = |dqdp| the adjoint of





and the formal symplectic adjoint of






































The same formula holds on both sides X− and X+ , when g
f and h are replaced by
ĝf and ĥ .
The boundary conditions for d̂g,b′h , dg,b′h ,
˜̂
dg,b′h and d̃g,b′h were studied with the
non symplectic coordinates (q̃, p̃) but were finally formulated with e1 = dq1 and
e1 = ∂∂q̃1 . Because (e i, ê
j) is a symplectic basis with dual basis (ei, ê j) , we can use
σ(e i)= ê i , σ(ê j)=−e j , σ−1(ê j)= e j , σ−1(ei)=−êi ,
and σieiσ
−1 = i−êi σiê jσ
−1 = ie j σ
−1ie iσ= iê i σ
−1iê jσ=−ie j ,
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without referring to coordinates. It implies
|σ(e i)|gE = |ê
i|gE = 〈p〉
1/2








and the condition (81) is satisfied.
The operator Ŝν of Definition 3.5 and involved in the boundary conditions for
dg,b′h and d̃g,b′h satisfies
σŜνσ
−1 = Ŝν .
Finally σ belongs to C ∞(X−;L(E







g (F̂g) and preserves the parity with respect to Σν .
Proposition 5.5. The σ-adjoint of (d̂g,b′h,D(d̂g,b′h)) equals
D(d̂σg,b′h)=
{



































= 0 and d̂σ
g,b′h




















ev odd(X ;F)→ L
2
ev odd(X ;F) .
The subset C0,g(F̂g) of Definition 3.3 is dense in D(d̂
σ
g,b′h
) . Additionally there exists
a dense subset σD̂′
g,∇f′















ê1 ∧ iê1 s
∣∣
X ′ = 0
}
.


























The spaces C ∞
0
(X−;F)∩D(dσg,b′h) , Cg =
{




s ∈ L2(X−;F) , sev ∈σD̂′
g,∇f′
}




Proof. It is a straightforward application of the general formula of Proposition 3.12
(Pσ,D(Pσ))= (σP̃σ−1,σD(P̃)) .
All the properties of Pσ , P = d̂g,b′h or P = dg,b′h , are obtained by conjugating with
σ−1 the ones of P̃ and the properties of D(Pσ) are obtained by transporting via σ
the ones of D(P̃) . Thus, it is just a translation of Proposition 5.2 combined with
the previous formulas and observations.
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Remark 5.6. Below are some detailed explanations of the previous result:





) , are the
same as in Proposition 4.10 where they are shown to be dense respectively in
D(d̂g,b′h) and D(dg,b′h) .














) in the expression of d̂σ
g,b′h
(resp. dσ
g,b′h) comes from the comparison between ∇
f′ , used for the analysis
in F̂ ′g (resp. F
′∣∣
X−




c) The sets σD̂′
g,∇f′
and D
g,∇f′ differ from the sets D̂g,∇f and Dg,∇f of Proposi-
tion 4.10 , mainly because the two flat connections ∇f and ∇f′ are related
with different C ∞ structures of πf : f→Q when ĝf is only piecewise C ∞ and
continuous.
d) While working with the symplectic structure the symplectic coordinates (q, p)
are more natural than the coordinates (q̃, p̃) which were used in partic-
ular in Subsection 4.2 for the C ∞-structure of Êg via the manifold Mg .
When one uses the coordinates (q̃, p̃) on X , the symplectic form does not
have a better regularity that the continuity at the interface. An example
is given by the disc Q− = D(0, r0) in R2 where the metric can be written
gTQ− = d(q1)2+(r0+q1)2dq2 , where q1 is the radial coordinate and q2 the an-
gular coordinate. Then the coordinates (q̃, p̃) are given by (q̃, p̃1)= (q, p1) and





dp2 . For the metric g
TQ
+ simply









||dq̃d p̃| which is clearly only piecewise C ∞ and continuous in those
coordinates. Introducing the symplectic form breaks the C ∞ structure inher-
ited from Mg . Again, this is a reason why we prefer to work with piecewise
C
∞ and continuous vector bundles: This is the right framework were all the
structures can be put together.
e) It is possible to express the symplectic codifferential with the frame (e, ê) and in
terms of connections. If we work only with E , or equivalently with f=Q⊗C ,
ν= 1 , and with b′ = 0 , Bismut in [Bis05] wrote
d = ei ∧∇Ee i + ê j ∧∇
X
ê j








When we work with the non smooth metric ĝTQ , the zeroth order term re-
lated with the curvature tensor RTQ is not continuous along X ′ and rather
complicated. It is not obvious to check d ◦d = 0 and dσ ◦dσ = 0 or to identify
easily dense domains of smooth sections. From this point of view, the coordi-
nates (q̃, p̃) for the C ∞-structure of the manifold Mg and then the symplectic
coordinates (q, p) make things more obvious.
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5.3 Bismut codifferential
In the previous section we introduced the parameter b′ ≥ 0 in front of h in or-
der to make the comparison of local properties in the case b′ = 0 and b′ = 1 self-
contained. We now fix b′ = 1 and will use the scaling of [Bis05] recalled in the in-
troduction where the bilinear form ηφb on TX is defined with a parameter b ∈R∗
as
ηφb(U ,V )= g
TQ(πX ,∗(U),πX ,∗(V ))+bσ(U ,V )=U .φbV , U ,V ∈ TX . (95)
The bilinear form φb is associated with the map φb : TX → T∗X written, by taking
a symplectic basis compatible with the horizontal-vertical decompositions of TX
(like (e i, ê






, b 6= 0 . (96)
The dual bilinear form on T∗X is denoted η∗φ :
η∗φb(ω,θ)= (φ
−1










With the local bases (e, ê) , the map φb can be be simply related with the operator
σ : TX → T∗X associated with the symplectic form. With
λ0 = gTQi j (q)e
i ∧ iêi : T
∗X → T∗X (97)



























shows that φb = e
λ0





b (tσ−1)(btσ) : TX → T∗X
the factor tσe
tλ0

























Here attention must be paid on the scaling with respect to b ∈ R∗ while tensoriz-
ing bσ . Actually the multiplication by b on TX or T∗X is tensorized into the






b σb :ΛTX →ΛT∗X .
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Definition 5.7. The linear maps φb and λ0 are respectively given by (96), extended
by tensorization as a map φb = e
λ0
b σb : ΛTX →ΛT∗X , and (97). The same nota-
tion is used for φb = φb ⊗ Idf and λ0 = λ0 ⊗ Idf when E = ΛT∗X or E′ = ΛTX are
replaced by F = E⊗π∗
X
(f) and F ′ = E′⊗π∗
X
(f) .
Accordingly the sesquilinear forms ηφb on F
′ and η∗φb on F are defined by
ηφb,f(U ,V )= g
f(U ,φbV ) , η
∗
φb,f
(ω,θ)= gf(φ−1b ω,θ) .
Finally the same notations φb and λ0 are used with g = gTQ(q1, q′) replaced by
ĝ = gTQ(−|q1|, q′) and E = ΛT∗X ,E′ = ΛTX ,F,F ′ replaced by the piecewise C ∞




g of Definition 2.7
The following lemma gather simple elementary properties of those maps λ0
and φb .
Lemma 5.8. On F̂g the map λ0 belongs to C
∞(X−;L(F))∩C ∞(X+;L(F))∩C 0(X ;L(F))
with Σνλ0 = λ0Σν . In particular it is a continuous endomorphism of C0,g(F̂g) and
C0,g,ev(F̂g) .






and φb : F̂
′






b σb =φ−b .
When (P,D(P)) is a densely defined operator in L2(X ; F̂g) (or L
2(X∓;F)) with a
symplectic adjoint (Pσb ,D(Pσb)) , its left and right φb-adjoints equal























Proof. The first properties come from the definition of
λ0 = ei ∧ iêi = e






where we use (e, ê)= 1Q−(q)(e−, ê−)+1Q+(q)(e+, ê+) . The regularity with respect to









1, q′,−p1, p′)eI êJ .
We know that σ , and therefore σb when b 6= 0 , fulfills the condition (81). It thus
suffices to check the equivalence
∃Cb > 0 ,∀x ∈ X ,∀ω∈ Fx , C−1b |e
λ0
b ω|gFx ≤ |ω|gFx ≤ Cb|e
λ0
b ω|gFx . (98)
With coordinates such that ( ∂
∂q1
, . . . , ∂
∂qd







































































Applying the last inequality with ω= e∓
λ0









The equivalence (98) is thus proved with Cb =max(2,1+ 2b2 ) .
Proposition 5.9. Take b′ = 1 and b 6= 0 .






s ∈ L2(X ;F)∩ e
λ0
















































= 0 and d̂φb
g,h
◦Σν =Σν ◦ d̂
φb
g,h




















)∩L2ev odd(X ;F)→ L
2
ev odd(X ;F) .
The subset C0,g(F̂g) of Definition 3.3 is dense in D(d̂
φb
g,h
) . Additionally there exists



























s ∈ L2(X−,F) , d
φb
h
s ∈ L2(X−,F) ,
1− Ŝν
2
ê1 ∧ iê1 s
∣∣







































) , Cg =
{






















Finally the φb right-adjoint is simply the φ−b left-adjoint.
61
Proof. Most of the properties are derived from the properties of the symplectic
adjoints by conjugation with e−
λ0
b , according to Lemma 5.8
One thing to be checked is the simplified writing of the boundary conditions for
s ∈ D(dφb
g,h







) contains the boundary condition
1− Ŝν
2




X ′ = 0 . (99)
With


















and ê1 ∧ iê1λ′0 =λ
′
0 ê1 ∧ iê1 and ê1 ∧ iê1λ
1
0 = 0 we obtain:
ê1 ∧ iê1 e
−λ0










b ê1 ∧ iê1s .




b the boundary condition (99) is equivalent to
1− Ŝν
2
ê1 ∧ iê1 s
∣∣
X ′ = 0 .




. It is not really necessary and actually more confusing when properties






































b) Note that the set e
λ0
b D
g,∇f′ for the φb left-adjoint and e
−λ0
b D
g,∇f′ for the φb right-
adjoint differ. It is not possible to find a same core of smooth sections, which






, especially when the second
fundamental form of Q′ ⊂ (Q, gTQ) does not vanish. This is a curvature prob-
lem actually similar to the distinction between Dg,∇f and Dg,∇f′ .


























g,∇f′ ) for the φb right-adjoint hold true.
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6 Closed realizations of the hypoelliptic Lapla-
cian
This section is split in several parts which follow the general scheme for the anal-
ysis of the differential and its adjoints.
• In Subsection 6.1 we review the known results of [Bis05][BiLe][Leb1][Leb2]
for the hypoelliptic Laplacian when (Q, gTQ) is a smooth compact rieman-
nian manifold. In particular we recall the class of Geometric Kramers-
Fokker-Planck operators introduced in [Leb1][Leb2].
• The Subsection 6.2 focuses on trace theorem local forms of Geometric Kramers-
Fokker-Planck operators.
• The definitions of closed realizations of the hypoelliptic Laplacian acting
on sections of F̂g or of F
∣∣
X−
with boundary conditions are given in Subsec-
tion 6.3. Global subelliptic estimates derived from the one of the scalar case
in [Nie] are reviewed.
• In Subsection 6.4 improved global estimates are given for powers of the
resolvent and the semigroup associated with the maximal accretive closed
realizations of the hypoelliptic Laplacian.
• The commutation of the resolvent of the closed maximal accretive realiza-
tions of the hypoelliptic Laplacian, with the differential and Bismut’s codif-
ferential are proved in Subsection 6.5. Because it concerns commutation of
closed unbounded operators it is better to adapt the strategy of [ABG] where
instead of a C0-group the closed realizations of the hypoelliptic Laplacian
generate “cuspidal” semigroups.
• Finally Subsection 6.6 is concerned with PT-symmetry which implies that
the spectrum of the closed realizations of the hypoelliptic Laplacian is sym-
metric with respect to the real axis. This property, which actually holds
only on dense set of the domain or at the formal level, is crucial when the
asymptotic spectral analysis in the specific regimes is considered.
6.1 The hypoelliptic Laplacian in the smooth case
We review here definitions and properties useful for the analysis of Bismut’s hy-
poelliptic Laplacian when X = T∗Q and (Q, gTQ) is a smooth closed compact rie-
mannian manifold. The vector bundle F equals ΛT∗X ⊗π∗
X
(f) where (f,∇f, gf) is a
smooth vector bundle on Q endowed with the smooth hermitian metric gf , ∇f is
a flat connection, f is identified with its antidual via the hermitian metric and ∇f′
denotes the antidual flat connection. Bismut’s hypoelliptic Laplacian is defined
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b σb , b ∈R∗ ,
where φb and λ0 were given in the Introduction and in Definition 5.7.
It is a differential operator with C ∞(X ;L(F)) coefficients, acts naturally on C ∞
0
(X ;F)



















In [BiLe][Leb1][Leb2] Bismut and Lebeau developed the functional and spectral
analysis of this differential operator in the L2-space associated with the metric




2(X ;F, g̃F) . With our choice of

































µ(X ;F, g̃F) → W µ(X ;F, gF) is an isomorphism. The results of [Leb1][Leb2] al-
low to absorb error terms due to the conjugation via 〈p〉±
NV +NH
2
q because they are
concerned with the following general class of operators.
Definition 6.1. The metric γ = gF , γ = g̃F = 〈p〉NH+NVq gF induces a norm | |γ on
L(F,F) . The associated class of γ-symbols of order m ∈ R is defined as the set of
functions M ∈C ∞(X ;L(F,F)) such that









α1 . . .(∇Fed)
αd (∇F
ê1
)β1 . . .(∇F
êd
)βd .
A geometric Kramers-Fokker-Planck (GKFP) operator for the metric γ is a differ-
ential operator acting on C ∞(X ;E) and D′(X ;E) of the following form:
Aα,M =O +∇FαYh +M ,
with O =


























,M0 are γ-symbols of order 0 .
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Let us first consider the case f=Q⊗C with the trivial connection which, as we
will see below, is not a restriction. Because ∇Fe i〈p〉q = 0 and ∇
F
ê j
〈p〉sq = O (〈p〉s−1q )
for s ∈ R , the same discussion as the one following Proposition 3.14 about the




GKFP operators for gF to GKFP operators to g̃F . Results of [BiLe][Leb1][Leb2]
are formulated with the metric g̃F . By working with those weighted metrics gF
and g̃F , the definition of GKFP operators is the same when ∇F
αYh
is replaced by
the Lie derivative LYαh and we refer the reader to [Leb1]-formula (20) or [Nie]-
(113)(114). The term M in Aα,M is actually a perturbation which can be absorbed
by the regularity estimates for Aα,0 . Additionally to the change of metric, error
terms due to partitions of unity which allow to localize the analysis also appear
as type M corrections:
• Partition of unity in the q-variable: For a partition in unity in q ∈Q , Q
is a closed compact manifold,
∑N




Aα,Mχn =Mα,M ,χ .
So the analysis can be localized in a ball B(q0,̺) where the coordinates
(q, p) can be used. Additionally changing f
∣∣
B(q0,̺)
with the connection ∇f
by Q ⊗Cdf with the trivial connection and replacing gTQ by the euclidean
metric in B(q0,̺) , simply adds a term Mg,f . For L
2 or W µ estimates one









but the idea is the same.
• Dyadic partition of unity in the p-variable: After the localization in the






















− j|p|q)≡ 1 , lead to compa-
rable error terms for
‖Aα,M u‖2W µ −
∞∑
j=0
‖Aα,Mθ ju‖2W µ .
This allowed Lebeau to reduced the global subellipticity estimates to param-
eter dependent local in a fixed ball or shell, and rather standard, subelliptic
estimates uniform with respect to the small parameter h = 2− j → 0 .
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Those use of partition of unity are actually the same as the one used for char-
acterizing the spaces W µ(X ;F) in terms of standard parameter dependent usual
pseudodifferential calculus.
This led Lebeau in [Leb2] to the following optimal results, that we translate with
our metric gF and our spaces L2(X ;F) , W µ(X ;F) for a GKFP operator Âα,M ,
α 6= 0:
• For µ ∈ R there exist two constants Cµ,α,M > 0 and Cα,M > 0 , the latter
independent of µ , such that the estimate
‖O s‖W µ +‖∇FYhs‖W µ +‖s‖W µ+2/3 +δ0,µ〈λ〉
1/2‖s‖W µ
≤ Cµ,α,M ‖(Cα,M +Aα,M − iδ0,µλ)s‖W µ , (100)
holds true for all λ ∈R and all s ∈S ′(X ;F) , satifying (Cα,M+Aα,M−iδ0,µλ)s ∈
W
µ(X ;F) . Remember that we do not use the λ-dependent W µ-norms of
[Leb2] here.
• The above constant Cα,M > 0 can be chosen such that Cα,M ≥ C0,α,M and
Cα,M +Aα,M with the domain D(Aα,M ) =
{
s ∈ L2(X ;F) , Aα,M s ∈ L2(X ;F)
}
is maximally accretive in L2(X ;F) with






≤ Cα,M Re〈s , (Cα,M +Aα,M )s〉 .
• The subspaces S (X ;E) and C ∞
0
(X ;E) are dense in D(Aα,M ) endowed with
its graph norm.
• The adjoint A ∗
α,M
, for the L2(X ;F)-scalar product, of (Aα,M ,D(Aα,M )) is a
GKFP operator of the form A−α,M ′ and has the same properties as Aα,M .
As a consequence of the maximal accretivity of (Cα,M+Aα,M ,D(Aα,M )) in L2(X ;F)
and the lower bound Cα,M ‖(Cα,M+Aα,M−iλ)s‖L2 ≥ 〈λ〉r‖s‖L2 , 0< r < 1 contained





z ∈C , Re z ≥ C′α,M |Im z|
r
}








dz , t > 0 ,
with γα,M oriented from +i∞ to −i∞ and given by
γα,M =
{




This enters the class of “cuspidal semigroups” for which the relationships with
subelliptic estimates and various functional analytic characterizations have been
explained in [HerNi], [HeNi] and [Nie].
The fact that Bismut’s hypoelliptic Laplacian B
φb
h







































We refer the reader to [Leb1] for the detailed verification that it is a GKFP and




enters in the perturbation term like M in Definition 6.1.
Although it is simpler to work with the adjoint associated with the usual L2(X ;F)
scalar product, example given when the maximal accretivity is considered, cal-






are easier by using the φb left or right-
adjoint. The comparison of the standard adjoint P∗ and the adjoints P̃ , Pφ and
P
tφ of a densely defined operator (P,D(P)) in L2(X ;F) was explained in Subsec-
tion 3.3.1. Remember also that the φb right-adjoint is nothing but P
tφb = Pφ−b ,
which is the φ−b left-adjoint.
In particular the relation
∀s, s′ ∈S (X ;F) , 〈dφb
h
s , s′〉φb = 〈s , dhs
′〉φb ,
leads to
∀s, s′ ∈S (X ;F) , 〈Bφb
h

























6.2 Trace properties for local geometric Kramers-Fokker-
Planck operators
Studying the existence of a trace along X ′ is a local problem. In order to take
advantage of the local flexibility, we introduce a wider class of GKFP-operators
which have a good local behaviour. We consider firstly the action of those opera-
tors on sections of the smooth vector bundle πF : F → X and we will in a second




and sections of the piecewise C ∞ and continuous vector bundle F̂g . For
the latter, a limited regularity of the coefficients is required.
Definition 6.2. Consider the case where the metric g = gTQ is a C ∞ metric while
the metric gf on the flat vector bundle (f,∇f) is only Lipschitz continuous as it is for
the metric ĝf . A local geometric Kramers-Fokker-Planck (shortly LGKFP) operator
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with α∈R∗ , M =M j(q, p)∇F∂
∂p j
+M0(q, p) ,
and M j ,∇F∂
∂pk
M j ,M0 ∈ L∞loc(X ;L(F,F)) .
An element M like above will be called a locally admissible perturbation. Admis-
sible metrics γ are Lipschitz continuous metric γ ∈ W1,∞(Q;T∗Q ⊙T∗Q) and ad-
missible factors κ belong to W1,∞(Q;L(T∗Q)) . Both satisfy ‖γ‖W1,∞ +‖κ‖W1,∞ ≤ R
and ‖γ− g‖L∞ +‖κ− Id‖L∞ < δR,α,g with δR,α,g > 0 small enough.




(with γ= g , κ= Id and α=−b).
The condition on the derivatives w.r.t p , ∇F∂
∂pk
















(X ;F) for µ2 ∈ [0,1] ,





(X ;F) for µ ∈R .




(U ;F) → L2comp(U ;F) ⊂
D
′(U ;F) has a formal adjoint from C ∞
0
(U ;F) → D′(U ;F) for the usual L2(U ;F)
scalar product, which is itself a LGKFP operator A
g,κ′,γ
−α,M ′ with α changed into −α .
The map κ′ is nothing but g−1κg . The difference between M ′ and the formal
adjoint M ∗ is due to:
• ∇F ′
Y
=∇F −ω(f, gf)(πX ,∗Y ) where the terms ω(f, gf)( ∂∂qi ) belong to L
∞(Q;R) ;
• the fact that ∇E is not exactly the Levi-Civita connection for the metric gE
which includes the weight 〈p〉NV−NHq π∗X (g
ΛT∗Q⊗gΛTQ) (remember e i〈p〉q = 0
and ê j〈p〉rq =O (〈p〉r−1q )).
• the derivatives with respecto to qi of κ which belong to L∞(Q;R) .
With Yh = gi j(q)p je i note that if the connection ∇F is replaced by a smooth con-
nection ∇̃ given by
∇̃e i e
ℓ =−Γ̃ℓik(q)e
k , ∇̃e i ê j = Γ̃
ℓ
i j(q)êk ∇̃ê j e
ℓ = ∇̃ê j êk = 0 ,
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is again a LGKFP operator for the metric gTQ . The same holds when γ 6= g and
κ 6= Id .
Definition 6.3. Let α ∈R∗ and Ω= X or Ω= X∓ . Let A
g,κ,γ
α,M
be a LGKFP operator




























) can be given by the seminorms
pχ(s) = ‖χ(h)s‖L2 +‖χ(h)A
g,κ,γ
α,M
s‖L2 and since A
g,κ,γ
α,M
is continuous from L2
loc
(U ;E)
to D′(U ;E) for any open set U ⊂Ω , the usual mollifying proves that C ∞
0
(Ω;F) is







We first consider the smooth case without boundary Ω= X .
Lemma 6.4. In the framework of Definition 6.2 and Definition 6.3 with Ω = X
while g = gTQ is a smooth metric on Q , ‖γ‖W1,∞ ≤ R and ‖γ− g‖L∞ < δR,α,g with
δα,g > 0 small enough , the spaces E loc(A
g,κ,γ
α,M







,F) = E loc(A
g,Id,g
α,0




(X ;F) with a continuous
embedding. In particular the trace map s 7→ s
∣∣
X ′ is well-defined and contin-






ii) A section s belongs to E loc(A
g,κ,γ
α,M
,E) iff for any χ ∈C ∞
0
















hold for any other choice of α1 ∈R∗ as soon as
‖κ− Id‖L∞ +‖γ− g‖L∞ <min(δR,α,g ,δR,α1,g) .
iv) Let A
g,κ,γ
−α,M ′ be the formal adjoint of A
g,κ,γ
α,M






,F) iff, for any compact subset K ⊂ X , there exists a constant
CK > 0 such that
∀s′ ∈C ∞0 (X ;F) , supp s
′ ⊂ K , |〈A g,κ,γ−α,M ′s
′ , s〉| ≤ CK‖s′‖L2 .
v) When
∑J















≃U ×Cdf , s belongs to E loc(A
g,κ,γ
α,M
,F) iff for all I, J ⊂ {1, . . .d}
sJI and
(
αgi j(q)p je i −







Proof. 0) Before we prove all those statements, let us chek that all those general
results are actually contained in the case κ = Id , which will simplify the dis-
cussion. Actually the vector bundle isomorphisms κ : (q, p) 7→ (q,κ(q)p) and κ−1
induce continuous isomorphisms of the spaces W µ(X ;F) , W
µ
loc
(X ;F) for µ ∈ [−1,1]
because κ ∈ W1,∞(Q;L(T∗Q)) and of the spaces W (0,µ2),2(X ;F) and W (0,µ2),2
loc
(X ;F)







actually holds with γ′ = κγtκ which satisfies
γ′ ∈W1,∞(Q;T∗Q⊙T∗Q) , ‖γ′‖W1,∞ ≤ R
′ = Cg,R , ‖γ′− g‖L∞ < Cg,RδR,α,g ,
where the last right-hand side δ′
R,α,g
= Cg,RδR,α,g can be made arbitrarily small
with the choice of δR,α,g . So for the rest of the proof, we simply consider the case
κ= Id where in particular ∇F
Yh




be a LGKFP operator with the locally admissible perturbation M .
For s ∈ L2
loc
(X ;F) and χ,χ′ ∈ C ∞
0























Mχ(h)s=χ(h)M s+ [M ,χ(h)]s=χ(h)M s+χ′(h)(M j(∂p jχ(h))s ,
where M ′ is a locally admissible perturbation and where χ′(h)(M j(∂p jχ(h)) be-
longs to L (L2(X ;F)) .
Hence s ∈ E loc(A
g,Id,γ
α,M0
,F) for some locally admissible perturbation M0 implies that
for any χ ∈C ∞
0
(R;R) and any locally admissible perturbation M









χ(h)s ∈W (0,−1),2comp (X ;F)⊂W
(−1/2,−1),2
comp (X ;F)⊂W −1/2(X ;F) . (104)
In particular this holds for a GKFP operator A
g,Id,g
α,M
=Aα,M of Definition 6.1 and
in particular Aα,M = 2b2B
φb
h
with α = −b . Lebeau’s maximal hypoellipticity re-
sult (100) applied with µ ∈ {0,±1} provides a constant C̃α,M > 0 such that




)β(C̃α,M +Aα,M )−1u‖W µ ≤ C̃α,M ‖u‖W µ for |β| ≤ 2 µ ∈ {0,±1} .
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Because ‖γ− g‖W1,∞ ≤ CR,g and ‖γ− g‖L∞ < δR,g,α we deduce
‖(∆g −∆γ)(C̃α,g +Aα,M )−1u‖W ±1 ≤ CR,α,g‖u‖W ±1 ,
and ‖(∆g −∆γ)(C̃α,g +Aα,M )−1u‖W 0 ≤ δR,α,gC̃α,g‖u‖W 0 .
By interpolation









a relatively bounded perturbation with bound less than 1 of the invertible closed
operator (C̃α,M +Aα,M ,Dt(C̃α,M +Aα,M )) in W t(X ;F) , |t| ≤ t0 , as soon as δR,α,M >
0 is chosen small enough. Now that t0 = 2/3 and δR,α,g are fixed, the operator
C̃α,M +Aα,M + ∆
g−∆γ
2
, fulfills the same maximal subelliptic estimates in W µ(X ;F)
for µ ∈ [−2/3,2/3] with a possible different constant C̃µ,R,α,M in the inequalities.
We can thus use a bootstrap argument for u = χ(h)s with A g,Id,g
α,M
=Aα,M starting
from (103)(104) with µ=−1/2 . We deduce firstly χ(h)s ∈W 2/3−1/2(X ;F) ,












(X ;F) . Successively
we deduce s ∈W 1/3
loc
(X ;F) , then s ∈W 1/2
loc
(X ;F) and finally s ∈W 2/3
loc
(X ;F) . Note that
the intermediate estimate s ∈ W 1/2
loc
(X ;F) ⊂ W (0,1),2
loc
(X ;F) allows to say that the
right-hand side of (104) belongs to L2(X ;F) , for which the maximal subelliptic
estimate with µ = 0 implies s ∈ W (0,2),2
loc
(X ;F) . The property s ∈ W 1/2
loc
(X ;F) also
proves the independence of E loc(A
g,Id,γ
α,M0













(X ;F) and the already used writing A
g,Id,γ




χ ,χ′ ∈C ∞
0
(R;R) , suppχ⊂ Int((χ′)−1({1})) .
iii) A section s ∈ E loc(A
g,Id,γ
α,M
,F) iff s ∈ E loc(2b2B
φb
h
,F) , α=−b , where ii) is trans-
lated it into




)χ(h)s ∈ L2(X ;E) .
But the maximal hypoellipticity result (100) with µ= 0 implies
‖χ(h)s‖
W 2/3










χ(h)s ∈ L2(X ;F) for any other b1 =−α1 ∈R∗ . The argument
is symmetric in α 6= 0 , α1 6= 0 if one takes ‖γ− g‖L∞ <min(δR,α,g,δR,α1 ,g) .
iv) As a differential operator A
g,Id,γ
α,M
is the formal adjoint of the LGKFP operator
A
g,Id,γ
−α,M ′ . So for s ∈ L
2
loc




















χ j(q)= gik(q)pk(∂qiχ j)(q)
is a continuous endomorphism of L2
loc
(X ;F) . This yields the equivalence
(













vi) Assume supp s ⊂ π−1
X
(U) and s ∈ E loc(A
g,g
α,M
,E) (we know that we can take γ=
g) . We replace the connection ∇F by a smooth connection ∇̃ which is trivial in the
frame (e i, ê
j) on π−1
X




namely ∇̃ei = ∇̃ê j = 0 in π−1X (U) , and the above remark about (102) implies
αgi j(q)p je j −







where M ′ is a locally admissible perturbation. So s = sJ
I






α,M+M ′ ,F) iff for all I, J ⊂ {1, . . . , d} ,
sJI and
(
αgi j(q)p je i −







Remark 6.5. Actually we could have used in the proof the local maximal hypoel-
lipticity of the scalar operator gi j(q)pi∂q j −
∆p
2
instead of Lebeau’s global result,
which is actually derived from this local result via the dyadic partition of unity in
p . Our writing is more straightorward.
The previous result is concerned with the case without boundary with the
smooth vector bundle πF : F → X . It relies on the control of terms which contain
∂p j -derivatives by the main part. We used the maximal hypoellipticity because
the W 2/3
loc
(X ;E)-regularity will be required later. It could have been done by using
intregration by parts with 2〈u , (C+O )u〉 ≥
∑d
j=1 ‖∂p j u‖
2
L2
+‖p ju‖2L2 . None of those
techniques are relevant for the case Ω = X∓ or (Ω = X and F replaced by F̂g) as
long as boundary or interface conditions are not specified.
On one side there is a natural way to define the E loc(A
ĝ,Id, ĝ
α,M
, F̂g) by using the
isometry Ψ̂g,g0 of diagram (38) and this is where the perturbative terms κ− Id
and γ− g enter in the game. On the other side it is possible to write a trace theo-











) by following the approach
presented in [Nie]. We check below that the two different approaches are actu-
ally coherent and that the additional required regularity for ∇F∂
∂p1
when Ω= X∓ is
actually provided by the symmetrization technique.




are C ∞(Ω) . Let A
g,Id,g
α,M
be a LGKFP operator with κ = Id , γ = g and α ∈ R∗
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) be given as in Definition 6.3. We assume additionally that
the coefficients M j,M0 of M =M j(q, p)∇F∂
∂p j
+M0(q, p) belong to C ∞(Ω;L(F,F)) .











) admits a trace along X ′ = ∂Ω .
More precisely for any χ ∈ C ∞
0
(R;R) the map s → χ(h)s
∣∣
X ′ is well defined an con-



















−α,M ′ is the formal adjoint of A
g,Id,g
α,M
the integration by parts
〈s , A g,Id,g
α,M




〈s , s′〉gF p1|dp1dq
′dp′| .
holds for all s ∈C ∞
0
(X∓;F) and s












Proof. We focus on Ω = X− , ∂X− = X ′ while the other case Ω = X+ is symmet-
ric. With a partition of unity
∑J
j=1χ j(q) ≡ 1 on Q− we get like in Lemma 6.4 the
equivalence
(



















while the same equivalence is obvious when A
g,Id,g
α,M
is replaced by ∇F∂
∂p1
.











) is supported in π−1
X
(U) , U open chart set in X− surrounding
q0 ∈ ∂X− = X ′ , and replace the connection ∇F by a connection ∇̃ which is trivial





U ≃ U ×C
df . We did not, and we actually








gi j(q)p je i −








The existence of a trace in D′(X ′;F
∣∣
X ′) , is a local problem and let us focus on
s̃ = s̃J
I
eI êJ compactly supported in π−1
X
(U) where U = (−ε,0]×U ′ , U ′ ⊂ Q′ = ∂Q− ,





























is the vertical one dimensional harmonic hamiltonian in the
variable p1 .
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By introducing an arbitrary cut-off χ(h) χ ∈C ∞
0





end with the essentially scalar problem
s̃JI ∈ (1+O1)
−1/2L2(π−1X (U);C









with F=W (−1,−2),2(T∗Q′;Cdf) .
This is exactly the situation studied in [Nie]-Chap 2) with the for the F-valued, F
a Hilbert space, section on T∗R− for which a trace at q









∈ L2(R, |p1||dp1|;W (−1,−2),2(T∗Q′,ΛT∗Q′⊗π−1X (f)))












yields the trace result.
The integration by part is the standard one for s, s′ ∈ C ∞
0















) ends the proof.




acting on sections of the piecewise C ∞ and continuous vector bundle F̂g
associated with the metric ĝTQ = 1Q−(q) gTQ− +1Q+(q)g
TQ




is defined like B
φb
h
on X− and X+ with the metric g
F
− on X−
and the metric gF+ on X+ and accordingly the energy h replaced by ĥ =
ĝi j(q)pi p j
2
.










∣∣∂X+ = ê j−
∣∣
∂X−
. More generally we may
consider LGKFP operators A
ĝ,Id, ĝ
α,M
defined on X−∪ X+ associated with the metric
ĝTQ with the suitable interface condition along X ′ = ∂X− = ∂X+ . As a differential















belong to C ∞(X∓;L(F)) and therefore to L
∞
loc
(X ;L(F̂g)) . With the coordinates
(q̃, p̃) of Definition 2.6 the energy ĥ satisfies
2ĥ = p̃21 +m
i′ j′(0, q̃′) p̃i′ p̃ j′ ,
74
while formulas, p̃′ =ψ(q1, q′)p′ , (61)(62)(63) imply
Yĥ = p̃1e1 +m
i′k′(−|q̃1|, q̃′)(ψ−1(q̃1, q̃′)) j
′
k′




, e i′ =
∂
∂q̃i






















′ j′(−|q̃1|, q̃) = ĝi′ j′(q̃) are C ∞ on Q∓ with
the additional property
ĝi j(0, q̃′)= gi j
0




























is a LGKFP operator for the metric g
TQ
0





we recall that F̂g0 = F is a smooth vector bundle. More precisely the perturbations
κ and γ satisfy
• κ ∈C ∞(Q∓;L(T∗Q)
∣∣
Q∓




• κ ∈C 0(Q;L(T∗Q)) , γ ∈C 0(Q;T∗Q⊙T∗Q) ,
• κ
∣∣





For trace problems along X ′ =π−1
X
(Q′) , restricting the analysis to X(−ε,ε) =π−1X (Q(−ε,ε))
with ε> 0 small enough is possible by using a finite partition of unity
∑J
j=1χ j(q)≡
1 Lemma 6.4-v) . But on X(−ε,ε) those coefficients κ and γ satisfy ‖κ‖W1,∞+‖γ‖W1,∞ ≤
Rg , independent of ε> 0 and
‖κ− Id‖L∞ +‖γ− g0‖L∞ =O (ε) .
This leads to the following natural definition.
Definition 6.7. Let α ∈R∗ and let A ĝ,Id, ĝ
α,M


























for ε< εg,α and εg,α > 0 small enough.
The following statement specifies the relationship between this definition and
the previous trace results.
Proposition 6.8. Let α ∈ R∗ and let A ĝ,Id, ĝ
α,M
be a LGKFP operator for the metric
ĝ . A section s ∈ L2
loc






) with ε< εg,α , εg,α > 0















































of Lemma 6.6 coincide after the identifica-
tion (e−, ê−)= (e+, ê+) along X ′ = ∂X− = ∂X+ .
iii) If A
ĝ,Id, ĝ
−α,M ′ denotes the formal adjoint of A
ĝ,Id, ĝ
α,M
(defined on the open set X−∪




) , the equality
〈s′ , A ĝ,Id ĝ
α,M
s〉 = 〈A ĝ;Id, ĝ−α,M ′s
′ , s〉





) ,supps′ ⊂ K , |〈A ĝ,Id, ĝ−α,M ′s
′ , s〉| ≤ CK‖s′‖L2 .























)−1∗ s ∈ E loc(A
g0,Id,g0






















(X ;F) → W 2/3
loc
(X ; F̂g) is a continuous iso-
morphism by the local version of Proposition 3.16, this implies s ∈ W 2/3
loc
(X ; F̂g) .
Remember that u ∈ W 2/3
loc














(always with (e−, ê−) = (e+, ê+) along X ′) .





) is even simpler.































∂X ′ ∈ L
2
loc
(X ′;F) . This ends the
proof of i) ⇒ ii) .
By assuming ii) the integration by part of Lemma 6.6, where the sum of boundary
terms along ∂X− = X ′ = ∂X+ vanishes, implies iii) .
iii) implies i): Let A
ĝ,Id, ĝ
−α,M ′ be the formal adjoint of A
ĝ,Id, ĝ
α,M
defined on X(−ε,0) ∪









L2(X ;F, ĝ0) → L2(X ;F, ĝ) is not unitary because dvX = |det(ψ−1(q̃))||dq̃d p̃| ac-
cording to (78). However it can be made unitary by multiplying by the piecewise
C




by the unitary map Ψ̃g,g0 = |det(ψ−1(q))|1/2(Ψ̂g,g0
X
)∗ , it simply modifies the ad-
missible perturbation term M in the action by conjugation on LGKFP-operators.
Therefore the operator A
ĝ,Id, ĝ
α,M
and its formal adjoint A
ĝ,Id, ĝ




















is the formal adjoint of A
g0,κ,γ
α,M1
in X−∪ X+ . When ω ∈ C ∞0 (X ;F)
with suppω ⊂ K , K compact subset of X , then s′ = Ψ̃g,g0ω ∈ C0,g(F̂g) and the
condition iii) implies that
∀ω ∈C ∞0 (X ;F) , suppω⊂ K , |〈A
ĝ,Id, ĝ
−α,M ′Ψ̃
g,g0ω , s〉| ≤ CK‖ω‖L2 .
which is equivalent to





ω , (Ψ̃g,g0)−1s〉| ≤ CK‖ω‖L2 .
With Lemma 6.4- iv) this implies











































−α,0 ;F) stated in Lemma 6.4-iii) when
‖κ− Id‖L∞ +‖κ′− Id‖L∞ +‖γ− g‖L∞ <min(δR,α,g ,δR,−α,g) ,





−ω( f̂ , g f̂ )(πX ,∗Y )
in order to prove an integration by part. This will avoid the use of the W 2/3-
regularity which is problematic when we work globally.
Proposition 6.9. For a LGKFP operator A
ĝ,Id, ĝ
α,M













) for any other α1 ∈R∗ , any other admissible local per-
turbation M ′ as soon as ε< εα,α1,g with εα,α1,g > 0 small enough. .




+M0(q, p) , and the adjoints M ∗j of M j , the integration
part formula


































Re〈s , ω(f̂, ĝf)(πX ,∗Yĥ)s〉 ,
holds true for any compactly supported section s ∈ E loc(A
ĝ,Id, ĝ
α,M
, F̂g|X(−ε,ε) ) and ε ∈
(0,εα,g) , εα,g > 0 small enough.
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Remark 6.10. Note that the term −α
2
Re〈s , ω(f̂, ĝf)(πX ,∗Yĥ)s〉 is due to the fact that
we used the flat and possibly non unitary connection ∇f on πf : f→Q .













for any α1 ∈R∗ .
When s ∈ E loc(A
ĝ
α,M
, Êg) is compactly supported there exists χ ∈ C ∞0 (R;R) such




















with the local expression in coordinates
M
















is such that ω= (Ψ̂g,g0
X






) is compactly supported and can









−α,0 (ωn −ω)‖L2 = 0 .
By taking sn = (Ψg,g0X )∗ωn ∈C0,g(F̂g
∣∣
X(−ε,ε)
) Proposition 6.8-iii) gives




and the limit as n →∞ says

























Re〈s , ω(f̂, ĝf)(πX ,∗Yĥ)s〉 ,
and this ends the proof.
6.3 Boundary conditions and closed realizations of the hy-
poelliptic Laplacian
As a differential operator B̂
φb
ĥ
is defined as the Bismut hypoelliptic Laplacian on
the open set X−∪ X+ = X \ X ′ for the metric ĝ = ĝTQ = 1Q− gTQ− +1Q+ g
TQ
+ , b ∈ R∗
and the energy ĥ(q, p)= ĝ
i j(q)pi p j
2
. Using the fact that 2b2B
φb
h
is a local geometric
Kramers-Fokker-Planck operator with α=−b, we can define its closed realization
in L2(X ; F̂g) . By mimicking the symmetry argument used for dg,h , and d
φb
g,h ,




Additional properties for both operators are specified afterwards.
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Proposition 6.11. Let B̂
φb
h
be the Bismut hypoelliptic Laplacian defined as a dif-
ferential operator on X−∪ X+ = X \ X ′ for the metric ĝ = ĝTQ = 1Q− gTQ− +1Q+ g
TQ
+ ,
b ∈R∗ and the energy ĥ(q, p)= ĝ
i j(q)pi p j
2




































) ⊂ E loc(B̂
φb
h















)) is closed with a dense domain.
c) There exists a constant Cb,g > 0 such that the inequality






〈s , (1+O )s〉
holds for all s ∈ D(B̂hg) .
d) The space C0,g(F̂g) is dense in D(B̂
φb
h
) endowed with its graph norm.
e) The tφb =φ−b left-adjoint of B̂
φb
h







f) The operator B̂
φb
h














: L2ev odd(X ;E)∩D(B̂
φb
h
)→ L2ev odd(X ;E) .
Proof. a) The definition of D(B̂
φb
h






) , while the graph norm of
s ∈ D(B̂φb
h
) is nothing but ‖s‖L2 +‖B̂
φb
h









(X ; F̂g) implies that s 7→ s
∣∣






(X ′;E) (with the identification (e, ê) = 1
X∓
(e∓, ê∓)) . Therefore any
element s ∈ D(B̂φb
h
) admits a trace in L2
loc
(X ′;F) .










is a LGKFP operator A
ĝ,Id, ĝ
α,M
with α = −b with a formal adjoint A ĝ,Id, ĝ
b,M ′
. For a
sequence (un)n∈N in D(B̂
φb
h




v‖L2 = 0 , Proposition 6.8-iii) after a partition of unity in q , leads to
∀s′ ∈C0,g(X ; F̂g) , 〈s′ , B̂
φb
h
un〉 = 〈(2b2)−1A ĝ,Id, ĝ+b,M ′s
′ , un〉 .
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The right-hand side converges to 〈(2b2)−1A ĝ,Id, ĝ+b,h s
′ , u〉 while the left-hand side
converges to 〈s′ , v〉 . We deduce
∀s′ ∈C0,g(X−; F̂g) , 〈s′ , v〉 = 〈(2b2)−1A ĝ,Id, ĝ+b,M ′s
′ , u〉 ,
∀s′ ∈C0,g(X ; F̂g) , |〈A ĝ,Id, ĝ+b,M ′s
′ , u〉| ≤ ‖v‖L2‖s
′‖L2 ,
and Proposition 6.8-iii) implies u ∈ E loc(B̂
φb
h
, F̂g) and B̂
φg
h
u = v in L2
loc
(X ;F) while






















and we reduce the problem to supp s⊂ X(−ε,ε) .












) ≡ 1 on R
with χ0 ∈C ∞0 (R) χ0 ≡ 1 in a neighborhood of 0 a χ ∈C























































)|2k =O (2−2k)=O (〈p〉−2q ) .
Hence there exists C1
b,g

















is a LGKFP operator for the metric ĝ according to Defini-
tion 6.7, we can use Proposition 6.9 with
M j(q, p)=M0, j(q, p) , M0(q, p)=M
j
0
(q, p)p j +M0,0(q, p)+





,M0,0 are uniformly bounded . Proposition 6.9 applied to the com-
pactly supported sk = χk(h)s of E loc(B̂
φb
h











































> 0 . By putting all together and absorbing in a
similar way the error terms, there is a constant Cb,g > 0 such that




















〈s , (1+O )s〉 .
d) Let us first consider the effect of a truncation on s ∈ D(B̂φb
h
): Take χ ∈C ∞
0
(R;R) ,
χ ≡ 1 in a neighborhood of 0 and set χn(t) = χ(t/n) . When s ∈ D(B̂
φb
h

































implies that χn(ĥ)s converges to s in D(B̂
φb
h
) endowed with its graph norm. Now
for sN = χN (h)s the problem is reduced to the approximation of the compactly
supported element of E loc(B̂
φb
h
, F̂g) by elements of C0,g(F̂g) . By using a partition









= gi j(q)p j
∂θk
∂qi















But the compactly supported element ωN = ((Ψ̂g,g0X )∗)











−b,M ′(ωN −ωN,n)‖L2 = 0 .
Then the sequence given by sN,n = (Ψ̂g,g0X )∗ωN,n belongs to C0,g(F̂g) and converges
to sN in D(B̂
φb
h
) endowed with its graph norm.
e) By construction the isomorphism Jb,g : L
2(X ;F)→ L2(X ,F) given by
∀s′ ∈ L2(X ;F) , 〈Jb,gs , s′〉L2 = 〈s , s
′〉φ−b










)∗ . The L2-adjoint is the closure of the operator defined on C0,g(F̂g) by





)∗s , s′〉 .
This gives








)∗s , s′〉φ−b .
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Taking a test function s′ ∈C ∞
0
(X−∪X+;F) allows to make the integration by part
for s ∈C0,g(F̂g) ,























s in D′(X−∪ X+,F)

























f) By construction B̂
φb
h
commutes with Σν as a differential operator on X−∪ X+ =
X \X ′ , that is in D′(X−∪X+;F) . Meanwhile C0,g(F̂g) is left invariant by Σν . This
proves












)) , the equality holds for all s ∈ D(B̂φb
h
) .
Definition 6.12. In L2(X−;F
∣∣
X−
) , the operator B
φ














Theorem 6.13. For b ∈ R∗ the operator (Bφbh ,D(B
φb
h )) satisfies the following prop-
erties
a) It is closed and a section s ∈ D(Bφbh ) has trace s
∣∣





X ′) , X




















is dense in D(B
φb
h ) endowed with its graph norm.









d) There exists a constant Cb,g > 0 such that





〈s , (1+O )s〉
holds for all s ∈ D(Bφbh ) .
82
























b,g + iλ)s‖L2 ,
holds for some C′
b,g





has a compact resolvent.












s ∈ L2(X−;F) , Ŝνs
∣∣





Proof. The statements a),b),c),d) are straightforward consequences of Proposi-
tion 6.11 and Definition 6.12 after recalling that L2(X−;F) ∋ s 7→ 2−1/2sev ∈ L2ev(X ;F)
is unitary.
The results of e) are deduced from the results of [Nie] for scalar Kramers-Fokker-
Planck operators. After localization in q after partition of unity and a possible







[gi j(q)p je i +O ]sJI
)
e I ê
J +M (sJI e
I êJ )
where M is a global admissible perturbation (see Definition 6.1), such that




Meanwhile the boundary conditions written
sJI (0, q
′, p1, p
′)= ν(−1)|{1}∩I|+|{1}∩J|sJI (0, q
′,−p1, p′)
where ν can be replaced by ±1 are the ones considered in [Nie]-Theorem 1.1.







∈ L2(X−;Cdf) is actually pro-
vided by the integration by part d). The subelliptic estimates and the maximal
accretivity proved in [Nie] for scalar Kramers-Fokker-Planck operators, which is
stable under admissible global perturbations M while adapting the constants in

















s ∈ L2(X−;F) , Ŝνs
∣∣
































and the fact that A
g0,Id,g0
−b,0 is a differential operator with C
∞ coefficients acting on











X\X ′ in D
′(X ;F) ,





) . With ε ≤ εb,g small
enough Lemma 6.4 implies
























s)ev ∈ L2(X ;F) .
Finally sev ∈ D(B̂
φb
h
) is the definition of s ∈ D(Bφbh ) .













and writing s= sev+sodd. Although only sev has been treated, sodd actually enters
in the same framework after replacing the unitary involution ν of f|Q′ with −ν .








The summary about “cuspidal semigroups” (terminology introduced in [Nie])










)) with the expo-
nent r = 1/4 .











)) are maximal accretive and their resolvent
are compact.
Their spectrum is contained in
{




If γb,g is the contour
{
z ∈C ,Re z = 1
2Cb,g
< Im z >1/4
}
oriented from +i∞ to −i∞ ,
the semigroups are given by








Those semigroups satisfy in particular e−tA ∈ D(AN ) for any t > 0 .
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6.4 Bootstrapped regularity for the powers of the resolvent
and the semigroup
The W 1/3(X−; F̂) (resp. W
1/3(X ; F̂g)) global regularity estimate of 6.13-e) (resp.
Corollary 6.14) for s ∈ D(Bh) (resp. s ∈ D(B̂
φb
h
)) does not correspond to the max-
imal hypoellipticity result, s ∈ W 2/3(X ;F) obtained by Lebeau in [Leb2] in the
smooth case without boundary. As pointed out in [Nie] it is related to the extrin-
sic curvature of ∂Q and it is not yet known whether it can be improved. However
the estimates of Theorem 6.13 and Corollary 6.14 suffice to get higher regularity
estimates for high enough powers of the resolvent and subsequently for the semi-
group.
We start with weighted estimates which do not use any other regularity proper-
ties than the one stated in Theorem 6.13 and Corollary 6.14.
Lemma 6.16. Let b ∈R∗ and set A = Bφbh or A = B̂
φb
h
. For any n ∈N , there exists a
constant Cn,b,g > 0 such that
〈p〉m+1q (C+ A)
−1〈p〉−mq , (1+O )
1/2〈p〉mq (C+ A)
−1〈p〉−mq
and 〈p〉mq (C+ A)
−m (1+O )1/2〈p〉mq (C+ A)
−m−1
are bounded for all m , 0≤ m≤ n and all C ≥ Cn,b,g .
Finally for any t > 0 and any n ∈N , (1+O )1/2〈p〉nq e−tA is a bounded operator.
Proof. We focus on the case A = Bφbh and the case A = B̂
φb
h
can be recovered by
symmetrization like Corollary 6.14.











all the results are consequences of the boundedness of (1+O )1/2〈p〉mq (C+A)−1〈p〉−mq
for C ≥ C̃m,b,g ≥ C̃m−1,b,g .




h ) , and write with (C+ A)u = f :
(C+ A)〈p〉−mq u = 〈p〉
−m










where Mm, j , Mm are symbols of order 0 according to Definition 6.1. With the
integration by part of Theorem 6.13-d) , the operator Mm =Mm, j(q, p)∇∂p j +Mm
is a relatively bounded perturbation of A with infinitesimal bound. Therefore for
C ≥ C̃m,b,g ≤ C̃m−1,b,g with C̃m,b,glarge enough, (C+ A+M ) is maximal accretive
and we get the uniform bound










Approaching any u ∈ 〈p〉mq D(A) by elements un in C ∞0 (X−;F)∩D(A) proves the
boundedness of (1+O )1/2〈p〉m(C+ A)−1〈p〉−m for C ≥ C̃m,b,g .
The final statement about the semigroup is a consequence of
(1+O )1/2〈p〉nq e
−tA = (1+O )1/2〈p〉nq(Cn,α+ A)
−n−1(Cn,α+ A)n+1e−tA .
We will use Lebeau’s maximal hypoellipticity estimate (100) with various val-
ues of s ∈ [0,1] . We already used the fact that B̂φb
h












−b,M ′ is a LGKFP operator in order to the existence of
traces and local regularity properties in Propositions 6.8 and 6.9. Let us look
globally at those transformations. Remember that (Ψ̂
g,g0
X
)∗ provides a continuous
isomorphism from W s(X(−ε,ε);F
∣∣
X(−ε,ε)
, g0) to W
s(X(−ε,ε); F̂g, ĝ) for s ∈ [−1,1] while
a change of coordinates (q, p) → (q,κ(q)p) , κ,κ−1 ∈ W1,∞(Q;L(T∗Q)) , induces as
well a continuous automorphism of W s(X(−ε,ε);F
∣∣
X(−ε,ε)
, g0) for s ∈ [−1,1] (see Sub-
section 3.3.2):
• Firstly the vector field Yĥ remains expressed with the vector fiels (e i)1≤i≤d



















∂p̃ j′︸ ︷︷ ︸
f̃ i′
+ [Mk
i′ j(q̃)− (1−δ1 j)(1−δ1k)Γ
k
i′ j(0, q̃)] p̃k
∂






)−1∗ ( f̃ i)(Ψ̂
g,g0
X






)∗ = R i′ and R i behaves
like p× ∂
∂p











′ j′ p j′ f i′ + (g0κ)i
′ j′ p j′R i′





















• The Levi-Civita connections for the metrics gTQ and g
TQ
0
differ but we al-
ready noticed that such a change of connection adds a perturbative term
M
j(q)p j +M0 when expressed in the basis (e, ê) . The change of frame to
( f , f̂ ) will lead to a perturbative term M jk(q)p j pk +M j(q)p j +M 0(q) .
• The conjugation by K : (q, p)→ (q,κ(q)p) changes the term ∆γp into ∆γ
′
with
γ′ = tκ−1γκ−1 .
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• All the coefficients belong to C ∞(X±;R) and may be discontinuous, except
the metric γ′ which coincides with gTQ
0
along Q′ on both sides.

























M = [M 0j (q, p)+1R+(q
1)M 0+, j(q, p)]
∂
∂p j
+ [M 0(q, p)+1R+(q








and all the superscript g0 recall that the GKFP operator A
g0
−b,0 and the connection




















will be absorbed by a relative boundedness with bound less than 1 argument. For
〈p〉2qM we have two difficulties:
• The weight 〈p〉2g0,q is too high but this will be handled via Lemma 6.16.
• The discontinuity along X ′ prevent for high regularity estimates. This will
be handled by using the one dimensional product rule for Sobolev spaces


ϕ1 ∈W s1,2(R) , ϕ2 ∈W s2,2(R)
s1, s2 ≥ s3
s1 + s2 > s3 + 12





(R) for all δ> 0 .







+〈p〉2g0,qM in X(−ε,ε) for
ε > 0 small enough. If u ∈ W µ(X(−ε,ε);F
∣∣
X(−ε,ε)
) satisfies suppu ⊂ X(−ε/2,ε/2) and




µ(X ;F) for µ ∈ [0,1/2)




) for all µ′ ∈ [0,µ+2/3) with
‖〈p〉mg0,qu‖W µ′ ≤ Cb,g0,γ′,M ,µ,µ′ ,m
[































where M ′ has the same structure as M :
M
′ = [M 0′j (q, p)+1R+(q
1)M 0′+, j(q, p)]
∂
∂p j
+ [M 0′(q, p)+1R+(q





m)u‖W µ ≤ Cb,g0,γ′,M ,m‖(1+O )
1/2〈p〉m+2u‖W µ .
For µ= 0 this gives
‖〈p〉2M ′〈p〉mu‖W 0 ≤ C
′
b,g0,M ,m
‖(1+O )1/2〈p〉m+2u‖W 0 ,
while for µ∈]0,1/2[ , µ′′ <µ , 1R+ ∈W
1/2−δµ,µ′′ ,2(R) , δµ,µ′′ ≤ 1/2−µ , µ−δµ,µ′′ >µ′′ , the
multiplication rule (109) leads to
‖〈p〉2M ′〈p〉mu‖
W µ
′′ ≤ Cb,g0,γ′,M ,m,µ,µ′′‖(1+O )
1/2〈p〉mu‖W µ .
In all cases 〈p〉mu ∈W µ(X(−ε,ε),F
∣∣
X(−ε,ε)
















′′ ≤ Cb,g,γ′,M ,m,µ,µ′′
[
‖(1+O )1/2〈p〉m+2u‖W µ +‖〈p〉m(Pu)‖W µ
]





























Taking ε > 0 small enough implies 〈p〉mu ∈ W µ′′+2/3(X(−ε,ε);F
∣∣
X(−ε,ε)
) for all µ′′ < µ
with the inequality written for µ′ =µ′′+2/3 .
By using a partition of unity in q , while the result for u with suppu ⊂ XR\(−ε/2,ε/2)
comes from the maximal subelliptic estimate (100), we deduce the
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)) be the Bismut hypoelliptic Laplacian studied in
Proposition 6.11 for b ∈R∗ . If u ∈W µ(X ; F̂g)∩D(B̂
φb
h
) satisfies (1+O g)1/2〈p〉m+2q u ∈
W
µ(X ;F) and 〈p〉mq (B̂
φb
h





) for all µ′ ∈ [0,µ+2/3) with
‖〈p〉mq u‖W min(1,µ′) ≤ Cb,g,µ,µ′
[








In particular (1+O g)1/2〈p〉mq u ∈W µ
′′
(X ; F̂g) for all µ
′′ ∈ [0,µ+ 1
6
) .
Proof. As said before it is a consequence of Lemma 6.17 and the interior maximal
subelliptic estimate (100) after using a partition of unity in q .
The only thing to be recalled is the fact that (Ψ̂
g,g0
X
)∗ and K are isomorphism of
W
µ-spaces only for µ∈ [−1,1] . This explains the exponent min(1,µ′) .















)−9 : L2(X ;F)→W 1(X ; F̂g) ,
(C+ B̂φb
h
)−9 : W −1(X ; F̂g)→ L2(X ;F) ,
(C+Bφbh )
−9 : L2(X−;F)→W 1(X−;F)
are all bounded.
Proof. For m ∈N to be fixed later we call u = (C+B̂φb
h




and f1 = (C+ B̂
φb
h






)u = f , (C+ B̂φb
h
) f = f1 .
From Lemma 6.16 we know
(1+O g)1/2〈p〉mq u ∈W
0(X ; F̂g) , 〈p〉mq f ∈W
0(X ; F̂g) .




(X ; F̂g) (110)
for µ′ ∈ [0,1/6) and m′ = m−2 . Applied to the pair ( f , f1) with m replaced by m−1
it says
〈p〉m−1q f ∈W
min(1)µ′′)(X ; F̂g) for µ





µ′(X ;F) . (111)
for m′ = m−2 and µ′ ∈ [0,1/6) . From (110)(111) with µ′ ∈ [0,1/6) , we can apply
again Lemma 6.18 with any µ ∈ [0,1/6) with m replaced by m− 2 . This leads
to (110)(111) with µ′ ∈ [0,1/3) and m′ = m−4 . By doing it once more we obtain
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(110)(111) for any µ′ ∈ [0,1/2) and m′ = m−6 . Applying Lemma 6.18 a last time
gives
〈p〉m−6q u ∈W
1(X ; F̂g) .
Taking m= 6 proves that
(C+ B̂φb
h
)−6−3 : L2(X ;F)→W 1(X ; F̂g)
is continuous.
The continuity of (C+ B̂φb
h
)−9 : W −1(X ; F̂g) → L2(X ;F) is deduced by duality after
recalling that the L2-adjoint (B̂
φb
h





The property for B
φb
h is deduce from the fact that (C+B̂
φb
h
)−1 : L2ev(X ;F)→ L2ev(X ;F) .






























h : L2(X−;F)→ L2(X−;F) .








g,h) , extend as bounded operators in L
2(X ;F) and L2(X−;F) .
Proof. It suffices to write for A = B̂φb
h
Ak e−tA = (C+A)−9 Ak(C+A)−k(C+A)k+9e−tA =
Ak(C+ A)−k(C+ A)k+9e−tA(C+ A)−9 owing to Corollary 6.15, and to notice that
W




while d̂αĤ and d̂
φ̂
αĤ
are continuous from L2(X ;E) to W −1(X ; F̂g) .
The result for B
φb
h , dg,h , d
φb
g,h are again deduced from the general construction
with the parity with respect to Σν .
6.5 Commutation property
We now prove the commutation of the differential and Bismut codifferential with
the resolvent of the hypoelliptic Laplacian.




h )) be the operator of Definition 6.12 and Theo-




g,h)) , be the closed realizations
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h )t≥0 preserves on D(dg,h) (resp. D(d
φb
g,h)) with





resp. ∀s ∈ D(d
φb









for all t ≥ 0 .
Hence for any z ∈C\Spec(Bφbh ) the following holds


























Although we seek properties of B
φb




and then to translate the results via the parity w.r.t Σν . We start with a
lemma.





be the spaces introduced re-
spectively in Definition 3.3, Proposition 4.10 and Proposition 5.9. For all ω∈ D̂g,∇f


















































Proof. By definition D̂g,∇h ⊂ C0,g(F̂g) ⊂ D(d̂g,h)∩ D(B̂
φb
h
) while Proposition 4.10
ensures d̂g,hω = dĥω ∈ C0,g(F̂g) ⊂ D(B̂
φb
h
) when ω ∈ D̂g,∇h . Additionally as differ-













The question to be answered is B̂
φb
h



















for t′ ∈C0,g(X ; F̂ ′g) , by using the duality product
〈t , s〉 =
∫
X
〈t , s〉F ′x,Fx dvX (x) .
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It implies








In particular when we take t′ ∈C ∞
0
(X∓;F







E loc(dĥ;F) and j∂X∓u∓ is well defined.






′)) which make a subset of C0,g(F̂
′
g) , we finally obtain
that u = B̂φb
h
ω= 1X−u−+1X+u+ belongs to D(d̂g,h) .








ω ∈ C0,g(F̂g) ⊂ D(B̂
φb
h















ω′ , ω〉φ−b = 〈B̂
φ−b
g d̂g,hω





where all the identity make sense for the closed operators by the first result. But
the left-hand side implies that v = B̂φb
h
ω ∈ L2(X ; F̂g) satisfies
∀ω′ ∈ D̂g,∇f ,
∣∣〈d̂g,hω′ , v〉φ−b
∣∣≤ C‖ω′‖L2 .


















Proof of Proposition 6.21. We work with B̂
φb
h
, d̂g,h and d̂
φb
g,h
. For s0 ∈ L2(X ;F) ,
Corollary 6.20 says that d̂g,he
−tB̂φb
h s0 = d̂g,hst is a C 1(]0,+∞[;L2(X ;F)) function
with

































ω′ , st〉φb = 〈B̂
φ−b
h
ω′ , d̂g,hst〉φ−b .
















−b σ−b is continuous from C0,g(F̂ ′g) to





















Since for t0 > 0 , d̂g,hst0 ∈ L2(X ;F) by Corollary 6.20, this implies






∀t > t0 > 0 , d̂g,he
−tB̂φb
























We have proved that for s0 ∈ D(d̂g,h)
∀t > 0 , d̂g,he
−tB̂φb
h s0 = e
−tB̂φb
h d̂g,hs0 ,




















Finally the commutation with the resolvent are proved after writing for Re z ≤
















While working with the metric π∗
X
(gΛT
∗Q⊗gΛTQ⊗gf) without the weight 〈p〉NV−NHq ,
Bismut in [Bis05] establishes an important property for the spectral analysis of
the hypoelliptic Laplacian: the PT-symmetry or more precisely a formal version
of it. Let us first recall Bismut’s construction in the smooth case and then we















































or by calling pU the vertical component of U
〈U ,U〉gTX
b
= 〈πX ,∗U ,πX ,∗U〉gTQ +2b〈πX ,∗U , pU〉TQ,T∗Q +2b
2〈pU , pU〉gT∗Q .





































(s , s′) dvX (x) (114)
is continuous on L2(X ;F,π∗
X
(gΛT
∗Q ⊗ gΛTQ ⊗ gf) and it is neither continuous nor
everywhere defined on L2(X ;F, gF) . However it is well defined on C ∞
0
(X ;F)
which is dense in all the considered L2-spaces, in the smooth case. An additional
modification is used by introducing the maps Fb : TX → TX and its transpose
F̃b : T













We need also the maps H : TX → TX and its transpose H̃ : T∗X → T∗X and











, r(q, p)= (q,−p) .





(X ;F) is defined by
ubs(q, p)= (F̃bs)(q,−p)= r∗H̃F̃bs . (116)













































〈s , s′〉Hb = 〈s , r∗s
′〉φb .
Finally since dhr∗ = r∗dh , the Hb formal adjoint of dh is d
φb
h




) and its square B
φb
h
are formally self-ajoint for Hb .
The piecewise C ∞ and continuous version for the vector bundle F̂g for the metric
ĝTQ is defined as follows.
Definition 6.23. The map ûb and hermitian form Ĥg on C0,g(F̂g) are given by






By construction ûb : C0,b(F̂g) → C0,b(F̂b) and it preserves the parity with re-
spect to Σν , while Ĥg well defined on C0,g(F̂b) and the direct sum C0,g,ev(F̂g)⊕
C0,g,odd(F̂g) is Ĥg orthogonal. We deduce the following proposition.
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Proposition 6.24. The hermitian form Ĥg is well-defined and continuous on













)∩〈p〉−d/2q L2(X ;F) .
As a consequence Spec(B̂
φb
h
) is symmetric with respect to the real axis.




h )) after using the restriction Hb of Ĥb
to F|X− .
Proof. The map 〈p〉−d/2q is continuous from L2(X ;F, gF) to L2(X ;F,π∗X (g
ΛT∗Q ⊗
gΛTQ ⊗ gf)) while Hb is continuous on L2(X ;F,π∗X (g
ΛT∗Q ⊗ gΛTQ ⊗ gf) . All those
spaces contain C0,g(X ; F̂g) as a dense subspace.
The set C0,g(X ; F̂g) is dense in 〈p〉−d/2D(B̂
φb
h




) comes from the fact that 〈p〉d/2B̂φb
h







) with infinitesimal bound . The identity (118) is valid




Let us consider the spectral problem. We know that Spec(B̂
φb
h
) is discrete. Ad-
ditionally because (Cb + B̂
φb
h







)−1 is a Fredholm operator with index 0 and λ ∈Spec(B̂φb
h
) iff
ker(B̂φb −λ) 6= {0} . When λ is an eigenvalue of B̂φb
h







)sλ = (C+λ)sλ .
By chosing C > 0 such that (C+B̂φb
h







) for any n ∈N by Lemma 6.16. Hence we can use (118) which implies
∀s′ ∈C0,g(F̂g) , 〈sλ , (B̂φb −λ)s′〉Ĥb = 0 .
But Hg is also continuous on 〈p〉−dL2(X ;F)×L2(X ;F) while sλ ∈ 〈p〉−dL2(X ;F) and
the density of C0,g(F̂g) in D(B̂
φb
h
) . Finally as a non zero element of 〈p〉−dL2(X ;F)
there exists s′′
λ
∈ L2(X ;F) such that 〈sλ , s′′λ〉Ĥb 6= 0 . Therefore (B̂
φb
h










are not the only issues of Proposition 6.24. Actually the relation (118) is a crucial
point while studying the spectrum in a neighborhood of 0 in various asymptotic
regimes e.g. b → 0+ (see [She][BiLe][HHS]). In particular those asymptotic regimes
correspond to cases where the spectral spaces concentrate asymptotically to the ker-
nel of the scalar vertical harmonic oscillator hamiltonian, multiples of a scaled
gaussian function in p , on which the restricted hermitian form Hg is positive def-
inite. This property with (118) helps to reduce the asymptotic spectral analysis
of the hypoelliptic Laplacian on X = T∗Q to the the more standard asymptotic
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spectral analysis of the Hodge or Witten Laplacian on Q . We refer the reader to
[Nie14]-Proposition 15.2 for a short abstract version of those arguments.
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