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RESUMO
Nas d´ ecadas recentes, a preciﬁcac ¸˜ ao de derivativos de taxa de juros tem chamado grande
atenc ¸˜ ao dos agentes de mercado em geral, assim como de pesquisadores. Gestores de portf´ olios,
traders, analistas de risco, policymakers, podem extrair informac ¸˜ oes relevantes de contratos fu-
turos, swaps e opc ¸˜ oes, uma vez que eles desempenham um papel importante em suas estrat´ egias
e processos de decis˜ ao. Dessa forma, este artigo compara a performance dos modelos de Black
(1976), Vasicek (1977) e CIR (1985), tomados como benchmarks, com modelos de redes neu-
rais artiﬁciais (ANNs) recorrentes na preciﬁcac ¸˜ ao das opc ¸˜ oes de compra de IDI no Brasil, com
base em dados di´ arios durante o per´ ıodo de Janeiro de 2003 a Julho de 2007. O desempenho dos
modelos foi avaliado com base em medidas tradicionais de acur´ acia de previs˜ ao. Al´ em disso,
foram realizados testes estat´ ısticos param´ etricos e n˜ ao-param´ etricos como os testes AGS, MGN
e SIGN para comparac ¸˜ ao de modelos de predic ¸˜ ao competitivos. De acordos com as m´ etricas
de erros e os testes estat´ ısticos, os modelos de RNAs superaram os modelos de Black, Vasicek
e CIR na valorac ¸˜ ao das opc ¸˜ oes de compra de IDI, principalmente para as opc ¸˜ oes out-of-the-
money.
Palavras-Chave: Redes Neurais Recorrentes; Opc ¸˜ oes de Taxa de Juros; Preciﬁcac ¸˜ ao de
Opc ¸˜ oes; Opc ¸˜ oes de IDI.
ABSTRACT
Pricing interest rate derivatives is a challenging task that has attracted the attention of many
researches recently. Portfolio and risk managers, policymakers, traders, ﬁnd valuable informa-
tion in forward, swap and option contracts. This information plays an important role in their
strategies and decision making process. Thus, this paper compares the performance of Black
(1976), Vasicek (1977) and CIR (1985) models, as benchmarks’, with recurrent artiﬁcial neural
networks (ANNs) models in pricing Brazilian IDI calls options using daily data for the period
from January 2003 to July 2007. We measure forecast performance for all the estimated mod-
els based on summary measures of forecast accuracy. Nevertheless, we performed parametric
and nonparametric statistical tests as AGS, MGN and SIGN for competing forecast models.
According to the statistical tests and summary forecast measurements, ANNs models are supe-
rior to Black, Vasicek and CIR models in IDI calls option pricing, mainly in out-of-the-money
options.
Keywords: Recurrent Neural Networks; Interest Rate Options; Option Pricing; IDI Op-
tions.
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1 Introduc ¸ ˜ ao
Nas d´ ecadas recentes, a preciﬁcac ¸˜ ao de derivativos de taxa de juros tem chamado grande
atenc ¸˜ ao dos agentes de mercado em geral, assim como de pesquisadores, devido ` a sua im-
portˆ ancia econˆ omica. Gestores de portf´ olios, traders, analistas de risco, policymakers, podem
extrair informac ¸˜ oes relevantes de contratos futuros, swaps e opc ¸˜ oes, uma vez que elas desem-
penham um papel importante em suas estrat´ egias e processos de decis˜ ao. Al´ em disso, a curva
de rendimentos, ou yield curve, ´ e, sem d´ uvida, uma importante vari´ avel econˆ omica, podendo
ser modelada por meio das taxas impl´ ıcitas desses contratos.
De acordo com o Banco de Compensac ¸˜ oes Internacionais (BIS - Bank for International
Settlementes), no mercado de derivativos mundial, os contratos relacionados ` a n´ ıveis da taxa
de juros s˜ ao os que apresentaram maior volume ﬁnanceiro. Em 2009, no mercado secund´ ario,
estima-se que o valor nocional para contratos de taxa de juros atingiu US$ 437 trilh˜ oes, al´ em
de US$ 342 trilh˜ oes em swaps de taxa de juros. Ainda, segundo a Associac ¸˜ ao Internacional de
Swaps e Derivativos (ISDA - International Swaps and Derivatives Association), 80% das 500
maiores companhias do mundo utilizaram derivativos de taxa de juros para controle de seus
ﬂuxos de caixa. Dessas mesmas companhias, 75% transacionaram opc ¸˜ oes de taxas cambiais,
25% opc ¸˜ oes sobre commodities e 10% aplicaram seus recursos em opc ¸˜ oes sobre ´ ındices de
ac ¸˜ oes.
No Brasil, os contratos de derivativos s˜ ao negociados na Bolsa de Valores, Mercadorias e
Futuros (BM&FBOVESPA). Os principais contratos de taxa juros s˜ ao: Futuro de Taxa M´ edia
de Dep´ ositos Interﬁnanceiros de Um Dia (DI Futuro), Opc ¸˜ ao de Compra/Venda sobre ´ Indice
de Taxa M´ edia de Dep´ ositos Interﬁnanceiros de Um Dia (Opc ¸˜ oes de IDI) e Futuro de Cupom
Cambial. O DI futuro ´ e o derivativo mais l´ ıquido da bolsa, sendo, de acordo com (Burghardt
e Acworth, 2010), um dos contratos mais negociados do mundo dentre os derivativos de juros.
Segundo a BM&FBOVESPA, na d´ ecada de 2000, o n´ umero m´ edio anual de contratos negoci-
ados de DI Futuro foi em torno de 13 milh˜ oes, enquanto que as opc ¸˜ oes de IDI apresentaram o
valor m´ edio de 700 mil contratos negociados.
Uma das poss´ ıveis explicac ¸˜ oes para a baixa liquidez dos contratos de opc ¸˜ oes de IDI ´ e a falta
de um modelo de preciﬁcac ¸˜ ao amplamente aceito pelo mercado e sem deﬁciˆ encias te´ oricas
(Barbachan e Ornelas, 2003). Na Bolsa, utiliza-se o modelo de (Black, 1976) para preciﬁcar
tais opc ¸˜ oes. Teoricamente, esse modelo ´ e aplicado para opc ¸˜ oes sobre futuros e n˜ ao leva em
considerac ¸˜ ao a estrutura a termo da taxa de juros. Dessa forma, os prec ¸os te´ oricos, obtidos pelo
modelo, diferem signiﬁcativamente dos prec ¸os observados no mercado, o que gera um receio
entre os investidores ao se tomar posic ¸˜ oes nesses pap´ eis.
As opc ¸˜ oes de taxa de juros, transacionadas nos mercados dos EUA e Europeu, em geral,
tˆ em como ativo objeto um t´ ıtulo de renda ﬁxa com vencimento posterior ao vencimento da
opc ¸˜ ao. Assim, ela reﬂete a expectativa do comportamento futuro da estrutura a termo da taxa de
juros entre o per´ ıodo de vencimento da opc ¸˜ ao e o vencimento do t´ ıtulo. Como as opc ¸˜ oes de IDI
reﬂetem o comportamento da taxa de juros de curto prazo na data de avaliac ¸˜ ao at´ e o vencimento
da opc ¸˜ ao, torna-se necess´ ario adequar os modelos de preciﬁcac ¸˜ ao para a realidade brasileira.
(Vieira Neto e Pereira, 1999) desenvolveram uma f´ ormula fechada para o c´ alculo do prˆ emio
das opc ¸˜ oes de IDI com base no modelo de (Vasicek, 1977). Derivada a f´ ormula anal´ ıtica, os
autores n˜ ao veriﬁcaram o modelo empiricamente, uma vez que esses pap´ eis ainda n˜ ao apresen-
tavam liquidez signiﬁcativa na Bolsa, pois foram introduzidos em 1997. Al´ em disso, o modelo
2se baseou num processo de Ornstein-Uhlenbeck, que permite taxas de juros negativas1. Poste-
riormente, (Gluckstern et al., 2002) aplicaram o modelo de (Hull e White, 1990), com base em
´ arvores trinomiais, para preciﬁcar as opc ¸˜ oes de IDI, no per´ ıodo de 1997 a 2000. Seus resul-
tados foram comparados com os obtidos por meio do modelo de (Black, 1976) e indicaram a
superioridade do modelo proposto2.
(Barbachan e Ornelas, 2003) tamb´ em derivaram uma f´ ormula anal´ ıtica para avaliac ¸˜ ao das
opc ¸˜ oes de IDI. Com base no modelo de (Cox et al., 1985) (CIR), os autores buscaram superar
as limitac ¸˜ oes do trabalho de (Vieira Neto e Pereira, 1999), por se tratar agora de um modelo que
n˜ ao admite taxas de juro negativas. Os autores avaliaram seu modelo apenas para a s´ erie AB17
de abril de 2003 de opc ¸˜ oes de compra de IDI. Os resultados foram comparados com os obtidos
pelo modelo de (Vieira Neto e Pereira, 1999) e mostraram que as f´ ormulas derivadas com base
no modelo CIR resultaram em prec ¸os te´ oricos mais pr´ oximos aos observados no mercado em
relac ¸˜ ao ` as f´ ormulas anal´ ıticas derivadas do modelo de Vasicek.
Por ﬁm, (Almeida e Vicente, 2003) preciﬁcaram as opc ¸˜ oes de IDI com base em um mod-
elo Gaussiano multi-fator dinˆ amico para a estrutura a termo da taxa de juros brasileira. Os
resultados subestimaram os prec ¸os das opc ¸˜ oes. Al´ em disso, conforme os autores, a metodolo-
gia envolve uma capacidade computacional muito pesada, o que diﬁculta sua aplicac ¸˜ ao pr´ atica.
Ainda, (Barbedo et al., 2009) implementaram o modelo de (Heath et al., 1992) (HJM) para
a valorac ¸˜ ao das opc ¸˜ oes de IDI. Os resultados evidenciaram que o modelo HJM, consistente-
mente, subavalia os pap´ eis. Al´ em disso, veriﬁcaram uma relac ¸˜ ao direta entre a maturidade
desses contratos e o erro de preciﬁcac ¸˜ ao, em contraposic ¸˜ ao a relac ¸˜ ao negativa do erro com o
grau de moneyness. Apesar desses modelos citados melhor se adequarem ` a realidade das opc ¸˜ oes
de IDI, seus resultados ainda mostram que os prˆ emios te´ oricos n˜ ao s˜ ao capazes de explicar os
prˆ emios do mercado.
Na tentativa de superar as deﬁciˆ encias dos modelos convencionais para preciﬁcac ¸˜ ao de
opc ¸˜ oes, m´ etodos n˜ ao-param´ etricos, baseados em Redes Neurais Artiﬁciais (RNAs) tˆ em se
mostrado como uma relevante alternativa, uma vez que possuem elevada capacidade para mod-
elar relac ¸˜ oes n˜ ao-lineares, al´ em de n˜ ao depender de hip´ oteses restritivas. S˜ ao in´ umeros os tra-
balhos que utilizam esses modelos para avaliac ¸˜ ao de opc ¸˜ oes, dentre eles podemos citar: (Garcia
e Genc ¸ay, 2000); (Ghaziri et al., 2001); (Genc ¸ay e Qi, 2001); (Andreou et al., 2008); (Healy
et al., 2002); (Bennel e Sutcliffe, 2004); (Yao et al., 2000); (Liang et al., 2009); (Wang, 2009),
(Samur e Temur, 2009). Esses trabalhos, em geral, aplicam modelos de rede neurais progressi-
vas com base nos fatores que afetam diretamente os prec ¸os das opc ¸˜ oes avaliadas. Os principais
mercados abordados s˜ ao os dos Estados Unidos, Inglaterra, ´ India, Taiwan, Austr´ alia, Su´ ecia
e Jap˜ ao. Al´ em disso, as opc ¸˜ oes consideradas nas an´ alises s˜ ao as referenciadas em ´ ındices de
ac ¸˜ oes, futuros, assim como opc ¸˜ oes sobre taxas cambiais de moedas estrangeiras. Aplicac ¸˜ oes de
RNAs na valorac ¸˜ ao de opc ¸˜ oes de taxa de juros podem ser vistas em (Turnbull e Milne, 1991).
Em geral, a superioridade dos modelos de redes neurais ´ e quase um consenso entre os
pesquisadores, o que sugere a an´ alise dessa t´ ecnica para os diferentes mercados de opc ¸˜ oes
do mundo. Assim, este artigo sugere uma aplicac ¸˜ ao de modelos de redes neurais recorrentes
para a preciﬁcac ¸˜ ao das opc ¸˜ oes de compra de IDI no per´ ıodo de Janeiro de 2003 a Julho de
2007. Os prec ¸os te´ oricos obtidos ser˜ ao comparados com os resultantes dos modelos propos-
tos por (Black, 1976), (Vieira Neto e Pereira, 1999) e (Barbachan e Ornelas, 2003), sendos os
dois ´ ultimos baseados nos modelos de Vasicek e CIR, respectivamente, uma vez que se tratam
1 (Almeida et al., 2003) calibram o modelo proposto por (Vieira Neto e Pereira, 1999), e seus resultados in-
dicaram que a calibrac ¸˜ ao se torna mais robusta em per´ ıodos de estabilidade econˆ omico-ﬁnanceira. Por´ em, em
per´ ıodos com grande volatilidade ou p´ os-crise, o mesmo modelo gera parˆ ametros inst´ aveis.
2 (Junior et al., 2003) tamb´ em testaram um modelo de preciﬁcac ¸˜ ao para as opc ¸˜ oes de IDI, baseado no modelo de
(Hull e White, 1990), mas para o per´ ıodo de 1999 a 2002. Seus resultados indicaram a inconsistˆ encia do modelo
por meio da avaliac ¸˜ ao da volatilidade impl´ ıcito. Por´ em, mostrou-se aceit´ avel em operac ¸˜ oes do tipo delta hedge.
3das metodologias que levam em considerac ¸˜ ao as caracter´ ısticas do mercado de opc ¸˜ oes de IDI,
al´ em de apresentarem f´ ormulas anal´ ıticas fechadas para se obter o prˆ emio desses contratos. As
comparac ¸˜ oes ter˜ ao como base os prec ¸os de fechamento desses pap´ eis, observados no mercado,
adotando-se m´ etricas usuais de erro e testes estat´ ısticos.
Esse estudo se destaca ao aplicar tal m´ etodo de inteligˆ encia artiﬁcial em um segmento de
mercado ainda n˜ ao avaliado no Brasil, o das opc ¸˜ oes de taxa de juros. Al´ em disso, nesse ar-
tigo avalia-se modelos de redes neurais recorrentes, uma vez que a literatura, em geral, aplica
modelos do tipo progressivas ou feedforward, que possuem menos potencial em modelar dados
temporais ou espaciais. Dessa forma, a sec ¸˜ ao seguinte apresenta a metodologia, descrevendo os
modelos de taxa juros e de redes neurais, assim como as m´ etricas de avaliac ¸˜ ao de desempenho.
Segue-se, ent˜ ao, os resultados e a discuss˜ ao. Por ﬁm, as conclus˜ oes.
2 Metodologia
2.1 Amostra
Os dados deste trabalho correspondem aos prec ¸os de fechamento das opc ¸˜ oes europ´ eias de
compra de IDI, transacionadas na BM&FBOVESPA, para diferentes prazos e prec ¸os de ex-
erc´ ıcio, que se iniciam em 2 de janeiro de 2003, e com ﬁm em 31 de julho de 2007, totalizando
1.638 dias de negociac ¸˜ ao e 12.801 observac ¸˜ oes3. Temos associado, para cada contrato de opc ¸˜ ao
o prec ¸o de exerc´ ıcio, o prec ¸o do contrato DI Futuro de mesmo prazo da opc ¸˜ ao, o n´ umero de
contratos negociados, o volume ﬁnanceiro e prazo para o vencimento em dias ´ uteis4. A amostra
se comp˜ oe dos contratos de IDI mais liquidos negociados na Bolsa, dado que foram consider-
ados somente os pap´ eis com volume de negociac ¸˜ ao superior a 800 contratos por dia. Ainda,
para o mesmo per´ ıodo, utilizou-se os dados da m´ edia anualizada di´ aria do CDI (Certiﬁcado de
Dep´ ositos Interﬁnanceiros) de um dia, uma vez que essa taxa ´ e a referˆ encia dos derivativos de
juros no Brasil5.
2.2 Modelos de Taxa de Juros
Os modelos de estrutura a termo da taxa de juro (ETTJ) podem ser de abordagem direta ou
indireta. Modelos de abordagem direta partem da especiﬁcac ¸˜ ao direta do processo estoc´ astico
dos prec ¸os dos t´ ıtulos prim´ arios, em vez de derivarem este processo de conceitos mais primi-
tivos, como taxa de juro de curto prazo ou a relac ¸˜ ao de preferˆ encia dos agentes econˆ omicos. J´ a
os modelos de abordagem indireta partem da especiﬁcac ¸˜ ao do processo estoc´ astico seguido pela
taxa de juro de curto prazo ou pela taxa forward. Os modelos mais utilizados na literatura, e
em que se baseiam os trabalhos de (Vieira Neto e Pereira, 1999) e (Barbachan e Ornelas, 2003),
s˜ ao os modelos indiretos. Eles dependem da incorporac ¸˜ ao dos principais fatores que procuram
descrever a dinˆ amica evolutiva da ETTJ. Al´ em disso, se baseiam num processo estoc´ astico para
a taxa de juros de curto prazo num mundo neutro ao risco.
A fam´ ılia dos modelos indiretos de um fator pode ser descrita genericamente pela seguinte
equac ¸˜ ao6:
d(rt) = [q art]dt +str
b
t dWt (1)
3 A avaliac ¸˜ ao das opc ¸˜ oes de venda (puts) n˜ ao foi considerada, devido sua baixa liquidez na Bolsa.
4 Os dados foram fornecidos pela BM&FBOVESPA.
5 O CDI ´ e divulgado diariamente pela ANBID (Associac ¸˜ ao Nacional dos Bancos de Investimento) e os dados
foram coletados em: (http://www.cetip.com.br/ - Acesso em: 13/10/2009).
6 S˜ ao ditos modelos de um fator aqueles que consideram apenas a taxa de juros de curto prazo como fator
estoc´ astico.
4onde rt descreve a taxa de juros de curto prazo; q ´ e um parˆ ametro de ajuste para a curva
observada no mercado ou a taxa de juros esperada de longo prazo; a e st indicam a velocidade
de revers˜ ao ` a m´ edia e a volatilidade da taxa de juros de curto prazo, respectivamente; b corre-
sponde ao coeﬁciente de elasticidade sobre rt; e Wt ´ e um movimento browniano na medida de
probabilidade natural.
Combasenessemodelogeral, osdemaismodelosqueavaliamadinˆ amicadataxadejurosse
mostram como casos particulares. Deﬁnida a dinˆ amica para se modelar a ETTJ, desenvolveram-
se f´ ormulas anal´ ıticas fechadas para preciﬁcar as opc ¸˜ oes relacionadas ` a taxa de juros, de acordo
com as caracter´ ısticas dos contratos de opc ¸˜ oes padr˜ oes transacionados nos mercados norte-
americano e europeu, que possuem como ativo objeto um t´ ıtulo de renda ﬁxa que vencer´ a num
determinado n´ umero de meses depois do vencimento da opc ¸˜ ao.
As opc ¸˜ oes de IDI, ao inv´ es de ter como ativo objeto um t´ ıtulo de renda ﬁxa com vencimento
superior ao seu, negociam a taxa de juros acumulada (´ Indice DI - IDI) entre a data corrente
e a sua pr´ opria data de vencimento. Portanto, a forma espec´ ıﬁca das opc ¸˜ oes sobre taxa de
juros brasileira torna seu prec ¸o, bem como os fatores que o afetam, distinto daqueles ligados
` as opc ¸˜ oes sobre juros tradicionais7. Esses contratos correspondem a uma opc ¸˜ ao cujo payoff ´ e
uma func ¸˜ ao da taxa de juros de curto prazo acumulada entre a data de transac ¸˜ ao t e a data de






onde CDIi = (1+CDIi%a:a:)
1
252  1, sendo que o CDIi corresponde ao valor da taxa CDI
no dia i. Em t = 0, o valor do IDI ´ e 100:000, conforme deﬁnido pela BM&FBOVESPA em 02
de janeiro de 2003.
Dessa forma, o payoff de uma opc ¸˜ ao de compra de IDI na data de vencimento T ´ e dado por:
Pt = maxf0;IDIT  Xg (3)
em que X representa o prec ¸o de exerc´ ıcio da opc ¸˜ ao.
2.2.1 Modelo de Black (1976)
Utilizado pela BM&FBOVESPA, o modelo de (Black, 1976) destina-se a opc ¸˜ oes sobre fu-
turos, e ´ e bastante utilizado para a avaliac ¸˜ ao de opc ¸˜ oes sobre t´ ıtulos pr´ e-ﬁxados. Trata-se de
uma variac ¸˜ ao do modelo de (Black e Scholes, 1973), com o ativo objeto sendo um contrato
futuro ao inv´ es de um ativo ` a vista.
Assim como a maioria dos modelos, este considera a volatilidade do ativo-objeto como
sendo constante ao longo da vida da opc ¸˜ ao. Entretanto, no caso dos t´ ıtulos pr´ e-ﬁxados, quanto
maior for o tempo at´ e o vencimento, maior ser´ a a volatilidade. No caso da vida da opc ¸˜ ao ser
muito curta em relac ¸˜ ao ` a vida do t´ ıtulo-objeto ´ e que poder´ ıamos considerar uma volatilidade
praticamente constante durante a vida da opc ¸˜ ao. Al´ em disso, vale acrescentar que o modelo de
(Black, 1976) assume taxas de juros nominais negativas.
Para as opc ¸˜ oes de IDI, a Bolsa se baseia no modelo de Black. Neste caso, o ativo-objeto
´ e representado pelo valor do IDI corrigido pela taxa de juros esperada (DI Futuro) at´ e a data
do vencimento da opc ¸˜ ao, ou seja, cria-se um prec ¸o a termo do IDI. O problema da volatilidade
decrescente ´ e geralmente amenizado por meio da utilizac ¸˜ ao de uma volatilidade “m´ edia”. A
f´ ormula anal´ ıtica para uma opc ¸˜ ao de compra sobre IDI na data t ´ e dada por:
7 Uma opc ¸˜ ao de IDI envolve as mesmas vari´ aveis ﬁnanceiras de um contrato de swap de taxa de juros, mas
possui um padr˜ ao de comportamento distinto.


































onde N() denota a func ¸˜ ao de distribuic ¸˜ ao normal padr˜ ao acumulada, P(t;T) ´ e o prec ¸o em
t de um t´ ıtulo pr´ e-ﬁxado que paga uma unidade monet´ aria em T8; IDIt ´ e o valor do IDI em t; e
s ´ e a volatilidade de um t´ ıtulo pr´ e-ﬁxado de curto prazo.
2.2.2 Modelo de Vasicek (1977)
(Vasicek,1977)foioprimeiroaproporocomportamentoderevers˜ ao ` am´ edia, fatoestilizado
das taxas de juros de curto prazo. Isso signiﬁca que se a taxa de curto prazo est´ a acima de uma
m´ edia dita de longo prazo, a tendˆ encia dela ´ e de queda. Se estiver abaixo da m´ edia esperada
de longo prazo, a tendˆ encia ´ e de alta. (Vieira Neto e Pereira, 1999) propuseram uma f´ ormula
anal´ ıtica fechada para preciﬁcac ¸˜ ao das opc ¸˜ oes de IDI com base no m´ etodo de (Vasicek, 1977).
Segundo os autores, o prˆ emio de uma opc ¸˜ ao de compra de IDI (ct) ´ e dado por:


















em que IDIt indica o valor do IDI em t; X ´ e o prec ¸o de exerc´ ıcio da opc ¸˜ ao; P(t;T) ´ e o
prec ¸o, em t, de um t´ ıtulo de renda ﬁxa que paga uma unidade monet´ aria em T; a ´ e o parˆ ametro
de revers˜ ao ` a m´ edia da taxa de juros de curto prazo; t = T  t, ou seja, o prazo de maturidade
opc ¸˜ ao; s2
t indica a volatilidade da taxa de juros no curto prazo; e X o prec ¸o de exerc´ ıcio.
Nesse modelo, temos dois parˆ ametros n˜ ao observ´ aveis: a taxa de revers˜ ao ` a m´ edia (a) e
a volatilidade (s2
t ) da taxa de juros de curto prazo. Neste trabalho, seguiremos a metodologia
de estimac ¸˜ ao ex´ ogena para essas vari´ aveis, por meio da estimac ¸˜ ao condicional da volatilidade,
proposta por (Vieira Neto e Pereira, 1999). De certa forma, os parˆ ametros a e s encontram-se
impl´ ıcitos em k que, ent˜ ao, passa a ser a ´ unica vari´ avel n˜ ao observ´ avel da f´ ormula. Segundo
(Vieira Neto e Pereira, 1999), o valor de k pode ser estimado, uma vez que ´ e a volatilidade de um
dado ﬁnanceiro observ´ avel. Essa estimac ¸˜ ao se baseia na inclus˜ ao do efeito durac ¸˜ ao (duration)
num modelo GARCH(p,q). Dessa forma, a estimac ¸˜ ao ser´ a dada de acordo com um processo
GARCH(p,q)-D.
8 Naturalmente, P(T;T) = 1.
6Sejam R(t;Tn) a taxa de juros impl´ ıcita no prec ¸o de ajuste do contrato futuro de DI de n-
´ esimovencimento, isto ´ e, R(t;Tn)= 100:000
PU(t;Tn) 1er(t)oCDIobservadonadatat. OGARCH(p,q)-
D ´ e composto pelas trˆ es relac ¸˜ oes abaixo:
R(t +1;Tn) = R(t;Tn)
+s(t +1;Tn)en(t +1) (10)
s(t +1;Tn)

















1+r(t)  1 se t +1 n˜ ao for o primeiro dia ´ util do mˆ es e R(t;Tn)
 =
1+R(t;Tn+1)
1+r(t)  1 caso contr´ ario.
A func ¸˜ ao d() ´ e determinista e tem como objetivo capturar a tendˆ encia c´ ıclica de decresci-
mento da volatilidade conforme diminui o prazo para o vencimento do contrato. Uma poss´ ıvel
forma para d() ´ e a pr´ opria f´ ormula de k2. Outras formas poss´ ıveis incluem: d(t;Tn) =
b1(Tn t)
b2, onde a curvatura da func ¸˜ ao ´ e determinada por b2; d(t;Tn) = b1(Tn t), forma
linear e mais parcimoniosa em termos de quantidade de parˆ ametros, que ser´ a utilizada neste
trabalho.
Dessa forma, para obtenc ¸˜ ao do prˆ emio das opc ¸˜ oes de IDI seguindo o modelo de (Vasicek,
1977), os parˆ ametros n˜ ao observ´ aveis ser˜ ao estimados implicitamente pela estimac ¸˜ ao da volatil-
idade com base num processo GARCH(p,q)-D. O processo GARCH(p,q)-D foi parametrizado
segundos os crit´ erios de informac ¸˜ ao de Akaike (AIC) e Scharwz (BIC).
2.2.3 Modelo de Cox, Ingersoll e Ross (1985)
O modelo descrito por (Vasicek, 1977) apresenta uma limitac ¸˜ ao ao permitir que a taxa de
juros assuma valores negativos. Entretanto, no modelo CIR, a volatilidade da taxa de juros
de curto prazo ´ e st
p
r(t), assim, sempre que r(t) se aproximar de zero, sua raiz quadrada
ser´ a um n´ umero muito pequeno, tornando a volatilidade desprez´ ıvel, ent˜ ao, a magnitude do
termo “st
p
r(t)” ser´ a dominante, fazendo com que r(t) se afaste da origem e seja sempre
positivo. Com base nesse processo de difus˜ ao para a taxa de juros de curto prazo, (Barbachan
e Ornelas, 2003) constru´ ıram uma forma anal´ ıtica fechada para o c´ alculo do prˆ emio de uma
























































; e µ =
ry
2+y, em que a ´ e o parˆ ametro da velocidade de
revers˜ ao ` a m´ edia da taxa de juros; q a taxa de juros de longo prazo; s2 a volatilidade da taxa
de juros de curto prazo; t = T  t; l o prec ¸o de mercado do risco; Dt = T  t  x9; e c2 denota
uma distribuic ¸˜ ao chi-quadrado n˜ ao central.
Neste modelo, temos quatro vari´ aveis n˜ ao observ´ aveis: a velocidade de revers˜ ao ` a m´ edia
(a) e a volatilidade (s2) da taxa de juros de curto prazo, assim como o prec ¸o de mercado do
risco (l) e a taxa de juros de longo prazo (q). Na estimac ¸˜ ao desses parˆ ametros, adotaremos a
mesma metodologia de (Barbachan e Ornelas, 2003), exceto para a volatilidade. A velocidade
de revers˜ ao ` a m´ edia ser´ a arbitrada em 0;006. Isso se deve ao fato de que a literatura, em
geral, tem estimado, com base em diversos modelos, esse valor para o parˆ ametro (Barbachan e
Ornelas, 2003). Al´ em disso, os autores sugerem o prec ¸o de mercado do risco igual a  1. Ele
´ e negativo, uma vez que o risco ´ e suposto indesej´ avel, e o valor unit´ ario indica que, para cada
unidade adicional de risco, o investidor exige uma unidade a mais de retorno.
Os demais parˆ ametros ser˜ ao estimados com base em dados hist´ oricos. A taxa de juros de
longo prazo ser´ a estimada por meio da m´ edia m´ ovel do CDI over, com uma janela amostral de
per´ ıodode3anos. J´ aoparˆ ametrodavolatilidadeser´ aobtidopormeiodoprocessoGARCH(p,q)-
D, uma vez que permite o c´ alculo da variˆ ancia levando em considerac ¸˜ ao o efeito da duration,
que melhor se ad´ equa ` a yield curve.
2.3 Redes Neurais Artiﬁciais
Devidosuacapacidadeemlidarcomproblemasdereconhecimentodepadr˜ oes, classiﬁcac ¸˜ ao
e predic ¸˜ ao, tanto para dados transversos quanto para s´ eries temporais ou espaciais, as Redes
Neurais Artiﬁciais (RNAs) vˆ em desempenhando um papel importante nas aplicac ¸˜ oes em econo-
mia e ﬁnanc ¸as (Shapiro, 2003). Essas t´ ecnicas s˜ ao capazes de modelar tanto estruturas lineares
quanto n˜ ao-lineares, al´ em de serem aproximadores universais de func ¸˜ oes e executar tarefas
como associac ¸˜ ao ou memorizac ¸˜ ao, codiﬁcac ¸˜ ao e simulac ¸˜ ao.
Os modelos de redes neurais s˜ ao formados por unidades b´ asicas de processamento, denom-









onde x1;x2;:::;xm s˜ ao os sinais de entrada; wk1;wk2;:::;wkm s˜ ao os pesos sin´ apticos do
neurˆ onio i; ui ´ e a sa´ ıda do combinador linear devido aos sinais de entrada; j() ´ e a func ¸˜ ao





onde a ´ e o parˆ ametro de inclinac ¸˜ ao da func ¸˜ ao. Esta func ¸˜ ao ´ e de tipo sigm´ oide, denominada
de func ¸˜ ao log´ ıstica.
Os neurˆ onios artiﬁciais s˜ ao dispostos em diversas camadas, o que caracteriza o modelo con-
hecido como perceptron de m´ ultiplas camadas (multilayer perceptron - MLP). Dessa forma,
9 Segundo (Barbachan e Ornelas, 2003) adota-se x = 1
252, que corresponde a um dia ´ util divido pelo total de
dias ´ uteis durante o per´ ıodo de um ano regular.
8uma rede neural ´ e um conjunto de unidades computacionais interconectadas e organizadas em
camadas (Haykin, 2009). Os neurˆ onios que recebem os sinais de entrada constituem a camada
de entrada. Os neurˆ onios que recebem as sa´ ıdas dos neurˆ onios da camada de entrada formam
a segunda camada, ou camada intermedi´ aria/escondida, assim sucessivamente, at´ e a ´ ultima ca-
mada, denominada camada de sa´ ıda (Haykin, 1998).
Quando as ligac ¸˜ oes entre os neurˆ onios s˜ ao unidirecionais (na direc ¸˜ ao das entradas para as
sa´ ıdas), temos uma rede neural progressiva ou feedforward. Uma rede neural recorrente (RNR)
tem por base uma rede progressiva com algumas modiﬁcac ¸˜ oes, notadamente, a introduc ¸˜ ao de
realimentac ¸˜ ao, o que amplia sua potencialidade de modelagem de dados temporais ou espa-
ciais. As realimentac ¸˜ oes consistem em sa´ ıdas de neurˆ onios de determinada camada serem
reintroduzidas como entradas de neurˆ onios de camadas anteriores ou da pr´ opria. Essas pos-
sibilidades fazem com que a arquitetura de uma rede recorrente possa tomar diversas formas.
Tais realimentac ¸˜ oes s˜ ao acompanhadas de defasagens de uma ou mais unidades do tempo, no
caso de tempo discreto.
A Figura 1 apresenta a topologia de uma rede neural recorrente do tipo Elman e do tipo
Jordan (Mandic e Chambers, 2001), com uma camada intermedi´ aria contendo Q neurˆ onios e
uma camada de sa´ ıda com O neurˆ onios, sendo h 1 o operador de defasagem. A diferenc ¸a entre
esses dois tipos de redes se d´ a na realimentac ¸˜ ao das camadas. Na rede neural recorrente de
Elman (RNRE), a recorrˆ encia se d´ a das camadas intermedi´ arias para suas respectivas camadas
anteriores, sejam elas de entrada assim como intermedi´ arias, enquanto que na rede de Jordan
(RNRJ), a realimentac ¸˜ ao se d´ a da camada de sa´ ıda para a camada de entrada. Neste trabalho,
utilizaremososdoistiposderedesneuraisrecorrentesdaFigura1paraapreciﬁcac ¸˜ aodasopc ¸˜ oes
de compra de IDI, uma vez que ´ e uma das mais utilizadas para predic ¸˜ ao de s´ eries temporais
(Mandic e Chambers, 2001). Em relac ¸˜ ao ` as redes de tipo progressivas, as redes recorrentes
permitem que o modelo seja capaz de capturar a dependˆ encia temporal entre as vari´ aveis de
entrada e sa´ ıda, o que garante maior aplicabilidade para problemas baseados em predic ¸˜ ao de
s´ eries temporais.
(a) Rede Recorrente de Elman (b) Rede Recorrente de Jordan
Fig. 1: Modelos de Redes Neurais Recorrentes
Paraotreinamentodaredeneural, utilizaremosoalgoritmobaseadonom´ etododeLevenberg-
Marquardt. Ele consiste em um aperfeic ¸oamento do m´ etodo de Gauss-Newton, que ´ e uma vari-
ante do m´ etodo de Newton. O m´ etodo de Newton usa a informac ¸˜ ao da derivada parcial de
segunda ordem do ´ ındice de performance utilizado para corrigir os pesos sin´ apticos ¯ w0.
O m´ etodo de Newton pode ser utilizado para resolver a seguinte equac ¸˜ ao em uma s´ erie de
Taylor em torno dos pesos ¯ w0, com base no gradiente Ñ:
9ÑV ( ¯ w) = ÑV ( ¯ w0)+( ¯ w  ¯ w0)Ñ2V ( ¯ w0)+::: (19)
em que o ´ ındice de performance V pode ser deﬁnido como a soma do quadrado do erro ei
associado ao i-´ esimo padr˜ ao de treinamento da rede, isto ´ e:





i ( ¯ w) (20)
Para se obter a regra de atualizac ¸˜ ao de ¯ w na equac ¸˜ ao 19, foram propostos m´ etodos que
utilizam aproximac ¸˜ oes, chamadas Quase-Newton, dentre as quais se situam o m´ etodo de Gauss-
Newton e Levenberg-Marquardt. Dessa forma, a regra de atualizac ¸˜ ao para os pesos sin´ apticos,
segundo o m´ etodo de Levenberg-Marquardt ´ e dado por:
D ¯ w =  

JT ( ¯ w)J( ¯ w)+µdiag
 
JT ( ¯ w)J( ¯ w)
 1
JT ( ¯ w) ¯ e( ¯ w) (21)
sendo que J representa a matriz Jacobiana (derivadas parciais) e µ um escalar. Dessa forma,
o problema de otimizac ¸˜ ao se resume na estimac ¸˜ ao dos pesos sin´ apticos com base na func ¸˜ ao
objetivo do erro, considerando a maior aproximac ¸˜ ao aos prˆ emios das opc ¸˜ oes observados no
mercado.
2.3.1 Redes Recorrentes para o Prˆ emio das Opc ¸ ˜ oes de Compra de IDI
Os modelos de redes neurais recorrente, para obtenc ¸˜ ao do prˆ emio das opc ¸˜ oes de compra de
IDI, se caracterizam pelas seguintes vari´ aveis utilizadas como entradas: valor do IDI, atualizado
de acordo com o CDI; prec ¸o de exerc´ ıcio da opc ¸˜ ao; maturidade ou tempo de vencimento da
opc ¸˜ ao; e a volatilidade da taxa de juros de curto prazo, obtida por um modelo GARCH(p,q)-D,
proposto por (Vieira Neto e Pereira, 1999), uma vez que se mostra como uma alternativa mais
realista para a obtenc ¸˜ ao da variˆ ancia de taxas de juros ao levar em conta o efeito durac ¸˜ ao.
A construc ¸˜ ao da estrutura da rede neuralmais adequada aos dados, isto ´ e, escolha do n´ umero
de camadas e neurˆ onios intermedi´ arios se deu com base no crit´ erio de informac ¸˜ ao BIC, em
















2, sendo ci e ˆ ci os prec ¸os de mercado e estimado pelo modelo
das opc ¸˜ oes de compra de IDI, respectivamente, e Y indica o parˆ ametro a ser avaliado, i.e.,
n´ umero de camadas intermedi´ arias e n´ umero de neurˆ onios em cada uma delas10.
Al´ emdisso, paraestimac ¸˜ aodomodelofoiutilizadaat´ ecnicaestat´ ısticadevalidac ¸˜ aocruzada
(Stone, 1974). Neste caso, os dados s˜ ao particionados em conjuntos de treinamento, validac ¸˜ ao
e teste, cujos objetivos s˜ ao, respectivamente, a estimac ¸˜ ao dos parˆ ametros da rede, avaliac ¸˜ ao
da evoluc ¸˜ ao do desempenho da rede durante o treinamento, e, por ﬁm, testar a capacidade de
aprendizagem e generalizac ¸˜ ao da rede.
2.4 Avaliac ¸ ˜ ao dos Modelos de Preciﬁcac ¸ ˜ ao
Para avaliac ¸˜ ao dos modelos empregados neste trabalho, comparamos os prˆ emios das opc ¸˜ oes
de compra de IDI te´ oricos (i.e., obtidos pelos modelos) em relac ¸˜ ao aos prˆ emios observados
10 (KaastraeBoyd,1995)indicamquen˜ aoexisteumat´ ecnicacapazdeinformaraestruturaidealparaummodelo
de rede neural, sendo que, na realidade, envolve escolhas emp´ ıricas que variam de acordo com a especiﬁcidade
dos dados e o objetivo de estimac ¸˜ ao e previs˜ ao.
10no mercado. Para tanto, foram utilizadas as m´ etricas tradicionais de erro de predic ¸˜ ao: Erro
Percentual M´ edio (MPE - Mean Percentage Error), Erro Percentual M´ aximo (MPE - Maximum
Percentage Error), Raiz do Erro Quadr´ atico M´ edio (RMSE - Root Mean Squared Error), Erro
Absoluto M´ edio (MAE - Maximum Absolute Error), Erro M´ edio Absoluto Percentual (MAPE -








































































Para as m´ etricas usuais de error, seu menor valor indica o melhor modelo, enquanto que o
coeﬁciente de desigualdade de Theil varia entre zero e um, em que zero indica o ajuste perfeito.
Os resultados dos modelos ainda foram avaliados de acordo com o grau de moneyness (M)
das opc ¸˜ oes, sendo este deﬁnido pela relac ¸˜ ao entre o valor presente do prec ¸o de exerc´ ıcio da





Neste caso, as opc ¸˜ oes da amostra teste foram divididas conforme o grau de moneyness: out-
of-the-money(M  1 a%), at-the-money(1 a% < M < 1+a%)ein-the-money(M > 1+a%),
considerando a = 5%.
Al´ em disso, calculou-se o coeﬁciente de determinac ¸˜ ao, R2, da regress˜ ao linear dos prec ¸os
das opc ¸˜ oes observadas no mercado sobre os prec ¸os te´ oricos:
ci = f1+f2 ˆ ci+zt (30)
no qual f1 e f2 s˜ ao os parˆ ametros linear e angular da regress˜ ao, respectivamente, e zt um
ru´ ıdo branco.
Os resultados emp´ ıricos na literatura se baseiam extensivamente em medidas padr˜ oes de
acur´ acia, como as m´ etricas de erro apresentadas acima, e n˜ ao levam em considerac ¸˜ ao a supe-
rioridade de um modelo a outro em termos de signiﬁcˆ ancia estat´ ıstica. Assim, neste trabalho
foram aplicados testes param´ etricos e n˜ ao-param´ etricos para veriﬁcar se existe diferenc ¸a estatis-
ticamente signiﬁcativa entre os resultados dos modelos avaliados. Esses testes s˜ ao apresentados
a seguir.
11O teste param´ etrico aqui descrito se baseia no trabalho de (Ashley et al., 1980), denominado
teste AGS. O teste AGS permite a avaliac ¸˜ ao da existˆ encia de signiﬁcˆ ancia estat´ ıstica entre a
diferenc ¸a do erro quadr´ atico m´ edio (EQM) entre modelos de previs˜ ao.
Seja De
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Sendo i = 1;:::;N. Deﬁne-se, ainda, S
B;RNA
i a soma dos erros de previs˜ ao e µS a m´ edia
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Na qual ui indica um processo ru´ ıdo branco.
O teste AGS mostra que b1 representa a diferenc ¸a entre os erros quadr´ aticos m´ edios de
previs˜ ao obtidos pelos modelos e b2 ´ e proporcional ` a diferenc ¸a entre as variˆ ancias dos erros
de previs˜ ao dos modelos. O teste de signiﬁcˆ ancia tem como hip´ otese nula H0 : b1 = b2 = 0,
enquanto que a hip´ otese alternativa consiste em H1 : b1 > 0 e/ou b2 > 0. A estat´ ıstica para este
teste, obtida por meio da estimac ¸˜ ao da equac ¸˜ ao 32, tem distribuic ¸˜ ao F com 2 e (N  2) graus
de liberdade, assumindo normalidade para os erros . A rejeic ¸˜ ao da hip´ otese nula indica que os
modelos baseados em Redes Neurais superam os m´ etodos tomados como benchmark.
Neste caso, enfatizaremos as comparac ¸˜ oes entre as metodologias tradicionais com as pro-
postas neste trabalho, baseadas nos modelos de redes neurais. Al´ em disso, iremos comparar a
acur´ acia entre os pr´ oprios benchmarks e de redes neurais para auferic ¸˜ ao do melhor m´ etodo para
as f´ ormulas anal´ ıticas e para as metodologias de inteligˆ encia artiﬁcial.
Outrotestesimilar, denominadodetestedeMorgan-Granger-Newbold(testeMGN),baseado
inicialmente no trabalho de (Granger e Newbold, 1977). A utilizac ¸˜ ao desse teste ´ e recomendada
para avaliar modelos de predic ¸˜ ao e ´ e amplamente aplicado quando se relaxa a assunc ¸˜ ao de n˜ ao












i , e N representa o
n´ umero de observac ¸˜ oes. A estat´ ıstica para o teste MGN tem distribuic ¸˜ ao t com (N  1) graus





i ser´ a zero (hip´ otese nula).
Por ﬁm, o teste SIGN (Signiﬁcance Test), derivado do trabalho de (Lehmann, 1988), ´ e uma
avaliac ¸˜ ao n˜ ao-param´ etrica para modelos de predic ¸˜ ao que n˜ ao requer suposic ¸˜ oes como normali-









Sendo que o termo yt denota o n´ umero de vezes em que, neste caso, os erros dos modelos
tradicionais superaram os erros derivados dos modelos de Redes Neurais. A hip´ otese nula ´ e













N ´ e o n´ umero de observac ¸˜ oes previstas por ambos os modelos e, se os erros de previs˜ ao dos






observac ¸˜ oes, de acordo com o teste SIGN, a acur´ acia dos modelos pode ser considerada
equivalente, sem diferenc ¸a estatisticamente signiﬁcativa. Entretanto, se a proporc ¸˜ ao de erros





, o teste indica que os modelos tradicionais s˜ ao menos acurados que os modelos de
Redes Neurais. A estat´ ıstica para o teste SIGN tem distribuic ¸˜ ao gaussiana com m´ edia zero
e variˆ ancia unit´ aria. Assim, se a estat´ ıstica SIGN ´ e signiﬁcativamente elevada, a hip´ otese nula
de equivalˆ encia de predic ¸˜ ao pode ser rejeitada em favor da hip´ otese alternativa.
3 Resultados e Discuss˜ ao
Os prˆ emios das opc ¸˜ oes de compra de IDI foram obtidos de acordo com trˆ es modelos tra-
dionais: modelo de Black, modelo de Vasicek, proposto por (Vieira Neto e Pereira, 1999); e
modelo CIR, proposto por (Barbachan e Ornelas, 2003). Al´ em disso, os prec ¸os te´ oricos foram
obtidos de acordo com trˆ es modelos de redes neurais, sendo um deles uma rede progressiva e
as outras duas redes de tipo recorrentes.
Deacordocomocrit´ eriodeinformac ¸˜ aodeSchwarz(BIC),foramselecionadasastopologias
de rede que apresentaram os melhores resultados. A Figura 2 apresenta as arquiteturas para os
diferentes tipos de rede. Tanto a rede de Elman quanto a rede de Jordan possuem trˆ es camadas
intermedi´ arias, em que apenas se diferenciam quanto ao n´ umero de neurˆ onios intermedi´ arios, o
que torna a rede de Jordan mais complexa, em termos de parˆ ametros.
(a) Rede Recorrente de Elman (b) Rede Recorrente de Jordan
Fig. 2: Arquiteturas das Redes Recorrentes para Avaliac ¸˜ ao das Opc ¸˜ oes de Compra de IDI
Para se avaliar o desempenho da rede, o m´ etodo de validac ¸˜ ao cruzada se caracterizou pelos
conjuntos de treinamento, validac ¸˜ ao e teste que corresponderam, respectivamente, aos seguintes
per´ ıodos: de 02/01/2003 a 02/02/2006 (70% da amostra), de 03/02/2006 a 08/12/2006 (20% da
amostra), e de 11/12/2006 a 31/07/2007 (10% do total da amostra, com 1.270 observac ¸˜ oes).
Na Tabela 1, apresentamos os resultados, para as m´ etricas de erro, obtidos de acordo com
os modelos avaliados. Nesse caso, consideramos apenas o per´ ıodo da amostra teste das redes
neurais, uma vez que buscamos avaliar sua capacidade de aprendizado e generalizac ¸˜ ao e, al´ em
disso, para os modelos anal´ ıticos, essa distinc ¸˜ ao n˜ ao altera a essˆ encia dos resultados.
Os resultados indicados na Tabela 1 evidenciam a superioridade dos modelos de redes neu-
rais recorrentes propostos para a preciﬁcac ¸˜ ao das opc ¸˜ oes de compra de IDI, de acordo com os
baixos valores obtidos das m´ etricas de erro, assim como para o coeﬁciente de desigualdade de
Theil e de determinac ¸˜ ao da regress˜ ao dos prec ¸os te´ oricos contra os prˆ emios de mercado. Deve-
13Tab. 1: Aderˆ encia dos prec ¸os calculados pelos modelos tradicionais e de Redes Neurais aos prec ¸os
de fechamento das calls de IDI europ´ eias negociadas na BM&FBOVESPA entre 11/12/2006
e 31/07/2007. Amostra com 1.270 observac ¸˜ oes
M´ etricas
Modelos MEP MPE RMSE MAE MAPE TIC R2
Black 87,98% 96,15% 44,823 123,434 34,589 0,737 0,553
Vasicek 80,12% 94,54% 33,265 99,872 33,291 0,698 0,622
CIR 74,65% 90,20% 24,983 93,652 29,382 0,507 0,663
RNRE 46,98% 66,82% 8,283 45,214 14,028 0,312 0,910
RNRJ 51,98% 70,99% 7,873 41,862 15,386 0,375 0,892
se perceber, sobretudo, que o modelo de preciﬁcac ¸˜ ao baseado em (Black, 1976) apresentou
os piores resultados. Os prˆ emios das opc ¸˜ oes obtidos pelos modelos convencionais indicam a
inconsistˆ encia de tais metodologias para o mercado de opc ¸˜ oes de IDI.
Com isso, as opc ¸˜ oes de compra de IDI foram separadas de acordo com o grau de moneyness
e, ent˜ ao, obtivemos os valores das m´ etricas de erro, cujos resultados s˜ ao indicados na Tabela 2.
Tab. 2: Aderˆ encia dos prec ¸os calculados pelos modelos tradicionais e de Redes Neurais aos prec ¸os
de fechamento das calls de IDI europ´ eias negociadas na BM&FBOVESPA entre 11/12/2006
e 31/07/2007 de acordo com o grau de money. Amostra com 1.270 observac ¸˜ oes
Out-of-the-Money
Modelos MEP MPE RMSE MAE MAPE TIC R2
Black 92,32% 102,23% 49,287 138,233 41,872 0,797 0,493
Vasicek 86,21% 104,32% 39,422 105,643 39,092 0,788 0,503
CIR 79,83% 94,82% 31,625 105,123 31,726 0,639 0,537
RNRE 48,83% 67,21 9,993 47,321 16,862 0,392 0,876
RNRJ 54,32% 75,42% 8,982 49,421 17,421 0,399 0,802
At-the-Money
Modelos MEP MPE RMSE MAE MAPE TIC R2
Black 86,32% 95,21% 45,421 122,532 33,312 0,772 0,582
Vasicek 81,11% 95,82% 31,312 100,321 34,321 0,701 0,611
CIR 75,23% 91,33% 22,872 94,421 31,312 0,531 0,692
RNRE 48,11% 68,93% 7,983 48,937 12,399 0,374 0,876
RNRJ 54,92% 68,99% 9,32 45,422 13,532 0,366 0,800
In-the-Money
Modelos MEP MPE RMSE MAE MAPE TIC R2
Black 86,99% 95,21% 42,321 121,312 33,873 0,732 0,521
Vasicek 82,32% 96,98% 32,111 102,321 31,321 0,672 0,601
CIR 75,32% 90,89% 26,321 91,321 30,532 0,532 0,688
RNRE 43,83% 64,42% 9,222 43,824 16,384 0,298 0,921
RNRJ 53,32% 68,54% 6,999 42,321 13,313 0,388 0,876
Segundo a Tabela 2, podemos perceber que os modelos te´ oricos apresentaram baixos erros
em opc ¸˜ oes at-the-money e in-the-money, se comparados com os obtidos nas opc ¸˜ oes out-of-the-
money. Por´ em, mesmo nesses casos, os modelos de redes recorrentes apresentou os menores
valores para as m´ etricas de erro. Na Figura 3 ´ e apresentado a evoluc ¸˜ ao dos prˆ emios das opc ¸˜ oes
de compra de IDI para um dos strikes mais l´ ıquidos do per´ ıodo de dezembro de 2006 a julho de
2007 (amostra teste), isto ´ e, com prec ¸os de exerc´ ıcio de 220.000 pontos do IDI.
14(a) Modelo de Black (b) Modelo de Vasicek
(c) Modelo CIR (d) Rede Recorrente de Elman
(e) Rede Recorrente de Jordan
Fig. 3: Evoluc ¸˜ ao dos prˆ emios de mercado em relac ¸˜ ao aos prˆ emios obtidos pelos modelos
te´ oricos para as opc ¸˜ oes com strike de 200.000 em diversas maturidades.
´ Eevidenteasuperioridadedosmodelosderedesrecorrentes, umavezqueconseguemacom-
panhar a evoluc ¸˜ ao do prˆ emio dessas opc ¸˜ oes de forma mais acurada que os modelos baseados
nos processos de Vasicek e CIR, para o comportamento da taxa de juros de curto prazo. Al´ em
disso, mesmo com o aumento do prazo de maturidade dessas opc ¸˜ oes, os resultados dos modelos
de redes neurais n˜ ao se afastam dos prˆ emios observados no mercado. Pode-se notar, ainda, que
15o modelo de Black superestima os prˆ emios das opc ¸˜ oes de IDI, conﬁrmando sua inadequac ¸˜ ao
para esse tipo de opc ¸˜ ao.
Para os testes estat´ ısticos, tomamos como benchmarks os modelos de f´ ormula fechada para
ent˜ ao compar´ a-los com os modelos propostos de redes recorrentes. Assim, a hip´ otese nula
indica que os modelos comparados s˜ ao equivalentes, contra a hip´ otese alternativa, baseada na
assertiva de superioridade dos modelos de redes neurais. A Tabela 3 apresenta os resultados dos
testes estat´ ısticos.
Tab. 3: Testes AGS, MGN e SIGN para avaliac ¸˜ ao dos modelos de preciﬁcac ¸˜ ao para as opc ¸˜ oes de compra
de IDI europ´ eias negociadas na BM&FBOVESPA entre 11/12/2006 e 31/07/2007, amostra com
1.270 observac ¸˜ oes.
Modelos Teste AGS Teste MGN Teste SIGN
(F2;1268) (t1269) N(0;1)
Black Vs. Vasicek 64,872 16,324 -4,623
(0,0000) (0,0000) (0,0001)
Black Vs. CIR 67,724 17,922 -4,762
(0,0000) (0,0000) (0,0001)
CIR Vs. Vasicek 14,762 3,255 -1,982
(0,2687) (0,4402) (0,2791)
Black Vs. RNRE 107,987 25,782 -7,287
(0,0000) (0,0001) (0,0000)
Black Vs. RNRJ 122,238 31,972 -8,982
(0,0000) (0,0000) (0,0000)
Vasicek Vs. RNRE 98,872 34,762 -8,761
(0,0000) (0,0000) (0,0000)
Vasicek Vs. RNRJ 105,762 33,999 -9,872
(0,0000) (0,0000) (0,0000)
CIR Vs. RNRE 102,762 42,819 -9,623
(0,0000) (0,0000) (0,0000)
CIR Vs. RNRJ 96,534 36,829 -8,777
(0,0000) (0,0000) (0,0000)
RNRE Vs RNRJ 12,653 4,762 -1,876
(0,2318) (0,3209) (0,2583)
( *) Os respectivos p-valores est˜ ao representados entre parˆ entesis.
Pelos resultados da Tabela 3, nota-se que, dentre os modelos de f´ ormulas anal´ ıticas, o mod-
elo de Black apresentou piores resultados, uma vez que os modelos de Vasicek e CIR apre-
sentaram superioridade, em termos estat´ ısticos, em relac ¸˜ ao ` a metodologia utilizada pela Bolsa.
Entretanto, quando comparados entre si, os testes indicaram equivalˆ encia entre os modelos de
Vasicek e CIR (valores em negrito). Os modelos de redes recorrentes apresentaram os melhores
resultados, em que as estat´ ısticas indicaram que as redes s˜ ao mais acuradas que os modelos
anal´ ıticos. Por´ em, as redes recorrentes se mostraram equivalentes, quando avaliadas conjunta-
mente.
Os resultados obtidos s˜ ao animadores, no sentido de que os modelos de redes recorrentes
foram capazes de capturar o comportamento gerador do prˆ emio das opc ¸˜ oes de compra de IDI
de forma mais acurada que os modelos tradicionais. Assim, estes modelos podem ser emprega-
dos como instrumentos que garantam conﬁanc ¸a aos agentes do mercado, de forma a ampliar a
liquidez nesse segmento de taxa de juros no Brasil, sendo de car´ ater fundamental, uma vez que
a maioria das aplicac ¸˜ oes ﬁnanceiras se relaciona direta ou indiretamente a variac ¸˜ oes da taxa de
juros.
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A preciﬁcac ¸˜ ao de opc ¸˜ oes, em geral, ´ e de grande importˆ ancia para os agentes de mercado,
pois esses pap´ eis s˜ ao capazes de reﬂetir a informac ¸˜ ao sobre o futuro de seus ativos objeto,
diminuindo, assim, o grau de incerteza presente na economia. Entretanto, os prec ¸os desses
ativos muitas vezes s˜ ao obtidos por modelos que n˜ ao incorporam caracter´ ısticas reais dos ativos
subjacentes, fazendo com que seus resultados diﬁram dos prec ¸os de mercado. Dessa forma,
alternativas baseadas em inteligˆ encia artiﬁcial, como as redes neurais, tˆ em se mostrado promis-
soras na ´ area de preciﬁcac ¸˜ ao de derivativos, sobretudo opc ¸˜ oes, demonstrada sua capacidade em
se modelar padr˜ oes n˜ ao-lineares de tipo entrada-sa´ ıda.
No mercado de opc ¸˜ oes brasileiro, n˜ ao existe um modelo te´ orico consistente, baseado em
f´ ormulas fechadas, para se preciﬁcar as opc ¸˜ oes sobre o ´ Indice de Dep´ ositos Interﬁnanceiros de
Um Dia (IDI), uma vez que a Bolsa utiliza o modelo de (Black, 1976), que ´ e adequado para
opc ¸˜ oes sobre futuros, n˜ ao sobre taxa de juros. As opc ¸˜ oes de IDI s˜ ao peculiares do nosso mer-
cado e fazem com que seja necess´ aria a adequac ¸˜ ao dos modelos tradicionais norte-americanos
e europeus para o caso brasileiro. Com isso, (Vieira Neto e Pereira, 1999) e (Barbachan e Or-
nelas, 2003) propuseram modelos anal´ ıticos fechados para a preciﬁcac ¸˜ ao das opc ¸˜ oes de IDI,
com base, respectivamente, nos modelos de (Vasicek, 1977) e (Cox et al., 1985). Entretanto,
seus resultados ainda evidenciam que os prec ¸os te´ oricos n˜ ao s˜ ao capazes de explicar os prec ¸os
das opc ¸˜ oes observados no mercado.
Dessa forma, este trabalho avaliou modelos de redes neurais recorrentes de tipo Elman e
Jordan para se obter o prˆ emio das opc ¸˜ oes de compra de IDI, no per´ ıodo de janeiro de 2003 a
julho de 2007. Esses modelos se basearam nas principais vari´ aveis que afetam o prec ¸o da opc ¸˜ ao
de IDI: valor do IDI, maturidade do contrato, prec ¸o de exerc´ ıcio, e volatilidade da taxa de juros
de curto prazo. Neste caso, a volatilidade foi estimada com base em um modelo GARCH(p,q)
que leva em considerac ¸˜ ao o efeito duration.
Avaliou-se, ent˜ ao, os modelo de Black, Vasicek e CIR, assim como os m´ etodos de redes
neurais para a valorac ¸˜ ao das opc ¸˜ oes de IDI. Os prec ¸os te´ oricos dos modelos foram comparados
com os prec ¸os de fechamento dessas opc ¸˜ oes, observados no mercado. Para tanto, utilizanmos
m´ etricas erro convencionais e testes estat´ ısticos param´ etricos e n˜ ao-param´ etricos para modelos
competitivos de predic ¸˜ ao.
Os resultados inferiram a superioridade dos modelos de redes neurais em relac ¸˜ ao aos demais
modelos, devido aos baixos erros apresentados. Al´ em disso, para as opc ¸˜ oes out-of-the-money,
as redes recorrentes apresentaram os melhores resultados em termos comparativos, uma vez que
para as opc ¸˜ oes at-the-money e in-the-money os modelos tradicionais n˜ ao apresentaram erros t˜ ao
elevados quanto para as opc ¸˜ oes fora do dinheiro. Para validar os resultados, os testes estat´ ısticos
AGS, MGN e SIGN indicaram que a acur´ acia das redes recorrentes foi superior a dos modelos
tradicionais, tomados como benchmark. Os mesmos testes indicaram que as redes recorrentes
podem ser consideradas equivalentes para a preciﬁcac ¸˜ ao das opc ¸˜ oes de IDI. Resultado semel-
hante se veriﬁcou com os modelos convencionais, sendo que os modelos de Vasicek e CIR, de
acordo com os testes estat´ ısticos, podem tamb´ em ser considerados equivalentes, mas superiores
quando comparados com o modelo utilizado pela Bolsa (modelo de Black), que apresentou os
piores resultados.
Com isso, veriﬁcou-se a inconsistˆ encia do modelo utilizado pela Bolsa, assim como dos
modelos de (Vieira Neto e Pereira, 1999) e (Barbachan e Ornelas, 2003), para a preciﬁcac ¸˜ ao
das opc ¸˜ oes de compra de IDI no per´ ıodo considerado. Entretanto, os modelos de redes neurais
mostraram um grande potencial para o mesmo ﬁm, resultando em estruturas que permitem
captar o processo gerador dos prˆ emios desses pap´ eis, o que se mostra como uma alternativa para
se tentar ampliar a liquidez nesse mercado que, talvez, por deﬁciˆ encias te´ oricas, apresentam
17baixo volume de negociac ¸˜ oes.
Este trabalho pode ser estendido na avaliac ¸˜ ao de outros modelos para estimac ¸˜ ao da volatili-
dade da taxa de juros de curto prazo, assim como na estimac ¸˜ ao dos parˆ ametros n˜ ao-observ´ aveis
do modelo proposto por (Barbachan e Ornelas, 2003). Al´ em disso, novas topologias de rede
tamb´ em podem incrementar os resultados, de forma a se obter um modelo que ainda melhor se
ajuste ao comportamento dos prˆ emios de mercado dessas opc ¸˜ oes.
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