This chapter illustrates how the concepts and algorithms described earlier in this book can be used to build practical database replication systems. This is achieved first by addressing architectural challenges on how required functionality is provided by generally available software componentes and then how different components can be efficiently integrated. A second set of practical challenges arises from experience on how performance assumptions map to actual environments and real workloads. The result is a generic architecture for replicated database management systems, focusing on the interfaces between key components, and then on how different algorithmic and practical optimization options map to real world gains. This shows how consistent database replication is achievable in the current state of the art.
Introduction
This chapter illustrates how the concepts and algorithms described earlier in this book can be used to build practical database replication systems. Hereafter a practical database replication system is a system that has the following qualities:
• It can be configured to tune the performance of multiple database engines and execution environments (including different hardware configurations of the node replicas and different network configurations). • It is modular: the system provides well defined interfaces among the replication protocols, the database engines, and the underlying communication and coordination protocols. Thus, it can be configured to use the best technologies that fit a given target application scenario. • Its modularity is not an impairment to performance. In particular it provides the hooks required to benefit from optimizations that are specific to concrete database or network configurations. • It combines multiple replica consistency protocols in order to optimize its performance under different workloads, hardware configurations, and load conditions. 254 A. Correia Jr.
To achieve these goals we have defined an architecture based on three main blocks:
• replication-friendly database,
• group communication support, and • pluggable replica consistency protocols.
First of all, to achieve modularity without losing performance, the system needs to have replication support from the database engine. As we will see later in this chapter, the client interfaces provided by a Database Management System (DBMS) do not provide enough information for replication protocols. The replication protocols need to know more about the intermediate steps of a transaction in order to achieve good performance. Secondly, we will focus on group communication-based replication protocols. A Group Communication Service (GCS) eases the implementation of replication protocols by providing abstractions for message reliability, ordering and failure detection. In this chapter, we will discuss some details that need to be addressed when applying GCS to practical database replication systems. Finally, we will describe the replication protocols, how they interact with the other building blocks and show how they can be instantiated using different technologies. The achievements described here are the result of our experience in architecting, building and evaluating multiple instantiations of our generic architecture [9, 13] . The rest of the chapter is structured as follows. An architecture for practical database replication is presented in Section 13.2. Then, we devote a separate section to each main component of the architecture. In detail: Section 13.3 describes how to offer replication-friendly database support; Section 13.4 presents the necessary communication and coordination support to the pluggable replication protocols, which are described in Section 13.5. Section 13.6 presents an evaluation of several consistent database replication protocols on top of the described architecture. Section 13.7 concludes the chapter.
An Architecture for Practical Database Replication
In the following paragraphs we will briefly describe a generic architecture for practical database replication. The architecture, illustrated in Figure 13 .1, is composed of the following building blocks:
• The Application, which might be the end-user or a tier in a multi-tiered application. • The Driver provides a standard interface for the application. The Driver provides remote accesses to the (replicated) database using a communication mechanism that is hidden from the application, and can be proprietary. • The Load Balancer dispatches client requests to database replicas using a suitable load-balancer algorithm. • The DBMS, or Database Management System, which holds the database content and handles remote requests to query and modify data expressed in standard SQL.
