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Let μ(G) and ω(G) be the Colin de Verdie`re and clique numbers of
a graph G, respectively. It is well-known that μ(G)ω(G) − 1 for
all graphs. Our main results include μ(G)ω(G) for all chordal
graphs; μ(G) tw(G) + 1 for all graphs (where tw is the tree-
width), and a characterization of those split (⊆ chordal) graphs
for which μ(G) = ω(G). The bound μ(G) tw(G) + 1 improves
a result of Colin de Verdie`re by a factor of 2.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
In 1990 Colin de Verdière [6] (English translation in [7]) introduced a new spectral invariant of
graphs, denotedμ and called ever since the Colin de Verdière number. Roughly speaking, it is a spectral
measure of the graph’s geometric complexity. The startling result proved in [6] is that μ(G) 3 if and
only if G is planar.
Our aim in this note is to investigate the Colin de Verdière numbers andmatrices of chordal graphs
and their special subclass, the split graphs. The present work generalizes the results of [5] where the
further subclass of threshold graphs had been considered. We refer the reader to the books [4] and
[13] and their references for surveys of these graph classes and many others besides.
2. The deﬁnition of μ(G) and its basic properties
The comprehensive survey [16] is a reference formost of the known facts aboutμ(G) andwe largely
follow its notation and terminology. Also, we denote the size of the largest clique of G byω(G) and the
set of neighbours of vertex v by N(v).
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We shall denote by R(n) the set of symmetric real n × n matrices. The pointwise (Hadamard or
Schur) product of two matrices A, B of the same order will be denoted by A ◦ B.
Deﬁnition 2.1 [1]. LetM, X ∈ R(n). We say that X fully annihilates M if the following holds:
MX = M ◦ X = I ◦ X = 0.
Deﬁnition 2.2 [6,16]. Let G be a graph on n vertices. The Colin de Verdière number of G, denoted μ(G),
is the maximum nullity of a matrixM ∈ R(n) that satisﬁes the following conditions:
for all i /= j : Mi,j < 0 if i ∼ j andMi,j = 0 if i j. (1)
M has exactly one negative eigenvalue (counting multiplicity). (2)
If X ∈ R(n) fully annihilatesM then X = 0. (3)
Condition (3) is called the Strong Arnold Property. Matrices that satisfy condition (1) are also called
discrete Schrödinger operators or generalized Laplacians and thematrices that satisfy all three conditions
are the Colin de Verdière matrices of G.
Recall that a minor of a graph is obtained by a sequence of vertex deletions and edge deletions
and contractions. The Colin de Verdière number possesses the following deep property (cf.
[16, (2.4)]):
Theorem 2.3 [6]. Let H be a minor of G. Then μ(H)μ(G).
It is easy to see that μ(Kn) = n − 1 and thus we have the
Corollary 2.4. μ(G)ω(G) − 1.
Note also that
Proposition 2.5 (1.2 of [16]). G = Kn is the only graph on n 3 vertices with μ(G) = n − 1.
The following theorem summarizes the known algebraic characterizations of some geometric
properties of a graph in terms of μ (cf. [16, (1.4)]):
Theorem 2.6 [6,17,18]. The following hold:
(1) μ(G) 1 iff G is a disjoint union of paths.
(2) μ(G) 2 iff G is outerplanar.
(3) μ(G) 3 iff G is planar.
(4) μ(G) 4 iff G is linklessly embeddable.
Finally, it is impossible not to mention Colin de Verdiére’s conjecture:
Conjecture 2.7 [6]. χ(G)μ(G) + 1.
3. Clique-sums and simplicial decompositions
Recall that the graph G = (V, E) is said to be a clique-sum of G1 = (V1, E1) and G2 = (V2, E2) if
V = V1 ∪ V2, E = E1 ∪ E2 and V1 ∩ V2 is a clique both in G1 and in G2.
Let us denote by Kt+3\ the graph obtained from Kt+3 by deleting the edges of a triangle. We can
now quote the very useful results of [15].
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Theorem 3.1 ([15], Theorem 2.10 of [16]). Let G = (V, E) be a clique-sum of G1 = (V1, E1) and G2 =
(V2, E2), let S = V1 ∩ V2 and t = max{μ(G1),μ(G2)}. If μ(G) > t, then μ(G) = t + 1 and we can
contract two or three components of G − S so that the contracted nodes together with S form
a Kt+3\.
Corollary 3.2 ([15], Corollary 2.11 of [16]). Let G = (V, E) be a clique-sum of G1 = (V1, E1) and G2 =
(V2, E2), let S = V1 ∩ V2. Then μ(G) = max{μ(G1),μ(G2)} unless μ(G1) = μ(G2) and |S|μ(G1).
We need to make one more deﬁnition (cf. [9]):
Deﬁnition 3.3. Let G be a graph and let B = (Bi)1 i k be a family of induced subgraphs of G. For
each 1 s k, let Hs = ⋃1 i s−1 Bi. The family B is a simplicial decomposition of G if the following
conditions hold:
• G = ⋃1 i k Bi.• For each 2 s k, the subgraph Cs = Hs ∩ Bs is complete.• No Cs contains any Bi for 1 i s.
Informally, we may think of a simplicial decomposition as a process that starts with B1, performs
a series of cumulative clique-sums (each time summing with the next Bi), and obtains the graph G at
the end.
4. Chordal graphs
Recall that a graph G is chordal (or alternatively triangulated) if every cycle of G contains a chord –
i.e. an edge between two non-consecutive vertices on the cycle.
It turns out that the Colin de Verdière number of chordal graphs may only take one of two possible
values:
Theorem 4.1. If G is a chordal graph, then: ω(G) − 1μ(G)ω(G).
For the proof we need the classic theorem of Dirac:
Theorem 4.2 [11]. Any chordal graph has a simplicial decomposition into cliques.
Now we can give the
Proof of Theorem 4.1. Let B = (Bi)1 i k be a simplicial decomposition of G into cliques. Clearly,
μ(Bi) = ω(Bi) − 1 for all i. Recall the deﬁnition of Hs from 3.3. Clearly, ω(Hs−1)ω(Hs) and ω(Bs)
ω(Hs). We now present a
Claim 1. μ(Hs)ω(Hs) for every s.
The proof of the claim is by induction on s. It certainly holds for s = 1. Assume it is true for s − 1
and we will show that it holds for s as well. Now, Hs is the clique-sum of Hs−1 and Bs. We need to
consider three cases:
Case 1. If μ(Hs−1) < μ(Bs), then by Corollary 3.2, μ(Hs) = μ(Bs) = ω(Bs) − 1ω(Hs).
Case 2. If μ(Hs−1) > μ(Bs), then by Corollary 3.2, μ(Hs) = μ(Hs−1) and by the hypothesis,
μ(Hs−1)ω(Hs−1)ω(Hs).
Case 3. If μ(Hs−1) = μ(Bs), then by Theorem 3.1, μ(Hs)μ(Bs) + 1 = ω(Bs)ω(Hs).
Thus the claim is proved and the theorem follows immediately since G = Hk . 
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5. An improved upper bound for general graphs
Let tw(G) be the treewidth of a graph G (cf. [10, Section 12.3]). Colin de Verdière [8] has proved the
following result (to be precise, this is an amalgamation of Proposition 1 and part of Theorem 4 of [8]):
Theorem 5.1 [8]. For a graph G, μ(G) 2(tw(G) + 1).
We are now in a position to improve upon Theorem 5.1 by removing the factor 2. To do this we will
need a deﬁnition and a theoremwhich is apparently folklore (cf. [4, p. 169] and [10, Corollary 12.3.12]):
Deﬁnition 5.2. A triangulation of a graph G is a chordal graph G′ on the same set of vertices which
contains G as a subgraph.
Theorem 5.3. The treewidth of G is equal to the minimum value of ω(G′) − 1 over all triangulations G′
of G.
Now we can prove our
Theorem 5.4. For a graph G, μ(G) tw(G) + 1.
Proof. Let G′ be a triangulation of G such that ω(G′) = tw(G) + 1. Then by Theorems 2.3 and 4.1:
μ(G)μ(G′)ω(G′) = tw(G) + 1. 
Let c(G) be the circumference of G – i.e. the length of the longest cycle.
Corollary 5.5. For a graph G, μ(G) c(G).
Proof. By [3], tw(G) c(G) − 1. 
6. Split graphs
The split graphs, are those graphs that can be partitioned into a clique and an independent set.
Henceforth we shall always assume, without loss of generality, that all split graphs are partitioned
into amaximum clique and an independent set.
Clearly a split graph is chordal, but as a matter of fact, the relationship between these two classes
runs quite deeper than plain inclusion, as evinced by the next two results:
Theorem 6.1 [12]. A graph G is split if and only if both G and the complement G are chordal.
Theorem 6.2 [2]. Almost all chordal graphs are split.
The special structure of split graphs enables us to performamoredetailed analysis and todetermine
when μ(G) takes each of the two values allowed by Theorem 4.1. Note that the Proof of Theorem 6.4
reliesonasimplicialdecomposition, just as theProofofTheorem4.1–but it is adifferentdecomposition
this time.
Deﬁnition 6.3. Let G be a split graph with maximum clique C and independent set S.
• If there exist vertices v ∈ C and u1, u2 ∈ S so that N(u1) = N(u2) = C − v, then G is called a
Type II split graph.
• Otherwise G is called a Type I split graph.
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Theorem 6.4
• If G is a Type I split graph, then μ(G) = ω(G) − 1.
• If G is a Type II split graph, then μ(G) = ω(G).
We shall need some auxiliary results ﬁrst:
Theorem 6.5 [6,16]. Let v be a vertex of G. Then μ(G)μ(G − v) + 1. If v is connected to all other
vertices and G − v is neither K2 nor empty, then μ(G) = μ(G − v) + 1.
Recall that a graph G = G1 ∨ G2 is said to be the join of the two graphs G1 and G2 if G is the disjoint
union of G1 and G2 with all possible edges between V(G1) and V(G2) added.
Corollary 6.6. If the graph H is neither K2 nor empty, then μ(H ∨ Km) = μ(H) + m.
Proposition 6.7 [16, p. 33]. μ(Kn) = 1 for all n 2.
Proof of Theorem 6.4. Let G be a split graph with maximum clique C and independent set S so that
μ(G) = ω(G). We shall show that G is Type II. Let the vertices of S be {u1, u2, . . . , uk}. We deﬁne Bi as
the subgraphofG inducedbyC ∪ {ui}. NowB = (Bi)1 i k is a simplicial decomposition ofG. SinceC is
maximum, no Bi is a clique and thus, by Proposition 2.5 and Corollary 2.4, we haveμ(Bi) = ω(G) − 1
for all i.
LetHs be as inDeﬁnition 3.3. Choose the smallest s so thatμ(Hs) = ω(G) (such an smust exist since
G = Hk). Also, s > 1 since H1 = B1. Now Hs is the clique-sum of Hs−1 and Bs with C as the common
clique. Therefore, by Theorem 3.1, we can contract two or three components of Hs − C so that after
contraction these components together with C form a Kt+3\.
As the components of Hs − C are isolated vertices, no contractions can be actually peformed and
the condition reduces to the following: two or three vertices ofHs − C togetherwith C form a Kt+3\.
Note that if there are three such vertices, one of them forms a clique with C which is a contradiction
of C’s maximality. Therefore there are two such vertices and we have arrived at the deﬁnition of Type
II. Thus the ﬁrst claim of the theorem is proved.
On the other hand, let G be a Type II graph. If |C| = 1, then G = Km, m 3 and μ(G) = ω(G) = 1
by Proposition 6.7. So assume that |C| 2 and letw be some vertex of C, other than v. Consider G0, the
subgraph induced by {v, w, u1, u2}. Clearly G0 = K1,3 andμ(G) = 2 by Theorem 2.6. Now consider the
subgraph G1 induced by C ∪ {u1, u2} – it is easy to see that G1 = G0 ∨ K|C|−2 and thus, by Corollary
6.6, μ(G1) = |C|. The second claim of the theorem now immediately follows from Theorem 2.3. 
6.1. Colin de Verdière matrices of split graphs
We can assume, without loss of generality, that the clique’s vertices are listed ﬁrst. Therefore, ifM
is a generalized Laplacian of G, thenM is of the following form:
M =
[
A B
BT D
]
, (4)
where A has non-zero off-diagonal entries and D is diagonal.
We now give a explicit construction of an optimal Colin de Verdièrematrix for Type I graphs. Before
we do that, let us prove a simple but very useful lemma:
Lemma 6.8. Let G be a split graph and let M be a generalized Laplacian of G, partitioned as in (4). If D is
non-singular, then M has the Strong Arnold Property.
Proof. Assume that X fully annihilatesM. Then X is partitioned in turn as:
F. Goldberg, A. Berman / Linear Algebra and its Applications 434 (2011) 1656–1662 1661
X =
[
0 Y
YT Z
]
, (5)
Now MX = 0 and therefore DYT = 0 and BTY + DZ = 0. Since D is non-singular we deduce that in
fact YT = 0 and Z = 0. Thus X = 0. 
Construction 6.9. Let G be a split graph with maximum clique C and independent set S. Let S =
{u1, u2, . . . , uk}. Let ai ∈ R|C| be non-negative vectors such that supp(ai) = N(ui). Let
A = [−a1 −a2 . . . −ak]
and, ﬁnally, let
M1(G, ai, . . . , ak, p) =
[−pJ +∑ki=1 aiaTi A
AT I
]
,
where p >
∑k
i=1 max(ai)2 is an arbitrary parameter.
Theorem 6.10. M1(G, ai, . . . , ak, p) is a Colin de Verdière matrix of nullity |C| − 1 for G.
Proof. It is easy to see that M1(G, ai, . . . , ak, p) is a generalized Laplacian of G. The Strong Arnold
Property is ensured by Lemma 6.8.
Now consider the Schur complement ofM1(G, ai, . . . , ak, p) by its bottom-right block:
M1(G, ai, . . . , ak, p)/I = −pJ.
By the well-known result of [14] the inertia of a Hermitian matrix is the sum of the inertias of a
block and its Schur complement. In our case:
In(M1(G, ai, . . . , ak, p)) = In(I) + In(−pJ) = (k, 0, 0) + (0, |C| − 1, 1) = (k, |C| − 1, 1).
Thus property (2) is seen to hold, and the nullity of our matrix is |C| − 1. 
Corollary 6.11. If G is a Type I split graph, then M1(G, ai, . . . , ak, p) is an optimal Colin de Verdière matrix
for G.
Example 6.12. Let G be a trianglewith two pendant vertices. This is a split graph of Type I. By Theorem
6.4,μ(G) = 2.We choose ai = ei and p = 3, obtaining the following optimal Colin deVerdièrematrix:
M1(G) =
⎡
⎢⎢⎢⎢⎣
−2 −3 −3 −1 0
−3 −2 −3 0 −1
−3 −3 −3 0 0
−1 0 0 1 0
0 −1 0 0 1
⎤
⎥⎥⎥⎥⎦
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