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Preliminary results on accessible sets for
collision avoidance problems
Abstract: The following problem is addressed and partially solved in this
report: given a bound ε > 0 on the acceleration of a point, and a domain in the
position space, determine (the boundary of) the domain in position+velocity
space that are initial conditions of solutions whose position remains in the
prescribed domain for positive times and whose acceleration remains no larger
than ε.
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2 Préliminaires et position du problème 7
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1 Introduction
Formulé le plus généralement, le problème que l’on se pose ici est le suivant.
Problème Générique : Pour un système contrôlé « suffisamment régulier »
ξ̇ = f(ξ, u) u ∈ U ⊂ Rm ,
on se donne une « région » C de l’espace des états, un couple d’états (ξ0, ξ̄) ∈
C2, et on cherche une loi de commande u(·) admissible pour laquelle la trajec-
toire associé ξ(·) partant de ξ0 au temps 0, arrive à ξ̄ pour un certain temps
T , tout en restant dans C :
(i) ξ(0) = ξ0 ξ̇(t) = f(ξ(t), u(t)) p.p et ∃T ≥ 0 ξ(T ) = ξ̄
(ii) ∀t ≥ 0 u(t) ∈ B
(iii) ∀t ≥ 0 ξ(t) ∈ C
Fig. 1 – Le problème générique
Remarquons qu’on pourrait demander en plus que le contrôle u soit réalisable
par feedback sur l’état, c’est-à-dire que u s’écrive u(ξ), et alors ξ̇(t) = f(ξ(t), u(ξ(t))).
Ceci n’est pas abordé.
L’origine de ce problèmes est la reconfiguration sans collision de “constella-
tions” d’engins spatiaux. Brièvement, on considère un certain nombre d’engins
spatiaux possédant chacun des moyens de propulsion autonomes, et on cherche
à concevoir des lois de commande qui assurent de gagner, à partir d’une cer-
taine configuration initiale en positions et vitesses, une configuration désirée
en garantissant de rester dans un certain domaine autorisé : tous les engins
INRIA
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doivent rester à une distance supérieure (resp. inférieure) à un certain minimum
(resp. maximum) les uns des autres (resp. de l’un d’entre eux). Les commandes
sont des poussées, donc des accélérations, et ne peuvent dépasser une certaine
valeur donnée. L’espace d’état pertinent est donc celui des positions et vitesses,
et il est clair que pour une position donnée satisfaisant les deux contraintes
ci dessus, mais pour une vitesse initiale (relative) suffisamment grande, il est
impossible d’éviter la collision, par exemple.
Dans ce rapport, on ne va pas jusqu’à concevoir de telles commandes ; on
cherche à déterminer l’ensemble des points (dans l’espace positions-vitesses) à
partir desquels il est possible de rester dans le domaine désiré.
La réécriture du problème de vol en formation d’engins spatiaux dans les
termes du problème précédent est immédiate. En effet, on considère ici comme
système le double intégrateur à commande bornée :
ẍ = u où ‖u‖ ≤ ǫ
et on cherche à joindre (xi, vi)i=1..n et (x̄i, v̄i)i=1..n, tout en respectant les con-
traintes de sécurité sur les positions des engins spatiaux. En d’autres termes,
on chercher ici à rester dans une région C qui serait définie de la manière
suivante :
C =
{
(xi, vi)i=1..n ∈ (R
2d)n : ∀i 6= j ‖xi − xj‖ ≥ δ
et ∀i ‖xi‖ ≤ ∆}
Un autre exemple important est celui d’une particule accélérée amenée à
se déplacer dans le disque du plan. Plus précisément, on considère le système
d2
dt2
(
x
y
)
=
(
ux
uy
)
où ‖u‖ ≤ ǫ
et on cherche à rester dans C = D × R2 (positions et vitesses) tout en respec-
tant ‖u‖ ≤ ǫ. Nous verrons que cet exemple est suffisamment simple pour nous
permettre de l’étudier quasi-complètement.
Notons enfin que les obstructions à la résolution de ce type de problème
sont principalement de deux types de nature très différente.
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Fig. 2 – Particule dans C = D × R2
Le premier type d’obstruction vient du fait que pour certaines conditions
initiales (par exemple, dans le cas d’une vitesse initiales sortante trop impor-
tante, dans le cas de la particule dans le cylindre D × R2), il n’est de toutes
façons pas possible d’éviter de sortir de C, et cela quelque soit le contrôle que
l’on applique en entrée. On parlera de la viabilité ou non d’une condition
initiale pour rester dans C.
Fig. 3 – Conditions viables et non viables
Le deuxième type d’obstruction relève quant à lui de la contrôlabilité ou
non du système concerné. Pour obtenir un exemple trivial, le lecteur pourra
considérer le système {
ẋ = u
ẏ = 0
INRIA
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et se convaincra aisément que le système ne pourra jamais atteindre l’état (1, 1)
en partant de (0, 0), par exemple.
Les deux problèmes ne sont ici bien évidemment pas indépendants, mais
on s’attache principalement dans ce rapport à étudier la première question.
2 Préliminaires et position du problème
2.1 Préliminaires
Commentçons tout d’abord par définir ce que l’on entend par le mot « région »,
puis précisons le type de systèmes auxquels on s’intéresse. On énoncera enfin,
plus formellement, le problème que l’on se propose d’étudier.
Définition 2.1. On appelle cible ou cible lisse de Rn, un ouvert de Rn dont
le bord (topologique) est une sous-variété lisse de Rn de dimension n − 1.
Définition 2.2. Soit u une application mesurable de R dans Rm. On dira que
u est un contrôle admissible s’il vérifie
‖u(t)‖ ≤ ǫ
pour tout t ≥ 0, et on note Uǫ(R
m) l’ensemble des tels contrôles.
On considère alors, dans tout ce qui suit, une cible lisse C dans Rn, et des
systèmes linéaires contrôlés de la forme :
(Σ) ξ̇(t) = A(t)ξ(t) + B(t)u(t)
où A ∈ L1loc(R, Mn(R)) et B ∈ L
1
loc(R, Mn,m(R)), et pour des contrôles u ∈
Uǫ(R
m).
On notera ξξ0,u(t) la solution absolument continue de (Σ) associée à u qui
vérifie ξξ0,u(0) = ξ0 (se reporter par exemple à l’annexe C de [5] pour l’exis-
tence et l’unicité de solutions d’o.d.e. non partout différentiables).
On définit ensuite l’ensemble accessible A(ξ0, t) au temps t partant de
ξ0 au temps 0 pour le système (Σ) par :
A(ξ0, t) = {ξξ0,u(t) ∈ R
n : u ∈ Uǫ(R
m)}
RR n° 6078
8 Alex Bombrun , Youssef El Fassy Fihry , Jean-Baptiste Pomet
Si on se donne un sous ensemble V de Rn, on sera aussi amener à considérer
AV(ξ0, t) comme étant le sous ensemble de A(ξ0, t) formé des ξ pouvant être
atteint au temps t, en partant de ξ0 au temps 0, par une solution du système
restant dans V.
On se pose alors la question suivante : partant de ξ0 ∈ C au temps 0, existe-
t-il un u ∈ Uǫ(R
m) tel que ξξ0,u(t) reste indéfiniment dans C pour les temps
t positifs ? On dira alors que ξ0 appartient au noyau de viabilité Viab(C)
de C pour notre système (Σ) , et on notera ξ0 ∈ Viab(C). La définition qui
suit résume cela et introduit la notion de viabilité jusqu’au temps T pour
T ≥ 0. On pourra se reporter à [2] pour une étude plus générale de la notion
de viabilité.
Définition 2.3. Soit Ω un sous ensemble de l’espace des états (sous-entendu,
pour le système considéré). On définit le noyau de viabilité de Ω, comme étant
le sous ensemble de Ω de conditions initiales viables :
Viab(Ω) = {ξ0 ∈ Ω : ∃ solution γ t.q. γ(0) = ξ0 et γ(R+) ⊂ Ω}
On définit aussi le noyau de viabilité jusqu’au temps T pour T ≥ 0 par :
ViabT (Ω) = {ξ0 ∈ Ω : ∃ solution γ t.q. γ(0) = ξ0 et γ([0, T ]) ⊂ Ω}
Le sous-problème introduit dans la section précédent et que l’on cherche à
résoudre s’écrit alors maintenant :




Problème : Calculer Viab(C) explicitement pour C suffisamment général.
L’approche suivie ici est de commencer par tenter de décrire le bord ∂Viab(C)
du noyau de viabilité, et cela, en utilisant les propriétés géométriques des en-
sembles A(ξ0, t) et leur rapport au principe du maximum. Pour cela, on com-
mence par rappeler quelques résultats fondamentaux sur ces ensembles A(ξ0, t)
dans le cas des systèmes linéaires. Pour des généralisations voir par exemple
[6] ou [7].
INRIA
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2.2 Propriétés fondamentales
Lemme 2.1 (Propriétés fondamentales). Soit un système linéaire contrôlé
dans Rn :
ξ̇(t) = A(t)ξ(t) + B(t)u(t) + r(t)
dont les contrôles sont à valeurs dans un ensemble U ⊂ Rm, alors :
(i) l’ensemble A(ξ0, t) est convexe pour tout t ≥ 0.
(ii) si U est strictement convexe, les A(ξ0, t) le sont aussi.
(iii) si U est compact, alors les A(ξ0, t) le sont aussi.
Preuve. Voir par exemple [6] page 19. 
Lemme 2.2 (Continuité). Soit un système linéaire contrôlé dans Rn :
ξ̇(t) = A(t)ξ(t) + B(t)u(t)
On a la propriété suivante :
lim
(ξ′,s)→(ξ,t)
d(A(ξ, t),A(ξ′, s)) = 0 (1)
où l’on a posé
d(A, B) = max
(
sup
y∈A
d (y, B), sup
y∈B
d (y, A)
)
En particulier, pour pour tout ξ1 ∈ Aξ0(t), et tout voisinage V de ξ1 dans R
n
, il existe un voisinage O de (ξ0, t) dans R
n × R+, tel que
∀(ξ, s) ∈ O Aξ(s) ∩ V 6= ∅ (2)
Preuve. Il s’agit tout simplement de « continuité par rapport aux con-
ditions initiales ». Soit donc ξ1 ∈ Aξ0(t), alors si R(s, t) est la résolvante du
système, on sait qu’il existe un contrôle u tel que :
ξ1 = R(0, t)ξ0 + R(0, t)
∫ t
0
R(0, τ)−1B(τ)u(τ)dτ
RR n° 6078
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Alors si définit (pour ξ′0 et s arbitraires) :
ξ2 = R(0, s)ξ
′
0 + R(0, s)
∫ s
0
R(0, τ)−1B(τ)u(τ)dτ
On a que ξ2 ∈ A(ξ
′
0, s) et :
ξ1−ξ2 = R(0, t)(ξ0−ξ
′
0)+(R(0, t)−R(0, s))
∫ s
0
R(0, τ)−1B(τ)u(τ)dτ+R(0, t)
∫ t
s
R(0, τ)−1B(τ)u(τ)d
On peut donc prendre ξ0 − ξ
′
0 aussi petit qu’on veut, et R et les intégrales sont
continues par rapport à s. Il ne reste alors plus qu’à conclure. 
Lemme 2.3. Soit ξ ∈ A(ξ0, t) et (tn) une suite telle que tn → t, alors il existe
une suite (ξn) telle que, ξn ∈ A(ξ
0, tn) et ξn → ξ.
Preuve. Découle du lemme précédent. 
Lemme 2.4 (Continuité 2). Si ξ∗ ∈ Int(A(ξ0, t)) alors ξ
∗ ∈ A(ξ0, s) pour
tout s suffisamment proche de t.
Preuve. On simplifie et explicite ici la preuve de [7] (lemme 3.3 page 165).
Supposons donc que ∀n ≥ 0 ∃tn tel que t−
1
2n
< tn < t+
1
2n
et ξ∗ /∈ A(ξ0, tn).
Comme A(ξ0, tn) est convexe et ξ
∗ /∈ A(ξ0, tn), le théorème de séparation
convexe nous fournit un vecteur normal unitaire pn tel que 〈 pn | z − ξ
∗ 〉 ≤
0 pour tout z ∈ A(ξ0, tn). Par compacité, on peut extraire une sous-suite
convergente, toujours notée (pn), et on obtient finalement deux suites (pn) et
(tn), avec pn → p, |p| = 1, tn → t et surtout, pn sépare A(ξ0, tn) et ξ
∗ :
〈 pn | z − ξ
∗ 〉 ≤ 0 ∀n ≥ 0 ∀z ∈ A(ξ0, tn)
Soit alors z ∈ A(ξ0, t), on sait d’après le lemme précédent que z est limite
d’une suite (zn) d’éléments de A(ξ0, tn), et donc
〈 pn | zn − ξ
∗ 〉 ≤ 0 ∀n ≥ 0
Alors par continuité, puis comme z ∈ A(ξ0, t) est quelconque :
〈 p | z − ξ∗ 〉 ≤ 0 ∀z ∈ A(ξ0, t)
INRIA
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On en déduit alors que ξ∗ ∈ ∂A(ξ0, t) (sinon, considérer ξ1 et ξ
∗ + (ξ∗ − ξ1)
dans A(ξ0, t) et diamétralement opposés, tels que ξ
∗−ξ1 est colinéaire à p). 
On termine par une définition et un théorème fondamental qui permettent
de décrire les trajectoires arrivant sur le bord de l’ensemble accessible.
Définition 2.4 (Extémales). Un contrôle u est dit extrémal sur [0, t] (sous-
entendu, en partant de ξ0) si la trajectoire associée ξξ0,u(·) dans (Σ) vérifie
ξξ0,u(t) ∈ ∂A(ξ0, t)
On dira aussi de la trajectoire qu’elle est extrémale.
Théorème 2.1 (Principe du maximum). Considérons le système linéaire
dans Rn
ξ̇(t) = A(t)ξ(t) + B(t)u(t) + r(t)
où les contrôles sont à valeurs dans un ensemble U ⊂ Rm compact. Soit T > 0.
Le contrôle u est extrémale sur [0, T ] si et seulement s’il existe une solution
non triviale p(t) de l’équation
ṗ(t) = −p(t)A(t) (3)
telle que
p(t)B(t)u(t) = max
ν∈U
p(t)B(t)ν (4)
pour presque tout t ∈ [0, T ]. Le co-vecteur p(t) ∈ Rn est appelé vecteur adjoint.
Preuve. On renvoie à [1] ou [6] pour les détails de ce résultat standard
et fondamental. Notons seulement que la preuve de ce théorème nous fournit
deux résultats intermédiaire importants que nous utiliserons dans la suite :
Résultat 1. Si u est extrémal sur [0, T ], alors u est extrémal sur [0, t] pour
tout t ∈ [0, T ].
Résultat 2. En suivant la preuve même du principe du maximum, on voit
que l’on peut toujours imposer la valeur p(T ) pour une extrémale donnée, à la
seule condition que p(T ) annule un quelconque hyperplan séparant ξξ0,u(T ) ∈
∂A(ξ0, T ) et A(ξ0, T ) au sens large.
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On donne aussi une variante du théorème précédent, dont on se servira plus
tard, et qui rend compte du caractère local du principe du maximum.
Théorème 2.2 (Principe du maximum local). Soit γ : [0, T ] → Rn une
solution du système précédent, et V un ouvert contenant sa trace γ([0, T ]).
Si γ(T ) ∈ ∂AV(ξ0, T ), alors γ est une extrémale, au sens où elle vérifie le
principe du maximum tel qu’énoncé dans le théorème 2.1.
La section qui suit va nous permettre d’étudier le comportement de la
viabilité au passage aux limites pour certains types de systèmes. Ce résultat
va introduire le premier lien entre Viab(C) et les ensembles A(ξ0, t), mais aussi
la première difficulté.
2.3 Viabilité et temps maximum
On commence par un petit lemme technique.
Lemme 2.5. Soit (un) une suite de fonctions dans L
1([0, T ]) p.p à valeurs
dans un convexe fermé U . Supposons que (un) converge faiblement vers u,
alors u est elle aussi p.p à valeurs dans U .
Preuve. Posons
F =
{
φ ∈ L1([0, T ]) : φ ∈ U p.p.
}
(5)
alors F est évidement convexe. Montrons qu’il est aussi fermé. Soit donc (φn)
une suite d’éléments de F convergeant fortement (i.e dans L1) vers φ. Il existe
alors une sous-suite, toujours notée (φn), telle que φn(x) converge presque
partout vers φ(x), et φ(x) ∈ Ū = U .
Ainsi, F est un convexe fortement fermé de L1, et il est donc faiblement
fermé (voir théorème III.7 dans [3]). Finalement, u ∈ F . 
Le lemme suivant est un résultat classique dont on a donné ici une version
plus faible mais auto-contenue. On pourra se reporter à [2], par exemple, pour
des énoncés plus généraux. On l’utilisera principalement sous la forme de l’un
des corollaires immédiats
Lemme 2.6 (Limite de solutions). Soit (xn)n≥0 une suite d’applications
absolument continues de R+ dans Rp, et x : R+ → Rp tels que (xn) converge
INRIA
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uniformément vers x sur tout compact de R+. Supposons de plus que
x′n(t) = f0(xn(t)) +
r∑
k=1
ukn(t)fk(xn(t)) p.p pour t ∈ [0, Tn] (6)
où les (fi) sont des fonctions continues de R
p dans Rp, les (un) des fonctions
mesurables à valeurs un compact convexe U de Rr, et (Tn) une suite de réels
positifs croissant vers +∞.
Alors x est absolument continue, et il existe un u mesurable à valeur dans
U tel que
x′(t) = f0(x(t)) +
r∑
k=1
uk(t)fk(x(t)) p.p
Preuve. Pour alléger la rédaction, on traite le cas (un) scalaires, et on se
fixe d’abord un compact [0, T ] de R+.
Comme (xn) converge uniformément sur [0, T ], elle est bornée sur [0, T ], et
il existe un compact K ⊂ Rn tel que
∀n ≥ 0 ∀t ∈ [0, T ] xn(t) ∈ K (7)
Les (un) étant equi-bornés par définition, ils forment une partie bornée de
L∞([0, T ]), dual du Banach L1([0, T ]), et par le théorème d’Alaoglu (III.15
[3]), on peut en extraire une sous-suite qui converge ∗-faiblement vers un u ∈
L∞([0, T ]). On note encore (xn), et (un) les suites obtenues. Il est clair que
(un) converge en fait ∗-faiblement dans L
∞([0, t]) pour tout t ∈ [0, T ].
Comme f = f1 est continue sur le compact K, elle transforme la suite
uniformément convergente (xn(·)) en une suite de fonctions continues uni-
formément convergentes (f(xn(·))), et comme [0, T ] est compact, ces suites
convergent en fait fortement dans L1([0, t]) pour tout t ∈ [0, T ].
La proposition III.12 dans [3] permet alors de conclure que
∀t ∈ [0, T ]
∫ t
0
un(s)f(xn(s))ds −−−→
n→∞
∫ t
0
u(s)f(x(s))ds (8)
Alors partant de
x(t) = lim
n→∞
xn(t) = x(0) + lim
n→∞
∫ t
0
x′n(s)ds (9)
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et en remarquant que pour n ≥ N assez grand [0, T ] ⊂ [0, Tn], on aboutit bien
à
∀t ∈ [0, T ] x(t) = x(0) +
∫ t
0
f0(x(s)) +
r∑
k=1
uk(s)fk(x(s))ds (10)
Il nous reste encore à voir que u est à valeurs dans U . Pour cela, remar-
quons que les (un) sont aussi des éléments de L
1([0, T ]). Il nous suffit donc de
montrer que (un) converge faiblement dans L
1([0, T ]), et le lemme précédent
nous permettra de conclure.
Soit donc φ ∈ (L1([0, T ]))′ = L∞([0, T ]). Alors en particulier, φ ∈ L1([0, T ]),
et comme (un) converge ∗-faiblement vers u dans L
∞([0, T ]), on obtient
∫ T
0
φ un −−−→
n→∞
∫ T
0
φ u (11)
et (un) est faiblement convergente dans L
1([0, T ]).
Enfin, le résultat sur R+ tout entier s’obtient en répétant l’étude précédente
sur les compacts [n, n+1], par exemple. Ainsi, si (vn) sont les fonctions obtenues
sur les [n, n + 1], la fonction mesurable
u =
∑
n
vn1[n,n+1] (12)
convient parfaitement. 
Théorème 2.3. Soit un système affine de la forme
x′(t) = f0(x(t)) +
r∑
k=1
uk(t)fk(x(t)) (13)
où les (fi) sont des fonctions continues de R
p dans Rp, et les contrôles u =
(uk)k=1..r des fonctions mesurables à valeurs un compact convexe R
r. Soit aussi
K un compact de Rp, et x0 ∈ R
p.
Supposons que pour tout T ≥ 0, il existe une solution de (13) partant de
x0, et restant dans K jusqu’au temps T .
Alors x0 est viable dans K.
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Preuve. Pour tout entier n ≥ 0, il existe une trajectoire xn(·) solution du
système (13) partant de x0, et telle que
∀t ∈ [0, n] xn(t) ∈ K (14)
On peut, sans perte de généralité, supposer que les (xn) vérifient de plus
xn(t) = xn(n) pour t ≥ n. Les (xn) sont ainsi des fonctions absolument contin-
ues sur R+ à valeurs dans K, et solutions de (13) seulement sur les intervalles
[0, n].
Les (xn) étant à valeurs dans le compact K, elles sont equi-bornées. De
plus, comme les (un) sont bornés et les (fk) continues, les (x
′
n) sont aussi à
valeurs dans un compact, et les trajectoires sont equi-Lipschitziennes.
Le théorème d’Ascoli nous permet alors d’affirmer l’existence d’une sous-
suite, toujours notée (xn), qui converge uniformément sur tout compact vers
une trajectoire x qui reste dans le fermé K (on utilise le théorème d’Ascoli sur
les [0, n] en extrayant une sous-suite de la sous-suite précédente à chaque fois,
et on prend finalement la suite « diagonale »).
Finalement, l’application du théorème précédent garantit que x est bien
une solution du système (13), ce qui conclut la preuve. 
Théorème 2.4. Soit un système affine de la forme
x′(t) = f0(x(t)) +
r∑
k=1
uk(t)fk(x(t))
où les (fi) sont des fonctions continues de R
p dans Rp, et les contrôles u =
(uk)k=1..r des fonctions mesurables à valeurs dans un compact convexe de R
r.
Soit aussi K un compact de Rp, et x0 ∈ R
p.
Supposons qu’il existe une suite (yn) tendant vers x0, et une suite (Tn) de
réels positifs croissant vers +∞, telles que
∀n ≥ 0 yn ∈ ViabTn(K)
Alors x0 est viable dans K.
Preuve. On prend des trajectoires un partant des yn, viables jusqu’aux
Tn et on les « bloque » à Tn comme dans la preuve précédente . Comme les
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trajectoires et leurs dérivées sont à valeurs dans des compacts, on peut in-
voquer Ascoli et extraire une sous suite qui converge uniformément sur tout
compact. La limite est bien une solution (par le théorème 2.6) partant de x0
par construction, et est viable par limite simple dans le fermé K (pour t fixé,
les trajectoires sont toutes dans K pour n suffisamment grand). 
Ces corollaires sont en fait un résultat capital. En effet, 2.3 permet d’af-
firmer que tout point ξ0 non viable admet un temps maximal pour atteindre
le bord de C, c’est-à-dire qu’il existe un temps T tel que toutes les trajectoires
partant de ξ0 au temps 0, soient sorties de la cible (et donc qu’elles aient at-
teint son bord) au moins une foi au temps T . L’intérêt vient alors du fait que le
principe du maximum 2.1 nous permet de décrire explicitement les trajectoires
arrivant sur le bord de la cible au temps maximal T (et pas avant), lorsqu’elles
existent (dites trajectoires « temps maximal »), car elles sont clairement avant
tout des extrémales [6].
Fig. 4 – Les courbes temps maximum sont extrémales
D’un autre côté, 2.4 montre quant à lui que Viab(C) est fermé (dans le cas
qui nous intéresse), et il n’est pas clair que les point de la frontière ∂Viab(C) ad-
mettent eux aussi des temps maximaux. Avec une hypothèse supplémentaire,
une version affaiblie de ce résultat sera démontrée plus loin. Avant cela, on
propose ici une méthode basée sur ce que l’on pourrait appeler une propriété
de « viabilité affaiblie », et on verra que les deux notions cöıncident dans le
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cas du disque.
Cette notion de viabilité affaiblie ne nous fournira pas de courbes temps
maximum, mais une version du principe du maximum plus élaborée et plus
géométrique que celle énoncée en 2.1, dans l’esprit de ce l’on peut trouver
dans [1], par exemple. La section qui suit introduit les notions et développe les
outils nécessaires à cela.
3 Premiers résultats
3.1 Viabilité affaiblie
On rappelle que l’on s’est donné une cible lisse C, sur laquelle on ne fait au-
cune hypothèse de convexité. On défini maintenant l’ensemble Ω des conditions
initiales faiblement viables :
Ω = {ξ0 ∈ C : ∀t ≥ 0 A(ξ0, t) ∩ C 6= ∅} (15)
On va alors montrer que la propriété supplémentaire
P (ξ0) : ∃ T > 0 t.q. Int(A(ξ0, T ) ∩ C) = ∅
caractérise (en un sens à préciser) les points de la frontière ∂Ω de Ω . On
commence par une définition :
Définition 3.1. Un système contrôlé (Σ) est dit K-contrôlable s’il vérifie les
deux conditions suivantes :
(i) Les ensembles A(ξ0, t) sont d’intérieur non vide pour les temps t > 0.
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(ii) Pour toute condition initiale ξ0 et tout compact K ⊂ R
n, il existe un
voisinage O de ξ0 et un temps t
∗ ≥ 0 tel que :
∀ξ ∈ O ∀t ≥ t∗ K ⊂ A(ξ, t) (16)
On s’assure ensuite que les éléments de ∂Ω sont bien dans Ω.
Lemme 3.1. Ω, défini par (15), est un fermé de Rn.
Preuve. Soit donc une suite (ξn) d’éléments de Ω qui converge vers ξ ∈ R
n,
et supposons qu’il existe un T ≥ 0 tel que A(ξ, T ) ∩ C = ∅. Comme A(ξ, T )
est compact et C fermé, infζ∈A(ξ,T ) d(ζ, C) = ǫ > 0. La contradiction vient alors
de la continuité de ξ 7→ A(ξ, T ) donnée par le lemme 2.2. 
On peut alors énoncer le premier résultat important :
Proposition 3.1. Soit un système (Σ) K-contrôlable, C une cible, et ξ0 ∈ ∂Ω
(def. 15). Alors une et une seule des situations suivantes se produit :
(a) ξ0 ∈ ∂C
(b) ξ0 ∈ Int(C) et il existe T > 0 tel que Int(A(ξ0, T ) ∩ C) = ∅.
Preuve. La disjonction est évidente puisque C est fermé. Il nous reste donc
à montrer la deuxième partie de (b) pour ξ0 ∈ Int(C).
Soit donc ξ0 ∈ Int(C), et supposons que ∀T > 0 Int(A(ξ0, T )∩C) 6= ∅. Alors
en particulier ξ0 ∈ Ω, et nous allons montrer que ξ0 est en fait nécessairement
dans l’intérieur Int(Ω) de Ω.
Posons alors la définition suivante :
Ωt = {ξ0 ∈ C : A(ξ0, t) ∩ C 6= ∅}
ainsi par définition :
Ω = ∩t≥0Ωt
Par hypothèse de K-contrôlabilité, en prenant ξ0 comme condition initiale, et
pour K un compact quelconque de C, on peut trouver un voisinage O ∩ C de
ξ0 dans C et un t
∗ ≥ 0 tels que K ⊂ A(ξ, t) pour tout ξ ∈ O∩C et tout t ≥ t∗,
et donc
∀ξ ∈ O ∩ C ∀t ≥ t∗ Aξ(t) ∩ C 6= ∅
Soit finalement :
O ∩ C ⊂
⋂
t≥t∗
Ωt
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Comme ξ0 ∈ Int(C), il existe un voisinage B de ξ0 inclus dans C, et le
lemme de continuité 2.2 appliqué en (ξ1, t) = (ξ0, 0) ∈ A(ξ0, 0) nous fournit un
voisinage O′ ∩ C de ξ0 dans C, et un t∗ > 0 tel que :
∀ξ ∈ O′ ∩ C ∀t ∈ [0, t∗] Aξ(t) ∩ B 6= ∅
Soit par définition :
O′ ∩ C ⊂
⋂
t∈[0,t∗]
Ωt
D’où finalement :
ξ0 ∈ O
′ ∩ Ω ∩O = O′ ∩


⋂
t∈[t∗,t∗]
Ωt

 ∩ O ⊂ Ω
et il suffit de montrer que ξ0 est dans l’intérieur Int(Ω
∗) de Ω∗, où l’on a posé
Ω∗ = ∩t∈[t∗,t∗]Ωt.
Fixons maintenant t ∈ [t∗, t
∗] et prenons ξ1 ∈ Int(A(ξ0, t) ∩ C) (non vide
par hypothèse). Pour V un voisinage dans Rn de ξ1 inclus dans A(ξ0, t) ∩ C,
il existe un voisinage Wt ∩ C de ξ0 dans C et un voisinage It de t dans [t∗, t
∗],
tels que :
∀ξ ∈ Wt ∩ C et ∀s ∈ It Aξ(s) ∩ V 6= ∅
C’est à dire :
Wt ∩ C ⊂
⋂
s∈It
Ωs
c’est encore une fois l’application du lemme de continuité 2.2.
Notons Ω̃t =
⋂
s∈It
Ωs, on vient alors de montrer que ξ0 ∈ Int(Ω̃t). Partant
alors de ⋂
t∈[t∗,t∗]
Ωt =
⋂
t∈[t0,t∗]
Ω̃t
la compacité de [t∗, t
∗] nous permet d’écrire
Ω∗ = Ω̃t1 ∩ · · · ∩ Ω̃tn
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D’où finalement la conclusion :
ξ0 ∈ Int(Ω
∗) = Int(Ω̃t1) ∩ · · · ∩ Int(Ω̃tn) 
On peut maintenant décrire la situation géométrique à cet instant T encore
plus précisément. On introduit d’abord quelques lemmes, puis on en fera la
synthèse dans un grand théorème. Le lecteur non intéressé par le détail des
preuves pourra directement aller à l’énoncé du théorème.
Lemme 3.2. Soit C un convexe de Rn, alors :
(i) Si x0 un point intérieur à C, et x adhérent à C, alors tout point y du
segment [x0, x[ est intérieur à C.
(ii) Si C est d’intérieur non vide, alors sont intérieur est convexe ; de plus
Int(C) = Int(C) et Int(C) = C.
Preuve. Voir par exemple [4] chapitre 1. 
Lemme 3.3. Soient C1 et C2 deux convexes de R
n, d’intérieur non vide, tels
que C1 ∩ C2 6= ∅, mais Int(C1 ∩ C2) = ∅. Alors C1 ∩ C2 = ∂C1 ∩ ∂C2.
Preuve. Soit donc x ∈ C1∩C2, alors x /∈ Int(C1) par exemple (on rappelle
que Int(C1 ∩ C2) = Int(C1) ∩ Int(C2)), et par définition x ∈ ∂C1. Supposons
donc que x /∈ ∂C2, soit encore que x ∈ Int(C2). On peut alors trouver une
boule ouverte B(x, ǫ) ⊂ C2.
Mais x est supposé être adhérent à C1, et donc aussi à Int(C1) d’après le
point (ii) du lemme précédent (C1 est supposé d’intérieur non vide). On peut
alors trouver y ∈ Int(C1) ∩ B(x, ǫ), et le (i) du lemme précédent nous permet
d’affirmer que tout z ∈ [y, x[ est intérieur à C1.
Mais par construction, un tel z est intérieur à C2, d’où la contradiction. 
Lemme 3.4 (Intersection). Soit C une cible dans Rn et A un convexe de
R
n d’intérieur non vide, tels que A∩ C est non-vide mais est d’intérieur vide,
alors A ∩ C = ∂A ∩ ∂C.
Preuve. Soit ξ ∈ A ∩ C. La encore, comme Int(A ∩ C) = Int(A) ∩ Int(C),
ξ ne peut pas appartenir aux deux intérieurs, et appartient nécessairement à
l’une des frontières. Traitons les deux cas, et montrons que l’on obtient toujours
le résultat annoncé.
– ξ ∈ ∂A : Supposons alors que ξ ∈ Int(C). On peut alors trouver une boule
B = B(ξ, ǫ) ⊂ Int(C), mais cette boule est alors convexe, d’intérieur non
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vide, et vérifie B ∩ A 6= ∅ et Int(B ∩ A) = ∅. Il vient alors du lemme
3.3 que B ∩A = ∂B ∩ ∂A, ce qui est absurde puisque ξ /∈ ∂B.
– ξ ∈ ∂C : Supposons cette fois ci que ξ ∈ Int(A) et prenons une boule
B = B(ξ, ǫ) ⊂ Int(A). Comme C est une cible et que ξ ∈ ∂C, ξ est en
fait adhérent à Int(C), et il existe ξ1 ∈ B ∩ Int(C) ⊂ Int(A) ∩ Int(C), ce
qui absurde la encore. 
Lemme 3.5 (Tangence). Soit C une cible dans Rn et A un convexe de Rn.
On suppose de plus que A∩ C = ∂A ∩ ∂C. Alors si ξ ∈ A∩ C, le plan tangent
TξC (vu comme sous-espace affine de R
n) n’intersecte A que sur son bord. En
particulier, si A est strictement convexe, ce plan sépare tout ξ ∈ ∂A de A au
sens large.
Preuve. Supposons le contraire. Il existe alors v ∈ TξC tel que ξ + v ∈
Int(A). Soit alors une boule B(ξ + v, ρ) ⊂ Int(A). Le lemme 3.2 nous permet
d’affirmer alors que le cône pointé de sommet ξ et de base B(ξ + v, ρ) est
intérieur à A.
Soit alors maintenant γ :] − α, α[→ C une courbe de C correspondant à v,
c’est à dire que l’on a : {
γ(0) = ξ
γ̇(0) = v
En partant de γ(t) = ξ + tv + o(t) soit encore ‖γ(t) − (ξ + tv)‖ = o(t), on
obtient finalement que :
‖γ(t) − (ξ + tv)‖ < ρt pour t positif ≪ 1
Et la courbe est dans le cône pointé, et donc dans l’intérieur de A, pour t
suffisamment petit non nul. Mais cela contredit alors que C ∩ A = ∂C ∩ ∂A.

Lemme 3.6 (Tangence des vitesses). Considérons un système linéaire au-
tonome
ξ̇(t) = Aξ(t) + Bu(t)
où les contrôles sont à valeurs dans une boule compacte B de Rm. Soit alors
C une cible dans Rn, et ξ0 ∈ Int(C) tel que
∀t ≥ 0 A(ξ0, t) ∩ C 6= ∅ (17)
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Supposons qu’il existe T > 0 tel que
A(ξ0, T ) ∩ C = ∂A(ξ0, T ) ∩ ∂C (18)
Alors il existe une trajectoire ξ∗(t) partant de ξ0, telle que ξ
∗(T ) ∈ ∂A(ξ0, T )∩
∂C, et qui vérifie
ξ̇∗(T ) ⊥ Tξ(T )C (19)
Preuve. Sans perte de généralité, on peut supposer que C est globalement
définie par C = {x ∈ Rn : φ(x) ≤ 0}, où φ : Rn → R est une fonction régulière
telle que dφ ne s’annule pas sur le bord de C. En effet, pour la preuve, on
pourra toujours se restreindre pour chaque ξ ∈ ∂A(ξ0, T ), à un voisinage où
cette propriété est vérifiée.
Procédons alors par l’absurde et supposons que toutes les trajectoires ar-
rivant dans ∂A(ξ0, T ) ∩ ∂C ont des vitesses transverses. On va alors montrer
que les points de ∂A(ξ0, T ) se décollent tous de C pour un certain T
′. Les
A(ξ0, t) étant convexes, ceci contredira (17) et achèvera la preuve.
Définissons le champ de vecteur suivant (sur Rn × Rm) :
f(ξ, v) = Aξ + Bv (20)
Prenons ξ ∈ ∂A(ξ0, T ) ∩ ∂C. Par définition, ξ = ξ(T ) pour une certaine
extrémale ξ(·) associée au contrôle u(·). Comme ξ̇(t) = f(ξ(t), u(t)), et que
TξC = ker dφ(ξ), l’hypothèse de transversalité s’écrit :
〈
dφ (ξ(T )) , f (ξ(T ), u(T ))
〉
> 0 (21)
Soit maintenant p(·) un vecteur co-tangent associé à ξ, tel que
p(T ) = −dφ(ξ(T )) (22)
C’est en effet possible puisque, A(ξ0, T ) étant strictement convexe (B est
strictement convexe) et vérifiant (18), le lemme précédant nous assure que
Tξ(T )C sépare ξ(T ) et A(ξ0, T ) au sens large. La remarque suivant le théorème
2.1 permet alors de conclure.
L’application du Principe du Maximum donne alors ici
min
v∈B
〈dφ(ξ(T )), f(ξ(T ), v)〉 = 〈dφ(ξ(T )), f(ξ(T ), u(T ))〉 > 0 (23)
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Posant alors F(ξ′, v) = 〈dφ(ξ′), f(ξ′, v)〉, F est continue, et sur un voisinage
V compact de ξ (V × B étant alors aussi compact), et il existe α > 0 tel que
∀ξ′ ∈ V ∀v ∈ B F(ξ′, v) = 〈dφ(ξ′), f(ξ′, v)〉 > α (24)
Il existe donc un temps T ′ = T + ǫ pour lequel toutes les trajectoires ar-
rivant dans ce voisinage au temps T , soient hors de C au temps T ′.
Prenons maintenant ξ ∈ ∂A(ξ0, T )\C. Ici encore, ξ = ξ(T ) pour une cer-
taine extrémale associée à un contrôle u. Comme C est fermé, d(ξ, C) > 0, soit
encore φ(ξ) > 0, et il existe un β > 0 et un voisinage compact W de ξ tel que
φ(ξ′) > β ∀ξ′ ∈ W
Ainsi, il existe un temps T ′′ = T + ε pour lesquels les trajectoires arrivant
dans ce voisinage ne rentre pas dans C.
On peut finalement recouvrir le compact ∂A(ξ0, T ) par un nombre fini de
voisinages V1, . . . ,Vr et W1, . . . ,Ws tels que :
– Les éléments de Vi se décollent de C au moins jusqu’au temps T + ǫi.
– Les éléments de Wi restent hors de C au moins jusqu’au temps T + εi.
Il suffit alors de poser ǫ = min{ǫi, εi}, et de remarquer que ∂A(ξ0, T +ǫ) est
obtenu en partant de ∂A(ξ0, T ) et en suivant des bouts d’extrémales. Comme
on a montré que ∂A(ξ0, T + ǫ)∩C = ∅, et comme A(ξ0, T + ǫ) est un convexe
d’intérieur non vide, on obtient finalement la contradiction :
A(ξ0, T + ǫ) ∩ C = ∅ (25)
3.2 Théorème fondamental
Théorème 3.1 (Fondamental). Soit (Σ) un système K-contrôlable et ξ0 ∈
∂Ω ∩ Int(C), où C est une cible de Rn. Alors il existe T > 0, u ∈ Uǫ(R
m),
ξ : R+ → Rn et p : R+ → Rn absolument continues, tels que
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(i) ξ, u et p sont solution des équations suivantes :
ξ̇(t) = A(t)ξ(t) + B(t)u(t) (26)
ξ(0) = ξ0 (27)
ṗ(t) = −p(t)A(t) (28)
p(t)B(t)u(t) = max
‖v‖≤ǫ
p(t)B(t)v pour presque tout t (29)
(ii) La trajectoire ξ arrive sur le bord de C au temps T :
ξ(T ) ∈ ∂C (30)
(iii) Le vecteur adjoint p(T) (c.f. principe du maximum 2.1) annule le plan
tangent Tξ(T )C :
〈 p(T ) | v 〉 = 0 ∀v ∈ Tξ(T )C (31)
(iv) La trajectoire ξ arrive dans ∂C avec une vitesse tangente à ∂C :
〈 p(T ) | A(T )ξ(T ) + B(T )u(T ) 〉 = 0 (32)
Preuve. Comme ξ0 ∈ ∂Ω ∩ Int(C), il existe T > 0 tel que A(ξ0, T ) ∩ C est
non vide mais d’intérieur vide. Par hypothèse de K-contrôlabilité, A(ξ0, T ) est
un convexe d’intérieur non vide, et le lemme 3.4 implique que
A(ξ0, T ) ∩ C = ∂A(ξ0, T ) ∩ ∂C (33)
On utilise alors le lemme 3.5 et la stricte convexité de A(ξ0, T ) (lemme 2.1)
pour obtenir que pour tout ξ ∈ ∂A(ξ0, T )∩∂Ω, l’espace tangent TξC sépare ξ et
A(ξ0, T ) au sens large. Le principe du maximum démontre alors l’existence de
couples (ξ(·), p(·)) avec les propriétés annoncées (i), (ii) et (iii). Il reste à voir
que parmi ces trajectoires, il en existe au moins une qui vérifie (iv), comme le
montre le lemme 3.6. 
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4 Le double intégrateur dans le disque de R2
Dans cette section, l’utilisation du théorème fondamental va nous permettre
de résoudre très facilement notre problème de calcul de noyau de viabilité dans
le cas d’une particule ponctuelle se déplaçant dans un disque de R2 et contrôlée
en accélération. Ce résultat constitue une première étape dans la résolution et
la compréhension de notre problème complexe.
4.1 Le principe du maximum
On revient donc dans cette section à notre système de départ ẍ = u dans
R
2, ou plus précisément :
d
dt


x
y
ẋ
ẏ

 =


0 0 1 0
0 0 0 1
0 0 0 0
0 0 0 0




x
y
ẋ
ẏ

+


0 0
0 0
1 0
0 1


(
u1(t)
u2(t)
)
‖u‖ ≤ ǫ (34)
et on prend
C = Dρ × R
2 (35)
où Dρ est le disque { x ∈ R
2 : ‖x‖ ≤ ρ}. Il est évident que C est une cible lisse.
En fait, on peut se restreindre à la cible compacte Dρ × P , où P est un pavé
compact de R2 suffisamment grand. En effet un point tel que v2 > 2ρ
ǫ
+ 1
2
ǫ, par
exemple, ne peut jamais être viable pour Dρ, et il est donc inutile de considérer
des vitesses arbitrairement grandes.
Le système (34) vérifie les conditions de contrôlabilité de Kalman, et on
peut montrer que l’hypothèse de K-contrôlabilité est bien vérifiée.
Gardant alors les mêmes notations que dans la section précédentes, et
prenant ξ0 ∈ ∂Ω ∩ Int(C), on sait d’après le théorème fondamental qu’il existe
T > 0, u ∈ Uǫ(R
m), ξ : R+ → Rn et p : R+ → Rn absolument continues, tels
que dans l’énoncé du théorème.
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L’équation différentielle sur p est ici
ṗ(t) = −p(t)


0 0 1 0
0 0 0 1
0 0 0 0
0 0 0 0

 (36)
et fournit comme solutions p(t) =
(
q1(t) q2(t) p1(t) p2(t)
)
:
p(t) =
(
q1(0) q2(0) p1(0) − tq1(0) p2(0) − tq2(0)
)
(37)
Comme p(T ) annule Tξ(t)Dρ × R
2, on obtient immédiatement que p1(T ) =
p2(T ) = 0, soit encore :
p(t) = (q1(0) q2(0) (T − t)q1(0) (T − t)q2(0)) (38)
Le principe du maximum s’écrit ici
(p1(t) p2(t))
(
u1(t)
u2(t)
)
= max
‖v‖≤ǫ
(p1(t) p2(t)) v (39)
et cela revient à dire que u est colinéaire à (p1(t) p2(t)) et de norme ǫ, soit
u =
ǫ√
q1(0)2 + q2(0)2
(
q1(0)
q2(0)
)
(40)
et ces extrémales sont donc des paraboles .
Enfin, la propriété (iv) du théorème fondamental nous permet alors d’af-
firmer que l’une de ces trajectoires arrive sur le bord de C de manière tangente.
En résumé, on a le résultat suivant :
Théorème 4.1 (Paraboles). Considérons le système (34) et la cible
C = Dρ × R
2
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où Dρ est le disque { x ∈ R
2 : ‖x‖ ≤ ρ}, et posons encore
Ω =
{
ξ0 ∈ Dρ × R
2 : ∀t ≥ 0 A(ξ0, t) ∩ (Dρ × R
2) 6= ∅
}
Alors si ξ0 = (x0, v0) ∈ ∂Ω∩ Int(Dρ ×R
2), il existe une parabole de R2 partant
de x0, arrivant de manière tangente dans ∂Dρ, et dont l’accélération constante
est de module ǫ.
Fig. 5 – Parabole tangente
Maintenant, il est clair que de tels ξ0 sont viables dans le disque. En ef-
fet, une fois la parabole suivie jusqu’au sommet, la vitesse est suffisamment
faible pour entamer la suite de la parabole tout en respectant la contrainte sur
l’accélération. Rester sur le bord du disque, par exemple, est alors aussi une
suite admissible pour la trajectoire, et ξ0 est bien viable.
Finalement, comme C est convexe et que les contrôles sont à valeur dans
un convexe, il est clair que Viab(C) est convexe. Comme de plus Viab(C) ⊂ Ω
et ∂Ω ∩ Int(C) ⊂ Viab(C), on aboutit au corollaire suivant :
Corollaire 4.1. Soient C = Dρ ×R
2 et Ω comme dans le théorème précédent,
où les contrôles sont à valeurs dans un convexe, alors
Ω ∩ Int(C) = Viab(C) ∩ Int(C) (41)
et ∂Ω ∩ Int(C) = ∂Viab(C) ∩ Int(C) (42)
Pour étudier la viabilité d’un point dans ce cas particulier (i.e. pour
les Dρ × R
2), on est donc amené à étudier un problème géométrique faisant
intervenir des paraboles et des cercles dans R2. L’objet de la section qui suit
est donc d’étudier ce problème.
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4.2 Étude des paraboles
Considérons la famille de paraboles P(x0, λ, φ, θ) dans R
2 :
P(x0, λ, φ, θ) :



x(t) = x0 + λ cos(φ)t +
1
2
ǫ cos(θ)t2
y(t) = λ sin(φ)t + 1
2
ǫ sin(θ)t2
(43)
où ǫ est un paramètre fixé au départ. Cette famille ne contient pas toutes les
paraboles accélérées à ǫ, mais on peut toujours se ramener à une parabole de la
forme P(x0, λ, φ, θ) en effectuant une rotation convenable. On considère aussi
la famille C(r) des cercles de rayon r et de centre l’origine (0, 0).
On se pose alors les questions suivantes : à quelles conditions sur les paramètres,
la parabole P(x0, λ, φ, θ) coupe-t-elle le cercle C(r) en lui étant tangente en ce
point d’intersection ? À parabole fixée, quels sont les r qui conviennent ? Qu’en
est-il de θ si on fixe r, x0, λ et φ cette fois ?
En effectuant la rotation d’angle −θ et de centre (0, 0), la parabole P(x0, λ, φ, θ)
s’écrit dans ce repère :
P ′(x0, λ, φ, θ) :



X(t) = cos(θ)x0 + λ cos(θ − φ)t +
1
2
ǫt2
Y (t) = − sin(θ)x0 − λ sin(θ − φ)t
(44)
En réécrivant
t =
Y (t) + sin(θ)x0
λ sin(φ − θ)
(45)
on obtient que :
X(t) =
ǫ
2λ2 sin(θ − φ)2
(
Y (t) +
(
x0 sin(θ) −
λ2
2ǫ
sin (2(θ − φ))
))2
+cos(θ)x0−
λ2 cos(θ − φ)2
2ǫ
(46)
Ainsi, l’axe de la parabole à pour direction le vecteur (cos(θ), sin(θ)), et
cet axe passe par l’origine (0, 0) si et seulement si la condition suivante est
vérifiée :
(E) : x0 sin(θ) −
λ2
2ǫ
sin (2(θ − φ)) = 0 (47)
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Dans ce cas, la distance entre le sommet de la parabole et l’origine, soit encore
le rayon du cercle auquel la parabole est tangente, étant alors :
r(x0, λ, φ, θ) =
∣∣∣∣ cos(θ)x0 −
λ2 cos(θ − φ)2
2ǫ
∣∣∣∣ (48)
Notons enfin T (x0, λ, φ, θ) l’instant t pour lequel le point (x(t), y(t))) est au
sommet de la parabole. à cet instant, la vitesse et l’axe de la parabole sont
orthogonaux :
cos(θ)
(
λ cos(φ) + ǫ cos(θ)t
)
+ sin(θ)
(
λ sin(φ) + ǫ sin(θ)t
)
= 0
D’où finalement
T (x0, λ, φ, θ) = −
λ
ǫ
cos(θ − φ) (49)
4.3 Critère de viabilité
L’utilisation combinée du théorème fondamental 3.1 et de l’étude précédente
sur les paraboles, nous permet maintenant d’énoncer notre premier résultat de
viabilité :
Théorème 4.2. Considérons le double intégrateur (34). Notons C = Dρ ×R
2,
et fixons ξ0 =
(
(x0, 0), (λ cos(φ), λ sin(φ))
)
∈ C (où λ > 0).
Posons alors les définitions suivantes :
Θ =
{
θ ∈ R : x0 sin(θ) −
λ2
2ǫ
sin (2(θ − φ)) = 0
}
(50)
r(θ) = cos(θ)x0 −
λ2 cos(θ − φ)2
2ǫ
(51)
T (θ) = −
λ
ǫ
cos(θ − φ) (52)
On a alors les résultats suivants :
(i) Si x0 = ρ et φ <
π
2
, alors ξ0 n’est pas viable dans C.
(ii) Si x0 = ρ et φ =
π
2
, alors ξ0 est viable ssi λ
2 ≤ ρǫ
(iii) Si x0 < ρ ou φ >
π
2
, alors ξ0 est viable ssi pour tout θ ∈ Θ, T (θ) ≥ 0
implique r(θ) ≤ ρ.
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Preuve.
(i) Trivial.
(ii) Pour x0 = ρ, la condition initiale est sur le bord du cercle de rayon ρ,
et si φ = π
2
, le module de la vitesse maximal correspond alors au cas où
la trajectoire reste indéfiniment sur le bord, et nécessairement :
λ2max
ρ
= umax = ǫ
(iii) Supposons tout d’abord qu’il existe θ ∈ Θ tel que T (θ) ≥ 0 et r(θ) > 1.
Soit alors u un contrôle admissible quelconque et ξ(t) = (x(t), v(t)) la tra-
jectoire associée. Notons alors uθ(t) (resp. xθ(t)) la projection du vecteur
u(t) (resp. x(t)) sur l’axe (cos(θ), sin(θ)). Remarquons que comme T (θ) ≥
0, la parabole P(x0, λ, φ, θ) est parcourue en « freinant ».
La condition uθ(t) ≥ −ǫ, soit encore ẍθ ≥ −ǫ, se traduit après intégration
en
xθ(t) ≥ xθ(0) + tẋθ(0) − ǫ
t2
2
(53)
Ainsi, xθ(T (θ)) ≥ r(θ) > ρ, et la trajectoire sort du cercle en temps fini.
Le contrôle u étant quelconque, ξ0 n’est pas viable.
Supposons maintenant que ξ0 ne soit pas viable. Posons tout d’abord
r∗ = inf
{
r ≥ 0 : ξ0 viable dans Dr × R
2
}
(54)
alors r∗ est bien défini comme inf d’une partie minorée et non vide de
R (on peut toujours freiner jusqu’à atteindre une vitesse nulle en temps
fini, ξ0 est alors viable dans tout disque contenant ce point d’arrivée).
Montrons que ξ0 = (x0, v0) est viable dans Dr∗ × R
2. Soit donc ǫ > 0,
et u un contrôle admissible viable dans Dr∗+ǫ × R
2 en partant de ξ0.
Pour λ ∈ [0, 1], la trajectoire partant de (x0, λv0) et contrôlée par λu
(admissible aussi) vérifie par définition du système :
y(t) − x0 = λ
(
v0t +
∫ t
0
(t − s)u(s)ds
)
= λ (x(t) − x(0)) (55)
Ainsi, pour λ(ǫ) = d(x0,Dr∗)
d(x0,Dr∗+ǫ)
, le point (x0, λ(ǫ)v0) est viable dans Dr∗×R
2,
et comme (x0, λ(ǫ)v0) −−→
ǫ→0
(x0, v0), le corollaire 2.4 permet de conclure.
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On obtient aussi du même coup que
r∗ > ρ (56)
Remarquons ensuite que ξ0 est alors sur le bord de V iab(Dr∗ × R
2). En
effet, un argument similaire au précédent et la définition de l’inf mon-
trent qu’il ne peut pas y avoir de point (x0, λv0) avec λ > 1 viable, et
donc pas de voisinage viable.
Finalement, comme ξ0 ∈ ∂Viab(Dr∗ ×R
2)∩ Int(Dr∗ ×R
2), on a, suite au
corollaire 4.1, que
ξ0 ∈ ∂Ωr∗ ∩ Int(Dr∗ × R
2) (57)
où l’on a bien sur posé
Ωr∗ =
{
ξ ∈ Dr∗ × R
2 : ∀t ≥ 0 A(ξ, t) ∩ (Dr∗ × R
2) 6= ∅
}
(58)
Le théorème fondamental 3.1 permet de montrer l’existence de la parabole
recherchée. 
Remarque : Notons en fait que, pour une condition initiale donnée,
il n’existe qu’un nombre fini de paraboles partant tangentes en ce
point et arrivant tangente à un cercle centré en 0 (bien sûr, l’accélération
est fixée une fois pour toutes). En effet, l’équation sur θ devient, après
réécriture, polynomiale de degré 4 en tan θ
2
.
Les tracés qui suivent illustrent ce phénomène et montrent les paraboles
obtenues pour un point viable qui ne le reste plus lorsque l’on augmente
trop le module de sa vitesse.
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Fig. 6 – Viable : x0 =
1
2
, λ = 1, φ = 2π
3
, ǫ = 1 et ρ = 1
Fig. 7 – Non viable : x0 =
1
2
, λ = 3, φ = 2π
3
, ǫ = 1 et ρ = 1
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