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ABSTRACT 
In the continuing quest to improve climate model predictions to meet the increasing 
demand for knowledge on the regional effects of global climate change, it is pertinent 
to increase our understanding of how the underlying processes of climate are repre-
sented in the models we use to make these predictions. Concerted efforts in model 
evaluations and intercomparison have provided numerous insights into various model 
biases which plague current state-of-the-art regional climate models (RCMs). Model 
evaluation and assessment is crucial to model development and understanding how 
physical processes are represented in models is necessary for improving model pa-
rameterizations. This thesis explored model transferability as a new approach for 
systematic process-based intercomparison of RCMs. It investigated an untested trans-
ferability hypothesis which states that “for non-monsoon regions experiencing weak 
synoptic scale forcing, the height of the cloud base is correlated with the daytime sur-
face fluxes”. An initial transferability experiment was conducted over Cabauw, the 
Netherlands (51.97°N, 4.93°E) to assess the models’ skill in resolving the diurnal and 
seasonal cycles and to investigate the simulated connections between surface and hy-
drometeorological variables over a non-monsoon station. The ability of models to 
resolve these cycles correctly is a good metric of their predictive capabilities. The data 
used for the study comprises three-hourly surface observations for the period October 
2002 – December 2004 from the Coordinated Enhanced Observing Period (CEOP) 
measuring campaigns of the Global Energy and Water Cycle Experiment (GEWEX) 
and three-year simulations (2002 -2004) from five RCMs (CLM, GEMLAM, MRCC, 
RCA3 and RSM).  
In simulating seasonal and diurnal cycles of CBH and surface variables, the European 
models (CLM and RCA3) demonstrate a clear home advantage over the North Ameri-
can models (GEMLAM, MRCC and RSM). Principal component analysis revealed 













and that this coupling is not sensitive to changes in wind speed. This study found that 
summer daytime loadings gave the strongest couplings of variables. Three major pro-
cesses were identified over Cabauw. First and most dominant is the surface energy 
process which couples sensible and latent heat with net radiation. The second process 
is thermodynamic, coupling temperature and surface moisture (specific humidity), 
and the third is a dynamic process which couples pressure and wind speed. A model 
intercomparison was then carried out across the six midlatitude domains to test the 
validity of the Cabauw findings.  In observations, CBH is well coupled with the sur-
face fluxes over Cabauw, Bondville, Lamont and BERMS, but coupled only with 
temperature over Lindenberg and Tongyu. All the models (except GEMLAM) simu-
lated a good coupling with surface fluxes at all stations. In GEMLAM, there is no 
coupling between CBH and surface fluxes at any station. In less homogenous domains 
of the study, a very slight decrease in the strength of coupling is seen in most of the 
models, under strong large scale forcing. This would suggest that the coupling be-
tween cloud base height and surface fluxes in the models is possibly more influenced 
by radiative forcing than by synoptic controls. This second study confirmed the find-
ings at Cabauw that the simulated cloud base is correlated with surface energy fluxes 
and the sign of the correlations in the models is as in observations. This finding is im-
portant for the modeling community as it establishes the fact that the models are 
actually simulating the direction of influence of surface fluxes and possibly, soil water 
variability, on cloud processes.  
The entire analysis provides a robust framework for assessing the applicability of 
models in widely varying climatic domains and for validating them against climate 
observations. The varied couplings identified in the study and their complex feed-
backs of processes present a major validation challenge for models that employ 
interchangeable parameterization schemes for the different physical processes. Since 
these feedbacks are likely to change each time a module is changed, their combination 
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1.1 The basis 
In the continuing quest to improve climate model predictions to meet the increasing 
demand for knowledge on the regional effects of global climate change, it is pertinent 
to increase our understanding of how models handle the underlying processes of cli-
mate. In other words, how are these processes represented in the models we use for 
predictions? Concerted efforts in model evaluation and intercomparison e.g. (Takle et 
al., 1999; Tjernström et al., 2005; Rinke et al., 2006; Christensen et al., 2007; Déqué 
et al., 2007) have provided numerous insights into various model biases which plague 
current state-of-the-art regional climate models (RCMs). Model transferability exper-
iments are a new way of exploring these biases which are often the consequence of 
region-specific tuning in model parameterizations (Takle et al., 2007). Exposing mod-
el biases and the factors responsible for them serve to increase understanding and lead 
to better implementations of important parameterizations in models, ultimately giving 
us more reliable tools of the trade.  
This thesis thus seeks to address these issues with a focus on investigating model rep-
resentation of specific surface processes such as the interaction of the surface energy 
fluxes with cloud base height. The diurnal and seasonal cycles of these interactions 
and of other state meteorological variables are important indices for diagnosing defi-
ciencies in model physics (Betts et al., 1997; Dai and Trenberth, 2004). This study 
builds on the lessons learned from numerous regional climate model intercomparison 
projects by providing a new and insightful way of assessing model performance and 
exploring model biases under various climate conditions. The following section gives 
a comprehensive review of major model intercomparison projects carried out for the 
purposes of model evaluation and assessment by different modeling groups across the 
globe over a wide range of climatic regimes. Thereafter, the key lessons learned from 














1.2 Model intercomparison projects (MIPs) 
The Atmospheric Model Intercomparison Project (AMIP) began back in 1990 as a 
standard experimental protocol for global atmospheric general circulation models 
(AGCMs). Its objectives were to provide a community-based infrastructure to facili-
tate climate model diagnosis, validation, intercomparison, documentation and data 
access (Gates, 1992). The AMIP programme, which involved the international climate 
modeling community, allowed scientists to analyze AGCMs in a systematic manner 
designed to contribute to model improvement. The AMIP experiment involved con-
straining an AGCM by realistic sea surface temperature and sea ice from 1979 to near 
present, with a comprehensive set of fields saved for diagnostic research. This model 
configuration enabled scientists to focus on the atmospheric model, which of course is 
coupled to the land surface, without the accompanying complexity of ocean-
atmosphere feedbacks in the climate system. Following the success of AMIP, the re-
gional climate modeling community began series of coordinated model 
intercomparison projects (MIPs) over different climate regions. These projects were 
designed to explore the strengths and weaknesses of simulating specific regional cli-
mates at subcontinental scales. The various MIPs are described in the following 
paragraphs. 
1.2.1 Arctic Regional Climate Model Intercomparison (ArcMIP) 
The Arctic Regional Climate Model Intercomparison Project (ArcMIP) is an interna-
tional intercomparison of eight regional model simulations in the Arctic conducted 
using a common forcing dataset. ArcMIP focused on the period September 1997 – 
September 1998, which coincides with the Surface Heat Budget of the Arctic Ocean 
(SHEBA) project period. The rationale for selecting this period is that high quality 
data are available from SHEBA, the Atmospheric Radiation Measurement (ARM) 
Barrow site, aircraft observations and several remote sensing satellites. Also, wide-
ranging data are available from the Mackenzie GEWEX Study (MAGS), a series of 
large-scale hydrological and related atmospheric and land-atmosphere measurements 
conducted within the Mackenzie Basin in Canada. In their work which quantified the 














bility of current Arctic RCM simulations, Rinke et al. (2006) reported that the ensem-
ble model mean reproduces the driving reanalysis (European Centre for Medium-
Range Weather Forecasts ERA40) quite well when constrained by a small domain. A 
few models have severe biases that contribute substantially to the bias in the ensemble 
mean, although some models perform better than the ensemble mean or median. Even 
using a constrained experimental design (small integration domain, specified lower 
boundary condition for ocean and sea ice) and specified horizontal boundary condi-
tions from data analyses, there is a considerable scatter among the different RCMs. In 
general, the largest across-model scatter is found in the 2 m temperature over land, in 
the surface radiation fluxes, and in the cloud cover which implies a reduced confi-
dence level for these variables. These are likely due to different radiation cloud and 
land-surface schemes employed in the models. Both performance biases and inter-
model differences are largest at very low height levels and near the surface. Here, in-
dividual physical model parameterizations come into play and the land-surface and 
boundary layer parameterizations, radiative transfer and cloud treatment become of 
primary importance. Using the SHEBA point measurements, Køltzow et al. (2003) 
showed that model biases in the incoming and upward shortwave radiative fluxes at 
the surface in summer can be reduced by using a more sophisticated surface albedo 
scheme. Wyser and Jones (2005) showed that a more sophisticated cloud scheme sig-
nificantly improves the annual cycle of cloud cover in their model.  
Tjernström et al. (2005) reported that the models capture well much of the resolved 
scale meteorology. However, there are biases in near-surface wind speeds that are 
consistent with surface stress and which lead to incorrect sea ice drift. Errors in sur-
face fluxes are often up to or larger than the net heat flux itself. While some of the 
models show good skill in some of the radiation flux components, none of them have 
good, or consistent, skill in all components. The simulated turbulent heat fluxes have 
very little similarity, if any at all, to observations. While the long-term errors in turbu-
lent heat flux tend to compensate, this compensation is not an attempt to obtain 
correct fluxes but more probably a result of wind stress tuning. The simulated down-
ward shortwave radiation suggests that cloud amounts are reasonably accurate. A 
positive correlation exists between cloud water and specific moisture bias in all mod-














liquid-water profiles and the temperature-bias profiles in summer is an issue that de-
serves more study. There are very good reasons to assume that some of the errors in 
the boundary layer arise from elsewhere in the model. Most of the systematic errors 
are different in the lowest kilometer rather than aloft, but they hardly disappear with 
altitude, despite applying the same lateral boundary conditions to all models. No sin-
gle model stands out as being superior in all situations. In summary, these results lead 
the authors to conclude that there are uncertainties in current modeling of Arctic cli-
mate processes that may be reduced by improving important process descriptions in 
climate models. 
1.2.2 North American Monsoon Model Assessment Project (NAMAP) 
The international North American Monsoon Experiment (NAME) was organized to 
improve understanding and prediction skill of warm-season precipitation fluctuations 
in the monsoonal region of southwest North America. Investigators carried out en-
hanced observations at the core of the North American Monsoon System (NAMS) 
during the NAME field campaign in summer 2004. The NAME Model Assessment 
Project (NAMAP) was designed to evaluate the state of the art of warm season cli-
mate modeling before the field campaign (Gutzler et al., 2005). In NAMAP, six 
groups independently carried out numerical simulations of a single summer across 
southwestern North America. The most fundamental distinction in model characteris-
tics is between the four regional models and the two global models. The RCMs are 
strongly forced by time-varying analyzed fields around the lateral boundaries of their 
computational domain. The GCMs are not subjected to any lateral atmospheric forc-
ing but forced only by prescribed lower boundary conditions. The RCMs are therefore 
more tightly constrained by the constant influence of “perfect” large-scale dynamical 
features at the lateral boundaries. The NAMAP simulations were carried out with sig-
nificantly different configurations. Five simulations are continuous runs beginning 
with springtime initial conditions, while one is a succession of daily reinitialized 24–
36 hour forecasts. The latter simulation was not notably closer to observations than 
the free-running simulations, indicating that model drift is not the foremost reason for 














Although this project lacks a tightly constrained framework on lateral boundary con-
ditions usually employed in most intercomparisons, its evaluation of the monsoon of 
the southwest United States and northwest Mexico using four RCMs and two GCMs 
provides invaluable insights on model behaviour for an important climatic feature. 
The North American monsoon interacts strongly with coastal terrains and provides 
both latitudinal and orographic contrasts for comparison with other continental mon-
soon systems. Gutzler et al. (2005) reported that all four NAMAP RCMs reproduced 
the observed July 1990 maximum precipitation, whereas the two GCMs reproduced 
peak precipitation in August. The monthly mean resolution of the NAMAP output 
makes it impossible to quantify the time lag accurately, but the onset date is well de-
fined with the existing observational precipitation data set so there is no doubt that the 
delayed onset is an actual anomaly in the global model simulations. All four RCMs 
maintained their diurnal cycle phase before, during and after the monsoon maximum, 
and three had their hourly amplitudes proportionally reduced after the observed July 
peak. One model behaved differently however, partitioning all of the difference be-
tween July and August rain into the nocturnal component. The substantial differences 
in nocturnal precipitation suggest that systematic propagation of convective systems is 
occurring to varying degrees in the model simulations, and that different model phys-
ics and dynamical schemes come up with various ways of resolving precipitation. 
This issue as well as that of late afternoon convective peak needs to be addressed in 
models. The models diverge on the interaction of convection with topography and this 
is more pronounced for regions of intense convection in areas with complex terrains. 
The authors asserted that simulation of intense convective precipitation in regions of 
extremely complicated terrain poses a unique challenge to dynamical models, and 
suggested that improvements in convective parameterizations are an indispensable 
prerequisite to enhancing climate prediction skill in the NAME domain. 
1.2.3 Project to Intercompare Regional Climate Simulations (PIRCS) 
The Project to Intercompare Regional Climate Simulations (PIRCS) was developed to 
evaluate the strengths and weaknesses of regional climate models and their compo-
nent procedures through systematic comparative simulations. PIRCS also provides a 














and has grown with strong community involvement (Gutowski et al., 1998; Takle et 
al., 1999). The initial series of PIRCS experiments examined extreme events of two to 
three month duration (the 1988 drought and the flood of 1993) over the central United 
States (Takle et al., 1999). The drought phase allowed for the simulation of a period 
with minimal model dependence on convective parameterization, whereas the intense 
rainfall period offered a contrast, allowing for the investigation of the impacts of 
widespread convection over the same region. Takle et al. (1999) reported that all 
models reproduced the succession of wet and dry days when the flow is driven by 
large scale motion, but mesoscale and convective precipitation tended to be captured 
more stochastically in the models with less precise agreement in temporal and spatial 
patterns than for the synoptically organized events. Most models captured the noctur-
nal precipitation maximum in the United States Midwest despite the fact that this 
feature was absent in the climatology of the forcing reanalysis. Also, most model sim-
ulations placed the precipitation maximum during the 1993 flood event northeast of 
its actual location with a lower total rainfall amount than was observed. The authors 
concluded that although there are some common strengths and deficiencies among the 
models, no single model stands out as best in all comparisons, rather each model dis-
plays individual strengths and deficiencies. 
1.2.4 Regional Climate Model Intercomparison Project for Asia (RMIP) 
In contrast to other monsoonal climates, East Asia has high terrain to the west and 
ocean to the south and east making it a challenging region to model. The Regional 
Climate Model Intercomparison Project (RMIP) for Asia was established in 1999 to 
improve further RCM simulations of East Asian climate by evaluating their strengths 
and weaknesses in a common framework. The specific objectives of RMIP are to as-
sess the current status of East Asian regional climate simulation, provide a scientific 
basis for further RCM improvement, and to provide scenarios of East Asian regional 
climate change in the 21
st
 century based on an ensemble of RCMs nested within a 
GCM. In the initial RMIP phase, nine RCMs simulated an 18-month period (March 
1997 - August 1998) that covers a full annual cycle, the East Asian drought and heat 
waves during summer 1997, and flooding in Korea, Japan, and the Yangtze and Song-














usually displayed a cool bias with lower magnitude at lower altitudes and largest over 
arid regions of northern China. Individual model biases range from ± 1º to ± 6ºC, 
which very much exceeds the ensemble average bias. This inconsistency, the authors 
noted, suggests the need for further systematic evaluation of RCM performance over 
different regions and across more models, before making any general conclusions. 
The models tend to produce too much precipitation at high latitudes but generally 
simulate the annual cycle of precipitation well over China, Japan and Korea, except in 
the western arid and semi-arid regions. The nine RCM ensemble averages for temper-
ature and precipitation perform better than any individual model, a result which 
suggests that there is value in using an ensemble of RCMs when projecting future 
climate to get a mean change and range of possible changes. Most models captured 
wet and dry extreme events, including, to some extent, a belt of heavy rain over the 
Yangtze valley and its associated 850 hPa low-level jet.  
1.2.5 Baltic Sea Experiment (BALTEX) 
The major objective of BALTEX (the BALtic sea EXperiment) is to explore and 
quantify the energy and water cycles of the Baltic region (Bengtsson, 1995). BALTEX 
gave rise to the Numerical Studies of the Energy and Water Cycle in the Baltic region 
(NEWBALTIC) I and II, two studies which intercompared simulations of components 
of the hydrological cycle produced by RCMs applied to the Baltic Sea area. This do-
main exhibits the strong seasonal changes representative of midlatitude and sub-
Arctic climates. From a land surface modeling study in hydrology and meteorology, 
Graham and Bergström (2000, 2001) concluded that meteorological models should 
maintain their multifaceted approach for modeling soil temperature but incorporate a 
simpler, yet physically consistent, hydrological approach for modeling snow process-
es and soil water transport. One common problem in all models studied is 
compensating errors in their snow routines. This, the authors opined, might block fur-
ther development, as improvement in one process description may be interpreted 
misleadingly as a failure if a compensating error is not concurrently analyzed. More 
attention must be paid to internal process validation in models. Hamelbeck et al. 
(2001) report that total convective heat flux is a useful sub grid scale quantity for uni-














RCMs for a three-month period and found that the models diverge significantly in ra-
diative properties, cloud cover, average precipitation, and runoff even though they 
captured synoptic events quite well. In contrast to earlier findings (e.g. Christensen et 
al., 1997) no systematic low summer precipitation bias was found in this study.  
The reason for this is mainly attributed to the fact that the key mechanism leading to a 
low summer precipitation bias (positive feedback leading to a decline in land surface 
evaporation, precipitation and soil moisture content) does not play a major role in the 
Baltic Sea area. Although the evaporation-precipitation feedback was not explicitly 
quantified, the highest portion of the precipitation in the area probably originates from 
the Atlantic Ocean and Baltic Sea, thus reducing the impact of the la d surface feed-
back. This was also suggested by Koster et al. (2000).Van Meijgaard et al. (2001) 
compared RCM cloud simulation with measurements by ceilometers, infrared radi-
ometers, and satellite observations. They reported that RCMs systematically 
overestimate cloud amount below 900 hPa and compensate by simulating less than 
that observed at 800 hPa. They attributed this behaviour to underestimated planetary 
boundary layer height. The models exhibit similar cloud properties but diverge con-
siderably in their cloud radiative fluxes. 
1.2.6 Prediction of Regional Scenarios and Uncertainties for Defining European 
Climate Change Risks and Effects (PRUDENCE) 
The Prediction of Regional Scenarios and Uncertainties for Defining European Cli-
mate Change Risks and Effects (PRUDENCE, Christensen, 2005) focuses on 
improving projections of future climate change. PRUDENCE aims at a number of ob-
jectives which include a series of high resolution climate change scenarios for Europe 
for 2071 - 2100, an assessment of uncertainties of European regional climate models, 
and an assessment of risks caused by climate change for Europe. Other objectives in-
clude the application of RCM results to a number of climate impact studies, an 
assessment of implications of climate change for socio-economic and political deci-
sion making and a broad dissemination of PRUDENCE results. Various European 
climate modeling institutes used RCMs to create the high resolution simulations 














weather events. Further still, the variability and level of confidence in these scenarios 
is analyzed as a function of uncertainties in model formulation. Jacob et al. (2007) 
reported that regional models reproduce the circulation patterns of the driving GCM 
well. Nevertheless, in many regions there are significant differences between the 
GCM and RCM surface temperature and precipitation simulations for some RCMs. 
There is no clear association of differences with regions but some models have region 
and season independent tendencies to deviate in terms of temperature or precipitation. 
This is in agreement with Déqué et al. (2005) who reported that individual regional 
models present a larger spread than the difference between GCMs and RCMs. The 
systematic error in temperature is less than half the climate change for the A2 (end of 
the 21
st
 century) climate scenario. The sources of uncertainty for global models, in 
decreasing order, are from model to scenario (B2 versus A2), sea surface temperature 
forcing, and sampling. For regional models, the order is from scenario to boundary 
forcing (GCM), model, and sampling. Sea surface temperature (SST) forcing and 
model to model variability are the principal sources of uncertainty in precipitation for 
both global and regional models, and this is followed by scenario and sampling error. 
Christensen et al. (2007) concluded that impact studies in PRUDENCE that compared 
various methods of scenario development and application provide convincing exam-
ples that show that application of RCM-based scenarios can have significant 
advantages over AOGCM based scenarios in many impact studies. On the other hand, 
they also indicate that RCMs do not yet provide a universal solution, and some of the 
impact studies highlight potential limitations of relying solely on RCM-based infor-
mation. Overall, PRUDENCE represents the first comprehensive, continental-scale 
intercomparison and evaluation of high resolution climate models and their applica-
tions. 
1.2.7 International Research Institute/Applied Research Centers (IRI/ARC) Projects 
Roads et al. (2003) examined the subtropical climates through an intercomparison of 
four regional model simulations in a region with steep topographic features under the 
influence of Atlantic SSTs, El Niño-Southern Oscillation (ENSO) events and the 
South American monsoon. The models captured the seasonal cycle of precipitation as 














totals were however less than those observed. All models had extreme variability near 
the Andes with less predictability on the leeward than the windward side. The models 
performed better in summer and winter than in the transition seasons. 
1.2.8 Other continuing intercomparison projects 
Other recent and emerging model intercomparison projects (MIPs) include the La Pla-
ta Basin Project (PLATIN) in the Rio de La Plata basin in Argentina and Uruguay, the 
African Monsoon Multidisciplinary Analysis (AMMA) in West Africa, the Quantifi-
cation of Uncertainties in Regional Climate Change and Climate Change Simulations 
(QUIRCS) in central Europe, and Assessments of Inputs and Adaptations to Climate 
Change (AIACC) in southern Africa. The Structured Grid Model Intercomparison 
Project (SGMIP) compares results of stretched grid models, which offer advantages 
for simulating regional climates by allowing full interaction with coarsely resolved 
regions outside the region of interest. SGMIP results so far have focused on overall 
accuracy of the method and have not intercompared model validity on specific climate 
features.  
The COordinated Regional climate Downscaling Experiment (CORDEX) is a World 
Climate Research Programme (WCRP) sponsored program to organize an interna-
tional coordinated framework to provide an improved generation of regional climate 
change projections worldwide for input into impact and adaptation studies within the 
Intergovernmental Panel on Climate Change 5th Assessment Report (AR5) timeline 
and beyond. CORDEX will produce an ensemble of multiple dynamical and statistical 
downscaling models considering multiple forcing GCMs from the CMIP5 archive. 
Multiple common domains covering most land areas in the World have been selected 
(with initial focus on AFRICA). These regions take advantage of some of the existing 
regional projects already discussed above. Although CORDEX is not an intercompari-
son project in the strict sense, the wealth of data it will provide from various models 















1.3 Lessons learned from model intercomparison projects (MIPs) 
All the previously discussed model intercomparison studies and a few other recent 
ones (see Takle et al., 2007) provide vast insights toward the advancement of model 
evaluation and development. These studies have shown that RCM simulations on do-
mains well constrained by analyzed boundary conditions offer an opportunity for 
assessing and improving parameterizations in higher resolution models (e.g. Déqué et 
al., 2007). With such constraints, parameterizations can be developed while being 
shielded from error propagation from remote regions. Takle et al. (2007) reported that 
as more and different regional climate model intercomparisons are being documented, 
some clear patterns have emerged from the results. Probably the most common con-
clusion from these studies is that no single model outperforms others in accuracy in 
all variables being simulated, a fact that seems to also equally hold for GCMs (e.g. 
Sanderson et al., 2008; Knutti, 2009; Knutti et al., 2010). 
While a model might exhibit remarkable accuracy in one variable for a region, it may 
be very unreliable for other variables in the same domain or for the same variable in 
another domain. One might argue however that this, to some degree, can only be on 
appearances, given the inherent inter-dependency of variables when one considers the 
dynamics across timescales. Another central outcome of the model intercomparisons 
is that the ensemble means of regional models are often closer to observations than 
any individual model (e.g. Takle et al., 1999; Fu et al., 2005; Tjernström et al., 2005). 
These ensemble means, however, fail to reproduce the magnitude of extreme events. 
Many of the regional model intercomparisons discussed have concluded that model 
physics (e.g. convection schemes, boundary layer physics) contributed more than the 
numerical solution (e.g. spectral versus grid) to divergence in model results and be-
tween model results and observations (e.g. Déqué et al., 2005; Jacob et al., 2007). 
Particular features in specific regions can provide opportunities to study model pro-
cesses in a more involved way. The diurnal pattern of components of the hydrological 
cycle is an example of this. In the PIRCS study, the nighttime summer precipitation 
maximum over the U.S. Midwest allowed the investigation of the moisture conver-
gence processes that feed these nocturnal storms in the models (Takle et al., 1999). 














tive and stratiform precipitation, a remarkable feat as these features were absent in the 
driving reanalysis boundary conditions. This confirms the value added by a set of re-
gional models applied over a region for the season simulated. 
1.4 Model transferability 
From the above discussions, it is evident that much has been learned through individ-
ual regional climate model intercomparisons where several RCMs were applied over a 
single domain of interest. However, a major limitation of these studies is that there is 
no uniformity across the different MIP frameworks, for example, in the choice of lat-
eral boundary forcing for the models and in the use of observations. This lack of 
uniformity limits the ability of the community of regional modelers to draw far reach-
ing conclusions regarding understanding of the hydrological and energy cycles on a 
global scale. Takle et al. (2007) proposed “transferability experiments” as a next step 
in regional climate model development. In a transferability experiment, a single mod-
el is applied to multiple domains with the model options kept fixed for all domains 
simulated. This allows for the assessment of model skill outside of a model’s primary 
domain of development and application (home domain). 
A transferability intercomparison involves several models in a coordinated set of 
transferability experiments where, as much as possible, all experiments use the same 
configuration (lateral boundary conditions, domain size and resolution) on a pre-
scribed suite of domains for periods where high temporal resolution observations are 
available. Such a transferability intercomparison requires the archiving of results in a 
highly standardized and well-coordinated manner. Simulations for the first transfera-
bility intercomparison project (the Inter-Continental Scale Experiments 
Transferability study, ICTS) were started in 2005 by the Transferability Working 
Group (TWG), under the auspices of the GEWEX (Global Energy and Water Cycle 
Experiment) Hydrometeorology Panel (GHP). The ICTS simulates a five-year period 
(2000-2004) which includes all the Coordinated Enhanced Observing Period (CEOP) 
Phase I observations for all the GEWEX Continental Scale Experiment (CSE) regions 
(Takle et al., 2007). Locations of the CEOP reference sites were taken into considera-














participating in the transferability experiments have all their configurations and pa-
rameterizations well documented, and all the experiment domains were simulated 
without changing these parameters. All the models were driven by the same reanalysis 
data and archiving of model output was well-coordinated with strict quality control to 
ensure accuracy for common analysis (see http://www.gkss.de/icts/). 
1.5 Transferability hypotheses 
Such systematic intercomparison across models and domains offer unique opportuni-
ties for exposing individual and collective biases in regional models. Transferability 
intercomparisons, by focusing attention on selected climatological processes and re-
gions of interest, can explore and evaluate the spatial and temporal differences in 
model predictability (Takle et al., 2007). A way of achieving this is by testing the va-
lidity of specific hypotheses which allow for the assessment of generality in regional 
models. Takle et al. (2007) proposed four such non-exclusive hypotheses as follows: 
Models show no superior performance on their domains of origin as evaluated by 
their accuracy in reproducing the diurnal cycles of key surface hydrometeorological 
variables. 
For all climatic regions and periods having convective precipitation during both day 
and night, alternative parameter settings in convective schemes at a specific resolution 
result in changes of intensity and diurnal phasing of precipitation that are correlated. 
No single domain provides climatic conditions for developing and tuning a regional 
climate model that result in measurably better regional climate model performance on 
all climate domains in the transferability domain ensemble. 
For all non-monsoon climatic regions experiencing weak large scale forcing, daytime 
surface fluxes are correlated with the height of cloud base.  
The hypotheses above are for the most part yet to be tested. These hypotheses are tied 
to key processes and/or regions and their validation will provide insights into how 
models reproduce these processes over a given domain of interest. In a preliminary 














energy fluxes using five models for the CEOP enhanced observing period (1 July 
2001 - 30 September 2001). Three-hourly model results were compared with CEOP 
observations from three CSE reference sites [Cabauw (51.970N, 4.930E, The Nether-
lands, Europe), Bondville (40.010N, 88.290W, USA, North America) and Pantanal 
(19.560S, 57.010W, Brazil, South America)]. Their findings suggest a “weak” home 
domain advantage for regional models. They also found that most models capture the 
daytime peaks of sensible and latent heat flux, even though the peak times are differ-
ent across the observation sites. Models overestimated the variability of latent heat 
flux for the warmer climate site (Pantanal) and underestimated it for the cooler cli-
mate sites (Bondville and Cabauw), but the opposite is the case with sensible heat 
flux. Pantanal, the only tropical site of the three, showed the highest divergence be-
tween models’ comparisons with observations. Of the three sites, Pantanal is the most 
‘foreign’ (farthest from domain of design and application) to these models which were 
developed in and primarily applied over mid and high latitudes. Rockel et al. (2005) 
report that precipitation totals for reference sites surrounded by shallow orography 
exhibit the lowest variations for both observations and model output, whereas the op-
posite is true in regions of high orography or heterogeneous surfaces. 
1.6 Research objectives 
From the discussions above, it is clear that regional model transferability studies can 
provide a useful means of model assessment and evaluation, which is an important 
part of model development. While it is true that model skill is partly limited by our 
level of understanding of the workings of the climate system, it is important that our 
present understanding of climate processes be adequately translated in the models we 
construct to simulate these processes. Assessing models to ascertain how they repro-
duce known features of climate is key to improving the reliability and predictive 
accuracy of these models. This thesis thus aims to facilitate current understanding in 
model representation of observed physical processes. This task, in its entirety, is far 
beyond the scope of this or any other thesis for that matter. Specifically, the investiga-
tions in this thesis are focused on model representation of the relationship between 














The primary aim is thus to investigate the fourth transferability hypothesis which 
states “for non-monsoon regions experiencing weak synoptic scale forcing, the height 
of the cloud base is correlated with the daytime surface fluxes.” (Takle et al., 2007). 
To support this aim the following questions are the primary objectives of the thesis: 
Do models couple cloud base with surface energy fluxes as seen in observations 
(Betts, 2004) and do they reproduce the observed diurnal and seasonal variations in 
the direction and magnitude of cloud base-surface energy flux couplings? 
What influences do weak and strong synoptic forcings have on the coupling of cloud 
base height with surface fluxes in models? 
What differences exist in the coupling of surface fluxes and cloud base height in mon-
soon and non-monsoon domains? 
Are there specific areas of commonalties or divergence in models, in other words, do 
the models in this study exhibit common weaknesses or strengths and on which as-
pects do they diverge? 
Can we verify that regional models exhibit a ‘home advantage’ which gives them bet-
ter predictive capabilities in their domain of development and application as 
suggested in the preliminary results of Takle et al. (2007)? 
To investigate these issues, model output location time series from five regional cli-
mate models are compared with surface observations from three enhanced observing 
periods of the Coordinated Enhanced Observing Period programme of GEWEX. The 
investigations employed the use of statistical tools for analyses and details of these are 
provided in Chapter III. 
1.7 Thesis outline 
This thesis is composed of six chapters. Following the introductory chapter which 
presents an overview of model intercomparison projects and pioneering works on re-
gional climate model transferability from its origin to its present status vis-à-vis this 














ter III discusses the models, methods and data used in this research and also gives a 
description of the various domains and sites of the study. Chapter IV lays a foundation 
for the model transferability question this thesis seeks to answer by investigating the 
simulated connections between surface and hydrometeorological variables over a non-
monsoon station. Using five regional models, the hypothesis under investigation is 
evaluated using the model intercomparison convention. This approach serves as a 
platform for model validation while also providing an insight into the performance of 
each model used in the study. Chapter V expands on this foundation and investigates 
the transferability of these RCMs by assessing their performance over different cli-
mate domains across twelve CEOP reference sites around the globe. Chapter VI 
summarizes and synthesizes the outcomes of these experiments and provides an out-
















This chapter provides an overview of the history of climate modeling as a background 
to the central theme of regional climate model evaluation and assessment. It introduc-
es the climate system and its components, which in essence (and limitedly so) is what 
climate models aspire to reproduce. A background is provided on the hierarchy of 
climate models and the various applications of global and regional climate models 
highlighted.  
2.2 Earth’s climate system 
Climate in a narrow sense is a statistical description, in terms of the mean and varia-
bility, of relevant quantities (usually surface variables such as temperature, 
precipitation, and wind) over a period of time ranging from months to thousands or 
millions of years. The classical period, as defined by the World Meteorological Or-
ganization, is 30 years. Climate in a wider sense is the state, including a statistical 
description, of the climate system. The study of the Earth’s climate system is rooted in 
the desire to understand the processes that determine the state of the climate along 
with the possible ways in which this state may have changed in the past or may 
change in the future. The Earth’s climate is composed of a number of components 
which include but are not limited to the atmosphere, oceans, cryosphere, and the bio-
sphere (see Figure 2.1). These components are non-linear systems in their own right 
and their evolution is governed by various physical, chemical, and biological process-
es which are spatially non-local (Kiehl and Ramanathan, 2006). Each component 
exhibits different response timescales and thermodynamic properties (Bard, 2002). 
Natural climate variability arises from variability within each of the components of 
the climate system, and also from the interactions between them. For example, the 














tem with a long-term “memory”, resulting in a spectrum of internal variability which 
extends to millennial timescales (Bigg and Wadley, 2001). The complex, nonlinear 
nature of the Earth system gives rise to different modes of variability like stochastic 
resonances and rapid transitions between regimes (Rial et al., 2004). An example of 
the former is the El Niño-Southern Oscillation (ENSO, Philander, 1990; Tziperman et 
al., 1994), which represents a mode of internal variability of the coupled atmosphere-
ocean system. The Dansgaard-Oeschger and Heinrich events which mark the Earth’s 
glacial climate (Bond and Lotti, 1995; Bard, 2002) are examples of the latter. Climate 
variability can also be induced by factors external to the climate system. Volcanic 
eruptions may result in cooling trends lasting several years, while changes in solar 
output may cause decadal to centennial-scale variability (Ramaswamy et al., 2001; 





 years, give rise to the glacial cycles (e.g. Berger and Loutre, 
2004) whereas plate tectonic processes become significant on timescales of 10
6
 years 
and longer, as do the changes in and orbital path of the sun through the Milky Way 
Galaxy (Pavlov et al., 2005; Sloan, 2006). 
The high level of nonlinear complexity means the Earth system, though deterministic, 
is chaotic and not completely predictable (Lorenz et al., 1996; Hansen et al., 1997b). 
However, this does not imply a totally unpredictable system for if this were the case, 
climate modeling would not be possible. A couple of factors are responsible for the 
predictability of the Earth’s system. One is that the system is driven externally 
through insolation from the sun, thereby receiving a forcing that is pseudo-regular on 
a varied range of timescales. The seasonal cycle is the principal forcing that the Earth 
experiences, and is very regular. The other factor is the existence of specific modes of 
variability such as the already mentioned ENSO. Because these signals are quasi-
periodic, they are predictable to some degree of accuracy (Kiehl and Ramanathan, 
2006). The representation of the Earth system thus requires statistical as well as de-
terministic approaches. All climate models are deterministic. Some incorporate 
stochasticity in their parameterizations (and one might argue, in their numerics) but 
their underlying formulation is dynamical and deterministic. However, modeling the 
climate system is concerned with understanding and simulating the behaviour (dy-














world in terms of the statistics of the system, rather than with predicting the exact 
time and location of a specific small-scale event. In other words, knowing the mean 
and variance of the climate system is the best we can do. We cannot predict the exact 
trajectory of the system beyond a week or so in advance, we can only predict the sta-
tistics. This ends up essentially being climatology plus a forced response. The fact that 
the two (climatology and forced response) are separable is a fortunate apparent prop-
erty of the climate system that does not at all follow obviously from such a 
complicated chaotic system.  
 
 
Figure 2.1: Schematic view of the components of the global climate system, including their processes 
and interactions [taken from IPCC, 2007]. 
 
The present and future state of Earth’s climate must account for another forcing factor 
due to human industrial activity (Hansen et al., 1998; Mitchell et al., 2001; Hansen et 
al., 2005). This is generally attributed to a gradual buildup of greenhouse gases and 
trace constituents, although it has been suggested that land-use changes began to exert 














The impact of these anthropogenic changes to the energy budget of the Earth is quite 
significant (Houghton et al., 2001), considerably dominating that due to natural forc-
ing, at the global interannual scale (IPCC, Solomon et al., 2007). An understanding of 
the full range of natural climate variability is necessary if recent climatic changes (e.g. 
Mann and Jones, 2003; Jones and Mann, 2004) are to be attributed to human influ-
ence, and also in order to anticipate the full range of climate states that might be 
encountered in the future. Given the potential for significant anthropogenic climate 
change during the coming decades (e.g. Cubasch et al., 2001; Knutti et al., 2002; 
Kattsov et al., 2007; Tebaldi and Knutti, 2010; Trenberth and Fasullo, 2010), under-
standing the Earth’s climate system and the ability to predict the climate poses one of 
the most challenging scientific questions of our time. 
2.3 Climate Modeling 
Climate models are essential tools for assessing, evaluating and predicting the chang-
es that have happened, are happening and are likely to happen in the Earth’s climate 
as well as the implications of these changes. Climate models are mathematical repre-
sentations of the numerous discrete processes that shape global and regional climate. 
The relationships between these processes can be calculated using fundamental prin-
ciples of physics or simplifications of this, as opposed to empirically driven 
relationships (Harvey et al., 1997). Models solve the equations of the atmosphere and 
oceans approximately by breaking their domains up into volumetric grids, or boxes, 
each of which is assigned an average value for properties like velocity, temperature 
and humidity. In a model, the size of the box is the spatial resolution and the smaller 
the box, the higher the resolution. A common assumption is that the realism of climate 
simulations will improve as the resolution increases. In practice, computing limita-
tions do not allow models of high enough resolution to resolve important sub-grid 
processes. A few examples of phenomena occurring over length scales smaller than 
those of the most highly resolved models, and that cannot be ignored, include cloud 
formation and cloud interactions with atmospheric radiation; sulphate aerosol dynam-
ics and light scattering; ocean plumes and boundary layers; sub-grid turbulent eddies 














and momentum; terrestrial biosphere growth, decay and species interactions; and ma-
rine biosphere ecosystem dynamics. 
Differences between the scale of these processes and computationally-achievable grid 
scales in global models pose a well-known problem in Earth system science. To ac-
count for sub-grid climate processes, the approach has been to use empirical or semi-
empirical relations to approximate net (or area-averaged) effects at the resolution 
scale of the model. This is usually referred to as parameterization. It is important to 
stress that all climate system models contain empirical parameterizations and that no 
model derives its results entirely from first principles. The primary difference between 
simple and complex models is the hierarchical level at which the empiricism enters 
(Harvey et al., 1997). 
2.3.1 Governing equations 
The mathematical equations that describe the motions of the atmosphere and on which 
climate models are based are known as the governing equations. As described in Kal-
nay and Cai (2003), Bjerknes (1904) stated for the first time that there is a complete 
set of seven equations with seven unknowns that governs the dynamical evolution of 
the atmosphere: 
Newton’s (three equations for the three velocity components) second law or conserva-
tion of momentum; 
The continuity (conservation of mass) equation; 
The equation of state for ideal gases; 
The first law of thermodynamics; 
A conservation equation for water mass (continuity equation for atmospheric water 
vapour). 
Newton’s second law (or conservation of momentum) on the rotating frame of the 














      (1.1) 
where v is the relative velocity of a parcel of air, α is the specific volume (the inverse 
of the density ρ), p is the pressure, ∅ is the geopotential, F is the frictional force and 
Ω is the angular velocity. 
The continuity equation (in flux form) is written as: 
        (1.2) 
The equation of state for perfect gases is written as: 
        (1.3) 
Here, the atmosphere is assumed to be a perfect gas with absolute pressure p, specific 
volume α and absolute temperature T where R is the universal gas constant. 
The thermodynamic energy (or conservation of energy) equation is given by: 
       (1.4) 
Where Q is the heat applied to an air parcel per unit mass and Cp is the coefficient of 
specific heat at constant pressure. 
Lastly, the equation (in flux form) for conservation of atmospheric water vapour is 
given by: 
      (1.5) 
The right hand side gives the convergence of flux of the mixing ratio q, with moisture 
sources evaporation E and moisture sink condensation C. 
The physical components of climate models are based on the above equations. These 
equations require the addition of appropriate boundary conditions at the bottom and 














Kalnay and Cai, 2003). In summary, calculations of thermal energy involve detailed 
analysis of the vertical radiative transfer of shortwave and longwave radiation, and the 
modes of transport (moist and dry, convective and turbulent). There are two compo-
nents of the water vapour equation, as its production and ‘destruction’ needs to be 
included in the prediction equation for it. Thus, evapotranspiration from the Earth’ 
surface acts as a source and condensation or precipitation as a sink (Dickinson, 1986). 
Conservation of mass implies the continuity of atmospheric circulation. The numeri-
cal solution of the model equations is carried out on a prescribed spatial grid, or at a 
prescribed spatial resolution. Dynamic motions and processes smaller than the speci-
fied grid cannot be spatially resolved, and must be implicitly added in the model. 
These sub-grid processes need to be parameterized in terms of the large scale resolved 
fields. 
2.3.2 Climate model development and application 
Climate modeling involves the development of models from basic principles, the 
comparison of models with observations, and the use of models to improve under-
standing by answering fundamental scientific questions (Henderson-Sellers and 
McGuffie, 1987). Modelers develop processes for the atmosphere, ocean, land or cry-
osphere. Such development is guided by observational data which can be from 
satellite platforms or terrestrial observations or a combination of these sources (e.g. 
Graves et al., 1993). Thus, model processes are developed hand in hand with physical 
understanding or observations (Randall et al., 1996). However, it is possible (given 
there is no programming error) that the data or understanding on which the develop-
ment is based is faulty or limited in some way. In such a case, the modeled process is 
flawed or incomplete to some extent. This is the prime reason model simulations must 
be consistently evaluated against a wide range of authentic observations (Kiehl and 
Ramanathan, 2006).  
Application of models in research can take at least three forms. Firstly, climate mod-
els may be used to gain understanding of basic processes in the Earth system, for 
example climate forcing, feedbacks, and response (e.g. Hansen et al., 1997a; 














used to test hypotheses about the workings of the climate system, for example, the 
role of clouds in the partitioning of net radiation (e.g. Betts, 2004; Abiodun et al., 
2008). Thirdly, models can be used to predict the state of future climate (e.g. 
Kattenberg et al., 1996; Timmermann et al., 1999; Cubasch et al., 2001; Allen and 
Ingram, 2002; Beniston et al., 2007). 
2.4 Hierarchy of climate models 
A hierarchy of models exists to address the wide range of scientific questions identi-
fied above (Harvey, 2000). The hierarchal order of models is usually based on the 
number of spatial dimensions explicitly modeled. The simplest climate models are 
zero-dimension energy balance models, which represent globally annually averaged 
conditions (Henderson-Sellers and McGuffie, 1987; Kiehl and Ramanathan, 2006). 
Another formulation of zero-dimension climate model is the linearized time depend-
ent coupled atmosphere-ocean system (Dickinson, 2000). These are useful for 
understanding what processes control the overall time scale of the entire climate sys-
tem rather than the time scale of individual components in the climate system. One-
dimensional models may include the vertical direction. Those one-dimensional mod-
els which include only the vertical balances between radiative and convective 
processes are referred to as radiative-convective models (Ramanathan and Coakley, 
1978) and have been useful in studying the effects of increased trace gases on climate. 
Energy-balance models that exclude the vertical dimension but include a meridional 
direction are also one-dimensional (Meehl, 1984). These have been employed to con-
sider sea-ice processes as amplifiers of climate change (Lian and Cess, 1977). 
Two-dimensional climate models incorporate zonally averaged momentum, thermo-
dynamic, and continuity equations which yield information on the meridional 
temperature and circulation (i.e. latitude versus pressure). The contributions from the 
zonal circulations (eddy terms) to the zonal mean are parametrically included (Kiehl 
and Ramanathan, 2006). These models are often used to study stratospheric circula-
tions and chemical interactions. Another type of two dimensional model is the energy-
balance model which has been extended to two-dimensions in latitude and longitude, 














models have been useful in studying a range of climate-change problems related to 
the distribution of changes in surface temperature (see North and Cahalan, 1981). 
Three-dimensional (or more appropriately, four-dimensional) models include the solu-
tion of the full three-dimensional equations of momentum, energy, and mass and 
integrate these forward in time. They are the most complete and complex form of cli-
mate models. These models were referred to as general circulation models and more 
recently called global climate models (GCMs). The different types of general circula-
tion models are presented below. 
2.4.1 General Circulation Models 
GCMs are complex climate models and are essential scientific tools for understanding 
and predicting natural and human-caused changes in Earth's climate. These models 
are systems of differential equations derived from basic laws of physics, fluid motion, 
and chemistry formulated to be solved numerically. Essentially, the accuracy of cli-
mate models is limited by grid resolution and our ability to describe the complexities 
of atmospheric, oceanic, and chemical processes mathematically. Depending on the 
horizontal and vertical resolution some processes still need to be parameterized e.g. 
convective cells in the ocean and the atmosphere. These calculations require a lot of 
computer power which limits the length and number of the simulations (e.g. sensitivi-
ty tests and ensemble runs) that can be obtained in an adequate time. To reduce the 
computational effort, often atmosphere (e.g. Hall and Valdes, 1997) or ocean-only 
GCMs (AGCM or OGCM respectively) are utilized. Atmospheric GCMs (AGCMs) 
model the atmosphere and impose sea surface temperatures. Oceanic GCMs (OG-
CMs) model the ocean (with fluxes from the atmosphere imposed) and may or may 
not contain a sea ice model. A step towards a more complete coupled system between 
atmosphere and ocean are AGCMs with a slab or mixed layer ocean (e.g. Vettoretti 
and Peltier, 2004). In recent years more and more fully coupled Atmosphere-Ocean 
GCMs (AOGCMs) have been used in climate research (e.g. Cubasch et al., 1997; 
Montoya et al., 2000; Collins et al., 2002; Zorita et al., 2004). AOGCMs represent the 
pinnacle of complexity in climate models and internalize as many processes as possi-
ble. They may be coupled to models of other processes, such as the carbon cycle, so 














While GCMs remain the most important tools at hand for modeling and assessing 
global climate change, they have a limitation in that the current resolution at which 
they are generally run is too coarse to resolve small-scale atmospheric dynamics such 
as the effects of orography or the interactions of the land surface and boundary layer 
(McGregor, 1997). This need for local scale information gives rise to downscaling of 
global climate output. Downscaling can either be statistical or dynamical with each 
method having subsets and unique merits and demerits. This thesis however focuses 
on dynamical downscaling and the following section describes this in more detail. 
2.4.2 Regional Climate Models 
The field of regional climate modeling evolved towards the end of the 1980s to bridge 
the gap in GCM applicability at finer spatial scales and provide regional climate in-
formation for impact assessment studies (Giorgi, 2006). This bridge is usually referred 
to as downscaling. Two general categories exist for downscaling techniques: process-
based techniques focused on nested models, and empirical techniques using one form 
or another of transfer function between scales (Hewitson and Crane, 1996). This the-
sis focuses entirely on the earlier categ ry i.e. dynamic nested models. The earliest 
use of regional climate models involved the nesting of a limited area model (LAM) 
within a GCM or within observation re-analyses (Dickinson et al., 1989; Giorgi, 
1989). According to McGregor (1997), it is desirable that any GCM simulation should 
produce realistic intensities and frequencies for each type of major synoptic system. If 
an RCM is nested in such a global model, it should then be possible to produce a real-
istic detailed climatology at a local scale. This possibility holds at least for midlatitude 
domains where boundary forcing largely determine the behaviour of the RCM 
(Vukicevic and Paegle, 1989) although successful applications have also been made 
over tropical domains where local small-scale physics are even more important. 
RCMs have thus been employed to dynamically downscale GCM simulations and fur-
ther extended to make seasonal climate change predictions with the aim of obtaining 
useful climate information on the regional scale. In achieving these objectives RCMs 
have become an indispensable tool and a core part of the climate assessment or pre-
diction system (Wang et al., 2004) where these models serve to bridge the divide 














quire regional climate information (e.g. Leung et al., 1996; Miller and Kim, 1996). 
Numerous studies have demonstrated the ability of regional climate modeling to im-
prove simulation at regional scales especially in areas where the spatial distribution of 
climate variables is controlled by forcing due to complex orography (e.g. Giorgi, 
1990; Jones et al., 1995; Walsh and McGregor, 1995; Wang et al., 2000).  
A model of a given system is expected to, among other things, improve understanding 
of the system so modeled. Regional climate modeling has proven to be useful in this 
regard, improving our understanding of climate processes such as cumulus convec-
tion, land-atmosphere feedbacks, cloud-radiation forcing, boundary layer processes 
and climate change processes (e.g. Pan and Wu, 1995; Dudek et al., 1996; Paegle et 
al., 1996; Schär et al., 1999; Barros and Hwu, 2002; Sen et al., 2004a; Sen et al., 
2004b; Wang et al., 2004; Tadross et al., 2006; Abiodun et al., 2008). The land surface 
has a strong influence on climate at both global and local scales through the exchange 
of heat, moisture and momentum (e.g. Pielke and Avissar, 1990; Betts, 2004). Even as 
it exerts such a forcing, the land surface is in turn affected by feedbacks from the at-
mosphere. The result of all this is a very complex land-atmosphere interaction and 
accurate representation of the involved processes in climate models is critical to the 
realistic simulation of global and regional heat and hydrological cycles (Wang et al., 
2004). Some of these processes in effect occur at scales too small for regional models 
to resolve or too complex to be rendered into forms solvable by exact numerical com-
putation. Parameterizations that describe the underlying physical behaviour of these 
processes are consequently used to represent them in models. RCMs are applied on 
domains typically up to the size of continents or large regions on continents.  
2.4.3 Generality of RCMs  
As they are usually applied over sub-global domains, RCMs can isolate the noisy in-
fluences of processes occurring in faraway domains while focusing attention on 
processes in the region of interest. Higher resolution of regional models reduces the 
extent of grid cell averaging, thus highlighting the role of fine-scale regional features 
like fronts and mesoscale convective complexes. It stands to reason that regional 














where on the globe. However, the prominence of physical processes represented in 
models by the use of parameterizations may differ from one domain to another. A 
simulation for a tropical domain, for example, would not require intricate details 
about the physical processes in frozen soils, and in the same vein, a simulation over 
the Arctic region would not benefit much from parameterizations of vegetation classes 
and soil hydraulics. Thus, model development for different regions by most climate 
modeling groups have focused mainly on accurate representation of the range of cli-
matic processes native to their specific regions of interest. This has resulted in a range 
of highly ‘tuned’ regional models and the loss of generality across RCMs. It is such 
loss of generality in models that might, among other things, lead to regional models 
exhibiting a home advantage. In Chapters IV and V, we investigate the effects of this 
loss of generality and seek to identify areas of commonalty and divergence in model 
simulations. It is also important to note that while RCMs grew out of numerical 
weather prediction models (NWP), the former attempts to solve a boundary-value 
problem while the latter deals with an initial value problem. Thus, the generality or 














Models, data and methods 
3.1 Introduction 
This chapter provides a detailed description of the models, data and methods used in 
this study. It begins with a concise description of the five models used followed by a 
brief description of the Inter CSE Transferability Study (ICTS) domains and each ref-
erence station used in the study. A summary of the ICTS coordinated simulations is 
then provided, the format of data yielded from these experiments described, and their 
delimitations discussed. Finally, a description of the statistical methods used in the 
core analyses is provided. 
3.2 ICTS regional climate models 
Seven RCMs currently participate in the ICTS; however, at the time of this study, on-
ly five of these RCMs have both completed their simulations and provided Model 
Output Location Time Series (MOLTS) data to the central archive. This study makes 
use of these five RCMs (see Table 3.1). A concise description of the numerics and 
physics of the models is presented below. 
3.2.1 Climate version of the Lokal Model (CLM)  
The non-hydrostatic regional climate model CLM was developed by colleagues from 
the Institute for Coastal Research (GKSS), The Potsdam Institute for Climate Impact 
Research (PIK) and Brandenburgische Technische Universität (BTU) Cottbus as a 
climate version of the Local Model (LM) version 3.1 (now COSMO model), original-
ly developed by the German Weather Service. Model version 3.4.6 was used for the 
ICTS simulations. Regarding dynamics, model variables are staggered on an Ara-
kawa-C/Lorenz grid with scalars (temperature, pressure and humidity variables) 
defined at the centre of a grid box and the normal velocity components defined on the 














vertical differencing. Hybrid terrain-following height coordinates are used with hori-
zontally explicit, vertically implicit (HE-VI) time-splitting integration. For the ICTS 
simulations, the Davies-relaxation formulation is employed for the treatment of lateral 
boundary conditions (Davies, 1976) along with the spectral nudging option (Von 
Storch et al., 2000). A time step of 300 s is used for the ICTS simulations with bound-
ary values provided by the global-model (GME) at hourly intervals. Model Physics 
includes Grid scale precipitation with parameterized cloud microphysics. The Kain-
Fritsch convection scheme (Kain and Fritsch, 1993) was applied for all CSE domains 
(see section 3.3)  except GAME domain, where the Tiedtke (1989) mass flux convec-
tion scheme was used. The model used a level 3.5 vertical diffusion scheme which 
includes a laminar boundary layer. A Two-stream radiation scheme after Ritter and 
Geleyn (1992), with full cloud-radiation feedback, is used for short- and longwave 
fluxes. For land surfaces, CLM employs the DWD soil model TERRA3D after Jacob-
sen and Heise (1982). Grid specifications consist of a limited area rotated latitude-
longitude grid (rotation chosen differently for different ICTS domains), of 0.5° hori-
zontal resolution and 32 vertical levels. A detailed description of the model can be 
found in Steppeler et al., (2003), Rockel et al. (2008) and Rockel and Geyer (2008). 
3.2.2 Global Environmental Multiscale-Limited Area Model (GEM-LAM) 
The University of Quebec at Montreal (Canada) uses the Global Environmental Mul-
tiscale-Limited Area Model (GEM-LAM). The GEMLAM ICTS simulations were 
done with the GEM Model version: v.3.3.1. Model formulation is based on hydrostat-
ic primitive equations with discretizations in space and time. Space descritization 
employs 3-D finite differences on an Arakawa-C staggered grid in the horizontal, and 
on an Arakawa-A grid in the vertical (Côté, 1997) with no motion across top and bot-
tom surfaces. Descritization in time uses semi-implicit semi-Lagrangian (3-D) two 
time-level time discretization scheme (Côté et al., 1998a; Côté et al., 1998b). This 
scheme is designed to avoid the highly-restrictive time step limitation which would be 
imposed by the use of a more conventional Eulerian scheme. A time step of 1800 s is 
used for all ICTS simulations. Prognostic variables are T (temperature), ln(psurface) 
(natural logarithm of the surface pressure), U (east-west wind component), V (north-














on the momentum variables and a stratospheric sponge layer is present to prevent spu-
rious heat increase at the top of the model. Model physics parameterizations are as 
follows: Correlated-K solar and terrestrial radiations scheme (Li and Barker, 2005) for 
radiative transfer, deep and shallow moist convective processes after Kain and Fritsch 
(1990), large-scale (stratiform) precipitation uses the Sundqvist condensation scheme 
(Sundqvist et al., 1989). Parameterizations relating to sub-gridscale orography include 
gravity-wave drag (McFarlane, 1987) and low-level orographic blocking (Lott and 
Miller, 1997). GEMLAM uses the Interactions among Soil, Biosphere and Atmos-
phere (ISBA) land-surface scheme (Bélair et al., 2003) which includes prognostic 
variables for surface and soil temperatures, snow depth, and soil volumetric water 
contents. 
GEMLAM has a limited area latitude-longitude grid, with optional computational 
poles rotated with respect to geographic poles (rotation chosen differently for different 
ICTS domains), at 0.5° horizontal resolution, with 53 hybrid levels, topmost level at 
10 hPa. Soil cover basic data set is from the USGS. For all ICTS simulations, sea-
surface temperature and sea-ice surface boundary conditions were interpolated from 
the AMIP2 (Atmospheric Model Intercomparison Project v2) observed, 1º×1º month-
ly mean values, as obtained online from the Lawrence-Livermore National Laboratory 
(LLNL) Program for Climate Model Diagnosis and Intercomparison (PCMDI). A full 
description of the model can be found in Côté et al. (1998b). 
3.2.3 Canadian Regional Climate Model (CRCM) 
The Consortium on Regional Climatology and Adaptation to Climate Change 
(OURANOS) uses an updated version of the first-generation Canadian Regional Cli-
mate Model CRCM-I (Laprise et al., 1998). This limited-area nested model, 
developed at the University of Quebec at Montreal, uses a dynamical kernel (Laprise 
et al., 1997). This model version 4.1.0 is the same model as the older version, but with 
allowance for the Southern Hemisphere. CRCM numerics compose of fully elastic 
non-hydrostatic equations with the following discretization in time: non-centered 
semi-implicit semi-Lagrangian three-time-level marching scheme with a weak run-














as well as in the vertical). Vertical resolution is variable with a Gal-Chen scaled-
height terrain-following coordinate (Gal-Chen and Somerville, 1975). There is no mo-
tion across top and bottom surfaces, and horizontal diffusion is used on prognostic 
variables. A time step of 900 s is used for all ICTS simulations. Physics package is as 
follows; Solar radiation (Puckrin et al., 2004); Terrestrial radiation (Morcrette, 1984); 
Bechtold-Kain-Fritsch scheme for deep and shallow convection (Bechtold et al., 
2001); Large-scale condensation parameterized by a simple super saturation-based 
condensation scheme. Land surface uses the CLASS_v3.7 “Canadian LAnd Surface 
Scheme” (Verseghy et al., 1993). Cloud formulation is relative humidity and stability 
dependent (Lorant et al., 2002), and vertical diffusion follows Monin-Oboukhov, K-
theory (Jiao and Caya, 2006). The model horizontal grid is uniform in a polar stereo-
graphic projection at 60° North or South. The resolution is chosen to be between 42 
and 45 km in the center of each domain, with 29 vertical levels, top at 30 km 
(~10hPa). There is no spectral nesting, but pilot temperature is applied at the top level. 
Lateral sponges (usually 10 grid points) are applied to all meteorological fields and to 
topography. There are three soil layers (depths: 0.1 m, 0.25 m and 3.75 m). Land-
cover data is based on the Global Land Cover (GLC 2000) initiative (Eva et al., 2004; 
Mayaux et al., 2004). Initial deep soil parameters are obtained from a Canadian Cen-
tre for Climate Modeling and Analysis (CCCma) General Circulation Model III 
simulation. Basic references for the model are Caya and Laprise (1999) and Plummer 
et al. (2006). CRCM is hereafter referred to by its French acronym, MRCC. 
3.2.4 Rossby Centre Atmospheric regional climate model (RCA3) 
The Swedish Meteorological and Hydrological Institute (SMHI) developed the 
Rossby Centre Atmosphere model. RCA is the atmospheric and land surface compo-
nent of RCAO, the Rossby Centre Coupled Regional Climate Model. The most recent 
version of RCA at the time of study is RCA3 from 2004 (Kjellström, 2005). RCA was 
originally developed from the high resolution weather prediction model HIRLAM 
(Källén, 1996; Undén et al., 2002). While basically retaining the dynamical core of 
the model, the physical parameterization schemes have been replaced or further de-
veloped to allow an accurate operation in climate mode. After the initial adaptation 














scribed in detail by Jones et al. (2004a). RCA3 builds mainly on RCA2 but includes 
some substantial modifications. RCA3 is a hydrostatic grid point model using a ter-
rain-following vertical coordinate system. The model uses a 2 time level semi-
lagrangian, semi-implicit dynamical core with 6th order horizontal diffusion. The ver-
tical mixing as described by the turbulence scheme in RCA3 is based on a prognostic 
turbulent kinetic energy scheme with a diagnostic length scale (Cuxart et al., 2000) 
modified to give a smoother transition between stable and unstable conditions 
(Lenderink and De Rooy, 2000; Lenderink and Holtslag, 2004). A 30-minute time step 
was used for the ICTS simulations. Model physics consists of a radiation scheme 
originally developed by Savijärvi (1990) and Sass (1994), modified to include CO2 
absorption by Räisänen et al. (2000). The scheme is computationally fast with only 
one wavelength band for short wave and long wave respectively. RCA3 introduces a 
new land-surface scheme. The land portion in each grid point is sub-divided into three 
tiles with three surface types: forest, open land or snow. A further specification is 
made for the forest tile to cope with forest canopy, forest floor soil and snow on forest 
floor. Each tile is thus basically differently treated so that the final grid value is re-
ceived as a weighted mean of all fluxes in the tiles according to their fractional 
coverage. More details (e.g. the coupling to soil moisture changes) are given by Kjell-
ström et al. (2005) and Samuelsson et al. (2006). In RCA3 a prognostic process-
oriented cloud parameterization is applied following Rasch and Kristjánsson (1998a). 
Convective clouds and convective processes are described using the approach of Kain 
and Fritsch (1990). The treatment of shallow convective clouds has been radically 
changed in RCA3 and is described in detail by Jones and Sanchez (2002) and Al-
brecht (1981). The RCA3 radiation scheme is based on the original formulation by 
Savijärvi (1990) but slightly modified by Räisänen et al. (2000). To compensate for 
some deficiencies of the plane-parallel homogeneous cloud approach (not truly repre-
sentative of real clouds, especially concerning the case of broken or inhomogeneous 
clouds) some modifications were introduced according to Cahalan et al. (1994).  
RCA3 uses a rotated area grid with South Pole at longitude = 0.0°, latitude = -90.0°. 
50 km horizontal resolution is used for the ICTS simulations with 24 hybrid vertical 
layers in the atmosphere. There are 5 soil layers for temperature (no-flux boundary 














basic dataset is provided by USGS. Boundary forcing is from ECMWF reanalyses (2° 
by 2°), every 6 hours. Sea surface temperature (SST) is also from ECMWF (2° by 2°) 
monthly data. Basic references for the model are Undén et al. (2002), Kjellström et al. 
(2005) and Jones et al. (2004b). 
3.2.5 Experimental Climate Prediction Center (ECPC) Regional Spectral Model 
(RSM) 
The United States Experimental Climate Prediction Centre developed the Regional 
Spectral Model (RSM). The basic RSM formulation is a primitive equation system, 
consisting of the momentum equation, hydrostatic equation, thermo-dynamic equation 
and mass continuity equation. The dependent variables are the zonal and meridional 
component of winds, virtual temperature, specific humidity and log of surface pres-
sure. The model utilizes a terrain following sigma coordinate system. The primitive 
equation system assumes that the horizontal scale is less than the vertical scale (which 
leads to hydrostatic assumption). This limits the refinement of the horizontal resolu-
tion of the model to about 10 km. The basic concept of RSM is to apply sine and 
cosine series to the deviation of the full f recast field from global base field or pertur-
bations (Juang and Kanamitsu, 1994). Semi-implicit time integration for ln (pressure), 
divergence and temperature are performed on the perturbations in spectral space. A 
three time level time discretization scheme (leaf-frog) is also used with Asselin's time 
filter. A time step of 60 - 120 s is used for ICTS simulations. 4
th
-order horizontal dif-
fusion is used on prognostic variables. Model physics package include short- and 
long-wave radiation (Chou, 1992; Chou and Lee, 1996; Chou and Suarez, 1996) with 
diurnal variation and diagnostic cloud (Slingo, 1987); Simplified Arakawa-Schubert 
cumulus convection (after Grell, 1993) from Pan and Wu (1995) was used for the 
ICTS Simulations. Large-scale condensation is obtained by LRGSCL, a fortran sub-
routine implemented by Hong and Pan (1996) which calculates grid-scale 
precipitation for one leapfrog time-step; The boundary layer physics employs a non-
local diffusion concept after Troen and Mahrt (1986). This scheme is strongly coupled 
to the surface layer physics. In the scheme the turbulent diffusivity coefficients are 
calculated from a prescribed profile shape as a function of boundary layer height and 













Table 3.1: An overview of the five Inter Continental Transferability Study (ICTS) Regional Climate Models (RCMs) used in the study 
Mode Institute Dynamics Lateral 
boundary 





in a moist atmosphere 
without any scale ap-
proximations (Steppeler 
et al., 2003) 
Davies relaxa-
tion method  
(Davies, 1976) 
SW and LW radia-
tion. Two-stream 
radiation scheme 
(Ritter and Geleyn, 
1992) 






chy level 2.0 
(Muller, 1981) 
Kessler (1979), 






Modified warm rain 
scheme, (Kessler, 1969) 




equation using implicit 
two time leve semi-
Lagrangian scheme in 
time and 3D finite ele-
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elastic Euler equations 
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Modified cloud scheme 
(Lorant et al., 2002) 
RCA3 Rossby Centre, 
SMHI, Sweden 
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diagnostic 
length scale 

















model perturbed using 
primitive equations in 
sigma coordinates 





Juang et al. 
(1997) 
SW radiation 
(Chou, 1992), LW 
radiation, (Chou 
and Suarez, 1994) 
Updated four-layer 
soil model Noah 










formerly by Grell 
(1993)version 
from Pan and Wu 
(1995) 
LRGSCL routine, calcu-
lates grid scale 
precipitation for one 
















Above the mixed layer, the local diffusion approach is applied to account for free at-
mospheric diffusion. RSM uses an updated four-layer version 3.7 Noah land surface 
model LSM (Mitchell et al., 2004). For the ICTS simulations, the grid is on a Merca-
tor projection true at Equator with 50 km horizontal resolution and 28 sigma layers of 
atmosphere. Two soil layers (top layer 10 cm, bottom layer 190 cm) with soil cover 
data obtained from the USGS dataset. Boundary forcing on the atmosphere is from 
NCEP2 reanalyses, every 6 hours. SST from AMIP2 1°x1°data, monthly interpolated 
to daily. Lateral boundary relaxation method used is after Juang et al. (1997). A full 
description of the model can be found in Juang and Kanamitsu (1994).  
3.3 Domains of the ICTS 
Seven computation areas (domains) were defined in the ICTS (Figure 3.1). Each of 
the domains is derived from a Continental Scale Experiment in GEWEX. Several as-
pects were considered in defining the domains. For instance the model boundaries 
should not cut through mountain ridges and typical features for a region should be in-
cluded in the model domain. Furthermore the domain should be large enough to 
minimize the influence of the driving model. In addition several test simulations were 
performed to find the optimal domain. In order to minimize these tests the choice of 
the domain size is based on the experience of other simulation studies already per-
formed on these domains. A requirement in ICTS was to use the same model settings 
for each domain. Only the number of grid points and the rotated North Pole are differ-
ent for each domain (see Table 3.2). Participants in the ICTS interpolated the results 
of their simulations onto a common geographical grid and common domains (Table 
3.3). 
Table 3.2: Model configuration for the different domains of the original CSE (adapted from Rockel 
and Geyer, 2008) 
domain number of grid points 
(including relaxation zone ~ 8 grid points) 
lon/lat of the rotated North Pole 
Africa 131 x 131 0. 0/ 90.0 
Asia 201 x 147 -70. /60.0 
Australia 127 x 127 135.0 / 65.0 
Europe 105 x 111 -170.0 / 32.5 
North America 1 137 x 125 80.0 / 55.0 
North America 2 115 x 105 70.0 / 28.0 














Table 3.3: Definition of common grid domains of the ICTS. Grid mesh is 0.5° CSE (adapted from 
Rockel and Geyer, 2008) 
 
The boxes in Figure 3.1 show the outlines of these domains. A brief description of 
each of the seven Continental Scale Experiment domains is given below. 
 
Figure 3.1: Seven Domains used for ICTS simulations (boxed). Red dots denote CEOP reference sites, 
stations used in this study are ringed in black (adapted from Takle et al., 2007). 
The domain for Africa (AF01) is based on the African Monsoon Multidisciplinary 
Analysis (AMMA) region in Africa which is based on a map in the AMMA imple-
mentation plan. The Asian domain (AS01) covers the GEWEX Asian Monsoon 
Experiment (GAME) region, expanded to cover the Himalayan CEOP reference sites. 
The domain for Australia (AU01) covers the Murray-Darling-Basin Water Budget 
Project (MDB) area and was based on a previous case study that was part of the 
GEWEX Cloud System Study (GCSS; Ryan et al., 2000). The domain over Europe 
(EU01) includes the BALTEX catchment area, as defined by the study area that CLM 
domain acronym number of grid points lon/lat of lower left corner 
Africa AF01 95 x 95 -22. 0 / -20.0 
Asia AS01 202 x 106 45.5 / 0.5 
Australia AU01 132 x 81 100.5 / -45.0 
Europe EU01 139 x 84 -24.5 / 32.0 
North America 1 NA01 143 x 89 -135.0 / 10.5 
North America 2 NA02 190 x 73 -171.0 / 43.5 














focused on for the European Union (EU) Prediction of Regional scenarios and Un-
certainties for Defining European Climate change risks and Effects project 
PRUDENCE (Christensen, 2005; Christensen and Christensen, 2007). The first 
North American domain (NA01) is covered by the Mackenzie GEWEX Study 
(MAGS) region. The second North American domain (NA02) covers the GEWEX 
Americas Prediction Project (GAPP) and was defined by the Project for Intercompar-
ison of Regional Climate Simulations, PIRCS (Takle et al., 1999). The final domain, 
over South America (SA01) is from the Large-Scale Biosphere–Atmosphere Experi-
ment in Amazonia (LBA) and the La Plata Basin (LPB) region, which was used for a 
previous South America model intercomparison (Roads et al., 2003). All these do-
mains cover regions having high land-atmosphere coupling strength as identified by 
Koster et al. (2004). 
3.4 The Coordinated Energy and Water Cycle Observations Project (CEOP) 
reference sites 
Model validation data are obtained from the CEOP global data sets including in-situ 
observations from reference sites (see Table 3.4), which fall within the GEWEX con-
tinental scale experiments (CSE). These data were collected during the first and 
second phases of CEOP between 2000 and 2004. Observational datasets for the refer-
ence sites are not available for the full duration of the RCM simulations. Therefore, 
model output analyses placed emphasis on the periods with observational data. In this 
section, the CEOP project is described briefly followed by a description of the refer-
ence sites used in this study. The Coordinated Energy and Water Cycle Observations 
Project (CEOP) is an amalgamation of the World Climate Research Programme 
(WCRP) Global Energy and Water-cycle Experiment (GEWEX) Hydrometeorology 
Panel (GHP) and the ‘Coordinated Enhanced Observing Period' (‘CEOP’), which was 
an element of WCRP initiated by GEWEX. One of the main objectives of CEOP is 
the provision of consistent research quality data of the Earth's energy budget and wa-
ter cycle and their variability on interannual to decadal timescales, for use in climate 
system analysis and model development and evaluation; and to improve the predictive 














Table 3.4: CEOP reference sites (at the time of the first CEOP Phase I campaigns). 
Number Reference Site Name   Longitude  Latitude 
01 Lindenberg 52.200N 14.120E 
02 Cabauw 51.970N 4.930E 
03 Sodankylä 67.370N 26.650E 
04 Norunda 60.080N 17.480E 
05 Oueme 9.500N 2.000E 
06 Niamey 13.500N 2.500E 
07 ARM Southern Great Plains 36.610N 97.490W 
08 Bondville 40.010N 88.290W 
09 Fort Peck 48.310N 105.100W 
10 Oak Ridge 35.960N 84.290W 
11 Mt Bigelow 32.420N 110.730W 
12 BERMS (Old Black Spruce) 54.000N 105.000W 
13 Eastern Siberian Tundra 71.617N 128.750E 
14 Eastern Siberian Tiaga 62.000N 129.667E 
15 Mongolia 46.283N 107.298E 
16 Tibet 32.000N 91.899E 
17 Tibet-Gaize 32.300N 84.080E 
18 Yangtze River 32.000N 116.000E 
19 Inner Mongolia 44.417N 122.867E 
20 Northern South ChinaSea-Southern Japan 24.967N 121.181E 
21 Himalayas 27.959N 86.813E 
22 Korean Haenam 37.440N 127.900E 
23 Korean Peninsula 37.550N 126.570E 
24 Chao-Phraya River 17.160N 99.870E 
25 Chao-Phraya River-Phitsanulok 16.850N 100.480E 
26 Chao-Phraya River-Lampang 18.40N 99.470E 
27 Chao-Phraya River Kog-ma 18.810N 98.900E 
28 North-EastThailand 14.466N 102.379E 
29 Western Pacific Ocean 7.050N 134.270E 
30 Western Pacific Ocean-Aimeliik 8.460N 138.480E 
31 Equatorial Island 0.200S 100.320E 
32 Rondonia 10.080S 61.930W 
33 Manaus 2.610S 60.210W 
34 Santarem 3.020S 54.970W 
35 Caxiuana 1.710S 51.510W 
36 Pantanal 19.560S 57.010W 
37 Brasilia 15.930S 47.920W 
38 Tumbarumba 36.660S 148.150E 
39 ARM North Slope of Alaska (Barrow) 71.320N 156.620W 
40 ARM Tropical Western Pacific (Manus) 2.058S 147.425E 















The Enhanced Observing Periods of 2002 - 2004 (EOP 2/3) provided hourly observa-
tion of surface meteorological variables and energy fluxes from October 1, 2002 
through December 31, 2004. Nine basic variables from the CEOP dataset are used in 
this study. These variables fall into two categories: surface meteorological and radia-
tive data (i.e., 2 m air temperature, pressure, specific humidity, wind speed, downward 
and upward longwave radiation, downward and upward shortwave radiation) and sur-
face energy flux data (i.e. net radiation, sensible and latent heat fluxes) which are used 
to validate the model predictions. Twelve CEOP reference sites were used in the mod-
el validation process. These sites and their respective vegatation types and station 
elevation are presented in Table 3.5. 
Although twelve sites were used in the model validation process discussed in chapter 
four, only six sites from CEOP Enhanced Observation Periods (EOP2 and EOP3) met 
the data requirements of our principal component analysis. The six sites (Cabauw, 
Lindenberg, Bondville, Lamont, BERMS and Tongyu) are located in five countries 
across three continents. These six CEOP reference sites fall into three broad climate 
types and four different vegetation covers. A brief description of each of the six sites 
is given below. 
3.4.1 Cabauw (grassland)  
The Cabauw tower site is located in the central region of The Netherlands. The sur-
roundings are flat a d consist of meadows which are used for grazing and for the 
production of hay (Beljaars and Bosveld, 1997). The grass at the measuring field is 
kept at a height of approximately 8 cm by frequent mowing. The vegetation cover at 
Cabauw is close to 100% all year. Cabauw is one of the sites of the Baltic Sea Exper-
iment (BALTEX) and has been demonstrated to be a useful case study for midlatitude 
homogeneous grasslands within the Project for Intercomparison of Land-Surface Pa-















3.4.2 Lindenberg (mixed forest and grassland)  
Lindenberg is located in the east of Germany and also forms a member site of 
BALTEX. The climate type of Lindenberg is the same as Cabauw, with heterogeneous 
land use dominated by a mixture of forest (43%) and agricultural farmland (45%) 
with a number of small and medium-sized lakes (7%) (Beyrich and Adam, 2004). The 
Lindenberg data for CEOP EOP-1 include the near surface measurements carried out 
at GM Falkenberg, which represent only the farmland (low vegetation, grassland) part 
of the area. 
3.4.3  Bondville (cropland)  
Bondville is located in central Illinois, USA and is both a member site of the GEWEX 
America Prediction Project (GAPP) and a member of the AmeriFlux network. The 
climate of Bondville is temperate continental and the vegetation type in the summer 
of 2001 was predominantly corn. Although the MODIS land classification shows the 
land cover at Bondville is homogeneous, the MODIS pixel over this site is actually a 
mixture of corn and soybean since there is a companion site at Bondville which is lo-
cated 400 m north of the major site and is planted with opposite crop in corn/soybean 
rotation. It is the only representative agricultural site from the six CEOP sites used 
here. 
3.4.4 Lamont (Southern Great Plains) 
The Lamont Southern Great Plains (SGP) site was the first field measurement site es-
tablished by DOE's Atmospheric Radiation Measurement (ARM) Program. Scientists 
are using the information obtained from the SGP to improve cloud and radiative mod-
els and parameterizations and, thereby, the performance of atmospheric general 
circulation models used for climate research. Lamont was chosen as the first ARM 
field measurement site for several reasons including its relatively homogeneous geog-
raphy and easy accessibility, wide variability of climate cloud type and surface flux 
properties, and large seasonal variation in temperature and specific humidity. It also 
already had a large, existing network of weather and climate research and instrumen-














across approximately 55,000 square miles (143,000 km
2
) in north-central Oklahoma. 
The Lamont site is arguably the largest and most extensive climate research field site 
in the world. 
3.4.5 BERMS (cold forest)  
The Canadian study area of the Boreal Ecosystem Research and Monitoring Sites 
(BERMS) in CEOP consist of three individual stations with vegetation covers of Old 
Aspen, Old Jack Pine and Old Black Spruce respectively. Old Aspen is deciduous 
while the other two are needle leaf forests found in cold midlatitude climates typical 
of BERMS. The in-situ tower flux measurements from the Old Black Spruce station 
during CEOP EOP-3/4 were used in our study. 
3.4.6 Tongyu  
The Tongyu observation site consists of two stations that are maintained by the Inst i-
tute of Physics of Jinlin province, Chinese Academy of Sciences. The stations are 5 
km apart and located at Tongyu, Northeastern China (44.416 N, 123.867 E, elevation 
184 m), on a flat Songliao plain. The area is semi-arid with a mean annual precipita-
tion of 388 mm in Tongyu County, about 30 km northeast of the site. Precipitation 
totals are highly variable from year to year. Approximately 80% of precipitation oc-
curs between May and September. The mean annual air temperature in Tongyu 
County is 5.70 °C. There is one grassland station and one cropland station. Only the 
cropland station data was used in this study. The main crops within 1 km of the meas-
urement location are corn and sunflower, which achieve a height of 2 m during the 
growing season. The ground is partly bare in the winter. Soils are described as sandy, 
salty alkaline, black humus, or meadow soil. Meteorological measurements are made 















Table 3.4: Brief overview of stations used in the study. 











101 m Heterogeneous land use dominated 
by a mixture of forest (43%) and 
agricultural farmland (45%) with a 
number of small and medium-
sized lakes (7%) (Beyrich and 
Adam 2004) 
2 Cabauw 51.970N 4.930E Netherlands 
(Europe) 
Grassland 4 m Flat surroundings with meadows 
for grazing and for the production 
of hay. Vegetation cover is about 
to 100% all year (Beljaars and 







216 m Agricultural site. MODIS pixel 
shows mixture of corn and soy-
bean.  





314 m Relatively homogeneous geogra-
phy and wide variability of climate 
cloud type and surface flux proper-
ties. Large seasonal variation in 








628 m Vegetation is needle leaf forest 
6 Tongyu 44.417N 122.867E China 
(Asia) 
Semi-arid 184 m A cropland station: corn and sun-
flower, which achieve a height of 
2 m during the growing season. 
The ground is partly bare in the 
winter. Soils are described as 
sandy, salty alkaline, black humus, 
or meadow soil. 
7 Mongolia 46.283N 107.298E Mongolia 
(Asia) 
Grassland 1409 m Mongolian plateau in the southern 
region of Ulaanbaatar. Seasonal 
land cover changes include green-
ing from April to September and 
dead grassland from October to 
March. 
8 Himalayas 27.959 N 86.813 E India 
(Asia) 
Alpine 5050 m Dominant land cover here is re-
stricted to small areas of alpine 
meadow. The area is characterized 
by patches of low brushes domi-








241 m  38 year old Teak plantation. 
10 North East 
Thailand 




311 m  Surrounded by cassava field. The 
height of the Cassava changes with 
the growing season, while the 
maximum height is around the 
250cm; in dry season there is no 
vegetation. Soil Characteristics: 
Uniform acrisols up to 7m depth 




130 m  Located within 100 km of the 
Manaus city in evergreen second-
ary and primary forest, pastures 
derived from primary forest con-
version, logged forest, pastoral 
areas, and inundated areas. Soils 
are relatively nutrient-poor, 
sandy.  
12 Santarem 3.020 S 54.970 W Brazil 
(S. America) 
Para Forest 130 m  The site is located in the Tapajós 
National Forest (Flona Tapajós), 
which contains nearly 600,000 ha 
of protected old growth evergreen 
forest and is located 50 km south 
of Santarém. These soils are acid-
ic, have a low base saturation and 
have high clay content. 















3.5 ICTS coordinated simulations setup 
In the ICTS simulations, each model is required to use the same setup on all domains 
i.e. no tuning or changing of parameterizations between regions. Each model thus 
used a configuration that gives the most satisfactory results over its ‘home’ domain 
(and thus taken to be its default setup) to simulate the other ICTS domains. Initial and 
boundary data for the models were taken from the NCEP (National Centers for Envi-
ronmental Prediction) reanalysis II data set (Kanamitsu et al., 2002). This data is 
available for 00, 06, 12, and 18 UTC each day on a Gaussian grid with a horizontal 
resolution of 1.875 in the meridional. Spectral nudging of U and V wind components 
(where applicable) above 850 hPa, with grid nudging at lateral sponges (usually 8 grid 
points affected) were applied to all prognostic fields.  
A 50 km horizontal model resolution was used by all the ICTS models and simula-
tions were carried out for the period of July 1999 to December 2004, covering all 
three Coordinated Enhanced Observation Period (CEOP) campaigns (Bosilovich and 
Lawford, 2002; Yang et al., 2007). The first six months of the simulations serve as 
spin-up time for the models. External forcings are the same for all ICTS simulations. 
These include green house gas concentrations, assumed constant (CO2 360 ppm); 
Aerosols assumed constant for rural, urban, desert areas and sea (Louis et al., 1981) 


















3.6 Observed and model data 
The Climate Environmental Retrieval and Archive (CERA) database of the World Da-
ta Centre for Climate archives the Model Output Location Time Series (MOLTS) 
generated for all CEOP reference sites from the coordinated ICTS simulations. 
MOLTS are three-hourly station data, covering the four-year coordinated simulation 





paigns (October 1, 2002 - December 31, 2004) are used to validate the model results. 
For this study, we used net radiation (net shortwave and net longwave), heat fluxes 
(latent and sensible), temperature (at 2 m), surface pressure, wind speed (at 10 m), 
specific humidity (at 2 m) and soil moisture. 
3.6.1 Derived variable: Cloud Base Height (CBH) 
The first study, discussed in the next chapter, is a transferability experiment over 
Cabauw. Although CBH measurements are available for Cabauw, we use the Lifting 
Condensation Level (LCL) as CBH for two reasons: (1) to have consistently derived 
CBH data for the RCM simulations and the station observations as the models did not 
provide CBH directly; (2) other stations used later in the transferability intercompari-
son study (Chapter V) do not have ceilometer data. We use the Lifted Parcel Theory 
(LPT, Manzato and Morgan, 2003), a standard method for evaluating the instability of 
a sounding, to compute CBH from the surface variables (i.e. temperature, pressure 
and specific humidity). In implementing the method, we choose an initial surface par-
cel to represent the moist and warm air that will create the cloud, let us assume that 
this parcel has initial pressure, temperature and dew point temperature (p0, T0,Td0). We 
lift the parcel to a higher level, along a dry adiabat, such that the new values of p, T, 
Td will conserve the potential temperature and the initial mixing ratio, until the parcel 
becomes saturated. This level is called Lifting Condensation Level (Manzato and 
Morgan, 2003), and it is a good estimate for CBH. However, to demonstrate the use-
fulness and some deficiencies of the LPT method, we compare the calculated CBH 
and the ceilometer measurement from Cabauw (Fig. 3.2). The method generally un-
derestimates CBH, for two reasons. First, we use the air parcel within 2 m surface 














from a deeper layer or other locations. The 2 m air parcel could be moister than the 
actual and produce a lower CBH. Second, the LPT method does not account for en-
trainment process; it assumes that the lifted parcel remains homogeneous until it 
reaches the LCL (Manzato and Morgan, 2006). This is not always the case in the at-
mosphere, where the entrainment process mixes the moist surface parcels (that form 
cloud) with the dry air aloft as the parcels rise. Thus, with the entrainment process the 
parcel may be drier and produce a higher CBH. Nevertheless, the level of agreement 
between derived and observed CBH is good enough for the present study, viewing the 
computed CBH as a lower bound for cloud base height. Hereafter, the calculated CBH 
from the observed data is the observed CBH, and the calculated CBH from the models 
data is the simulated CBH. 
 
Figure 3.2: Comparison of calculated (using lifted parcel method) and measured (using ceilometer) 
cloud base height (CBH) over Cabauw, in (a) 3-hourly full-period, (b) summer daytime and (c) daily 
averaged datasets. The correlation coefficient for each case is shown. In panel (c), the black line shows 















3.7  Statistical analyses 
Two types of statistical analyses were used in this study: Spearman correlation coeffi-
cient (which gives a measure of the strength of the 'linear' relationship between two 
quantitative variables), and principal component analysis (PCA). First, the correla-
tions investigated the relationship between CBH and the surface variables in 
observations and models. The variables were then subjected to a principal component 
analysis. PCA is a well known statistical technique frequently used in meteorology 
and climatology. It was introduced by Pearson (1901), and consequently a mathemati-
cal basis was developed for it by Hotelling (1933). PCA allows common modes of 
variability to be identified between variables (Richman, 1986; Jolliffe, 1990) and 
therefore the reduction of a large number of interrelated variables to a few principal 
components that capture much of the variance of the original data set (Hair et al., 
1998). We apply PCA on summer daytime three-hourly surface values of Rnet (net ra-
diation), T2M (temperature), QV (surface, 2 m specific humidity), PS (surface, 2 m 
pressure), SHF (sensible heat flux), LHF (latent heat flux), CBH (cloud base height), 
WSP (10 m wind speed) taken from 1 October 2002 to 31 December 2004 at six sta-
tions (Lindenberg, Cabauw, Bondville, Lamont, BERMS and Tongyu). We treat 
observed and model datasets separa ely, normalized the variables as each has different 
units and scale of magnitude and used varimax rotation to optimize the variance of the 
analysis. The summer daytime data is then separated into weak-wind (WSP < 3 m/s) 
and strong-wind (WSP > 3 m/s) cases to represent weak and strong large scale forcing 
situations respectively. These subsets provide input for investigating the conditions 
earlier stated in the hypothesis.  
 
In each analysis, we retained only those principal components which fulfilled the Kai-
ser criterion. According to Kaiser (1958), when a correlation matrix is factorized, it is 
pointless to retain components that explain less variance than the original standard-
ized variables. Therefore, principal components with eigenvalues equal or less than 
1.0 are excluded from the analysis. However, this criterion in itself is not sufficient as 
it is possible to get eigenvalues greater than 1.0 with random numbers. We therefore, 
in addition, imposed the Cattell scree test (Cattell, 1966). The Catell scree test is a 














where the graph appears to behave randomly (scree or elbow) and identify the line 
representing this scree. The number of components to retain corresponds to the num-
ber of eigenvalues preceding this scree. 
 
Taylor diagrams (Taylor, 2001) provide a way of graphically summarizing how close-
ly a pattern (or a set of patterns) matches observations. The similarities or differences 
between patterns are quantified in terms of their correlation, their root-mean-square 
difference and the amplitude of their variations (represented by their standard devia-
tions). Taylor diagrams are useful for investigating multiple aspects of complex 
models or in evaluating the relative skill of several different models. We compare 
simulated seasonal and diurnal cycles of surface meteorological variables with obser-
vations at station level and discuss the correlations and standard deviations between 
















A transferability experiment 
4.1 Introduction 
Cloud base height (CBH) is a prominent factor in determining the infrared radiative 
properties of clouds, a major component of the climate system and an element of cli-
mate change. CBH presents the largest uncertainty in predicting global and regional 
climate change with climate models, because it influences the accurate timing and 
magnitudes of greenhouse gas-induced warming (Cess et al., 1989; Allmen and 
Kegelmeyer, 1996). In addition, CBH with wind speed and direction at cloud level 
play an important role in air safety (Janeiro et al., 2009); for instance, low level clouds 
with high wind speed at low altitudes influence the safety of aircraft in the vicinity of 
airports. However, despite its importance, how CBH interacts locally with surface 
processes (like the energy budget and hydrological cycle) is not well known and re-
mains unexplored, because the interaction is complex. Nevertheless, it is important for 
regional climate models, the basic tools for regional climate research, to realistically 
represent this interaction.  
In this chapter, we use the transferability concept and data (observations and RCM 
simulations) to study the interaction between CBH and surface fluxes over Cabauw. 
This experiment examines a transferability hypothesis “that for all non-monsoonal 
climatic regions experiencing weak large-scale forcing, daytime surface fluxes are 
correlated with the height of the cloud base” (Takle et al., 2007). Betts (2004) found a 
strong correlation between CBH and surface fluxes in observations from different 
sites. Here we investigate if the hypothesis is true in the models, by studying the cou-
pling between CBH and surface fluxes (including other meteorological variables) 
under various atmospheric conditions in five RCM simulations over Cabauw (51.9N, 
4.5E), a non-monsoon CEOP reference station. It is expected that the magnitude and 
direction of the simulated couplings should give insights into the causes of model bi-














4.2 Diurnal and seasonal cycles of atmospheric variables 
It is essential to validate model simulations with observations before looking at the 
coupling of the variables in order to assess individual model skills or biases. Valida-
tion focuses on how well the models reproduce the observed annual mean, diurnal 
cycles and standard deviation of the variables, and also considers the correlation be-
tween simulated and observed data. Table 4.1 and Figures 4.1 – 4.3 present the results 
of the validation. 
All models produce realistic simulations of RN over Cabauw, but with some errors. 
The observed annual mean RN for the 2-year (2002 - 2003) period is 56.5 Wm
-2 
(Table 






 (24.8%) and 11.0 Wm
-2 
(19.4%) respectively, 
but RSM overestimates it by 17.3 Wm
-2 
(31.6%). They all replicate the seasonal and 
diurnal cycles of RN, except for the differences in amplitudes (Figures 4.1a and d). In 
agreement with the observed, the simulated annual maximum RN occurs in the sum-
mer months (June – August) and the minimum in winter months (November – 
February) (Figure 4.1a); the daily maximum occurs during the day (between 14 -16 
LST) and the minimum at nighttime (Figure 4.1d). RSM, which produces the largest 
errors in RN, overestimates the annual maximum RN by 40 Wm
-2 
(34.3%) and the 
summer daytime maximum by about 80 Wm
-2
 (22.8%), because it uses lower albedo 
(0.06) than the observed values (0.2). In other models, the albedo is much closer to 
the observed. As expected, the differences in albedo produce highest error in RN in 
summer daytime when the incoming shortwave radiation is at its peak. In addition, 
RSM produces the highest standard deviation, which is higher than the observed by a 
factor of 1.2 (Figure 4.1g); the standard deviations of other models are almost the 
same as observed. However, CLM produces the smallest correlation coefficient 
(r = 0.8) with the observed, while the other models have a correlation of about 0.85. 
Overall, all the models simulate reliable annual mean seasonal cycles, diurnal varia-
tions, and standard deviations of RN with high correlation coefficients when compared 
with observations over Cabauw. In partitioning the RN into SHF and LHF, both the 
observed and simulations agree that more energy goes for latent heating than for sen-







































) in RSM. 
Table 4. 1: Observation and simulation errors in the annual mean Net Radiation (RN), Sensible Heat 
Flux (SHF), Latent Heat Flux (LHF), Soil Moisture (SM), Surface Temperature (TS), Specific Hu-
midity (QV), surface pressure (PS), wind speed (WSP), Cloud Base Height (CBH), albedo and summer 
daytime evaporation fraction over Cabauw. The highest error in each variable is in bold. 
 
  Errors (simulated minus observed) 
Variables Observed CLM GEMLAM MRCC RCA3 RSM 
Rnet (Wm
-2
) 56.5 -10.9 -1.2 -14.0 -11.0 17.3 
SHF(Wm
-2
) 1.7 -11.6 10.0 3.4 -7.0 -1.6 
LHF (Wm
-2
) 41.3 13.7 4.8 -3.5 6.2 17.1 
SM (m) 0.6 0.1 -0.2 -0.6 -0.3 -0.1 
Temp (
o
C) 10.2 0.7 1.1 -1.4 0.3 0.4 
QV(Wm
-2
) 6.7 0.8 0.1 0.3 0.1 0.4 
PS (mb) 1016.0 0.0 -0.8 -3.5 1.5 -2.0 
WSP (ms
-1
) 4.1 0.5 0.7 1.9 -0.6 0.9 
CBH (m) 536.8 -114.6 87.1 -187.5 51.6 -33.7 
Albedo  0.22 -0.07 -0.03 -0.02 0.04 -0.14 
Evaporation fraction* 0.70 0.00 -0.18 0.00 0.03 0.05 
*summer daytime 
The simulated seasonal and diurnal cycles of LHF and SHF are similar to the ob-
served, except for the errors in the amplitudes. As in RN, RSM still produces the 
largest error in simulating LHF and SHF; it underestimates the annual minimum LHF 
(16 Wm
-2 
in January) by 88%, overestimates the annual maximum (60 Wm
-2 
in June) 
by 133%, and the summer daytime maximum (180 Wm
-2
) by about 44%. This can be 
attributed to the albedo error discussed earlier. Consistent with this, RSM overesti-
mates the daytime SHF (80 Wm
-2 
at 1400) by about 100%. GEMLAM is another 
outlier in simulating LHF and SHF. In daytime summer, it underestimates LHF by 20 
Wm
-2 
(14%) and overestimates SHF by 70 Wm
-2 
(87%), making its Bowen ratio 
(0.99) greater than the observed (0.44) by a factor of 2.25. The errors of other models 
are within ±10 Wm
2
 and their Bowen ratios are very close to the observed (Table 4.1). 
Nevertheless, the simulated LHF and SHF from all models show high correlation with 
the observed. For SHF, GEMLAM produces the worst correlation (r = 0.65), while 
other models have the similar values (about 0.75). For LHF, CLM simulation has the 














Generally, the simulated standard deviations for SHF and LHF are worse than those of 
RN. RSM produces the highest standard deviations for in SHF and LHF, which are 2.0 
and 1.6 of the observed values respectively (Figure 4.1). 
The models perform poorly in simulating soil moisture, which plays a key role in the 
partitioning of RN into sensible and latent heating. Although, the observed soil mois-
ture does not show any significant diurnal variation, it has a well defined seasonal 
cycle that is opposite to that of LHF, i.e. maximum in winter and minimum in sum-
mer. This suggests that latent heating (i.e. evaporation) depletes soil moisture more in 
summer than in winter by about 0.3 m (water depth). However, none of the models 
reproduce this summer-winter soil moisture difference. Ironically, GEMLAM, which 
grossly underestimates the amplitude of the LHF, reproduces the closest winter-
summer soil moisture differences; but it always underestimates soil moisture by 0.3 
m. MRCC produces the worst soil moisture by simulating a constant value of 0.06 m 
for all the months, yet it is one of the best models in simulating the seasonal cycles of 
RN, LHF and SHF over the station (Figure 4.1). In the correlation coefficients, RSM 
(r = 0.6) and MRCC (r = 0.0) are outliers; other models have the same value (r = 0.9). 
The simulated standard deviations of all the models are less than 0.6 of the observed; 
here, GEMLAM is the best (NSD = 0.58) and MRCC is the worst (NSD = 0.01). 
Despite the poor performances of the models in simulating the soil moisture index 
(SMI), the level of agreement between the simulated and observed TS (and to some 
extent QV) is quite good (Figure 4.2). Only GEMLAM and MRCC produce what is 
apparently different from the observed. In summer, GEMLAM overestimates the tem-
perature by 2 
o
C and underestimates the specific humidity by 2.0 g/kg. This is 
consistent with the model's error in simulating the Bowen ratio, as discussed earlier. 
Paradoxically, MRCC that simulates too little soil moisture overestimates specific 
humidity (by 3.0 g/kg) during the summer daytime and underestimates temperature 
(by 2.0 
o
C) in the morning hours; in winter it underestimates both temperature and 
moisture, yet it remains one of the best models in simulating the diurnal and seasonal 














The simulated seasonal and diurnal cycle of PS and WSP are in good agreement with 
the observed (Figure 4.3). WSP shows a well defined seasonal cycle, but PS does not. 
In the seasonal cycle, WSP attains a maximum in winter and a minimum in summer; 
in contrast PS attains double maximums during the transition between summer and 
winter period (in March and September) and a minimum in October. This is consistent 
between the observed and simulated, though with different magnitudes. In general, 
RCA3 overestimates PS by about 2 mb, MRCC underestimates it by 3 mb, and the 
errors of other models fall between +2 and -3 mb. All the models, except RCA3, 
overestimate WSP; MRCC overestimates it by about 4 m s
-1
, while RCA3 underesti-
mates it by about 1 m s
-1
. However the correlation between the simulated and 
observed is higher in PS (r ≥ 0.9) than in the WSP (r = 0.65). The simulated normal-
ized standard deviations of PS are very close to the observed, clustering around 1.2 of 
the observed. The simulated normalized standard deviations of WSP in CLM, RSM 
and GEMLAM are also close to the observed (NSD = 1.2), while those of RCA3 
(NSD = 0.7) and MRCC (NSD = 1.4) are outliers. Nevertheless, all the models cap-
ture the variations and the amplitudes of PS and WSP reasonably well. 
The observed and simulated CBH are in a good agreement. In the annual cycle, the 
maximum CBH occurs in summer and the minimum in winter; while in the diurnal 
cycle, the maximum is during the day and the minimum at night. This is somewhat 
consistent with the ceilometer data, but values of the ceilometer data are much higher. 
With CBH, GEMLAM produces the highest error, overestimating it in summer by 
about 250 m and underestimating it in winter by about 300 m, while other models 
generally underestimate it. The correlation coefficients (r > 0.6) between the observed 
and simulated are generally good. In the standard deviation of MRCC (NSD = 1.2) is 
an outlier, while other models cluster around 0.7 of the observed value. 
In summary, the models perform differently in simulating different variables over 
Cabauw. CLM and RCA3 capture all the variables very well, but they underestimate 
soil moisture (by 0.2 m and 0.4 m, respectively) in summer months. GEMLAM gives 
a very good simulation of RN, but overestimates sensible heat flux (by 80 Wm
2
), sur-
face temperature (by about 2 
o
C) and cloud base height (by about 600 m) in summer 
















). MRCC simulates the surface fluxes very well, but produces very low soil 
moisture (0.06, constant through the year), underestimates surface temperature, CBH 
and TS, and overestimates QV and WSP. RSM overestimates the surface fluxes be-
cause of high albedo, underestimates soil moisture, but captures the remaining 















Figure 4.1: Comparison of simulated and observed net total radiation (RN; left panels), sensible heat flux (SHF; middle panels) and latent heat 
flux (LHF; right panels), using their seasonal variations (upper panels), diurnal variations (middle panels) and Taylor diagrams (lower panels). 














Figure 4.2: Same as figure 4.1, but for soil moisture (SM; left panels), surface temperature (TS; middle panels) and specific humidity at sur-














Figure 4. 3: Same as Figure 4.1, but for surface pressure (PS; left panels), wind speed (WSP; middle panels) and cloud base height (CBH; right 
panels). The squares plots in the right panels show the measured CBH from ceilometer data; in panel (f), the thick squares are for summer data 














4.3 Coupling processes 
Here we discuss the PCA results on the coupling of atmospheric processes, with em-
phasis on the coupling of CBH with other surface variables. We first look at the 
couplings in the full datasets before considering the couplings in the data subsets that 
investigate the impacts of seasonal, diurnal and synoptic wind variation on the cou-
plings. 
4.3.1 Coupling in the full EOP data 
In the PCA loadings of the full data, only three principal components (out of nine) 
have eigenvalues greater than 1, in both observed and simulated data (Table 4.2a). We 
should note here that the eigenvalues are well separated and that the largeness of the 
sample size (> 6,500 samples) greatly reduces the instance of effective degeneracy 
(see North et al., 1982) in the principal components. The three principal components 
(hereafter PF1, PF2, and PF3) jointly explain 80.05%, 79.82%, 76.94%, 77.92%, 
72.48%, and 80.71% of the total variance in the observed, CLM, GEMLAM, MRCC, 
RCA3 and RSM respectively. In the observed loadings, PF1 alone explains about 39% 
of the total variance and shows a high loading for RN (0.96), SHF (0.88), LHF (0.94), 
and CBH (0.78). This suggests a strong coupling between CBH and these surface 
fluxes. In other words, the surface energy balance process has strongest influence on 
variations in CBH, or vice versa. PF2 alone explains 26% of the total variance and 
shows a high loading for T (0.82), Q (0.92) and SMI (-0.81); this represents the rela-
tionship between surface temperature and moisture. The loading of CBH (0.17) on 
PF2 is very low, suggesting that the relationship has little influence on the CBH in this 
case. PF3, which accounts for about 15% of the total variance, shows a high loading 
in PS (-0.78) and VABS (0.83), describing the relationship between surface pressure 
and 10 m wind speed. Similarly, the loading of CBH (0.05) on PF3 is very small.  
The above therefore suggests that, in the observed data, variations in the surface ener-
gy balance significantly affect the CBH. The situation is the same in the models; the 
energy balance is strongly coupled with CBH in all the models. The loading of CBH 














Surprisingly, RSM that performs worst in simulating the heat fluxes captures the load-
ing of CBH (0.81) on PF1 closest what obtains in observations. In addition, the 
loading of CBH in temperature-moisture processes (PF2) is negligible in all the mod-
els, except in GEMLAM, where it is 0.62. Note that it is the same model that 
produces the highest SHF, temperature and CBH (Figure 4.1). Moreover, the simulat-
ed coupling of CBH with the pressure-wind process (PF3) is also negligible, strongest 
in GEMLAM (-0.16) and weakest in RCA3 (0.02). Interestingly, in both observatons 
and models, soil moisture is well coupled with the surface temperature- moisture rela-
tionship (PF2), except in MRCC, where it is coupled with surface pressure-wind 
speed relationship. Recall that MRCC produces the worst soil moisture. 
A Fourier analysis of all model data (periodogram not shown) reveals that the time 
series of PF1 has two peaks indicating a diurnal and annual cycle. Hence, the coupling 
of CBH with surface energy process exhibits seasonal and diurnal peaks because of 
the variation in insolation reaching the Earth's surface. The PCA analysis of the daily 
dataset, where the influence of the diurnal cycle is removed, showed that the above 
relationships still hold, but the loadings are weaker (Table 4.2b); in addition only two 
principal components are retained in MRCC and RSM, where the temperature-
moisture process joins the surface energy balance process. However, the 3-hourly da-
taset is used for the rest of the discussion in this study. 
4.3.2 Summer and winter couplings  
Furthermore, we compare the PCA loadings of summer (MJJAS) and winter 
(NDJFM). The summer loadings (Table 4.3a) are similar to the full data loadings. The 
three principal components (PF1, PF2 and PF3) still describe the surface energy bal-
ance, temperature–moisture relationship and pressure-wind association, respectively. 
However, the total variance represented by surface energy processes (PF1) increases 
by about 8%, 8%, -2%, 11%, 36% and 6% in observed, CLM, GEMLAM, MRCC, 
RCA3 and RSM respectively; while that represented by the temperature-moisture 
process (PF2) decreases by 24%, 13%, 18%, 11% 27% and 30% in observed, CLM, 
GEMLAM, MRCC, RCA3 and RSM respectively. The variance represented by the 














where it drops by about 12%. In addition, GEMLAM now has a fourth principal com-
ponent which represents only specific humidity, while PF2 in GEMLAM describes a 
temperature- soil moisture relationship. For both observed and models, the loadings of 
temperature increases in the surface energy process (PF1), but decreases in the tem-
perature-moisture process (PF2). In summary, the coupling of CBH with surface 
energy fluxes in the observed and modeled summer datasets are comparable in magni-
tude with the observed and modeled full dataset, except in GEMLAM where the CBH 
is strongly coupled with soil moisture and temperature. 
The winter loadings (Table 4.3b) are different from those of summer. First, in both 
observations and models, the proportion of total variance explained by each of the 
three principal components is closer, ranging between about 20% and 35%. This im-
plies that variation in the three processes (surface energy balance, temperature-
moisture relationship and pressure-wind relationship) have almost equal influence. 
Second, RN loadings are stronger in temperature-moisture and pressure-wind relation-
ships but weaker in surface energy balance when compared with the summer case. 
Third, there is no general agreement among observed and models on which of the 
three processes control CBH. For instance, CBH has a strong coupling with LHF and 
RN in observed, CLM and MRCC; a strong coupling with only LHF in GEMLAM, 
and a moderately strong coupling with surface moisture in RCA3. In the winter situa-
tion, only MRCC reproduces the coupling between CBH and surface energy as in the 
observed.  
Hence, we can conclude that the variation of CBH with the surface energy budget var-
iables is stronger in summer than winter. Here, all the five models capture the 
coupling very well in summer, except GEMLAM; but in winter, MRCC produces the 
best coupling and RCA3 the worst coupling, when compared with the observed. The 
rest of the discussion now focuses on the summer case. 
4.3.3 Summer daytime and nighttime couplings 
We further divide the summer case into daytime and nighttime cases to investigate the 
influence of insolation on the coupling. Tables 4.4a and b present the loadings for 














tain differences to the overall summer loadings. While in general the three principal 
components still explain the earlier mentioned physical processes, there are changes 
in the variances they capture. As in summer loadings (Table 4.3a), the three principal 
components still explain about 70%, or more, of the total variance in the daytime data 
(Table 4.4a). However, total variance explained by the surface energy balance (PF1) 
drops (by about 20%, 7%, 12% 11% and 9% in observed, CLM, MRCC, RCA3 and 
RSM respectively), while that explained by the temperature-moisture relationship 
(PF2) increases (by about 2%, 3%, 2%, 0.1% and 2% in observed, CLM, RCA3 and 
RSM respectively). GEMLAM remains an outlier in the coupling. It still retains four 
principal components in the summer daytime analysis: PF1 now shows high loadings 
for CBH (0.87), Temperature (0.87) and SMI (-0.77); PF2 groups the surface fluxes; 
PF3 still represents the pressure-wind relationship; and PF4 describes specific hu-
midity. In summary, the energy process (PF1) retains the highest explained variance in 
observations and most models. The drop in summer daytime PF1 variance increases 
the contribution of other processes (PF2 and PF3) and their coupling with CBH. For 
instance, although CBH is still coupled with the surface energy process (PF1), it is 
also moderately coupled with the pressure-wind process (PF3) in observations. All 
models, except GEMLAM (which couples CBH with temperature and soil moisture), 
reproduce the observed coupling of CBH with the surface energy balance, but none of 
them reproduces the moderate coupling between CBH and the pressure-wind process.  
The nighttime loadings (Table 4.4b) are different from those of daytime. Here, the 
pressure-wind relationship breaks down and CBH becomes coupled to wind speed 
and the surface fluxes (mainly SHF) in observations. The temperature-moisture rela-
tionship persists while net radiation and latent heat flux emerge as the dominant 
variables for PF3. CLM, MRCC and RSM each come up with four principal compo-
nents all showing different couplings. In general, the total variances explained by the 
first principal components decrease and those explained by the other principal com-
ponents increase moderately. The total variances explained by each of the principal 
components are of comparable magnitude, ranging between 20% and 30% as in the 
winter case. The observed nighttime loading of CBH in PF1 is 0.64 with CLM, 














0.32 respectively. Thus we see that as in the winter case, there is no general agreement 
between the models and observations on which processes influence CBH at nighttime. 
In summary, we see that (1) the total variance explained by the energy process is 
higher in the daytime than in the nighttime; (2) the coupling of CBH with the surface 
fluxes is stronger in daytime than nighttime; (3) although most models show the 
nighttime coupling between surface fluxes and wind speed, they do not reproduce the 
observed moderate coupling these have with CBH. We therefore proceed with the 
summer daytime case to see the influence of synoptic wind. 
4.3.4 The role of synoptic wind on summer daytime couplings 
To investigate the influence of synoptic situations on the couplings identified for 
summer daytime, we further separate summer daytime into weak-wind (< 3.5 ms
-1
) 
and strong-wind (> 3.5 ms
-1
) situations, indicating weak and strong large scale forc-
ings respectively, and compare their PCA loadings. The observed loadings for weak-
wind summer daytime (Table 4.5a) are similar to those of summer daytime (Table 
4.4a) with a slightly less strong coupling between CBH and the surface fluxes. All the 
models except MRCC reproduce this coupling in their respective PFs along with a 
very slight increase in total variance explained when compared with summer daytime 
loadings. MRCC however returned only two principal components, its PF1 merging 
both the surface energy process and the temperature-moisture process while its PF2 
shows a moderate inverse coupling between surface pressure and soil moisture index. 
A comparison of weak-wind and strong-wind situations reveal that the coupling be-
tween CBH and the energy process (PF1) is slightly stronger in weak-wind situations. 
GEMLAM and RSM each return four principal components but only GEMLAM fails 
to reproduce the coupling between CBH and surface energy process. GEMLAM also 
fails to reproduce the temperature-moisture process in its second principal component 
as observed and simulated by the other models. There is no significant difference be-
tween the total variances explained by each of the three principal components over 
Cabauw for summer daytime strong and weak wind situations.  
This low sensitivity to wind speed could be largely due to the fact that the station is 














makes little difference whether a rising parcel of air originating in one part of the field 
reaches condensation over that same part or is moved along in the wind. This is char-
acteristic of Cabauw and may be quite different for other stations situated in non-














Table 4.2: (a) 3 hourly and (b) daily data PCA loadings for the EOP-3/4 i.e. 10 October 2002 to 30 November 2004 for observed and models. (Significant values 
from 0.70 and above in red.) 
a) Full Period (3-hourly) 
Variable 
  
OBSERVED CLM GEMLAM MRCC RCA3 RSM 
 PF1 PF 2 PF 3 PF1 PF 2 PF 3 PF1 PF 2 PF 3 PF1 PF 2 PF 3 PF1 PF 2 PF 3 PF1 PF 2 PF 3 
NTR 0.96 0.12 0.04 0.96 0.11 0.00 0.96 0.16 -0.01 0.92 0.25 -0.03 0.92 0.23 0.07 0.95 0.18 -0.02 
SHF 0.88 0.08 -0.16 0.84 0.06 0.31 0.83 0.26 -0.27 0.89 0.12 -0.24 0.83 0.17 -0.34 0.87 0.10 -0.30 
LHF 0.94 0.15 0.17 0.9 0.11 -0.24 0.90 0.03 0.21 0.88 0.29 -0.05 0.77 0.28 0.38 0.86 0.30 0.00 
LCL 0.78 0.17 0.05 0.85 0.26 0.06 0.51 0.62 -0.16 0.80 0.25 -0.16 0.52 -0.16 -0.10 0.81 0.27 0.02 
T2M 0.48 0.82 0.09 0.44 0.85 0.04 0.41 0.87 0.06 0.46 0.86 -0.06 0.39 0.86 0.07 0.42 0.87 0.06 
QV 0.15 0.92 0.05 0.21 0.90 0.03 0.19 0.78 0.22 0.28 0.93 -0.04 0.07 0.92 0.10 0.16 0.93 0.04 
PS 0.15 -0.27 -0.78 0.12 -0.18 0.75 0.10 -0.15 -0.80 0.11 -0.17 -0.76 0.18 -0.22 -0.71 0.15 -0.22 -0.77 
VABS 0.20 -0.21 0.83 0.09 -0.2 -0.86 0.07 -0.10 0.81 0.10 -0.33 0.74 0.09 -0.23 0.83 0.02 -0.31 0.82 
SMI -0.01 -0.81 0.04 0.04 -0.76 0.05 0.12 -0.80 0.10 -0.28 -0.05 0.62 0.05 -0.74 0.13 -0.22 -0.80 0.16 
Tot. Var(%) 38.84 26.17 15.04 38.18 25.35 16.29 32.46 27.81 16.61 38.17 21.94 17.81 28.76 26.92 16.59 36.92 29.06 15.31 
 
 
(b) Full Period (Daily) 
Variable 
  
OBSERVED CLM GEMLAM MRCC RCA3 RSM 
 PF1 PF 2 PF 3 PF1 PF 2 PF 3 PF1 PF 2 PF 3 PF1 PF 2  PF1 PF 2 PF 3 PF1 PF 2  
NTR 0.88 0.24 0.22 0.93 0.14 0.21 0.46 0.83 0.24 0.88 0.35  0.68 0.18 0.60 0.85 0.31  
SHF 0.60 0.15 0.61 0.61 0.05 0.66 0.58 0.39 0.58 0.65 0.64  0.36 0.74 0.41 0.53 0.73  
LHF 0.87 0.18 -0.04 0.89 0.08 -0.25 0.05 0.92 -0.17 0.85 0.31  0.62 -0.35 0.55 0.85 0.20  
LCL 0.85 0.08 0.10 0.81 0.23 0.18 0.73 0.36 0.23 0.66 0.42  -0.10 0.14 0.79 0.73 0.17  
T2M 0.65 0.70 -0.07 0.63 0.70 0.08 0.90 0.38 -0.02 0.95 0.03  0.94 -0.01 0.20 0.94 -0.03  
QV 0.43 0.82 -0.08 0.52 0.75 0.06 0.80 0.28 -0.20 0.91 -0.05  0.94 -0.05 -0.02 0.86 -0.07  
PS 0.06 -0.28 0.73 -0.03 -0.13 0.73 -0.14 -0.05 0.81 -0.09 0.77  -0.23 0.70 0.11 -0.16 0.77  
VABS -0.01 -0.21 -0.88 -0.05 -0.18 -0.89 -0.15 0.02 -0.83 -0.21 -0.65  -0.17 -0.88 0.10 -0.25 -0.79  
SMI -0.02 -0.88 -0.09 0.04 -0.85 0.03 -0.85 0.27 -0.12 -0.22 -0.67  -0.70 -0.19 0.14 -0.75 -0.20  













Table 4.3: (a) November-March (winter) and (b) April-September (summer) PCA loadings for the EOP-3/4 period for observed and models. (Significant values 
from 0.70 and above in red.)  
(a) Winter (NDJFM) 
Variable 
  
OBSERVED CLM GEMLAM  MRCC RCA3 RSM 
 PF1 PF 2 PF 3 PF1 PF 2 PF 3 PF1 PF 2 PF 3 PF4 PF1 PF 2 PF 3 PF1 PF 2 PF 3 PF1 PF 2 PF 3 
NTR 0.92 0.14 -0.16 0.82 0.32 0.31 0.32 0.65 0.54 0.30 0.80 0.36 -0.10 0.07 0.02 0.94 0.87 0.21 0.03 
SHF 0.71 0.02 -0.57 0.43 0.13 0.78 -0.04 0.23 0.91 0.12 0.68 -0.11 -0.56 -0.64 0.16 0.67 0.76 -0.01 -0.49 
LHF 0.91 0.05 0.18 0.92 -0.02 -0.26 0.14 0.86 -0.01 0.32 0.92 -0.03 -0.19 0.69 0.10 0.49 0.70 0.01 -0.29 
LCL 0.75 -0.19 0.15 0.83 -0.19 -0.04 -0.10 0.84 0.00 -0.32 0.88 0.02 0.16 0.07 0.51 0.14 0.88 0.04 0.18 
T2M 0.45 0.73 0.36 0.17 0.94 -0.02 0.89 0.26 -0.02 -0.23 0.21 0.95 0.09 0.34 -0.71 0.47 0.29 0.92 0.07 
QV 0.08 0.87 0.33 -0.05 0.97 -0.04 0.96 -0.01 -0.05 -0.13 0.06 0.96 0.06 0.30 -0.86 0.21 -0.04 0.97 0.01 
PS 0.09 -0.17 -0.63 -0.03 -0.37 0.58 -0.56 0.14 0.41 -0.30 0.16 -0.20 -0.63 -0.55 0.34 0.03 0.19 -0.43 -0.53 
VABS 0.20 0.05 0.83 0.29 0.04 -0.82 0.23 0.42 -0.79 0.16 0.11 -0.04 0.90 0.88 0.06 -0.02 0.07 0.08 0.86 
SMI 0.25 -0.69 0.13 0.30 -0.40 0.14 -0.20 0.07 0.02 0.84 -0.30 0.49 0.42 0.06 0.58 0.13 -0.17 -0.40 0.51 
Tot. Var(%) 34.01 20.61 19.44 28.99 25.26 19.93 24.97 24.42 21.49 13.32 32.45 24.95 19.63 24.38 22.20 20.91 30.48 24.36 18.09 
 
 
(b) Summer (MJJAS) 
Variable 
  
OBSERVED CLM GEMLAM  MRCC RCA3 RSM 
 PF1 PF 2 PF 3 PF1 PF 2 PF 3 PF1 PF 2 PF 3 PF4 PF1 PF 2 PF 3 PF1 PF 2 PF 3 PF1 PF 2 PF 3 
NTR 0.96 0.01 0.04 0.98 0.03 0.05 0.97 0.12 0.01 0.07 0.94 0.19 0.00 0.94 0.09 0.15 0.97 0.12 0.00 
SHF 0.88 -0.04 -0.06 0.91 0.01 -0.15 0.84 0.28 -0.09 0.07 0.91 0.07 -0.14 0.91 -0.04 -0.12 0.92 -0.01 0.17 
LHF 0.95 -0.02 0.14 0.91 -0.01 0.23 0.91 -0.09 0.13 0.03 0.90 0.23 0.04 0.79 0.15 0.39 0.90 0.20 -0.13 
LCL 0.82 0.14 0.03 0.88 0.18 -0.09 0.41 0.80 0.02 -0.23 0.86 0.16 -0.13 0.87 -0.02 -0.13 0.82 0.15 -0.07 
T2M 0.59 0.73 0.11 0.54 0.81 -0.07 0.44 0.79 0.03 0.29 0.63 0.72 -0.03 0.59 0.75 -0.11 0.48 0.85 0.03 
QV -0.05 0.89 0.13 0.06 0.92 0.01 0.12 0.09 0.04 0.96 0.30 0.90 0.04 -0.07 0.95 0.00 0.02 0.97 0.08 
PS 0.18 -0.14 -0.87 0.14 -0.07 -0.81 0.08 0.15 -0.77 -0.28 0.07 -0.01 -0.77 0.22 -0.35 -0.73 0.15 -0.20 0.78 
VABS 0.35 -0.15 0.76 0.15 -0.17 0.81 0.10 0.07 0.83 -0.18 0.15 -0.42 0.72 0.20 -0.09 0.69 0.06 -0.15 -0.79 
SMI 0.03 -0.62 0.12 0.09 -0.63 0.06 0.26 -0.80 0.11 -0.11 -0.22 0.33 0.64 -0.02 -0.36 0.55 -0.05 0.06 0.38 













Table 4. 4: PCA loadings for (a) summer daytime and (b) summer nighttime, observed and models.(Significant values from 0.70 and above in red.) 
(a) Daytime (Summer) 
Variable 
  
OBSERVED CLM GEMLAM  MRCC RCA3 RSM 
 PF1 PF 2 PF 3 PF1 PF 2 PF 3 PF1 PF 2 PF 3 PF4 PF1 PF 2 PF 3 PF1 PF 2 PF 3 PF1 PF 2 PF 3 
NTR 0.96 0.00 0.00 0.97 0.01 0.02 0.22 0.94 0.14 0.06 0.93 0.20 0.09 0.92 0.08 0.17 0.96 0.07 0.00 
SHF 0.86 -0.09 -0.07 0.89 -0.03 0.20 0.53 0.61 0.13 0.04 0.90 0.02 0.25 0.91 -0.11 -0.07 0.87 -0.16 0.22 
LHF 0.93 -0.02 -0.10 0.87 -0.06 -0.21 -0.18 0.90 -0.02 0.03 0.84 0.31 -0.04 0.62 0.32 0.53 0.81 0.28 -0.19 
LCL 0.58 0.21 0.40 0.81 0.19 0.25 0.87 0.16 0.10 -0.22 0.75 0.22 0.31 0.82 -0.14 -0.34 0.80 0.07 0.10 
T2M 0.33 0.87 0.20 0.50 0.84 0.14 0.87 0.20 0.11 0.28 0.55 0.77 0.10 0.51 0.72 -0.38 0.35 0.90 0.14 
QV -0.12 0.86 -0.13 0.03 0.92 -0.04 0.03 0.08 -0.01 0.97 0.23 0.92 -0.09 -0.18 0.94 -0.11 -0.12 0.96 0.07 
PS 0.11 -0.20 0.81 0.19 -0.09 0.81 0.14 0.08 0.77 -0.27 0.12 0.06 0.72 0.32 -0.39 -0.59 0.17 -0.15 0.79 
VABS 0.20 -0.18 -0.79 0.07 -0.28 -0.77 -0.05 -0.04 -0.83 -0.23 0.04 -0.54 -0.62 0.01 -0.20 0.56 -0.14 -0.32 -0.74 
SMI 0.07 -0.54 0.00 0.14 -0.56 -0.12 -0.77 0.43 -0.06 -0.03 -0.20 0.15 -0.71 0.01 -0.16 0.70 -0.09 0.06 0.40 
Tot. Var(%) 33.82 21.36 16.79 38.36 22.15 16.00 27.82 25.95 14.81 13.23 37.41 21.71 17.77 34.70 19.52 19.29 35.31 21.97 16.19 
 
 
(b) Nighttime (Summer) 
Variable 
  
OBSERVED  CLM GEMLAM  MRCC RCA3  RSM 
 PF1 PF 2 PF 3 PF1 P2 PF 3 PF 4 PF1 PF 2 PF 3 PF1 PF2 PF 3 PF 4 PF1 PF 2 PF 3 PF1 PF2 PF 3 PF 4 
NTR -0.14 0.02 0.97 0.14 0.02 0.06 0.94 0.26 -0.25 0.75 0.13 0.44 0.16 0.76 0.16 0.32 0.66 -0.08 0.23 0.90 0.00 
SHF -0.84 0.05 0.42 -0.68 0.13 -0.20 0.62 -0.60 -0.30 0.64 -0.08 0.81 -0.32 0.26 -0.91 0.05 0.09 -0.92 0.00 0.27 -0.01 
LHF 0.50 -0.11 0.76 0.79 -0.19 0.45 0.24 0.86 -0.11 0.15 0.07 -0.24 -0.01 0.86 0.84 0.04 0.21 0.72 0.06 0.57 0.07 
LCL 0.64 0.24 -0.03 0.10 0.16 0.83 0.11 0.15 0.72 -0.40 0.24 -0.78 -0.19 0.32 0.35 0.16 -0.69 0.34 0.51 -0.13 -0.44 
T2M 0.29 0.91 0.09 -0.08 0.95 0.22 0.07 0.12 0.94 0.14 0.95 -0.22 0.01 0.16 0.10 0.96 -0.10 0.06 0.98 0.13 -0.05 
QV 0.00 0.93 0.13 -0.08 0.97 -0.02 0.05 0.00 0.46 0.73 0.98 0.03 0.06 0.03 -0.09 0.91 0.28 -0.12 0.86 0.22 0.15 
PS -0.51 -0.17 -0.20 -0.60 -0.22 0.49 -0.18 -0.55 0.04 -0.38 -0.05 0.05 -0.77 0.05 -0.42 -0.20 -0.52 -0.38 -0.05 -0.48 0.27 
VABS 0.85 -0.11 0.19 0.91 -0.07 -0.03 -0.02 0.87 0.07 -0.13 -0.26 -0.43 0.70 0.19 0.95 -0.03 -0.01 0.89 0.01 0.23 -0.06 
SMI 0.02 -0.53 0.21 -0.04 -0.49 -0.55 0.27 0.19 -0.65 0.03 0.22 0.42 0.65 0.11 0.10 -0.44 0.51 0.05 0.06 -0.10 0.90 













Table 4. 5: PCA loadings for (a) summer weak-wind (WSP < 3ms-2) and (b) summer strong-wind period ((WSP > 3ms-2), observed and models. 
(a) Weak-wind (Summer Daytime) 
Variable 
  
OBSERVED CLM GEMLAM MRCC RCA3 RSM 
 PF1 PF 2 PF 3 PF1 PF 2 PF 3 PF1 PF 2 PF 3 PF1 PF 2 PF 3 PF1 PF 2 PF 3 PF1 PF 2 PF 3 
NTR 0.96 -0.01 0.00 0.96 0.10 -0.03 0.98 0.03 0.00 0.86 0.39  0.93 -0.06 0.07 0.97 0.11 0.09 
SHF 0.86 -0.07 -0.16 0.94 0.00 -0.02 0.75 0.34 -0.19 0.72 0.55  0.91 -0.17 -0.13 0.88 -0.16 0.13 
LHF 0.96 -0.04 0.05 0.92 0.14 0.02 0.82 -0.24 0.26 0.91 0.19  0.79 0.21 0.39 0.88 0.30 0.05 
LCL 0.58 0.24 0.22 0.79 0.17 0.30 0.16 0.89 -0.01 0.85 0.14  0.80 -0.07 -0.47 0.87 0.00 -0.04 
T2M 0.35 0.85 0.26 0.48 0.84 0.08 0.28 0.84 0.37 0.91 -0.31  0.52 0.80 -0.15 0.39 0.87 0.11 
QV -0.10 0.83 0.14 0.03 0.94 -0.16 0.20 -0.06 0.72 0.73 -0.56  -0.12 0.92 0.24 -0.12 0.96 0.11 
PS 0.18 -0.07 -0.78 0.19 -0.18 0.79 0.19 0.03 -0.75 0.00 0.60  0.16 -0.17 -0.69 0.12 -0.34 0.69 
VABS 0.10 0.09 0.49 -0.02 -0.25 -0.06 0.04 -0.24 0.17 -0.03 -0.09  0.09 -0.44 0.06 0.00 -0.19 -0.49 
SMI 0.15 -0.61 0.49 0.12 -0.40 -0.77 0.27 -0.79 0.30 -0.02 -0.58  0.17 -0.25 0.80 0.04 0.16 0.72 
Tot. Var(%) 34.83 20.57 13.91 39.53 21.19 14.88 27.29 26.28 16.06 46.17 18.06  36.70 20.45 17.72 38.11 22.05 14.19 
 
 
(b) Strong-wind (Summer Daytime) 
Variable 
  
OBSERVED CLM GEMLAM  MRCC RCA3  RSM 
 PF1 PF 2 PF 3 PF1 PF 2 PF 3 PF1 PF 2 PF 3 PF4 PF1 PF 2 PF 3 PF1 PF 2 PF 3 PF1 PF 2 PF3 PF 4 
NTR 0.96 0.02 0.02 0.97 0.01 0.06 0.28 0.92 0.15 0.07 0.94 0.20 0.09 0.94 0.04 0.14 0.97 0.04 0.04 0.03 
SHF 0.87 -0.07 -0.05 0.88 -0.02 0.25 0.58 0.56 0.14 0.08 0.88 0.04 0.30 0.90 -0.04 -0.21 0.83 -0.17 0.33 -0.08 
LHF 0.92 0.01 -0.09 0.86 -0.08 -0.21 -0.15 0.91 0.03 0.00 0.85 0.29 -0.05 0.60 0.05 0.61 0.84 0.28 -0.23 0.13 
LCL 0.57 0.19 0.48 0.81 0.19 0.28 0.88 0.14 0.11 -0.24 0.71 0.22 0.42 0.75 0.10 -0.45 0.71 0.07 0.24 -0.33 
T2M 0.31 0.87 0.25 0.51 0.83 0.13 0.88 0.16 0.13 0.25 0.54 0.77 0.14 0.49 0.82 -0.16 0.31 0.91 0.15 -0.11 
QV -0.13 0.86 -0.14 0.04 0.91 -0.07 0.06 0.05 0.02 0.96 0.23 0.92 -0.13 -0.18 0.86 0.28 -0.12 0.96 -0.01 0.07 
PS 0.12 -0.27 0.78 0.20 -0.09 0.79 0.18 0.06 0.77 -0.26 0.12 0.07 0.69 0.35 -0.24 -0.67 0.13 -0.12 0.75 0.24 
VABS 0.26 -0.18 -0.76 0.02 -0.22 -0.79 -0.04 -0.10 -0.79 -0.28 0.00 -0.56 -0.54 -0.02 -0.14 0.52 -0.04 -0.29 -0.81 0.17 
SMI 0.03 -0.56 0.03 0.19 -0.64 -0.13 -0.75 0.47 -0.05 -0.09 -0.16 0.10 -0.75 0.01 -0.63 0.45 -0.06 0.00 0.07 0.93 

























Figure 4.4 compares correlation coefficients between CBH and surface variables in sum-
mer daytime (a) weak-wind and (b) strong-wind conditions. Under weak-wind 
conditions, all models except GEMLAM have a stronger than observed coupling.  
 
Figure 4.4: Correlation coefficients between the CBH and net surface total radiation (RN), sensible heat 
flux, latent heat flux, surface temperature (TS, 2m), surface specific moisture (QV, 2m), soil moisture (SI), 
surface pressure (PS) and wind speed (WSP, 10 m) for summer daytime (a) weak wind (b) strong wind cas-
es in observed (OBS) and models (CLM, GEMLAM, MRCC, RCA3 and RSM) data over Cabauw. 
 
GEMLAM does poorly here, failing to reproduce the observed relationship although it 
does rather well under strong (WSP > 3 ms
-2
) wind conditions. The observed SHF (LHF) 
is weakly (strongly) coupled to the CBH in weak-wind situations. All the models capture 














high, nearly equal SHF-CBH and LHF-CBH couplings. SHF is seen to be more strongly 
coupled to CBH than LHF in both RCA3 and RSM while GEMLAM shows no coupling 
between LHF and CBH in windless conditions. Under strong-wind conditions, the cou-
pling of CBH with the net surface radiation, surface heat fluxes and temperature slightly 
increase in observed and models. 
4.4 Conclusions 
In this chapter, we have used observed and model data to study the coupling of cloud 
base height with the surface fluxes and other variables over Cabauw. We set out to inves-
tigate how well the models reproduce observed processes, which we did in part by 
looking at the couplings among these processes. We looked at the models’ ability in re-
producing each of the variables over the stations and then used PCA analysis to see how 
the processes are coupled. The PCA helped to identify the processes that couple the vari-
ables and to compare the coupling strengths in observation and models. Thus our interest 
has been not only in how well the models simulate certain fields, but also how well they 
simulate the physical processes linking these fields. 
The models give reliable simulations of CBH and surface variables, though with different 
skills. CLM and RCA3 give the best simulation of the variables (i.e. CBH, surface fluxes, 
temperature, moisture, and wind). We note that these are the only two European models 
in the suite of five models applied over this European reference site. All the models (ex-
cept CLM) underestimate soil moisture. GEMLAM also underestimates specific 
humidity, but overestimates sensible heat flux, temperature and CBH. MRCC underesti-
mates temperature and CBH, but overestimates specific humidity. RSM shows the least 
overall performance of the five-model suite, and overestimates the surface fluxes because 
it uses a wrong surface albedo value. Taylor diagrams of correlation and standard devia-














Cabauw and agrees with the slight ‘home advantage’ effect of RCMs as reported in the 
findings of Takle et al. (2007). 
The principal component analysis identified three processes that couple CBH with sur-
face variables in the observed and model data: surface energy balance (i.e. surface 
fluxes), thermodynamics (i.e. temperature and moisture), and dynamic (i.e. surface pres-
sure and wind speed) processes. The coupling between CBH and the surface fluxes is 
stronger in summer than winter, and in summer daytime than summer nighttime. Howev-
er, this study found that wind speed has no significant influence on the coupling of CBH 
with surface fluxes over Cabauw, possibly because of the surface homogeneity of the sta-
tion or that the synoptic winds are not strong enough in summer. We find that the models 
(generally) give the right relationships between fields, i.e., they appear to be simulating 
the physical couplings correctly. RCMs are prone to two main types of systematic errors, 
those arising from errors in forcing from the lateral boundary conditions (LBCs) and 
those intrinsic to the internal formulation of a given model (Risbey and Stone, 1996; 
Noguer et al., 1998; Menéndez et al., 2001; Misra et al., 2003). A study by Christensen et 
al. (1998) indicates that increasing model resolution amplifies the influence the systemat-
ic errors in the LBC have on the evolution of the simulated regional climate. To facilitate 
focus on sources of internal error, we constrained all the models to use the same LBC and 
horizontal resolution. These internal errors, such as incorrect prescribed parameters (e.g. 
the albedo case in RSM) could be responsible for isolated cases where observed cou-
plings between fields are not well reproduced. 
With the physics of simulating CBH being well reproduced in the models as exhibited by 
the Cabauw analysis, this raises the question of how well the models will perform when 
placed in a different environment without recalibration or retuning, i.e., how well do they 

























Clouds play essential roles in the climate system. They significantly affect the energy 
budget in the Earth-atmosphere system. Cloud base height (CBH), in particular, influ-
ences the longwave radiation budget at the surface, hence the surface energy balance 
(Kiehl and Trenberth, 1997). As a feedback, the surface energy balance modulates the 
spatial and temporal distribution of CBH. The interaction between surface processes and 
cloud properties, such as CBH, are complex and not well known; and that constitutes one 
of the largest uncertainties in simulating climate change, because most climate models 
struggle to adequately capture the feedback (Cess et al., 1989; Cess et al., 1996; 
Houghton et al., 2001; Randall et al., 2003; Arakawa, 2004). To improve our understand-
ing of the interactions, and consequently reduce uncertainties in simulating future 
climate, there is need to assess how models (both GCM and RCMs) reproduce the inter-
action under various atmospheric and geographical conditions (Takle et al., 2007).  
The present study is geared in that direction. In the previous chapter, we considered a 
guiding hypothesis that “for non-monsoonal domains experiencing weak large scale forc-
ing, day time surface energy fluxes are correlated to the cloud base height”. We used the 
transferability experiment data over Cabauw, a homogenous non-monsoon station, to 
study the relationship between CBH and surface fluxes under different atmospheric con-
ditions, and found a good correlation between the CBH and surface energy fluxes in all 
the models as in the observation. However, the magnitude of the correlation varied from 
model to model and with season; but did not vary with wind speed as suggested by the 
hypothesis. We attributed that to the homogenous surface characteristic of Cabauw. In 














ing weak large-scale forcing but with different climate and geographical settings from 
Cabauw. 
5.2 Observed and modeled variables 
Simulated seasonal and diurnal cycles of surface meteorological variables are compared 
with observations at station level and their Taylor diagrams (Taylor, 2001) presented. 
Taylor diagrams provide a way of graphically summarizing how closely a pattern (or a set 
of patterns) matches observations. The similarities or differences between patterns are 
quantified in terms of their correlation, root-mean-square difference and the amplitude of 
their variations (represented by their standard deviations). Taylor diagrams are useful for 
investigating multiple aspects of complex models or in evaluating the relative skill of 
several different models. The Taylor diagrams (using three hourly summer daytime data) 
of correlations and standard deviations between observations and models are discussed 
along with the seasonal and diurnal variations. 
Figures 5.1 to 5.8 show the seasonal and diurnal variations observed at twelve CEOP ref-
erence stations with those simulated by our suite of five regional models and with Taylor 
plots of the summer daytime period at each station.  
5.2.1 Net radiation 
The observed seasonal variation of Rnet over the stations exhibits two distinct patterns 
(Figure 5.1). The first pattern shows a widely varying Rnet (from about -20 Wm
-2
 in winter 
to 200 Wm
-2
 in summer) over the midlatitude stations (Lindenberg, Cabauw, Lamont, 
Bondville, BERMS, Mongolia and Tongyu). The second pattern shows a weakly varying 
Rnet (from 120 Wm
-2
 in winter to 180 Wm
-2
 in summer) over the tropical stations (Ma-
naus, Chao Praya River and N.E. Thailand). The models successfully simulate the two 
patterns of Rnet, but show different amplitude of errors in reproducing the actual values 
over the stations. The errors are less than 35 Wm
-2 
over most stations, but up to 50 Wm
-2
 














MRCC (over Chao Praya River and Santarem), in RCA3 (over Santarem and Himalayas), 
and in RSM (over all the stations). In reproducing the diurnal cycle, all the models over-
estimate summer daytime Rnet over the Southern Hemisphere (SH) stations Manaus and 
Santarem, but underestimate (overestimate) it in the morning (late afternoon) hours over 
the remaining stations. Part of the errors in the diurnal cycle of net radiation (especially 
for the Southern Hemisphere stations) may be due to excessive downward shortwave flux 
which results from the models underestimating daytime cloud cover during tropical con-
vection. Underestimation of surface albedo, as in the case of RSM would not seem to be a 
major factor here in a tropical forest with typical low albedo values (see Shuttleworth and 
Dickinson, 1989). More importantly, the fact that all models show a consistent pattern of 
error in the diurnal cycle, albeit to varying degrees, suggests a carried over error in the 
forcing fields whereby more moisture is made available for evaporation in the day and 
less at night. In general, the correlation between observed and simulated Rnet is high, 
ranging between r = 0.7 and r = 0.9. All the models show the highest correlation with ob-
servation over Chao Praya River and the lowest over Santarem. In CLM, the normalized 
standard deviations (NSDs) over the stations are very close, ranging between 0.8 and 1.2; 
in GEMLAM Himalayas and Santarem are outliers (NSDs are 0.6 and 1.4, respectively); 
but in MRCC, RCA3 and RSM, only Santarem is an outlier. Hence, in simulating Rnet, 
CLM and RCA3 show the best transferability over the stations, because the two models 
have the least errors in the seasonal and diurnal cycles and the stations cluster together 
best in the Taylor diagram of CLM and RCA3. In these regards, RSM performs worst. 
5.2.2 Sensible and latent heat fluxes 
The midlatitude and tropical seasonal patterns are present in the observed SHF and the 
models capture this with varying magnitudes of error (Figure 5.2). Errors in simulating 
the seasonal cycle of SHF are generally below 40 Wm
-2
 at most stations for all models 
but up to 80 Wm
-2 
over North America (BERMS) for CLM, MRCC and RSM, and up to 
70 Wm
-2
 for RCA3 over South America stations (Manaus and Santarem). These errors 














the affected models. CLM, MRCC and RCA3 all reproduce the seasonal cycle of SHF 
best over Europe (Cabauw and Lindenberg) while RSM gives its best result over South 
America (Manaus), all with errors below 20 Wm
-2
. Model errors in the diurnal cycle of 
SHF generally reach peak values around mid afternoon for all stations. CLM keeps most 
station errors confined below 50 Wm
-2
 while the other models have station errors within a 
100 Wm
-2
 range from the observed values. Most models however struggle with reproduc-
ing the diurnal SHF cycle over South America (Santarem and Manaus) with errors 
ranging from about 250 Wm
-2
 (in RCA3) to 480 Wm
-2
 (in MRCC) at Santarem. The Tay-
lor diagrams show an alignment of stations along similar correlation bands in each model 
but with different range of NSD going from one model to the other. RSM exhibits the 
greatest scatter of stations with regards to NSD, indicating it as the least transferable of 
all the models when simulating SHF. 
The seasonal cycle of LHF is well simulated by CLM where only two stations have errors 
reaching 40 Wm
-2
. The models also struggle with reproducing the LHF seasonal cycle 
over South America domains with errors at Santarem ranging from 50 Wm
-2
 (MRCC) to 
140 Wm
-2
 (RCA3). In the diurnal cycle of LHF, errors are even more pronounced in all 
models for the South American domains. Amplitude of errors in LHF at Manaus range 
from 250 Wm
-2
 (RCA3) to 450 Wm
-2
 (RSM) and at Santarem from 100 Wm
-2
 
(GEMLAM) to 350 Wm
-2
 (CLM). Strangely, CLM, GEMLAM and RCA3 show distinct 
underestimation errors of between 100 Wm
-2
 to 150 Wm
-2
 over Lamont in the North 
American domain contrary to the general trend. There is a tendency for the models to un-
derestimate LHF values in the morning and overestimate them in the afternoon. The 
Taylor diagram shows a clustering of stations in CLM (with a correlation of between 0.6 
and 0.85). There is no distinct clustering of stations for the other models while RSM has 
the most scattered stations of all the models. Again, in simulating LHF, CLM transfers 















The seasonal and diurnal cycle of temperature across the stations show a clearer picture 
of the variations described above. The observed seasonal temperature profile, like the 
seasonal net radiation profile, shows distinctive patterns for stations based on their lati-
tudes. But unlike net radiation, three patterns are evident: First, tropical stations with 
mean annual temperature range of 15 to 30 °C (Chao Praya River, N. E. Thailand, Ma-
naus and Santarem); second, midlatitude stations with a mean annual temperature range 
of -5 to 25 °C (Lindenberg, Cabauw, Lamont, Bondville) and third, high altitude midlati-
tude stations having a mean annual temperature range of -20 to 25 °C (BERMS, Tongyu, 
Mongolia, Himalayas). The mean diurnal pattern is similar for all stations, with peak 
temperatures in the late afternoon.  
All the models reproduce the observed seasonal and diurnal patterns but with different 
amplitudes of error over the stations. The models give a range of errors on the average of 
about -/+ 5 °C over the stations except for Santarem in CLM (20 °C) and MRCC (8 °C), 
Santarem and Manaus in RCA3 (10 °C) and Tongyu in RSM (10 °C). In the diurnal cy-
cle, CLM shows high errors over high altitude stations (about 8 °C and 20 °C for 
Mongolia and Himalayas respectively) possibly because the corresponding model grid 
points are lower than the actual station heights. However, the model simulates both diur-
nal and seasonal variat ons well (within a +/- 2 °C error range) over the remaining 
stations. Diurnal cycle errors over all stations are within -2 and 8 °C in GEMLAM, -5 
and 10 °C in MRCC, -1 and 6 °C in RCA3 and -/+ 5 °C in RSM. 
The temperature Taylor diagrams for all models shows over half the stations clustering 
about NSD = 1 with high correlations (r < 0.9) while five stations (Santarem, Manaus, 
Himalayas, Chao Praya River and N. E. Thailand) remain scattered throughout with NSD 














5.2.4 Specific humidity  
The observed seasonal cycle of specific humidity (Qv) also separates the stations into 
three groups. The specific humidity varies between 16 and 20 gkg
-1
 in the first group 
(Santarem and Manaus), 8 and 20 gkg
-1 
in the second group (Chao Praya River and N. E. 
Thailand), but 0 and 16.0 gkg
-1
 in the third (other stations). In this case GEMLAM shows 
the best result. The maximum error (in diurnal and seasonal simulation over all the sta-
tions) is about 3 gkg
-1 
in GEMLAM (N. E. Thailand), 4 gkg
-1 
in RCA3 (N. E. Thailand), 5 
gkg
-1 
in RSM (Lamont), 6 gkg
-1
 RCM (at Himalaya), and 10 gkg
-1 
in MRCC (Lamont). In 
the Taylor diagrams, all the models produce plots with larger errors for the South Ameri-
can stations; however, the plots are best clustered in GEMLAM. Hence, GEMLAM 
shows the best transferability in simulating specific humidity over the stations. 
5.2.5 Surface Pressure (hPa) 
The range of observed seasonal cycle of surface pressure (PS) varies from about 555 hPa 
at the high altitude station Himalayas to just under 1020 hPa at Cabauw. PS varies little 
over most stations all year round except for Tongyu where there is a drop of about 20 hPa 
in summer. The models capture both the seasonal and diurnal patterns well over most sta-
tions. However, all models except RSM have a problem with simulating PS over 
Himalayas. CLM overestimates the seasonal cycle of pressure over Himalayas by a peak 
error of 300 hPa, GEMLAM (50 hPa), MRCC (80 hPa) and RCA3 (75 hPa). These errors 
probably indicate the models' grid point elevations corresponding to the station coordi-
nates are much lower than the actual station height. The diurnal cycle of pressure is 
constant over midlatitude stations Lindenberg, Cabauw and BERMS while a slight in-
crease (< 4 hPa) is observed over tropical stations (Chao Praya River, N.E. Thailand, 
Manaus and Santarem) in the midafternoon. The diurnal cycles of pressure for all models 
reflect the biases already seen in their respective seasonal cycles. The Taylor diagrams for 
all models show a high correlation (average of r = 0.9) between observed and simulated 














Generally, lower correlations and overestimations of model NSD occur for the two South 
American stations Santarem and Manaus. 
5.2.6 Wind speed 
The observed seasonal cycle of wind speed at 10 m (WSP) varies from station to station 
with an average of 1 ms
-1
 all year round over the two South American sites Santarem and 
Manaus to a peak of above 8 ms
-1
 in May over Himalayas. The models reproduce this 
with errors within +/- 2 ms
-1
 for most stations; however, some models reproduce much 
higher errors in a few stations. The performance of CLM in simulating wind speed over 
Europe is very good all year round, especially at Lindenberg but poorer over the tropical 
station N.E. Thailand with peak error above 3 ms
-1
 in winter. GEMLAM wind speed peak 
error is also up to 4 ms
-1 
in winter over N. E. Thailand. In MRCC, errors over the Hima-
layas are in excess of 8 ms
-2 
in winter while in RCA3 and RSM, WSP is overestimated to 
a peak of about 4 ms
-1
 and 6 ms
-1 
at the same station in early summer. The diurnal cycle 
over all stations shows wind speeds picking up in the afternoon and dropping by night-
fall. Diurnal WSP varies from 1 ms
-1
 over tropical Chao Praya River to 8 ms
-1 
over 
midlatitude Lamont. In the models, CLM's diurnal cycle of WSP ranges from a peak un-
derestimation error of 1.5 ms
-1
 at Lamont to a peak overestimation error of 2.2 ms
-1
 over 
Chao Praya River. GEMLAM overestimates diurnal WSP the most over Santarem by just 
above 2 ms
-1
 and underestimates it most (2.2 ms
-1
) at noon over Himalayas. MRCC, 





 and 6.8 ms
-1
 respectively. They also underestimate diurnal WSP most over 




 and 4.0 ms
-1 
respectively. The Taylor dia-
grams show that WSP is generally not well captured by the models as most stations have 
a correlation of r < 0.6 in CLM, GEMLAM, MRCC, RCA3 and RSM. The stations also 
fail to cluster about a particular NSD in most models although CLM exhibits a minor 














5.2.7 Cloud base height (m) 
The highest peaks (above 1600 m) in the observed seasonal cycle of CBH are found over 
the tropical (Chao Praya River and N. E. Thailand) and subtropical (Mongolia and Tong-
yu) stations of the Asian domain. The remaining stations fall within a peak CBH range of 
400 m (at BERMS) to 1200 m (at Santarem). In the models, the seasonal cycle of CBH is 
reproduced with errors within 500 m at most stations. CLM reproduces the seasonal cycle 
of CBH over the European and North American midlatitude stations of Lamont, Linden-
berg, Cabauw and Bondville and tropical station Manaus, with less than 500 m error. 
However CBH is overestimated by a peak error of 1800 m over Himalayas in April and 
by 1000 m all summer over Mongolia. GEMLAM over predicts CBH at most stations in 
summer with the highest errors of about 1500 m over Mongolia and Lamont. MRCC 
overestimates CBH over Mongolia throughout the seasonal cycle to a maximum of about 
1200 m in summer. RCA3 poorly simulates the seasonal cycle of CBH at some Asian and 
tropical sites with peak errors over 2000 m (at Tongyu, Mongolia and Manaus). RSM ap-
pears to capture the seasonal cycle of CBH well over Europe and North America 
(Lindenberg, Cabauw, Bondville and Lamont); nowhere over these stations do errors ex-
ceed 200 m. However errors are much higher (up to 1000 m) for Himalayas and N. E. 
Thailand. In the diurnal cycle of CBH, CLM has highest station error of about 700 m 
over N. E. Thailand where CBH is underestimated in the afternoon. GEMLAM produces 
a good diurnal cycle over tropical stations N.E. Thailand and Chao Praya River but with 
peak errors ranging from 1000 m at BERMS and Tongyu to 2600 m at Santarem. MRCC 
reproduces a very good diurnal cycle over Bondville while its highest errors are over 
Mongolia (1000 m), Manaus (1250 m) and Santarem (2200 m). RCA3 grossly overesti-
mates the diurnal cycle of CBH with peak errors of 2750 and 3500 m at the South 
American stations Manaus and Santarem respectively. It reproduces the diurnal cycle 
well (errors < 100 m) over Cabauw and BERMS. RSM overestimates the diurnal cycle of 
CBH over Manaus, Himalayas and Santarem with peak errors of 1000 m, 1300 m and 














Correlations between observed and simulated CBH fall mostly between r = 0.6 and 
r = 0.8 across most models. CLM performs worst over Himalayas (r = 0.25, NSD = 1.8) 
while its best performance is over Bondville (r = 0.6, NSD = 1.0). About half of 
GEMLAM stations cluster around r = 0.6 with NSD = 1.4 of observed while its worst 
performance is over Tongyu (r = 0.35, NSD = 2.0). MRCC underestimates NSD most at 
Lindenberg (r = 0.6, NSD = 0.42) and overestimates it most at Santarem 
(r = 0.7, NSD = 2.4). RCA3 has no station cluster whatsoever, underestimating NSD at 
BERMS (r = 0.6, NSD = 0.8) all the way to overestimating it at Santarem (r = 0.58, 
NSD = 2.8). RSM overestimates NSD for all Asian stations but underestimates for others. 














Figure 5.1: of simulated and observed seasonal (upper left panel) and diurnal (middle left panel) net total radiation (Rnet) at 12 stations. Upper panels 2-6 show the difference 
between seasonal observed and model net radiation for CLM, GEMLAM, MRCC, RCA3 and RSM. Middle panels 2-6 show the difference between observed diurnal and 























































































































5.3 PCA loadings 
5.3.1 Atmospheric patterns 
Tables 5.1 and 5.2 represent the weak wind and strong wind summer daytime loadings 
of observed variables at six stations. in the weak-wind PCA loadings (Fig. 5.1),three 
of the six selected stations (Cabauw, Bondville and Lamont) returned two principal 
components and the other three (Lindenberg, BERMS and Tongyu) returned three 
principal components each (hereafter PF1, PF2 and PF3). In Lindenberg, PF1 explains 
about 35% of the total variance and has high loadings for net radiation, NTR (0.98), 
sensible heat flux, SHF (0.91) and latent heat flux, LHF (0.91). This loading pattern 
describes the surface energy process as identified in the previous chapter. PF2 ex-
plains 20.43% of the total variance and has moderately strong loadings in PS (-0.55), 
T2M (0.60) and a high QV loading (0.93). This possibly describes both dynamic and 
thermodynamic processes in the boundary layer. PF3 explains 19.20% of the total var-
iance and has high loadings for CBH (0.95) and T2M (0.75). Unlike observations, 
CLM, MRCC and RSM all return only two principal components for Lindenberg, 
their respective PF1s effectively combining the surface energy process (PF1 in ob-
served) with high loadings in CBH and T2M (PF3 in observed). However, PF2 of the 
three models is similar to observations. GEMLAM and RCA3, like the observed, ex-
tract three principal components for Lindenberg. In GEMLAM, PF1 reproduces the 
observed loadings well, but its PF2 gives high loadings for T2M and CBH (like PF3 
in the observed) instead of describing the thermodynamic relationship. PF3 in 
GEMLAM shows high loadings for QV and PS. RCA3 reproduces the classic case 
identified in the previous chapter where PF1 describes a surface energy process ac-
companied by a high CBH loading, PF2 describes the thermodynamic (temperature-
moisture) process while PF3 depicts the dynamic (pressure-wind speed) association.  
PF1 for BERMS accounts for 38.81% of the total variance at that station and exhibits 
a similar loading pattern as Lindenberg, with very strong loadings for the surface en-
ergy process variables NTR (0.95), SHF (0.92), LHF (0.84). PF2 here has very strong 
loadings for QV and T2M which characterizes the temperature-moisture (thermody-














moderate loading for PS (0.56), describes the already established dynamic pressure-
wind speed process. Unlike observations, CLM, MRCC, RCA3 and RSM all return 
two principal components for BERMS with PF1s describing the surface energy pro-
cess associated with high CBH loadings and PF2s describing the classic 
thermodynamic (temperature-moisture) process. GEMLAM returns three principal 
components as observed but with different loadings. PF1 in GEMLAM describes the 
surface energy process as observed; PF2 has highest loadings for QV and PS while 
the highest loading in PF3 is for CBH, followed by WSP. At Tongyu, things change a 
bit. PF1 here, accounting for 30% of the total variance in the station data, describes a 
thermodynamic (temperature-moisture) process associated with a strong negative 
loading for surface pressure. PF2, which accounts for 27% of the total variance in the 
station data, describes the surface energy process and PF3 has a very strong loading 
for CBH (0.92) with a moderate loading for T2M (0.50), similar to what obtains at 
Lindenberg. Unlike the observed, CLM, GEMLAM and MRCC each return two prin-
cipal components for Tongyu, their PF1s describing the energy process accompanied 
by moderate to strong loadings for CBH and T2M. For these models, the highest vari-
able loadings for PF2 are for QV and PS. RCA3 and RSM both return three principal 
components for Tongyu as observed, both depicting the classic surface energy process 
in their PF1s, a QV-PS dominated PF2 for RCA3 and a T2M-QV dominated PF2 for 
RSM. PF3 in RCA3 simply explains the variance in WSP while in RSM, PF3 depicts 
the pressure-wind speed dynamic process. 
The loadings for stations returning only two principal components in the observed da-
ta tell a similar story for the most part. PF1 accounts for about 40% of the total 
variance in the Cabauw station data. High loadings for NTR (0.96), SHF (0.87), and 
LHF (0.93) PF1 establish the surface energy process as the dominant atmospheric 
process over Cabauw. PF2 explains about 24% of the total variance and has high load-
ings in both T2M (0.87) and QV (0.81) which indicates surface thermodynamic 
processes as the next dominant factor at Cabauw. CLM, MRCC and RSM all, like ob-
served, return two principal components for Cabauw and they also capture the 
observed loadings well with the exception that PF1 for CLM and RSM are much 
stronger than observed. GEMLAM and RCA3, unlike observed, both return three 














that of surface energy and followed by a PF2 describing a CBH-T2M association and 
PF3 showing high loadings for QV and PS. RCA3 reproduces the classic PF1, PF2, 
PF3 case with a high CBH loading in PF1. Both Bondville and Lamont display the 
same general characteristics as Cabauw with PF1 representing the surface energy pro-
cess and PF2 the thermodynamic process, but there are differences. For one, 
Bondville and Lamont both have a high loading for CBH in their PF1s (0.93 and 0.87 
respectively) and two, the loadings of T2M in PF1 and PF2 is of comparable magni-
tude at both stations unlike Cabauw where the loadings of T2M is much less in PF1 
than PF2. Another difference is that the loadings of PS is higher in PF2 at Bondville (-
0.61) and Lamont (-0.76) than it is over Cabauw (-0.49) which translates to a higher 
dynamic influence on the thermodynamic process at both stations. All five models 
return two principal components over Bondville as in the observed, their PF1s depict-
ing the surface energy process and high loadings for CBH and PF2s having moderate 
to strong loadings for T2M, QV and PS. The comparable contributions of T2M to PF1 
and PF2 is reproduced in all models except MRCC where the loading for T2M in PF1 
(0.92) is much higher than that in PF2 (-0.17). At Lamont, CLM, MRCC and RSM all 
return two principal components as observed, RSM and CLM replicate observed PF1 
and PF2 relationships but MRCC, unlike observed, has low T2M and QV loadings in 
PF2. GEMLAM and RCA3 return three principal components for Lamont. GEMLAM 
reproduces the already identified PF1 and PF2 patterns but with a PF3 that has a high 
CBH loading along with moderate QV and PS loadings. In RCA3, PF1 describes the 
energy process along with high loadings in CBH and T2M, PF2 has high loadings for 
QV and an inverse, moderately high PS while PS3 mainly shows a high WSP loading. 
5.3.2 Coupling of cloud base height and the surface fluxes 
Under weak wind conditions, the coupling of CBH to the surface fluxes varies from 
station to station, from very weak at Lindenberg and Tongyu, to moderate at Cabauw 
and BERMS and very strong at Bondville and Lamont. A very weak coupling is ob-
served between cloud base height and the surface energy process at Lindenberg where 
CBH has a loading of 0.16 on PF1. However, PF2 shows very high loadings for CBH 
and T2M (0.95 and 0.76 respectively) which indicates a coupling between cloud base 














a strong coupling between CBH and the surface energy fluxes with CBH loadings of 
0.89, 0.71, 0.84 and 0.86 respectively while MRCC gives a moderate but higher than 
observed coupling (0.50). Only GEMLAM reproduces a similar to observed weak 
CBH-surface flux coupling (0.16) on PF1 and a high coupling between CBH and 
T2M on PF2. At Cabauw, we observe a moderate CBH coupling (0.59) with the sur-
face fluxes and a weak CBH coupling with PF2 (0.25). CLM, RCA3 and RSM all 
show a much stronger than observed coupling between CBH and the energy process, 
with CBH loadings of 0.84, 0.80 and 0.86 respectively under PF1. The situation is 
different in GEMLAM with an extremely weak CBH-surface energy process coupling 
(0.07 CBH loading). MRCC however reproduces a similar to observed, moderate 
CBH loading (0.66) for PF1. At Bondville, there is a very strong observed CBH cou-
pling with the surface fluxes (0.93 CBH loading) but the loading of CBH is virtually 
nonexistent (0.06) in PF2. All models capture the strong coupling between CBH and 
the surface energy fluxes over Bondville with CBH loadings of 0.92, 0.80, 0.83, 0.87 
and 0.91 respectively for CLM, GEMLAM, MRCC, RCA3 and RSM. At Lamont, ob-
served CBH is strongly coupled to the surface fluxes (0.87) and weakly coupled to 
PF2 (0.20). CLM, MRCC, RCA3 and RSM all reproduce high loadings for CBH in 
PF1 (0.94, 0.90, 0.71 and 0.90 respectively).  
GEMLAM fails to capture the strong coupling between CBH and the surface fluxes at 
Lamont, reproducing instead a moderate association with a CBH loading of 0.59 un-
der PF1. At BERMS, we observe a moderately strong CBH coupling (0.64) with the 
surface fluxes (PF1), no perceivable coupling with PF2, and a moderate coupling 
(0.44) with PF3. CLM, MRCC, RCA3 and RSM all show a stronger than observed 
coupling between CBH and the surface fluxes with CBH loadings of 0.96, 0.91, 0.75 
and 0.90 respectively in PF1. Over Tongyu, CBH shows an extremely weak coupling 
(0.12) with the surface fluxes in PF1, and a strong coupling (0.92) with WSP in FP3. 
CLM, GEMLAM and MRCC all show much stronger coupling between CBH and the 
surface fluxes than is observed, while RSM gives a moderate but still stronger than 
observed coupling. RCA3 gives the closest to observed coupling strength between 
CBH and the surface processes over Tongyu. Under strong wind conditions, the ob-














very slight increase in CBH-surface flux coupling. The models generally depict this 
trend across the stations. 
In weak wind conditions, observed CBH is weakly coupled with the surface fluxes at 
Lindenberg. It is however very strongly coupled with temperature. CBH is also weak-
ly coupled with the surface fluxes at Tongyu. The coupling of CBH with surface 
fluxes is moderately strong at Cabauw and BERMS and very strong at Bondville and 
Lamont. The models also show a varying pattern of coupling between CBH and the 
surface fluxes going from one station to another. CLM reproduces a tightly coupled 
CBH with surface fluxes at all stations except Tongyu where the coupling is moder-
ately strong. GEMLAM reproduces a weakly coupled CBH and surface fluxes at 
Lindenberg and BERMS with almost nonexistent coupling over Cabauw. However 
CBH is well coupled to temperature at these three stations. The CBH to surface fluxes 
coupling is very strong in Bondville and Tongyu and moderate over Lamont. MRCC, 
RCA3 and RSM strongly couple CBH to the surface fluxes at all stations except 
Cabauw (in MRCC where the coupling strength is moderate), Tongyu (in RCA3 and 
RSM where the coupling is weak and moderate respectively.)  
The general patterns seen in the weak wind situation persist under strong wind condi-
tions but with some differences. Observed CBH is weakly coupled with the surface 
fluxes at Lindenberg and Tongyu. It is however strongly coupled with temperature at 
Lindenberg and with wind speed at Tongyu. The coupling of CBH with surface fluxes 
is moderately strong at Cabauw but very strong at Bondville and Lamont and 
BERMS. The models also show a varying pattern of coupling between CBH and the 
surface fluxes going from one station to another. CLM reproduces a tightly coupled 
CBH-surface fluxes at all stations while in GEMLAM, CBH is weakly coupled with 
surface fluxes all stations. In RCA3, CBH is strongly coupled to the surface fluxes at 
Lindenberg, Cabauw and Bondville, moderately coupled at Lamont and weakly cou-















Table 5.1: PCA loadings for weak wind summer daytime at six stations for (a) observed (OBS) and 
models (b) CLM, (c) GEMLAM, (d) MRCC, (e) RCA3 and (f) RSM. Significant values from 0.70 and 
above in red 
 





Lindenberg Cabauw Bondville Lamont Berms Tongyu 
 PF1 PF 2 PF 3 PF1 PF 2 PF 3 PF1 PF 2 PF 3 PF1 PF 2 PF 3 PF1 PF 2 PF 3 PF1 PF 2 PF 3 
NTR 0.98 0.00 0.10 0.96 -0.01  0.95 0.14  0.95 0.13  0.95 0.08 -0.06 0.22 0.84 0.02 
SHF 0.91 -0.13 0.13 0.87 -0.18  0.89 -0.07  0.72 -0.05  0.92 -0.08 0.01 0.04 0.72 -0.04 
LHF 0.91 0.13 0.13 0.96 0.00  0.86 0.20  0.79 0.14  0.84 0.23 -0.09 0.11 0.90 0.01 
CBH 0.16 -0.21 0.95 0.59 0.25  0.93 0.06  0.87 0.20  0.64 0.01 0.44 -0.22 0.12 0.92 
T2M 0.19 0.60 0.76 0.34 0.87  0.64 0.72  0.60 0.73  0.37 0.85 0.20 0.78 0.19 0.50 
QV 0.07 0.93 -0.02 -0.13 0.81  0.12 0.92  0.04 0.91  -0.04 0.94 -0.10 0.95 0.13 -0.11 
PS 0.27 -0.55 0.11 0.17 -0.49  0.38 -0.61  0.10 -0.76  0.24 -0.41 0.56 -0.85 -0.15 0.00 
WSP 0.09 -0.13 0.05 0.09 0.41  0.05 0.18  0.06 0.12  0.19 -0.16 -0.81 0.23 -0.14 0.42 





Lindenberg Cabauw Bondville Lamont Berms Tongyu 
 PF1 PF 2 PF 3 PF1 PF 2 PF 3 PF1 PF 2 PF 3 PF1 PF 2 PF 3 PF1 PF 2 PF 3 PF1 PF 2 PF 3 
NTR 0.94 -0.10  0.94 0.12  0.98 0.02  0.98 0.10  0.97 -0.03  0.89 0.18  
SHF 0.89 -0.23  0.92 0.02  0.97 -0.03  0.97 0.05  0.95 -0.11  0.79 0.10  
LHF 0.80 0.13  0.91 0.16  0.94 -0.02  0.96 0.14  0.91 0.14  0.93 -0.11  
CBH 0.89 -0.10  0.84 0.11  0.92 0.11  0.94 0.07  0.96 0.03  0.69 -0.52  
T2M 0.74 0.54  0.51 0.82  0.64 0.71  0.70 0.67  0.56 0.77  0.63 0.58  
QV -0.05 0.89  0.01 0.96  0.06 0.92  -0.02 0.91  0.02 0.94  0.01 0.96  
PS 0.12 -0.68  0.33 -0.31  0.02 -0.76  -0.08 -0.77  0.12 -0.59  -0.22 -0.77  
WSP 0.03 0.31  -0.03 -0.26  -0.13 0.14  -0.06 -0.01  0.00 0.18  -0.02 0.11  





Lindenberg Cabauw Bondville Lamont Berms Tongyu 
 PF1 PF 2 PF 3 PF1 PF 2 PF 3 PF1 PF 2 PF 3 PF1 PF 2 PF 3 PF1 PF 2 PF 3 PF1 PF 2 PF 3 
NTR 0.98 0.07 0.03 0.98 0.08 0.00 0.94 0.06  0.98 0.03 0.08 0.97 -0.02 0.13 0.92 0.12  
SHF 0.85 0.24 0.17 0.77 0.29 -0.18 0.90 -0.09  0.90 -0.03 0.18 0.94 -0.07 0.10 0.84 0.02  
LHF 0.81 -0.13 -0.20 0.80 -0.10 0.24 0.78 0.14  0.82 0.11 -0.18 0.84 0.12 -0.01 0.77 0.13  
CBH 0.14 0.92 0.25 0.07 0.96 -0.15 0.80 -0.14  0.59 -0.02 0.72 0.34 0.13 0.86 0.70 -0.49  
T2M 0.23 0.95 -0.17 0.23 0.91 0.28 0.70 0.55  0.63 0.56 0.34 0.35 0.63 0.61 0.73 0.40  
QV 0.18 0.18 -0.81 0.25 -0.07 0.79 0.15 0.91  0.06 0.77 -0.55 0.10 0.87 -0.28 -0.08 0.95  
PS 0.14 0.08 0.77 0.21 -0.07 -0.73 0.18 -0.77  0.00 -0.80 -0.31 0.15 -0.80 -0.14 -0.23 -0.81  
WSP 0.10 -0.18 0.06 0.05 -0.21 0.18 0.29 0.01  -0.04 0.11 0.59 -0.11 -0.12 0.58 0.24 -0.14  





Lindenberg Cabauw Bondville Lamont Berms Tongyu 
 PF1 PF 2 PF 3 PF1 PF 2 PF 3 PF1 PF 2 PF 3 PF1 PF 2 PF 3 PF1 PF 2 PF 3 PF1 PF 2 PF 3 
NTR 0.94 -0.10  0.93 0.24  0.95 0.08  0.94 0.24  0.94 0.23  0.92 0.24  
SHF 0.86 -0.16  0.91 0.07  0.91 0.20  0.91 0.25  0.93 0.15  0.82 -0.05  
LHF 0.81 0.05  0.84 0.42  0.90 0.01  0.88 0.21  0.87 0.35  0.84 0.24  
CBH 0.71 0.32  0.66 0.55  0.83 0.33  0.90 0.13  0.91 0.28  0.87 0.18  
T2M 0.72 0.61  0.44 0.87  0.92 -0.17  0.94 -0.18  0.34 0.92  0.55 0.80  
QV 0.52 0.70  0.15 0.91  0.68 -0.58  0.86 -0.34  0.05 0.98  0.14 0.93  
PS 0.13 -0.71  0.46 -0.50  -0.04 0.85  -0.15 0.91  0.38 -0.21  0.13 -0.91  
WSP -0.01 0.32  -0.01 -0.04  0.18 0.26  0.19 0.39  0.24 0.03  0.14 0.22  





Lindenberg Cabauw Bondville Lamont Berms Tongyu 
 PF1 PF 2 PF 3 PF1 PF 2 PF 3 PF1 PF 2 PF 3 PF1 PF 2 PF 3 PF1 PF 2 PF 3 PF1 PF 2 PF 3 
NTR 0.93 0.01 -0.03 0.92 -0.02 0.03 0.97 0.11  0.96 0.02 -0.03 0.96 -0.04  0.95 -0.03 -0.02 
SHF 0.90 -0.19 0.01 0.91 -0.13 0.17 0.91 -0.02  0.92 -0.06 -0.05 0.87 -0.26  0.90 0.24 -0.13 
LHF 0.80 0.33 -0.12 0.79 0.19 -0.36 0.91 0.19  0.77 0.20 -0.10 0.79 0.27  0.70 -0.21 0.14 
CBH 0.84 -0.24 0.16 0.80 -0.04 0.40 0.87 -0.19  0.71 -0.30 0.47 0.75 -0.50  0.23 0.68 -0.39 
T2M 0.49 0.74 0.21 0.53 0.77 -0.02 0.63 0.67  0.75 0.45 0.16 0.56 0.74  0.69 -0.50 0.03 
QV -0.29 0.91 0.06 -0.12 0.87 -0.36 0.02 0.93  0.04 0.87 -0.36 0.06 0.97  0.07 -0.92 -0.12 
PS 0.16 -0.54 0.61 0.11 -0.01 0.87 0.16 -0.71  -0.07 -0.67 -0.41 0.16 -0.41  -0.21 0.75 0.05 
WSP 0.09 -0.25 -0.82 0.16 -0.58 -0.29 -0.02 -0.14  -0.05 0.00 0.84 0.10 0.06  0.06 0.04 0.96 





Lindenberg Cabauw Bondville Lamont Berms Tongyu 
 PF1 PF 2 PF 3 PF1 PF 2 PF 3 PF1 PF 2 PF 3 PF1 PF 2 PF 3 PF1 PF 2 PF 3 PF1 PF 2 PF 3 
NTR 0.95 -0.14  0.97 0.11  0.96 0.22  0.97 0.15  0.98 0.01  0.94 0.22 0.00 
SHF 0.85 -0.35  0.89 -0.16  0.96 0.01  0.96 -0.01  0.95 -0.11  0.87 -0.22 -0.09 
LHF 0.86 0.10  0.88 0.28  0.91 0.28  0.95 0.20  0.93 0.10  0.81 0.34 0.02 
CBH 0.86 -0.11  0.86 0.01  0.91 0.23  0.90 0.26  0.90 0.04  0.56 -0.63 0.37 
T2M 0.74 0.57  0.40 0.89  0.52 0.79  0.62 0.72  0.58 0.76  0.49 0.73 0.28 
QV 0.12 0.93  -0.11 0.96  0.23 0.91  0.30 0.87  0.13 0.93  0.06 0.98 0.07 
PS 0.20 -0.50  0.20 -0.28  0.09 -0.72  0.05 -0.73  0.21 -0.62  -0.20 -0.20 -0.70 
WSP 0.02 -0.24  -0.05 -0.26  -0.12 0.00  -0.05 -0.02  0.00 -0.17  -0.23 -0.08 0.72 
















Table 5.2: PCA loadings for strong wind summer daytime at six stations for (a) observed (OBS) and 
models (b) CLM, (c) GEMLAM, (d) MRCC, (e) RCA3 and (f) RSM. Significant values from 0.70 and 
above in red. 
  





Lindenberg Cabauw Bondville Lamont Berms Tongyu 
 PF1 PF 2 PF 3 PF1 PF 2 PF 3 PF1 PF 2 PF 3 PF1 PF 2 PF 3 PF1 PF 2 PF 3 PF1 PF 2 PF 3 
NTR 0.98 0.11 0.04 0.95 0.07 0.00 0.94 0.22 0.01 0.94 0.05  0.96 0.05 0.06 0.89 0.24 0.15 
SHF 0.88 0.15 -0.08 0.88 -0.09 -0.04 0.88 -0.10 0.03 0.73 -0.12  0.94 -0.08 0.02 0.86 0.03 -0.14 
LHF 0.86 0.10 0.09 0.92 0.09 -0.08 0.73 0.37 0.03 0.79 0.14  0.83 0.25 0.08 0.79 0.08 0.20 
CBH 0.17 0.93 -0.29 0.56 0.22 0.45 0.90 0.02 -0.06 0.86 0.19  0.77 0.11 -0.28 0.20 -0.11 0.87 
T2M 0.19 0.82 0.52 0.31 0.91 0.19 0.52 0.81 0.00 0.64 0.67  0.43 0.86 -0.11 0.22 0.77 0.44 
QV 0.04 -0.03 0.96 -0.13 0.89 -0.18 -0.04 0.97 0.05 0.05 0.84  -0.05 0.95 0.08 0.09 0.93 -0.17 
PS 0.14 0.13 -0.39 0.13 -0.27 0.77 0.27 -0.29 -0.77 0.20 -0.77  0.23 -0.34 -0.69 -0.08 -0.77 -0.13 
WSP 0.13 0.02 -0.33 0.25 -0.18 -0.77 0.24 -0.18 0.84 0.24 0.58  0.16 -0.20 0.83 -0.05 0.26 0.69 





Lindenberg Cabauw Bondville Lamont Berms Tongyu 
 PF1 PF 2 PF 3 PF1 PF 2 PF 3 PF1 PF 2 PF 3 PF1 PF 2 PF 3 PF1 PF 2 PF 3 PF1 PF 2 PF 3 
NTR 0.95 0.00 0.04 0.96 0.11 0.06 0.98 0.08 0.03 0.98 -0.01  0.97 0.01 -0.01 0.90 0.19  
SHF 0.88 -0.16 -0.10 0.87 0.06 0.25 0.95 -0.09 -0.02 0.95 -0.10  0.95 -0.12 -0.03 0.71 0.07  
LHF 0.66 0.16 0.38 0.86 -0.01 -0.21 0.87 0.11 0.12 0.90 0.07  0.81 0.21 0.23 0.91 0.15  
CBH 0.86 -0.02 -0.22 0.81 0.19 0.27 0.92 0.09 -0.08 0.93 -0.08  0.94 0.11 -0.04 0.85 -0.24  
T2M 0.69 0.62 -0.19 0.44 0.86 0.16 0.53 0.82 -0.01 0.71 0.62  0.56 0.80 -0.03 0.58 0.66  
QV -0.06 0.94 0.03 -0.06 0.97 -0.03 -0.11 0.96 0.08 -0.15 0.89  -0.06 0.97 0.00 -0.23 0.91  
PS 0.22 -0.32 -0.68 0.23 -0.16 0.77 0.12 -0.37 -0.76 -0.09 -0.77  0.24 -0.46 -0.69 -0.17 -0.72  
WSP 0.09 -0.35 0.78 0.07 -0.27 -0.82 0.13 -0.16 0.88 0.32 0.14  0.21 -0.21 0.86 0.24 0.17  





Lindenberg Cabauw Bondville Lamont Berms Tongyu 
 PF1 PF 2 PF 3 PF1 PF 2 PF 3 PF1 PF 2 PF 3 PF1 PF 2 PF 3 PF1 PF 2 PF 3 PF1 PF 2 PF 3 
NTR 0.97 0.17 0.07 0.27 0.94 0.14 0.96 0.12 0.22 0.97 -0.02 -0.01 0.97 0.18 -0.05 0.98 0.00 0.07 
SHF 0.80 0.34 0.06 0.50 0.63 0.15 0.77 -0.18 0.40 0.89 0.14 -0.10 0.90 0.19 -0.17 0.88 -0.02 -0.03 
LHF 0.80 -0.18 -0.01 -0.11 0.89 0.01 0.90 0.27 0.02 0.65 -0.37 0.16 0.73 -0.24 0.30 0.74 -0.03 0.10 
CBH 0.08 0.94 0.12 0.94 0.08 0.11 0.19 -0.13 0.95 0.47 0.83 0.22 0.08 0.94 -0.14 0.22 0.87 0.38 
T2M 0.11 0.96 0.11 0.93 0.11 0.12 0.28 0.55 0.75 0.67 0.39 0.32 0.08 0.95 0.23 0.46 0.18 0.68 
QV 0.04 -0.03 -0.04 0.03 0.06 0.01 0.20 0.86 -0.02 0.18 -0.84 0.11 0.02 0.09 0.71 0.18 -0.92 0.16 
PS 0.11 0.03 0.78 0.13 0.10 0.79 0.13 -0.77 0.04 0.02 -0.03 -0.88 0.19 -0.14 -0.77 -0.09 0.39 -0.78 
WSP 0.01 -0.16 -0.84 -0.09 -0.07 -0.77 0.05 0.25 0.03 0.09 -0.01 0.80 0.15 -0.20 0.48 -0.11 0.19 0.61 





Lindenberg Cabauw Bondville Lamont Berms Tongyu 
 PF1 PF 2 PF 3 PF1 PF 2 PF 3 PF1 PF 2 PF 3 PF1 PF 2 PF 3 PF1 PF 2 PF 3 PF1 PF 2 PF 3 
NTR 0.95 0.18 0.09 0.93 0.21 0.10 0.94 0.04  0.94 0.13  0.96 0.16 0.06 0.95 0.05  
SHF 0.86 0.12 0.18 0.92 0.04 0.20 0.87 0.22  0.92 0.19  0.95 0.05 0.14 0.81 -0.10  
LHF 0.81 0.24 0.00 0.82 0.31 0.01 0.83 -0.06  0.86 0.12  0.92 0.25 0.02 0.77 0.09  
CBH 0.50 0.54 0.19 0.75 0.25 0.22 0.81 0.22  0.93 -0.03  0.95 0.17 -0.01 0.90 0.14  
T2M 0.31 0.93 0.11 0.52 0.80 0.16 0.90 -0.11  0.92 -0.16  0.43 0.89 -0.01 0.74 0.58  
QV 0.11 0.93 0.00 0.17 0.95 0.03 0.67 -0.34  0.84 -0.22  0.09 0.98 0.00 0.46 0.76  
PS 0.17 -0.13 0.85 0.22 -0.14 0.82 -0.01 0.87  -0.11 0.85  0.19 -0.26 0.77 -0.06 -0.81  
WSP -0.03 -0.33 -0.77 -0.05 -0.38 -0.75 -0.06 -0.76  -0.11 -0.71  0.07 -0.22 -0.85 -0.29 0.46  





Lindenberg Cabauw Bondville Lamont Berms Tongyu 
 PF1 PF 2 PF 3 PF1 PF 2 PF 3 PF1 PF 2 PF 3 PF1 PF 2 PF 3 PF1 PF 2 PF 3 PF1 PF 2 PF 3 
NTR 0.90 0.17 -0.01 0.91 0.10 0.18 0.94 0.20 0.05 0.96 -0.01 0.01 0.93 0.28 0.00 0.95 0.13 0.07 
SHF 0.88 -0.19 0.12 0.92 -0.06 -0.10 0.90 -0.03 -0.04 0.92 -0.17 -0.03 0.93 0.06 -0.07 0.85 0.35 0.03 
LHF 0.66 0.43 -0.28 0.52 0.17 0.60 0.88 0.26 0.15 0.68 0.44 0.04 0.36 0.60 0.25 0.71 -0.37 -0.09 
CBH 0.81 -0.06 0.15 0.82 -0.04 -0.27 0.82 -0.13 -0.13 0.52 -0.78 0.26 0.88 -0.11 -0.04 0.34 0.85 0.17 
T2M 0.51 0.75 0.13 0.52 0.76 -0.18 0.50 0.80 0.02 0.66 -0.20 0.43 0.21 0.90 -0.01 0.65 -0.13 0.41 
QV -0.20 0.94 0.00 -0.21 0.94 0.08 -0.12 0.97 0.13 0.09 0.85 0.18 -0.42 0.88 0.03 0.16 -0.92 0.13 
PS 0.29 -0.25 0.76 0.41 -0.30 -0.63 0.21 -0.27 -0.79 0.13 0.02 -0.87 0.36 -0.18 -0.72 -0.13 0.42 -0.64 
WSP 0.14 -0.32 -0.79 -0.05 -0.24 0.74 0.18 -0.07 0.87 0.21 0.11 0.73 0.16 -0.01 0.89 -0.01 0.23 0.81 





Lindenberg Cabauw Bondville Lamont Berms Tongyu 
 PF1 PF 2 PF 3 PF1 PF 2 PF 3 PF1 PF 2 PF 3 PF1 PF 2 PF 3 PF1 PF 2 PF 3 PF1 PF 2 PF 3 
NTR 0.96 -0.05 -0.02 0.97 0.04 0.03 0.96 0.19 0.10 0.96 0.22 0.06 0.97 0.05 -0.01 0.97 -0.02 0.06 
SHF 0.86 -0.28 0.14 0.84 -0.17 0.33 0.95 -0.04 -0.09 0.90 0.06 -0.19 0.93 -0.08 -0.12 0.85 -0.22 -0.19 
LHF 0.78 0.25 -0.25 0.83 0.26 -0.24 0.91 0.27 0.17 0.93 0.24 0.16 0.87 0.20 0.12 0.85 0.09 0.17 
CBH 0.79 0.08 0.23 0.73 0.08 0.25 0.84 0.26 -0.02 0.83 0.13 0.10 0.78 0.16 0.13 0.43 -0.71 0.17 
T2M 0.52 0.78 0.14 0.32 0.91 0.14 0.37 0.91 0.00 0.48 0.84 0.06 0.48 0.83 0.10 0.60 0.45 0.25 
QV -0.18 0.91 -0.07 -0.13 0.96 -0.02 0.09 0.98 0.02 0.10 0.96 0.03 -0.03 0.95 0.00 0.18 0.97 0.10 
PS 0.22 -0.23 0.79 0.11 -0.13 0.75 0.04 -0.21 -0.81 0.03 -0.32 -0.79 0.22 -0.37 -0.74 -0.13 -0.17 -0.78 
WSP 0.19 -0.41 -0.72 -0.06 -0.30 -0.81 0.10 -0.18 0.81 0.09 -0.18 0.85 0.27 -0.19 0.85 -0.04 -0.14 0.83 















5.3.3 Influence of wind speed on summer daytime correlations of CBH and other 
atmospheric variables 
Figures 5.9 and 5.10 show the correlation coefficients of CBH with the surface varia-
bles (NTR, SHF, LHF, T2M, QV, PS, WSP) over the stations, under weak wind and 
strong wind conditions, respectively. In the observed (for the weak wind condition), 
the correlation coefficients between CBH and Rnet (rCR) is strong (rCR > 0.5) over three 
stations (Lamont, Bondville and BERMS), moderate (0.4 < rCR < 0.5) in two stations 
(Lindenberg and Cabauw), and weak (rCR < 0.4) in one station (Tongyu). The highest 
rCR (0.7) is over Lamont. In the models, except GEMLAM, rCR is strong over all the 
stations, but moderate over Tongyu (in CLM, RCA3 and RSM). In GEMLAM, rCR is 
only strong over Lamont and Bondville, moderate over BERMS, Tongyu and Linden-
berg, but weak over Cabauw. So, both observed and models (except GEMLAM) show 
that CBH is coupled with Rnet in weak wind condition over all the stations (except 
Tongyu). With the increase in wind speed, there is no remarkable change in observed 
and simulated rCB, except for the small increase in the observed rCB over Tongyu, and 
in GEMLAM rCB decreases over the stations. The observed and simulated correlation 
coefficients between CBH and SHF (hereafter, rCS) exhibit similar patterns with that 
of rCR.  
The observed correlation between CBH and LHF (rCL) is slightly different from that 
of rCS. It is strong over 3 stations (Cabauw, Lamont and Bondville), moderate at 
BERMS and weak over Lindenberg and Tongyu. CLM reproduces a strong rCL over 
all the stations; MRCC and RSM have strong rCL over 4 stations with moderate rCL at 
Lindenberg (MRCC) and weak rCL at Tongyu (RSM). In RCA3, rCL is strong at two 
stations (Lindenberg and Lamont), moderate over 3 (Cabauw, Bondville and BERMS) 
and very weak and negative over Tongyu. In GEMLAM, rCL is very weak over all sta-



















Figure 5.9: Correlation coefficients between the CBH and net surface total radiation (RN), sensible 
heat flux, latent heat flux, surface temperature (TS, 2m), surface specific moisture (QV, 2m), surface 
pressure (PS) and wind speed (WSP, 10 m), respectively, for summer daytime weak wind case in ob-
servation (OBS) and models (CLM, GEMLAM, MRCC, RCA3 and RSM) data over CEOP stations 
































The observed correlation between CBH and temperature (rCT) is strong over 4 stations 
(Lindenberg, Cabauw, Lamont and Bondville) and moderate over the remaining 2 sta-
tions (BERMS and Tongyu). In CLM, it is strong over the stations, but moderate over 
Tongyu. In GEMLAM and MRCC, rCT is strong over all the stations, RSM reproduces 
strong rCT over 4 stations (Lindenberg, Lamont, Bondville and BERMS) while rCT is 
moderate over Cabauw and very weak over Tongyu. RCA3 reproduces a moderate rCT 
over 3 stations (Lindenberg, Cabauw and Lamont), strong rCT in Bondville, weak over 
BERMS, and weak and negative over Tongyu. In general, rCT does not show any sen-
sitivity to the increase in the wind speed. 
The observed correlation coefficient between CBH and specific humidity (rCQ) is 
weak in all six stations. CBH decreases with increasing QV at all stations except 
Bondville. There is no general agreement between the observed and simulated rCQ. In 
CLM, rCQ is positive over Cabauw but negative everywhere else, while in RSM, rCQ is 
positive at Lamont and Bondville but nonexistent in BERMS. rCQ is negative every-
where in GEMLAM and RCA3 and positive over all stations in MRCC. However, 
rCQ > 0.5 over Tongyu for all models. 
5.4 Conclusions 
We investigated the skills of five regional climate models in reproducing the diurnal 
and seasonal cycles of surface energy fluxes, cloud base height and other surface pa-
rameters across twelve sites on four continents. We then used observed data as 
reference to study the coupling of cloud base height with the surface energy fluxes in 
the models at six midlatitude sites, Lindenberg (Europe), Cabauw (Europe), Lamont 
(North America), Bondville (North America), BERMS (North America) and Tongyu 
(Asia) by means of principal component analyses. Correlation coefficients between 
CBH and station surface variables then provided more understanding about the re-
spective feedbacks between these variables and the CBH. 
All models reproduced the stations' seasonal and diurnal patterns of the surface varia-
bles but with different biases. CLM and RCA3 gave the least errors in simulating 
diurnal and seasonal variation in the surface energy fluxes for all stations. All the 














al temperature over tropical stations but gave a good reproduction over the midlati-
tude stations. Most models except GEMLAM however displayed a high over-
overestimation of surface temperature at Himalayas, CLM errors being the highest at 
about 20 °C. This general error of the models in simulating temperature at the Hima-
layas station is most likely due to differences between actual station elevation and the 
corresponding grid points in the affected models. This is further verified by similar 
errors in magnitude occurring for pressure in these models. In simulating specific hu-
midity, GEMLAM transferred very well across the validation stations however in 
RCA3, there is marked discrepancy between observed and simulated specific humidi-
ty over the two South American tropical stations Manaus and Santarem.  
Regarding transferability of specific variables across domains for each model and tak-
ing net radiation as an example, it was found that CLM transferred best to home 
domains Lindenberg and Cabauw and to the midlatitude American domain of Lamont 
and Asian site Chao Praya. It transferred worst to high latitude American domain 
Bondville and the South American domains Manaus and Santarem. GEMLAM per-
forms best in North American domain Lamont, Bondville and its Canadian home 
domain BERMS, with worst performance in the Himalayas and South American do-
main Santarem. MRCC transferred best to Bondville and also transferred better to the 
Asian domains of N. E. Thailand and the Himalayas than it does to its home domain 
BERMS. It transfers worst to the South American stations Manaus and Santarem. 
RCA3 transferred best to Tongyu and Mongolia, performed well for the midlatitude 
European and American domains as well as Chao Praya and worst to Himalayas and 
the South American stations. Interestingly, in separate RCM evaluation studies using 
the same set of models but focusing on precipitation, Meinke et al. (2007) and Rockel 
and Geyer (2008) found that the models gave the most erratic overestimation of pre-
cipitation in tropical and high altitude locations. RSM gives the poorest overall 
transferability for net radiation, showing no home advantage whatsoever, it does best 
over Chao Praya and N.E. Thailand, BERMS and Mongolia and worst over The South 
American and European stations. 
The dominant factors coupling surface variables in the stations are the surface energy, 














produce these patterns except GEMLAM where the thermodynamic component is of-
ten undetectable over some stations. However GEMLAM shows a strong feedback 
between surface temperature and cloud base height at these stations and also strong 
connections between surface pressure and moisture. Observed summer daytime sur-
face energy fluxes are well coupled to the cloud base height over most stations but 
poorly coupled over Lindenberg and Tongyu. All models except GEMLAM reproduce 
this coupling over all stations but usually with a stronger than observed magnitude. 
The sign of the coupling is however everywhere consistent with observations. The 
coupling between CBH and surface fluxes is slightly weaker over most stations under 
strong wind conditions (indicative of strong large scale forcing). This is reproduced in 
the models as well. In closing, the models generally transferred acceptably between 
domains and this is indicative of well adjusted combinations of parameterizations. 
Excellent transferability is expected of a model that is not tuned for a specific domain, 
one in which the underlying physics is general and thus applicable and recoverable in 
every respect. But such a model does not yet exist, (and some will argue would never 
exist). Where the transferability is bad, as in the case of RSM and GEMLAM, we see 
systematic errors at play or a less than ideal choice of parameterization for important 
processes. These are issues that can be addressed and corrected in models and this 

















This thesis is an exploratory work which built on the preliminary results of the Trans-
ferability Working Group (TWG; Rockel, 2005; Takle et al., 2007). It focused on 
investigating the transferability of a suite of regional climate models from their re-
spective domains of design and application to non-native domains across the globe. 
The primary aim was the investigation of the fourth transferability hypothesis which 
states “for non-monsoon regions experiencing weak synoptic scale forcing, the height 
of the cloud base is correlated with the daytime surface fluxes". The primary objec-
tives of the thesis, in support of this aim are encapsulated in the following questions: 
Do models couple cloud base with surface energy fluxes as seen in observations 
(Betts, 2004) and do they reproduce the observed diurnal and seasonal variations in 
the direction and magnitude of cloud base-surface energy flux couplings? 
What influences do weak and strong synoptic forcings have on the coupling of cloud 
base height with surface fluxes in models? 
What differences exist in the coupling of surface fluxes and cloud base height in mon-
soon versus non-monsoon domains? 
Are there specific areas of commonalties or divergence in models, in other words, do 
the models in this study exhibit common weaknesses or strengths and on which as-
pects do they diverge? 
Can we verify that regional models exhibit a ‘home advantage’ which gives them bet-
ter predictive capabilities in their domain of development and application as 














To investigate these issues, model output location time series from five regional cli-
mate models were compared with surface observations from three enhanced observing 
periods of the Coordinated Enhanced Observing Period programme of GEWEX, the 
Global Energy and Water Cycle Experiment. The models used in the study were 
CLM, the Climate version of the Lokal Modell (LM) run at the Geesthacht Institute 
for Coastal Research (GKSS), the Global Environmental Multiscale-Limited Area 
Model (GEM-LAM) of the University of Quebec at Montreal (Canada), Canadian 
Regional Climate Model (CRCM) of the Consortium on Regional Climatology and 
Adaptation to Climate Change (OURANOS) and the University of Quebec at Montre-
al, version 3 of the Rossby Centre Atmosphere model (RCA3) of the Swedish 
Meteorological and Hydrological Institute (SMHI) and RSM, the Regional Spectral 
Model of the United States Experimental Climate Prediction Centre. 
By design, transferability studies are essentially anti-tuning experiments and therefore 
in the ICTS, each participating model used the same settings most suitable for its pri-
mary domain of design and application to simulate all the other domains of the study. 
To reduce all forms of variability that might occur due to external factors, all the 
models were forced at the lateral boundaries by the same reanalysis [National Centers 
for Environmental Prediction (NCEP2) reanalysis data]. 
In the first of two experiments, all five models are transferred to the European test bed 
station Cabauw, The Netherlands, in what was essentially a model intercomparison 
experiment. Cabauw’s characteristic as homogeneous midlatitude grassland makes it a 
suitable site for model evaluation. Moreover at this site, deep soil remains saturated 
throughout the year ensuring that evapotranspiration is hardly hindered by water sup-
ply. Variability in water-storage time constants and variability in root-zone soil 
moisture across land surface schemes in RCMs are potential sources of model diver-
gence (Shao, 1994; Yang et al., 1995) and these two features of Cabauw are expected 
to minimize this. We assessed the models’ ability to correctly simulate the diurnal and 
seasonal cycles of surface state variables over the Cabauw test bed and subsequently 
gained a preliminary understanding of the relationship between surface fluxes and 














Having tested the models over Cabauw and armed with insight into how they per-
formed, a second experiment involving multi-domain transferability intercomparison 
then followed, which focused on determining if and how the relationships identified 
over Cabauw change when the models are applied over different climate domains. 
The same models and model configuration as in the first experiment provided the da-
taset for this study. All five models were transferred across multiple domains, 
providing in essence, a comparison of several transferability experiments. The ob-
served data is from the same time frame as the Cabauw experiment but this time for 
twelve stations across four continents, including the benchmark site Cabauw. Six of 
these stations, alongside Cabauw, were used in the principal component analysis. The 
other stations are Lindenberg (Germany, Europe), Lamont (USA, North America), 
BERMS (Canada, North America), Bondville (USA, North America) and Tongyu 
(China, Asia). The stations were chosen based on energy flux data availability for the 
period under investigation (October 2002 - December 2004). Soil moisture was ex-
cluded from the variables investigated to reduce the noise which might filter into the 
analyses from errors in soil moisture index values. The models were compared with 
observed data by means of analysis of bias of their diurnal and seasonal cycles. Statis-
tical information on correlations and normalized standard deviations of modeled and 
observed data were evaluated for the summer daytime situation. A principal compo-
nent analysis revealed information on the coupling structure of atmospheric variables 
in the various stations and finally correlations of cloud base height with other state 
variables are studied. This study revealed the controlling atmospheric processes which 
couple surface variables in these domains and the models’ abilities to simulate the 
coupling between the surface energy fluxes and cloud base height at different stations. 
The key findings of these experiments are discussed in the following section. 
6.2 Discussions 
Results from model validations over Cabauw show that all five models are capable of 
reproducing well the diurnal and seasonal cycles of net radiation. RSM produces the 
largest bias, overestimating the annual cycle maximum by about 40 Wm
-2
. This par-
ticular discrepancy is due to the choice of surface albedo constant in the model (0.06) 














suite which, as suggested by Rockel and Geyer (2008), may explain the different 
structure in its results compared to the other models. Overall, in the partitioning of net 
radiation into the surface fluxes, the models made more energy available for latent 
heating than for sensible heating and this agrees with observations at Cabauw. The 
albedo error in RSM effectively transfers through partitioning to the surface fluxes of 
latent and sensible heat as reproduced by the model, giving it the poorest performance 
in the suite for these two variables. Taylor diagrams of correlation and standard devia-
tions show that the CLM’s simulation of surface fluxes is nearest to observation for 
Cabauw and agrees with the ‘home advantage’ effect of RCMs as reported in the find-
ings of Takle et al. (2007). 
Soil moisture is of major importance to land surface processes, since it controls the 
partitioning of available net radiation into sensible and latent heat flux, and of precipi-
tation into infiltration and runoff. All the RCMs performed poorly in simulating soil 
moisture over Cabauw. While the observed diurnal cycle of soil moisture is invariant, 
the seasonal cycle reflected the effect of summer latent heating which depletes soil 
moisture by 0.3 m more than in winter. This winter-summer difference is not captured 
by any of the models. There are various reasons why soil moisture is one of the least 
known variables in climate simulations. Soil moisture is usually highly heterogeneous 
in space due to soil type variability and is not a routinely observed variable on scales 
larger than catchments (Pan et al., 2001). This variability severely reduces the repre-
sentativeness of soil moisture measurement and complicates its parameterization in 
numerical models. In a study to investigate the causes of poor performance of RCMs 
at capturing soil moisture, Pan et al. (2001) compared soil moisture variations in 10-
year regional climate simulations with observed soil moisture data for Illinois and Io-
wa and found that errors in soil moisture correspond both in space and time with 
precipitation errors indicating that much of the soil moisture error is attributable to a 
low bias of precipitation. Their results indicate that improvement of soil moisture 
simulation will depend mainly on improvement in predicting precipitation, and better 
representation of biophysical processes that control evapotranspiration. 
Temperature is another key state variable in the evaluation of model performance. The 














reproduced the diurnal and seasonal cycles of surface temperature quite well, only 
GEMLAM overestimates summer surface temperature by up to 2 
o
C while MRCC 
underestimates it by the same value. According to the Fourth Assessment Report 
(IPCC: Solomon et al., 2007), studies have shown that RCMs capture the spatial vari-
ation of temperature and precipitation in Europe better than global models but tend to 
simulate warmer and drier conditions in summer, both when driven by analyzed 
boundary conditions (Hagemann et al., 2004) and when driven by GCM data (e.g. 
Jacob et al., 2007). Most but not all RCMs also overestimate the interannual variabil-
ity of summer temperatures (Jacob et al., 2007; Lenderink et al., 2007; Vidale et al., 
2007). The excessive temperature variability is linked with excessive interannual var-
iability in either shortwave radiation or evaporation, or both (Lenderink et al., 2007). 
This implies a need for improvement in the modeling of soil, boundary layer and 
cloud processes. One of the key model parameters may be the depth of the hydrologi-
cal soil reservoir, which appears to be too small in many RCMs (Van den Hurk et al., 
2005) as the case is with GEMLAM.  
The simulated diurnal and seasonal cycles of cloud base height agree with observa-
tions with maximum heights in summer and minimum in winter. The RCMs are thus 
consistent with ceilometer data in terms of variation while in terms of magnitude, the 
measured values are much higher. This is to be expected as the cloud base height used 
in the study is calculated by means of parcel theory which results in lifted condensa-
tion levels bordering on the lower bounds of actual measured cloud bases. GEMLAM 
produced the highest bias in CBH of all the models and this could well be related to 
the above concerns on model parameterizations. 
The principal component analysis of surface fluxes, cloud base height and state varia-
bles revealed the controlling atmospheric processes that link variables over Cabauw. 
This study found that summer daytime loadings gave the strongest couplings of varia-
bles. Three major processes were identified over Cabauw. First and most dominant is 
the surface energy process which couples sensible and latent heat with net radiation. 
The second process is thermodynamic, coupling temperature and surface moisture 
(specific humidity) and the third is a dynamic process which couples pressure and 














base height is well coupled to the surface fluxes over Cabauw in the models and that 
this coupling is stronger in summer than in winter. However we found that wind speed 
has no definite influence over the strength of this coupling. This is attributable to the 
homogeneous nature of the Cabauw pastor lands and therefore invited investigation 
over other domains with different climatic regimes. Will the effect of strong large 
scale forcing (represented by strong wind speed regimes in the models) affect the 
coupling of cloud base height and surface energy fluxes in these domains? The trans-
ferability intercomparison sought to answer this question and the findings are 
presented below. 
The intercomparison across the six midlatitude domains confirmed the findings at 
Cabauw that the cloud base is correlated with surface energy fluxes as in observation 
and the sign of the correlations in the models is as observed. This finding is important 
for the modeling community as it establishes the fact that the models are actually sim-
ulating the direction of influence of surface fluxes and possibly, soil water variability, 
on cloud processes (Betts, 2004). This implies that the models are also able to repro-
duce the consequent feedbacks on surface radiation and resulting surface fluxes 
induced by cloud occurrences.  
The simulation of the amplitude and phase of the diurnal cycle is an important metric 
for testing the representation of land surface-atmosphere interactions. It is also useful 
for verification of the physical parameterizations (land surface, planetary boundary 
layer, cloud processes etc.) of a model (Yang et al., 2002) . The models we tested 
clearly reproduce the diurnal and seasonal variations of the key surface variables alt-
hough with amplitudes different from observed and markedly so in a few cases. These 
biases and errors in amplitude serve a useful purpose, being in essence pointers to 
those parameterizations which need improvement in the affected models. Examples of 
such errors revealed in our analysis include the location-specific grid point elevation 
error in CLM (over the Himalayas) and the incorrect prescribed surface albedo in 
RSM. Thus we see that a model transfers differently across various climatic domains 
and that while some model errors are systematic, others could be domain-specific. 
Overall CLM transfers best generally across the six domains while RSM transfers 














the lot, it is also the only one that employed a different convection scheme (Simplified 
Arakawa Schubert scheme, Pan and Wu, 1995) while the other models all used the 
Kain-Fritch mass flux scheme. However, accuracy in simulating specific variables 
was found not to be the sole purvey of any single model. For example CLM’s simula-
tion of temperature over Himalayas is very poor in comparison to the other models 
and this is attributed to the difference in actual station height and the model grid point 
elevation nearest to the station coordinates. It is thus useful to approach these model 
comparison efforts carefully, from a point of view of understanding the causes of in-
ter-model deficiencies and/or strengths rather than seeking out the ‘best’ model for the 
job. 
The dominant factors coupling surface variables, as identified over Cabauw, hold 
across the other domains for all the models except GEMLAM. GEMLAM stands 
apart from the remaining models in that the thermodynamic component is unidentifia-
ble over some stations. In fact, while most models consistently simulate a stronger 
coupling between cloud base and the surface fluxes than observed, coupling in 
GEMLAM was found to be weaker. This issue may be due to the choice of parameter-
ization the model employs for radiation scheme. The model also exhibits a strong 
feedback between surface temperature and cloud base height at these stations. 
GEMLAM’s sister model MRCC performs more akin to the European models in how 
it couples the surface fluxes with the cloud base. 
With regard to the influence of weak and strong synoptic forcing on the coupling of 
cloud base height with surface fluxes in models, we found that in homogeneous do-
mains e.g. Cabauw, the presence or lack of synoptic forcing has a negligible impact 
on the strength of coupling. Upon transfer to other less homogenous domains of the 
study, a very slight decrease in the strength of coupling is seen in most of the models, 
under strong large scale forcing. This would suggest that the coupling between cloud 
base height and surface fluxes is possibly more influenced by radiative forcing than 
by synoptic controls. 
On the issue commonalty, the models all struggle with simulating the tropical do-














quite close to the equator. This is a well known problem for regional models and it 
stresses the need for the development of model parameterizations with the major cli-
mate controls of the tropics taken well into account. This of course requires a better 
understanding of the physics of climate of the region and an extremely important fac-
tor, especially for tropical Africa, i.e. high temporal resolution observational data! All 
the models showed remarkable skill in simulating temperature more than any other 
variable. This is interesting given that there are significant differences in their simula-
tion of radiative and non-radiative surface fluxes which influence temperature. An 
explanation could be that the different noises from the radiative fluxes cancel out 
quite well giving a mean temperature variation which is closer to observations. Stud-
ies by Meinke et al. (2007) and Rockel and Geyer (2008) also show these same suite 
of models as generally performing well in the simulation of precipitation. Tempera-
ture and precipitation are the two most important surface variables in climate and 
climate change and a lot of modeling groups take their models through rigorous test-
ing and adaptation (tuning) processes to ensure these variables behave as expected 
before running actual simulations. A question that comes to mind in the light of this 
analysis is, are we arriving the right answers through the wrong routes? 
Takle et al. (2007) found in their pioneering study on transferability that models ex-
hibit a slight ‘home advantage’ which gives them better predictive capabilities in their 
domain of development. This home advantage was evident in our study over Cabauw, 
where the European models CLM and RCA3 performed better overall than the re-
maining models. Our multidomain transferability intercomparison however sheds an 
interesting light on the home advantage issue. While each model generally gave its 
best results over its own domain of development, it does not necessarily mean such a 
result is the best for all models applied over such a domain. An example of this is 
GEMLAM which, when its performance over all domains is evaluated, undoubtedly 
performed best over its North American home domain. But CLM performed better 
over North America than GEMLAM. In essence, we found that the home advantage 
issue is one of ‘personal best’ where regional models are concerned. 
This thesis has provided a useful approach for the systematic intercomparison of 














cess. Using a different approach to earlier intercomparisons, we made use of principal 
component analysis, a statistical tool; to bring out the underlying physical relation-
ships between surface fluxes and the cloud base. We assessed models’ skills in 
reproducing the diurnal and seasonal cycles.  In general, amplitudes of biases were 
found to be higher over tropical stations than the midlatitudes. Our investigation con-
firms the transferability hypothesis which states that models do reproduce the 
observed coupling between cloud base height and the surface fluxes in summer day-
time non-monsoon climates under weak large scale forcing. A weak coupling is not 
necessarily wrong or erroneous and in many cases coupling in models is much strong-
er than observed. The weak nature of these couplings in observations at Tongyu (and 
to a less extent, Lindenberg) could be due to observational accuracy issues (this would 
be especially true at locations with weaker diurnal cycles).  
We have shown that there are strong couplings between the cloud base height and the 
surface energy budget and that models in their present formulation are able to simu-
late this to varying extents as allowed by their parameterizations. The implication of 
this for modelers of regional climate is that boundary layer processes, clouds and land 
surface components in models should be evaluated as a tightly coupled system, rather 
than as independent discrete components. 
This entire analysis provides a robust framework for comparing models with each 
other, and for validating them against climate observations. This is a huge task which 
we are just beginning to scratch the surface of. In addition, the varied couplings and 
complex feedbacks of processes on the land surface presents a major validation chal-
lenge for models that employ interchangeable parameterization schemes for the 
different physical processes. Since these feedbacks are likely to change each time a 
module is changed, their combination needs careful evaluation. 
6.2.1 Caveats 
As with any model evaluation study, these studies are limited by a few caveats and 















As discussed in earlier studies (e.g. Meinke et al., 2004; Meinke, 2006) there are two 
major sources of uncertainties in the evaluation of regional model simulations. First is 
the uncertainty in the observation data used in validating the model results. The sec-
ond source of uncertainties stem from the lateral boundary conditions used to drive 
the RCM simulations (Palmer, 2000; Vidale et al., 2003). On the observation data as-
pect, only surface data was used in these analyses, there was no sounding data that 
could shed more light on the boundary layer properties e.g. boundary layer thickness 
and structure. In the same light, lifted condensation levels, calculated using the parcel 
theory assumption, were used as proxy for cloud base height. The observed data 
moreover are from high resolution CEOP measuring campaigns but there is no con-
sideration of observation errors beyond the quality control carried out prior to the 
release of the data to the scientific community. Regarding the models, various uncer-
tainties are introduced from the spatial representation of land surface heterogeneities. 
No attempt was made to unify the various land surface schemes employed by the 
models that participated in these experiments. Inter-model variability is a huge factor 
in model evaluation results and studies have shown that the same model could give 
widely differing results based on the choice of schemes it employs to parameterize 
key processes like convection and large scale condensation (Hagemann et al., 2004).  
The focus of this work is on the surface energy fluxes and as such the errors from the 
models' internal physics will carry through to this. As mentioned earlier, RCM errors 
can also arise from errors carried over through the forcing reanalysis or GCM at the 
lateral boundaries. Although the effect of this has been minimized in this experiment 
by the use of the same forcing for all models, the inconsistencies between model solu-
tions and lateral boundary forcings can still produce noise differently in the models 
based on their sponge zone implementations (Davies, 1976). This study has used the 
observed data as is and has not taken into account either class of uncertainties. It is 
worth metioning here that there are some emerging class of GCMs with adaptive vari-
able grids (e.g. cubed-grid; icosahedral grid with ying-Yang descretizations) which 
could address some of the afore mentioned deficiencies of RCMs. For example, the 
ICOsahedral Non-hydrostatic General Circulation Model (ICON GCM) comes with a 
new dynamical core which solves the system of equations in grid point space on the 














striction to regional domains. Another example is the still-in-development CAM-
EULAG, which is an implementation of the EULAG non-hydrostatic, parallel compu-
tational model as a dynamical core in the Community Atmospheric Model (CAM). 
CAM-EULAG allows higher resolution in selected regions without causing anoma-
lous behavior such as spurious wave reflection. (see Abiodun et. al. 2008).  
6.3 Recommendations 
It would be highly desireable to have an African domain included in such a study as 
this. Transferability is a major issue for simulations and climate change studies over 
the African continent because the models we employ for research and operational 
purposes come from and are primarily designed for non-native domains. More specif-
ically, these models are usually from midlatitudes where the dominant controls on the 
climate are different. Transferability intercomparisons would definitely bring an in-
crease in understanding in climate modeling in the tropical and sub tropical regions of 
the African continent. The ICTS realizes the importance of this and West African 
(AMMA) domain was an integral part of the coordinated simulations. However till 
date, no high resolution enhanced observation campaigns had been carried out over 
the continent and these measurements are much needed for such intercomparisons as 
were done in this study. Important diagnostic variables like relative humidity, cloud 
base, and cloud cover should be measured along with the radiation fields in climate 
measuring campaigns which traditionally usually measure temperature, precipitation, 
and solar radiation. 
It needs be mentioned here that the single biggest scientific problem in dealing with 
climate change over Africa is the dearth of qualitative observations. Having said this, 
it is however hoped that the ongoing African Monsoon Multidisciplinary Analyses 
(AMMA) field campaign should provide some much needed high resolution data for 
future transferability studies over the West African region. The participation and use 
of more models will also provide a wider repertoire of model transferability 
knowledge to add to the global model intercomparison framework, in a region where 
the scientific community is dependent on models designed primarily with the midlati-














To this end, the recently established COordinated Regional climate Downscaling Ex-
periment (CORDEX) is a welcome development. CORDEX, already mentioned in the 
first chapter, is a World Climate Research Program (WPRC) sponsored effort to or-
ganize an international coordinated framework to produce an improved generation of 
regional climate change projections world-wide for input into impact and adaptation 
studies within the IPCC Fifth Assessment Report (AR5) timeline and beyond. With 
initial focus on Africa, multiple common domains covering all (or most) land areas in 
the World have been selected for CORDEX simulations to produce an ensemble of 
multiple dynamical and statistical downscaling models considering multiple forcing 
GCMs from the CMIP5 archive. Longer simulations will facilitate investigations of 
inter-annual variability in models while higher temporal resolutions will provide im-
proved representation of their diurnal cycles. Such a coordinated global effort would 
undoubtedly provide a database of high resolution simulations over Africa which 
would benefit model evaluation, assessment and transferability initiatives. More im-
portantly as a spin-off, it would also hopefully engender much needed high temporal 
















AIACC   Assessments of Inputs and Adaptations to Climate Change  
AMIP   Atmospheric Model Intercomparison Project 
AMIP2  Atmospheric Model Intercomparison Project version 2 
AMMA   African Monsoon Multidisciplinary Analysis  
AOGCM  Atmosphere-Ocean General Circulation Models 
ArcMIP  Arctic Regional Climate Model Intercomparison Project  
ARM   Atmospheric Radiation Measurement  
BALTEX  Baltic Sea Experiment 
BERMS  Boreal Ecosystem Research and Monitoring Sites  
CMIP5  Coupled Model Intercomparison Project Phase 5 
CEOP  Coordinated Energy and Water Cycle Observations Project  
(formerly Coordinated Enhanced Observing Period) 
CLM   Climate version of the Lokal Model 
CORDEX  COordinated Regional climate Downscaling Experiment  
CRCM   Canadian Regional Climate Model 
CSE   Continental Scale Experiment 
ECMWF  European Centre for Medium-Range Weather Forecasts 
ECPC   Experimental Climate Prediction Center 
EOP   Enhanced Observing Period 
GAME  GEWEX Asian Monsoon Experiment  
GAPP   GEWEX Americas Prediction Project 
GCSS   GEWEX Cloud System Study 














GEWEX  Global Energy and Water Cycle Experiment 
GHP GEWEX Hydrometeorology Panel 
ICTS    Inter-CSE Transferability study 
IRI/ARC  International Research Institute/Applied Research Centers 
LAM   Limited Area Model 
LBA   Large-Scale Biosphere–Atmosphere 
LPB   La Plata Basin 
LRGSCL  Large Scale Condensation Routine 
LSM   (Noah) Land Surface Model 
MAGS   Mackenzie GEWEX Study 
MDB   Murray-Darling Basin  
MIP   Model Intercomparison Projects 
MRCC   (see CRCM) 
NAMAP  North American Monsoon Model Assessment Project  
NAME  North American Monsoon Experiment  
NAMS   North American Monsoon System 
NCEP2  National Centers for Environmental Prediction 2 
NEWBALTIC  Numerical Studies of the Energy and Water Cycle in the Baltic 
region  
OGCM  Ocean only Global Climate Models 
PIRCS   Project to Intercompare Regional Climate Simulations 
PRUDENCE Prediction of Regional Scenarios and Uncertainties for Defin-
ing European Climate Change Risks and Effects  
QUIRCS  Quantification of Uncertainties in Regional Climate Change 
and Climate Change Simulations 
RCA3 Rossby Centre Atmospheric regional climate model v3 














RMIP   Regional Climate Model Intercomparison Project for Asia 
RSM   Regional Spectral Model 
SGMIP   Structured Grid Model Intercomparison Project 
SGP   Southern Great Plains 
SHEBA  Surface Heat Budget of the Arctic Ocean  
TWG   Transferability Working Group 
USGS   United States Geological Survey  
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