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Introduction
Consider the problem An intriguing but, as it turns out, nontrivial question is how the solution of (1.1) is behaving when small perturbations of the data are taken into account, i.e. how large its conditioning constant is (d. [1] ), given the fact that f is a parameter. Another question is whether this behaviour is related to dichotomy of the solution space (d. [2] ), as this is a fundamental result for first order systems (d. [3] ). We shall first try to address the conditioning question for a simple problem and then derive a meaningful corresponding first order system. In the sequel let (1.2a) (1.2b) Ilylloo:= max ly(x)l,
.TE[xQ,xll
Ilylll := 7l y(x)ldx , XQ (which also extends to vector-functions by taking any norm for y instead of the absolute value sign; since these norms are equivalent we may as well take just the 2-norm then). First consider the special, but instructive, example .!.±.!.) (1-.~) ._ 1 e7t -e Vi e7t -e Vi- g(x,s).-r;: (2) , It follows from (1.4) that Ilylloo~IIfll 00 , but Ilylloo~y'E Ilf111' This example thus shows that we cannot expect in general that lIylloo ::; Cllfll 1 where the constant C is independent of £ (which would amount to a notion of well-conditioning of the BVP (1.1)). More careful examination of this estimate (which will be done further on for the more general case) reveals that a quantity 6-1 , defined through (1.5) max ly'(x)1 is often showing up in the bounds.
Rather than (1.1) we may as well consider the ODE in more "standard" form In the example problem (1.3) we clearly have 6 == JE. Although this means that source terms may have a large effect, we shall show in section 3 that this is not necessarily so if they arise from discretisation errors. Next, consider the "standard" matrix-vector ODE corresponding to (1.1)
where A:
and a corresponding boundary condition There are two problems associated with (1.6). The first one is the well-known skewness of A. For our example problem (1.3), e.g., we see that we obtain an obvious fundamental solution
diag e"0 , e-v: ;
..fi -..fi clearly the vectors (1, (y'E)-1 f, and (1, -( JE)-1 f are nearly dependent for f. small. Simple calculations show that they give unbounded Green's functions (as f. ! 0) (cr. also [6] ); we return to this matter later. The second problem is that the forcing term has a systematically zero first coordinate. A general sensitivity analysis of (1.6) would necessarily include perturbations of the latter as well. Below we shall see how we take care of this. Instead of (1.6) consider, more generally, a matrix vector form obtained from (1.6) by transforming the variable through 3 (1.8)
This special choice of T is induced by the fact that we like to have the first coordinate in the system to be just y and also that we anticipate y' to be potentially large, so fY' is as good a choice as, say Jty +fY', with Jl moderate. Define (1.9b) y' = Ay+ (~q) .
Now let 4l denote the fundamental solution of (1.6), with 84l = I; then this problem has the following Green's function G(x,s):
The transformed problem (1.9b) has, correspondingly, the fundamental solution~, and the Green's function G of the form In this paper we like to explore in more general cases how the well conditioning of the scalar second order problem is related to that of a suitable associated first order system, which we can then relate to dichotomy (or lack thereoff, see Property 1.14).
Optimal first order systems
In order to assess the (well) conditioning we shall use an explicit representation for the fundamental solution in terms of two basis solutions of (1. 
We shall assume homogeneous Dirichlet Be throughout, so 
In order to simplify the relations somewhat we now specifically assume, that (2.5a)
For x > s the components Gij of G are then given by
which is assumed to be nonsingular (i.e. YI, Y2 are independent solutions). G l2 is the part of the Green's function that also appears if one expresses Y in terms of the inhomogenity, i.e.
Xo (of course, we then need a counterpart for (2.6a) with x < s as well). Now well-conditioning of the scalar ODE might seem to be related to a dichtomy of suitable basis solutions YI and Y2, say IY2(X)1 growing and IYI(X)I decaying as functions of x. The following example shows that this is not the case and that we have to include the directions of the vectors (Yi( x), yi( x))T as well, for establishing well-conditioning (in particular we have to require these vectors to be directionally separated).
Example 1. Consider the following family of ODE
If € = 1 we find the basis solutions
Clearly Yl is decaying and Y2 is growing (which can be made more dramatic by letting T increase). Even the vector solutions (Yl(X), y~(x))T and (Y2(X), y~(x)f of the associated form (1.6) seem like a dichotomic pair. However, although IIY1(x)1I '"~and IIY2(x)11 '" x, it should be noted that both Yl(x)/IIY1(x)11 '" (~) and Y2(x)/IIY2(x)11 '" (~), showing that they become directionally dependent. In other words, they are not dichotomic according to definition 1.13 and therefore this problem is not well-conditioned (if one takes T -+ 00). This is also borne out by considering
Note that the factor [ ] equals -1 for T = 00 and x finite; for x :::::: sand s -+ 00 this expression becomes unbounded thell.
0
The next fundamental theorem shows how a bound for all blocks of G can be related to We see from this corollary that the associated matrix vector system (1.9), with i = b gives unbiased estimates of the blocks. Clearly such a choice is also unique if b is proportional to a power of ( (as it turns out to be in the next sections). We have then For b( x) < 0 the suitably scaled linearly independent solutions are (3.5) Def. 1.6) that (3.6) We now estimate Y and its conditioning constant also more directly and obtain a bound in terms of 11/1100 as well. The solution of (3.1), (3.2) Here and below by == we mean that in the right hand side we neglect higher order terms in E.
From (3.8) it follows immediately that (3.9) ..fi 1 Ilglloo = max Ig(x,s)l::; -~.
Hence, by virtue of (3.7) and (3.9) (3.10)
as was hoped for (cf. (3.6) ).
On the other hand, if we want to estimate IIY(',E)lIoo through 111(,)1100, we write 
Xo
Let us estimate in (3.11) the part of the integral corresponding to integration from Xo to
x (the other part, corresponding to integration from x to xI, can be estimated in a similar way):
l-e 'fi ::; C .
Here m = mln Vb(x). From (3.11) and (3.12) we have (3.13) We see that, depending on the norm we use for the nonhomogeneous term, the conditioning constants will be different: the conditioning constant is of the order O(,fi) in (3.10) and of the order 0(1) in (3.1:3).
Naturally, the transformation T of the linear system corresponding to (3.1) (b(x) > 0) with I = O(l5) = O( J€) will produce the optimal system (in the sence of the previous discussion).
But in the case of the pulselike (l5-function) nonhomogeneous terms the conditioning constant, even for "optimal" systems, cannot be improved in comparison to (3.10 
If f is assumed to be smooth, then Y can be written as On the other hand, given the nature of the local errors, the stiffness of the problem, charac-
terised by (, is alleviated if we choose h = O(d). Clearly the local errors (for the BC above)
are largest in the boundary regious. In Table 2a If, on the other hand, the layers are absent, as in the case for y(O) = y(l) = 0, we may expect the estimate (3.10) to be a qualitatively gross overestimation. This is confirmed by Tables   3a, 3b and 3c where we have given lIell oo , IIdlloo and Ildlld..fi respectively for this problem. Table 3c . IldlldVi.
Case (ii). Consider the equation
with the homogeneous Dirichlet boundary conditions (3.l7b) y(xo) = 0, y(xd = 0 .
We will discuss only the case when a( x) :f; 0 for x E [xo, Xl]' Without loss of generality, let us take a( x) > 0 (the case a( x) < 0 can be treated in a similar way). 
Hence we conclude from Property 2.10 that IIYII"" :::; C 1 11/11ll C 1 > O. In a similar way it can be seen that IIylloo :::; C 2 11/1100, C 2 > O.
The turning point case
Here we will discuss some examples involving equations with turning points. We start with the equation similar to (3.1).
Case (iii). Consider the problem (4.1a) 
Here ( is a new variable related to x by the formulae where It can easily be seen that these solutions are dichotomic (Y1 is monotonically increasing and Y2 is monotonically decreasing). We obtain (4.5) max Iyj (x) I It is interesting to see how the estimate (4.11) pertains to discretisation errors. Given the nature of the problem it is only realistic to use non equispaced grids when (standard) finite differences are being used. Let, defining hi := Xi+! -Xi,
Then we have a local discretization error Table 4 .
The order of conditioning constant in (4.13) is the same as the one in (4.11). The estimate (4.14) is very rough, though. It can be shown that the more accurate estimate is This estimate is attainable, for example, for f(x) = -1, so it cannot be improved.
It follows from (4.17) that the conditioning constant in the estimate of Ilylloo through IIfll oo is large for small L Example 4. If we take the BVP €y" + xy' = -1 ,
we obtain a confirmation of the bound (4.17), see Table 5 (where we have use a locally equidistributed error of~0.05 in order to have at least two significant digits). 
Xo Xo
We need to find the linearly independent solutions Yl and Y2 of (A.l) satisfying the conditions 
