The Integrated Multi-satellitE Retrievals for GPM (IMERG), a global highresolution gridded precipitation data set, will enable a wide range of applications, ranging from studies on precipitation characteristics to applications in hydrology to evaluation of weather and climate models. These applications focus on different spatial and temporal scale and thus average the precipitation estimates to coarser resolutions. Such a modification of scale will impact the reliability of IMERG. In this study, the performance of the Final run of IMERG is evaluated against ground-based measurements as a function of increasing spatial resolution (from 0.1 • to 2.5 • ) and accumulation periods (from 0.5 h to 24 h) over a region in the southeastern US. For ground reference, a product derived from the Multi-Radar/Multi-Sensor suite, a radar-and gaugebased operational precipitation dataset, is used. The TRMM Multisatellite Precipitation Analysis (TMPA) is also included as a benchmark. In general, both IMERG and TMPA improve when scaled up to larger areas and longer time periods, with better identification of rain occurrences and consistent improvements in systematic and random errors of rain rates. Between the two satellite estimates, IMERG is slightly better than TMPA most of the time.
Introduction

35
Satellite retrievals of precipitation are instrumental in understanding the distribution of precip-36 itation around the globe. In regions with sparse measurements, such as mountainous areas and gauge data from the Hydrometeorological Automated Data System 1 and regional rain gauge net- For the analysis herein, we use a reference dataset processed from the MRMS suite in support 146 of the GPM mission for ground validation, available from Jun 2014 onwards (Kirstetter et al. 147 2012 (Kirstetter et al. 147 , 2014 (Kirstetter et al. 147 , 2015b Gebregiorgis et al. 2016) . This product aggregates the MRMS rain rates to 148 produce a half-hourly accumulated rain rates over the conterminous United States (20 • -55 • N, 149 130 • -60 • W) with a high spatial resolution of 0.01 • . For this reference product, the RQI ranges 150 from 0 (lowest quality) to 100 (highest quality). We mask pixels with RQI less than 100, thus 151 keeping only perfect-RQI pixels in computing the areal averages. A perfect RQI indicates an 152 absence of blockage and a radar beam below the bright band. We also exclude all pixels in which 153 frozen precipitation is identified. Thus, this study focuses only on the most reliable estimates of 154 liquid precipitation. 155 3. Approach 156 We restrict our analysis to 30.0-41.5 • N, 93.5-83.5 • W, a region within which the reference is 157 highly reliable due to good radar coverage, high density of gauges and absence of significant 158 orography. The RQI in this region is generally high (Fig. 1 ). This flat topography, together with a 159 lack of frozen surfaces at most times of the year, also means that satellite retrievals are generally 160 more accurate, though the reliance on ice scattering in retrievals over land will lead to challenges 161 in the estimation of warm rain. Within this region, we randomly sample an ensemble of 100 162 square boxes of length 0.1 • and extract the IMERG and reference precipitation rates in each of 163 these boxes over the period of 19 months (Jun 2014 to Dec 2015 . We then do the same for square 164 boxes of length 0.2 • (i.e. 2 × 2 IMERG grid boxes), repeating it at 0.1 • increments up to and 165 including 2.5 • . From these rates as a function of spatial scale, we average them to get rates over 166 periods of 1 h, 3 h, 6 h, 12 h and 24 h. This is also done separately for TMPA and the reference, 167 at increments of 0.25 • to 2.50 • and periods of 3 h, 6 h, 12 h and 24 h. Therefore, for each spatial 168 8 and temporal scale, we have 100 sets of precipitation rates between IMERG and the reference as 169 well as TMPA and the reference, from which we can derive the statistics for each pair of rain rates 170 and take the average across the ensemble to reduce sampling bias. Note that we are working with 171 precipitation rate and not accumulated precipitation; in other words, the units of the precipitation 172 are mm / h over 1 hr, 3 hr, ... , 24 h instead of mm.
173
The period of this analysis covers 19 months over 2014 and 2015 without a distinction between 174 different seasons. Additional analyses for the warm season (Apr 2015 to Sep 2015) and the cold 175 season (Oct 2014 to Mar 2014) show that the difference is generally an offset in the performance 176 of IMERG, with the warm season slightly better than the cold season as consistent with previous 177 studies ( Guo et al. 2016; Liu 2016) . However, as the behavior of the performance as a function 178 of scale is generally similar between the two seasons, we will not distinguish between the two 179 seasons in the following sections. Instead, readers interested in the results for each season can 180 refer to the Supplementary Material.
181
We evaluate IMERG and TMPA against the reference on two aspects: (i) rain occurrences, i.e.
182
if they agree that it is raining above a certain threshold or not; and (ii) rain rates, i.e. when both 183 are raining, the degree to which the rates are similar. This follows the approach advocated in 184 Tang et al. (2015) . As such, our analyses may depend considerably on the chosen threshold. This 185 presents an immediate challenge as rain rates are a function of scale, a situation well exemplified 186 in Fig. 2 , which shows better agreement between IMERG and the reference at longer and larger 187 scales. While we expect rain rates to decrease with increasing scale due to coarsening, the fraction 188 of raining events actually increase, as demonstrated in Fig. 3 through a fixed threshold of 0.2 mm 189 / h. This will have a bearing on the results because many aspects of rainfall evaluation, such as the 190 probability of detecting rain, are a function of the number of raining events. Instead of using a fixed threshold at all scales, we reduce the threshold with increasing scale.
192
Since the purpose of a threshold is to account for measurement uncertainty, this uncertainty and 193 thus the threshold should decline as we consider more grid boxes. 
We set T (0.1, 0.5 h) = 0.2 mm / h, which is the minimum nonzero value of IMERG rain rates 201 prior to gauge adjustment (personal comm., G. Huffman, 2014). Fig. 4 tection is the fraction of actual rain occurrences that the estimate detected; a perfect score is 1.
210
The false alarm ratio is the fraction of rain occurrences in the estimates that are wrong; a perfect 211 score is 0. The bias in detection quantifies the tendency for the estimate to overestimate (> 1) 212 or underestimate (< 1) the number of rain occurrences; a perfect score is 1. Bias in detection, 213 also known as bias ratio (Wilks 2011), should not be confused with "bias", which is a measure of 214 rain rate. The Heidke skill score is a generalized skill score than quantifies whether the estimate 215 is worse (< 0) or better (> 0) than random chance; a perfect score is 1. Then, for the subset of 216 the hits, we calculate the correlation, normalized mean error, normalized mean absolute error and 217 root-mean-squared error, as well as parameters used in the multiplicative error model of Tian et al.
218
(2013). These quantities are defined in Appendix. In the following sections, we will present these 219 quantities as a function of scale, averaged over all ensemble members. Note that as we are using 220 square boxes, an increase in spatial scale correspond to a squared increase in the actual area (e.g.
221
double the box length from 0.1 • to 0.2 • increases the area by a factor of 4). We begin our evaluation by examining the ability of the satellite estimates to identify the rain oc-224 currences. Fig. 5 gives the average percentages of hits, misses, false alarms and correct negatives 225 between IMERG/TMPA and the reference. The percentage of hits increases monotonically with 226 increasing scale for IMERG and TMPA, which is expected since there are more rain occurrences 227 even with a constant threshold ( Fig. 3) , much less for a threshold that decreases with scale. For the 228 same reason, the percentage of correct negatives decreases monotonically for both IMERG and 229 TMPA. The percentage of misses (false negatives) in IMERG increases with scale but converge to 230 between 8% and 9% at 2.5 • . The increase itself may be a consequence of the lower threshold at 231 coarser scales, but the fact that the percentage of misses approaches a common value may be an 232 indication of the merit of Eq. (1). On the other hand, for TMPA, whether the percentage of misses 233 increases with spatial scale depends on the temporal scale, and vice versa. For example, the per-234 centage of misses at 3 h increases with spatial scale while that at 24 h decreases with spatial scale.
235
Interestingly, IMERG at 24 h also exhibits a similar behavior at coarser spatial scales, though 236 11 with a more muted decline. Finally, for false alarms (false positives), the percentage in IMERG 237 increases with scale, though remaining below 8% over the range of scales considered. Likewise, 238 the percentage of false alarms for TMPA increase with scale, though with larger magnitudes and 239 at a faster rate. The percentage of false alarms is higher in the cold season than in the warm season 240 (not shown).
241
From the rain occurrences, we can calculate the probability of detection, false alarm ratio, bias 242 in detection and Heidke skill score as a function of scale (Fig. 6 ). The probabilities of detection for 243 both IMERG and TMPA rise monotonically with scale. This means that both datasets are better at 244 identifying rain occurrences at coarser scales. Between IMERG and TMPA, the former is better 245 at finer scales, but the probability of detection for TMPA increases more rapidly with spatial scale 246 and outperforms IMERG after 1.0 • to 1.5 • . At 24 h and 2.5 • , the probability of detection is 0.87 247 for IMERG and 0.90 for TMPA. The probability of detection remains above 0.5 at all scales.
248
The false alarm ratios for IMERG decline rapidly with scale, but the improvement diminishes 249 at coarser scales ( Fig. 6 ). This means that, of all the occurrences which the estimates classify 250 as raining, the fraction that are false positives decreases as IMERG estimates are averaged over 251 larger areas and longer periods. For TMPA, the false alarm ratios remain roughly constant with 252 spatial scales, but is lower at longer periods. This behavior of constant performance with spatial 253 scale is due to the decreasing thresholds; when we use a constant threshold of 0.2 mm / h, the false 254 alarm ratios for TMPA decrease with spatial scale just like in IMERG (Supplementary Material).
255
Regardless of the threshold or scale, IMERG has consistently lower false alarm ratios than TMPA.
256
Taking together the fact that TMPA has higher probability of detection but also higher false alarm 257 ratios than IMERG, it suggests the possibility that TMPA identifies more rain events than IMERG.
258
The bias in detection of IMERG remains below one for the range of scales considered here (Fig. 259 6). This means that IMERG is underestimating the number of rain occurrences, though there is 260 a gradual increase towards one with increasing grid box size. For TMPA, the bias in detection 261 does not differ between different temporal scales, but it increases sharply with the size of the box, 262 overshooting the ideal value of one at about 1.0 • . Therefore, on the number of rain occurrences,
263
TMPA underestimates in grid boxes smaller than 1.0 • but overestimates in grid boxes larger than 264 1.0 • . The behavior of the bias in detection in both IMERG and TMPA reflect the asymmetry in 265 how the percentages of misses and false alarms change (Fig. 5 ). Since the bias in detection has 266 false alarms in the numerator and misses in the denominator (see Appendix), the greater increase 267 in misses than in false alarms meant that bias in detection will increase. these results are strongly affected by the thresholds (Fig. 4) The previous section evaluated the ability of IMERG and TMPA to identify rain occurrences.
291
In this section, we select the subset of hits, i.e. cases in which both the satellite estimate and the 292 ground reference are equal or above the thresholds, and further investigate how well the satellite-293 retrieved rain rates match those from ground measurements. We begin by examining the correla-294 tion coefficient between IMERG/TMPA and the reference (Fig. 7) . On this measure, both IMERG 295 and TMPA shows a clearly increasing correlation with increasing scale though with diminishing 296 returns at coarser scales. Notably, IMERG has significantly higher correlations than TMPA at the 297 same scale. For example, at 3 h and 0.5 • , IMERG has a correlation of 0.68 whereas TMPA has a 298 correlation of only 0.56. In fact, even the 1 h IMERG correlations are better than the 3 h TMPA 299 correlations.
300
A similar improvement in the rain rates as a function of scale is also present in the three errors 301 calculated (Fig. 8 ). All three errors generally decrease at coarser scales. For normalized mean 302 error, with the exception of IMERG at 0.5 h, the errors decline with increasing spatial scale but 303 rapidly levels off at about zero after 1.0 • . This implies that some spatial aggregation of IMERG 304 and TMPA will remove most of the systematic error. For IMERG at 0.5 h, the normalized mean 305 error becomes negative in grid boxes larger than 0.3 • , but this underestimation is largely due to the 306 decreasing thresholds with scale as negative normalized mean errors is not present when a constant 307 14 threshold is used ( Supplementary Material) . Regardless, it should be noted that the magnitudes of 308 normalized mean errors are small, being mostly below ±0.1 as compared to mostly above +0.5 in 309 the normalized mean absolute error. This lower value in the normalized mean error is expected 310 due to the cancellation of positive and negative errors in a dataset that has been gauge-adjusted 311 for systematic error. What is also shown in Fig. 8 that averaging over larger spatial scales further 312 reduces the systematic error in general.
313
Both normalized mean absolute error and normalized root-mean-square error show comparable 314 behavior. Both errors have higher magnitudes than normalized mean error. Since they are more 315 strongly influenced by random error, the reduction of the two errors with a greater degree of 316 averaging is not surprising. One puzzling observation in Fig. 8 is how the two errors for 0.5 h 317 declines with scale faster than for 1 h and 3 h, such that the 0.5 h estimates actually have lower 318 errors than the 1 h and 3 h estimates; the reason for this is unclear. One salient distinction between 319 the two errors is that IMERG is better than TMPA in normalized mean absolute error whereas the 320 reverse is true for normalized root-mean-square error. Since normalized root-mean-square error 321 is affected by outliers to a greater degree, this suggests that IMERG has more outliers and/or the 322 outliers have larger magnitudes. One plausible explanation for this is the fact that IMERG uses a 323 pre-launch GPM database (Version 3); it is likely that the transition to a full GPM database will 324 improve the accuracy of IMERG.
325
One drawback of correlations and the errors employed thus far is the assumptions of additive 326 errors and Gaussian distribution that underpin their formulation. As rain rates are not normally 327 distributed, such assumptions may not adequately represent the statistics of rainfall, resulting in 328 problems such as a changing variance with rain rate and the failure to properly distinguish between 329 systematic and random errors (Tian et al. 2013 (Tian et al. , 2016 . As such, here we adopt the multiplicative 330 error model, a framework that has greater validity for rainfall. This approach fits the estimate and 331 15 the reference in a power-law relationship, with two parameters α and β expressing the systematic 332 error and the parameter σ representing the bias-adjusted random error (see Appendix for more 333 details).
334
The three parameters of the multiplicative error model have different responses to increasing 335 spatial and temporal scales ( Fig. 9) . At the finest scales, α is positive but rapidly becomes negative 336 with just a slight increase in scale, both spatially and temporally. While there is some improvement 337 at the coarsest scale, α remains negative throughout. On the other hand, β shows a more expected 338 response consistent with the normalized mean error: a gradual increase with spatial and temporal 339 scale towards the perfect value of 1. In fact, IMERG has a β of one at 24 h and 2.5 • . To interpret 340 the combined behavior of α and β , we must bear in mind that α represents a multiplicative offset 341 while β represents the dynamic range (see Fig. A1 ). In this light, what our results suggest is that, 342 with upscale averaging, IMERG and TMPA are better able to capture the actual range of the rain 343 rates, but this comes at a cost of a bias towards lower values on the whole.
344
As for the bias-adjusted random error, σ clearly decreases with longer temporal scale as ex- In this study, we evaluated IMERG, the gridded satellite rainfall product from GPM, against a 363 ground-based reference dataset derived from MRMS as a function of spatial and temporal scale, 364 using TMPA as a benchmark. The motivation behind this study is to acquaint users of IMERG 365 with its performance at a scale that is relevant to their purpose. This evaluation is performed 366 over a region where the reference is reliable due to dense radar coverage and general absence of 367 significant orography. We examined IMERG based on two aspects: (i) whether it can identify rain 368 occurrences above a specified threshold, and (ii) whether it can capture the correct rain rates when 369 it correctly identifies rain occurrences.
370
In general, both IMERG and TMPA improve when scaled up to larger areas and longer time 371 periods. In terms of identifying rain occurrences, there is an increase in misses and false alarms 372 at coarser scales due to our threshold definition, but the four skill scores demonstrate that IMERG 373 is on average better able to identify rain occurrences at coarser scales than TMPA. However, these 374 results on rain occurrences are sensitive to the chosen rain/no-rain threshold. In terms of the rain improvements may have subtle compensating changes. Between the two products, IMERG is 379 slightly better than TMPA at identifying rain occurrences and estimating rain rates. This is consis-380 tent with early studies on IMERG, finding that it has generally comparable or better performance 381 than TMPA (Guo et al. 2016; Tang et al. 2016a,b) .
382
Our results provide a reference for IMERG users on its performance specific to their purpose.
383
For example, in an evaluation of daily precipitation in a climate model with resolution of 1.0 • , our 384 results show that IMERG can correctly identify whether it is raining or not (at a threshold of 0.004 385 mm / h) 85% of the time with a Heidke skill score of 0.68, and the rain rates have a normalized 386 root-mean-square error of 0.9. Alternatively, if IMERG were to be used for hydrological modeling 387 over a basin of area equivalent to 2.5 • × 2.5 • at hourly resolution, it will miss 8.5% of the rain 388 occurrences (≥ 0.008 mm / h), falsely identify a positive 5.5% of the time, and have a correlation 389 of 0.78 on its rain rates.
390
While the results in this study are restricted to land and over a limited range of latitudes, the 391 relative performance between different scales should be applicable to all regions. Furthermore,
392
the values in this study may be "transferred" to other regions according to our understanding of 393 how satellite retrievals of rain rates perform over different regions. For example, for regions that 394 are similar to our area of study, i.e. land surfaces in the low to mid-latitude with some vegetation 395 cover and no significant orography, our results should be directly applicable. Over oceans, it is 396 likely that the performance of IMERG will be better due to better microwave retrieval over ocean.
397
On the other hand, we would expect IMERG to perform poorer over mountainous areas, so the 398 results here may indicate a likely upper bound. In a similar way, since we do not expect the Early 399 and Late runs of IMERG to be better than the Final runs, the results here set an upper limit for 400 the performance of these estimates. As such, with the knowledge of the relative performance of 401 18 microwave retrievals between the region of interest and the region considered here, the results 402 herein will be useful for IMERG users in better understanding the performance of the dataset.
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where 426 H e = no. of correct rain occurrences by chance = 1
and N is the sample size (Wilks 2011). It may help to recall that H +M is the number of rain events 427 according to the reference while H + F is the number of rain events according to the estimate.
428
Probability of detection is also sometimes called hit rate; bias in detection is also known as bias 429 ratio and should not be confused with rain rate bias.
430
The perfect value for probability of detection, bias in detection and Heidke skill score is one; the 431 perfect value for false alarm ratio is zero. We compute these scores for each ensemble member, 432 and then average across the ensemble to obtain the mean scores as a function of scale.
433
For the hits, we can further evaluate their rain rates using normalized mean error, normalized 434 mean absolute error and root-mean-square error, define as,
normalized mean absolute error = 1
root-mean-square error =
where x i and y i are the reference and estimate respectively, x = 1 n ∑ i x i is the mean of the reference, 436 and n is the number of hits. Perfect values are zero. Note that normalized mean error is some-437 times also defined as "bias", but we avoid this terminology due to potential confusion with bias in 438 detection. 439 We can also examine the rain rates of the hits using the multiplicative error model (Tian et al. 440 2013), which expresses the estimate and the reference through the relationship,
where α and β characterize the systematic errors and ε i represents the bias-corrected random error 
which can be fitted using ordinary least squares. The perfect value of α is zero; the perfect value 445 of β is one; and the perfect value of σ is zero.
446
One way to visualize this is via Fig. A1 , which shows the effects of α and β on linear axes for 447
x and y. α quantifies the "tilt" from the one-to-one line: with a perfect β , the deterministic part of 
