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Some Salt with Your Statin, Professor?
Malcolm Macleod*
Centre for Clinical Brain Sciences, University of Edinburgh, Edinburgh, United Kingdom
Abstract: We know that clinical trials sponsored by the
pharmaceutical industry are likely to exaggerate benefit
and minimise harms. But do these biases extend to their
sponsorship of non-human animal research? Using
systematic review and meta-analysis Bero and colleagues
show that, in the case of statins, things are a little more
complicated. While the conclusions of industry-sponsored
studies were indeed more enthusiastic than warranted by
their data, the data themselves painted a picture more
conservative than was seen in non-industry-sponsored
studies. This behaviour is consistent with maximising the
return on investment, seeking robust data before
embarking on a clinical trial, and, once that investment
has been made, making every effort to ‘‘prove’’ that the
drug is safe and effective if this is at all credible. The
findings suggest that there is something different about
industry-sponsored non-human animal research, perhaps
reflecting higher standards than is the case elsewhere.
Perhaps the academic community can learn something
from our colleagues in the commercial sector.
It is now pretty clear that, in clinical trials, sponsorship from the
pharmaceutical industry is associated with substantial and
important overstatement of how effective drugs are, and with
understatement of adverse effects [1]. Of course, these are average
effects, and so are insufficient to label the whole industry bad.
Nonetheless, there are many examples where industry has been
shown to seek to subvert rational interpretation of trial data to
influence guideline development and prescribing behaviour [2–4].
These examples lead to the reasonable conclusion that findings
from trials sponsored by the pharmaceutical industry need to taken
with more salt than is probably good for you.
What then of other research used to inform the drug
development process? What of the in vitro and in vivo non-
human research supported by industry, either in companies’ own
laboratories or that companies fund in contract research
organisations or in academic collaborations? Are the findings of
such studies credible? And how do those findings compare with
‘‘proper’’ research conducted by dispassionate academics?
These are important questions, but how could we find this stuff
out? In the same way that it would be difficult to conduct a
randomised controlled trial of the effect of living in Scotland on
your chance of having a stroke, it is difficult to do an experiment to
test whether the funding source for a study influences the outcome.
We have to rely on observational (rather than experimental)
research, and we need to be much more cautious in our approach
and in our conclusions.
Over the last few years there has been a big increase in the use
of such an observational approach to better understand the
strengths and weaknesses of different research domains. The
Cochrane Collaboration began as an attempt to give reliable
summaries of the effectiveness of treatments in human clinical
trials [5], but along the way the data collected have also allowed
investigation of whether studies with certain characteristics tended
to give overstatement or understatement of these summary
treatment effects [6]. The insights arising from this approach,
and the improvements in trial design that they have driven, are
just as important as the improved information to guide treatment
decisions. This approach has been used by others—notably Lisa
Bero, the senior author of the research article presented here—in a
series of important papers that identified the prevalence and
impact of funding bias in human research [7,8].
Those wishing to study, and to improve, other research domains
such as non-human animal research have been able shamelessly to
borrow from the experience of the Cochrane Collaboration. Using
a systematic approach to data retrieval we can assemble an
unbiased cohort of relevant studies, then observe associations
between different aspects of experimental design and the
magnitude of the effects reported. What we’re looking for are
design features that are consistently associated with either under-
or overestimation of biological effects.
Of course, meta-analyses of clinical trial data put together a
small number of large studies measuring a common treatment
effect, whereas in animal studies there is usually a large number of
small studies measuring different effects (dose, stage of illness,
different animals), which means the approach used has to be
adjusted slightly, but still, the approach has been fruitful.
For a large number of non-human animal disease models,
studies at risk of bias (for example, those without randomisation or
blinding) give larger estimates of treatment effects [9–13]; the
majority of studies are at risk of bias [9–14]; and journal impact
factor is no guarantee of low risk of bias [15]. These findings
influenced the development of reporting standards for stroke [16]
and non-human animal research more generally [17,18], and
these are beginning to make an impact.
One difficulty in using meta-analysis is in working out how to
combine different outcome measures, often from different animals.
A 0.1-mm increase in aortic arch atheroma is probably less
important in a Scot than it is in a mouse, so we need to transform
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data onto a common scale. In standardised mean difference
(SMD) meta-analysis, the effect is standardised to the observed
variance [19]. Because—in large studies at least—this variance is a
property of the biology being studied rather than of the scale being
used, it allows effects to be converted to a common scale. So, by
way of an example: in 2012 the variance of the monthly average
temperature across 258 weather stations in California was
12.55uF, or 6.98uC—from which we can calculate that 1uC is
the same as 1.80uF, or 0.14 standardised units, and so we have a
common scale.
While this approach is very useful in clinical meta-analyses
(where the large number of participants in each group allows a
precise estimate of the population variance), it becomes less useful
where group size is small, because here the observed variance is a
less precise estimate of the population variance. This introduces a
measurement error to the conversion between different scales.
Further, this observed variance represents a combination of
underlying biological variation in the phenomena being measured
and of variation arising from measurement error and from the way
the experiment was performed. Experiments with low measure-
ment error and good protocol compliance will therefore have
lower aggregate variance than those with high measurement error
and poor protocol compliance. Since the variance is the
denominator in the calculation of the size of differences between
groups, any given effect size will be artificially larger in studies with
low measurement error and experimental variability.
The demonstration that experiments with low methodological
quality can give inflated estimates of treatments effects, and that
most experiments appear to be of low methodological quality,
leads to the question of who might be the worst offenders. Since
clinical trials sponsored by the pharmaceutical industry seem to be
at greater risk of bias than others, a lazy assumption might be that
their non-human animal research is similarly confounded, as they
seek to rush compounds to market to maximise profitability.
However, a few straws in the wind hint this might not be the case.
One way companies identify drug targets is by reading what’s out
there in the literature and, if something looks interesting, seeking to
replicate the findings. Bayer scientists found inconsistencies in 43 of
65 studies when they tried to replicate them in-house [20]. Scientists
in the haematology and oncology departments at Amgen were able
to replicate findings in only six out of 53 publications identified as
‘‘landmark’’ studies [21]. When the ALS Therapy Development
Institute tried to replicate published findings of drug efficacy in the
superoxide dismutase mouse model of motor neuron disease
(amyotrophic lateral sclerosis), not one of seven interventions
retained efficacy [22]. Implementation of good laboratory practice
standards is much more advanced in industry labs, and for some
types of experiments these standards are a legal requirement.
Indeed, a scientific researcher was recently jailed in Scotland for
research fraud [23]. So, could it be that industry-sponsored research
is actually more rigorous than academic research?
Taking the example of statin treatments for atheroma, David
Krauth, Andrew Anglemyer, Rose Philipps, and Lisa Bero address
this issue head-on [24]. Using systematic review they identified
non-human animal studies describing the efficacy of statins. Their
methodology is secure, with an a priori analysis plan, clear
inclusion and exclusion criteria, and duplicate extraction of key
variables from identified publications. They found low levels of
reporting of measures known to reduce the risk of bias, with
blinded assessment of outcome reported in only 22 of 49 studies,
and no studies reporting full randomisation or a sample size
calculation. Reassuringly, the quality of reporting seems to have
improved somewhat since publication of the ARRIVE guidelines
in 2010. However, there is still clearly a long way to go.
On the question of the influence of the study sponsor, Bero and
colleagues identified 19 studies sponsored in whole or part by
industry, 28 sponsored by non-industry sources, and 16 with no
statement of sponsorship or a statement of no sponsorship.
Focussing on those studies where sponsorship status was known,
they found that the results of nine of 19 industry-sponsored studies
(43%) and 18 of 28 non-industry-sponsored studies (72%)
supported the efficacy of statins. This finding was confirmed in a
subset of 38 studies with sufficient data to allow meta-analysis;
statins were reported to improve outcome by 0.73 SMD units in
industry-sponsored studies, while in studies with other sponsorship
the improvement was 1.99 SMD units. This difference is highly
significant—I calculate an excess of efficacy in non-industry-
sponsored studies of 173% (95% confidence interval 52% to
293%). Put simply, studies with non-industry sponsorship report
that statins are almost three times more effective than do industry-
sponsored studies.
As interesting, however, is the analysis of the interpretation
placed on the findings in each of the included studies. Of 19
industry-sponsored studies, the conclusion of 18 favoured the use
of statins (95%), while of 28 non-industry-sponsored studies, only
21 did so (75%). This is striking for two reasons: first, in both
cohorts the conclusion appears to be more enthusiastic than the
findings presented, and second, this phenomenon appears to be
much more marked in studies with industry sponsorship.
So what’s going on? Of course, these observed differences may
be due to some other, unmeasured difference between the
contributing studies, but the analyses were prespecified and such
a confound appears unlikely. If industry-sponsored studies were of
consistently larger variance, then the effect sizes observed would
appear smaller in SMD units, but there is no reason to suspect that
this was the case here.
It does therefore appear that findings from research sponsored
by industry are more conservative than those sponsored by non-
industry sources, but the interpretation of those data is, in contrast,
less conservative. Why might this be?
In a series of univariate analyses the authors examined the
impact of three factors—randomisation, blinding, and accounting
for all animals—that might increase the risk of bias. Even when
these were taken into account, non-industry-sponsored studies
gave significantly higher estimates of efficacy, implying that some
other factors were responsible. This might happen if ‘‘randomisa-
tion’’ and ‘‘blinding’’ meant different things in industry-sponsored
studies, or through the impact of some other, unmeasured risk of
bias, or through some gestalt of industry-sponsored studies that is
not described by the variables tested. Alternatively, academic
studies exploring pathophysiology might chose circumstances that
maximise the observed effect size, to give greater statistical power
to experiments testing inhibition of those effects.
In my view it is likely that the impact of approaches to research
management and the regulatory environment that apply to some
parts of industry—particularly standards for internal reporting—
extends to most of the non-human animal research activity with
which they are involved, whether or not it is performed in-house.
That is, non-human animal work sponsored by industry is likely to
be performed and reported to a higher quality, and to be at lower
risk of bias, than work sponsored by others. This would explain the
difficulty industry has in replicating the results of research
conducted in academic labs. However, the interpretation, or
‘‘spin’’, with which industry-sponsored work is presented does
appear to be an issue, with exaggeration of the conclusions to
favour the drug being tested.
This makes sense—for industry there is a clear financial interest
in being absolutely secure in the non-human animal data for a
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compound before embarking on a clinical trial, so there is a real
motivation to get the preclinical data as good as they can be.
Clinical trials are expensive, and so it is worth investing much time
and effort, and perhaps even funding multicentre ‘‘phase 3’’
animal studies [25–27], to maximise the prospects for success. But
when that money has been spent (and for statins it largely has
been), the motivation is to present an analysis of the available data
that is most supportive for clinical use. So, if a drug is a turkey, try
to find that out before spending a fortune taking it to clinical
trial—and if it’s too late for that, try to convince everyone that the
non-human animal and clinical trial data supporting an efficacy
for Meleagris gallopavo (commonly known as the wild turkey) are
more convincing than they might at first appear.
In contrast, academic researchers are rewarded not for the
marathon but for the sprint—for a high-impact publication
describing a part of the jigsaw, not for the body of work that
shows the whole picture. To them, substantial efficacy in a single
study is, in some respects, an end rather than a beginning.
Bero and colleagues have made an important contribution; their
findings suggest that academic researchers might learn good
practice in the management, conduct, and reporting of non-
human animal research from colleagues in industry, and reinforces
the importance for readers of research reports to focus on methods
and data rather than on abstracts and conclusions.
References
1. Lundh A, Sismondo S, Lexchin J, Busuioc OA, Bero L (2012) Industry
sponsorship and research outcome. Cochrane Database Syst Rev 12:
MR000033. doi:10.1002/14651858.MR000033.pub2
2. Gotzsche PC (2013) Deadly medicines and organised crime: how Big Pharma
has corrupted healthcare. London: Radcliffe Publishing.
3. Angell M (2005) The truth about the drug companies. New York: Random
House.
4. Goldacre B (2013) Bad pharma: how medicine is broken, and how we can fix it.
London: Fourth Estate.
5. Chalmers I (1993) The Cochrane Collaboration: preparing, maintaining, and
disseminating systematic reviews of the effects of health care. Ann N Y Acad Sci
703: 156–163.
6. Schulz KF, Chalmers I, Hayes RJ, Altman DG (1995) Empirical evidence of
bias: dimensions of methodological quality associated with estimates of treatment
effects in controlled trials. JAMA 273: 408–412.
7. Barnes DE, Bero LA (1998) Why review articles on the health effects of passive
smoking reach different conclusions. JAMA 279: 1566–1570.
8. Bero LA, Rennie D (1996) Influences on the quality of published drug studies.
Int J Technol Assess Health Care 12: 209–237.
9. Macleod MR, van der Worp HB, Sena ES, Howells DW, Dirnagl U, et al.
(2008) Evidence for the efficacy of NXY-059 in experimental focal cerebral
ischaemia is confounded by study quality. Stroke 39: 2824–2829.
10. Vesterinen HM, Sena ES, Ffrench-Constant C, Williams A, Chandran S, et al.
(2010) Improving the translational hit of experimental treatments in multiple
sclerosis. Mult Scler 16: 1044–1055.
11. Currie GL, Delaney A, Bennett MI, Dickenson AH, Egan KJ, et al. (2013)
Animal models of bone cancer pain: systematic review and meta-analyses. Pain
154: 917–926.
12. Hirst TC, Vesterinen HM, Sena ES, Egan KJ, Macleod MR, et al. (2013)
Systematic review and meta-analysis of temozolomide in animal models of
glioma: was clinical efficacy predicted? Br J Cancer 108: 64–71.
13. Rooke ED, Vesterinen HM, Sena ES, Egan KJ, Macleod MR (2011) Dopamine
agonists in animal models of Parkinson’s disease: a systematic review and meta-
analysis. Parkinsonism Relat Disord 17: 313–320.
14. Sena E, van der Worp HB, Howells D, Macleod M (2007) How can we improve
the pre-clinical development of drugs for stroke? Trends Neurosci 30: 433–439.
15. Minnerup J, Wersching H, Diederich K, Schilling M, Ringelstein EB, et al.
(2010) Methodological quality of preclinical stroke studies is not required for
publication in high-impact journals. J Cereb Blood Flow Metab 30: 1619–1624.
16. Macleod MR, Fisher M, O’Collins V, Sena ES, Dirnagl U, et al. (2009) Good
laboratory practice: preventing introduction of bias at the bench. Stroke 40:
e50–e52.
17. Kilkenny C, Browne WJ, Cuthill IC, Emerson M, Altman DG (2010) Improving
bioscience research reporting: the ARRIVE guidelines for reporting animal
research. PLoS Biol 8: e1000412. doi:10.1371/journal.pbio.1000412
18. Landis SC, Amara SG, Asadullah K, Austin CP, Blumenstein R, et al. (2012) A
call for transparent reporting to optimize the predictive value of preclinical
research. Nature 490: 187–191.
19. Vesterinen HM, Sena ES, Egan KJ, Hirst TC, Churolov L, et al. (2013) Meta-
analysis of data from animal studies: a practical guide. J Neurosci Methods 221:
92–102. doi:10.1016/j.jneumeth.2013.09.010
20. Prinz F, Schlange T, Asadullah K (2011) Believe it or not: how much can we rely
on published data on potential drug targets? Nat Rev Drug Discov 10: 712.
21. Begley CG, Ellis LM (2012) Drug development: raise standards for preclinical
cancer research. Nature 483: 531–533.
22. Scott S, Kranz JE, Cole J, Lincecum JM, Thompson K, et al. (2008) Design,
power, and interpretation of studies in the standard murine model of ALS.
Amyotroph Lateral Scler 9: 4–15.
23. UKMedicines and Healthcare Products Regulatory Agency (2013) Press release:
man jailed in pre-clinical trial data scam case. Available: http://www.mhra.gov.
uk/NewsCentre/Pressreleases/CON263951. Accessed 17 December 2013.
24. Krauth D, Anglemyer A, Philipps R, Bero L (2014) Nonindustry-sponsored
preclinical studies on statins yield greater efficacy estimates than industry-
sponsored studies: a meta-analysis. PLoS Biol 12: e1001770. doi:10.1371/
journal.pbio.1001770
25. Howells DW, Sena ES, O’Collins V, Macleod MR (2012) Improving the
efficiency of the development of drugs for stroke. Int J Stroke 7: 371–377.
26. Bath PM, Macleod MR, Green AR (2009) Emulating multicentre clinical stroke
trials: a new paradigm for studying novel interventions in experimental models
of stroke. Int J Stroke 4: 471–479.
27. Dirnagl U, Fisher M (2012) International, multicenter randomized preclinical
trials in translational stroke research: it’s time to act. J Cereb Blood Flow Metab
32: 933–935.
PLOS Biology | www.plosbiology.org 3 January 2014 | Volume 12 | Issue 1 | e1001768
