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Abstract
We propose contrastive coding to learn shared, dense image representations, re-
ferred to as CoMIRs (Contrastive Multimodal Image Representations). CoMIRs
enable the registration of multimodal images where existing registration methods
often fail due to a lack of sufficiently similar image structures. CoMIRs reduce the
multimodal registration problem to a monomodal one in which general intensity-
based, as well as feature-based, registration algorithms can be applied. The method
involves training one neural network per modality on aligned images, using a
contrastive loss based on noise-contrastive estimation (InfoNCE). Unlike other
contrastive coding methods, used for e.g. classification, our approach generates
image-like representations that contain the information shared between modalities.
We introduce a novel, hyperparameter-free modification to InfoNCE, to enforce
rotational equivariance of the learnt representations, a property essential to the
registration task. We assess the extent of achieved rotational equivariance and the
stability of the representations with respect to weight initialization, training set,
and hyperparameter settings, on a remote sensing dataset of RGB and near-infrared
images. We evaluate the learnt representations through registration of a biomedical
dataset of bright-field and second-harmonic generation microscopy images; two
modalities with very little apparent correlation. The proposed approach based on
CoMIRs significantly outperforms registration of representations created by GAN-
based image-to-image translation, as well as a state-of-the-art, application-specific
∗Authors contributed equally.
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Figure 1: Registration of images of different modalities (here bright-field (BF) and second-harmonic
generation imaging (SHG)) may be very challenging. CoMIR successfully estimates the shared
representation of these images, and enables their successful registration by monomodal approaches.
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method which takes additional knowledge about the data into account. Code is
available at: https://github.com/MIDA-group/CoMIR.
1 Introduction
Multimodal images refer to images captured with multiple types of sensors, where every sensor
outputs information not fully provided by the other sensors. Multimodal image fusion is the process
of combining information from multiple imaging modalities. It allows downstream tasks to exploit
complementary information as well as relationships between modalities. In order to perform image
fusion, the images need to be aligned, either by joint acquisition, or by manual or automated
registration. Our method, Contrastive Multimodal Image Representation for registration (CoMIR)
reduces the challenging problem of multimodal registration to a simpler, monomodal one, as shown in
Fig. 1. Successful registration allows us to make use of the combined information. However, to enable
registration, common structures between the modalities need to be found, reflected by the shared or
mutual information (MI). While image-to-image translation aims to predict cross-modality, i.e. to
predict one modality given the other modality as input, our method directly learns representations
called CoMIRs related to the MI by maximizing the Mutual Information Noise-Contrastive Estimation
(InfoNCE) [19, 24]. InfoNCE can, under certain assumptions, act as a lower bound to MI, and has
been successfully applied in connection with contrastive coding in other tasks such as classification
and segmentation. In the case of registration, the representations must be both translation and rotation
equivariant, whereas classification requires invariance. Although contrastive losses (CL) are often
used for representation learning [2, 6, 21, 23, 24, 42, 45, 46, 48, 52, 60], to the best of our knowledge
the method presented here is the first to produce dense representations for very different imaging
modalities, which can be utilized for monomodal registration by existing feature- or intensity-based
registration methods.
The contributions of this paper are the following: We show that (1) contrastive learning of aligned
pairs of images can produce representations that reduce complex (or even impossible) multimodal
registration tasks to much simpler monomodal registration; (2) the proposed CoMIRs are rotation
equivariant due to a modification of a commonly used CL. This modification is model-independent
and does not require any architecture modifications, nor any additional hyperparameter tuning.
Thanks to our sophisticated scheme for generating training patches, as little as one image pair can be
sufficient to generate CoMIRs (depending on the nature of the imaging data).
2 Background and Related Work
Image registration consists of finding transformations matching unaligned images. This process
is extremely useful, notably in computer vision and medical imaging and has been well studied
in the last fifty years [18]. In many cases, a modality-independent solution can be obtained by
optimizing MI or generating hand-crafted local structural feature descriptors [22]. Unfortunately,
optimizing MI has many caveats: it has a slow convergence rate and a narrow catchment basin with
many local maxima. More, the method relies on specific statistical clues that not all datasets contain.
Learning-based algorithms can potentially provide a solution, as the algorithm can learn semantic
relationships between modalities. In general it is difficult to find suitable image similarities between
multimodal images due to their difference in appearance and/or signal expression. Deep learning
has changed the field of similarity and metric learning from learning distances to learning feature
embeddings that fit distance functions [17]. CL [20] and in particular triplet loss [47, 59] have shown
great success in deep metric learning for a wide range of applications, such as object retrieval [44],
single-shot object classification [54], object tracking [33, 51], classification [8] and multimodal patch
matching of aerial images [61]. In [25], keypoint descriptors are learnt using contrastive metric
learning to minimize the difference between two feature representations from two corresponding
points and maximize the difference of two feature representation from two distant points to register
MR and CT images. The link between CL, classification and MI is an active area of study, with [48]
showing that the triplet loss can be extended to make use of N negative samples instead of one and is
an approximation of the softmax function.
Contrastive Loss and MI Several recent representation learning approaches [2, 23, 24, 45, 50,
52, 60] are based on the infomax principle which refers to maximizing the MI between input and
output, [3, 38]. One approach showing impressive results is Deep InfoMax (DIM) [24] which
argues that maximizing MI with high dimensional inputs and outputs is a difficult task. Similarly,
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Contrastive Predictive Coding (CPC)[45] maximizes MI between global and local representation
pairs by sequential aggregation to learn latent features which can be used for classification. Using
Noise-Contrastive Estimation (InfoNCE) as a lower bound to MI with flexible critic was found to
result in the most useful representations for classification in [24, 45]. It was further used in [2],
where InfoNCE is maximized between features from multiple views in a self-supervised manner. The
term multiview can refer to augmented versions of one unlabelled image or multiple modalities of
one instance. Instead of maximizing MI between features from one single image as in DIM, MI is
maximized across multiple feature scales simultaneously as well as across independently augmented
copies of each image. However, in [53], Tschannen et al. show that maximizing tighter bounds on
MI than InfoNCE can result in worse representations and argue that the success of these methods
cannot only be attributed to the maximization of MI. The authors put the success of approximate MI
maximization in connection with the usage of the triplet loss or CL by showing that representation
learning across different views by maximizing InfoNCE can be equivalent to metric learning using
the multi-class K-pair loss presented in [48]. Tschannen et al. point out that the negative samples
for the CL have to be drawn independently in order for InfoNCE to yield a lower bound for the MI,
an assumption often disregarded. Despite this, [2, 6, 24, 46, 52] report a better performance of the
respective downstream task when using many negative samples or hard examples.
Equivariance As [24] emphasizes, the usefulness and quality of a learnt representation is not only a
matter of information content but also representational characteristics. Features desirable to request
from a representation are equivariances. In tasks such as segmentation or registration, translational
and rotational equivariance are highly beneficial. Equivariance defines the property of a function
to commute with the action of a symmetry group when its domain and codomain are acted on by
that symmetry group. A function or operator f : Ω 7→ Y is called equivariant under a family of
transformations T if for any transformation T ∈ T , there ∃ T ′ ∈ T s.t.
f(T (X)) = T ′(f(X)) ∀X ∈ Ω. (1)
Feature equivariance can be achieved by three different approaches. Firstly, by data augmentation,
where randomly rotated pairs of input and label masks are passed to a model, which learns some
degree of rotational equivariance. The second approach is model-based, as proposed in [12, 13, 58],
where equivariant mappings are achieved by adjusting the convolutional, activation and pooling
layers to be applied over groups and sharing weights. Thereby these so-called group equivariant
convolutional networks (G-CNNs) ensure that the layers themselves become equivariant. A further
in-depth study of the theory of equivariant CNNs is presented in [11] and [57]. Thirdly, [9] encourages
rotational invariance through an additional constraint in the loss function which has been adapted by
[36] to achieve equivariance. They propose an additional term to the cross-entropy loss used to train
the model for segmentation: Lrot = 12N
∑
xi∈X ||O(I)− r¯(I)||22, where O(I) is the feature map of
the image at 0°and r¯(I) the mean feature map of the input rotated by multiples of 90°. This introduces
a hyperparameter, impairs training due to the different scale of gradients between the cross-entropy
loss and Lrot and cannot guarantee any rotational equivariance apart from the C4 symmetry group,
i.e. rotations by multiples of 90°. Enforcing equivariance through the loss was used by [32], which
modifies a CL proposed by [55] to learn action-equivariance for Markov Decision Processes.
3 Proposed Method
We introduce a modality independent approach to map two given images of different modalities to
similar representations called CoMIRs. These learnt representations are sufficiently similar to allow
the application of monomodal registration algorithms. As our method does not require any additional
knowledge regarding the modalities at hand, there are no limitations with respect to application area.
In the following section we introduce the CL used in our method, the sampling scheme needed to
form the CL, and our modifications to achieve rotational equivariance. We also discuss the choice of
critic used for the downstream task of registration.
Contrastive Loss Here, we introduce the CL for two modalities, the general case for M modalities
is given in App. 7.1. Let D = {(x1i ,x2i )}ni=1 be an i.i.d. dataset containing n data points, where xj
is an image in modality j, and f j the network processing modality j with respective parameters θj
for j ∈ {1, 2}. For an arbitrary datapoint x = (x1,x2) ∈ D, the loss is given by
Lopt(D) = −Ex1,x2∼D
log p(x1,x2)p(x1)p(x2)
p(x1,x2)
p(x1)p(x2) +
∑
xi 6=x
p(x1i ,x
2
i )
p(x1i )p(x
2
i )
 (2)
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Eq. (2) is equivalent to a categorical loss discriminating between negative and positive samples.
The ratio distribution p(x
1,x2)
p(x1)p(x2) is approximated by the exponential of a critic function h(y
1,y2),
that will compute an arbitrary similarity between y1 = f1(x1) and y2 = f2(x2) for the scaling
parameter τ > 0
L(D) = − 1
n
n∑
i=1
log eh(y1i ,y2i )/τ
eh(y
1
i ,y
2
i )/τ +
∑
y1j ,y
2
j∈Dneg e
h(y1j ,y
2
j )/τ
 (3)
L(D) is named InfoNCE as described in [45]. Its minimization approximately maximizes a
lower bound on the MI, given by I(y1,y2) − log(n), which gets tighter as n → ∞ assum-
ing that Dneg, the set of chosen negative samples, is sampled i.i.d. The MI is defined as
I(x,y) = Ex∼X ,y∼Y [log p(x,y)p(x)p(y) ].
The Critic The loss function in Eq. (3).contains the ratio p(x
1,x2)
p(x1)p(x2) which is an unknown quantity
[60], but can be approximated with the exponential of a statistical, often bilinear, model [2, 6, 45, 48,
52, 60]. Our experiments using a bilinear model resulted in CoMIRs less suitable for registration
(see section 4.2 and App. 7.4, Fig. 11) than choosing a positive, symmetric critic h(y1,y2) with a
global maximum for y1 = y2. We experiment with both a Gaussian model with a constant variance
h(y1,y2) = −||y1 − y2||22 which uses the mean squared error (MSE) as a similarity function, and a
trigonometric model h(y1,y2) = 〈y
1,y2〉
||y1|| ||y2|| which relates to the cosine similarity.
Rotational Equivariance To equip our model with rotational equivariance, we propose to merge an
additional constraint to our objective function which does not require additional parameter tuning, and
can be incorporated into the CL. In particular, instead of only maximizing h(y1i ,y
2
i ) within the CL
for an aligned pair x1i ,x
2
i , we also maximize h(y
1
i , T
′
1(f
1(T1(x
1
i )))), and h(y
2
i , T
′
2(f
2(T2(x
2
i ))))
for fi being the model trained on modality xi, h the critic between the resulting representations, and
Ti, T
′
i ∈ T , here T = C4, the finite, cyclic, symmetry group of multiples of 90◦ rotations. Rather than
extending our original loss term h(y1i ,y
2
i ) by three explicit loss terms, we combine the constraints in
one loss term that implicitly enforces the C4 equivariance
h(T ′1(f
1(T1(x
1
i ))), T
′
2(f
2(T2(x
2
i )))). (4)
We randomly sample T1 and T2 once per training step for each element in the batch, which iteratively
optimizes all combinations of C4-transformations.
Sampling of negative samples In [31], the authors argued that the ability to discriminate between
signal and noise increases with more negative samples. We sample negative samples Dneg from
random patches during training within the entirety of all training image pairs at random positions
with random orientations. The patches can be extracted from the original images without introducing
any padding border effects due to the rotations. Every extracted patch is subject to data specific,
random augmentation. This sampling scheme guarantees large variation within every batch, which
increases the (statistical) efficiency and generalization of the model. The elements from the batch
are reused as negatives, such that for a given pair of matching samples, there are 2n − 2 negative
samples available, for a batch size of n.
4 Experiments
We evaluate our proposed method on two multimodal image datasets.
Zurich Dataset The open Zurich dataset [56] consists of 20 aerial images of the city of Zurich of
about 930× 940px. The images are composed of four channels, RGB and Near-InfraRed (NIR) and
are captured with the same sensor in identical resolution. An example is given in App. 7.2 Fig. 5.
Biomedical Dataset The dataset consists of 206 aligned Bright-Field (BF) and Second-Harmonic
Generation (SHG) tissue microarray core image pairs which are 2048× 2048px in spatial dimensions
and were manually aligned using landmarks [29]. The training set consists of 40 image pairs of size
834× 834px which are center-cropped from the corresponding original images. The validation set
for the CNN training consists of another 25 such pairs, a tuning set for registration parameters of
additional 7 pairs, and the test set for evaluation of another 134 pairs. App. 7.2 Fig. 6 shows an
example image of an original tissue microarray core and the center-cropped patch used in this study.
The modified dataset used in this study is provided in [1].
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Figure 2: Top row: RGB input patch x1 cropped from the Zurich test set and the resulting CoMIRs
using the cosine similarity; Bottom row: the matching NIR image x2 and its resulting CoMIRs. The
CoMIRs f i(xi) and T ′(f i(T (xi))) are shown for xi, T a rotation of 90°and T ′ = T−1. Without
the C4-equivariance constraint in the loss function, the resulting CoMIRs are not identical and show
a directional component along edges. The polar plot shows the positive correlation between the
CoMIR0° = f i(xi) and CoMIRθ = T ′(f i(T (xi))) for T a rotation by θ ∈ [0, 360)°, demonstrating
that rotational equivariance beyond multiples of 90° is achieved by the C4-constrained CL. Animated
version: https://youtu.be/iN5GlPWFZ_Q.
4.1 Evaluation of Representations
Rotational Equivariance While different downstream tasks might require different properties of the
learnt representations, for registration methods based on α-AMD [43] and Scale Invariant Feature
Transform (SIFT, [39]), we require the representations to be rotationally equivariant. Visually, we
see the impact of the rotational equivariance constraint on the learnt CoMIRs of the Zurich dataset
in Fig. 2. We observe that if neither the model nor the loss enforce equivariant feature maps, the
learnt representations have a directional component, particularly along edges in the image. We test
the level of equivariance by measuring the positive correlation between the CoMIR of an unrotated
image which is rotated by the angle θ and the unrotated CoMIR of the same input image rotated by
the angle θ. The result for θ ∈ [0, 360)° is shown in Fig. 2 and demonstrates that the C4-constrained
CL achieves rotational equivariance for all angles, beyond multiples of 90°.
Reproducibility of CoMIR Training a model to produce CoMIRs with c channels leads to multiple
solutions reaching the same loss value. One such case is a permutation of the channels, and is likely
to occur between two training sessions: c! different permutations can be achieved. It is possible,
however, to consistently obtain very similar CoMIRs between experiments. [10] observe that the
convergence of convolutional filters is in direct connection with their initialization. Similarly, we find
that initializing the models’ weights randomly with a fixed seed results in similarly trained models
and CoMIRs. We compare CoMIRs generated by 50 identical models, all initialized with the same
seed and trained on the Zurich dataset. We then compute the mean pairwise correlation between all
the CoMIRs to measure the similarity and consistency between runs. The source of stochasticity
between runs originates from the minibatch sampling and from the data augmentation scheme. To test
the influence of the data we train 20 models on patches from the same single image, and additionally
train 19 models on patches augmented from a single training image varying for each experiment.
Table 1 shows the results of the experiments. We observe a high consistency between training runs
when the training patches are sampled from the same training image with a fixed weight initialization.
Fig. 10 in App. 7.4 shows the generated CoMIRs used to compute the average correlation.
Temperature Analysis τ The temperature τ is a hyperparameter of the loss function. High τ yields
a smoother loss than low values. We tested a wide range of values of τ and all models converged and
produced reasonable CoMIR. See App. 7.4 Fig. 11 for examples of representations with various τ
and loss combinations. We found τ = 0.1 to be a good setting for the Zurich and τ = 0.5 for the
biomedical dataset.
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Figure 3: Multiple methods to transform BF and SHG into one common modality. To the left, the
original BF (top) and SHG (bottom) images from the test set, followed by image translations of BF
and SHG in the respectively other domain. To the right CoMIRs based on MSE and cosine similarity.
The arrows indicate the image pairs to be registered in the experimental setup.
Table 1: Mean pairwise correlation between the CoMIRs during 4 different experiments on the
Zurich dataset. The consistency (i.e. the reproducibility of a given training session) between the
CoMIRs is highest when the weights are initialized with a fixed seed (most important) and the training
distribution is similar (less important). 95% C.I. estimated with empirical bootstrap.
Mean pairwise Corr. 1 fixed train image 1 varying train image per model
Fixed weights 93.0% [ 90.6%; 95.5%], N=100 78.4% [ 70.4%; 83.9%], N=38
Random weights -2.7% [-22.3%; -1.4%], N=40 1.9% [-18.0%; 5.7%], N=38
4.2 Multimodal Image Registration
Evaluation Set and Metrics for Registration For each image pair in the test set of 134 biomedical
images, first a random rotation up to ±30 degrees, followed by random translations in x and y for up
to ±100px was applied. To avoid any border effects, these transformed patches were cropped from
the original 2048×2048 images. The magnitude of transformation has been measured by the average
Euclidean displacement of the corner points Ci between the reference image and the transformed
image 14
∑4
i=1 ||CRefi −CTransi ||2. While the transformations themselves were entirely random, they
were sampled in a stratified manner, such that 44 pairs were considered to have undergone a "large"
transformation, 45 a "medium" and another 45 a "small" transformation. An average displacement
of ≤ 100px was considered a small, in (100, 200]px a medium and > 200px a large transformation.
The same evaluation metric was used for all registration results, err = 14
∑4
i=1 ||CRefi − CRegi ||2,
for CRefi , C
Reg
i , i ∈ {1, 2, 3, 4} the corners of the reference image and the one resulting from the
registration respectively, which assumes an err > 100px to be a failure.
Implementation details We make no assumptions about the property of the model apart from
differentiability. We choose two identical dense U-Nets [28], one per modality, which share no
weights. We experiment with both the MSE and cosine similarity as a critic. The temperature was
set to τ = 0.5. The number of negative samples was 46. An important parameter to choose is the
field of view of the patches that the model is trained on. This is data-specific and a patch should
be large enough to cover significant structures in the images. For both datasets patches of the size
128× 128px were chosen. For the Zurich dataset we choose 3-channel CoMIRs, for the biomedical
dataset we choose 1-channel CoMIRs as this is suitable for the downstream registration methods
based on α-AMD, SIFT and MI. The SHG images were preprocessed by applying a log-transform
log(1 +x) with x ∈ [0, 1]. Implementation details of our method as well as the following registration
algorithms can be found in App. 7.3.
Baseline As a baseline comparison we perform multimodal registration using Mattes MI algorithm
[41] on the original SHG and BF images with a (1+1) evolutionary strategy [49].
Intensity-based Registration using α-AMD α-AMD [43] is a general registration method based on
distances combining intensity and spatial information [37]. It has been shown to be both accurate and
having a large convergence region. One of its limitations, compared to e.g. MI, is that it requires the
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intensities to be in [0, 1] and approximately equal for corresponding structures (not merely correlated),
which typically is not the case in multimodal scenarios.
Feature-based Registration using SIFT SIFT is a feature detection algorithm introduced by [39]. It
extracts features from both a reference and a floating image which are invariant to scale and rotation,
and robust across a large range of affine distortion, additive noise, and change in illumination. The
extracted feature points are matched with Random Sample Consensus (RANSAC [16]).
Manual Registrations To obtain a baseline for comparing the machine performance to a human
level, a panel of six annotators was selected to perform the registration on a small set of test patches
(n=10, randomly selected, identical for all annotators). The setup for this registration task is the same
as for the automatic registration methods, i.e. 834 × 834px patches from the center of the tissue
microarray cores. Note that this differs significantly from the setup in which the ground truth (GT)
for this dataset was originally manually acquired where the full cores were available to the annotator
as shown in App. 7.2 Fig. 6. The GT was obtained by manually choosing landmarks [29], while for
the manual registrations in our evaluation, the SHG images were moved over the bright-field images
to obtain an appropriate fit.
Generative Methods Generative models like generative adversarial networks (GANs) are often
used in image-to-image translation ([27, 62]) in which they have the potential to enable the use of
monomodal registration methods by translating one modality into the other. We implement three
well-known image translation methods: pix2pix [27], CycleGAN [62], and DRIT [34, 35]. As
image translation aims to predict a representation cross-modality, i.e. to predict a BF image given the
SHG input and vice versa, the resulting images can be considered to be in a common space in which
monomodal registration can be attempted. It was only possible to find corresponding SIFT features
for a maximum of three image pairs among all combinations of image translations and modalities,
but for those the registration error also exceeded our threshold of 100px. We report the results for
registration by MI for these methods in App. 7.3 Fig. 8.
Data-specific State-of-the-Art The first intensity-based registration method capable of automatically
aligning SHG and BF images was proposed as CurveAlign in [29]. CurveAlign relies on data-specific,
biomedical knowledge, i.e. that BF images are stained by hematoxylin and eosin (H&E), where eosin
stains extracellular matrix components such as collagen, in particular shades of pink. SHG mainly
corresponds to collagen fibers. Using this prior on the data, CurveAlign performs segmentation on
the BF image to isolate collagen structures, which are then registered to the SHG using a registration
scheme based on MI with a (1 + 1) evolutionary algorithm.
Choice of Critic The visual effect on an image of the Zurich test set w.r.t the choice of critic can
be seen in App. 7.4 Fig. 11. The correlation between the CoMIRs of RGB and NIR using a
bilinear model, cosine similarity and MSE as a critic was averaged across a set of temperature
settings τ (N=15). The results show that a bilinear critic produces weakly correlated maps w.r.t. τ :
ρ¯bilinear = 60.9%[56.7%; 65.0%]; whereas using MSE resulted in ρ¯MSE = 85.4%[83.2%; 88.1%] and
cosine similarity in ρ¯cosine = 91.5%[88.4%; 94.7%]. The 95% C.I. were computed with empirical
bootstrap. Hence, we perform the registration evaluation on the biomedical dataset for MSE and
cosine similarity. Training with the MSE gave consistently better CoMIRs w.r.t. registration, see App.
7.4 Fig. 9.
Results Fig.3 shows an image pair of the biomedical test set, together with the representations pro-
duced by the image translations through pix2pix, CycleGAN and DRIT, as well as the corresponding
CoMIRs. The arrows indicate the pairs of modalities for which the registration task was attempted.
The difference between intensities of the GAN generated images and the respective originals is too
large for intensity-based registration by α-AMD. Fig. 4 shows the empirical cumulative distribution
functions (eCDF) of the successful registrations as a function of the error for α-AMD, α-AMD
with multiple starts (MS), and SIFT on the CoMIRs based on MSE, using both CoMIR learnt from
BF (A→ B) and SHG (B→ A) as the reference image. The eCDF gives the cumulative number
of the successful registrations for the increasing error. As a baseline comparison it also shows the
eCDF of the MI registration on the original BF and SHG images, the eCDF for CurveAlign which
registers BF to SHG, as well as the median eCDF for the six manual registrations on a subset of
ten images. A registration error ≥ 100 is considered a failure and thus is not shown. The feature-
and intensity-based registration performance on CoMIRs is consistently better than the multimodal
registration approaches on the original multimodal images. Wilcoxon signed-rank tests show that
SIFT significantly (p = 5e−11) outperforms CurveAlign, but show no significant difference between
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Figure 4: The cumulative number of successful registrations for the increasing error shown as an
eCDF of the different registration methods over the biomedical test set. The results are compared to
the median of the error of six independent manual registrations on a subset of ten images. The relative
error is the proportion to the patch width and height. A Wilcoxon signed-rank test is performed to
statistically highlight the differences between CurveAlign, SIFT, α-AMD.
α-AMD MS and SIFT (p = .2789). The median error on the manual registration highlights the
difficulty of the task at hand. We further observe that the success of registration by MI is highly
dependent on the size of the transformation between the image pair. We perform registration by MI
of the original images; for the corresponding CoMIRs; the BF and GAN generated BF as well as
SHG and GAN generated SHG for pix2pix, CycleGAN and DRIT and observe linear dependence
between the mean registration error and the mean displacement of the corner points for all attempts.
This shows that while MI is suitable to handle different modalities, its success is dependent on the
proximity to the global extremum. This is shown in App. 7.4 Fig. 8. SIFT registration was attempted
for the GAN-produced representations, however it failed to achieve a mean pixel error < 100px
on the entire test set. The choice of critic influences the resulting CoMIRs. MSE encourages the
intensities of the representations to be more similar than cosine similarity, which is favorable for the
registration task. We observe that for both registration by SIFT, as well as α-AMD, the results are
considerably better for the MSE-based CoMIRs than for the cosine similarity, see App. 7.4 Fig. 9.
App. 7.4 Table 2 gives the number of successfully registered image pairs which resulted in less than
1% relative error to the image width and length (< 9px), as well as 5% relative error (< 42px). Both
the training (GPU, 1345s) and inference (CPU, 5s/image) of the model are fast, and the process of
registration adds between 2s/image with SIFT and 25s/image with α-AMD MS. More details are
found in App. 7.4.1. An animated illustration depicting the process of registration of three example
images with α-AMD is available at: https://youtu.be/zpcgnqcQgqM.
5 Conclusions
The contrastive loss based on InfoNCE was successfully adjusted to the task of registration and
modified to result in rotationally equivariant features. The proposed CoMIRs successfully extract
shared content in multimodal images to enable multimodal image registration by reducing the
problem to a monomodal one. Using monomodal, intensity- and feature-based registration methods
significantly outperforms multimodal registration by MI, as well as a state-of-the-art, data-specific
approach. For registration tasks, the generated CoMIRs contain more valuable information than
GAN generated images. We show that the training of CoMIRs is stable w.r.t. hyperparameters and
reproducible in connection with weight initialization and training data. We show that the size of
the training dataset can be as little as one image pair and give insight to the choice of critic. Future
research could explore adding dense aleatoric uncertainty to CoMIRs, learning CoMIRs of modalities
apart from images (e.g. volumetric images, audio, videos, and time-series) and extend equivariant
properties to other groups, as well as investigate the CoMIRs’ applicability to segmentation and pixel
regression tasks.
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6 Broader Impact
Using CoMIRs for multimodal image registration has a direct application in multimodal image
fusion. A wide range of areas benefit from fusing content of images of different sensors. One such
area is material science. Early stage anomaly detection is used to characterize newly developed
materials w.r.t. physical properties. As a concrete example, carbides along the grain boundary of
a material can indicate impairments in material strength, but require different Scanning Electron
Microscopy (SEM) sensors which acquire images asynchronously at different spatial resolutions
[7]. This results in a multimodal registration problem which could be addressed by the proposed
CoMIRs. The implications research in material science based on successful registration and fusion
of images of this kind can have on the society are widespread. The Materials Genome Initiative
(MGI) which has been launched by the US Federal Government in 2011 for example, aims to
address clean energy, national security, and human welfare [40]. While this area of research can
have a beneficial impact on society, by developing biocompatible materials for medical advances
or materials needed in a variety of settings to reduce the carbon footprint, scientific findings in this
area are directly linked to military developments also (see e.g. the US Air Force’s involvement
in MGI). Another area of application which makes use of multimodal imaging data is the field of
remote sensing. Again, while aerial observation can be used to monitor geological changes like
melting glaciers due to climate change or early detection of wildfires, it is also tightly connected
to military action (espionage, navigation systems such as Unmanned Aerial Vehicles (UAV), target
localization, lethal autonomous war weapons). The area which can profit the most from multimodal
image registration and following fusion in a positive way, is biomedicine. It is a broad and active field
of research to combine information from modalities such as computed tomography (CT), magnetic
resonance imaging (MRI) and Positron emission tomography (PET) or BF, SHG and two-photon-
excited fluorescence (TPEF) microscopy. These imaging techniques often provide complementary
and clinically relevant information needed for a diagnostic task. For example CT gives good spatial
resolution and dense tissue contrast, while MRI yields better soft tissue contrast. BF and SHG are for
example studied together in connection with collagen organization in tumor growth. By providing a
joint representation between multiple modalities, issues regarding patient data anonymization need
to be taken into account, e.g. if only images in one modality were subject to anonymization (e.g.
photographs), while the other was not (e.g. CT scan), CoMIRs could potentially facilitate data
de-anonymization from one modality to another. Registration by MI is computationally expensive,
and as we show in our paper, MI is highly susceptible to an initial starting position close to the
global extremum. In order to perform well, a larger number of restarts is needed to overcome being
trapped in a local extremum, increasing the computational load even more. Generating CoMIRs for
an entire dataset combined with registration by SIFT is much cheaper computationally, especially
regarding the small training data needed for CoMIR generation. Hence, in settings where multimodal
registration is already in place, CoMIRs can reduce the energy cost required and in consequence the
environmental impact, however it may encourage the analyses of multimodal data on a much greater
scale than ever before. It must be pointed out that the CoMIRs’ usage is not limited to the task of
multimodal registration, but could be useful for classification, segmentation or patch retrieval. This is
subject of future research, but we foresee a potential in segmentation by training on the label masks
as a second modality for example.
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7 Appendix
7.1 Algorithm
In this section, we present a general algorithm for (supervised) training of models for generating CoMIRs given
a dataset of aligned images. The CL used in this work is not fundamentally limited to two modalities, but can be
extended for M modalities.
Let D = {(x1i , . . . ,xMi )}ni=1 be an i.i.d. dataset containing n data points, where xj is an image in modality j,
and f j the network processing modality j with respective parameters θj for j ∈ {1, . . . ,M}. For an arbitrary
datapoint xi = (x1i ,x
2
i , . . . ,x
M
i ) ∈ D, i ∈ {1, 2, . . . , n} the loss is given by
Lopt(D) = −Ex1,··· ,xM∼D
log p(x
1,··· ,xM )∏M
i=1 p(x
i)
p(x1,··· ,xM )∏M
i=1 p(x
i)
+
∑
xj 6=x
p(x1j ,··· ,xMj )∏M
i=1 p(x
i
j)
 (5)
The pseudo-code for training models using the CL to produce CoMIRs, based on aligned images, is given in
algorithm 1.
Algorithm 1 CoMIR learning algorithm
input: batch size N , set of datapoints {xi}Ni=1 in M modalities, a group G (e.g. C4), a critic
function h(·, ·), a temperature τ .
initialize all models {f i}Mi=1
for sampled mini-batch x = {xk}Nk=1 do
# Computation of the latent spaces
for all m ∈ {1, . . . ,M} do # for each modality
for all k ∈ {1, . . . , N} do # for each element in batch
draw an operation T ∼G
ymk = T
′(fm(T (xmk )))
end for
end for
# Computation of the similarity matrix
z = ‖Mi=1yi # Concatenated latent spaces (MN × 1)
S ∈ RMN×MN
for all i ∈ {1, . . . ,MN} do
for all j ∈ {1, . . . , i} do
Si,j = Sj,i = log h(zi, zj)− log τ
end for
end for
# Computation of the loss
L = 0
for all i ∈ {1, . . . ,MN} do
for all m ∈ {2, . . . ,M} do
L = L−S(i,mN+i)%MN + log
(∑MN
j=1 e
Si,j −∑Mj=1 eS(i,jN+i)%MN + eS(i,mN+i)%MN)
end for
end for
L = 1MN(M−1)L
update all models {f i}Mi=1 to minimize L
end for
return all models {f i}Mi=1
7.2 Datasets
Zurich Dataset The dataset can be downloaded at https://sites.google.com/site/
michelevolpiresearch/data/zurich-dataset. Each image was acquired with QuickBird and
consists of four channels in the order [NIR,B,G,R]. An example image of the dataset is given in Fig. 5. In all
our experiments we train on only one image of the Zurich zh10.tif, except for the experiments in table 1 for
which we investigate the impact of the training distribution and vary which image from the Zurich dataset is
used as the training image. As a test image to evaluate the representations zh12.tif was chosen.
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Figure 5: Example image of the Zurich dataset. To the left the RGB image, to the right the
corresponding NIR image.
Biomedical Dataset The dataset used in this study was kindly provided by the authors of [29] and modified for
this study. The modified dataset used in our experimental setup can be downloaded at https://zenodo.org/
record/3874362, [1]. Multimodal Image Registration is of particular interest in biomedical tasks such as the
registration of bright-field (BF) microscopy images and second-harmonic generation (SHG). The two ways of
imaging provide complementary information and are of particular interest in studying collagen organization in
cancerous tissue, [4], [15] [14] and [5]. In general the two modalities are often captured in different microscopes
which means that the SHG sample must be relocated and registered within a BF scan. This is a challenging
task as the modalities result in very different signals and have little appearance in common. The difficulties of
this registration task are discussed in detail in [29], which provides the first intensity-based registration method,
called CurveAlign, capable of automatically aligning SHG images and BF images that are usually aligned
manually. They evaluate their methods on tissue microarray cores as can be seen in Fig. 6 to the left. In this
paper we use center-cropped patches within these cores, marked by the green square. This registration task is
harder as the overview of larger structures and the tissue boundary are missing. Using these patches allows
us to avoid any padding effects after applying random transformations as described in 4.2. The GT alignment
used for the evaluation is based on manual landmark annotation provided by [29] and was done on the full
tissue microarray cores. The manual registration performed as part of the evaluation in this paper is however
performed on the cropped patches and by overlaying the SHG image on to the BF image. The two kinds of
manual registrations (GT and manual registration in the evaluation) are hence not one to one comparable. The
manual registration in the evaluation was done according to the setup used in the automated methods, to give a
baseline and sense of the magnitude of pixel error that can be expected in this task.
By enabling registration on patches within the tissue micro arrays, a further downstream task of patch retrieval
can be achieved. This is in particular interesting for finding SHG patches within BF whole slide images as is
relevant in ongoing research such as [26].
7.3 Implementation Details
We chose the same dense U-Net architectures for experiments on the Zurich and the biomedical dataset [28],
using 32 convolutional filters for the first convolution, 4 dense blocks of depth 6 as down and up blocks and 4
bottleneck layers. Upsampling was used to avoid grid artefacts. Max pooling, a dropout rate of 0.2, no early
transition or activation function in the last layer and a compression rate of the convolutional layers of 0.75 were
used. The commonly used non-linear activation in the final layer is omitted. The 1-channel CoMIRs illustrated
in 3 are visualized by applying a logistic function with temperature of 0.5. Illustrations done on the Zurich
dataset are made by normalizing two corresponding CoMIRs jointly by the maximum of the 1-percentile and the
minimum of the 99-percentile of the two representations.
Experiments on Zurich Dataset For generating CoMIRs in experiments on the Zurich dataset, Adam optimizer
was used with a learning rate of 1e− 3, a weight decay of 1e− 4. Temperature τ was set to 0.1, the batch size
to 24, and the steps per epoch to 32. The gradient norm was limited to 1. L1 and L2 activation decay were set to
0. To generate a batch, patches of size 128× 128 were cropped from the training image. Data augmentation
consisted of flips (p = 0.5) and random rotations from by up to ±180° using either a linear, nearest neighbor or
cubic interpolation randomly. With a probability p = 0.2 either additive Gaussian noise (µ = 0, σ ∈ (0., 0.05)
randomly chosen), Gaussian blur (σ = 0.1), or coarse dropout (rate of dropout of 10% per channel, superpixel
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Figure 6: This example image pair of the test set shows the different usage of the data introduced and
registered in [29]. The registration problem becomes harder by using the cropped patches marked
in green, as larger structures that can aid the registration are not available. The GT of the dataset as
obtained in [29] by a manual user choosing landmarks was performed on the large images to the left,
while the manual registrations in our evaluation are performed on the patches to the right as described
in 4.2.
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Figure 7: Variation in manual annotation errors across test patches (blue dots represent errors of
individual annotators) compared to the best performing registration methods, αAMD and SIFT,
applied on CoMIRs. The parameters σˆ are estimated along with their 95% confidence interval
(Rayleigh distribution).
size of 5%) is applied or the edge image is taken. Lastly, each channel is multiplied randomly (p=0.3) by a value
in (0.9, 1.1). The models were trained for 5 epochs.
Experiments on Biomedical Dataset For generating 1-channel CoMIRs for the multimodal registration ex-
periments, stochastic gradient descent was used with a learning rate of 1e− 2, a weight decay of 1e− 5 and
a momentum of 0.9. Temperature τ was set to 0.5, the batch size to 32, and the steps per epoch to 32. The
gradient norm was limited to 1. L1 activation decay was set to 1e − 4, L2 activation decay to 1e − 4. To
generate a batch, patches of size 128× 128 were cropped from the training image and the data augmentation
consisted of flips (p = 0.5) and random integer rotations by up to ±180° using either a linear, nearest neighbor
or cubic interpolation randomly. The models were trained for 23 epochs in the efficient mode of the model
implementation.
Registration using α-AMD For α-AMD, 3 resolution levels were used with sub-sampling factors given by
4, 2, 1 and Gaussian smoothing σ given by 12, 5, 1 respectively. A SGD optimizer was used with a momentum
of 0.9, and step-sizes (2, 2, 2 → 0.2) where the transition in the last resolution level is a linear interpolation
between 2 and 0.2, and a hard gradient clipping at a magnitude of 1, parameter-wise. The logistic function
(without temperature) is applied to the CoMIRs to map them into the range [0, 1], which is needed for the
method, and then the images were quantized into 7 (non-zero) levels. The number of iterations, per resolution
level, are 3000, 1000, 500 respectively. A sampling fraction of 0.005 was used. For the multistart version
of the method, three starts were chosen at rotations (in radians) in {−0.3, 0, 0.3}, and the registration with
the lowest final distance value was chosen as the output of the algorithm. We used a modified version of
an open-source implementation (https://github.com/MIDA-group/py_alpha_amd_release) of the method. We
provide the modified version in the github repository.
Registration using SIFT The SIFT implementation in Fiji 2.0.0 was used based on the
mpicbg.imagefeatures package. The feature descriptor size was set to 4 samples per row and col-
umn, the orientation bins for 8 bins per local histogram. The scale octaves were set to be in [128, 1024]px with
3 steps per scale octave and an initial σ of each scale octave equal to 1.6.
Registration by Mutual Information Registration by Mattes MI was implemented in Matlab 2019b using a
(1+1) evolutionary algorithm with an initial size of the search radius of 1e-5, a minimum size of the search radius
of 1.5e-8, a growth factor of the search radius of (1+1e-4) and a maximum number of iterations of 1500. The
number of spatial samples for the MI computation was 500 and the number of histogram bins 80. All pixels were
included in the overlap region. As registration by MI required 1-channel input, all 3-channel representations (BF
and GAN generated BF images) have been reduced to one channel by principal component analysis (PCA).
Registration by CurveAlign CurveAlign v5.0 Beta provides HSV color based registration of SHG and BF
images. The method was run with the default settings, however it was set to rigid registration, where the default
is affine. The code is provided in https://github.com/uw-loci/curvelets.
Manual Registration The registration was performed using in Fiji 2.0.0 with TrakEM 2. The mean error of the
corners after manual registration for ten randomly chosen images of the test set is shown in Fig. 7.
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Table 2: Number of successful registrations on the test set (N=134) for multiscale α-AMD, α-AMD,
SIFT, MI and CurveAlign which resulted in less than 1% pixel error (< 9px) and less than 5% pixel
error (< 42px). B̂F and ŜHG denote the fake images produced by a GAN image translation given the
respective other modality. 95% C.I. are Clopper-Pearson intervals.
Reg. Method MS α-AMD α-AMD SIFT MI CurveAlign
Input — — — — — — BF→ SHG SHG→ BF BF→ SHG
Originals Succ.(< 1% Err.) — — — — — — 7 [3; 14] 7 [3; 14] 22 [14; 32]
Succ.(< 5% Err.) — — — — — — 30 [21; 41] 29 [20; 40] 33 [24; 44]
Input A→ B B→ A A→ B B→ A A→ B B→ A A→ B B→ A —
CoMIR MSE Succ.(< 1% Err.) 72 [60; 84] 70 [58; 82] 49 [38; 61] 43 [33; 55] 75 [63; 86] 67 [55; 79] 7 [3; 14] 9 [4; 17] —
Succ.(< 5% Err.) 90 [78; 101] 87 [75; 98] 63 [51; 75] 54 [43; 66] 98 [87; 108] 93 [82; 103] 30 [21; 41] 30 [21; 41] —
Input A→ B B→ A A→ B B→ A A→ B B→ A A→ B B→ A —
CoMIR Cos. Succ.(< 1% Err.) 54 [43; 66] 53 [42; 65] 19 [12; 28] 18 [11; 27] 47 [36; 59] 52 [41; 64] 12 [6; 20] 11 [6; 19] —
Succ.(< 5% Err.) 62 [50; 74] 62 [50; 74] 34 [24; 45] 33 [24; 44] 67 [55; 79] 69 [57; 81] 29 [20; 40] 27 [18; 37] —
Input B̂F → BF ŜHG → SHG B̂F → BF ŜHG → SHG B̂F → BF ŜHG → SHG B̂F → BF ŜHG → SHG —
CycleGAN Succ.(< 1% Err.) — — — — 0 [0; 4] 0 [0; 4] 6 [2; 13] 5 [2; 11] —
Succ.(< 5% Err.) — — — — 0 [0; 4] 0 [0; 4] 30 [21; 41] 28 [19; 39] —
Input B̂F → BF ŜHG → SHG B̂F → BF ŜHG → SHG B̂F → BF ŜHG → SHG B̂F → BF ŜHG → SHG —
Pix2Pix Succ.(< 1% Err.) — — — — 0 [0; 4] 0 [0; 4] 6 [2; 13] 7 [3; 14] —
Succ.(< 5% Err.) — — — — 0 [0; 4] 0 [0; 4] 29 [20; 40] 30 [21; 41] —
Input B̂F → BF ŜHG → SHG B̂F → BF ŜHG → SHG B̂F → BF ŜHG → SHG B̂F → BF ŜHG → SHG —
DRIT Succ.(< 1% Err.) — — — — 0 [0; 4] 0 [0; 4] 5 [2; 11] 6 [2; 13] —
Succ.(< 5% Err.) — — — — 0 [0; 4] 0 [0; 4] 31 [22; 42] 29 [20; 40] —
Alternative methods pix2pix, CycleGAN and DRIT train on image patches created and augmented in
the same way as for the gernation of CoMIRs, however the patches are not created during runtime but
before training. The code for the competing methods are provided in https://github.com/junyanz/
pytorch-CycleGAN-and-pix2pix for pix2pix and CycleGAN and https://github.com/HsinYingLee/
DRIT for DRIT.
The pix2pix and CycleGAN models were trained for 100 epochs with the initial learning rate of 2e − 4 and
another 100 epochs with a linearly decaying learning rate thereafter. Adam optimizer was used with β1 = 0.5.
The GAN-objective was lsgan, the discriminator architecture was a 70× 70 PatchGAN and a 9-block ResNet
for the generator architecture. 64 filters were used in the last convolutional layer of the generator as well as the
first generator of the discriminator. Instance normalization was used and no dropout for the generator. During the
test phase, the input image sizes were padded to minimum multiples of 256 (i.e. as the size of input images were
834, they were padded to 1024) due to the network architectures’ restriction for pix2pix [27] and CycleGAN
[62]. To avoid edge artefacts during inference, the padded borders were filled with the reflection of the vector
mirrored on the first and last values of the vector along each axis. The padded areas of translated images are
cropped off before further processing.
DRIT [34, 35] was adjusted to fit the registration task, by using the disentangled attribute representation of the
image for registration with the corresponding image, rather than using the disentangled attribute representation
of a random given image from the other modality. The discriminator had no normalization layers and its scale
was set to 3. The model was trained for 1200 epochs, with a learning rate decay for the last 600 epochs.
7.4 Results
In table 2 the number of successfully registered image pairs which resulted in less than 1% relative error to the
image width and length (< 9px), as well as 5% relative error (< 42px) is given for each applicable registration
method. Fig. 7 shows the results of the manual registration on ten image pairs from the test set together with the
result of the automated registration based on α-AMD and SIFT. Fig. 8 shows the error of registration results
based on MI with respect to the displacement of the corner points resulting from the transformation applied to
the image. To point out the importance of the extent of the transformation which needs to be recovered in case
of MI, SIFT results are also shown for comparison. Fig. 9 shows the eCDF of automatic registrations of the
biomedical test set on the CoMIRs learnt by using a critic based on MSE and cosine similarity. Fig. 10 shows
the influence weight initialization and a particular training image have on the CoMIRs (3 channels) generated of
an image patch of image zh12.tif in the Zurich test set. Fig. 11 shows the influence of temperature τ and the
choice of critic on the generated CoMIRs (3-channel) of zh12.tif.
7.4.1 Time Analysis
The experiments are run on an Intel(R) Core(TM) i9-7980XE CPU @ 2.60GHz (hyperthreading enabled) and a
Titan V (12GB) GPU. Table 3 shows the approximate time needed for registration using MI on the CPU versus
generating CoMIR and registration using SIFT. The inference includes the loading of the dataset and the time
reported includes generation and registration using each modality as a reference image (A→ B and B→ A).
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Figure 8: The mean registration error of the corner points vs. the mean displacement of corner
points is shown for registration by MI as well as SIFT. It can be seen that MI suffers from large
transformations and fails to detect a global extremum if the initial starting position of the optimization
is too far away. This depedence of the accuracy on the starting position can be observed for all
modalities. In contrast, SIFT does not depend on the extent of the transformation between the images
that have to be registered, as can be seen to the right.
Table 3: Approximate time for steps in registration pipelines given in seconds for the entire test set.
Device Preprocessing Registration using MI (Matlab) Preprocessing + Registration
CPU 1 worker 114 9593 9707
CPU 18 worker — 896 1010
Training 23 epochs Inference Registration using SIFT Inference + Registration
(Pytorch/Python) (Pytorch/Python) (Fiji/Java)
GPU 1345 49 — 324
CPU 1 worker — 2631 275 2906
CPU 18 worker — 1020 — 1295
While registration using MI will scale linearly with the number of image pairs which need to be registered, the
training of the proposed model can be considered constant overhead and the generation of CoMIRs takes only
0.2 seconds per image on a GPU. After training the inference can also be done on the CPU, albeit is slower,
but can be beneficial in a clinical setting where no access to a GPU can be given, or to encode images of large
spatial dimensions which do not fit onto a GPU. It should be noted that no parallelization attempt was made for
registration by SIFT nor for the preprocessing (turning the images to 1-channel images by PCA), which could
speed up the registration further.
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Figure 9: eCDF of the automatic registration methods over the biomedical test dataset for CoMIRs
produced by the MSE-based critic as well as the cosine similarity-based critic ((a) α-AMD, (b)
α-AMD MS, (c) SIFT and (d) MI). Wilcoxon tests between the results based on MSE and cosine
similarity are shown on the right side of each plot, along with the matched-pairs rank-biserial
correlation r (effect size)[30].
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(a) CoMIRs of models trained with different weight initializations and different images.
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(b) CoMIRs of models trained with different weight initializations and a unique common image.
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(c) CoMIRs of models trained with the same weight initialization and different images.
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(d) CoMIRs of models trained with the same weight initialization and a unique common image.
Figure 10: Different experiments were performed to show that a random weight initialization scheme
with a fixed seed yields similar models. Using a small training set increases the similarity of the
trained models. All models were trained on only one training image, either fixed or varying, depending
on the experiment. (a) and (c) have the 12th image omitted as they were trained on the same image as
the test image, used to create this figure.
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(a) CoMIRs of models trained with the MSE based critic.
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(b) CoMIRs of models trained with the cosine similarity based critic.
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(c) CoMIRs of models trained with the bilinear model based critic.
Figure 11: CoMIRs generated from models trained with different losses and temperatures τ . Top-rows
are generated with modality 1 (RGB), bottom rows with modality 2 (NIR). A high temperature makes
the CoMIRs more blurred. The models were initialized with the same seed.
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