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Re´sume´
On construit dans cet article une re´solution injective minimale dans la cate´gorie U des modules
instables sur l’alge`bre de Steenrod modulo 2, de la cohomologie de certains spectres obtenus a` partir de
l’espace de Thom du fibre´, associe´ a` la repre´sentation re´gulie`re re´duite du groupe abe´lien e´le´mentaire
(Z/2)n, au dessus de l’espace B(Z/2)n. Les termes de la re´solution sont des produits tensoriels de
modules de Brown-Gitler J(k) et de modules de Steinberg Ln introduits par S. Mitchell et S. Priddy.
Ces modules sont injectifs d’apre`s J. Lannes et S. Zarati, de plus ils sont inde´composables. L’existence
de cette re´solution avait e´te´ conjecture´e par Jean Lannes et le deuxie`me auteur. La principale indication
soutenant cette conjecture e´tait un re´sultat combinatoire de G. Andrews : la somme alterne´e des se´ries
de Poincare´ des modules conside´re´es est nulle.
Ce re´sultat a des conse´quences homotopiques et permet de de´montrer pour ces spectres un re´sultat
du type de la conjecture de Segal pour les classifiants des 2-groupes abe´liens e´le´mentaires [AGM85].
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1 Introduction
Dans une cate´gorie abe´lienne il est en ge´ne´ral difficile de construire explicitement des re´solutions in-
jectives ou projectives minimales. C’est en particulier le cas dans la cate´gorie des modules instables sur
l’alge`bre de Steenrod modulo 2 A. On sait tre`s bien de´crire les objets injectifs de la cate´gorie [LS89], de
plus comme ces modules sont cohomologie modulo 2 de spectres ou d’espaces (contrairement a` ce qu’il en
est pour les objets projectifs) ceci accroit l’inte´reˆt pour de telles constructions. Cependant en dehors de
quelques exemples et d’un re´sultat de W. H. Lin [Lin92], peu utilisable, tre`s peu de re´sultats ge´ne´raux sont
connus. On n’a meˆme pas de re´sultats de finitude approprie´ ge´ne´ral : par exemple si on sait que les modules
ayant un nombre fini de ge´ne´rateurs ont des re´solutions dont chaque terme est somme directe finie d’injectifs
inde´composables, on ne sait pas de´montrer l’analogue pour des modules instables dont l’enveloppe injective
est elle meˆme somme directe finie d’injectifs inde´composables (ce qui est la condition de finitude raisonnable
pour la cohomologie modulo 2 d’un espace de dimension infinie). Ce re´sultat est e´quivalent a` des conjectures
difficiles concernant des cate´gories de foncteurs entre espaces vectoriels sur le corps F2 ([Dja07]).
Dans cet article on se propose d’e´tudier un cas sugge´re´ par certaines identite´s combinatoires, en fait
on part d’une formule montrant qu’une somme alterne´e de se´ries formelles est nulle. Dans la mesure ou` a`
l’exception d’un terme les se´ries formelles qui apparaissent sont les se´ries de Poincare´ de modules instables
injectifs bien connus, que le terme restant est la se´rie de Poincare´ de la cohomologie d’un “spectre de
Thom” on espe`re re´aliser cette identite´ alge´briquement, c’est ce que nous faisons dans cet article, puis
ge´ome´triquement, ceci sera fait ailleurs. Mais le re´sultat alge´brique seul permet de de´duire des conse´quences
homotopiques, cela sera explique´ plus bas.
La fonction de partition de Minc ν(n) est de´finie comme le nombre de repre´sentations de l’entier n
en somme d’entiers ci : n = c1 + · · · + cm avec cm ≤ 2cm−1 ≤ · · · ≤ 2
m−1c1 = 2
m−1, m quelconque.
On note ν(m,n) le nombre des solutions pour lesquelles cm 6= 0, cm+1 = 0, m donne´. On pose µm(q) =∑
n ν(m,n)q
n. Dans [And81] G. Andrews montre que :
q2
n−1ℓm(q) =
m∑
i=0
(−1)iµi(q)ℓm−i(q) (A)
avec
ℓm(q) =
q(2−1)+(2
2−1)+...+(2m−1)
(1− q2−1) . . . (1 − q2m−1)
.
Soit U la cate´gorie des modules instables sur l’alge`bre de Steenrod modulo 2. Les se´ries formelles qui
apparaissent ci-dessus sont celles du produit tensoriel de modules de Steinberg Lm−i [MP83] et de Brown-
Gitler J(2i−1) [GLM92] qui sont des objets injectifs dans U . Le module de Steinberg Ln est un facteur direct
dans F2[x1, . . . , xn], le module de Brown-Gitler J(k) est lui un module fini caracte´rise´ par HomU(M,J(k)) ∼=
Mk∗. La se´rie de Poincare´ de Lj est ℓj , celle de J(2
h − 1) est µh.
Le terme de gauche de l’e´galite´ (A) est la se´rie de Poincare´ du sous-module L′n = ωnLn ⊂ Ln. Ici ωn est
le produit de toutes les formes line´aires non-nulles, c’est-a`-dire la classe d’Euler de la somme de Whitney de
tous les fibre´s en droites non triviaux sur B(Z/2)n. C’est la cohomologie d’un spectre de Thom approprie´
[Tak99] (voir 6.1 ). La se´rie de Poincare´, ℓ′n, de L
′
n ve´rifie alors ℓ
′
n = t
2n−1ℓn. Pour un espace vectoriel
gradue´ V on notera P (V ) sa se´rie de Poincare´. Le re´sultat d’Andrews dit que :
2
−P (L′n) + P (Ln) +
n∑
s=1
(−1)sP (Ln−s ⊗ J(2
s − 1)) + (−1)nP (J(2n − 1)) = 0.
Ceci sugge`re la construction d’une re´solution injective pour L′n. Voici le premier re´sultat :
The´ore`me 1.1 Pour tout n ≥ 1, il existe une re´solution injective minimale dans U :
0→ L′n → Ln → Ln−1 ⊗ J(1)→ Ln−2 ⊗ J(3)→ · · · → L1 ⊗ J(2
n−1 − 1)→ J(2n − 1)→ 0.
On notera fs,n pour les morphismes interme´diaires
Ln−s+1 ⊗ J(2
s−1 − 1)→ Ln−s ⊗ J(2
s − 1).
On a en corollaire :
The´ore`me 1.2 Soit n ≥ 2 et soit le sous-ensemble de Z× Z de´termine´ par :
An = {t− s ≤ −2
n−2 − n}
On a
Exts,tA (Z/2, L
′
n)) =
{
Z/2 si (s, t) ∈ {(n, 1− 2n), (n+ 1, 1− 2n−1)},
0 si (s, t) ∈ An \ {(n, 1− 2
n), (n+ 1, 1− 2n−1)}.
Ainsi qu’on l’a dit L′n est cohomologie modulo 2 d’un spectre qui est obtenu comme suit. L’idempotent de
Steinberg en = B¯nΣ¯n ∈ F2[GLn] induit une application sur ΣB(Z/2)
n, le te´lescope de cette application est
(a` suspension pre`s) le spectreM(n) de cohomogieMn (voir ci-dessous). On peut aussi appliquer l’idempotent
a` l’espace de Thom du fibre´ r˜egn de base B(Z/2)
n [Tak99] qui est somme de tous les fibre´s en droites non
triviaux sur B(Z/2)n. On obtient alors comme te´lescope de cette application (a` suspension pre`s c’est un
espace) un spectre L(n) de cohomologie Ln. On peut encore appliquer cette proce´dure au fibre´ r˜eg
⊕2
n . On
obtient alors comme te´lescope de cette application (a` suspension pre`s c’est un espace) un spectre L′(n) de
cohomologie L′n. Cette construction a e´te´ introduite par Shin-ishiro Takayasu [Tak99] et sera de´taille´e en
6.1
Le the´ore`me suivant a lieu pour ce spectre (a` 2-comple´tion pre`s), c’est un analogue de la conjecture de
Segal (forme faible) [AGM85, LZ87] :
The´ore`me 1.3 1. Pour n ≥ 2, on a
πk(L′(n)) =
{
Z/2 si k ∈ {n+ 2n − 1, n+ 2n−1},
0 si k ∈ [n+ 2n−2,+∞) \ {n+ 2n − 1, n+ 2n−1}.
2. Pour le spectre L′(1), on a π1(L′(1)) = 0, π2(L′(1)) = Z2 (l’anneau des entiers 2-adique) et π
k(L′(1)) =
0 si k > 2.
En fait il semble clair que ces calculs peuvent eˆtre pousse´s plus loin, mais cela implique le calcul du
foncteur division par les modules Ln pour n ≥ 2 sur l’alge`bre de Dickson, ici on a seulement utilise´ le cas
n = 1. Ceci sera e´tudie´ ailleurs.
L’article est organise´ comme suit. Dans la section 2, on rappelle des re´sultats concernant le facteur
de Steinberg et les modules de Brown-Gitler. Dans la section 3 on de´montre le the´ore`me 1.1 modulo une
pre´sentation de certains modules de Brown-Gitler, celle ci est le coeur de l’argument et est donne´e en section
4. Dans la section 5 on donne des applications pour les groupes d’extensions et on de´montre le the´ore`me
1.2. A l’aide de la suite spectrale d’Adams, on de´montre le the´ore`me 1.3 dans la section 6.
Les auteurs remercient le PICS Formath Vietnam du CNRS de les avoir soutenus en facilitant leurs
rencontres. Ils sont aussi reconnaissants a` N. Kuhn pour ses commentaires utiles et pour avoir attire´ leur
attention vers la tour de Goodwillie de l’identite´ e´value´e en sphe`res impaires. Ils remercient e´galement G.
Powell de ses remarques judicieuses.
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2 Modules instables injectifs
Dans cette section on rappele ce qu’il convient sur les modules instables injectifs.
2.1 Les modules de Steinberg
Soit GLn := GLn(F2) le groupe des matrices n×n inversibles a` coefficients dans le corps a` deux e´le´ments
F2. Ce groupe ope`re a` gauche sur l’alge`bre polynomiale gradue´e F2[x1, . . . , xn] (chaque ge´ne´rateur xi e´tant
de degre´ 1) par la formule
(σ · f)(x1, . . . , xn) := f(
n∑
j=1
σj,1xj , . . . ,
n∑
j=1
σj,nxj),
ou`σ = (σi,j)n×n ∈ GLn et f ∈ F2[x1, . . . , xn]. Cette action s’e´tend e´videmment au semi-groupe de
toutes les matrices Mn(F2). L’alge`bre polynomiale F2[x1, . . . , xn] est isomorphe a` la cohomologie modulo
2, H∗(B(Z/2)n;F2), de l’espace B(Z/2)
n. Cette cohomologie est un module instable sur A, l’alge`bre de
Steenrod modulo 2, et les actions ci-dessus sont A-line´aires.
Soit S un sous-ensemble du groupe GLn. On note S¯ ∈ F2[GLn] la somme de tous les e´le´ments de S. On
conside`re les cas du sous-groupe de Borel Bn des matrices triangulaires supe´rieures et du sous-groupe Σn
des permutations. L’idempotent de Steinberg, en, est de´fini par par la formule
en = B¯nΣ¯n.
Proposition 2.1 ([Ste56]) On a e2n = en et le module F2[GLn]en est projectif et absolument irre´ductible.
S. Mitchell et S. Priddy de´finissent le module de Steinberg [MP83] en the´orie des modules instables par :
Mn := en · F2[x1, . . . , xn].
Comme A ope`re de manie`re naturelle a` gauche sur F2[x1, . . . , xn] l’espace vectoriel Mn est un sous-A-
module de F2[x1, . . . , xn]. D’apre`s le the´ore`me de Carlsson-Miller [Mil84] F2[x1, . . . , xn] est injectif dans la
cate´gorie U , comme Mn en est un facteur direct il est e´galement injectif.
On notera que dans [MP83] l’action est a` droite et que nous travaillons avec une action a` gauche. La
version de Mn que nous utilisons n’est donc pas invariante par le groupe syme´trique mais par le sous-
groupe de Borel Bn. La proposition 2.6 de [MP83] montre que quand applique les deux idempotents, B¯nΣ¯n
et Σ¯nB¯n, a` un A − GLn-module (module instable ayant une GLn- action compatible ) on obtient des
modules instables isomorphes, les isomorphismes e´tant donne´s par B¯n et Σ¯n.
L’alge`bre de Dickson D(n) est l’alge`bre des e´le´ments invariants sous l’action du groupe GLn dans
F2[x1, . . . , xn], elle est polynoˆmiale en des ge´ne´rateurs de degre´ 2
n − 2n−1,. . . , 2n − 2i, . . . , 2 − 1. Soit ωn
l’invariant de Dickson supe´rieur en degre´ 2n − 1 : c’est le produit de toutes les formes line´aires non-nulles,
soit
ωn = det(x
2i−1
j )1≤i,j≤n,
c’est aussi la classe d’Euler de la somme de tous les fibre´s en droites re´elles non triviaux sur B(Z/2)n).
Proposition 2.2 ([MP83, Kuh87]) Le module instable Mn est un module sur l’alge`bre de Dickson D(n).
Le sous-espace vectoriel gradue´ Ln = ωnMn ⊂ Mn est un sous module instable. De plus il y a un isomor-
phisme de A-modules :
Mn ∼= Ln ⊕ Ln−1.
Cet isomorphisme est rigide.
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La de´composition des modules instablesMn−1 ∼= Ln⊕Ln−1 correspond a` une de´composition en = ǫn+ǫ
′
n
dans l’alge`bre du semi-groupe des matrices F2[Mn(F2)]. Les e´le´ments ǫn et ǫ
′
n sont des idempotents primitifs
et orthogonaux, ǫ′n est constitue´ de matrices singulie`res.
Par de´finition, M1 est la cohomologie H
∗(BZ/2;F2). On en de´duit que L1 est la cohomologie re´duite
H˜(BZ/2;F2). En identifiant L
⊗n
1 a` l’ide´al de F2[x1, · · · , xn] engendre´ par x1 · · ·xn, on peut ve´rifier que
Proposition 2.3 Ln = en · L
⊗n
1 = ωnMn =
⋂n−1
i=1 L
⊗i−1
1 ⊗ L2 ⊗ L
⊗n−i−1
1 .
Celle-ci sera de´montre´e en appendice en utilisant la relation qui existe entre les idempotents de Steinberg
et l’alge`bre de Hecke EndF2[GLn](1
GLn
Bn
) e´tudie´e par N. Kuhn [Kuh84].
Pour tout 1 ≤ k ≤ n, l’inclusion
n−1⋂
i=1
L⊗i−11 ⊗ L2 ⊗ L
⊗n−i−1
1 ⊂
( k−1⋂
i=1
L⊗i−11 ⊗ L2 ⊗ L
⊗n−i−1
1
)
∩
( n−1⋂
i=k+1
L⊗i−11 ⊗ L2 ⊗ L
⊗n−i−1
1
)
de´finit une inclusion canonique δ : Ln →֒ Lk ⊗ Ln−k. Il est clair que δ est coassociative. On obtient donc
une structure de F2-coalge`bre sur L∗ :=
⊕
i≥0 Li qui me´ritera une e´tude ailleurs.
La se´rie de Poincare´ d’un espace vectoriel gradue´ V est de´finie par P (V ) = P (V, t) :=
∑
d dimV
dtd, ou`
V d de´signe la partie de degre´ d de V . On conside`re aussi la se´rie de Poincare´ de l’espace vectoriel sous-jacent
d’un module instable M , on la notera aussi P (M) par abus. On a :
Proposition 2.4 ([MP83]) La se´rie de Poincare´ de Ln, note´e ℓn, est donne´e par
ℓn =
n∏
i=1
t2
i−1
1− t2i−1
.
En fait Mitchell et Priddy montrent qu’en tant qu’espace vectoriel gradue´, Σ¯nB¯n · F2[x1, . . . , xn] a une
base forme´e par les e´le´ments
Sqi1+1 · · · Sqin+1(
1
x1 · · ·xn
)
ou`i1 > 2i2 > · · · > 2
n−1in ≥ 0. La copie de Mn que l’on conside`re a donc pour base les e´le´ments
B¯n · Sq
i1+1 · · · Sqin+1(
1
x1 · · ·xn
).
The´ore`me 2.5 En tant que F2-espace vectoriel gradue´, le module Mn a une base forme´e par les e´le´ments
en · ω
i1−2i2
1 · · ·ω
in−1−2in
n−1 ω
in
n ,
ou` i1 > 2i2 > · · · > 2
n−1in ≥ 0. Ici ωk ∈ F2[x1, · · · , xk].
Ceci sera de´montre´ en appendice. On notera que le´le´ment en·ω
i1−2i2
1 · · ·ω
in−1−2in
n−1 ω
in
n est de degre´ i1+· · ·+in.
2.2 Les modules de Brown-Gitler
Soit J(k) le A-module de Brown-Gitler (cf. [Sch94, Chapter 2]). En degre´ k, l’espace vectoriel gradue´
J(k) est e´gal a` F2, engendre´ par un e´le´ment note´ ιk. Le module J(k) est caracte´rise´ par le fait que la
transformation naturelle qui a` f ∈ HomU(M,J(k)) associe sa restriction en degre´ k, qui est donc dans le
dual Mk∗, est une e´quivalence naturelle :
HomU (M,J(k) ∼= M
k∗.
5
En particulier si un A-module instable M est de dimension 1 en degre´ k, alors il existe un et un seul
morphisme A-line´aire non nul de degre´ ze´ro de M dans J(k) ; ce morphisme envoie sur ιk l’e´le´ment non nul
de Mk (la partie de degre´ k de M).
H. Miller a donne´ dans [Mil84] une description globale des J(k) en conside´rant leur somme directe. Il
introduit l’objet bigradue´ J∗∗ de´termine´ par J
ℓ
k = J(k)
ℓ. Cet objet est en fait une alge`bre bigradue´e, dote´e
d’une structure de module instable pour laquelle la formule de Cartan a lieu. En fait Miller de´montre que
([Sch94, Chapter 2]) :
Proposition 2.6 On a
J∗∗
∼= F2[tˆi | i ≥ 0]
avec tˆi ∈ J(2
i)1 de bidegre´ (1, 2i). La structure de A-module instable de J∗∗ est de´termine´e par
Sq1(tˆi) = tˆ
2
i−1, i ≥ 1, Sq
1(tˆ0) = 0
et la formule de Cartan. Le module J(k) s’identifie au sous-espace engendre´ par les monoˆmes de second
degre´ k, i.e. par les tˆα00 · · · tˆ
αi
i avec
∑
h αh2
h = k.
Soit maintenant Ωk l’ensemble des suites d’entiers (i1, . . . , ik) telles que
0 < i1 ≤ 2i2 ≤ 4i3 ≤ · · · ≤ 2
k−1ik = 2
k−1.
La k-ie`me fonction ge´ne´ratrice de Minc µk, est donne´e par
µk(t) =
∑
d≥0
|Ωdk|t
d =
∑
Ωk
ti1+···+ik ,
Ωdk e´tant le sous ensemble de Ωk constitue´ par les partitions de somme d.
Proposition 2.7 ([Sch94, p. 57]) Soit k ≥ 1, on a P (J(2k − 1)) = µk.
Dans la re´fe´rence ceci est propose´ en exercice. La de´monstration re´sulte de 2.6. Partant du monoˆme
tˆα00 · · · tˆ
αk−1
k−1 ∈ J(2
k − 1)d, on pose
i1 =
α0
2
+
1
2
, i2 =
α1
2
+
α0
4
+
1
4
, . . . , ik =
αk−1
2
+ · · ·+
α0
2k
+
1
2k
= 1.
On ve´rifie facilement que les ih sont des entiers, et que la suite (i1, . . . , ik) est dans Ω
d
k. Inversement partant
d’une suite (i1, . . . , ik) ∈ Ω
d
k, les formules
α0 = 2i1 − 1, α1 = 2i2 − i1, . . . , αk−1 = 2ik − ik−1
de´terminent un monoˆme comme ci-dessus, fournissant l’application re´ciproque. Le re´sultat suit.
2.3 Le the´ore`me de Lannes-Zarati
Enfin on rappelle que :
The´ore`me 2.8 Le module instable Lh ⊗ J(k) est injectif dans la cate´gorie U .
C’est un cas particulier du re´sultat principal de Lannes et Zarati dans [LZ86]. Par ailleurs, il re´sulte de
[LS89] que ce module est inde´composable.
6
3 Construction des morphismes et exactitude
Dans cette section on construit les morphismes du complexe, puis on de´montre l’exactitude, modulo une
pre´sentation du module de Brown-Gitler J(2k − 1) qui sera faite dans la section suivante.
3.1 Construction des morphismes
Rappelons que L1, e´tant la cohomologie re´duite de BZ/2, s’identifie a` l’ide´al (x) ⊂ F2[x]. On note
πs : L1 → J(2
s) l’unique morphisme non trivial qui envoie x2
s
sur la classe fondamentale ι2s de J(2
s).
De´finissons le morphisme fs,n comme suit :
Ln−s+1 ⊗ J(2
s−1 − 1)
fs,n //
δ⊗id

Ln−s ⊗ J(2
s − 1)
Ln−s ⊗ L1 ⊗ J(2
s−1 − 1)
id⊗πs−1⊗id // Ln−s ⊗ J(2s−1)⊗ J(2s−1 − 1)
id⊗µ
OO
Ici µ : J(2s−1) ⊗ J(2s−1 − 1) → J(2s − 1) est la multiplication, qui est l’unique morphisme non trivial et
δ : Ln−s+1 → Ln−s ⊗ L1 la comultiplication de la F2-coalge`bre L∗. Par convention, l’inclusion naturelle
L′n →֒ Ln se note f0,n.
Proposition 3.1 fs+1,n ◦ fs,n = 0 pour 1 ≤ s ≤ n− 1.
De´monstration On va se ramener au cas n = 2. Graˆce a` la coassociativite´ de δ et a` l’associativite´ de µ, la
compose´e fs+1,n ◦ fs,n, pour 1 ≤ s ≤ n− 1, se factorise alors comme suit :
Ln−s+1 ⊗ J(2
s−1 − 1)
δ⊗id //
δ⊗id

fs+1,n◦fs,n
++
Ln−s−1 ⊗ L2 ⊗ J(2
s−1 − 1)
id⊗δ⊗id

Ln−s ⊗ L1 ⊗ J(2
s−1 − 1)
δ⊗id⊗id // Ln−s−1 ⊗ L1 ⊗ L1 ⊗ J(2s−1 − 1)
id⊗πs⊗πs−1⊗id

Ln−s−1 ⊗ J(2
s+1 − 1) Ln−s−1 ⊗ J(2
s)⊗ J(2s−1)⊗ J(2s−1 − 1).
id⊗µoo
A cause du corollaire 3.3 ci-dessous, on a µ◦◦πs⊗πs−1◦δ = 0, ici µ de´signe la multiplication J(2
s)⊗J(2s−1 →
J(2s + 2s−1). Et donc fs+1,n ◦ fs,n = 0 pour 1 ≤ s ≤ n− 1. 
On part de la base comme espace vectoriel gradue´ du facteur L2 constitue´e par les e´le´ments e2 ·ω
a−2b
1 ω
b
2
avec a > 2b > 0.
Lemme 3.2 Si a > 2b > 0 et a + b = 2i + 2i−1, alors l’expression de e2 · ω
a−2b
1 ω
b
2 comme somme de
monoˆmes distincts ne contient pas x2
i
1 x
2i−1
2 .
De´monstration Notons que les conditions du lemme impliquent que i > 1. On a
e2 · ω
a−2b
1 ω
b
2 = [x
a−2b
2 + (x1 + x2)
a−2b]xb1x
b
2(x1 + x2)
b
=
b∑
j=1
(
(
b
j
)
+
(
a− b
j
)
)xb+j1 x
a−j
2 +
a−b∑
j=b+1
(
a− b
j
)
xb+j1 x
a−j
2 .
Comme a > 2b et a+ b = 2i + 2i−1, on voit que a > 2i et b < 2i−1. Posons a = 2i + c et b = 2i−1 − c avec
0 < c < 2i−1. On en de´duit que le premier terme dans la somme ci-dessus ne peut contenir x2
i
1 x
2i−1
2 . D’autre
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part, le coefficient de x2
i
1 x
2i−1
2 dans le deuxie`me terme est
(
a−b
2i−b
)
. Supposons que c = 2tc′ avec 0 ≤ t < i− 1
et c′ impair. On a alors(
a− b
2i − b
)
=
(
2i−1 + 2c
2i−1 + c
)
=
(
2i−1 + 2c
c
)
=
(
2i−1 + 2t+1c′
2tc′
)
=
(
2i−1−t + 2c
c′
)
= 0
car 2i−1−t + 2c est pair alors que c′ est impair. 
Il suit :
Corollaire 3.3 La compose´e
L2 →֒ L1 ⊗ L1
πi⊗πi−1
−−−−−→ J(2i)⊗ J(2i−1)
µ
−→ J(2i + 2i−1)
est nulle pour tout i ≥ 1.
De´monstration Le cas i > 1 vient du lemme pre´ce´dent. Si i = 1, on ve´rifie que L2 est trivial en degre´s
infe´rieurs a` 4. 
3.2 De´monstration de l’exactitude
On commence par introduire l’application suivante :
gs : L
⊗s
1
πs−1⊗···⊗π0
−−−−−−−−→ J(2s−1)⊗ · · · ⊗ J(1)
µ
−→ J(2s − 1)
ou`µ est l’unique application non-triviale. On montrera dans la section suivante que :
Proposition 3.4 L’application gs est surjective. Le syste`me d’e´le´ments gs(x
i1
1 · · ·x
is
s ) avec (i1, . . . , is) ∈ Ωs
est une base de J(2s − 1).
Afin d’alle´ger les notations, on notera ωi1,...,in−s l’e´le´ment
en−s · ω
i1−2i2
1 · · ·ω
in−s−1−2in−s
n−s−1 ω
in−s
n−s
et gin−s+1,...,in l’e´le´ment
gs(x
in−s+1
n−s+1 · · ·x
in
n ).
La proposition suivante est la conse´quence de la proposition pre´ce´dente et de 2.5.
Proposition 3.5 Soit 0 ≤ s ≤ n. En tant qu’espace vectoriel gradue´, Ln−s ⊗ J(2
s − 1) a une base forme´e
par les e´le´ments
ωi1,...,in−s ⊗ gin−s+1,...,in ,
avec i1 > 2i2 > · · · > 2
n−s−1in−s > 0 < in−s+1 ≤ 2in−s+2 ≤ · · · ≤ 2
s−1in = 2
s−1.
Pour 1 ≤ s ≤ n, notons A(s, d) l’ensemble des e´le´ments de cette base qui ve´rifient i1 + · · · + in = d et
in−s ≤ 2in−s+1, B(s, d) l’ensemble de ceux qui ve´rifient i1 + · · ·+ in = d et in−s > 2in−s+1.
Pour s = 0, notonsA(0, d) l’ensemble des ωi1,...,in avec i1+· · ·+in = d et i1 > 2i2 > · · · > 2
n−1in = 2
n−1,
B(0, d) l’ensemble des ωi1,...,in avec i1 + · · ·+ in = d et i1 > 2i2 > · · · > 2
n−1in > 2
n−1.
Il est clair qu’en degre´ d, la dimension de Ln−s⊗J(2
s−1) est |A(s, d)|+|B(s, d)|, la somme des cardinaux
de A(s, d) et B(s, d). De plus |A(s, d)| = |B(s+ 1, d)|.
Lemme 3.6 Soit 1 ≤ s ≤ n. Alors en degre´ d, dim imfs,n ≥ |A(s− 1, d)|.
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De´monstration D’apre`s 7.2, on a
ωi1,...,in−s+1 = ωi1,...,in−s · x
in−s+1
n−s+1 +
∑
i
fi · x
i
n−s+1
pour certains i > in−s+1 et fi ∈ F2[x1, . . . , xn−s] · ωn−s. D’ou`
fs,n(ω
i1,...,in−s+1 ⊗ gin−s+2,...,in) = ωi1,...,in−s ⊗ gin−s+1,...,in +
∑
i
yi ⊗ zi
pour certains yi ∈ Ln−s et zi ∈ J(2
s − 1). Comme deg zi > deg g
in−s+1,...,in , il suit facilement de cette
formule que les e´le´ments de fs,n(A(s − 1, d)) sont line´airement inde´pendents. 
On de´montre l’exactitude de la suite dans le the´ore`me 1.1 :
0→ L′n → Ln
f1,n
−−→ Ln−1 ⊗ J(1)→ Ln−2 ⊗ J(3)→ · · · → L1 ⊗ J(2
n−1 − 1)
fn,n
−−−→ J(2n − 1)→ 0.
L’exactitude en Ln est facile de ve´rifier en utilisant 7.2 et la de´finition de L
′
n. L’exactitude en J(2
n − 1),
i.e. la surjectivite´ de fn,n, sera montre´e dans la section 4. Soit 1 ≤ s ≤ n− 1. D’apre`s 3.6, en tout degre´ d,
on a
dim imfs,n + dim imfs+1,n ≥ |B(s, d)|+ |A(s, d)|
= dimLn−s ⊗ J(2
s − 1).
Comme imfs,n ⊂ ker fs+1,n, il suit que cette ine´galite´ est en fait une e´galite´ et donc dim imfs,n =
dim kerfs+1,n. Cela prouve l’exactitude en Ln−s ⊗ J(2
s − 1) pour 1 ≤ s ≤ n− 1. Le re´sultat suit.
4 Une pre´sentation de J(2n − 1)
4.1 La pre´sentation de J(2n − 1)
Dans cette section on donne une description de J(2n − 1) comme quotient de l’ide´al (x1 · · ·xn) ⊂
F2[x1, . . . , xn]. D’apre`s 2.6 J(2
n− 1) est le sous-module de J∗∗ qui admet pour base les monoˆmes de second
degre´ 2n − 1, c’est-a`-dire les monoˆmes tˆα00 . . . tˆ
αk−1
k−1 tels que
∑n−1
h=0 αh2
h = 2n − 1.
On de´signera par MP (i) le sous-module L⊗i−11 ⊗ L2 ⊗ L
⊗n−i−1
1 , 1 ≤ i ≤ n − 1 et par MP (n) le
sous-module L⊗n−11 ⊗ L
′
1. On conside`re donc :
gn : L
⊗n
1
πn−1⊗···⊗π0
−−−−−−−−→ J(2n−1)⊗ · · · ⊗ J(1)
µ
−→ J(2n − 1).
Par 3.3 et le fait que π0(L
′
1) est trivial, le noyau de gn contient la somme MP (1) + · · ·+MP (n).
The´ore`me 4.1 L’application gn est surjective et induit un isomorphisme de modules instables
L⊗n1
MP (1) + · · ·+MP (n)
∼= J(2n − 1).
De´monstration En supposant que gn est surjectif, la de´monstration de l’isomorphisme se fait comme suit.
On rappelle que Ωn est l’ensemble des suites d’entiers (i1, . . . , in) telles que
0 < i1 ≤ 2i2 ≤ 4i3 ≤ · · · ≤ 2
n−1in = 2
n−1.
En tant qu’espace vectoriel gradue´ le module quotient ci-dessus est engendre´ par les e´le´ments gn(x
i1
1 · · ·x
in
n )
avec (i1, . . . , in) ∈ Ωn. En effet, soit un e´le´ment gn(x
a1
1 · · ·x
an
n ) pour lequel on a ai > 2ai+1. A l’aide de
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MP (i), il peut s’e´crire comme somme d’e´le´ments gn(x
a1
1 · · ·x
ai−1
i−1 ·x
a′i
i ·x
a′i+1
i+1 ·x
ai+2
i+2 · · ·x
an
k ) avec a
′
i+a
′
i+1 =
ai + ai+1 et a
′
i < ai :
xaii x
ai+1
i+1 ≡
ai+1∑
j=1
(
(
ai+1
j
)
+
(
ai − ai+1
j
)
)x
ai+1+j
i x
ai−j
i+1 +
ai−ai+1−1∑
j=ai+1+1
(
ai − ai+1
j
)
x
ai+1+j
i x
ai−j
i+1 .
Une ite´ration e´vidente -tenant compte de MP (n)- donne le re´sultat.
Utilisant la se´rie de Poincare´ 2.7 de J(2n − 1), on observe qu’en tout degre´ la dimension de l’image de
gn est infe´rieure ou e´gale a` celle de J(2
n − 1). On obtient alors l’isomorphisme souhaite´. 
4.2 Surjectivite´ de gn
Le reste de la section est consacre´ a` la de´monstration de la surjectivite´ de gn. On proce`de comme suit.
Soit V un espace vectoriel de dimension n. On va montrer qu’il y a un morphisme surjectif de H∗(V ) vers
J(2n − 1), puis on montrera que
HomU(H
∗(V ), J(2n − 1)) ∼= H2n−1(V )
est un F2[End(V )]-module cyclique de ge´ne´rateur gn. La surjectivite´ de gn est alors e´vidente.
Pour la premie`re partie de l’argument on se sert de l’action tordue, introduite par N. Campbell et P.
Selick [CS90], de l’alge`bre de Steenrod sur l’alge`bre polynomiale.
On conside`re l’alge`bre polynomiale F2[t0, . . . , tn−1], ti e´tant de degre´ 1. L’action tordue de l’alge`bre de
Steenrod sur celle-ci est de´termine´e par :
Sq1(ti) = t
2
i−1, 1 ≤ i ≤ n− 1, Sq
1(t0) = t
2
n−1
et la formule de Cartan. Campbell et Selick montrent alors que, en tant que modules instables, les alge`bres
F2[t0, . . . , tn−1] (avec l’action tordue de A) et F2[x1, . . . , xn] (munie de l’action classique de A) sont iso-
morphes.
On introduit une bigraduation sur F2[t0, . . . , tn−1] en imposant que pour chaque ti le second degre´ soit
w(ti) = 2
i (comme pour J∗∗ plus haut).
Le module instable F2[t0, . . . , tn−1] admet alors une de´composition en somme directe de 2
n − 1 sous-
modules instables, chaque facteur, soit F2[t0, . . . , tn−1]i, e´tant le sous-module engendre´ par les monoˆmes
dont le second degre´ est congru modulo 2n − 1 a` i. On observe si f ∈ F2[t0, . . . , tn−1] alors
Sq1(t0f) = t0Sq
1(f) + t2nf, w(t
2
nf) = w(t0f) + 2
n − 1
donc le sous-espace vectoriel gradue´ engendre´ par les monoˆmes dont le second degre´ est supe´rieur a` une
valeur donne´e est un sous-module instable.
Pour un e´le´ment f ∈ J∗∗
∼= F2[tˆi | i ≥ 0] on a
Sq1(t0f) = t0Sq
1(f).
On conside`re alors la surjection e´vidente qui envoie F2[t0, . . . , tn−1] sur le module de Brown-Gitler
J(2n − 1) ⊂ J∗∗ : elle envoie sur 0, les monoˆmes de degre´ supe´rieur a` 2
n − 1, et ceux de second degre´ non
congruents a` 2n − 1. On peut voir e´galement cette application comme e´tant la compose´e de l’application
d’alge`bre de F2[t0, . . . , tn−1] vers J
∗
∗ qui envoie ti vers tˆi, suivie de la projection sur J(2
n − 1).
Si la premie`re application n’est pas A-line´aire on ve´rifie facilement que la compose´e l’est par les argu-
ments donne´s ci-dessus.
On obtient ainsi un e´pimorphisme de H∗V sur J(2n − 1), V e´tant un espace vectoriel de dimension n.
On e´tudie maintenant le module d’homologie H2n−1(V ). L’alge`bre polynomiale S
∗(V ∗) = F2[x1, . . . , xn]
s’identifie a` la cohomologieH∗(V ) et, de manie`re duale, l’alge`bre a` puissances divise´es Γ∗(V ) = Γ(a1, . . . , an)
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s’identifie a` l’homologieH∗(V ). Les matrices a` coefficients dans F2 ope`rent a` gauche sur F2[x1, . . . , xn], donc
par dualite´ a` droite sur Γ(a1, . . . , an), par substitution line´aire des ge´ne´rateurs.
Pour toute suite d’entiers I = (i1, . . . , in), notons X
I = xi11 · · ·x
in
n et A
(I) = a
(i1)
1 · · · a
(in)
n : les XI
et les A(I) forment respectivement des bases duales de F2[x1, . . . , xn] et Γ(a1, . . . , an). Un multi-indice ou
monoˆme, I, XI A(I) qui ve´rifie is−1 ≥ 2is pour 1 < s ≤ n sera dit admissible.
Proposition 4.2 Le Mn-module Γ
2n−1(V ) est engendre´ par a
(2n−1)
1 · · ·a
(2)
n−1a
(1)
n . De manie`re e´quivalente,
pour tout e´le´ment P de S2
n−1(V ∗), il existe σ ∈ Mn(F2) tel que l’expression de σ · P comme somme de
monoˆmes distincts contienne x2
n−1
1 · · ·x
2
n−1xn.
La de´monstration de l’e´quivalence des deux e´nonce´s est laisse´e au lecteur.
Mettons l’ordre lexicographique sur les monoˆmes de F2[x1, . . . , xn]. Pour tout e´le´ment homoge`ne non-nul
P ∈ F2[x1, . . . , xn], soit m(P ) le plus grand monoˆme (par rapport a` l’ordre lexicographique) qui apparaˆıt
dans P .
On aura besoin du lemme suivant :
Lemme 4.3 Si m(P ) n’est pas admissible, alors il existe σ ∈Mn(F2) tel que m(σ · P ) > m(P ).
De´monstration Montrons la proposition par re´currence sur n. On passera au lemme apre`s. Le cas n = 1
est trivial. Supposons que n > 1 et que l’e´nonce´ est vrai pour n − 1. Cette hypothe`se implique que pour
tout Q ∈ F2[x2, . . . , xn] non nul de degre´ 2
n−1 − 1, il existe τ ∈Mn tel que τ ·Q contient x
2n−2
2 · · ·x
2
n−1xn.
Ici τ ne fait intervenir que les ge´ne´rateurs x2, . . . , xn.
Soit P ∈ F2[x1, . . . , xn] un e´le´ment quelconque non-nul de degre´ 2
n−1. Il faut montrer que σ ·P contient
x2
n−1
1 · · ·x
2
n−1xn pour un certain σ ∈ Mn. D’apre`s le lemme 4.3, on peut supposer que m(P ) = x
i1
1 · · ·x
in
n
est un monoˆme admissible. Si m(P ) est admissible c’est clair. Dans le cas contraire, en appliquant plusieurs
fois le lemme 4.3, on trouve un σ ∈Mn(F2) tel que m(P ) est admissible.
Mais alors i1 ≥ 2
n−1. Re´e´crivons P sous la forme P = x2
n−1
1 f +R, ou`f = f(x1, . . . , xn) et R ne contient
que des monoˆmes dont la puissance de x1 est infe´rieure a` 2
n−1.
Soit u une combinaison line´aire non nulle des ge´ne´rateurs x2, . . . , xn. Soit σu la matrice de´finie par la
substitution x1 := x1 + u. Posons Q = f(u, x2, . . . , xn). Le polynoˆme, en x2, . . . , xn, coefficient de x
2n−1
1
dans
σu · P = P (x1 + u, x2, . . . , xn) ∈ F2[x2, . . . , xn][x1]
est Q. On suppose d’abord que Q 6= 0. Or, par re´currence il existe τ ∈ Mn tel que τ · Q contient
x2
n−2
2 · · ·x
2
n−1xn. Comme τ ne fait pas intervenir x1, il suit que τσu · P contient x
2n−1
1 · · ·x
2
n−1xn.
Si f(u, x2, . . . , xn) = 0 pour toute combinaison line´aire non nulle u, alors f(x1, . . . , xn) est divisible par
x1 + u quelque soit u. Comme f est de degre´ 2
n−1 − 1, il suit que f =
∏
u(x1 + u) et x
2n−2
2 · · ·x
2
n−1xn
apparaˆıt dans f . D’ou` P lui-meˆme contient x2
n−1
1 · · ·x
2
n−1xn, la proposition est de´montre´e. 
De´monstration de 4.3 On met l’ordre lexicographique sur les monoˆmes de F2[x1, · · · , xn]. Pout tout
e´le´ment non-nul P ∈ F2[x1, · · · , xn], soitm(P ) le plus grand monoˆme (par rapport a` l’ordre lexicographique)
qui apparaˆıt dans P .
Soit m(P ) = xi1 · · ·xinn . Comme m(P ) n’est pas admissible, il existe 1 < s ≤ n tel que 2is > is−1. En
regroupant les monoˆmes de P , on le re´e´crit sous la forme P = xi11 · · ·x
is−2
s−2Qx
is+1
s+1 · · ·x
in
n + R, de manie`re
que m(R) < m(P ) et que Q = Q(xs−1, xs) ∈ F2[xs−1, xs] est un polynoˆme de degre´ is−1 + is qui ve´rifie
m(Q) = x
is−1
s−1 x
is
s .
Pour tout σ ∈ GLn qui correspond a` une substitution qui ne fait intervenir que xs−1, xs, les monoˆmes
de σ · R sont diffe´rents des monoˆmes de xi11 · · ·x
is−2
s−2 (σ · Q)x
is+1
s+1 · · ·x
in
n . Si on a m(σ · x
i1
1 · · ·x
is−2
s−2 (σ ·
Q)x
is+1
s+1 · · ·x
in
n ) > m(x
i1
1 · · ·x
is−2
s−2 (·Q)x
is+1
s+1 · · ·x
in
n ) on aura force´ment m(σ · P ) > m(P ).
On pose Q = xqs−1x
q
s(xs−1 + xs)
qQ′ avec Q′ ∈ F2[xs−1, xs] et l’entier q le plus grand possible.
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Dans le premier cas, Q′ contient un monoˆme xis−1. Celui-ci est force´ment m(Q
′), d’ou` m(Q) = x2q+is−1 x
q
s,
ce qui est absurde puisque m(Q) = x
is−1
s−1 x
is
s et 2is > is−1.
Dans le deuxie`me cas, Q′ contient un monoˆme xis. Soit σ ∈ GLn la matrice qui correspond a` la substi-
tution qui e´change xs−1 et xs. Alors
σ ·Q = Q(xs, xs−1) = x
q
s−1x
s
q(xs−1 + xs)
qQ′(xs, xs−1).
Il est clair que xis−1 = m(σ ·Q
′), d’ou` m(σ ·Q′) = x2q+is−1 x
q
s. Comme 3q + i = is−1 + is, on de´duit aise´ment
que m(Q) > x
is−1
s−1 x
is
s , d’ou` m(σ · P ) > m(P ).
Dans le troisie`me cas, Q′ est divisible par xs−1xs. Soit τ ∈ GLn la matrice qui correspond a` la substi-
tution qui transforme xs en xs−1 + xs. Alors dans
τ ·Q′ = Q′(xs−1, xs−1 + xs)
le terme qui ne comporte pas xs est e´gal a` Q
′(xs−1, xs−1). Puisque Q
′ n’est pas divisible par xs−1 + xs par
maximalite´ de q, ce terme est non nul et e´gal a` xis−1 pour un certain i > 0. Il suit que m(τ ·Q) = x
2q+i
s−1 x
q
s.
Comme 3q + i = is−1 + is, on a m(τ ·Q) > x
is−1
s−1 x
is
s , d’ou` m(τ · P ) > m(P ). 
5 Applications homologiques
Dans cette section on de´montre diverses conse´quences homologiques du the´ore`me 1.1.
On commence par
The´ore`me 5.1 La re´solution injective de L′n donne´e par 1.1 est minimale.
Cela re´sulte de ce que les modules instables Lh ⊗ J(k) sont inde´composables et deux a` deux distincts
[LS89].
Corollaire 5.2 L’e´le´ment µn ∈ Ext
n
U (J(2
n − 1), L′n) de´termine´ par cette re´solution injective est non nul.
Le corollaire re´sulte de ce que J(2n−1) est localement fini, alors que le plus grand sous-module localement
fini de L1⊗J(2
n−1− 1) est trivial. En effet ceci est conse´quence de ce que L1⊗J(2
n−1− 1) a une filtration
finie dont les quotients sont des suspensions de L1, voir aussi [Sch94, Chapter 6].
Corollaire 5.3 Soit M un module instable, n > 0,
1. ExtsU(M,L
′
n) = {0} si s > n ;
2. ExtsU(M,L
′
n) = {0} si s 6= n et M est localement fini ;
3. ExtsU(Σ
tM,L′n) = {0} si t > 2
s − 1.
De´monstration La premie`re proprie´te´ est claire, la seconde vient de ce que HomU (M,Lj ⊗ J(k)) est nul
si j > 0 car M est localement fini et Lj ⊗ J(k) a une partie localement finie triviale si j > 0. La troisie`me
re´sulte de ce qu’il n’y a pas d’applications non nulles de ΣhM dans Lk si h > 0. 
5.1 Groupes d’extension Exts,t
A
(Z/2, L′n), n ≥ 2
On conside`re ensuite le calcul des groupes d’extension Exts,tA (Z/2, L
′
n). A cet effet, on se sert des travaux
de J. Lannes et S. Zarati [LZ87] sur les foncteurs de´rive´s de la de´stabilisation.
On de´signe par M la cate´gorie dont les objets sont les A-modules gradue´s et dont les morphismes
sont les applications A-line´aires de degre´ ze´ro. La cate´gorie U des A-modules instables est alors une sous
cate´gorie pleine de M. On note D : M → U et on appelle foncteur de de´stabilisation l’adjoint a` gauche
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du foncteur oubli U → M. Le foncteur D est exact a` droite et on note Ds : M→ U , s ≥ 0, ses foncteurs
de´rive´s.
Pour tout module instable M et tout s ≥ 0, Lannes et Zarati ont explicite´ le module DsΣ
1−sM en
termes de la construction de Singer de M . En particulier, si D(s) et ωs de´signe respectivement l’alge`bre de
Dickson et l’invariant de Dickson supe´rieur de GLs sur F2[x1, · · · , xs], on a
Proposition 5.4 ([LZ87]) DsΣ
t(Z/2) ∼= Σs+tD(s)ωs+t−1s si s ≥ 0 et s+ t ≥ 1.
De´monstration Soit M un module instable. D’apre`s Lannes et Zarati [LZ87], on a DsΣ
1−sM ∼= ΣRsM ,
Rs(ΣM) ∼= ΣωsRsM et Rs(Z/2) ∼= D(s). Ici Rs(M) de´signe un certain sous-A-module de H
∗B(Z/2)s⊗M
de´pendant fontoriellement de M . On en deduit que
DsΣ
t(Z/2) = DsΣ
1−s(Σs+t−1Z/2) ∼= ΣRs(Σ
s+t−1
Z/2) ∼= Σs+tωs+t−1s Rs(Z/2)
∼= Σs+tD(s)ωs+t−1s .
La proposition est de´montre´e. 
Soit N un module instable. La suite spectrale de Grothendieck associe´e a` la compose´e des foncteurs
M
D // U
HomU (−,N) // F2-espaces vectoriels
est de la forme :
Ep,q2 := Ext
p
U (Dq(−), N)⇒ Ext
p+q
M (−, N).
t− s
s
Z/2
Z/2
0
−
n
−
2
n
−
2
−
n
−
2
n
+
1
−
n
−
2
n
−
1
n+ 1
n
An
Fig. 1 – Exts,tA (Z/2, L
′
n), n ≥ 2
Le the´ore`me 1.2 est la combinaison des trois propositions suivantes.
Proposition 5.5 On a Extn,1−2
n
A (Z/2, L
′
n) = Z/2.
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De´monstration On a une suite spectrale de Grothendieck :
ExtpU(DqΣ
2n−1
Z/2, L′n)⇒ Ext
n
M(Σ
2n−1
Z/2, L′n).
D’apre`s 5.4,
DqΣ
2n−1
Z/2 = Σq+2
n−1D(q)ωq+2
n−2
q .
Soit Σ˜ : U → U le foncteur adjoint a` droite du foncteur de suspension Σ: U → U . On rappelle que Σ˜(L ⊗
J(k)) = L ⊗ J(k − 1) si L est un module instable re´duit [Sch94]. On adopte la convention que J(k) = 0 si
k est ne´gatif. On de´duit alors de ce qui pre´ce`dent et de la re´solution injective de L′n que
ExtpU (DqΣ
2n−1
Z/2, L′n) =
{
0 si p 6= n,
HomU (DqΣ
2n−1
Z/2, J(2n − 1)) si p = n,
=
{
0 si (p, q) 6= (n, 0),
Z/2 si (p, q) = (n, 0).
Il suit que la suite spectrale de´ge´ne`re et l’on obtient
ExtnM(Σ
2n−1
Z/2, L′n)
∼= ExtnU (Σ
2n−1
Z/2, L′n)
∼= Z/2.
La proposition est de´montre´e. 
Remarque 5.6 On de´duit de la de´monstration ci-dessus que l’inclusion Σ2
n−1
Z/2 →֒ J(2n− 1) induit un
isomorphisme ExtnU (J(2
n − 1), L′n)
∼= ExtnM(Σ
2n−1
Z/2, L′n)
∼= Z/2 pour tout n ≥ 1. On peut alors de´finir
une classe non-nulle νn ∈ Ext
n
M(Σ
2n−1
Z/2, L′n) comme e´tant l’image de µn ∈ Ext
n
U(J(2
n − 1), L′n) par cet
isomorphisme. Une suite exacte des A-modules qui repre´sente νn sera donne´e dans 6.1.
Proposition 5.7 On a Extn+1,1−2
n−1
A (Z/2, L
′
n) = Z/2.
De´monstration On a une suite spectrale de Grothendieck :
ExtpU(DqΣ
2n−1−1
Z/2, L′n)⇒ Ext
n+1
M (Σ
2n−1−1
Z/2, L′n).
D’apre`s 5.4,
DqΣ
2n−1−1
Z/2 = Σq+2
n−1−1D(q)ωq+2
n−1−2
q .
– Si q = 0 alors, pour tout 0 ≤ i ≤ n,
HomU (Σ
2n−1−1
Z/2, Ln−i ⊗ J(2
i − 1)) = 0.
– Si q = 1 alors D1Σ
2n−1−1
Z/2 = Σ2
n−1
D(1)ω2
n−1−1
1 , donc
ExtpU (D1Σ
2n−1−1
Z/2, L′n) =
{
0 si p 6= n,
Z/2 si p = n.
– Si q ≥ 2 alors la connectivite´ de DqΣ
2n−1−1
Z/2 = Σq+2
n−1−1D(q)ωq+2
n−1−2
q est
2q(q + 2n−1 − 2) + 1 > 2n − 1.
On en de´duit que
ExtpU (DqΣ
2n−1−1
Z/2, L′n) =
{
0 si (p, q) 6= (n, 1),
Z/2 si (p, q) = (n, 1).
D’ou` Extn+1M (Σ
2n−1−1
Z/2, L′n)
∼= ExtnU (D1Σ
2n−1−1
Z/2, L′n)
∼= Z/2. 
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Proposition 5.8 Supposons (s, t) 6∈ {(n, 1−2n), (n+1, 1−2n−1)}. Alors le groupe Exts,tA (Z/2, L
′
n) est nul
de`s que s− t ≥ 2n−2 + n.
De´monstration On a une suite spectrale de Grothendieck :
ExtpU (Ds−pΣ
−t
Z/2, L′n)⇒ Ext
s
M(Σ
−t
Z/2, L′n).
D’apre`s 5.4,
Ds−pΣ
−t
Z/2 = Σs−p−tD(s− p)ωs−p−t−1s−p .
On va montrer que ExtpU(Ds−pΣ
−t
Z/2, L′n) = 0 pour 0 ≤ p ≤ n.
1. Pour 0 ≤ p ≤ n − 2, on a s − p− t > 2n−2 − 1. On en de´duit que le groupe ExtpU (Ds−pΣ
−t
Z/2, L′n)
est nul pour tout 0 ≤ p ≤ n− 2.
2. Pour p = n− 1, le groupe Extn−1U (Ds−n+1Σ
−t
Z/2, L′n) est le noyau du morphisme
HomU
(
Ds−n+1Σ
−t
Z/2, L1 ⊗ J(2
n−1 − 1)
) f
−→ HomU
(
Ds−n+1Σ
−t
Z/2, J(2n − 1)
)
qui est induit par le morphisme fn−1,n : L1 ⊗ J(2
n−1 − 1) → J(2n − 1). Utilisant le fonteur Σ˜, le
morphisme f se re´e´crit comme suit :
HomU
(
D(s−n+1)ωs−t−ns−n+1, L1⊗J(2
n−1−2+n+t−s)
) f ′
−→ HomU
(
D(s−n+1)ωs−t−ns−n+1, J(2
n−2+n+t−s)
)
qui est induit par le morphisme compose´
L1 ⊗ J(2
n−1 − 2 + n+ t− s)
π
2n−1
⊗id
−−−−−−→ J(2n−1)⊗ J(2n−1 − 2 + n+ t− s)
µ
−→ J(2n − 2 + n+ t− s).
(a) Si s = n− 1, le morphisme f ′ devient
HomU (F2, L1 ⊗ J(2
n−1 − 1 + t))→ HomU (F2, J(2
n − 1 + t))
avec t ≤ −2n−2 − 1. Le domaine de ce morphisme est trivial.
(b) Si s = n, le morphisme f ′ devient
HomU
(
D(1)ω−t1 , L1 ⊗ J(2
n−1 − 2 + t)
)
→ HomU
(
D(1)ω−t1 , J(2
n − 2 + t)
)
avec t ≤ −2n−2. Si t < 2 − 2n−1, le domaine du morphisme est nul. On va montrer que ce
morphisme est un isomorphisme si 2− 2n−1 ≤ t ≤ −2n−2. En effet, on a
HomU
(
D(1)ω−t1 , L1 ⊗ J(2
n−1 − 2 + t)
)
∼= HomU
(
T˜L(1), J(2n−1 − 2 + t)
)
∼= HomU
(
F2[x], J(2
n−1 − 2 + t)
)
∼= Z/2.
Ici T˜ est le foncteur de Lannes qui est adjoint a` gauche du foncteur −⊗ L1 : U → U . L’e´le´ment
non trivial, note´ α, de HomU
(
D(1)ω−t1 , L1 ⊗ J(2
n−1 − 2 + t)
)
s’e´crit comme e´tant le compose´ :
D(1)ω−t1
ι
−→ F2[x, y]→ F2[x]⊗ F2[y]→ L1 ⊗ J(2
n−1 − 2 + t),
ou` ι(xk) = (x+ y)k. Or, le coefficient de x2
n−1
y2
n−1−2+t dans le de´veloppement de (x+ y)2
n−2+t
est
(
2n−2+t
2n−1
)
qui est non nul puisque 2n−1 ≤ 2n − 2 + t ≤ 2n−1 + 2n−2 − 2. Le compose´
D(1)ω−t1
α
−→ L1 ⊗ J(2
n−1 − 2 + t)
π
2n−1
⊗id
−−−−−−→ J(2n−1)⊗ J(2n−1 − 2 + t)→ J(2n − 2 + t)
est ainsi non nul car il envoie x2
n−2+t sur ι2n−2+t.
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(c) Si s ≥ n+1, la connectivite´ de T˜ (D(s−n+1)ωs−t−ns−n+1) est (2
s−n−1)(s−t−n) d’apre`s la proposition
5.10 ci-dessous. On en de´duit que le groupe HomU
(
D(s−n+1)ωs−t−ns−n+1, L1⊗J(2
n−1−2+n+t−s)
)
est nul car
(2s−n − 1)(s− t− n) = 2s−n(s− t− n) + n+ t− s > 2n−1 − 2 + n+ t− s.
3. Pour p = n, comme le cas pre´ce´dent, le groupe ExtnU(Ds−nΣ
−t
Z/2, L′n) est le conoyau du morphisme
HomU
(
D(s−n)ωs−t−n−1s−n , L1⊗J(2
n−1+n−1+t−s)
) f ′′
−−→ HomU
(
D(s−n)ωs−t−n−1s−n , J(2
n+n−1+t−s)
)
.
(a) Si s = n, le morphisme f ′′ devient
HomU (F2, L1 ⊗ J(2
n−1 − 1 + t)→ HomU (F2, J(2
n − 1 + t))
avec t ≤ 1− 2n−2. La source de ce morphisme est triviale car t 6= 1− 2n.
(b) Si s = n+ 1, le morphisme f ′′ devient
HomU
(
D(1)ω−t1 , L1 ⊗ J(2
n−1 − 2 + t)
)
→ HomU
(
D(1)ω−t1 , J(2
n − 2 + t)
)
avec t ≤ 1 − 2n−2. Le groupe HomU
(
D(1)ω−t1 , J(2
n − 2 + t)
)
est non trivial si et seulement si
t ≥ 1− 2n−1. Comme t 6= 1− 2n−1, le morphisme conside´re´ avec 1− 2n−1 < t ≤ 1− 2n−2 est un
isomorphisme comme le cas 2(b) ci-dessus.
(c) Si s = n+ 2, le morphisme f ′′ devient
HomU
(
D(2)ω−t+12 , L1 ⊗ J(2
n−1 − 3 + t)
)
→ HomU
(
D(2)ω−t+12 , J(2
n − 3 + t)
)
avec t ≤ 2− 2n−2. Le module D(2)ω−t+12 est alors non nul en degre´ 2
n − 3 + t si et seulement si
t = 2− 2n−2. Le morphisme devient
HomU
(
D(2)ω2
n−2−1
2 , L1 ⊗ J(2
n−2 − 1)
)
→ HomU
(
D(2)ω2
n−2−1
2 , J(3.2
n−2 − 1)
)
∼= Z/2.
Ce morphisme est surjectif car l’applicationD(2)ω2
n−2−1
2 →֒ L1⊗L1
id⊗π
2n−2−1
−−−−−−−−→ L1⊗J(2
n−2−1)
envoie la classe (x2 + xy + y2)ω2
n−2−1
2 sur la classe x
2n−1 ⊗ ι2n−2−1.
(d) Si s ≥ n + 3, la source du morphisme f ′′ est triviale car D(s − n)ωs−t−n−1s−n est trival en degre´
2n + n− 1 + t− s. En effet, supposons qu’il existe un e´le´ment de D(s− n) de degre´ d tel que
(2s−n − 1)(s− t− n− 1) + d = 2n + n− 1 + t− s.
Il suit 2n − 2 = 2s−n(s− t− n− 1) + d ≥ 8(2n−2 − 1) + d⇒ 6 ≥ 2n + d⇒ d = 2. Or, l’alge`bre
de Dickson D(s− n) est trivial en degre´ 2 si s− n ≥ 3.
On a ainsi de´montre´ que ExtpU (Ds−pΣ
−t
Z/2, L′n) = 0 pour 0 ≤ p ≤ n. La proposition suit. 
5.2 Se´rie de Poincare´ de T˜
(
D(n)ωin
)
Soit Φ le foncteur double [Sch94] de la cate´grorie U des modules instables. Rappelons que l’alge`bre
des invariants F2[x1, · · · , xn]
GLn est l’alge`bre de Dickson D(n) = F2[Qn,0, · · · , Qn,n−1]. Le lemme suivant
est facile a` ve´rifier en utilisant le fait que, par la projection canonique F2[x1, · · · , xn] ։ F2[x1, · · · , xn−1],
l’invariant de Dickson Qn,i s’envoie sur Q
2
n−1,i−1 si i > 0 et sur 0 si i = 0.
Lemme 5.9 Soient n, i ≥ 1. Il existe une suite exacte courte des modules instables :
0→ D(n)ωin → D(n)ω
i−1
n → Σ
i−1ΦD(n− 1)ωi−1n−1 → 0.
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On note Pn,i(t) la se´rie de Poincare´ de T˜
(
D(n)ωin
)
. Il re´sulte du lemme 5.9 et de l’exactitude du foncteur
T˜ que
Pn,i(t) = Pn,i−1(t)− t
i−1Pn−1,i−1(t
2). (1)
Proposition 5.10 On a Pn,i(t) = t
(2n−1−1)iPn,0(t).
De´monstration Soit Gn−1 le sous-groupe de GLn des matrices de la forme
∗ · · · ∗ ∗
...
. . .
...
...
∗ · · · ∗ ∗
0 · · · 0 1

La the´orie de Lannes [Sch94] donne
T˜
(
D(n)
)
= F2[x1, · · · , xn]
Gn−1 .
Or, c’est un re´sultat classique que l’alge`bre des invariants F2[x1, · · · , xn]
Gn−1 est une alge`bre polynomiale
engendre´e par les ge´ne´rateursQn−1,0, · · · , Qn−1,n−2, Vn dont les degre´s sont 2
n−1−1, · · · , 2n−1−2n−2, 2n−1
respectivement. Il suit
Pn,0(t) =
1
(1− t2n−1−1) · · · (1 − t2n−1−2n−2)(1− t2n−1)
.
On en de´duit que
Pn−1,0(t
2) = (1− t2
n−1−1)Pn,0(t). (2)
La proposition est maintenant facile a` de´montrer par re´currence double sur (i, n). On a rien a` faire pour
i = 0. Pour n = 1, on a T˜ (D(1)ωi1) = T˜ (D(1)) car le module quotient D(1)/D(1)ω
i
1 est fini.
Supposons que la formule Pn′,i′(t) = t
(2n
′−1−1)i′Pn′,0(t) soit ve´rifie´e pour tout (n
′, i′) < (n, i). On a
Pn,i(t) = Pn,i−1(t)− t
i−1Pn−1,i−1(t
2) (d’apre`s 1)
= t(2
n−1−1)(i−1)Pn,0(t)− t
i−1t2(2
n−2−1)(i−1)Pn−1,0(t
2) (d’apre`s l’hypothe`se de re´currence)
= t(2
n−1−1)(i−1)Pn,0(t)− t
(2n−1−1)(i−1)(1− t2
n−1−1)Pn,0(t) (d’apre`s 2)
= t(2
n−1−1)iPn,0(t).
La proposition est de´montre´e. 
Remarque 5.11 La proposition sugge`re que l’on ait un isomorphisme de modules instables :
T˜
(
D(n)ωin
)
∼= T˜
(
D(n)
)
· ωin−1.
6 Applications homotopiques
Dans cette section, tous les espaces et spectres sont 2-comple´te´s.
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6.1 Les cofibrations de Takayasu
Soit Vn = (Z/2)
n. On conside`re la repre´sentation re´elle re´gulie`re re´duite de Vn :
r˜egn : Vn → Aut(R
2n−1)
et la somme r˜eg
⊕k
n = r˜egn + · · · + r˜egn, k fois. Takayasu [Tak99] conside`re r˜eg
⊕k
n pour tout entier k. On
se restreint aux cas ou` k ≥ 0. On de´signe par BV
greg⊕kn
n l’espace de Thom associe´ a` la repre´sentation r˜eg
⊕k
n ,
i.e. l’espace de Thom du fibre´ vectoriel EVn ×Vn R
k(2n−1) → BVn.
L’action de GLn sur BVn induit une action sur l’espace de Thom BV
greg⊕kn
n . L’idempotent de Steinberg
en de´finie alors une application stable sur BV
greg⊕kn
n . A la suite de Mitchell et Priddy [MP83], en prenant
le te´le´scope de cette application, on obtient un facteur stable de BV
greg⊕kn
n que l’on note en · BV
greg⊕kn
n .
On adopte la notation de Takayasu en posant M(n)k = en · BV
greg⊕kn
n . On renvoie a` [Tak99] pour une
construction explicite de M(n)k,.
On obtient en particulier que M(n)0 = M(n), M(n)1 = L(n) et M(n)2 = L
′(n). La cohomologie de
M(n)k est de´termine´e en utilisant l’isomorphisme de Thom :
H∗M(n)k = ω
k
nen · F2[x1, · · · , xn] = ω
k−1
n Ln.
The´ore`me 6.1 (Takayasu [Tak99]) Pour k ≥ 0, il existe une suite de cofibration
ΣkM(n− 1)2k+1
in,k
−−→M(n)k
jn,k
−−→M(n)k+1.
On obtient en particulier une suite exacte courte en cohomologie :
0→ ωknLn → ω
k−1
n Ln → Σ
kω2kn−1Ln−1 → 0.
On combine les suites de cofibration de Takayasu pour obtenir la suivante :
Σ2
n
−1
M(0)2n → · · · → Σ
2
k
−1
M(n−k)2k
dk,n
−−−→ Σ2
k−1
−1
M(n−k+1)2k−1 → · · · → ΣM(n−1)2 →M(n)1 →M(n)2.
(T)
Ici dk,n se factorise comme suit :
Σ2
k
−1
M(n− k)2k
dk,n //
Σ
2k−1j
n−k,2k
++WWWW
WW
WW
WW
WW
WW
WW
WW
WW
W
Σ2
k−1
−1
M(n− k + 1)2k−1
Σ2
k
−1
M(n− k)2k+1 ≃ Σ
2
k−1
−1
`
Σ2
k−1
M(n− k)2k+1
´
.
Σ
2k−1−1j
n−k+1,2k−1
33fffffffffffffffffffffff
La suite T induit en cohomologie une suite exacte de A-modules instables :
0→ ωnLn → Ln → · · · → ω
2k−1−1
n−k+1 Ln−k+1 ⊗Σ
2k−1−1
F2
δk,n
−−−→ ω2
k
−1
n−k Ln−k ⊗ Σ
2k−1
F2 → · · · → Σ
2n−1
F2 → 0. (T’)
D’apre`s la proposition 4.2.1 de [Tak99], δk,n est donne´ par
δk,n
(
ω2
k−1−1
n−k+1 ω
i1,··· ,in−k+1 ⊗ ι2k−1−1
)
=
{
0 si in−k+1 > 1,
ω2
k−1
n−k ω
i1,··· ,in−k ⊗ ι2k−1 si in−k+1 = 1.
On obtient donc un diagramme commutatif :
ω2
k−1−1
n−k+1 Ln−k+1 ⊗ Σ
2k−1−1
F2
δk,n //
_

ω2
k−1
n−k Ln−k ⊗ Σ
2k−1
F2
_

Ln−k+1 ⊗ J(2
k−1 − 1)
fk,n // Ln−k ⊗ J(2k − 1).
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La suite T’, dont la re´alisation ge´ome´trique est T, de´finit un e´le´ment dans ExtnM(Σ
2n−1
F2, L
′
n) qui a` cause
de la commutativite´ ci-dessus est e´gal a` νn de 5.6. On e´tudiera ailleurs la re´alisation ge´ome´trique de la suite
exacte de 1.1.
6.2 La suite spectrale d’Adams
On conside`re la suite spectrale d’Adams pour map(L′(n), S0) associe´e a` H∗(−,Z/2) qui converge a`
π∗(map(L
′(n),S0)) et dont le terme E2 est
Es,t2 = Ext
s,t
A (Z/2, L
′
n)
et les diffe´rentielles
dr : E
s,t
r → E
s+r,t+r−1
r .
De´monstration de 1.3 Pour n ≥ 2, on doit ve´rifier que
πk(L′(n)) =
{
Z/2 si k ∈ {n+ 2n − 1, n+ 2n−1},
0 si k ∈ [n+ 2n−2,+∞) \ {n+ 2n − 1, n+ 2n−1}.
D’apre`s 1.2, la page E2 de la suite spectrale pour π
∗(L′(n)) est repre´sente´e comme dans la figure 1. On
en de´duit le re´sultat.
Pour n = 1, on utilise la suite exacte longue d’homotopie de la cofibration S1 → L(1) → L′(1) et la
conjecture de Segal [AGM85] pour L(1) = Σ∞BZ/2, ce qui dit que πk(L(1)) = 0 si k > 0 et π0(L(1)) = Z2.
On obtient alors π1(L′(1)) = 0, π2(L′(1)) = Z2 et π
k(L′(1)) = 0 si k > 2. 
Remarque 6.2 On peut composer l’application non triviale L′(n)→ Sn+2
n−1 avec l’inclusion de cellule de
dimension minimale de L′(n), qui est S3·2
n−n−3. On obtient ainsi un e´le´ment du groupe stable πs2n+1−2n−2.
Pour n = 1, c’est l’application de degre´ 2, pour n = 2 c’est η2.
6.3 Sur la cohomotopie de M(n)k
En fait le calcul de π∗(L′(n)) en degre´ supe´rieur ou e´gal a` n+ 2n − 1 peut eˆtre de´duit directement des
cofibrations de Takayasu et de la conjecture de Segal comme suit.
The´ore`me 6.3 Pour tout n ≥ 1 et tout k ≥ 1, on a
πtM(n)k =
{
π2
n−1(k−1)+1M(1)2n−1(k−1)+1 si t = (2
n − 1)(k − 1) + n,
0 si t > (2n − 1)(k − 1) + n.
De´monstration On pose α(n, k) = 2n−1(k−1)+1 et β(n, k) = (2n−1)(k−1)+n. On fait une re´currence
double sur les couples (n, k) ≥ (1, 1) pour de´montrer la formule
πtM(n)k =
{
πα(n,k)M(1)α(n,k) si t = β(n, k),
0 si t > β(n, k).
Supposons k = 1. Il re´sulte de la conjecture de Segal pour le spectre M(n)1 = L(n) que π
tL(n) = 0
pour tout t > 0 et tout n ≥ 1. La formule est ve´rifie´e.
Supposons n = 1. On fait une re´currence sur k ≥ 1 pour montrer que πtM(1)k = 0 si t > β(1, k) = k.
Le cas k = 1 est clair. Pour k > 1, la cofibration Sk−1 → M(1)k−1 → M(1)k induit une suite exacte en
cohomotopie :
πt−1Sk−1 → πtM(1)k → π
tM(1)k−1.
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Si t > k, on a πt−1Sk−1 = 0 et πtM(1)k−1 = 0 (d’apre`s l’hypothe`se de re´currence), donc π
tM(1)k = 0. On
a ainsi ve´rifie´ la formule pour n = 1 et k ≥ 1.
Supposons que n ≥ 2, k ≥ 2 et que la formule soit ve´rifie´e pour tout couple (n′, k′) infe´rieur au couple
(n, k) dans l’ordre lexicographique. La cofibration de Takayasu Σk−1M(n − 1)2k−1 →M(n)k−1 →M(n)k
donne une suite exacte en cohomotopie :
πt−1M(n)k−1 → π
t−1Σk−1M(n− 1)2k−1 → π
tM(n)k → π
tM(n)k−1.
Si t ≥ β(n, k), par hypothe`se de re´currence double pour le couple (n, k − 1), on a
πt−1M(n)k−1 = π
tM(n)k−1 = 0
car
t > t− 1 ≥ β(n, k)− 1 > β(n, k − 1).
On en de´duit que, si t ≥ β(n, k), on a
πtM(n)k ∼= π
t−1Σk−1M(n− 1)2k−1 ∼= π
t−kM(n− 1)2k−1.
Puisque t ≥ β(n, k)⇐⇒ t− k ≥ β(n− 1, 2k− 1) et α(n, k) = α(n− 1, 2k− 1), l’hypothe`se de re´currence
double pour le couple (n− 1, 2k − 1) donne la formule souhaite´e pour πtM(n)k. 
Corollaire 6.4 Soient n ≥ 1 et i ≥ 0. On a
πβ(n,2
i+1)M(n)2i+1 =
{
Z2 si (n, i) = (1, 0),
Z/2 sinon.
De´monstration On observe que α(n, 2i + 1) = α(n+ i, 2). D’apre`s le the´ore`me 6.3, on a alors
πβ(n,2
i+1)M(n)2i+1 = π
α(n,2i+1)M(1)α(n,2i+1) = π
α(n+i,2)M(1)α(n+i,2) = π
β(n+i,2)M(n+ i)2.
On applique le the´ore`me 1.3 au spectre L′(n+ i) =M(n+ i)2 pour obtenir le re´sultat. 
On a en particulier le re´sultat suivant pour les espaces projectifs tronque´s M(1)2i+1 :
Corollaire 6.5 On a
π2
i+1
S M(1)2i+1 =
{
Z2 si i = 0,
Z/2 si i ≥ 1.
7 Appendice : Comple´ments sur le facteur de Steinberg
Pour 1 ≤ k ≤ n, l’image de l’idempotent ek ∈ F2[GLk] dans F2[GLn] par l’inclusion canonique GLk →֒
GLn utilisant les m premie`res coordone´es de F
n
2 , par abus, se note aussi ek. Pour 1 ≤ i ≤ n− 1, on de´signe
par e2,i l’image de l’idempotent e2 ∈ F2[GL2] dans F2[GLn] par l’inclusion canonique GL2 →֒ GLn utilisant
les i-ie`me et (i+ 1)-ie`me coordone´es de Fn2 .
Dans [Kuh87] Kuhn montre que la sous-alge`bre de F2[GLn] engendre´e par e2,1, · · · , e2,n−1 est isomorphe
a` l’alge`bre de Hecke EndF2[GLn](1
GLn
Bn
). En particulier, on a
Proposition 7.1 ([Kuh84, KP85]) 1. en est un produit de longueur maximale des e2,1, · · · , e2,n−1.
2. en = ene2,i = e2,ien pour tout 1 ≤ i ≤ n− 1 ;
3. en = en−1e2,n−1en−1.
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De´monstration de 2.3 Il s’agit de montrer que
Ln = en · L
⊗n
1 = ωnMn =
n−1⋂
i=1
L⊗i−11 ⊗ L2 ⊗ L
⊗n−i−1
1 .
On commence par ve´rifier que Ln = en · L
⊗n
1 en identifiant M
⊗n
1 a` l’alge`bre F2[x1, · · · , xn] et L
⊗n
1 a`
l’ide´al engendre´ par x1 · · ·xn. On observe d’abord que en · L
⊗n
1 est en fait facteur direct de L
⊗n
1 puisque
l’idempotent en induit un endomorphisme de L
⊗n
1 . A cet effet, on se sert de 7.1 (1), ce qui dit que en
est certain produit des e2,i, pour se ramener au cas n = 2, ce qui est aise´ment ve´rifie´ par calcul direct.
Comme L⊗n1 est facteur direct de M
⊗n
1 , en · L
⊗n
1 est facteur direct de Mn = en ·M
⊗n
1 . La rigidite´ de
l’isomorphisme Mn ∼= Ln ⊕Ln−1 implique alors que Ln = en ·L
⊗n
1 . En effet, si l’on note In−1 ∈Mn(F2) la
matrice diag(1, · · · , 1, 0), Kuhn a montre´ dans [Kuh87] que EndU (Mn) est l’espace vectoriel engendre´ par
les idempotents en et enIn−1en. En particulier, le facteur direct Ln−1 de Mn correspond a` l’idempotent
enIn−1en. Comme l’action de enIn−1 est triviale sur en · L
⊗n
1 ⊂ L
⊗n
1 , on obtient Ln = en · L
⊗n
1 .
On ve´rifie ensuite que ωnen ·M
⊗n
1 = en · L
⊗n
1 . Comme l’invariant ωn est divisible par x1 · · ·xn, il est
clair que ωnen ·M
⊗n
1 ⊂ en ·L
⊗n
1 . Soit f ∈ en ·L
⊗n
1 ⊂ L
⊗n
1 . Alors f est Bn-invariant et divisible par x1 · · ·xn.
Une observation e´le´mentaire, duˆe a` H. Mu`i, dit que si f est Bn-invariant et divisible par xk, alors f est
e´galement divisible par
Vk =
∏
λi∈F2
(λ1x1 + · · ·+ λk−1xk−1 + xk).
On en de´duit que f est divisible par ωn = V1 · · ·Vn. Soit f = ωnf
′. On a donc f = en · f = ωnen · f
′ est un
e´le´ment de ωnen ·M
⊗n
1 et ainsi obtient l’inclusion en · L
⊗n
1 ⊂ ωnen ·M
⊗n
1 . D’ou` en · L
⊗n
1 = ωnMn.
Enfin l’identification
en · L
⊗n
1 =
n−1⋂
i=1
L⊗i−11 ⊗ L2 ⊗ L
⊗n−i−1
1 ,
duˆe a` Kuhn [Kuh84], est de´montre´e en utilisant 7.1 (1) et (2). Si x est un e´le´ment de en · L
⊗n
1 , alors
x est invariant par en. Comme e2,ien = en pour tout 1 ≤ i ≤ n − 1, x est aussi invariant par e2,i
pour tout 1 ≤ i ≤ n − 1. D’ou` x appartient a`
⋂n−1
i=1 L
⊗i−1
1 ⊗ L2 ⊗ L
⊗n−i−1
1 . Si x est un e´le´ment de⋂n−1
i=1 L
⊗i−1
1 ⊗L2⊗L
⊗n−i−1
1 , alors x est invariant par en car en est certain produit des e2,i, d’ou` x ∈ en ·L
⊗n
1 .

L’alge`bre de Dickson D(k) est la sous-alge`bre des invariants sous l’action du groupe line´aire GLk sur
F2[x1, . . . , xk]. Soit ωk = det(x
2i−1
j )1≤i,j≤k la classe de Dickson supe´rieure de D(k).
Proposition 7.2 Si i1 > 2i2 > · · · > 2
n−1in > 0, on a
en · ω
i1−2i2
1 · · ·ω
in−1−2in
n−1 ω
in
n = (en−1 · ω
i1−2i2
1 · · ·ω
in−2−2in−1
n−2 ω
in−1
n−1 ) · x
in
n +
∑
i
fi · x
i
n,
pour certains i > in et fi ∈ Ln−1 ⊂ F2[x1, . . . , xn−1].
De´monstration Notons d’abord que ωn est GLn-invariant et l’on a un de´veloppement
ωinn = ω
2in
n−1 · x
in
n +
∑
i>in
gi · x
i
n
pour certains gi ∈ F2[x1, · · · , xn−1]. Il suffit donc de montrer que
en · ω
i1
1 · · ·ω
in−1
n−1 = en−1 · ω
i1
1 · · ·ω
in−1
n−1 +
∑
j>0
hj · x
j
n
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pour certains hj ∈ F2[x1, · · · , xn−1]. De manie`re e´quivalente, il suffit de montrer que
In−1en · ω
i1
1 · · ·ω
in−1
n−1 = en−1 · ω
i1
1,0 · · ·ω
in−1
n−1
avec In−1 = diag(1, · · · , 1, 0) ∈Mn(F2). Posons Q := Q(x1, · · · , xn−1) = ω
i1
1 · · ·ω
in−1
n−1 . On a
In−1en ·Q(x1, · · · , xn−1) = In−1enIn−1 ·Q(x1, · · · , xn−1)
= In−1
(
en−1e2,n−1en−1
)
In−1 ·Q(x1, · · · , xn−1)
= en−1
(
In−1e2,n−1In−1
)
en−1 ·Q(x1, · · · , xn−1).
Comme I1e2I1 = diag(1, 0) + diag(0, 0), on obtient
In−1en ·Q = en−1diag(1, · · · , 1, 1, 0)en−1 ·Q+ en−1diag(1, · · · , 1, 0, 0)en−1 ·Q
= en−1diag(1, · · · , 1, 1, 0)en−1 ·Q (comme en−1 ·Q est divisible par xn−1)
= en−1en−1 ·Q
= en−1 ·Q.
La proposition suit. 
De´monstration de 2.5 Il suffit de ve´rifier que
Sqi1+1 · · ·Sqin+1(
1
x1 · · ·xn
) = Σ¯n · ω
i1−2i2
1 · · ·ω
in−1−2in
n−1 ω
in
n (3)
pour i1 > 2i2 > · · · > 2
n−1in ≥ 0. On fait une re´currence sur n. Le cas n = 1 est trivial :
Sqi1+1(
1
x1
) = xi11 .
Supposons que la proposition soit vraie pour tous les entiers infe´rieurs a` n. Posons J := (i2+1, · · · , in+1).
On a
SqJ(
1
x1 · · ·xn
) = PJ (x1, . . . , xn) +
∑
1≤i≤n
1
xi
SqJ(
1
x1 · · · xˆi · · ·xn
)
+
∑
1≤i<j≤n
1
xixj
SqJ (
1
x1 · · · xˆi · · · xˆj · · ·xn
) +
∑
1≤i<j<k≤n
1
xixjxk
SqJ (
1
x1 · · · xˆi · · · xˆj · · · xˆk · · ·xn
) + · · · ,
ou PJ(x1, · · · , xn) ∈ F2[x1, . . . , xn] est un polynoˆme de degre´ i2+ · · ·+ in− 1. Par hypothe`se de re´currence
et instabilite´, on voit que les termes de la deuxie`me ligne sous-de´ssus sont nuls. De meˆme, on a
Sqi1+1PJ(x1, · · · , xn) = 0
par instabilite´. On obtient donc
SqI(
1
x1 · · ·xn
) = Sqi1+1(
∑
1≤i≤n
1
xi
SqJ(
1
x1 · · · xˆi · · ·xn
)).
L’e´galite´ (3) re´sulte de l’hypothe`se de re´currence et du lemme suivant.
Lemme 7.3
Sqi1+1(
ωi2−2i31 (x2) · · ·ω
in−1−2in
n−2 (x2, . . . , xn−1)ω
in
n−1(x2, . . . , xn)
x1
)
= ωi1−2i21 (x1) · · ·ω
in−1−2in
n−1 (x1, . . . , xn)ω
in
n (x1, . . . , xn).
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On va montrer le lemme en utilisant le carre´ total stable de´fini comme suit. SoitM un A-module. Supposons
que H∗(BZ/2) ∼= F2[x] avec |x| = 1. Le carre´ total stable S : M → F2[x, x
−1]⊗ˆM est donne´ par
S(z) =
∑
i≥0
x−i ⊗ Sqi(z), z ∈M.
Notons que St(z) = x|z|S(z) est le carre´ total instable de z. De plus S est multiplicatif si M est une
A-alge`bre. H. Mu`i [Mui75] a montre´ que
St(Vn(x1, . . . , xn)) = Vn+1(x, x1, . . . , xn).
Ici
Vi(x1, . . . , xi) :=
∏
(a1,...,ai−1)∈F
i−1
2
(a1x1 + · · ·+ ai−1xi−1 + xi)
et
F2[x1, . . . , xn]
Bn ∼= F2[V1, . . . , Vn].
Utilisant la relation ωk = V1 · · ·Vk, on a
S
(
ωk(x2, · · · , xk+1)
)
=
ωk+1(x, x2, · · · , xk+1)
x2k
.
Posons
z =
ωi2−2i31 (x2) · · ·ω
in−1−2in
n−2 (x2, . . . , xn−1)ω
in
n−1(x2, . . . , xn)
x1
.
On obtient
S(z) =
ωi1−2i21 (x) · · ·ω
in−1−2in
n−1 (x, x2, . . . , xn)ω
in
n (x, x2, . . . , xn)
xi1
S(
1
x1
) =:
ωI(x)
xi1
S(
1
x1
).
L’admissibilite´ de la suite I permet d’e´crire ωI(x) sous la forme
ωI(x) =
m∑
j=0
fjx
j
avec fj ∈ F2[x2, · · · , xn]. D’autre part, l’action de l’alge`bre de Steenrod sur
1
x1
donne
S(
1
x1
) =
∑
i≥0
xi−11
xi
.
Il suit
S(z) =
1
xi1+1
∑
i≥0
∑
0≤j≤m
fjx
i
1x
j−i.
On voit clairement que le coefficient de 1
xi1+1
dans la se´rie formelle S(z) est
∑m
j=0 fjx
j
1 = ωI(x1). Le lemme
est de´montre´. 
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