This paper presents a new steganography algorithm based on Morphology associative memory. Often, steganalysis methods are created to detect steganography algorithms using Discrete Cosine Transform (DCT) and Discrete Wavelet Transform (DWT). In this paper, cover images are mapped to morphological representation by using morphology transform containing morphological coefficients, and each bit of secret message is inserted in the least significant bit of morphological coefficients. To evaluate stego quality, we measure the quality of the cover image after embedding by comparing with other image transformed steganography algorithms such as discrete cosine and Wavelet transforms. The quality of stego has considerably improved in comparison with the state-of-art methods. In the other experimentation, we test the robustness of our proposed method by using Wavelet and Block-based steganalysis methods. The results show a high level of robustness of our algorithm respect to other steganography algorithms.
INTRODUCTION
Today, secure transmission of information is an essential factor in communication. There are two major branches of information hiding: steganography and watermarking. Steganography is the art of hiding information by embedding secret messages within multimedia tools such as image, video, and text as a cover. The set of cover, secret message, and password is defined as a stego. In spite of other information hiding, the existence of secret message is denied in steganography [1] [2].
The steganography methods can be categorized into two groups of spatial and transformation domains. In spatial domain, the secret message is embedded into cover by using direct replacing of least significant bits of cover with the bits of secret message. For example, the methods presented in [3] [4] are stated in this group. The main advantage of spatial steganography to transformation domain steganography is high capacity. Another group is related to methods that a secret message is embedded in transformation domain. In this group, the cover is mapped to new domain, and then secret message is inserted in the new domain. The approach proposed in this domain is more robust against hacker attacks than the steganography methods in spatial domain. The steganography methods such as Discrete Cosine Transform (DCT) [5] , Discrete FourierTransform [6] , Discrete Wavelet Transform(DWT) [7] [8] [9] , and Discrete Contourlet Transform [10] are examples in this group. Embedding in jpeg images is very popular, so techniques such as jsteg [11] , F5 [12] , outguess [13] are based on DCT transformation.
Morphology associative Memory (MAM) [14] [15] [16] is an one layer neural network which maps incomplete input pattern to complete output pattern. It is organized based on human ability to remember whole information about an incident only by seeing a few section of it. The most advantage of MAM is high robustness against attacks such as dilation and erosion.
The new proposed algorithm is the transformed domain method based on Morphological associative memory. In our suggested algorithm, the cover image is mapped to morphological representation by using morphology transform, and then each bit of secret message is stored in the least significant bit of morphological coefficients. The most advantage of our method over other transformed methods such as DCT, Wavelet, and Contourlet steganography methods is that the current steganalysis methods are created to detect secret message in LSB, DCT, wavelet steganography methods, so our method decreases the probability of stego detection by steganalysis methods. As represented in paper [14] , morphological associative memory is more robust against noises occurred in transmission such as erosive, dilation. Therefore, our method can retain the stego quality in transmission of information in comparison with other state-ofart transformed steganography methods: DCT, and wavelet. The rest of the paper is organized as follows: In the next section, a brief introduction to Morphological associative memory is presented. The proposed method is described in section 3. Section 4 shows experimental results. Finally, the conclusions of this paper are given in section 5.
MORPHOLOGICAL ASSOCIATIVE MEMORY
Associative memory is a class of neural network to retrieve complete information Y from incomplete input pattern X. The schema of associative memory is represented in Figure1. One of the famous groups in associative memory is Morphological associative memory which employs the operations of maximum and minimum instead of multiplication and additions [14] . Hence, the speed of algebra computations is increased in comparison with other neural 
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The maximum product, is defined for matrix A and B as:
where \/ is the maximum operator, and a, b are the elements of matrix A, B. 2-Similarity, the minimum product , , is determined for matrix A and B as :
where /\ is the minimum operator, and a, b are the elements of matrix A, B.
The aim of this section is to provide an overview of Morphology image learning and morphology image recovery.
Morphology image learning:
The operation of mapping one image to morphological representation is defined as Morphology image learning. In Morphology image learning, the image m*n is divided to sub-block m/d*n/d, and then the transform matrix with size of d*d is applied on each subblock. There are different methods to determine transform matrix; we uses the transform matrix in paper [17] , shown in 
PROPOSED ALGORITHM
The proposed technique is based on morphology and inverse morphology transforms in embedding and extraction processes. The aim of our proposed method is storing secret message in morphological coefficients. Figure 3 , shows the schema of our proposed algorithm which consists of four steps to encode the stego in the embedding phase and four steps in the recovery phase until the secret message and lossy cover are extracted. In the embedding phase, the secret message is inserted in quantized morphological coefficients.
In the extraction phase, the secret message is extracted from the cover. As entropy encoding and decoding, we used Huffman encoding and decoding in the embedding and extraction procedures, respectively [18] [19] .
Embeddingdata:In the embedding process, the secret message is stored in quantized morphological coefficients of subblocks d×d, where d is set to 8. In our method, we used the morphological learning phase (Equation 4) described in Section 2 to map the cover image in the morphological representation. To quantize the morphological coefficients, standard test images in [20] [21] are first divided in sub-blocks d×d, and mapped into the morphology representation. Then, using the Linde-Buzo-Gray (LBG) algorithm [22] , a fix quantization table is obtained and shared between the sender and receiver. Levels of the embedding phase are represented in Figure 4 .
The block diagram of the embedding phase is depicted in Figure 5 . Embedding the secret message before the Morphology transform unit leads to a noisy image during the extraction phase when the data return to a spatial domain at the destination. Consequently, the extraction of the secret message is infeasible, since the encoding is used to compress the data. To solve this problem, the proposed algorithm is comprised of lossy and lossless stages, as seen in Figure 5 .
The lossy stage utilizes a morphology transform and a quantization schema to compress the image; then, the lossless stage uses Huffman encoding to compress the image. Hence, in order that the cover and secret message can be extracted by receiver correctly, the secret message must be embedded before the entropy encoding step. Step 1. Divide the cover image into non-overlapping subblocks of 88 pixels.
Step 2. Apply the morphology transform to sub-blocks based on Equation 4 (the morphological coefficients of sub-blocks are obtained during the morphology learning phase described in Section 2).
Step 3. Quantize the Morphological coefficients based on the fixed quantization table (produced by using the transformed images corresponding to the images in
Step 4. Insert each bit of secret message into the least significant bit of quantized Morphological coefficient whose value is not equal to 1,-1, 0.
Step 5. Repeat Steps 4 until the entire secret message is embedded (using the recovery phase presented in subsection 2, leading to stego).
Step 6. Encode the quantized Morphology cover included in the secret message using Huffman encoding and then transmit it. Extracting Embedded Data: Extractionprocess in our method is depicted in Figure7. As shown in Figure 7 , there exists four processing units in receiver: Huffman decoding, extraction, dequantization and recovery. At the destination,we must find the locations of the pixels of the stego image with the hidden secret message. To extract the secret message from the stego, the encoded quantized morphological stego is decoded using Huffman decoding until the quantized morphology stego is obtained. The secret message is extracted from the least significant of the quantized stego whose values are not equal to 0,1 and -1. Also, the lossy cover can be restored after dequantization and recovery units. The dequantization unit is performed based on the unique quantization table common between sender and receiver. The levels of extracting secret message are represented in Figure6.
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Input: Encoded Stego
Output: Cover image (approximately), Secret message (exactly).
Step 1: Decode the encoded stego using Huffman decoding. Thus, the quantized morphological stego is obtained as an output.
Step 2: while the secret message is not extracted completely, repeat steps 2.1 and 2.2.
2.1 Obtain the next Morphological coefficient of the quantized morphological stego.
If the Morphological coefficient ≠ 0, 1, -1, then
Extract the secret message from the least significant bit of the morphology coefficient.
Step 3. Dequantize the stego until the Morphological coefficients are obtained.
Step 4. Apply the Inverse morphology transform (Equation 5) on the stego image until the cover image is restored. 
EXPERIMENTAL RESULTS
All experiments were performed on a PC with core 2.35GHZ processor and 4GB main memory. The database contains 800 standard images derived from the Image Processing database [20] and Washington image database [21] . All images are converted to gray-level format with PSNR=70, and size of 512*512. In this section, the capability of the proposed method is tested using three different experiments. In experiment 1, we evaluate the quality of our method over the state-of-art methods such as DCT, wavelet steganography methods. In experiment 2, we assess the textural features of standard images:"Lena", "Cammeraman", "Peppers", and "House". In experiment 3, we check robustness of our algorithm over steganalysis attacks.
Experiment 1: Quality Assessments:
In this experiment, we used a number of standard images such as "Lena", "Peppers", "Cammeraman", and "House" with the size of 512 * 512 are selected as cover images, and we created a random secret message with a payload of 4096.
To assess stego quality in our method over DCT, wavelet steganography, we computed PSNR between cover image and stego as a quality metric. As could clearly be seen in the Table  1 , the quality of the stego image in the proposed algorithm is much higher than other steganography algorithm. The standard images andcorresponding stego versions are shown in Figure 8 , and 9. As seen in this Figures, our method can retain the quality of stego images, so visual distortion in stego images are not visible. 
Experiment2: Evaluation of Textural Specifications in cover images
Texture is an important feature of images that can be used for selecting appropriate cover images. Image texture represents the spatial relationship of image pixels. In this section, we extract textural features of the image via the co-occurrence matrix [23] . Textural features, including entropy, contrast, energy and homogeneity, are illustrated in Table 2 for the standard test images (Lena, Peppers, Cammeraman, House). According to texture specifications, images can be divided into two groups: (i) images with smooth texture and (ii) images with coarse textures. Coarse images contain higher frequencies and more textural details than smooth images. The image with high entropy and contrast and low energy and homogeneity is the coarse image which we expect it to encounter less distortion than the smooth image with an equal payload. Table 2 shows that Lena and Peppers images have higher entropy and contrast, and lower Energy and homogeneity compared to Cammeraman and House images. As it can be seen in Table 3 , visual distortion in coarser images is much less visible and PSNR is higher. As a result, by using coarse images as cover, we can increase PSNR.
Experiment 3: Steganalysis Results
In this experiment, we have investigated the robustness of the proposed method against steganalysis methods such as Wavelet-based and Block-based steganalysis methods introduced in [24] [25] . Wavelet-based steganalysis [24] employs statistical features such as mean, variance, skewness, and SVM classifier to detect stego from clean image. Other steganalysis method, Block-based steganalysis [25] , divide image into sub-blocks , and then corresponds one classifier to each sub-block, and finally it uses a voting process to decide about stego or clean cover of whole image.
All of the 800 images are employed to create two stego database with payloads of 5000, and 10000. Therefore, the size of each pair of stego-cover database is 1600 images. We randomly select 1000 images to train classifier and 600 images to test it. The accuracy of each steganography algorithm is computed based on its average true detection of stego and cover over random subset selection. The comparison of the proposed method and other state of methods is illustrated in Table 4 . As seen in this table, our proposed approach has much more robustness compared to the detection algorithms. 
CONCLUSION
In this paper, a novel steganography algorithm based on Morphological Associative Memory is suggested. In our method, each bit of secret message is stored into the least significant bits of morphological coefficients. The advantage of using the Morphology operations in the embedding message is its low complexity due to the use of binary operations instead of sum of products. Also, using MAM, even if the pattern contains erosive, dilation and other noises, it can be retrieved. Consequently, the proposed algorithm inheriting the MAM specifications, can eliminate some noises generated in stego transmission procedure.The quality of stego image in this method has improved compared to the state-of-art methods. The textural assessment represents that the complex images retain the stego quality more than smooth images. In addition, this method is much more robust against to steganalysis attacks. 
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