Abstract. While the Linked Data community provides many big and interlinked datasets, efficient usage of the knowledge is often limited by the need for domain experts to formulate the right SPARQL queries to answer questions. For each new question they have to decide which datasets are suitable and in which terminology and modelling style to phrase the SPARQL query. In this work we present an evolutionary algorithm to help with this challenging task. Our algorithm can learn SPARQL BGP queries common to a list of source-target-pairs from a given SPARQL endpoint. Amongst others, we apply our algorithm to a dataset of several hundred human associations (such as "circle -square") to find patterns for them in DBpedia. We show the scalability of the algorithm by running it against a SPARQL endpoint loaded with > 7.9 billion triples. Further, we use the resulting SPARQL queries to mimic human associations with a Recall@10 > 63.9%.
Introduction
The Semantic Web [1] and its Linked Data [2] movement have brought us many great, interlinked and freely available machine readable RDF [13] datasets, often summarized in the Linking Open Data Cloud 3 . Being extracted from Wikipedia and spanning many different domains, DBpedia [3] forms one of the most central and best interlinked of these datasets.
Nevertheless, even with all this easily available data, actually using it is still very challenging. For each new question, one needs to know about the available datasets, which ones are probably best suited to answer the question, know about the way knowledge is modelled inside them and which vocabularies are used, before even attempting to formulate a suitable SPARQL query to return the desired information. The noise of real world datasets adds even more complexity to this.
While such a manual approach might be possible for a low number of simplistic queries, it becomes tedious if a large number of queries are required, and error prone if the information to extract is not specifically modelled and cleaned up already.
As we were facing these problems ourselves when we tried to identify patterns in DBpedia for a dataset of several hundred human associations, we decided to develop a graph pattern learning algorithm that can help to find good queries. The resulting algorithm is presented in this paper. It can learn SPARQL basic graph patterns from an input list of source-target-pairs from a given SPARQL endpoint. E.g., given the list [(dbr:Berlin, dbr:Germany), (dbr:Paris, dbr:France), (dbr: Oslo, dbr:Norway)] and the DBpedia SPARQL endpoint 4 , our algorithm will learn patterns such as: {?source dbo:capital ?target} Before explaining why learning patterns for human associations is a lot more challenging than the simplistic example above, let us introduce associations more formally.
Human Associations
Human associations are an important part of our thinking process. An association is the mental connection between two ideas: a stimulus and a response. For example, given the stimulus "pupil", many people will associate it with the response "eye", which we will write as "pupil -eye" in the following.
In this work we will focus on strong single associations (the first response to a stimulus that more than 20 % of people share) from a huge dataset of freetext associations, the Edinburgh Associative Thesaurus (EAT) [12] , in order to counter effects such as subjectivity and context dependency.
We focus on a dataset of 790 such strong human associations 5 , which we already mapped to DBpedia entities [5] , resulting in 727 distinct pairs of semantic entities. 6 In the following, we call these pairs semantic associations. Analogously to associations, we also refer to their components as stimulus and response. For example, the association "pupil -eye" became the semantic association (dbr:Pupil, dbr:Eye) with stimulus dbr:Pupil and response dbr:Eye.
Unlike the simple example of capitals in the introduction, human associations are not explicitly modelled with a specific relation in DBpedia, yet. It is unlikely that we will find a single pattern that perfectly models (dbr:Pupil, dbr:Eye), (dbr: Stanza, dbr:Poetry) and (dbr:Paris, dbr:France).
Hence, by trying to learn patterns for human associations, we were forced to develop an algorithm that is not only able to re-discover a readily modelled single best pattern, but can also learn an ensemble of patterns to cope with the much more realistic case, in which the desired information is not modelled by a single pattern already.
Scope of this Paper
We will focus on learning SPARQL patterns for training input lists of sourcetarget-pairs of semantic entities in this paper. One of the benefits of this restriction is that we can use the resulting patterns for prediction. Given the source we can predict target node(s) with the learned patterns (c.f. Section 4).
We also want to point out that we are limiting ourselves to learning SPARQL Basic Graph Patterns 7 (BGPs) without any FILTER clauses in this paper. This eases the learning process (see our outlook in Section 7) and lets us focus on learning information from the graph structure itself and for example not from RDF Literals with range restrictions.
The learned graph patterns form a SPARQL BGP query and should contain the two special variables ?source and ?target after learning. As our algorithm learns patterns from a SPARQL endpoint directly, things such as crawling and retrieval are outside of the scope of this paper.
Even within this scope, the task of finding good patterns remains challenging enough.
Evolutionary Graph Pattern Learner
The graph pattern learner was implemented with the help of the DEAP (Distributed Evolutionary Algorithms in Python) framework [4] .
The outline of our graph pattern learner is similar to the generic outline of evolutionary algorithms: It consists of individuals (in our case the SPARQL graph patterns), which are evaluated to calculate their fitness. The fitter an individual is, the higher is its chance to survive and reach the next generation. The individuals of a generation are also referred to as population. In each generation there is a chance of mating and mutation for each of the individuals. A population can contain the same individual (graph pattern) several times, causing fitter individuals to have a higher chance to mate and mutate over several generations.
As mentioned in the introduction, the training input of our algorithm is a list of source-target-pairs. We will in the following also call this list the ground truth pairs, as from the stand point of our algorithm it is the ground truth to be learned and optimized towards.
Before describing our realisation of the components of our evolutionary learner, we want to introduce our concept of coverage.
Coverage
Our algorithm is not limited to learning a single pattern for a list of ground truth pairs, but it can learn multiple patterns which together cover the list.
Currently, we realise this by invoking our evolutionary algorithm in several runs. In each run a full evolutionary algorithm is executed (with all its generations). In the first run, it tries to learn the best patterns for all ground truth equally. After each run the resulting patterns are added to a global list of results. In the following runs, all ground truth pairs which are already covered by the patterns in the global list become less rewarding for a newly learnt pattern to cover. By this, in each run of our evolutionary algorithm, good individuals (graph patterns) will dominate the population after a few generations. We return all of those good alternatives, which help to model the remaining ground truth pairs. Over its runs our algorithm will thereby re-focus on the left-overs, which allows us to maximise the coverage of all ground truth pairs with good graph patterns.
Evaluation & Fitness
In order to define the fitness of a pattern, we have to ask ourselves: "What makes a pattern good?"
Within the scope of this paper a good pattern should contain the two special variables ?source and ?target after learning. During learning it might happen that a pattern does only include one of ?source and ?target. In such cases we also call the pattern incomplete, otherwise we call it complete. Good patterns are complete.
For a given list of ground truth source-target-pairs, a good pattern connects Even though RDF can be seen as a directed graph (with subject and object as nodes and predicates as edge labels), the direction of edges in RDF is highly dependent on the modelling style. Hence, when saying that a pattern connects source and target, we mean that a path exists between the two, allowing traversal of edges against their direction. In other words, the two following patterns might be equally good: {?target ?p ?source} {?source ?p ?target} A good pattern should be precise (high precision). We can check this by the pattern's corresponding SPARQL SELECT query for each source-target-pair (s i , t i ) from ground truth after replacing ?source with s i and selecting ?target:
The target t i should be in the returned result list and if possible nothing else. In other words, we are not searching for patterns that return thousands of wrong target for a given source. The more ground truth pairs a new pattern covers in the current run r, which were not already well covered by other patterns in previous runs (gp ∈ run q ), the better (higher gain): Furthermore, a shorter pattern can be considered a better pattern (pattern length). Nevertheless, this often leads to the faulty conclusion that all that is necessary is a shortest path search. While definitely part of the solution, this is problematic in the presence of nodes with disproportionately high degree. owl: Thing, or in the case of DBpedia dbr:United_States, and country nodes in general are connected to nearly everything by a very short path (typically length 2). Many of these short connections are not good patterns as they are very unspecific, e.g. a pattern like this:
{?source a owl:Thing. ?target a owl:Thing} However these nodes can still be valid connectors or targets (as shown before with the capitals example).
This means that a good pattern might be longer than the shortest possible pattern connecting source and target. Further, the pattern might have edges off the connecting path. For example a property might be correct and very specific for a certain type of sources, while the same property can be very noisy for other types. In such cases we want to learn the type restrictions as well, even though they might not connect the source with the target. For example, the pattern {?source a dbo:City. ?source dbo:capital ?target. ?target a dbo:Country} is a lot more specific than this one: {?source dbo:capital ?target} Last but not least, to have any practical relevance, good patterns should be executable in a short time. Especially during the training phase, in which many queries are performed that take too long, we need to make sure to early terminate such queries on both, the graph pattern learner and the endpoint (cf. Section 2.7). In case the query was aborted due to a timeout, the evaluation results are typically incomplete and hence not trustworthy.
Based on these considerations and many performed experiments, we define the fitness as a tuple of real numbers with the following optimization directions. When comparing the fitness of two patterns, the fitness tuples for now are compared lexicographically.
1. Remains (max): Remaining precision sum in this "run" (see Section 2.1), initially equal to the length the ground truth pair list, in later runs reduced by the sum of max precisions for each ground truth pair gtp:
Patterns found in earlier runs are considered better. This component is a constant from the view-point of the evolutionary algorithm for now. It allows re-constructing the learning order and might later for example be used to normalize the gain. 2. Score (max): This is a derived attribute combining gain with a configurable multiplicative punishment for over-fitting patterns (matching only a single source or target from the ground truth). 3. Gain (max): The summed gained precision over the remains of the current run r: gainrun r ,gp. In case of timeouts or incomplete patterns the gain is set to 0. 4. F1-measure (max): F1-measure for precision (see below) and recall of this pattern. 5. Average Result Lengths (min): When inserting each ?source from our ground truth pairs, how many ?target results were returned on average?
avg result length gp = avg since it hints at the real complexity of the pattern. I.e., a pattern may objectively have a small number of triples and variables, but its evaluation could involve a large portion of the dataset.
Initial Population
In order to start our evolutionary algorithm an initial population needs to be generated. The main objective of the first population is to form a foundation from which the whole search space is reachable via mutations and mating over the generations. While the initial population is not meant to immediately solve the whole problem, it is in general helpful (and less wasteful) if the individuals are not too basic.
As we are searching graph patterns which connect ?source and ?target, our algorithm fills the initial population with path patterns of varying lengths between ?source and ?target. Initially such a path pattern purely consists of variables and is directed from source to target. For example a pattern of desired length of 3 looks like this: {?source ?p1 ?n1. ?n1 ?p2 ?n2. ?n2 ?p3 ?target.} As longer patterns are less desirable, they are generated with a lower probability, resembling a shortest path search as mentioned in the previous section. Furthermore, we randomly flip each edge of the generated patterns, in order to explore edges in any direction.
We also include incomplete patterns of length 1 which only model an incoming or outgoing edge of ?source or ?target like this:
{?source ?p1 ?v1.}
While having a small chance of survival, such patterns can re-combine (see mating in Section 2.4) with other patterns to form good and complete patterns in later generations. They are also especially helpful to counter degeneration of the whole population (see Section 2.6).
In order to reduce the high complexity and noise of patterns only consisting of variables, we built in a high chance to immediately subject them to the fix variable mutation (see Section 2.5).
Mating
In each generation there is a configurable chance for two patterns to mate in order to exchange information. In our algorithm this is implemented in a way that mating always creates two children, having the benefit of keeping the amount of individuals the same. Each child has a dominant and a recessive parent. The child will contain all triples that occur in both parents. Additionally, there is a high chance (typically 80 %) select each of the remaining triples from the dominant parent and a low chance (typically 20 %) to select each of the remaining triples from the recessive parent.
Furthermore, as variables from the recessive parent could accidentally match variables already being in the child, and this can be beneficial or not, we add a 50 % chance to rename such variables before adding the triples.
Mutation
Besides mating which exchanges information between two individuals, information can also be gained by mutation. Each individual in a population has a configurable chance to mutate by the following (non exclusive) mutation strategies:
-introduce var select a component (node or edge) and convert it into a variable (loosen) (local) -split var select a variable and randomly split it into 2 vars (grow, loosen) (local) -merge var select 2 variables and merge them (shrink, harden) (local) -del triple delete a triple statement (shrink, loosen) (local) -expand node select a node, and add a triple from its expansion (grow, harden) (local for now) -add edge select 2 nodes, add an edge in between if available (grow, harden) (local for now)
-increase dist increase distance between source and target by moving one a hop away (grow) (local) -simplify pattern simplify the pattern, deleting unnecessary triples (shrink) (local) (cf. Section 2.7) -fix var select a variable and instantiate it with an IRI, BNode or Literal that can take its place (harden) (SPARQL) (see below)
In a single generation sequential mutation (by different strategies in the order as above) is possible.
Currently, all but one of the mutation operations can be performed on the pattern itself (local) without issuing any SPARQL queries. The mutation operations also have different effects on the pattern itself (grow, shrink) and on its result size (harden, loosen). We can generally say that introducing a variable loosens a pattern and fixing a variable hardens it. Patterns which are too loose will generate a lot of candidates and take a long time to evaluate. Patterns which are too hard will generate too few solutions, if any at all. Very big patterns, even though very specific can also exceed reasonable query and evaluation times.
Fix Var Mutation
Unlike the other mutations, the fix var mutation is the only one which makes use of the underlying dataset via the SPARQL endpoint, in order to instantiate variables with an IRI, BNode or Literal. As it is one of the most important mutations and also because performing SPARQL queries is expensive, it can immediately return several mutated children.
For a given pattern we randomly select one of its variables ?v (excluding ?source and ?target). Additionally, we sample up to a defined number of sourcetarget-pairs from the ground truth which are not well covered yet. For each of these sampled pairs (s s , t s ) we issue a SPARQL query of the form:
{ SELECT distinct ?v { VALUES (?source?target) { (ss, ts) } pattern } } We collect the possible instantiations for ?v, count them over all queries and randomly select (with probabilities according to their frequencies) up to a defined number of them. Each of the selected instantiations forms a separate child by replacing ?v in the current pattern.
Selection and Keeping the Population Healthy
After each generation the next generation is formed by the surviving (fittest) individuals from n tournaments of k randomly sampled individuals from the previous generation.
As we learned from our early experiments, such exclusive dependency of each generation on the previous one, quickly can lead to the degeneration of the whole population. The amount of mutation and mating strategies together with the initial population generation and selection tournaments forms a very intricate system of parameters (mostly probabilities) that influences the health of the population. Even slight misalignments of these parameters can have degenerative effects over many generations. We often witnessed that final generations were composed of very unfit patterns, while intermediate generations contained some fit patterns.
Hence, we also employ two techniques, which counter population degeneration and make our algorithm robust against non-optimal parameter selections:
-In each generation we re-introduce a small number of newly generated initial population patterns (see Section 2.3). -Each generation updates a hall of fame, which will preserve the best patterns ever encountered over the generations. In each generation a small number of the best of these all-time best patterns is re-introduced.
Real World Considerations
After the above mostly theoretical considerations, we will discuss practical limits, problems and necessary optimizations in this Section. Two big concerns for any machine learning algorithm are search space and algorithm runtime. With ∼ 3.5 M unique triples in the 1-neighborhood of the ground truth association pairs, it is impossible to ever enumerate let alone evaluate every graph pattern out of the 2 3.5M possible combinations. Despite our evolutionary algorithm being a lot smarter than brute-forcing all combinations, it can only learn from what it has seen and tried before. Hence, we should try to maximize the amount of patterns it can evaluate in a given amount of time.
As early straight forward implementations of our algorithm needed 2-3 minutes to evaluate one single graph pattern, we invested a lot of thought and work into reducing the evaluation time to less than 0.5 seconds on average. In the following, we will share our key insights.
Batch Queries
The most important optimization lies in the reduction of the amount of issued queries by using batch queries.
As mentioned in Section 2.2, to evaluate the fitness of one graph pattern we need the ground truth matches and avg result length. A straight forward implementation of this would perform 2 * 727 queries (each query for all ground truth pairs) to evaluate the fitness of a single individual. With a 100 ms response time this wastes ∼ 145 seconds mostly with connection overhead.
It is a lot more efficient to run several sub-queries in one big query and to only transport the ground truth association pairs to the endpoint once (via VALUES), than to ask for each result separately.
The main cost of such an approach is an increase of the client side implementation complexity for re-assembling the results and proper error-recursion, as a timeout or error in a single query might otherwise quickly cause wrong results for another query.
Note that there are query size limits on most SPARQL endpoints. To reduce query size, we strip unnecessary whitespace and shorten your IRIs by using prefixes.
Timeouts & Limits Everywhere
Another mandatory optimization involves the use of timeouts and limits for all queries, even if they usually only return very few results in a short time. We found that a few run-away queries can quickly lead to congestion of the whole endpoint and block much simpler queries.
Timeouts are also especially useful as a reliable proxy to exclude too complicated graph patterns. Even seemingly simple patterns can take a very long time to evaluate based on the underlying dataset and its distribution.
Fit To Live Filter While timeouts and limits are a useful safety net, it is even better not to evaluate patterns if it is obvious that they will never reach a high enough fitness to be viable. We realize this with a fit to live filter which checks if mutants and children are actually desirable, meaning fit to live, before evaluating them. If not, the respective parent takes their place in the new population, allowing for a much larger part of the population to actually be viable.
The filter asserts that a pattern does not exceed a certain maximum size (amount of variables, triples as well as bytes), that it has at least a ?source or ?target variable and that it does not contain very long literals. Additionally it asserts that each of the patterns is connected, as mutations and mating can create disconnected patterns with two or more components. Such disconnected patterns lead to especially stressing SPARQL queries, as their disconnected nature asks the SPARQL endpoint to create the Cartesian product over all solutions of each disconnected component.
Parallelization, Caching, Query Canonicalization and Noise Two other crucial optimizations to reduce the overall run-time of the algorithm are parallelization and client side caching. One of the large benefits of our evolutionary algorithm is that the evaluation of all individuals is well parallelizable. Nevertheless, one should be aware that the SPARQL endpoint quickly becomes the bottleneck of such a parallelization. Ignoring the limits of the queried endpoint will resemble a denial of service attack. For most of our experiments we hence use an internal LOD cache with exclusive access for our learning algorithm. In case the algorithm is run against public endpoints we suggest to only use a single thread in order not to disturb their service (fair use).
Client side caching further helps to reduce the time spent on evaluating graph patterns, by only evaluating them once, should the same pattern be generated by different sequences of mutation and mating operations.
Investigating the notion of "same" graph pattern here leads to the realization that in order to be effective, the caching needs to rely on a canonicalization for graph patterns. We were able to solve this problem by reducing the SPARQL Basic Graph Pattern (BGP) canonicalization problem to an RDF graph canonicalization problem (essentially modelling variables as BNodes), for which algorithms with good practical run-times are available, such as RGDA1 [15] .
In the context of caching one other important finding is that many SPARQL endpoints (especially the widely used OpenLink Virtuoso) return non-deterministic and often incomplete results by default. The benefit of an evolutionary algorithm in this case is that it is probabilistic and can live well with such non-determinism (unlike many other search algorithms). Hence, when caching is used, it is helpful to reduce, but not completely remove redundant queries.
Pattern Simplification Last but not least, as our algorithm can create patterns that are unnecessarily complex, it is useful to simplify them. Hence, we developed a pattern simplification algorithm, which given a complicated graph pattern gp c finds a minimal equivalent pattern gp s with the same result set wrt. the ?source and ?target variables.
The simplification algorithm removes unnecessary edges, such as redundant parallel variable edges (PVE), edges between and behind fixed nodes (EBFN) and unrestricting leaf branches (ULB).
Visualisation
After presenting the main components of our evolutionary algorithm in the previous section, we will now briefly describe a powerful interactive visualisation 9 . As the learning of our evolutionary algorithm can produce many graph patterns, the visualisation allows to quickly get an overview of the resulting patterns in different stages of the algorithm. Figure 1 (left) shows a screen shot of the visualisation of a single learned graph pattern. In the sidebar the user can select between individual generations, the results of a whole run or the overall results to inspect the outcomes at various stages of the algorithm. Afterwards, the individual result patterns can be selected. Below these selection options the user can then inspect the statistics about the graph pattern including its fitness, a list of matching training ground truth pairs and the corresponding SPARQL SELECT query for the pattern. Links are provided to perform live queries on the SPARQL endpoint.
At each of the stages, the user can also get an overview of the precision coverage of a single pattern (as can be seen in Figure 1 (right) ) or the accumulated coverage over all patterns.
Prediction
As mentioned in the introduction, the learned patterns can be used for prediction. The basic idea is to insert a given source s i in place of the ?source variable in each of the learned patterns gp and execute a SELECT ?target query (c.f., prediction gp,si in Section 2.2).
Query Reduction Technique
For practical prediction purposes the amount of learned graph patterns can easily become too high by finding and returning many very similar patterns that are only differing in minor aspects.
One realisation from visualising the resulting patterns, is that we can use their precision vectors wrt. the ground truth pairs to cluster graph patterns. From each cluster we can then select the best pattern as its representative.
We employ several standard clustering algorithms for this. By default our algorithm automatically calculates all of them and then selects the clustering technique which leads to the least precision loss at the desired number of queries to be performed during prediction.
On our training dataset, it is observable that the best of these clustering algorithms (such as scaled euclidean ward) achieve a precision loss of only ≈ 1% with 100 requests. In other words: there is very little benefit in using more than 100 different patterns to model our semantic human association dataset.
Fusion Variants
When used for prediction, each graph pattern gp creates an unordered list of possible target nodes t j ∈ prediction gp,si for an inserted source node s i . We evaluated the following fusion strategies to combine and rank the returned target candidates t j :
-target occurrences: a simple occurrence count of each of the targets over all graph patterns. -scores: sum of all graph pattern scores (from the graph pattern's fitness) for each returned target. -f-measures: sum of all graph pattern F1-measures (from the graph pattern's fitness) for each returned target. -gp precisions: sum of all graph pattern precisions (from the graph pattern's fitness) for each returned target. -precisions: sum of the actual precisions per graph pattern in this prediction.
By default our algorithm will perform them all, allowing the user to pick the best performing fusion strategy for their use-case.
Evaluation
In order to evaluate our graph pattern learner, we asked it to learn patterns for human associations as mentioned in Section 1.1.
Before starting the development of our algorithm we randomly split our 727 ground truth pairs into a training set of 655 and a test set of 72 pairs (10 % random split). All training, visualising and development has been performed on the training set in order to reduce the chance of over-fitting our algorithm to our ground truth.
Experiment, Basic Stats and Notable Learned Graph Patterns
We ran our algorithm against a local Virtuoso 7.2 SPARQL endpoint containing over 7.9 G triples, from many central datasets of the LOD cloud. Due to the fact that we try to learn patterns between DBpedia entities, we mostly witness patterns from within the DBpedia dataset itself. However, we also find cross dataset patterns, for example using the fact that the ?target is linked to an entity in Wikidata (owl:sameAs) or BabelNet (skos:exactMatch).
On our dataset, experiments showed that running the algorithm with a population size of 200, a maximum of 20 generations each in a maximum of 64 runs is more than enough. The first 5 runs of our algorithm are typically completed within 3, 6, 9, 13 and 15 minutes. In the first couple of minutes all of the very simple patterns that model a considerable fraction of the training set's pairs are found. With the mentioned settings the algorithm will terminate after around 3 hours.
Due to the size restrictions, we will only briefly mention three notable patterns from the resulting learned patterns in this paper. For further insights, we invite the reader to explore the results online 10 with the interactive visualisation presented in Section 3.
Two notable and intuitively understandable patterns which typically are amongst the top patterns are: {?source gold:hypernym ?target} {?source dbo:wikiPageWikiLink ?target. ?target dbo:wikiPageWikiLink ?source}
They model that associations are often hyper-/hyponyms as well as that two things which are noteworthy to each other (their Wikipedia articles link each other) are often associated. The third pattern we want to mention is one representing a whole class of intra-dataset learning, which is typically found a bit later and models that it sometimes is enough to know that there is a link to another dataset such as BabelNet in this case: {?source dbo:wikiPageWikiLink ?target. ?v0 skos:exactMatch ?v1. ?v1 dbprop:industry ?target} Prediction & Fusion Strategies In order to evaluate the quality of the learned patterns gp we evaluate their use for predicting the initially split-off test set of semantic human associations (s i , t i ). For each s i we can use each of the learned (and clustered) graph patterns gp to predict a list of target candidates which we then fuse with each of the fusion methods f m(prediction ·,si ) from Section 4.2. An example of such a fused prediction result (of the method precisions) for the source s i =dbr:Sled is the ranked list: [dbr:Snow, dbr:Christmas, dbr:Deer, dbr:Kite, dbr:Transport, dbr:Donkey, dbr:Ice, dbr:Ox, dbr:Obelisk, dbr:Santa_Claus]. In this case the ground truth target t i =dbr:Snow is returned as first element of the ranked list.
As we can see most of the results are relevant as associations to humans, indicating that the current evaluation criterion is very harsh as it is mostly based on just one out of many potentially valid targets.
Checking the resulting ranks of all ground truth targets t i gives us the Recall@k. Figure 2 shows the resulting Recall@k for k ∈ {1..100}. We can see that all fusion strategies reach a Recall@5 of over 40 % and a Recall@10 of over 55 % (the gp precision fusion even > 63 %). This means that for more than 40 % of the test set's (?source, ?target) pairs, given the ?source the algorithm is able to produce a ranked list which contains the ?target node in the top-5 results with any of the fusion strategies.
We can further observe that our fusion strategies reach a maximal Recall@100 of 79 %, which is slightly higher than expected from the coverage and predictions run based on our training set, indicating that our training did not over-fit to the training ground truth pairs.
The figure also shows the recalls for baselines, which try to predict the target nodes from the 1-neighbourhood (bidirectionally, incoming or outgoing) by selecting the neighbour with the highest PageRank, HITS score, in-and outdegree. As we can see all our fusion strategies significantly outperform all these baselines.
Related Work
To the best of our knowledge, our algorithm is the first of its kind. It is unique in that it can learn a max coverage set of SPARQL graph patterns for a given input list of source-target-pairs directly from a given SPARQL endpoint. It is especially designed for the case that there is not a simple single pattern that models all source-target-pairs.
Many other algorithms exist, which learn vector space representations from knowledge graphs. An excellent overview of such algorithms can be found in [16] . We are however not aware that any of these algorithms have the ability of returning a list of graph patterns that model an input list of source-target-pairs.
There are other approaches that help formulating SPARQL queries, mostly in an interactive fashion such as RelFinder [10, 11] or AutoSPARQL [14] . Their focus however lies on finding relationships between (short) lists of entities (not source-target-pairs) or interactively formulating SPARQL queries for a list of entities of a single kind. They cannot deal with entities of different kinds.
In the context of human associations and Linked Data, we previously focused on collecting datasets of semantic associations directly from humans [9, 6] , ranking existing facts according to association strengths [7, 8] and mapping the Edinburgh Associative Thesaurus [12] to DBpedia [5] . None of these previous works directly focused on identifying existing patterns for human associations.
Conclusion & Outlook
In this paper we presented an evolutionary graph pattern learner. The algorithm can successfully learn a set of patterns for a given list of source-target-pairs from a SPARQL endpoint in a way that maximises the coverage of source-target-pairs with good patterns. The ensemble of learned patterns can be used to predict targets for a given source.
We used this feature to evaluate our algorithm on a challenging dataset of semantic human associations. With a Recall@10 of 63.9 % our algorithm significantly outperforms PageRank, HITS and degree based baselines.
The algorithm, the used datasets and the interactive visualisation of the results are available online 11 . We will enhance our algorithm in the future. We are already working on direct support of Literals in the input source-target-pairs, which will allow us to learn patterns directly from lists of textual inputs. Further, we are investigating mutations, for example to introduce FILTER constraints, as well as co-operative co-evolution strategies as an alternative approach to reach coverage. We also plan to investigate the effects of including negative samples.
Additionally, we plan to employ more advanced late fusion techniques, in order to learn when to trust the prediction of which pattern. As this idea is conceptually close to interpreting the learned patterns as a feature vector (with understandable and executable patterns to generate target candidates), we plan to investigate combinations of our algorithm with approaches that learn vector space representations from knowledge graphs.
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