plenty of examples which are more intricate and also not fractal, such as domains or surfaces with cusps. There can be interesting fractal behavior at some kind of boundary, if not for the space itself.
There is a subtle relationship between connectedness properties of a metric space M in terms of paths of finite length and bounds for the size of M like a doubling condition. Often one of the two kinds of properties is fairly accessible and the other is more complicated. A very interesting class of situations occurs with spaces at infinity of hyperbolic groups in the sense of Gromov, for which having plenty of curves of finite length can be a tricky issue.
To be more precise, a path in M which goes from a point x to a point y is a continuous mapping p(t) defined on a closed interval [a, b] in the real line and with values in M such that p(a) = x and p(b) = y. If a = t 0 < t 1 < t 2 < · · · < t m = b (1.4) is a partition of [a, b] , then we can associate to this partition the quantity m j=1 d(p(t j ), p(t j−1 )), (1.5) which is the approximation to the length of p corresponding to this partition. The length of the path is defined to be the supremum of (1.5) over all partitions of [a, b] . In general this can be infinite.
A standard observation is that the quantity (1.5) can only increase as points are added to the partition, because of the triangle inequality. Any two partitions admit a common refinement, for which the approximation to the length is then greater than or equal to the approximations to the length associated to the original refinements.
Suppose that the length of the path p(t) is finite. Then the length of the restriction of p to any subinterval of [a, b] is also finite, and is less than or equal to the length of the whole path. Let us define a function L(u, v) for u, v ∈ [a, b], u ≤ v, to be the length of the restriction of p(t) to [u, v] . Of course a constant path has length 0, which includes the case where the domain has one element. Note that From the definition we know that L(a, s) is monotone increasing in s, so that the limit on the left side exists and is less than or equal to the right side. To show that equality holds, one can choose a partition of [a, t] so that the approximation to the length of p(u) along this partition is close to L(a, t), and then check that L(a, s) is greater than or equal to this approximation minus a small number when s is sufficiently close to t. This employs the continuity of p(u) at t, to move the last point in the partition from t to s without making more than a small change to the approximation to the length.
which can be verified in the same manner as before.
Set λ = L(a, b), and consider the real-valued function
Thus σ(t) is monotone increasing (and not necessarily strictly increasing), σ(0) = 0, σ(b) = λ, and σ(t) is continuous by the preceding remarks.
There is a mapping p : [0, λ] → M such that p(σ(t)) = p(t) (1.14) for all t ∈ [a, b] . In other words, if s, t ∈ [a, b], s < t, and σ(s) = σ(t), then L(s, t) = 0, so that p is constant along [s, t] , and (1.14) leads to a single value for p at σ(s) = σ(t). Moreover, (1.6) implies that
On the other hand, if q :
for some constant k and all s, t ∈ [c, d], then it is easy to check that the length of q on [c, d] is at most k |c − d|. One can trade between k and |c − d| by rescaling in the domain.
Thus there is a path in M from x to y with length less than or equal to a constant A if and only if there is a mapping q : [0, 1] → M such that q(0) = x, q(1) = y, and (1.16) holds for all s, t ∈ [0, 1] with k ≤ A. Assuming that there is a path in M from x to y with finite length and that closed and bounded subsets of M are compact, one can use the Arzela-Ascoli theorem to find such a mapping q with k as small as possible, and this minimal k is the same as the length of the shortest path in M from x to y.
A well-known result in basic analysis states that if (M, d(x, y) ) is a complete metric space, then a closed subset K of M is compact if and only if K is totally bounded, which means that for every ǫ > 0 there is a finite family of balls in M with radius ǫ whose union contains K. Thus, if (M, d(x, y) ) is complete, then closed and bounded subsets of M are compact if and only if all balls in M are totally bounded. It is easy to verify that the latter holds when M satisfies the doubling property. In short, closed and bounded sets are compact in a happy fractal (or happy metric space).
Lipschitz retracts
Suppose that (M, d(x, y) ) is a metric space, and that A and E are subsets of M, with E ⊆ A. A mapping φ : A → E is said to be a Lipschitz retract of A onto E if φ(x) = x for all x ∈ E (2.1) and φ is Lipschitz, so that there is a constant k ≥ 0 such that
for all y, z ∈ A. Note that if M is complete and E is a closed subset of M, then one can always take A to be closed, because any Lipschitz mapping from A into E can be extended to a Lipschitz mapping from the closure of A into E, and with the same Lipschitz constant k.
Let us say that a complete metric space (N, ρ(u, v) ) is a Lipschitz extension space with constant s ≥ 1 if for every separable metric space (M, d(x, y) ) and every mapping f from a subset Z of M into N which is Lipschitz with constant L, so that
for all x, y ∈ Z, there is an extension of f to a Lipschitz mapping from M into N with constant s L.
Remark 2.4 If (M, d(x, y) ) is a separable metric space and E is a subset of M, and if (E, d(x, y) ) satisfies the Lipschitz extension property with constant s, then there is a Lipschitz retraction from M onto E with constant s, simply by extending the identity mapping on E.
The requirement above that N be complete is not really needed, since it can be derived from the extension property. The restriction to metric spaces M which are separable -i.e., which contain a countable dense subsetis made because we shall only be concerned with spaces that satisfy this condition, and because it permits one to avoid such things as transfinite induction. Specifically, one can make the following observation.
Lemma 2.5 Let (N, ρ(u, v) ) be a complete metric space. A necessary and sufficient condition for N to satisfy the Lipschitz extension property with constant s is that it satisfy this property in the special case where the metric space (M, d(x, y) ) and the subset Z of M have the feature that M\Z is at most countable. Indeed, if one can extend a Lipschitz mapping to a set with one extra element, without increasing the Lipschitz constant, then one can repeat this to get extensions to sets with arbitrary finite numbers of additional elements, or even countably many additional elements, without increasing the Lipschitz constant. The preceding lemma then applies to deal with the general case.
Lemma 2.7 Let (N, ρ(u, v)) be a complete metric space. Suppose that for every collection
of closed balls in N such that I is at most countable and
we have that
Then (N, ρ(u, v) ) satisfies the Lipschitz extension property with s = 1.
Note that the completeness of N corresponds in fact to the special case of the condition in the lemma where {B i } i∈I is a sequence of closed balls which is decreasing in terms of inclusion and whose radii are tending to 0.
To prove the lemma, it is enough to obtain one-point extensions, as in Lemma 2.6. Let (M, d(x, y)), Z, f , and L be given as in the definition of the Lipschitz extension property, with M\Z containing exactly one element w. For each z ∈ Z, consider the closed ball
In other words, this family of balls satisfies the condition (2.9) in Lemma 2.7. Although Z may not be at most countable, one can use the separability of M to obtain that there is a dense subset I of Z which is at most countable. The hypothesis of the lemma then implies that
Fix a point α in this intersection, and set f (w) = α. We have that
for all zinI, precisely because α ∈ B z for all z ∈ I. By continuity, (2.14) holds for all z ∈ Z. Thus we have an extension of f to M = Z ∪ {w} which is Lipschitz with constant L, as desired. This proves the lemma.
Corollary 2.15
The real line R with the standard metric |x − y| satisfies the Lipschitz extension property with s = 1.
Of course this is well-known and can be established by other means, but one can check that the hypothesis of Lemma 2.7 holds in this case. To be more precise, the B i 's are closed and bounded intervals in this case, and the condition (2.9) implies that every pair of these intervals intersects. The special geometry of the real line implies that the intersection of all of the intervals is nonempty.
Part of the point of this kind of approach is that it can be applied to treelike spaces. As a basic scenario, suppose that (T, σ(p, q)) is a metric space which consists of a finite number of pieces which we shall call segments, and which are individually isometrically equivalent to a closed and bounded interval in the real line. We assume that any two of these segments are either disjoint or that their intersection consists of a single point which is an endpoint of each of the two segments. We also ask that T be connected, and that the distance between any two elements of T is the length of the shortest path that connects them. One may as well restrict one's attention to paths which are piecewise linear, and the length of the paths is easy to determine using the fact that each segment is equivalent to a standard interval (of some length).
So far these conditions amount to saying that T is a finite graph, with the internal geodesic distance. Now let us also ask that T be a tree, in the sense that any simple closed path in T is trivial, i.e., consists only of a single point.
The effect of this is that if p and q are elements of T , then there is a special subset S(p, q) of T which is isometrically-equivalent to a closed and bounded interval in the real line, with p and q corresponding to the endpoints of this interval. In practice, with a typical picture of a tree, it is very easy to draw the set S(p, q) for any choice of p and q. This set gives the path of minimal length between p and q (through the isometric equivalence mentioned before), and it satisfies a stronger minimality property, namely, any path in T connecting p and q contains S(p, q) in its image.
Lemma 2.16 Under the conditions just described, (T, σ(p, q)) satisfies the hypotheses of Lemma 2.7. As a result, (T, σ(p, q)) enjoys the Lipschitz extension property with s = 1.
Clearly T is complete, and in fact compact. Now suppose that {B i } i∈I is a family of closed balls in T . The condition (2.9) implies in this setting (and in any geodesic metric space) that any two of the B i 's intersect. (Note that the converse always holds.)
Let us call a subset C of T convex if p, q ∈ C implies that S(p, q) ⊆ C. Of course convexity in this sense implies connectedness, and in fact connectedness implies convexity because of the assumption that T is a tree. That is, S(p, q) is contained in any connected set that contains p and q. Of course connected subsets of T have a simple structure, since a connected subset of an interval in the real line is also an interval.
Because the distance on T is defined in terms of lengths of paths, open and closed balls in T are connected, and hence convex. The intersection of two convex sets is also convex, by definition.
Suppose that C 1 , C 2 , and C 3 are convex subsets of T such that C 1 ∩ C 2 , C 1 ∩ C 3 , and C 2 ∩ C 3 are all nonempty. Let us check that C 1 ∩ C 2 ∩ C 3 is nonempty as well. Let p 12 , p 13 , and p 23 be elements of C 1 ∩ C 2 , C 1 ∩ C 3 , and C 2 ∩ C 3 , respectively. Observe that
since the right side defines a connected subset of T that contains p 12 and p 13 . As before, there is an isometric equivalence between S(p 12 , p 13 ) and a closed and bounded interval I in the real line, where p 12 , p 13 correspond to the endpoints of I. On the other hand, S(p 12 , p 13 ) ∩ S(p 12 , p 23 ) and S(p 12 , p 13 ) ∩ S(p 23 , p 13 ) are closed convex subsets of S(p 12 , p 13 ), and hence correspond to closed subintervals J, K of I. From (2.17) we obtain that I ⊆ J ∪ K, which implies that J ∩ K = ∅, since J and K are closed. Any element of J ∩K corresponds to a point in S(p 12 , p 13 ) that also lies in S(p 12 , p 23 ) and S(p 23 , p 13 ). Because C 1 , C 2 , and C 3 are convex, S(p 12 , p 13 ) ⊆ C 1 , S(p 12 , p 23 ) ⊆ C 2 , and S(p 23 , p 13 ) ⊆ C 3 . In other words, we get an element of the intersection of C 1 , C 2 , and C 3 , as desired.
Because the intersection of convex sets is convex, one can iterate this result to obtain that if C 1 , C 2 , . . . , C ℓ are convex sets in T such that the intersection of any two of them is nonempty, then ℓ i=1 C i = ∅. For closed convex sets, which are then compact since T is compact, one can get the same result for an infinite family of convex sets. This uses the well-known general result that the intersection of a family of compact sets is nonempty if the intersection of every finite subfamily is nonempty.
This shows that (T, σ(p, q)) satisfies the hypotheses of Lemma 2.7, since closed balls are closed convex sets. This completes the proof of Lemma 2.16.
Of course there are analogous results for more complicated trees or treelike sets. Let us note that one might have the set sitting inside of a Euclidean space, but where the internal geodesic metric is not quite the same as the restriction of the ambient Euclidean metric. If the two are comparable, in the sense that each is bounded by a constant multiple of the other, then the Lipschitz extension property for one metric follows from the same property for the other metric, with a modestly different constant.
The Sierpinski gasket and carpet
The Sierpinski gasket is the compact set in R 2 which is constructed as follows. One starts with the unit equilateral triangle, with bottom left vertex at the origin and bottom side along the x 1 -axis. By "triangle" we mean the closed set which includes both the familiar polygonal curve and its interior. This triangle can be subdivided into four parts each with sidelength equal to half of the original. The vertices of the four new triangles are vertices of the original triangle or midpoints of its sides. One removes the interior of the middle triangle, and keeps the other three triangles in the first stage. One then repeats the process for each of those triangles, and so on. The Sierpinski gasket is the compact set without interior which occurs in the limit, and which is the intersection of the sets which are finite unions of triangles which occur at the finite stages of the construction.
Similarly, the Sierpinski carpet is the compact set in R 2 defined in the following manner. One starts with the unit square, where "square" also means the familiar polygonal curve together with its interior. One decomposes the unit square into nine smaller squares, each with sidelength equal to one-third that of the original. One removes the interior of the middle square, and keeps the remaining eight squares for the first stage of the construction. One then repeats the construction for each of the smaller squares, and so on. The Sierpinski carpet is the compact set without interior which occurs in the limit and is the intersection of the sets which are the finite unions of squares from the finite stages of the construction.
The Sierpinski gasket and carpet provide well-known basic examples of happy fractals. The main point is that if x, y are two elements of one of these sets, then x and y can be connected by a curve in the set whose length is bounded by a constant times |x − y|. This is not too difficult to show, using the sides of the triangles and squares to move around in the sets.
For neither of these sets is there a continuous retraction (let alone a Lipschitz retraction) from R 2 onto the set. There is not even a continuous retraction from a neighborhood of the set onto the set. This is because in both cases there are arbitrarily small topological loops, given by boundaries of triangles or squares, which cannot be contracted to a point in the set, but can easily be contracted to a point in R 2 , within the particular triangle or square. If there were a retraction whose domain included suc a triangle or square, then the contraction of the loop could be pushed back into the Sierpinski gasket or carpet, where in fact it cannot exist. However, one can retract the complement of a triangle or square onto its boundary. If one removes a hole from each open triangle or square in the complement of the Sierpinski gasket or carpet, then one can define a continuous retraction on the fatter sets that one obtains, i.e., as the complement of the union of the holes. The domain of the retraction is reasonably fat, but it still does not contain a neighborhood of the Sierpinski gasket or carpet. If one is careful to choose the holes so that they always contain a disk of radius which is greater than or equal to a fixed positive constant times the diameter of the corresponding triangle or square, then one can get a Lipschitz retraction.
There are also nice Lipschitz retractions from the Sierpinski gasket or carpet onto subsets of itself. For instance, one can start by pushing parts of the gasket or carpet in individual triangles or squares to all or parts of the boundaries of these triangles or squares. One can often move what remains into the rest of the gasket or carpet that is not being moved.
Heisenberg groups
Let n be a positive integer. Define H n first as a set by taking C n × R, where C denotes the complex numbers. The group law is given by
where Im a denotes the imaginary part of a complex number a, and w j , z j denote the jth components of w, z ∈ C n . It is not difficult to verify that this does indeed define a group structure on H n . In this regard, notice that the inverse of (w, s) in H n is given by
For each positive real number r, define the "dilation" δ r on H n by δ r (w, s) = (r w, r 2 s).
One can check that these dilations define group automorphisms of H n , i.e.,
Also, for r 1 , r 2 > 0 we have that δ r 1 (δ r 2 (w, s)) = δ r 1 r 2 (w, s). (4.5) Let us note that the group law and the dilations are compatible with the standard Euclidean topology on H n , i.e., they define continuous mappings.
Let us call a nonnegative real-valued function N(·) on H n a norm if it satisfies the following conditions: (a) N is continuous; (b) N takes the value 0 at the origin and is strictly positive at other points in H n ; (c) N((w, s) −1 ) = N(w, s) for all (w, s) ∈ H n ; (d) N(δ r (w, s)) = r N(w, s) for all r > 0 and (w, s) ∈ H n ; and (e) N satisfies the triangle inequality with respect to the group structure on H n , which is to say that
In many situations it is sufficient to work with a weaker notion, in which (4.6) is replaced by the "quasitriangle inequality" which says that there is a positive constant C > 0 so that the left side is less than or equal to C times the right side. It is very easy to write down explicit formulae for "quasinorms" which satisfy conditions (a) -(d) and this weaker version of (e), and in fact this weaker version of (e) is implied by the other conditions. Also, any two quasinorms are comparable, which is to say that each is bounded by a constant multiple of the other. Indeed, because of the homogeneity condition (d), this statement can be reduced to one on a compact set not containing the origin, where it follows from the continuity and positivity of the quasinorms.
Actual norms can be written down explicitly through simple but carefullychosen formulae, as in [KorR] . Another aspect of this will be mentioned in a moment, but first let us define the distance function associated to a norm or quasinorm.
If N is a norm or quasinorm on H n , then we can define an associated
By construction, this distance function is automatically invariant under left translations on H n , i.e.,
We also have that d(·, ·) is nonnegative, equal to 0 when the two points in H n are the same, and is positive otherwise, because of the corresponding properties of N. Similarly, 
by the homogeneity property of N.
If N is a norm, then (4.6) implies that d N satisfies the usual triangle inequality for metrics. If N is a quasinorm, then d N satisfies the weaker version for quasimetrics, in which the right side is multiplied by a fixed positive constant. Just as different quasinorms on H n are comparable, the corresponding distance functions are too, i.e., they are each bounded by a constant times the other.
A basic and remarkable feature of the Heisenberg groups with this geometry is that they are happy fractals. In fact one can define the distance between two points in terms of the infimum of the lengths of certain paths between the two points, where the family of paths and the notion of length enjoy left-invariance and homogeneity properties which lead to the same kind of properties for the distance function as above. This kind of distance function can also be shown to be compatible with the Euclidean topology on H n . These features imply that this distance function is of the form d N for some N as above. The triangle inequality for the distance function is a consequence of its definition, and this leads to the triangle inequality for the corresponding N. A key subtlety in this approach is that there is a sufficiently-ample supply of curves used in the definition of the distance to connect arbitrary points in H n , because the curves are required to satisfy nontrivial conditions on the directions of their tangent vectors.
Let us return to the setting of an arbitrary norm N on H n . The triangle inequality can be rewritten as
for all (w, s), (z, t) ∈ H n . Thus
For (w, s) = 0, define φ(w, s) by φ(w, s) = δ N (w,s) −1 (w, s). If (w, s), (z, t) are both nonzero elements of H n , then
The first term on the right can be rewritten as (4.17) which is reasonable and nice for our purposes. The second term on the right can be rewritten as
Let us think of this as being of the form
where r is a positive real number and (y, u) ∈ H n satisfies N(y, u) = 1. Of course this expression is equal to 0 when r = 1, and one can be interested in getting a bound for it in terms of r − 1.
Unfortunately one does not get a bound for (4.19) like O(|r − 1|) in general, but more like O( |r − 1|) for r reasonably close to 1. The bottom line is that the retraction φ onto the unit sphere for N is not Lipschitz, even in a small neighborhood of the sphere.
To look at it another way, although the dilation mapping δ r is Lipschitz with constant r with respect to d N on H n , it does not have good Lipschitz properties as a function of r, except on a small set. This is in contrast to the case of Euclidean geometry, where dilation by r is uniformly Lipschitz as a function of r on bounded subsets.
A closely related point is that while there are curves of finite length joining the origin in H n to arbitrary elements of H n , the trajectories of the dilations do not have this property.
Certainly one can expect that it is more difficult to have Lipschitz retractions in the Heisenberg group than in Euclidean spaces, and this indicates that this is so even for relatively simple cases.
Another basic mapping to consider is (4.20) which takes H n minus the origin to itself. This mapping is a reflection about the unit sphere for N, i.e., ψ(w, s) = (w, s) when N(w, s) = 1, N(ψ(w, s)) = N(w, s) −1 , and ψ(ψ(w, s)) = (w, s). Unlike the Euclidean case, there is once again trouble with the Lipschitz condition even on a small neighborhood of the unit sphere for N.
Some happy fractals from Helsinki
There are clearly numerous variations for the type of construction about to be reviewed. We shall focus on a simple family with a lot of self-similarity.
Let N be an odd integer greater than or equal to 5, and let Σ 0 denote the boundary of the unit cube in R 3 . Thus Σ 0 consists of 8 two-dimensional squares, each with sidelength 1.
In the first stage of the construction, we subdivide each of these 8 squares into N 2 squares with sidelength 1/N. For each of the original 8 squares, we make a modification with the square of size 1/N in the middle. The "middle" makes sense because N is odd. Specifically, we remove the middle squares, and replace each one with the union of the other 7 squares in the boundary of the cube with one face the middle square in question and which lies outside the unit cube with which we started. The surface that results from Σ 0 by making these modifications is denoted Σ 1 .
This procedure can also be described as follows. Let R 0 denote the unit cube, so that Σ 0 = ∂R 0 . Now define R 1 to be the union of R 0 and the 8 cubes with sidelength 1/N whose interiors are outside R 0 and which have a face which is a middle square of a face of R 0 . The surface Σ 1 is the boundary of R 1 .
Using the decomposition of the boundary described in the first step, we can think of Σ 1 as the union of a bunch of two-dimensional squares of sidelength 1/N. Namely, there are 8 · (N 2 − 1) + 8 · 7 such squares. For each of these squares, we apply the same procedure as before. That is, we divide each square into N 2 squares of sidelength 1/N times the sidelength of the squares that we have, so that the new squares have sidelength 1/N 2 in this second step. For each of the squares from the first step, we make modifications only at the middle smaller squares just described, one middle small square for each square from the second step. Each of these middle small squares is removed and replaced with the union of 7 squares of the same sidelength which are in the boundary of the cube with interior outside R 1 and with one face being the small middle square in question. The result is a surface Σ 2 consisting of a bunch of squares of sidelength 1/N 2 . The condition N ≥ 5 is helpful for keeping the modifications at different places from bumping into each other or getting too close to doing that.
One can also describe this in terms of adding a bunch of cubes of sidelength 1/N 2 to R 1 , each with a face which is a middle square of a square from the first step, to get a new region R 2 . The surface Σ 2 is the boundary of R 2 .
This process can be repeated indefinitely to get regions R j and surfaces Σ j = ∂R j for all nonnegative integers j. In the limit we can take R to be the union of the R j 's, and Σ to be the boundary of R, which is the same as the Hausdorff limit of the Σ j 's.
Of course this procedure is completely analogous to ones in the plane for producing snowflake curves. However, one does not get snowballs in the technical sense introduced by Pekka Koskela, because there are a lot of curves of finite length. Indeed, whenever a square is introduced in the construction, its four boundary segments are kept intact for all future stages, and hence in the limit. One can verify that Σ is a happy fractal.
