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Abstract
Finding efficient analytical techniques is overwhelmingly turning into a bottleneck for the
effectiveness of large biological data. Machine learning offers a novel and powerful tool to
advance classification and modeling solutions in molecular biology. However, these meth-
ods have been less frequently used with empirical population genetics data. In this study,
we developed a new combined approach of data analysis using microsatellite marker data
from our previous studies of olive populations using machine learning algorithms. Herein,
267 olive accessions of various origins including 21 reference cultivars, 132 local ecotypes,
and 37 wild olive specimens from the Iranian plateau, together with 77 of the most repre-
sented Mediterranean varieties were investigated using a finely selected panel of 11 micro-
satellite markers. We organized data in two ‘4-targeted’ and ‘16-targeted’ experiments. A
strategy of assaying different machine based analyses (i.e. data cleaning, feature selection,
and machine learning classification) was devised to identify the most informative loci and
the most diagnostic alleles to represent the population and the geography of each olive
accession. These analyses revealed microsatellite markers with the highest differentiating
capacity and proved efficiency for our method of clustering olive accessions to reflect upon
their regions of origin. A distinguished highlight of this study was the discovery of the best
combination of markers for better differentiating of populations via machine learning mod-
els, which can be exploited to distinguish among other biological populations.
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Introduction
Recent advances in life technologies have led to an exponential growth in size and complexity
of biological data. The vast variety of molecular methods developed during the last decade has
made it possible to screen diversity at large in organismal populations. As a result, a critical
need for new analytical tools seems to have emerged to interpret information, understand pro-
cesses, and to make all this data meaningful. Machine learning methods such as decision tree
and Naive Bayesian learning among others provide revolutionary solutions to pattern recogni-
tion, classification, prediction and modeling of the biological information [1–3]. These meth-
ods represent frameworks for high throughput analysis of data from molecular diversity
markers such as microsatellites [4], and have been successfully exploited for making probabilis-
tic predictions in different capacities of life science research, including genetic studies of plants
[5,6]. One of the most significant novelties of machine learning methods is finding the best
combination of markers in a ranked structure resulting in high accuracy clustering/prediction
[7]. However, the practical usefulness of these methods when applied on empirical datasets
derived from population genetics assays seems to have received less notice so far than it may
deserve [8].
Supervised learning is a major category of machine learning methods, in which items of a
collection are assigned to different classes based on a set of attributes and via a series of devised
rules. This is unlike unsupervised learning, where no predefined classes are available and the
items are investigated only for possible similarities [1,2,5,9].
Decision trees and the Naive Bayesian classifier are two simple but effective methods of clas-
sifications based on supervised learning. Decision trees are graphical models illustrating
sequential decision making under uncertainty conditions with the aim of finding best possible
decisions. They represent outcomes of different combinations of classification decisions and
provide values for each outcome on a probabilistic basis. These algorithms are constructed
through analyzing a set of existing data of known classes, called training examples, and can be
then used for classifying previously unseen examples [10–14]. The Naive Bayesian classifier is
developed on the basis of Bayes’ theorem with the assumption of independence for predictors.
Since no iterative parameter estimations are required for the construction of the Naive Bayes-
ian algorithm, the model remains simple and is particularly useful with very large datasets.
Despite its simplicity, the Naive Bayesian classifier is notably efficient and often outperforms
more sophisticated classification methods [15–19].
The olive (Olea europaea) is an important agricultural species being cultivated since
ancient times in many regions of the old world [20,21]. Unlike most other fruit species, olive
has a very large genetic inheritance represented by over 1,200 cultivars and an abundance of
wild trees, as well as a considerable number of ancient cultivated forms waiting to be identi-
fied and characterized [22]. Moreover, presence of homonyms (i.e. different genotypes with
one denomination) and synonyms (i.e. different denominations for one genotype) associated
with high genetic diversity makes olive germplasm very difficult to characterize [23,24]. Dif-
ferent molecular markers have been used in the studies of olive genetic diversity [23,25–28],
providing us so far with valuable information on domestication processes and relationships
among varieties.
Iran is an olive growing country located outside the traditional Mediterranean range of
olive. The distribution of olive species throughout the Iranian Plateau follows different pat-
terns, including colonization of pre-desert areas with very limited water availability and sub-
saline lands with extreme temperature variations [24]. Several studies have attempted to
address genetic makeup of the olive populations in Iran by means of morphological descriptors
and molecular markers [22,29–32], and a high level of genetic variability within the Iranian
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olive germplasm has been documented. Recently, in a comprehensive investigation of the Ira-
nian olive gene pool using a selection of microsatellite, nuclear and chloroplast markers, Hos-
seini-Mazinani et al. characterized microsatellite profile of over 100 olive genotypes from all
around Iran, and compared them with a representative pool of Mediterranean olive cultivars
[21]. This study revealed an unexpectedly high level of genetic diversity represented by a few
varieties currently under cultivation in small favorable areas and a wide set of local ecotypes as
well as individuals of wild olive, Olea europaea subsp. cuspidata.
The amount of data produced in Hosseini-Mazinani et al. provides a reliable platform for
evaluating markers in terms of their significance for characterizing different olive varieties
[21]. In order to provide a quick and solid approach to determine the most indicative markers
with the capacity to distinguish olive populations, we used a set of computational methods
including data cleaning, attribute weighting, and supervised machine learning. Our objective
was to assess general efficiency of machine learning methods in classifying different olive acces-
sions based on a molecular dataset, i.e. our optimal set of microsatellites. We show that the
methodology used in this study is highly reliable in classifying olive accessions of separate geo-
graphic origins based on an inferred panel of microsatellite markers.
Materials and Methods
The data
In this study with the help of data mining tools we investigated genetics similarities and dissim-
ilarities of Iranian olive populations based on 11 microsatellite markers suggested as a consen-
sus panel for olive genotyping [33]. These loci, including DCA-03, DCA-05, DCA-09, DCA-
14, DCA-16, DCA-18, EMO-90, GAPU-71B, GAPU-101, GAPU-103A, and UDO-43 (S1
Table), were screened in 267 different olive accessions originating from laboratory experiments
of our previous works [21,22,34]. Data were used to investigate diversity across Iranian olive
germplasm sampled at different geographical areas of the Iranian Plateau, and to compare with
a representative set of Mediterranean accessions [33]. Considering the origins of our total
accessions and based on the results obtained from our previous studies, two different experi-
ments for statistical analyses were designed and carried out.
Data organizing
In the first experiment, here called the 4-targeted (4-t) experiment, 267 olive accessions were
included from four different olive populations as follows: a) 21 reference cultivars grown com-
mercially in different parts of Iran, mostly sampled in a few research stations in the North
[21,35]; b) 132 local ecotypes identified from different parts of the country (Figs 1 and 2)
[21,22]; c) 37 O. europeae cuspidata specimens found sporadically at different geographical
locations within the southeastern part of the Iranian plateau (Figs 1 and 2) [36]; and, d) 77
Mediterranean varieties from ten Mediterranean countries, selected as the most representative
olive cultivars of the Mediterranean basin [33,34]. The first three of these populations includ-
ing 190 accessions were native to the Iranian Plateau. All 267 olive accessions used in this study
had shown different microsatellite fingerprints. We have introduced these four groups of sam-
ples as four different targets for machine learning analyses in an experiment called the 4-tar-
geted (4-t) experiment in this study.
In the second experiment, here called the 16-targeted (16-t) experiment, in order to assess
differentiating power of the informative loci to distinguish among different olive compart-
ments, only two groups of accessions namely local ecotypes and cuspidata specimens were con-
sidered for the analysis based on their regions of origin. These 169 accessions originated from
16 of Iranian provinces including Bushehr, Charmahal & Bakhtiari, Esfahan, Fars, Golestan,
Machine Learning Based Classification of Microsatellite Variation
PLOS ONE | DOI:10.1371/journal.pone.0143465 November 24, 2015 3 / 17
Hormozgan, Ilam, Kerman, Kermanshah, Kohgiluye & Boyerahmad, Lorestan, Qom, Sistan &
Baluchestan, Khorasan e Jonubi, Khuzestan, Yazd, Zanjan (Fig 2). The 16 different provinces
abovementioned were also introduced as 16 different targets for machine learning analyses in
an experiment called the 16-targeted (16-t) experiment in this study.
Fig 1. Map of Iran with the main provinces where olive accessions had been sampled. Blue) local ecotypes; green) cuspidata specimens.
doi:10.1371/journal.pone.0143465.g001
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Data analysis
Allele identification and allele frequency determination. For each of the 11 microsatel-
lite loci and each of the experiments, total alleles and their frequencies were determined using
GenAlEx 6.5 [37]. Allelic profiles for all populations were converted into yes/no binominal var-
iables, assigning ‘yes’ for the present allele and ‘no’ for all other absent alleles at each locus.
The 4-t and 16-t datasets were separately subjected to analytical procedures adopted for
data cleaning, feature selection, and machine learning prediction among populations
(described below in detail), using RapidMiner 5.3 (Rapid-I, GmbH, Dortmund, Germany).
Data cleaning
A considerable number of attributes (alleles) were found to be represented privately in certain
accessions (particularly within local ecotypes and cuspidata specimens populations), and
Fig 2. Examples of indigenous Iranian olive. A) Torang cuspidata specimen, Kerman; B) Mavi local ecotype, Khuzestan; C) Gardineko local ecotype, Ilam;
D) Pirzeytun local ecotype, Fars; adapted from Hosseini-Mazinani et al. [36].
doi:10.1371/journal.pone.0143465.g002
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therefore of less significance in characterizing one population versus another. These attributes
were removed from the general dataset. Also, some attributes were detected to behave similarly
due to being highly correlated. Attributes with strong correlation (Pearson correlation coeffi-
cient>0.95) were therefore removed as well to avoid error. The remaining attributes (alleles)
created a new dataset, here called the Final Cleaned database (FCdb), which was used as the
input source for further selection of alleles (feature selection) through attribute weighting
procedure.
Selection of diagnostic alleles (feature selection)
Feature selection is a common method for identifying significant variables in multidimen-
sional data, typically applied prior to classification and biological interpretation [38]. In
order to substantially reduce dimensionality of the data and search for the most indicative
predictor attributes (alleles) seven independent attribute weighting algorithms of Chi
Squared, Gini Index, Information Gain, Information Gain Ratio, Relief, Rule and Uncertainty
[39,40] were applied to FCdb. These algorithms gave each attribute (i.e. allele) a weight value
between 0.0 and 1.0 depending on its differentiating impact on the target attribute, i.e. the
olive populations [41]. The attributes that obtained a weight value equal to or greater than
0.5 by each algorithm were selected and saved as a new Attribute Weighted dataset (AWds).
Each newly formed AWds was named after the attribute weighting algorithm that created it.
Thus, eight datasets (one new AWds out of each attribute weighting algorithm, plus FCdb)
were yielded for each of the 4-t and 16-t experiments, which were all subjected to prediction
algorithms, subsequently.
Machine learning prediction of target populations
In a final step of assessing the classifying methods, we employed two distinct prediction meth-
ods of tree induction and Naive Bayes, consisting of 16 and two prediction algorithms, respec-
tively. These models were adopted due to their simplicity, ease of use and clarity of output. All
prediction algorithms were independently trained and tested on the eight abovementioned
datasets. Accuracy of performance in predicting right group of accessions going together (pop-
ulations) was evaluated for each algorithm using a 10-fold cross validation procedure. Each of
the datasets were shuffled and divided into 10 equally sized sets. The classifying algorithm was
trained on 90% of the data, and the remaining 10% was used as an unseen test set to assess effi-
ciency of the classifier. This procedure was repeated 10 times and the average accuracy was cal-
culated. Accuracy was defined by the number of correct predictions over the number of total
prediction examples, in percent. Correct prediction meant an example (prediction) for which
the value of the predicted attribute was equal to the value of the target (label) attribute. Com-
parisons of performance among algorithms could also reveal alleles with a key role in assigning
populations, besides highlighting the most efficient algorithms and datasets for prediction of
unknown accessions for future works.
Tree induction is an efficient and popular method to construct classification models. These
graphic models are easy to interpret and show which attributes are used to classify groups
[11,13]. Decision trees are flexible and their branching complexity increases until the number
of attributes (alleles) used to discriminate labels (populations) are sufficient [12,14]. In order to
construct the most accurate decision trees, we applied four different tree induction algorithms
of Random Forest, Decision Tree, Decision Tree Parallel, and Decision Stump [10,12] to the
eight aforementioned datasets. Each algorithm ran with four different criteria of Gain Ratio,
Information Gain, Gini Index, and Accuracy [9,41], using 10-fold cross validation. The Ran-
dom Forest algorithm induces 10 different trees for each criterion, and the other algorithms
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each generate a single tree. Thus, 416 trees would be created in total for the eight datasets. In
these generated trees (Figs 3 and 4), leaves (cornered rectangles) represent target (label) attri-
butes and branches (rounded rectangles) represent attributes that lead to those labels.
Fig 3. Decision Tree generated model showing separation of olive populations in the 4-targeted (4-t) experiment by different alleles. In this model,
DCA14-149 was selected as the root.
doi:10.1371/journal.pone.0143465.g003
Fig 4. Decision Tree generated model showing separation of olive populations in the 16-targeted (16-t) experiment by different alleles. In this
model, DCA-178 was selected as the main classifying attribute.
doi:10.1371/journal.pone.0143465.g004
Machine Learning Based Classification of Microsatellite Variation
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The Naive Bayes classifier is a simple and effective inductive model of machine learning
[9,15]. In order to achieve the best possible efficiency for machine-based prediction of olive
populations [18,19], two algorithms of Naive Bayes (returns classification model using esti-
mated normal distributions) and Naive Bayes Kernel (returns classification model using esti-
mated Kernel densities) were trained with 10-fold cross validation [41] on all eight datasets.
A summary of the above procedure and the applied methods is presented in S1 Fig.
Results
Allele identification and allele frequency determination
For both 4-t and 16-t experiments, alleles across 11 microsatellite loci were screened. In the 4-t
experiment with 267 accessions, DCA16 with 39 and EMO90 with 12 alleles were the most and
the least variable loci, respectively (Tale 1). In total, 258 microsatellite alleles represented in
132 different tandem repeat lengths were observed. Allelic number (the average number of
alleles per locus for all loci) ranged from 7.54 for reference cultivars to 17.54 for local ecotypes.
In the 16-t experiment with 169 accessions, DCA16 with 37 and EMO90 with 12 alleles
were found to be the most and the least variable loci, respectively (Table 1). Totally 236 micro-
satellite alleles represented in 130 different tandem repeat lengths were observed. Allelic num-
ber ranged from 12.27 for cuspidata specimens to 17.54 for local ecotypes.
Data cleaning
Among the 11 investigated loci, six loci with above 50% effective alleles were selected through
the 4-t experiment as the most informative loci reserved for further analyses. These included
Table 1. Microsatellite allele lengths, loci and the total alleles.



























Alleles private to the Iranian accessions are highlighted in bold.
doi:10.1371/journal.pone.0143465.t001
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DCA03, DCA09, DCA14, DCA16, UDO43 and EMO90. Throughout the data cleaning proce-
dure, 157 alleles for the 4-t experiment and 149 alleles for the 16-t experiment were listed as
effective alleles in FCdb (S2 Table).
Selection of diagnostic alleles (feature selection)
The seven attribute weighting algorithms abovementioned were applied to the 4-t and 16-t
datasets and produced results as follows:
The 4-t experiment
Herein, totally 35 alleles out of 157 obtained weight values equal to or greater than 0.5 by at
least one attribute weighting model. Among them, allele DCA14-149 was identified by all
weighting algorithms as the most diagnostic allele. Alleles DCA16-150 and -154, EMO90-200
and -190, and DCA3-239 weighed high values by at least four of the seven models (S3 and S4
Tables).
The 16-t experiment
Herein, totally 43 alleles out of 149 obtained weight values equal to or greater than 0.5 by at
least one attribute weighting model. Among them, alleles DCA14-149, DCA16-178, and
EMO90-188 were identified by all weighting algorithms as diagnostic (S3 and S4 Tables).
Machine learning prediction of target populations
Tree induction models. For each experiment, 416 decision trees were generated by tree
induction algorithms. Most of these algorithms were able to accurately distinguish among dif-
ferent labels (populations) with high efficiency. In the 4-t experiment, the highest accuracy
(84.30%) was obtained when Decision Tree and Decision Tree parallel algorithms ran with
information gain criterion on FCdb. Prediction rates for these algorithms are presented in
Table 2, where 120 local ecotypes out of 132, 32 cuspidata specimens out of 37, 66 Mediterra-
nean varieties out of 77, and 7 reference cultivars out of 21 were predicted correctly. However,
3 local ecotypes were predicted as cuspidata specimens, 5 of them as Mediterranean varieties,
and 4 of them as reference cultivars. In addition, 12 reference cultivars were predicted as local
ecotypes. It should be noted that similarity between reference cultivars and local ecotypes is
expected due to their common origins.
In the 16-t experiment, the highest accuracy (61.7%) was obtained when Decision Tree and
Decision Tree parallel algorithms ran with gain ratio criterion on Chi Squared dataset. Predic-
tion rates for these algorithms are presented in Table 3, where 32 out of 36 samples from Koh-
giluye & Boyerahmad, 23 out of 26 samples from Kerman, and 17 out of 23 samples from
Table 2. Prediction rate (accuracy) details of each decision tree with 10-fold cross validation for each of the populations in the 4-targeted (4-t)
experiment, i.e. reference cultivars, Mediterranean varieties, cuspidata specimens, and local ecotypes.
True Local ecotypes cuspidata specimens Mediterranean varieties Reference cultivars
Predicted
Local ecotypes 120 (out of 132) 3 10 12
cuspidata specimens 3 32 (out of 37) 1 1
Mediterranean varieties 5 2 66 (out of 77) 1
Reference cultivars 4 0 0 7 (out of 21)
Prediction rows indicate how records (olive accessions) were predicted by the model. True columns indicate how many records were predicted correctly.
doi:10.1371/journal.pone.0143465.t002
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Golestan (these provinces have the highest number of samples among the 16 sampled prov-
inces) were predicted correctly. Samples from Chaharmahal & Bakhtiari and Esfahan provinces
were all predicted correctly. However, a high amount of admixture was revealed for the sam-
ples from other provinces.
Performances of all algorithms are presented in S5 Table. It is visible in this table that the
selected alleles were diagnostic enough to characterize different olive accessions from different
provinces. For each dataset, the model with the best performance is presented in Figs 3 and 4.
For the 4-t experiment, most of the graphic models showed a high level of complexity. This
was due to high similarity between labels, so that more branches had to be generated to distin-
guish among olive populations based on many attributes. The induced tree selected allele
EMO90-200 as the main attribute, and used it together with allele DCA14-149 to categorize
cuspidata specimens.
Fig 3 illustrates the tree constructed by the Decision Treemodel based on FCdb. DCA14-
149 was selected as the root of the tree, by which any accession would be categorized in the cus-
pidata specimen population. Meanwhile, presence of any of the three alleles DCA14-149, -147,
and -145 would help to separate cuspidata specimens from other populations. Accessions that
do not show any of these alleles but represent any of the alleles DCA16-154, DCA3-239,
EMO90-190, or UDO43-208 would be categorized as Mediterranean varieties. The two other
populations were too complicated for assigning attributes to them.
Fig 4 represents the induced decision tree by Decision Treemodel with Information Gain
criterion on FCdb for the 16-t experiment. Allele DCA16-178 was used as a diagnostic attribute
to build root for the constructed decision trees. In combination with allele EMO90-192, the
tree was able to identify cultivars from Bushehr province, while absence of allele DCA16-178
combined with presence of alleles DCA14-193, EMO90-202 and DCA9-188 identified acces-
sions from Esfahan province.
Naive Bayes models
The best performance obtained by Naive Bayesmodels on the eight datasets of the 4-t experi-
ment was 90.98%, which was achieved when Naive Bayes and Naive Bayes Kernel ran on FCdb
(S6 Table). Table 4 shows more details of the population prediction, confirming that 115 out of
132 local ecotypes, 75 out of 77 Mediterranean varieties, and 16 out of 21 reference cultivars
were correctly identified. Besides, all 37 samples of cuspidata specimens were correctly
identified.
Table 4. Prediction rate (accuracy) details of each Bayesian algorithm with 10-fold cross validation
for each of the populations in the 4-targeted (4-t) experiment, i.e. reference cultivars, Mediterranean














0 37 (out of 37) 0 0
Mediterranean
varieties
5 0 75 (out of 77) 0
Reference
cultivars
12 0 0 16 (out of 21)
Prediction rows indicate how records (olive accessions) were predicted by the model. True columns
indicate how many records were predicted correctly.
doi:10.1371/journal.pone.0143465.t004
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In the 16-t experiment, (S6 Table), the performance is still remarkable bearing in mind that
due to a probable history of interbreeding, close genetic relationships among different groups
of olive accessions belonging to one provincial area is expected. However, the applied model
almost precisely detected even the slight allelic differences among these accessions.
As presented in Table 5, by using Naive Bayes algorithms, olive accessions from Esfahan,
Bushehr, and Charmahal & Bakhtiari were identified with 100% accuracy, while accessions
from Sistan & Baluchestan, Khorasan e Jonubi, and Yazd remained unclassified.
Discussion
We are reporting the most informative microsatellite loci which may contribute to the classifi-
cation of the Iranian and the Mediterranean olive gene pool. Six loci (DCA03, DCA09,
DCA14, DCA16, UDO43, and EMO90) from a starting set of eleven loci were selected based
on their efficiency in characterizing the four populations in this study. The informative features
of UDO43 and DCA16 have been reported in previous studies [30,33,42–44]. Alba et al.
showed that UDO43 and DCA16 loci are able to differentiate 30 olive cultivars from southern
Italy, without ascertaining synonyms among them [45]. Baldoni et al. also reported that
UDO43 is the most indicative locus among 77 Mediterranean cultivars [33]. Several studies
have employed these markers for identification and characterization of genomic regions in
olives [25,30,34,35,46,47]. However, finding ranked patterns/combinations of markers which
may provide higher efficiencies for differentiating among olive populations has not been
attempted before. Supervised pattern recognition models, in particular decision tree models,
are methods of choice for this purpose, which can outperform the common multivariate meth-
ods. This is the first study, to the best of our knowledge, which is reporting use of supervised
machine learning methods and predictive models to find the best indicative combination of
candidate microsatellite markers. Our results distinguished olive accessions from geographi-
cally separate regions with high accuracy and performance via introducing the most effectively
differentiating alleles among different populations.
When the number of target groups was raised from the first (4-t) to the second (16-t) exper-
iment, an increase in the number of informative loci was observed. The diagnostic alleles
reported previously [30,33,42–44] were also supported by the machine learning models used in
this study. Our data can serve as an identification assay for discriminating olive populations
based on specific diagnostic alleles. Concerning the statistical basis of the decision tree models,
markers such as DCA14-149, DCA9-206, and DCA16-178-2 which are located at the top of the
tree hierarchies (Figs 3 and 4) are the key discriminating markers which shape the topology,
and construct patterns of the marker-based discrimination.
According to Hosseini-Mazinani et al., analyses showed that microsatellite alleles are shared
among cuspidata specimens and local ecotypes and/or reference cultivars [21]. They also docu-
mented that a few local ecotypes from Fars and Charmahal & Bakhtiari possess alleles that are
able to characterize all cuspidata specimens. This study revealed that 50.27% of the alleles are
shared between Iranian reference cultivars/local ecotypes and Mediterranean varieties, while
only 24.73% of alleles are shared in direct comparison of Mediterranean varieties and cuspidata
specimens and 7.19% in a comparison of reference cultivars/local ecotypes with cuspidata spec-
imens. Herein, we introduce a method of dissection by which accessions at the presence of any
of the three alleles DCA14-149, -147 and -145 are classified as cuspidata specimens, represent-
ing separate populations. This offers a highly useful diagnostic tool for further studies of cuspi-
data populations.
Bayesian algorithms were even more successful than the decision trees in predicting and cat-
egorizing accessions within the four expected populations, as Naive Bayes and Naive Bayes
Machine Learning Based Classification of Microsatellite Variation
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Kernel retrieved an accuracy of 90.98% (S6 Table). The details of the prediction rate for each
population showed that the reference cultivar is a complex group with high similarity to other
populations. The other three populations had a few false predictions and could be separated
with high accuracy. For example, within the local ecotype population 115 out of 132 accessions
could be correctly assigned, which gives an accuracy of 87% (Table 2). The explained details
show that although the provincial accessions are highly analogous, they can be conveniently
predicted by combined microsatellite results and the machine learning models (Table 4).
Hosseini-Mazinani et al. reported a clear separation between Mediterranean and Iranian
olive samples based on Bayesian analysis of the population structure. However, the latter group
represented by both local ecotypes and reference cultivars was shown to be completely admixed
[21]. While previous studies gave an overall image of polymorphism across the studied popula-
tions, the present study provided details on this diversity by assessing the effectiveness of the
polymorphic loci in the characterization of those populations by employing useful machine
learning methods. Naive Bayes algorithms showed a better performance than the tree induc-
tion models in the 16-t experiment, i.e. the experiment involving different provinces. Taking
into account the high number of labels (16), Naive Bayes produced the relatively high perfor-
mance accuracy of 75.26%. This highlights the power of Naive Bayes in differentiating olive
populations. The prediction details are presented in Table 5.
Tree induction in the second experiment (Fig 4) was very complex, providing 61.70% accu-
racy which is a performance higher than expected. Remarkably, Bushehr, Qom, Lorestan, and
Charmahal & Bakhtiari were the provinces from which all accessions could be identified
through one pathway (i.e. all their accessions were classified in one group). These pathways
had branches varying in number from two branches for Bushehr to nine branches for Qom.
However, other provinces required more than one pathway (varying from two to four path-
ways), which means their accessions are diverse and classified in different groups.
Conclusion
Our data indicate that application of pattern discovery models on microsatellite markers is a
novel tool for phylogeographic characterization of different populations of olive. In this study,
through a combination of finely-selected microsatellite markers and analytic and predictive
methods we developed a rapid, precise and cost-effective characterizing assay for olive accessions.
In addition, candidate alleles were assessed based on their merits in discriminating different geo-
graphical groups of accessions. Using both attribute weighting and machine learning models and
based on pattern discovery, olive accessions from separate regions were accurately classified by
only microsatellite marker information. Given that no geographical attribute was defined in our
analyses, this classification revealed specific gene pools in each province presented by more than
90% accuracy using Naive Bayes algorithm, as well as exchanges of genetic material among other
provinces which are not so distinctly isolated. Accurate identification of accessions from several
provinces is an indication for the presence of distinct populations throughout the Iranian plateau.
Considering an old olive growing tradition within this region and taking into account the com-
plex propagation pathways of olive as an ancient crop species, more paleontology and molecular
studies, including association studies using the methodology developed in this study, are sug-
gested to shed further light on current structure and historical dynamics of olive gene pools.
Supporting Information
S1 Fig. Methodology flowchart. showing methods and algorithms applied to the investigation
of microsatellite (SSR) markers in this study.
(PDF)
Machine Learning Based Classification of Microsatellite Variation
PLOS ONE | DOI:10.1371/journal.pone.0143465 November 24, 2015 14 / 17
S1 Table. Names of the loci/primer pairs and their range of allele lengths given in an order
of informative merit; adapted from Baldoni et al. [33].
(PDF)
S2 Table. List of all 157 selected alleles which remained after data cleaning.
(PDF)
S3 Table. List of diagnostic alleles obtaining a weight value equal to or greater than 0.5 by
at least four weighting algorithms in the 4-targeted (4-t) and 16-targeted (16-t) experi-
ments.
(PDF)
S4 Table. Complete attribute weighting results for the 4-targeted (4-t) and 16-targeted
(16-t) experiments.
(XLS)
S5 Table. Complete decision tree results for the 4-targeted (4-t) and 16-targeted (16-t)
experiments.
(XLS)
S6 Table. Calculated prediction rate (accuracy) of each Bayesian algorithm in 4-targeted
(4-t) and 16-targeted (16-t) experiments, shown separately for each of the eight datasets,
i.e. each Attribute Weighted dataset (AWds) and Final Cleaned database (FCdb).
(PDF)
Acknowledgments
This study was supported by National Institute of Genetic Engineering & Biotechnology
(NIGEB), Iran, in the form of funds for project number 437.
Author Contributions
Conceived and designed the experiments: BT AKMHM LBME. Performed the experiments:
BT SM RM. Analyzed the data: BT AK AA. Contributed reagents/materials/analysis tools:
MHM LBME EE. Wrote the paper: BT AK AA EEMHM.
References
1. Kotsiantis SB (2007) Supervised machine learning: A review of classification techniques. In: Maglo-
giannis IG, editor. Emerging Artificial Intelligence Applications in Computer Engineering: Real Word AI
Systems with Applications in EHealth, HCI, Information Retrieval and Pervasive Technologies. Amster-
dam: IOS Press.
2. Tarca AL, Carey VJ, Chen X-w, Romero R, Drăghici S (2007) Machine learning and its applications to
biology. PLoS Computational Biology 3: e116. PMID: 17604446
3. Weiss SM, Kulikowski CA (1990) Computer Systems That Learn: Classification And Prediction Meth-
ods From Statistics, Neural Nets, Machine Learning And Exp. San Francisco, CA: Morgan Kaufmann.
4. Schlecht J, Kaplan ME, Barnard K, Karafet T, Hammer MF, Merchant NC (2008) Machine-learning
approaches for classifying haplogroup from Y chromosome STR data. PLoS Computational Biology 4:
e1000093. doi: 10.1371/journal.pcbi.1000093 PMID: 18551166
5. Nasiri J, Naghavi MR, Kayvanjoo AH, Nasiri M, Ebrahimi M (2015) Precision assessment of some
supervised and unsupervised algorithms for genotype discrimination in the genus pisum using SSR
molecular data. Journal of theoretical biology.
6. Beiki AH, Saboor S, Ebrahimi M (2012) A new avenue for classification and prediction of olive cultivars
using supervised and unsupervised algorithms. PloS one 7: e44164. doi: 10.1371/journal.pone.
0044164 PMID: 22957050
Machine Learning Based Classification of Microsatellite Variation
PLOS ONE | DOI:10.1371/journal.pone.0143465 November 24, 2015 15 / 17
7. Ebrahimi M, Aghagolzadeh P, Shamabadi N, Tahmasebi A, Alsharifi M, Adelson DL, et al. (2014)
Understanding the Undelaying Mechanism of HA-Subtyping in the Level of Physic-Chemical Charac-
teristics of Protein. PloS one 9: e96984. doi: 10.1371/journal.pone.0096984 PMID: 24809455
8. Guinand B, Topchy A, Page K, Burnham-Curtis M, PunchW, Scribner K (2002) Comparisons of likeli-
hood and machine learning methods of individual classification. Journal of Heredity 93: 260–269.
PMID: 12407212
9. Caruana R, Niculescu-Mizil A. An empirical comparison of supervised learning algorithms; 2006.
ACM. pp. 161–168.
10. Zhao Y, Zhang Y (2008) Comparison of decision tree methods for finding active objects. Advances in
Space Research 41: 1955–1959.
11. Provost F, Domingos P (2003) Tree Induction for Probability-Based Ranking. Machine Learning 52:
199–215.
12. Kingsford C, Salzberg SL (2008) What are decision trees? Nature biotechnology 26: 1011–1013. doi:
10.1038/nbt0908-1011 PMID: 18779814
13. Quinlan JR (1986) Induction of decision trees. Machine Learning 1: 81–106.
14. Kohavi R, Quinlan JR (2002) Data mining tasks and methods: Classification: decision-tree discovery.
Handbook of data mining and knowledge discovery. Oxford: Oxford University Press. pp. 267–276.
15. Zhang H (2004) The optimality of naive Bayes. Proceedings of the Seventeenth International Florida
Artificial Intelligence Research Society Conference. Miami Beach: AAAI Press.
16. Nasa C (2012) Evaluation of different classification techniques for web data. International Journal of
Computer Applications 52.
17. Grossman D, Domingos P. Learning Bayesian network classifiers by maximizing conditional likelihood;
2004. ACM. pp. 46.
18. Lewis DD (1998) Naive (Bayes) at forty: The independence assumption in information retrieval.
Machine learning: ECML-98: Springer. pp. 4–15.
19. Bernardo J, Bayarri M, Berger J, Dawid A, Heckerman D, Smith A, et al. (2003) Bayesian factor regres-
sion models in the “large p, small n” paradigm. Bayesian statistics 7: 733–742.
20. Vossen P (2007) Olive oil: history, production, and characteristics of the world's classic oils.
HortScience 42: 1093–1100.
21. Hosseini-Mazinani M, Mariotti R, Torkzaban B, Sheikh-Hassani M, Ataei S, Cultrera NG, et al. (2014)
High genetic diversity detected in olives beyond the boundaries of the Mediterranean Sea. PloS one 9:
e93146. doi: 10.1371/journal.pone.0093146 PMID: 24709858
22. Mousavi S, Mazinani MH, Arzani K, Ydollahi A, Pandolfi S, Baldoni L, et al. (2014) Molecular and mor-
phological characterization of Golestan (Iran) olive ecotypes provides evidence for the presence of
promising genotypes. Genetic Resources and Crop Evolution 61: 775–785.
23. Gomes S, Guedes-Pinto PM-LH (2012) Olive tree genetic resources characterization through molecu-
lar markers. Genetic Diversity: 15–28.
24. Noormohammadi Z, Hosseini-Mazinani M, Trujillo I, Belaj A (2009) Study of intracultivar variation
among main Iranian olive cultivars using SSRmarkers. Acta Biol Szegediensis 53: 27–32.
25. Besnard G, Rubio de Casas R, Vargas P (2007) Plastid and nuclear DNA polymorphism reveals histori-
cal processes of isolation and reticulation in the olive tree complex (Olea europaea). Journal of Bioge-
ography 34: 736–752.
26. Mariotti R, Cultrera N, Díez C, Baldoni L, Rubini A (2010) Identification of new polymorphic regions and
differentiation of cultivated olives (Olea europaea L.) through plastome sequence comparison. BMC
plant biology 10: 211. doi: 10.1186/1471-2229-10-211 PMID: 20868482
27. Besnard G, Hernández P, Khadari B, Dorado G, Savolainen V (2011) Genomic profiling of plastid DNA
variation in the Mediterranean olive tree. BMC plant biology 11: 80. doi: 10.1186/1471-2229-11-80
PMID: 21569271
28. Kaniewski D, Van Campo E, Boiy T, Terral JF, Khadari B, Besnard G (2012) Primary domestication
and early uses of the emblematic olive tree: palaeobotanical, historical and molecular evidence from
the Middle East. Biological Reviews 87: 885–899. doi: 10.1111/j.1469-185X.2012.00229.x PMID:
22512893
29. Hosseini-Mazinani SM, Mohammadreza Samaee S, Sadeghi H, Caballero JM (2002) Evaluation of
olive germplasm in Iran on the basis of morphological traits: assesment of 'Zard' and 'Rowghani' culti-
vars. Acta Horticulturae 634: 145–151.
30. Omrani-Sabbaghi A, Shahriari M, Falahati-Anbaran M, Mohammadi SA, Nankali A, Mardi M, et al.
(2007) Microsatellite markers based assessment of genetic diversity in Iranian olive (Olea europaea L.)
collections. Scientia Horticulturae 112: 439–447.
Machine Learning Based Classification of Microsatellite Variation
PLOS ONE | DOI:10.1371/journal.pone.0143465 November 24, 2015 16 / 17
31. Noormohammadi Z, Samadi-Molayousefi H, Sheidai M (2012) Intra-specific genetic diversity in wild
olives (Olea europaea ssp cuspidata) in Hormozgan Province, Iran. Genetics and Molecular Research
11: 707–716. doi: 10.4238/2012.March.19.4 PMID: 22535406
32. Dastkar E, Soleimani A, Jafary H, Naghavi MR (2013) Genetic and morphological variation in Iranian
olive (Olea europaea L.) germplasm. Crop Breeding Journal 3: 99–106.
33. Baldoni L, Cultrera NG, Mariotti R, Ricciolini C, Arcioni S, Vendramin GG, et al. (2009) A consensus list
of microsatellite markers for olive genotyping. Molecular Breeding 24: 213–231.
34. Baldoni L, Tosti N, Ricciolini C, Belaj A, Arcioni S, Pannelli G, et al. (2006) Genetic structure of wild and
cultivated olives in the central Mediterranean basin. Annals of Botany 98: 935–942. PMID: 16935868
35. Noormohammadi Z, Hosseini-Mazinani M, Trujillo I, Rallo L, Belaj A, Sadeghizadeh M (2007) Identifica-
tion and classification of main Iranian olive cultivars using microsatellite markers. HortScience 42:
1545–1550.
36. Hosseini-Mazinani M, Torkzaban B (2013) Iranian Olive Catalogue: Morphological and Molecular Char-
acterization of Iranian Olive Germplasm. Tehran: NIGEB. 210 p.
37. Peakall R, Smouse PE (2012) GenAlEx 6.5: genetic analysis in Excel. Population genetic software for
teaching and research—an update. Bioinformatics 28: 2537–2539. PMID: 22820204
38. Saeys Y, Inza I, Larrañaga P (2007) A review of feature selection techniques in bioinformatics. bioinfor-
matics 23: 2507–2517. PMID: 17720704
39. Langley P (1994) Selection of relevant features in machine learning: Defense Technical Information
Center.
40. Guyon I, Elisseeff A (2003) An introduction to variable and feature selection. The Journal of Machine
Learning Research 3: 1157–1182.
41. Akthar F, Hahne C (2012) RapidMiner 5: Operator Reference. Rapid-I GmbH.
42. Belaj A, Satovic Z, Cipriani G, Baldoni L, Testolin R, Rallo L, et al. (2003) Comparative study of the dis-
criminating capacity of RAPD, AFLP and SSRmarkers and of their effectiveness in establishing genetic
relationships in olive. Theoretical and Applied Genetics 107: 736–744. PMID: 12819908
43. Donini P, Sarri V, Baldoni L, Porceddu A, Cultrera N, Contento A, et al. (2006) Microsatellite markers
are powerful tools for discriminating among olive cultivars and assigning them to geographically defined
populations. Genome 49: 1606–1615. PMID: 17426775
44. Poljuha D, Sladonja B, Šetić E, Milotić A, Bandelj D, Contento A, et al. (2008) DNA fingerprinting of
olive varieties in Istria (Croatia) by microsatellite markers. Scientia horticulturae 115: 223–230.
45. Alba V, Montemurro C, Sabetta W, Pasqualone A, Blanco A (2009) SSR-based identification key of cul-
tivars of Olea europaea L. diffused in Southern-Italy. Scientia Horticulturae 123: 11–16.
46. Belaj A, del Carmen Dominguez-García M, Atienza SG, Urdíroz NM, De la Rosa R, Satovic Z, et al.
(2012) Developing a core collection of olive (Olea europaea L.) based on molecular markers (DArTs,
SSRs, SNPs) and agronomic traits. Tree Genetics & Genomes 8: 365–378.
47. Díez CM, Imperato A, Rallo L, Barranco D, Trujillo I (2012) Worldwide core collection of olive cultivars
based on simple sequence repeat and morphological markers. Crop Science 52: 211–221.
Machine Learning Based Classification of Microsatellite Variation
PLOS ONE | DOI:10.1371/journal.pone.0143465 November 24, 2015 17 / 17
