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Abstract
We prove that random walks in random environments, that are exponentially
mixing in space and time, are almost surely diffusive, in the sense that their scaling
limit is given by the Wiener measure.
1 The results
Random walks in random environments are walks where the transition probabilities are
themselves random variables (see [22, 23] for recent reviews of the literature). The envi-
ronments can be divided into two main classes: static and dynamical ones. In the first
case, the transition probabilities are given once and for all, and the walk can be “trapped”
for a long time in some regions because the transition probabilities happen to favour mo-
tion towards that region. This may lead to anomalously slow diffusion in one dimension,
as was shown by Sinai [20]. In [2, 21], it is shown that, in three or more dimensions and
for weak disorder (almost deterministic walks), ordinary diffusion takes place.
In dynamical environments, the random transition probabilities change with time and
trapping does not occur, so that one expects ordinary diffusion to hold in all dimensions.
Although simpler than the static environments, the dynamical ones are not trivial to
analyze; see [11] for recent and general results and for references to earlier ones.
We consider in this paper a rather general class of space-time mixing environments.
This means that the transition probabilities at different times and spatial points are
weakly correlated and moreover the randomness is weak. For such environments we prove
that the walks are diffusive, almost surely in the environment measure. In particular we
do not assume a Markovian structure of the environment. We only assume that certain
cumulants (or connected correlation functions) decay in a way that is typical of what
happens in high temperature or weakly coupled Gibbs states.
1Partially supported by the Belgian IAP program P6/02.
2Partially supported by the Academy of Finland.
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Our motivation to study this class of models comes from the consideration of random
walks in a deterministic, but “chaotic” environment [12]. As shown first by Bunimovich
and Sinai, the invariant measures of suitably coupled hyperbolic dynamical systems cor-
respond, via an extension of the SRB formalism, to certain weakly coupled Gibbs states
for a spin system on a space-time lattice [8, 3, 4, 5, 14, 15, 16]. A walk whose transi-
tion probabilities are local functions of such hyperbolic systems can be analyzed by the
methods developed here.
Random walks in such deterministic environments emerge when considering determin-
istic dynamics of a coupled map lattice with a global conserved quantity (”energy”). The
latter in turn can be viewed as a model of coupled Hamiltonian systems where one would
like to prove diffusion and Fourier’s law for heat transport. In such models the environ-
ments will have more general correlations than the Markovian ones and we expect to use
the method developed in this paper. This is discussed further at the end of this Section
and in [6].
The method used in the proof consists in applying a Renormalization group scheme to
iterate bounds, both on the size of the coupling between the transition probabilities, and
on the size of their “disorder”, i.e. of their deviation from a deterministic walk. In the
long time limit, the disorder tends to zero and the resulting deterministic walk behaves
diffusively.
Turning to the precise models considered here, let ΩT be the space of walks ω =
(ω0, . . . , ωT), ωt ∈ Zd, in time T and starting at ω0 = 0 and let the probability of a walk
be defined as
PT(ω) =
T−1∏
t=0
p(t, ωt, ωt+1). (1.1)
The transition probabilities p(t, u, v) of the walk are taken to be random variables defined
on some probability space Ξ, with distribution P, satisfying the following assumptions:
A.1. Probability. p(t, u, v) ≥ 0 and ∑v p(t, u, v) = 1.
A.2. Homogeneity and isotropy Let τs, τw denote translations in time and space . We
assume that τsτwp has the same law as p. For R a rotation around the origin fixing the
lattice Zd we assume that p(t, u, v) and p(t, u, u+R(v−u)) are identically distributed for
all t, u, v.
A.3.Weak randomness. Let < − > denote the expectation with respect to P and define
T (u− v) := < p(t, u, v) > (1.2)
b(t, u, v) := p(t, u, v)− T (u− v). (1.3)
(where translation invariance was used). Let, for k ∈ Td,
Tˆ (k) =
∑
u∈Zd
exp(−iku)T (u), (1.4)
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be the Fourier transform of T . We assume that Tˆ is analytic in a complex neighborhood
of Td with
Tˆ (k) = 1− ck2 +O(|k|4) (1.5)
in a neighborhood of origin where c > 0 and
|Tˆ (k)| < 1 (1.6)
for k ∈ Td \ 0.
About the ”random” part b, we will assume that it has small correlation functions
decaying exponentially in space and time as specified in eq. (1.11) below.
Remark. Analyticity implies that T (u) is exponentially decaying. Note that for the
transition matrix of nearest neighbour random walks, Tˆ (k) = 1
d
∑d
j=1 cos kj, which does
not satisfy (1.6) at kj = π, ∀j. However, if we take for T the previous transition matrix
composed with itself (i.e. nearest neighbour random walks after two steps), we get Tˆ (k) =
(1
d
∑d
j=1 cos
kj
2
)2, and (1.6) holds (see [2], Sect. 5, for a discussion of this point).
We now explain the assumptions made on the random matrices b. We denote the pair
u, v by z and b(t, u, v) by b(t, z). Given A ⊂ Z, introduce variables zt for t ∈ A and define
bA(z) :=
∏
t∈A
b(t, zt). (1.7)
Since we need to deal with expectations of (1.7) with possibly several copies of the
same b(t, z) we extend the definition (1.7) to the disjoint union
A =
m∐
i=1
Ai (1.8)
of Ai ⊂ N, i = 1, . . . , m.
Recall the definition of the connected correlation functions (or cumulants)
< bA >
c =
∑
Π∈P(A)
(−1)|Π|+1
∏
B∈Π
< bB >, (1.9)
where P(A) is the set of partitions of A.
We assume that these cumulants decay exponentially in the temporal and spatial
separations in (1.9). To spell this out let, for B ⊂ N, d(B) be the diameter of B, and for
A as in (1.8) d(A) = d(∪Ai).
For the spatial dependence, let, for a finite set S ⊂ Rd, τ(S) be the length of the
shortest connected graph whose vertices are a subset of Rd containing S. For A and z as
above, define
τA(z) :=
∑
t∈A
|ut − vt|+ τ(S(z)), (1.10)
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where S(z) is the set of ut and vt in z (the reasons why we need this definition for S ⊂ Rd
instead of simply S ⊂ Zd will be clear in the next section).
We assume that:
‖〈bA〉c‖ := sup
z
eλτA(z) |< bA(z) >c|≤ ǫ|A|e−λd(A), (1.11)
for all A of the form (1.8) with m ≤ n0, ǫ small enough and λ large enough. Here,
|A| =∑mi=1 |Ai|.
We will study in this paper the large T properties of the probability measure on paths
defined by (1.1). It will be convenient to realize them as measures νT on C([0, 1]), the
space of continous paths ω : [0, 1]→ Rd, by rescaling the time in a standard way. Thus,
given an ω ∈ Ω, we obtain a piecewise linear path
ω(t) = T−
1
2 (ωi−1 + (Tt− i+ 1)(ωi − ωi−1)), (1.12)
where i− 1 = [Tt] and [ ] denotes the integral part. νT is the measure (1.1), transposed
by (1.12), on C([0, 1]), and we will study the limit limT→∞ νT, also called the scaling limit,
and its properties. For reasons of convenience that will be explained in the next Section,
we will consider below times of the form T = L2n for n ∈ N and L a fixed integer chosen
later. We will denote νL2n by νn for short and expectations in νn by En. We let similarily
ET (or En) refer to expectation in P
T. They are related simply by
EnF (ω(·)) = EnF (L−nωL2n·), (1.13)
for functions F depending on ω restricted to L−2nZ.
We now state the main result concerning the scaling limit. Let νD be the Wiener
measure with diffusion constant D on paths ω ∈ C([0, 1]) with ω(0) = 0 and ED be the
corresponding expectation. The scaling limit of our walk is given by νD for almost all
environments. We prove that suitable correlation functions converge, and this implies
convergence of the diffusion constant and of the finite dimensional distributions (take
f(x) = eikx below, and use Theorem 7.6 in [1]).
Theorem. Let P satisfy A.1-A.3. Then there is an ǫ0 > 0 and λ0 such that, for ǫ <
ǫ0, λ > λ0 in (1.11), there exists a D > 0 such that, for any any family f1 . . . fκ, of
polynomially bounded continuous functions, and t1 . . . tκ ∈ [0, 1],
lim
n→∞
En
∏
i
fi(ω(ti)) = ED
∏
i
fi(ω(ti))
P- almost surely.
Remark 1. The diffusion constant D satisfies (see (2.21))
|D −D0| ≤ Cǫ2, (1.14)
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where
D0 =
∑
u∈Zd
T (u)u2. (1.15)
Remark 2. With some extra work P- almost sure weak convergence also follows.
Remark 3. Also with some more work, one should still be able to obtain the Theorem
while replacing τ(S(z)) in the definition (1.10) of τA(z) by diam(S(z)). Indeed, the main
point where the decay in τA(z) (see (1.11)) is used, is to control the integral (3.36) below.
This should then allow an extension of the result of example 2 below to the coupled map
lattices considered in [4], with smooth maps instead of analytical ones.
Let us finally give examples satisfying our assumptions.
Example 1. Let µ be the Gibbs measure for a high temperature Ising model on the space
time lattice Zd+1 and let s(t, x) be the spins. Let p(s, x) be functions of x ∈ Zd and of
the spins s(t, y) for t, y close to 0; let the distribution induced by µ of p(·, x) be invariant
under lattice rotations. Take
p(t, u, v) = p(τtτus, v − u)
where τt and τu are translations in time and space. Then p satisfies our assumptions. For
a cluster expansion approach to estimates like (1.11), see e.g. [7, 19, 17].
This example generalizes to p’s that are local and rotationally invariant functions
of the variables distributed by completely analytic Gibbs states (see [9, 10, 18, 13] for
definitions and examples of the latter).
Example 2. As an application of this extension to completely analytic Gibbs states, one
may consider, as in [12], a deterministic environment generated by a chaotic dynamics.
Let θ ∈ M = TZd and let f : M→M be a coupled analytic map, as studied in [3]. Let
θ(t) = f t(θ), and
p(t, u, v) = p(τuθ(t), v − u),
where p is local i.e depends on θ(t, x) exponentially weakly in |x|. If p is also analytic in
θ and if θ is distributed by the product of Lebesgue measures on TZ
d
, then one can show,
using the cluster expansion in [3], that the assumption (1.11) holds. This example will be
discussed further in [6].
2 The Renormalization group
The Renormalization group will allow us to replace the analysis of long time properties
of the walk by the study of a map, the Renormalization group map, relating transition
probability densities on successive scales.
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It will be convenient to extend the transition probabilities p(t, u, v) by constants to
unit cubes centered at u and v. Then the probability density to go from u ∈ Rd to v ∈ Rd
in the time interval I = [t, t′] is given by
P[t,t′](u, v, p) =
∫
dωt+1 . . . dωt′−1
t′−1∏
s=t
p(s, ωs, ωs+1) (2.1)
with ωt = u, ωt′ = v. We stressed in (2.1) the dependence on the random matrix p and
below we will use (2.1) also for p’s that are not constant on unit cubes.
Let now l ∈ N and define a scaled transition probability density
Rlp(t, u, v) = l
dP[l2t,l2(t+1)](lu, lv, p) (2.2)
Then, if l2 divides t, t′, by a simple change of variables,
P[t,t′](u, v, p) = l
−dP[t/l2,t′/l2](l
−1u, l−1v, Rlp). (2.3)
Rlp are the renormalized transition probability densities at scale l. Note that they are
constant on l−1 cubes centered at (l−1Z)d. They are functions of p and hence random
matrices with a law inherited from p. As l → ∞ Rlp controls the long time behavior of
the walk. For example, the diffusion constant becomes
D(l2)(p) = l−2
∫
dyP[0,l2](0, y, p)[y]
2
1 =
∫
dy Rlp(0, 0, y)[y]
2
l = D(1)(Rlp), (2.4)
where [y]l takes the value x at the l
−1 cube centered at x ∈ (l−1Z)d. Thus the long time
behavior is reduced to a time 1 problem for Rlp, as l →∞.
Rl is called the renormalization group map. Obviously it is a semigroup, Rll′ = RlRl′
and the large l limit is most conveniently studied iteratively. We choose an integer L > 1
and let R := RL and pn = R
np i.e. pn = RLnp.
To make a connection to the scaling limit, let F in (1.13) depend on ω restricted to
L−2ℓZ and let n = ℓ+m. Then, we get from (1.13)
EnF (ω(·)) = EpnF (L−nωL2n·),
where we denoted the p dependence explicitly, and then, renormalizing by l = Lm,
EnF (ω(·)) = Epmℓ F (L−ℓωL2ℓ·). (2.5)
This relation will be used to prove the Theorem.
We will study the iteration
pn → pn+1 = Rpn (2.6)
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where, from (2.1, 2.2), we have
Rp(t, u, v) = Ld
∫
dωIt
∏
s∈It
p(s, ωs, ωs+1) (2.7)
with It = [L
2t, L2(t+ 1)− 1], dωIt = dωL2t+1 . . . dωL2(t+1)−1 and ωL2t = Lu, ωL2(t+1) = Lv.
The mapR obviously preserves the properties A.1 and A.2, i.e., in particular,
∫
dvpn(t, u, v) =
1. As for A.3, let us divide pn into a “deterministic” and a “random” part as in (1.2) and
(1.3):
pn(t, u, v) = Tn(u− v) + bn(t, u, v) (2.8)
where
Tn(u− v) = < pn(t, u, v) > (2.9)
We have
∫
dvTn(v) = 1 and thus
∫
dv bn(t, u, v) = 0 = < bn(t, u, v) > . (2.10)
The bulk of this paper consists in showing that bn tends a.s. to zero as n → ∞,
whereas Tn tends to a Gaussian. The latter claim is evident if b = 0. Indeed, for a
translation invariant p, the RG map (2.2) is just a multiple convolution and becomes in
terms of Tˆ , the Fourier transform (1.4) of T ,
Tˆn+1(k) = Tˆn(
k
L
)L
2
, (2.11)
i.e.
Tˆn(k) = Tˆ (
k
Ln
)L
2n
:= Tˆn(k). (2.12)
By the assumption (1.5) and (1.15)
Tˆ (k) = 1− (2d)−1D0k2 +O(|k|4). (2.13)
Hence, as n→∞, uniformly on compacts,
Tˆn(k)→ e−
D0
2d
k2 ≡ Tˆ ∗D0(k) (2.14)
where T ∗D(x) is the unit time transition probability density of the Wiener measure:
T ∗D(x) = (2πD/d)
−d/2e−
d
2D
x2. (2.15)
7
Of course b is not zero and, at each scale, bn will modify the diffusion constant. Since
bn goes to zero, we shall obtain a sequence of approximations Dn, see (2.4), to the true
diffusion constant D.
The renormalization will allow us to iterate the following bounds for bn and Tn. Let
δn = L
−n/2e−λ (2.16)
Proposition 1. Under the assumptions of the Theorem, for all A of the form (1.8)
‖〈bnA〉c‖ ≤ Cǫ|A|δd(A)n (2.17)
and moreover, for d(A) = 0, we have
sup
u
∫
dve
1
2 λτA(z)|〈bnA(z)〉c| ≤ Cǫ|A|δn. (2.18)
As for the deterministic part, we have
Proposition 2. For n ≥ 1, we have
|Tn(x)| ≤ Ce−|x|, (2.19)
moreover,
|Tn(x)− T ∗D(x)| ≤ Cδne−|x|, (2.20)
where D = limn→∞ ρ2nD0, and
|D −D0| ≤ Cǫ2. (2.21)
Remark on the choice of constants. In the proofs, we use the letters c, c′ or C to
denote numerical constants independent of L (but that may depend on λ and n0) and
c(L) or C(L) constants that do depend on L. Those constants may vary from place to
place, even in the same equation. Since λ and n0 are fixed (and in fact, as we’ll see in
the proof of the Theorem, n0 could be taken equal to 2), we will usually not indicate the
dependence of constants on λ or n0. We choose L large enough so that we can always use
C ≤ L, or C ≤ Lα for any given C or α > 0 entering into our arguments. And we choose
ǫ small enough so that we can use C(L)ǫ ≤ 1 for any C(L).
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3 Linearized RG
From (2.7) and (2.8), dropping the index n and denoting n + 1 by prime, we have the
following recursion relation for bn:
b′(t′, u′, v′) = Ld
∫
dωIt′ [
∏
t∈It′
(T (ωt − ωt+1) + b(t, ωt, ωt+1))− < − >] (3.1)
In this section we will show how the bound in Proposition 1 iterates once the nonlinear
relation (3.1) is replaced by its linearization:
(Lb)(t′, u′, v′) = Ld
∑
n
∫
dudvT n(Lu′ − u)TL2−n−1(Lv′, v)b(t, u, v) (3.2)
(since < b(t, u, v) >= 0, there is no subtraction as in (3.1)), where t = L2t′ + n and
T 0(x) = δ(x) (which takes values Lnd on the L−n cube centered at 0, on scale n, since the
transition probabilities are constant on cubes of side L−n).
For each t′ ∈ A′ pick t(t′) ∈ It′ and define n(t′) ∈ [0, L2 − 1] by writing t(t′) =
L2t′ + n(t′). Let A be the collection of t(t′) and let n be the one of n(t′). The linearized
RG is then given by
〈(Lb)A′(z′)〉c := Ld|A′|
∑
n
∫
dudvMn(u
′, u)Nn(v′, v) < bA(z) >c (3.3)
where z = (u, v), z′ = (u′, v′) and
Mn(u
′, u) =
∏
t′
T n(t
′)(Lu′t′ − ut), Nn(v′, v) =
∏
t′
TL
2−n(t′)−1(Lv′t′ − vt) (3.4)
where t = t(t′) and the product runs over t′ ∈ A′.
In this section, we first prove inductively the bound (2.17) for the linearized part of
b′, i.e.:
‖〈(Lb)A′〉c‖ ≤ Cǫ|A′|δ′d(A′). (3.5)
We need first to express the exponent τA′(z
′) in terms of τA(z). Let GA be a connected
graph with a set of vertices including S(z) and of length τ(S(z)). Let E be the graph
obtained by joining to GA the lines with end points Lu
′
t′ and ut and Lv
′
t′ and vt. Then its
length is at least as large as τ(S(Lz′)) = Lτ(S(z′)). Hence
τ(S(z′)) ≤ L−1(τ(S(z)) +
∑
t′
(|Lu′t′ − ut|+ |Lv′t′ − vt|)). (3.6)
Since also |u′t′ − v′t′ | ≤ L−1(|Lu′t′ − ut|+ |Lv′t′ − vt|+ |ut − vt|) we obtain, using (1.10),
τA′(z
′) ≤ L−1(τA(z) + 2
∑
t′
(|Lu′t′ − ut|+ |Lv′t′ − vt|)). (3.7)
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Equations (3.3) and (3.7) imply
I ′ := eλτA′ (z
′)|〈(Lb)A′(z′)〉c| ≤ Ld|A′|
∑
n
∫
dudvM˜n(u
′, u)N˜n(v′, v)
·eλτA(z)/L| < bA(z) >c | (3.8)
where M˜ and N˜ are like M and N in (3.4) but with T n replaced by
T˜ n(u) = T n(u)e
2λ
L
|u|. (3.9)
Let first d(A′) > 1. Then, since A contains one element in each It′ , t′ ∈ A′,
d(A) ≥ L2(d(A′)− 1) ≥ 1
2
L2d(A′). (3.10)
Since A′ contains at least |A′|/n0 distinct times we also have d(A′) ≥ |A′|/n0. Thus we
have
d(A) ≥ cL2(|A′|+ d(A′)) (3.11)
(with, say, c = 1/(4n0)). To bound I
′, we use the inductive assumption (2.17) and the L1
bounds for T˜ in Lemma 2 (stated at the end of this Section). The latter imply that the
u and the v integrals are bounded by C |A
′|. (3.11) implies
δd(A) ≤ δcL2d(A′)e−c′L2|A′|.
The sum over n is bounded by L2|A
′|; thus, we obtain, for L large enough, since, see (2.16),
δcL
2 ≤ δ′, and |A| = |A′|,
I ′ ≤ (CL2+de−c′L2ǫ)|A′|δ′d(A′) ≤ 1
2
ǫ|A
′|δ′d(A
′)
. (3.12)
Let next d(A′) = 1. This means that
b′A′(z
′) =
k∏
i=1
b′t′(u
′
i, v
′
i)
l∏
j=1
b′t′+1(u
′
k+j, v
′
k+j), (3.13)
where both products have at most n0 elements. Here, we need to use the property∫
dvb(t, u, v) = 0 to get the result. It allows us replace
TL
2−n−1(Lv′ − v)→ TL2−n−1(Lv′ − v)− TL2−n−1(Lv′ − u). (3.14)
in Nn for the terms with L
2−n−1 > 0. Let us assume, for the moment, that all n(t′) and
all L2−n(t′)−1 are different from zero in (3.4). Since τA(z) ≥
∑
i |ui−vi|+
∑
j |uk+j−vk+j |
we have
eλτA(z)/L ≤ eλτA(z)e−
P
j |uk+j−vk+j |. (3.15)
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Then, the right hand side of (3.8) is replaced by
I ′ ≤ Ld|A′|
∑
n
∫
dudvM˜n(u
′, u)Q˜n(v′, v, u)eλτA(z)/L| < bA(z) >c | (3.16)
where
Q˜n(v
′, v, u) =
∏
t′
S
L2−n(t′)−1
vt−ut (Lv
′
t′ − vt) (3.17)
and
Snu (v) = |T n(v)− T n(v + u)|e2
λ
L
|v|−c|u|/2, (3.18)
where c > 0 will be chosen below small enough (see (3.35)). Here, because of (3.15), we
only need c/2 ≤ 1.
Next, write M˜n = M˜
1
n
M˜2
n
corresponding to the two products in (3.13) and similarily
for Q˜n. Using the pointwise bounds of Lemma 2, we bound
M˜1
n
Q˜2
n
≤ C |A′|
∏
i
(1 + ni)
−d/2∏
j
(1 + L2 − nk+j)−(d+1)/2, (3.19)
Using the L1 bounds,
∫
dudvM˜2
n
Q˜1
n
≤ C |A′|. (3.20)
Thus
I ′ ≤ Ld|A′|(Cǫ)|A′|
∑
n
δd(A)
∏
i
(1 + ni)
−d/2∏
j
(1 + L2 − nk+j)−(d+1)/2. (3.21)
The sum can be controlled by the factor δd(A) since, for a given d(A), there are at most
d(A)|A| ≤ d(A)2n0 terms, since |A| = |A′| ≤ 2n0. If d(A) ≥ L2/2, we bound the products
in (3.21) by 1; so, (3.21) is bounded by (CLdǫ)|A
′|(Cδ)L
2/2, and we use |A′| ≤ 2n0, and
CL2dn0δL
2/2 ≤ δ′, d(A′) = 1, to obtain (3.5).
If d(A) < L2/2, since d(A) ≥ maxi(L2−ni)+maxj nk+j , we have in the sum, ni ≥ L2/2,
L2 − nk+j ≥ L2/2, and the sum can still be controlled by the factor δd(A). So, the sum is
bounded by (Cδ)L−d|A
′|L−l (since d(A) ≥ 1) and
I ′ ≤ (Cǫ)|A′|L−1(Cδ)d(A′) ≤ 1
2
ǫ|A
′|δ′d(A
′), (3.22)
using C |A
′|L−
1
2 ≤ 12 (since |A′| ≤ 2n0), (2.16) and d(A′) = 1.
If some n(t′) or L2 − n(t′)− 1 equal zero in (3.4), then, since d(A) ≥ maxi(L2 − ni) +
maxj nk+j, we have d(A) ≥ L2− 1. We use T 0(x) = δ(x) ≤ Lnd (on the nth scale). There
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are at most 2n0 such factors, and, by the definition (2.16) of δn, (CL)
cnδL
2−1
n ≤ 12 δ′ (with
c = 2n0d), for L large enough.
This, (3.22) and (3.12) prove (3.5) for d(A′) > 0.
Let finally d(A′) = 0. This means that we need to study
Gn(u, v) = 〈
k∏
i=1
bnt(ui, vi)〉c (3.23)
where the product has at most n0 elements, and k ≥ 2.
Define the linear map
LnG(u′, v′) = Lkd
∑
t1+t2=L2−1
(T⊗kn )
t1G(T⊗kn )
t2(Lu′, Lv′). (3.24)
Ln is the part of the linearized RG which involves Gn. The full RG is given by
Gn+1 = LnGn + gn + hn (3.25)
where gn collects the the terms in the linear RG (3.3) with d(A) > 0 and hn the nonlinear
contributions in eq. (3.1). The statement (2.17) of Proposition 1, for d(A′) = 0, amounts
to showing
‖Gn‖ ≤ Cǫk (3.26)
uniformly in n. Proceeding as above, we have
‖gn‖ ≤ Cǫkδn (3.27)
and in Section 4 we will prove that
‖hn‖ ≤ Cǫkδn. (3.28)
Thus, to prove (3.26) we need to control Ln. Note that Ln is the derivative of the map
G→ LkdGL2(L·) (3.29)
computed at G = T⊗kn . Let L∗ similarly be computed with T ∗D. The bound (2.20) in
Proposition 2 and (3.7) imply
‖L∗ − Ln‖ ≤ Cδn, (3.30)
Hence, to prove (3.26) it suffices to bound ‖L∗n‖ uniformly in n, as in (3.32) below.
Indeed, if this is the case, then, (3.30) implies a uniform bound on ‖∏nℓ=k Lℓ‖ in k, n, by
12
C ′
∏
i(1 + Cδi)), which is finite by (2.16). Then, we get from (3.27), (3.28), by iterating
(3.25),
‖Gn‖ ≤ C
n∑
j=0
‖
n∏
ℓ=j+1
Lℓ‖ǫkδj .
Since
∑
j δj <∞ by (2.16), this implies (3.26).
Actually, ‖L∗n‖ is not uniformly bounded, but, instead, we have the following Lemma,
which allows us to conclude the proof of (3.26), since, by (2.10), (3.31) holds for bnt(ui, vi).
Lemma 1. Let G satisfy ∫
dviG(u, v) = 0 (3.31)
for i = 1, . . . , k. Then, ∃C <∞, such that
‖L∗nG‖ ≤ C‖G‖ (3.32)
uniformly in n. Moreover,
sup
u
∫
dve
1
2 λτA(z)|L∗nG(u, v)| ≤ CL−n logLn‖G‖1 ≤ 12 δn‖G‖1, (3.33)
where ‖G‖1 denotes the norm in (2.18).
Using this Lemma, we prove (3.24) following the proof of (3.26), using ‖G‖1 ≤ C‖G‖,
(3.27), (3.28), and (3.33), which can be written as ‖L∗nG‖1 ≤ 12 δn‖G‖1.
Proof of Lemma 1. Denote explicitly the L dependence of L∗L. We have L∗nL = L∗Ln ,
because the map (3.29) applied n times is the same as (3.29) applied once with L replaced
by Ln. Hence we need to study the large L behavior of L∗L. The summand in (3.24) is
explicitly given by (dropping the star)
Lkd
∫
dudv
k∏
i=1
T t1(Lu′i − ui)T t2(Lv′i − vi)G(u, v). (3.34)
Using (3.31) we may again subtract T t2(Lv′i−ui) from each T t2(Lv′i−vi) when t2 > 0,
which means that we replace T t2(Lv′i − vi) in (3.34) by T t2(Lv′i − vi) − T t2(Lv′i − ui).
Recalling (1.10), we write, instead of (3.15),
λτA(z)
L
≤ λτA(z)−
∑
i
|ui − vi| − λτ(S(z)
2
,
Since τ(S(z)) is the length of a graph on S(z), τ(S(z)) ≥ |ui − ui+1| for all i, and thus
τ(S(z)) ≥∑i |ui − ui+1|/(k + l); so, combining the argument here with (3.7), we get:
λτA′(z
′) ≤ λτA(z)− c(
∑
i
|ui − vi|+ |ui − ui+1|) + 2λ
L
∑
t′
(|Lu′t′ − ut|+ |Lv′t′ − vt|)),(3.35)
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where, since k + l ≤ 2n0, c depends only on n0 and λ.
Then the supremum over z′ of (3.34) multiplied by eλτA′ (z
′) is bounded, using Lemma
2 (where we use bounds on St2vi−ui(Lv
′
i − vi), using definition (3.18)), by
Lkd(1 + t1)
−kd/2(1 + t2)−k(d+1)/2
∫
dudve−c
′(|Lu′1−u1|/
√
t1+|Lv′1−v1|/
√
t2)e−c
P
i(|ui−vi|+|ui−ui+1|)/2‖G‖.(3.36)
The factor e−c
P
i(|ui−vi|+|ui−ui+1|)/2 allows us to integrate over all the variables (of which
there are most 2n0), except one, say u1. And, using |Lv′1 − v1| + |v1 − u1| ≥ |Lv′1 − u1|,
for the integration over u1, the integral is bounded by:
C
∫
du1e
−c′′(|Lu′1−u1|/
√
t1+|Lv′1−u1|/
√
t2) (3.37)
which in turn is bounded by C(1 + ti)
d/2 where we use i = 1 if t1 < L
2/2 and i = 2 if
t1 ≥ L2/2. Let us divide the sum over t1 of (3.36) into one with t1 < L2/2 and another
with t1 ≥ L2/2. In the first sum, we use t2 ≥ L2/2 to control the Lkd factor, and in the
second sum, we use t1 ≥ L2/2. The result is that the sum is bounded by:
C
∑
0≤t≤L2/2
(L−k(1 + t)−(k−1)d/2 + (1 + t)−((k−1)d/2+k/2))‖G‖. (3.38)
This is uniformly bounded in L for all d ≥ 1 and k ≥ 2. The first claim follows.
For the second one, we integrate (3.34) also over v′, which absorbs the factor Lkd
through the change of variables v′ → Lv′. Using Lemma 2 for the L1 norm of St2vi−ui(Lv′i−
vi) integrated over Lv
′
i and (3.35), we get that (3.34), multiplied by e
1
2 λτA′ (z
′), and inte-
grated over v′, is bounded by
C(1 + t2)
−k/2‖G‖1
∫
du
k∏
i=1
T˜ t1(Lu′i − ui)e−c
P |ui−ui+1| (3.39)
Use Lemma 2 with L∞ norm for k − 1 T˜ ’s and L1 norm for one T to bound the integral
by C(1 + t1)
−(k−1)d/2. Altogether we end up with a bound for the LHS of (3.33) (with Ln
replaced by L)
C
∑
0≤t1≤L2
((1 + t1)
−(k−1)d/2(1 + t2)−k/2))‖G‖1 ≤ CL−1 logL‖G‖1. (3.40)

The proof of the following Lemma if deferred to Sect 4.
Lemma 2. Let T = Tn. There exists C < ∞, c > 0 such that, for L > L(λ), we have,
using defintions (3.9), (3.18),
T˜m(u) ≤ Cm− d2 e−c|u|/
√
m, ‖T˜m‖1 ≤ C,
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where c can be chosen equal to 1 for n ≥ 1, and
‖Smu ‖∞ ≤ Cm−
d+1
2 , ‖Smu ‖1 ≤ Cm−
1
2
for all m ∈ [1, L2]. We also have ‖T˜ 0‖1 ≤ C.
4 Proof of Proposition 1
As before, we drop the index n and denote n+1 by prime. Using the notation introduced
in Section 1 we may expand the product over t, and write (3.1) as
b′(t′, z′) = Ld
∑
A
∫
dzKA(z
′, z)
(
bA(z)− < bA(z) >
)
, (4.1)
where the sum runs over subsets of It′ ,
KA(z
′, z) =
l∏
i=0
T ti+1−ti−1(vi − ui+1), (4.2)
with T 0(u) = δ(u). K depends on z′ through v0 = Lu′, ul+1 = Lv′. We have |A| = l.
Eq. (4.1) leads to the following recursion relation for the cumulants:
Lemma 3. Let A′ be of the form (1.8) i.e. A′ =
∐
A′i. Then
< b′A′(z
′) >c= Ld|A
′|∑
A
∑
Π∈Pc
A′
(A)
∫
dz
∏
t′∈A′
KAt′ (z
′
t′ , z)
∏
B∈Π
< bB(z) >
c . (4.3)
where A = {At′}t′∈A′ is a family of sets At′ ⊂ It′ and PcA′(A) is the set of partitions
of A =
∐
At′ that “connect” A
′ i.e. so that the following graph is connected: its set of
vertices is A′ and its set of edges are the pairs {t′, t′′} such that, for some B ∈ Π, both
B ∩At′ and B ∩At′′ are nonempty.
Now, the iteration of eq. (2.17) follows the lines of Section 3, starting from (4.3)
instead of (3.3). We need the analogues of (3.6) and (3.7). To state them we need some
notation.
First, write, for t′ ∈ A′, At′ = {tt′i | i = 1, . . . , |At′ |}. Let ztt′i = (ut′i, vt′i) and
vt′0 = Lu
′
t′ , ut′|At′ |+1 = Lv
′
t′ .
It will also be important to single out the linear term in (4.1). For this, let S ′ ⊂ A′
consist of those t′ for which At′ consists of a single time, call it tt′ , and let S =
∐
t′∈S′ tt′ .
Note that Section 3 dealt with the case where S ′ = A′.
Lemma 4. Let A′ \ S ′ 6= ∅. For any value of z in (4.3),
τA′(z
′) ≤ 1
L
(
∑
B∈Π
τB(z) + 2
∑
t′∈A′
|At′ |∑
i=0
|vt′i − ut′i+1|) (4.4)
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d(S) ≤
∑
B∈Π
d(B) + 2L4|A′ \ S ′| (4.5)
d(A′) ≤ min{ 2
L2
∑
B∈Π
d(B) + 2L2|A′ \ S ′|,
∑
B∈Π
d(B)}. (4.6)
Let K˜At′ (z
′, z) be given by (4.2) with T t replaced by T˜ t (see (3.9)). Then, inserting
(4.4) into (4.3), we get
‖ < b′A′ >c − < (Lb)A′ >c ‖ ≤ Ld|A
′| ∑
S′ 6=A′
∑
S,B
∑
Π∈Pc
A′
(A)
I(S ′, S,B,Π) (4.7)
where the B sum is over At′ with t′ ∈ A′ \S ′ i.e. such that |At′| > 1. We introduced also
I(S ′, S,B,Π) = sup
z′
∫
dz
∏
t′∈A′
K˜At′ (z
′, z)
∏
B∈Π
e
λ
L
τB(z)| < bB(z) >c |. (4.8)
To bound (4.8), use again
∑
t∈B |ut−vt| ≤ τB(z), see (1.10), which allows us to replace
each K˜At′ by
K˜At′ (z
′, z)
∏
t∈At′
e−c|ut−vt| (4.9)
at the cost of replacing λ
L
in the exponent in (4.8) by λ. The integral of (4.9) over u and
v is bounded by a convolution of 2|At′| L1 functions whose L1-norm is O(1), by Lemma
2. Thus, since |A| =∑t′ |At′ |,
I(S ′, S,B,Π) ≤ C |A|
∏
B∈Π
‖〈bB〉c‖. (4.10)
From our inductive assumption (2.17), we get
∏
B∈Π
‖〈bB〉c‖ ≤ (Cǫ)|A|δ
P
d(B). (4.11)
Recall that δ = L−
1
2 ne−λ. Let first n > 0. Taking convex combination of the bounds in
(4.6), we have
d(A′) ≤ (1− x+ 2x/L2)
∑
d(B) + 2xL2|A′ \ S ′|,
and choosing 1− x+ 2x/L2 = (n− 12 )/(n+ 1),
n
∑
d(B) ≥ (n+ 1)d(A′) + 1
2
∑
d(B)− cL2|A′ \ S ′|,
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where c is independent of n, since x = O(n−1), as n→∞. So,
∏
B∈Π
‖〈bB〉c‖ ≤ C(L)|A′\S′|(Cǫ)|A|δ′d(A′)η3
P
d(B). (4.12)
where η3 = L−1/4. For n = 0 take x = 1 and (4.12) follows with η3 = e−λ/4, using
e−λL
2/4 ≤ δ′ = δ1.
Let us insert (4.12), (4.10) into (4.7), and then turn to the four sums in eq. (4.7). To
control them, we use the three factors η
P
d(B) in (4.12). For the sum over partitions, we
use the simple bound
∑
Π∈P(A)
∏
B∈Π
ηd(B) ≤ C |A|, (4.13)
which holds for η small enough, since the left hand side of (4.13) is bounded by
∏
t∈A
(
∑
t∈B⊂A
ηd(B)) ≤ C |A|. (4.14)
Consider next the B sum. Since each At′ ∈ B is a subset of size at least two of a set
of L2 points we have (recall that |A| = |S ′|+∑t′∈A′\S′ |At′ |)
∑
B
(Cǫ)|A| ≤ (Cǫ)|S′|(C(L)ǫ2)|A′|−|S′|. (4.15)
Finally, for the sum over S, use (4.5) to write η
P
d(B) ≤ (C(L))|A′|−|S′|ηd(S). Then,
write the elements of S, {tt′}, t′ ∈ S ′ as t1 ≤ t2 ≤ . . . ≤ t|S′| so that d(S) = |t|S′| − t1|.
Then
∑
S
ηd(S) ≤
∑
t1≤...≤t|S′|
η|t|S′|−t1| ≤ L2C |S′| ≤ C(L)|A′\S′|C |S′|, (4.16)
since at most n0 times may coincide. The L
2 factor comes from the sum over t1 and the
last inequality uses A′ \ S ′ 6= ∅.
We need also to bound the factor Ld|A
′| in (4.7). We write |A′| = |A′ \ S ′| + |S ′|. If
d(S ′) ≤ 1, we have |S ′| ≤ 2n0, and we can bound Ld|S′| by C(L)|A′\S′|, since |A′ \ S ′| 6= 0.
If d(S ′) > 1, we use (3.10) to bound |S ′| ≤ n0(d(S ′) + 1) ≤ cd(S)/L2, and use (4.5) for
d(S). Altogether, this gives, using the last factor η
P
d(B) in (4.12),
L(d+1)|A
′|η
P
d(B) ≤ C(L)|A′\S′|L(d+1)|S′|ηd(S)
≤ C(L)|A′\S′|L(d+1)|S′|ηc′L2|S′| ≤ C(L)|A′\S′| (4.17)
So, we get:
Ld|A
′|η
P
d(B) ≤ C(L)|A′\S′|L−|A′|. (4.18)
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where the factor L−|A
′| will be used now.
Combining (4.10), (4.12), (4.13), (4.15), (4.16) and (4.18), we get, for ǫ small,
(4.7) ≤ δ′d(A′)L−|A′|
∑
S′ 6=A′
(Cǫ)|S
′|(C(L)ǫ2)|A
′|−|S′| ≤ 1
2
δ′d(A
′)ǫ|A
′|, (4.19)
since the sum equals (Cǫ+ C(L)ǫ2)|A
′| − (Cǫ)|A′| ≤ (C ′ǫ)|A′| and we use L−|A′| to control
C ′|A
′|. Combining (4.7), (4.19), and (3.5), (2.17) is proven for d(A′) > 0.
For d(A′) = 0, we obtain a bound similar to (4.19) on hn+1 defined in (3.25), with
δ = δn instead of δ
′d(A′), since all the terms in (4.7) have at least one power of δ. Using
part of the factor L−|A
′| in (4.19), we can replace δ by δ′ which proves the bound (3.28) for
hn+1. Combining (3.28) with (3.27) and (3.32) finishes the proof of (3.26), i.e. of (2.17)
for d(A′) = 0, while using (3.28) with (3.27) and (3.33) finishes the proof of (2.18).

We are left with the proofs of the Lemmas.
Proof of Lemma 3. Using (4.1) for b′, we get
< b′A′(z
′) >= Ld|A
′| ∑
{At′}t′∈A′
∫
dz
∏
t′∈A′
KAt′ (z
′
t′ , z) <
∏
t′
(
bAt′ (z)− < bAt′ (z) >
)
>(4.20)
where |A′| = ∑i |A′i| (note that here, up to n0 of the times t′ may coincide). To get
connected correlations, use first the inverse of (1.9):
< bA(z) > =
∑
Π∈P(A)
∏
B∈Π
< bB(z) >
c . (4.21)
to obtain a recursion formula for
<
∏
t′
(bAt′ (z)− < bAt′ (z) >) > =
∑
Π∈PA′ (
‘
t′ At′ )
∏
B∈Π
< bB(z) >
c (4.22)
where PA′ is the set of partitions such that no B ∈ Π is a subset of At′ for some t′.
Inserting (4.22) into (4.20) and denoting A =
∐
t′ At′ , we get:
< b′A′(z
′) >= Ld|A
′| ∑
{At′}
∑
Π∈PA′ (A)
∫
dz
∏
t′∈A′
KAt′ (z
′
t′ , z)
∏
B∈Π
< bB(z) >
c . (4.23)
To prove (4.3), consider a Π in (4.23) and associate to it a graph on A′ by connecting pairs
{t′, t′′} such that, for some B ∈ Π, both B ∩ At′ and B ∩ At′′ are nonempty. Decompose
that graph into connected components, B′i, and write A
′ = ∪iB′i. This defines a partition
of A′. Now, observe that the sum in (4.23) factorizes over those connected components:
< b′A′(z
′) >=
∑
Π∈P(A′)
∏
B′∈Π
(Ld|B
′| ∑
{At′}t′∈B′
∑
Π∈Pc
B′
(A)
∫
dz
∏
t′∈B′
KAt′ (z
′
t′ , z)
∏
B∈Π
< bB(z) >
c)
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where, for each factor in the product over B′, we write A =
∐
t′∈B′ At′ . Now, write
(4.21) with primes and observe that (4.21) uniquely determines the connected correlation
function (because it is the inverse of (1.9)) to obtain (4.3). 
Proof of Lemma 4. Let GB be a connected graph whose set of vertices include zt for
t ∈ B and whose length equals τ(S(zB)) (we denote the restriction of z to B by zB). Let
E be the graph obtained by joining to the union of the GB the lines with endpoints vt′i
and ut′i+1 for each i = 0, ..., |At′ |, t′ ∈ A′. We claim that E is connected.
To see this observe first that any two points within the same S(zAt′ ) are connected by
a path in E, since each ut′i is connected to vt′i (because they belong to the same S(zB)),
and each vt′i is connected to ut′i+1 by the additional lines.
Next, consider w, w˜ ∈ ∪t′∈A′S(zAt′ ). Since each Π in (4.3) connects A′, there exists
a sequence At′
1
, . . . At′
ℓ
with w ∈ S(zAt′
1
), w˜ ∈ S(zAt′
ℓ
), and a sequence (Bi)
ℓ
i=1 such that
Bi ∩ At′i 6= ∅, Bi ∩ At′i+1 6= ∅, i = 1, . . . , ℓ − 1. So, we have S(zBi) ∩ S(zAt′
i+1
) 6= ∅,
S(zBi+1) ∩ S(zAt′
i+1
) 6= ∅, i = 1, . . . , ℓ − 1. Since the graph E connects each of the sets
S(zAt′ ) and since there are points in S(zBi) and S(zBi+1) that belong to the same S(zAt′ ),
and thus, by the previous observation, are connected by a path in E, we see that there
exists a connected path in E joining w and w˜.
Since the set of vertices of E contains S(Lz′), and E is connected, its length is larger
than τ(S(Lz′)) = Lτ(S(z′)). By construction, the length of E equals
∑
B∈Π τ(S(zB)) +∑
t′∈A′
∑|At′ |
i=0 |vt′i − ut′i+1| so we get:
τ(S(z′)) ≤ 1
L
(
∑
B∈Π
τ(S(zB)) +
∑
t′∈A′
|At′ |∑
i=0
|vt′i − ut′i+1|). (4.24)
Since also
|Lu′t′ − Lv′t′ | ≤
|At′ |∑
i=0
(|ut′i − vt′i|+ |vt′i − ut′i+1|)
the claim (4.4) follows from the definition (1.10).
Next we prove (4.5). Let ΠS ⊂ Π be the set of B ∈ Π that contain elements of S.
Note that each B ∈ ΠS has to contain elements of A \ S, since Π connects A′, unless
S = A, which is not possible since A′ \ S ′ 6= ∅ by assumption.
Let then A \ S 6= ∅, so that we can assume that each B ∈ ΠS contains elements of
A \ S. For B ∈ Π, let IB = [sB, tB] where sB, (resp. tB) is the minimal (maximal) time
in B. Hence d(B) = tB − sB. Let σ = minB∈ΠS sB, τ = maxB∈ΠS tB. Let I¯ denote the
smallest interval of L2N containing I, an interval in N. Then the sets B ∈ Π\ΠS connect
the I¯B’s in ΠS. As a consequence
|[σ, τ ] \ ∪B∈ΠS I¯B| ≤
∑
B∈Π\ΠS
d(B).
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Also, since |I¯B| ≤ d(B) + 2L2, | ∪B∈ΠS I¯B| ≤
∑
B∈ΠS d(B) + 2L
2|ΠS|. Since each B ∈ ΠS
contains elements in A \ S, |ΠS| ≤ |A \ S| ≤ L2|A′ \ S ′| and thus
d(S) ≤ |τ − σ| ≤
∑
B∈Π
d(B) + 2L4|A′ \ S ′|.
and (4.5) is proven.
Finally we prove (4.6). Since S ′ 6= A′, then, as before, each B ∈ Π contains elements
in A \ S and hence |Π| ≤ L2|A′ \ S ′|. For each B we have d(B) ≥ |I¯B| − 2L2. Also,
d(L2A′) ≤∑B∈Π |I¯B|. These imply
L2d(A′) = d(L2A′) ≤
∑
B∈Π
d(B) + 2L4|A′ \ S ′|
which is our claim, since the bound d(A′) ≤∑B∈Π d(B) holds trivially.

To prove Lemma 2, we need a Lemma on Tn, which will be proven in the next Section,
since it will be also the basis of the proof of Proposition 2. Note that the Fourier transform
Tˆn is defined on the torus Tn = (L
n
T)d. The properties of Tˆn are summarized in the
following Lemma (where the domain of analyticity and the bounds are sufficient for our
proofs but not optimal).
Lemma 5. Let Tˆ be as in A.2.Then there exists r, c > 0 such that for all n ≥ 0, Tˆn,
defined in (2.12), is analytic in |ℑk| < r2Ln4 and, for such k,
Tˆn(k) = (1 +O(L−2n|k|4))e−
D0
2d
k2 (4.25)
if |k| ≤ rLn4 and
|Tˆn(k)| ≤ e−cL
n
2 (4.26)
otherwise.
Moreover, under the assumptions of the Theorem, Tn can be expressed as
Tˆn(k) = Tˆn(ρnk) + tˆn(k) (4.27)
where
|ρn − 1| ≤ Cǫ2, (4.28)
for C <∞, with ρ0 = 1. We have t0 = 0,
|tˆn(k)| ≤ ǫδn|k|4, for |k| ≤ 1. (4.29)
and
|tn(x)| ≤ ǫδne−2|x|. (4.30)
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Proof of Lemma 2. Let n ≥ 0 and T := Tn. Let m ∈ [1, L2] and consider T m(x) =∫
dkTˆ (k)meikx. Shift the k integration by ip (to be precise, by ±ip for each coordinate j,
depending on the sign of xj), with p
2 = a2/m < r4. Then we get, using (4.25) and (4.26),
T m(x) ≤ Ce−a|x|/
√
m(eca
2
m−
d
2 + e−cm),
where we divided the integral into |k| ≤ 1 and |k| > 1, and used |e−D02d k2| ≤ e−c|k|2 for
|k| > 1, |ℑk| < r2. Clearly, for L large, we may, for all m ∈ [1, L2], choose a = a(m) =
min(r2
√
m/2, 3λ), so that, for all 1 ≤ m ≤ L2 and L large enough, a/√m−2λ/L ≥ c > 0
and a2/m < r4. Hence,
T˜ m(x) ≤ Cm− d2 e−c|x|/
√
m. (4.31)
where T˜ is defined as in (3.9) and C and c depend only on T and λ.
From (4.30) we obtain that tˆ(k) is analytic for |ℑk| < 2 and is bounded by Cǫδn.
Since this is less than m−
d
2 for m ≤ L2, we can repeat for Tˆ (k) the argument given for
Tˆ (k). For n ≥ 1, the domain of analyticity of Tˆ (k) can be taken as large as one wants
(by choosing L large) and we can choose a large enough so that we can have c = 1 in
(4.31). Since c = 1 is L independent, the constants C in (4.31) still depends only on T
and λ. This proves the first two claims of Lemma 2.
For the other two claims, observe that, if we prove them for |u| = 1, then we can
interpolate between v and v+ u by steps of size 1 and obtain the result. The exponential
factor in (3.18) e−c|u|/2 controls both the e2λ|u|/L coming from the interpolation (for L
large) and the number |u| of interpolation steps. Now, for |u| = 1, we shift again the
integration contour:
|T m(v + u)− T m(v)| ≤ e−p|v|
∫
Tˆ (k)m|e(p−ik)u − 1|dk,
(where, with an abuse of notation, p denotes a number in p|v| and a vector in pu). We
take p = a/
√
m, with a = a(m) as above, Using (4.25) and (4.26) we bound the integral
by ∫
|k|≤1
e−cmk
2 |e(p−ik)u − 1|dk + Ce−cm
The integral is bounded by C(p+m−1/2)m−d/2. Altogether we get, since a ≤ 3λ,
|T m(v + u)− T m(v)| ≤ C(p+m−1/2)m−d/2e−p|v| ≤ Cm−(d+1)/2e−a|v|/
√
m,
where again C depends only on T and λ. We then get the estimates for T˜ as above, since
tˆ gives corrections of order ǫδn.
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5 Proof of Proposition 2
We start with the
Proof of Lemma 5. Our assumptions on T imply that for r small enough, |Tˆ (k)| ≤
ρ(r) < 1 for |ℜk| > r, |ℑk| ≤ r2; this implies (4.26) for |k| > rLn, |ℑk| ≤ r2Ln4 . Write
(2.13) as Tˆ (k) = e−
D0
2d
k2(1 + O(|k|4)) for |k| ≤ r. This implies (4.25) for |k| ≤ rLn, in
particular for |k| ≤ rLn4 , |ℑk| ≤ r2Ln4 . Since |e−D02d k2 | = e−D02d ((ℜk)2−(ℑk)2) ≤ e−D04d |k|2 for
1
2 |k| > |ℑk|, the claim (4.26) holds also for rLn4 < |k| ≤ rLn, |ℑk| ≤ r2Ln4 , if if r is taken
small enough.
For the other statements, write again T for Tn and T
′ for Tn+1. We have from (4.1)
T ′(x) = LdTL
2
(Lx) + β(x) (5.1)
with
β(x) = Ld
∑
A
∫
dzKA(z
′, z) < bA(z) >, (5.2)
where z′ = (0, x) and only A’s containing distinct times enter. Note that (5.2) collects the
averages that have been subtracted in (4.1) and therefore enter the definition of T ′. Now
use (4.21); since A contains only distinct times, each B in (4.21) has d(B) > 0. Using
(4.4) and z′ = (0, x) to bound e2|x|, Proposition 1 and Lemma 2 immediately imply the
bound
|β(x)| ≤ C(L)ǫ2δe−2|x| ≤ 1
2
ǫδ′e−2|x|, (5.3)
where ǫ2 comes because |A| ≥ 2 and we use C(L)ǫ ≤ 1.
In terms of Fourier transform, (5.1) reads:
Tˆ ′(k) = Tˆ (k/L)L
2
+ βˆ(k) (5.4)
By (5.3), βˆ is analytic in |ℑk| ≤ 3/2 and bounded there by C(L)ǫ2δ. By the isotropy
assumption A.2 in Section 1, the Taylor expansion reads
βˆ(k) = ζk2 +O(|k|4). (5.5)
We used βˆ(0) = 0 which follows from (5.4) and Tˆ (0) = 1 = Tˆ ′(0). By Cauchy’s theorem
|ζ | ≤ C(L)ǫ2δ, (5.6)
and
|βˆ(k)− ζk2| ≤ C(L)ǫ2δ|k|4, (5.7)
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for |k| ≤ 1.
The β term will “renormalize” the effective diffusion constant D = ρD0. We set
ρ′2 = ρ2 − 2dζD−10 . (5.8)
(5.6) and (2.16), which implies the convergence of
∑
n δn, then imply the bound (4.28).
Consider next the first term in (5.4) (recall (4.27)):
Tˆ (
k
L
)L
2
= (Tˆ (ρ k
L
) + tˆ(
k
L
))L
2
:= Tˆ (ρ k
L
)L
2
+ τˆ(
k
L
). (5.9)
Since Tˆ ′(k) = Tˆ ′(ρ′k) + t′(k) we get from (5.4) and (5.9) that
tˆ′(k) = τˆ ( k
L
) + βˆ(k) + rˆ(k), (5.10)
where
rˆ(k) := Tˆ ′(ρk)− Tˆ ′(ρ′k), (5.11)
since, by definition (2.11), Tˆ ′(ρk) = Tˆ (ρ k
L
)L
2
.
We need to show that t′ satisfies (4.29) and (4.30) with δ′. Consider (4.29) first. From
(5.9), we have
τˆ(
k
L
) =
L2∑
m=1
(L
2
m )tˆ(
k
L
)mTˆ (ρ k
L
)L
2−m (5.12)
By (4.29), |tˆ( kL )| ≤ ǫδL−4|k|4 and by Lemma 5, |Tˆ | is bounded for |k| ≤ 1. Hence
|τˆ( k
L
)| ≤ CǫδL−4|k|4(L2 + C(L)ǫδ) ≤ 1
2
ǫδ′|k|4, (5.13)
for |k| ≤ 1. This bounds the first term in (5.10).
Using (4.25, 4.26) to bound the derivative of Tˆ ′, (5.8) and (5.6) imply
|rˆ(k)| ≤ C(L)ǫ2δ (5.14)
for |k| ≤ 2 (note that we apply (4.25, 4.26) to n ≥ 1 here, i.e. we can assume that r2L1/4
is large enough). Note that rˆ(k) satisfies rˆ(k) = −ζk2+O(k4) so that we infer from (5.5)
βˆ(k) + rˆ(k) = O(|k|4). Combining this with (5.7), (5.14) and a Cauchy estimate yields
|βˆ(k) + rˆ(k)| ≤ C(L)ǫ2δ|k|4 ≤ 1
2
ǫδ′|k|4, (5.15)
for |k| ≤ 1. Then, (5.13) and (5.15) imply (4.29).
Next, we prove (4.30). Combining (4.25, 4.26) with n ≥ 1 and (5.8, 5.6) with (5.11),
we infer
|r(x)| ≤ C(L)ǫ2δe−2|x| ≤ 1
4
ǫδ′e−2|x|. (5.16)
23
As for τ , we have from (5.12),
τ(x) = Ld
L2∑
m=1
(L
2
m )(T L
2−m(·/ρ)tm)(Lx).
Consider first the m = 1 term. Its Fourier transform is given by the m = 1 term in (5.12).
By shifting the integration contour the m = 1 is thus bounded by
L2e−2|x|
∫
|tˆ( k
L
)Tˆ (ρ k
L
)L
2−1|dk,
where |ℑk| = 2. Use (4.29) for |k| ≤ L, and (4.25), (4.26) (for n ≥ 1, since t0 = 0)
to bound the integral over |k| ≤ L by CǫδL−4. For |k| ≥ L, we use the fact that, by
(4.30), |tˆ( kL )| is bounded by Cǫδ, and that, by (4.25), (4.26), the integral of Tˆ (ρ kL )L2−1
over |k| ≥ L is less than C exp(−cL 12 ). Hence altogether the m = 1 term is bounded by
C(L−2 + e−cL
1
2
)ǫδe−2|x|.
The m ≥ 2 terms in (5.16) are easily bounded, using (4.25, 4.26) and (4.30) and only add
δ to (L−2 + e−cL
1
2
). Hence τ(x) is bounded by the right hand side of (5.16). Combining
these bounds with (5.3), eq. (4.30) follows for t′. 
Now, the proof of Proposition 2 is straightforward:
Proof of Proposition 2. We get (2.19) by combining (4.25, 4.26) for n ≥ 1 and (4.30).
To show (2.20), we write, using the definition of D = limn→∞ ρ2nD0,
Tn(x)− T ∗D(x) = Tn(
x
ρn
)− T ∗D(x) + tn(x).
From (5.8), (5.6), we get that (for ǫ small) |ρ2nD0 − D| ≤ δn. Then, we use (4.25, 4.26)
and bound the derivative of Tn(k) to get (2.20) for the first term. We use (4.30) for the
second. Finally, we get (2.21) from (4.28). 
6 Proof of the Theorem
Since the functions fi and the paths ω are continuous, it is enough to prove the Theorem
for any given family f = (fi)
κ
i=1 and for all sets of times t = (ti)
κ
i=1, where ti belongs to
the dense set ∪ℓL−2ℓN . So, let ti ∈ L−2ℓN, i = 1, . . . , κ, and ℓ fixed. We use (2.5) and
pm = Tm + bm as in (4.1) to get (recall that n = ℓ+m)
En
∏
i
fi(ω(ti)) =
∑
A
∫
dzdv′KmA(z′, z)bmA(z)
κ∏
i=1
fi(L
−ℓxi) :=
∑
A
In(A, f , t, ℓ) (6.1)
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where notation is as in (4.2) with L replaced by Lℓ, v0 = 0 and vl+1 = v
′. The xi’s form
a subset of the uj, vj ’s. It is useful to remember that the product over T and b in (6.1) is
ordered over the time interval [0, L2ℓ].
The terms In(A, f , t, ℓ) are random variables. We show first that, for any f , there is a
set B of measure one such that, for b ∈ B, lim In(A, f , t, ℓ) = 0, for all A 6= ∅ and all t.
First note that, if f is polynomially bounded, then, for all γ > 0, we can find a
constant C(γ, f) such that |f(x)| ≤ C(γ, f) exp(γ|x|). Thus writing fi = C(γ, fi)f ′i it is
enough to prove the claim for fi such that C = 1; γ will be chosen below.
Next, since v0 = 0 and xi is one of the uj, vj ,
|xi| ≤
ℓ∑
j=1
(|vj−1 − uj|+ |uj − vj |). (6.2)
Therefore, writing In(A, f , t, ℓ) = In(A),
〈In(A)2〉 ≤
∫
dzdv′K˜mA(z′, z)|〈b˜mA(z)〉| (6.3)
where, in K˜m, Tm(u) is replaced by e
κγ|u|Tm(u) and bm(t, u, v) by eκγ|u−v|bm(t, u, v) and
A = A∐A (note that there are twice as many variables z and v′ compared to (6.1)).
Next, expand the expectation value in (6.3) in terms of connected correlation functions,
using (4.21). We need to bound then
J :=
∫
dzdv′K˜mA(z′, z)
∏
B∈Π
|〈b˜mB(z)〉c| (6.4)
where Π ∈ P(A), since the number of terms in (4.21) depends on |A|, i.e. on L2ℓ. By
(1.10),
∑
ti∈B |ui − vi| ≤ τB(z). Thus for κγ < λ/2,
J ≤
∫
dzdv′K˜mA(z′, z)
∏
B∈Π
e
1
2 λτB(z)|〈bmB(z)〉c|. (6.5)
Note that each time appears in A at most twice. If there are factors with d(B) 6= 0,
we use (2.17) and the remaining integrals consist of order ℓ convolutions of T˜ , each of
which is bounded by ‖T˜‖1 ≤ C, by Lemma 2, for κγ < 2λ/L (see (3.9)). If only B’s with
d(B) = 0 occur, use ‖T˜‖1 ≤ C for all the factors T˜ occuring after the last B and use
(2.18) for that one (we necessarily have an integral over v here, since we integrate over
the last v variable, denoted v′ in (6.1)). The result is:
〈In(A)2〉 ≤ C(ℓ, L)ǫ2|A|δm. (6.6)
By Chebyshef’s inequality we get
P (|In(A)| > 1/k) ≤ C(ℓ, L)k2ǫ2|A|δm. (6.7)
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Since, by (2.16),
∑
m δm < ∞, we get, by the first Borel-Cantelli lemma, that, for
any given f , t, A 6= ∅ and k ∈ N, there is a set of measure one, Bk(f , t, A), on which
lim supn |In(A, f , t, ℓ)| ≤ 1/k. Since the number of sets A in (6.1) is finite, given ℓ, and
since the set of sequences t, with ti ∈ ∪ℓL−2ℓN, is countable, B(f) := ∩t∩A6=∅∩kBk(f , t,A)
is a set of measure one on which
lim
m→∞
(Em+ℓ
∏
i
fi(ω(ti))−ETmℓ
∏
i
fi(L
−ℓω(L2ℓω(ti))) = 0 (6.8)
where, as we recall from Section 2 (see (2.5)), ETmℓ is the expectation in the random walk
with transition probability Tm, in time L
2ℓ; thus, the second term in (6.8) corresponds to
the A = ∅ term in (6.1).
We are left with proving a deterministic statement, namely that the second term in
(6.8) converges to ED∏i fi(ω(ti)). Let again ti ∈ L−2ℓN. Then,
ED
∏
i
fi(ω(ti)) = E
T ∗
D
ℓ
∏
i
fi(L
−ℓω(L−2ℓti)). (6.9)
Write Tm = T
∗
D + τm. Bounding the fi’s as above, see (6.2), we get that the difference
between the second term in (6.8) and (6.9) is bounded by
N∑
k=1
(Nk )
∫
dx ((T˜ ∗D)
N−kτ˜km)(x)
where N = L2ℓ and the tilde is defined as above. By (2.20) and the explicit form (2.15)
of T ∗D, this sum is bounded by C(ℓ, L)δm and the claim follows.

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