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PREFACE
This volume contains papers contributed for presentation
at the 3rd International Meeting of Young Computer Scientists 
(formerly the Czechoslovak - Soviet Conference of Young Compu­
ter Scientists), held at Smolenice Castle, Czechoslovakia, 
October 2 2 - 2 6 ,  1984.
The conference was organized by the Association of Slovak 
Mathematicians and Physicists with the aim to promote research 
in various areas of the computer science and to provide an op­
portunity for young computer scientists of exchanging their 
ideas and establishing professional relations.
The Proceedings include 4 invited and 42 submitted papers. 
The contributed texts have been completed by the authors in the 
camera ready form (except for Aladyev"s paper) and have not 
been formally refereed. However, the members of the programme 
committee and the editors spent considerable time discussing 
a number of the papers and improving the formal level of seve­
ral of them. It is anticipated, that most of the papers will 
appear in a more polished and completed form in scientific pe­
riodicals .
The members of the programme committee (S.K.Dulin,Moscow; 
J.Hvorecky, Bratislava; A.Kelemenová, Bratislava; P.Mikuleck^, 
Bratislava; J.Pittl, Prague; M.Szijártő, Győr) and the editors 
are deeply indebted to all the contributors to the programme 
of the conference and to the Proceedings.
We wish to express our gratitude to the Computer and Auto­
mation Institute of the Hungarian Academy of Science for pub­
lishing the Proceedings. Special thanks go to Peter Mikuleck^, 
the programme chairman of the conference for his substantial 
technical support and help in editing the Proceedings.
Budapest and Bratislava, June 1984
János Demetrovics 
Jozef Kelemen
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IMVCS'&4
NEW RESULTS IN THE THEORY OF HOMOGENEOUS STRUCTURES
Victor Aladyev
Tallinn 200035, Paldinski mnt 171-26, USSR
During the recent years there has been a considerable in­
terest in the theory of homogeneous structures /HS/ about 
which many interesting results have been obtained. Much of 
this work has been motivated by the growing interest in com­
puter science and biological modelling. The HS is a formaliza­
tion of the concept of an infinite regular array of identical 
finite-state machines uniformly interconnected in that sense 
that each machine can directly receive information via inter­
connecting wires from a finite number of neighbouring machi­
nes where the spatial arrangement of these neighbouring machi­
nes is the same relative to each machine in the array. Each 
machine can synchronously change its state at discrete time 
steps as a function of the states of the neighbouring machi­
nes. This function can change from time to time step,but will 
be identical for each machine in the array at any given time 
step. The simultaneous action of these local functions will 
define global functions which will act on the entire array 
changing configurations /CF/ of machine states in the array 
to other configurations. A d-dimensional HS /d-HS/ is an or-j / \dered quadruple HS = <Z , A,x , X> , where
/l/ Z^ is a d-dimensional regular array
/2/ A = {0,1,...,a-1} is the alphabet of the HS 
( n,)/3/ t is the global transition function of d-HS
/4/ X is the neighbourhood index of HS
/5/ n is the number of neighbouring machines in HS.
Such models have been applied in such diverse areas as pattern 
recognition, machine self-reproduction, cellular differentia­
tion, evolution and development theories, theory of morphoge-
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nesis, adaptive systems, parallel algorithms and parallel pro­
cessing and so on • HS can serve as the basis for mo­
delling of many discrete processes and they present enough in­
teresting independent objects of investigation as well. This 
paper considers such problems as modelling in HS, decomposabi- 
lity of the special global maps in HS, the complexity of con­
figurations and global maps in HS, employment of HS in para­
llel programming, apparatus of investigations in the HS theo­
ry and so on. The latest results in this directions in detail 
can be characterizrd as follows. All definitions,notations 
and designations can be found in [l] .
The problem of modelling in HS plays a very important ro­
le in the theory of HS itself and in its applications. A num­
ber of scientists have dealt with the problem, but it is nece­
ssary to note that neither the neighouring nor the stateset 
reduction techniques are necessarily optimal, and here we ma­
de an attempt to obtain the optimal technique along these li­
nes. On the basis of our approaches we can formulate the fo­
llowing theorems [4] .
Theorem 1. For an arbitrary d-dimensional (d>l) HS there exists 
a binary HS' of the same dimensionality, which 1-models it and 
whose template satisfies the following conditions
, t d
L=(I1 + 1) (Id+1) n(p± + 1) ,
where P1XP2X • • • XP^ is the template of HS , log2log24( a-1 )>■ d
and d ________
I, = B + 2 , where B^log^Ca-l)
fI if B-I <0,5 
Id Il-I^ + 1 otherwise.
Theorem 2. For an arbitrary 1-dimensional HS with alphabet A
there exists a 1-dimensional binary HS ' which 1-models it and
19whose template is L=(n+l)(log2 a+n+E) ,(E = 4 )if a<;2 , other­
wise E=5), where n is the size of the template of HS.
On the basis of a special simulation technique of this 
theorem the following theorem can be proved.
-5-
Theorem 3■ A 1-dimensional HS is said to be universal if it mo­
dels a universal Turing machine. There exists a universal 1-di- 
mensional binary HS with a template of size n=17 .
To our knowledge this result is the best of its kind.
Theorem 4. For an arbitrary d-dimensional HS (d>l) with the 
alphabet A there exists a d-dimensional binary HS' which 1-mo­
dels it and whose template is
L = [(pj^  + 1)( log2a+E+p1)] xp2xp3x . . . xp^ ,
19where p^x^.xp^ is the template of HS, E = 4 for a<2 and E=5 
otherwise.
With modeling in HS the problem of reliability of HS is 
linked . It is said that HS is real structure if at any moment 
t>0 the computation of a new state of an elementary automaton
( Yl}in HS (on the basis of local transition function L ( x ,...,( n ) 1xn) = x') can be exposed to breaches, i.e. L (x^,...,xn>=x^
/x'. Real HS is self-restoring if it is capable of above-men­
tioned breaches in the process of functioning. It is said that 
a real d-HS has ( l-l/K^)*100% - reliability if in any d-dimen­
sional hypercube with edge of size K can be exposed to breaches 
any more than p^l elementary automata. With a glance to this 
suppositions the following results can be formulated [4].
2Theorem 5. For any 2-dimensional real HS with ( 1-1/K )*100% - 
reliability (d=2,K^3) and an alphabet A there exists a self-re- 
storing HS of the same dimensionality which 2-models it and. 
has an alphabet A'=AU{M} , and a global transition function
where is a reliable function with Moore's neighbour­
hood index.
Theorem 6. Let an elementary automaton of the real HS with al­
phabet A within the limits of any t steps can perpetrate any 
more than p^m breaches (m<11/2| ). Then there exists a self­
restoring HS' of the same dimensionality with the same neigh­
bourhood index and alphabet A which (t+l)-models it.
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In our book [l] we quite justly noted constructive defects 
of HS with symmetrical local functions. On the other hand,from 
our results in modelling in HS may be drawn that HS with symme­
trical and asymmetrical local functions are equivalent with 
respect to computability.
Theorem 7. For any Turing machine with s symbols on tape and q 
internal states /MT / there exists a 1-HS with alphabet A of 
cardinality 2(s+2q+l), Moore's neighbourhood index and symmet­
rical function which 4-models it.
On the basis of this result the following theorem can be 
formulated.
Theorem 8. For any 1-HS with the alphabet A and Moore's neigh­
bourhood index there exists a 1-HS with symmetrical local func­
tion, alphabet A' of cardinality 2(4a+5a+12) and Moore's neig­
hbourhood index, which 4W-models it, where W is the length of 
the rewritten finite configuration.
Two questions present undoubted interest: - Can an arbit­
rary HS be embedded in a reversible one of the same dimensio­
nality? - Are there at all computation- and construction-uni­
versal reversible 1-dimensional HS ?
Furthermore, I am inclined to the opinion, that both prob­
lems have a negative solution. Indeed, enough wide classes of 
modelling of one HS by another of the same dimensionality co­
rroborate this conclusion. To this effect we introduced two 
concepts of modelling: WM- and W- modelling in HS, which em­
brace a wide class of methods of modelling. On the basis of 
investigations of the above concepts of modelling we can for­
mulate the following results [4].
Theorem 9. For any integer d^l there does not exist d-HS with­
out NCF, which WM- or W-models it.
In our above-mentioned book [l] we discussed the question 
of community of the classical concept of HS. G.E.Tseitlin in 
connection with the further generalization of this concept in-
-7-
troduced heterogeneous periodically defined transformations 
/HPDT/. It can be verified that any HPDT is equivalent to so­
me classical d-HS [4] .
Theorem 10. For any HPDT defined on d-dimensional abstract re­
gister R in alphabet A there exists a classical d-HS (d^l) with 
alphabet A U {b} (b/A), which 1-models it.
Thus, these and a number of other widenings of the classi­
cal concept of HS show that this concept possesses the suffi­
cient degree of community. In that connection the question ari­
ses about the complexity of global functions in HS. We give an 
answer in the terms of the theory of recursive functions.
Theorem 11, Any global transition function x^11^ of HS defined 
on the set C of finite configurations is a primitive recursi- 
ve word function.
This result defines the position of the class of global 
functions of HS in the hierarchy of all recursive functions.
In the book [l] the following problem is discussed: Can 
any global function of HS of special type be presented in the 
form of composition of the finite number of more simple global 
functions of the same type? It is said that a global function 
x^n ') in an alphabet A is more simple than a global function xm* 
in the same alphabet if n<m. Such a problem is called composi­
tion problem.
On the basis of Yamada-Amoroso's results on completeness 
problems the negative solution of the general composition pro­
blem is presented [4]. There exist enough interesting classes 
of global functions, for which the decomposition problem is 
algorithmically solvable.
Theorem 12, Let MB be the set of all d-dimensional global fun­
ctions such that for any x^^eMB and any CF ceC^ |c|<|cx^n |^ 
where |c| is a minimum size of CF c. In the class BM of global 
functions the composition problem is algorithmically solvable.
Theorem 13. Let M be the set of all binary 1-dimensional glo­
bal functions x^n ') in HS /n^2/. There exist global functions
- 8 -
x^n') of M which cannot be presented as a composition of the fi-
( n )nite number of functions t e M /n^<n , i=l,...,k./.
On the basis of Yamada-Kaoru's result on the completeness 
problem in 1-dimensional binary HS we have the following re­
sult.
Theorem 14. The general decomposition problem in the class of( n)binary 1-dimensional injective global functions x has a ne­
gative solution.
Further, the following interesting problem is discussed:
Is it decidable whether an arbitrary global function over an 
alphabet A can be presented as composition of the finite num­
ber of more simple global functions in the same alphabet ?
Let a global function x^  in 1-dimensional HS with alphabet 
A be defined by the local function:
C s k
r n '( x1,.../xn > =x  ^ + xn + ^xi ^mod
. j=1 j /1/ 
for Oák^n-2 and i^e{2,3,...,n-l} .
It is well-known that in such HS any finite configuration is 
self-reproducing. The relation between the concept of comple­
xity and decomposition problem in HS is stated. Then the re­
lation between A(X) and other famous measures of complexity 
is presented [4] .
The classical concept of HS is very bulky for modelling 
of complex processes and phenomena, in a number of cases. The 
modelling itself in such HS becomes complex, boundness and lo­
ses sometimes any sense. In [l] we discuss a class of HS which 
to a Certain extent is similar to nervous tissue. In such HS 
/HS'/ each machine can directly receive information from its 
immediate neighbours and each machine can synchronously chan­
ge its state and outcome impulses at discrete time steps as a 
function of its state and incomung impulses. Such HS allow to 
obtain extremely lucid picture of information streams which o- 
perate by functioning of algorithms realized in HS.HS', by de- 
finition, is a quadruple HS ' = <Z ,A,I ,\p> ,where Za and A are 
defined as for classical HS, I is a set of impulses, and p is
-9-
a functional algorithm /FA/ of HS.' The next result can be easi­
ly verified: Any HS ' = <Z1, A, I, tj > can be constructively embedded
1 - ( 3 )in the classical HS= <Z ,A,x ,X> . Furthermore under certain
1 ( 3)conditions HS can be embedded in HS =; <Z ,A U I,t ,X>, whe­
re X is Moore's neighbourhood index. Such conditions for HS' 
are discussed. The following result can be shown {[4^ .
Theorem 15. Any HS' = <Z1,A,I,i|>> can be embedded into classical 
1 ( 7)H S = < Z , A U I , t /X>, where X is the neighbourhood index.
Formal language theory is by its very essence an interdis­
ciplinary area of science: the need for a formal grammatical or 
machine description of languages used arises in various scien­
tific disciplines. Therfore, influences from outside the mathe­
matical theory itself have often enriched the theory of formal 
languages.
Perhaps the most prominent examples of such an outside 
stimulation is provided by the theory of L-systems and -^-gram­
mars. L-systems were originated by A.Lindenmayer in connection 
with biological considerations in 1968. We defined -^-grammars 
in 1974 [1]. Two main novel features brought about by the the­
ory of L-systems and i^-grammars. From its very beginning are: 
/l/ parallelism in the rewriting process and
/2/ the notion of a grammar conceived as a description of a dy­
namic /i.e., taking place in time / rather than a static entity
The later feature /2/ initiated an intensive study of se­
quences /in contrast to sets / of words, as well as of gram­
mars without nonterminal letters. During the past five-year pe­
riod, the research in the area of L-systems and i^-grammars 
has been most active. For a systematic presentation of the es­
sentials of Tn~grammars mathematical theory we refer to [l]. 
Here we present only some problems in t ^-grammars theory and 
discuss non—deterministic t grammars. A number of results pre­
sent decisions of the previous open problems in t n-grammars[ 4]
Definition 1. A t n~grammar is an ordered quadruple
T =< n,A,T n ,cn > , wheren 0
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/l/ n is the size of the template of n-HS,
/2/ A is the alphabet of the HS,
(n)/3/ t is the global transition function of 1-HS /produc­
tion in grammar /,
/4/ cQeCA is an axiom / initial CF in 1-HS/.
The language generated by -^-grammar is the set L(xn> = 
{CsC^Z Cq — ^ c } .
The following results in such languages can be presented [4].
Theorem 16. There exist L(xn )-languages and a set of words
/CF/ C = ic^ , . . . , c^ } (c^eC^ -Í0) i=l,...,d) such that sets
i/T )-C and l (t ) u C are not L(t )-languages. n n m 3
Theorem 17. There exist L(t )-languages for which the rever-
”1 ^sions L ( Tn ) are not L( xm )-languages.
Theorem 18,The problem of nonempty intersection for arbitrary 
L( ) -languages is undecidable.
Definition 2. A nondeterministic T-grammar is an ordered quad­
ruple T= <d,A, T/C0> , where 
/!/ A is the alphabet of the grammar 
/2/ d is the dimensionality of words /CF/
/3/ cQeCA is an axiom
/4/ tt is admitted finite set of global functions /set of pro­
ductions/.
The language generated by T-grammar is the set L(T)={ceC :
The following results in L(T)-languages can be presented [4] .
Theorem 19. There exist L(T)-languages which are not L( xn )-lan­
guages. There exist regular languages which cannot be genera­
ted by x - or T-grammars.
Theorem 20. Any finite set of words in an alphabet A can be
generated by some T-grammar. For any integer m>2 there exist
regular sets of words which .cannot, be generated by T^-grammars,
but can be generated by some T -grammar and x- , -grammar .even.m+l m+1
- 1 1 -
Theorem 21. L(T)-languages are not closed under intersection 
with regular sets.
Theorem 22. L(T)-languages are closed with respect to the ope­
ration of inversion and are not closed with respect to the ope­
rations supplement and intersection.
Theorem 23. The membership, equivalence and finiteness problems 
and the problem of nonempty intersection for two arbitrary 
L(T)-languages are undecidable.
Theorem 24. Let W be a finite transformation and L be an L(T)- 
language. There exist W such that W(L) cannot be generated by 
some T-grammar. Similar result take place for sets x(L), H(L), 
where x and H are global transformation and homomorphism, res­
pectively.
A correlation between L-systems and 1-HS can be stated [4] .
Theorem 25, Any L-system can be simulated by a 1-dimensional 
HS (broadly speaking not in real time), and vice versa.
Now we go over to the discussion of some possibilities of 
HS in parallel processing. In [4] we present some approaches 
in utilization of HS in parallel programming. Above all,the 
problem of non-contradictoriness of algorithms of parallel sub­
stitutions is discussed. This problem has the vital importance 
for parallel microprogramming. In this direction the follo­
wing result can be proved.
Theorem 26. The problem of non-contradictoriness of algorithms 
of parallel substitutions
l d ' 1  j i iKF^CmT^,. . . ,mp -^KF3(m^ , . . . ,rrr) [xi,...,Xd] 
is constructively solvable.
The established correlation between modified Post-algeb­
ras and HS allow to use the HS in the applied algorithm theo- 
ry [4] . The above mentioned general decomposition problem
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(GDP) of global transition functions in HS is very important. 
The problem was solved by V.Aladyev [l] with help of noncons- 
tructibility approaches in HS. In [4] the problem receives the 
further decision on the basis of other interesting approaches. 
In the first place, with the help of Shannon's function we pre­
sent a solution of GDP for binary general HS.
Theorem 27. The general decomposition problem for binary d-dim 
mensional (d^l) global function has a negative solution.
On the basis of results in k-valued logic we have the following 
theorem [4]] .
Theorem 28. The general decomposition problem for d-dimensional
( n )(d>l) global functions r in alphabet A (a>v3) has a negati­
ve solution.
For a solution of the GDP the algebraical approach can be used.
Theorem 29. Let L( a,d) be a semigroup of all d-dimensional maps
( n)t : CA -* CA . L(a,d) can be presented in the form of union of 
subsemigroups A^ (i = l,...,4) {( Vi)(V j )( i/j -* A^ A ^ =0 }, which 
has no finite systems of generators and a maximum group.
The absence of the finite system of generators for subse­
migroup A^ was received on the basis of investigations of the 
special types of the infinite mutually erasable configurations 
in HS.
( n)Theorem 30. The semigroup of all 1-dimensional maps x has 
not a finite system of generators.
The utilization of the possibility of representation of 
local transition functions LK in the form of polynoms in
(mod a) allow to receive a number of interesting results on 
the GDP in HS.
Theorem 31. For any prime number a there exist global functions 
which cannot be presented in the form of composition of the fi­
nite number of more simple global functions in the same alphab 
bet A. For any integer n>2 there exists a binary global func- 
tion xv which has a negative solution of the GDP.
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At the end of this results constructive approaches to the 
solution of the GDP for some classes of global functions are 
presented. An approach is based on the following result.
Theorem 32. A global function has a positive solution of the
GDP iff the corresponding polynom Pn (mod a) can be presented
in the form of superposition of polynom P (P ...(P )...)
nk nk-l nl
(mod a) for n^<n (i=l,...,k).
Since up to this point there do not exist enough general 
own methods of investigations of HS, along with attracting for 
these purposes the methods of other mathematical areas,the wor­
king out of such methods would be extremely desirable.The pre­
sent survey of methods allow, in my opinion, to use some litt­
le-known methods by many investigators and to intense the wor­
king out of one's own methods of investigations of HS. Here we 
shall only be content with giving a list of topics which are 
used for investigations of HS:
/0/ basic level / it contains one's own methods of investiga­
tion of HS /
/!/ group, semigroup and algebra theories,
/2/ k-valued logic and Boolean algebra 
/3/ structural approach 
/4/ simulation
/5/ theory of the shift dynamical systems
/6/ graph-topological approach
/I/ theory of recursive functions
/8/ modelling
/9/ formal language theory
/10/ number theory
/ll/ computer modelling
/12/ general system theory
I hope that this survey will help to clear up some aspects 
of the methods of investigation of HS as well as giving some 
information about modern methods to scientists working on this 
topic.
-14-
References
[1] Aladyev V., Mathematical Theory of Homogeneous Structu­
res and Their Applications, Valgus Press,Tallinn,1980
[2] Parallel Processing and Parallel Algorithms.( Ed.V.Alady­
ev), Valgus Press,Tallinn,1981
[3] Aladyev V. et al., Mathematical Developmental Biology, 
Science, Moscow, 1982 (in Russian)
[4] Parallel Processing Systems (Ed. V. Aladyev), Valgus Press, 
Tallinn,1983
IM V C S ' S 4
ON THE DESCRIPTION OF LANGUAGES BY GRAMMARS 
WITH REGULATED REWRITING
Jürgen Dassow
Technological University Magdeburg 
Department of Mathematics and Physics 
DDR-3040 Magdeburg, PSF 124 
German Democratic Republic
Gheorghe Paun 
University of Bucharest 
Faculty of Mathematics 
R-7OIO9 Bucuresti 
Str. Academiei 14 
Romania
1. Introduction
One of the most important and well investigated subjects 
in formal language theory is the descriptional complexity of 
languages with respect to such measures as the number of vari­
ables required for the generation of the language, the index, 
etc. One of the early results in this direction is the fact 
that the regular languages form an infinite hierarchy with re­
spect to the number of variables necessary for the generation 
by context-free grammars,/Gr/. The same holds for some other 
classes of languages and grammars with respect to the index.
In this note we summarize some results of the authors on 
the number of variables and productions, respectively, which 
is required for the generation of languages by matrix grammars, 
programmed grammars, and random context grammars. Especially, 
we give contributions to the following problems:
- Compare the complexities of the language descriptions by 
•grammars of different types.
- Give uniform estimations of the complexity of languages in a
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given class of languages.
2. Definitions and notations
We assume that the reader is familiar with basic notions 
and results in formal language theory especially concerning reg­
ulated rewriting (see /Ma/, /P1/, /5a/). Here we recall only 
some definitions informally and specify some notations.
In all cases we use the nonterminal alphabet VN , the ter­
minal alphabet V^, and the axiom S € V^.
A matrix grammar is a construct G = (Vjj, V^, S, M, F) 
with VN , V^, S as above, and M and F denoting the set of 
matrices (sequences of context-free rules A -» w, A € V^, 
w € (VN u Vt)k) and the set of occurrences of rules in M
which are used in the appearance checking mode. In a step of a 
derivation we have sequentially to use all the rules of a ma­
trix; if a rule appears in F, and it is not applicable to the 
current string, then it can be overpassed.
For any non-matrix grammar G we denote the set of rewrit­
ing rules by P.
The rules of a programmed grammar G = (VN, VT, S, P) are
of the form (b, A -♦ w, E, F) where b is the label of this 
rule, A e VN , w € (VN u V^)*, E is the successfleld, and F is
the failure field (sets of labels). If the core production A -» w 
is applicable then, after using it, we have to apply a rule with 
label in E; if A -♦ w is not applicable, then we continue with 
a rule whose label belongs to the failure field F.
The rules of a random context grammar G = (V^, V^, S, P) 
are of the form (A w, R, Q) where R, Q £ VN are the set
of forbidden and permitting letters, respectively. The core 
rule A -» w can be used only for the rewriting of sentential 
forms uAv such that uv do not contain any symbol of R and 
uv contains all letters of Q,
By CF, M, PR, RC we denote the classes of context-free, 
matrix, programmed, and random context grammars (with erasing 
rules), respectively,
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For a class X of grammars, let £(X) be the family of 
languages L(G) generated by grammars G of X. By £(RE) we 
denote the family of recursively enumerable languages. It is 
known that
£(RE) = C(M) = £(PR) = £(RC) .
For a grammar G and a language L, we define 
Var (G) = card (VN),
Varx(L) = inf (Var(G) : G € X, L(G) = L} ,
Prod (G) = card ( {A -» w : A -♦ w occurs in a rule/matrix
of G} ),
Prodx(L) = inf (Prod(G) : G € X, L(G) = L> .
Further we put
£x(n) = {L : L e £(X), Varx(L) < n} .
3. Comparison results
By definitions, we obtain
Varx(L) ^ Varcp(L) and Prodx(L) ProdCF(L)
for X e {M, PR, RC) and L € £(CF). The following theorem in­
dicates that the description by regulated context-free grammars 
can be as more economic as you like compared with the use of 
context-free grammars.
Theorem 1. (/Da/, /DP1/, /BCMW/) There are sequences of context- 
free languages L , M , N , 0 , n € N, such that
i) VarM(Ln) < 2, Varcp(Ln) = n,
ii) Varp^(Mn) = 1, VarCF(Mn) = n,
iii) VarRC(Nn) < 8, VarCp(Nn) = n,
iv) ProdpR(On) - 5* Prodjj(On) S 10, ProdRC(0n) < c (where c 
is a constant), and ProdCF(0n) > log(n) + 1 .
The results on the comparison between matrix and programmed 
grammars are summarized in the following theorem.
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Theorem 2.(/Da/, /DP1/, /DP2/) For each L € £(RE),
i) VarM(L) < VarpR(L) + 1, VarpR(L) < VarM(L) + 2,
ii) ProdM(L) < ProdpR(L) + 5, ProdpR(L) < ProdM(L) + 1 .
Concerning the optimality of the estimations we mention
Theorem 3» (/DF2/) There are context-free languages L and K 
such that
i) VarpR(L) = 1, VarM(L) = 2,
ii) VarM(K) = 1, VarpR(K) = 2.
Random context grammars form a class with greater descrip- 
tional complexities than the other two regulation mechanisms as 
can be seen by
Theorem 4-, (/Da/) i) For each L € £(RE),
VarpR(L) < VarRC(L) + 1, VarM(L) < VarRC(L) + 1 .
ii) For each n €  N, there exist regular languages Rn and Sn 
such that
VarPR(fin ) ■ 1' VarRC(V  -
VarM(Sn) < 3) VarR0(Sn) > n.
4. Uniform estimations of language families 
Theorem 5. (/P2/, /DP1/)
£m (6) = £pR(8) = £ (RE) .
It is an open problem whether or not the values of Theorem 5 
are optimal.
Some special families require only a fewer number of non­
terminals. A context-free grammar G = (VR , V^, S, P) is 
called
- linear if all productions of P are of the form
A -* u, A -* uBv (1)
where A, B € VR, u, v € and
- metalinear if all productions are of the form S -» w,
w € (VR U VT)*, or of the form (1) and S does not occur at 
the right side of a production.
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By LIN and MLIN we denote the families of linear and meta- 
linear grammars, respectively.
Theorem 6. (/DP1/) i) £(LIN) 9 £M(2), £(LIN) 9 £pR(2),
ii) £ (MLIN) 9 £m (3), £ (MLIN) 9 £pR(3).
The optimality of these relations is shown by the following re­
sult.
Theorem 7« (/DPI/) i) There are regular languages U and V 
such that
VarM(U) = 2  and VarpR(V) = 2.
ii) There is a metalinear language W with VarM(W) - 3.
By definition, each sentential form of a linear (metaline- 
ar) grammar contains at most one nonterminal (a bounded number 
of nonterminals). This is the characteristic property of the 
language family which will be defined now.
By #x(w) we denote the number of occurrences of letters
of the set X in the word w. For a context-free grammar G
with the set VR of nonterminals, a word w € L(G), a deriva­
tion
D : S = w,, <=* w0 =* ... =*■ w„ i =* w„ s w 1 2  n-I n
of w, and a context-free language L we define
Ind(D) = max (w.) : 1 < i < n} ,
N
Ind(w,G) = min (ind(D) : D is a derivation of w in G) , 
Ind(G) = sup (lnd(w,G) : w 6 L(G)} ,
Ind(L) = inf (ind(G) : L(G) = L }.
Further let
£FIN(CF) = (L : L e 2 (CP), Ind(L) <oo}
be the family of context-free languages with finite index.
However, in order to obtain a generalization of Theorem 6 
we consider matrix grammars with leftmost restriction, i.e, the 
productions of the matrices have to be applied to the leftmost 
occurrence of their left side in the current string. This class
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of grammars is denoted by M^. The class PR, of leftmost restric
stricted programmed grammars is defined analogously. (Note that 
this leftmost restriction differs from that given in /5a/ and
/PV.)
Theorem 8. (/DP2/) i) £FIN(CF) c £ (3),
Ü )  £ f i n ^CÍ’^ - ^PR.^) •
We mention that Theorem 8 can be generalized to matrix/pro- 
grammed languages of finite index.
For random context grammars such results (as Theorem 5-8) 
are not possible since already the regular languages form an 
infinite hierarchy as it can be seen by the following theorem.
Theorem 9. For each n> 1, £RC(n+1)\ £ RC(n) contains a reg­
ular language.
Further we note that
- all languages in £M(1) are semilinear
- there is a non-semilinear language L with VarM(L)=VarpR(L)=3,
contains non-context-free languages.
With respect to the measure Prod we have only estimations 
for language families over a fixed alphabet V.
Theorem 10. (/DP2/) i) Prod^L) < 1 3  + card(V),
ii) Prodpp(L) < 1 5  + card(V) .
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1. Introduction
Since the work o f  Thue, [ 1 5 ] ,  i n f i n i t e  words have been i n v e s t ig a ted  from 
d i f f e r e n t  po ints  o f  view in th e o r e t i c a l  computer s c i e n c e ,  see  e . g .  [ 1 , 2 , 6 , 1 2 ] .
The purpose o f  th i s  paper is  to d iscuss  some recent  r e s u l t s  and open 
problems concerning i n f i n i t e  words obtained by i t e r a t i n g  morphisms, the main 
emphasis being on some p e r i o d i c i t y  ques t i ons .
After pre l im inar ies  in Sec t io n  2 we recal l  the DOL p r e f ix  problem [10] 
and some other  re la ted  r e s u l t s .  In Sect ion 3 we sh a l l  f i r s t  study equations  
o f  the form h(x) = xn , n = 2 , 3 , . . .  , where h is a g iven endomorphism on a 
f i n i t e l y  generated free  monoid. It turns out that  a l l  the s o l u t i o n s  o f  these  
are obtained as powers o f  f i n i t e l y  many pri m i t i ve  words.  Then we turn to  
cons ider  the DOL p e r i o d i c i t y  problem: Is there an algori thm for  deciding  
whether the l im i t  o f  a given DOL language c o n s i s t s  o f  u l t im a te ly  per iod ic  
i n f i n i t e  words? In the l a s t  s e c t i o n  we s t a t e  some further  r e s u l t s  and discuss  
some open problems. 2
2. P re l im inaries
Let A be a f i n i t e  a lphabet  and A* the free  monoid generated by A. We 
denote by 1 the id e n t i t y  (the empty word) in A* and by A+ the f ree  semigroup
A* {1} .  For a word w £ A*, |w| denotes the length o f  w, whi le  IAI is  the
ca rdi nali  ty o f  A. ,
A word w £ A* is  primi t i  ve i f  i t  is not a power o f  another word. Every
word is a power o f  a p r im i t iv e  word, denoted by v^- Given two words w and v
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we say that  w is a p re f ix  o f  v in case  v = ww^  for  some £ A*. Also,  w and v 
are conjugates  i f  one f inds  words u^  and such that  w = u^ 2  and v = U2^  .
In what fo l lows  we are i n t e r e s t e d  in i t e r a t i n g  a morphism h: A* -» A* 
s t a r t i n g  with a given word u. This i t e r a t i o n  g ives  us a sequence
( l )  u , h ( u ) , h 2 ( u ) , . . .
o f  words. The pair  (h,u) i s  c a l l e d  a POL system in the l i t e r a t u r e  and i t s  
language is the s e t  L(h,u) = { h * ( u)I i > 0} ,  which may be f i n i t e ,  o f  course .
Given a morphism h: A* -» A* we ca l l  a l e t t e r  b £ A f i n i t e  i f  L(h, b) i s a 
f i n i t e  s e t .  Otherwise b is an i n f i n i t e  l e t t e r .
The l i m i t , 1 im L(h ,u) ,  o f  the  s e t  L(h,u) c o n s i s t s  o f  a l l  i n f i n i t e  words 
a = a ^ 2 . . .  , aj G A, such that  fo r  a l l  n, a p o s s e s s e s  a p r e f i x  longer than n 
belonging to ( l ) .  The adherence, adh L(h,u) ,  o f  the s e t  L(h,u) c o n s i s t s  o f  
a l l  i n f i n i t e  words a such that  fo r  every p r e f ix  w o f  a, there i s a word x 
such that wx is  in L(h,u).
It is easy to v er i f y  that  adh L(h,u) /  <j> i f  and only i f  the language 
L(h,u) i s  i n f i n i t e .  So the empt iness  problem for  the adherences o f  DOL 
languages i s dec idable .  The same holds  true a l s o  for the l i m i t s  as was shown 
in [10 ] .
Theorem 1. The emptiness problem for the l i m i t s  o f  DOL languages is 
deci  dable.
The proof presented in [10]  i s  mainly based on the so c a l l e d  d e fec t  
theorem, see  e . g .  [12] .
We note a l s o  that i f  l im L(h,u)  ^ <f> then one can e f f e c t i v e l y  f ind integers  
p and q such that h^(u) i s a proper p re f ix  o f  h^+C^ (u) . In t h i s  case
q- 1
1 im L (h , u) = U l i m L ( h C' ,h^+ l ( u ) ) ,  
i =0
where moreover | 1 i m L(hc',h^>+I( u ) ) |  = 1 for each i = 0 , 1 , . . .  ,q—1. We can thus 
separate the case  (1) in an e f f e c t i v e  way into  a f i n i t e  number o f  special  
cases where the l im i t  o f  the sequence e x i s t s  uniquely .
We f i n a l l y  mention two re cent  g e n e r a l i z a t i o n s  o f  the ordinary DOL sequence 
equivalence  r e s u l t .  The f i r s t  i s  obtained by Culik II and Harju [4] and the 
second by Head [9 ] .
Theorem 2 . There is an a lgo ri th m  for decid ing whether or  not two given 
DOL systems generate the same l i m i t .
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Theorem 3. There is an a lgor i th m  for  decid ing whether or  not two given 
DOL systems generate  the same adherence.
3. On the p e r i o d i c i t y
As discussed in the preceding s e c t i o n ,  we can r e s t r i c t  o u r s e lv e s  to DOL 
systems (h ,u ) ,  where ( i f  the l i m i t  e x i s t s )  h(u) = ux for  some x £  A*. This 
kind o f  a system def i nes  the i n f i n i t e  word
hw (u) = u x h ( x ) h ^ ( x ) . . .
Besides Theorem 1, one o f  the  crucial  ques t i ons  concerning i n f i n i t e  words 
obtained by i t e r a t i n g  morphisms is  the fo l low in g .  Is i t  decidable  whether or 
not a given p re f ix  preserving morphism h de f i n es  an u lt im a te ly  p er iod ic  
i n f i n i t e  word, that  i s ,  whether or  not
, W / \ 0)h (uj = vw
for some words v and w? Here wW denotes the i n f i n i t e  word ww. . .  . Some special  
cases  o f  the problem were s o lv ed  in [9 ] and [1 1 ] .  In [ 9 ] a p a r t ia l  s o lu t io n  
to the  problem was used to s o l v e  the adherence eq uiva le nc e problem for  DOL 
systems (Theorem 3)•
The ult imate p e r i o d i c i t y  problem, shown to be decidable  in [ 8 ] ,  comes 
in to  use a l s o  in so lv in g  the ui-regul ari ty problem fo r  the l im i t s  o f  DOL 
languages .  The ordinary r e g u l a r i t y  problem for  DOL languages was shown to be 
dec idable  in [ 1 4 ] .  The corresponding problem for  i n f i n i t e  words is ju s t  
another formulation for the DOL p e r i o d i c i t y  problem. In the fo l low ing  we shal l  
present  the main ideas o f  the s o l u t i o n .
F i r s t  we sh a l l  consider  the equations
(2) h(x) = x n , n = 2 , 3 , . . . ,
where h : A -» A is  a given morphism. It turns out that  a l l  the s o lu t io n s  
o f  (2) can be e f f e c t i v e l y  found.
Given a s o l u t i o n ,  h(w) = wn for  some n > 2, we note that (vAvj^is a lso  
a s o l u t i o n  for a l l  p > 0. Thus we need to search for  the p r im i t i ve  so lu t io n s  
o n ly .  With thi s  in mind we d e f i n e
= {w £ A+ l w p r i m i t i v e  and h(w) = wn for  some n > 2} .
Let A = Ap U A | ,  where Ap i s  the s e t  o f  f i n i t e  l e t t e r s  and A| the s e t  o f
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i n f i n i t e  l e t t e r s  with re spec t  to h. One can prove
Theorem h . For a given h: A* -» A* there are only f i n i t e l y  many p r im i t i ve  
words w for  which h(w) = wn f o r  some n > 2. In f a c t  there i s  a p a r t i t i o n  
A j t . . . , A  o f  A| such that
r
Ph E u (Ap u V *  
i =1
and the words in fi (Ap U Aj)* are conjugates (i = 1 , . . . ,  r) .
Given two words v^  and i t  is decidable  whether or  not h' (v^)  = h ' ( v 2) 
for some i n t e g e r  i ,  c f .  [3]  or  [ 5 ] .  Using t h i s  r e s u l t  to g e th er  with Theorem A 
one can prove
Theorem 5 - The se t  can be constructed e f f e c t i v e l y  fo r  a given morphism 
h: A* -♦ A*.
The fo l l o w in g  d e c i d a b i l i t y  re s u l t  is an immediate consequence.
Theorem 6 . It is d ec id a b le  whether or not the equat ions  h(x) = xn , 
n = 2 , 3 , p ossess  a n o n t r i v i a l  s o l u t io n .
This r e s u l t  can a l s o  be given in a somewhat s tronger form.
Theorem 7 - For a g iven h i t  i s decidable  whether or not there e x i s t s  a 
nontrivial  word x such that  hm(x) = xn for some m > 1 and n > 2.
Now using Theorems 1 and 5 one obtains
Theorem 8 . The u lt imate  p e r i o d i c i t y  problem is decidable  for DOL systems.
Proof . Let us be g iven a morphism h: A* -» A* and a word u £ A* such that  
h (u) = ux fo r  some x £ A+ . Denote by A^  the subse t  o f  A which c o n s i s t s  o f  the 
i n f i n i t e  l e t t e r s  occurring i n f i n i t e l y  many times in hW(u ) .  Clearly  A^  i s an 
e f f e c t i v e  s e t .
In ca s e  A.J = cj) there appears only one i n f i n i t e  l e t t e r  b which is 
i so la ted ,  th a t  i s ,  no l e t t e r  produces b. This case i s thus easy ,  s inc e  the 
period comes out from h(b) = u^bv.
Assume now that A1 ?  <J> and l e t  b be the f i r s t  l e t t e r  o f  h^iu) from A^. 
Then for some i < |AI and y £ A*
h'(yb) = yby^ and h ^ ( y )  = 1.
For otherwise  hw (u) i s not u l t im a te ly  p e r i o d i c .  We may assume that  i = 1
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s i  nee otherwise we cons ider  the p a ir  (h ' ,u )  ins tead  o f  (h ,u ) .  Thus
h(yb) = yby1 and h 'A  ^ (y) = 1.
Let us wr it e  now
hw(u) = u1ybu2u ^ . . . ,
where h(u^) = u1ybu2 and u  ^ € A*A(A*.
By Theorem 5 we may t e s t  whether there e x i s t s  a pri m i t i ve  w such that  
yb is a pre f ix  o f  w and h(w) = wn for  some n > 2 .  If no such w can be found 
then h ^ u )  is not u l t im a te ly  p e r i o d i c  by above.  Assume then that  we have 
found such a word w.
Claim. hu (u) i s  u l t im ate ly  per iod ic  i f f  hw (ybu2 u^) = wU i f f  (h ,ybu2u^) 
d ef in es  an i n f i n i t e  word.
Proof o f  the c l a i m . Assume ha>(ybu2u )^ i s d e f in ed .  Then ha>(ybu2u^) = 
hw(yb) = wW (s ince  b £ A| and yb is  a p re f ix  o f  w ) . We have a l s o  for  a l l  i > 1
h ' ( y b u 2u )^ = u1 -ybu2 *. . . "h1(ybu2) - h 1 (uj) ’
and so  h'(u^) is a p r e f i x  o f  h ' +1 (ybu2u^) . Suppose i i s  here already so  large  
that Ih1(uj)I > Iwl and h-* (y bu^^)  is a p r e f ix  o f  w  ^ for a l l  j > i .  Then 
a l s o  w is a p r e f ix  o f  h'(u^) and hence h' (ybu2) £ w*. Now h^iu) = hw (u^ybu2u )^ 
implies  that ii (u) i s  u l t im ate ly  p e r io d ic .  The converse  o f  the c la im is  
t r i v i a l .
We note that the  l a s t  s tatement  i s dec id ab le  in the claim and so  is  the 
f i r s t  one.  This completes the pro of  o f  the theorem.
Remark. Pansiot  [131 has r e cen t ly  given another qui te  d i f f e r e n t  proof  
(based on s i m p l i f i a b l e  morphisms) to the above theorem.
*4. Discuss ion
Theorems b and 5 or th e i r  proofs in [8] do not g ive  the pri m i t i ve  
s o l u t io n s  w e x p l i c i t e l y .  In the binary case ,  IAI = 2,  one can, however, obtain  
a very e f f e c t i v e  c h a r a c t e r i z a t i o n  to  the s e t  Ph as well  as to the morphism h, 
[ 7 ] :
Theorem 9 . Let w be a p r i m i t i v e  word in {a,b}*and l e t  h be an endomorphism 
on {a,b}*-Then h(w) = wn for some n > 2 i f f  a t  l e a s t  one o f  the l e t t e r s ,  say a ,
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i s  i n f i n i t e  and
(i )  w = \/h (a) and e i t h e r
1°. h(b) = 1 and, |w| > 2 or  h(a) i s  not p r i m i t i v e ;
or
2° .  w = \Zh (b) ; 
or
3°.  h(a) 6 a 2a*;  
or
( i i )  w = b 1ab 2 and h(b) = b, h(a) 6 (ab 1+ ^)+a; 
or
( i i i )  w = ab and h(a) € (ab)+a,  h(b) £ b (a b )+ .
We note that  in above a l l  the p r im i t iv e  s o lu t io n s  w are o f  length at most
max{ | h ( a ) | , | h ( b ) I } .  It i s a matter  for  remark that  th i s  i s  not  so  in
alphabets o f  larg er  s i z e .  We mention j u s t  a s imple example: h(a) = ab,
2
h(b) = ca,  h (c )  = be. Here h (abc) = (abc) .
The f i n i t e n e s s  re su l t  in Theorem k i s c h a r a c t e r i s t i c  to  f r e e  semigroups.
Namely, t h i s  property f a i l s  a lready in o n e - r e l a t o r  semigroups. As an example
we mention the free  commutative semigroup <a,b;  ab = ba>, where the morphism
2 2h defined as h(a) = a , h(b) = b p o s s e s s e s  i n f i n i t e l y  many 'p r i m i t i v e '  
so lut io ns  o f  the form a'b.
Also i t  i s  worthwile n o t ing  that  t h i s  f a i l u r e  concerns f r ee  groups as 
w e l l .  To s ee  t h i s  consider  a word w in a f i n i t e l y  generated fr e e  group F 
such that  h(w) = wn for an endomorphism h on F. Now, l e t  G be a d i s j o i n t  
f i n i t e l y  generated free group and def ine  h to  be the id e n t i t y  on G We have 
h(uwu )^ = uwnu 1 = (uwu 1) n fo r  a l l  u in G and so h has i n f i n i t e l y  many 
so lu t io n s  o f  the form uwu 1 in the free  product G*F.
We s t i l l  mention one open problem. Is i t  dec idable ,  for  g iven morphisms 
h,g:  A -* A and given words u ,v  £ A , whether there e x i s t s  a word w £ A 
such that hw (u) = wgW(v)? In the s p ec ia l  case  h = g the problem reduces to the 
ult imate p e r i o d i c i t y  problem fo r  DOL systems which is decidable  by Theorem 8. 
We mention a l s o  that the p o s i t i v e  s o l u t io n  o f  the general problem would 
e a s i l y  imply the so lut io n  o f  the l i mi t  equiva lence problem for  DOL systems 
(Theorem 2 ) .
Acknowledgements: I l i ke  to thank Tero Harju for  helpful  comments.
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U n derstan d in g  th e  Buga and M iscon cep tion s  
o f  N ovice  P rogram m ers:
A n  O verview
Elliot Soloway
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New Haven, Connecticut 06520 U.S.A.
1. Introduction: M otivation and G oals1
In this document we provide an overview of the research being conducted at the Cognition and 
Programming Project in the Computer Science Department at Yale University that deals with 
understanding novice programming. Since there are a number of available reports that examine our 
research efforts in some detail, this report will present only highlights to that body of research, and 
pointers to particular papers. In particular, I will focus on 3 topics that we view as key in the 
process of understanding novice programming:
• The knowledge base underlying programming.
• The types of bugs and misconceptions that novice programmers exhibit.
• The relationship of programming language constructs to the cognitive strategies of 
programmers.
The thread that ties the above topics together is that of being sensitive to the underlying 
knowledge representation and processing strategies that novices (and experts) use when they 
program. Clearly, the above topics do not exhaust the area of novice progarmming; however, we 
believe that our research efforts have been able to tap into some of the important cognitive aspects 
of programming.
2. Beyond Syntax and Semantics: Plan Knowledge and Discourse Rules
While knowledge of the syntax and semantics of a programming language is important, this 
knowledge alone will not permit one to effectively read/write computer programs. We have 
identified two types of deep-slruclure knowledge that expert programmers seem to have and use:
• programming plans which represent the stereotypic action sequences in programming.
(Also see (11, 2].)
• rules o f programming discourse which guide the composition of plans into 
understandable and executable programs.
We have carried out a number of empirical studies with novice and advanced programmers to
'This work was sponsored by the National Science Foundation, under NSF Grant MCS-8302382.
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evaluate the above claims; data do in fact support these claims [14, 5, 15, 16, 17].
2.1. Programming Plans
Problem: Read in numbers, taking thei r  sum, unt il  the number 99999 is seen.
Report the average. Do not include the f inal  99999 in the average.
Counter Variable 
Plan ----
I
I
Running Tota11 
Variable Plant
PROGRAM OrangeAlpha;
VAR Sum, Count, Num : INTEGER;
Average : REAL;
BEGIN
---- > Count := 0;
— > Sum := 0; Running Total Loop Plan
I Read(Num); <----------------------------
I WHILE Num <> 99999 DO <----------1
I BEGIN I
----------> Sum := Sum ♦ Num; <-----------1
----------> Count ;= Count * 1; I
Read(Num); <-----------
END Ski p Guard Plan
IF Count > 0 THEN <----------------------------------------
BEGIN <------------------------------------ 1
Average := Sum/Count; <----------- |
Writeln( Average); <--------------- 1
END <--------------------------------------- 1
ELSE <--------------------------------------- 1
Writeln( ’no legsl inputs ’) ; <-|
END.
Figure 1: Examples of Programming Plans
We can identify two types of programming plans in the program in Figure 1: control flow plans 
and variable plans.2 For example, the RUNNING TOTAL LOOP PLAN and the SKIP GUARD 
PLAN are two control flow plans in this program. The former plan repeatedly reads in some 
values and accumulates their total. The latter plan is also a common one: it protects the average 
computation from an illegal division by 0. The RUNNING TOTAL VARIABLE PLAN and the 
COUNTER VARIABLE PLAN are two common variable plans used in programming. Notice that in 
these plans, the variable’s initialization is explicitly tied to its update; while textbooks don’t 
emphasize this point, we have found that programmers use this relationship in understanding 
programs ( [5]). In Figure 2 we depict a network of programming plans that captures the tacit
*Variable plans are related to, but are richer than, the computer science notion of ahtraet data typet, in that plans 
have more properties (e.g., relatedness, goal) than are usually associated with abstract data types.
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knowledge underlying a portion of introductory programming (14).
There is already substantial empirical evidence that provides support for the claim that 
programmers have and use programming plans. Shneiderman [13], Adelson [1], and McKeithen et 
al. [9] showed that expert programmers had better repall of meaningful programs than did novice 
programmers, but that both groups performed about the same on nonsense programs (randomly 
composed lines of code). We have built on this work by identifying specific pieces of programming 
plan knowledge (e.g., Figure 2). Moreover, in empirical studies we carried out, we have gathered 
supportive evidence for the existence of these specific knowledge units [15, 14, 5].
2.2. Rules of Programming Discourse
Rules of programming discourse specify the conventions in programming, e.g., the name o f  a 
variable should agree with its function; these rules set up expectations in the minds of the 
programmers about what should be in the program. They are analogous to discourse rules in 
conversation. Under our theory, programs are composed from programming plans that have been 
modified to fit the needs of the specific problem. The composition of those plans is governed by 
rules of programming discourse. Thus, a program can be correct from the perspective of the 
problem, but be difficult to write and/or read because it doesn’t follow the rules of discourse, i.e., 
the plans in the program are composed in ways that violate some discourse rule(s).
In Figure 3 we depict a set of programming discourse rules that we have identified. Individually, 
they look innocuous enough, and one would hardly disagree with them. While these rules typically 
are not written down nor taught explicitly (except, for example in [7]), we claim that programmers 
have and use these rules in the construction and comprehension of programs. Moreover, if 
programmers do use these rules and expect other programmers to also use these rules, then we 
predict that programs that violate these rules should be harder to understand than programs that 
do not. Data we have recently collected from a number of empirical studies bear out this 
prediction [17, 16].
We call programs that are consistent with the discourse rules plan-like programs, and ones that 
are not unplan-like programs. For example, in Figure 4, Version Alpha is the plan-like version of 
a program that finds the maximum of some numbers. In our plan jargon, it uses the MAXIMUM 
SEARCH LOOP PLAN which in turns uses a RESULT VARIABLE PLAN. Notice that the RESULT 
VARIABLE is appropriately named Max, i.e., the name of the variable is consistent with the plan’s 
function. In contrast, Version Beta is unplan-like since it uses a MINIMUM SEARCH LOOP PLAN 
in which the RESULT VARIABLE is inconsistent with the plan’s function: the program computes
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the minimum of some numbers using a variable named Max. To create the Beta version, we 
violated the first rule of programming discourse in Figure 3: Variable names should reflect
function.
(1) The name of variable should re f l ec t  i t s  function in the program.
(2) Don’t  include code that  won't be used.
(2a) I f  there is  a t e s t  for a condition, then the condition must have the 
potential of being t rue.
(3) A variable t h a t  is in i t ia l iz ed  via an assignment statement 
should be updated via an assignment statement.
(4) Don’t  do double duty with code in a non-obvious way.
(5) An IF should be used when a statement body is guaranteed to
be executed only once, and a WHILE used when a statement body may 
need to be repeatedly executed.
F ig u re  3: Examples: Rules of Programming Discourse
3. Understanding the Bugs and M isconceptions o f Novice Programmers
A
Bug and misconceptions, to say the least, abound. In order to more systematically explore the 
large space of programming bugs and misconceptions, we have developed a categorization for types 
of bugs and types of misconceptions. In what follows we first describe the categories themselves; 
we then demonstrate the explanatory power of our theory of programming knowledge, and bug and 
misconception categories by examining actual buggy novice programs.
3.1. Types of Bugs
We are exploring the bugs and misconceptions that novice programmers have as they try to map 
their understanding of the problem into a programming language. From this broad category of 
bugs we have isolated the following two subcategories:
• Bug Type 1: bugs that are the result of a discrepancy between the stated problem and 
its program realization,
• Bug Type 2: bugs tha t don’t interfere with the running of the program and appear from 
the program’s output to give correct results, but that nonetheless indicate a 
misconception on the student’s part.
9By way of terminology: a bug is an error in a computer program, while a mieconeepticn is some conceptualisation in 
the student's mind that can lead to a program bug.
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V e r tio n  A lp h a
PROGRAM Nagenta(input. output) :
VAR Ra«. I.  Nui : INTEGER:
BEGIN
Ma« := 0;
FOR I := 1 TO 10 DO 
BEGIN
READLN(Nua);
If  Nui > Max THEN Na« :« Nua
END:
VRITELN(Na>);
END.
V e r tio n  B e ta
PROGRAM Purple(input ,  output ) :
VAR Na«. I .  Nua . INTEGER.
BEGIN
Ma« := 999999:
FOR I := 1 TO 10 DO 
BEGIN
READLN(Nua);
If  Nua < Max THEN Max := Nua
END:
VRITELN(Nax);
search plan (aax, ain)
A var i ab l e’s naae should r e f l e c t  i t s  function (1) (Figure 3)
variable naae agrees uith 
search function
violate discourse rule (1)
variable naae does NOT agree 
uith search function
F ig u re  4: Discourse Rules: Plan-like and Unplan-like Programs
END.
Basic plan: 
Discourse rule:  
Alpha case:
To const ruct  
Beta version:
Beta case:
3.2. Types o f M isconceptions
We can also identify different types of misconceptions that manifest themselves as program 
bugs:
1. A clash between what students bring to programming and what students are 
supposed to learn in programming. Oftentimes a student’s preprogramming 
knowledge will override the student’s budding computer knowledge resulting in a bug.
2. Faulty /incomplete understanding o f  programming concepts. This is a general 
category of misconceptions that can be further broken down:
a. Over generalization: Students have difficult in discerning the specific context in 
which a concept is appropriate. This sometimes results in the overgeneraliiation 
of a concept.
b. Hazy understanding o f  a concept. Programming knowledge is cumulative: one
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builds on what one knows. Students often have a hazy notion of a concept 
that does not manifest itself in the simple programs, but rather comes to light 
only when more advanced topics are introduced.
c. Simply not knowing the rules o f  programming discourse. In conversation (and 
text) there are tacit rules of communication that must be obeyed in order that 
understanding be facilitated. These rules are built up with experience. Since, 
by definition, novices do not have much programming experience, they 
typically have not acquired these rules of programming discourse. The problem 
is compounded since the rules are usually not taught explicitly. One goal of our 
research is to identify these otherwise tacit rules.
3. Difficulties arising from the coordination o f  multiple constructs. That is, a student 
may well understand each individual construct, however, since this knowledge may not 
be as routinized as other knowledge, the complexity that results from having to 
coordinate many new pieces of knowledge can result in program bugs.
4. Students may decompose the problem differently from that which was intended. The 
result is usually a buggy program.
3.3. Example: Bug Type 1 & M isconception Type 2 .a: Intention/R ealization  
Difference
The program in Figure 5 is an attempt to solve the problem also given in Figure 5. The 
programmer intended to write a program that reads in a sequence of numbers and takes their 
average. However, the programmer has written a program that reads in a number and then 
computes the average of all the numbers between it and 99999, in integer increments. Thus the 
bug in this program is of type 1: there is a discrepancy between the intended goal of the problem 
and its realization.
Averaging Problem: Read in numbers, taking their sum, until the number 99999 is seen. Report the 
average. Do not include the final 99999 in the average.
1 PROGRAM Average( input, output );
2 VAR Sum. Count, New, Avg: REAL;
3 BEGIN
4 Sum := 0;
5 Count ;= 0;
6 Read( New );
7 WHILE New<>99999 DO
8 BEGIN
9 Sum := Sum+New;
10 Count := Count+1;
11 New : = New+1
12 END;
13 Avg := Sum/Count;
14 Writeln( ’The average is ’ , avg );
15 END;
Figure 5: Example: A Buggy Program
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One might be, as we were, baffled by this bug: what would prompt someone to write such an 
unusual program? However, by appealing (1) to our theory of programming knowledge and (2) to 
the sources of misconceptions, we can provide a cogent analysis. We would argue that the 
misconception that the student was most likely laboring under is an overgeneralization of the 
COUNTER VARIABLE PLAN: if incrementing Count gets the next INTEGER value, then
incrementing New should get the next input value. From within the context of our theory, then, 
this bug becomes less surprising: the COUNTER VARIABLE PLAN and the READ VARIABLE
PLAN are both types of (i.e., members of the same class) NEW VALUE VARIABLE PLANS (Figure 
2), since both of the former plans result in the same function, i.e., the production of the next value.
3.4. Example: Bug Type 2 & M isconception Type 1: “B ut My Program  
Runs...”
Consider the program in Figure 6; it too is an attempt to solve the problem in Figure 5. While 
this program runs, and produces a correct result, the “fractured” running total update indicates 
that the student may not really understand the assignment statement: the use of the variable Y to 
hold an intermediate result is unnecessary. Note we are not making an efficiency argument; the 
fact that an extra variable is used, and thus may be more costly computationally, is not the issue. 
Rather, we suggest that this misconception is a result of a clash between well routinized pre­
programming knowledge and nascent programming knowledge: in algebra, students know full well 
that one doesn’t  have the same variable on both sides of an equation.
program Student21_ProbIem3; 
var C, X, Y, Z : i ntoger; 
begin
C := 0;
Z := 0;
while X < 99999 do 
begin 
Read (X);
C := C ♦ 1;
Y := X + Z;
Z := Y 
end;
A := Y div C;
Writeln (A, ' Average’) 
end.
The above program contains a  fractured RUN NI NG TOTAL assignment statement in the body of 
the w h i l e  loop.
Figure 8: A Fractured RUNNING TOTAL Update
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The fact that the student did form the counter update correctly might appear to be evidence 
against our analysis. However, we would argue that a counter update is viewed as an indivisible 
whole, not as an assignment statement with two variables and a constant. In fact, we believe that 
novices perceive the RUNNING TOTAL VARIABLE as being different from the COUNTER 
VARIABLE because the models underlying these two concepts are quite different. That is, 
calculating a running total is not a common technique: when one wants a sum, one writes all the 
numbers down and then adds them by columns. This pre-programming method does not fit well 
with the programming technique. In contrast, counters in everyday experience go up by 1, and 
thus the realization of counters matches quite well with the programming method (e.g., count : = 
count + 1). As support for the claim that novices do perceive these two types of variables as 
different, we cite three pieces of evidence:
• In [14] we report on a study in which novices were asked to write a program to solve 
the Averaging Problem (Figure 5); 100% of the novices wrote a correct COUNTER 
VARIABLE update, while only 83% wrote a correct RUNNING TOTAL VARIABLE 
update (this difference is statistically significant at the .05 level).
• In looking more closely at the programs gathered in the study cited above, we found a 
number of programs similar to the one in Figure 6. If students perceived the 
COUNTER VARIABLE update to be of the same sort as the RUNNING TOTAL 
VARIABLE update, then we would expect to see “fractured updates” used in both the 
COUNTER VARIABLE update and the RUNNING TOTAL VARIABLE update. 
Fractured updates were observed in 7 programs from the novice group. However, in all 
instances this occurred to a RUNNING TOTAL VARIABLE update, not a COUNTER 
VARIABLE update.
• In Figure 7 we present a fragment of a verbal protocol taken by a colleague, J. Bonar
[3]in which a student openly discusses the difference in perception he has of the 
RUNNING TOTAL VARIABLE and the COUNTER VARIABLE.
Students resist being told about bugs of this sort. They typically respond by saying that their 
program works, so there really is no problem. They apparently view programs as yes/no answers 
rather than as “English compositions". However, programs with type 2 bugs indicate some form of 
misconception on the student’s part and need to be remedied at some point. Data we have 
collected clearly shows that while students may initially get by with a hazy notion, say of a 
variable, when arrays and subroutines (with parameter passing) are introduced, they will certainly 
have trouble.
Interestingly enough, the computer itself helps support the student’s claims that bugs of this 
type are not harmful. That is, when the student uses incorrect syntax or when the algorithm itself 
is incorrect, the student gets immediate feedback: the program doesn’t run at all, or it produces 
spurious results. This type of interaction is one of the positive features of computing (e.g., [10]). 
However, students come to believe that an «tsence of feedback means that all is fine with their
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Problem : Write a program which reads in 10 integers and prints the average of those integers.
After working on the problem for a few minutes, the subject had written the following:
Repeat
(1) Read a nuaber (Nub)
( l a)  Count := Count ♦ 1
(2) Add the nuaber to Sua
(2a) Sua : = Sua ♦ Nub
(3) untiI Count := 10
(4) Average := Sua div Nua
(5) wri te ln  ( ’average = Average)
Below we give a portion of the verbal interview of the student who wrote the above code.
Interview er:
Steps la and 2a: are those the same kinds of statements?
Subject:
How’s that, are they the same kind. Ahhh, ummm, not exactly, because with this [laj you are 
adding - you initialize it at zero and you’re adding one to it [points to the right side of la], which 
is just a constant kind of thing.
Interview er:
Yes
Subject:
[points to 2a] Sum, initialized to, uhh Sum to Sum plus Num, ahh - thats [points to left side of 2a] 
storing two values in one, two variables [points to Sum and Num on the right side of 2a]. Thats 
[now points to la] a counter, thats what keeps the whole loop under control. Whereas this thing 
[points to 2a], this was probably the most interesting thing ... about Pascal when l hit it. That 
you could have the same, you sorta have the same thing here [points to la], it was interesting that 
you could have, you could save space by having the Sum re-storing information on the left with 
two different things there [points to right side of 2a], so I didn’t  need to have two. No, they’re 
different to me.
Interview er:
So -* in summary, how do you think of la  ?
Subject:
I think of this [point to la] as just a constant, something that keeps the loop under control. And 
this [points to 2a] has something to do with something that you are gonna, that stores more kinds 
of information that you are going to take out of the loop with you.
F igu re  7s Example: Verbal Protocol
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program: if the computer doesn’t complain then the program must be correct. Since, as we said 
above, these seemingly harmless bugs can cause significant problems later, we feel it important to 
identify bugs of this type and the misconceptions that cause them /
4. Cognitively Appropriate Progamming Language Constructs
In the above we have tried to lay out some of the knowledge and processing strategies that 
novices and experts employ. However, for the most part, these sorts of observations have not been 
used in the design of programming languages. This is unfortunate, since a unnecssary barrier to 
learning has been erected if a language construct is “not matched’’ with the cognitive strategy that 
underlies it. In what follows we will identify one such language construct — Pascal’s while loop 
— in which there is a clear mismatch between how people prefer to solve problems and how the 
language construct forces them to solve problems. The upshot, which is not surprising, is that 
people’s performance using this construct is unacceptably poor. (An expanded version of this work 
appears in [15].)
Consider then, the problem and its program solution given in Figure 8A. Notice that the 
problem is neither esoteric nor tricky; certainly one would expect novice programmers to be able to 
write a correct solution to this problem. However, we have found that performance on this 
problem is generally quite poor; in one study where we asked students to write a program, at their 
desks, for this problem, we found only 40% could write correct programs.5 We have argued that a 
major stumbling block is the unusual model of looping required by Pascal’s while construct. 
Stepping back from the code, the strategy that this program embodies can be characterised as:
Read ( f i r s t  v a lu e )
WHILE T e s t  (  i * t f t  v a lu e )
DO BEGIN
P ro c e s s  ( i ’ th  v a lu e )
Read ( I ♦ I s t  v a lu e )
END
Since the loop may not be executed if the First value read is 99999, a Read outside the loop is 
necessary in order to get the loop started. However, this results in the loop processing being one 
step behind the Read; on the ith pass through the loop, the ith value is processed and then the ith 
+  1 value is read in. We call this strategy “process i/read next-i” (henceforth referred to as 
PROCESS/r e a d ). In effect, processing in the loop would be “out of sync” with reading in the
^Because we see that bugs of this sort often “fall through the cracks”, PROUST, our program that finds non- 
syntactic bugs in novice programs, has been explicitly designed to provide comments to the student on just such bugs
1* 1 -
®We did not count off for incorrect syntax.
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loop.
In contrast, consider the program displayed in Figure 8B that solves the Averaging Problem 
using a variant of Ada’s l oop . . . ex i t  construct. The strategy underlying the use of the 
loop. . . l eave. ,  .aga i n construct can be abstracted as follows:
LOOP
DO BEGIN
Read ( i ’ t h  va lu e )
I F  T e s t  ( i ’ th  v a lu e )  LEAVE 
P ro c e s s  ( i  ' t h  va lu e )
AGAIN
That is, on the ith pass through the loop read the ith value and process it; we call this the “read 
i/process i” strategy (henceforth referred to as READ/PROCESS). We argue that the difficulty of 
this strategy arises from the extra burden that it places on memory and processing resources, in 
comparison to that placed by a READ/PROCESS strategy.
In a study reported in [15] we tested the following hypothesis:
People will write correct program» more often when the language facilitate» their preferred 
strategy.
Subjects were novice, intermediate and advanced programmers. In the first part of the study, we 
asked subjects to write a plan — not a program — to solve the Averaging Problem. We found that 
when programmers were not constrained by a particular programming language they 
overwhelmingly used a READ/PROCESS strategy in their plans. In the second part of the study, 
half the subjects were asked to write the program using standard Pascal, the language that they 
already knew; the other half were asked to write the same program using Pascal-L, which is Pascal 
with only the loop. . .  I ea ve . .. aga i n construct. Both groups were given a one page description 
describing how the language’s looping construct worked. We found that programmers using the 
loop. .. leave. . .again construct wrote correct programs significantly more often than those using 
the while construct — the increase in performance was approximately 20%. Note that the 
programmers had never seen or used the loop. . .  I ea v e . . .aga i n construct before, whereas they 
had been using the wh i I e construct for up to 5 semesters.
Strong claims have been made against a construct that permits an exit from the middle of the 
loop; it is argued that one should exit a loop from the top or the bottom, not the middle (18, 4, 8]. 
It is further claimed that the readability of a program is hampered if exits from the middle of the 
loop are allowed. Our study did not examine the readability claim, since we looked only at 
program generation. However, a series of studies by Sheppard et al. (12) suggest that in fact a 
construct that permits an exit in the middle does not interfere with readability. Thus, there 
appears to be empirical evidence that an exit from the middle of the loop is not as harmful as was
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T \t Averaging Problem: Write * program that repeatedly read« in integers, until it reads the integer 09099. After 
seeing 99999, it should print out the correct average. That is, it should not count the final 99999.
{A} A S t y l i s t i c a l l y  C o r r e c t  P a s c a l S o lu t io n  t o  A v e r a g in g  P r o b le s
PROGRAM STU0ENT6 PR0BLEM3.
VAR COUNT. SUM, NUMBER INTEGER. AVERAGE REAL;
BEGIN
COUNT •  0 .
SUM * 0 .
READ (NUMBER).
WHILE NUMBER <> 9 9 9 9 9  DO 
BEGIN
SUM »  SUM ♦  NUMBER.
COUNT *  COUNT ♦  1 .
READ (NUMBER)
END.
IF  COUNT > 0 THEN 
BEGIN
AVERAGE ■ SUM /  COUNT.
WRITELN (A VER AG E).
> END
ELSE WRITELN ( 'N O  NUMBERS INPUT AVERAGE UNDEFINED’ ) .  
END
( B )  The A v e r a g in g  P ro b  le s  u s in g  P a s c a l - L
PROGRAM P ASCAL-L,
VAR COUNT. SUM, NEWVALUE INTEGER.
AVERAGE REAL.
BEGIN
COUNT •  0 .
SUM •  0 .
LOOP
READ (NEW VALUE).
IF  NEWVALUE *  9 9 9 9 9  THEN LEAVE.
SUM ■ SUM ♦  NEWVALUE,
COUNT •  COUNT ♦  1 .
AGAIN
IF  COUNT > 0 THEN 
BEGIN
AVERAGE ■ SUM /  COUNT.
WRITELN (AVERAG E).
END
ELSE WRITELN ( 'N O  NUMBERS INPUT AVERAGE U N D E F IN E D ').
F ig u re  8: Pascal and Pascal-L Solutions
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conjectured. Finally, we hope that this sort of study indicates how one might proceed to analyze 
the relationship between language constructs and cognitive strategies.
5. Concluding Remarks
In the above, we have described several aspects of our research into novice programming. As we 
have mentioned several times, the key to our insights has been the sensitivity to the programmer 
— to the novice and to the expert: we have not focused solely on external factors, e.g., on a debate 
between Pascal or BASIC, because that puts the problem outside the programmer. If one is to 
really make some headway on that particular debate, for example, one needs to argue about how 
and why programmers use the constructs in the two languages — a debate divorced from the 
programmer just is not sufficiently convincing. Thus, more than the details we tried to get across, 
we hope to have conveyed a sense a how powerful the cognitive approach is to gaining insight into 
the workings of the novice programmer.
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1.Введение
В последнее время проблема описания параллельных и 
распределенных систем и исследования их свойств привлекает 
большое внимание. Одной из наиболее широко распостраненных и 
активно изучаемых формальных моделей таких систем являются 
сети Петри [3]. В предложенной В.Е. Котовым алгебре сетей 
Петри С П  сети записываются в виде (формул - конструкций 
обычных для языка программирования. Это дало возможность с 
помощью удобного и наглядного аппарата сетей описывать 
структуру управления параллельных программ. При этом каждому 
модулю или оператору программы сопоставляется переход сети, а 
необходимым условием для его исполнения является возможность 
срабатывания соответствующего перехода. В то же время, описа­
ние сложных иерархических систем, в которых есть взаимодейст­
вия по управлению между разными уровнями часто требует гло­
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бального рассмотрения управляющей сети.
Рассматриваемые в данной работе синхросети, являющиеся
«обобщением сетей Петри, позволяют выделить в структуре управ­
ления определенные слои. Каждый из этих слоев описывается 
сетью, а их взаимодействие строго регламентировано. Слой может 
описывать в частности некоторую типичную синхронизацию, 
например, взаимное исключение модулей работающих с одним 
ресурсом. Такое локализованное описание типовой структуры 
управления, родственное понятию абстрактного типа данных 
оказывается весьма полезным при изучении параллельных систем.
2. Синхросети
Сетью Петри называется ориентированный двудольный граф,'в 
котором вершины одного типа называются местами и изображаются 
кружками, а вершины другого типа называются переходами и 
изображаются вертикальными черточками или прямоугольниками. 
Каждому месту сопоставлено неотрицательное целое число, 
называемое разметкой. Разметка изображается соответствующим 
числом точек или фишек в вершинах. Функционирование сети Петри 
заключается в срабатывании переходов. Переход может сработать, 
если во всех его входных местах есть хотя бы по одной фишке. 
Срабатывая, переход изымает из каждого своего входного места 
по одной фишке и добавляет по одной фишке во все выходные 
места. В работе сети допуЬтим параллелизм и автопараллелизм. 
Имееется в виду, что в промежутке между изъятием и рассылкой 
фишек могут срабатывать другие переходы, а также, если 
позволяет разметка, повторно этот же переход. Отметим, что 
сети с1(авто)параллелизмом легко моделируются 
обычными сетями и наоборот.
Пример сети, описывающей два параллельных циклических 
процесса с критическими интервалами:
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Синхросеть представляет собой набор сетей Петри, называ­
емых слоями. Слои функционируют параллельно но не независимо. 
Переход одного слоя может быть синхронизован переходом другого 
слоя, который также может быть синхронизован и т.д. Вместе они 
образуют связку. Это означает, что для того, чтобы сработал 
один из этих переходов необходимо, чтобы мог сработать и 
другой, причем срабатывают эти переходы вместе.
Можно рассматривать вариант синхросетей, в котором одним 
переходом могут быть синхронизованы несколько переходов. В 
этом случае при срабатывании связки срабатывает только один из 
этих нескольких переходов.
Приведем пример синхросети, описывающей типичную работу с 
буфером ограниченного объема. В буфер можно записывать и из 
него можно считывать. Если буфер пуст, то считывать нельзя, 
если же в нем уже есть К записей, то нельзя в него 
записывать.В системе много процессов, работающих с буфером, 
причем записывать в буфер может одновременно только один 
процесс, читать разрешается параллельно. Процессы, в которых 
используются операции чтения и записи в буфер могут быть сколь 
угодно сложными, возможно изменяющимися, их структура управле­
ния может быть произвольной, она совершенно не важна. Для того 
чтобы описать требуемую синхронизацию, достаточно воспользо­
ваться изображенной ниже сетью. Ее переходы синхронизуют 
соответствующие операции работы с буфером.
В правилах функционирования синхросети было сказано, что 
синхронизованные переходы срабатывают вместе. Это внешне 
простое определение, однако, предполагает определенную синхро­
низацию самих механизмов работы слоев: проверок условий 
готовности, изменения разметки и т.п. Для корректного опреде­
ления семантики синхросетей в условиях распределенного управ­
ления требуется зафиксировать некоторый протокол взаимодейст­
вия слоев. Опишем один из возможных протоколов в предположе­
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нии, что на множестве слоев есть частичный порядок и отношение 
синхронизации с ним согласовано, т.е. все переходы одной 
связки можно линейно упорядочить. Это имеет место, в частнос­
ти, для иерархических систем, в которых синхронизумые переходы 
находятся в иерерхии ниже уровня синхронизующих. Протокол 
основан на известном способе распределения ресурсов, исключаю­
щем дедлоки: все ресурсы упорядочиваются и процесс запрашивает 
ресурс следующего уровня только получив ресурсы предыдущих 
уровней. В данном случае ресурс - это фишки, требуемые для 
срабатывания перехода. Они изымаются из входных мест и только 
после этого выясняется, может ли сработать в своем слое 
следующий переход связки. Если может, то из его входных мест 
изымаются фишки, и это повторяется для всех переходов связки. 
Если переход не может сработать, то вниз по связке передается 
сигнал инициирующий возвращение фишек во входные места. В 
случае, когда описанным способом выяснена готовность всей 
связки и она срабатывает, каждый переход рассылает фишки в 
свои -выходные места.
3. Заключение
Рассмотренные в данной работе синхросети составили основу 
средств описания структуры управления программ в Базовом языке 
программирования для многопроцессорных вычислительных систем, 
разработанном в Вычислительном центре СО АН СССР [ Я
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1. Introduction
Theory of Lindenmayer systems also referred to as the theory 
of developmental systems is the result of an infusion of ideas from 
developmental biology into formal language theory. This theory has 
become a very actively investigated topic in the last few years. It 
has produced many results of interest both for the formal language 
theorists and the ones various types of real systems. Lindenmayer 
systems, short L systems, were introduced by Lindenmayer (1968).
Ve shall consider a special type of L systems, called TOL sys­
tems. The reason for introduction of TOL languages was the fact 
that developmental behavior of many organizms depends on environ­
mental conditions (such as dark, light, cold, warm, etc.). To des­
cribe the development of such an organ!zm one has to provide diffe­
rent sets of developmental miles corresponding to the different en­
vironmental conditions, with the assumption that at each moment of 
time one such set is obeyed.
Ve will study graphic controlled versions of TOL systems in 
this paper. The main reason for introducing them was the fact that 
many real systems behave according to conditions whose changing is 
in nature of a law (day and night, spring, summer, autumn and win­
ter, etc.) or it can be beforhand fixed in which order this condi­
tions set in. Ve introduce 4 versions of graphic controlled table L 
systems, briefly graphic table L systems (we hope that it will cau­
se no confusion), in dependence on considering the determinizm with 
respect to the graph (the order of the conditions) or to the TOL 
system.
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The graphio TOL systems differ from TOL systems with determi­
ning the order of using different tables by deterministic or nonde 
terministic way. This order is determinated by directed graph in 
which each edge corresponds to using some table. In deterministic 
graphic TOL system exactly one edge goes out from each vertex.
This paper is organized as follows. Section 2 involves the ba 
sic definitions of GTOL systems. The hierarchy and closure proper­
ties of language families defined by GTOL, DGTOL, GDTOL and DGDTOL 
systems is given in Section 3* In Section k we shall give the defi 
nition of growth functions of DGTOL systems and make analysis and 
synthesis of these functions. Finishing Section k and this paper 
too we obtain some results according to growth equivalences.
2. Basic definitions
in order to establish our notation we will first review the 
definitions for TOL systems.
Definition: A TOL scheme is a pair G = tSL, w h e r e  51 is a 
finite, nonempty set called the alphabet, <&• (the set of tables) 
is a finite, nonempty set. Each element R of Ä  ( called a table, 
is a finite, nonempty subset of ST x £L* such that for all a in 51 
there exists #C in 5! that (a, tC) belongs to R. We use a o r  
a — *•£ to denote (a,«C) is in R.
Definition: A TOL system is a triple S = <£., &,x5 where 
G =<Z,90 is a TOL scheme and x, called the axiom of S, is a word
r #
Definition: A graphic TOL system, GTOL system, is a 5-tuple 
<£,<P,G,«. ,x^ where
2  is a finite nonempty set of symbols called the alphabet,
(P is a finite nonempty set of tables. Each element P of P , 
called a table, is finite, nonempty subset of SI x 51* (called pro­
ductions) such that for all a in 51 and for all P in (P there is 
in ST that (a,«£) belongs to P,
Ä S P  is a nonempty set, called the initial tables, 
x * 51* is an axiom,
G £ <P x (P is a graph such that for all P in <P there is at least 
table P* in (P such that (P,P* ) is in G,
Definition: Let S = <.51,^  ,G, be a GTOL system. Let
one
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y = a1 . . .am with ra >■ 1 and a in for j = 1, , .. ,m and let z be 
in SI*. Then we say that y directly derives z in S, denoted by 
y => z, iff there exists P in ? and i n Z *  such that
31 » • • •  f
also write x |j> y.
m <*£ and y = oá . . . oL . if m I m
m
In this case we
Definition: For any GTOL system S , P ,G,0b ,x.y we define
a table set sequence by induction on n in the following
way
= tP* I (p ,p' ) e G, P e ^ n_ J
Definition: For any GTOL system S = ,G,Ä.,xI> we define
the finite language A (s) by induction on n:
A,<S) = Api,(S)n Ap,i^s) = -^y (
A- (s) - Ap-"ls) XI V „ ( s> =i
y
Apl n_.,(S) and (P', P) <£ G such that z p> y ★ }.
a (s) for some n.n Definition: Let S=(S1, P* ,G, Ä,x) be a GTOL system. The lan­
guage generated by S, denoted L(s), is defined as L(s)=^y|x ^y}.
Definition: A deterministic graphic TOL system, DGTOL system, 
is a GTOL system S = (,SL , P ,G, , x} stach that for all P in <P the­
re exists exactly one Pl in <P such that (P,Pl ) is in G and &  is 
an one-element set.
Definition: A graphic DTOL system, GDTOL system, is a GTOL 
system aíith deterministic tables (for each a c 2. there is exactly 
one production a— »06 in each tabic P € (P . )
Definition: A deterministic graphic DTOL system, DGDTOL sys­
tem, is a DGTOL system with deterministic tables.
Note: Because DGTOL, GDTOL and DGDTOL systems are special 
cases of GTOL systems, all notion defined for GTOL systems applies 
for DGTOL, GDTOL and DGDTOL systems too.
Note: It is easy to see that a table set sequence of DGTOL 
system consists of one-element saabsets of {P (i.o. any <FL . contains 
exactly one P£ (P ). So, for DGTOL and DGDTOL systems \ire define a
set K 1 “
mse tl 
G contains a cycle.
j called the table sequence where IL = P <i==^> P e . 
Becau he set of tables in system is finite, it is clearly that
- 5 6 -
3. Hierarchy of language families and closure properties
To show the hierarchy of classes of languages generated by 
graphic table L-systems we give at first any assertions about lan­
guages which will be used. { 2 41a , a /«
Then L 1 *#(DGDTOL), á6(T0L).
Corollary 1 :
Í& (GDTOL) , ifi(DGTOL) , HÍGTÓL)
L *  í?(DTOb) f í£(OL) , itf(DOL) .
Theorem 2. Let L2= {a2, a \  a^}.
Then L2 6 # ( GDTOL) , L2 & ^  (DGTOL) .
Corollary 2 :
L26 ÍVŰTŐL)
\j 4. if(TOL) , áfi(DGDTOL).
A Г ^ 1 1 0 J  lTheorem 3. Let L^ = l a J i,j= 0,1,.../ .
Then L,j6 áff(DTOL), L ^  ADÓTÓL).
Corollary 3:
L3fe #(T0L)
L^* iß (üGDTOL) .
Theorem 4. Let L^ = íaJí"1 - {a^j , k=1,2,...}.
Then L^6 í£(OL), L^* áC(GDTOL).
Corollary 4:
L^ €- #(T0L) , íf(GTOL) ,i£(DGTOL)
L^4 ( DGDTOL ) .
For the sake of easy survey the relations between this classes, 
we give three graphes. In these we note the relations (A) C / ü?(Bj
with A --* В and (A) £  i£(B) with A«----> B.
GTOL <- GDTOL <-------> OL
/ \
/ \U- «VDTOL DGTOL <--- DGDTOL
FIG.1.
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GTOL GDTOL
X  X X  X
TOL <----* DGTOL DTOL <--- * DGDTOL
X  X 1 ■X x 1OL DŐL
ETG.2. FIG.3.
For closure characteristics the families generated by systems 
defined in this paper we have a following theorem.
Theorem 5» The families of DGTOL, DGDTOL, GDTOL and GTOL lan­
guages are not closed under 
a) union
bj intersection with regular languages
c) L -free homomorphism
d) inverse homomorphism,
k. The growth functions of deterministic graphic TOL systems
In this part we shall give a definition, analysis and synthe­
sis of growth functions of DGTOL systems.
As a conclusion we shall give some assertions about growth 
equivalence of these systems.
Definition: Let S = <£,<P , G, #i,x^ be a DGTOL system. The 
growth function of S, denoted fg, is defined for ní 0 as follows
So, f„ is a mapping from natural numbers to the nonnegative 
rationals such that fg(n) is the expected word lenght after n steps 
of derivation of S,
Before given the algorithm for computing of growth function 
we define still some important notions.
Definition: Let S = ^  , G, Ä. , x} be a DGTOL system and
21 = ,^a1, a2» • •« > • Let 4ia^(x) be the number of occurences a^
in x.
The Parikh vector of x, denoted v(x), is the following t-dimensio- 
nal row vector l#a.j(x,), ... , # a t(x) ).
The growth matrix of table P, denoted G„ = (g. .) is the t by t* 1J
where |An (s)| is a cardinality of An(S), | xl is the lenght of x.
matrix where
Sij = num(a.,P) *
the sum is over all 06 such that ai— >o6 is in P and num(a. ,P) 
is a number of all productions in P with a^ in left hand.
The stun vector 1 is a t-dimensional column vector with all compo­
nents equal to 1.
Theorem 6. For any DGTOL system S = <S,<P,G,«, and any na­
tural number n, the value fg(n) of the growth function can be com­
puted by
fs(n) = v(x) . jJj Gr . T
“ iTheorem 7. For any DGTOL system with n tables and a cycle of
n-k+1 lenght there are matrixes M., ... ,M ,G.,G„ such thati n I a
f(k-1 +a(n-k+1) +b) = v , G1 . G^ . ... M^^., . T
for all a = O,1f... and all b in {o,1, ... ,n-k} .
Theorem 8. There is an algorithm which, given a DGTOL system 
S with t symbols, n tables and with cycle of lenght n-k+1, will 
construct a system of n-k+1 linear reccurence equations of degree at 
most t such that the growth function fg of S fulfils this equations.
Theorem 9. For any DGTOL system S = ,G, £ , x^ with t sym­
bols, n tables, with cycle of lenght n-k+1 and with growth function 
fs there is an algorithm, which, given the first k-1+t(n-k+l) va­
lues of fg, will construct a system of n-k+1 linear reccurence 
equations for fg such that all values of f can be computed from 
these initial values and the reccurence equations.
Definition: By 7(DGT0L) we denote the class of all functions 
which can be obtained as growth functions of arbitrary DGTOL sys­
tem, i.e. Jr (DGTOL) = {fg| S e DGTOL} .
Theorem 10. Let f(n) be in J'(DGTOL) and c be a natural num­
ber. Then the function g(n) = c.f(n) is in 7" (DGTOL).
Theorem 11. Let f(n) and g(n) are in J“ (DGTOL) . Then the 
function f(n) + g(n) is in 7" (DGTOL).
Definition: Let S = <2T, (P , G, &  , x ^  and G G, £ , x 0^
be two DGTOL systems. Let fg and f^ be the growth functions of 
DGTOL systems S and G respectively. Ve say that x^  is k growth 
equivalent to x„ , if fg(n) = f^(n) for all n=0,...,k. Ve say that 
x^ is growth equivalent to x,-, provided f^(n) = fG(n) for all n > 0.
Theorem 12, Let S = ,0>,G,A,x.j> , G =  , P , G, £ , x^> be
a DGTOL systems with t symbols, n tables and with cycle of lenght 
n-k+1. Then x^ and x0 are growth equivalent iff they are k-1+
+t(n-k) growth equivalent.
-58-
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Theorem 13« Let S1 = , <P^ ,G^ , 6l^ ,x.^  resp. S2 =^5^, <P2,
G2, Ä 2,x 0> be a DGTOL systems with t1 resp« t2 symbols, resp. 
n0 tables and with cycle of length c^ resp, c2« Then and S2 are 
growth equivalent iff they are n-c+t.c growth equivalent where 
c = smallest common multiple of c^ and c2, 
n = max {n1-c1, n2-c2} +c, 
t = t1+t2 .
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1. I n t r o d u c t i o n
Infinite words serve often as a useful tool in the inve­
stigation of the structural and combinatorial properties of 
words. A wide class of infinite words is formed by the so-called 
tag sequences (Cobham, 1972). This class is quite natural since 
each (uniform) tag sequence can be characterized by a finite 
automaton.
In the present paper a characterization of uniform tag se­
quences by means of substitutions is given. Moreover, new kinds 
of operations on infinite words - a stepwise compression and. 
a stepwise substitution - are described. It is shown that the 
family of all (uniform) tag sequences is closed under stepwise 
compression and that the family of all infinite words obtain­
able by iteration of stepwise substitutions is a proper subfa­
mily of all (uniform) tag sequences.
2. B a s i c  n o t i o n s
Let N = I 0,1,2,... j and for p 6. N let 
[p) = jo,1,...,p-11 , For a finite alphabet Z  let £ p de­
note the set of all mappings (finite words over Z of length p) 
V: [ p^ — ► Z and let Z  ^  denote the set of all mappings (in­
finite words over Z ) V: N — ► Z . Moreover denote 
21 * = £ ° ° = Z Ä o Z I N and £ the empty word. We
shall identify ZT and Z
n£ together with the usual concatenation of words form 
a free monoid over ZZ , moreover the concatenation can be par-
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tially extended to I "  - finite words can be concatenated with 
infinite words but not vice versa. Denote for ¥ € |wj
to bB the length of W and for ¥ £ set |v| = oo .
For a word ¥ £ Z"° and for i, j £ N , j ^ 1 let
if i+j > lwl 
otherwise
Subj(w) = £
= ¥(i)V(i+l)...¥(i+j-l)
Let 21 t P be alphabets. A mapping y> : Z is
called morphism if for all X,Y £ £ y>(XY) = yj(X) y>(Y) . 
y> is uniquely determined by its values on 2- and can be exten­
ded in a natural way to map Z°° to T “ . f is called p-uniform 
for p £ N iff for all a £ Z Iy»(a)| = p .
A word ¥ over 21 is called simple tag sequence iff there
is a morphism : Z — * Z and a letter a £ 2_ such that
¥ = lim y>n(a) , i.e. each y>n(a) , n ^  0 , is a (mapping) re­
striction of ¥ . This is possible iff the first letter of ^(a)
is a , Y is called prolongable in a in this case.
Example 2.1: The infinite word T = abbabaabbaababba...
generated by the morphism (a) = ab , y>(b) = ba is a simple
tag sequence - the well-known sequence of Thue (Thue 1912) con-
Otaining no cubes (nonempty subwords wJ).
A word ¥ over P is called tag sequence iff there is 
some alphabet 21 f a simple tag sequence ft over 21 (genera­
ted by some morphism 'f prolongable in a) and a 1-uniform mor- 
phism ^ : Z. — *> P such that ¥ = (ft) . ¥e shall write 
¥ = T(Z , a,Y i ^  t ) • If* V’ is a p-uniform morphism then ¥ 
is called p-uniform tag sequence.
¥e have the following properties of p-uniform tag sequen­
ces (Cobharn, 1972)
Proposition 2.1: ¥ is a p-uniform tag sequence iff there
are some integers 0 r < s such that for all i,j £ 0
Sub1 (¥) = Subj (¥) implies SubLs(¥) = SubJg(¥) .
Pr  Pr  P P
Proposition 2,2: ¥ is p-uniform iff
(r being arbitrary, r ^ 1, and ¥ a
¥ is pr-uniform 
tag sequence).
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Propositlon 2.3: The family of all p-uniform tag sequences
is closed under
2.3.1 q-uniform morphisms, q 1
2.3.2 inverse of injective q-uniform morphisms, q ^  1
3. S u b s t i t u t i o n s
In (Christol et al. , I98OJ a notion of substitution has 
been introduced. An (i, j)-substitutionf 1 $ i < j , is a par- 
tial mapping : Z. —> T defined as £+ = (3 o yi where 
Z1 : A — * Z is an injective i-uniform morphism and
ß : A * — ♦ r * is a j-unif orm morphism. Substitutions can be 
extended in a natural way to infinite words. An easy observation 
gives us the following lemma.
Lemma 3.1: Let X €, £ ^  and let : £*" — * Z be
a (q,p.q)-substitution, q £ 1 , p ^  2 . Then (*■ (X) = X 
iff X = j^ im £*n(w) for some V £ Z q .
We can give a characterization of p-uniform tag sequences 
by means of substitutions:
NTheorem 3.1: An infinite word X £ £ is a p-uniform tag
sequence (p £ 2) iff X = <<4 (X) for some (q, p™q)-substi­
tution (W , q ^  1 , m ^  1 .
Proof: 1. The only-if-part follows from Proposition 2.1 and
Prpposition 2.2.
2. The if-part. Let X = (X) for a (q,p^q)-substi­
tution . Let = /^* o ^  ~ 1 where A  and are as in
the definition of substitution. Then is a pm-uniform
morphism and
“ 1o / i  ( ^ _ 1(X)) = j T 1( / i o ^ _ 1( x ) )  = £1"1(X)
According to Lemma 3.1 (the case q = 1 ) is aHI Vp -uniform tag sequence. Proposition 2.2 and 2.3-1 of Proposi­
tion 2.3 imply that X is a p-uniform tag sequence.
The operation from 2.3.2 of Proposition 2.3 is often 
called the block compression. However, one can imagine another
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way how to compress the blocks - the stepwise compression -
when each block of q consecutive letters is compressed. For­
mally, let Z = f ^ W ) | w 6 j ^ j ,  q ^ l ,  and let
<Pq: Z"q   ^2;^  he ihe hijection defined by (fq(^W^) = ¥ .
Furtheron, denote Cq = { ¥ £ Z q - { f3 | for ali 1 é i < |w| 
S u b ® ^  <Tq(w(i))) = S u b ^ i  <Tq(w(i-1))) . <Tq can be exten­
ded to the bisection
defined inductively for___________ „ __  ¥ £ C , 2 £ |¥l< 00 by
Zq(¥) = ^ q(Sub°w|_ 1(¥)?.Sub^“1( ^ ( S u b ^ ^ ^ W ) ) )
and for infinite words from C byI- - c- q<T (lim V ) = lim 0 (W )_ q'n-*o» n 7 fW«o q' n 7
0 is called the stepwise q-block compression.
Lenma_3j_2: Let X € Jl N be a simple (p-uniform) tag
sequence. Then J ”1(X) £ Z q is a simple (p-uniform) 
tag sequence.
Proof (sketch): Let X = Jjim where if is a (p-uni
form) morphism. Denote V : Z * — * T * the (p-uniform)
morphism defined for A £ Z by
[V(a )3(d = 5 ” (Subq(y> 0 ^q(A)))
1_
1•rlu0<H
where for Z £ Cq n^ = | (S-u.t>^zj (cTq(Z))) |
One can (in a rather technical way) prove )} ( Z ” '(X)) = <J""1(x). 
Lemma 3.1 implies that d~ (X) is a (p-uniform) tag sequence.
Theorem 3.2: Let ¥ €. £ N , p,q £ 2 . Then ¥ is
1 ja (p-uniform) tag sequence if and only if J"“ (¥) is 
a (p-uniform) tag sequence.
Proof: Considering Proposition 2.3 one can see that it is
stifficient to prove the theorem for simple tag sequences.
The only-if-part follows from Lemma 3.2. The if-part follows
from the fact that ¥ = ^(cTq 1(¥)) where : £ *  — >
is a morphism defined for A £ Z by nl (a ) = [<r0(A)](o) .
4  / 4
As an analogue of an (i,j)-substitution we can define 
the (i,j)-stepwise substitution (i ^ 1, j ^ 2) to be a mapping 
o where is the stepwise i-block compression
as above and /S : £ * — * P * is a j-unif orm morphism.
An analogue of Lemma 3.1 is valid for arbitrary stepwise sub-
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stitutions.
Our main result concerning stepwise substitutions is 
stated in the following theorem.
Theorem 3.3: Xf for some X 6 £  and for some (i,j)-step—
wise substitution on ZL one has ( x )  = X  then
X is a j-uniform tag sequence.
Proof (sketch): Let s be an integer, s ^ max { 2, (i+j-2)/(j-1)}
Let V : (2..)* — » (2.)* be a j-uniform morphism defined for 1 s X sA € ( 2 ±)s by
V (A ) = 1 (Subj+s_1 ( J ”1o ß o <^ g(A))) .
One can prove
) {S;1o j " 1(x)) = <r;1o J - 1(x)
Hence the latter is a j-uniform tag sequence and so is X 
according to Theorem 3.2 and Proposition 2.3.
Obviously, each simple p-uniform tag sequence is a fix- 
point of some (i,p)-stepwise substitution, for each i ^ 1 .
This is not true for p-uniform tag sequences, as shown in 
Example 3.1. On the other hand, in Example 3.2 a tag sequence 
is shown which is not simple but it is a fixpoint of a step­
wise substitution.
Example 3.1: Let X = r\j/ (X) , £ = jLim^  ypn(a) where
Y (a) = ab , (b) = ac , y (c) = oc , r^(b) = c) = 0,
^  ( a ) = 1 . Then
X = abacabccabacccccabacabcccccc. . .
X = 1010100010100000101010000000...
Suppose there is a (i, j)-stepwise substitution generating X .
£ contains arbitrarily long factors be"*"-1 and c^ . The
i i-1corresponding factors 0 of X should be mapped to 10J
and 0J , respectively - a contradiction.
Example 3.2: For the stepwise substitution defined by
(W(aa) = jjA(ab) = £*(ba) = ab , (bb) = ba the infinite 
word X = abbaababab... is a fixpoint. Obviously, X is not
a simple 2-uniform tag sequence.
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The result can be summarized as follows.
Theorem 3» 4: The set of all infinite fixpoints of (i,p)-
stepwise substitutions, i ^ 1 , properly contains the 
set of all infinite simple p-uniform tag sequences, and 
it is properly contained in the set of all infinite 
p-uniform tag sequences.
We are not able to give an analogical theorem for (i,j)- 
substitutions. Our conjeoture is, that the set of all uniform 
tag sequences is properly contained in the set of all fixpoints 
of arbitrary substitutions. The proof will not be very easy 
since the necessary conditions for a sequence to be a uniform 
tag sequence (Cobham, 1972) seem to be valid for the above 
fixpoints, too. These sequences can be characterized as "uni­
form with rational modulus".
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1. INTRODUCTION
The notion of an interpretation of a finite language /finite 
form/ was introduced in 2J . The concept was motivated 
by the notion of an interpretation of a grammar form and 
some important properties of finite forms and of the 
corresponding language family were examined.
In this paper we define a restricted version of the 
interpretation a finite form, namely the notion of a 
k -bounded interpretation. This concept has a deep combina­
torial motivation. We present some interesting properties 
of the k -bounded interpretation family, as we study the 
structural decomposability of it.
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2. BASIC TERMINOLOGY AND RESULTS
We first review the notion of an interpretation of a 
finite form £ 2_/and introduce the notion of a fc-bounded 
interpretation and a fc-th inflation of it. We state some 
simple properties concerning them.
In the following let 2L be an infinite countable set of 
abstract symbols.
DEFINITION 1.
A finite language L^ d  ^  is said to be a finite form iff
C  z
DEFINITION 2.
Let L-, and L9 be finite forms with L. Cl JEI. , -5T- C  JE1 ,■L £ 1 L
i=l,2. We say that L^ is an interpretation of L2 modulo
y , written L^ <3 Ljiy) , if y is a finite substitution
- : K
T
7 r satisfying
m p(a) d , for all a £ -21^  ;
i 2/ y ( a ) r\ y (b )= 0 , for all a,b in b ;
/ 3 / LlCy(L2) #
NOTATION 1.
Let L^ be a finite form. The set of all interpretations of
-68-
is denoted by L(L^).
Next we define the notion of a fc-bounded interpretation of a 
finite form. This notion is motivated by the notion of a 
^-bounded interpretation of a grammar form introduced in (33 .
DEFINITION 3.
Let and L2 be finite forms and let L2 £ L(L^). Let 
H=  £  y J L0 <3 L^(ii)J . L2 is called a fe-bounded interpre­
tation of L^ if
min max card £ b J b€y(a), b occurs in at least
y€ff a £ E, one element of L2 j =k .
a occurs in at 
least one word 
in L^
The set of j-bounded interpretations of Ln, where j ^  k , 
is said to be the k -bounded interpretation family / gramma­
tical family/ of L^ and is denoted by 1 (^L-^ ).
The next notion which is analogous to the notion of the 
k-th inflation of a grammar form expresses maximality.
DEFINITION 4 .
Let L2 be an interpretation of a finite form L-^ . We say that 
L2 is a fc-th inflation of L^ if there exists a finite substi­
tution y such that L2 <1 L-^ (y) and card£y(a)J=k for all 
a € ^  and L2=y(L^). The set of all fe-th inflations of
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is denoted by if(L^ ).
The following two theorems can be obtained by some simple 
considerations [4j
THEOREM 1.
Let and be two finite forms such that (L-^  )=L-^  (L2) . 
Then and L2 are isomorphic.
THEOREM 2.
For all finite forms L and for all positive integers k 
fk (L )= L1(X(L1)).
3. DECOMPOSITION
In this section we define the notion of a decomposable finite 
form and that of a k-th order decomposition of it. We present 
some theorems concerning the structure of the ^--bounded 
interpretation family.
DEFINITION 5.
A finite form is said to be k-th order decomposable if 
there exists a finite form L2 such that is a Zc-th
inflation of L2 . is said to be a k-th order decomposi­
tion of it. A finite form L is said to be decomposable if 
there exists a positive integer k > 1 such that L is 
k -th order decomposable. The number k is called a
-70-
number of decomposablity of L. The set of decomposable.ty 
numbers of L is said to be its spectrum and is denoted
by SP(L ).
Next we define a concept showing the degree of decomposabili 
ty of a finite form.
DEFINITION 6.
Let L be a decomposable finite form and let be a
k-th order decomposition of it, where k=maxSP(L). Then 
is said to be a kernel of L. The set of all kernels of 
L is denoted by KER{L).
The next theorem is of special importance and needs combi­
natorial considerations. The proof of it can be found in
* THEOREM 3.
Let L be a decomposable finite form. Then all kernels of 
it are isomorphic.
The following theorem shows that the operation of forming 
kernels is insensitive to the operation of forming k -th 
inflations.
THEOREM 4.
For all finite forms L and for all positive integers k
KER{K(L))=KER(L).
PROOF.
Let L be a finite form and let k be an arbitrary positive 
integer. Let L^ £ X(L) . First, assume that max SP(L)=n, 
max SP[L^)=l. By simple considerations we obtain that 
l k-n . First, let l=k-n . Let L' be a kernel of L .
Then by the corresponding definition L^££(L)£lX(iV(L)).
So, L'c KER(L^). Applying Theorem 3. and the corresponding 
definitions we obtain that in this case KER CL)-KER (L-^ ) .
Let ly k-n and let L' and L^' be arbitrary kernels of 
L and L^ , respectively. It comes by technical considerations 
that the number of symbols occurring in L is equal to the 
number of symbols occurring in L^ and the number of words 
of L is equal to the number of words of L-^  . Moreover, L' 
and L^' are 1-bounded interpretations of each other.
Then they are isomorphic and by Theorem 3. it means that 
KERCL)= KERiL^ .
Hence the result.
The next theorem characterizes the spectrum.
THEOREM 5.
Let L be a finite form. Then SP{L) consists of all divisors 
of max SP(L ).
-71-
The proof can be found in £5 ]
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The last theorem is about the equality of bounded interpre­
tation families.
THEOREM 6.
Let and L  ^ be different finite forms and let k
and l be different positive integers such that
L-^ ( )  = L (L2). Then
111 at least one of and L2 is decomposable;
/2/ KER{L1)= KER{L2);
/3/ 7
max SP(L2)
I = 1 •c •m • [ max SP (L1) maxSP (L,2) ) 
max S P (L2)
where j is a positive integer.
3
The proof can be found in []5[]
REFERENCES
Maurer, H.A., Salomaa A., Wood D., /1980/, Context-free gram­
mar forms with strict interpretations
IMYCS'84
A NEW ERROR RECOVERY METHOD FOR OPTIMIZED LR PARSERS
Peter Forbrig
Wilhelm-Pieck-Universitat Rostock 
Sektion Informationsverarbeitung 
Albert-Einstein-Str. 21 
DDR - 2500 Rostock
1. Introduction
During the last ten years an increasing activity in developing 
error handling methods for syntaxtic analysis algorithms can 
be observed. This is doubtless a consequence of the low 
developed theory of error handling in comparision with the 
high developed theory of language translation.
But also the development of more and more special languages 
and their compilers asks for general strategies in handling 
syntactic errors.
The error handling routine is a main part of the syntactic 
analysis, because most programs, which have to be analysed, are 
affected with errors. So it is necessary to detect all syntactic 
errors in the first run. Otherwise a sequence of further 
fruitless translation attempts could be the consequence.
Error handling methods can be broken up into error recovery 
and error correction schemes.
The only aim of error recovery algorithms is to continue parsing 
after the error for discovering as many further errors as 
possible. The errors themselves are not corrected.
Error correction methods try to transform the erroneous part 
of a program into a syntactically correct one.
In spite of numerous promising statements up to now there is 
no general solution, which meets all practical requirements.
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In most cases the known methods have disadvantages in error 
detection, space or computation.
Many existing compilers perform language dependent actions 
during error handling. Already slight changes in language de­
sign can destroy the used concept.
Modern compiler construction by generating systems needs general 
methods.
A project is under way at the Wilhelm-Pieck-University of 
Rostock to implement the compiler generating system RUEGEN.
It is based on the principle of the grammar of syntactic 
functions (see (Rie 76) and (Rie 83)), which is a kind of an 
attributed grammar.
The already implemented LR (1) parser generator uses the 
algorithm of Pager (Pag 77), which is based on the idea of 
Knuth (Knu 68). It produces an optimized LR (1) parser.
This part of the system is now improved by a slightly modi­
fied version of the algorithm of Pager (Pag 73), which eli­
minates unit productions without semantic functions of the form 
A ::= B (A, B are nonterminals).
The algorithm and its comparision with (Pag 73) is described 
in (For 82 B).
The compiler generating system has also an error recovery 
routine for the optimized LR parser.
The used method is a combination of the algorithm of Leinius 
(Lei 70) and my own method (For 80).
It was suggested in (For 80) to use specieal error rules in the 
grammar. This decreases the number of states in the generated 
parser, but gives a good possibility of error diagnostics. In 
this paper I propose a new method with a reduced number of 
error rules, but with the same quality of error handling.
(A detailed comparision of numerous methods can be found in 
(For 82 A). A large bibliography can be found also in (Cie 79).)
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2. LR error recovery
It is assumed that the reader is familiar with principles of 
LR parsers. For detailed information see (Aho 73), (Aho 74) 
or (Aho 77).
The proposed error recovery method tries to restart the 
Syntactical analysis after detecting an error as soon as 
possible in a correct way.
This is achieved also with the help of new error rules in 
the grammar.
Error rules will be generated for all production rules with 
terminals which have the character of brackets.
If a production rule has the form
;= X. n (" xn+2 ’ .X ") m Xm+2 ’ • X,
A is a nonterminal
X^ is a nonterminal or terminal for 1^i^k
H(" is an "opening" bracket"
") " is a "closing bracket"
O á n á m - 2 á k - 4
the error rule
A "ERROR" ") " X .-. . . X,m+ 2 k
will be generated.
"ERROR" is a new terminal, which has not been an element 
of the grammar.
For the grammatical rule
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statement "IF" condition "THEN" statementlist
"ELSE" statementlist "FI".
for example the following error rules will be produced.
statement ::= "ERROR" "THEN" statementlist
"ELSE" statmentlist
statement ::= "ERROR" "ELSE" statementlist
statement ::= "ERROR" " FI".
Beside "brackets" some other terminals are choosen to be 
potential start points after errors. These terminals should 
have a ambigious syntactical meaning in the programming 
language to guarantee a correct restart for the parser.
Some error handling systems use identifiers as restart termi­
nals. Our tests have shown that identifiers are too weak for 
this purpose. They have an unambigious sysntactical meaning in 
most programming languages. Therefore it is better to re­
strict the set of potential restart terminals to some 
(or all) keywords, operators and delimiters.
In our method the potential restart terminals are broken up 
into three groups.
(A) All opening terminals of syntactcal constructions.
(e. g. "IF", "CASE", "BEGIN", "(" )
(B) All brackets in closing position.
(e. g. "END", "THEN", "ELSE", "FI", ")" )
(C) All other restart terminals.
(e. g. "," "+", "=")
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After detecting a syntactical error the following 
algorithm is proposed.
I. The parser skips the remaining input-string to 
the next restart terminal. Go to II.
II. If the restart terminal belongs to group A 
then go to VII else go to III.
III. All elements are popped from the stack until a 
nonterminal successor of the top element exists, 
which accepts the restart terminal.
If such a nonterminal successor exists then go to IV 
else go to V.
IV. The nonterminal transition will be performed and 
the syntactical analysis can go on. The error 
handling method has finished.
V. If the restart terminal belongs to group B then
go to VI else the actual restart terminal is skiped 
and the error routine begins again with I.
VI. In these cases the bracket structure of the input* 
string is incorrect. Now it is the task of the error 
rules to allow a further analysis.
The stack is popped until the top of the stack 
accepts ("ERROR "restart terminal"). If this 
attempt is successfull, the error handling process 
finishes and the analysis can go on 
else the restart terminal will be skipped and the 
error routine begins again with I.
VII. The stack is popped until the top of the stack 
accepts the restart terminal.
If the stack is empty another attempt is performed 
with the current restart terminal, go to III. 
Otherwise the syntactical analysis can go on and the 
error handling method has finished.
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3. Summary
The error recovery method explained in this paper has the 
same quality in error detection as the method in (For 80), 
but needs less space. It has a better error detection 
quality than (Lei 70), (Aho 74) and other algorithms. For 
detailed comparisions with some other methods see (For 82 A). 
A bibliography of error handling methods can also be found 
in (Cie 79) .
The proposed method has the advantage that "important 
terminals" are treated correspondingly and "insecure" termi­
nals are not used.
The correct bracket structure will never be destroyed. This 
is an advantage over many other methods (e. g. (Lei 70),
(Aho 74)).
The method can be used in compiler generating systems, 
because error rules can be constructed automatically. Only 
three groups of restart terminals explained in the paper 
are needed.
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1. Introduction
In this paper the languages composed of forests are conside­
red and a new framework for these considerations is presented. 
Forests p-languages there are languages in which any word is a 
p-tuple of trees i.e. forest. We assume that from each node of 
any tree of a forest at most p branches are going out. The matrix 
representation of such forest is defined and it simplified our 
considerations. We define some operations on the family of all 
forests and then on p-languages : a catenation,a j-catenation and 
their closures. We introduce systems which generate forests p-lan 
guages and then check ■ ' basic properties. This paper is a first 
step on our purpose to construct an algebra of regular expressions 
for forests p-languages.
2. Definitions and notations
Now we introduce the basic notions and notations to be used 
in this paper. Hsl denotes the set of non-negative integers that 
is IN = ^0,1,2 ,... ] . The set of all positive integers is denoted 
by [gí] • For any n fc by [n] is denoted the set [l,...,nj.
Any non-void finite set is called an alphabet. A stratified alpha 
bet is a pair ( A,r ) where A is an alphabet and r is a func - 
tion r : A — > ÍKÍ . For any set X /finite or not/ a free monoid 
over X is denoted by X* .
- i*Definition 1. Any finite and non-void set V C is a tree . 
if and only if :
1° 'A e V / A - an identity of tu:]*”/
2° V v e V, we [cc]*’, 3 u t [AJ such that if v - wu then w e V
3° tfveV, tfjfc if v j é V then vi t  V for i t j 1 
Each v é. V is called a node of a tree V .
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Definition 2. Let n € CwJ. A forest composed of n trees is 
any set WC [n] x jöjj* such that for each i £ [n], a set W.^  is 
a tree where Wi = [ve (col*: iv e I j .
Definition 3. The frontier of a forest W it is the follo­
wing set
fr W = [w £ S : wl ^ W j .
Let us assume that a pair (Z,r) is any stratified alphabet 
such that the set [p] is contained in 2 0 / 2 0 =■ r_1( O) , p is 
any fixed positive integer/. Now we define a valued forest of
(n,p) type.
Definition 4. Let n,p e [oo"] , A valued forest of (n,p) type 
over stratified alphabet (2 ,r) is a pair 1 =(w, where W
is any forest composed of n trees and -vj : W -» 2  is a function
such that r (s|(.v)) = max [ i 6 il\l : vi £ W ^ .
Any valued forest 1 of (n,p) type is denoted as l;n— > p.
For simplicity any forest 1:1— => p is identified to valued tree. 
For any l:n— ?• p ti denotes an i-th tree of 1 . If l = (W,/i|)
then t^= (Wi? ^ i):!— p such that 'Vjilv) =-r|(iv) , as in de­
finition 2. This gives a reason for the denotation 1 - (t-^ ,... ,tn) . 
For any j  £ [p] the symbol j denotes the tree ( W — * P 
such that = (Al , 'v|j(A) = j . A p  denotes the forest (W,-^)
of (p,p) type such that W -  [p]x j for j £ [pi .
Hence A p = (l,...,p) . To any valued forest of (n,p) type we
associate some matrix representation defined below .
Definition 5. 2 Let 1 = (W, :n — > p be any valued fo­
rest over (2,r) . A matrix representation of 1 it is an aug - 
mented matrix^Aja) where A is a nxp matrix and a is a n*l 
matrix defined for any i e [n], j £ Lp] as follows :
Aij = H { i)il**,ifc-l0]^iil,**ilc-l)13c : v =ii1...ilc€fr W,^(v) = j,
}0 j is added to A ^  if v = i and >|(v)-j
aj_ ~ (v| [i)i]_. • • i]£_i i^» • • "Hc-l)^(fv) • v _ ffp• • • 4. fr W,
•‘j(v) t  £ e - [ p ]  j .
It is easy to see that any i-th row of A = L^ijl represents an 
i-th tree of a forest 1 . For example a tree j has the follo­
wing matrix representation [0,... ,{Aj,... 0][0J and a forest A
is represented by P
0 '0
<t> ' - I M .0.
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Now some operations on valued forests are introduced.
Definition 6. Let 1-^  ~ (wi> ^i) :n — >P and 12= (W2,'T(2) : 
p — *q be any valued forests. A catenation of two forests 1-^ 
and lg / 1^ 4 lg / gives as the result a valued forest de - 
fined below :
ll J- 12 - (W,^) :n — > q where
V  =  *1 - q i 1! W )  u >
and ^ (vw) = (w) for v € -vj ^  (i) , w 6 Wgi .
If (A;a^ and (B i^ ) are matrix representations of l-j_ and lg 
respectively then the matrix representation of 1  ^^ lg is of 
the form ^A-B ; a + A-b) / "+" a set theoretic sum, string
catenation / .
Definition 7. Let j € [n] and 1i = (ti : n — 9 P *
^ 2  ~ (W2» ^ 2) : i > — 9  ^ be any valued forests over (2 . A j-ca
tenation of two forests 1^ and lg / 1  ^ lg / gives as the 
result a valued forest defined below :
^ j ^2 (^q»• • •»^  j ^  -*-2»• • • t tn ^ ^ — 9 max |p, q ^ •
As above if (A;a) and (B ;b) are matrix representations of ‘1^ 
and lg the forest 1-^ lg has the following matrix repre - 
sentation :
V
Á.B • J
A„
*1
n
—
--
\
• > __
1
+ AJb ^  (A;a) .j(B;b) where A=
•
•
•
•A
» a* •••ank- n
A catenation of forests is an associative operation but a j-ca 
tenation hasn't this property.
3. p-Languages and p-systems
Let n,pt CwJ and (2 ,r) be any stratified alphabet such
that r (cr)t[pl for any O't 2 n,p denotes the family of all
valued forests of (n,p) type over (2,r) . In the case n=p this 
family is denoted by .
Definition 8. A p-forests language /a p-language for short/
it is any subset L of Fp .
The set F 2 with a catenation of forests forms a monoid , Pwith A p  as an identity.
The following operations are defined on the class of p-lan
guages :
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a catenation
Li i Lg " [ lp i' I2 s lp £ L^  , I2 fe L2 ^
a j-catenation for any j t [p]
L1 h L2 ~ l1! ^ 12 « £ "^ 1 $ 2^  ^*^2
3. a catenation closure
L * = t0 c Xk where - {Jlp] , « d  Xk+f  U  X*
4. a j-catenation closure for any j fc Cpl
L*J = M  X k  w h e r e  Xo = M-p] and xk+l= L X k
The equality (L*A) J= (L*J) doesn't hold.
Now we introduce a system generating £ p-language.
Definition 9. Let ( 2  ,r) be any non-void stratified alphabet 
such that £p]c Z c and r (cr) t ip3 for any <f e 2  . A p-regular 
system over (Z ,r) it is a 4-tuple S - (v,Z , P,p) where 
V O  2  ~  $5 and
(V,s ) is a nonterminal alphabet and s(X)£[p] for any X é V  ,
T d  F p ^  is a finite set of initial axioms ,
P d  fYuX x fY 1'X is a finite set of productions.-1- fP X f ÍZ
Now the process of generation in a p-regular system S is 
defined. We use the following denotations :
1° for any t -(W, e Fj^p and any w é ^
t|w = (U,T ) *
where U = .V|w = [ u £ [u^ l : wu e W j and ,T(u)=^(wu) for 
u e U .
So t|w it is a subtree of t detached at the point w .
2° for any 1 = (W, 6 FX , 1 = ... ,tp ) , t Ff>p
and any w é Wi
1 (ÍW •<— if) — ^ tp,,.>t^ |(w <r— f)> • • , tp )
where t ^ w « — f ) = (u,^) and U = { u € W^: V vt t<L) u^wvj U wW
•t (u ) = for u e WA, <r (u) = ~|Cv ) for u=wv , vf I .
It means that in i-th tree of 1 at the point w a tree t is 
attached.
Definition 10. Let 1,1 € F^ . Let 5 - (v,Z , f ,pJ be any
•  • •  . w .p-regular system. A forest 1 generates 1 in S / 1 — > 1/ if
and only if there exist 1^,...,!^ e Fp such that ip“ 1 »
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lk =l and li — ► li+^ in S for i£ [k-ll where
1 — * 1 in S iff it exists w£ V and 1 —^»1 in S and
1 -^>1 in S iff it exists (t,t) £P such that (j I l)|w =t ,
1 ! (1* <- j-t) = 1
Definition 11. Let S -(v,^ , P ,P) be any p-regular sys - 
tem. A p-regular forests language generated by 5 it is a fol­
lowing set of p-forests :
L(S)-{1€ : 3 l0 t T , 10 - ^ 1  in S j .
Any two p-regular systems S and are equivalent if and
only if L(S) - L(s') .
4. Results
Let us consider a p-regular system S*(V,| , (l^,p). In 
this case a p-language L(S) can be treated as cartesian product 
of p tree regular languages. It means that L { S )  = L-^ X ...* L^ 
and for each it[p] Li - L(Si) where Si = (V, Z. ,{i 4 1Q^  ,P) is' 
a regular system in the sense of Brainerd [l] . It is essential 
to note that an alphabet (Z ,r) fulfils the condition [pl C j£0 . 
This condition is very important in the definitions of operations 
on forests. There is no such assumption in Brainerd [l]. We em - 
phasize that our operations on forests are different from the 
introduced in Thatcher [3l.
The following properties of forests p-languages and p-sys 
stems are obtained /we have the use of results of [l] / :
1° Let L C . It exists a p-regular system S =• ( V,Z, r,p) 
such that L = L(S) iff it exists a finite number of p-regular1 V l^l Í r 1languages L such that L = .U L and for any itl/J
Í  i  i  i  y  AL = L-^ X ... x 1^ where L^ C  F-^  and is a regular tree lan­
guage for j £ Cp3 . We note that it holds an equality k -  cardP.
2° For any p-regular system it can be effectively construe 
ted an equivalent p-regular simple system. It means the system 
in which every production (t,t ) is of the form : 
t=(M,'vf) , ^ ( A W  V0 and
€=(w,^) , i [rC'^ W))J , , ^(i) é VQ for id[r(^('A))J
Such production is written as : 
x — ->■ <T if ^ (A)
1 ( 1 > Jm
^ (A )z<Tf m - ríi") 
for i £ [m• • •
-85-
An equivalent p-regular system with a single initial axiom not 
always exists.
3° Each singleton of F^ is a p-regular language.
4° A class of p-regular languages is closed under the set- 
theoretic sum .
5° A class of p-regular languages is closed under the j-ca 
tenation and its closure for any j e [pi .
6° A class of p-regular languages is not closed under the 
catenation and the catenation closure.
For the construction of the language generated by any p-regular 
system S one can use the matrix representation of a forest . 
It is possible to determine a matrix representation of each fo­
rest obtained during the process of generation using the follo­
wing algorithm :
Let S = (V,Z. , P ,P) be any p-regular system and lQ t P 
where 1Q - (X°,... ,X° ) . Let 10— 1^— » ... — > ln be any de­
rivation of ln in S . A matrix representation of an initial 
forest 1o '
„0
is (A°;a°) defined as below 
A0 = [ 0] / Ajjs for m, j £ [pi/ , a° = [ L m ] for m € til •
/ lr lr \Let us assume that [A ,a j is a matrix representation of a
forest 1, whereAk" r hiAi• , ak = ai•
ikp pj
Now we define a matrix representation (Ak4i;ak+1j of a forest
lk+l under the assumption that 
a production (X,t ) .
1^ 2. is obtained from by
if k < n 
there are possible
then it exists v e a„ such thatm v = vX and3 subcases
a/ if t = j for ;J e [p]
1*5 > ^ i 1= Aih
then
Ak+1mj = Amj u for i e [pj and i-^  j
Jc+1am » i - W
V if t = <r , <r t  2 C then
Akam li , a**1 =  a* -’ m m v j u[v(Ti
c/ if t = cr , s = r(<T) ^  1 then
/  \ xl*•*xs
Ak+1 = Ak m m
k+1 _ k a — a m ra - { v ] U [vlX1,...,vsXs j
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2° if k = n then for any v e it holds v= v < T  or
k / m
am - ^  •
This paper is a first step on our attempts to construct the 
regular expressions for forests p-languages. We consider an ab - 
stract algebra REf with a set theoretic sum,a j-catenation and 
a j-catenation closure as operations and with a support composed 
of some special kind of 2p-forests /not trivial only in one place 
of their 2p-tuples/. Our preliminary investigations suggest the 
following ;
Conjecture j The algebra RE^ is the algebra of regular 
expressions for forests p-languages .
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We consider the family of cofinite languages over some al - 
phabet A and give a fixed point characterization of it in the 
following way. We define the family 7^ of functions such that 
the correspondent family of fixed point languages is equall 
COFIN A . Then we define.two abstract algebras with COFIN A and 
7^ as supports. It is established some morphical interdepen - 
dence beetwen these two algebras.
The following notations will be used, let A denotes an 
alphabet that is any finite non-empty set. A* is a free monoid 
generated by A .A language 1 C  A* such that A* - L is finite 
is called a cofinite language. The class of all cofinite langua - 
ges over A is denoted as COFIN A . For any L c A*" by card(l) 
is denoted its cardinality. The cardinality of the set of inte - 
gers is denoted as y<c . For any function f:A*— > A* and any 
L c A* the restriction of f to L is denoted f|^ .
Definition 1. The class 3^ consists of all functions 
f:A*— > A* such that for any L <1 *A* for which card(L)= K 0 it 
holds f(L) ^  L ? .
Definition 2. Let f:A*-- >  P? be any function. The set of
all fixed words of f is defined as
Fp f = Í w ( A11 : f(w) = w j
THEOREM 1. Let A be any alphabet. The class COFIN A is 
identical to the class Fp 7^ .
Proof. Let us assume,for an indirect proof, that for some 
f e 3 it holds card(A* - Fp f ) = y<0 . So it is possible to
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define the following sequence : 
w-^  i  A* - Fp f and
Wn+1 6 ( A * - F p f ) -  ^ f ( w ±) , f(wn+1) * w ± for i - 1,...,u
This sequence of words may be finite or not. In the first case it 
follows that there exists an infinite language L c(A*- Fp f)- S t  (w,), i-imapped by f on one of the words of this finite sequence (w^,...
.. ,wN ) . For this language L the equallity L O  f(L^=0 holds.
In the second case it is obtained an infinite sequence of words 
from A - Fp f . It forms an infinite language L such that 
L n f(l )- . Hence in both cases we come to a contradiction. So
the language Fp f belongs to the class COFIN A .
Conversely let 1 belongs to COFIN A with A* - l-ju-^,.. ,unj. 
If n > 1 it is obvious that the function fT defined below be- 
longs to the class dr^ and that Fp f = L :
fLCw)-
W if w € L
{ ,
ul*l(mod n) lf , = “l f  1
If n =1 we can put f(w)=v where v is any word from L for 
w - u^ and f(w)=w for each w € L . Of course in this case 
f £ 3^ and Fp f = L also. So the proof is complete.
Let us define two abstract algebras :
COFIN = ^ COFIN A ; U , O , * ,«- >  and
,0 in the following way. Symbols u * , O
denote respectively set-theoretical sum and intersection that is 
two binary operations on COFIN A and *• , <—  denote Kleene star 
and reversal - unary operations on COFIN A . In the algebra T  
symbols □ , O  denote binary operations defined on 3^ as follows:
for any f ,  g  6 ■rA such that Fp f = L1 , Fp g -12
f a  g = f jL^ O g|L^ u  fjg where Z = A* - (l1 u L 2 )  ,
f o g = (f n  g) u t \ z ^ c  ß|z2_(zl0 z2) U f |L2-L U ^ll^-D
where Z1 = A - s Z2 - A* - L2 , D =■ ^wtA* : f(w)-g(w)^. 
Two unary operations and <+ are defined in :P as below.
For any f € yA we put
f ®
j o
= U  fn =0 fÍA«- -  I-
where f0 - Í (!»!).{ and fn
ed w± é L such that w = w
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w = v-,.. ,vm the value of fn is the same / . i m
For any f 6 ^  f is a function defined as
f(w)=f(w) .
It is obvious now that the function H : ---> CQFIN
defined for any f € 9r as H(f) = Fp f is an epimorphism 
of two define! above algebras. Now let us define a binary rela - 
tion  ^ on the set 3^ the support of 3- in the following way: 
for any f , g we put
It is easy to check that ^ is a congruention. So it is possible
f £ g iff Fp f ~ Fp g
to define a quotient algebra 
THEOREM 2. The algebras
and to formulate :
and COFIN are isomorphic
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0. I n t r o d u c t i o n
Two specific classes of semirings are to be concerned 
in this paper, the class of semirings with divergence and the 
class of the iterative semirings. The definition of these 
structures is justified by the effort to describe the semantics 
of a programming language as an algebra. Considering the Dijkstra- 
language (a simple theoretical language) one can see, that its 
semantics can be described by the set of all correspondences 
in Z,  where Z is the set of all states, i.e. the set of all 
mappings from the set of all identifiers into the set Z  of 
integers. (Assumpted, that using the Dijkstra-language one can 
use integers only.) The following operations in Z are needed in 
this describtion:
- The composition of correspondences:
0 •1 • f l 0<?2 : = ' Yl - X - I ^ z  ^Z ( fx, zj €• ^  A [z , y] t <^2) }
- The union of correspondences:
0.2 ^  U ^ 2 : = { [x ,y ]  € Z X Z J V C x ^ C « ^  }
- The divergence of correspondences:
0.3. Div ^  := [x, x]jVyé Z ( [x,y]^ ) }
- The iteration of correspondences, i.e. the transitive reflexive 
closure of correspondences:
0.4. = L/{<^ n/n C-N where <^ : = 1 : = { [x,xj/ x €■ Z ^ P +  ^:
The set Z is together with the operations composition and 
union a semiring with 0 and 1. Therefore one can generalize the 
operations divergence and iteration and define them in an arbitrary 
semiring by axioms.
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1 . S e m i r i n g s  w i t h  d i v e r g e n c e
Definition: The semiring R with 0 and 1 is to be called a semi­
ring with divergence if and only if there is an operation div. 
(divergence) in R and the following rules are holding:
D1 div a . a = 0 (a é R)
D2 div a + div div a = 1 (a £■ R)
D3 div(a.div div b) = div(a.b) (a,bíR)
The axioms D1, D2, D3 are independent. The following
propositions are holding:
1.1. div div a . a = a (a G R)
1.2. div 0 = 1 A div 1 = 0
1.3. div x = 1 =$> x = 0 (x e R)
1 .4 . . • 2n-1 div a = div a, div^na = div div a (a«R,nf |N)
Theorem 1: In the semiring of all correspondences ^ c Z X Z
there is no operation holding D1,D2,D3 different from Div. Defined
in 0.3.
Proof: Let a be an arbitrary element of the Boolean & ( Z X Z)
of Z XZ. According to D2 is div a C 1, i.e. div a = {[x,xj I x € A } 
where A C Z  is well-defined. On D1 follows:
1.5. div a c Div a
By D1 and D3 holds:
div(Div a . div div a) = div(Div a . a) = div(O) =1.
On 1.3. is then:
Div a . div div a = O 
and by D2:
Div a = Div a . div a, 
hence
Div a + div a = Div a . div a + div a = div a
and hence Div a c div a and then follows according to 1.5.:
Div a = div a.
q.e.d.
Let R be an idempotent semiring, i.e. let it be for every 
a £ R, that:
= a.a + a
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Then is R ordered by the relation:
a <:b : <=£> a + b =  b. (a,b€R)
Lemma 1: Let R be an idempotent semiring with divergence. Then:
div a < div b <=i> div a . div b = div a £=■>
<=í> div b . div a = div a. (a,b e R)
Lemma 2: In an idempotent semiring wxth divergence holds:
a > b =>> div a < div b.
Theorem 2: In an idempotent semiring with divergence holds:
1.6. div (a + b) = div a . div b. (a,be R)
Proof: By lemma 2 holds:
div(a + b) < div a A div(a + b) < div b.
Hence follows on D2:
div(a+b) + div a . div b = div(a + b)(div b + div div b) +
+ div a . div b = (div(a + b) + div a). div b +
+ div(a + b)div div b = div a . div b + div(a + b)div div b <
< div a . div b + div b . div div b.
According to D1 follows then:
div(a + b) + div a . div b < div a . div b
hence:
1.7. div(a + b) < div a . div b.
On the other hand, on axiom D1 and lemma 2:
div a . div b . (a + b) = div a . div b . a + div a div b . b =
= div a . div b . a < div a . a = 0,
i. e. :
div a . div b . (a + b) =0.
Hence follows on D3:
div(div a . div b . div div(a + b)) =
= div(div a . div b . (a + b)) = div(O) = 1
and then follows on 1.3.:
div a . div b . div div (a + b) =0.
Hence follows by D2:
div a . div b = div a . div b . div(a + b),
i.e. according to lemma 1 holds: 
div a . div b < div(a + b) .
Because of 1.7. is then: 
div a . div b = div(a + b).
q.e.d.
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Notion: In idempotent semirings with divergence holds then:
1.8. div a . div a = div a. (a €■ R)
Lemma 3: In semirings with divergence holding 1.6. holds:
div div(a + b) =
= div(div(a + b) + a) + div(div(a + b) + div a) =
= div(div(a + b) + b) + div(div(a + b) + div b).
Theorem 3: In an idempotent semiring with divergence holds: 
div div(a + b) = div div a + div div b.
Proof: According to lemma 3 and 1.8. holds: 
div div(a + b) =
(div(div(a + b) + a) + div(div(a + b) + div a)).
. (div(div(a + b) + b) + div(div(a + b) + div b)).
Hence by theorem 2:
div div(a + b) = div(div(a + b) + a + b) +
+ div(div(a + b) + a + div b) + div(div(a + b) + div a + b) +
+ div (div (a + b) + div a + div b) .
Then it follows on theorem 2 again:
div div (a + b) = div div (a + b) .div (a + b) +
+ div(div a . div b + a + div b) +
+ div(div a. div b+ div a + b) +
+ div(div a . div b + div a + div b).
According to lemma 1 and axiom D1 follows then: 
div div (a + b) = div (a + div b) +
+ div(div a + b) + div(div a + div b).
Hence by theorem 2:
div div(a + b) = div a . div div b + div div a . div b +
+ div div a . div div b = (div a + di div a)div div b +
+ div div a . (div b + div div b).
According axiom D2 follows at least: 
div div(a + b) = div div a + div div b.
q.e.d.
Notion: In the same (idempotent) semiring more than one operation 
divergence (holding D1,D2,D3) can exist. The image div [ r J of 
the mapping "divergence" is a Boolean algebra in an idempotent 
semiring, where:
a^  := div a. (a é R)
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2. I t e r a t i v e  s e m i r i n g s
Def inition: The semiring R with 0 and 1 is to be called iterative
semiring if and only if there is an operation .° (iteration) 
in R and following rules are holding:
11 (a.b)° = 1 + a.(b.a)°.b (a,bf R)
12 (a + b)° = (a°.b)°.a° (a,b6R)
13 (a°)°= a° (a 6 R)
The axioms 11, 12 and 13 are independent!
Let Rel denote the semiring of all correspondences {j>e Z X .Z.. 
Let .° be an iteration in Rel holding 11,12,13. Let . x denote 
the operation iteration defined in 0.4. Then holds:
Lemma 4 : For arbitrary a €■ Rel and b: = {[x,yj}e Rel holds:
(ab)° =1 + ab.
Proof: It holds:
2.1. ab= {0,y3 I z € A} with well-defined A c A
2.2. (ab)° ab = {£z,yj|z € B} with well-defined B c Z.
According to axiom 11:
2.3. (ab)° = 1 + ab(ab)° = 1 + (ab)° ab = 1 + ab + abab(ab)°. 
Using 2.1 . , 2.2. and 2.3. one can show, that if [u,vj €■ (ab)° and 
u^v, then the following implications are holding: 
f  [u,v] e (ab) ° ab =£> v = y 
2 ' ^ ' [ [u, v3 é ab(ab)° =2> u 6 A .
The pair [u,y^ is element of (ab)° for arbitrary u 6 A, because 
(ab)° =1 + ab + abab(ab)° (see 2.3.) Therefore:
2.5. (ab)° 3  ab.
On 2.1.,2.3.,2.4. and 2.5. follows:
(ab)° = 1 + ab.
q . e. d .
Lemma 5: Let M c Rel be defined as follows:
M :={a £ Rel I ^ p l p c a  =^ > p° = pX )J.
Then holds:
(aí M A[x,y]fZ)(Z A [x,y] ^ a) => (aU { [ * ,y j }  6 M) •
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Proof : Let be:= (■ Rel, q c a + b be arbitrarily choosed.
If £x,y] ^ -q, then q C a  and because of a í M  follows q° =qX .
This holds also if [x,yj e q, because then q=p+b where pc a 
is well-defined. Using axiom 12 follows:
q = (p + b) = (p b) p = (p b) p
hence:
q = (p b) p = (p + b) = q
X O X Xbecause by lemma 4 follows (p b) = (p b)
q . e . d .
Theorem 4: In the semiring Rel no operation holding 11,12, 13
is different from . x defined in O.4., i.e.:
Va £ Rel(a° = ax).
Proof: The set M defined in lemma 5 is not empty, because
0° = 0X = 1. Furthermore, the set M is ordered by inclusion
in that way, that Zorn's lemma can be applied. Therefore there
exist a maximal element a of M and because of lemma 5 is a = ZX Z.
Then for arbitrary p C Z X  Z holds:
o x P = P
q.e.d.
Notion: Generally there can exist more than one iteration 
holding 11,12,13 in a (idempotent) semiring.
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1. Introduction
Theory of Lindenmayer systems,also referred to as theory of 
developmental systems,is the result of an infusion of ideas from 
developmental biology into formal language theory.This theory 
has become a very actively investigated topic in the last few 
yers,and it has produced many results of interest both for the 
formal language theorists and the ones modelling various types 
of real systems,briefly L systems,were introduced by Lindenmayer 
[ój .We shall study the stochastic versions of L systems introduced 
by Jürgensen , 5J and Schäffler |Vj in this paper.
We introduce three versions of stochastic table OL systems. 
The motivation for introduction the table OL systems,called TOL 
systems,was in the fact that the developmental behavior of many 
organisms depends on environmental conditions.To describe the 
development of such organism one has to provide different sets
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of developmental rules corresponding to the different 
environmental conditions.
The stochastic versions of TOL systems introduced here 
differ from TOL systems in two ways.Instead of a single axiom 
the stochastic TOL systems have a probability distribution over 
a finite set of possible axioms.In a STSOL system we add a 
probability distribution to the set of tables and each table has 
a probability distribution over the rewrite rules in the same 
way as stochastic OL system.Clearly,one of the meanings of 
introduction stochastic TOL systems can be the same as the 
motivation for introduction stochastic OL systems.But,the most 
important meaning which we consider is in the fact that the 
occurence probability of various types of environmental 
conditions can be different.And this fact is simply described 
in the probability distribution over the tables of an STSOL 
system.
This paper is organized as follows.Section 2 contains the 
basic definitions for OL systems,TOL systems and their 
stochastic versions.Topics including techniques for computing 
of a growth functions of a stochastic L systems are in Section 3 
and hierarchy of the classes of growth functions defined by 
stochastic L systems is studied in Section 4.Synthesis of growth 
functions and classification of growth rate are investigated in 
Section 5 and Section 6 respectively.Section 7 involves the 
results concerning several types of growth equivalences.
2. Basic Definitions
In order to establish our notation,we will rewiev the 
definitions for OL systems.
DEFINITION.An OL, scheme is a pair G=^,R^ where ^  is a finite 
set of symbols called alphabet and R C ^ X ^  is a finite set of 
rewrite rules/called productions/ such that for each a in
there exists at least one A  in /  that (a,a,) is in R.We use a->«L,Gto denote (a,°0 is in R.
DEFINITION.A OL system is a triple S=^^,R,x^ where (J,r) is OL 
scheme and x is an element of ^  called the axiom.
DEFINITION.A TOL scheme is a pair where ^  is a finite
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nonempty set called the alphabet,^ /the set of tables/ is a 
finite .nonempty set.Each element R of tcalled a table,is a 
finite nonempty subset of such that for all a in ^  there
0x1st S 0w in ^  that (a,=c) belongs to R.We use a^»«^ or to
denote (a,J^ ) is in R.
DEFINITION.A TOL system is a triple S=^^,0l,x^ .where G=^^,0L^ is 
a TOL scheme and x,called the axiom of S,is a word over .
Since the OL systems are the special cases of TOL systems 
which have only one table we define the following notion only 
for TOL systems.
DEFINITION.Let G=^^,Jl^ be a TOL scheme,let x=a1...am with m^ 1 
and aj in ^  for . 1 = 1 , . . . , m and let y be in J  .Thenwe say that 
x directly derives y in G,denoted as x=^y,if and only if there 
exists R in dt such that there exists ^i,...,=o in ^  such
and y=at . . ,ao .In this case we also 
1 m
that a . . aL. , . .. ,a do 1 m R  rwrite x ^ y ,
DEFINITION.For any TOL scheme G=^^,5l^ ,for any word x in ^  and 
for any nonnegative integer n,we define the finite language 
L (G,x ) by induction on n.
L0(G,x)={x}
Ln+i(G *x) = {y I tho re exists z in Ln (G,x) and R in such 
that z=> y}
Ve say that x derives y in G/x=>y or only y/ if y is inG lc kLn(G,x) for some n.If y is in Lk(G,x) we write x=^ j> y/x=>y/ .
DEFINITION. Let S=^^,űo,x  ^be a TOL sys tern. The language generated 
bv S.denoted L(s).is defined as L(s ) = {y|x4 > y } .
Now we give the basic definition for stochastic L systems. 
DEFINITION. Astochastic OL scheme. SOL scheme, is a triple (^R,h^ 
where^^T.R^ is a OL scheme and h is mapping from ^  to the half 
open interval (o, 1> of real numbers such that,for each a in ^  ,
^h(a—^=<~)=1 .where the sum is over all productions with a on the 
left-hand side.A stochastic OL system .SOL system,is a four 
tuple S=^  ^ ,R ,h, where is SOL scheme and Co,called axiom
distribution is a mapping from to the closed interval <^ 0,1^ > 
of real numbers such that there are only finitely many x in ^  
withdJ(x)>0 and such that l^c(x)=1 .where the sum is over all
r  •in
x
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DEFINITION. A^_sjtocha^tic_jrOL_scheme, STOL schem e,is a t r i p l e
where (2 * ^ )  i s  T0L scheme and H c a lle d  the p ro b a b ility  
d i s t r ib u t io n  on A i s  a mapping from tfj, to  h a lf  open in te rv a l  (o ,1>  
such th a t  ^ h (r )=1 ,where the sum i s  over a l l  R in  & .A s to c h a s tic  
TOL system .STOL system , i s  four tu p le  where  ^^T,SL,H ^
i s  a TOL scheme and W is  a axiom d is t r ib u t io n  over .
DEFINITION.A tab le  s to c h a s tic  OL scheme.TSOL schem e,is a t r ip le  
G=^^,(R.,3t) where/^,(R,) i s  TOL scheme and 9t i s  f i n i t e  .nonempty se t 
such th a t i f  Ä=|R1 ,R2 , . . . .R jJ then 3^.=^^ ,h2 , . . , 1 ^  a n d (^ ,R i ,h ±)
i s  SOL scheme fo r  i= 1 ......... k .A ta b le  s to c h a s tic  OL system .TSOL
sy s tem ,is  a fo u r tu p le  S=  ^ where ( ^  ,K,,Oi) i s  TSOL scheme
and Uu i s  axiom d i s t r ib u t io n  over ^ +.
DEFINITION.A su b s to c h a s tic  TOL scheme,STSOL schem e,is a four 
tu p le  where i s  a STOL scheme an d (2 ,A ,3 t. ) i s
a TSOL scheme.A su b s to c h a s tic  TOL system .STSOL sy s te m ,is  fiv e  
tu p le  S=^,&,H,&,U>) where i s  STSOL scheme and uú is a
axiom d is t r ib u t io n  over .
We define  fo llow ing  n o tion  only fo r  STSOL system because 
SOL,STOL and TSOL systems are  sp e c ia l cases of STSOL system and 
so the n o tion  defined  fo r  STSOL system w il l  be defined  by th is  
way fo r  o th er s to c h a s tic  systems too .
DEFINITION.Let G=^^R,,H,9C) be a STSOL schemé and
d=w1 W2p*=>* * f-1 f 2 n-1
by the d e r iv a tio n  w^  
a 1p->a.1 . . . .  ,a kp->.Lk . We d e f in e
>wn i s  a d e riv a tio n  in  (!,<*> . Let w^=a^
=$»w. „ are used the productions x P. 1+1
. . . ak and
P <” i F = !1
.w. )=H(P .) • " f t  h. ( (a ., .)) 
i  + 1 '  '  i '  j  = 1 l  '  j  * J '
and the p ro b a b il i ty  th a t  w^  =>wn according the d e r iv a tio n  d i s  
+ n~ 1p(w„=$>w ,d)= I I P (w .= >  w. . )  .L et T (n ,x ,y ) denote the  se t of ' 1 n ’ ' pL1! l  i+1 '
a l l  u e r iv a tio n  of y from x having lengh t ex ac tly  n .L et x ,y  be in  
2 ^ •The p ro b a b il ity  of d e riv in g  y from x in  e x ac tly  n s te p s  is  
denoted P (n ,x ,y ) and d e fin ed  P (n ,x ,y )=  ^  P (x=^^y,d) .where the sum 
i s  over a l l  d in  T (n ,x ,y ) .
DEFINITION.Let S=^^,dl,H,JC,Oi ) be a STSOL system .Let y  ^ ,y 2 , . . . ,ym 
be a l l  words over ^  such th a t  U)(y^)>0 and l e t  x be an element 
of ^* .The p ro b a b il ity  o f d e riv in g  x from u; in  ex ac tly  n steps is
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denoted P (n ,w ,x) and d e fin e d  by
P(n,uj,x) = 2  oo(y.) • P (n ,y  ,x ) .i=1 i  i
Then the growth fu n c tio n  o f S,denoted f g , i s  defined  fo r  n^O as 
fo llow s: f g (n) = xl R(n,vx>,x) »where the sum i s  over a l l  x in
r and Ixl denoted the len g h t of x.So f  i s  a mapping fromOn a tu ra l numbers to  the nonnegative r e a ls  such th a t  f g (n) i s  
expected word lenght a f t e r  n steps of a d e r iv a tio n  of S.
3. Analysis of Growth Functions
Before we give the a lgo rithm s fo r  computing of growth 
functions we define  s t i l l  some im portant n o tio n s .
DEFINITION.Let G=^2f&,Hf be a STSOL scheme and a be in  in
^ ,R .  in  öl f o r  i=1 , . . .  ,k.We define  p(as-^«L)=H(R .) • h .((a ,«u)) i f  i j J J
( a , i )  i s  in  R. and p (a—5>á,)=0 i f  (a,<L) does not belong to  R ..J R j J
Then we determ ine the p ro b a b il i ty  of use of the p roduction  a—
7 p (a —> i)=  .f.. p (a—->^ l) .
P ±
DEFINITION. Let  ^ be a STSOL system and ^=^a^ , . . . , a ^  .
Let # a . ( x )  be the number o f occurences a .  in  x . The Parikh  
3 J
vecto r of x .denoted v ( x ) , i s  the fo llow ing  t  dim ensional row
vecto r ( &a.j (x) , . . .  (x) ) . The growth m atrix  of S.denoted
G =(g ) , i s  the t  by t  m atrix  where g. .= J # a  . • p(a  ->oc),cl cl J
where the sum i s  over a l l  *L such th a t  a . —> =c i s  in  U  R.1 RS.iL
Let y1 ,y 2 , . . . ,ym be an enum eration of a l l  s t r in g s  y^ in  ^  such 
th a t ic(y^]>O.The i n i t i a l  v e c to r of S -  z^  i s  defined  as the 
follow ing sum of Parikh  v e c to rs .
= jS , w(y±) • v (yj.) .
Thesum v e c to r  1 i s  t-d im en sio n a l column v e c to r w ith  a l l  
components equal to 1 .
Our f i r s t  a s s e r t io n  i s  a ex tension  of the a n a ly s is  theorem 
fo r  d e te rm in is tic  OL system s made by Herman and Rozenberg .
THEOREM 1 .F o r any STSOL system   ^and any n a tu ra l
number n ,th e  value f g (n) o f the growth fu n c tio n  a t  n can be 
computed by
f  s (n) = zL Gn —1
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The next theorem gives us the posibility to compute the 
growth functions of STSOL systems by means of algorithms made 
for growth functions of SOL systems.
THEOREM 2.For any STSOL system S there exists an algorithm which 
constructs SOL system s'such that fg(n)=fg'(n) for all natural n.
The next two results were shown by Eichhorst and Savitch 2 
for SOL systems and using Theorem 2 we can formulated them for 
STSOL systems.
THEOREM 3.There is an algorithm which,given any STSOL system S 
with t symbols,will compute a homogeneous difference equation of 
order t,with real coefficient,such that the growth function fg 
of S satisfies this equation.
THEOREM 4.Let f be a function known to be realizable as the 
growth function of some STSOL system with at most t symbols.
There is an algorithm which ,given the first 2t values of such 
an f,will construct a linear reccurence equation for f such that 
all values of f can be computed from these initial values and 
the recurrence formula.
THEOREM 5»There is an algorithm which,given a STSOL system S with 
t symbols,will construct a linear recurrence equation of the 
degree at most t such that the growth function f of S fulfils 
this equation.
4. Hierarchy of Growth Functions
In this section we study the relation between the classes of 
of growth functions determined by stochastic L systems.Let us 
first define some basic notion.
DEFINITION.Let A be some class of L systems/for example OL or 
STOL/ .Then by A) we denote the class of all functions which 
can be obtained as growth functions of arbitrary A systems,i.e. 
T(A)=f fs|s£A }.
THEOREM 6.There is an algorithm,given any SOL system,will 
construct a STOL system S.'such that fg(n)=fg/(n) for all natural 
n.
THEOREM 7. T (SOL) = T(sT0L) = -T(TSOL) = -l(STSOL) .
We conclude this section by two theorems which show the
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relation between the growth functions of stochastic and 
nonstochastic L systems.
THEOREM 8.There exists such stochastic L system S that the growth 
function cannot be a growth function of any nonstochastic L 
system.
THEOREM 9.There exists such nonstochastic L system S that the 
growth function fg of such system cannot be a growth function of 
any STSOL system.
5. Synthesis of Growth Functions
Now we introduce a theorem whose results we prove using the 
results made by Eichhorst and Savitch [^2^ .This theorem study the 
closure properties of the growth functions of stochastic L 
systems too.
THEOREM 10. (1) Let c be arbitrary natural number and f be in 
^(SOL).Then the function g(n)= f(n) c is in ^(SOL).
(2) If f^»f2*•••>ft are in -?(S0L) and c^, , . . . fc
are nonnegative^real nimbers such that c^ ^ 1 , then the
function f(n)=^^ c^f^(n) is in ^(sOL).
(3) Let g be in ,£(S0L) and let c be a nonnegative 
real number.Then there exists SOL system S with such growth 
function f that fg(n)=cg(n) for all n^1 .
(4) Let g1,g2 be in-3"(S0L) and let c,d be arbitrary
nonnegative real numbers.Then there exists SOL system S such 
that fg(n)=cg1(n) + dg2 (n) for all n^1 „
6. Classification of Growth Functions
We classify STSOL schemas according to their growth rate in 
this section.First we define some basic notion.
DEFINITION.Let fg be the growth function of a STSOL system S.The 
growth rate of S is said to be terminating if there exists such 
natural number N that fg(n)=0 for all ri>N.The growth rate of S 
is said to be limited if there exists a polynomial p(n) such 
that fg(n)^p(n) for all n.If the growth rate of S is not limited, 
then it is said to be explosive .A STSOL scheme G=^^.,&,H, £  ^is 
said to be Terminating/limited.explosive/provided that for each 
axiom distribution over ^  the STSOL system'S=^^,&»H»ui^  has
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terminanting /limited.explosive/ growth rate respectively.
THEOREM 11.Let S be a STSOL scheme with growth matrix Gg.Let
p(z)=det(G - zl) be the characteristic polynomial of G .Thenb
(1 ) S is terminating if and only if all roots of p(z) are zero
(2) S has limited growth rate iff all roots of p(z) have the 
absolute values less than equal to one
(3) S has explosive growth rate iff at least one root of 
p(z) has the absolute value strictly greater than one.
7. Growth Equicalences
We introduce and study several equivalence problems for all 
types of stochastic L system in this section.Using the assertion 
of theorem 2 in this paper and the decidability results made by
Eichhorst and Savitch |^2J for SOL schemas and SOL systems we 
should formulate theorem as theoremlO in |Vj in the similar way 
for STSOL schemas and STSOL systems.We omit this formulation and 
we shall define the other types of growth equivalences for .
stochastic L systems.
DEFINITION. Let =(]>1 ,3^  .X, .tu,) and S2K ^ 2 ’^ 2 ,at2 ,0U2 ) be a TS0L
systems.Let A1 =(y.| ,i^1 .X, ,tu, ) and A£ ,&2,H2,&2,uu2) be STSOL
systems with growth functions f and f .We say that IL is
A1 A2
growth equivalent to H2 for S^  .denoted HywHg.iff f^ (n)=f^ (n)
for all n^O.We say that S^  is more powerful in H completion as 
S2>denoted ^ S2 , iff for every such that I^2:^ ^ 2 »®-2 »^2 »^-2 »Lü2)
is a STSOL system,there exists such that the growth function
s the same as the growthfM of STSOL system Mj ±
function f of M^.Two TSOL systems S^  and S^are said to be H
2 jj H Hgrowth equivalent.denoted S^<— >S2,provided S^— ^>S2 and S " 1 *
DEFINITION. Let S.J .it, } and s2=(^2 »^2 »H2 *"2) be two ST0L
systems.Let A., *&, »H^  and A2 = ( £  ,«,2,H2,X2,u>2  ^be STSOL
systems with growth function f and f .We say that X  is growth
A1 A2
equivalent to 3t2 for S^  .denoted 3^  ■v/ X^.iff f^ (n)=f^ (n) for all
nAO.We say that S^  is more powerful in X  completion as S2,denoted
S.j S2 , iff for each <&2 such that m2=(X j »^-2 *H2 »^2 *iv'2) is a STSOL
system,there exists such X  that the growth function f of STSOL
1system M., =Qj^ ^  R is the same as the growth function
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of M2.Two STOL. systems and S2 are said to be &  growth 
equivalent .denoted S^<-^S2 ,provided S2 and -i$>s .
DEFINITION .Let S=^^,R,h,tD^ be a SOL system.Then the triple 
* a .  ,R,oj  ^we call SOL subscheme. Let S^  ,R ,lu.j ) and
* & • * *  ,>-^2) be S0L subschemas .Let ,R^  ,h ,u;  ^ and
V G ,  jR^.hgfUj^ be SOL systems.We say that h^  is growth 
equivalent to h2 for S^.denoted hy'-'hg.iff f^ (n)=f^ (n) for all
n^O.We say that is more powerful in h completion as S ,denoted
S1-S>S2,iff for each h2 such that ,R2 ,h2’^ 2) is a S0L
system there exists such h. that the growth function fw of SOL1
system ■d, ,R^  , h^  is the same as the growth function f^ of
Mg.Two SOL subschemas S^  and S2 are said to be h growth 
equivalent .denoted S1<-Í>S2,provided s-j~^,s2 and S2"~'>S1 *
THEOREM 12.Th.ere are algorithms to decide each of following 
yes-no problems. (1 ) Given a TSOL system  ^and 1L
such that ■a ,öt,,51,10^  are STSOL systems for i=1,2. Determine 
whether or not H^H,, for S. (2) Given a STOL system
S=^ .^öt,H.ui^  and such that A^=^^.&,H.^ ,uo ^ are STSOL systems
for i=1 ,2.Determine whether or not for S. (3) Given
a SOL subscheme S=^ ^ .R.oO^ and lu such that A^=^^>,R,h^ are 
SOL systems for i=1 ,2.Determine whether or not h^hg for S.
OPEN PROBLEMS.Are there algorithms to decide some of following 
yes-no problems?
(i) Let and S2 be two TSOL systems.Determine whether or not
s , — > s 2  ( s . , < - £ > s 2 ) .
(ii) Let S. and S? be two STOL systems.Determine whether or notat 1 , & xs 1^$>s2 (S l<—> s 2 ) .
(iii) Let S^  and S2 be two SOL subschemas.Determine whether or
not S1-^>S2 (S1<ii>S2).
We conclude this paper with some interesting remarks 
concerning the open problems.We conjecture that the open problems 
(i),(ii) and (iii) are equivalent.
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ON k-REPETITION FREENESS OF LENGTH UNIFORM 
MORPHISMS OVER A BINARY ALPHABET
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Abstract. A word is called k-repetition free, if it contains no subword
kof the form P , where k is a natural number and P / I . Let h be
a length uniform morphism over the alphabet {a,b} (meaning that |h(a)|
= Ih(b)I ) and let h(a) + h(b) . In this case we can give an optimal
upper bound for the length of Pn , n ä k, where Pn is a subword of
h(w) such that w is k-repetition free. Also, we give outlines for the
proof of the following result. When deciding whether a given morphism h ,
of the form mentioned above, is k-repetition free, one has only to examine
the words h(wQ) , where the length of wQ is s 4 (or, in some special
cases, even less). Finally, we consider the k-repetition freeness of DDL
and NDOL sequences and obtain, for example, the following result. If h 
3generates a cube P in a DOL sequence, then it does it in three steps.
1. INTRODUCTION
Our study originates from L. Wegner's problem, solved by many writers 
in [1] . In our article there (pp. 24 - 31 ) we were considering the 
word sequence S = s^ , S£, s^ , ... , defined recursively as follows:
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(1)
Si+1 s.s.s. 1 1 1 (i &  1 ) ,
Rwhere u  ^A is a word over a finite alphabet Y and is the
reversal (mirror image) of s^ . Originally, in Wegner’s sequence u = ab , 
and the broblem was to decide whether this sequence is cube-free. In the 
sequel, let u and v be different nonempty words of equal length and 
consider the NDOL system
(2) G = (X, Y, g, h, a) ,
where X = {a,b} , the endomorphism g: X* ->- X* is defined by g(a) = aab ,
g(b) = abb , and the length uniform morphism h: X* -*■ Y* is defined by
h(a) = u , h(b) = v . We showed in [1] that S = E(G) , if v = uR ,
3and conjectured that if P is a subword of a word in the sequence S, 
then the length of P is < j |u| . We can now show that this (optimal 
result) is true for S and also for any NDOL sequence E(G) generated 
by G in (2). This in turn implies that all cubes P in the sequence 
E(G) can be found in the fourth word. Also, by the fact that S = E(G), 
Theorem 7 below implies in a trivial way that the Wegner's sequence
R(u = v = ab in (1) ) is cube-free. Moreover, in this article we gener­
alize these considerations to concern also general k-repetition of words.
2. PRELIMINARIES
For the very basic notations and definitions (concerning, for example, 
L systems) the reader is referred to [3] , or to [2] and [4] , which 
also contain results concerning repetitions.
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A word u is called a subword [an inner subword] of w , if
w = u.uu2 for some words [nonempty words] u^ and u2 . The notation
SW(w) [ISW(w) ] denotes the set of all subwords [inner subwords] of w .
Moreover, we write XSW(w^.,w ) = XSW(w^ ) u ••• U XSW(wn) for words
w.j and X = A or I . A word w is primitive, if w = wQn implies
n = 1 (w is only a trivial power of another word wq ).
Let k be a natural number. Then we say that a word is [strongly]
k k-1k-repetition free, if it contains no subword of the form P + A [ P a , 
where a is the first letter of P t A ]. A word sequence or a language
is k-repetition free, if all words in it are k-repetition free, other­
wise we say that there is a k-repetition in it. A morphism h: X* -*■ Y* 
is k-repetition free, if h(w) is k-repetition free for every k-repe­
tition free w in X* .
Finally, if not otherwise mentioned, Y is a finite alphabet, u , v 
are different nonempty words of equal length and h: {a,b}* Y* is a 
length uniform morphism such that h(a) = u and h(b) = v . In the case
of endomorphism we sometimes write g instead of h .
3. MAIN LEMMAS
The proofs of our main results are quite long containing many lemmas, 
from which we present the most interesting and fundamental ones.
Lemma 1. Let u , v and w be nonempty words of equal length such
2 2 3 2that u f v . Then uv £ ISW(u v, vu , w ) and w £ SW(uvu) . Further­
more, if uv € ISW(uvu, vuv) , then uv = wQr for some wQ and r > 3 .
By Lemma 1 it is easy to prove
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Lemma 2. Let u and v be different nonempty words of equal
2 2 2 2length and A = {u v, vu , v u, uv } . Then A D ISW(aßyS)= 0 for 
a , ß , y and 8 in {u,v} .
Lemma 2 tells us that if a word w is in {u,v}* and w = w^ w^ w^  ,
with w^  in A , then also w^  and w^  are in {u,v}* . This implies
the following fact. If a word w in X* = {a,b}* is k-repetition free,
lxthen h(w) contains only short subwords of the form P such that 
P t [h(X) ]* . (Note that Pk = Pk'1P = PPk"1 and every long Pk_1 
would contain, as a subword, a word in A .) On the other hand, if here
P £ [h(X)] , then P = X , as the following lemma shows. In this lemma
we also consider the case |X| >2 .
Lemma 3. Let X and Y be finite alphabets with |X| ä 2 and 
|Y| i 2 , and let a morphism h: X* -*■ Y* be such that h(a) and h(b) 
are different nonempty words of equal length for every different a and
b in X . If a word w in X* is strongly k-repetition free and h(w)
has a subword Q of the form pref(Pk+^ ) , where P € [h(X)]+ , then 
|Q| < |Pk + 2 | h(a) | in the case |X| ä 3 , k s 2, and |Q| < | P k~ ^ |
+ |h(a)| in the case |X| = 2 , k > 3 . Furthermore, if |X| = 2 and
a word w is k-repetition free (k s 3) , then h(w) has no subword of 
the form Pk , where P 6 [h(X)]+ .
4. MORPH ISMS
By the previous lemmas we have obtained the following optimal result.
Theorem 4. If a word w in {a,b}* is k-repetition free (kä3) 
and h(w) has a subword of the form Pn , where n z k , then
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|Pn| < (2k - 1)|u| . I f ,  in addition neither aCba)^   ^ nor bíab)^   ^
is a subword of w , then |Pn| s 2(k - 1)|u| .
As an example of the optimality of the upper bound for |Pn| , con­
sider the case n = k = 3 , u = h(a) = cdc and v = h(b) = dcd .
Choosing P^  = h(abab) = (cdcd)^  , we get |P^| = 4|u| = 2(k - 1)|u| .
As a corollary of Theorem 4 we get
Corollary 5. Let a word w in {a,b}* be k-repetition free (k a 3),
and let wq be a subword of w . Then h(w) is k-repetition free if and
only if h(wQ) is k-repetition free for every wq of length s 2k - 1 .
This corollary gives us a test set for checking whether a given 
length uniform morphism h: {a,b}* Y* is k-repetition free. However, 
Corollary 5 is more interesting from the point of general k-repetition 
freeness of DOL and NDOL sequences. This is the case, because in 
Theorem 7 we obtain, quite independently of the proof of Theorem 4 and 
Corollary 5, a very efficient test set (optimal in general) for testing 
the k-repetitión freeness of h .
Lemma 6. Let the words u , v , uv and vu be primitive and, if 
k = 3 , the words u and v cube-free. Let a word w in {a,b}* be
k-repetition free (k a 3) and P a subword of h(w) , say h(w)
k k *= w^ P w^  • Then w^ P w^  + w^  aßyw^ whenever w^ a , yw^  are in {u,v}
kand ß is in {uu, vv, uvu, vuv} . Consequently, P is a subword of
h(w ) , where w„ is a subword of w and Iw I á 4 .0 0 1 0 1
Using Lemma 6 one can easily prove
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3|C l|CTheorem 7. A length uniform morphism h: (a,b> -*■ Y is k-repe- 
tition free (k a 3) if and only if
(i) u , v , uv and vu are primitive;
h(w0) is k-repetition free for every w0 in {a,b}+ of
length < 3 (differing from a and b3 if k = 3 ); and
h(w0) is k-repetition free for every wo in
(xxyx, xxyy, xyxx, xyxy | x , y in {a,b} and x / y} .
By Theorem 7 it is easy to decide, for any k , whether a given 
morphism h , of the considered form, is k-repetition free. Because the 
words wq (in the test set) are always of length s 4, the amount of 
work, needed to solve the problem, does not grow as k gets greater.
In fact we get
Corollary 8. Let |u| = |v| a 2 , and let u , v , uv and vu
be primitive. Then h is (2 |u | - 1)-repetition free.
As an example, let u = h(a) = aab and v = h(b) = baa . Then, by
Corollary 8, h is 5-repetition free.
5. ENDOMORPH ISMS
Concerning short words u and v in Theorem 7, one can still im­
prove the upper bounds for the length of wQ . In the case of endo­
morphism ( X = Y = {a,b} ) we have obtained the following results 
using UNIVAC 1100/22 computer and, in spite of an efficient program, 
hours of CPU time. In the case k = 3 we found out that
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(3) g(a) = abbaababaababba , g(b) = baababbaababaab
is the first (in alphabetical order with respect to h(a)h(b) ) binary 
length uniform endomorphism g such that g(wQ) is cube-free for every 
cube-free wQ of length S 3 , but g(wQ) contains a cube for a cube-
3free wq of length = 4 . Here g(abaa) contains the cube (babaababbaa) 
(but g(wQ) is cube-free for other cube-free wQ t abaa of length = 4 ). 
So we have
Theorem 9. In the case |u| = |v| s 14 a length uniform endomor-
phism g over the alphabet {a,b} is cube-free if and only if
(i) u + v ;
(ii) u and v are primitive; and
(iii) g(wQ) is cube-free for every cube-free wQ in {a,b}+ of
length s 3 .
Also, for k = 3 , 4 and 5 , the following endomorphisms
= 3 : g(a) = abaabba , g(b) = baabaab ;
= 4 : g(a) = aabba , g(b) = babab ;
= 5 : g(a) = aaabbba , g(b) = bababab
are the first such that g fulfils the primitiveness condition (i) in 
Theorem 7 and g(wQ) is k-repetition free ( k = 3 , 4 or 5 ) for 
every wQ of length < 2 , but g(wQ) contains a k-repetition for a 
wQ of length 3 or 4 (consider the words g(aba) ) . These results
mean that
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Theorem 10. In the case k = 3 [k = 4, k = 5] and |u| = |v| < 6 
[á 4, s 6] a length uniform endomorphism g over the alphabet {a,b} 
is k-repetition free if and only if
(i) u , v , uv and vu are primitive; and
(ii) uu , vv , uv and vu are k-repetition free.
Using these results one can now enumerate in alphabetical order k- 
repetition free endomorphisms for any k . As an example we consider 
the lengths |u| = |v| = 1 ,..., 6 , the repetitions k = 3, 4, 5 and 
give for each |u| and k the first endomorphism g such that g is 
k-repetition free but not (k-1) - repetition free. By Theorems 10 and 7 
the work is here very easy also without any computer program.
g1 g2 g3 g4 g5
k = 3 : a a ab aab abba abaab aababb
b b ba abb baab babba aabbab
k = 4 : a aab aaab aaabb aaabab
b aba aabb aabab aaabbb
k = 5 : a aab aaab aaaab aaaabb
b baa aaba aaabb aaabab
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6. DOL AND NDOL SEQUENCES
Here we consider the decidability of k-repetition freeness (k z 3) 
of DOL and NDOL sequences generated by length uniform morphisms. It
is possible to generate a k-repetition free DOL sequence, although the 
iterated endomorphism g itself is not k-repetition free. For example, if
(4) g(a) = ab , g(b) = aa ,
then G = ({a,b}, g, a) generates a 4-repetition free DOL sequence, as
k-1is straightforward to see using Corollary 5. However, here g(b )
2(k-1) k k-2= a = a a showing that g is not k-repetition free for any kä3.
In general it is decidable, for any k , whether a given endomorphism 
g generates a k-repetition free DOL sequence (see [2] , p. 291 ) .
In our case this result is easy to prove using Corollary 5. A similar 
positive decidability result holds true also for NDOL sequences, gener­
ated by NDOL systems G = ({a,b}, Y, g, h, w) , where the morphisms g 
and h are length uniform.
In deciding the k-repetition freeness of a DOL [NDOL] sequence 
generated by a given length uniform g [g and h] we, at first, decide 
by Theorem 7 whether the given morphismts] are k-repetition free. If the 
answer is affirmative, then we are ready. Otherwise we have to check 
whether there is a subword wQ in the DOL sequence such that g(wQ)
[ g(wQ) or h(wQ) ] is not k-repetition free. In this work there are two 
possibilities: either u , v , uv and vu are primitive for g 
[g and h] or they are not. If not, then we have to use Corollary 5 
instead of Lemma 6 that otherwise would be simpler to use. (For example, 
consider g in (4) .) However, here Lemmas 1, 2 and 3 may be very useful.
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In the sequel (except in Theorem 12) we consider the situation, in 
which u , v , uv and vu are primitive. We obtain optimal upper 
bounds for the number of words needed to be tested in the beginning 
of a given DOL or NDOL sequence in order to solve the k-repetition 
freeness problem for this sequence. At first we consider DOL sequences. 
Here, using Lemma 6 we get
Theorem 11. Let g be a length uniform endomorphism over the 
alphabet {a,b} such that g(a) , g(b) , g(ab) and g(ba) are prim­
itive. Then a DOL sequence E(G) generated by G = ({a,b}, g, w) is
k-repetition free if and only if the set {gn(o>) | n i 4} is k-repe­
tition free.
In general this result is optimal as indicated by the endomorphism 
g(a) = babab , g(b) = aabaa , for which g^ (a) contains a 4-repeti- 
tion (a j , but the set {gn(a) | n < 3} is 4-repetition free. Using 
Theorem 10 one immediately sees that this g is 5-repetition free.
Although Theorem 11 is optimal in general, we get in Theorem 12
still stronger result for the case k = 3 . This case is quite excep­
tional: if |u| = |v| and g does not fulfil the primitiveness condi­
tion (i) in Theorem 7, then (see [2] , p. 282) g never generates 
a cube-free DOL sequence. In the case k i 4 the situation is very 
different as indicated by g in (4) . This special property makes the 
cube-freeness problem for DOL sequences (generated by binary length 
uniform endomorphisms) very easy to solve, at least for short words u 
and v . In fact we know that, if 2 < |g(a)| = |g(b)| s 14 , then the 
DOL sequence generated by G = ({a,b}, g, w) is cube-free if and only 
if g and w are cube-free. It is possible that instead of 14 we
- 1 1 6 -
may have even 32 , but not more, since the endomorphism g , defined by
g(a) = aabaabbaabbabbaabaababbabbaabaabb ,
= H ------------'-----------
g(b) = aabbabbaabaababbabbaabaabbaabbabb
is such that g(wQ) is cube-free for every cube-free wq f baba of 
length S 4 , but g(baba) contains the cube
3 3P = (abbabbaabaabbaabbabbaabaab)
Furthermore, baba is not in SW{g(wQ) | |wq | < 2} , and so E(G) is 
cube-free for every DOL system G = ({a,b}, g, w) , where w is cube- 
free and baba not a subword of u> . (Note also that g fulfils part
(i) in Theorem 7.)
In [2] it is shown that, in general, binary endomorphism (not 
necessarily length uniform) generates a cube in a DOL sequence if and 
only if it does it in less than 11 steps. Using results in [2] we 
can in our case prove the following Theorem 12. This result is optimal 
as seen by considering (once again) the endomorphism g in (4) .
Theorem 12. Let g be a length uniform endomorphism over the alpha 
bet {a,b} . Then a DOL sequence E(G) generated by G = ({a,b}, g, u 
is cube-free if and only if the set {gn(w) | n < 3} is cube-free.
Finally we consider NDOL sequences. The following theorem is 
straightforward to prove using Theorem 11, Lemmas 6 and 2 and the fact 
that a word w in {aa, bb, ab, ba} is a subword of E(G) generated 
by G = ({a,b}, g, w) , where g is length uniform, if and only if w
is in SW{ gn(u>) | n s 3} .
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Theorem 13. Let g and h be length uniform morphisms over the
alphabet {a,b} such that the image words of a , b , ab and ba are 
primitive for both g and h [for g and h(a) $ h(b)] . Then an 
NDOL sequence E(G) generated by G = ({a,b}, Y, g, h, w) is k-repe- 
tition free if and only if the set {h(gn(w)) | n s 4 [ns 5]} is 
k-repetition free.
By Theorem 11 the nonbracketed part of this result is optimal. The 
same upper bound 4 for n is optimal also in the case, where k = 3 
and the underlying DOL sequence is cube-free. This is seen by consid­
ering the case: u> = b , g(a) = ab , g(b) = ba and h as the morphism
g in (3) .
In our last theorem we consider the case k = 3 . Here the proof
goes straightforwardly using Theorem 12, Lemma 6 and the fact that all
2the words aa , bb , ab and ba are subwords of g (w) whenever the 
DOL sequence E(G) generated by G = ({a,b}, g, u>/x) is cube-free and 
|g(a)| = |g(b)| > 3 .
Theorem 14. Let g and h be length uniform morphisms over the
alphabet {a,b} such that |g(a)j = |g(b)|  ^3 .Then an NDOL sequence 
E(G) generated by G = ((a,b}, Y, g, h, w) is cube-free if and only if 
the set { h(gn(w)) | n á 3} is cube-free.
By choosing w = b , g(a) = aab , g(b) = abb and h as the mor­
phism in (3) , we see that this result is optimal, too.
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1. INTRODUCTION
The construction of the optimium hierarchical tree is the kernel of 
hierarchical clustering. This is difficult, in fact NP-hard jjSj , pro­
blem. Because of wide range of applications both in social and natural 
sciences, a lot of efficient (but approximate) procedures have been deve­
loped and used in hierarchical, clustering . These procedures sometimes 
lead to completely different hierarchical trees and also for this reason 
we need to study the consensus between them. In subsequent sections we 
review some basic definitions that are necessary for introducing three 
open (as to complexity) decision computational problems arising when we 
want to compare several hierarchical trees from the poxt of view of me­
dians j^ lj . minimum length sequence metric and nearest neighbour
interchange metric M All these problems are shown to be NP-complete.(Our NP-completeness theoretical terminology la that of |j?J ).
2. BACKGROUND
In this section we give a brief summary of relevant definitions £cf.7 
which are also visualized in Figure 1.
Throughout this paper let X * ^ ,...,x^jbe a finite set .
Hierarchical tree H^ (or simply bierarchjr) on X is every subset 
of (P((PU))f/ suchthat
(1) X € H
(2) 0 e h
(3) ( V x x ) {x} 6 H
(4) (\/h,h' € H ) h n h' £ {h,h',0j
t
//
Usually droping the subscript X when it is clear from the context 
(P (X) denotes the power set of the set X
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X ■= |X1 »X2*X3,X4,X5,X6,X7,X8*X9,X10^
^ = {íxl} * .^x2^  * £x3^  * ÍX4^  * ix5\ » (x6^  » * {X81 * x^9^  * X^10^ '
|X^tX2»X2^ , , (x^,Xg,Xjj , {x^,X'.,X£,Xj} ( = i ) ,
{X1,X2,X3*X4,X5,X6,X7/ • {x1*x2,X3»X4’X5,X6’X7,Xa,X9) ’ X)
(7(H) - 6 
0(H) « 38 
HE) = 6 
7(H) = 22
Figure 1«
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Svery hierarchy H is in 1-1 correspondence with the tree 
where U^ * ^ (11,10 0  H x H / h O  & (h C  h -*•
By Ph we denote the length of the path between X and h
h
in
TH# 0 (h ,uh),h
H . The
degree of the vertex h of T_ will be denoted byiri
Hereafter we shall use the following notation concerning
(* r the root of H^.
L « {{x} / x € x} ... hierarchy is labeled by the set of
leaves L
H - L .... the set of internal vertices of
.. the subhierarchy of induced 
by an internal vertex h£l
hi  .
I =
«h { h'6 Hj / h'c h}
“h
The hierarchy H is described by means of the following indices
Height (7(H) * max ^
Width 0(H) - Z 
x€ X
Size r(h) -|i| - 1
Density »7(H) - Z
i £1
s.1
/ x € x}
( Z  n ) ie I
We shall express the structure of a hierarchy as the word 
alphabet N \j (,,,) with the aid of the following rules :
(1) h ■ f x } £ L -  Wh - (1)
(2) h £ I & (h,lu) £ UR , j = 1,...,s^
•*h
in the
W,
either (n^  ,,
ah
or ).(whi s\7hen the integer a appears b times in the structure h
(a,...a) it will be abbreviated by ( b * a ).
We say that the hierarchy H is binary iff s^  * 2 and ( ^  i £ I - X ) 
s^  = 3. The binary hierarchy H is said to be a comb (on X) iff each 
subhierarchy of H (i € I) has the structure (n^  - 1, 1).
The dissimilarity of two hierarchical trees is mesured by the length of the 
sequence of elementary transformations converting one hierarchy into the 
other. We say that the hierarchy H* on X is obtained by an elementary 
transformation from the hierarchy K on X iff 1 é= |h A H#|é2.
( A stands for the symmetric difference of sets ). Note that the inter­
section of two hierarchies on X is the hierarchy on X and that |b A b'J > 1 
B,B' being two different binary hierarchies.
t Usually writing X instead of ( 4  •
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By mis (H,h ') we denote the minimum number of elementary transformations 
needed to convert tie hierarchy H into the hierarchy H'. B and B'being 
binary hierarchies on X, mis (B,B') is exactly the nearest neighbour 
interchange metric of (see ) and so we shall write nni (B,B )
instead of mis (B,B').
3. RESULTS
First we shall consider a family of median-type computational problems 
in hierarchical clustering :
MEDIAN : Instance : Hierarchies on X, integer k , L £{@,0^, T] }
Question : Is Z L (H r\ H .) k ?
,m J
We show that the MEDIAN is NP-complete problem for the index Y .The proof 
for the other indices is similar and thus omitted.
THEOREM 1
The MEDIAN is NP-complete.
Proof.
We first note that MEDIAN is certainly a member of NP since a nondetermi-
nistic algorithm can just guess a hierarchy and then check if
Z fCHnH.) >k , which can be done in polynomial time. Now we polyno- 
j*1,...,m J
mially transform the known HP*complete problem (X3C) ^5,p.22lJ to MEDIAN.
EXACT COVER BY 3-SETS (X3C) : Instance : Set X with |x| = 3q 
and a collection C of 3-element subsets of X.
Question : Does C contain an 
exact cover for X, i.e. a subcollection C c C such thai 
every element of X occurs in exactly one member of C*?
So let X,C be an arbitrary instance of (X3C). The corresponding instance 
of MEDIAN is illustrated in Figure 2.
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We complete the proof by verifying the following equivalence :
£  j»1,...,(c| y(H OH..) • q iff (X3C) has an exact cover for X.
Indeed, let C.,..,,C be the exact cover for X. We construct the hierarchyqH (on X) consisting exactly of q subhierarchies 1L such that each lh is 
labeled by Ch, i * 1,...,q. Then H has the structure (q * 3) and thd 
equality £  /(HnH..) * q is satisfied (cf.Figure 2).
Similarly the converse is also true, QED.
Our second problem belongs to the minimum length sequence problems intro­
duced by W.Day |^2J :
MLS : Instance : Two hierarchies H.j,H2 on X, integer k 
Question : Is mis f= k ?
We find the following solution t
THEOREM 2
The MLS is HP-complete.
Proof.
It is easy to see that MLS is in HP. So we only have to give a polynomial 
transformation from the known HP-complete problem to it. We choose the tran­
sformation from PARTITIOH , [ 5,p.223 ] .
PARTITIOH s Instance : Finite set A, size s(a) € Z+ for each a 6 A.
Question : Is there a subset A'c A , |A'{= |A|/2, such
that £  s(a) » £  s(a) ?
a£ A* a tA - A*
Let { s(a^),....sCa^) } be an arbitrary instance of PARTITIOH and let
B a 1/2 £  s(a) . The corresponding instance of MLS is constituted by a
a é A
hierarchy that has the structure (s(a^),...,s(an)) and H2 has the struc­
ture (B,B), How it is immediate that mls(H^,H2) * n - 2 iff PARTITIOH 
has "yes"-solution, QED.
Similarly we solve the analogous problem in the case of binary hierarchies. 
The following problem is often referred to as the problem of nearest neig­
hbour interchange :
FHI : Inslaice : Two binary hierarchy B.j,B2 , integer k 
Question : Is nni(B^,B2) £ k ?
THEOREM 3
The HHI is HP-complete.
Proof (Outline).
The problem HHI is obviously in HP ; furtheméore we can polynomially
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transform PARTITION to it. So taking any instance I s(aj,....s(a )£ of*• i n J
PARTITION we construct the instance of NNI as it is implied in Figure 3.
Figure 3.
2 nLet В » n /2 21 s(a.) . Then the binary hierarchy B1 àas the structure
i*1 1 12 2 2((C...((1,n sCa^.n s(a2)),...),n s(an)),l) and the binary hierarchy B2
has the structure (B+1,B+1). Note that the hierarchy B. consists of n
2 ^combs CL and each hast n э(а^) leaves (i=1,...,n). To conclude the
proof it is sufficient to show that nni(B1,B2) £ n2 iff PARTITION has
"yes"-solution. So let A ' be the solution of PARTITION. Let us divide
the set of combs {c^,...tC } from the hierarchy B^  into two sets C and С*
as follows : CL é C <=> 6 a ', 6 C ' a^ fe A-a ' ,
i*1,...,n . Then the hierarchy в' (see Figure 3) can be obtained from
the hierarchy B1 by transforming / a ' I  combs of C over the root in В .
The hierarchy в' has the required structure and clearly nniCB^B') 4 n •
Conversely suppose that PARTITION has "no"-solution and that xmi(B^,B2)é
én2. This yields I JÍ n2s(a) - 2L n2s(a)/1Л1 for each A ' d A. 
a 6 A at A-A *
Consequently we need at least one elementary transformation of one comb
2 2over the root in B1 and n elementary transformations of n leaves over 
the root of B1 to shape the structure (B+1.B+1) of the hierararchy B2~
- a contradiction, QED.
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ON GRAMMARS
WITH DOUBLE RESTRICTIONS IN DERIVATION
Gheorghe I'AUN 
Institute of Mathematics 
Str. Academiei 14, Bucuresti 
70109 ROMANIA
1, Introduction
In order to generate non-context-free languages By grammars 
using context-free core rules, many restrictions were considered 
about the derivation in Chomsky grammars. In this frame, an inte­
resting question is to study combinations of these restrictions, 
grammars with two or more regulating devices. Some such combina­
tions were already investigated! extensions of the so-called In­
dian and Russian grammars were considered in /R/, /3/, respecti­
vely, and similar extensions of Fri§ ordered grammars / $ /  were 
examined in /4/. The present paper continues this program by in­
vestigating the generative capacity of certain extensions of ran­
dom context grammars. We consider random context mati'ix, program­
med and scattered context grammars, as well as matrix, programmed, 
controlled and scattered context grammars. The main conclusion of 
this study is that, in these cases, two restrictions are as power­
ful as one (as the most powerful of the two restrictions involved), 
possibly excepting the case of scattered context grammars where 
new characterizations of context sensitive languages family are
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obtained (without knowing whether the X  -free scattered context 
grammars generate all context sensitive languages /6/).
2 ,  Notations
We assume the reader familiar with basic notions of formal 
language theory, including definitions of matrix, programmed, con­
trolled, random context, scattered context grammars, etc. Here we 
shall give only informal definitions for double restriction gram­
mars.
Generally, a class of doubly restricted grammars is denoted 
by (X^.Y^), where Y is the core restriction and X is the extra 
restriction, acting on rules/matrices of type Y. Throughout, the 
subscripts o( , ß> are either equal to ac (indicating appearance 
checking features) or to the empty word (no appearance checking), 
whereas ^  is either X(X-rules allowed) or the empty word (no 
X-rules). in this context, max(o(,^) is equal to ac iff at least 
one of is equal to ac.
The restrictions in derivation are denoted as follows! M =
= matrix, PR = programmed, RG = random context, C=( regular) con­
trol, SC = scattered context, 0 = ordered, I = Indian. Also, we 
denote by CS the class of context sensitive grammars. The family 
of languages generated by grammars in a class X is denoted by^(X).
3. Extensions of ordered grammars
vVe report here without proofs the results in /4/, where the 
next classes of grammars were considered!
i) (0,Mp  ) - matrix grammars with an order relation on the
set of matrices,
ii) (0,PRyj ) - programmed grammars with an order relation,
iii) (0,RCÄ ) - random context grammars with an order rela­
tion,
-128-
iv) (0,1) - ordered Indian grammars,
v) (0,SC) - ordered scattered context grammars.
The following results are proved in /4/ (they show that an 
order relation is of the same power as the appearance checking): 
THEOREM 1. a) ^ U ac) = /(0,X) = ^£(0,Xac), for all X£ 
e^M, PR, RC^;
b) ^(0,1) = ^  (EDTOL);
c) ^(0,SC) = ^(CS).
Similar results are true if the superscript \ is added to 
X in the first statement and to I, SO, OS in the last two.
4. Extensions of random context grammars
4.1. Random context control imposed to other restrictions 
We consider here the following classes of grammarsI
i) (RC^jM ji) - grammars with matrices of the form ((r^,...
... ,rk ) ,R,Q), where r^,...,^ are context- 
-free rules and R,Q are sets of nonterminals; 
such a matrix is applicable to a string x in 
order to effectively rewrite some symbols 
X1 ,...,Xt, 0 <t ^ k, x = x1X1x2..,xtXtxt+1, 
only if the string x ^ x^.^x^^ contains all 
symbols in R and no symbol in Q.
In all the paper, we consider each pair (R,Q), of associated 
sets of nonterminals, to contain disjoint sets (otherwise the rela­
ted matrix/rule cannot be ever applied).
tii) (RG^ ,PR^ ) - grammars with rules of the form ((r,A — > x,
ff-r-fr’-11 ,Q); the rule (r,A — x, 0 ^ , '"f r) 
is applied to a string w only if the restric­
tions imposed by R,Q are observed (when the 
application is effective, w = uAv, uv contains
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all symbols in R end no symbol in Q, and 
when the application is not effective, then 
w contains the symbols in R and no symbol in
Q)#
£  £iii) (KC^jSC^ ) - similar to (RC^jM^), with scattered con- 
text-type derivation, namely ((A-^  — ^x^,...
... ,Ak — > x k),R,Q) is applied to uiAiu2A2***
. ,.xxkAkuk+1 only if u]_u2 • • ,uk+l con'tains all 
symbols in R and no symbol in Q.
The appearance checking in SC&c means to pass over some rule 
Ai — > xi iff it appears in a distinguished rules set F and Ai 
does not appear in the subword of the current sentential form boun­
ded by the nearest neighbouring rules which are effectively applied 
(or the end of the sentential form when no rule in the left/right 
hand of A^ — ^ xi effectively applied). See discussions about
“ ac in /V-
In what follows we examine the families ^(X,Y), (X,Y) as
above, compared to ^£(Y). All the proofs are constructive (they
will be omitted here), by mutual simulation of involved grammars.
Although some constructions are straightforward, sometimes they
involve certain delicate points which have to be carefully checked.
Moreover, generally, '<j^j (^ <*.) — A A> > tX ) and ^  (X ^  ) Q. íC»( X gi ,
1Yp ) (we reduce the restriction Y to the null case), and some
= (HO?.
ac'inclusions directly follows from equalities ^  (M? ) = ^ ( P R ? )SC
), proved in /!/.
THEOREM 2. a) ^ ( R C ^ . M ^ )  = ^(M*ax( * , ^  )) 5
b) YlHO^.PK^) = Y(PR!,(*,£)>>
o) ,scjf) = Y(ao£,x(o( J )).
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4.2. Restrictions imposed to random context grammars
We consider now the following types of grammars!
£i) (M^ »RC^ ) - grammars with matrices of random context rules
((A, X1 ’^ 1’^ 1' * * * * * ^ xk ’®k*^ k^ *
ii) (PR^ ,RC^ ) - grammars with rules of the form (r,A — > x,
R,Q), Q~r , r) 5 if (A — > x,R,Q) is effective­
ly applicable, then we pass to 0~~r > if
(A --^ x,R,Q) cannot be applied (either A
does not occur in the current string, or the 
restrictions imposed by R,Q are not observed),
then we pass to , 
jAiii) (C^ fRC^ ) - random context grammars with regular control
languages associated to them, 
a uiv) (SC^ ,RC^ ) - as at (M^ ,RG^ ), with scattered context
derivation.
THEOREM 3. a) X<»o<.-R0£  ) . t  (li*E x W  ))i
b) ^(PR^.RC^) = t ( P^ x(oL,fi)U
O  ^(C^.RO^,) ^ ( 0 ^ x(ot ));
d) ^ ( S O ^ . R C p  -'f.lSClx(of,^ )>•
5. Pinal remarks
As two superposed restrictions generally behave as only one 
as generative capacity, three or more superposed restrictions are 
not of interest. The same result can be obtained for other pairs 
of regulated devices. Such possible pairs (of compatible restricti­
ons) are (PR,M), (G,M), (PR,SC), (C,SC); using the usual mutual si­
mulation procedures of M, PR, C we can easily obtain equalities
of the form ^ ( X (^ , Y ^ )  = ^  (Ymax( cA, ß ) ^ for (X »Y ) as above* 
Interesting results can be probably obtained by imposing 
further restrictions on valence grammars in /8/; as the valence 
restriction does not determine the order of the rule application,
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all restrictions on order (M, PR, C, 0) or on context (RC, SC) can 
be added.
As the generative capacity is not increased by imposing a 
further restriction to a regulated device, it remains to look for 
a possible utility of such a hybrid from other points of view, for 
instance, taking into account the descriptional complexity of lan­
guages.
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ON THE ANALYSIS AND SYNTHESIS OF FINITE 
MEALY-AUTOMATA
Csaba Puskás
Institute of Mathematics and Computer Science
K. Marx University of Economics,Budapest
1. Abstract
There is given a new method for describing automaton 
mappings induced by finite Mealy-automata and, conversely, 
for constructing finite cyclic reduced Mealy-automata 
realizing every element of given finite sets of finite 
automaton mappings.
2. Introduction
A Mealy-automaton is a quintuple lA = (A,X,Y,6,A), where 
A is the set of states, X is the set of inputs, Y is the set 
of outputs, 6 : A x X A is the transition function and 
X : A x x -*■ Y is the output function. We shall assume that 
6 and X are extended in form
6 : A x X* + A and X : A x X* Y*
in the usual way, where X* denotes the free monoid over the
set X. Let X+ = X* - <e>, where e is the empty word and for 
'—1p 6 X let p denote the last letter of p. Moreover, for 
p 6 X* I p I means the length of p. is said to be finite
if A,X and Y are finite sets. It is supposed that all of
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automata considered in this paper are finite ones. We say 
that VC is cyclic if it has a generator state aQ 6 A for 
which
(¥ a e A; 3 P e x* ) : a = 5(aQ ,p).
We correspond to VC a set of automaton mappings ^  =
= <a_ : X* ■* Y* I a 6 A>, where a is defined by
V p e X* : a ip) = X (a,p) .d
VC is called reduced if the implication
a = a, => a = b (a,b 6 A)cl E>
is true. We say that an alphabetic mapping a : X* -*• Y* is 
a finite automaton mapping if there is a finite automaton 
VC , for which a 6 holds. It is well known that the
alphabetic mapping a: X* ■+ Y* , with finite sets X and 
Y = <y1/••./Ym> is finite automaton mapping if and only if 
it satisfies the following conditions:
(i) V p 6 X* : | a (p) | = |p | ,
(ii) ¥ p,q e X* : a(pq) = a(p)a (q),
+ I 1--- 1(iii) ¥ y^ 6 Y : L = <p 6 X | a(p) = yi> is a regular 
1 yi
language.
A finite automaton mapping a : X* -*■ Y* can be given by a 
complete regular language vector (briefly £-vector) 
a = [a^,...,am] over X. The regularity of a means that every 
component of a is a regular language and we say that a is 
complete if
m +
i # j = > a .  fla. = 0 (1 <i,j <m) and £ a . = X
1 3 i=1 1
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hold. The fact that there is a one-to-one correspondence 
between finite automaton mappings and complete regular 
^-vectors can be verified as follows:
If a: X* Y* is finite automaton mapping then the correspond­
ing complete regular Jl-vector a = [a^,...,a ] is determined 
by the connection
a. = L = <p 6 X+ | a (p)‘ = y.> (i=1 ----,m)
yi
and conversely the complete regular i-vector a = [a^,...,a ] 
is just corresponded to the finite automaton mapping 
a : X*-»- Y* , for which a(e) = e and if p = e X+
then
d(p) = y, y, •..yH <=> x. e a , x.x» e a. , ...,x x . ..x, e a.
x2 1k Xl\ ' 2 1 1 K 1k
(1 < --fik S m) hold.
For the notation and notions that will not be defined 
here we refer to [2,5].
3. Analysis of finite Mealy-automata
Let A = <a^ ----'an> and Y = <y-|/---»yiri> be the
state set, respectively the output set of the finite Mealy- 
automaton 4X = (A,X,Y,6,X). By the transition matrix of Vi 
we mean the language matrix (briefly £-matrix) N of n x n 
type defined by
(N) = 2
3 <5(ai#x)=aj
x (x e X; i,j=1,...,n).
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Similarly, the output matrix of IX. is the ^-matrix P of 
n x m type given by
( P ) = E x  (x e X; i=l,...,n; k=1,...,m)
1K \ (a±,x)=yR
The following theorem shows that the analysis of vt 
is equivalent to the problem of solving the ü-matrix equation
Q = N Q + P .
THEOREM 1. Let '»* = (A,X.Y,ő,X) be a finite Mealy-
-automaton with state set A = <a^/...,an> and output set
Y = <y„....,y Let N and P be the transition matrix and
respectively the output matrix of Vi . Then the complete
regular %-vector a^ corresponding to the finite automaton
mapping a (1 < i < n) is just the x-th row in the solution 
3 . .1
matrix of the H-matrix equation Q = N Q + P .
P r o o f  : Let A be the ^-matrix of n x m type
defined by
(A)±k = <p e X+ |aa (p) = yk> (i=1,...,n; k=1,...,m)
i
that is, the i-th row of A is just the ^-vector a^ (i=1,...,n) 
We prove that A = N A + P holds. Let (A)ik be an arbitrary 
component of A and let us consider an arbitrary word p C  X+.
If Ip] = 1  then p = x for some x 6 X and we have that
x 6 (A)ik <=> Xia^x) = aa (x) = yk <=>x 6 (P) ik <=>
i
<=> x 6 (N A + p)ik .
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If |p| > 1 then p = xq with x e X and q 6 X+, therefore 
we obtain that
p 6 (A)±k <=> X (a±,p) = X(6(ai,x) ,qS = ó5(a x) (q) = yR <=>
<=> 3 3 (1 ^ j ^ n) : x 6 (N)±j & q e (A) jk<=> xq = p 6 (N A)ik< 
<=> p e (N A + P)ik ,
where j is the index of the state ő(a^,x). On the other 
hand, the Ä-matrix equation Q = N Q + P has a unique solu­
tion. This fact can be obtained by a slight generalization 
of a Bodnárjuk's result on the solution of systems of linear 
equations in the algebra of languages (see [l] and [4] or 
[5]). □
In [5] was pointed out that the solution of the 
£-matrix equation Q = N Q + P can be determined by subsequent 
elimination of unknown rows of Q and at the same place an 
illustrative example can be found as well. Thus, by the 
previous theorem we can assert that the algorithm for solving 
the i-matrix equation Q = N Q + P is an algorithm for the 
analysis of Vt.
4. Generalized synthesis problem of finite Mealy-automata
Everywhere in this paragraph X and Y will denote finite 
nonempty sets, with Y = <y^,...,ym>. As in the introduction 
it was shown any finite automaton mapping a : X* Y* can 
be given by a complete regular i-vector a . In [5] we have
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defined the left side e-free derivations of ^-vectors with 
respect to a word p 6 X* as follows; the left side e-free 
derivation of a = [a^,...,am] with respect to the word
p e X* is the 5,-vector £Dp (a) = [^D^a-j),--'£Dp(am ^  '
where
i,Dp (a±) = <q 6 X+ I pq e ai> (i=1,...,m) .
It can be easily verified that if a is complete and regular 
then 5D (a) is also complete and regular for all p 6 X*. 
Moreover, the regularity of a implies that the set of all 
different left side e-free derivations of a is a finite set.
In [5] was proved the following
THEOREM 2. Let a ; X* ->■ Y* be a finite automaton
mapping and let a = [a^,...,a ] be the corresponding complete
regular %-vector. Then a can be induced by the finite cyclic
reduced Mealy-automaton Vt = (A,X,Y,6,A) , with
A = <^Dp(a) | p € X*>, in which a = (a) is the generator
state and the functions <5 and X are defined for all „D (a) 6 Ax. p —
and x 6 X by
<$(£Dp(a),x) = £Dp x (a) and X(^Dp (a),x) = yk <=> x 6 £D~(ak)
(1 < k < m) .
More precisely a = a holds.cl
Now we consider a finite set <ou : X* -* Y* | i e I> 
of finite automaton mappings and verify that a finite cyclic 
reduced Mealy-automaton can be constructed which induces 
every mapping ou (i e I) . For all i e I let = [a^,...
* **'aim] he the complete regular £-vector corresponding
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to ai- By the previous theorem it is enough to prove that 
there is a complete regular 2-vector b = [b^,...,bm] such 
that every a^ (i e I) can be obtained as a left side 
e-free derivation of b with respect to some word p e X* . 
This is, that will be proved in the following theorem.
THEOREM 3. Let <a^ = [a^^,...,a^m ] | i 6 I> be a finite 
set of complete regular 9,-vectors over X. Then there exists 
a complete regular 9,-vector b = [b^,...,bm] over X such 
that for all i e I
a .—l
holds with some p 6 X*.
P r o o f :  Let n be the less natural number for which
card(I) < card(Xn), where Xn denotes the set of all words
p 6 X* with |pI = n. Moreover, let <L^ | i 6 I> be a set
of pairwise disjunct languages such that
Z L. = Xn .
iei 1
Finally, let b' = [bij , . . . ,b^] be an 2,-vector over X for 
which
m
j ft k => b' fib' = 0 (1 < j,k < m) and £ b' = X+...+X
3 K j=1 3
We form the left side linear combination of 2,-vectors 
au (i 6 I) with languages (i 6 I) as follows:
Z
iei
L. a. l—i [ £ iei
L . a . . l i1 Iiei r
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where L^a^ O  - j - m) means the catenation of languages
L. and a. . i iD and iei
L . a . .i ID means the sum of languages
L. a. . (i 6 I) . l l]
Let b be the ß-vector given by
b = £ L . a . + b ' .
iei 1 1
We shall prove that b satisfies the demanded requirements.
It is obvious that b is regular since the catenation and the
sum of regular languages is regular. Let us assume that j ^ k
but p 6 b. fl b, holds for some p 6 X+ . Since j f k implies D K
that b' Db' = 0, the length of p must be greater than n D K
and
p 6 £ L.a. fl £ h±aik .
iei i ID iei
But |pI > n implies that p = qr (q,r 6 X ) with |q| = n and
-taking into account that <L^ | i 6 I> is a partition of Xn ,
p = qr 6 £ L.a.. fl £ L.a.,
iei 1 13 1 1iei
implies that there exists a unique i 6 I such that
p = qr e L.a. . fl L.a.k .
Since L. E Xn it follows thatl
q 6 L . and r 6 a.. (1 a.. ,^ l I] lk
which contradicts to the completeness of the Ä-vector a^. 
On the other hand,
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m m m
Z b . = Z ( E L , a . . + b') = Z L. Z a . . + X + ... + Xn =j=1 3 j=l iei 1 13 3 iei 1 j=1 13
= Z L . X+ + X + ... + Xn = X+...+Xn+XnX+ = X+ .iei 1
Thus we have got that b is a complete regular £-vector. To 
verify that every a^ (i 6 I) can be obtained as a left side 
e-free derivation of b, let p be any word from for 
arbitrarily fixed i 6 I. Then, taking into account that |p| = n 
implies that for all j(=1,...,m) .D (b') = 0 , and forX, p ja
arbitrary languages L and L
rD-(L.£) - i v L>b +
A
Z Ő (L)„D_ (L) q £ r qr=p ^
holds, where
e if q 0 L,
V L> = <
. 0 if q 0 l , <
we have got that
V ^ 1 - [ÍDP ‘Jj. Liai1 + bi>.... iDp Liaim + b;»l -iei
t £T £Dp (Liai1 ] ' ’ • • ' .L £Dp (Liaim) J “iei iei
= [a......,a. ] = a .  . □L 11 un J —1
Constructing the finite cyclic reduced Mealy-automaton 
inducing the automaton mapping determined by the £-vector b 
according to the Theorem 2 it will induces every finite 
automaton mapping of the given set <ct^ : x* -*■ Y* | i e I>.
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The paper deal with one of the ways to maintain the 
integrity of data base in the sense of Heider's con­
sonance of special ternary relations on data base 
components. The consonance of data base is expecially 
important in the case of active data base, i.e. when 
it includes some procedures of knowledge generation. 
The verification of active data base consonance may be realized using ordinary, fuzzy or linguistic re­
lations between components.
INTRODUCTION
The procedure of data base designing suggests the definition of 
informational model of the problem environment to a precision of 
the names of the object's types and to a precision of the specifi­
cation of links between them. The name of the object's type defines 
several objects of this type distinguished by their attributes. The 
structuration of data base is based on fixation of links between 
the pairs of objects. Omitting the problems of data base designing 
we'll point out several important distinctions between data base 
organization and knowledge base organization. At first, knowledge 
simulation and knowledge representation have special forms, which 
reflect knowledge-dependent inner structure of every knowledge type. 
At second, knowledge structuration suggests much more strong inter­
knowledge relations and in general case they can't be presented 
only by binary relations.
The inner knowledge representation is difficult to discuss without 
problem environment description. But as far as general structura­
tion problem is concerning, the problem-environment independent 
areas exist. One of such areas is the knowledge base integrity pro­
blem which is unsolvable without elimination of contradictions in­
side of the knowledge set, i.e. without transformation of the know­
ledge base into consonance state.
TYPES OP RELATIONS
By analogy with data base we define knowledge base as interconnec­
ted set of knowledge pieces. We consider knowledge base as further 
development of data base from the point of view of introduction of 
new relations on data types. As a result fragments of declarative 
and procedural knowledge arise and they produce semantic network.
In formal way we may present the knowledge base as quintuple (T,
L, R, G, P), where T - a set of terms; L,R and G - local, regional and global relations; P - a set of knowledge base management proce­
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dures. The global relations define logical structure of knowledge base and they have the same semantic meaning as they have in data 
base, i.e. they provide the general scheme of the system on the 
base of hierarchy, priority and membership of system components.
The local relations are closely connected with concrete data types 
(terms) and may be regarded as undivided integrity with such data. 
Por example, the local relations are used for generation of frame 
knowledge bases. Frame models £1"} greatly improve the adequacy 
and dynamic of information support in comparison with data bases, Where any change of structure is impossible without participance 
of data administrator. The modification of frame model suggests 
the human interference in connection of inner frame structure. Ac­
tive inner term-level regeneration of knowledge system is possible 
only without strictly plotted pieces of problem-oriented knowledge.
Otherwise we ought to consider such pieces of knowledge as terms. 
The knowledge generation needs the special tools for generation of inner structure, which are based on the knowledge system rela­
tion, In this case the relations on data types become regional and 
take part in logical-procedural representation. Here we may point out the possibility of uncertain knowledge representation using 
fuzzy sets theory. Fuzzy relations can be used on the frame level 
and on the level of regional relations. In general case each frame 
needs it's own linguistic scale and it's own rules of membership 
function evaluation (semantic rules). On the contrary the regional 
relations can be universal. This fact allows to construct a number of rather simple and effective consonance procedures using fuzzy
APPROACH TO CONSONANCE PROCEDURES
One of the central questions of knowledge base generation is the support of knowledge base in consonance state independently on every regional relation. The support of knowledge base consonance 
is the generalization of the procedure of data integrity support 
in data base. As it was mentioned above, it can't be based only on 
the analysis of binary relations between pieces of knowledge. To 
investigate active knowledge base consonance we use the method
’ ped for determination of internal inconsistensy
Consonance ternary relations were defined by_Heider using con­
sonance functions 0(x,y,z) = xyz v xyz y xyz v xyz, where x,y 
and z are boolean variables, which characterised the existense of 
given relation between all pairs of components of certain triple. 
Ternary relation is called consonance if 0  (x,y,z) =1. The sys­
tem is called consonance if all the triples of components gives 
the consonance relations. Here we point out two types of binary 
relations used in definition of consonance. The first type is based 
on threshold estimation of relation between elements and corres­
pond to ordinary boolean matrix. The second type suggest the exi­
stence of fuzzy relations between elements, that corresponds to 
matrix with coefficients from [0,1] or from the term-set of given 
linguistic scale. For the second type ternary relation is called 
consonance, if 0>(x,y,z) ^0,5, where x, y, z - fuzzy grades of 
links between elements or linguistic approximation LA £ 0  (x,y,z)J 
e  -{true, not very true, very true, very very true etc.J- in the 
case of linguistic values of variables.
models.
The introduction of fuzzy relations especially linguistic rela­
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tions, needs several special procedures of fuzzy information pro­
cessing (so-called direct and inverse linguistic approximation, 
storing of the meanings of fuzzy linguistic terms, the adaptation, 
of the knowledge base to the new problem areth. This adaptation i3 
closely connected with transforamtion to universal 3cale or 
with the invariancy principle for fuzzy linguistic scale given by 
modelling relation L 5 i . Inspite of the fact that nonfuzzy model 
is the special case of fuzzy ones, algorithms of consonance appro­
ximation, using maxmin criteria instead of additive ones, are much 
more simple.
The problem of consonance approximation of the relation with mini­
mal number of changed links between elements is equivalent to the problem of maximal cut of the graph and has no effective algorithms 
In 1 63 it is described one of the heuristic consonance approxima­
tion algorithms which allows to reduce the search to find the nearest 
consonance relation to the given relation. The description of seve­
ral such algorithms is given in I 7 1 , where the procedures of tran­sitive closure and transitive approximation are used. They are 
based on following ideas.
It is easy to show that relation is consonance if and only if it 
induces the partition on the objects and forms tv/o disjoint classes, 
so that 0 (x,y,z)^-0,5 for the objects inside the classes and 
(x,y,z) <. 0,5 otherwise. In particular, fuzzy equivalence rela­
tion is consonance, if it forms exactly two classes for = 0,5.
In this case the transitive closure of:similaruty relation S gives 
also the algorithm of construction of fuzzy consonance relation on 
the object set. The set of all <*. , such that cL - cut S,*_ induces 
exactly two classes of equivalence is an interval and in
general case it doesn't include 0,5. But we can monotonically 
transform the values of the relation S, so that the new relation 
S will give such interval iW, <*x J  , that 0,5 6 L a i / ' t X ' j . As 
fq.r as the results of classification are invariant under the mono­
tonic transformations, the obtained relation will be fuzzy conso­
nance relation.
If v/e use the standart method of transformation of the relation into consonance state, i.e. the replacement the values s. . of the 
relation S by the opposites ones, 'S". . = 1 - 3. ., we can'T^use the 
algorithm of transitive closure. But^we'll base on the assumption, 
that the most rational variant for the system is to change the 
values with minimal amplitude. Hence we'll minimize functional 
gmaxs^|s.^ - sij | , where S* - the set of all values, changed
dicing the transformation into consonance state. The suggested al­
gorithm searchs for cut of the set M, which includes the most 
"heavy" links s ^  among s ^ ér 0,5. If the search is failed, then
the algorithm additionally considers the links 0, 5 6  s . . <. 0, 5 + o( .
The value of oc monotonically increases .’until the o< -cut will be 
found.
We need much more complex algorithm, if the fuzzy relation S4of 
type X, is given. Using the algorithm of transitive approximation 
with some additional conditions C7J we get such fuzzy equivalence 
relation S*, that Jtij (t'v.j'S is the largest consonance relation
among all consonance relations with the some partition.
The above mentioned procedures may also use information, given as
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modelling relation L 53 (of type 1 or of type 2), if the can't be obtained directly. Then S can be defined by the S = R o  R' or S = R'S’R», where o and - maximum and generalizated 
maxmin operations. Thus, modelling relation may be used for know­
ledge representation in active knowledge bases.
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В настоящее время при решении задач с помощью ЭВМ обычно исполь 
зуется алгоритмический подход, заключающийся в том, что для задачи 
составляется алгоритм её решения или, иными словами, явно определён 
ная последовательность действий, которые необходимо выполнить для 
преобразования исходных данных в результат. Такой подход имеет мно­
говековую историю, являясь естественным для сознательного человечес 
кого мышления, хорошо согласуется со структурой современных машин 
традиционного типа и достаточно эффективно применяется при решении 
научно-технических задач, в которых, в основном, обрабатывается чи­
словая информация.
В то же время существует много практически важных задач (в част 
ности, большинство задач управления, планирования и проектирования, 
различного рода моделирование и любые задачи, связанные со структур 
ными преобразованиями), для которых применение алгоритмического под 
хода приводит к неоправдано сложным решениям. Поэтому в последние 
годы большое внимание уделяется альтернативным подходам, использую­
щим представление задачи в виде структурного описания предметной об 
ласти, к которой относится задача, с помощью функциональных семан­
тических сетей или фреймов. Такой подход позволяет существенно 
тупросить программирование сложных задач, сделав его доступным для 
непрофессиональных программистов 1,2 . Однако, при его
реализациях возникает ряд серьёзных проблем, обусловленных тем, что 
для решения задачи на машине традиционного типа необходимо иметь 
программу, представленную в алгоритмической форме. Переход от се­
мантических сетей к алгоритмам требует сложных трансляторов и 
значительного объёма оперативной памяти для размещения системных 
средств. Кроме того структура современных ЭВМ практически не 
позволяет использовать естественный параллелизм задач, полностью 
сохраняемый в семантических сетях (в отличие от алгоритмического 
подхода) для сокращения времени решения задачи. Поэтому возникает
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проблема разработки таких ЭВМ, которые могли бы непосредственно 
реализовывать структурный метод представления задач без перехода к 
алгоритмам.
В работах 3,4 была предложена новая модель вычислений, обла­
дающая высокой конструктивностью и позволяющая создавать высокоэф­
фективные ЭВМ в основе которых лежит представление задач близкое к 
семантическим сетям или фреймам. В основе этой модели лежат дина­
мические автоматные сети (ДАС), обеспечивающие представление любой 
задачи в виде динамической структуры, то есть в виде множества 
объектов, связанных отношениями. Как объекты, так и отношения сами 
могут являться структурами. Динамизм структуры заключается в том, 
что она наделяется способностью к автотрансформации, то есть в сос­
тав структуры включаются такие элементы, которые способны изменять 
её. Исходной программе соответствует некоторая начальная структура, 
к трансформации которой и сводится решение задачи. Задача считается 
решённой, если в программной структуре не остаётся ни одного элемен 
та, способного изменять эту структуру. В ДАС каждому элементу стру­
ктуры сопоставляется конечный автомат (исключение составляют лишь 
некоторые примитивные отношения, такие как ПРИНАДЛЕЖНОСТЬ, СЛЕДОВА­
НИЕ, ЭКВИВАЛЕНТНОСТЬ и ряд других, которым сопоставляются межавто­
матные связи) , который не только преобразует входные сигналы в вы­
ходные, но и обеспечивает формирование таких воздействий на коммута 
ционную среду (обеспечивающую межавтоматные связи), которые позво­
ляют изменять связи автомата с другими автоматами сети, ликвидиро­
вать все связи, что эквивалентно уничтожению автомата, включать в 
состав сети новые автоматы, обеспечивая тем самым её развитие.
Любой ДАС можно сопоставить виртуальную машину, архитектура 
которой динамически изменяется в соответсвии с изменением структуры 
ДАС в ходе решения задачи. Такая машина называется машиной с дина­
мической архитектурой (МДА).
Любая МДА состоит из двух основных частей - операционной и ком­
мутационной. Операционная часть соответствует множеству автоматов 
конечного числа типов, из которых и строятся любые сети, а коммута­
ционная часть соответствует коммутационному полю, обеспечивающему 
динамическое изменение межавтоматных связей. Наиболее естественной 
формой такого поля является комутационная автоматная сеть с регуляр 
ной структурой, состоящая из специализированных коммутационных авто 
матов. На данном этапе развития технологии целесообразно сопостав­
лять реальное устройство не отдельно взятому автомату а множеству 
автоматов. Так множество операционных автоматов отображается в вычи 
слительные модули (ВМ), каждый из которых соответствует вычислитель
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НОЙ машине, включающей в свой состав процессоры, обеспечивающие реа­
лизацию автоматных функций, оперативную и внешнюю память, обеспечи­
вающую хранение описаний автоматов и их состояний, и каналы ввода 
вывода, осуществляющие взаимодействие автоматов с внешней средой 
(периферийными устройствами). Множество коммутацонных автоматов ото­
бражается в коммутационные модули (КМ), соответствующие специализи­
рованным процессорам, по своим функциям близким к связным процессо­
рам, используемым в вычислительных сетях. В целом по своей структу­
ре МДА соответствует сети ЭВМ, однако по своей архитектуре любой 
вычислительный модуль принципиально отличается от традиционных ма­
шин. Ниже будут рассмотрены основные черты внутреннего языка МДА, 
определяющего в целом архитектуру таких машин, имеющих высокий уро­
вень внутреннего "интеллекта".
Внутренние языки любых современных машин, включая нетрадицион­
ные, содержат элементы двух принципиально различных классов - коман­
ды и данные. Программа, определяющая алгоритм решения задачи пред­
ставляет из себя жёстко определённую последовательность команд, ос­
тающихся неизменными в ходе её решения. Данные, являющиеся объекта­
ми преобразования со стороны программы, непосредственно не входят в 
её состав. Несмотря на принципиальное различие (команды не могут 
являться объектом преобразования, а данные не могут выполняться) 
команды и данные не содержат в своём составе признаков,позволяющих 
отличить их друг от друга.
Внутренний язык МДА (называемый в дальнейшем ДАР) состоит из 
программных элементов (ПЭ) достаточно близких друг к другу как по 
структуре, так и по использованию в машине, поскольку каждый из 
этих элементов соответствует автомату ДАС. Любой элемент может вы­
полняться и, в свою очередь, быть объектом преобразования. Програм­
ма, представленная в МДА, соответствует сети программных элементов, 
и процесс решения задачи заключается в преобразовании исходной сети 
в конечную сеть, соответствующую результату.
Каждый ПЭ состоит из трёх основных частей: описания, состояния 
и связей. Описание определяет функцию, выполняемую автоматом, соот­
ветствующим ПЭ, а также определяет синтаксис ПЭ. Смысл остальных 
частей непосредственно определяется их названием.
Связи ПЭ соответствуют примитивным отношениям, связывающим дан­
ный элемент с другими ПЭ. Обычно в машинных языках используются два 
функциональных отношения АРГУМЕНТ и РЕЗУЛЬТАТ, связывающих команду 
с данными и неявное отношение ПРЕДШЕСТВОВАНИЕ (СЛЕДОВАНИЕ), опреде­
ляемое с помощью соответствующего размещения элементов в памяти ма­
шины. В некоторых машинах с высоким уровнем внутреннего языка ис­
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пользуется также отношение ПРИНАДЛЕЖНОСТЬ (ВКЛЮЧЕНИЕ), позволяющее 
определять древовидные структуры для данных или блочные структуры 
для команд. Поскольку язык ДАР ориентирован на непосредственное 
представление в машине произвольных структур, в его состав целесооб 
разно включить помимо перечисленных выше ещё несколько примитивных 
отношений, таких как ЭКВИВАЛЕНТНОСТЬ, СООТВЕТСТВИЕ и РАВЕНСТВО. Лю­
бое примитивное отношение, связывающее ПЭ с другими элементами, яв­
ляется для ПЭ входящим или исходящим (симметричное отношение, напри 
мер, РАВЕНСТВО, является одновременно и тем и другим). Примитивные 
отношения по своей структуре похожи на ПЭ, то есть они состоят из 
описания, определяющего тип отношения, состояния и связи.
В состоянии ПЭ можно выделить три основных элемента: состояние 
корректности (СК), состояние активности элемента (СА) и собственно 
состояние программного элемента (СЭ), соответствующее его значению.
Состояние корректности определяет степень правильности СЗ и мо­
жет принимать 4 логических значения: ЛОЖЬ, НЕОПРЕДЕЛЕННЫЙ, БЕЗРАЗ­
ЛИЧНЫЙ и ИСТИНА (следует заметить, что в языке ДАР используется че­
тырёхзначная логика). Для отношений СК совпадает с СЭ, причём отно­
шение считается неопределённым, если элемент, для которого отноше­
ние является исходящим находится в неопределённом состоянии, и без­
различным, если отношение неприменимо к элементам, которые оно свя­
зывает. Другие ПЭ переходят в ложное состояние при возникновении 
ошибок в ходе хранения или выполнения. Неопределённое состояние 
используется для целей управления вычислительным процессом в МДА. 
Безразличное состояние любых ПЭ (кроме отношений) используется для 
решения частично определённых задач.
Состояние активности определяет различные стадии выполнения 
ПЭ. Если в обычных машинных языках выполняемый элемент (команда) мо 
жет находится в двух состояниях - ВЫПОЛНЕНИЕ и ХРАНЕНИЕ, то в ДАРе 
таких состояний имеется четыре: ХРАНЕНИЕ, АКТИВАЦИЯ, ВОЗБУЖДЕНИЕ И 
ГОТОВНОСТЬ. Состояние ХРАНЕНИЕ определяет отсутствие каких либо 
действий, выполняемых соответствующим автоматом. ПЭ, находящийся в 
этом состоянии хранится в оперативной или внешней памяти ВМ. При 
изменении СК любого примитивного отношения, входящего в ПЭ и находя 
щегося в СА ХРАНЕНИЕ, ПЭ переходит в состояние АКТИВАЦИЯ и зано­
сится в очередь на выполнение, состоящую из ПЭ, которые находятся в 
таком же состоянии. Выполнение любого ПЭ, находящегося в данном 
состоянии заключается в проверке состояний отношений, входящих в 
ПЭ. Если все эти отношения истинны, то ПЭ переходит в состояние ВОЗ 
БУЖДЕНИЕ и ставится уже в другую очередь на выполнение, состоящую 
из ПЭ, находящихся в том же состоянии. Выполнение возбуждённого ПЭ
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зависит от класса и типа элемента, а также от размещения других ПЭ 
(например, связанных с данным ПЭ отношением АРГУМЕНТ), участвующих 
в преобразовании, и либо осуществляется одним из процессоров ВМ, в 
котором размещена соответствующая очередь, либо передаётся в оче­
редь на вывод в тот ВМ, где находятся соответствующие аргументы или 
аргумент. Аналогичная ситуация возникает и тогда когда длина очере­
ди в текущем ВМ превышает некоторую пороговую величину.
После завершения выполнения элемент переходит в состояние ГОТОВ­
НОСТЬ и попадает ещё в одну очередь. Выполнение любого элемента, со­
держащегося в этой очереди, заключается в переводе в состояние АКТИ­
ВАЦИЯ всех ПЭ, с которыми данный элемент связан исходящими отношени­
ями. После завершения этого действия элемент переходит в состояние 
ХРАНЕНИЕ либо уничтожается ( в зависмости от класса, типа и ряда 
вспомогательных признаков). Элементы, находящиеся в состоянии ХРАНЕ­
НИЕ обычно находятся в очереди на передачу во внешнюю память. При 
любых перемещениях ПЭ внутри ВМ или в другие ВМ осуществляется соот­
ветствующее изменение связей во всех элементах связанных какими ли­
бо отношениями с перемещаемым ПЭ.
Каждой из перечисленных выше очередей можно сопоставить свой 
процессор, обеспечивающий выполнение элементов, находящихся в соот­
ветствующей очереди, то есть наиболее естественная структура ВМ со­
ответствует многопроцессорной системе с относительно простыми фун­
кционально-ориентированными процессорами. Любой из этих процессоров 
берёт первый элемент из своей очереди, выполняет его и помещает ли­
бо в одну из других очередей, либо в свою собственную очередь, если 
выполнение элемента не было завершено, либо просто помещает в па­
мять. Поскольку порядок элементов в очереди является безразличным 
для выполнения программы и отстутствуют причины, изменяющие порядок 
ПЭ в очереди, то в процессорах ВМ можно организовать эффективную 
конвейерную обработку, обеспечив тем самым высокую производитель­
ность машины.
Все элементы внутреннего языка ДАР делятся на 5 основных клас­
сов: значения, операторы, отношения, ссылки и ресурсы.
Значения в целом соответствуют данным и обеспечивают представле­
ние на машинном уровне практически любых структур, применяемых в со­
временных языках программирования.
Операторы языка ДАР обеспечивают произвольные структурные прео­
бразования, включая и обычную числовую обработку, причём, как прави­
ло, в ходе решения задачи сначала происходит рост программы за счёт 
размножения операторов и связанных с ними значений, а к концу реше­
ния задачи программа уменьшается за счёт уничтожения отработавших
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операторов и использованных значений. Все операторы на теоретичес­
ком уровне могут быть определены через единственный примитивный one 
ратор структурной подстановки.
Отношения имеют тот же смысл, что и в семантических сетях и по­
добно любым другим ПЭ могут соответствовать произвольным структу­
рам. Выполнение любого отношения соответствует проверке его правиль 
ности путём определения состояния корректности. С любым значением 
отношения может быть связана стандартная или определяемая пользова­
телем программа реакции на указанное значение.
Ссылки являются исключительно мощным средством повышения эффек­
тивности языка и компактности программ. Они используются для опреде 
ления примитивных отношений над неявно определёнными ПЭ либо сразу 
над множеством ПЭ. Как правило ссылки указывают на элементы некото­
рой структуры (то есть такие ПЭ, которые связаны с элементом, соот­
ветствующим собственно структуре, отношением ПРИНАДЛЕЖНОСТЬ) с помо 
щью индексов ( для последовательно упорядоченных структур), имён 
или образцов (ассоциативных признаков). В качестве элементов ссылок 
могут использоватья также кванторы ВСЕ и ЛЮБОЙ. Например, программа 
записанная на внешнем языке в виде выражения: (ВСЕ=папа ИЗ текст 
ЗАМЕНИТЬ НА ЛЮБОЙ ИЗ (папаша,отец,батя)), обеспечивающая замену 
всех слов "папа" на любой из указанных синонимов в заданном тексте, 
при представлении на языке РЯД содержит один оператор ЗАМЕНИТЬ (ПОД 
СТАНОВКА), связанный с аргументом и результатом с помощью ссылок, 
каждая из которых соответствует одному ПЭ.
Ресурсы являются элементами ДАР, используемыми для эффективного 
отображения программы на структуру реальной машины. Например, эти 
ПЭ позволяют обеспечить выполнение программы в конкретном модуле 
или процессоре или в заданной группе ВМ, использовать в ходе 
вычислений регистровую память для хранения промежуточных 
результатов, выдать информацию на конкретное внешнее устройство и 
т.д.
В заключение следует отметить, что как показали проведённые 
теоретические и экспериментальные исследования предложенный выше 
подход позволяет на порядок уменьшить объём системного и 
прикладного программного обеспечения при одновременном повышении 
эффективной производительности ЭВМ на 1-2 порядка даже в случае 
использования одной и той же элементной и конструктивной базы за 
счёт существеного увеличения числа одновременно работающих 
процессоров.
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Since the computer language PROLOG (PROgramming in LOGic), 
based on symbolic logic, has been designed and implemented 
by Colmerauer and Roussel in Marseille in 1972, there has 
been increasing research activity on such areas as expert 
systems, natural language understanding, plan formation, 
computer aided building design, compiler construction, data 
base description and guery, the solution of mechanics prob­
lems, natural language processing, e.t.c. PROLOG is not the 
ultimate version of the logic programming language. Several 
languages based upon logic have been created. However, in the 
actual implementations the logic programming languages 
are not yet completed.
What we expect from logic programming is that
• running a program, we make a logical proof of the solution 
of the given problem, that means, we do not have to care 
about the correctness of the program.
• the computation to be done forward and backward depending 
on the given environment.
The formula F(x,y) can be interpreted as y = fix), when 
y is the unknown value or x = g(y;, when the unknown 
value is x instead of y.
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• both, the order of the literals in the clause and the order 
of the clauses to be irrevelant to the correctness of the 
logic program, that means, the logic program could be seen 
as a collection of pieces of known facts.
Autors inform about the first version of the experimental 
logic programming system EXL implemented in Institute that has 
features a» follows:
• EXL is based on the first-order Horn clauses.
• EXL always halts for programs not containing terms with 
functional symbols.
None of the known PROLOG system satisfies that condition.
• unification is complete.
Most of PROLOG implementations has logically incomplete 
unifier to increase the speed of computation.
• computation is bidirectional.
Usually, PROLOG programs contain too many extralogical 
operators to make the program work efficiently, that 
effects one-directional computation only*
• the order of literals in clause as well as the order of 
clauses in programs is not critical.
Changing the order of clauses and the order of literals 
in clause does not change the logic of the problem, still 
the execution of PROLOG programs leads to nonterminating 
loop or an incorrect solution is obtained.
. EXL is a built-in function of LISP 1.10 for PDP-11/40.
• EXL has its proper input language LPL similar to PROLOG.
• the cut operator is eliminated.
• the obscure parameter evaluation is avoided.
• the side effects as input/output primitives and 
variable/value assignment executions are eliminated.
For those abovementioned reasons the program is transparent.
To stress the deductive power of EXL a small but strong 
example is shown.
-158-
Suppose we have a single fact, say 
REL(constl,constl) <- ,
and we define the transitive closure by rule
RELCvarl ,var3) <- REL (vari, var2) ,REL(var2 ,var3.) .
The preceding clauses constitute a complete specification 
of the problem. Asking
<- REL(constl,const2) ,
whether constl is in relation REL with const2, we can see 
that answer is NO. But running PROLOG, the execution leads 
to nonterminating loop that represents the incompleteness of 
the PROLOG proof procedure. The similar behavior have the 
other dialects of PROLOG and LOGLISP.
EXL halts returning the correct answer.
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This paper describes designing principles and 
structure of a program package for the planning 
of Industrial Systems capacities development. 
The planning offices personnel interacts with the package on its -professional language. When 
solving the package uses original methods to 
handle with large-scale boolean programming 
problems.
The planning offices personnel (POP) engaged in industrial planning 
from the final goals usually encounters difficulties caused by the 
very large amounts of information to be taken into account.
Dealing with the large-scale arrays of input data characterizing 
the planning situation POP has to produce a number of alternative 
plans, evaluate them on the basis of the final goals and to choose 
the best one. Large dimensions of the planning problems, limita­tions on the resources to be allocated and the variety of industri­
al links make these problems very hard for the analysis and deci­
sion making.
It is generally accepted nowdays that for these purposes modern computers must be used. The formalization of different aspects of 
planning gave rise the development of mathematical methods while 
the widespread of programming languages provides their efficient 
computer realization. Also, to deal with highly structured and com­
plexly organized data, the Data Base (DB) representation of infor­
mation and the Data Base Management Systems (DBMS) were created.
The computer development brings into play the possibilities to accu­
mulate and store practically unlimited amounts of data and programs 
which may now be considered as knowledge accessable for automatic 
use for solving of applied problems.
Though POP are professionals in their field, usually are Just dab­
blers in programming, applied mathematics and computer science.
Thus, an urgent necessity arises to create the intellectual systems which ehables users to describe the problems under consideration on 
his professionally oriented language and to solve them with the help of applied mathematics, programming and computer aoience tech­
nique.
The traditional approach to handle this problem is the developing 
of Program Packages (PP) technology £2,3J • Due to the complex inner structure PP's possesses quite new properties as compared to 
the isolated programs and information arrays. The principal merit
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is the ability to solve problems formulated in professional terms 
of some applied area.
This report deals with the principles, structure and architecture 
of the PP PROJECT, the design of the Computer Center of the Academy 
of Sciences of the USSR.
PP PROJECT is developed for solving the project choice problems 
while planning new industrial capacities and, in particular, for 
finding the starting moments of their building and construction.The target plan must be balanced as for the resources as well as for the product output program. Such problems arise in planning 
procedures for the industrial systems (IS). The package under design 
is specially aimed for the mixed-boolean problem with block-trian- 
guler constraints to which theses planning problem can be reduced.
The main components of the paokage are: problem area (PA), functial and system components. N
1. The problem area description comprises the POP's knowledge 
about problem area concepts and connections among them, about ma­
thematical class of problems under solvement, about routines of 
functional component, data structures and man-machine comunication language.
The description of the PA is arranged into three levels of descrip­
tion: the domain-oriented one, the mathematical and program levels 
[4 3 •
' The concepts of the domain-oriented level are as follows: planning 
period, resource, industrial capacities, industrial system, block 
of projects, investment and capacity development projects, finished 
product and complementing product, complementation matrix, task, plan, optimal plan.
Interrelations between the terms are caused by the fact, that on 
the domain-oriented level of PP the industrial system is described 
by the blocks of projects of capacity development intended for the 
product outputs. The connection between the finished and complement­
ing products is given by complementation matrix. The industrial 
system, blocks, block's projects with their numerical characteris­
tics, the goal of the IS, the IS program define the planning situa­
tion model. The plan for IS determines the moments of the beginning 
of the projects and, consequently, the summarized industrial expen­
ditures and total volumes of finished products from these new capa­
cities. The optimal plan is the plan which corresponds in a best 
way (in the sence of MIN-MAX) to the task of the industrial output 
(or to the task of capacities development, or expenditure of re­sources).
The main operations on the domain-oriented level are as follows: 
model construction operations (the description of the block of pro­
jects and the description of the industrial tasks), problem formu­lation and problem solving operations, data access operations and 
the report generation.
The operations on model description and manipulation with the in­
formation arrays can be, on the other hand, implemented by means of 
data management operations. The conoepts in problem area and their 
interrelation oon be represented by means of the data description
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language. In thia way the description of the problem area, models 
and the data manipulation operations can be realized by the stan­
dard DBMS means of the PP.
The package is intended, first of all, for the planning problems 
solving and gives to user the possibility to find the solution for 
the following problems:
- PROBLEM 1.
Find the plan of capacity development which under given level of 
available resources gives the best approximation (MAX-MIN) for the 
industry task of finished outputs.
- PROBLEM 2.
Find the plan which under the given level of available resources 
gives the best approximation for the industrial task of the capa­
city development.
- PROBLEM 3.
Find the plan of capacity development which under given level of 
finished product outputs gives the best way of resources utiliza­
tion (MIN-MAX).
- PROBLEM 4.
The statement of this problem is analogeous to the Problem 1, but 
it takes in the consideration an inventry of product outputs.
- PROBLEM 5.
Find the plan of a block capacity development which minimizes the 
reduced resource.
These planning tasks are reduced to the mixed-integer boolean pro­
gramming problems with block-triangular constrainsts.
On the mathematical level of problem area the description of these problems and algorithms for solving them are represented in the 
form of OR/AND graph. This graph is called subproblems network and 
has block structure. Each block of network corresponds to one of 
problems mentioned above and represents the algorithm for solving this problem. The subproblems with their types make up the set of 
verticies in the graph. There are three typical classes of subprob­
lems in PP: mathematical subproblems (linear and boolean programm­ing problems, linear algebra subproblems), DB-problem3 (subproblems 
of access to data corresponding to IS, blocks, resources) and sub­
problems for decision making (subproblems for methods selection or 
alternative problem solving way). Each type of subproblems has its name and attributes. For example, the linear programming problem 
has following attributes: the matrix of constraints, constraints 
vector, vector of variables linear criterion. The set of the arcs 
of the subproblems network is divided into two subsets: L-arcs
and D  -arcs. L. -arcs define the logic of the algorithm and I) -arcs 
describe exchanges of data between subproblems.
Problem statement and problem solving operations form the main ope­
rations of the mathematical level. User can stand the problem on 
planning situation model, points out the type of problem ( 1 - 5 )  
and, possibly, changes input data. The executer of PP organizes 
the task solving process by using corresponding block of subproblems 
I network. The relationship between domain-oriented and mathematical
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levela of PA is performed by DB-problems, which carry out the in­
terface between the data base and subproblem3 attributes.
The program modules descriptions constitute the program level of 
problem area. Each module has its name and input/output parameters.
The relationship between mathematical and program levels consists of correspondence descriptions between the names of subproblems 
and modules and the correspondence between subproblem's attributes and modules's parameters.
The representation of domain-oriented mathematical and program 
knowledges in PA gives the possibility for easy changing of a 
scheme of data base, introducing of new types of standard problems 
and adding modules without essential modification of PP.
2. The functional component of the PP consists of modules for ty­
pical subproblems solving. Standing and solving of the typical problems ( 1 - 5 )  demands a large amount of data, but the reception 
of precise desicion is difficult and not always need. Thus, the PP 
utilizes an iterative methods which are based on Danzig-Wolf de- 
compositional scheme, applied to approximational problems for prob­
lems 1 - 4  and "branch and bound" method for problem 5. Search 
scheme for solving the standard problems 1 - 4 is based on sequen­
tial dealing with problem 5, [5Ü . The subproblems of mathematical level are the steps of solving algorithms for these standard prob­lems. The linear programming problems in PP are handled by the Di­
rect Simplex method or by the Danzig-Wolf decomposition method. Por solving the boolean problems the method based on analysis of a search tree, "knapsack" algorithm and heuristic method for genera­
tion solutions for linear system of inequalities with boolean va­
riables L6 2  are used. Por dealing with linear algebra problems
in package linear algebra routines are used.
3. The main functions of the system's component of the program 
package are following: a maintaining of communication between the 
user and PP, an algorithm generation and a controlling of problems 
solving process by using the modules from the functional component of the PP.
The monitor of PP accomplishes the monitoring functions and calls 
the subsystems of package (module definition, data access, report 
generation subsystems and executer).
Pirst of all, PP construct the algorithm for solving of the plann­
ing problem which is described on the professionaly-restricted 
language. In the PP an algorithm is generated in accordance with a correspondent block of the subproblem network. The data base prob­
lems supply the mathematical subproblems with information.
The executer organizes the solving process by interpreting the cor­
respondent block of subproblem network and calls a necessary modu­
les from the system library, adjusting and supplying them by data.
The user interacts with the package on a rather simple language 
which concludes the professional terms from the planning area. The 
language has an hierarhical structure. The basic construction of 
the language is an instruction. Each instruction has defining key 
word and a list of parameters. The language instructions form three 
levels. The first level instructions give to user the possibilities
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of model definition, problem stating, data accessing and descrip­
tion of forms for report generation. Performing these instructions 
monitor calls corresponding subsystems which languages constitute 
the second level of PP's language. Por the dialogue with a program 
modules the third language level is used.
To illustrate the possibilities of the PP PROJECT let's consider 
typical dialogue with the system. First of all, the user id determ- 
ing the planning situation model, describing the blocks, the pro­
jects of IS, ta3k and resources of IS. The information about pro­
jects has been loaded to the data base under PP adjusting. On the 
next step of dialogue the user can modify the part of data state 
one of the standard PP's problems and initiate its solving. During 
a solving process the user is interacting with the functional modu­
les and taking an active participence in a process of an optimal 
plan reseption. Has been recieved the plan the user, applying his 
own professional practice, analyses it and then modyfies an input 
data or describes and put into solving a new task. The solving of 
a practical planning problems is not always possible in dialogue 
mode because of large processing time. In this case the PP enaibles 
user to formulate a task and to fulfil it then in batch mode. The user can print an obtained solution in form of variable tables. The 
formats of these tables are described in generating report subsys­
tem.
In this way PP PROJECT anables to the POP the possibilities for 
analyzing of many variants of capacities development plans and for 
reception of the well-grounded plan.
The program package PROJECT is under the design in the Computer 
Center, the Academy of Sciences of the USSR, as a part of Dialogue 
Industrial Planning System by using MAVR System L71 (Instrumental System for the program packages developing; and DBMS COMPAS t8l .
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_Introdiac t ion
This contribution deals with the automatic recognition of 
textures.Texture can be found in all images from multispectral 
scanner images obtained from aircraft or satellite platforms 
to microscopic images of cell cultures or tissue samples. Des­
pite its importance and ubiquity in image data, a formal ap­
proach or precise definition of texture does not exist. We 
think of texture as an organized area phenomena. When it is 
decomposable it has two basic dimensions on which it may be 
described. The first dimension is for describing the primiti­
ves out of which the image texture is composed, the second di­
mension is for the description of the spatial dependence a- 
mong the primitives of an image texture. The primitives are 
maximally connected sets of pixels having a given tonal pro­
perty.
Problems solved in this work are following -
- to describe a new method of texture recognition based on 
primitive extraction and on texture description by the 
number and types of extracted primitives and spatial orga­
nization of primitives
- to show the function of this method on real textures .
Methods of texture description are usually separated into 
two large groups. The first one includes symptomatic methods, 
the second one syntactic methods /3/>/4/,/5/,/6/. We do not
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mention these two approaches to be of competition. We accept 
both of them. Proposed texture recognition system is hybrid 
and hierarchic, in one level symptomatic in the other syntac­
tic approach predominates.
2i_Hybrid_Texture_Recognition_Method
2.1. Approach
Presented texture recognition method is neither symptoma­
tic nor syntactic. This method /7/ is multiple-level hybrid 
one connecting advantages of both basic approaches. Hybrid 
method gives relatively simple computation and operational ob­
jectiveness as same as symptomatic methods. In the same time 
primitives are exactly defined what is a good property of syn­
tactic methods.
In case texture recognition is made this way, the propo­
sed method must content several following steps. In the first 
step it is necessary to extrást primitives frmm digitized tex­
ture images, to describe and classify these primitives. After 
finishing this step classifier is able to classify any primiti­
ve described in given manner. In the second step texture samp­
les are scanned, primitives are extracted, classified and spa-s 
tial dependence among primitive kinds is computed. On the base 
of the spatial dependence feature vector classifier for textu­
re sort discrimination is learned. The third step represents 
classification of unknown textures entering texture recognition 
system.
Presented method consequently has two levels of learning, 
in the recognition level classification is performed. In the 
first level classifier I is learned to classify primitives.
The learning proceeds by the cluster analysis method - learning 
without teacher. It means classifier only needs examples of 
different primitives and information about the number of pri­
mitive classes. Important reason for using learning without 
taacher is impossibility to give right information about class 
of all primitives because of their great number.
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In the second level the recognition system classifies 
primitives and on the base of this classification and com­
puted spatial dependence among primitive kinds classifier II 
(working on a principle of minimum distance) is learned to 
classify textures. It is necessary to give an information 
about texture sort to the system now. This information is 
easy to give - the name of texture.
In the recognition level unknown texture is scanned, 
texture primitives are extracted, their characteristics are 
described and primitives are classified. On the base of 
primitive kinds the spatial dependence is computed and the 
texture sort is determined.
2.2. Primitive Extraction
The goal of primitive extraction is to segment texture 
image into primitives and background. Proposed hybrid textu­
re recognition method is based on texture description by 
the number and types of extracted primitives and by spatial 
organization of primitives. For effective primitive extrac­
tion was rather modified Hong's et al. method /2/, based on 
grouping edges into primitive boundaries by joining facing 
pairs of edge points. This approach to primitive extraction 
realizes requirements for texture primitives very well. Our 
modification was designed to separate touching primitives.
2.3. Primitive Description
After extraction of primitives each primitive is an 
isolated object. To decide about similarity of primitives 
it is necessary to find their information-bearing features 
and to define a system of quantitative description of these 
qualitative properties.
We have found following suitable features for primiti­
ve description - area
average gray tone
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gray tone dispersion
elongatedness 
rec tangularity 
direction
noncompactness 
straigtness of a boundary
All algorithms for computation of these features are given 
in /7/. Further it is necessary to provide all primitives 
with identification numbers and to determine their position.
2.4. Spatial Dependence among Primitives
After foregoing operations the kinds of all primitives
in the processed texture are known, the position of &11
primitives is known, too. For each  primitive in every 45°
cut the nearest neighbouring primitive is determined. On
the base of nearest neighbours for all texture primitives
a spatial dependence matrices M- for every primitive classJj is computed. It means the number of spatial dependence 
matrices is the same as the number of primitive classes.
The value M-(i,k) tells, for instance, how often in proces-Jsed texture primitive kind k was the nearest neighbour of 
primitive kind j in the i-th cut,etc.
Information of each spatial dependence matrix is re­
duced into a scalar. Each texture sample is described by 
the K-dimensional vector g = (p1,p2> ••• ,PK)> where K. is 
the number of primitive classes
8 K
i=1 k=1 (1)
K 8 K
j = 1 i=1 k=1
M.(i,k)
J
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3._£x2®rimental_ Results
Property of designed method was determined on real Bro- 
datz texture samples /!/ and on TIROS satellite meteorologi­
cal snaps.
On a set of four Brodatz textures - oriental straw cloth, 
heringbone weave, pressed cork and plastic pellets, a 93 % 
correct identification was obtained. The training set for 
primitive classifier learning contained 455 elements - 
primitives, primitives were classified into 8 classes. Trai­
ning set for texture classification contained 59 texture 
samples. During recognition another set of 116 texture sam­
ples was processed. When the problem was reduced and the 
first three texture sorts - oriental cloth, heringbone weave 
and cork were processed, a 97 % correct classification was 
achieved. Another solved problem was to recognize two very 
similar textures - raffia and straw matting, a 92 % correct 
identification was obtained. In all up to now discussed prob­
lems the processed 50x50 image entered the minicomputer 
through the on-line connected TV system.
Next work was to identify three basic kinds of clouds 
(stratus, stratocumulus, cumulus) on a limited set of TIROS 
satellite meteorological data. Processed image 128x128 pi­
xels was scanned in B2 channel (0.75 - I.OO^um). In this task 
bright primitives were extracted because of bright clouds in 
the meteorological snaps. Primitives were classified into 
10 classes. There was achieved a 96 % correct identification. 
It is very interesting only a little worse results were ob­
tained with dark primitives without physical interpretation.
4_. _Conclus ion
Each of the up to now existing texture recognition met­
hods tends to emphasize tone or structure/3/. Presented hyb­
rid texture recognition method treats both aspects equally. 
Tone is the basic information for primitive extraction,
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Fig. 1 - Oriental straw cloth (a) Digitized Image
(b) Bright primitives extracted
Fig.2 - Pressed cork (a) Digitized image
(b) Bright primitives extracted
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structure is studied with spatial dependence among primitives.
With the verification , these supposed good properties 
of proposed hybrid method were proved -
- independence of the gray tone monotonic transformation
- independence of image turning
- short processing time (50 seconds for an 128x128 imageand EC 1040 computer)
- high performance of correct identified textures .
The new hybrid method for texture recognition will be 
used in remote sensing, in meteorology and in technical and 
medical diagnostics.
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SOFTWARE P R O J E C T S
*
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АРХИТЕКТУРА И ЯЗЫКОВАЯ ОРГАНИЗАЦИЯ СИСТЕМЫ 
РАСПРЕДЕЛЕННОЙ ОБРАБОТКИ 
А ф а н а с ь е в  С .В .
Л е н и н г р а д ,  М е н д е л е е в с к а я  л и н и я  I ,  ЛНИВЦ АН СССР 
Б а р и л о в  А .А .
Л е н и н г р а д ,  М е н д е л е е в с к а я  л и н и я  I ,  ЛНИВЦ АН СССР
I .  В в е д е н и е .
В н а с т о я щ е е  в р е м я  п р о б л е м а  р а с п р е д е л ё н н о й  о б р а б о т к и  и н ф о р м а ц и и  
з а н и м а е т  ц е н т р а л ь н о е  м е с т о  в  в ы ч и с л и т е л ь н о й  т е х н и к е .  В с ё  б о л ь ш е е  
з н а ч е н и е  п р и о б р е т а е т  п о и с к  н о в ы х  п р и н ц и п о в  о р г а н и з а ц и и  р а с п р е д е л ё н ­
ных в ы ч и с л е н и й  и п е р с п е к т и в н ы х  а р х и т е к т у р н ы х  р е ш е н и й , о т в е ч а ю щ и х  
т р е б о в а н и я м  э ф ф е к т и в н о с т и  и м о б и л ь н о с т и  в  у с л о в и я х  б ы с т р о г о  р а з в и ­
т и я  т е х н о л о г и ч е с к о й  б а з ы .
О б ы ч н о , р а з р а б о т к а  р а с п р е д е л ё н н ы х  с и с т е м  д и к т у е т с я  т е к у щ и м и  п о ­
т р е б н о с т я м и ,  с в о д я щ и м и с я  к  о д н о м у :  п о л у ч е н и е  б о л ь ш и х  в о з м о ж н о с т е й  
п у т ё м  о б ъ е д и н е н и я  с у щ е с т в у ю щ и х  в ы ч и с л и т е л ь н ы х  с р е д с т в  в  с и с т е м у ,  и 
п р о и з в о д и т с я  п о  м е т о д у  " с н и з у  в в е р х " .  При э т о м  о с н о в н ы е  у с и л и я  н а ­
п р а в л я ю т с я  н а  р е ш е н и е  п р о б л е м ы  с т ы к о в к и  р а з л и ч н ы х  п р о г р а м м н о - а п п а р а ­
т н ы х  с р е д с т в  ( п р и  пом ощ и с т а н д а р т н ы х  п р о г р а м м н о - а п п а р а т н ы х  и н т е р ф е й ­
с о в ,  п р о т о к о л о в  с в я з и  и т . д . ) ,  о р г а н и з а ц и ю  р а с п р е д е л ё н н ы х  б а з  д а н н ы х  
и ,  з а т е м ,  р а з р а б о т к у  о п е р а ц и о н н о й  с и с т е м ы ,к о т о р а я  о с у щ е с т в л я е т  у п р а ­
в л е н и е  р е с у р с а м и  и п р о ц е с с а м и , к а к  п р а в и л о ,  ц е н т р а л и з о в а н н ы м  о б р а з о м
О сн о в н ы м  н е д о с т а т к о м  п р и  т а к о м  п о д х о д е  я в л я е т с я  о т с у т с т в и е  е д и ­
н о й  м е т о д и к и  р а з р а б о т к и  с и с т е м  р а с п р е д е л ё н н о й  о б р а б о т к и ,  ч т о  п р и в о ­
д и т  с  о д н о й  с т о р о н ы  к  у н и к а л ь н о с т и  р а з р а б о т к и ,  с  д р у г о й  с т о р о н ы  к 
с л о ж н о й  а д а п т а ц и и  н а  н о в ы е  п р и л о ж е н и я .
А л ь т е р н а т и в н ы й  п о д х о д ,  н аш ед ш и й  с в о ё  в о п л о щ е н и е  в  с о з д а н и и  м а ­
шины с  д и н а м и ч е с к о й  а р х и т е к т у р о й ( М Д А )  I  , з а к л ю ч а е т с я  в  р а з р а б о т к е  
в и р т у а л ь н о й  с и с т е м ы ,  р е а л и з у ю щ е й  в ы ч и с л и т е л ь н у ю  с р е д у ,  к о т о р а я  п о д ­
д е р ж и в а е т  ф у н к ц и о н и р о в а н и е  с л о ж н ы х  и н ф о р м а ц и о н н ы х  с т р у к т у р  н а  о с н о ­
в е  в н у т р е н н е г о  я з ы к а  в ы с о к о г о  у р о в н я ,п о з в о л я ю щ е г о  д о с т а т о ч н о  э ф ф е к ­
т и в н о  о п и с ы в а т ь  о р г а н и з а ц и ю  и д и н а м и к у  и з м е н е н и я  и е р а р х и ч е с к и х  п р о ­
гр а м м н ы х  с т р у к т у р ,  я в л я ю щ и х с я  о б ъ е к т а м и  в ы ч и с л и т е л ь н о й  с р е д ы .
Т а к о й  п о д х о д  о т в е ч а е т  т р е б о в а н и я м  д о л г о с р о ч н о с т и  и у н и в е р с а л ь ­
н о с т и ,  а  т а к ж е  о б л а д а е т  д р у г и м и  д о с т о и н с т в а м и .  В о - п е р в ы х ,  п р е д с т а в ­
л е н и е  з а д а ч и  в  с т р у к т у р н о м  в и д е  я в л я е т с я  н а и б о л е е  е с т е с с т в е н н о й  ф о р ­
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м о й  о п и с а н и я .  В о - в т о р ы х ,  в и р т у а л ь н а я  с и с т е м а  с  т о ч к и  з р е н и я  а р х и т е к ­
т у р ы  о д н о р о д н а  и о б л а д а е т  в о з м о ж н о с т ь ю  р е г у л я р н о г о  н а р а щ и в а н и я .  
В - т р е т ь и х ,  в ы с о к и й  у р о в е н ь  о р г а н и з а ц и и  в и р т у а л ь н о й  в ы ч и с л и т е л ь н о й  
с р е д ы  и в н у т р е н н е г о  я з ы к а  у п р о щ а е т  о т о б р а ж е н и е  с л о ж н ы х  з а д а ч  р а с п р е ­
д е л ё н н о й  о б р а б о т к и  н а  у р о в н е  с и с т е м ы . В - ч е т в ё р т ы х ,  р е а л и з а ц и я  с и с т е ­
мы н а  к о н к р е т н ы х  в ы ч и с л и т е л ь н ы х  с р е д с т в а х  с в о д и т с я  к  р е а л и з а ц и и  д о с ­
т а т о ч н о  п р о с т о г о  я д р а  ( б а з о в ы х  м е х а н и з м о в  и н т е р п р е т а ц и и  в н у т р е н н е ­
г о  я з ы к а  ) .
2 . П р и н ц и п ы  о р г а н и з а ц и и  с и с т е м ы  р а с п р е д е л ё н н о й  о б р а б о т к и  
Р а з р а б о т к а  с и с т е м ы  с в о д и т с я  к  п о с л е д о в а т е л ь н о й  р е а л и з а ц и и  с л е ­
дую щ их о с н о в н ы х  э т а п о в  :
- в ы б о р  а б с т р а к т н о й  м о д е л и  в ы ч и с л е н и й ,о т в е ч а ю щ е й  т р е б о в а н и я м  э ф ф е к ­
т и в н о й  р а с п р е д е л ё н н о й  о б р а б о т к и ,
- о р г а н и з а ц и я  в ы ч и с л и т е л ь н о й  с р е д ы ,  о б е с п е ч и в а ю щ е й  р е а л и з а ц и ю  а б с т ­
р а к т н о й  м о д е л и  и в н е ш н е г о  я з ы к а  в ы с о к о г о  у р о в н я ,
- о п р е д е л е н и е  п р и н ц и п о в  о р г а н и з а ц и и  в и р т у а л ь н о й  с и с т е м ы ,  п о д д е р ж и в а ­
ющей ф у н к ц и о н и р о в а н и е  в ы ч и с л и т е л ь н о й  с р е д ы  и р е а л и з у ю щ е й  в н у т р е н н и й  
я з ы к ,
- р е а л и з а ц и я  м о д е л и ,з а к л ю ч а ю щ а я с я  в  п р о г р а м м н о - а п п а р а т н о й  р е а л и з а ­
ц и и  в и р т у а л ь н о й  а р х и т е к т у р ы ,  в н у т р е н н е г о  я з ы к а  и б а з о в ы х  м е х а н и з м о в  
н а  к о н к р е т н ы х  в ы ч и с л и т е л ь н ы х  с р е д с т в а х .
В к а ч е с т в е  а б с т р а к т н о й  м о д е л и  в ы ч и с л е н и й  в ы б р а н ы  Д и н а м и ч е с к и е  
А в т о м а т н ы е  С е т и  (ДАС) 2 , о р и е н т и р о в а н н ы е  н а  п р е д с т а в л е н и е  з а д а ч  в 
в и д е  д и н а м и ч е с к и х  р а с п р е д е л ё н н ы х  а в т о м а т н ы х  с т р у к т у р .  В о т л и ч и е  о т  
д р у г и х  м о д е л е й  в ы ч и с л е н и й ,  а в т о м а т ы  ДАС н а д е л е н ы  в о з м о ж н о с т ь ю  и з м е ­
н я т ь  с в о и  с в я з и  с  д р у г и м и  а в т о м а т а м и  в  п р о ц е с с е  ф у н к ц и о н и р о в а н и я .  
Л ю бо е  в ы ч и с л е н и е ,  в ы п о л н я е м о е  н а  ДАС, с в о д и т с я  к  и з м е н е н и ю  с т р у к т у ­
ры  и с х о д н о й  с е т и  и с т р у к т у р ы  а в т о м а т о в ,  в х о д я щ и х  в  е ё  с о с т а в ,  т . е .  
т р а н с ф о р м а ц и и  в  с е т ь ,  с о о т в е т с т в у ю щ у ю  р е з у л ь т а т у .  С л о ж н о с т ь  а в т о м а т ­
ны х с т р у к т у р  н а  у р о в н е  а б с т р а к т н о й  м о д е л и  н е  о г р а н и ч е н а .
Д ля р е а л и з а ц и и  а б с т р а к т н о й  м о д е л и  н е о б х о д и м а  в ы ч и с л и т е л ь н а я  
с р е д а  в к о т о р у ю  п о г р у ж а ю т с я  о б ъ е к т ы  ( а в т о м а т ы  ДАС ) .  Н а у р о в н е  в ы ­
ч и с л и т е л ь н о й  с р е д ы  ДАС п р е д с т а в л я е т  с о б о й  с т р у к т у р у ,  со д е р ж а щ у ю  м н о ­
ж е с т в о  о б ъ е к т о в  с  о п р е д е л ё н н ы м  н а д  ни м и  м н о ж е с т в о м  о т н о ш е н и й .  С р е д а  
о б е с п е ч и в а е т  в о з м о ж н о с т ь  п о р о ж д е н и я  н о в ы х  и и з м е н е н и я  с у щ е с т в у ю щ и х  
с т р у к т у р  п у т ё м  п о р о ж д е н и я  и у н и ч т о ж е н и я  о б ъ е к т о в  и и з м е н е н и я  о т н о ш е ­
н и й .  Д р у г и м и  с л о в а м и ,  с р е д а  о б е с п е ч и в а е т  " ж и з н е д е я т е л ь н о с т ь "  о б ъ е к ­
т о в .  О б ъ ек ты  с р е д ы  и о т н о ш е н и я  м еж д у  н и м и  о п и с ы в а ю т с я  н а  я з ы к е  в ы с о ­
к о г о  у р о в н я  РЯ Д  I  . О п и с а н и е  к о н к р е т н о й  в ы ч и с л и т е л ь н о й  с т р у к т у р ы  
с о о т в е т с т в у е т  п р о г р а м м е .
При р е а л и з а ц и и  м о д е л и  в ы ч и с л е н и й  в о з н и к а е т  п р о б л е м а  о п р е д е л е ­
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н и я  в и р т у а л ь н о й  с и с т е м ы ,  р е а л и з у ю щ е й  в ы ч и с л и т е л ь н у ю  с р е д у  и е е  о б ъ ­
е к т ы .  На э т о м  э т а п е  о п р е д е л я ю т с я  с л е д у ю щ и е  о с н о в н ы е  п о н я т и я :
-  а р х и т е к т у р а  в и р т у а л ь н о й  с и с т е м ы  (и л и  в и р т у а л ь н а я  а р х и т е к т у р а  ) ,
-  в н у т р е н н и й  я з ы к  и
-  б а з о в ы е  м е х а н и з м ы  в и р т у а л ь н о й  с и с т е м ы .
В и р т у а л ь н а я  с и с т е м а  с  т о ч к и  з р е н и я  а р х и т е к т у р ы  п р е д с т а в л я е т  с о ­
б о й  м н о ж е с т в о  в ы ч и с л и т е л е й  -  в ы ч и с л и т е л ь н ы х  м о д у л е й  ( в ы ч и с л и т е л ь н о е  
п о л е )  и м н о ж е с т в о  к о м м у т а т о р о в  -  к о м м у т а ц и о н н ы х  м о д у л е й  ( к о м м у т а ц и ­
о н н о е  п о л е )  с о е д и н е н н ы х  р е г у л я р н ы м  о б р а з о м  и д о п у с к а ю щ и м и  в о з м о ж ­
н о с т ь  р е г у л я р н о г о  и н е о г р а н и ч е н н о г о  н а р а щ и в а н и я  с и с т е м ы .
Е с л и  к а ж д о м у  о б ъ е к т у  с р е д ы  с о п о с т а в и т ь  с о о т в е т с т в у ю щ е е  у с т р о й ­
с т в о ,  т о  в  р е з у л ь т а т е  п о л у ч и т с я  в ы ч и с л и т е л ь н а я  с и с т е м а  п о л н о с т ь ю  р е ­
а л и з у ю щ а я  о п и с ы в а е м у ю  в ы ч и с л и т е л ь н у ю  с т р у к т у р у .  О д н а к о ,  с  т о ч к и  з р е ­
н и я  э ф ф е к т и в н о с т и  ц е л е с о о б р а з н о  м н о ж е с т в о  о б ъ е к т о в  р а з б и т ь  н а  н е п е -  
р е с е к а ю щ и е с я  п о д м н о ж е с т в а ,  к а ж д о е  и з  к о т о р ы х  р е а л и з у е т с я  о д н и м  в ы ч и ­
с л и т е л е м .
В н у т р е н н и й  я з ы к  с л у ж и т  д л я  о п и с а н и я  о б ъ е к т о в  в ы ч и с л и т е л ь н о й  
с р е д ы  и о т н о ш е н и й  м еж д у  ни м и  н а  у р о в н е  в и р т у а л ь н о й  с и с т е м ы .
Б а з о в ы е  м е х а н и з м ы  о б е с п е ч и в а ю т  ф у н к ц и о н и р о в а н и е  в и р т у а л ь н о й  с и ­
с т е м ы .  Л ю бой о б ъ е к т  ( а в т о м а т )  м о ж е т  н а х о д и т ь с я  в  о д н о м  и з  сл ед у ю щ и х  
с о с т о я н и й :  у п р а в е н и е ,  в ы ч и с л е н и е ,  к о м м у т а ц и я  и х р а н е н и я .  С о о т в е т с т ­
в е н н о  в ы д е л я ю т с я  и а п п а р а т н о  р е а л и з у ю т с я  б а з о в ы е  м е х а н и з м ы  у п р а в л е ­
н и я ,  в ы ч и с л е н и я  и к о м м у т а ц и и .
Р е а л и з а ц и я  с и с т е м ы  з а к л ю ч а е т с я  в  п р о г р а м н о - а п п а р а т н о й  р е а л и з а ­
ц и и  а р х и т е к т у р ы  и б а з о в ы х  м е х а н и з м о в  в и р т у а л ь н о й  с и с т е м ы ,  ч т о  и я в ­
л я е т с я  т е м  я д р о м  к о т о р о е  п о д в е р г а е т с я  и з м е н е н и ю  п р и  п е р е н о с е  н а  д р у ­
г и е  с р е д с т в а  о б р а б о т к и  и н ф о р м а ц и и .
З .П р и н ц и н ы  в н у т р е н н е й  я з ы к о в о й  о р г а н и з а ц и и
Р а з р а б о т к а  в н у т р е н н е г о  я з ы к а  я в л я е т с я  н а и б о л е е  к о н ф л и к т н ы м  э т а ­
п о м  в  общ ем  п р о ц е с с е  р а з р а б о т к и ,  т а к  к а к  т р е б у е т с я  у д о в л е т в о р и т ь  
д в а ,  в  о б щ е м - т о ,  п р о т и в о р е ч и в ы х  т р е б о в а н и я :  с  о д н о й  с т о р о н ы ,  н а и б о ­
л е е  п о л н о е  о т о б р а ж е н и е  с в о й с т в  м о д е л и  в ы ч и с л е н и й ,  ч т о  п р е д п о л а г а е т  
я з ы к  в ы с о к о г о  у р о в н я ,  с  д р у г о й  с т о р о н ы  д о с т а т о ч н о  э ф ф е к т и в н а я  р е а л и ­
з а ц и я ,  ч т о  п р е д п о л а г а е т  п р о с т ы е  м е х а н и з м ы  и н т е р п р е т а ц и и  я з ы к а .
К о н ц е п т у а л ь н у ю  о с н о в у  т р а д и ц и о н н о г о  п р о г р а м м и р о в а н и я  о б р а з у е т  
п о н я т и е  а л г о р и т м а  -  т о ч н о г о  о п и с а н и я  п о с л е д о в а т е л ь н с т и  д е й с т в и й  
( к о м а н д ) .  М н о ж е с т в о  к о м а н д  р а з б и в а е т с я  н а  д в а  о с н о в н ы х  к л а с с а :  и с ­
п о л н и т е л ь н ы е  и л и  о п е р а т о р ы  ( к о м а н д ы  о б р а б о т к и ,  в в о д а - в ы в о д а )  и у п р а ­
в л яю щ и е  (к о м а н д ы  п е р е д а ч и  у п р а в л е н и я ) .  П р о г р а м м а  н а  в н у т р е н н е м  я з ы ­
к е  я в л я е т с я  о п и с а н и е м  а л г о р и т м а  и п р е д с т а в л я е т  с о б о й  н е я в н о  у п о р я д о ­
ч е н н о е  м н о ж е с т в о  к о м а н д  н а  к о т о р о м  о п р е д е л е н ы  о т н о ш е н и я  д в у х  б а з о ­
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вы х  т и п о в  : и н ф о р м а ц и о н н ы е  и с л е д о в а н и я .
И н ф о р м а ц и о н н ы е  о т н о ш е н и я  о б л а д а ю т  н е в ы с о к о й  с т е п е н ь ю  д и н а м и з м а  
и о п р е д е л я ю т с я  а д р е с н ы м и  п о л я м и  и п о р я д к о м  в ы п о л н е н и я  о п е р а т о р о в .
О ни д о с т а т о ч н о  п р о с т о  п р о с л е ж и в а ю т с я  н а  л и н е й н ы х  ( н е  с о д е р ж а щ и х  к о ­
м а н д  п е р е д а ч и  у п р а в л е н и я )  у ч а с т к а х  п р о г р а м м .  О т н о ш е н и я  с л е д о в а н и я  
б о л е е  д и н а м и ч н ы  и о п р е д е л я ю т с я  у п р а в л я ю щ и м и  п р и м и т и в а м и ,  к о т о р ы е  о б ­
р а з у ю т  с т р у к т у р у  у п р а в л е н и я ,  ч т о  и п о з в о л я е т  в  х о д е  в ы п о л н е н и я  п р о ­
гр ам м ы  о р г а н и з о в а т ь  в ы ч и с л и т е л ь н ы й  п р о ц е с с .
В п р и н ц и п е ,  в ы п о л н е н и е  п р о г р а м м ы  м о ж н о  р а с с м а т р и в а т ь  к а к  п р о ­
ц е с с ,  з а к л ю ч а ю щ и й с я  в  п о с т р о е н и и  и ф у н к ц и о н и р о в а н и я  н е к о т о р о г о  и н ­
ф о р м а ц и о н н о г о  г р а ф а ,  с о д е р ж а щ е г о  т о л ь к о  о п е р а т о р ы  с в я з а н н ы е  т о л ь к о  
и н ф о р м а ц и о н н ы м и  о т н о ш е н и я м и . В ы ч и с л и т е л ь н а я  с и с т е м а  я в л я е т с я  у с т р о й ­
с т в о м  р е а л и з у ю щ и м  п р о ц е с с  п о с т р о е н и я  и ф у н к ц и о н и р о в а н и я  и н ф о р м а ц и ­
о н н о г о  г р а ф а  н а  о с н о в е  з а д а н н о й  п р о г р а м м ы . И м ен н о  и н ф о р м а ц и о н н ы й  
г р а ф  о т р а ж а е т  е с т е с т в е н н у ю  с т р у к т у р у  з а д а ч и .  С п о с о б  е г о  п о с т р о е н и я  
и о б е с п е ч е н и я  ф у н к ц и о н и р о в а н и я  п р е д с т а в л я е т  у д о б н у ю  о с н о в у  д л я  а н а ­
л и з а  и к л а с с и ф и к а ц и и  р а з л и ч н ы х  в ы ч и с л и т е л ь н ы х  с и с т е м .
Одним и з  о с н о в н ы х  н е д о с т а т к о в  т р а д и ц и о н н о й  ф о н - н е й м а н о в с к о й  м о ­
д е л и  в ы ч и с л е н и й  я в л я е т с я  н и з к и й  у р о в е н ь  в н у т р е н н е г о  я з ы к а ,  ч т о  в л е ­
ч ё т  з а  с о б о й  н е о б х о д и м о с т ь  с л о ж н ы х  п р е о б р а з о в а н и й  п р и  о т о б р а ж е н и и  
з а д а ч и  с  в н е ш н е г о  н а  в н у т р е н н и й  я з ы к .  С т у к т у р а  п р о г р а м м ы  н а  у р о в н е  
с и с т е м ы  н е  о т р а ж а е т  с т р у к т у р ы  з а д а ч и  и ч е р е з в ы ч а й н о  у с л о ж н е н а  д о п о л ­
н и т е л ь н ы м и  " в н у т р е н н и м и "  о т н о ш е н и я м и , ч т о  с и л ь н о  з а т р у д н я е т  о т л а д к у  
и п р и в о д и т  к  п о т е р е  п р о и з в о д и т е л ь н о с т и .
И з в е с т н ы е  а л г о р и т м и ч е с к и е  я з ы к и  и м у л ь т и п р о г р а м н ы е  ОС я в л я ю т с я  
н е у д о б н ы м и  д л я  р е ш е н и я  ш и р о к о г о  к л а с с а  з а д а ч  р а с п р е д е л ё н н о й  о б р а б о т ­
к и  в  с и л у  с л о ж н о с т и  у п р а в л е н и я .  П о п ы тк и  р а с п а р а л л е л и в а н и я  в ы ч и с л и ­
т е л ь н о г о  п р о ц е с с а  к а к  п р а в и л о  э ф ф е к т и в н ы  л и ш ь  д л я  о б р а б о т к и  э л е м е н ­
т а р н ы х  р е г у л я р н ы х  ф р а г м е н т о в  -  н е с л о ж н ы х  л и н е й н ы х  у ч а с т к о в  п р о г р а м м  
( с и с т е м ы  с  о п ер еж аю щ и м  п р о с м о т р о м ) ,  о б р а б о т к и  в е к т о р о в  и м а т р и ц  
( в е к т о р н ы е  и м а т р и ч н ы е  с и с т е м ы ) .  Э т о  в  к а к о й - т о  м е р е  п о з в о л я е т  
п о в ы с и т ь  у р о в е н ь  в н у т р е н н е г о  я з ы к а  з а  с ч ё т  в в е д е н и я  о п е р а т о р о в  н а д  
п р о с т ы м и  с т р у к т у р а м и  д а н н ы х ,  н о  в  т о  ж е  в р е м я  з н а ч и т е л ь н о  у с л о ж н я е т ­
с я  с т р у к т у р а  у п р а в л е н и я  п р о г р а м м .
Ещё в б о л ь ш е й  с т е п е н и  э т о  х а р а к т е р н о  д л я  м н о г о п р о ц е с с о р н ы х  с и с ­
т е м ,  во  в н у т р е н н и й  я з ы к  к о т о р ы х  в в о д я т с я  д о п о л н и т е л ь н ы е  с и н х р о н и з и ­
рую щ ие п р и м и т и в ы . О р г а н и з а ц и я  в ы ч и с л и т е л ь н о г о  п р о ц е с с а  т р е б у е т  п р е ­
д е л ь н о  с л о ж н ы х  с т р у к т у р  у п р а в л е н и я ,  с в я з а н н ы х  с  р а с п р е д е л е н и е м  ф и з и ­
ч е с к и х  р е с у р с о в  и с и н х р о н и з а ц и и  п р о ц е с с о в .  К р о м е  т о г о ,  о п и с а н и е  з а ­
д а ч  в т е р м и н а х  я з ы к о в  п а р а л л е л ь н о г о  п р о г р а м м и р о в а н и я  я в л я е т с я  д о с т а ­
т о ч н о  с л о ж н ы м .
В ы х о д о м  я в л я е т с я  о т к а з  о т  т р а д и ц и о н н о й  п р о г р а м м н о й  о р г а н и з а ц и и  
в  п о л ь з у  м о д е л е й  с  в ы р о ж д е н н ы м  у п р а в л е н и е м .  К ним  о т н о с я т с я  с е т и  
П е т р и ,  п о т о к о в ы е  м о д е л и  и д р .  3 4 .  П р о г р а м м а  д л я  т а к и х  с и с т е м  о п и  
с ы в а е т  о п е р а т о р н у ю  с х е м у ,  р е а л и зу ю щ у ю  з а д а ч у .  П о р я д о к  в ы п о л н е н и я  
о п е р а т о р о в  о п р е д е л я е т с я  у с л о в и я м и  г о т о в н о с т и .  У с л о в и я  г о т о в н о с т и  б е  
р у т  н а  с е б я  всю  о р г а н и з а ц и ю  у п р а в л е н и я ,  т а к  ч т о  м ож н о  н е  р а з д е л я т ь  
с р е д с т в а  у п р а в л е н и я  н а  с р е д с т в а  ф о р м и р у ю щ и е и н ф о р м а ц и о н н ы й  г р а ф  и 
н а  с р е д с т в а  с и н х р о н и з а ц и и . Н е д о с т а т к о м  с у щ е с т в у ю щ и х  м о д е л е й  п о д о б н о  
г о  т и п а  я в л я е т с я  о т с у т с т в и е  э л е м е н т о в  д и н а м и к и .  С хем ы  с т а т и ч н ы  и 
у п р а в л е н и е ,  к а к  п р а в и л о ,  о с у щ е с т в л я е т с я  п у т ё м  в в е д е н и я  с о о т в е т с т в у ю  
щих э л е м е н т о в  ( с е л е к т о р о в ,  а р б и т р о в ) ,  вы п о л н яю щ и х  к о м м у т а ц и ю  п о т о ­
к о в  и н ф о р м а ц и и .
Э т и х  н е д о с т а т к о в  л и ш е н а  п р е д л а г а е м а я  м о д е л ь  в ы ч и с л е н и й .  В в е д е ­
н и е  о т н о ш е н и й  и э л е м е н т о в  д и н а м и з м а  в о  в н у т р е н н ю ю  я з ы к о в у ю  о р г а н и з а  
цию п о з в о л я е т  ещ ё б о л е е  у п р о с т и т ь  с т р у к т у р у  у п р а в л е н и я  п р и  р е ш е н и и  
с л о ж н ы х  з а д а ч  ( в  ч а с т н о с т и  о б р а б т к и  с л о ж н ы х  с т р у к т у р  д а н н ы х  и в в е ­
д е н и е  э л е м е н т о в  р е к у р с и и )  и у п р о с т и т ь  о т о б р а ж е н и е  и н о р м а ц и о н н ы х  
с т р у к т у р  н а  с т р у к т у р у  с и с т е м ы .  Т а к и м  о б р а з о м ,  п р о г р а м м а  н а  в н у т р е н ­
н е м  я з ы к е  п р е д с т а в л я е т  с о б о й  г р а ф ,  вер ш и н ы  к о т о р о г о  -  о б ъ е к т ы  и о т ­
н о ш е н и я ,  а  д у г и  -  с в я з и  м е ж д у  н и м и .
Л ю бой о б ъ е к т  в ы ч и с л и т е л ь н о й  с р е д ы  ( а в т о м а т  ДАС ) п р е д с т а в л я е т ­
с я  н а  у р о в н е  в н у т р е н н е г о  я з ы к а  с о о т в е т с т в у ю щ и м  п р о г р а м н ы м  о б ъ е к т о м ,  
с о д е р ж а щ и м  п о л н о е  е г о  о п и с а н и е  и с о с т о я щ и м  и з  т р ё х  о с н о в н ы х  ч а с т е й :  
с в я з и ,  ф у н к ц и я  и с о с т о я н и е .  В с и л у  н е о б х о д и м о с т и  э ф ф е к т и в н о с т и  о п и ­
с а н и я  п р о и з в о л ь н о  с л о ж н ы х  о б ъ е к т о в  т р е б у е т с я  о п р е д е л и т ь  ф у н к ц и о ­
н а л ь н о  п о л н ы й  н а б о р  б а з о в ы х  я з ы к о в ы х  э л е м е н т о в  и п р а в и л  и х  с т р у к т у р  
н о й  к о м п о з и ц и и .  И с х о д я  и з  т р е б о в а н и й  к о  в н у т р е н н е м у  я з ы к у  м ож но с к а  
з а т ь ,  ч т о  б а з о в ы й  н а б о р  д о л ж е н  б ы т ь  д о с т а т о ч н о  п о л н ы м  д л я  п р е д с т а в ­
л е н и я  п р о и з в о л ь н о  с л о ж н ы х  п р о г р а м м н ы х  к о н с т р у к ц и й  в н е ш н е г о  я з ы к а ,  
и ,  в о - в т о р ы х ,  д о л ж е н  э ф ф е к т и в н о  р е а л и з о в ы в а т ь с я ,  т о  е с т ь  я з ы к о в ы е  
о б ъ е к т ы  б а з о в о г о  н а б о р а  д о л ж н ы  б ы т ь  д о с т а т о ч н о  п р о с т ы м и .
О с н о в н о й  е д и н и ц е й  в н у т р е н н е г о  я з ы к а  я в л я е т с я  п р о г р а м н ы й  э л е м е н т  
( ПЭ ) -  с е м а н т и ч е с к и  з а к о н ч е н н а я  я з ы к о в а я  к о н с т р у к ц и я .  П р о г р а м м а , 
о т о б р а ж е н н а я  с о  в н е ш н е г о  н а  в н у т р е н н и й  я з ы к  п р е д с т а в л я е т  с о б о й  
с т р у к т у р у .  В п р о ц е с с е  р е ш е н и я  и с х о д н а я  с т р у к т у р а - п р о г р а м м а  и н т е р п р е  
т и р у е т с я  и д и н а м и ч е с к и  р е к о н ф и г у р и р у е т с я ,  в  к о н е ч н о м  и т о г е  о б р а з у я  
с т р у к т у р у ,  с о о т в е т с т в у ю щ у ю  р е з у л ь т а т у .
М н о ж е с т в о  б а з о в ы х  т и п о в  ПЭ м ож н о  р а з б и т ь  н а  с л е д у ю щ и е  о с н о в н ы е  
г р у п п ы :  о т н о ш е н и я ,  о п е р а т о р ы ,  з н а ч е н и я ,  у к а з а т е л и
Во в н у т р е н н е м  я з ы к е  д о л ж н ы  п р и с у т с т в о в а т ь  с р е д с т в а  с т р у к т у р н о г о  
о п и с а н и я .  Д л я  э т о г о  в в о д и т с я  п о н я т и я  т е р м и н а л ь н о с т и  ПЭ и п р и м и т и в ­
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ны е с т у к т у р н ы е  о т н о ш е н и я .  ПЭ м о г у т  б ы т ь  н е т е р м и н а л ь н ы м и  и т е р м и н а л ь ­
н ы м и . Н е т е р м и н а л ь н ы е  ПЭ с л у ж а т  д л я  о п р е д е л е н и я  о б ъ е к т о в ,  я в л я ю щ и х с я  
с т р у к т у р а м и .  Т е р м и н а л ь н о е  ПЭ я в л я ю т с я  п р и м и т и в н ы м и , т . е .  н е  т р е б у ю ­
щими с т р у к т у р н о й  д е к о м п о з и ц и и . С т р у к т у р н ы м и  о т н о ш е н и я м и  я в л я ю т с я  
о т н о ш е н и я  и е р а р х и и  и с л е д о в а н и я .  С е м а н т и к а  ПЭ ( е г о  т и п  и с т р у к т у р ­
н о с т ь )  м о ж е т  о п р е д е л я т ь с я  л и б о  и з  о п и с а н и я  ( д и с к р и п т о р а ) , н а х о д я щ и м ­
с я  н е п о с р е д с т в е н н о  в  с а м о м  П Э , л и б о  и з  о т н о ш е н и й  с  д р у г и м и  ПЭ с т р у к ­
т у р ы .
ПЭ м о г у т  н а х о д и т ь с я  в  р а з л и ч н о г о  р о д а  о т н о ш е н и я х  с  д р у г и м и  ПЭ. 
О сн о вн ы м и  т и п а м и  о т н о ш е н и й  я в л я ю т с я  с т р у к т у р н ы е ,  ф у н к ц и о н а л ь н ы е  и 
и м е н н ы е . О т н о ш е н и я  м о г у т  б ы т ь  с т р у к т у р а м и  п р о и з в о л ь н о й  с л о ж н о с т и .
ПЭ т и п а  о п е р а т о р ы  н е б х о д и м ы  д л я  о п и с а н и я  ф у н к ц и и  о б ъ е к т а  и с о ­
о т в е т с т в у ю т  о п е р а т о р а м  т р а д и ц и о н н ы х  я з ы к о в  п р о г р а м и р о в а н и я .  Н а у р о в ­
н е  в н у т р е н н е г о  я з ы к а  о п р е д е л я е т с я  м н о ж е с т в о  а р и ф м е т и ч е с к и х  и л о г и ­
ч е с к и х  о п е р а ц и й ,  а  т а к  ж е р я д  о п е р а т о р о в ,  р е з у л ь т а т о м  в ы п о л н е н и я  к о ­
т о р ы х  я в л я е т с я  п р е о б р а з о в а н и е  с т р у к т у р .  Т е р м и н а л ь н ы й  П Э - о п е р а т о р  с о ­
д е р ж и т  им я ( и л и  у к а з а т е л ь  н а  и м я )  ф у н к ц и и  .
ПЭ т и п а  з н а ч е н и я  с о о т в е т с т в у ю т  д ан н ы м  в  т р а д и ц и о н н ы х  я з ы к а х  
п р о г р а м м и р о в а н и я .  В э т о й  г р у п п е  3 т и п а :  з н а ч е н и я ,  з н а ч е н и я  с  ф о р м а ­
т о м  и о б щ и е  з н а ч е н и я .  З н а ч е н и я  и с п о л ь з у ю т с я  д л я  п р е д с т а в л е н и я  л и н е й ­
ных м а с с и в о в  д а н н ы х ,  с е м а н т и к а  к о т о р ы х  о п р е д е л е н а  н а  б о л е е  в ы с о к о м  
у р о в н е  п р о г р а м м ы , т о  е с т ь ,  з а в и с и т  о т  п р о г р а м м ы , о б р а б а т ы в а ю щ е й  д а н ­
ный э л е м е н т .  З н а ч е н и е  п р е д с т а в л я е т с я  в  общ ем  с л у ч а е  с и л ь н о - с в я з а н ­
ным с п и с к о м .  З н а ч е н и е  в  к а к о й - т о  м е р е  с о о т в е о с т в у е т  п р е д с т а в л е н и ю  
д а н н ы х  в м аш и н н ы х  я з ы к а х  т р а д и ц и о н н ы х  ЭВМ. З н а ч е н и я  с  ф о р м а т о м  с л у ­
ж а т  д л я  п р е д с т а в л е н и я  п р о с т ы х  с т р у к т у р  д а н н ы х ( в  в и д е  с т р о к ) ,  в  к о т о ­
ры х о п р е д е л е н а  и х  с е м а н т и к а  ( т и п ,  ф о р м а т ) .  О бщ ее з н а ч е н и е  н е о б х о д и ­
мо д л я  п р е д с т а в л е н и я  с л о ж н ы х  д р е в о в и д н ы х  с т р у к т у р  д а н н ы х .  Э т о т  ПЭ 
с о д е р ж и т  и н ф о р м а ц и ю  о к о м п о н е н т а х ,  с т р у к т у р е ,  с в я з я х  и д р у г у ю  с л у ­
ж еб н ую  и н ф о р м а ц и ю .
При о т о б р а ж е н и и  п р о г р а м н ы х  с т р у к т у р  н а  у р о в н е  с и с т е м ы  п р и х о д и т с я  
р е ш а т ь  р я д  п р о б л е м ,  с в я з н н ы х  с  п р е д с т а в л е н и е м  п р о г р а м м  в  п а м я т и  и 
о р г а н и з а ц и е й  с в я з е й  м еж д у  П Э . Т а к  к а к  п р о г р а м н ы е  с т р у к т у р ы  -  д и н а м и ­
ч е с к и е ,  т о  в о з н и к а е т  п р о б л е м а  д и н а м и ч е с к о г о  р а с п р е д е л е н и я  п а м я т и  в  
п р о ц е с с е  в ы ч и с л е н и я .  Э т о  о п р е д е л я е т  м а к с и м а л ь н ы й  р а з м е р  ПЭ . С о д ­
н о й  с т о р о н ы ,  б о л ь ш о й  о б ъ ё м  п а м я т и ,  о т в о д и м о й  п о д  ПЭ, п р и в о д и т  к  н е ­
р а ц и о н а л ь н о м у  е ё  и с п о л ь з о в а н и ю  и п о р о ж д а е т  т р у д н о с т и  у п а к о в к и  ПЭ. С 
д р у г о й  с т о р о н ы ,  м ал ы й  о б ъ ё м  п а м я т и  н е  п о з в о л я е т  с ф о р м и р о в а т ь  ПЭ, 
к а к  с е м а н т и ч е с к и  з а к о н ч е н н у ю  я з ы к о в у ю  к о н с т р у к ц и ю  и п о т р е б о в а л  бы 
в в е д е н и я  м а с с ы  с л у ж е б н о й  и н ф о р м а ц и и  д л я  о р г а н и з а ц и и  в н у т р е н н и х  с с ы ­
л о к .  Т а к и м  о б р а з о м ,  в н у т р е н н и й  я з ы к  и с п о л ь з у е т  с т р а н и ч н у ю  о р г а н и з а ­
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ц и и  п а м я т и .  В п р о ц е с с е  в ы п о л н е н и я  з а д а ч и  п р и  р а з м е щ е н и и  и у д а л е н и и  
ПЭ п а м я т ь  в ы д е л я е т с я  и о с в о б о ж д а е т с я  д и н а м и ч е с к и  с т р а н и ц а м и .  П р о б л е ­
м а  " с б о р к и  м у с о р а "  р е ш а е т с я  п у т ё м  о п р е д е л е н и я  д в у х с т о р о н н и х  с в я з е й  
м е ж д у  ПЭ, ч т о  т а к  ж е  п о в ы ш а е т  н а д ё ж н о с т ь  в ы ч и с л е н и й .
Р а с п р е д е л ё н н о с т ь  с т р у к т у р  в  с и с т е м е  с в я з а н а  с  п р о б л е м а м и  о р г а н и ­
з а ц и и  с в я з е й  м е ж д у  ПЭ, н а х о д я щ и м и с я  в  р а з л и ч н ы х  ч а с т я х  с и с т е м ы .  Н а­
п р и м е р ,  в  п р е д е л а х  о д н о г о  в ы ч и с л и т е л ь н о г о  м о д у л я  ПЭ м о г у т  н а х о д и т ь ­
с я  в  о п е р а т и в н о й ,  с в е р х о п е р а т и в н о й ,  п о с т о я н н о й  и л и  в т о р и ч н о й  ( д и с ­
к о в о й  ) п а м я т и .  Э т и  п р о б л е м ы  р е ш а ю т с я  п у т ё м  и с п о л ь з о в а н и я  р а з л и ч н о ­
г о  т и п а  у к а з а т е л е й .  У к а з а т е л и  б ы в а ю т  п р о с т ы м и  и с л о ж н ы м и . П р о с т о й  
у к а з а т е л ь  з а н и м а е т  о д н о  с л о в о  и м о ж е т  н а х о д и т ь с я  в  ПЭ р а з л и ч н ы х  т и ­
п о в .  С лож н ы е у к а з а т е л и  з а н и м а ю т  ц е л у ю  с т р а н и ц у  п а м я т и  и с о с т а в л я ю т  
о т д е л ь н у ю  г р у п п у  ПЭ. Н е о б х о д и м о с т ь  в в е д е н и я  о т д е л ь н ы х  т и п о в  П Э - у к а -  
з а т е л е й  о б у с л о в л е н а ,  с  о д н о й  с т о р о н ы ,  н е о б х о д и м о с т ь ю  о п р е д е л е н и я  
с л о ж н ы х  с т р у к т у р н ы х  с в я з е й ,  а  с  д р у г о й  -  о г р а н и ч е н н ы м  р а з м е р о м  ПЭ.
С пом ощ ью  у к а з а т е л е й  р е а л и з у е т с я  сл о ж н ы й  а п п а р а т  о т н о ш е н и й ,  ш и р о к о  
и с п о л ь з у ю щ и й с я  в о  в н у т р е н н е м  я з ы к е .  Т и п  у к а з а т е л я  м о ж е т  о р е д е л я т ь с я  
я в н о  и з  д е с к р и п т о р а  и л и  н е я в н о ,  н а п р и м е р ,  п о  н о м е р у  с л о в а  в  к о т о р о м  
н а х о д и т с я  у к а з а т е л ь .
С в я з и  м е ж д у  ПЭ, н а х о д я щ и м и с я  в  р а з л и ч н ы х  в ы ч и с л и т е л ь н ы х  м о д у л я х  
о п р е д е л я ю т с я  с  пом ощ ью  п о л н ы х  в н е ш н и х  у к а з а т е л е й  . По с у т и ,  э т о  
д в о й н о й  у к а з а т е л ь ,  с о д е р ж а щ и й  у к а з а т е л ь  н а  в н е ш н и й  о б ъ е к т  и у к а з а ­
т е л ь  н а  ПЭ в  э т о м  о б ъ е к т е .
П е р е м е щ е н и е  п р о г р а м м н ы х  с т р у к т у р  м е ж д у  м о д у л я м и  и р а з л и ч н о г о  т и ­
п а  п а м я т ь ю  т р е б у е т  д о с т а т о ч н о  с л о ж н о й  о б р а б о т к и  у к а з а т е л е й . ' С ц е л ь ю  
у п р о щ е н и я  м е х а н и з м о в  п е р е м е щ е н и я  в о  в н у т р е н н е м  я з ы к е  о п р е д е л я ю т с я  
с п е ц и а л ь н о г о  т и п  ПЭ -  ч а с т и ч н ы е  в н е ш н и е  у к а з а т е л и .  Он с о д е р ж и т  
т о л ь к о  у к а з а т е л ь ( и )  н а  ПЭ в о  в н е ш н е м  о б ъ е к т е .  С ам  ж е у к а з а т е л ь  н а  
в н е ш н и й  о б ъ е к т  н а х о д и т с я  в  ПЭ б о л е е  в ы с о к о г о  у р о в н я .
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СПЕЦИАЛИЗИРОВАННАЯ СИСТЕМА ПРОГРАММИРОВАНИЯ 
А . Б е л я у с к а с
В и л ь н ю с , У н и в е р с и т е т ,  ВЦ
/ /
1 . В в е д е н и е
О д н о й  и з  в а ж н е й ш и х  з а д а ч  в  р а д и о и з м е р и т е л ь н о й  т е х н и к е  в 
п о с л е д н е е  в р е м я  я в л я е т с я  з а д а ч а  а в т о м а т и з а ц и и  к о н т р о л ь н о - п о в е ­
р о ч н ы х  р а б о т  р а д и о и з м е р и т е л ь н ы х  п р и б о р о в  (Р И П ) ,  ч т о  в ы з в а н о  у с ­
л о ж н е н и е м  Р И П , р о с т о м  т р у д о е м к о с т и  и  с т о и м о с т и  к о н т р о л я .
В о б щ е м  с л у ч а е  э т а  з а д а ч а  р е ш а е т с я  с  п ом ощ ью  а в т о м а т и з и р о ­
в а н н ы х  с и с т е м  к о н т р о л я  (А С К ) .
Д л я  А С К , и с п о л ь з у ю щ и х  ЭВМ, в е с ь м а  с л о ж н о й  и  д о р о г о с т о я щ е й  
з а д а ч е й  я в л я е т с я  р а з р а б о т к а  п р о г р а м м н о г о  о б е с п е ч е н и я .  Д л я  п о в ы ­
ш е н и я  п р о и з в о д и т е л ь н о с т и  р а б о т ы  п р о г р а м м и с т а  а в т о м а т и з и р о в а н н о й  
с и с т е м ы  р а з р а б а т ы в а ю т с я  с п е ц и а л и з и р о в а н н ы е  с р е д с т в а  а в т о м а т и з а ­
ц и и  п р о г р а м м и р о в а н и я ,  п р и м е н е н и е  к о т о р ы х  п о з в о л я е т  д о с т и г н у т ь :
-  у с к о р е н и я  и  у п р о щ е н и я  п о д г о т о в к и  и  п о д д е р ж к и  п р и к л а д н о г о  
п р о г р а м м н о г о  о б е с п е ч е н и я ;
-  п о в ы ш е н и я  ж и в у ч е с т и  и  н а д е ж н о с т и  п р и к л а д н о й  с и с т е м ы ;
-  у д о б н о г о  д и а л о г а  м е ж д у  ч е л о в е к о м  и  м а ш и н о й ;
-  п о в ы ш е н и я  п р о и з в о д и т е л ь н о с т и  с и с т е м ы ;
-  п р о с т о т ы  а д а п т а ц и и  к  м е н я ю щ и м с я  у с л о в и я м  п р и м е н е н и я ;
-  с т а н д а р т и з а ц и и  и  т и п и з а ц и и  р е ш е н и й  п р и  р а з р а б о т к е  п р и к ­
л а д н ы х  с и с т е м ;
-  п е р е н о с и м о с т и  п р о г р а м м н о г о  о б е с п е ч е н и я .
П р е д с т а в л я е м а я  с п е ц и а л и з и р о в а н н а я  с и с т е м а  п р о г р а м м и р о в а н и я
п р е д н а з н а ч е н а  д л я  а в т о м а т и з а ц и и  п о д г о т о в к и  и  п о д д е р ж к и  п р и к л а д ­
н о г о  п р о г р а м м н о г о  о б е с п е ч е н и я  м н о г о п о с т о в ы х  АСК РИП с  д е ц е н т р а ­
л и з о в а н н ы м  у п р а в л е н и е м .
2 .  К р а т к а я  х а р а к т е р и с т и к а  м н о г о п о с т о в о й  АСК
М н о г о п о с т о в а я  АСК с  д е ц е н т р а л и з о в а н н ы м  у п р а в л е н и е м  п о с т р о е ­
н а  п о  п р и н ц и п у  д в у х у р о в н е в о й  и е р а р х и ч е с к о й  л о к а л ь н о й  с е т и  с  о д ­
н о й  ц е н т р а л ь н о й  м и н и -Э В М  и  н е к о т о р о г о  к о л и ч е с т в а  п е р и ф е р и й н ы х  
м и к р о -Э В М  -  п о  о д н о й  в  с о с т а в е  к а ж д о г о  р а б о ч е г о  п о с т а  ( Р П ) .  Р а ­
б о т а  т а к о й  м н о г о м а ш и н н о й  АСК в  о б щ и х  ч е р т а х  в ы г л я д и т  с л е д у ю щ и м  
о б р а з о м :  ц е н т р а л ь н а я  ЭВМ п о  з а п р о с у  п е р и ф е р и й н о й  ЭВМ п е р е д а е т  
ч е р е з  с и с т е м у  м е ж м а ш и н н о й  с в я з и  н е о б х о д и м у ю  п р о г р а м м у  п р о в е р к и  в
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п а м я т ь  ЭВМ РП АСК; РП а в т о н о м н о  в ы п о л н я е т  п р о г р а м м у  п р о в е р к и  и  
п е р е д а е т  п о л у ч е н н ы е  р е з у л ь т а т ы  д л я  а н а л и з а ,  х р а н е н и я  и  р а с п е ч а т ­
к и  в  ц е н т р а л ь н у ю  ЭВМ. Ц е н т р а л ь н а я  ЭВМ, к р о м е  т о г о ,  и с п о л ь з у е т с я  
д л я  п о д г о т о в к и  и  х р а н е н и я  п р о г р а м м  п р о в е р к и .
В н а с т о я щ е й  р а б о т е  в  к а ч е с т в е  ц е н т р а л ь н о й  ЭВМ и с п о л ь з у е т с я  
С М -4 , а  в  к а ч е с т в е  п е р и ф е р и й н о й  ЭВМ -  м и к р о -Э В М  " Э л е к т р о н и -  
к а - 6 0 М ' ' . Р а б о ч и е  п о с т ы  АСК п о с т р о е н ы  с  и с п о л ь з о в а н и е м  а п п а р а т у р ы  
и м ею щ ей  в ы х о д  н а  с т ы к  с т а н д а р т н о г о  п р и б о р н о г о  и н т е р ф е й с а  
(ГО С Т 2 6 . 0 0 3 - 8 0 ,  I E E E - 4 8 8 ,  М Э К - 6 2 5 ) . Е с т ь  в о з м о ж н о с т ь  и с п о л ь з о ­
в а н и я  в  АСК у с т р о й с т в  с  и н т е р ф е й с о м  о т л и ч н ы м  о т  п р и б о р н о г о  
и н т е р ф е й с а .
М и н и м а л ь н а я  к о н ф и г у р а ц и я  ц е н т р а л ь н о й  ЭВМ в к л ю ч а е т :
-  3 2  К с л о в  о п е р а т и в н о й  п а м я т и ;
-  у с т р о й с т в о  в н е ш н е й  п а м я т и  п р я м о г о  д о с т у п а ;
-  д в а  а л ф а в и т н о - ц и ф р о в ы х  в и д е о т е р м и н а л а ;
-  у с т р о й с т в о  п е ч а т и ;
-  у с т р о й с т в о  с в я з и  с  п е р и ф е р и й н о й  ЭВМ.
М и н и м а л ь н а я  к о н ф и г у р а ц и я  п е р и ф е р и й н о й  ЭВМ в к л ю ч а е т  у с т р о й ­
с т в о  с в я з и  с  п р о г р а м м н о - у п р а в л я е м о й  т е х н о л о г и ч е с к о й  а п п а р а т у р о й  
и  у с т р о й с т в о  с в я з и  с  ц е н т р а л ь н о й  ЭВМ.
Д е ц е н т р а л и з а ц и е й  у п р а в л я ю щ и х  ф у н к ц и й  АСК -  в в е д е н и е м  а в т о ­
н о м н о г о  п р о ц е с с о р а  в  с о с т а в  к а ж д о г о  РП АСК -  о б е с п е ч и в а е т с я  р я д  
п р е и м у щ е с т в  п е р е ц  о д н о п р о ц е с с о р н о й  с и с т е м о й  с  ц е н т р а л и з о в а н н ы м  
у п р а в л е н и е м .  Н а и б о л е е  о ч е в и д н ы м и  п р е и м у щ е с т в а м и  я в л я ю т с я :
-  п о в ы ш е н и е  н а д е ж н о с т и  ( о т к а з  о д н о г о  и з  а в т о н о м н ы х  п о с т о в  
н е  о с т а н о в и т  р а б о т у  в с е й  с и с т е м ы  в  ц е л о м ) ;
-  в о з м о ж н о с т ь  р е г у л и р о в а н и я  п р о и з в о д и т е л ь н о с т и  в с е й  с и с т е ­
мы п у т е м  и з м е н е н и я  к о л и ч е с т в а  п е р и ф е р и й н ы х  п о с т о в ;  б о льш у ю  с и с ­
т е м у  м ож н о  в в о д и т ь  в  э к с п л у а т а ц и ю  п о  ч а с т я м  п о с т е п е н н о  н а р а щ и ­
в а я  к о н ф и г у р а ц и ю ;
-  у д о б с т в о  р а з д е л е н и я  ф у н к ц и й  м е ж д у  о т д е л ь н ы м и  ч а с т я м и  с и ­
с т е м ы ;
-  с н и ж е н и е  с е б е с т о и м о с т и ;
-  у с к о р е н и е  в р е м е н и  р е а к ц и и  н а  в н е ш н и е  в о з д е й с т в и я  б л а г о ­
д а р я  п а р а л л е л ь н о й  р а б о т е  б о л е е  о д н о г о  п р о ц е с с о р а ;
-  у д о б с т в о  о б с л у ж и в а н и я ,  у д о б с т в о  а д а п т а ц и и  к  и з м е н е н и я м  
у с л о в и й  п р и м е н е н и я  б л а г о д а р я  м о д у л ь н о с т и  п о с т р о е н и я .
Д л я  п о л н о г о  п р о я в л е н и я  п р е и м у щ е с т в  д е ц е н т р а л и з о в а н н о г о  у п ­
р а в л е н и я  н е о б х о д и м о  с о о т в е т с т в у ю щ е е  п р о г р а м м н о е  о б е с п е ч е н и е ,
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п р и  п о д г о т о в к е  к о т о р о г о  в о з н и к а е т  н е о б х о д и м о с т ь  р е ш а т ь  с л о ж н у ю  
з а д а ч у  в з а и м о д е й с т в и я  м е ж д у  п р о ц е с с а м и ,  в ы п о л н я е м ы м и  р а з л и ч н ы м и  
п р о ц е с с о р а м и .
3 .  С и с т е м а  п р о г р а м м и р о в а н и я  м н о г о п о с т о в о й  АСК
П р е д с т а в л я е м а я  с п е ц и а л и з и р о в а н н а я  с и с т е м а  п р о г р а м м и р о в а н и я  
п р е д о с т а в л я е т  п о л ь з о в а т е л ю  ш и р о к и й  к р у г  в о з м о ж н о с т е й ,  в  т о м  ч и с ­
л е :
-  с о с т а в л е н и е  п р о г р а м м  н а  с п е ц и а л и з и р о в а н н о м  я з ы к е  в ы с о к о г о  
у р о в н я ,  о р и е н т и р о в а н н о м  н а  з а д а ч и  п р о в е р к и  п а р а м е т р о в  РИП и  у ч и ­
ты ваю щ ем  а п п а р а т у р н ы е  о с о б е н н о с т и  АСК;
-  с б о р к у  п р о г р а м м  п р о в е р к и  и з  о т д е л ь н ы х  м о д у л е й  с  о б е с п е ч е ­
н и е м  в з а и м о д е й с т в и я  м е ж д у  н и м и ,  п р и ч е м  о т д е л ь н ы е  м о д у л и  м о г у т  
б ы т ь  н а п и с а н ы  к а к  н а  в х о д н о м  я з ы к е  н а с т о я щ е й  с и с т е м ы ,  т а к  и  н а  
н е к о т о р о м  д р у г о м  я з ы к е  с и с т е м ы  п р о г р а м м и р о в а н и я  РАФОС, н а п р и м е р ,  
ф о р т р а н  I V  и л и  м а к р о а с с е м б л е р ;
-  и с п о л ь з о в а н и е  с п е ц и а л ь н о г о  о т л а д о ч н о г о  р е ж и м а  у д о б н о г о  
к а к  д л я  о т л а д к и  п р о г р а м м ,  т а к  и  д л я  о т л а д к и  а п п а р а т у р ы  АСК;
-  н е з а в и с и м о с т ь  о т  а п п а р а т у р н о й  к о н ф и г у р а ц и и  АСК;
-  о д н о в р е м е н н у ю  н е з а в и с и м у ю  р а б о т у  п о с т о в  АСК с  р а з л и ч н ы м и  
п р о г р а м м а м и  п р о в е р к и ;
-  з а м е н у  п р о г р а м м ы  п р о в е р к и  в  к а ж д о м  р а б о ч е м  п о с т у  в  л ю б о й  
м о м е н т  с е а н с а  р а б о т ы  АСК;
-  в ы д а ч у  о п е р а т о р у  АСК и н ф о р м а ц и и  о  с о с т о я н и и  с и с т е м ы  в 
п р о ц е с с е  в ы п о л н е н и я  п р о г р а м м ы  п р о в е р к и  о б ъ е к т а  к о н т р о л я ;
-  з а щ и т у  п р о г р а м м  п р о в е р к и  и а п п а р а т у р ы  о т  н е п р а в и л ь н ы х  
д е й с т в и й  о п е р а т о р а ,  и з в е щ е н и е  о п е р а т о р а  о с б о я х  в  с и с т е м е ,  и х  
м е с т о н а х о ж д е н и и  и  п р и ч и н а х .
С и с т е м а  п р о г р а м м и р о в а н и я  п о с т р о е н а  п о  м о д у л ь н о м у  п р и н ц и п у .  
Е е  к о м п о н е н т ы  р а б о т а ю т  п о д  у п р а в л е н и е м  о п е р а ц и о н н о й  с и с т е м ы  
РАФОС. М о д у л и  с и с т е м ы  п р о г р а м м и р о в а н и я  АСК н а п и с а н ы  н а  я з ы к а х  
м а к р о а с с е м б л е р  и  ф о р т р а н  I V .
С и с т е м а  п р о г р а м м и р о в а н и я  АСК с о с т о и т  и з  с л е д у ю щ и х  к о м п о н е н т
-  р а с п р е д е л е н н о й  и с п о л н и т е л ь н о й  с и с т е м ы ;
-  т р а н с л я т о р а  я з ы к а  п р о г р а м м и р о в а н и я  АСК;
-  с р е д с т в  в е д е н и я  б а з ы  о п и с а н и й  А С К ;
-  б и б л и о т е к и  б а з о в ы х  п о д п р о г р а м м ;
-  в с п о м о г а т е л ь н ы х  с р е д с т в .
П р о г р а м м н о е  о б е с п е ч е н и е  р а с п р е д е л е н н о й  и с п о л н и т е л ь н о й  с и с -
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т е м ы  с о с т о и т  и з  д в у х  с о с т а в н ы х  ч а с т е й :  п р о г р а м м н о г о  о б е с п е ч е н и я
ц е н т р а л ь н о й  ЭВМ и  п р о г р а м м н о г о  о б е с п е ч е н и я  п е р и ф е р и й н о й  ЭВМ.
К о м п о н е н т а  р а с п р е д е л е н н о й  и с п о л н и т е л ь н о й  с и с т е м ы  в  ц е н т ­
р а л ь н о й  ЭВМ в ы п о л н я е т  с л е д у ю щ и е  ф у н к ц и и :
-  и н и ц и и р у е т  и  з а в е р ш а е т  с е а н с  р а б о т ы  АСК;
-  у п р а в л я е т  р а с п р е д е л е н и е м  о б щ и х  р е с у р с о в  в  с е а н с е  р а б о т ы ;
-  о б с л у ж и в а е т  з а п р о с ы  п е р и ф е р и й н ы х  ЭВМ;
-  п о д д е р ж и в а е т  с в я з ь  м е ж д у  ЭВМ;
-  у п р а в л я е т  б а з о й  д а н н ы х  АСК;
-  наблюдает за  с о с т о я н и е м  в с е й  с и с т е м ы  и о б р а б а т ы в а е т  
о с о б ы е  с и т у а ц и и .
Ц е н т р а л ь н а я  ЭВМ в  т е ч е н и и  с е а н с а  р а б о т ы  м н о г о п о с т о в о й  АСК 
м о ж е т  р а б о т а т ь  в  д в у х п р о г р а м м н о м  р е ж и м е :  о п е р а т и в н ы й  р а з д е л
п р е д н а з н а ч е н  д л я  р а б о т ы  и с п о л н и т е л ь н о й  с и с т е м ы  АСК, а  ф о н о в ы й  
р а з д е л  о д н о в р е м е н н о  м о ж е т  б ы т ь  и с п о л ь з о в а н  д л я  в ы п о л н е н и я  д р у г и х  
м е н е е  п р и о р и т е т н ы х  з а д а ч ,  н а п р и м е р ,  п о д г о т о в к и  п р о г р а м м н о г о  о б е ­
с п е ч е н и я .  О д н а к о  у д о в л е т в о р и т е л ь н а я  р а б о т а  ф о н о в о г о  р а з д е л а  в о з ­
м о ж н а  л и ш ь  в  с л у ч а е  н е  с л и ш к о м  и н т е н с и в н ы х  з а п р о с о в  н а  о б с л у ж и ­
в а н и е  о т  п е р и ф е р и й н ы х  ЭВМ.
О т д е л ь н а я  к о п и я  к о м п о н е н т ы  и с п о л н и т е л ь н о й  с и с т е м ы  п е р и ф е ­
р и й н о й  ЭВМ х р а н и т с я  в  п а м я т и  ЭВМ к а ж д о г о  р а б о ч е г о  п о с т а  и  в ы п о л ­
н я е т  с л е д у ю щ и е  о с н о в н ы е  ф у н к ц и и :
-  у п р а в л я е т  в ы п о л н е н и е м  п р о г р а м м  п р о в е р к и ,  в ы п о л н я е м ы х  в 
э т о м  р а б о ч е м  п о с т у ;
-  о б е с п е ч и в а е т  с в я з ь  с  о п е р а т о р о м ,  п р о в о д я щ и м  к о н т р о л ь ;
-  о б е с п е ч и в а е т  с в я з ь  с  ц е н т р а л ь н о й  ЭВМ;
-  о б р а б а т ы в а е т  о с о б ы е  с и т у а ц и и .
И с п о л н и т е л ь н а я  с и с т е м а  п е р и ф е р и й н о й  ЭВМ з а г р у ж а е т с я  и з  ц е н ­
т р а л ь н о й  ЭВМ н а ч а л ь н ы м  з а г р у з ч и к о м ,  к о т о р ы й  х р а н и т с я  в  у с т р о й с т ­
в е  п о с т о я н н о й  п а м я т и  п е р и ф е р и й н о й  ЭВМ.
Т р а н с л я т о р  п р е д н а з н а ч е н  д л я  п р е о б р а з о в а н и я  п р о г р а м м  н а  и с ­
х о д н о м  я з ы к е  с и с т е м ы  п р о г р а м м и р о в а н и я  м н о г о п о с т о в о й  АСК в  п р о г ­
р ам м ы  н а  я з ы к е  м а к р о а с с е м б л е р .  Н а ч а л ь н а я  п о л г о т о в к а  т е к с т о в  п р о ­
г р а м м  н а  и с х о д н о м  я з ы к е  и  д а л ь н е й ш а я  е е  о б р а б о т к а  н а  м а к р о а с с е м ­
б л е р е  п р о и з в о д и т с я  с р е д с т в а м и  о п е р а ц и о н н о й  с и с т е м ы  РАФОС.
Т р а н с л я т о р  я з ы к а  АСК п р о и з в о д и т  о б ъ е к т н ы е  п р о г р а м м ы  д в у х  
т и п о в :  о т л а д о ч н о г о  и  р а б о ч е г о .  О т л а д о ч н ы й  в а р и а н т  л ю б о й  п р о г р а м ­
мы м о ж е т  б ы т ь  в ы п о л н е н  а в т о н о м н о  с  в о з м о ж н о с т ь ю  о п е р а т и в н о г о  и з ­
м е н е н и я  и с х о д н ы х  д а н н ы х .  Р а б о ч и й  в а р и а н т  к а ж д о й  п р о г р а м м ы  п р е д ­
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н а з н а ч е н  д л я  и с п о л ь з о в а н и я  п р и  р а б о т е  м н о г о п о с т о в о й  АСК в  к о м п ­
л е к с е  в  а в т о м а т и ч е с к о м  р е ж и м е .
В х о д н о й  я з ы к  с и с т е м ы  п р о г р а м м и р о в а н и я  АСК я в л я е т с я  п р о б л е м ­
н о - о р и е н т и р о в а н н ы м  я з ы к о м  в ы с о к о г о  у р о в н я  д л я  з а п и с и  а л г о р и т м о в  
у п р а в л е н и я  п р о ц е с с а м и  к о н т р о л я  Р Ш  и  о б р а б о т к и  и н ф о р м а ц и и  в  А СК.
Ц е л ь ю  р а з р а б о т к и  н а с т о я щ е г о  я з ы к а  п р о г р а м м и р о в а н и я  я в и л о с ь  
у с к о р е н и е  и  у п р о щ е н и е  п р о ц е с с а  н а п и с а н и я  и  о т л а д к и  п р о г р а м м  п р о ­
в е р к и  Р И Л , о б е с п е ч е н и е  у д о б с т в а  д о к у м е н т и р о в а н и я  к о н т р о л я .
Я зы к  п р о г р а м м и р о в а н и я  АСК п р е д о с т а в л я е т  п о л ь з о в а т е л ю  с р е д с ­
т в а  д л я  о п и с а н и я  о п е р а ц и й ,  о с у щ е с т в л я е м ы х  п р и  п р о в е д е н и и  п р о в е р ­
к и  о б ъ е к т а  к о н т р о л я  в  р а б о ч е м  п о с т у  А С К :
-  п о д с о е д и н е н и е  о п р е д е л е н н ы х  в х о д о в  и  в ы х о д о в  п р и б о р о в ,  
в х о д я щ и х  в  с о с т а в  АСК;
-  у с т а н о в к а  р е ж и м о в  р а б о т ы  п р и б о р о в ;
-  п о д а ч а  и с п ы т а т е л ь н ы х  с и г н а л о в ;
-  ч т е н и е  и н ф о р м а ц и и  с  и з м е р и т е л ь н ы х  п р и б о р о в ;
-  о б р а б о т к а  п о л у ч е н н ы х  р е з у л ь т а т о в ;
-  у п р а в л е н и е  в ы п о л н е н и е м  п р о г р а м м ы ;
-  в ы д а ч а  т р е б у е м о й  и н ф о р м а ц и и  в  ж е л а е м о й  ф о р м е .
Я з ы к  п р о г р а м м и р о в а н и я  АСК л е г к о  о с в а и в а е т с я  п о л ь з о в а т е -  
л е м - н е п р о  г р а м м и с  т о м .
В р е а л и з о в а н н о м  в а р и а н т е  я з ы к а  с о д е р ж а т с я  с л е д у ю щ и е  о п е р а ­
т о р ы  ( в  а л ф а в и т н о м  п о р я д к е ) :
ВЫПОЛНИТЬ -  в ы п о л н и т ь  п о д п р о г р а м м у ,  о б о з н а ч е н н у ю  у к а з а н н ы м  
и м е н е м ;
ЖДАТЬ -  н е  н а ч и н а т ь  в ы п о л н е н и я  с л е д у ю щ е г о  о п е р а т о р а  д о  в ы ­
п о л н е н и я  о п р е д е л е н н о г о  у с л о в и я ;
ЗАДЕРЖ АТЬ -  з а д е р ж а т ь  в ы п о л н е н и е  с л е д у ю щ е г о  п о  п о р я д к у  о п е ­
р а т о р а  д о  и с т е ч е н и я  о п р е д е л е н н о г о  и н т е р в а л а  в р е м е н и ;
ЗА П УСТИ ТЬ -  з а п у с т и т ь  о п р е д е л е н н ы й  п р и б о р  д л я  в ы п о л н е н и я  
и з м е р е н и я ;
И ЗМ ЕРИ ТЬ -  в ы п о л н и т ь  о п е р а ц и ю  и з м е р е н и я  ( р а в н о ц е н н о  ЗАПУС­
ТИТЬ п л ю с  Ч И Т А Т Ь );
ИНДИЦИРОВАТЬ -  п р е д с т а в и т ь  и н ф о р м а ц и ю  о п е р а т о р у  АСК с  п о м о ­
щью с в е т о в ы х  т а б л о  и  ц и ф р о в ы х  и н д и к а т о р о в  с п е ц и а л и з и р о в а н н о г о  
п у л ь т а  у п р а в л е н и я  р а б о ч е г о  п о с т а  АСК;
НАЧАТЬ -  п е р в ы й  о п е р а т о р  п р о г р а м м н о й  е д и н и ц ы ;
ОБОЗНАЧИТЬ -  в ы ч и с л и т ь  р е з у л ь т а т  а р и ф м е т и ч е с к о г о  в ы р а ж е н и я  
и  о б о з н а ч и т ь  е г о  и м е н е м  ( т . е .  п р и с в о и т ь  п е р е м е н н о й  з н а ч е н и е ) ;
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ОИ -  о ч и с т и т ь  и н т е р ф е й с ;
ОКОНЧИТЬ -  п о с л е д н и й  о п е р а т о р  п р о г р а м м н о й  е д и н и ц ы ;
ОСТАНОВИТЬ -  п р и о с т а н о в и т ь  в ы п о л н е н и е  п р о г р а м м ы  д л я  в ы п о л ­
н е н и я  о п е р а т о р о м  р у ч н о г о  у п р а в л е н и я ;
ПЕРЕЙТИ -  и з м е н и т ь  п о р я д о к  в ы п о л н е н и я  о п е р а т о р о в  п о  к а к о м у -  
л и б о  у с л о в и ю  и л и  б е з  у с л о в и я ;
ПЕЧАТАТЬ -  п е ч а т а т ь  а л ф а в и т н о - ц и ф р о в у ю  и н ф о р м а ц и ю  с  пом ощ ью  
п е ч а т а ю щ е г о  у с т р о й с т в а  АСК и л и  в ы в е с т и  н а  э к р а н  д и с п л е я ;
ПОВТОРИТЬ -  в ы п о л н и т ь  п о в т о р н о  о п р е д е л е н н о е  к о л и ч е с т в о  р а з  
о д и н  и л и  н е с к о л ь к о  п р е д ы д у щ и х  о п е р а т о р о в  п р о г р а м м ы ;
СБРОСИТЬ -  у с т а н о в и т ь  н е к о т о р ы е  у к а з а н н ы е  и л и  в с е  п р и б о р ы  
р а б о ч е г о  п о с т а  АСК в  и с х о д н о е  с о с т о я н и е ;
СОЕДИНИТЬ -  с о е д и н и т ь  о п р е д е л е н н ы е  в х о д ы  и в ы х о д ы  к о м м у т а ­
т о р а  л и б о  о п р е д е л е н н ы е  в х о д ы  и  в ы х о д ы  к а к и х - л и б о  у с т р о й с т в ,  
в х о д я щ и х  в  с о с т а в  р а б о ч е г о  п о с т а  АСК;
УСТАНОВИТЬ -  у с т а н о в и т ь  р е ж и м  р а б о т ы  о п р е д е л е н н о г о  у с т р о й с ­
т в а  и з  с о с т а в а  р а б о ч е г о  п о с т а  АСК;
ЧИТАТЬ -  с ч и т а т ь  и н ф о р м а ц и ю  о п р е д е л е н н о г о  у с т р о й с т в а  и  х р а ­
н и т ь  э т о  з н а ч е н и е  в  з а д а н н ы х  е д и н и ц а х  в  о п е р а т и в н о й  п а м я т и .
И н ф о р м а ц и о н н а я  ч а с т ь  с и с т е м ы  -  б а з а  о п и с а н и й  -  с о с т о и т  и з :
-  о п и с а н и й  п р и б о р н о й  ч а с т и  АСК;
-  о п и с а н и й  к о н ф и г у р а ц и и  АСК;
-  о п и с а н и й  р а з м е р н о с т е й  ф и з и ч е с к и х  в е л и ч и н  АСК.
В о п и с а н и я х  п р и б о р н о й  ч а с т и  АСК с о д е р ж а т с я  д а н н ы е  о  в с е х  
п р и б о р а х ,  к о т о р ы е  м о г у т  б ы т ь  и с п о л ь з о в а н ы  в  АСК. О п и с а н и е  п р и б о ­
р а  с о с т о и т  и з  н а и м е н о в а н и я  п р и б о р а ,  н а и м е н о в а н и й  в ы п о л н я е м ы х  им  
ф у н к ц и й ,  н а и м е н о в а н и й  з н а ч е н и й  к а ж д о й  и з  ф у н к ц и й  и  у п р а в л я ю щ е й  
и н ф о р м а ц и и ,  п р и  п о м о щ и  к о т о р о й  к о д и р у ю т с я  э т и  ф у н к ц и и  и  з н а ч е н и я  
ф у н к ц и й .
В и с х о д н ы х  т е к с т а х  п р о г р а м м  н а  я з ы к е  п р о г р а м м и р о в а н и я  АСК 
и с п о л ь з у е м ы е  п р и б о р ы  и и м и  в ы п о л н я е м ы е  ф у н к ц и и  и  з н а ч е н и я  ф у н к ­
ц и й  у к а з ы в а ю т с я  в  в и д е  с и м в о л ь н ы х  н а и м е н о в а н и й ,  н а п р и м е р ,  ф у н к ­
ц и я  -  ч а с т о т а ,  з н а ч е н и е  ф у н к ц и и  -  1 0 0  г е р ц  и  т . п .
О п и с а н и е  к о н ф и г у р а ц и и  АСК с о с т о и т  и з  т а б л и ц ы  а д р е с о в  п р и б о ­
р о в ,  в х о д я щ и х  в  с о с т а в  к о н к р е т н о й  АСК.
О п и с а н и я  р а з м е р н о с т е й  ф и з и ч е с к и х  в е л и ч и н  с о д е р ж а т  с и м в о л ь ­
н ы е  н а и м е н о в а н и я  р а з м е р н о с т е й ,  и с п о л ь з у е м ы х  в  п р о г р а м м а х ,  к о д и ­
р о в к у  р а з м е р н о с т е й  д л я  о т д е л ь н ы х  п р и б о р о в  и  м а с ш т а б н ы е  к о э ф ф и ц и ­
е н т ы  д л я  г р у п п  с о о т в е т с т в у ю щ и х  р а з м е р н о с т е й .
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В т е к с т е  п р о г р а м м ы  н а  я з ы к е  АСК у к а з ы в а е т с я  с и м в о л ь н о е  
н а и м е н о в а н и е  р а з м е р н о с т и  ф и з и ч е с к о й  в е л и ч и н ы ,  в  е д и н и ц а х  к о т о ­
р о й  н е о б х о д и м о  х р а н и т ь  р е з у л ь т а т  в ы п о л н е н н о г о  и з м е р е н и я  н е з а в и ­
с и м о  о т  т о г о ,  в  к а к и х  е д и н и ц а х  и з  э т о й  г р у п п ы  и з м е р и т е л ь н ы й  
п р и б о р  п е р е д а с т  п р о г р а м м е  р е з у л ь т а т .
И с п о л ь з о в а н и е  б а з ы  о п и с а н и й  АСК о б е с п е ч и в а е т  п р о с т у ю  а д а п ­
т а ц и ю  с и с т е м ы  п р о г р а м м и р о в а н и я  АСК к  у с л о в и я м  п р и м е н е н и я  и  н е з а ­
в и с и м о с т ь  с и с т е м ы  о т  л ю б о й  ч а с т н о й  А С К . Д л я  п р и м е н е н и я  н а с т о я щ е й  
с и с т е м ы  п р о г р а м м и р о в а н и я  в  к о н к р е т н о й  АСК д о с т а т о ч н о  п о м е с т и т ь  
е е  х а р а к т е р и с т и к и  в  б а з у  о п и с а н и й .
С р е д с т в а  в е д е н и я  б а з ы  о п и с а н и й  АСК с о с т о я т  и з  п р о г р а м м ,  
п р е д н а з н а ч е н н ы х  д л я :
-  с о з д а н и я  ф а й л о в  б а з ы  о п и с а н и й  А СК;
-  п о м е щ е н и я  н о в ы х  о п и с а н и й  в  б а з у ;
-  у д а л е н и я  о п и с а н и й  и з  б а з ы ;
-  к о р р е к ц и и  с у щ е с т в у ю щ и х  о п и с а н и й ;
-  к о п и р о в а н и я  д а н н ы х  б а з ы  о п и с а н и й ;
-  п р о с м о т р а  и  р а с п е ч а т к и  с о д е р ж и м о г о  б а з ы  о п и с а н и й .
О п и с а н и я  и с п о л ь з у ю т с я  т р а н с л я т о р о м  д л я  ф о р м и р о в а н и я  у п р а в ­
ляю щ ей  и н ф о р м а ц и и  в  п р и к л а д н ы х  п р о г р а м м а х ,  а  т а к ж е  и с п о л н и т е л ь ­
н о й  с и с т е м о й  п р и  ф о р м и р о в а н и и  с о о б щ е н и й  о  п р и ч и н а х  с б о е в  в о  в р е ­
м я  р а б о т ы  А С К .
Б и б л и о т е к а  б а з о в ы х  п о д п р о г р а м м  в к л ю ч а е т  п о д п р о г р а м м ы  т р а н с ­
л я т о р а  я з ы к а  с и с т е м ы  п р о г р а м м и р о в а н и я  и  с т а н д а р т н ы е  р а б о ч и е  п о д ­
п р о г р а м м ы . В и х  ч и с л о  в х о д я т :
-  п о д п р о г р а м м ы  у п р а в л е н и я  у с т р о й с т в а м и  АСК;
-  п о д п р о г р а м м ы  у п р а в л е н и я  в в о д о м / в ы в о д о м ;
-  п о д п р о г р а м м ы  п р е о б р а з о в а н и я  и н ф о р м а ц и и ;
-  п о д п р о г р а м м ы  м а т е м а т и ч е с к о й  о б р а б о т к и  д а н н ы х ;
-  п о д п р о г р а м м ы  в з а и м о д е й с т в и я  с  б а з о й  о п и с а н и й  АСК;
-  п о д п р о г р а м м ы  с в я з и  с  о п е р а ц и о н н о й  с и с т е м о й ;
-  п о д п р о г р а м м ы  о б р а б о т к и  п р е р ы в а н и й ;
-  п о д п р о г р а м м ы  о б р а б о т к и  о с о б ы х  с и т у а ц и й  и т . д .
К в с п о м о г а т е л ь н ы м  с р е д с т в а м  с и с т е м ы  п р о г р а м м и р о в а н и я  АСК 
о т н о с я т с я  к о н т р о л ь н ы е  п р и м е р ы -, п р о г р а м м ы  с а м о к о н т р о л я  АСК, п р о г ­
р а м м ы , в ы п о л н я ю щ и е  н е к о т о р ы е  с е р в и с н ы е  ф у н к ц и и .
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ONE STEP MULTIDERIVATIVES METHODS FOR SOLVING DIFFERENTIAL 
EQUATIONS OF THE FIRST ORDER
Jozef Danco
Department of Numerical and Optimalization Methods 
Faculty of Mathematics and Physics 
Komensky University 
842 15 Bratislava 
Czechoslovakia
The subject mattrer of this paper is usualy formulated as 
a special numerical problem and concerns the problems of 
obtaining coefficients for this special class of numerical 
method for solving ordinary differential equations. These 
coefficients were computed by computer as wellas the particular 
methods which were programmed for computer. So, computer finds 
not only the solution of ordinary differential equations but 
also the coefficients of the method. This seems to me be 
an advantage for numerical solution of the above mentioned 
problem and for use of computer as well.
1. Introduction
One step multiderivatives methods are a means for numerical 
solution of a first order differential equation
y* =
y(*0) = y0 1
at the point xn. In this paper we suppose, that function 
f(x,y) satisfy the conditions of the existence and unit theorem 
of the solution of differential equation. This theorem has 
been proved in [l^ • Numerical methods for solving the above 
mentioned problem are using also the derivatives of the function 
f(x,y). The problem is solved in the interval <a,b> , where 
x0=a. Interval <a,b> is devided into pafrts separet d by points 
x1fx2 , ... xn_1 and xn=b. A step we define as hn=xn+1-xn 
and in this paper we supose hn=h.
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The basic idea of these methods is very simple. To find 
the next value of solution, the values of function f(x,y) 
and derivatives of this function in points » (xn+1*yn+-|)
has to be used. This can be written as follous:
yn+i yn +
IS.Zi=0 hl+1(alfn(i) v . * ( Í ) \ + bifn+1' (2)
where a.pb^ for i=0,1, ••• k are unknown coefficients of 
the method
h is a step, h«xn .j-x
and
f(x,y(x))
x=xn (3)
As can be seen the methods defines by (2) are implicit.
2. The general form for finding the unknown coefficients 
of the methods.
In this part we shall concentrate on the general form 
for counting the unknown coefficients a^b. i=0.1, ... k 
for any value of k. If we expand yQ+1, f^ , f^*' to Taylor’s 
serie and compare the coefficients of the derivatives of 
f(x,y) and povers of h we get the linear equations system 
of the following form:
Q a = y (4)
where a is the unknown coefficients vector 
a = (a0»a1» *** ^k,b0*b1* *** bk ^
y is a vector, the right hand side of the equation and can 
be written in the form
y* = —  for i=1,2, ... 2k+21 i!
Q denotes the matrix of dimension 2k+2 and has the form:
Qi.J for i=1,2, ...3=1,2, ...
2k+2
k+1
1
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for
(i-j+k+1)!
i £ j-k-1 
i£l,2, ... 2k+2 
j*k+2, ... 2k+2
Q. . » 0 for i < ,1 -k-1!» J
Solution of linear equation system satisfy thé condition
a i  a (-I)1 b^ for i»0,1, ... k (5)
This fact is very important, since the coefficients computation 
requires only the solution of a smaller linear equation system 
of the form:
P b = z (6)
where b is the vector of unknowns 
b = (bg,b^, ... bj^ )
vector z can be written as -follows:
zi * yi+k+1 for 1=1*2» ••• k+1 
and matrix P is a reduoed form matrix from matrix Q as
Pi,j * Qi+k+1,j+k+1 for = 1*2» •** k+1
That means that for finding the unknown coefficients the 
right down quadrant of the matrix Q is used. By solving 
the linear equations system (6) the unknown coefficients 
are obtained. Special computer program in PORTRAIT has been 
written for this part of solution. This program solves the 
system of linear equations in fraction term. The algorithm 
used in this program is a Gaussian elimination method in 
fraction term.
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3. Local truncation error and the approximation order. 
Suppose we have a general form of the methods:
yn - h Gf(xn»yn’yn+i»h) (7)
than the local truncation error tn+1 in the point xQ+1 
is given by:
■tn+i * y ( * n ) -  h Gf(xn,y(xn ),y(xn+1 ),h)
where y(xQ ) is exact solution of differential equation (1). 
In our case for methods definited by (2) the local truncation 
error is given by:
n+1
h2k+3 
(k+2)!
’(2k+3)(x ) + 0(h2k+4) (8 )
Where the constant term c^
ck
1
(k+3 ^ +11
is equal to:
V i
Oc+3 P (9)
Tkland nL_ J is the k-th raising factorial from n
b.^ are unknown coefficients of the method
Approximation order can be as simply as possible defined as 
the greatest power of polynom G(x)=g0+g^x+ ... gnxn, which 
exactly sutisfy the method. Prom expression (8) we can see 
that the method described in this paper is of order 2k+2 
Suppose we have a more general scheme that than of (2). 
this form is as follows:
(1 0)
This scheme is for multiderivative multistep methods. Former
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scheme (2) is only a special case of this scheme where q=0.
In general, one can say that the methods described by the 
scheme (10) are not stable. Daniel and Moore prooved that 
the multiderivative multistep methods are stable only if 
the order is 2k+2, also that the methods described by scheme 
(2) are A-stable (See Dalquist, 1963).
3. Particular methods
The coefficients from k=0 to k=8 are tabulated in the Table 1. 
Here are written only the a^ coefficients for i=0,1, ... k 
and the coefficients b^ for i=0,1, ... k, multiplied by -1 or 
1 , can be computed as we do it in (5). Table 1 consists 
olso the constant term ck for local truncation error, but 
the exact local truncation error is given by (9).
in the case when k=U, it is a well-known Euler’s method.
When k=1 we got the method described in [2] , but there is 
not the procedure for finding the coefficients.
4. Numerical results
The methods described in this paper are acceptable for solving 
the stiff differential equations as a corrector of one step
•f* V»method. As for predictor the clasic Runge-Kutta method of 4 
order could be used. The method can be written in the form:
0
i
0 \
1 0 0 1
l Í i l
By the clasic Runge-Kutta method we find a first value 
of yn+1. Then using the method described in this paper we
Table
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correct this first value of yn+1. The general formula of those 
methods can be written as:
P C Ek+1 C )m
where P is the predictor (in our case the clasic Runge-Kutta 
method of 4-th order)
E is the evaluation of right hand side of differential 
equation and the derivatives (counting k+1 times)
C is the corrector of the method
m is the number of repeating use of the corrector
A kind of disadvantage of these methods is that we have to find 
the derivative of the right hand side of differential equation» 
The first two derivatives are as follows:
d
Hx f(x,y)
b f  . bf 4
d2
3 ? f(x,y)
♦ *1 ( + f I t  >
by bx Oy
öupose we have a differential equation of the form
y* = 10y 
y(0) = 1.
with exact solution y(x)=e . Function y(x) is steeply 
increasing with growing x. One step explicit methods are not 
able to take into account this sharp increase. If the methods 
described in this paper are used for solution of differential 
equations with step h = 0.1 in the interval <0,1} , there 
is a substantial difference in accuracy.The next graph demonstrate 
the error term (axis y) m  absolute value in relation to an 
increasing x (axis x) and could be used to prove our methods 
for this kind of initial value problem.
Methods proposed in this paper are a bit complicated because 
of derivative, but by this algorithm more accurate results cauld 
be found for stiff differential equations.
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Por solving the coefficients of these methods as well as 
methods for solving differential equations computer programme 
is available in FORTRAN. The only limitation of this Programm 
was a maximal word bit-lenght, but when using computer with 
apropriate word lenght, further extention of these methods is 
available and accuracy of differential equations solution 
considerably increases.
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I. Введение.
Машинная графика по достоинству оценена учеными, конструкто­
рами, технологами как мощное средство взаимодействия между чело­
веком и машиной. Применение графических устройств существенно рас­
ширяет потенциальные возможности вычислительных машин, позволяет 
работать с такими объемами информации, освоить которые старыми ме­
тодами очень трудно, а порой и невозможно. Например, в задаче 
трехмерного численного моделирования процесса возникновения и эво­
люции крупномасштабной структуры Вселенной исследуется эволюция 
32^  частиц под действием собственных сил тяготения /2/. Удобным 
способом представления результатов вычислений является фильм, каж­
дый кадр которого показывает распределение плотности частиц в не­
который момент времени.
Можно выделить еще один широкий класс задач, решать которые, 
не имея развитых средств машинной графики, практически невозможно. 
Это прежде всего задачи автоматизации проектирования и производст­
ва, связанные с обработкой геометрической информации, описанием 
геометрий сложных форм и т.п. На решение этих задач (в том числе и 
на разработку соответствующих графических средств) направлены уси­
лия многих научных и производственных коллективов. Достаточно ска­
зать, что компания Форд, одна из ведущих автомобилестроительных 
фирм мира, к 1987 году планирует производить 90$ всех проектно- 
конструторских работ при непосредственном использовании средств 
машинной графики /5/.
Одной из развитых систем машинной графики, предоставляющих 
широкие "изобразительные" возможности, является графический пакет
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Графор, разработанный в ИПМ им.М.В.Келдыша АН СССР /I/.
2. Структура и состав комплекса Графор.
По своей сути Графор является библиотекой графических подпро­
грамм и функций (их более 400), написанных преимущественно на Фор­
тране. Тем самым решаются многие проблемы, связанные с переносом 
пакета на другие машины и операционные системы. Зависимость от 
графических устройств в Графоре локализована так, что при подклю­
чении нового устройства не требуется сколь-нибудь значительных пе­
ределок. Фортранная природа Графора, выбор узкого базиса пакета, 
рациональное деление на уровни способствовали переносу Графора на 
многие ЭВМ (БЭСМ-6, ЕС ЭВМ, СМ-4, М-6000, PDP-11, NORD, ECLIPSE 
и др.) и адаптации на различные графопостроители и дисплеи (ЕС 705If 
f7054, ЕС 7064, CAL COMP, BENSON, YU-2000 (SINTRA), TEKTRONIX и др.).
В результате Графор получил очень широкое распостранение и стал 
практически самым популярным графическим пакетом в стране. Рассмо­
трим кратко основные возможности, предоставляемые пользователю 
этим пакетом.
2.1. Средства построения изображения.
Базисный (нижний) уровень пакета составляют программы постро­
ения "графических примитивов": отрезков прямых линий, дуг окружно­
стей и эллипсов, строк текста, маркеров и др. На их основе строят­
ся более сложные изображения, а также другие уровни пакета.
На практике часто приходится сталкиваться с изображениями, ко­
торые содержат однотипные элементы (подкартинки), отличающиеся 
друг от друга только местоположением, ориентацией, размером. В та­
ких случаях удобно воспользоваться программами, реализующими лине­
йные (аффинные) преобразования. Каждое такое преобразование описы­
вается матрицей. Результирующее преобразование вычисляется путем 
умножения (возможно с использованием скобок в случае изображений, 
имеющих иерархическую структуру, где с каждым уровнем может быть 
связано свое преобразование) матриц основных преобразований пово­
рота, переноса, масштабирования.
Используя программы экранирования, можно запретить рисование 
внутри (или вне) любой области (в том числе и многосвязной), имею­
щей форму многоугольника. Возможно одновременное задание несколь­
ких экранов (до 16), тогда на изображение будет действовать резу­
льтирующий экран, являющийся объединением отдельных экранов.
В Графоре имеются средства, позволяющие формировать так назы­
-1 97-
ваемый след пера, т.е. с некоторой дискретностью отбирать точки, 
принадлежащие траектории пера (луча). Рисование при этом может и 
не производиться, т.е. перемещение пишущего инструмента может быть 
как реальным, так и "воображаемым". Зафисированную в памяти карти­
нку можно в дальнейшем рисовать, не повторяя вычислений. Она может 
быть также подвергнута произвольному, в том числе и нелинейному, 
преобразованию. След пера оказывается полезным еще и для формиро­
вания границ участков, которые впоследствии будут заэкранированы 
или заштрихованы.
2.2. Геометрические вычисления.
В составе Графора имеются программы, позволяющие производить 
многие геометрические вычисления, с которыми приходится сталкива­
ться при автоматическом формировании рисунков и чертежей, а также 
при подготовке программ для станков с числовым программным управле­
нием. К таким задачам относятся, например, проведение прямых, со­
ставляющих друг с другом заданный угол или касающихся заданных 
окружностей, построение концентрических окружностей, окружностей, 
касающихся друг друга или заданной прямой, построение точек пере­
сечения прямых и окружностей, выполнение разного рода сопряжений, 
округлений и т.п.
2.3. Построение графиков функций. Аппроксимация и сглаживание.
В Графоре предусмотрены довольно развитые средства, позволя­
ющие изображать различные функциональные зависимости. В простей­
шем случае - это построение кривых, заданных табличными значени­
ями, и проведение осей координат. Отображение математического 
пространства пользователя на физическое пространство листа бумаги, 
а также разметка осей, выполняются автоматически. График может 
быть построен в декартовой и в полярной системах координат, причем 
в первой из них могут использоваться логарифмические шкалы по од­
ной или обеим осям.
При выводе информации на графические устройства, а также при 
графическом вводе, часто возникает необходимость в ее предварите­
льной обработке (восполнении, приближении, сглаживании). В резуль­
тате улучшается как математическое, так и эстетическое представле­
ние информации. В рамках Графора реализовано несколько методов 
сплайн-интерполяции, а также различные способы сглаживания функций 
(построенные на основе метода наименьших квадратов, рядов Фурье, 
ортогональных многочленов, линейного фильтра и др.).
В системах автоматизации проектирования и производства мето­
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ды аппроксимации применяются прежде всего в целях конструирования 
кривых и поверхностей, когда практически утрачивает смысл такой 
математический критерий как точность аппроксимации, и главную роль 
начинают играть такие критерии как внешний вид и гладкость кривой, 
отсутствие осцилляций и т.п. В этих случаях чрезвычайно удобными 
и эффективными оказываются метода аппроксимации Безье и В-сплайнов 
(произвольной степени).
2.4. Изображение функций двух переменных.
При решении многих реальных практических задач приходится 
иметь дело с большими массивами чисел, которые являются значениями 
функций двух переменных. Для их изображения чаще всего применяются 
два способа: карты изолиний и проекции поверхностей. Для каждого 
из этих способов в Графоре имеется несколько отличающихся друг от 
друга реализаций.
Построение линий уровня может выполняться с использованием 
как линейной, так и бикубической интерполяции. Последний способ це­
лесообразно применять там, где сетка значений "редкая". Процесс 
построения каждой изолинии разбивается по-существу на три этапа: 
поиск изолинии (определение начальной точки на изолинии), отслежи­
вание изолинии (нахождение на ней последовательности точек) и, на­
конец, оформление изолинии (вписывание значений в разрывы изоли­
ний, нумерация, расстановка берг-штрихов).
Графор позволяет строить произвольные аксонометрические и 
перспективные проекции поверхностей. Для достижения большей нагля­
дности те части проекции объекта, которые "невидимы" наблюдателю, 
стираются. Применяемые алгоритмы удаления невидимых линий основы­
ваются на упорядочении "элементов" поверхности, будь то сечения 
поверхности параллельными плоскостями или ячейки криволинейной 
сетки.
Если сетка, на которой задана функция, оказывается слишком 
редкой, то функцию всегда можно довосполнить в узлах новой, более 
частой сетки, путем аппроксимации кусочно-многочленными функциями 
гладкости 0,1,2,3 или бикубическими многочленами. Если же функция 
задана в узлах, не образующих регулярную прямоугольную сетку, то 
поверхность аппроксимируется с помощью треугольной сетки, формиру­
емой по заданной границе области определения функции и узлам внут­
ри нее с помощью триангуляции.
Для изображения объектов более общих, чем однозначные функции, 
может использоваться метод "ореола", когда в дальние (невидимые)
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отрезки вносятся разрывы, вызванные воображаемыми непрозрачными 
ореолами вокруг более близких к наблюдателю отрезков. Этот метод 
позволяет работать с неструктурированной графической информацией, 
т.е. он предназначен для изображения объектов, представленных в 
виде неупорядоченной совокупности отрезков прямых.
3. Графор и унификация машинной графики.
В настоящее время в области машинной графики чрезвычайно ак­
туальной является задача разработки унифицированного графического 
обеспечения. Стандартизация способствует созданию мобильных систем 
машинной графики, а, следовательно, и мобильных прикладных прог­
рамм, относительно легко переносимых с одной аппаратной конфигура­
ции на другую. На основе анализа общих черт ряда графических паке­
тов были разработаны унифицированные графические системы CORE /6/ 
и GKS /4/.
В последние годы в ИПМ АН СССР на базе предложений, содержа­
щихся в проекте CORE, был создан и состыкован с Графором Базовый 
графический пакет, позволяющий организовать графический .диалог с 
программами, написанными на Фортране /3/. Таким образом, Графор 
оказался дополненным интерактивными средствами, т.е. появилась 
возможность работать с графическим дисплеем в режиме диалога. Од­
нако в связи с принятием системы gks в качестве международного 
стандарта iso весьма актуальными становятся также задачи реализа­
ции этой системы и сопряжения с ней Графора.
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ПРОГРАММНЫЙ КОМПЛЕКС НЕПТУН 
В ПАКЕТЕ ПРИКЛАДНЫХ ПРОГРАММ САФРА.
Герасимов Б.П.
Институт прикладной математики ш.М.В.Келдыша 
Академии наук СССР, Москва.
I. Математическая постановка задачи.
Конвективное движение несжимаемой вязкой жидкости описывается 
системой уравнений Навье-Стокса в приближении Буссинеска:
d V  
( I )  d t
■(Vv)V = - у оъ р +  j a  V - G T
+ (Vv)T д~ГQ
v \ ? =  О  -,
Здесь V [ и, гг J - скорость течения^  Т  - отклоне­
ние темпепатуры от среднего постоянного значения Т  , р  - откло­
нение давления от гидродинамического р  , соответствующего посто­
янной температуре T , Q  - мощность тепловых источников, ^ -
коэффициент кинематической вязкости, эе - коэффициент температуро­
проводности, G-ß\f, ß  - коэффициент температурного расширения
вещества, f  - ускорение свободного падения. Для системы уравнений 
(I) в переменных функция тока Я' и вихрь и> рассматривается внут­
ренняя краевая задача в прямоугольнике. В зависимости от конкретных граничных условий рассматриваемая область может быть либо замкнутой
полостью, либо проточной. При обезразмеривании уравнения (I) сохра­
няют свой вид, однако смысл входящих туда параметров J эеу G, Q ? 
а также масштабы основных величин различны для замкнутой и проточ­
ной полостей.
Решение системы (I) должно удовлетворяться следующим граничным 
условиям: на стенках выполняются условия прилипания и непротекания 
(для пористой стенки задается скорость просачивания) и задано рас­
пределение температур или тепловых потоков; на входном сечении 
трубы параметры втекающего потока известны (например, могут быть за­
даны распределение температуры и функции тока); на выходном сече-
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НЕГИ распределение скорости, температуры и других параметров обыч­
но неизвестно, поэтому предполагается, что линии тока параллель­
ны, а значения всех переменных считаются постоянными вдоль линий тока; граничные условия для вихря на твердых стенках опре - 
деляются в конечно-разностном виде. В задачах с симметрией рас­
сматривается половина области.
2. Разностная схема.
Для численного решения системы (I) используются разностные ме­
тоды и вводится неравномерная сетка по пространству и равномерная 
по времени. Все параметры считаются определенными в узлах сетки.
Уравнения для вихря (Л и температуры Т  аппроксимируются на 
сетке консервативной продольно-поперечной схемой [З-б] .
Для решения уравнения для функции тока Ÿ  используются два ме­
тода:
а) итерационный метод установления с параметрами, оптимизированны­
ми по Жордану;
б) метод разделения переменных с применением быстрого преобразова­
ния Фурье.
Получаемая система разностных уравнений решается последователь­
ными прогонками. Сначала по известным значениям Т, cj и Ÿ в ре­
зультате прогонок находится значение температуры на новом временном 
слое Т . Подставляя найденное Т в уравнение для , получаем 
новое сЗ во внутренних точках области. Затем, решая уравнение для 
функции тока, определяем Ÿ  • Далее вычисляются новые значения вих­
ря на границе. На этом заканчивается расчет одного шага по времени. 
Описанный алгоритм зафиксирован в схеме счета программы и, в част­
ности, в программе управления расчетом временного шага <2.10'îSTEPOjJ.
Расчет проводится до установления температуры или вихря. В прог­
рамме проверка на окончание расчета проводится по одному из уело - 
вий; какое из них выбрать, определяет пользователь, исходя из фи­
зических параметров задачи. Шаг по времени выбирается автоматически.
3. Структурное описание программного комплекса.
Программный комплекс N E P T U t t написан на языке ФОРТРАН-ДУБ- 
НА в рамках системы 0 1 У М  POS [íj. Стандартизация структуры, имен 
и идентификаторов в этой системе обеспечивает простоту освоения 
программ новыми пользователями и упрощает внесение изменений. Яв^  
ляясь частью функционального наполнения пакета прикладных программ
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САФРА (Система Автоматизации Физических РАсчетов) [2] , програм­
мный комплекс f J E P T U N существенно использует возможность авто­
матизации сборки модулей.
Все переменные, необходимые для работы программы, хранятся 
в оперативной памяти машины и группируются в блоки общей памяти. 
Вывод информации на внешний носитель ведется только с целью запи­
си результатов расчета.
Каждой программной единице присваивается номер, указывающий 
класс, которому она принадлежит, а также ее место в данном клас­
се. Например, запись (1.5) указывает на пятую подпрограмму из пер­
вого класса (класса пролога). Аналогичное соглашение имеется и для 
общих блоков. Опишем некоторые подпрограммы комплекса.
Класс 0. Управление расчетом.
Этот класс включает основную программную единицу M A I А/ и че­
тыре подпрограммы: B A S I C , M ODlFy, C O T R O L , E X P E R T .
Назначение этих программ определено системой O L Y M P U S  [l] . В 
подпрограмме M O D I F Y  реализован ввод основных переменных сис­
темы О  L Y M P u £ .
Класс I. Пролог.
В этот класс входят подпрограммы, имена и функциональное назна­
чение которых совпадают с именами и назначениями, описанными в
01 VM P ts &  [ 1 , 8 ] .
Класс 2. Вычисления.
(2.10) S T E P  0 N  - управляет расчетом значений функций на
« + Í временном слое по заданным значениям на п  -ом слое:
а) вызовом (2.20) S P E E D по значению функции тока вычисляют­
ся значения скоростей, используемые далее в аппроксимации конвектив­
ных членов при решении уравнений для температуры и вихря;
б) вызовом (2.30) T E M P E R  решается уравнение для температу­
ры и находится новое значение температуры на верхнем временном слое. 
Программа T E M P E R  вырабатывает числовой признак, который в 
случае получения отрицательной температуры, получает значение -I.
В S T E P O P  анализируется этот признак. В случае получения от­
рицательной температуры вызовом <2.35) T J M S T P  производит­
ся дробление шага по времени и расчет повторяется с начала с вы­
дачей соответствующего сообщения. Программа T E M P E R  вырабаты­
, по которомувает параметр D E L  Т Е М  = ппах / Т ,у - Ту / / тг 
определяется установление решения по температуре.
в) вызовом (2.40) V0RTSX решается уравнение для вихря и находит­
ся новое значение вихря на верхнем временном слое во внутренних точ­
ках. Программа V O R T E X  вырабатывает параметр D E L C U R -
поах /со,-. - ooijt/  т~ , по которому определяется установление ре­
шения по вихрю.
г) вызовом (2.50) S T R F U A /  решается уравнение для функции тока, 
что дает новое значение для функции тока на верхнем временном слое. 
Эта программа обращается к программе (. 2.55> POISO/U , решающей 
уравнение для функции тока итерационным методом, до тех пор, пока 
норма невязки в пространстве L2 не станет меньше заданной. Чис­
ло итераций при решении уравнения для функции тока на каждом ша­
ге вычислений ограничено сверху максимально допустимым, при превыше­
нии которого выдается сообщение об ошибке и расчет прекращается.
д) вызовом <2.60> ß OUPDY рассчитываются новые граничные значения 
вихря на верхнем временном слое.
На этом программа S T E P O P  свою работу заканчивает. Пользуясь 
соглащениями системы O L Y M P U S  , любую из перечисленных прог­
рамм 2-го класса можно выключить из расчета.
(2.70) P R E S S  рассчитывает значение давления на верхнем 
временном слое.Вычисление давления при расчете не является обяза - 
тельным на каждом временном слое, поэтому обращение к программе 
P R E S S  .принадлежащей по смыслу к классу вычислений, произво­
дится из программы управления выводом O U T P U T  , и только 
на тех временных слоях, когда есть вывод.
К классу 3 относятся программы <3.10} O U T P U T , <С3.20^> 
M P  R 1 N T  , <3.30> R E C O R D  , обеспечивающие вывод ин­
формации на внешние устройства.
Класс 4. Эпилог.
(4.10> T E S E P D  - вырабатывает признак окончания расче­
та в следующих случаях:
а) при достижении заданного числа шагов;
б) при достижении заданного времени;
в) за T I E R 0  Сек. до исчерпания ресурса времени задачи;
г) при установлении температуры заданной с точностью;
д) при установлении вихря с заданной точностью.
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Класс 5. Диагностика.
<5.40> E R R O R  - программа выдает сообщение о фатальных ошибках 
и заканчивает расчет.
Класс U  . Утиллиты.
4 U 0 i )  A P R I A I T  - печать двумерного массива действитель­
ных чисел в указанном диапазоне и с указанным шагом по индексам; 
417.02) J O R D A N  - вычисляет оптимальный по Жордану набор 
итерационных параметров;
<- JJ. И )  D E  F A  С - определяет массив косинусов, используе­
мых при вычислении конечных сумм в методе быстрого преобразования 
Фурье;
07.12) P O U R  Si - методом быстрого преобразования Фурье 
вычисляет конечные суммы Фурье по синусам.
4. Примеры применения программ.
Созданный программный комплекс много лет успешно эксплуатируется 
для решения различных физико-технических задач [5-7] .
1. Гайфулин С.А., Карпов В.Я., Мищенко Т.В. САФРА. Функциональ­
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ПАКЕТ ПРОГРАММ ДЛЯ ПРОЕКТИРОВАНИЯ 
ЭЛЕКТРОННО-ОПТИЧЕСКИХ СИСТЕМ
В .А .К а т е ш о в
В ы ч и с л и т е л ь н ы й  ц е н т р  СО АН СССР
I .  В в е д е н и е
П а к е т  ЭФИР п р е д н а з н а ч е н  д л я  р е ш е н и я  с л е д у ю щ и х  з а д а ч .
а )  . Р а с ч е т а  д в у м е р н ы х  п л о с к и х  и л и  о с е с и м м е т р и ч н ы х  э л е к т р о с т а т и ч е с ­
к и х  п о л е й .
б )  . Р а с ч е т а  о с е с и м м е т р и ч н ы х  п о л е й  с  н е з н а ч и т е л ь н ы м  и с к а ж е н и е м  г е о ­
м е т р и и  [  4 ,  I I , 1 2 ]  .  У ч и т ы в а ю т с я  в о з м у щ е н и я  п е р в о г о  п о р я д к а
о т н о с и т е л ь н о  п а р а м е т р о в  г е о м е т р и ч е с к и х  и с к а ж е н и й  с л е д у ю щ и х  т и п о в :  
с д в и г ,  п о в о р о т  и л и  п е р е к о с  о с и  с и м м е т р и и  о т д е л ь н ы х  д е т а л е й ,  э л л и п ­
т и ч е с к а я  и х  д е ф о р м а ц и я .  П о д о б н ы е  з а д а ч и ,  н а п р и м е р ,  в о з н и к а ю т  п р и  
р а с ч е т е  д о п у с к о в  э л е к т р о н н о - о п т и ч е с к и х  с и с т е м  ( Э О С ) .
в )  . Р а с ч е т а  х а р а к т е р и с т и к  Э О С . К  н и м  о т н о с я т с я  у в е л и ч е н и е  и з о б р а ­
ж е н и я ,  п о л о ж е н и е  п л о с к о с т и  Г а у с с а ,  п л о с к о с т и  к р о с с о в е р а ,  г е о м е т р и ­
ч е с к и е  и с к а ж е н и я  и з о б р а ж е н и я  ( д и с т о р с и я ) , к о э ф ф и ц и е н т ы  п р о с т р а н ­
с т в е н н ы х ,  с ф е р и ч е с к и х  и  с ф е р о х р о м а т и ч е с к и х  а б е р р а ц и й  в т о р о г о  п о ­
р я д к а ,  р а з р е ш а ю щ а я  с п о с о б н о с т ь  п р и б о р о в  и  д р .  с м .  [ 5 ,  6 ,  ? ] .
г )  .О п т и м и з а ц и и  ЭОС, т р е б у ю щ и х  н а х о ж д е н и я  м и н и м у м а  ф у н к ц и о н а л а  п р и  
о д н о в р е м е н н о м  у д о в л е т в о р е н и и  н е к о т о р ы м  о г р а н и ч е н и я м  з а  с ч е т  в а р ь и ­
р о в а н и я  г е о м е т р и и  о б л а с т и  и  к р а е в ы х  у с л о в и й .  М и н и м и з и р у е м ы й  ф у н к ­
ц и о н а л  и  о г р а н и ч е н и я  з а д а ю т с я  в  в и д е  к о м б и н а ц и и  х а р а к т е р и с т и к ,  
о п и с а н н ы х  в  п .  " в " .  В а р ь и р о в а н и е  г е о м е т р и и  д о п у с к а е т  с д в и г ,  п о в о ­
р о т ,  с ж а т и е ,  р а с т я ж е н и е  о т д е л ь н ы х  ч а с т е й  г р а н и ц ы  о б л а с т и  [ 1 0 ] .
П а к е т  р а з р а б а т ы в а е т с я  с  у ч е т о м  и с п о л ь з о в а н и я  е г о  и н ж е н е р а м и -  
- р а з р а б о т ч и к а м и  и  т е х н и к а м и ,  н е п о с р е д с т в е н н о  з а н и м а ю щ и м и с я  с о з д а ­
н и е м  п р и б о р о в .  П о э т о м у  н а р я д у  с  о б е с п е ч е н и е м  т о ч н о с т и  р е ш е н и я  з а ­
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д а ч и ,  в ы б о р а  э к о н о м и ч е с к и х  а л г о р и т м о в  р е а л и з а ц и и ,  б у д е т  у д е л е н о  
в н и м а н и е  п р о б л е м е  а в т о м а т и з а ц и и  п р о ц е с с а  р е ш е н и я  з а д а ч и ,  в  к о т о ­
р о м  м о ж н о  в ы д е л и т ь  э т а п ы :
а )  А в т о м а т и з а ц и я  з а д а н и я  и  о б р а б о т к и  в х о д н о й  и н ф о р м а ц и и .  Д л я  
э т о г о  р а з р а б о т а н  п р о б л е м н о - о р и е н т и р о в а н н ы й  я з ы к  В К  и  р е а л и з о в а н  
т р а н с л я т о р  с  н е г о ,  п о з в о л я ю щ и е  в  у д о б н о й  и  н а г л я д н о й  ф о р м е  о п и с ы ­
в а т ь  п о с т а н о в к у  з а д а ч и .
б )  А в т о м а т и з а ц и я  п о с т р о е н и я  а л г о р и т м а  р е ш е н и я  п о с т а в л е н н о й  з а ­
д а ч и .  П р о и з в о д и т с я  п у т е м  р е а л и з а ц и и  д л я  к а ж д о г о  т и п а  з а д а ч  с в о е й  
с х е м ы  р а б о т ы  а л г о р и т м и ч е с к и х  м о д у л е й .
в )  О п е р а т и в н а я  о б р а б о т к а  в ы х о д н о й  и н ф о р м а ц и и .  В  п а к е т е  в ы х о д ­
н о й  д о к у м е н т  м о ж н о  п о л у ч и т ь  в  т р а д и ц и о н н о м  ч и с л о в о м  в и д е ,  в  в и д е  
р и с у н к о в ,  г р а ф и к о в  н а  АЦПУ и л и  г р а ф о п о с т р о и т е л е .  Р е а л и з у е т с я  т а ­
к а я  в о з м о ж н о с т ь  с  п о м о щ ью  с п е ц и а л ь н о г о  с е р в и с н о г о  к о м п л е к с а  
С ЕРВИ С, р а б о т а  к о т о р о г о  у п р а в л я е т с я  д и р е к т и в а м и  в х о д н о г о  я з ы к а .  
С и с т е м а  СЕРВИС п о з в о л я е т  в ы в о д и т ь  р а с ч е т н у ю  о б л а с т ь ,  р а с ч и т ы в а т ь  
л и н и и  р а в н о г о  п о т е н ц и а л а  и л и  р а в н о г о  м о д у л я  н а п р я ж е н н о с т и ,  с и л о ­
в ы е  л и н и и , с т р о и т ь  в е к т о р н ы е  п о л я , г р а ф и к и  р а з л и ч н ы х  ф у н к ц и о н а л ь ­
н ы х  з а в и с и м о с т е й  [ 8  ]  .
г )  Х р а н е н и е  и н ф о р м а ц и и .  В х о д н а я  и н ф о р м а ц и я ,  р е з у л ь т а т ы  о п т и ­
м и з а ц и и ,  р е з у л ь т а т ы  р е ш е н и я  п о л е в ы х  з а д а ч  х р а н я т с я  в  б а з е  д а н н ы х  
ППП ЭФИР, р а б о т а  с  к о т о р о й  т а к ж е  п р о и з в о д и т с я  с  п о м о щ ью  в х о д н о г о  
я з ы к а  В К .
В д а н н о й  р а б о т е  п р и в о д я т с я  ч и с л е н н ы е  а л г о р и т м ы ,  р е а л и з о в а н н ы е  
в  п а к е т е ,  с т р у к т у р а  п а к е т а ,  о п и с а н и е  с е р в и с н о г о  к о м п л е к с а  и  б а з ы  
д а н н ы х .
П а к е т  о с н о в а н  н а  и с п о л ь з о в а н и и  м е т о д а  и н т е г р а л ь н ы х  у р а в н е н и й  
д л я  п о т е н ц и а л а  п р о с т о г о  с л о я  п р и  а п п р о к с и м а ц и и  п л о т н о с т и  п о т е н ц и ­
а л а  с  п о м о щ ь ю  В -  с п л а й н о в  р а з л и ч н ы х  п о р я д к о в .  С и с т е м а  а л г е б р а и ­
ч е с к и х  у р а в н е н и й  с т р о и т с я  о т н о с и т е л ь н о  к о э ф ф и ц и е н т о в  с п л а й н о в о г о  
р а з л о ж е н и я .  В с п о м о г а т е л ь н ы е  и н т е г р а л ы  в ы ч и с л я ю т с я  с  пом ощ ью  г а у с ­
с о в ы х  к в а д р а т у р  с  у ч е т о м  а с и м п т о т и ч е с к о г о  п о в е д е н и я  в  о к р е с т н о с ­
т и  о с о б ы х  т о ч е к  а н а л о г и ч н о  [ 1 , 3 j .  Д л я  р е ш е н и я  с и с т е м ы  а л г е б р а и ­
ч е с к и х  у р а в н е н и й  и с п о л ь з у е т с я  м е т о д  Г а у с с а  с  в ы б о р о м  г л а в н о г о  
э л е м е н т а  л и б о  м е т о д  о р т о г о н а л ь н ы х  п р е о б р а з о в а н и й  о т р а ж е н и я ,  р е а ­
л и з о в а н н ы й  в  к о п л е к с е  п р о ц е д у р  КОПЛА [ э ] .  О с о б е н н о с т ь  п о с л е д н е г о  
с о с т о и т  в  т о м ,  ч т о  п р о ц е д у р ы  п о  а п о с т е р и о р н о й  и н ф о р м а ц и и  в ы д а ю т  
г а р а н т и р о в а н н ы е  о ц е н к и  п о г р е ш н о с т и  р е ш е н и я  л и н е й н о й  с и с т е м ы ,  в ы з ­
в а н н ы е  п л о х о й  о б у с л о в л е н н о с т ь ю  м а т р и ц ы .
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П а к е т  п о з в о л я е т  п р о в о д и т ь  р а с ч е т ы  д л я  о б л а с т е й ,  с о с т а в л е н н ы х  
и з  р а з л и ч н о г о  к о л и ч е с т в а  о т р е з к о в  п р я м ы х  и  о к р у ж н о с т е й .  Н а  р а з ­
л и ч н ы х  у ч а с т к а х  г р а н и ц ы  м о г у т  з а д а в а т ь с я  к р а е в ы е  у с л о в и я  1 - г о ,  
2 - г о ,  3 - г о  р о д о в  и л и  у с л о в и я  с о п р я ж е н и я  н а  п о в е р х н о с т и  р а з д е л а  
с р е д  с  р а з л и ч н ы м и  д и э л е к т р и ч е с к и м и  с в о й с т в а м и .  Г р а н и ц а  о б л а с т и  м о ­
ж е т  б ы т ь  о д н о -  и л и  м н о г о  с в я з а н н о й ,  з а м к н у т о й  и л и  р а з о м к н у т о й .
Р е ш е н и е  н е л и н е й н ы х  з а д а ч  о п т и м и з а ц и и  с  о г р а н и ч е н и я м и  о с н о в а н о  
н а  п р и м е н е н и и  к в а д р а т и ч н о й  ф у н к ц и и  ш т р а ф о в  и л и  а л г о р и т м о в  м о д и ф и ­
ц и р о в а н н о й  ф у н к ц и и  Л а г р а н ж а .  Д л я  р е ш е н и я  б е з у с л о в н о й  м и н и м и з а ц и и  
и с п о л ь з у ю т с я  а л г о р и т м ы  н а и с к о р е й ш е г о  с п у с к а  и л и  а л г о р и т м ы  с о п р я ­
ж е н н ы х  г р а д и е н т о в  [  2 ] .
ППП ЭФИР п о л н о с т ь ю  р е а л и з о в а н  н а  я з ы к е  Ф 0 Р Т Р А Н -1 У  и  а д а п т и р о ­
в а н  н а  ЭВМ с е р и и  ЕС и  Б Э С М -6 .
2 .  Р е ш е н и е  з а д а ч  о п т и м и з а ц и и
З а д а ч а  о п т и м и з а ц и и  о с е с и м м е т р и ч н ы х  ЭОС с в о д и т с я  к  н а х о ж д е н и ю  
т а к о г о  о с е в о г о  р а с п р е д е л е н и я  п о т е н ц и а л а ,  п р и  к о т о р о м  з н а ч е н и е  н е ­
к о т о р о г о  ф у н к ц и о н а л а  , х а р а к т е р и з у ю щ е г о  о п т и ч е с к и е  с в о й с т в а  
ЭОС, д о с т и г а е т  м и н и м у м а .
Д л я  р е ш е н и я  з а д а ч и  п о т е н ц и а л  п р е д с т а в л я е т с я  в  в и д е
Ф (л) =ф'а(1)*2.Фк(г )£р>к
г д е  Ф.(г) -  о с е в о е  р а с п р е д е л е н и е  д л я  н а ч а л ь н о й  к р а е в о й  з а д а ч и  
( н а ч а л ь н о е  п р и б л и ж е н и е  г р а н и ч н ы х  у с л о в и й  и  г е о м е т р и и  о б л а с т и ) , 
ф к( г ) -  ф у н к ц и и  в о з м у щ е н и я  ( в л и я н и я )  -  е с т ь  п р о и з в о д н ы е ф к*д$>/дрк 
о с е в о г о  п о т е н ц и а л а ,  п о  п а р а м е т р а м  о п р е д е л я ю щ и м  в о з м у щ е н и я  г е о м е т ­
р и и  г р а н и ц ы  и л и  г р а н и ч н ы х  у с л о в и й ,  Sj8 К -  в е л и ч и н а  д а н н о г о  ( к  - г о )  
в о з м у щ е н и я .
Т а к и м  о б р а з о м ,  о п т и м и з а ц и о н н а я  з а д а ч а  с в о д и т с я  к  о т ы с к а н и ю  
в о з м у щ е н и й  , п р и  к о т о р о м  Í F  д о с т и г а е т  м и н и м у м а .
М и н и м и з и р у е м ы й  ф у н к ц и о н а л  п р е д с т а в л я е т с я  в  ф о р м е
3 =  2  ) % , г д е  А /е , * - , * }  » а ; -
LM ’
з а д а н н ы е  ч и с л а ,  Л  -  х а р а к т е р и с т и к и  э л е к т р о н н о - о п т и ч е с к о г о  и з о б ­
р а ж е н и я ,  п е р е ч и с л е н н ы е  в о  в в е д е н и и  п .  " в ” и  я в л я ю щ и е с я  ф у н к ц и я ­
м и  о т  о с е в о г о  р а с п р е д е л е н и я
М и н и м и з а ц и я  ф у н к ц и о н а л а  п р о и з в о д и т с я  п р и  л и н е й н ы х  о г р а н и ч е ­
н и я х  ( т и п а  р а в е н с т в  и л и  н е р а в е н с т в )  н а  п е р е м е н н ы е  к
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и  п р и ,  в о з м о ж н о ,  ф у н к ц и о н а л ь н ы х  о г р а н и ч е н и я х  в и д а  
Л X ^  У к '  , *  9  f,
З д е с ь  -
н е к о т о р ы е  к о н с т а н т ы ,  /4  -  м а т р и ц а  п о р я д к а  / я  \ m s t f P + / V G  ,
г д е  /У /5  -  ч и с л о  ф у н к ц и й  в л и я н и я ,  в ы з в а н н ы х  в а р и а ц и я м и  п о т е н ­
ц и а л а ,  WG- -  ч и с л о  ф у н к ц и й  в л и я н и я ,  в ы з в а н н ы х  в а р и а ц и я м и  г е о ­
м е т р и и .
П р о и з в о д н ы е  о т  ф у н к ц и о н а л а  и  о т  ф у н к ц и о н а л ь н ы х  о г р а н и ч е н и й  
о п р е д е л я ю т с я  с  п о м о щ ью  ц е н т р а л ь н ы х  р а з н о с т е й .
3 .  О п и с а н и е  п а к е т а
В с о с т а в  ППП ЭФИР в х о д я т  с л е д у ю щ и е  к о м п о н е н т ы :
а )  т р а н с л я т о р  с  в х о д н о г о  я з ы к а ,
б )  н а б о р  м о д у л е й ,  р е а л и з у ю щ и х  ч и с л е н н ы е  а л г о р и т м ы ,
в )  н а б о р  м о д у л е й ,  р е а л и з у ю щ и х  о б р а б о т к у  и  в ы в о д  р е з у л ь т а т о в  с ч е т а ,
г )  б а з а  д а н н ы х .
С т р у к т у р а  п а к е т а  м о ж е т  б ы т ь  п р е д с т а в л е н а  в  в и д е  б л о к - с х е м ы  
н а  р и с .  I ,  г д е  а л ь т е р н а т и в н о с т ь  в ы п о л н е н и я  р а б о т  п о к а з а н а  с  п о ­
м ощ ью  п а р а л л е л ь н о г о  с о е д и н е н и я  б л о к о в ,  а  п о с л е д о в а т е л ь н о с т ь  в ы ­
п о л н е н и я  -  в  в и д е  п о с л е д о в а т е л ь н о г о  с о е д и н е н и я .
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СИСТЕМА КОНСТРУИРОВАНИЯ ПРОСТРАНСТВЕННЫХ 
ГЕОМЕТРИЧЕСКИХ ОБЪЕКТОВ Г Е Т Р И З
К и с л ю к  О .С .
С С С Р , В л а д и в о с т о к ,  ИАНУ ДВВЦ АН СССР
С и с т е м ы  к о н с т р у и р о в а н и я  с л о ж н ы х  г е о м е т р и ч е с к и х  о б ъ е к т о в  я в ­
л я ю т с я  я д р о м  м н о г и х  с и с т е м  а в т о м а т и з а ц и и  п р о е к т и р о в а н и я .  3  р а б о ­
т е  о п и с ы в а е т с я  с и с т е м а  к о н с т р у и р о в а н и я  с л о ж н ы х  т р е х м е р н ы х  г е о ­
м е т р и ч е с к и х  о б ъ е к т о в ,  о б л а д а ю щ а я  с л е д у ю щ и м и  о т л и ч и т е л ь н ы м и  ч е р ­
т а м и .
Д л я  о п и с а н и я  т о п о л о г и и  о б ъ е к т о в  п р е д л о ж е н а  с п е ц и а л ь н а я  с х е ­
м а  п р е д с т а в л е н и я ,  д а ю щ а я  в о з м о ж н о с т ь  в ы д е л и т ь  м н о ж е с т в о  п р а в и л ь ­
н о  п о с т р о е н н ы х  о б ъ е к т о в ,  д о к а з а т ь  к о р р е к т н о с т ь  в в е д е н н ы х  н а д  н и ­
м и  о п е р а ц и й .
Д л я  п о с т р о е н и я  п о в е р х н о с т е й  с л о ж н о й  ф орм ы  и с п о л ь з у ю т с я  р е ­
к у р с и в н ы е  д и с к р е т н ы е  В - с п л а й н ы .
С о з д а н  с п е ц и а л ь н ы й  я з ы к  и н а б о р  о п е р а ц и й  о р и е н т и р о в а н н ы х  н а  
р е а л и з а ц и ю  м о щ н ы х  м е т о д о в  к о н с т р у и р о в а н и я  т а к и х  к а к ; :  п е р е х о д  о т  
г р у б о г о  о п и с а н и я  к  б о л е е  т о ч н о м у ,  с о ч е т а н и я  а н а л и з а  и  с и н т е з а  в  
п р о ц е с с е  к о н с т р у и р о в а н и я  и д р .
Р а с с м о т р и м  о п и с а н и е  с и с т е м ы  б о л е е  п о д р о б н о .  В в е д е м  м н о ж е с т ­
в о  о п и с а н и й  о б ъ е к т о в .  О б ъ е к т ы  в  с и с т е м е  о п и с ы в а ю т с я  ч е р е з  и х  г р а ­
н и ц у .  М н о г о г р а н н и к  о п и с ы в а е т с я  н а б о р о м  м н о г о у г о л ь н и к о в .  М н о г о ­
у г о л ь н и к  н а б о р о м  р е б е р  ( и  п о в е р х н о с т ь ю ,  в  к о т о р о й  о н и  л е ж а т  в  
с л у ч а е  к р и в о л и н е й н о г о  м н о г о у г о л ь н и к а ) , о т р е з о к  о п и с ы в а е т с я  н а б о ­
р о м  т о ч е к  ( и  к р и в о й ,  в  к о т о р о й  о н и  л е ж а т  в  с л у ч а е  к р и в о л и н е й н о г о  
о т р е з к а ) .
Н а д  м н о ж е с т в о м  о п и с а н и й  в в о д и т с я  п р е д и к а т  Я ( Х , 5 ) ,  и с т и н ­
н ы й , е с л и  т о ч к а  п р и н а д л е ж и т  о б ъ е к т у  и л о ж н ы й , в  п р о т и в н о м  с л у ч а е .
S )  и с т и н е н  ( л о ж е н ) ,  е с л и  л ю б о й  л у ч ,  в ы х о д я щ и й  и з  X  
п е р е с е к а е т  г р а н и ц у  3  н е ч е т н о е  ( ч е т н о е )  ч и с л о  р а з .  В с л у ч а е
-211-
к р и в о л и н е й н о г о  м н о г о у г о л ь н и к а  и л и  о т р е з к а  в м е с т о  л у ч е й  р а с с м а т р и ­
в а ю т с я  о б р а з ы  л у ч е й  п р о в е д е н н ы х  в  п а р а м е т р и ч е с к о м  п р о с т р а н с т в е  
ф у н к ц и й ,  з а д а ю щ и х  п о в е р х н о с т ь  и  к р и в у ю .
Е с л и  я  b  А )  о п р е д е л е н  д а я  л ю б о й  т о ч к и  /  , о п и с а н и е  S
я в л я е т с я  с е м а н т и ч е с к и  к о р р е к т н ы м ,  п о с к о л ь к у  f t  с т а в и т  е м у  в  с о ­
о т в е т с т в и е  н е к о т о р о е  м н о ж е с т в о  т о ч е к .  М н о ж е с т в о  о с м ы с л е н н ы х  о п и ­
с а н и й  в е с ь м а  о б ш и р н о . В н е г о  в х о д я т ,  н а п р и м е р ,  м н о г о у г о л ь н и к и  и 
п р о и з в о л ь н ы м  к о л и ч е с т в о м  д ы р  и л и  м н о г о у г о л ь н и к и  с  с а м о п е р е с е к а ю -  
щ е й с я  г р а н и ц е й .  Х о т я  о п р е д е л е н и е  и н т у и т и в н о  я с н о ,  о н о  н е к о н ­
с т р у к т и в н о ,  п о э т о м у  мы п е р е х о д и м  о т  с е м а н т и ч е с к о й  к о р р е к т н о с т и  к  
с и н т а к с и ч е с к о й  к о р р е к т н о с т и  -  с в о й с т в у  о п и с а н и я ,  к о т о р о е  л е г к о  
п р о в е р я е т с я .
П р е и м у щ е с т в о  т а к о г о  п о д х о д а  к  о п и с а н и ю  о б ъ е к т о в  п о  с р а в н е н и ю  
с  н а и б о л е е  и з в е с т н ы м  п о д х о д о м  Б р э й д а  I í j  с о с т о и т  в  т о м ,  ч т о  я в н о  
о п р е д е л е н а  ф у н к ц и я ,  с т а в я щ а я  в  с о о т в е т с т в и е  к а ж д о м у  д о п у с т и м о м у  
о п и с а н и ю  м н о ж е с т в о  т о ч е к .  Э т о  г а р а н т и р у е т  о т с у т с т в и е  б е с с м ы с л е н ­
н ы х  о п и с а н и й  и с в о д и т  д о к а з а т е л ь с т в о  к о р р е к т н о с т и  а н а л о г о в  т е о р е ­
т и к о - м н о ж е с т в е н н ы х  о п е р а ц и й  к  д о к а з а т е л ь с т в у  и х  г о м о м о р ф и з м а  о т ­
н о с и т е л ь н о  f t  .
В к а ч е с т в е  о п и с а н и й  о б ъ е к т о в  и с п о л ь з у ю т с я  о р и е н т и р о в а н н ы е  
а ц и к л и ч е с к и е  г р а ф ы .  К а ж д о й  в е р ш и н е  с т а в и т с я  в  с о о т в е т с т в и е  н е к о ­
т о р а я  г е о м е т р и ч е с к а я  с у щ н о с т ь :  о б ъ е к т ,  м н о г о г р а н н и к ,  м н о г о у г о л ь ­
н и к ,  о т р е з о к ,  т о ч к а ,  к р и в а я ,  п о в е р х н о с т ь .  П о в е р х н о с т и  и к р и в ы е  
з а д а ю т с я  п а р а м е т р и ч е с к и .  С о о т в е т с т в у ю щ и е  ф у н к ц и и  д о л ж н ы  б ы т ь  
г л а д к и м и  и в з а и м н о - о д н о з н а ч н ы м и . М н о г о г р а н н и к  с о е д и н е н  д у г а м и  с  
м н о г о у г о л ь н и к а м и , к о т о р ы е  з а д а ю т  е г о  г р а н и ц у ,  м н о г о у г о л ь н и к  с  
о т р е з к а м и  и в о з м о ж н о  п о в е р х н о с т ь ю ,  о т р е з о к  с  т о ч к а м и  и в о з м о ж н о  
к р и в о й .  К аж д ы й  г р а ф  и м е е т  о д н у  к о р н е в у ю  в е р ш и н у ,  к о т о р о й  с о п о с ­
т а в л я е т с я  в е с ь  о б ъ е к т .  О н а  с о е д и н е н а  д у г а м и  с о  с в о и м и  п о д о б ъ е к т а ­
м и :  м н о г о г р а н н и к а м и , м н о г о у г о л ь н и к а м и ,  о т р е з к а м и  и л и  т о ч к а м и .
О п р е д е л е н и е  I .  Г р а ф  с  к о р н е в о й  в е р ш и н о й  5 я в л я е т с я  с е м а н ­
т и ч е с к и  д о п у с т и м ы м ,  е с л и  i K X f i )  о п р е д е л е н  .д л я  л ю б о й  т о ч к и  X .
О п р е д е л е н и е  2 .  Г р а ф  с  к о р н е в о й  в е р ш и н о й  5 я в л я е т с я  с и н т а к ­
с и ч е с к и  д о п у с т и м ы м ,  е с л и :
1 .  Л ю бую  в е р ш и н у  т и п а  м н о г о г р а н н и к  и  л ю б у ю  в е р ш и н у  т и п а  о т ­
р е з о к  с о е д и н я е т  ч е т н о е  ч и с л о  п у т е й .
2 .  Л ю бую  в е р ш и н у  т и п а  м н о г о у г о л ь н и к  и л ю б у ю  в е р ш и н у  т и п а
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т о ч к а  с о е д и н я е т  ч е т н о е  ч и с л о  п у т е й .
3 .  И з л ю б о й  в е р и ш н ы  т и п а  о т р е з о к  и с х о д и т  ч е т н о е  ч и с л о  д у г  к  
в е р ш и н е  т и п а  т о ч к а .
4 .  В с е  г р а н и ч н ы е  о т р е з к и  м н о г о у г о л ь н и к а  л е ж а т  н а  п о в е р х н о с ­
т и ,  к о т о р о й  п р и н а д л е ж и т  м н о г о у г о л ь н и к .
5 .  В с е  т о ч к и ,  я в л я ю щ и е с я  г р а н и ц е й  о т р е з к а ,  л е ж а т  н а  к р и в о й ,  
к о т о р о й  п р и н а д л е ж и т  о т р е з о к .
П р е д л о ж е н и е  I .  Л ю б о й  с и н т а к с и ч е с к и  д о п у с т и м ы й  г р а ф  я в л я е т с я  
с е м а н т и ч е с к и  д о п у с т и м ы м .
П р е д л о ж е н и е  2 .  С у щ е с т в у е т  а л г о р и т м ,  с т р о я щ и й  п о  д а н н о м у  с е ­
м а н т и ч е с к и  д о п у с т и м о м у  г р а ф у  э к в и в а л е н т н ы й  е м у  с и н т а к с и ч е с к и  д о ­
п у с т и м ы й  г р а ф .
Н а д  в в е д е н н ы м и  о п и с а н и я м и  г е о м е т р и ч е с к и х  о б ъ е к т о в  о п р е д е л е ­
ны а н а л о г и  т е о р е т и к о - м н о ж е с т в е н н ы х  о п е р а ц и й :  о б ъ е д и н е н и е ,  п е р е с е ­
ч е н и е ,  в ы ч и т а н и е ,  а  т а к ж е  р я д  д р у г и х  о п е р а ц и й ,  о  к о т о р ы х  б у д е т  
р а с с к а з а н о  н и ж е .  Д л я  т е о р е т и к о - м н о ж е с т в е н н ы х  о п е р а ц и й  о п р е д е л е н  
г о м о м о р ф и з м  о т н о с и т е л ь н о  а  . Н а п р и м е р ,  е с л и  Л а н а л о г  о п е р а ц и и  
п е р е с е ч е н и я ,  Ь  ^  к о р н е в ы е  в е р ш и н ы  г р а ф о в ,  а  У и  У т о ч ­
к и  , т о
( I )
Д о к а з а т е л ь с т в о  п р е д л о ж е н и й  I ,  2  и  р а в е н с т в а  ( I )  м о ж н о  н а й ­
т и  в  р а б о т е  Г з ]  . В к а ч е с т в е  б а з о в ы х  п о в е р х н о с т е й  в  с и с т е м е  и с ­
п о л ь з у ю т с я  п л о с к о с т и  и  ч а с т и ч н о  п о в е р х н о с т и  в т о р о г о  п о р я д к а .
Р а с с м о т р и м  т е п е р ь  в а ж н ы й  в о п р о с  о п и с а н и я  п о в е р х н о с т е й  
п р о и з в о л ь н о й  г е о м е т р и ч е с к о й  ф о р м ы . О д н и м  и з  н а и б о л е е  у д о б н ы х  
с п о с о б о в  о п и с а н и я  п о в е р х н о с т е й  я в л я ю т с я  к у б и ч е с к и е  В - с п л а й н ы .  К  
и х  д о с т о и н с т в а м  м о ж н о  о т н е с т и :
а )  .  Е с т е с т в е н н о с т ь  п а р а м е т р и з а ц и и .  С п л а й н  з а д а е т с я  т о ч к а м и  
в  в е р ш и н а х  п р я м о у г о л ь н о й  с е т к и  в  п а р а м е т р и ч е с к о м  п р о с т р а н с т в е
( х а р а к т е р и с т и ч е с к и й  м н о г о г р а н н и к ) .
б )  .  В о з м о ж н о с т ь  л о к а л ь н о й  м о д и ф и к а ц и и  ф о р м ы  п о в е р х н о с т и .
в )  . О т с у т с т в и е  и з б ы т о ч н о й  в о л н и с т о с т и .
О д н а к о  к л а с с и ч е с к а я  В - с п л а й н о в а я  п о в е р х н о с т ь  м о ж е т  б ы т ь  
о п р е д е л е н а  т о л ь к о  н а д  п р я м о у г о л ь н о й  с е т к о й .  О б о б щ е н и е м  В - с п л а й -  
н о в  я в л я ю т с я  д и с к р е т н ы е  р е к у р с и в н ы е  В - с п л а й н ы  [ 2 ]  , к о т о р ы е  з а ­
д а ю т с я  н а д  п р о и з в о л ь н о й  с е т к о й .  Е с л и  к л а с с и ч е с к и е  с п л а й н ы  з а д а ­
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н а д  в е р ш и н а м и  X*j х а р а к т е р и с т и ч е с к о г о  м н о г о г р а н н и к а ,  т о  д и с к ­
р е т н ы е  р е к у р с и в н ы е  с п л а й н ы  з а д а ю т с я  ф у н к ц и о н а л о м  F ( s )  ( г д е  
с е т к а ) ,  к о т о р ы й  п о з в о л я е т  п о  с е т к е  5 ;  с т р о и т ь  с е т к у  S j+ i  
С п о м о щ ью  т а к о г о  ф у н к ц и о н а л а  мы п о л у ч а е м  п о с л е д о в а т е л ь н о с т ь  с е ­
т о к ,  к а ж д а я  и з  к о т о р ы х  я в л я е т с я  в с е  б о л е е  т о ч н ы м  п р и б л и ж е н и е м  
и с к о м о й  п о в е р х н о с т и .
Х р а н е н и е  с е т к и  S t ц е л и к о м  н е  о б я з а т е л ь н о ,  п о с к о л ь к у  в  с и л у  
с в о й с т в а  л о к а л ь н о с т и  В - с п л а и н о в  у д а е т с я  п о с т р о и т ь  а л г о р и т м  д л я  
с о з д а н и я  л и ш ь  м а л о г о  у ч а с т к а  п о в е р х н о с т и .
И с п о л ь з о в а н и е  д и с к р е т н ы х  р е к у р с и в н ы х  с п л а й н о в  п о з в о л я е т  с о з ­
д а т ь  у д о б н ы й  а п п а р а т  к о н с т р у и р о в а н и я  с л о ж н ы х  к р и в о л и н е й н ы х  о б ъ е к ­
т о в :  в н а ч а л е  с о з д а е т с я  г р у б о е  п р и б л и ж е н и е ,  а  з а т е м  о н о  у т о ч н я е т ­
с я  п р и  п о м о щ и  ф у н к ц и о н а л а
Р а с с м о т р и м  т е п е р ь  с а м  п р о ц е с с  к о н с т р у и р о в а н и я .  О т л и ч и т е л ь ­
н о й  ч е р т о й  о п и с ы в а е м о й  с и с т е м ы  я в л я е т с я  в о з м о ж н о с т ь  и с п о л ь з о в а н и я  
н е с к о л ь к и х  в е с ь м а  м ощ н ы х м е т о д о в  к о н с т р у и р о в а н и я .
Р а з р а б о т а н  с п е ц и а л ь н ы й  д и а л о г о в ы й  я з ы к  и д л я  о б е с п е ч е н и я  и с ­
п о л ь з о в а н и я  м е т о д о в  к о н с т р у и р о в а н и я ,  п р и ч е м  и с п о л ь з у ю т с я  н е  т о л ь ­
к о  н а б о р ы  п р о ц е д у р ,  н о  и я з ы к о в ы е  с р е д с т в а ,  н а п р и м е р ,  в о з м о ж н о с т ь  
н е д е т е р м и н и р о в а н н ы х  в ы ч и с л е н и й  ( п р о г р а м м и р о в а н и е  с  в о з в р а т а м и ) .
О с н о в н ы е  м е т о д ы  к о н с т р у и р о в а н и я , и с п о л ь з у е м ы е  в  с и с т е м е , э т о :
I .  С о ч е т а н и я  п р о ц е с с а  к о н с т р у и р о в а н и я  с  п р о ц е с с о м  а н а л и з а .
Д л я  к о н с т р у и р о в а н и я  о б ъ е к т о в  и с п о л ь з у ю т с я :  т е о р е т и к о - м н о ­
ж е с т в е н н ы е  о п е р а ц и и ,  п р е о б р а з о в а н и е  о б ъ е к т а  и л и  е г о  ч а с т и  о п е р а ­
т о р о м ,  п о с т р о е н и е  о б о б щ е н н о г о  ц и л и н д р а  ( н а п р и м е р ,  т е л а  в р а щ е н и я ) ,  
п о с т р о е н и е  т е л а  п о  о б о л о ч к е .
Д л я  а н а л и з а  о б ъ е к т о в  и с п о л ь з у е т с я  я з ы к о в ы й  м е х а н и з м  н е д е т е р ­
м и н и р о в а н н ы х  в ы ч и с л е н и й  и в о з м о ж н о с т ь  с у щ е с т в о в а н и я  м н о г о з н а ч н ы х  
ф у н к ц и й .  Э т о  п о з в о л я е т  с т р о и т ь  " о б р а з ц ы " ,  к о т о р ы е  м о ж н о  н а к л а д ы ­
в а т ь  н а  и с с л е д у е м ы й  о б ъ е к т .  П р и  э т о м  и с п о л ь з у ю т с я  м н о г о з н а ч н ы е
ф у н к ц и и ,  с т р о я щ и е  в с е  п о д о б ъ е к т ы  д а н н о г о  о б ъ е к т а  р а в н ы е  о б ъ е к т у  
S , в с е  п о д о б ъ е к т ы  д а н н о г о  о б ъ е к т а  н а  к о т о р ы е  у к а з ы в а е т  с в е т о в о е  
п е р о ,  т о п о л о г и ч е с к и  с в я з а н н ы е  п о д о б ъ е к т ы  д а н н о г о  о б ъ е к т а  и  д р .
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2 .  П е р е х о д  о т  г р у б о г о  о п и с а н и я  к  у т о ч н е н и ю .
О с у щ е с т в л е н и е  э т о г о  м е х а н и з м а  к о н с т р у и р о в а н и я  о б е с п е ч и в а е т с я
с о з д а н и е м  п р о и з в о л ь н о й  с е т к и ,  а  з а т е м  п о с т р о е н и е м  п о  н е й  р е к у р с и в ­
н ы х  д и с к р е т н ы х  В - с п л а й н о в .
3 .  Н е я в н о е  з а д а н и е  о п е р а ц и и  п е р е м е щ е н и я  о б ъ е к т о в .
Э т о т  м е х а н и з м  к о н с т р у и р о в а н и я  о б е с п е ч и в а е т с я :  в о - п е р в ы х ,  
с п е ц и а л ь н о й  п р о ц е д у р о й ,  с т р о я щ е й  о п е р а т о р  с м е щ е н и я  и л и  о п е р а т о р  
с м е щ е н и я  -  п о в о р о т а  п о  е г о  д е й с т в и ю  н а  п л о с к о с т и ,  п р я м ы е ,  т о ч к и  и 
о б ъ е к т ы .  В о - в т о р ы х ,  н а б о р о м  п р о ц е д у р  а н а л и з а  с т р о я щ и х  п л о с к о с ­
т и ,  п р я м ы е  и ц е н т р ы  с и м м е т р и и ,  п л о с к о с т и  и п р я м ы е , в  к о т о р ы х  л е ж и т  
о б ъ е к т ,  и н е к о т о р ы х  д р у г и х .
4 .  Н е п о с р е д с т в е н н о е  с о з д а н и е  о б ъ е к т а .
Э т о т  м е х а н и з м  о б е с п е ч и в а е т с я  н а л и ч и е м  с п е ц и а л ь н о г о  о б ъ е к т а  
" п л а в а ю щ и й  в е к т о р " ,  к о т о р ы м  м о ж н о  п о л ь з о в а т ь с я  к а к  " ч е р т е ж н ы м  и н ­
с т р у м е н т о м "  .
П ри р а з р а б о т к е  д а н н о й  с и с т е м ы  б ы л и  с о з д а н ы  н е с к о л ь к о  а л г о ­
р и т м о в .  Н а и б о л ь ш и й  и н т е р е с  п р е д с т а в л я ю т :
а л г о р и т м  п о с т р о е н и я  в е к т о р н ы х  и з о б р а ж е н и й  с  у д а л е н и е м  н е ­
в и д и м ы х  л и н и й ,
а л г о р и т м  п о с т р о е н и я  п е р е с е ч е н и я  и о б ъ е д и н е н и я  о б ъ е к т о в ,
а л г о р и т м  п о с т р о е н и я  р е к у р с и в н ы х  д и с к р е т н ы х  3 - с п л а й н о в .
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ОСОБЕННОСТИ РЕАЛИЗАЦИИ 
КОМПЛЖСА ПРОГРАММ РАДИУС-2
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1 . Введение
Проектирование систем  автоматического управления представ­
ляет собой  сложную задач у, требующую проведения большого объема 
вычислений для объективного обоснования проектных решений.
В современных условиях остро в ст а ет  проблема повышения произво­
дительности инженерного труда путем рациональной организации  
взаимодействия проектировщика с ЭВМ.
Эта проблема имеет три главных аспекта:
-  создан и е специального входного языка, допускающего удоб­
ный сп особ  задания вычислительной машине модели исследуемой  
системы в привычных для проектировщика терминах ;
-  алгоритмизация и программирование методов теории автома­
тического управления ;
-  согласование и стыковка отдельных алгоритмов и программ 
между с о б о й .
В докладе и зл агается  комплексный подход к решению этой  
проблемы, учитывающий все три е е  перечисленные а сп ек та , и его  
реализация в комплексе программ РАДИУС-2 (РАсчет Динамических 
Управляющих С и стем ), предназначенном для автоматизации процес­
сов  исследования и проектирования структур систем  управления 
сложными техническими объектами.
2 .  Принципы построения
При выработке принципов построения комплекса программ
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РАДИУС-2 о т п р а в н о й  т о ч к о й  п о с л у ж и л  а н а л и з  п р о ц е с с а  п о д г о т о в к и  
и  и с с л е д о в а н и я  м о д е л и  с  пом ощ ью  ЭВМ, с х е м а т и ч е с к и  и з о б р а ж е н н о г о  
н а  р и с  Л .  О т д е л ь н ы е  б л о к и  с о о т в е т с т в у ю т  р а з л и ч н ы м  э т а п а м  э т о г о  
п р о ц е с с а ,  а  в  п р а в о й  ч а с т и  р и с у н к а  в ы п и с а н ы  п р и н ц и п ы  п о с т р о е н и я  
к о м п л е к с а ,  в ы т е к а ю щ и е  и з  о с о б е н н о с т е й  к а ж д о г о  э т а п а .
С о в м е с т и м о с т ь  
а л г о р и т м о в
Р и с . 1
Б л а г о д а р я  у н и в е р с а л ь н о с т и  ф о р м ы  м о д е л и  у д а л о с ь  о х в а т и т ь  
д о с т а т о ч н о  ш и р о к и й  к л а с с  и с с л е д у е м ы х  с и с т е м .  В к а ч е с т в е  о с н о в ­
н ы х  ф о р м  м о д е л и  п р и н я т ы  д в а  н а и б о л е е  о б щ и х  с п о с о б а  о п и с а н и я  
с и с т е м  а в т о м а т и ч е с к о г о  у п р а в л е н и я :  с т р у к т у р н а я  с х е м а  и  с и с т е м а  
у р а в н е н и й  в  п р о с т р а н с т в е  с о с т о я н и й .
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H a  э т а п е  п р о г р а м м и р о в а н и я  м о д е л и  в а ж н е й ш и м и  п р и н ц и п а м и  я в ­
л я ю т с я  п р о б л е м н а я  н а п р а в л е н н о с т ь  и  н е п р о ц е д у р н о с т ь  в х о д н о г о  
я з ы к а .  П р о б л е м н а я  н а п р а в л е н н о с т ь  п о з в о л я е т  п р о г р а м м и р о в а т ь  м о ­
д е л ь  в  т е р м и н а х ,  п р и н я т ы х  в  д а н н о й  п р и к л а д н о й  о б л а с т и  д е я т е л ь ­
н о с т и .  Н е п р о ц е д у р н о с т ь  д а е т  в о з м о ж н о с т ь  з а д а в а т ь  в  п р о г р а м м е  
т о л ь к о  м о д е л ь  и с с л е д у е м о г о  о б ъ е к т а  и  с и с т е м ы  у п р а в л е н и я ,  н е  
р а с п и с ы в а я  а л г о р и т м  е е  о б р а б о т к и .  В о б л а с т и  п р о г р а м м н о г о  о б е с ­
п е ч е н и я  д л я  и с с л е д о в а н и я  д и н а м и ч е с к и х  с и с т е м  с в о й с т в а  п р о б л е м ­
н о й  н а п р а в л е н н о с т и  и  н е п р о ц е д у р н о е т и  н а и б о л е е  п о л н о  в о п л о щ е н ы  
в  я з ы к а х  м о д е л и р о в а н и я ,  н а и б о л е е  р а з в и т ы е  и з  к о т о р ы х  п о с л у ж и л и  
п р о т о т и п о м  п р и  р а з р а б о т к е  в х о д н о г о  я з ы к а  к о м п л е к с а  Р А Д И У С -2 , 
к о т о р ы й  о т л и ч а е т с я  о т  н и х  д в у м я  в а ж н ы м и  к а ч е с т в а м и .  В о - п е р в ы х ,  
э т и  с в о й с т в а  р е а л и з о в а н ы  н е  з а  с ч е т  р а з р а б о т к и  с п е ц и а л и з и р о в а н ­
н о г о  я з ы к а  и  с о о т в е т с т в у ю щ е г о  т р а н с л я т о р а ,  а  в  р а м к а х  Ф о р т р а н а - 4  
п у т е м  е г о  с е м а н т и ч е с к о г о  р а с ш и р е н и я .  В о - в т о р ы х ,  п о м и м о  с р е д с т в  
м о д е л и р о в а н и я  д и н а м и ч е с к и х  п р о ц е с с о в  к о м п л е к с  в к л ю ч а е т  а л г о р и т ­
мы и  п р о г р а ш ы ,  р е а л и з у ю щ и е  р а з л и ч н ы е  м е т о д ы  а н а л и з а  и  с и н т е з а  
а в т о м а т и ч е с к и х  с и с т е м ,  т а к и е  к а к  р а с ч е т  у с т о й ч и в о с т и ,  о п т и м и з а ­
ц и я  п о  з а д а н н о м у  к р и т е р и ю  и  д р .
Х а р а к т е р н о ,  ч т о  в с е  р а с ч е т н ы е  а л г о р и т м ы  д о п у с к а ю т  з а п и с ь  
и с с л е д у е м о й  м о д е л и  в  о д н о й  и  т о й  ж е  ф о р м е .  И н а ч е  г о в о р я ,  в ы б р а н ­
н а я  ф о р м а  м о д е л и  о б л а д а е т  с в о й с т в о м  и н в а р и а н т н о с т и  о т н о с и т е л ь н о  
а л г о р и т м о в  р а с ч е т а .  В  р е з у л ь т а т е  э т о г о  в о з н и к а е т  в о з м о ж н о с т ь  
н е з а в и с и м о г о  п р и м е н е н и я  н е с к о л ь к и х  а л г о р и т м о в  f i f  f z , f *  
к  о д н о й  и  т о й  ж е  м о д е л и  х  :
t f . j г > f r » ]  • X  = <fr-x, f x: X,..., f„: * > .  ( I )
П о с к о л ь к у ,  к р о м е  т о г о ,  а л г о р и т м ы  с о в м е с т и м ы  д р у г  с  д р у г о м  
п о  в х о д н о й  и  в ы х о д н о й  и н ф о р м а ц и и ,  т о  м о ж н о  в ы п о л н я т ь  к о м п л е к с н ы е  
р а с ч е т ы ,  п р е д п о л а г а ю щ и е  п о с л е д о в а т е л ь н о е  п р и м е н е н и е  р а з л и ч н ы х  
а л г о р и т м о в  f i ,  f i , . . . ,  f „ ,  к а ж д ы й  и з  к о т о р ы х  и с п о л ь з у е т  р е з у л ь ­
т а т ы  р а б о т ы  п р е д ы д у щ и х :
( f ,  ° Íí 0...° / " ) =  х  = f i : ( f i : * ) ) ) . ( 2 )
П р и  т а к о й  ф о р м а л и з а ц и и  н а п р а ш и в а е т с я  а н а л о г и я  с  ф у н к ц и о ­
н а л ь н ы м  с т и л е м  п р о г р а м м и р о в а н и я :  в ы р а ж е н и е  ( I )  м о ж н о  т р а к т о в а т ь  
к а к  к о н с т р у к ц и ю  а л г о р и т м о в  f , ,  f г , . . . ,  а  в ы р а ж е н и е  ( 2 )  -  
к а к  и х  к о м п о з и ц и ю . Н а б о р  э л е м е н т а р н ы х  ф у н к ц и й  в к л ю ч а е т  д а л е к о  
н е  э л е м е н т а р н ы е  а л г о р и т м ы  а н а л и з а  и  с и н т е з а  с и с т е м  у п р а в л е н и я .
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В  к а ч е с т в е  о б ъ е к т а  в ы с т у п а е т  м о д е л ь  и с с л е д у е м о й  с и с т е м ы  х ,  к о т о ­
р а я ,  к а к  п р а в и л о ,  с о с т о и т  и з  т р о й к и  р а з д е л о в  р ,  о  и  s  ,  о п р е д е л я ­
ю щ их с о о т в е т с т в е н н о  п а р а м е т р ы ,  в ы в о д и м ы е  п е р е м е н н ы е  и  с т р у к т у р у  
м о д е л и :
х =  ( р ,  о ,  s ' ) .
С т р у к т у р а  м о д е л и  к о д и р у е т с я  с  пом ощ ью  ф у н к ц и о н а л ь н ы х  б л о к о в .  
И м е ю т с я  ф у н к ц и о н а л ь н ы е  б л о к и  т р е х  р а з н о в и д н о с т е й :  м а т е м а т и ч е с к и е  
с о о т н о ш е н и я  ( д и ф ф е р е н ц и а л ь н ы е  и  а л г е б р а и ч е с к и е  у р а в н е н и я ,  г е н е ­
р а т о р ы  ф у н к ц и й  и  д р . ) ,  э л е м е н т ы  с и с т е м  а в т о м а т и к и  ( т и п о в ы е  д и н а ­
м и ч е с к и е  з в е н ь я ,  о д н о з н а ч н ы е  и  н е о д н о з н а ч н ы е  н е л и н е й н о с т и  и  д р . )  
и  м о д е л и  т е х н о л о г и ч е с к и х  о б ъ е к т о в  ( т а к и х  к а к  т е п л о о б м е н н и к ,  т у р ­
б и н а  и  д р . ) .  П р о г р а м м а  п о л ь з о в а т е л я  с о с т о и т  и з  о п и с а н и я  о д н о й  
и л и  н е с к о л ь к и х  м о д е л е й  э с ,, х г , . . . , э с * ,  и  д и р е к т и в  н а  п р о в е д е н и е  
р а с ч е т о в  п о  а л г о р и т м а м  h  ,  f « , . . . »  f *  .  Н а  р и с . 2  п о к а з а н  п р и м е р  
о р г а н и з а ц и и  п р о г р а м м ы  п о л ь з о в а т е л я .
Р и с  . 2
В э т о й  п р о г р а м м е  и с с л е д у ю т с я  м о д е л и  эс, и  зсА с  п ом ощ ью  а л ­
г о р и т м о в  f , ,  f i , f ъ и  f i , .  А л г о р и т м ы  f  1 и  f i  о б р а б а т ы в а ю т  м о ­
д е л ь  эс, : р  г f -I ,
Lf<> TzJ'ûC, = < f , :  Xf>
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а  а л г о р и т м ы  fs и f y  -  м о д е л ь  х г :
( f b ° f s ) : x z -  '■ ( í z ; ^ O,
п р и ч е м  р а с ч е т ы  f t и  f z в ы п о л н я ю т с я  н е з а в и с и м о ,  а  р а с ч е т  /«, и с ­
п о л ь з у е т  р е з у л ь т а т ы  р а с ч е т а  fs  .  М о д е л и  х 1 и  х г и м е ю т  о д и н а к о ­
в у ю  с т р у к т у р у  и  о п е р а ц и и  в ы в о д а ,  о т л и ч а я с ь  т о л ь к о  п а р а м е т р а м и :
*1 = (pi, О,, • X t = ( p z , o i t  Si).
3 .  О с о б е н н о с т и  р е а л и з а ц и и
РАДИУС- 2  п р е д с т а в л я е т  с о б о й  с л о ж н ы й  п р о г р а м м н ы й  к о м п л е к с ,  
н а с ч и т ы в а ю щ и й  б о л е е  1 0 0  п о д п р о г р а м м  о б щ и м  о б ъ е м о м  б о л е е  1 0  т ы с .  
о п е р а т о р о в .
О с н о в н ы м и  п о д с и с т е м а м и  к о м п л е к с а  я в л я ю т с я :
-  в х о д н о й  я з ы к ,  к  к о т о р о м у  п р и м ы к а е т  б и б л и о т е к а  ф у н к ц и о ­
н а л ь н ы х  б л о к о в  ;
-  н а б о р  а л г о р и т м о в  р а с ч е т а  ;
-  п о д с и с т е м а  в ы в о д а  и н ф о р м а ц и и .
В х о д н о й  я з ы к  п р е д н а з н а ч е н  д л я  з а д а н и я  ЭВМ и с с л е д у е м о й  м о ­
д е л и  и  ц е л и  и с с л е д о в а н и я  в  в и д е  п о с л е д о в а т е л ь н о с т и  д и р е к т и в ,  
о п р е д е л я ю щ и х  т и п  и  п а р а м е т р ы  п р о в о д и м ы х  р а с ч е т о в .  В х о д н о й  я з ы к  
к о м п л е к с а  РАДИУС- 2  р е а л и з о в а н  в  с и н т а к с и ч е с к и х  р а м к а х  Ф о р т р а ­
н а - 4  з а  с ч е т  е г о  с е м а н т и ч е с к о г о  р а с ш и р е н и я .  Н а б о р  а л г о р и т м о в  
р е а л и з у е т  м е т о д ы  т е о р и и  а в т о м а т и ч е с к о г о  у п р а в л е н и я  и  д р у г и е  
ч и с л е н н ы е  м е т о д ы ,  и с п о л ь з у е м ы е  п р и  и с с л е д о в а н и и  и  п р о е к т и р о в а ­
н и и  с и с т е м  у п р а в л е н и я .  П о д с и с т е м а  в ы в о д а  и н ф о р м а ц и и  о б е с п е ч и ­
в а е т  в ы д а ч у  р е з у л ь т а т о в  р а с ч е т а  н а  в н е ш н и е  у с т р о й с т в а  в  у д о б ­
н о м  д л я  в о с п р и я т и я  и  п о с л е д у ю щ е г о  а н а л и з а  в и д е ,  к а к  ц и ф р о в о м ,  
т а к  и  г р а ф и ч е с к о м .
К о м п л е к с  ц е л и к о м  р е а л и з о в а н  н а  у н и в е р с а л ь н о м  я з ы к е  п р о ­
г р а м м и р о в а н и я  Ф о р т р а н - 4 .  К  н а с т о я щ е м у  в р е м е н и  о н  п р о ш е л  а п р о ­
б а ц и ю  н а  ЭВМ 1CL 4 - 7 0  ( с  о п е р а ц и о н н о й  с и с т е м о й  D O S - J ) ,  
а  т а к ж е  М - 4 0 3 0  и  р а з л и ч н ы х  м о д е л я х  ВС ЭВМ ( с  р а з л и ч н ы м и  в е р с и ­
я м и  о п е р а ц и о н н ы х  с и с т е м  ОС ВС и  ДОС В С ) .
4 .  З а к л ю ч е н и е
В д о к л а д е  о п и с а н ы  п р и н ц и п ы  п о с т р о е н и я  и  о с о б е н н о с т и  р е а л и ­
з а ц и и  к о м п л е к с а  п р о г р а м м  РАДИУС- 2 ,  п р е д н а з н а ч е н н о г о  д л я  а в т о м а ­
т и з и р о в а н н о г о  п р о е к т и р о в а н и я  с т р у к т у р  с и с т е м  у п р а в л е н и я .
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Б л а г о д а р я  з а л о ж е н н ы м  в  н е г о  п р и н ц и п а м  к о м п л е к с  ч р е з в ы ч а й н о  
у д о б е н  в  э к с п л у а т а ц и и .  Т а к ,  в с л е д с т в и е  п р о б л е м н о й  н а п р а в л е н н о с ­
т и  в х о д н о г о  я з ы к а  п о л ь з о в а т е л ь  в в о д и т  в  м а ш и н у  м о д е л ь  и с с л е д у е ­
м о й  с и с т е м ы  б у к в а л ь н о  с  л и с т а ,  н е  п р о и з в о д я  п р е д в а р и т е л ь н о й  п е р е ­
к о д и р о в к и .  Н е п р о ц е д у р н о е  т ь  я з ы к а  о с в о б о ж д а е т  п о л ь з о в а т е л я  о т  
н е о б х о д и м о с т и  р а с п и с ы в а т ь  а л г о р и т м  р а с ч е т а  и  п о з в о л я е т  е м у  с к о н ­
ц е н т р и р о в а т ь  в с е  в н и м а н и е  н а  р е ш е н и и  о с н о в н о й  з а д а ч и .  Б л а г о д а р я  
и н в а р и а н т н о с т и  формы м о д е л и  о т п а д а е т  н е о б х о д и м о с т ь  к а ж д ы й  р а з  
п е р е п и с ы в а т ь  м о д е л ь  п р и  п е р е х о д е  о т  о д н о г о  а л г о р и т м а  к  д р у г о м у ,  
т . к .  в с е  п р е о б р а з о в а н и я  м о д е л и  и з  о д н о г о  в и д а  в  д р у г о й  в ы п о л ­
н я ю т с я  а в т о м а т и ч е с к и .  Н а к о н е ц ,  с о в м е с т и м о с т ь  а л г о р и т м о в  п о з в о ­
л я е т  о с у щ е с т в л я т ь  с л о ж н ы е  п р о г р а м м ы  и с с л е д о в а н и я  м о д е л и  п у т е м  
п о с л е д о в а т е л ь н о г о  п р и м е н е н и я  к  н е й  р а з л и ч н ы х  а л г о р и т м о в ,  к а ж д ы й  
и з  к о т о р ы х  м о ж е т  и с п о л ь з о в а т ь  р е з у л ь т а т ы  р а б о т ы  п р е д ы д у щ и х .
С т о ч к и  з р е н и я  р е а л и з а ц и и  к о м п л е к с а  РАДИУС- 2  ч и с т о  ф о р т р а н -  
н о е  и с п о л н е н и е  о б е с п е ч и в а е т  е г о  м о б и л ь н о с т ь ,  л е г к о с т ь  о с в о е н и я  
и  н а р а щ и в а н и я ,  а  т а к ж е  в о з м о ж н о с т ь  и с п о л ь з о в а н и я  м н о г о л е т н е г о  
о п ы т а  п р о г р а м м и р о в а н и я ,  м а т е р и а л и з о в а н н о г о  в  м н о г о ч и с л е н н ы х  
п р о г р а м м а х  и  п а к е т а х  п р о г р а м м .
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AUTOMATED LINKING OF PROGRAMS IN THE SYSTEM OF BPS
Igor Klacansky
Computing Research Centre 
Dúbravská 3 
Bratislava 
Czechoslovakia
The paper discusses the problems concerned with the automated 
linking of programs in the system with modular language. It 
contains a brief description of the BPS system, of the BPS/L 
language and the definition of the module as the fundamental 
unit of the language. Further, the structure of the program is 
defined and the requirements for the structure are given as 
the result of the principles of modular and structural program­
ming. The subsystem Linker, which ensures the automated linking 
of programs in BPS, is adduced as an example of the practical 
implementation.
0. INTRODUCTION
If we follow the development of programming means we may state 
that the centre of gravity of the development was shifted 
from the field of programming languages to the integrated 
programming environments - to the systems supporting the pro­
gram during its whole life cycle and making the programming 
easier in several aspects. The means allowing an automated 
linking of programs is an important part of such a system.
It is possible to say that the progressive programming 
methodologies left the university campus and through pro­
gramming environments have been applied in practice.
The first part briefly characterizes the BPS system on SM4-20 
computer which in many aspects is likely to become a program­
ming environment. The second part deals with the problems of
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linking the programs in BPS and with the possibility of 
automating this activity. The third part describes the automa­
ted tool LINKER.
1. A BRIEF CHARACTERIZATION OF BPS
BPS - the Bratislava Programming System /l/ has been developed 
in the Computing Research Centre in Bratislava and is imple­
mented on the IBM, CDC, HP, PDP computers and their equiva­
lents. In the following part of this paper we shall be 
concerned with the version on SM4-20.
BPS is an interactive programming system supporting the program 
during its whole life cycle /exclusive of semantic specifica­
tions/, i. e. the subsystems providing
- designing and debugging of the program structure,
- encoding, translating and debugging of source texts,
- linking of programs,
- debugging of programs,
- maintenance of programs and their modification,
- generating of output documentation, 
are a component part of BPS.
BPS is aimed at more efficient, easier and more rapid building 
of large programs, namely by means of
- automation or the automated performing of mechanical works,
- making the user to apply up-to-date programming methods and 
techniques,
- integrated approach to the creation and maintenance of the 
programs.
BPS makes it possible to program in two languages of different 
levels:
BPS/L
macroassembler.
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A Short Characterization of the BPS/L Language
BPS/L /2/ is a modular language based on the principles of 
structured programming. It ranks among the Pascal-like langua­
ges. Originally it was designed for the system programming.
In the beginning it followed the MODULA language. Successively, 
according to the requirements of practice, it was extended in 
several stages to further language tools so that it has become 
a universal programming tool. It contains current control 
and data structures. Besides, it provides rich means for text­
processing, pointers, all basic arithmetics, predefining of 
operators in expressions, parallel constructions - monitors, 
etc. BPS support a strong type check. The language compiler 
is completed by the standard modules which the user can 
change or create:
- I/O operations,
- communication with the operating system,
- interlink with the RMS system,
- other run-time supports
ensuring communication with the environment.
The module is a basic, separately compilable language unit 
/and of the whole system, too/. It consists of two parts:
- procedure bodies.
The specifications contain the definitions and declarations 
of the global and local module objects /all the objects used 
in the module/, namely
- constants,
- data types,
- variables,
- procedures.
The global objects represent a single means of communication 
with the environment and /with other modules/. The local ob­
jects cannot be seen outside the module. The state of the mo­
dule can be changed outside the module only by means of its
-224-
global procedures. This principle allows to hide the imple­
mentation details from the public - the implementation changes 
are present only in the given module. The concept of the 
module is very close to the concept of the abstract data 
type /3/.
2. LINKING OF THE MODULES IN BPS 
The hierarchical program structure
The specifications of the module contain a USE clause, the 
list of the module names, the global objects of which can 
be used by the module - we say that the given module can see 
these modules. The global objects of other modules are not 
accessible for the given module.
The relation of visibility over the program modules is 
antisymmetrical, i. e. if A can see B, then B cannot see A. 
The visibility relation partially orders the program modules 
so that the "higher" modules can see the "lower" ones and 
the program contains a single highest module labelled as 
MAIN. The program is started from this module. In this way 
we have defined the hierarchical structure in the program.
If we assign nodes to the modules, oriented edges to the 
visibility relations, the program structure can be represen­
ted by a root acyclically oriented labeled graph. This graph 
is called the visibility graph of the program. The graph 
evaluation /higher value is assigned to a "higher" module/ 
is dividing the graph into levels. The modules of one level 
cannot see one other.
Important note
Practice has proved that visibility graph is an important 
characteristics of the program. The quality of the program 
is dependent on how well has the visibility graph been de­
signed. Designing of a suitable program structure is the 
matter of considerable experience and sensibility. BPS 
supports the program structure design by allowing to compile,
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link and document the modules created only by the global 
specifications. The possible errors can be easier removed 
than in a completed program. It is more expensive in the 
latter case.
Check of the hierarchical structure of the program
The acyclic character of the visibility graph and the unique 
ness of the MAIN type module represent inevitable conditions 
imposed on the visibility graph. To this the condition of 
consistency can be added.
Every module contains internal information in the speci­
fications which help to characterize the module. We are in­
terested here in the referential number of the module which 
should be there - how many times the global specifications 
were changed /the number increases at every such change/. 
Apart from it, there are the referential numbers of all 
the modules which can be seen by the given module, more 
preciselly referential numbers which are current in time 
of creating the specifications. If so remembered referential 
numbers are not consistent with the current ones in time 
of linking - the global objects of the modules, which can 
be seen by the modul, have changed since the former compila­
tion - the modul is inconsistent. In the opposite case 
the module is consistent.
In order to provide a proper linking of the module with its 
environment, it is necessary to recompile the inconsistent 
module.
The above said shows us the work of the automated tool for 
linking of programs. It analyzes the USE lists successively 
in all program modules - it starts with the MAIN type module 
the program is linked and the given requirements are checked 
at the same time. One has to do with searching through the 
visibility graph in width /at simultaneous creating top- 
down/.
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If we now assign a similar referential number to every USE 
list, we can considerably simplify the check-up of the 
already linked programs. If the library contains a stored 
list of modules /with the referential numbers of the USE 
clauses/ forming the program, it is sufficient then at the 
repeated linking of the program to check only the subgraph 
of the visibility graph "under" the module signalling the 
change of the USE list. /It is reflected mainly with the 
large /segmented/ programs as considerable time-saving.
3. LINKER - THE AUTOMATED SUBSYSTEM
The above given principles apply also to all the systems 
resembling BPS. In this part we shall illustrate the sub­
system of the BPS system - LINKER which was written by the 
author of this article.
LINKER performs all the activities described above as well 
as those that are given by the BPS system and by the DOS RV 
environment on SM4-20. It supports the linking of simple 
and segmented programs /composed of the segments which 
overlap in memory/. Its work is automated in such respect 
that the input represents only the name of the "main" module. 
Other activities are performed with the user's absence. It 
serves as a preprocessor for the system task builder TKB 
/4/. It generates and compiles input information and the 
control files for TKB. If necessary, BPS ensures a start 
of TKB immediately after LINKER completes its work, i. e. 
it provides the creation of task image of the program.
LINKER performs all checks either during compiling the visi­
bility graph or when crossing it. The graph is compiled in 
such a way that the USE list of the main program module or 
of its segment is analyzed and this analysis is repeated 
on all modules which can be seen by the given module, ate. 
/search through the visibility graph in width/, at the same 
time LINKER records the analyzed modules. If they occur in 
the visibility graph again, their USE list are no more
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analyzed. At the same time it should be checked if the main 
module of the program is of the MAIN type, if all the modu­
les are present /the specifications of modules/. When the 
visibility graph has been compiled, it is searched within 
its depth /every path is searched which leads from the main 
module/ and the acyclic character and consistency are being 
checked. In every path leading from the graph root every 
module can occur no more than once, the opposite case 
indicates that the graph contains a cycle. The referential 
number of every module must be consistent with the referen­
tial number which is given at its occurence in a USE list.
If this does not hold true, the program is inconsistent.
If during search LINKER comes across the cycle, it stops 
working.
The things are more complicated when the program is over­
lapped. Only the main module of the main segment must be 
of the MAIN type /the main module of the segment is a module 
which is at the highest level in segment/. Correctness is 
ascertained separately for each segment. The whole activity 
of the LINKER program is directed in two degrees. In the 
first degree it is directed by the graph of segments of the 
program, in the second degree by the visibility graph of 
the just analyzed segment. The acyclic character is tested 
only within the branch of the graph segments /paths from 
root to leaves/ as in large programs LINKER would not be 
able to keep information on all program modules. At the 
same time the information on the already analyzed segments, 
which are not a component of the just searched branch, 
gets lost. The visibility graph of the whole program is not 
immediately in memory.
Apart from it, LINKER provides
- a check of the occurence of the mutually excluding stan­
dard modules,
- linking of other implicit modules,
- linking of debugging means and the RMS system, etc.
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The dokumentational tools of BPS are also based on LINKER.
4. CONCLUSION
The article contains a brief characterization of the BPS 
system with the BPS/L programming language. The technique 
of linking the programs in the systems resembling BPS is 
analyzed here. For illustration the actually applied auto­
mated system LINKER implemented on SM4-20 is described.
/I/ BPS, Reference Manual, W S  Bratislava, 1982
/2/ BPS/L, Reference Manual, W S  Bratislava, 1980
/3/ GOGUEN, J. A.: An initial algebra approach to the 
specification... In Current Trends in Programming 
Methodology, Prentice Hall, 1978
/4/ RSX-llM Task Builder, Reference Manual, Dec. 1978
IMyes'84
ОДИН ПОДХОД К  ПОСТРОЕНИЮ РАСПРЕДЕЛЕННОЙ 
СИСТЕМЫ МОДЕЛИРОВАНИЯ
П о д о л и т о в  В .Н .
И н с т и т у т  п р о б л е м  у п р а в л е н и я ,  М о с к в а ,  СССР
I .  В в е д е н и е
М о д е л и р о в а н и е  н а  ЭВМ я в л я е т с я  о д н и м  и з  н а и б о л е е  у д о б н ы х  и  
г и б к и х  м е т о д о в  и с с л е д о в а н и я  и  п р о е к т и р о в а н и я  с л о ж н ы х  д и н а м и ч е с ­
к и х  о б ъ е к т о в ,  В п о с л е д н и е  г о д ы  в с е  б о л е е  а к т у а л ь н ы м и  с т а н о в я т с я  
з а д а ч и  м о д е л и р о в а н и я ,  р е ш е н и е  к о т о р ы х  э ф ф е к т и в н о  т о л ь к о  п р и  и с ­
п о л ь з о в а н и и  в о з м о ж н о с т е й  р а с п р е д е л е н н ы х  (м н о г о м а ш и н н ы х )  в ы ч и с л и ­
т е л ь н ы х  к о м п л е к с о в  ( Р В К ) .  В ч а с т н о с т и ,  о с о б у ю  в а ж н о с т ь  р а з в и т и е  
р а с п р е д е л е н н ы х  с и с т е м  м о д е л и р о в а н и я  (СМ ) п р и о б р е т а е т  в  с в я з и  с  
н е о б х о д и м о с т ь ю  п о с т р о е н и я  с л о ж н ы х  м о д е л и р у ю щ и х  к о м п л е к с о в  с  ЭВМ 
в  к о н т у р е  у п р а в л е н и я .
Н е д о с т а т о ч н о е  р а з в и т и е  СМ в ы с о к о г о  у р о в н я  д л я  РВ К  з н а ч и т е л ь ­
н о  у с л о ж н я е т  з а д а ч у  и с с л е д о в а т е л е й  и  о г р а н и ч и в а е т  в о з м о ж н о с т и  а к ­
т и в н о г о  и с п о л ь з о в а н и я  м е т о д о в  и м и т а ц и о н н о г о  м о д е л и р о в а н и я ,  т а к  
к а к  п е р е д  п р о г р а м м и с т о м  ( и  т е м  б о л е е  с п е ц и а л и с т о м ,  вы п о л н яю щ и м  
п о с т а н о в к у  э к с п е р и м е н т а )  в о з н и к а е т  р я д  с п е ц и ф и ч е с к и х  п р о б л е м ,  
т а к и х  к а к :
-  о п и с а н и е  д и н а м и ч е с к о й  м о д е л и  о б ъ е к т а  с  у ч е т о м  т о г о ,  ч т о  е е  о т ­
д е л ь н ы е  п о д с и с т е м ы  м о г у т  б ы т ь  р е а л и з о в а н ы  н а  р а з л и ч н ы х  ЭВМ ( в  
т о м  ч и с л е  р а з н о р о д н ы х ) ;
-  р а с п р е д е л е н и е  и  п е р е р а с п р е д е л е н и е  п о д с и с т е м  м о д е л и  м е ж д у  о т д е л ь ­
н ы м и  к о м п о н е н т а м и  Р В К  (ЭВМ и  р е а л ь н о й  а п п а р а т у р о й ) ;
-  с и н х р о н и з а ц и я  р а з в и т и я  и  о р г а н и з а ц и я  и н ф о р м а ц и о н н о - у п р а в л я ю щ е г о  
в з а и м о д е й с т в и я  п о д с и с т е м  д и н а м и ч е с к о й  м о д е л и ,  р е а л и з о в а н н ы х  н а  
р а з л и ч н ы х  ЭВМ.
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П о к а  м н о г о м а ш и н н ы е  к о м п л е к с ы  и с п о л ь з о в а л и с ь  р е д к о  и  д л я  р е ­
ш е н и я  о т д е л ь н ы х  ч а с т н ы х  з а д а ч ,  с в я з а н н ы х  с  п о с т а н о в к о й  и  и с с л е д о ­
в а н и е м  у н и к а л ь н ы х  д и н а м и ч е с к и х  м о д е л е й ,  а  с о з д а в а е м ы е  м о д е л и  и с ­
п о л ь з о в а л и с ь  м н о г о к р а т н о  п р а к т и ч е с к и  б е з  с у щ е с т в е н н ы х  и з м е н е н и й ,  
б ы л а  о п р а в д а н а  т е х н о л о г и я  " а в т о к о д н о г о  п р о г р а м м и р о в а н и я " : б о л ь ш а я  
ч а с т ь  м н о г о м а ш и н н ы х  м о д е л е й  н е п о с р е д с т в е н н о  б а з и р у е т с я  н а  м а ш и н ­
н о - з а в и с и м ы х  с и с т е м а х  а в т о к о д н о г о  т и п а  и  с е т е в ы х  п а к е т а х ,  о б е с п е ­
ч и в а ю щ и х  п е р е д а ч у  и н ф о р м а ц и и  м е ж д у  н е с к о л ь к и м и  ЭВМ. П ри  э т о м  р а з ­
р а б о т ч и к и  м о д е л е й  д о л ж н ы  б ы т ь  в е с ь м а  к в а л и ф и ц и р о в а н н ы м и  п р о г р а м ­
м и с т а м и .
О т м е ч е н н а я  т е н д е н ц и я  р а с ш и р е н и я  о б л а с т и  а к т и в н о г о  п р и м е н е н и я  
м н о г о м а ш и н н ы х  СМ т р е б у е т  п р и в л е ч е н и я  к  с о з д а н и ю  п р о г р а м м  м о д е л и ­
р о в а н и я  б о л ь ш и х  к о л л е к т и в о в  п о л ь з о в а т е л е й  ( б о л ь ш и н с т в о  р а з р а б о т ­
ч и к о в  и м и т а ц и о н н ы х  м о д е л е й  я в л я ю т с я  с и с т е м н ы м и  и с с л е д о в а т е л я м и  и  
л и ш ь  п о  н е о б х о д и м о с т и  з н а к о м я т с я  с  п р о г р а м м и р о в а н и е м ) .  А э т о ,  
в  с в о ю  о ч е р е д ь ,  т р е б у е т  р а з р а б о т к и  р а с п р е д е л е н н ы х  СМ в ы с о к о г о  
у р о в н я .
В к а ч е с т в е  п р и м е р а  р а с с м о т р и м  р я д  з а д а ч ,  в о з н и к а ю щ и х  п р и  
р а з р а б о т к е  с и с т е м  у п р а в л е н и я  сл о ж н ы м  д и н а м и ч е с к и м  о б ъ е к т о в  с  ЭВМ 
в  к о н т у р е .  П р о е к т и р о в а н и е  и  о т р а б о т к а  т а к и х  с и с т е м  ч а с т о  п р о в о ­
д и т с я  н а  м н о г о м а ш и н н ы х  м о д е л и р у ю щ и х  с т е н д а х ,  п о з в о л я ю щ и х  п о д к л ю ­
ч а т ь  к  н и м  р е а л ь н у ю  а п п а р а т у р у .  П р е д п о л о ж и м , ч т о  р е а л и з о в а н а  п о л ­
н а я  п р о г р а м м н а я  м о д е л ь  с и с т е м ы ,  в к л ю ч а ю щ а я  м о д е л и  о б ъ е к т а  и  п о д ­
с и с т е м ы  у п р а в л е н и я .  И с п о л ь з о в а н и е  т р а д и ц и о н н ы х  с и с т е м  м о д е л и р о в а ­
н и я  [ 1 , 3 ]  п о з в о л я е т  в  э т о м  с л у ч а е  в ы п о л н я т ь  в  о с н о в н о м  к а ч е с т в е н ­
н о е  и с с л е д о в а н и е  а л г о р и т м о в  у п р а в л е н и я .  П р и  э т о м  в  с т о р о н е  о с т а ­
ю т с я  т а к и е  в о п р о с ы  к а к  м о д е л и р о в а н и е  с о б с т в е н н о  у п р а в л я ю щ и х  ЭВМ, 
в р е м е н н ы е  х а р а к т е р и с т и к и  р е а л ь н о й  а п п а р а т у р ы  и  д р у г и е  в а ж н ы е  ф а к ­
т о р ы  и с с л е д о в а н и я  м о д е л е й  р а с с м а т р и в а е м о г о  к л а с с а  д и н а м и ч е с к и х  
о б ъ е к т о в .  К р о м е  т о г о  с у щ е с т в у ю щ и е  м е т о д ы  и  с и с т е м ы  м о д е л и р о в а н и я  
н е  п о з в о л я ю т  н е п о с р е д с т в е н н о  и с п о л ь з о в а т ь  д л я  б о л е е  д е т а л ь н о г о  
и с с л е д о в а н и я  и с х о д н у ю  п р о г р а м м н у ю  м о д е л ь  б е з  з н а ч и т е л ь н о й  п е р е с т ­
р о й к и .  Ч т о б ы  у б е д и т ь с я  в  э т о м ,  р а с с м о т р и м  д в а  в а р и а н т а :  а п п а р а т ­
н у ю  р е а л и з а ц и ю  к о м п о н е н т  о б ъ е к т а  и  в к л ю ч е н и е  ЭВМ в  с о с т а в  с и с т е м ы  
у п р а в л е н и я .  В  п е р в о м  с л у ч а е  н е о б х о д и м а  м о д и ф и к а ц и я  о с т а ю щ е й с я  
п р о г р а м м н о й  ч а с т и  м о д е л и  ( п о  к р а й н е й  м е р е  в е з д е ,  г д е  и м е ю т с я  с в я ­
з и  " п р о г р а м м а  -  р е а л ь н а я  а п п а р а т у р а " ) .  В о  в т о р о м  с л у ч а е  д о л ж н а  
д о р а б а т ы в а т ь с я  м о д е л ь  о б ъ е к т а  с  ц е л ь ю  о б е с п е ч е н и я  п р а в и л ь н о г о  
в з а и м о д е й с т в и я  с  у п р а в л я ю щ е й  ЭВМ (и  с о о т в е т с т в е н н о  п е р е к о д и р о в а т ь ­
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с я  д о л ж н а  п р о г р а м м а  у п р а в л е н и я ) .
У к а з а н н а я  п е р е с т р о й к а  в е с ь м а  т р у д о е м к а  и  т р е б у е т  в ы с о к о й  • 
п р о ф е с с и о н а л ь н о й  п о д г о т о в к и  р а з р а б о т ч и к а .  Д л я  э ф ф е к т и в н о г о  р е ш е ­
н и я  у к а з а н н ы х  з а д а ч  н е о б х о д и м ы  к а к  п о в ы ш е н и е  у р о в н я  СМ, т а к  и  
о б е с п е ч е н и е  р а с п р е д е л е н н о с т и  н а  у р о в н е  л о г и ч е с к о й  с т р у к т у р ы  м н о ­
г о м а ш и н н о й  СМ.
И с с л е д о в а н и ю  о д н о г о  п о д х о д а  к  п о с т р о е н и ю  т а к и х  СМ и  п о с в я ­
щ е н а  д а н н а я  р а б о т а .
2 .  К о н ц е п т у а л ь н а я  с х е м а  СМ
О с н о в у  п о с т р о е н и я  ф о р м а л ь н о й  м о д е л и  СМ, о т р а ж а ю щ е й  о с о б е н ­
н о с т и  р е а л и з а ц и и  н а  Р В К ,с о с т а в л я ю т  с л е д у ю щ и е  п р е д п о л о ж е н и я :
-  м о д е л ь  р а с с м а т р и в а е т с я  к а к  с о в о к у п н о с т ь  р а з в и в а ю щ и х с я  и в з а и ­
м о д е й с т в у ю щ и х  п р о ц е с с о в ,  к а ж д ы й  и з  к о т о р ы х  п р е д с т а в л я е т  а в т о н о м ­
н ы й  п р о г р а м м н ы й  м о д у л ь ,  р е а л и з у е м ы й  н а  о д н о й  и з  ЭВМ Р В К ;
-  д и н а м и к а  м о д е л и  п о л н о с т ь ю  к о н т р о л и р у е т с я  п о д с и с т е м о й  у п р а в л е н и я ,  
в  к о т о р у ю  " п о г р у ж е н ы "  п р о ц е с с ы .  У п р а в л я ю щ а я  п о д с и с т е м а  о б е с п е ч и ­
в а е т  п р о д в и ж е н и е  с и с т е м н о г о  в р е м е н и  м о д е л и р о в а н и я  и  с о г л а с о в а н н о е  
и н ф о р м а ц и о н н о - у п р а в л я ю щ е е  в з а и м о д е й с т в и е  п р о ц е с с о в  в  р а м к а х  Р В К .
С о с т о я н и е  д и н а м и ч е с к о й  м о д е л и  в  к а ж д ы й  м о м е н т  п о л н о с т ь ю  о п ­
р е д е л я е т с я  п о д с и с т е м о й  у п р а в л е н и я  ( А В  .$м0Ъ ) ,  с о с т о я н и е м  п р о ц е с ­
с о в ,  в х о д я щ и х  в  с о с т а в  м о д е л и  (Р*°л ) и  м е х а н и з м о м  и н ф о р м а ц и о н н о ­
г о  в з а и м о д е й с т в и я  м е ж д у  н и м и  (LMOh ) .
О с н о в у  о п р е д е л я е м о й  с х е м ы  с о с т а в л я е т  с т р у к т у р н ы й  п р о ц е с с ,  
о п и с ы в а е м ы й  д в у м я  к о м п о н е н т а м и :  " в н е ш н е й "  (Int =  (X ,Y ,U ) ) ,  з а д а ю ­
щ е й  и н ф о р м а ц и о н н о - у п р а в л я ю щ и е  с в я з и  п р о ц е с с а  с  о с т а л ь н о й  ч а с т ь ю  
м о д е л и ,  и  " в н у т р е н н е й "  (Fun = ( V , W ) ) ,  п о л н о с т ь ю  х а р а к т е р и з у ю щ е й  
к о н к р е т н у ю  ф у н к ц и о н а л ь н у ю  р е а л и з а ц и ю  п р о ц е с с а ,  п р и  э т о м :
1 )  X  и  У  -  п о р т ы ,  ч е р е з  к о т о р ы е  о с у щ е с т в л я ю т с я  в с е  в о з м о ж ­
н ы е  и н ф о р м а ц и о н н ы е  с в я з и  п р о ц е с с а  в  в и д е  с о о б щ е н и й ;
2 )  в  о б л а с т и  у п р а в л е н и я  U  з а д а ю т с я  п а р а м е т р ы ,  о п р е д е л я ю щ и е  
т е к у щ е е  ( в  т о м  ч и с л е  и с х о д н о е )  с о с т о я н и е  п р о ц е с с а  и  е г о  в л и я н и е  
н а  д и н а м и к у  м о д е л и ,  п о т р е б н о с т и  п р о ц е с с а  в  с и с т е м н ы х  р е с у р с а х  и  
с в я з ь  " в н е ш н е й "  и  " в н у т р е н н е й "  к о м п о н е н т ;
3 )  о б л а с т ь  с в о й с т в  V  с о д е р ж и т  п о л н у ю  с п е ц и ф и к а ц и ю  в с е х  а т ­
р и б у т о в  ( с о б с т в е н н ы х  п а р а м е т р о в )  п р о ц е с с а ;
4 )  о б л а с т ь  с т р у к т у р ы ^ с о с т о и т  и з  к о н е ч н о г о  м н о ж е с т в а  э т а п о в  
а к т и в н о с т и .  К аж д ы й  э т а п  р е а л и з у е т с я  к а к  в ы ч и с л и м а я  ф у н к ц и я  н а  
м н о ж е с т в е  с о б с т в е н н ы х  п а р а м е т р о в  п р о ц е с с а .
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О т н о с и т е л ь н о  с т р у к т у р н ы х  п р о ц е с с о в  п р е д п о л а г а е т с я ,  ч т о  о н и  
с о г л а с о в а н ы  п о  и н ф о р м а ц и о н н о - у п р а в л я ю щ и м  с в я з я м  и  м о г у т  б ы т ь  ( в  
з а в и с и м о с т и  о т  с в о е г о  с о с т о я н и я ,  а н а л и з и р у е м о г о  н а  у р о в н е  ADS**** ) 
а к т и в н ы  и л и  п а с с и в н ы .
В р е з у л ь т а т е  з а д а ч а  э ф ф е к т и в н о г о  п р е д с т а в л е н и я  р а с п р е д е л е н ­
н о й  СМ р е ш а е т с я  в  п р е д л а г а е м о м  п о д х о д е  н а  с и с т е м н о м  у р о в н е  [ 2  ] 
п у т е м  ( а )  я в н о г о  р а з д е л е н и я  м н о ж е с т в а  п р о ц е с с о в  н а  у п р а в л я ю щ и е ,  
с о с т а в л я ю щ и е  АЪ$М01>, и  ф у н к ц и о н а л ь н ы е ;  ( б )  с т р у к т у р и з а ц и е й  ф у н к ­
ц и о н а л ь н ы х  п р о ц е с с о в ;  ( в )  в ы д е л е н и е м  а в т о н о м н о й  п о д с и с т е м ы ,  п о д ­
д е р ж и в а ю щ е й  в з а и м о д е й с т в и е  п р о ц е с с о в ,  р е а л и з о в а н н ы х  н а  ЭВМ FB K .
3 .  Л о г и ч е с к а я  м о д е л ь  р а с п р е д е л е н н о й  СМ
Б а з о в а я  ( ф и з и ч е с к а я )  м о д е л ь ,  о т р а ж а ю щ а я  п р и н ц и п и а л ь н у ю  р е а ­
л и з у е м о с т ь  р а с п р е д е л е н н о й  м о д е л и  н е к о т о р о й  р е а л ь н о й  с и с т е м ы , п р е д ­
п о л а г а е т :
-  д е к о м п о з и ц и ю  м о д е л и р у е м о й  с и с т е м ы  н а  м н о ж е с т в о  а в т о н о м н о  р а з в и ­
в а ю щ и х с я  и  в з а и м о д е й с т в у ю щ и х  п о д с и с т е м - п р о ц е с с о в ;
-  л о к а л и з а ц и ю  ф у н к ц и о н а л ь н о г о  р а з в и т и я  и  д е ц е н т р а л и з а ц и ю  и н ф о р м а -  
ц и о н н о - у п р а в л я ю щ е г о  в з а и м о д е й с т в и я  п о  о т д е л ь н ы м  п р о ц е с с а м  м о д е л и ;
-  в ы д е л е н и е  м е ж п р о ц е с с н о г о  в з а и м о д е й с т в и я  к а к  о с н о в н о г о  с в о й с т в а ,  
х а р а к т е р и з у ю щ е г о  р а с п р е д е л е н н о с т ь  о б р а б о т к и  и н ф о р м а ц и и .
Т а к и м  о б р а з о м  р а с п р е д е л е н н о с т ь  СМ р е а л и з у е т с я  н а  у р о в н е  п р о ­
ц е с с о в  и  о п р е д е л я е т с я  с х е м о й  и х  в з а и м о д е й с т в и я .  П р е д п о л а г а е т с я ,  
ч т о  д и н а м и к а  с в я з е й  л ю б ы х  п р о ц е с с о в  Д  и  p j  м о ж е т  б ы т ь  п о л н о с т ь ю  
о х а р а к т е р и з о в а н а  н а б о р о м  " п о м е ч е н н ы х "  с о о б щ е н и й  ( т  ) ,  к о т о р ы й  н а ­
з о в е м  " п о л н о й  и с т о р и е й  в з а и м о д е й с т в и я  А  и  pj ":
г д е  ( V f a X Í M  =>te >tn) j
ß <  t* ]  -  и н т е р в а л  в з а и м о д е й с т в и я  р- и  р - .
" Д и н а м и ч е с к о й  и с т о р и е й  в з а и м о д е й с т в и я  р- и  Р • "  н а з о в е м
( )  , е с л и  t  < t t
< { ( t ,  , е с л и  t i 4 i < t i l^
S L; , е с л и  i  >. t K
h4tt)m
Л о г и ч е с к а я  м о д е л ь  р а с п р е д е л е н н о й  CM с т р о и т с я  к а к  с о в о к у п ­
н о с т ь  а с и н х р о н н о  р а з в и в а ю щ и х с я  в о  в р е м е н и  м о д е л и р о в а н и я  л о г и ч е с ­
к и х  п р о ц е с с о в ,  и м и т и р у ю щ и х  ф у н к ц и и  и  в з а и м о д е й с т в и е  п р о ц е с с о в  ф и ­
з и ч е с к о й  м о д е л и .
П р е д л а г а е т с я  к о н с т р у к т и в н а я  п р о ц е д у р а ,  о б е с п е ч и в а ю щ а я  п о с т р о -
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е н и е  д л я  л ю б о й  ф и з и ч е с к о й  м о д е л и  ф у н к ц и о н а л ь н о  э к в и в а л е н т н о й  е й  
л о г и ч е с к о й  м о д е л и .  О с н о в у  э т о й  п р о ц е д у р ы  с о с т а в л я е т  а л г о р и т м  ф о р ­
м и р о в а н и я  д и н а м и ч е с к и х  и с т о р и й  в з а и м о д е й с т в и я  п о  в ы х о д н ы м  к а н а л а м  
( п о р т а м )  к а ж д о г о  л о г и ч е с к о г о  п р о ц е с с а .  Д о к а з ы в а е т с я  к о р р е к т н о с т ь  
п р е д л о ж е н н о г о  а л г о р и т м а .
О с н о в н ы м  р е з у л ь т а т о м  п р о в е д е н н о й  р а б о т ы  я в л я е т с я  
У т в е р ж д е н и е .  П о с т р о е н н а я  л о г и ч е с к а я  м о д е л ь  п р е д с т а в л я е т  у п р а в л я ­
ем у ю  п о т о к о м  д а н н ы х  к о р р е к т н у ю  р е а л и з а ц и ю  к о р р е к т н о й  ф и з и ч е с к о й  
м о д е л и .
4 .  О пы т р е а л и з а ц и и  СМ
П р о в е д е н н ы е  и с с л е д о в а н и я  п о з в о л и л и  п е р е й т и  к  п р а к т и ч е с к о й  
р е а л и з а ц и и  СМ р а с п р е д е л е н н о г о  т и п а  д л я  л о к а л ь н о й  в ы ч и с л и т е л ь н о й  
с е т и  и е р а р х и ч е с к о й  с т р у к т у р ы .  В ч а с т н о с т и , б ы л и  р е а л и з о в а н ы :
-  с и с т е м а  н е п р е р ы в н о г о  м о д е л и р о в а н и я  у н и в е р с а л ь н о г о  т и п а ;
-  я д р о  м о н и т о р а  р е а л ь н о г о  в р е м е н и  д л я  у п р а в л я ю щ е й  м и к р о Э В М .
Р е а л и з а ц и я  о д н о м а ш и н н о й  в е р с и и  СМ н е п р е р ы в н ы х  с и с т е м (М О Н Е С ) 
п о з в о л и л а  п р о в е р и т ь  в о з м о ж н о с т и  и с п о л ь з о в а н и я  п р е д л о ж е н н о г о  п о д ­
х о д а  п р и  п о с т р о е н и и  СМ в ы с о к о г о  у р о в н я  ( о р г а н и з а ц и я  п о д с и с т е м ы  
у п р а в л е н и я ,  в ы б о р  в х о д н о г о  я з ы к а  и с т р у к т у р ы  с и с т е м ы  т р а н с л я ц и и ) .
Р е а л и з о в а н н ы й  д и с п е т ч е р  р е а л ь н о г о  в р е м е н и  я в л я е т с я  ц е н т р а л ь ­
н о й  ф у н к ц и о н а л ь н о й  к о м п о н е н т о й  п р о г р а м м н о г о  о б е с п е ч е н и я  л о к а л ь н о й  
в ы ч и с л и т е л ь н о й  с е т и  ( ф а к т и ч е с к и ,  э т о  о п е р а ц и о н н а я  с и с т е м а  т е р м и ­
н а л ь н о й  Э В М ). В  к а ч е с т в е  и н с т р у м е н т а л ь н о й  с и с т е м ы  б ы л  в ы б р а н  я з ы к  
PASCAL ,  а  о с н о в н о й  е д и н и ц е й  р а б о т ы  п а р а л л е л ь н о г о  р а с ш и р е н и я  
PASCAL -  п р о ц е с с .  П р о ц е с с  р а с с м а т р и в а е т с я  к а к  п р о г р а м м н а я  в е т в ь ,  
в ы п о л н я ю щ а я с я  л о г и ч е с к и  п а р а л л е л ь н о  с  д р у г и м и  п р о ц е с с а м и .  Д л я  о р ­
г а н и з а ц и и  р а б о т ы  с  п р о ц е с с а м и  б ы л  р е а л и з о в а н  р я д  м е х а н и з м о в ,  с о с ­
т а в л я ю щ и х  б а з о в о е  я д р о  и  я д р о  р е а л ь н о г о  в р е м е н и .
К аж д ы й  п р о ц е с с  и м е е т  п р и о р и т е т ,  о т  к о т о р о г о  з а в и с и т  е г о  п е ­
р е х о д  и з  с о с т о я н и я  " г о т о в н о с т и "  в  " а к т и в н о е "  с о с т о я н и е .  А к т и в н ы м  
с ч и т а е т с я  п р о ц е с с ,  с т о я щ и й  п е р в ы м  в  с и с т е м н о й  о ч е р е д и  п р о ц е с с о в ,  
г о т о в ы х  к  в ы п о л н е н и ю . Д л я  с и н х р о н и з а ц и и  п р о ц е с с о в  и с п о л ь з у ю т с я  
д в а  м е х а н и з м а :  с е м а ф о р ы  и  с о б ы т и я .  С е м а ф о р ы  и  с в я з а н н ы е  с  н и м и  
о п е р а ц и и  ( W A I T и  SIÔA/AL ) п о з в о л я ю т  р а б о т а т ь  с  р е с у р с а м и  в з а и м ­
н о г о  и с к л ю ч е н и я ,  т о г д а  к а к  с о б ы т и я  и  с о о т в е т с т в у ю щ и е  о п е р а ц и и  
(a v a i t  и  CAUSc ) о б е с п е ч и в а ю т  в о з м о ж н о с т ь  п р о ц е с с у  р е а г и р о в а т ь  
н а  н е к о т о р у ю  о п и с ы в а е м у ю  п р о г р а м м н ы м  с о б ы т и е м  с и т у а ц и ю .
С п е ц и а л ь н о  в ы д е л е н  м е х а н и з м  р а б о т ы  с  п р е р ы в а н и я м и  о т  р е а л ь н о й
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а п п а р а т у р ы :  п р о ц е с с  м о ж е т  з а к а з а т ь  о ж и д а н и е  т а к о г о  п р е р ы в а н и я  и 
в о з о б н о в и т ь  с в о ю  а к т и в н о с т ь  т о л ь к о  п о с л е  е г о  п р и х о д а .  И м е е т с я  
т а к ж е  в о з м о ж н о с т ь  о т л о ж и т ь  и с п о л н е н и е  т е к у щ е г о  п р о ц е с с а  н а  н е к о ­
т о р о е  в р е м я ,  п о  и с т е ч е н и и  к о т о р о г о  с о о т в е т с т в у ю щ и й  п р о ц е с с  с н о в а  
п е р е х о д и т  в  с о с т о я н и е  г о т о в н о с т и .
Д в у х у р о в н е в а я  с т р у к т у р а  я д р а  п о з в о л и л а  с д е л а т ь  с и с т е м у  д о с ­
т а т о ч н о  п р о с т о й  и м о б и л ь н о й .  И з м е н е н и я ,  в н е с е н н ы е  в  и с п о л н и т е л ь ­
н ую  PASCAL - б и б л и о т е к у ,  с д е л а л и  г е н е р и р у е м ы й  к о д  с и с т е м н о  н е з а в и ­
сим ы м  и  п о з в о л и л и  п р о г р а м м а м ,  н а п и с а н н ы м  с  и с п о л ь з о в а н и е м  я д р а ,  
в ы п о л н я т ь с я  н а  л ю б о й  м и к р о Э Ш  с  с и с т е м о й  к о м а н д  СМ—4  б е з  о п е р а ­
ц и о н н о й  с и с т е м ы .
5 .  З а к л ю ч е н и е
В в е д е н н а я  о б щ а я  с т р у к т у р н а я  с х е м а  СМ о б о б щ а е т  с в о й с т в а  и з ­
в е с т н ы х  с и с т е м  и  о б е с п е ч и в а е т  м о д е л и р о в а н и е  ш и р о к о г о  к л а с с а  д и ­
н а м и ч е с к и х  о б ъ е к т о в .
П р е д л о ж е н н а я  ф и з и ч е с к а я  м о д е л ь  в ы д е л я е т  к о н к р е т н ы й  к л а с с  
р а с п р е д е л е н н ы х  СМ, а  п о с т р о е н н а я  ф у н к ц и о н а л ь н о  э к в и в а л е н т н а я  э т о ­
м у  к л а с с у  л о г и ч е с к а я  м о д е л ь  с о о т в е т с т в у е т  р а с п р е д е л е н н о й  СМ, у п ­
р а в л я е м о й  п о т о к о м  с о о б щ е н и й .
В р а м к а х  п р о е к т а  м н о г о м а ш и н н о й  СМ р е а л и з о в а н ы  ц и ф р о в а я  с и с ­
т е м а  н е п р е р ы в н о г о  м о д е л и р о в а н и я  с  в х о д н ы м  я з ы к о м  в ы с о к о г о  у р о в ­
н я  и  я д р о  п а р а л л е л ь н о г о  п р о г р а м м и р о в а н и я ,  в ы п о л н я ю щ е е  ф у н к ц и и  
о п е р а ц и о н н о й  с и с т е м ы  т е р м и н а л ь н о й  ЭВМ л о к а л ь н о й  в ы ч и с л и т е л ь н о й  
с е т и .
П о л у ч е н н ы е  р е з у л ь т а т ы  м о г у т  б ы т ь  и с п о л ь з о в а н ы  п р и  п о с т р о е н и и  
р а с п р е д е л е н н ы х  СМ д и н а м и ч е с к и х  о б ъ е к т о в  и п о з в о л я ю т  п е р е й т и  н а  
к а ч е с т в е н н о  н о в ы й  у р о в е н ь  п о с т а н о в к и  и  п р о в е д е н и я  и м и т а ц и о н н ы х  
э к с п е р и м е н т о в  н а  Р В К .
Л и т е р а т у р а
1 . C r is to p h e r  Т . , Evens М ., Gargeya R . R . , L eonhardt T. S tr u c tu r e  
o f a d is t r ib u t e d  s im u la t io n  sy ste m . 3rd I n t .C o n f .D is t r ib .  
C o m p u t.S y s t ., M iam i/F t. L a n d erd a le , F i a ,O c t . , 18- 2 2 , 1 9 8 2 , S i l v e r  
S p r in g , Md, 1982 , 584 - 5 8 9 .
2 .  М е с а р о в и ч  M . , Т а к а х а р а  Я .  О б щ ая  т е о р и я  с и с т е м :  м а т е м а т и ч е с к и е  
о с н о в ы .  М . ,  М и р, 1 9 7 8 .
3 . Oren T . I .  Softw are f o r  s im u la t io n  o f  com bined c o n tin u o u s  and 
d is c r e t e  sy stem s. S im u la t io n , 1 9 7 7 , 2 8 , No .2 ,  33-45*
IM y e s '  84
BASIC TECHNICAL INFORMATION ON Ada“ PROJECT IN CZECHOSLOVAKIA
Jaroslav Vladik
Kancelárské stroje,k.ú.o.
28. ríjna 15 
Praha 1
Czechoslovakia
The strategy of approach to design of a compilation system 
for the Ada language was markedly influenced by the fact that 
the first version of the compilation system is envisaged for mi­
nicomputers, a typical feature of which is a limited memory size 
From this point of view the method of multi-task approach was 
selected. That is from one Ada-program several task images 
(i.e. .TSK files) are generated.
At first a compilation system methodology was worked out, 
various degrees of dependences between the compilation units 
were determined and the resultant rules for obtention of data 
and instructional contributions to individual program sections 
were stated. At this stage the questions of separate compilation 
and the questions of sharing of variables were primarily con-
In view of multiple execution time increasing for the in­
terpreted product and, apart from this, in view of a narrowing- 
down of the utility space for data and programs by the interpret 
own body, the originally selected method of interpretation 
of the A-code was rejected and it was decided to generate the 
target code for the SMEP computers.
For this solution procedure a BELA (Back-end Language for 
Ada) was designed. That is intermediate code produced by the 
front-end of a compiler and passed on to the TCG (Target Code 
Generator). The front-end of a compiler contains the usual *
*Ada is a registered trademark of the Ü.S. Government, Ada Joint 
Program Office
sidered
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components for lexical and syntactic analysis and checking of 
the static semantics conditions. Static information is con­
centrated in compiling environment with the use of entity 
descriptions. First approach to solution is described in [via84j 
with the use of Ada. Aspecial form of the syntactic tree 
(in the sense of the AS2 Danish method of solution [ßj^8o]) 
is passed on to the BEGE (BELA Generator) which already pro­
cesses the complex of problems of dynamic semantics. In an 
intermediate product of the BELA [Mul83a] problems of addre­
ssing are solved a BELA product, however, «till hae a tree-like 
structure. The products of TCG are target modules (in .OBJ or 
.OLB form) that are processed by ADB (Ada-builder) into an arra­
ngement which enables a execution under the DOS-RV operating 
system Based on structural information, ADB forms indirect co­
mmand files for a TKB (Task Builder) program that is started 
up iteratively.
One .TSK program is built up for each task type and for 
the main program too. At the same time a tree of task inter­
dependences is worked out. That serves for appropriate task 
activations and terminations. For each task-object an execution 
of the corresponding .TSK program is initialized. Other ADB 
functions are related to the selected approach to memory divi­
sion. This approach assumes that the logical memory of an 
individual process does not exceed 32K words and that the avai­
lable physical memory has a larger size (128K words). The 
approach outlined hereinafter utilizes the possibilities of 
mapping for the SMEP computers.
For each process it is assumed that it has its code region, 
a local data region (also comprising stacks) and, finally, 
that each process is mapped to a common region that contains 
two subregions.:
- SSD (Static Shared Data) in which are stored all common 
visible objects
-237-
- HEAP which serves as a olassicial heap for meeting the 
demands for the dynamic store (including interprocess 
communication).
The size of this whole common mapped region shall be 
determined by ADB from the sizes of individual .TSK programs 
as a supplement of the longest one among them up to 32K 
(rounded to UK).
The above approach to solution makes it possible, as a 
matter of fact, to substitute a segmentation of extensive 
programs by division of partial problems among individual tasks.
In connection with the memory management a heap structure 
was designed together with basic operations on the heap and 
with an elementary procedure of heap compaction. Next to this 
the contents of activating records, their chaining and static 
and dynamic links for subroutine calls were specified. For add­
ressing in nested subroutines there was not selected a display 
mechanism, but a mechanism of static and dynamic chaining that 
enables effective addressing for depth of nesting up to two.
The time delay at greater depths of nesting is not regarded 
as a limiting factor, as such greater nestings are not 
recommended.
The addressing mechanism was designed so as to enable 
straight-line addressability also for objeots of dynamically 
variable size. These objects are described by their descriptors 
and are situated outside the activating record. An arrangement 
makes it possible to form addresses by means of offsets already 
at the time of compilation.
Particular attention was paid to the problems of paralelism 
for which a specification of variou forms of rendezvous, inclu­
ding general forms of select statement, with a regard to the 
means of the DOS-RV operating system was worked out [Pla8Í].
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From this point of view too,the multi-program conception 
appears to be a very advantageous one, since the solution 
of the problems of parallelism (with the questions of waiting, 
suspendations etc.) is of a straight-line type, with utilization 
of both AST concept and a mechanism of sending of messages 
connected with local flags.
For the concept of exceptions a separately chained struc­
ture was designed that enables the required reactions for 
the exceptions raised during the elaboration of declaration parts, 
the exceptions raised during execution of the given unit, or 
exceptions raised in the exception handler.
In the I/O sphere the required functions are provided for 
both the text inputs and outputs (including the corresponding 
conversions) and for general inputs and outputs specified as 
sequential or direct ones.
Possibilities of a supporting FCS means of the DOS-RV 
operating system were analyzed in order to ensure the required 
Ada functions. In relation to FCS default parametr values 
(variability of the record size etc.) and structures of FORM 
parameter were specified.
The Ada project started in ÖSSR in 1982 on the base of 
preliminary studies ([Vla8l] ) and first version of Ada_j9ubset 
compiler will appear in 1985.
In conclusion of this much abridged informative description 
it should be pointed out that the Ada project is in Czechoslovakia 
oriented not only on the problems of compilation systems, but 
that it considers an extension of the Ada concepts also to the 
sphere of system projects. Along these lines the first version 
of the ADET (Ada based Designer Tool) has been designed and 
is at present an object of experimental vericification [Pet82]. 
There is endeavoured the maximum possible approximation 
between the means of expression used by the design and progra­
mming engineers.
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A global idea of division of the whole complex of problems 
dealt with can be formed on hand of the enclosed diagrammatic 
representation.
Graphic Representation of Decomposition of Problems Considered
orientationsystem)
General descriptive 
design means 
ADET (Ada-based 
designer tool)
Compiler
AC (Ada Compiler)
Compilation
ACES (Ada Compiler 
Environment Support)
-----1Execution
ARTES (Ada Run-Time 
Environment Support)
- Description of 
functionality
- Description of 
data
- Description of 
operations
- Description of 
communications
- Principles of 
decomposition 
from the point 
of view of sepa­
rate compilation
- Administrator
- Lexical analyzer
- Syntactic analyzer
- Context conditi­
ons checker
- BEGE (BELA-code 
generator)
- Separate compilation
- Librarian
- ADB (Ada-builder)
- Memory manager (MEM)
- Task management
- I/O system
A d a  C o m p l e x
IDesign orientation
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ДИАЛОГОВАЯ СИСТЕМА 
ФОРМИРОВАНИЯ И  ВЫБОРА 
р ж ш и  В УСЛОВИЯХ 
Ш ОГОКРИТЕРИАЛЬНОСТИ
И г о р ь  И .Э р л и х  
СССР 1 0 3 0 0 9  МОСКВА 
У л  .Н е ж д а н о в о й ,  2 а
I .  В в е д е н и е
Э ф ф е к т и в н о е  р е ш е н и е  с л о ж н ы х  з а д а ч  у п р а в л е н и я  р а з н о г о  р о д а  
о п е р а ц и я м и ,  э к о н о м и ч е с к о г о  п л а н и р о в а н и я  и  п р о е к т и р о в а н и я  н а  с о в ­
р е м е н н о м  э т а п е  с т а н о в и т с я  н е в о з м о ж н ы м  б е з  и с п о л ь з о в а н и я  ф о р м а л ь ­
н ы х  м о д е л е й  и  м е т о д о в ,  с р е д и  к о т о р ы х  в с е  б о л ь ш у ю  р о л ь  н а ч и н а ю т  
и г р а т ь  м а т е м а т и ч е с к и е  м о д е л и  з а д а ч  в ы б о р а  в а р и а н т о в  р е ш е н и я .
П р и р о д а  т а к и х  з а д а ч  з а ч а с т у ю  д о п у с к а е т  м о д е л ь н о е  п р е д с т а в ­
л е н и е  и х  ф о р м а л и з у е м о й  ч а с т и  в  в и д е  з а д а ч  м н о г о к р и т е р и а л ь н о й  о п ­
т и м и з а ц и и .  С ф о р м а л ь н о й  т о ч к и  з р е н и я  р е ш е н и е  т а к и х  з а д а ч  с в о д и т ­
с я  к  п о и с к у  л у ч ш е г о  и л и  н а и б о л е е  п р е д п о ч т и т е л ь н о г о  с  т о ч к и  з р е ­
н и я  п о л ь з о в а т е л я  ( с п е ц и а л и с т а  в  п р и к л а д н о й  о б л а с т и ,  р е ш а ю щ е го  
з а д а ч у )  р е ш е н и я  и з  в с е г о  м н о ж е с т в а  д о п у с т и м ы х  р е ш е н и й  X .  М но­
ж е с т в о  X  * а  т о ч н е е ,  с и с т е м а  ф у н к ц и о н а л ь н ы х  с о о т н о ш е н и й ,  з а д а ­
ю щ их э т о  м н о ж е с т в о ,  п р е д с т а в л я е т  с о б о й  м а т е м а т и ч е с к у ю  м о д е л ь  в а ­
р и а н т о в  и с х о д о в  п р о в е д е н и я  о п е р а ц и и ,  п л а н а  и л и  п р о е к т а .  С к аж д ы м  
д о п у с т и м ы м  в а р и а н т о м  ос с X  с в я з а н  н а б о р  к р и т е р и е в  ( п о к а з а ­
т е л е й )  V ^ ( . o c ) } ,  К» , к о т о р ы й  п о з в о л я е т  п о л ь з о в а т е л ю
о ц е н и в а т ь  к а ч е с т в о  э т о г о  в а р и а н т а  р е ш е н и я .  О ц е н к а  п о л ь з о в а т е л е м  
в а р и а н т о в  р е ш е н и й  и  с о о т в е т с т в у ю щ и х  и м  з н а ч е н и й  п о к а з а т е л е й  о п ­
р е д е л я е т с я  н е к о т о р ы м  о т н о ш е н и е м  п р е д п о ч т е н и я  *Y * Y  н а  м н о ­
ж е с т в е  з н а ч е н и й  к р и т е р и е в  Y £ Ек -  о б р а з е  м н о ж е с т в а  X .
Л ю б а я  п р о ц е д у р а  о т ы с к а н и я  н а и б о л е е  п р е д п о ч т и т е л ь н о г о  р е ш е ­
н и я  о с н о в ы в а е т с я  н а  и с п о л ь з о в а н и и  и н ф о р м а ц и и , к о т о р а я  м о ж е т  б ы т ь
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п о л у ч е и а  о т  п о л ь з о в а т е л я  в  п р о ц е с с е  р е ш е н и я  з а д а ч и .  Т р а д и ц и о н н о  
д е л а ю т с я  т а к и е  д о п о л н и т е л ь н ы е  п р е д п о л о ж е н и я  о  с в о й с т в а х  с а м о г о  
о  т н о ш е н и я  п р е д п о ч т е н и я .
П р о ц е д у р а  в ы б о р а  в а р и а н т о в ,  п р и м е н я е м а я  в  р а с с м а т р и в а е м о й  
д и а л о г о в о й  с и с т е м е ,  и с п о л ь з у е т  и н ф о р м а ц и ю  о  п о п а р н ы х  с р а в н е н и я х  
в а р и а н т о в  п о  з н а ч е н и я м  и х  о ц е н о ч н ы х  п о к а з а т е л е й ,  а  д л я  д о п у с т и м о ­
г о  в а р и а н т а ,  в о з м о ж н о , и  о  н а п р а в л е н и и  е г о  ж е л а т е л ь н о г о  у л у ч ш е ­
н и я .  С а м о  о т н о ш е н и е  п р е д п о ч т е н и я  R> с ч и т а е т с я  н е п р е р ы в н ы м  и 
с т р о г о  в ы п у к л ы м . П р е д п о л а г а е т с я ,  к р о м е  т о г о ,  ч т о  м н о ж е с т в о  X 
в ы п у к л о  и  р а с с м а т р и в а е т с я  в а ж н ы й  д л я  п р и л о ж е н и й  С 1 , 3 ]  с л у ч а й  
л и н е й н ы х  о ц е н о ч н ы х  п о к а з а т е л е й  ^ С о с . ) =  < C L j X > > I -  А . , . , . ,  К .
И с п о л ь з у е м а я  п р о ц е д у р а  в ы б о р а  в а р и а н т о в  L 5 Л о с н о в а н а  н а  м о д и ф и ­
к а ц и и  м е т о д а  э л л и п с о и д о в  д л я  м н о г о к р и т е р и а л ь н ы х  з а д а ч ,  к о т о р ы й ,  
к а к  и з в е с т н о  C 2 ] ,  о б л а д а е т  х о р о ш и м и  о ц е н к а м и  с х о д и м о с т и .
2 .  С х е м а  ф о р м и р о в а н и я  и  в ы б о р а  в а р и а н т о в  р е ш е н и я
Б  о м н о г и х  п р и к л а д н ы х  з а д а ч а х  п а р а м е т р ы  м о д е л и , в х о д я щ и е  в  
ф у н к ц и и - о г р а н и ч е н и я ,  з а д а ю щ и е  м н о ж е с т в о  X , п о  с у щ е с т в у ,  моле­
н о  р а з д е л и т ь  н а  д в е  г р у п п ы  L I Л .
П е р в а я  г р у п п а  -  э т о  н е у п р а в л я е м ы е  п а р а м е т р ы .  Ч и с л о в ы е  з н а ­
ч е н и я  н е у п р а в л я е м ы х  п а р а м е т р о в  м о д е л и  з а в и с я т  т о л ь к о  о т  к о н к р е т ­
н о й  р е а л и з а ц и и  м о д е л и р у е м о й  з а д а ч и  и  о б у с л о в л и в а ю т с я  т о л ь к о  ф о р ­
м а л и з у е м ы м и  ф а к т о р а м и .  И з м е н е н и е  з н а ч е н и й  н е у п р а в л я е м ы х  п а р а г л е т -  
р о в  п о  ж е л а н и ю  п о л ь з о в а т е л я ,  и с п о л ь з у ю щ е г о  м о д е л ь  д л я  р е ш е н и я  
к о н к р е т н о й  з а д а ч и ,  н е  д о п у с к а ю т с я ,  т а к  к а к  э т о  м о ж е т  п р и в е с т и  к  
с у щ е с т в е н н о м у  н а р у ш е н и ю  а д е к в а т н о с т и  м о д е л и  и  з а д а ч и .
В т о р а я  г р у п п а  -  у п р а в л я е м ы е  п а р а м е т р ы .  Ч и с л о в ы е  з н а ч е н и я  
э т и х  п а р а м е т р о в  м о д е л и  н е  о п р е д е л я ю т с я  о д н о з н а ч н о  к о н к р е т н о й  р е ­
а л и з а ц и е й  м о д е л и р у е м о й  з а д а ч и .  П о л ь з о в а т е л ь ,  и с п о л ь з у ю щ и й  м о д е л ь  
д л я  р е ш е н и я  к о н к р е т н о й  з а д а ч и ,  м о ж е т  в  н е к о т о р ы х  п р е д е л а х ,  о б у ­
с л о в л е н н ы х  к а к  ф о р м а л и з у е м ы м и , т а к  и  н е ф о р м а л и з у е м ы м и  ф а к т о р а м и ,  
в ы б и р а т ь  н а  с в о е  у с м о т р е н и е  з н а ч е н и я  у п р а в л я е м ы х  п а р а м е т р о в .  
О ч е в и д н о ,  ч т о  в  о б щ ем  с л у ч а е  р а з н ы м  з н а ч е н и я м  у п р а в л я е м ы х  п а р а ­
м е т р о в  с о о т в е т с т в у ю т  р а з н ы е  в а р и а н т ы  р е ш е н и я  з а д а ч и  в ы б о р а .
Т а к и м  о б р а з о м ,  м н о ж е с т в о  в а р и а н т о в  X для  к а ж д о й  к о н ­
к р е т н о й  з а д а ч и  в ы б о р а  о п р е д е л я е т с я  с  т о ч н о с т ь ю  д о  ч и с л о в ы х  з н а ­
ч е н и й  у п р а в л я е м ы х  п а р а м е т р о в  м о д е л и  э т о й  з а д а ч и ,  т . е .  Х= Xu. 
а ,  с л е д о в а т е л ь н о ,  и  " Y  “  " Y u  • З д е с ь  ч е р е з  U , о б о з н а ч е н  в е к -
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TO p у п р а в л я е м ы х  п а р а м е т р о в  м о д е л и ,  п р и н а д л е ж а щ и й  н е к о т о р о м у  м н о ­
ж е с т в у  U  , о п р е д е л я е м о м у  к а к  ф о р м а л ь н ы м и , т а к  и  н е ф о р м а л ь н ы м и  
ф а к т о р а м и ,  и  п о т о м у  я в н о  н е  з а д а н н о м у .
П р и с у т с т в и е  в  м о д е л и  у п р а в л я е м ы х  п а р а м е т р о в  си«- U п о  с у ­
щ е с т в у  о з н а ч а е т ,  ч т о  э т а  м о д е л ь  п р е д с т а в л я е т  с о б о й  н е  о д н у  з а д а ­
ч у ,  а  с о в о к у п н о с т ь  з а д а ч  м н о г о к р и т е р и а л ь н о й  о п т и м и з а ц и и .  К а ж д о м у  
ф и к с и р о в а н н о м у  н а б о р у  д о п у с т и м ы х  з н а ч е н и й  у п р а в л я е м ы х  п а р а м е т р о в  
в  о б щ ем  с л у ч а е  с о о т в е т с т в у е т  с в о я  з а д а ч а .
Т а к о й  п о д х о д  к  р е ш е н и ю  з а д а ч и  в ы б о р а  о п р е д е л я е т  н е о б х о д и ­
м о с т ь  д и а л о г о в о г о  ( ч е л о в е к о - м а ш и н н о г о )  в з а и м о д е й с т в и я  п о л ь з о в а ­
т е л я  с  м о д е л ь ю  р е ш а е м о й  и м  з а д а ч и .  Д е й с т в и т е л ь н о ,  п о л ь з о в а т е л ь  
о с у щ е с т в л я е т  в ы б о р ,  а н а л и з и р у я  п р о м е ж у т о ч н ы е  в а р и а н т ы  р е ш е н и я ,  
а  п о и с к  н а и б о л е е  п р е д п о ч т и т е л ь н о г о  в а р и а н т а  в е д е т ,  п у т е м  в о з ­
д е й с т в и я  н а  у п р а в л я е м ы е  п а р а м е т р ы  з а д а ч и  и  у т о ч н е н и я  с в е д е н и й  о  
с в о е м  о т н о ш е н и и  п р е д п о ч т е н и я .
П р о ц е с с  ф о р м и р о в а н и я  и  в ы б о р а  в а р и а н т а  р е ш е н и я , о с у щ е с т в л я ­
ем ы й  с  и с п о л ь з о в а н и е м  р а с с м а т р и в а е м о й  в  р а б о т е  д и а л о г о в о й  с и с т е ­
м ы  п р е д с т а в л я е т  с о б о й  п о с л е д о в а т е л ь н о с т ь  о д н о т и п н ы х  ш а г о в  с л е д у ­
ю щ е го  с о д е р ж а н и я .
П о л у ч и в  о ч е р е д н о й  в а р и а н т  р е ш е н и я ,  с о о т в е т с т в у ю щ и й  з а д а н н ы м  
з н а ч е н и я м  п а р а м е т р о в  м о д е л и  и  и м е ю щ е й с я  в  с и с т е м е  т е к у щ е й  и н ф о р ­
м а ц и и  о б  о т н о ш е н и и  п р е д п о ч т е н и я ,  -  п о л ь з о в а т е л ь ,  о с у щ е с т в л я ю щ и й  
в ы б о р ,  п р о в о д и т  а н а л и з  э т о г о  в а р и а н т а .  Ц е л ь ю  а н а л и з а  я в л я е т с я ,  
в о - п е р в ы х ,  о п р е д е л е н и е  с о о т в е т с т в и я  р а с с м а т р и в а е м о г о  в а р и а н т а  
н е ф о р м а л и з у е м ы м  ф а к т о р а м  р е ш а е м о й  з а д а ч и  и ,  в о - в т о р ы х ,  в ы б о р  н о ­
в ы х  з н а ч е н и й  п а р а м е т р о в  м о д е л и ,  к о т о р ы й ,  в о з м о ж н о ,  д о п о л н я е т с я  
у т о ч н е н и е м  в е д у щ е й с я  с и с т е м о й  м о д е л и  е г о  о т н о ш е н и я  п р е д п о ч т е н и я ,  
н е о б х о д и м о й  д л я  д а л ь н е й ш е г о  с у ж е н и я  м н о ж е с т в а  д о п у с т и м ы х  р е ш е н и й .  
П е л и  в  р е з у л ь т а т е  п р о в е д е н н о г о  а н а л и з а  в ы я с н я е т с я ,  ч т о  р а с с м о т ­
р е н н ы й  в а р и а н т  р е ш е н и я  в  д о с т а т о ч н о й  с т е п е н и  у д о в л е т в о р я е т  
с у б ъ е к т и в н ы м  т р е б о в а н и я м ,  п р е д ъ я в л я е м ы м  к  р е ш е н и ю  п о л ь з о в а т е л е м ,  
т о  д и а л о г о в ы й  п р о ц е с с  в ы б о р а  з а к а н ч и в а е т с я ,  и  д а н н ы й  в а р и а н т  п р и ­
н и м а е т с я  в  к а ч е с т в е  р е ш е н и я .  Б  п р о т и в н о м  с л у ч а е  с и с т е м а  п о з в о л я ­
е т  п о л ь з о в а т е л ю  п р о и з в о д и т ь  с л е д у ю щ и е  д е й с т в и я :
-  д а в а т ь  у к а з а н и я  о  с в о е м  о т н о ш е н и и  п р е д п о ч т е н и я  н а  о с н о в е  
п о п а р н о г о  с р а в н е н и я  в а р и а н т о в  п о  и х  о ц е н о ч н ы м  п о к а з а т е л я м  и  ( и л и )  
в  в и д е  н а п р а в л е н и я  ж е л а т е л ь н о г о  у л у ч ш е н и я  в е к т о р а - п о к а з а т е л я  д о ­
п у с т и м о г о  в а р и а н т а  р е ш е н и я ,  и  ( и л и )  в  в и д е  п р и е м л е м ы х  з н а ч е н и й  
о т д е л ь н ы х  х а р а к т е р и с т и к  в а р и а н т о в ;
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-  и з м е н я т ь  и л и  у т о ч н я т ь  х а р а к т е р и с т и к и  в а р и а н т о в ,  з н а ч е н и я  
п а р а м е т р о в  ф у н к ц и й - о г р а н и ч е н и й ,  з а д а ю щ и х  м н о ж е с т в о  в а р и а н т о в  р е ­
ш е н и я ,  т . е .  о с у щ е с т в л я т ь  к о р р е к т и р о в к у  к о м п о н е н т  м о д е л и ;
-  п р о с м а т р и в а т ь  п о с л е д о в а т е л ь н о с т ь  у ж е  п о л у ч е н н ы х  в а р и а н т о в  
и  с в о и х  д е й с т в и й  с  ц е л ь ю  к о р р е к т и р о в к и  с в о и х  у к а з а н и й .
С л е д у е т  о т м е т и т ь ,  ч т о  а н а л и з  в а р и а н т о в  р е ш е н и я  и  к о р р е к т и ­
р о в к а  к о м п о н е н т  м о д е л и  в  д и а л о г о в о м  п р о ц е с с е  ф о р м и р о в а н и я  и  в ы ­
б о р а  в а р и а н т о в  р е ш е н и я  в  к о н е ч н о м  и т о г е  п р е д с т а в л я е т  с о б о й  ч и с т о  
т в о р ч е с к и й  п р о ц е с с ,  о с н о в ы в а ю щ и й с я ,  г л а в н ы м  о б р а з о м  н а  з н а н и я х ,  
о п ы т е  и  и н т у и ц и и  п о л ь з о в а т е л я .  П ри  э т о м ,  к о н е ч н о ,  п р е д п о л а г а е т с я  
в о з м о ж н о с т ь  и с п о л ь з о в а н и я  в с п о м о г а т е л ь н ы х  ф о р м а л ь н ы х  м е т о д о в  а н а ­
л и з а  в  т е х  с л у ч а я х ,  к о г д а  п о л ь з о в а т е л ь  м о ж е т  в ы р а з и т ь  с в о е  о т н о ­
ш е н и е  к  р а с с м а т р и в а е м о м у  в а р и а н т у  р е ш е н и я  в  к а к и х - л и б о  ф о р м а л и ­
з у е м ы х  п о н я т и я х .
В о з м о ж н о с т и  п р и м е н е н и я  в с п о м о г а т е л ь н ы х  ф о р м а л ь н ы х  м е т о д о в  
а н а л и з а  д л я  с л у ч а я ,  к о г д а  в  к а ч е с т в е  у п р а в л я е м ы х  п а р а м е т р о в  в ы ­
с т у п а ю т  и м е ю щ и е с я  в  р а с п о р я ж е н и и  п о л ь з о в а т е л я  р е с у р с ы  -  п р а в ы е  
ч а с т и  ф у н к ц и й - о г р а н и ч е н и й ,  з а д а ю щ и х  м н о ж е с т в о  X и, , р а с с м а т р и ­
в а л а с ь  в  C 4 D .  В  э т о й  р а б о т е  о п и с а н  а л г о р и т м  ф о р м и р о в а н и я  о ц е н к и  
п е р в о г о  п о р я д к а  и з м е н е н и я  у п р а в л я е м ы х  п а р а м е т р о в  д л я  к л а с с а  л и ­
н е й н ы х  з а д а ч ,  к о т о р ы й  в к л ю ч е н  к а к  в с п о м о г а т е л ь н ы й  в  д и а л о г о в у ю  
с и с т е м у  ф о р м и р о в а н и я  и  в ы б о р а  в а р и а н т о в .
3 .  О с н о в н ы е  к о м п о н е н т ы  с и с т е м ы
В с о с т а в  д и а л о г о в о й  с и с т е м ы  в х о д я т  с л е д у ю щ и е  б л о к и :
-  б л о к  о т с е в а  в а р и а н т о в ,  в  к о т о р о м  п р о и з в о д и т с я  с у ж е н и е  т е ­
к у щ е г о  м н о ж е с т в а  д о п у с т и м ы х  р е ш е н и й  н а  о с н о в е  л о к а л ь н о й  и н ф о р м а ­
ц и и  о б  о т н о ш е н и и  п р е д п о ч т е н и я ,  п о л у ч е н н о й  в  р е з у л ь т а т е  а н а л и з а  
п о л ь з о в а т е л е м  о ч е р е д н о г о  с ф о р м и р о в а н н о г о  в а р и а н т а  р е ш е н и я ;
-  б л о к  г е н е р а ц и и  в а р и а н т о в ,  в  к о т о р о м  о с у щ е с т в л я е т с я  ф о р м и ­
р о в а н и е  д л я  а н а л и з а  п о л ь з о в а т е л е м  д о п у с т и м о г о  в а р и а н т а  р е ш е н и я  
т а к о г о ,  ч т о  в о з м о ж н о е  с у ж е н и е  м н о ж е с т в а  з н а ч е н и й  к р и т е р и е в  н а  
с л е д у ю щ е м  ш а г е  д и а л о г а  б ы л о  бы  м а к с и м а л ь н ы м ;
-  б л о к  р е ш е н и я  з а д а ч  в ы п у к л о г о  ( л и н е й н о г о )  п р о г р а м м и р о в а н и я ,  
п р е д н а з н а ч е н н ы й  д л я  п о с т р о е н и я  а п п р о к с и м а ц и и  м н о ж е с т в а  з н а ч е н и й  
к р и т е р и е в  н а  о с н о в е  и н ф о р м а ц и и  о  м о д е л и  и  х а р а к т е р и с т и к а х  в а р и а н ­
т о в ,  а  т а к ж е  д л я  п р о в е р к и  с ф о р м и р о в а н н о г о  в а р и а н т а  н а  д о п у с т и ­
м о с т ь  ;
-  б л о к  у п р а в л е н и я  г е н е р а ц и е й  и  о т с е в о м  в а р и а н т о в ,  о б е с п е ч и -
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в а ю щ и й  с о г л а с о в а н н о е  ф у н к ц и о н и р о в а н и е  б л о к о в  о т с е в а ,  г е н е р а ц и и  
и  р е ш е н и я  з а д а ч  в ы п у к л о г о  п р о г р а м м и р о в а н и я  ;
-  б л о к  к о р р е к т и р о в к и  к о м п о н е н т  з а д а ч и ,  к о т о р ы й  п о з в о л я е т  
у т о ч н я т ь  и с х о д н у ю  и н ф о р м а ц и ю  о  п а р а м е т р а х  ф у н к ц и й - о г р а н и ч е н и й , 
з а д а ю щ и х  м н о ж е с т в о  д о п у с т и м ы х  р е ш е н и й  и  х а р а к т е р и с т и к  э т и х  в а ­
р и а н т о в ,  а  т а к ж е  д а е т  в о з м о ж н о с т ь  п о л ь з о в а т е л ю  ф о р м и р о в а т ь  р а з ­
л и ч н ы е  н а б о р ы  п о к а з а т е л е й  и з  и м е ю щ и х с я ;
-  б л о к  ч е л о в е к о - м а ш и н н о г о  в з а и м о д е й с т в и я ,  к о т о р ы й  п р е д с т а в ­
л я е т  с о б о й  д и а л о г о в ы й  м о н и т о р ,  п о з в о л я ю щ и й  н а  п р о б л е м н о - о р и е н т и ­
р о в а н н о м  я з ы к е ,  п о н я т н о м  п о л ь з о в а т е л ю ,  п р о и з в о д и т ь  е м у  с л е д у ю ­
щ и е  д е й с т в и я :  а )  д а в а т ь  с и с т е м е  у к а з а н и я  о  с в о и х  п р е д п о ч т е н и я х ;  
б )  о с у щ е с т в л я т ь  м а н и п у л я ц и и  с о  з н а ч е н и я м и  п а р а м е т р о в  ф у н к ц и й -  
о г р а н и ч е н и й ,  с  н а б о р о м  и  з н а ч е н и я м и  х а р а к т е р и с т и к  в а р и а н т о в ,  с о  
с ф о р м и р о в а н н ы м и  в а р и а н т а м и  р е ш е н и й ;
-  б л о к  п р о т о к о л и р о в а н и я ,  о б е с п е ч и в а ю щ и й  з а п и с ь  д е й с т в и й  
п о л ь з о в а т е л я  и р е а к ц и й  с и с т е м ы  и  п р е д н а з н а ч е н н ы й  д л я  а н а л и з а  в ы ­
р а б о т к и  р е ш е н и я  и  к о н т р о л я  п р о ц е с с а  с о  с т о р о н ы  п о л ь з о в а т е л я .
В  с о с т а в  с и с т е м ы  в х о д я т ,  к р о м е  т о г о ,  б л о к и  и н ф о р м а ц и о н н о г о  
о б е с п е ч е н и я :
-  л о к а л ь н а я  б а з а  д а н н ы х  м о д е л и  м н о ж е с т в а  д о п у с т и м ы х  в а р и ­
а н т о в  р е ш е н и й ,  с о д е р ж а щ а я  и н ф о р м а ц и ю  о  ф у н к ц и я х - о г р а н и ч е н и я х ,  
з а д а ю щ и х  э т о  м н о ж е с т в о ,  п а р а м е т р а х  э т и х  ф у н к ц и й ,  о  д и а п а з о н а х  
и з м е н е н и я  п е р е м е н н ы х ,  и х  к о л и ч е с т в е  и  т . п . ;
-  л о к а л ь н а я  б а з а  д а н н ы х  х а р а к т е р и с т и к  в а р и а н т о в ,  с о д е р ж а ­
щ а я  и н ф о р м а ц и ю  о б  и м е ю щ и х с я  в  р а с п о р я ж е н и и  п о л ь з о в а т е л я  к р и т е ­
р и я х ,  и х  р а з м е р н о с т я х ,  о  ф у н к ц и о н а л ь н ы х  и л и  а л г о р и т м и ч е с к и х  з а ­
в и с и м о с т я х  о т  п е р е м е н н ы х ;
-  л о к а л ь н а я  б а з а  д а н н ы х  ф о р м а т о в  о т о б р а ж е н и й ,  с о д е р ж а щ а я  
с в е д е н и я  о  в о з м о ж н ы х  ф о р м а т а х  п р е д с т а в л е н и я  и н ф о р м а ц и и  п о л ь з о ­
в а т е л ю  п р и  р а з л и ч н ы х  р е ж и м а х  р а б о т ы  с и с т е м ы ;
-  л о к а л ь н а я  б а з а  д а н н ы х  с г е н е р и р о в а н н ы х  в а р и а н т о в  р е ш е н и я ,  
п р е д н а з н а ч е н н а я  д л я  н а к о п л е н и я  и н ф о р м а ц и и  о  с ф о р м и р о в а н н ы х  в а р и ­
а н т а х  р е ш е н и я .
О с о б е н н о с т ь ю  с и с т е м ы  я в л я е т с я  г и б к о е ,  м о д у л ь н о е  е е  п о с т р о ­
е н и е ,  ч т о  д а е т  в о з м о ж н о с т ь  в а р ь и р о в а н и я  к а к  п о с т а н о в о к  р е ш а е м ы х  
е  е е  п ом ощ ью  з а д а ч ,  т а к  и  р е ж и м а  д и а л о г о в о г о  в з а и м о д е й с т в и я .  
Ф о р ш  п о д г о т о в к и  и с х о д н о й  и н ф о р м а ц и и  и  о т о б р а ж е н и я  р е з у л ь т а т о в  
т а к и е  м о г у т  и з м е н я т ь с я  в  з а в и с и м о с т и  о т  р е ж и м о в  р а б о т ы  с и с т е м ы .
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ДИАЛОГОВАЯ СИСТЕМА РЕДАКТИРОВАНИЯ Ч Е Р Т Е Ш  
К .П .Г О Л И К О В
В ы ч и с л и т е л ь н ы й  ц е н т р  АН С С С Р , М о с к в а
Д и а л о г о в а я  с и с т е м а  Р е д г р а ф  ( р е д а к т о р  г р а ф и ч е с к и й )  -  э т о  
а в т о н о м н ы й  к о м п л е к с  п р о г р а м м н ы х  с р е д с т в ,  п р е д н а з н а ч е н н ы й  д л я  
а в т о м а т и з а ц и и  в ы п у с к а  ч е р т е ж н о - к о н с т р у к т о р с к о й  д о к у м е н т а ц и и .  
С и с т е м а  э к о н о м и т  в р е м я  и  п о в ы ш а е т  к а ч е с т в о  г р а ф и ч е с к и х  р а б о т ,  
и з б а в л я я  к о н с т р у к т о р а  о т  б о л ь ш и н с т в а  р у т и н н ы х  п о в т о р я ю щ и х с я  
о п е р а ц и й .
I .  Л о г и ч е с к и й  б а з и с .
Д и а л о г о в ы й  р е д а к т о р  р а б о т а е т  н а  о с н о в е  а п п а р а т н о - н е з а в и с и м о г о  
м о б и л ь н о г о  п а к е т а  п р о г р а м м  н а  Ф о р т р а н е .  П а к е т  Р е д г р а ф  с о з д а е т  
и е р а р х и ч е с к у ю  с т р у к т у р у  д а н н ы х  д л я  п р е д с т а в л е н и я  ч е р т е ж а  в  ф о р м е  
с е г м е н т и р о в а н н о г о  ф а й л а  г р а ф и ч е с к и х  э л е м е н т о в .
Ф а й л  с о с т о и т  и з  6  т и п о в  г р а ф и ч е с к и х  п р и м и т и в о в :  о т р е з о к ,  
о к р у ж н о с т ь ,  д у г а ,  к р и в а я ,  т е к с т  и  м а р к е р .  К аж д ы й  п р и м и т и в  
с н а б ж е н  п а р о й  с т а т и ч е с к и х  а т р и б у т о в :  ц в е т о м  и  в и д о м  л и н и и .
Ц в е т  м о ж е т  п р и н и м а т ь  3 1  з н а ч е н и е ,  в и д  л и н и и  7  ( т о н к а я ,  ш т р и х о ­
в а я ,  ш т р и х п у н к т и р н а я ,  о с н о в н а я  и  т . д . ) .  К р о м е  п р и м и т и в о в  ч е р т е ж  
в к л ю ч а е т  ф р а г м е н т ы  -  с и м в о л ы  х р а н и м ы х  ф а й л о в  г р а ф и ч е с к о й  б а з ы  
д а н н ы х .  Л ю б о й  ч е р т е ж ,  с о з д а н н ы й  п о л ь з о в а т е л е м  в  ф о р м е  р а б о ч е г о  
ф а й л а ,  м о ж е т  б ы т ь  п р е о б р а з о в а н  в  б о л е е  к о м п а к т н у ю  х р а н и м у ю  
ф о р м у  и  з а п и с а н  в  б а з у  д а н н ы х .
Ф р а г м е н т  -  э т о  с с ы л к а  н а  х р а н и м ы й  ф а й л  и  с о в о к у п н о с т ь  
п а р а м е т р о в  п р и в я з к и .  П р и в я з к а  в к л ю ч а е т  п р о и з в о л ь н у ю  к о м п о з и ц и ю  
а ф ф и н н ы х  п р е о б р а з о в а н и й  ( м а с ш т а б и р о в а н и е ,  п о в о р о т ,  п е р е н о с  и  
с и м м е т р и я ) , а  т а к ж е  д о п о л н и т е л ь н о е  п р е о б р а з о в а н и е  -  ф и л ь т р а ц и ю  
п о  з н а ч е н и я м  с т а т и ч е с к и х  а т р и б у т о в .  Ф и л ь т р  о п р е д е л я е т  п о д м н о ж е с т ­
в о  з н а ч е н и й  а т р и б у т о в  и  м о ж е т  б ы т ь  " п р о з р а ч е н ” д л я  к а к о г о - т о  и з  
н и х  и л и  " н е п р о з р а ч е н " .  С ч и т а е т с я ,  ч т о  ф р а г м е н т  с о с т о и т  т о л ь к о  
и з  т е х  о б р а з о в  п р и м и т и в о в  х р а н и м о г о  ф а й л а ,  д л я  к о т о р ы х  ф и л ь т р
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ПрИВЯЗКИ " п р о з р а ч е н " .  Ф и л ь т р а ц и я  п о з в о л я е т  р а с с л а и в а т ь  ч е р т е ж  
н а  н е з а в и с и м ы е  п о д м н о ж е с т в а  п р и м и т и в о в  и  в ы б и р а т ь  т о л ь к о  н у ж н ы й  
с л о й .  Н а п р и м е р ,  и з  ф р а г м е н т а  м ож но и с к л ю ч и т ь  в с е  р а з м е р н ы е  л и н и и  
и  т е к с т ,  и л и  в с е  л и н и и  ш т р и х о в к и  и  т . д .
Г р а ф и ч е с к и е  п р и м и т и в ы  и  ф р а г м е н т ы  м о ж н о  о б ъ е д и н я т ь  в  
г р у п п ы ,  к о т о р ы е  в  п о с л е д у ю щ и х  п р е о б р а з о в а н и я х  б у д у т  в ы с т у п а т ь  
к а к  е д и н о е  ц е л о е .  Д о п у с к а е т с я  д о  1 5  у р о в н е й  в л о ж е н н о с т и  г р у п п  
и  ф р а г м е н т о в  д р у г  в  д р у г а .  Р е д г р а ф  п о з в о л я е т  и д е н т и ф и ц и р о в а т ь  
л ю б о й  п р и м и т и в , к а к  н е з а в и с и м ы й ,  т а к  и  с о д е р ж а щ и й с я  в  г р у п п е  
и л и  ф р а г м е н т е ,  и  з а т е м  и з в л е ч ь  е г о  п а р а м е т р ы  д л я  г е о м е т р и ч е с к и х  
в ы ч и с л е н и й  п р и  п о с т р о е н и и  н о в ы х  п р и м и т и в о в .
Н а о с н о в е  п р и в е д е н н о й  и н ф о р м а ц и о н н о й  м о д е л и  в  п а к е т е  
Р е д г р а ф  о п р е д е л е н  ш и р о к и й  н а б о р  п р о ц е д у р  к о о р д и н а т н о г о  р а с ч е т а  
и  п р е о б р а з о в а н и я  ч е р т е ж а .  П р е о б р а з о в а н и я  в к л ю ч а ю т  у д а л е н и е  и  
к о п и р о в а н и е  о т д е л ь н ы х  г р а ф и ч е с к и х  э л е м е н т о в  и  г р у п п ,  в  т о м  
ч и с л е  у д а л е н и е  и  к о п и р о в а н и е  у ч а с т к о в  л и н и й  м е ж д у  д в у м я  т о ч к а ­
м и ,  в ы т я г и в а н и е  л и н и й ,  и з м е н е н и е  ц в е т а  и л и  в и д а  л и н и и ,  а ф ф и н н ы е  
п р е о б р а з о в а н и я  в ы д е л е н н ы х  с о в о к у п н о с т е й  э л е м е н т о в ,  э к р а н и р о в а н и е  
п р о и з в о л ь н о й  м н о г о с в я з н о к  о б л а с т ь ю .  И м е е т с я  н а б о р  п р о ц е д у р ,  
п о з в о л я ю щ и х  а в т о м а т и з и р о в а т ь  р я д  н а и б о л е е  т р у д о е м к и х  э т а п о в  
с о з д а н и я  ч е р т а ж а .  К н и м  о т н о с я т с я :  в ы ч и с л е н и е  т о ч е к  п е р е с е ч е ­
н и я  л и н и й ,  п о с т р о е н и е  к а с а т е л ь н ы х  и  с о п р я ж е н и й ,  п о с т р о е н и е  
г л а д к и х  к о н т у р о в ,  в  т о м  ч и с л е  л е к а л ь н ы х  к р и в ы х ,  э к в и д и с т а н т ,  
ш т р и х о в к а  о б л а с т е й .  О т д е л ь н у ю  г р у п п у  с о с т а в л я ю т  о п е р а т о р ы  
д л я  п о с т р о е н и я  р а з м е р н ы х  л и н и й  и  н а н е с е н и я  р а з м е р н ы х  ч и с е л  и  
н а д п и с е й .
В ч и с л о  о с н о в н ы х  ф у н к ц и й  п а к е т а  Р е д г р а ф  в х о д и т  у п р а в л е ­
н и е  а р х и в о м  ч е р т е ж е й  -  г р а ф и ч е с к о й  б а з о й  д а н н ы х .  Ч е р т е ж  п о м е ­
щ а е т с я  в  б а з у  в  ф о р м е  к о м п а к т н о г о  х р а н и м о г о  ф а й л а ,  н а з ы в а е м о ­
г о  к а д р о м .
Л о г и ч е с к а я  с х е м а  б а з ы  д а н н ы х  п р е д с т а в л е н а  о д н о р о д н о й  
и е р а р х и ч е с к о й  с е т ь ю ,  о т р а ж а ю щ е й  д в а  т и п а  о т н о ш е н и й  м е ж д у  к а д р а ­
м и . О т н о ш е н и е  " с о д е р ж и т "  с в я з ы в а е т  к а д р  с о  в с е м и ,  к о т о р ы е  
в ы з в а н ы  н а  н е г о  в  к а ч е с т в е  ф р а г м е н т о в .  О т н о ш е н и е  " с о д е р ж и т с я "  
с в я з ы в а е т  к а д р  с о  в с е м и ,  н а  к о т о р ы е  о н  в ы з в а н  в  к а ч е с т в е  
ф р а г м е н т а .
А п п а р а т  п р и в я з о к  ф р а г м е н т о в  ( с и м в о л о в )  с у щ е с т в е н н о  с о к р а ­
щ а е т  о б щ и й  о б ъ е м  х р а н и м о й  и н ф о р м а ц и и  и  у м е н ь ш а е т  е е  и з б ы т о ч н о с т ь .
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М о д и ф и к а ц и я  к а д р а  в ы з ы в а е т  с о г л а с о в а н н ы е  и з м е н е н и я  в о  в с е х  
ч е р т е ж а х ,  н а  к о т о р ы е  о н  в ы з в а н .
Н а л и ч и е  п е р е к р е с т н ы х  с с ы л о к  п о з в о л я е т  п о в ы с и т ь  с о х р а н ­
н о с т ь  и  д о с т о в е р н о с т ь  д а н н ы х .  Е с л и  к а д р  с о д е р ж и т с я  в  д р у г и х  
к а д р а х ,  т о  о п е р а ц и я  у д а л е н и я  н е  в ы п о л н я е т с я ,  а  ц р и  м о д и ф и к а ц и и  
з а п р е щ а е т с я  у в е л и ч и в а т ь  е г о  р а з м е р ы .  В с и л у  п о с л е д н е г о  о г р а н и ­
ч е н и я  ф р а г м е н т  в с е г д а  о с т а е т с я  в  г р а н и ц а х  т о г о  ч е р т е ж а ,  
н а  к о т о р ы й  о н  в ы з в а н .  А р х и в н а я  с и с т е м а  п о з в о л я е т  в ы г р у з и т ь  
ч е р т е ж  в м е с т е  с  е г о  т р а н з и т и в н ы м  з а м ы к а н и е м  п о  с с ы л к а м  в  
д р у г у ю  л о к а л ь н у ю  б а з у  и л и  н а  м а г н и т н у ю  л е н т у .  Т а к и м  о б р а з о м  
п р о и з в о д и т с я  о б м е н  г р а ф и ч е с к и м и  д а н н ы м и  м е ж д у  р а з н ы м и  г р у п ­
п а м и  р а з р а б о т ч и к о в .
Н а л и ч и е  а р х и в н о й  с и с т е м ы  п о з в о л я е т  с в я з а т ь  д и а л о г о в ы й  
р е д а к т о р  с  д р у г и м и  к о м п о н е н т а м и  с и с т е м ы  а в т о м а т и з и р о в а н н о г о  
п р о е к т и р о в а н и я  и  к о н с т р у и р о в а н и я .  Н а п р и м е р ,  с и с т е м а  г е о м е т р и ­
ч е с к о г о  м о д е л и р о в а н и я  в  т р е х м е р н о м  п р о с т р а н с т в е  м о ж е т  с и н т е з и ­
р о в а т ь  г р а ф и ч е с к и й  ф а й л ,  с о д е р ж а щ и й  с о в о к у п н о с т ь  п л о с к и х  п р о е к ц и й ,  
с е ч е н и й  и  р а з р е з о в  о б ъ е к т а ,  и  п о м е с т и т ь  э т о т  ф а й л  в  б а з у  д а н н ы х .  
З а т е м ,  в  п р о ц е с с е  д и а л о г о в о г о  р е д а к т и р о в а н и я  м о ж н о  с к о м п о н о в а т ь  
п о л у ч е н н ы е  п о л у ф а б р и к а т ы  н а  п о л е  ч е р т е ж а ,  н а н е с т и  т е х н о л о г и ч е с ­
к у ю  и н ф о р м а ц и ю  и  в ы п о л н и т ь  ц е л ы й  р я д  д р у г и х  и н т е л л е к т у а л ь н ы х  
о п е р а ц и й ,  н е о б х о д и м ы х  д л я  п р е о б р а з о в а н и я  г е о м е т р и ч е с к и х  
п р о е к ц и й  в  у с л о в н ы й  я з ы к  к о н с т р у к т о р с к о г о  д о к у м е н т а .
2 .  Д и а л о г о в ы й  и н т е р ф е й с .
В з а и м о д е й с т в и е  с  о п е р а т о р о м  п р о и с х о д и т  п о д  у п р а в л е н и е м  
д и а л о г о в о г о  м о н и т о р а .  В е г о  ф у н к ц и и  в х о д и т :  в в о д  у п р а в л я ю щ и х  
д и р е к т и в  и  п а р а м е т р о в ,  в ы з о в  и с п о л н я ю щ и х  м о д у л е й  п а к е т а  Р е д г р а ф ,  
о т о б р а ж е н и е  ч е р т е ж а  и  в с е х  е г о  и з м е н е н и й  н а  э к р а н е  г р а ф и ч е с к о г о  
д и с п л е я ,  к о н т р о л ь  и  в ы д а ч а  с о о б щ е н и й  о б  о ш и б к а х .
М о н и т о р  п о с т р о е н  п о  м о д у л ь н о м у  п р и н ц и п у ,  п р и ч е м  в с е  
м о д у л и  н а п и с а н ы  н а  Ф о р т р а н е .
О п е р а ц и и  в в о д а / в ы в о д а  о п р е д е л е н ы  в  т е р м и н а х  л о г и ч е с к и х  
у с т р о й с т в ,  к о т о р ы е  м о г у т  о т о б р а ж а т ь с я  н а  р а з л и ч н ы е  ф и з и ч е с к и е  
у с т р о й с т в а .  О б о р у д о в а н и е ,  н е о б х о д и м о е  д л я  о р г а н и з а ц и и  р а б о ­
ч е г о  м е с т а  Р е д г р а ф а ,  в к л ю ч а е т  с л е д у ю щ и е  у с т р о й с т в а :
-  а л ф а в и т н о - ц и ф р о в о й  э к р а н  с  к л а в и а т у р о й  д л я  в ы в о д а  
с о о б щ е н и й  с и с т е м ы  и  в в о д а  ч и с е л  и  т е к с т о в  ;
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-  г р а ф и ч е с к и й  э к р а н  с  в ы с о к о й  ^ з р е ш а ю щ е й  с п о с о б н о с т ь ю ,  
ж е л а т е л ь н о  н е  м е н е е  1 0 2 4  х  1 0 2 4  т о ч е к  ;  в с е  с л о ж н ы е  
э л е м е н т ы  и з о б р а ж е н и я  г е н е р и р у ю т с я  п р о г р а м м н о ,  п о э т о м у  
о т  д и с п л е я  т р е б у е т с я  т о л ь к о  в о з м о ж н о с т ь  п о с т р о е н и я  
в е к т о р о в  ;
-  л о г и ч е с к о е  у с т р о й с т в о  в в о д а  к о о р д и н а т  ( л о к а т о р )  д л я  
у к а з а н и я  т о ч е к  н а  г р а ф и ч е с к о м  э к р а н е  ;
-  л о г и ч е с к о е  у с т р о й с т в о  в в о д а  т и п а  м еню  ;  я д р о  д и а л о г о в о г о  
м о н и т о р а  т р е б у е т  н е  м е н е е  3 0 0  ф у н к ц и о н а л ь н ы х  " к н о п о к "  ;
-  г р а ф о п о с т р о и т е л ь  д л я  п о л у ч е н и я  ч е р т е ж а  н а  б у м а г е .
В о зм о ж н о  п о д к л ю ч е н и е  д о п о л н и т е л ь н о г о  л о к а т о р а ,  н а п р и м е р ,  
ц и ф р о в о г о  п л а н ш е т а  д л я  с к о л к и  у ж е  и м е ю щ и х с я  ч е р т е ж е й .
В с е  у п р а в л я ю щ и е  д и р е к т и в ы  в в о д я т с я  п р и  п о м о щ и  м е н ю . П а р а ­
м е т р ы  в в о д я т с я  л и б о  в  ч и с л о в о м  в и д е  с  к л а в и а т у р ы ,  л и б о  п р и  
п ом ощ и  л о к а т о р а .  Н а  б а з е  л о к а т о р а  п р о г р а м м н о  р е а л и з о в а н ы  п р о ­
ц е д у р ы  у к а з а н и я ,  п о з в о л я ю щ и е  и д е н т и ф и ц и р о в а т ь  р а н е е  п о с т р о е н н ы е  
т о ч к и  и  э л е м е н т ы  ч е р т е ж а .  З о н а  з а х в а т а  у к а з к и  а в т о м а т и ч е с к и  
и з м е н я е т с я  в  з а в и с и м о с т и  о т  м а с ш т а б а  о т о б р а ж е н и я  ч е р т е ж а  
н а  г р а ф и ч е с к и й  э к р а н .
В п р о ц е с с е  р а б о т ы  ч е р т е ж  р а з д е л я е т с я  н а  д в а  п л а н а  -  
п е р е д н и й  и  з а д н и й ,  к а ж д ы й  и з  н и х  п р е д с т а в л е н  о т д е л ь н ы м  г р а ф и ­
ч е с к и м  ф а й л о м .  Н а  з а д н е м  п л а н е  н а к а п л и в а ю т с я  у ж е  г о т о в ы е  э л е м е н ­
т ы  ч е р т е ж а .  Н а  п е р е д н е м  п л а н е  в ы п о л н я ю т с я  в с п о м о г а т е л ь н ы е  
п о с т р о е н и я ,  н а к а п л и в а ю т с я  э л е м е н т ы  д л я  о б ъ е д и н е н и я  в  г р у п п у  
и л и  д л я  а ф ф и н н ы х  п р е о б р а з о в а н и й .  В л ю б о й  м о м е н т  в р е м е н и  в с е  
с о д е р ж и м о е  п е р е д н е г о  п л а н а  м о ж н о  п р и с о е д и н и т ь  к  з а д н е м у ,  и л и  
н а о б о р о т ,  л ю б о й  э л е м е н т  з а д н е г о  п л а н а  и з в л е ч ь  н а  п е р е д н и й .  
И з в л е к а т ь  э л е м е н т ы  м о ж н о  п о  о т д е л ь н о с т и ,  п р о с т ы м  у к а з а н и е м  н а  
н и х ,  и л и  п р и  п ом ощ и  п р я м о у г о л ь н о й  р а м к и .  В п о с л е д н е м  с л у ч а е  
н а  п е р е д н е м  п л а н е  п о я в л я е т с я  л и б о  в с е  м н о ж е с т в о  э л е м е н т о в ,  п о л ­
н о с т ь ю  л е ж а щ и х  в н у т р и  р а м к и ,  л и б о  д о п о л н е н и е  к  э т о м у  м н о ж е с т в у .
В п р о ц е с с е  р а б о т ы  ч е р т е ж  м о ж н о  н а б л ю д а т ь  ц е л и к о м ,  н о  в  
т о м  м а с ш т а б е ,  к о т о р ы й  д о п у с к а ю т  р а з м е р ы  г р а ф и ч е с к о г о  э к р а н а ,  
л и б о  в ы б р а т ь  п р я м о у г о л ь н о е  о к н о  и  р а з г л я д ы в а т ь  у ч а с т о к  
ч е р т е ж а  в  л ю б о м  м а с ш т а б е .  О к н о  у с т а н а в л и в а е т с я  в  п р о и з в о л ь н о м  
м е с т е  ч е р т е ж а  у к а з а н и е м  д в у х  т о ч е к  и л и  ц е н т р а .  В п о с л е д н е м  
с л у ч а е  р а з м е р ы  о к н а  а в т о м а т и ч е с к и  в ы б и р а ю т с я  т а к ,  ч т о б ы  е г о
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с о д е р ж и м о е  о т о б р а ж а л о с ь  н а  в е с ь  э к р а н  в  з а д а н н о м  м а с ш т а б е .
К р о м е  п е р е ч и с л е н н ы х ,  м о н и т о р  и с п о л ь з у е т  и  д р у г и е  т р а ­
д и ц и о н н ы е  м е т о д ы  и н т е р а к т и в н о й  м а ш и н н о й  г р а ф и к и :  у с т а н о в к а  
д и с к р е т н ы х  с е т о к ,  " р е з и н о в ы е  н и т и "  и  т . д .
3 .  Р е а л и з а ц и я .
Д и а л о г о в а я  с и с т е м а  Р е д г р а ф  р е а л и з о в а н а  н а  ЭВМ " Э л е к т р о н и к а  
1 0 0 - 2 5 "  ( 6 4 К  о п е р а т и в н о й  п а м я т и )  в  с и с т е м е  п р о г р а м м и р о в а н и я  
Ф о р т р а н  ОС Р а ф о с .  И с п о л ь з у е т с я  г р а ф и ч е с к о е  р а б о ч е е  м е с т о ,  
в к л ю ч а ю щ е е  а л ф а в и т н о - ц и ф р о в о й  д и с п л е й ,  г р а ф и ч е с к и й  д и с п л е й  н а  
з а п о м и н а ю щ е й  т р у б к е  ( 1 0 2 4  х  1 0 2 4 ) ,  д в а  ц и ф р о в ы х  п л а н ш е т а  и  
г р а ф о п о с т р о и т е л ь .
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0. Introduction
The user’s view of a dialogue system is strongly influenced by 
its user-interface. Wether the user accepts the system or not 
depends on the quality of this part of the system. Instead of 
menus command languages are more and more used for the man- 
machine-communication .
Translator construction techniques can be used for describing 
and realizing command languages, even for graphical dialogues, 
because such languages are a kind of programming languages at 
all. Grammars of Syntactical Functions(GSF), a type of attri­
buted grammar, define the language’s syntax and semantics and 
a translator writing system based on these grammars supports 
the implementation.
Working out a standard form of a command language will be 
discussed within this paper.
Looking at the software-development-process characterized for 
instance by Green /GREEN82/ 1 23/ we can say our method gives some 
directions and aids for the specification and implementation 
phases. This will be explained by an example:
A. user wants to design plans for parks. The plans are two- 
dimensional drawings with circles and rectangles denoting trees
V 1) requirements 4) implementation
2) specification 5) testing
3) design 6) maintenance
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and houses respectively. It should be possible to place such 
objects into a plan or to delete them. Otherwise plans can be 
combined together.
Now vie develop a command language for the problem solving 
process.
1. The command language development process 
'1.1 Requirements
In the first phase the problem will be analysed in order to find 
out what kinds of objects the user wants to manipulate. We call 
those object-types because real objects in this phase don’t 
still exist.
According to data types in programming languages like PASCAL we 
define each objekt-type by ordered sets of object-types and use 
the standards: integer, real, text, point, name.
Here is the set of objekt-types for the example without men­
tioning the standards:
T = {PLAN,TREE,HOUSE,PATH,PLACE,BROAD,TOP,GROUND,POINTSEQUENCE, 
UPPERPOINT,POWERPOINT } ,
PLAN : NAME * UPPERPOINT * POWERPOINT ;
TREE : NAME * PLACE * TOP ;
PATH : NAME * POINTSEQUENCE * BROAD * GROUND ;
POINTSEQUENCE : NAME * POINT , POINTSEQUENCE * POINT ;
BROAD : REAL ;
The notation means that for instance a triple of a name, a 
place, and a top define a tree.
In a s e c o n d  s t e p  t h e  o p e r a t i o n s  t h e  u s e r  w a n t s  t o  p e r f o r m  o n  t h e  
O b j e k t s  m u s t  b e  i d e n t i f i e d .  They a r e  w r i t t e n  dow n i n  a  s i m i l a r  
way:
Q = {PUT,DELETE,PLUS } ,
PUT : PLAN s (TREE,PATH,HOUSE) - ? PLAN ;
DELETE : PLAN * (TREE,PATH,HOUSE) -> PLAN ;
PLUS : PLAN * PLAN -> PLAN ;
The left hand side of "-> " describes the domain and the right 
hand side the range of an operation. (A,B) is the union set of 
A and B.
The PUT operation sets a tree-, path-, or house-object into a 
given plan. The result is a new plan. DELETE works in the re­
versed way. With PLUS plans can be put together.
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Elements of a third set are relations existing between different 
objects. In our example we define one relation: SAME-PLACE.
Two objects of type house, path, or tree are in relation if 
there aren’t any points belonging to both objects.
SAME-PLACE : (TREE,PATH,HOUSE) s (TREE,PATH,HOUSE) ;
1.2 Specification
During the specification phase a ” formal description of the 
external behavior of the program is produced.” /GREEN82/
In this sense the language description by a GSF can be the re­
sult of the specification. Some parts of the command-language- 
GSP are produced automatically using results of the require- 
ments-phase. These parts contain GSP-rules describing commands 
for each operation and for declaring objects of some types.
Por an object-type T
T T11 * T12 * 
T21 * T22 *
* T
* T
1n,
2n,
9
9
T /. * T „ * ... * T__ ;ml m2 am ’mthe following rules were produced:
OBJECT-DEFINITION(RES,"T") : ’T*, T-PARM(ADR,KIND)
& T(RES,ADR,KIND).
T-PARM(ADR,j) : Tjl(IDl), Tj2(ID2), ... , Tjnj(IDnj)
& TPARMj(ADR,ID1,ID2,... IDnj).
, J=1. .m .
OBJECT-DEFINITION, T-PARM, Tji, j=1..m, i=1..nj are nonterminals. 
Terminals are included in quotation marks. Semicolon separates 
left from right hand side of a rule. The attributes of nonter­
minals and may be terminals are set in parantheses. After 
the semantic functions belonging to a rule can be found. The 
names of attributes are only of local interest within a rule.
If is a union of types then a new nonterminal TPARMji(IDi, 
TYPEi) is built and then stands for Tji(IDi) in the rule 
T-PARMj(ADR,j). TYPEi became another input parameter of the 
semantic function TPARMj . Rules like 
TPARMji(ID,"K") : K(ID) . where K is a union element will be 
added. Now the rules for the object-type TREE from the example: 
OBJECT-DEFINITION ( RES, ’’TREE") : ’TREE', TREE-PARM( ADR, KIND)
& TREE(RES,ADR,KIND).
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TREE-PARM( ADRI) : PLACE(ID1),T0P(ID2) & TREEPARM1(ADR.ID1,ID2).
In a similar way rules describing the operations are built:
PUT-COMMAND(RES) : NAME(ID), »PUT», PUT-PARM(ADR,KIND)
& PUT(RES,ID,ADR,KIND).
PUT-PARM(ADR,1) : PUTPARM1 i(ID1,TYPE1), PLAN(ID2)
& PUTPARM1(ADR,ID1.ID2,TYPE1).
The first part of the specification phase i3 the construction of 
these rules done automatically by a special program.
In a second step the author could do some changes in the rules 
to reach some more effectivity or transparency of the language. 
The PUT-command could have the following definition afterwards: 
PUT-COMMAND (RES) : NAME(ID), »PUT», PUTPARM(ID1,TYPE), »INTO»,
PLAN(ID2) & PUT(RES,ID,ID1,ID2,TYPE).
The last part contains a lot to do for the author. He has to 
give a description of the global structure of a dialogue session. 
The given grammar-root USER-SYSTEM(RC) must be divided in a 
hierarchy of nonterminals using GSP-rules until OBJECT- 
DECLARATION and name-COMMAND are on the left hand side of some 
rules. This leads to the definition of a control-structure of the 
system.
Unfortunately a small example like ours can't illustrate this 
possibility in a sufficient way: any sequence of previously spe­
cified commands builds our problem-oriented command-language. 
USER-SYTEM(RC) : COMMANDSEQUENCE(RC).
COMMANDSEQUENCE(RC) : COMMAND(RC).
COMMANDSEQUENCE(RC) : C0MMANDSEQUENCE(RC1),COMMAND(RC2)
& C0NNECT(RC,RC1,RC2).
COMMAND(RC) : OBJECT-DECLARATION(RC).
OBJECT-DECLARATION(RC) : NAME (ID),'= »,OBJECT-DEFINITION(DEF,T)
& OBJECT(RC,ID,DEF,T).
COMMAND(RC) : PUT-COMMAND(RC).
• • •
Por large systems this could be a powerfull mechanism for 
defining system structur.
1.3 Design
This step lies a bit outside of the scope of this paper. Within 
the design phase the algorithms and data structures realizing
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ttae semantic functions of the rules were developed.
1.4 Implementation
At first we look at some problem-dependent properties of the 
system. Every user can work with a standard set of system- 
commands available at any moment during the dialogue. These are 
commands for opening and closing a session, for simple input 
and output, and of course a HELP-command. Moreover a mechanism 
for defining new commands during the dialogue can be used.
The problem-dependent language will then be added to the kernel 
The command-language-description, the GSP, will be transformed 
by a translator writing system, called RÜGEN (Rostocker Über­
setzer GENerator). The internal description of the language 
syntax and semantics will be produced. The interpreter needs 
the information to be able to process the problem-oriented lan­
guage commands. Unfortunately not all the implementations can 
be done automatically. ThatTe why the author has to implement 
procedures realizing the semantic functions. The procedures 
must be build in the standard form the system can handle.
2. Conclusion
We described a way to define problem-oriented command-languages 
- even for graphical dialogue- by using a special kind of attri 
buted grammars (GSP). In our case we presented a method sup­
porting the languege-development-process by the computer itself 
The implementation of the command-language-interpreter is done 
by a translator writing system based on GSP.
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JIMAJIOrOBAH CMCTEMA FIOCTPOEHMfl M KOPPEKUMM 
HHHAMMUECKMX MOJIEJIEß
neo'iiM.nbeB K.T.
COOP,  MocKBa, BHMM CHCTeMHbix MCCJieqoBaHMM 
Cokojiob A . B .
COOP,  MOCKBa, BHMM CMCT6MHMX HCC.neflOBaHMM
I. BßeqeHMe
HaKonJieHHbiM k HacTOflineMy BpeMeHM onbiT nocTpoeHMH m aHa.JiM3a w a -  
TewaTMMecKMX MOflejiefi cjiouchmx cucTeM  no3BOJifleT BbiqeJiMTb cjieqyropMe 
3Tanbi paöOTbi: K O H uenTvajibH oe onncaH M e cucTeM bi, p a .3 p a6 o T K a  m aH3JiM3 
jiorMMecKOM cTpyKTypw Moqe.JiM, p a s p a ß o T K a  m aHajiH3 f topM ajibH oro  o r m c a -  
HMB, ajiropMTMM3aunfl m p a 3 p a ß O T K a  nporpaMMbi q j ia  3 BM ,  nojiyMeHMe p e -  
3yjIBTaT0E H MX aH8.JIM3.
B HacTOflieM paöore npeqjiaraeTca onncaHne qMajioroBoi* cucTeMbi aB- 
T0MaTM3auMM npoqecca nocTpoemiH m KoppeKUMM MoqejieM GIN, oTpaKaropew 
B TOM MJIV4 MH OM Mepe KaSflbIM M3 VKa3aHHb!X 3TanOB MCCJieqOBaHMH. npM 
3tom npeqnojiaraeTc.a, mto CMCTGMa GIN qojiiHa oßecnemiBaTb paßoTy o 
qeTepMMHMpoBaHHbiMM MoqejiHMM, onncbiBaeMbiMM oßbiKHOBeHHbiMM qwMeoeHqM- 
ajibHbiMM ypaBHeHMHMM nepßoro nopaqKa, pa3oenieHHbiMM othocmtojibho npo- 
M330flH0H. qjlfl TaKoro KJiacca Moqejieü cvnecTByioT oßqenpMHimie noHSTMH 
ypoBHH, TeMna, BcnoMoraTejibHoti nepeMRHHOM, BoeMeHHoro oaqa, nocTo- 
BHHoro K03i'$MqMeHTa, KOTopbie övnyT qajiee bktmbho Mcnojib30BaTbca.
2. OßDiaa xapaKTepMCTMKa CMCTeMbi GIN
CTpyKTypHaa cxomb qnajioroBOM cmctgmh nocTpoeHna m KopoeKqiiM qn- 
HaMMMGCKHx Moqe.neM GIN npeqcTaBJieHa Ha puc. I. 3qecb b arpernpoBaH- 
hom BMqe OTpajtceHa Kan cToyKTvoa B3anMoqeMCTBMfl OTqejibHbix cocTaBJiaio- 
D(MX CMCTeMbl GIN , TaK M CTDVKTypa MX B3aMM0qetiCTBMH C OnepaqMOHHOM
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Phc. I. CTpyKTypHgq czewa cncTeMN GIN.
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системой ЭВМ. В соответствии со схемой система состоит из управпяю- 
щего модуля (монитора), совокупности независящих друг от друга сис­
тем моделирования (СМ) и библиотеки специального программного обес­
печения.
Монитор системы. Основная функция монитора состоит в диалоговом 
поэтапном управлении процессом построения или коррекции (модифика­
ции) динамической модели конкретного объекта. Кроме того, монитор 
предоставляет дополнительные возможности получения информации об 
общем состоянии системы и процесса построения, а также информации о 
допустимых на данном этапе командах. Взаимодействие системы с 
операционной системой ЭВМ осуществляется, как правило, только через 
монитор.
Система моделирования. Единственное назначение СМ состоит в 
хранении информации об объекте моделирования, как в структуризован- 
ном, так и в неструктуризованном виде. Структурная схема СМ приво­
дится на рис. 2.
Библиотека специального программного обеспечения. Эта составля­
ющая системы используется на этапе Формирования программных мо­
дулей моделей и включает стандартные сервисные подпрограммы интег­
рирования системы обыкновенных дифференциальных уравнений, аппрок­
симации функций одной или нескольких переменных, различных Форм 
ввода-вывода информации и т.д.
3. Принципы хранения информации в системе моделирования
Как уже отмечалось, СМ является средством хранения инФоомаиии о 
моделируемом объекте (или объектах), вводимой пользователем в про­
цессе диалога с монитором. Поэтому, с точки зрения Функционирования 
всей системы С Ш ,  СМ является единственной зависящей от пользовате­
ля частью. Зависимость эта определяется в первую очередь спецификой 
моделируемого объекта и интерпретацией информации о нем исследова­
телем.
Вместе с тем это не исключает возможность реализации единого 
для всех СМ подхода к организации хранения необходимой информации.
Каждая система моделирования состоит из
- словарной подсистемы (хранение неструктуризованной информа­
ции), включающей словарь М  имен блоков, моделей и программных моду­
лей (каталог СМ), словарь V наименований переменных состояния и 
процессов моделируемого объекта, словарь Р дифференциальных связей, 
.словарь Y Функциональных зависимостей;
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МОНИТОР СИСТЕМЫ gin
С и с т е м а  м о д е л и р о в а н и я
С л о в а р н а я  п о д с и с т е м а  
с и с т е м ы  м о д е л и р о в а н и я
С л о в а р ь  и м е н  б л о к о в ,  
м о д е л е й  и  п р о г р а м м н ы х  
м о д у л е й
м
С л о в а р ь  н а и м е н о в а н и й  
п е р е м е н н ы х  и  п р о ц е с ­
с о в  у
С л о в а р ь  д и ф ф е р е н ­
ц и а л ь н ы х  с в я з е й
R
С л о в а р ь  ф у н к ц и о ­
н а л ь н ы х  з а в и с и м о ­
с т е й
F
Б а н к  б л о к о в
Б л о к  tó I
Б л о к  № 2  -  - = — —
Б л о к  tó п
Б а н к  м о д е л е й
М о д е л ь  tó I
М о д е л ь  tó 2
М о д е л ь  tó m
Б а н к  п р о г р а м м н ы х  м о д у л е й
М о д у л ь  tó I
М о д у л ь  tó 2
М о д у л ь  tó е
Р и с .  2 .  С т р у к т у р н а я  с х е м а  с и с т е м ы  м о д е л и р о в а н и я .
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- банка блоков моделей;
- банка моделей;
- банка программных модулей моделей.
Рассмотрим подробнее каждую из составляющих СМ.
М-словаоь словарной подсистемы СМ является каталогом структур­
ных единиц системы моделирования и содержит информацию об их имени, 
дате и времени создания, имени раздела в соответствующем банке.
V -слозаръ является каталогом терминов, используемых в системе 
моделирования, включая имена процессов и параметров моделей, и со­
держит информацию об их смысловом значении в текстовом виде. Введе­
ние этого словаря облегчает организацию диалогового режима постоое- 
ния и модификации моделей и позволяет пользователю постоянно "пом­
нить" о смысловой интерпретации введенных понятий.
Третья составляющая словарной подсистемы, 'Й-словаоь, содержит 
информацию о структуре правых частей дифференциальных уравнений, 
определяющих динамику моделируемого объекта. Пои этом предполагает­
ся, что пользователь может указать совокупность процессов, характе­
ризующих состояние динамической модели. Таким образом, каждая за­
пись В. -словаря содержит номер некоторой переменной, которому соот­
ветствует определенная запись в V -словаре, и номеоа процессов, оп­
ределяющих изменение данной переменной, которым также соответствуют' 
некотооые записи V -словаря.
Наконец,Г -словарь содержит информацию о Функциональных зависи­
мостях. Каждая запись его состоит из номера определимой переменной, 
списка номеров переменных-аргументов (изV -словаря) и конкретного 
вида Формулы, в которой могут быть использованы знаки элементарных 
арифметических операций, числовые константы и указатели элементар­
ных Функций, а также указатели функций, задаваемых таблично.
Кроме того, для удобства реализации СМ и работы с ней каждый из 
указанных, словарей содержит вспомогательную информацию о некоторых 
характеристиках словарной подсистемы (в частности, их объем).
Выделение банков блоков и моделей в рамках СМ связано с тради­
ционным подходом к моделированию сложных систем, заключающемся в 
разбиении моделируемого объекта на взаимосвязанные подсистемы (бло­
ки). С этой точки зоения каждая модель представляет собой объедине­
ние некоторой совокупности блоков.
В отличие от словарной подсистемы СМ каждый раздел банка блоков 
содержит структуоизованную информацию о некоторой подсистеме объек­
та моделирования. С целью избежания дублирования информации раздел 
блока включает в основном лишь номеоа записей соответствующих ело-
- 2 6 6 -
варей. Структура информации в разделе банка блрков базируется на 
разбиении всей совокупности параметров, характеризующих состояние 
описываемой подсистемы на множества уоовневых, темповых и вспомога­
тельных переменных, а также временных рядов и коэффициентов. Выде­
ленные множества образуют в разделе соответствующие массивы, каждый 
элемент которых представляет собой ссылки на записи словарей V, R 
или F. Массив темповых переменных Формируется на основе информации 
об уровневых переменных и определяющих их динамику процессах авто­
матически.
Банк моделей СМ по принципам своей организации аналогичен банку 
блоков. Каждый раздел банка моделей включает три информационных 
массива, содержащих имена блоков модели, постоянных коэффициентов, 
и воеменных рядов.
Наконец, банк программных модулей представляет собой средство 
хранения конечных результатов работы системы GIN по созданию алго­
ритмизированных моделей исследуемых объектов в виде программ на 
языке высокого уровня, а также информацию об используемых численных 
алгоритмах в виде обращений к подпрограммам библиотеки специального 
программного обеспечения.
4. Принципы функционирования системы
В соответствии с отмеченными ранее этапами построения и анализа 
моделей сложных объектов представляется целесообразным выделить 
следующие режимы работы с системой: создание новой СМ, настройка на 
существующую СМ, создание или коррекция какого-либо блока модели, 
создание или коррекция собственно модели объекта, создание прог­
раммного модуля модели.
Первый из перечисленных режимов заключается в создании новой СМ 
для конкретного пользователя или группы пользователей и сводится, 
по сути дела, к Формированию соответствующей словарной подсистемы 
из четырех пустых словарей.
Второй режим предназначен для организации взаимосвязи монитора 
с конкретной уде существующей СМ и является обязательным в каждом 
сеансе работы. Здесь же предоставляется возможность ликвидации всей 
СМ или некоторой части содержащейся в ней информации, необходимость 
сохранения которой в дальнейшем отпала.
Назначение третьего режима состоит в организации управления 
процессом построения и модификации каждого блока модели. В процессе 
построения первоначально определяется символическое имя создаваемо-
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ГО блока и формируется соответствующая идентифицирующая запись 
М-словаря. После этого монитор системы обеспечивает последователь­
ное заполнение информационных массивов раздела банка блоков, пре­
доставляя одновременно возможность просмотра и (при необходимости) 
пополнения словарей словарной подсистемы СМ.
Для удобства контроля и предоставления исследователю возможнос­
ти осуществления процедуры построения на протяжении нескольких се­
ансов работы с системой GIN в разделе банка блоков предусмотоены 
специальные средства хранения сведений о степени завершенности за­
полнения информационных массивов.
Процесс коррекции заключается во внесении изменений в какие-ли­
бо из информационных массивов. В свою очередь эти изменения могут 
потребовать дальнейшей модификации блока для обеспечения замкнутос­
ти описания, что и осуществляется монитором в диалоговом режиме 
принудительно.
Процедуры построения и коррекции моделей в рамках системы GIN в 
целом аналогичны соответствующим процедурам работы с блоками и сво­
дятся к последовательному Формированию необходимых информационных 
массивов. После завершения их Формирования (или модификации) систе­
ма автоматически проводит анализ корректности и замкнутости описа­
ния всей модели. В частности, осуществляется проверка возможности 
последовательного вычисления всех вспомогательных и темповых пере­
менных и устанавливается порядок этих вычислений.
Наконец, последний режим работы системы GIN, осуществляемый в 
основном автоматически, служит для построения программного модуля 
модели, который в дальнейшем совместно с библиотекой специального 
программного обеспечения используется для формирования загрузочного 
модуля программы модели вне системы GIN средствами операционной 
системы ЭВМ.
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РЕАЛИЗАЦИЯ ИНФОРМАЦИОННОЙ СИСТЕМЫ НА 
ПЕРСОНАЛЬНОМ КОМПЬЮТЕРЕ
Т.В.Ускова
ВЦ АН СССР 
ул.Вавилова 40 
Москва, СССР
1 .  Р а с с м а т р и в а е т с я  м е т о д  р е а л и з а ц и и  д и а л о г о в о й  и н ф о р м а ц и о н ­
н о й  с и с т е м ы  (Д Ц С ) н а  п е р с о н а л ь н о м  к о м п ь ю т е р е ,  с о е д и н е н н о м  л и н и е й  
с в я з и  с  б о л ь ш о й  ЭВМ. О п и с ы в а е м ы й  п о д х о д  х а р а к т е р и з у е т с я  с л е д у ю ­
щ и м :
а )  Н а л и ч и е м  с п е ц и а л ь н ы х  с р е д с т в ,  д аю щ и х  в о з м о ж н о с т ь  с о з д а т е л я м  
и н ф о р м а ц и о н н о й  с и с т е м ы  к о н с т р у и р о в а т ь  с х е м у  д и а л о г а  в  с о о т в е т с т ­
в и и  с  т р е б о в а н и я м и  п о л ь з о в а т е л е й .
б )  П олн ы м  о т д е л е н и е м  п р о ц е с с а  с о з д а н и я  ДИС о т  е ё  и с п о л ь з о в а н и я .  
П о л ь з о в а т е л ь  п р и  э т о м  п о л н о с т ь ю  и з б а в л е н  о т  п р о г р а м м и р о в а н и я  в  
о б ы ч н о м  с м ы с л е ,  и с п о л ь з у я  п р о с т ы е  у п р а в л я ю щ и е  с р е д с т в а  д л я  п о л у ­
ч е н и я  н у ж н о й  и н ф о р м а ц и и  и з  б а з ы  д а н н ы х .
2 .  В з а и м о д е й с т в и е  ч е л о в е к а  и  и н ф о р м а ц и о н н о й  с и с т е м ы  о п р е д е ­
л я е т с я  с х е м о й  д и а л о г а ,  о п и с ы в а е м о й  ф о р м а л ь н о  к а к  о р и е н т и р о в а н н ы й  
г р а ф  Г  =  ( S , Т ) ,  г д е  s  -  м н о ж е с т в о  с о с т о я н и й  д и а л о г а ,  а  Т -  м н о ­
ж е с т в о  п е р е х о д о в  м е ж ц у  с о с т о я н и я м и .  С о с т о я н и я  м о г у т  б ы т ь  н е с к о л ь ­
к и х  т и п о в :  м е н ю  / Л / ,  з а п р о с  з н а ч е н и я  / А / ,  п р о м е ж у т о ч н о е .  В о п и ­
с ы в а е м о й  с и с т е м е  и с п о л ь з у ю т с я  д в а  т и п а  м е н ю :
-  п о з и ц и о н н о е  с  з а п р о с о м  з н а ч е н и я  /М 0 / .d
В о б о и х  с л у ч а я х  н а  э к р а н  в ы в о д и т с я  в и д е о о б ъ е к т ,  с о с т о я щ и й
1 )  г р а ф и ч е с к и х  э л е м е н т о в
2 )  т е к с т а ,  н а к л а д ы в а е м о г о  н а  г р а ф и ч е с к о е  и з о б р а ж е н и е
3 )  к у р с о р а ,  п е р е м е щ а е м о г о  п о д  в о з д е й с т в и е м  у п р а в л я в ш и х  к л а ­
виш  п о  ф и к с и р о в а н н о й  т р а е к т о р и и .
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В с о с т о я н и и  Mp в ы б о р  п у н к т а  м ен ю  п р о и з в о д и т с я  с  п о м о щ ью  
с п е ц и а л ь н ы х  к л а в и ш ,  п о д в е д е н и е м  к у р с о р а  в  с о о т в е т с т в у ю щ у ю  п о з и ­
цию  н а  э к р а н е ,  п о с л е  ч е г о  н а ж и м а е т с я  к л а в и ш а  " И с п о л н е н и е ”  и  с и с ­
т е м а  о с у щ е с т в л я е т  з а р а н е е  з а п р о г р а м м и р о в а н н ы е  д е й с т в и я .
В с о с т о я н и и  Мд к у р с о р  подводится к  н у ж н о м у  п у н к т у  м ен ю  и  
вводится з а п р а ш и в а е м о е  т е к с т о в о е  и л и  ч и с л о в о е  з н а ч е н и е ,  к о т о р о е  
з а т е м  о б р а б а т ы в а е т с я  с о о т в е т с т в у ю щ е й  п р и к л а д н о й  п р о г р а м м о й .  Т а к ,  
н а п р и м е р ,  Д И С , п р е д н а з н а ч е н н а я  д л я  п о д д е р ж к и  н а у ч н о - о р г а н и з а ц и ­
о н н о й  р а б о т ы  с о д е р ж и т  и н ф о р м а ц и ю  о  :
1 )  к о м и с с и я х
2 )  и с с л е д о в а н и я х
3 )  у ч р е ж д е н и я х
4 )  в е д о м с т в а х
5 )  о б о р у д о в а н и и
Д л я  п о л у ч е н и я  н е о б х о д и м о й  и н ф о р м а ц и и  и с п о л ь з у ю т с я  о б а  в и д а
м е н ю : ivL , М _ .  В  ч а с т н о с т и ,  д л я  п о л у ч е н и я  с п и с к а  у ч р е ж д е н и й  и с п о л ь -  Р »
з у е т с я  м ен ю  т и п а  М р . П о с л е  в ы б о р а  в  г л а в н о м  м ен ю  п о з и ц и и  " У ч р е ж ­
д е н и я "  н а  э к р а н е  в о з н и к а е т  с п и с о к  у ч р е ж д е н и й ,  к о т о р ы й  м о ж е т  п р о с ­
т о  и з у ч а т ь с я  п о л ь з о в а т е л е м  и л и  с л у ж и т  о с н о в о й  д л я  д а л ь н е й ш и х  о п е ­
р а ц и й .  Ч т о б ы  п о л у ч и т ь  с п и с о к  ч л е н о в  к а к о й - л и б о  к о м и с с и и ,  и с п о л ь ­
з у е т с я  м ен ю  т и п а  М .  С и с т е м а  п р и  э т о м  з а п р а ш и в а е т  н о м е р  к о м и с с и и ,  
к о т о р ы й  д о л ж е н  б ы т ь  в в е д е н  п о л ь з о в а т е л е м  в  с о о т в е т с т в у ю щ е й  п о з и ­
ц и и  н а  э к р а н е ,  п о с л е  ч е г о  п р и к л а д н а я  п р о г р а м м а  и з в л е ч е т  и з  б а з ы  
д а н н ы х  с п и с о к  в с е х  ч л е н о в ,  у к а з а н н о й  к о м и с с и и  и  в ы в е д е т  е г о  н а  
э к р а н .
3 .  П ри  с о з д а н и и  в ы ш е о п и с а н н о й  с и с т е м ы  о т д е л ь н о  в ы п о л н я ю т с я  
с л е д у ю щ и е  э т а п ы :
а )  ф о р м и р у е т с я  б а з а  д а н н ы х
б )  с о з д а е т с я  с х е м а  д и а л о г а
в )  с о с т а в л я ю т с я  п р и к л а д н ы е  п р о г р а м м ы ,а с с о ц и и р у ­
е м ы е  с о  с х е м о й  д и а л о г а  и  с л у ж а щ и е  д л я  и з в л е ­
ч е н и я  и н ф о р м а ц и и  и з  б а з ы  д а н н ы х .
Б а з а  д а н н ы х  п р е д с т а в л я е т  с о б о й  с о в о к у п н о с т ь  ф а й л о в ,  к а ж д ы й  
и з  к о т о р ы х  с о д е р ж и т  и н ф о р м а ц и ю  о б  о б ъ е к т а х  о д н о г о  т и п а ,  н а п р и м е р ,  
у ч р е ж д е н и я х ,  и с с л е д о в а н и я х ,  о б о р у д о в а н и и  и  т . д .  В в о д  д а н н ы х  о с у ­
щ е с т в л я е т с я  п р о с т ы м и  с р е д с т в а м и  т е к с т о в о г о  р е д а к т и р о в а н и я .
Д р у г о й  э т а п  с о з д а н и я  Д И С , ф о р м и р о в а н и е  с х е м ы  д и а л о г а ,  о с у ­
щ е с т в л я е т с я  с  п о м о щ ью  " К о н с т р у к т о р а  д и а л о г о в ы х  с и с т е м "  .  Э т а
- 2 7 0 -
п р о г р а м м а  п о з в о л я е т  р а з б и в а т ь  э к р а н н ы е  и з о б р а ж е н и я  г р а ф а  Г  н а  
ф р а г м е н т ы  Г,- с  Г ,  в  к о т о р ы х  ф и к с и р у ю т с я  о т д е л ь н ы е  с в я з а н н ы е ,  
г р у п п ы  с о с т о я н и й ,  и х  а т р и б у т ы ,  п е р е х о д ы  м е ж д у  с о с т о я н и я м и .  А т р и ­
б у т ы  з а д а ю т  д е й с т в и я ,  в ы п о л н я е м ы е  в  к а ж д о м  с о с т о я н и и ,  т а к и е ,  к а к  
в ы в о д  в и д е о о б ъ е к т а ,  з а п у с к  п р и к л а д н о й  п р о г р а м м ы  и  т . д .
В и д е о о б ъ е к т ы  с т р о я т с я  с п е ц и а л ь н о й  п р о г р а м м о й  " В и д е о р е д а к т о р " . 
Э т а  п р о г р а м м а  п о з в о л я е т  с о з д а в а т ь  и з о б р а ж е н и я ,  с о с т о я щ и е  и з  
п р о и з в о л ь н ы х  л и н и й ,  э л е м е н т а р н ы х  г е о м е т р и ч е с к и х  ф и г у р ,  ц в е т а ,  т е к ­
с т а .  Э ти  с р е д с т в а  п о с т р о е н и я  с х е м  .д и а л о г а  п о з в о л я ю т  о с у щ е с т в и т ь  
и х  м о д и ф и к а ц и ю  и  р а с ш и р е н и е ,  п р и с п о с а б л и в а я  к  к о н к р е т н ы м  п о т р е б ­
н о с т я м  п о л ь з о в а т е л е й .
4 .  С л е д у е т  о т м е т и т ь ,  ч т о  б а з а  д а н н ы х  ДИС м о ж е т  б ы т ь  к а к  
у г о д н о  б о л ь ш о й ,  п о с к о л ь к у  ч а с т ь  и н ф о р м а ц и и  м о ж е т  н а х о д и т ь с я  в  
б о л ь ш о й  ЭВМ. С п ом ощ ью  с п е ц и а л ь н о й  п р о г р а м м ы ,  с в я з ы в а ю щ е й  п е р с о ­
н а л ь н ы й  к о м п ь ю т е р  с  б о л ь ш о й  ЭВМ, о с у щ е с т в л я е т с я  д о с т у п  к  б а з е  
д а н н ы х  в  с о о т в е т с т в у ю щ и х  с о с т о я н и я х  д и а л о г а .
В о п и с ы в а е м о й  с и с т е м е  в  б о л ь ш о й  ЭВМ х р а н я т с я  д а н н ы е  о  ч л е ­
н а х  к о м и с с и й  ( а д р е с а ,  т е л е ф о н ы ,  д о л ж н о с т и ) ,  у ч р е ж д е н и я х  ( а д р е с а ,  
т е л е к с ы ,  ф а м и л и и  р у к о в о д и т е л е й )  и  д р .
5 .  О т д е л е н и е  э т а п а  к о н с т р у и р о в а н и я  д и а л о г а  о т  ф у н к ц и о н а л ь н о й  
и  с о д е р ж а т е л ь н о й  ч а с т и  ДИС о б е с п е ч и в а е т  э ф ф е к т и в н у ю  н а с т р о й к у  н а  
т р е б о в а н и я  п о л ь з о в а т е л е й ,  о с в о б о ж д а е т  п р и к л а д н ы е  п р о г р а м м ы  о т  
ф у н к ц и и  у п р а в л е н и я  г р а ф и к о й ,  т е к с т о в о г о  р е д а к т и р о в а н и я  и  .д р у г и х  
у н и в е р с а л ь н ы х  о п е р а ц и й .  Д И С , р е а л и з о в а н н а я  н а  п е р с о н а л ь н о м  к о м ­
п ь ю т е р е ,  я в л я е т с я  н о в ы м  э ф ф е к т и в н ы м  с р е д с т в о м  и н ф о р м а ц и о н н о г о  о б ­
с л у ж и в а н и я .
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ДИАЛОГОВОЕ МАТЕМАТИЧЕСКОЕ ОБЕСПЕЧЕНИЕ 
ИМИТАЦИОННОГО МОДЕЛИРОВАНИЯ
Викторов Л.П.
СССР, Москва, ВНИИ системных исследований
Одно из современных направлений ,в математическом обеспечении 
имитационного моделирования - создание систем управления моделью. 
Имитационные исследования требуют многократного ппогона модели с 
различными значениями начальных данных и сценарных переменных, оп­
ределяющих тот или иной рассматриваемый вариант, необходимые для 
этого средства управления моделью л изменения значений управляющих 
переменных на ранних этапах развития имитационого моделирования 
встраивались в язык моделирования. Таким образом, помимо собственно 
программы модели заранее описывались так же и варианты моделирова­
ния. С появлением и все большим распространением интерактивного ре­
жима использования ЭВМ стало ясно, что функции задания ваоиантов 
следует отделить от описания модели и вынести в отдельную часть - 
диалоговый монитор. В этом случае пользователь просчитывает различ­
ные варианты в интерактивном режиме, непосредственно видит их ре­
зультаты, может легко оиенить различные стратегии. Основные шунтшии 
диалогового монитора включают управление моделью, взаимодействие с 
терминалом, задание управляющих воздействий, сбор и вывод результа­
тов.
В докладе рассматриваются основные концепции и возможности мо­
нитора для интерактивного моделирования (МИМ) [I], разработанного 
для построения и исследования имитационных моделей на ЭВМ. Особенно 
эффективно использование монитора в задачах моделирования сложных 
систем, таких как социально-экономические системы. Монитор дает 
возможность проводить работы с моделью в диалоговом режиме как соз­
дателям модели, так и специалистам, не имеющим опыта использования 
ЭВМ. Диалоговый монитоо МИМ может использоваться как самостоятель­
ная система, а так же служить основой для построения проблемно-оои-
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ентированных систем моделирования.
Диалоговый монитор МИМ применим к широкому классу имитационных 
моделей, написанных на Фортране. Модель рассматривается в обгаем 
виде, как оператор перехода от состояния моделируемого объекта в 
момент TI к состоянию в момент Т2, т.е.
Y(T2 ) = MY (Tl ).
где y (т) - вектор переменных модели в момент Т.
При таком подходе допустимо использование монитора для различ­
ных моделей, в том числе описываемых системами Функциональных, ко­
нечно-разностных и дифференциальных уравнений. В мониторе не накла­
дывается ограничений на математические методы, применяемые в моде­
ли, например на способы интегрирования. Диалоговый монитор обеспе­
чивает работу как со всей моделью, так и с различными комбинациями 
подмоделей.
В процессе разработки модели исследователь может отлаживать 
программу модели с помощью разработанного автором и включенного в 
состав МИМа символьного интерактивного отладчика [2], который поз­
воляет в диалоговом режиме устанавливать точки прерывания, распеча­
тывать и изменять значения переменных. Вся работа с отладчиком ве­
дется в терминах Фортрана, т.е. указываются имена подпрограмм, но­
мера операторов, имена переменных, а не их адреса.
Во время работы можно вводить дополнительные переменные, значе­
ния которых вычисляются Е процессе моделирования по определяющим их 
арифметическим выражениям. Эту возможность удобно использовать для 
интеоактивного внесения изменений в модель, добавления Формул, по­
лучения дополнительных результатов (например, вычисления суммарного 
значения какой-либо величины на всем временном интервале моделиро­
вания).
Много внимания уделено представлению результатов моделирования, 
реализованы алгоритмы накопления, сохранения и получения информа­
ции. Монитор обеспечивает вывод как в табличном, так и в графичес­
ком виде на дисплей, графопостроитель и АЦПУ. Для сравнения альтер­
нативных вариантов предусмотрен одновременный вывод результатов 
этих вариантов на одном графике или таблице. Для графического выво­
да можно задать различные режим интерполяции и масштабирования.
Реализован двухуровневый диалог : для специалистов, имеющих
опыт работы с МИМом и начинающих пользователей. Во втором случае 
активная роль принадлежит монитору, исследователь выбирает вид ра­
боты из предлагаемого меню или вводит спрашиваемый параметр. Взаи­
модействие с начинающими пользователями реализовано на специально
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разработанном языке управления диалогом; опытные пользователи мо­
гут, используя этот язык, изменять структуру диалога.
Опыт работы с моделями сложных систем, таких как социально-эко­
номические показал необходимость специального аппарата Нормирования 
сценариев. Целесообразным является предварительное создание "заго­
товок" сценариев, описывающих в общих чертах какой-либо вариант. Во 
время работы с моделью, в диалоговом режиме, исследователь выбирает 
интересующую его заготовку сценария, возможно переопределяет ряд 
параметров, не изменяющих суть сценария, и просчитывает сформиро­
ванный вариант. Блок Формирования сценариев в МИМе допускает струк­
туризацию сценариев и предоставляет различные способы задания уп­
равлений, в том числе графический и в виде Функций от времени и пе­
ременных модели.
Остановимся теперь на основных принципах реализации диалогового 
монитора на ЭВМ. С самого начала разработки было решено сделать МИМ 
как можно более машиннонезависимым. Поэтому, основным языком прог­
раммирования был выбран Фортран, трансляторы с которого существуют 
на всех современных ЭВМ.
Базовая ЭВМ, для которой разрабатывался МИМ - это мини-ЭВМ 
PDP-11/70. Самым существенным ограничением для сложных систем на 
любой мини-ЭВМ является ограничение на память задачи (для ЭВМ p d p - 
11 /70 - 64 Кб.) Чтобы обойти это ограничение, система была реализо­
вана Е виде комплекса задач. Основная задача - собственно МИМ уп­
равляет работой подзадач. В число подзадач входит задача-модель, а 
так же блоки МИМа, требующие для исполнения много памяти и слабо 
связанные по параметрам с остальными блоками - подзадачи Формирова­
ния сценариев и графического вывода. Разработана стандартная проце­
дура для подключения подзадач, следовательно, таким способом можно 
на основе МИМа как центрального управляющего блока строить проблем­
но-ориентированные системы моделирования. Заметим, что подзадачи 
могут быть написаны на любом языке, поддерживаемом операционной 
системой.
Важным принципом реализации является включение в состав МИМа 
отладочных средств. Во-первых, символьный интерактивный отладчик 
может использоваться не только для отладки модели, но и для отладки 
самого диалогового монитора. Во-вторых, в МИМ встроены средства для 
сбора внутренней информации о работе монитора. В процессе сеанса 
работы с монитором можно включать и отключать сбоо информации о ра­
боте блоков синтаксического анализа, запоминания результатов, инте­
рпретатора арифметических выражений и программ межзадачной связи.
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Введение отладочных средств значительно упрощает важную и трудную 
задачу поддержки программных систем в процессе эксплуатации.
Изложенные принципы обеспечивают в большой степени переноси­
мость диалогового монитора. При переносе на ЭВМ без существенных 
ограничений на память задачи вся система моделирования может быть 
реализована в виде одной задачи. Такая возможность учитывалась при 
разработке МИМа; модули, обеспечивающие межзадачную связь, легко 
могут быть исключены. Встроенные отладочные средства так же оказы­
вают неоценимую помощь при переносе системы на другие ЭВМ.
Более чем пятилетний опыт эксплуатации МИМа показал, что его 
использование значительно облегчает процесс исследования моделей; 
особенно эффективно его применение при исследовании сложных систем. 
Удобные для анализа Формы представления результатов и ориентация 
диалога на разный уровень пользователей дали возможность применять 
МИМ для задач обучения и демонстрации моделей различных социаль­
но-экономических систем.
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I .  В в е д е н и е
З а д а ч а  с и н т е з а  у п р а в л я ю щ и х  с и с т е м  [ 2 ] я в л я е т с я  о д н о й  и з  о с н о в ­
н ы х  з а д а ч  к и б е р н е т и к и .  Д л я  м н о г и х  з а д а ч  в  э т о й  о б л а с т и  в а ж н о  н е  
т о л ь к о  п о с т р о и т ь  у с т р о й с т в о ,  н а п и с а т ь  п р о г р а м м у  и  т . д . ,  н о  ещ е  и 
д о б и т ь с я  э к о н о м и ч н о с т и  э т и х  о б ъ е к т о в .  В ч а с т н о с т и  ш и р о к о  и з в е с т н а  
з а д а ч а  п о с т р о е н и я  м и н и м а л ь н ы х  с х е м  ( в  к л а с с е  к о н т а к т н ы х  с х е м  и л и  
б у л е в ы х  ф о р м у л ,  и л и  с х е м  и з  ф у н к ц и о н а л ь н ы х  э л е м е н т о в )  р е а л и з у ю щ и х  
б у л е в ы  ф у н к ц и и .  О .Б .Л у п а н о в ы м  [ I ]  б ы л о  д о к а з а н о ,  ч т о  и м е е т  м е с т о  
э ф ф е к т  Ш е н н о н а :  п о ч т и  в с е  ф у н к ц и и  и з  Р "  ( б у л е в ы  ф у н к ц и и  з а в и с я ­
щ и е о т  п  п е р е м е н н ы х )  и м е ю т  а с и м п т о т и ч е с к и  о д и н а к о в у ю  с л о ж н о с т ь .  
Э т а  с л о ж н о с т ь  а с и м п т о т и ч е с к и  н а и х у д ш а я .  П о э т о м у ,  и  п о т о м у ,  ч т о  н а  
п р а к т и к е  в о з н и к а ю т  н е  в с е  б у л е в ы  ф у н к ц и и ,  о с т р о й  о т к р ы т о й  п р о б л е ­
м о й  я в л я е т с я  в ы д е л е н и е  п о д к л а с с о в  к л а с с а  б у л е в ы х  ф у н к ц и й  и  и с с л е ­
д о в а н и е  и х  с л о ж н о с т е й  . Ш и р о к и й  к л а с с  т а к и х  ф у н к ц и й  ( и н в а р и а н т н ы е  
к л а с с ы )  в  п а р а м е т р и з о в а н н о м  в и д е  о п и с а л  С .В .Я б л о н с к и й  [3 ]  и  н а ш е л  
а с и м п т о т и ч е с к у ю  с л о ж н о с т ь  н е н у л е в ы х  и н в а р и а н т н ы х  к л а с с о в  ( и н в а ­
р и а н т н ы й  к л а с с  Q ç  н а з ы в а е т с я  н е н у л е в ы м ,  е с л и  (Г *  о  ,  г д е  п а ­
р а м е т р  <о о п р е д е л я е т с я  и з  с о о т н о ш е н и я  Р абЛ ^ Г  — *  ,  o s C i l ,
a  Е ^ ,(гЛ  -  ч и с л о  ф у н к ц и й  и з  Qg. ,  з а в и с я щ и х  о т  п  п е р е м е н н ы х )  в  
к л а с с е  к о н т а к н ы х  с х е м .  Но д л я  в с е х  п р а к т и ч е с к и  и н т е р е с н ы х  и н в а ­
р и а н т н ы х  к л а с с о в  Űg. -  £ = 0  .  П о э т о м у  о с т а е т с я  о т к р ы т ы м  в о п р о с  о
т о м ,  к а к  в о з р а с т а е т  ф у н к ц и я  J ^ ( n >  в  с л у ч а е  6 “= 0  и ,  в  з а в и с и ­
м о с т и  о т  э т о г о ,  к а к о в а  с л о ж н о с т ь  д а н н о г о  и н в а р и а н т н о г о  к л а с с а  н а ­
п р и м е р  в  к л а с с е  с х е м  и з  ф у н к ц и о н а л ь н ы х  э л е м е н т о в .  В э т о й  р а б о т е
- 2 7 8 -
и и и с ы в а е т с я  с п о с о б ,  с  п о м о щ ь ю  к о т о р о г о  с т р о я т с я  н у л е в ы е  и н в а р и а н т ­
н ы е  к л а с с ы  и  н а х о д и т с я  и х  с л о ж н о с т ь  в  к л а с с е  с х е м  и з  ф у н к ц и о н а л ь ­
н ы х  э л е м е н т о в .
2 .  Ф о р м у л и р о в к а  о с н о в н ы х  р е з у л ь т а т о в .
О б о з н а ч и м  ч е р е з  R  м н о ж е с т в о  в с е х  б у л е в ы х  ф у н к ц и й .  
О п р е д е л е н и е .  М н о ж е с т в о  ф у н к ц и й  d  £  н а з ы в а е т с я  и н в а ­
р и а н т н ы м  к л а с с о м ,  е с л и , н а р я д у  с  к а ж д о й  ф у н к ц и е й  | e d  ,  о н о  с о ­
д е р ж и т  в с е  ф у н к ц и и ,  п о л у ч а ю щ и е с я  и з  I  п р и м е н е н и е м  с л е д у ю щ и х  т р е х  
о п е р а ц и й :
1 )  д о б а в л е н и е  и  и з ъ я т и е  ф и к т и в н ы х  п е р е м е н н ы х ,
2 )  п е р е и м е н о в а н и е  п е р е м е н н ы х  ( б е з  о т о ж д е с т в л е н и я ) ,
3 )  п о д с т а н о в к а  к о н с т а н т  н а  м е с т а  н е к о т о р ы х  п е р е м е н н ы х .  
О с н о в н ы м и  р е з у л ь т а т а м и  д а н н о й  р а б о т ы  я в л я ю т с я
Т е о р е м а  I .  Д л я  л ю б о й  м о н о т о н н о  н е у б ы в а ю щ е й  ц е л о ч и с л е н н о й  
ф у н к ц и и  Т С г Л  ,  у д о в л е т в о р я ю щ е й  с л е д у ю щ и м  т р е м  с о о т н о ш е н и я м
1 )  с у щ е с т в у е т  н а т у р а л ь н о е  ч и с л о  п' т а к о е ,  ч т о  Y ( п 1)  < п '  ,
nun Y ~ 4 k) v nun Y 4 k~i) ^
2 )  к  '  к - 1
3 )  ,
м о ж н о  п о с т р о и т ь  и н в а р и а н т н ы й  к л а с с  d  т а к о й ,  ч т о  {одР^Сп)^,
И н в а р и а н т н ы е  к л а с с ы  d  с  iog (гЛ -х- о  к о т о р ы х  г о в о ­
р и т с я  в  т е о р е м е  I  н а з о в е м  и н в а р и а н т н ы м и  к л а с с а м и  т и п а  < Y ( r r t ?  .
В т е о р е м е  I  ч е р е з  Y ~ 1 (k >  о б о з н а ч а е т с я  с л е д у ю щ е е  м н о ж е с т в о  
Y"1(K>= (n/YCnVK^ .
Т е о р е м а  2 .  С л о ж н о с т ь  и н в а р и а н т н о г о  к л а с с а  Û  т и п а  < У ( г Л >  в  
к л а с с е  с х е м  и з  ф у н к ц и о н а л ь н ы х  э л е м е н т о в  а с и м п т о т и ч е с к и  р а в н а  .
Л и т е р а т у р а
1 к л а н о в  О . Б . , 0  с и н т е з е  н е к о т о р ы х  к л а с с о в  у п р а в л я ю щ и х  с и с т е м ,
С б . " П р о б л е м ы  к и б е р н е т и к и " ,  в ы п . 1 0 ,  М . ,  1 9 6 3 ,  6 3  -  9 7 .
2  Я б л о н с к и й  С . В . ,  О с н о в н ы е  п о н я т и я  к и б е р н е т и к и ,  С б .  " П р о б л е м ы  
к и б е р н е т и к и " ,  в ы п .  2 ,  М . ,  1 9 5 9 ,  7 - 3 8 .
3  Я б л о н с к и й  С . В . ,  Об а л г о р и т м и ч е с к и х  т р у д н о с т я х  с и н т е з а  м и н и м а л ь ­
н ы х к о н т а к т н ы х  с х е м ,  С б ." П р о б л е м ы  к и б е р н е т и к и " ,  в ы п . 2 ,  М . ,
1 9 5 9 ,  7 3  -  1 2 1 .
I M y e s '  84
ИССЛЕДОВАНИЕ ВОЗМОЖНОСТЕЙ ГЛОБАЛЬНОЙ ОПТИМИЗАЦИИ ПРОГРАММ 
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I .  В в е д е н и е
В н а с т о я щ е м  д о к л а д е  и з л а г а ю т с я  р е з у л ь т а т ы  р а б о т ы  п о  с о з д а н и ю  
и  и с с л е д о в а н и ю  г л о б а л ь н о г о  о п т и м и з а т о р а  Ф о р т р а н - п р о г р а м м  н а  
у р о в н е  в х о д н о г о  я з ы к а .  П р е д ы с т о р и я  э т о й  р а б о т ы  т а к о в а .
В  ИПМ АН С С С Р б ы л  р а з р а б о т а н  и  р е а л и з о в а н  о п т и м и з и р у ю щ и й  
т р а н с л я т о р  Ф о р е к с  с  я з ы к а  Ф о р т р а н - 7 7 .  Т р а н с л я т о р  Ф о р е к с  в ы п о л н я е т  
к в а з и л о к а л ь н у ю  о п т и м и з а ц и ю  т р а н с л и р у е м о й  п р о г р а м м ы .  У ч а с т к о м  
о п т и м и з а ц и и  в  т р а н с л я т о р е  Ф о р е к с  я в л я е т с я  ф р а г м е н т  п р о г р а м м н о й  
к о м п о н е н т ы ,  н е  с о д е р ж а щ и й  в н у т р и  с е б я  м е т о к  и  ц и к л о в .  В ч а с т н о с т и ,  
у ч а с т к о м  о п т и м и з а ц и и  м о ж е т  б ы т ь  ц е л и к о м  в н у т р е н н и й  ц и к л ,  е с л и  е г о  
т е л о  н е  с о д е р ж и т  м е т о к ;  у ч а с т о к  о п т и м и з а ц и и  м о ж е т  в к л ю ч а т ь  р а з ­
в е т в л е н и я ,  з а д а в а е м ы е  у с л о в н ы м и  и н с т р у к ц и я м и .  С п е ц и а л ь н о  п р о в е ­
д е н н ы е  и с с л е д о в а н и я  / I /  и  о п ы т  э к с п л у а т а ц и и  т р а н с л я т о р а  Ф о р е к с  
п о к а з а л и  в ы с о к о е  к а ч е с т в о  п о р о ж д а е м ы х  им  п р о г р а м м .
Д а л ь н е й ш е е  п о в ы ш е н и е  к а ч е с т в а  п р о г р а м м ы  в о з м о ж н о  п р и  г л о ­
б а л ь н о й  о п т и м и з а ц и и ,  к о г д а  у ч а с т к о м  о п т и м и з а ц и и  я в л я е т с я  в с я  
п р о г р а м м а .  Д л я  в ы я с н е н и я  в е л и ч и н ы  д о п о л н и т е л ь н о г о  э ф ф е к т а ,  
к о т о р ы й  м о ж е т  д о с т и г а т ь с я  с в е р х  т о г о ,  ч т о  о б е с п е ч и в а е т  т р а н с л я т о р  
Ф о р е к с ,  б ы л а  п р е д п р и н я т а  р е а л и з а ц и я  э к с п е р и м е н т а л ь н о г о  г л о б а л ь н о ­
г о  о п т и м и з а т о р а  Г л о п .  Он в ы п о л н я е т  о п т и м и з а ц и ю  п р о г р а м м ы  н а  
у р о в н е  в х о д н о г о  я з ы к а ,  т . е .  в ы д а е т  о п т и м и з и р о в а н н у ю  п р о г р а м м у  
н а  т о м  ж е  я з ы к е ,  ч т о  и  в х о д н а я  п р о г р а м м а  -  н а  Ф о р т р а н е .  Т а к о е  
р е ш е н и е ,  о б е с п е ч и в а я  р а з д е л е н и е  ф а з  о п т и м и з а ц и и  и  т р а н с л я ц и и ,  
у п р о щ а е т  р е а л и з а ц и ю  о п т и м и з а т о р а  и  т р а н с л я т о р а  в  с р а в н е н и и  с о  
с л у ч а е м  о п т и м и з и р у ю щ е й  т р а н с л я ц и и .  К р о м е  т о г о ,  о п т и м и з а т о р  н а  
у р о в н е  в х о д н о г о  я з ы к а  м о ж е т  и с п о л ь з о в а т ь с я  с о в м е с т н о  с  лю бым 
т р а н с л я т о р о м ,  в о с п р и н и м а ю щ и м  с т а н д а р т н ы й  Ф о р т р а н ,  х о т я  п р и  р а з ­
р а б о т к е  о п т и м и з а т о р а  Г л о п  в ы б о р  о п т и м и з и р у ю щ и х  п р е о б р а з о в а н и й
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д е л а л с я  в  р а с ч е т е  н а  и с п о л ь з о в а н и е  т р а н с л я т о р а  Ф о р е к с .
О п т и м и з а т о р  Г л о п  в ы п о л н я е т  т о л ь к о  а в т о м а т и ч е с к у ю  о п т и м и з а ц и ю  
п р о г р а м м ы , т . е .  о н  н е  в о с п р и н и м а е т  о т  п о л ь з о в а т е л я  к а к у ю - л и б о  
д о п о л н и т е л ь н у ю  и н ф о р м а ц и ю  о  с в о й с т в а х  п р о г р а м м ы .  У ч а с т к о м  о п т и м и ­
з а ц и и  в  о п т и м и з а т о р е  Г л о п  я в л я е т с я  ц е л и к о м  о д н а  п р о г р а м м н а я  
к о м п о н е н т а .
2 .  В ы п о л н я е м ы е  п р е о б р а з о в а н и я  и  с т р у к т у р а  о п т и м и з а т о р а
П е р е ч и с л и м  о п т и м и з и р у ю щ и е  п р е о б р а з о в а н и я ,  в ы п о л н я е м ы е  
о п т и м и з а т о р о м  Г л о п .
1 .  Д е й с т в и я  с  к о н с т а н т а м и .  Э т о  п р е о б р а з о в а н и е  с о с т о и т  в  з а м е н е  
в ы р а ж е н и я  с  к о н с т а н т н ы м и  о п е р а н д а м и  н а  е г о  з н а ч е н и е ,  в ы ч и с л я ­
е м о е  о п т и м и з а т о р о м .  О п т и м и з а т о р  Г л о п  в ы п о л н я е т  д е й с т в и я  с  
к о н с т а н т а м и  в  а р и ф м е т и ч е с к и х  и  л о г и ч е с к и х  в ы р а ж е н и я х ,  а  т а к ж е  
в  у с л о в н ы х  и н с т р у к ц и я х ,  й о с л е д н е е  о з н а ч а е т  у д а л е н и е  н е и с п о л ­
н я е м ы х  в е т в е й  у с л о в н ы х  и н с т р у к ц и й  с  к о н с т а н т н ы м  ( т о ж д е с т в е н н о  
и с т и н н ы м  и л и  т о ж д е с т в е н н о  л о ж н ы м ) у с л о в и е м .  В к а ч е с т в е  к о н с ­
т а н т н ы х  о п е р а н д о в  р а с с м а т р и в а ю т с я  н е  т о л ь к о  я в н о  з а д а н н ы е  в  
п р о г р а м м е  к о н с т а н т ы ,  н о  и  п е р е м е н н ы е ,  з н а ч е н и е  к о т о р ы х  м о ж е т  
б ы ть  в ы ч и с л е н о  о п т и м и з а т о р о м .
2 .  В ы н е с е н и е  и з  ц и к л а  и н в а р и а н т н ы х  в ы ч и с л е н и й .  В ы р а ж е н и е ,  о п е р а н ­
д а м и  к о т о р о г о  я в л я ю т с я  к о н с т а н т ы  и л и  п е р е м е н н ы е ,  н е  и з м е н я е м ы е  
в  ц и к л е ,  н а з ы в а е т с я  и н в а р и а н т н ы м  в  д а н н о м  ц и к л е .  В ы ч и с л е н и е  
т а к и х  в ы р а ж е н и й  п е р е н о с и т с я  о п т и м и з а т о р о м  и з  т е л а  в  п р о л о г  
ц и к л а  ( о т д е л ь н ы й  л и н е й н ы й  у ч а с т о к ,  в с т а в л я е м ы й  п е р е д  в х о д о м
в  ц и к л ) .  В  п р о л о г  ц и к л а  п о м е щ а ю т с я  и н с т р у к ц и и  п р и с в а и в а н и я  
з н а ч е н и й  э т и х  в ы р а ж е н и й  в с п о м о г а т е л ь н ы м  п е р е м е н н ы м , с о з д а в а е ­
мым о п т и м и з а т о р о м ,  а  в  т е л е  ц и к л а  и с п о л ь з о в а н и е  в ы н е с е н н о г о  
в ы р а ж е н и я  з а м е н я е т с я  н а  и с п о л ь з о в а н и е  э т о й  в р е м е н н о й  п е р е м е н ­
н о й .  Д а н н о м у  п р е о б р а з о в а н и ю  п о д в е р г а ю т с я  в с е  ц и к л ы  с  о д н и м  
в х о д о м ,  к а к  з а д а н н ы е  с  п ом ощ ью  и н с т р у к ц и и  ц и к л а ,  т а к  и  з а д а н ­
ны е н е я в н о ,  с  п ом ощ ью  у с л о в н ы х  п е р е х о д о в .
3 .  Э к о н о м и я  о б щ и х  п о д в ы р а ж е н и й .  Д в а  в х о ж д е н и я  н е к о т о р о г о  в ы р а ж е ­
н и я  с ч и т а ю т с я  о б щ и м и , е с л и  о н и  п р и н а д л е ж а т  о д н о м у  л и н е й н о м у  
у ч а с т к у  и  м е ж д у  н и м и  н е т  и н с т р у к ц и й ,  и з м е н я ю щ и х  о п е р а н д ы  
в ы р а ж е н и я ,  и л и  е с л и  о н и  п р и н а д л е ж а т  д в у м  л и н е й н ы м  у ч а с т к а м ,  
о д и н  и з  к о т о р ы х  д о м и н и р у е т  н а д  д р у г и м  в  у п р а в л я ю щ е м  г р а ф е  
п р о г р а м м ы  и  н а  в с е х  п у т я х ,  с в я з ы в а ю щ и х  э т и  д в а  в х о ж д е н и я ,  н е т
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ИНСТруКЦИЙ, и з м е н я ю щ и х о п е р а н д ы  в ы р а ж е н и я .  П р е о б р а з о в а н и е  
с о с т о и т  в  т о м ,  ч т о  п е р е д  п е р в ы м  в х о ж д е н и е м  о б щ е г о  в ы р а ж е н и я  
п о м е щ а е т с я  и н с т р у к ц и я  п р и с в а и в а н и я  е г о  з н а ч е н и я  н е к о т о р о й  
в с п о м о г а т е л ь н о й  п е р е м е н н о й ,  а  в х о ж д е н и я  в ы р а ж е н и я  з а м е н я ю т с я  
н а  э т у  п е р е м е н н у ю .
4 .  У д а л е н и е  н е а к т и в н ы х  п р и с в а и в а н и й .  П р и с в а и в а н и е  н е к о т о р о й  
п е р е м е н н о й  н а з ы в а е т с я  н е а к т и в н ы м ,  е с л и  н а  в с е х  п у т я х  о т  э т о г о  
п р и с в а и в а н и я  д о  в ы х о д а  и з  п р о г р а м м н о й  к о м п о н е н т ы  з н а ч е н и е  
п е р е м е н н о й  н е  и с п о л ь з у е т с я  д о  е е  п е р е о п р е д е л е н и я  ( п р и  э т о м  
с ч и т а е т с я ,  ч т о  з н а ч е н и я  э л е м е н т о в  о б щ и х  б л о к о в  и  ф о р м а л ь н ы х  
п а р а м е т р о в  и с п о л ь з у ю т с я  в  в ы х о д н ы х  т о ч к а х  п р о г р а м м н о й  к о м п о ­
н е н т ы ) .  Н е а к т и в н ы е  п р и с в а и в а н и я  у д а л я ю т с я .
5 .  У д а л е н и е  н е д о с т и ж и м ы х  ч а с т е й  п р о г р а м м ы .
6 .  У д а л е н и е  н е и с п о л ь з у е м ы х  м е т о к .  Э т о  п р е о б р а з о в а н и е  п р и в о д и т
к  у л у ч ш е н и ю  п р о г р а м м ы  з а  с ч е т  у к р у п н е н и я  у ч а с т к о в  о п т и м и з а ц и и  
т р а н с л я т о р а  Ф о р е к с ,  ч т о  п о з в о л я е т  т р а н с л я т о р у  в ы п о л н я т ь  б о л е е  
п о л н у ю  о п т и м и з а ц и ю .
7 .  П е р е у п о р я д о ч е н и е  п р о г р а м м ы  с  ц е л ь ю  у м е н ь ш е н и я  ч и с л а  б е з у с л о в ­
н ы х  п е р е х о д о в .
8 .  У д а л е н и е  н е с у щ е с т в е н н ы х  р а з в е т в л е н и й ,  т . е .  т а к и х  у с л о в н ы х  
и н с т р у к ц и й ,  в с е  в е т в и  к о т о р ы х  п е р е д а ю т  у п р а в л е н и е  в  о д н у  
т о ч к у  п р о г р а м м ы .
9 .  З а м е н а  ( е с л и  э т о  в о з м о ж н о )  а р и ф м е т и ч е с к и х  у с л о в н ы х  и н с т р у к ц и й  
н а  л о г и ч е с к и е .  Э то  п р е о б р а з о в а н и е  п р и в о д и т  к  п о я в л е н и ю  н е и с ­
п о л ь з у е м ы х  м е т о к  и  у в е л и ч и в а е т  т а к и м  о б р а з о м  в о з м о ж н о с т ь  
в ы п о л н е н и я  п р е о б р а з о в а н и я  6 .
Р а б о т а  о п т и м и з а т о р а  Г л о п  с о с т о и т  и з  т р е х  п о с л е д о в а т е л ь н о  
в ы п о л н я е м ы х  ф а з :
1 .  С и н т а к с и ч е с к и й  а н а л и з  п р о г р а м м ы  и  п е р е в о д  е е  в о  в н у т р е н н е е  
п р е д с т а в л е н и е
2 .  О п т и м и з и р у ю щ и е  п р е о б р а з о в а н и я  в н у т р е н н е г о  п р е д с т а в л е н и я
3 .  Г е н е р а ц и я  в ы х о д н о г о  т е к с т а .
Ф а з а  о п т и м и з а ц и и ,  в  с в о ю  о ч е р е д ь ,  в к л ю ч а е т  в ы п о л н е н и е  ч е т ы р е х  
н е з а в и с и м ы х  п р о г р а м м ,  р е а л и з у ю щ и х  п р е о б р а з о в а н и я  1 - 4 .
Э к с п е р и м е н т а л ь н ы й  х а р а к т е р  о п и с ы в а е м о й  р а з р а б о т к и  п р е д п о л а ­
г а е т  в о з м о ж н о с т ь  у п р а в л е н и я  о п т и м и з а ц и е й .  Д л я  и с с л е д о в а н и я  э ф ­
ф е к т а  о т д е л ь н ы х  п р е о б р а з о в а н и й  и м е е т с я  в о з м о ж н о с т ь  о т к л ю ч а т ь  
л ю б ы е  и з  э т и х  п р о г р а м м  и л и  м е н я т ь  п о р я д о к  и х  в ы п о л н е н и я ,  в  т о м  
ч и с л е  в ы п о л н я т ь  к а к и е - л и б о  п р е о б р а з о в а н и я  м н о г о к р а т н о .  У к а з а н и я
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п о  у п р а в л е н и ю  о п т и м и з и р у ю щ и м и  п р е о б р а з о в а н и я м и  з а п и с ы в а ю т с я  в  
в и д е  к о м м е н т а р и е в  с п е ц и а л ь н о г о  в и д а  в  т е к с т е  и с х о д н о й  п р о г р а м м ы .
П р е о б р а з о в а н и я  5 - 9  в ы п о л н я ю т с я  н а  ф а з а х  с и н т а к с и ч е с к о г о  
а н а л и з а  и  г е н е р а ц и и ,  а  т а к ж е  п а р а л л е л ь н о  с  п р е о б р а з о в а н и я м и  1 - 4 .  
П о л ь з о в а т е л ь  и м е е т  в о з м о ж н о с т ь  т о л ь к о  о т к л ю ч а т ь  в ы п о л н е н и е  
п р е о б р а з о в а н и й  8 , 9 ;  в ы п о л н е н и е  п р е о б р а з о в а н и й  5 - 7  н е  к о н т р о л и ­
р у е т с я  п о л ь з о в а т е л е м .
В н е к о т о р ы х  с л у ч а я х  и м е е т с я  в о з м о ж н о с т ь  б о л е е  т о н к о г о  
у п р а в л е н и я .  В  ч а с т н о с т и ,  д л я  п р е о б р а з о в а н и я  э к о н о м и и  о б щ и х  п о д ­
в ы р а ж е н и й  м о ж н о  о т д е л ь н о  о т к л ю ч и т ь  л о к а л ь н у ю  э к о н о м и ю  ( т . е .  
эк о н о м и ю  в  п р е д е л а х  о д н о г о  л и н е й н о г о  у ч а с т к а ) .
Р е а л и з а ц и я  о п т и м и з а т о р а  Г л о п  п о д р о б н о  о п и с а н а  в  / 2 / .
К р и т е р и е м  к а ч е с т в а  п р о г р а м м ы  п р и  о п т и м и з а ц и и  в  д а н н о й  
р а б о т е  п р и н я т о ,  к а к  о б ы ч н о ,  в р е м я  е е  р а б о т ы .  О н о , к о н е ч н о ,  
з а в и с и т  о т  п р и м е н я е м г о  п о с л е  о п т и м и з а ц и и  т р а н с л я т о р а  и  ЭВМ, н а  
к о т о р о й  б у д е т  в ы п о л н я т ь с я  п р о г р а м м а .  П р и  р а з р а б о т к е  о п т и м и з а т о р а  
Г л о п  в ы б о р  п р е о б р а з о в а н и й  о с н о в ы в а л с я  н а  п р е д п о л о ж е н и и  о б  и с ­
п о л ь з о в а н и и  т р а н с л я т о р а  Ф о р е к с  д л я  Б Э С М -6 . О д н а к о ,  л и ш ь  д в а  
п р е о б р а з о в а н и я  ( 6  и  9 )  с у щ е с т в е н н о  о п и р а ю т с я  н а  с п е ц и ф и к у  т р а н ­
с л я т о р а  Ф о р е к с .  О с т а л ь н ы е  п р е о б р а з о в а н и я ,  к а к  м о ж н о  п р е д п о л а г а т ь ,  
б у д у т  о п т и м и з и р у ю щ и м и  и  д л я  д р у г и х  т р а н с л я т о р о в .  В л ю б о м  с л у ч а е  
м ож но о т к л ю ч и т ь  т е  п р е о б р а з о в а н и я ,  к о т о р ы е  н е  б у д у т  у л у ч ш а т ь  
п р о г р а м м у .
3 .  О ц ен к а  э ф ф е к т и в н о с т и  о п т и м и з и р у ю щ и х  п р е о б р а з о в а н и й
Д л я  и з м е р е н и я  э ф ф е к т и в н о с т и  к а к о г о - л и б о  о п т и м и з и р у ю щ е г о  
п р е о б р а з о в а н и я  ( i  ) и л и  и х  г р у п п ы  с л е д у е т  о т т р а н с л и р о в а т ь  н е к о ­
т о р у ю  п р о г р а м м у  ( р  ) в  д в у х  в а р и а н т а х  -  и с х о д н о м  и  о п т и м и з и р о в а н ­
н о м , п р и ч е м  п р и  о п т и м и з а ц и и  с л е д у е т  в к л ю ч и т ь  т о л ь к о  и с с л е д у е м ы е  
п р е о б р а з о в а н и я .  В В е д я  о б о з н а ч е н и я  ( р )  и  £0д ( р )  д л я  в р е м е н  
р а б о т ы ,  с о о т в е т с т в е н н о ,  и с х о д н о й  и  о п т и м и з и р о в а н н о й  п р о г р а м м ы ,  
и с п о л ь з у е м  д л я  о ц е н к и  э ф ф е к т и в н о с т и  п р е о б р а з о в а н и я  о т н о с и т е л ь н о е  
и з м е н е н и е  в р е м е н и  с ч е т а
в .  ( р )  -  (-Р ) ~~
„  ,  * С ( р )
В е л и ч и н а  е;(р)  м о ж е т  с и л ь н о  м е н я т ь с я  в  з а в и с и м о с т и  о т  п р о г р а м м ы  
р . Е с т е с т в е н н о  п о э т о м у  у с р е д н и т ь  е,- (р) п о  п р о г р а м м а м  р  н е к о ­
т о р о г о  к л а с с а ,  и с п о л ь з о в а в  в  к а ч е с т в е  о ц е н к и  с р е д н е е  з н а ч е н и е  е * .
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С ледую щ и й  в а ж н ы й  в о п р о с  -  в ы б о р  п р о г р а м м  д л я  и с с л е д о в а н и я ,  
п р и  о ц е н к е  п р о и з в о д и т е л ь н о с т и  ЭВМ и  к а ч е с т в а  т р а н с л я т о р о в  ч а с т о  
и с п о л ь з у ю т  с и н т е т и ч е с к и е  т е с т ы  -  с п е ц и а л ь н о  с о с т а в л е н н ы е  п р о г ­
р а м м ы , в к л ю ч а ю щ и е  в  н у ж н о й  п р о п о р ц и и  к о н с т р у к ц и и ,  и с п о л ь з у е м ы е  
в  р е а л ь н ы х  п р о г р а м м а х .  П р и  о ц е н к е  г л о б а л ь н о г о  о п т и м и з а т о р а  т а к о й  
п о д х о д  н е п р и м е н и м ,  п о с к о л ь к у  г л о ^ ^ ь н ы й  о п т и м и з а т о р  у ч и т ы в а е т  
д а л е к и е  с в я з и  в  п р о г р а м м е  и ,  с л е д о в а т е л ь н о ,  р а з м е р  к о н с т р у к ц и й ,  
и з  к о т о р ы х  д я л ж е н  б ы л  б ы  с о с т о я т ь  с и н т е т и ч е с к и й  т е с т ,  о к а з ы в а е т с я  
в е с ь м а  б о л ь ш и м . О б щ ее  ч и с л о  т а к и х  к о н с т р у к ц и й  б у д е т  ч р е з м е р н о  
в е л и к о ,  ч т о  н е  п о з в о л и т  о б е с п е ч и т ь  п р е д с т а в и т е л ь н о с т ь  т е с т а .  
Е д и н с т в е н н а я  р а з у м н а я  в о з м о ж н о с т ь -  и с с л е д о в а н и е  э ф ф е к т и в н о с т и  
о п т и м и з и р у ю щ и х  п р е о б р а з о в а н и й  н е п о с р е д с т в е н н о  н а  р е а л ь н ы х  
п р о г р а м м а х .
Д л я  п р о в е д е н и я  т а к о г о  и с с л е д о в а н и я  н е с к о л ь к о  р е а л ь н ы х  
п р о г р а м м  б ы л и  о б р а б о т а н ы  о п т и м и з а т о р о м  Г л о п  с  в к л ю ч е н и е м  р а з ­
л и ч н ы х  о п т и м и з и р у ю щ и х  п р е о б р а з о в а н и й .  П о л у ч е н н ы е  п р о г р а м м ы  б ы л и  
о т т р а н с л и р о в а н ы  т р а н с л я т о р о м  Ф о р е к с .  С р а в н е н и е  в р е м е н  в ы п о л н е н и я  
и с х о д н о й  и  о п т и м и з и р о в а н н ы х  п р о г р а м м  п о к а з а л о  н и з к у ю  э ф ф е к т и в ­
н о с т ь  в ы п о л н я е м ы х  о п т и м и з и р у ю щ и х  п р е о б р а з о в а н и й ,  в е л и ч и н а  е : Ср) 
н е  п р е в ы ш а л а  1 0 %. Б о л е е  т о ч н ы е  о ц е н к и  н е  у д а л о с ь  п о л у ч и т ь  и з - з а  
н е в ы с о к о й  т о ч н о с т и  и з м е р е н и я  в р е м е н и  ЦП н а  Б Э С М -6 .
Д л я  с р а в н е н и я  э ф ф е к т и в н о с т и  о п т и м и з и р у ю щ и х  п р е о б р а з о в а н и й  
б ы л а  и с п о л ь з о в а н а  о ц е н к а  и х  э ф ф е к т и в н о с т и ,  о с н о в а н н а я  н а  с т а т и ­
ч е с к и х  х а р а к т е р и с т и к а х  о т т р а н с л и р о в а н н ы х  п р о г р а м м .  П р е д п о л о ж и м , 
ч т о
1 )  Б р е м я  в ы п о л н е н и я  л и н е й н о г о  у ч а с т к а  п р о г р а м м ы  п р о п о р ц и о н а л ь н о  
е г о  д л и н е  в  о т т р а н с л и р о в а н н о й  п р о г р а м м е  ( ч и с л у  к о м а н д )
2 )  В о з м о ж н о с т ь  в ы п о л н е н и я  к а к о г о - л и б о  п р е о б р а з о в а н и я  в  к а к о м -  
л и б о  м е с т е  п р о г р а м м ы  н е  з а в и с и т  о т  ч а с т о т ы  в ы п о л н е н и я  э т о г о  
м е с т а .
Э ти  п р е д п о л о ж е н и я ,  в е р о я т н о ,  п р и б л и ж е н н о  в ы п о л н я ю т с я  д л я  б о л ь ш и н ­
с т в а  п р о г р а м м  и  в с е х  п е р е ч и с л е н н ы х  выш е о п т и м и з и р у ю щ и х  п р е о б р а ­
з о в а н и й ,  з а  и с к л ю ч е н и е м  п р е о б р а з о в а н и й  2  ( в ы н е с е н и е  и з  ц и к л а )  
и  5  ( у д а л е н и е  н е д о с т и ж и м ы х  ч а с т е й ) .  И з э т и х  п р е д п о л о ж е н и й  л е г к о  
в ы в о д и т с я ,  ч т о  с р е д н е е  п о  п р о г р а м м а м  з н а ч е н и е  э ф ф е к т и в н о с т и  е ; 
с о в п а д а е т  с о  с р е д н и м  о т н о с и т е л ь н ы м  у м е н ь ш е н и е м  д л и н ы
к о м а н д н о й  ч а с т и  п р о г р а м м ы  в  р е з у л ь т а т е  с ' - г о  п р е о б р а з о в а н и я ,  
к о т о р о е  мы о б о з н а ч и м  . П р е о б р а з о в а н и е  5  н е  в л и я е т  н а  в р е м я  
в ы п о л н е н и я  п р о г р а м м ы ,  а  д л я  п р е о б р а з о в а н и я  в ы н е с е н и я  и з  ц и к л а  
Б  к а ч е с т в е  в е л и ч и н ы  £  , п р и б л и ж а ю щ е й  е,- , и с п о л ь з о в а л о с ь  с р е д н е е
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о т н о с и т е л ь н о е  у м е н ь ш е н и е  д л и н ы  в н у т р е н н и х  ц и к л о в  п р о г р а м м ы .  
П о л у ч е н н ы е  т а к и м  о б р а з о м  о ц е н к и  э ф ф е к т и в н о с т и  о п т и м и з и р у ю щ и х  
п р е о б р а з о в а н и й  п р и в е д е н ы  в  т а б л и ц е .  В  п е р в о м  с т о л б ц е  у к а з а н ы  
н о м е р а  в ы п о л н я е м ы х  п р е о б р а з о в а н и й ,  в о  в т о р о м  -  в е л и ч и н а  %  
д л я  э т и х  ( ^ ^ о б р а з о в а н и й  в  п р о ц е н т а х ,  в  т р е т ь е м  -  м а к с и м а л ь н а я  
п о  п р о г р а м м а м  в е л и ч и н а  в;1р) .
Т а б л и ц а .  Э ф ф е к т и в н о с т ь  о п т и м и з и р у ю щ и х  п р е о б р а з о в а н и й
П р е о б р .
ё{ (р)} п р о ц е н т ы
с р е д . м а к с .
6 , 7 0 . 5 2 . 5
8 , 9 2 8
I 3 8
2 0 . 5 I
3 0 0
4 0 . 2 0 . 6
8 , 9 , 1 , 4 6 1 8
П о л у ч е н н ы е  р е з у л ь т а т ы  п о з в о л я ю т  с д е л а т ь  в ы в о д  о  т о м ,  ч т о  в  
н а с т о я щ е е  в р е м я  г л о б а л ь н у ю  о п т и м и з а ц и ю  п р о г р а м м  н а  у р о в н е  в х о д ­
н о г о  я з ы к а  н е ц е л е с о о б р а з н о  п р и м е н я т ь  к  р е а л ь н ы м  п р о и з в о д с т в е н н ы м  
п р о г р а м м а м ,  с о с т а в л е н н ы м  в р у ч н у ю .
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1 . A Boolean fu n ctio n  f :  En — E (where E denotes a s e t  { o , l } )  i s  symmetric i f  for  a l l  c £ E n , c » (c^ , c2 * ••*» on) and 
fo r  a l l  permutations 3! of ( l , 2 ,  . . . »  n j
f  ( c 1 * c2 * •••»  c n^  “ f c^JC(1)» c1t( 2) * c3T(n) ^
A Boolean fu n c tio n  i s  symmetric i f  and only i f  there e x is t  
w0* w1* •••»  wn ^ E and for  a 'L1 c £ E n
f ( C 1# C2 .............. Ca ) a W^  / 2 /
where j » # { i  j ■ l }  and # S  denotes the c a r d in a lity  o f s e t
S . The symmetric fu n ctio n  can be expanded as fo llow s
fU-l» ^2» •••* * w0.tf0(*i. • ••» •••■*■ <5n(x1, •••jX^)
where • and + denotes AND and OR and (5^.i En —> E i s  an 
elem entary symmetric fu n ctio n
Öt(x1, ..., xn )
otherw ise
t /3/
where zL denotes in te g e r  a d d itio n .
So symmetric fu n ctio n  has the same va lu e  on a l l  binary n -tu -  
p ie s  contain ing the same number o f 1 's ,  th a t i s ,  which have the 
same w eight. The w eigh ts o f those n -tu p le s  on which the fu n ctio n  
has value 1 are c a lle d  work numbers. They f u l l y  determine the
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symmetrio fu n c t io n . S«1 ,a 2»a3 w i l l  denote the symmetric fu n ction  N **f :  E —*B w ith  working numbers a1 » a2 , a^ i . e .  the fu n ction  fo r  
whioh only coord in ates wfli , wa  ^ , wfi  ^ have the va lue 1 .
The com binational com plexity  o f  symmetric fu n c tio n s  was ana­
ly sed  sev era l tim es* In paper [2 ] i t  has been shown, th at in  base 
ilg * { a l l  B oolean fu n ctio n s o f  two arguments} i s  th e  upper bound 
o f  com plexity (th e  a s te r isk  denotes the eva lu a tion  w ithout NOT- 
- e lements)
c£ 2 (Sfl) 0 . 5 n ,  / 4 /
I t  oan be shown [ l ]  th a t in  base O q ■ { AND, OR, NOT} holds
CA0 ^n5 < 12»5 ű • /5/
2* The aim o f th is  paper i s  to  present a method the use of 
which brings b e tte r  upper bounds in  base ILQ than / 5 /  fo r  the 
symmetric fu n c tio n s  w ith sm all or great work numbers* The d e f in i­
t io n s  r e la te d  to  com binational com plexity may be found e .g*  in  
[2 j • In a l l  statem ents we omit the s ig n  o f the base that i s  i l 0 *
The method w i l l  be i l lu s t r a t e d  at f i r s t  on the example of  
the symmetric fu n ction  S® , i * e .  elem entary symmetric fu n ction  
50 (x 1t . . . ,  xn ) .  The task  o f  the reco g n itio n  o f z er o -tu p le  among 
entry  tu p les  i s  r e a lis e d  by the lo c a l  encoding: two coord inates  
o f  n-tuple are oomposed in  th a t way th at the r e s u lt  o f  the compo­
s i t io n  i s  0 i f  both were zero coord in ates and 1 otherw ise*
The n /2 -tu p le  o f  the r e s u lt s  i s  obtained* By r ep ea tin g  th is  pro­
c e s s ,  o n e-tu p le  i s  obtained which equals 0 i f  and on ly  i f  a l l  
the coord in ates o f the en try  n -tu p le  were zero . The requirem ents 
on the com position  fu n ctio n  are f u l f i l l e d  by the lo g ic a l  sum*
Theorem 1 * n -  1 ^  C (S®) <  2 n . / 6 /
Proof: Let n =» 2 (Ä «  1 , 2 , • • • ) •  The scheme fo r  Sa
in  th is  case  i s  constructed  in  accordance w ith the idea  presen­
ted  above ( P ig .  1 . ) .  The NOT-element secu res the r ig h t  value o f  
the fu n ction  w ith  resp ect to  the r e s u lt  o f r e c o g n it io n .
The scheme contains n -  1 OR-elements and one NOT-element. 
The com plexity o f the scheme i s  then equal to  n *
In case 2* < n  <  2*+1 (ft -  1, 2 , *** ) ,  the en try  tup le i s  
completed on th e  length  2 by constant zeros ( t h i s  can be done 
w ith  a com plexity  not grea ter  than 2 ) .  Then the scheme i s  construe-
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V . /
ted  in  accordance w ith  P ig . 1* Por i t e  com plexity there holds
C(S°) <  2*+1( 1 -  1/2*) + 2 + 1 = 2X+1 + 1 <  2 n .
Because S® e s s e n t ia l ly  depends on a l l  i t s  v a r ia b le s , the 
natu ra l lower bound holds for i t .
Note 1; In the case 2 <  n <  2 another con stru ction  i s  
a lso  p o s s ib le . I f  n i s  even , the co n stru ctio n  from Theorem 1 
can be used in  the f i r s t  l e v e l .  I f  n i s  odd, the entry  n -tu p le  
i s  completed on n+1-tuple by one constant zero and an "even" 
con stru ction  i s  u sed . In other le v e ls  i f  the tup le obtained i s  
o f even len g th , the con stru ction  i s  a lso  "even", in  case o f the 
odd len gth  there are two p o s s i b i l i t i e s :  a /  a s in g le  coordinate  
remains which cannot be composed w ith  no other b / a coordinate  
remains which can be composed w ith  the analogy from the upper l e ­
v e l s .  The com plexity  o f the scheme does not exceed n + log  n ,
but on the other hand the scheme depends on the concrete n and 
i s  not regu lar .
The scheme fo r  which i s  in  some sense dual to  S° i sa n
constructed  a n a lo g ic a lly . Each OR in  i t  i s  replaced by AND 
and each constant 0 by 1 . I t  holds
C ( s £ )  <  2  n m
C ( s J J )  = n -  1 i f  n = 2X .and
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Let us now take the fu n ctio n  , which i s  the elem entary symme­
t r ic  fu n ctio n  5 1 ( x , , . . . ,  x  ) .  The scheme fo r  i t s  r e a l is a t io ni I n q
i s  based on th e  gen era lised  p r in c ip le  o f the scheme fo r  • The 
number o f u n it  coord in ates o f the en try  tup le i s  a ls o  lo c a l ly  con­
t r o l le d .  For encoding two b i t s  are needed: 00 -  denotes the absen­
ce o f the u n it  coord in ate , 10 or 01 -  the presence o f  one such 
coordinate and 11 a l l  other c a se s . I t  fo llo w s th a t th e  composi­
t io n  fu n ctio n  cannot be a lo g ic a l  sum (defined  coord in ate  by coor­
d in ate) because e .g .  01 OR 01 would be again 01 , which contra­
d ic t s  the encoding. The com position fu n ctio n  can be defined  e .g .  
in  th is  way
S1 * ^ V y i V t X j A y g )  /a/
z 2 “ x2 v y 2v U 1A y 1)
where ®-]z2 i s  re8u3-t  and x-jXg and y l y2 are 2“tu Ple8  
composed.
Theorem 2 .  2 n •  3 ( C  (S^) <  6 n -  6 , / 9 /
Proof: Let us assume n * 2^ (A *  2 , 3 , • • •  ) •  I f  the fun­
c tio n  defin ed  by equations / 8 /  i s  denoted by o , then the scheme 
fo r  i s  in  F ig . 2 . The la s t  block o f the scheme decodes the
r e su lt  o f r ec o g n itio n  to  secure the correct value o f  the fu n c tio n .
F ig . 2 .
The number of b locks O in  the scheme i s  
n/4 + n /8  + . . .  + n /2 ^  » n/2 -  1 .
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According to  / 8 /  every block O can be expressed by a sub­
scheme conta in ing  6 elem ents o f the b a se . The com plexity  of the 
l a s t  block o f the scheme i s  4» so i t  h o ld s
C (S^) -  6 (n /2  - 1 )  + 4 « 3 n •  2 •
*
I f  2 <  n <  2 t the entry  tup le  i s  again completed on thei. 1
len g th  2 and the scheme i s  constructed  in  accordance w ith F ig .
2 . In th is  case
C ( S a )  <  6 (2*+1(1/2 - 1/2*)) + 2 + 4 * 6  (2^ - 2) + 6 <
<C 6 n — 6 .
The lower bound i s  the consequence o f  the fo llo w in g  theorem 
which was proved by Stockmeyer [3 j  .
Theorem 3 . Let n and k be nonnegative in te g e r s  and l e t  
us assume that the word *ow-| • • *wa d e fin in g  the symmetric fun­
c t io n  f  has a form
E ^ k . W . E ^ k
where • denotes the concatenation  o f the words, E ^ k ■ { w£ e J 
the len gth  o f w grea ter  than or equal to  k } and W i s  aj s
subset o f E  ^ conta in in g  th ree  d if fe r e n t  subwords o f  length  2, 
th a t i s  W » (0 1 0 0 , 0010, 0110, 0011, 1101, 1001, 1011, 1100} . 
Then
C^2 ( f )  >  2 n + k -  3 . / 10/
C orollary 1. For i  -  1 , 2 , . . . ,  n-1 and j » min { i —1,
n - i - 1 } i t  holds
%  (SÍ> >  2 n + j -  3 . / 1 1/
Proof: Every fu n ctio n  S* may be defin ed  by the word WqW1#. 
*.*wa which has the form
{ o } ^  . (0 1 0 0 , 0010} . { 0 }
and obviou sly
n 1A nalogical eva lu a tio n s hold for  S“ • The lower bound
fo llo w s  from c o r o lla r y  1 and the upper bound from the scheme dual
to  th at fo r  si, .n
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Theorem 4 .  2 n -  2 <  C (S^) <  10 n . /1 2 /
Proof: Prom the g e n e r a lisa t io n  o f the proofs o f  the theorems 
1 and 2 i t  fo l lo w s  that in  th is  case three coord in ates are com­
posed, The encoding i s  again  natural: 000 denotes th e  absence o f  
1, 001, 010, 100 -  the presence of one 1, 011, 101, 110 -  the pre­
sence of two 1 and 111 denotes a l l  other c a se s . The com position  
fu n ction  over 3 -tu p le s  may be defined by fo llo w in g  equations
z1 - x-jVy.,VÍXgAyg)V((x3Ay3)A(x2vy2))
z2 a z2Vy2N/(x3Ay^)V((xlAy1)A (x-jVy^ )) /13/
z3 « x3vy3 V(x1Ay1) v((x2Ay2) A (x1 vy^)
This fu n c tio n  may then  he expressed by a subscheme con ta i­
ning 15 elem ents o f the b a se .
Again two cases are d is t in g u ish e d . The f i r s t  fo r  n ■ 3 .2
(A  -  1, 2 , . . .  ) ,  the second for  3 .2 *  <  n < 3 .2 * +1.  The scheme
in  the f i r s t  case i s  constructed  in  accordance w ith  the method
described -  i t s  com plexity i s  le s s  than 5 n . In the second case
Ä+1the entry tu p le  i s  completed by zeros on the len gth  3 .2  . The
la s t  block -  the decoder i s  a l i t t l e  more com plicated ( i t  may be 
constructed w ith  the com plexity  le s s  than 9 ) .
Note 2: In  the p roofs o f the theorems 1 , 2  and 4 there was 
proved, b e s id e s  the a ff ir m a tio n s , th at i f  for  the symmetric fun­
c tio n s  S* ( i  * 1 ,2 ,3 )  the con d ition  n a ( i+ l ) .2 *  ( A = 1, 2 , . . )  
i s  f u l f i l l e d  then the com binational com plexity i s  approxim ately  
h a lf  of the case  when i t  i s  n o t. I t  can be seen from the Note 1. 
th at th is  ’’h a lf"  com plexity can be reached a sy m p to tica lly . An 
an a log ica l n o te  holds fo r  S* ( i  ■ n ,n -1 ,n -2 )  and the con d ition  
n a (n - i+ 1 ) .2 *  .
3 . The method for  ob ta in in g  the upper bounds fo r  the sym­
m etric fu n c tio n s  w ith sm a ll/g rea t work numbers was presen ted . The 
substance o f  the method i s  fo llow in g : fo r  i  the g r e a te s t  (the  
sm allest in  dual case) work number o f the symmetric fu n ction  i s  
chosen and the con d ition  n » ( i+ 1 ) .2 *  (n » (n - i+ 1 ) .2 *  ) i s  con­
t r o l le d .  The co n stru ctio n  o f the appertain ing i+1 (n -i+ 1 ) equa­
t io n s  i s  determined by the com position considered i . g .  by remem­
bering the u n it  coord in ates -  a c tu a lly  the s h i f t  o f "double” 
u n it to the l e f t .  Prom t h is  fo llo w s the c y c l ic  character  of the
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con ta in in g  a l l  e a s ie r  cases fo r  sm aller (g rea ter ) i  plus the 
s p e c i f ic  term w hile the com plexity i s  f a s t  in crea sin g  w ith regard  
to  the number of com binations at longer s h i f t .  I t  can be seen  
th at the way of encoding enables to  construct a ls o  the schemes 
fo r  the symmetric fu n ctio n s w ith  the combinations o f work numbers 
e .g .  Sn ’ , Sft* , Sn » s n e to *
I want to thank Doc. RNDr. I« H averlik , CSc. fo r  u sefu l re­
marks to  th is  work.
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АЛГОРИТМИЧЕСКИЙ МЕТОД ИДЕНТИФИКАЦИИ 
ФАКТОРНО-НЕСТАЦИОНАРНЫХ ОБЪЕКТОВ
К а р и м о в  Ш .Т .
С С С Р , г . Т а ш к е н т ,  УзНПО " К и б е р н е т и к а "
С а л и м о в  Н . Р .
С С С Р , г . Т а ш к е н т ,  ТашСХИ
С у щ е с т в у е т  к л а с с  о б ъ е к т о в ,  в  к о т о р ы х  в с е в о з м о ж н ы е  ф а к т о р ы  
Q r = { Q T i , £ ? Г/л]  и  а п р и о р н ы е  и н ф о р м а ц и и  <7Т ~ { К Т ,
Ет , Mr ,LT, - }  ( н а п р и м е р :  Мт = { М Т{,  М Гг, ••• }  -  с п е к т р о в  с т р у к т у ­
р ы  м о д е л е й  Lr  = { Л Гу, L T , . . .  J  -  а л г о р и т м ы  а д а п т а ц и и  п а р а м е т р о в  
м о д е л и  д л я  с о о т в е т с т в у ю щ и х  м о д е л е й )  н е с т а ц и о н а р н ы е .  Н е о б х о д и м о  
п р о и з в е с т и  ц е л е н а п р а в л е н н у ю  г р у п п и р о в к у  ф а к т о р о в  Q  =
и  т е м  сам ы м  у п р о с т и т ь  з а д а ч и  7 ( 0 . ,  
Q T,Jr ) ,  17 ,  n^m.: с т р у к т у р н о й  и  п а р а м е т р и ч е с к о й  
и д е н т и ф и к а ц и и ,  а д а п т а ц и и  п а р а м е т р о в  м о д е л е й  и  р е ш е н и е  в о п р о с о в  
о п т и м и з а ц и и  б е з  у щ е р б а  т о ч н о с т и  о п т и м а л ь н о г о  у п р а в л е н и я .
П ри и с с л е д о в а н и и  ф а к т о р н о - н е с т а ц и о н а р н ы х  о б ъ е к т о в  с и с т е м н ы м  
а н а л и з о м  п о л у ч и л и  т р и  т и п а  к в а з и с т а ц и о н а р н о й  о б л а с т и :
Q ,  JT = ^ onst> 4 ^ 4 + 4  , J * < £ j= c o n s t,
A ±  c o n s t , М ' ^ м ,  M * = M ( A ) ,
г д е :  é  -  в р е м я ,  i Q -  н а ч а л ь н ы й  м о м е н т  в р е м е н и ,  t a ,
-  и н т е р в а л  в р е м е н и  к в а з и с т а ц и о н а р н ы х  о б л а с т е й ,  / ^ ^ 4 - ^ 4  , А
-  п а р а м е т р ы  м о д е л е й ,  * -  п о к а з а н ы  в ы б р а н н ы е  и з  м н о ж е а т в  х а ­
р а к т е р и с т и к ,  п о  о п р е д е л е н н ы м  к р и т е р и я м  о п т и м а л ь н о с т и  С *■ (CÍ?Q 3...J 
е д и н с т в е н н а я  н а и б о л е е  п о д х о д я щ а я .
Д л я  р е ш е н и я  э т о й  п р о б л е м ы  б ы л о  р а з р а б о т а н о  с л е д у ю щ е е :
-  с о з д а н и е  а в т о м а т и з и р о в а н н ы х  и н ф о р м а ц и о н н ы х  с и с т е м  (А И С ) 
с у щ е с т в е н н о  о б л е г ч и т  ф о р м а л и з а ц и ю  э т о й  з а д а ч и .  И н ф о р м а ц и и  З т ,
S?T , н а к а п л и в а е м ы е  в  и н ф о р м а ц и о н н о й  с и с т е м е , п р е д с т а в л я ю т  
с о б о й  м о д е л ь  о б ъ е к т а  н е к о т о р о й  о б л а с т и  в р е м е н и ;
-  а л г о р и т м  г р у п п и р о в к и  ф а к т о р о в  (А Г Ф ) Ç2  =  Œ (  Ç?r , J r )  
р а з р а б о т а н  н а  о с н о в е  н о р м а л ь н о г о  а л г о р и т м а  М а р к о в а ;
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-  н а  о с н о в е  J r , Ç2r , Q  и  и с п о л ь з у я  р а з р а б о т а н н ы й  м а т р и ч ­
н ы й  п о д х о д  с т р у к т у р н о й  и д е н т и ф и к а ц и и  (МПСИ) п о л у ч а е м  с п е к т р  м о ­
д е л е й  М-G  J *  .
-  н а  о с н о в е  т е о р и и  в ы б о р а  и  п р и н я т и я  р е ш е н и я  п о  м н о ж е с т в у  
к р и т е р и е в  о п т и м а л ь н о с т и  С , о с у щ е с т в л я е м  п о д б о р  М G М 
н а и б о л е е  п о д х о д я щ у ю  с т р у к т у р у  м о д е л и  ( В Ш )  д л я  д а н н о й  о б л а с т и  
в р е м е н и  ;
-  д л я  п о и с к а  п а р а м е т р о в  м о д е л е й  (ППМ) ( р е ш е н и е  о б р а т н о й  з а ­
д а ч и )  с  у ч е т о м  н е с т а ц и о н а р н о с т и  о б ъ е к т а  у п р а в л е н и я ,  и с п о л ь з у е м  
м е т о д ы  р е ш е н и я  э к с т р е м а л ь н ы х  з а д а ч  и  м е т о д  р е г у л я р и з а ц и и  Т и х о н о ­
в а ,  г д е :  ф у н к ц и я  р е г у л я р и з а ц и и  Ц О | \ , А = {С 1 )  ; п р о в е р к у  м о д е л и  
н а  а д е к в а т н о с т ь  п р о и з в о д и л и  п о  к р и т е р и ю  б л и з о с т и  g у э у
у р >  £  г д е :  -  э к с п е р и м е н т а л ь н ы е  и  р а с ч е т н ы е  вы ­
х о д н ы е  п е р е м е н н ы е , J  -  м а л о е  ч и с л о .
Б л о к - с х е м а  п р и н ц и п а  ф у н к ц и о н и р о в а н и я  а л г о р и т м и ч е с к о г о  с п о ­
с о б а  п о с т р о е н и я  м а т е м а т и ч е с к и х  м о д е л е й  ф а к т о р н о - н е с т а ц и о н а р н ы х  
о б ъ е к т о в  п р и в е д е н а  н а  р и с . 1 .
-  и н ф о р м а ц и я ;  -----------  з а п р о с
Р и с . 1
В АИС п о с т у п а ю т  и н ф о р м а ц и и  с  о б ъ е к т а  у п р а в л е н и я  (О У ) и  и з  
б а н к а  а п р и о р н о й  и н ф о р м а ц и и  (Б А И ) п о  з а п р о с у ,  ф о р м и р о в а н и я  з а п р о ­
с о в  з а в и с и т  о т  к о н к р е т н о й  с и т у а ц и и  и  т р е б о в а н и я  м о д е л е й .  БАИ о б ­
н о в л я е т с я  в  т е ч е н и и  в р е м е н и ,  п о э т о м у  я в л я е т с я  д и н а м и ч н ы м . Э то 
д и к т у е т  о б н о в л е н и ю  в  с в о ю  о ч е р е д ь  АИС.
В и с с л е д у е м о м  к л а с с е  х и м и ч е с к и х  н е с т а ц и о н а р н ы х  о б ъ е к т о в ,  
г д е  у ч а с т в у ю т  с л о ж н ы е  р е а к ц и о н н ы е  с м е с и ,  о т  п о л н о т ы  а н а л и з а  а п ­
р и о р н о й  и н ф о р м а ц и и  з а в и с и т  р е ш е н и е  о б щ и х  п р о б л е м  и д е н т и ф и к а ц и и  
и  о п т и м и з а ц и и .
Т а к  к а к  с о с т а в  с ы р ь я  с л о ж е н ,  с у щ е с т в у е т  о г р о м н ы й  о б ъ е м  и н ­
ф о р м а ц и и ,  п о э т о м у  е е  с б о р  и  х р а н е н и е  -  в а ж н ы й  и  т р у д о е м к и й  э т а п  
в  п о и с к е  с т р у к т у р ы  м о д е л е й .  О т у д а ч н о с т и  н а г л я д н о с т и ,  п о л н о т ы  
с б о р а  и  х р а н е н и я  и н ф о р м а ц и и  з а в и с я т  д а л ь н е й ш и е  э т а п ы  р е ш е н и я  з а -
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д а ч и  и д е н т и ф и к а ц и и .
п р и  э т о м  с о в о к у п н о с т ь  д а н н ы х  о п и с ы в а е т с я  к а к  ( и е р а р х и ч е с к и е  
ф а й л ы ,  н а б о р ы ,  д р е в о в и д н ы е )  и л и  к а к  д в у м е р н ы й  ( п л о с к и й )  ф а й л ,  
к а ж д а я  з а п и с ь  к о т о р о г о  и м е е т  о д и н а к о в ы й  н а б о р  п о л е й  и  п о э т о м у  
ф а й л  м о ж е т  б ы т ь  п р е д с т а в л е н  в  в и д е  д в у м е р н о й  м а т р и ц ы .
Е с л и  п о р о ж д е н н ы й  э л е м е н т  и м е е т  б о л е е  о д н о г о  и с х о д н о г о  э л е ­
м е н т а ,  т о  э т о  о т н о ш е н и е  у ж е  н е л ь з я  о п и с а т ь  к а к  д р е в о в и д н у ю  и л и  
и е р а р х и ч е с к у ю  с т р у к т у р у .  О н о  о п и с ы в а е т с я  в  в и д е  с е т е в о й  с т р у к т у ­
р ы ,  г д е  л ю б о й  э л е м е н т  м о ж е т  б ы т ь  с в я з а н  с  любым д р у г и м .
Н е о б х о д и м ы е  д а н н ы е  п о с т у п а ю т  и з  АИС в  А ГФ . АГФ я в л я е т с я  р е ­
з у л ь т а т о м  о г р а н и ч е н и й  с в я з и  м н о ж е с т в а  а л г о р и т м о в  п о  о п р е д е л е н н ы м  
х а р а к т е р и с т и к а м  о б ъ е к т а  и д е н т и ф и к а ц и и  / I / .  А л г о р и т м ы  и м ею т о д и н  
в х о д  и ч е т ы р е  в ы х о д а .  В ы х о д ы : р е з у л ь т а т ,  з а п р о с ,  р е а к ц и я ,  п р о д о л ­
ж е н и я .  Б л о к - с х е м а  АРФ п р и в е д е н а  н а  р и с . 2 .
А 1 +  к2 . . .  кН -  а л г о р и т м ы  
Р и с . 2 .
АГФ д л я  и с с л е д у е м о г о  к л а с с а  о б ъ е к т о в  с о с т о и т  и з  ч е т ы р е х  а л ­
г о р и т м о в ,  с в я з а н н ы х  с о  с л е д у ю щ и м и  х а р а к т е р и с т и к а м и  п р о ц е с с о в :  
х и м и ч е с к и м  с в о й с т в а м ,  т р у д о е м к о с т ь ю  а н а л и з а ,  г р у п п  в е щ е с т в , т о ч ­
н о с т и  о п и с а н и я  п р о ц е с с а ,  к и н е т и ч е с к и м  д а н н ы м .
Р а с с м о т р и м  о д и н  и з  а л г о р и т м о в  г р у п п и р о в к и  в е щ е с т в  п о  х и м и ч е с ­
к и м  с в о й с т в а м .  П р о в е р и м  в с е  г р у п п ы  в е щ е с т в  п о  н е р а в е н с т в у  
Q ( x  L8) >  Qsod , 1 8  -  Г Л 8  • г д е  Q 3ob -  з а д а н н ы й  м и н и м а л ь ­
н ы й  в е с ;  -  м а т р и ц а  х и м и ч е с к и х  с в о й с т в  г р у п п  в е щ е с т в .
С в е р х у  в н и з  п р и в е д е м  с е м а н т и ч е с к и й  р а з б о р  д е р е в а  ( Q  ) д л я  
и с к л ю ч е н и я  л и с т ь е в  и  в е т в е й ,  н е  и с п о л ь з у е м ы х  в  м а т е м а т и ч е с к и х  
м о д е л я х ,  п о м е с т и м  н о м е р  л и с т ь е в  к а ж д о й  Н о  - й  г р у п п ы  в е щ е с т в  
в  м н о ж е с т в а  (L iO )}  ,
МПСИ с о с т о и т  и з  с е м и  а л г о р и т м о в :
В с у щ е с т в у ю щ е й  а п р и о р н о й  и н ф о р м а ц и и  о  п р о т е к а н и и  р е а к ц и и  
в ы д е л я ю т с я  о с н о в н ы е  у с л о в и я  п р о ц е с с а  ( ( ф а к т о р ы ) .
Ф а к т о р ы  в  з а в и с и м о с т и  о т  и с с л е д у е м о г о  о б ъ е к т а  м о г у т  в л и я т ь  
п о  р а з н о м у .  П о э т о м у  п р и н и м а е м  э к с п е р т н у ю  п р о ц е д у р у  д л я  п р и н я т и я  
р е ш е н и й .
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Д л я  е е  р е ш е н и я  и с п о л ь з у е т с я  э к с п е р т и з а  Э  , г д е  э к с п е р ­
ты  и з о л и р о в а н ы ;  о б р а т н а я  с в я з ь  о т с у т с т в у е т :  Y (L 3 )  =
/У З
=У . S (l2 ,L $ )lfâ  г Д е  V (L 2 )  -  в е с о в о й  к о э ф ф и ц и е н т  - г о  ф а к ­
т о р а ;  Э (Л 2 ?АР) -  э к с п е р т н о й  о ц е н к и  Z 3  - г о  э к с п е р т а
н а  L 2  - м у  ф а к т у ;  Л 3 =  Д Л З  ;  =  ;
N 2  -  в с е в о з м о ж н ы е  ф а к т о р ы ,  A 3 -  э к с п е р т ы ,  Ж -  о с н о в н ы е  
ф а к т о р ы .
А л г о р и т м  д а е т  в о з м о ж н о с т ь  в ы д е л и т ь  о с н о в н ы е  ф а к т о р ы  и  и х  
в е с о в ы е  к о э ф ф и ц и е н т ы .
А л г о р и т м  2 .
В ы д е л я е м  и  у п о р я д о ч и в а е м  п о  у м е н ь ш е н и ю  в е с а  в е с о в ы х  к о э ф ф и ­
ц и е н т о в  ф а к т о р о в  п о  н е р а в е н с т в у :  X w í* V ( 1 2 )  > Л 2=У ?№  . В ы д е ­
л и м  М- (ф а к т о р о в  и  о б р а з у е м  в е к т о р  Û V (A f)  н а  о с н о в е  т е х н о ­
л о г и ч е с к о г о  э к с п е р и м е н т а .
И з а п р и о р н о й  и н ф о р м а ц и и  о б р а з у е м  О  м а т р и ц у  д а н н ы х ,  г д е  
п о  с т о л б ц а м  -  ф а к т о р ы ,  с т р о к а м  -  э л е м е н т а р н ы е  р е а к ц и и .  П о л у ч е н ­
н а я  м а т р и ц а  и м е е т  р а з м е р  ЖЖ , М  . Е с л и  а п р и о р н а я  и н ф о р м а ц и я  н е  
с у щ е с т в у е т ,  т о г д а  э л е м е н т  м а т р и ц ы  о с т а е т с я  о т к р ы т ы м .
Н а  о с н о в е  э т и х  (О , O V )  м а т р и ц  о б р а з у е м  м а т р и ц у  Л ( Х ¥ , М )  
с л е д у ю щ и м  о б р а з о м :  э л е м е н т ы  к а ж д о й  с т р о к и  м а т р и ц ы  O V  с р а в н и в а ­
е м  с  с о о т в е т с т в у ю щ и м и  э л е м е н т а м и  м а т р и ц ы  O V  . Е с л и  о н и  р а в н ы  
в  с о о т в е т с т в у ю щ е й  м а т р и ц ы  А  з а п и с ы в а е т с я  0 ,  е с л и  н е т ,  т о  I .
А л г о р и т м  3 .
A i  -  в е к т о р - с т о л б е ц ,  п о к а з ы в а ю щ и й  п р о т е к а н и е  и л и  н е  п р о ­
т е к а н и е  р е а к ц и и .  Е с л и  р е а к ц и я  п р о т е к а е т ,  с о о т в е т с т в у ю щ и й  е г о  н о ­
м е р у  э л е м е н т  A i  =  1 , е с л и  н е т ,  т о  0 .
П р о в е д е м  п о ф а к т о р н ы й  а н а л и з  п р о т е к а н и я  р е а к ц и и  п о  ф о р м у л е
т ^ П к Ш ) Ш А ) - А т \ , w e  L 5  -  н о м е р  э л е м е н т а р н о й  
р е а к ц и и  Л 5 = Г Ж ж  ?
Н а  о с н о в е  п о л у ч е н н ы х  р е з у л ь т а т о в  п р о в е д е м  а н а л и з  п р о т е к а н и я  
р е а к ц и й  п о  э л е м е н т а р н ы м  р е а к ц и я м  н а  о с н о в е  ф о р м у л :
P A ( i ÿ -
' min. \ i P ( i S , L 4 )  - 0 , 5  I + 0 , 5 ,
m in  \ i P  ( 1 5 ,1 4 )  -  0 ,5 \ - 0 ,5  ?
е с л и
е с л и
A i  =  I ,
A i  = о
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Д л я  у д о б с т в а  и с п о л ь з о в а н и я  в е к т о р - с т о л б е ц  РА п р и в е д е м  
к  в и д у  м а т р и ц ы  с  р а з м е р а м и  N и  п о м е с т и м  в  м а т р и ц у  H P .
А л г о р и т м  4 ,  г д е  Ц (Ж )~  в е к т о р  в е с о в ы х  х а р а к т е р и с т и к  в с е х  
г р у п п  в е щ е с т в ,  п о д в е р г а ю щ и х с я  в е с о в о м у  а н а л и з у .
О б р а з у е м  м а т р и ц у  М ( У ' М ) п о  ф о р м у л е :
М (£ б ,и )~ QUO
QU?)
е с л и  Н Р ( / 6 , / 7 )  =  О,
е с л и  H P ( / . 6 , 1 7 )  ф  0 ? / 6 ^ / 7 ,  
е с л и  Н Р ( / 6  Л 7 ) *  о , / 6  > 1 7 .
А л г о р и т м  5 ,  г д е  Q ( £ yM )  з н а ч е н и я  к о л и ч е с т в а  р а с х о д у е м ы х  
и  о б р а з у е м ы х  в е щ е с т в ,  п о л у ч е н н ы е  н а  о с н о в е  м а т е р и а л ь н о г о  б а л а н с а  
с  д е й с т в у ю щ е г о  о б ъ е к т а .
П р о в е р и м  с о б л ю д е н и е  м а т е р и а л ь н о г о  б а л а н с а  в  м а т р и ц е  М  . 
д л я  э т о г о  д о л ж н ы  в ы п о л н я т ь с я  у с л о в и я
/О
^  М ( / 6 , / 7 )  ^  Q 2 ( i , L 6 )  , а )
1.7=1
AÍ
Z М ( Л 6 , 1 7 ) >  Q2(,a).8 )
16= 1
Е с л и  д л я  к а к о г о - т о  <2 и л и  5 у с л о в и я  н е  в ы п о л н я ю т с я ,  
т о г д а  н е о б х о д и м о  п р о в е р и т ь  а п р и о р н у ю  и н ф о р м а ц и ю , с о о т в е т с т в у ю ­
щую L 6 -  с т р о к е  и л и  L 7 - м у  с т о л б ц у .
А л г о р и т м  6 ,  г д е  P H  -  в е р о я т н о с т ь  п р о т е к а н и я  р е а к ц и й  д л я  
г р у п п и р о в а н и я  в е щ е с т в  о п р е д е л е н н о й  п о  ф о р м у л е  :
JV л
J L  Z M ( / 6 , / 7 )  H P ( L 6 7L7)
Р М ( Ш 4 > ~  }
Po, Ж М(-/-6,а)
16 €{?(//(?)} , 17€ (у (//О)} , iiO , U i  = (Vï.
А л г о р и т м  7 .  В х о д я т  м а т р и ц ы  PH. (Ж /у М )  . Н а  о с н о в е  в е ­
р о я т н о с т н о й  м а т р и ц ы  PH  о б р а з у е м  р я д  ( с п е к т р о в )  м о д е л е й .  Д л я  д а н ­
н о г о  ч и с л а  г р у п п и р о в а н н ы х  в е щ е с т в .  П е р в а я  м о д е л ь  я в л я е т с я  у п р о -
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щ е н я о й  и  п о  в о з р а с т а н и ю  н о м е р а  п о с т е п е н н о  у с л о ж н я е т с я .  О п р е д е л и м  
м а к с и м а л ь н ы й  э л е м е н т  и з  м а т р и ц ы  PH и  п о м е щ а е м  н о м е р  э л е м е н т а  в  
м н о ж е с т в о  Z i  ,  т . е .  о п р е д е л я е м  max { ß ß  (I/O , / Я ) ]  п о л у ч е н ­
н ы й  э л е м е н т  п р о в е р я е м ,  е с л и  РЯ ( I / O , U i ) *  (  Р l U , U o  = i ,J f i  \
I /O , / / /  Ф Z i  U Z  , п о и с к  м е х а н и з м а  р е а к ц и и  з а к а н ч и в а е т с я ,  
е с л и  н е т  п р о в о д и м  п р о в е р к у  м а т е р и а л ь н о г о  б а л а н с а :
//1 ___
Z  М (Щ  U i)> Q 2(i,U i)  ,  Щ  U J G Z V 2 1  , Г / ,
Lff=l
N 1
X  М ( О 0 ,  Ш )  7  0 1 ( 1  I /O ) ,  I / O  1 / {  €. Z U  Z i  /  U  =  i, / н ,
UO=l ' y
е с л и  у с л о в и я  ( 1 0 )  н е  в ы п о л н я ю т с я ,  т о г д а  ( U 0 > L iL  ) з а н о с и т ­
с я  в  м н о ж е с т в о  Z /  и  п р о ц е д у р а  п р о д о л ж а е т с я ,  е с л и  о б а  у с л о ­
в и я  в ы п о л н я ю т с я  ( I / O ,  H i )  з а н о с и т с я  в  м н о ж е с т в о  Z  и  п р о ­
ц е с с  п р о д о л ж а е т с я .
Д а л е е  п о л у ч е н н ы е  с п е к т р ы  м о д е л е й  н а  о с н о в е  ВПМ о б р а б а т ы в а ­
е т с я  с  ц е л ь ю  в ы д е л е н и я  н а и б о л е е  в е р о я т н о й  м о д е л и  д л я  д а н н о г о  м о ­
м е н т а  в р е м е н и .
У с л о ж н е н и е  м о д е л и  п р о ц е с с а  п р и в е д е т  к  б о л е е  т о ч н о м у  о п и с а ­
н и ю  и с с л е д у е м о г о  о б ъ е к т а ,  н о  п р и  э т о м  в о з н и к а ю т  с л е д у ю щ и е  т р у д ­
н о с т и :
-  у в е л и ч и в а е т с я  г р у п п а  в е щ е с т в ,  п о д в е р г а ю щ и х  в е с о в о м у  а н а ­
л и з у ;
-  у с л о ж н я е т с я  а л г о р и т м  а д а п т а ц и и  п а р а м е т р о в  м о д е л и ;
-  п о в ы ш а е т с я  ч а с т о т а  с ъ е м а  д а н н ы х  и з  о б ъ е к т а  у п р а в л е н и я ;
-  у с л о ж н я е т с я  а л г о р и т м  о п т и м и з а ц и и  п р о ц е с с а .
Т а к и м  о б р а з о м  в о з н и к а е т  з а д а ч а .  З а д а ч а  п р и н я т и я  р е ш е н и я  
<С V М  у 0 П У  , г д е  : У М  -  м н о ж е с т в о  в а р и а н т о в  с т р у к т у р  м о д е ­
л е й ;  017 -  п р и н ц и п  о п т и м а л ь н о с т и .
Р е ш е н и е м  з а д а ч и  < (V M  7 /7/7 >  я в л я е т с я  м н о ж е с т в о  V M ^ W ,  
п о л у ч е н н о е  с  п о м о щ ью  п р и н ц и п а  о п т и м а л ь н о с т и  0 П .
О п т и м а л ь н ы й  в а р и а н т  с т р у к т у р ы  м о д е л и  о п р е д е л я е т с я  п о  ф о р м у ­
л е  VMon=mascVM(V), 1/=Ч^У12..
В ы б р а н н а я  н а и б о л е е  п о д х о д я щ а я  м о д е л ь  д л я  д а н н о г о  м о м е н т а  
в р е м е н и  п о д в е р г а е т с я  и е р а р х и ч е с к о й  и д е н т и ф и к а ц и и  н а  о с н о в е  э к с ­
п е р и м е н т а л ь н ы х  д а н н ы х .
П а р а м е т р и ч е с к а я  и д е н т и ф и к а ц и я  п р о и з в о д и т с я  в  к в а з и с т а ц и о н а р -  
н о й  о б л а с т и  ( t Q ^  +  £/i ) ПР И у с т а н о в и в ш е м с я  р е ж и м е
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( ) c  и с п о л ь з о в а н и е м  м е т о д о в  р е г у л я р и з а ц и и .
Т а к и м  о б р а з о м  в ы ш е р а с с м о т р е н н ы е  т е о р е т и ч е с к и е  а с п е к т ы  п р е д ­
л а г а е м о й  р а б о т ы  б ы л и  и с п о л ь з о в а н ы  п р и  п о с т р о е н и и  к о н к р е т н о й  м а ­
т е м а т и ч е с к о й  м о д е л и  г е т е р о г е н н о - к а т а л и т и ч е с к о г о  п р о ц е с с а  г и д р и ­
р о в а н и я  к с и л о з ы ,  к о т о р а я  п р е д с т а в л е н а  в  с л е д у ю щ е м  в и д е :
d X
d r 9 к с *-м -? У ф ?  ,
Ь щ  ' A / /  - y ; /  > x
г д е  обозначены м а т р и ц ы :  У  -  к о н ц е н т р а ц и й  г р у п п и р о в а н н ы х  в е ­
щ е с т в ;  х ,и  -  в х о д н ы х  и  у п р а в л я ю щ и х  п е р е м е н н ы х ;  JCC -  к о н ­
с т а н т  с к о р о с т е й  р е а к ц и й ;  £  -  п р е д э к с п о н е н ц и а л ь н ы х  м н о ж и т е ­
л е й ;  Т  -  т е м п е р а т у р ;  £  -  э н е р г и и  а к т и в а ц и и ;  £  -  п е р е ­
х о д н ы х  ф у н к ц и й ,  а  т а к ж е :  Г" -  в е к т о р  в р е м е н и  к о н т а к т о в
С ~ ‘fy/? ) é  -  л и н е й н а я  к о о р д и н а т а  р е а к т о р а
) ;  Л  -  о б щ а я  д л и н а  р е а к т о р а ;  тТ -  в е к т о р  л и н е й ­
н ы х  с к о р о с т е й  р е а к ц и о н н ы х  с м е с е й  в  р е а к т о р е ;  Л  -  г а з о в а я  п о с ­
т о я н н а я ;  п - -  ч и с л о  с г р у п п и р о в а н н ы х  в е щ е с т в ;  ?п-- ч и с л о  
с е к ц и о н н ы х  о б о г р е в а т е л е й ;  н о м е р  о п ы т а ;  -  п о к а з ы ­
в а ю т ,  ч т о  j  - й  г р у п п ы  в е щ е с т в  п о л у ч а е т с я  / ' - я .
П р и м е н е н и я  р а з р а б о т а н н о г о  а л г о р и т м и ч е с к о г о  м е т о д а  и д е н т и ф и ­
к а ц и и  ф а к т о р н о - н е с т а ц и о н а р н ы х  о б ъ е к т о в  с о к р а щ а е т  в р е м я  и с с л е д о ­
в а н и й  п р и м е р н о  н а  1 8 - 2 0 $ ,  ч т о  д а е т  с о о т в е т с т в у ю щ и й  э к о н о м и ч е с ­
к и й  э ф ф е к т .
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ПЛАНИРОВАНИЯ ВЫЧИСЛЕНИЙ В РАСЧЕТНО-ЛОГИЧЕСКИХ СИСТЕМАХ
С. Р. Родин
ВЦ АН СССР 
ул.Вавилова 40
Москва,СССР
В н а с т о я щ е е  в р е м я  р а з н о о о р а з н ы е  п р и к л а д н ы е  с и с т е м ы ,  п р е д н а ­
з н а ч е н н ы е  д л я  р е ш е н и я  р а з л и ч н ы х  и н ж е н е р н о - к о н с т р у к т о р с к и х  з а д а ч ,  
р а з р а б а т ы в а ю т с я  в  в и д е  п а к е т о в  п р о г р а м м  ( П П ) ,  к о т о р ы е ,  п о - с у щ е с т -  
в у ,  с т а н о в я т с я  с о в р е м е н н ы м  с п о с о б о м  о р г а н и з а ц и и  п р о б л е м н о - о р и е н т и ­
р о в а н н о г о  м а т е м а т и ч е с к о г о  о б е с п е ч е н и я  ЭВМ.
Б л а г о д а р я  с в о е й  с л о ж н о й  в н у т р е н н е й  с т р у к т у р е ,  ПП п о з в о л я ю т  
р е ш а т ь  з а д а ч и ,  с ф о р м у л и р о в а н н ы е  п о л ь з о в а т е л е м  в  с в о и х  с о д е р ж а т е ­
л ь н ы х  т е р м и н а х .  Т а к а я  в о з м о ж н о с т ь ,  п р е д о с т а в л я е м а я  п а к е т а м ,  п о ­
з в о л я е т  с у щ е с т в е н н о  с н и з и т ь  п р о ц е д у р н у ю  н а г р у з к у  и ,  т е м  с а м ы м , 
с у щ е с т в е н н о  р а с ш и р и т ь  к р у г  п о т е н ц и а л ь н ы х  п о л ь з о в а т е л е й , п о з в о л я я  
и м  п р и  р е ш е н и и  с в о и х  з а д а ч  н е я в н о  и с п о л ь з о в а т ь  з н а н и я  и з  о б л а с т и  
п р и к л а д н о й  м а т е м а т и к и  и  п р о г р а м м и р о в а н и я ,  з а л о ж е н н ы е  в  ПП п р и  
е г о  с о з д а н и и .
Р а б о т а  п о л ь з о в а т е л я  с  п а к е т о м  п р о т е к а е т  с л е д у ю щ и м  о б р а з о м .  
П о л ь з о в а т е л ь  н а  с в о ё м  п р о ф е с с и о н а л ь н о - о г р а н и ч е н н о м  я з ы к е  о п и с ы ­
в а е т  и н т е р е с у ю щ у ю  е г о  п р о б л е м н у ю  с и т у а ц и ю  ( м о д е л ь ) ,  а  з а т е м  и с ­
с л е д у е т  е ё ,  о п р е д е л я я  з н а ч е н и я  о д н и х  а т р и б у т о в  м о д е л и  и  и н т е р е ­
с у я с ь  з н а ч е н и я м и  д р у г и х  е ё  а т р и б у т о в  ( с т а в и т  з а д а ч и  н а  м о д е л и ) .  
А л г о р и т м  р е ш е н и я  з а д а ч и  с и н т е з и р у е т с я  П л а н и р о в щ и к о м  п а к е т а ,  к о ­
т о р ы й  с в о д и т  п о с т а в л е н н у ю  п о л ь з о в а т е л е м  з а д а ч у  к  р е ш е н и ю  р я д а  
в з а и м о с в я з а н н ы х  т и п о в ы х  .д л я  ПП з а д а ч ,  р е ш а е м ы х  м о д у л я м и  ф у н к ц и о ­
н а л ь н о г о  и  м е т о д н о - о р и е н т и р о в а и н о г о  н а п о л н е н и я  п а к е т а ,  а  з а т е м  
с т р о и т  п р о г р а м м у ,  р е а л и з у ю щ у ю  э т о т  а л г о р и т м .  П о л у ч е н н а я  п р о г р а м ­
м а  в ы п о л н я е т с я  И с п о л н и т е л ь н о й  п о д с и с т е м о й  п а к е т а ,  к о т о р а я  о р г а ­
н и з у е т  в ы ч и с л и т е л ь н ы й  п р о ц е с с  р е ш е н и я  з а д а ч и .
В а ж н о й  х а р а к т е р и с т и к о й  п а к е т а  я в л я е т с я  м о щ н о с т ь  к л а с с а  р е ш а ­
ем ы х  и м  з а д а ч ,  к о т о р а я  в  з н а ч и т е л ь н о й  с т е п е н и  з а в и с и т  о т  м о щ н о ­
с т и  м е т о д о в  с и н т е з а  а л г о р и т м о в  р е ш е н и я .
Р а с с м о т р и м  п р о б л е м ы ,  в о з н и к а ю щ и е  п р и  с и н т е з е  а л г о р и т м а  р е ­
ш е н и я  з а д а ч  р а с ч ё т а  и  о п т и м и з а ц и и  с т а н д а р т н ы х  р е ж и м о в  ф у н к ц и о н и ­
р о в а н и я  т е х н и ч е с к и х  с и с т е м .
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В к а ч е с т в е  м о д е л и  т е х н и ч е с к о й  с и с т е м ы  б у д е м  р а с с м а т р и в а т ь  
в ы ч и с л и т е л ь н у ю  м о д е л ь  T Ú L -  ( О ,  А )  , к о т о р а я  п р е д с т а в л я е т  с о б о й  
с и с т е м у  о т н о ш е н и й  0 = ( о 1 ) . . . ,  ö-*-) » с в я з а н н ы х  о б щ и м и  а т р и б у т а ­
м и  А =  ( a i  ^  • Э т а  м о д е л ь  ф о р м и р у е т с я  п а к е т о м  п о
д а н н о м у  п о л ь з о в а т е л е м  о п и с а н и ю  м о р ф о л о г и и  и  ф у н к ц и о н а л ь н о г о  н а з ­
н а ч е н и я  с и с т е м ы  н а  о с н о в е  м е т о д о в  п е р е ф о р м у л и р о в а н и я ,  з а л о ж е н н ы х  
в  Ш .
П ри р е ш е н и и  з а д а ч  р а с ч ё т а  с т а ц и о н а р н ы х  р е ж и м о в  ч а с т о  м о ж н о  
с ч и т а т ь ,  ч т о  о т н о ш е н и я  » i - 1 , ^  я в л я ю т с я  о д н о ш ,и н ы м и .
т . е .  ч и с л о  а т р и б у т о в ,  з н а ч е н и е  к о т о р ы х  м о ж е т  б ы т ь  в ы ч и с л е н о  и з  
т а к о г о  о т н о ш е н и я ,  н е  з а в и с и т  о т  р а з б и е н и я  м н о ж е с т в а  е г о  а т р и б у т о в  
а >  н а  в х о д н ы е  и  в ы х о д н ы е .  П р и  э т о м  ч и с л о  в ы х о д н ы х  а т р и б у т о в  
н а з ы в а е т с я  р а н г о м  ' l l  о д н о р о д н о г о  о т н о ш е н и я  .
Е с л и  с ч и т а т ь ,  ч т о  в с е  о т н о ш е н и я  м о д е л и  ф у н к ц и о н а л ь н о  н е з а в и ­
с и м ы , т о  е с т е с т в е н н о  п о т р е б о в а т ь ,  ч т о б ы  л ю б а я  п о д с и с т е м а  о т н о ш е ­
н и й  б ы ла с т р у к т у р н о - н е п р о т и в о р е ч и в о й , т . е .  ч т о б ы  д л я  л ю б о г о  п о д ­
м н о ж е с т в а  о т н о ш е н и й  0  Я 0  в ы п о л н я л о с ь  н е р а в е н с т в о
S  t i  4  I U I , г д е  1 0- 6 0 ' }  .  Э т о  у с ­
л о в и е  г а р а н т и р у е т ,  ч т о  р а н г  л ю б о й  п о д с и с т е м ы  о т н о ш е н и й  0  с  О  
р а в е н  с у м м а р н о м у  р а н г у  о т н о ш е н и й  э т о й  п о д с и с т е м ы ,  т . е .  л ю б а я  п о д ­
с и с т е м а  о т н о ш е н и й  м о д е л и  о п р е д е л я е т  н е к о т о р о е  н о в о е  о д н о р о д н о е  
о т н о ш е н и е .
Б у д е м  п р е д п о л а г а т ь ,  ч т о  к а ж д о м у  о т н о ш е н и ю  О 4, м о д е л и  TQít, 
с о о т в е т с т в у е т  н а б о р  я в н ы х  ф у н к ц и й  р а з р е ш е н и я  э т о г о  о т ­
н о ш е н и я ,  п р и ч ё м  к а ж д а я  ф у н к ц и я  (£ е  и м е е т  р а н г  t i  и  р е а л и ­
з у е т с я  н е к о т о р ы м  п р о г р а м м н ы м  м о д у л е м  ф у н к ц и о н а л ь н о г о  н а п о л н е н и я  
П П .
В ы ч и с л и т е л ь н у ю  м о д е л ь  WC  , н а б о р  ф у н к ц и й  р а з р е ш е н и я  о т н о ­
ш е н и й  м о д е л и ,  а  т а к ж е  с о о т в е т с т в и е  м е ж д у  ф у н к ц и я м и  и  м а т е м а т и ч е с ­
к и м и  з а д а ч а м и  с  о д н о й  с т о р о н ы  и  п р о г р а м м н о - р е а л и з у ю щ и м и  и х  м о д у ­
л я м и  с  д р у г о й ,  б у д е м  и с п о л ь з о в а т ь  к а к  м а т е м а т и ч е с к и е  и  п р о г р а м ­
м н ы е  з н а н и я ,  и с п о л ь з у е м ы е  п р и  с и н т е з е  а л г о р и т м а  и  п р и  р е ш е н и и  з а ­
д а ч  н а  м о д е л и .
О г р а н и ч и м с я  р а с с м о т р е н и е м  п р о б л е м  с и н т е з а  а л г о р и т м а  р а с ч ё т ­
н о й  з а д а ч и  3 ( А % х , А йъ^ ' )  н а  в ы ч и с л и т е л ь н о й  м о д е л и  1УС .  Э т а  
з а д а ч а  з а к л ю ч а е т с я  в  т о м ,  ч т о  с р е д и  м н о ж е с т в а  а т р и б у т о в  м о д е л и  
в ы д е л я е т с я  д в а  н е п е р е с е к а ю щ и х с я  п о д м н о ж е с т в а :  м н о ж е с т в о  А йх 
и с х о д н ы х  д а н н ы х  ( в х о д н ы е  а т р и б у т ы  з а д а ч и )  и  м н о ж е с т в о  Авых р е ­
з у л ь т а т о в  ( в ы х о д н ы е  а т р и б у т ы  з а д а ч и ) .  Р е ш и т ь  р а с ч ё т н у ю  з а д а ч у  -
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ЭТО з н а ч и т  п р и  з а д а н н ы х  з н а ч е н и я х  в х о д н ы х  а т р и б у т о в  н а й т и  з н а ч е ­
н и я  в ы х о д н ы х  а т р и б у т о в ,  у д о в л е т в о р я ю щ и е  о т н о ш е н и я м  м о д е л и  ТОТ. .
В а ж н о с т ь  р а с ч ё т н ы х  з а д а ч  з а к л ю ч а е т с я  в  т о м ,  ч т о  о н и  я в л я ю т ­
с я  п о д з а д а ч а м и  л ю б о й  з а д а ч и  р а с ч ё т а  ( о п т и м и з а ц и и )  с т а ц и о н а р н ы х  
р е ж и м о в  ф у н к ц и о н и р о в а н и я  т е х н и ч е с к о й  с и с т е м ы ,  о п и с ы в а е м о й  м о д е ­
л ь ю  W . .
В п р о ц е с с е  с и н т е з а  а л г о р и т м а  р е ш е н и я  р а с ч ё т н о й  з а д а ч и  е с т е ­
с т в е н н о  в ы д е л я ю т с я  с л е д у ю щ и е  ч е т ы р е  э т а п а :
1 .  О п р е д е л и т ь ,  р а з р е ш и м а  л и  з а д а ч а ,  и  е с л и  р а з р е ш и м а ,  т о  н а й т и  
м и н и м а л ь н у ю  р а зр е ш а ю щ у ю  п о д с и с т е м у  о т н о ш е н и й  м о д е л и .
2 .  Д л я  к а ж д о г о  о т н о ш е н и я  и з  н а й д е н н о й  п о д с и с т е м ы  в ы б р а т ь  ф у н к ц и ю  
и з  н а б о р а  ф у н к ц и й  р а з р е ш е н и я  э т о г о  о т н о ш е н и я  т а к ,  ч т о б ы  " с л о ж ­
н о с т ь "  а л г о р и т м а  б ы л а  м и н и м а л ь н а .
3 .  В ы д е л и т ь  в с п о м о г а т е л ь н ы е  п о д з а д а ч и  и  п о с т р о и т ь  а л г о р и т м  р е ш е ­
н и я .
4 .  С ф о р м и р о в а т ь  п р о г р а м м у  р е ш е н и я  р а с ч ё т н о й  з а д а ч и .
О с о б ы й  п р а к т и ч е с к и й  и н т е р е с  п р е д с т а в л я ю т  п е р в ы е  д в а  э т а п а ,  
п о э т о м у  р а с с м о т р и м  п р о б л е м ы ,  в о з н и к а ю щ и е  п р и  и х  р е а л и з а ц и и .  О г ­
р а н и ч е н н ы й  о б ъ ё м  с т а т ь и  н е  п о з в о л я е т  п р и в е с т и  п о д р о б н ы й  а н а л и з  
и  о п и с а н и е  а л г о р и т м о в  р е ш е н и я  э т и х  з а д а ч  п л а н и р о в а н и я .  П е р е ч и с ­
л и м  ли ш ь о с н о в н ы е  р е з у л ь т а т ы .
I .  Р е ш е н и е  з а д а ч и  п л а н и р о в а н и я  п е р в о г о  э т а п а . С р а с ч ё т н о й  з а д а ­
ч е й  S  ( А вх , A н а  м ° Д е л и  W t = ( O t A ' )  с в я ж е м  о р и е н т и ­
р о в а н н ы й  в з в е ш е н н ы й  г р а ф
( S )  = ( O U ( A ' A í x ) U i U t  . C V ' - V w l U V i U V t . W ' ) ,
г д е  -  в ер ш и н ы  э т о г о  г р а ф а ,  а  е г о  д у г а м
VnVí* = {(*l,aploi«0,a;eal}N{Coi>ai'>|eíí 0,а;«А6хЦ
V4 = { (Л,»Н»«0} , Vt  = t W l U í  А'А,„}
п р и п и с а н ы  м а к с и м а л ь н ы е  п р о п у с к н ы е  с п о с о б н о с т и
1, если tr 6 (V \V b x )  U Vt
T-^ ecjivA v- -  (о\аЛ, g. 4
М а к с и м а л ь н ы й  4 - t  п о т о к  в  г р а ф е  K w ( 3 )  н а з о в ё м  п о л н ы м , 
е с л и  о н  р а в е н  с у м м е  р а н г о в  о т н о ш е н и й  м о д е л и  V fl .
У т в е р ж д е н и е  I .
Е с л и  п р о и з в о л ь н ы й  м а к с и м а л ь н ы й  п о т о к  в  г р а ф е  ( S ' )  н е
W  O') =
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я в л я е т с я  п о л н ы м ,  т о  з а д а ч а  3  н е р а з р е ш и м а .
П у с т ь  U . -  п р о и з в о л ь н ы й  п о л н ы й  S - t  п о т о к  в  г р а ф е  
K w  ( 3 )  .  Он п о р о ж д а е т  о р и е н т и р о в а н н ы й  д в у д о л ь н ы й  г р а ф
с  м н о ж е с т в о м  д у г  Ъ  , п о л у ч а е м ы х  
и з  V 'V a x  с л е д у ю щ е й  о р и е н т а ц и е й  р ё б е р :  р е б р о  v - =  (© ^cO & V W b x  
п е р е х о д и т  в  д у г у  f a , о )  ,  е с л и  и О )  =  1  , л и б о  в  д у г у  (&, а ) , 
е с л и  лл  С а г -} =  О  .  П у с т ь  А и с Д ч Д в х - м н о ж е с т в о  в е р ш и н ,  ,д л я  к о ­
т о р ы х  в  г р а ф е  (’5 ' )  с у щ е с т в у е т  д у г а  ( а ,  ©О е  £> •
У т в е р ж д е н и е  2 .
Е с л и  А6ЫХ ф А и  ,  т о  з а д а ч а  3  н е р а з р е ш и м а .
Ч е р е з  C C A b b i O  о б о з н а ч и м  м н о ж е с т в о  в е р ш и н  г р а ф а  ( 3 ) ,  
п р е д ш е с т в у ю щ и х  м н о ж е с т в у  в ы х о д н ы х  а т р и б у т о в  з а д а ч и .
У т в е р ж д е н и е  3 .
Е с л и  С ( А в^ П 0  Q  А и  , т о  м н о ж е с т в о  C f A ^ f l f A ^ A b b i v 4)
я в л я е т с я  м и н и м а л ь н о й  р а з р е ш а ю щ е й  с и с т е м о й  д л я  з а д а ч и  3  • В п р о ­
т и в н о м  с л у ч а е  з а д а ч а  3  н е р а з р е ш и м а .
Т а к и м  о б р а з о м ,  р е ш е н и е  з а д а ч и  п л а н и р о в а н и я  п е р в о г о  э т а п а  
с в о д и т с я  к  з а д а ч е  н а х о ж д е н и я  п о л н о г о  п о т о к а  в  г р а ф е  с  ц е л о ч и с л е н ­
ны м и м а к с и м а л ь н ы м и  п р о п у с к н ы м и  с п о с о б н о с т я м и  и  к  з а д а ч е  п о с т р о е ­
н и я  м н о ж е с т в а  д о с т и ж и м о с т и .  К а к  и з в е с т н о ,  д л я  р е ш е н и я  э т и х  з а д а ч  
с у щ е с т в у ю т  э ф ф е к т и в н ы е  а л г о р и т м ы .  И н а ч е  о б с т о и т  д е л о  п р и  р е ш е н и и  
з а д а ч  п л а н и р о в а н и я  в т о р о г о  э т а п а .
П . Р е ш е н и е  з а д а ч и  п л а н и р о в а н и я  в т о р о г о  э т а п а .  Р а с ч ё т н у ю  з а д а ч у ,  
д л я  к о т о р о й  с у щ е с т в у е т  р а з р е ш а ю щ а я  с и с т е м а ,  н а з о в ё м  р а з р е ш и м о й . 
У т в е р ж д е н и е  4 .
Д л я  р е ш е н и я  п р о и з в о л ь н о й  р а з р е ш и м о й  з а д а ч и  д л я  к а ж д о г о  о т ­
н о ш е н и я  и з  м и н и м а л ь н о й  р а з р е ш а ю щ е й  с и с т е м ы  д о с т а т о ч н о  и с п о л ь з о ­
в а т ь  р о в н о  о д н у  ф у н к ц и ю .
В ы б о р  д о п у с т и м ы х  ф у н к ц и й  р а з р е ш е н и я  ^  о п р е д е ­
л я е т  о р и е н т и р о в а н н ы й  д в у д о л ь н ы й  г р а ф
С  (3^ = ((c0(am*)uobi)U(c4(amx')UAm),6\
г д е  С 0 ( А в ы х ^  — С ( А в ы х ')  П  ( А 4 А а ы х ) , С А СА ВЫх') — С  С А вы Х ^ П  0 ,
О в х  -  о т н о ш е н и е , з н а ч е н и е  а т р и б у т о в  к о т о р о г о  р а в н ы  и с х о д н ы м  
д а н н ы м  з а д а ч и ,  а  ! ) ■ = .{  d l  cL - ( o, ol) , е с л и  q . в ы х о д н о й  а т р и б у т  
д л я  ф у н к ц и и ,  р а з р е ш а ю щ е й  о т н о ш е н и е  О e  C 0 (A Bb d )  U  0 ВХ и  d = ( a , o ) i  
е с л и  a  -  в ы х о д н о й  а т р и б у т  } -  .д у г и  г р а ф а .
У т в е р ж д е н и е  5 .
Р е ш е н и е  р а с ч ё т н о й  з а д а ч и  3  с в о д и т с я  к  р е ш е н и ю  с л е д у ю щ е й  с и -
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стемы уравнений порядка :
(I)
где - значение атрибутов а 6 СА (А вы*') U Ав* , дая ко-
торых в графе 1^(3) полустепень захода боль- 
ше единицы,
y=(xlv..,X,^ “ значение атрибутов <Х € СА (Аьых^Авх * которых 
в графе П£ СЗ) полустепень захода равна нулю,
П.Р
Yii- Zl<;, а функции F вычисляются в силу отноше- 
1ний минимальной разрешающей системы.
Пусть f = ггъоэс. , а Ъ  = та ос ^  .
Утверждение 6.
Задача выбора допустимого набора разрешений отношений, мини­
мизирующего порядок системы (I) является NP— полной при 
f ^  2 и г > 2.
Таким образом, для решения задачи планирования второго этапа 
необходимо использовать приближённые эвристические методы. Эти 
метода можно основывать на следующей специфике задачи.
Пусть часть функций для 0' ССоСАвых") выбрана. Через 
AÍJ. обозначим множество выходных атрибутов функций 
Рассмотрим взвешенный орграф
g£  (3 W  ( Со(А,н„>0'-) U Â U i U t (V$UVtU V , w \
где А = U  At - множество выходных атрибутов функций раз-
С о  ( А б Ы ^  ( А
решения отношений С0(Авых^ 4  ^ , дуги V - \ & )\ а. €
а дуги V, VA и веса W  определяются также, как и ,для графа
Kw (3).Утверждение 7.
При фиксированном допустимом наборе функций разрешения ддя ча­
сти отношений О* £ Соевых) нижняя оценка порядка системы (I) 
дается значением максимального 4-"Ь потока в графе Сг^СЗУ
Это утверждение позволяет строить оценки ветвей дерева пере­
бора при решении задачи планирования методами типа "ветвей и гра­
ниц".
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Р а с с м о т р е н н ы е  п р и н ц и п ы  с и н т е з а  а л г о р и т м о в  р е ш е н и я  р а с ч ё т н ы х  
з а д а ч  л е ж а т  в  о с н о в е  П л а н и р о в щ и к а  и н с т р у м е н т а л ь н о й  с и с т е м ы  М А В Р, 
р а з р а б а т ы в а е м о й  в  В ы ч и с л и т е л ь н о м  Ц е н т р е  АН СССР C I  -  2 ]  .
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ИСПОЛЬЗОВАНИЕ ОКРЕСТНОСТИ I  ПОРЯДКА В ЛОКАЛЬНЫХ 
АЛГОРИТМАХ МИНИМИЗАЦИИ Д .Н .Ф .
Ш е с т е р о в а  Н . А .
С С С Р , г . Т а ш к е н т ,  НПО " К и б е р н е т и к а ” АН У з С С Р
С р е д и  м н о ж е с т в а  р а з л и ч н ы х  а л г о р и т м о в  п о с т р о е н и я  о п т и м а л ь н ы х  
с х е м  м о ж н о  в ы д е л и т ь  к л а с с  л о к а л ь н ы х  а л г о р и т м о в ,  д л я  к а ж д о г о  э л е ­
м е н т а  с х е м ы  п р о в о д я щ и х  а н а л и з  п о  " д о с т а т о ч н о  б л и з к и м "  к  и с с л е д у ­
е м о м у  э л е м е н т а м .  В о з м о ж н о с т ь  р е ш е н и я  в  э т о м  к л а с с е  а л г о р и т м о в  ц е ­
л о г о  р я д а  э к с т р е м а л ь н ы х  з а д а ч  и ,  в  ч а с т н о с т и ,  з а д а ч ,  с в я з а н н ы х  с  
п р о б л е м о й  м и н и м и з а ц и и  д и з ъ ю н к т и в н ы х  н о р м а л ь н ы х  ф о р м  ( д . н . ф . )  б ы л а  
п о к а з а н а  Ю .И .Ж у р а в л е в ы м  /  2  / .  В э т о й  ж е  р а б о т е  в п е р в ы е  б ы л о  в в е ­
д е н о  п о н я т и е  о к р е с т н о с т и  к о н ъ ю н к ц и и  и  д о к а з а н о ,  ч т о  р е ш е н и е  п р о ­
б л е м ы  м и н и м и з а ц и и  д . н . ф .  в  к л а с с е  л о к а л ь н ы х  а л г о р и т м о в  н е в о з м о ж ­
н о ,  е с л и  и с п о л ь з о в а т ь  т о л ь к о  и н ф о р м а ц и ю  о б  о к р е с т н о с т я х  к о н е ч н о г о  
п о р я д к а .  Т е м  н е  м е н е е ,м о ж н о  и с к а т ь  н е  о б я з а т е л ь н о  м и н и м а л ь н у ю  ( п о  
к о л и ч е с т в у  к о н ъ ю н к ц и й )  д . н . ф . ,  а  д о с т а т о ч н о  б л и з к у ю  к  н е й ,  и  п р о ­
в о д и т ь  л о к а л ь н ы й  а н а л и з ,  н а п р и м е р ,  п о  о к р е с т н о с т и  п е р в о г о  п о р я д к а ,  
у д а л я я  и л и  з а к р е п л я я  к о н ъ ю н к ц и и  в  д . н . ф .  т а к , ч т о  д л и н а  п о л у ч е н н о й  
д . н . ф .  б у д е т  д о с т а т о ч н о  б л и з к а  к  м и н и м а л ь н о й .  Д л я  о ц е н к и  т о ч н о с т и  
п о л у ч е н н ы х  р е з у л ь т а т о в  и  т р у д о е м к о с т и  и с п о л ь з у е м ы х  л о к а л ь н ы х  п р о ­
ц е д у р  н е о б х о д и м о  и с с л е д о в а т ь  м е т р и ч е с к и е  ( к о л и ч е с т в е н н ы е )  с в о й с т ­
в а  о к р е с т н о с т и  п е р в о г о  п о р я д к а  к о н ъ ю н к ц и й  д л я  б о л ь ш и н с т в а  д . н . ф . ,  
р е а л и з у ю щ и х  б у л е в ы  ф у н к ц и и .
Д . н . ф . ^  п р е д с т а в л я е т  с о б о й  з а п и с ь  б у л е в о й  ф у н к ц и и  /  в  
в и д е  д и з ъ ю н к ц и и  ( м н о г о м е с т н о й  ф у н к ц и и  " и л и " )  J(i V Je«? V . . .  V  Ж ^  , 
г д е  к а ж д ы й  ч л е н  -  э л е м е н т а р н а я  к о н ъ ю н к ц и я  ( э . к . )  -  е с т ь  л о г и ­
ч е с к о е  п р о и з в е д е н и е  ( м н о г о м е с т н а я  ф у н к ц и я  " и " )  т е х  и л и  и н ы х  п е р е ­
м е н н ы х  и з  с о в о к у п н о с т и  { # 1, * 2  , , Х п }  , в з я т ы х  с  о т р и ц а н и е м  и л и  
б е з  н е г о .  К а ж д а я  б у л е в а  ф у н к ц и я  S  и м е е т  б о л ь ш о е  к о л и ч е с т в о  с у щ е ­
с т в е н н о  р а з л и ч н ы х  д . н . ф . ,  с р е д и  к о т о р ы х  т р е б у е т с я  н а й т и  м и н и м а л ь -
-зоб­
н ую  п о  д л и н е .  О ч е в и д н о ,  ч т о  м и н и м а л ь н а я  д . н . ф .  я в л я е т с я  н е у п р о щ а -  
е м о й ,  т . е .  п е р е с т а е т  р е а л и з о в ы в а т ь  б у л е в у  ф у н к ц и ю  У  п р и  у д а л е ­
н и и  и з  н е е  л ю б о й  я . к .
П ри  и з у ч е н и и  д . н . ф .  ч а с т о  п р и б е г а ю т  к  г е о м е т р и ч е с к о й  и н т е р ­
п р е т а ц и и ,  к о г д а  к а ж д о й  б у л е в о й  ф у н к ц и и  с о п о с т а в л я е т с я  м н о ж е с т в о  
^  т о ч е к  ói  е д и н и ч н о г о  /ь - м е р н о г о  к у б а  f ê ”' т а к и х ,  ч т о  ,
е с л и  Jc<Z) -  I  , а  к а ж д о й  э . к .  УС -  н е к о т о р ы й  п о д к у б  ( и н т е р в а л )  
Jfjç  к у б а  . В  э т о м  с л у ч а е  з а д а ч у  м и н и м и з а ц и и  б у л е в ы х  ф у н к ц и й
в  к л а с с е  д . н . ф .  м о ж н о  з а м е н и т ь  н а  э к в и в а л е н т н у ю  е й  з а д а ч у  п о к р ы ­
т и я  п о д м н о ж е с т в а  Л '}  куба  g п м а к с и м а л ь н ы м и  ( н е  п о к р ы в а е м ы м и  н и к а ­
к и м  д р у г и м  и н т е р в а л о м  и з  <Л/'у ) и н т е р в а л а м и .  Н е о б х о д и м ы м  и  д о с т а ­
т о ч н ы м  у с л о в и е м  н е у п р о щ а е м о с т и  п о к р ы т и я  б у д е т  с у щ е с т в о в а н и е  в  к а ­
ж д о м  и н т е р в а л е  э т о г о  п о к р ы т и я  х о т я  бы  о д н о й  я д р о в о й  ( н е  п р и ­
н а д л е ж а щ е й  н и к а к о м у  д р у г о м у  и н т е р в а л у  д а н н о г о  п о к р ы т и я )  т о ч к и . В е ­
л и ч и н а  d - h - 7 .  , г д е  г  -  к о л и ч е с т в о  в х о д я щ и х  в  э . к .  ^  п е р е м е н н ы х ,  
н а з ы в а е т с я  р а з м е р н о с т ь ю  и н т е р в а л а  .  О ч е в и д н о ,  Л У # /  .
Д л я  к а ж д о й  э . к .  СК. о к р е с т н о с т ь ю  п е р в о г о  п о р я д к а  о т н о с и т е л ь ­
н о  д . н . ф .  б у д е т  м н о ж е с т в о  э . к .  C/tj и з  ^  т а к и х ,  ч т о
СК 1/ JC j î  О ( и л и  0 ^ -  Ф 0  ) .
Б у д е м  г о в о р и т ь , ч т о  п о ч т и  в с е  б у л е в ы  ф у н к ц и и  о б л а д а ю т  о п р е д е ­
л е н н ы м  с в о й с т в о м , е с л и  д о л я  ф у н к ц и й ,  н е  о б л а д а ю щ и х  э т и м  с в о й с т в о м ,  
п о  о т н о ш е н и ю  к  о б щ е м у  к о л и ч е с т в у  ф у н к ц и й  с т р е м и т с я  к  н у л ю .
О б о з н а ч и м  ч е р е з  X к ± (J )  -  ч и с л о  - м е р н ы х  м а к с и м а л ь н ы х  и н т е р ­
в а л о в  ф у н к ц и и  /  , и м ею щ и х  в  п е р е с е ч е н и и  с  н е к о т о р ы м  м а к с и м а л ь н ы м  
р  -м е р н ы м  и н т е р в а л о м  и з  и н т е р в а л  р а з м е р н о с т и  i  ,  ЗСК t (п )  -
-  с р е д н е е  з н а ч е н и е  э т о й  в е л и ч и н ы  п о  в с е м  б у л е в ы м  ф у н к ц и я м ,  с о д е р ­
ж ащ им д а н н ы й  р  - м е р н ы й  и н т е р в а л  ( к о л и ч е с т в о  т а к и х  ф у н к ц и й  р а в н о  
( £ * р ~ â p ( п - р  -г О  ) .  Т о г д а  с р е д н ю ю  в е л и ч и н у  о к р е с ­
т н о с т и  п е р в о г о  п о р я д к а  п о  в с е м  ф у н к ц и я м  /  , с о д е р ж а щ и м  д а н н ы й
Р - м е р н ы й  и н т е р в а л ,  м о ж н о  п р о с ч и т а т ь  п о  ф о р м у л е
ЛЕММА.
« О -
_  Р-1 n~p + i  ---
Z W *  Г *  И
~  л* t r.2P(n~p) г *LÉ
-
(p 2 p~ 0 ”~p г ?  -*
— _Z»-P
p2c~ (i+Oë ^ } в - г <
P
У
В с в я з и  с  б о л ь ш и м  о б ъ е м о м  в ы к л а д о к ,  д о к а з а т е л ь с т в о  н е  п р и в о ­
д и т с я .
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ТЕОРЕМА. Д л я  п о ч т и  в с е х  б у л е в ы х  ф у н к ц и й  / о т  П. п е р е м е н н ы х  
ч и с л о  э . к .  в  о к р е с т н о с т и  п е р в о г о  п о р я д к а  п р о и з в о л ь н о й  к о н ъ ю ­
н к ц и и ,  в х о д я щ е й  в  л /  , у д о в л е т в о р я е т  н е р а в е н с т в у
dC(J) ^U + fykxjtoejii Zí m  Sn = о
Д о к а з а т е л ь с т в о .  Д л я  п о л у ч е н и я  о ц е н к и  и с п о л ь з у е т с я  и з в е с т н ы й  
/  I  /  р е з у л ь т а т :  д о л я  ф у н к ц и й ,  д л я  к о т о р ы х  Р ( £ )  > /  р '(*-) ( Р ( £ )  -  
-  з н а ч е н и е  н е к о т о р о г о  п а р а м е т р а ) ,  н е  п р е в о с х о д и т  £  { £  > о  ) .
Т ° Г Д а X ( J ) i £ Z ( i t )  = ■ п.
П о л а г а я  £  = /  ,  п о л у ч а е м  у т в е р ж д е н и е .
П о л у ч е н н а я  о ц е н к а  о з н а ч а е т , ч т о  п р и м е н е н и е  л о к а л ь н о г о  а н а л и з а  
о к р е с т н о с т и  п е р в о г о  п о р я д к а  в  а л г о р и т м а х  м и н и м и з а ц и и  д . н . ф .  у в е ­
л и ч и в а е т  и х  с л о ж н о с т ь  н е  б о л е е ,  ч е м  в  р а з  ( & к л < £ , -
-  О ) . О д н а к о ,  т а к о й  а н а л и з  в  п р и б л и ж е н н ы х  а л г о р и т м а х  п о з в о л я е т  п о ­
л у ч а т ь  б о л е е  о п т и м а л ь н о е  р е ш е н и е . Т а к ,  в  ш и р о к о  и з в е с т н о м  г р а д и е н ­
т н о м  а л г о р и т м е ,  к о т о р ы й  з а к л ю ч а е т с я  в  п о ш а г о в о м  о т б о р е  в  п о к р ы т и е  
j v /  и н т е р в а л о в  н а и б о л ь ш е й  р а з м е р н о с т и ,  к о н е ч н ы м  р е з у л ь т а т о м  д л я  
п о ч т и  в с е х  б у л е в ы х  ф у н к ц и й  я в л я е т с я  д . н . ф . ,  о т л и ч а ю щ а я с я  п о  д л и н е  
о т  м и н и м а л ь н о й  н е  б о л е е ,  ч е м  в  С., ■ lo q  Zog *ь р а з  ( <?/ -  к о н с т а н т а )
/  3  / ,  н о ,  в о о б щ е  г о в о р я ,  д а н н а я  д . н . ф .  н е  б у д е т  н е у п р о щ а е м о й .Е с ­
л и  и з  о к р е с т н о с т и  о ч е р е д н о г о  р а с с м а т р и в а е м о г о  и н т е р в а л а  л / с  у д а ­
л я т ь  п о с л е д о в а т е л ь н о  и н т е р в а л ы  в  п о р я д к е  в о з р а с т а н и я  и х  р а з м е р н о ­
с т е й  д о  т е х  п о р ,  п о к а  в  и н т е р в а л е  И / /  н е  п о я в и т с я  х о т я  бы  о д н а  
я д р о в а я  т о ч к а ,  и  т о л ь к о  п о с л е  э т о г о  в н о с и т ь  и н т е р в а л  л / #  в  п о к р ы ­
т и е ,  а  у д а л е н н ы е  и н т е р в а л ы  с ч и т а т ь  н е  в х о д я щ и м и  в  м и н и м а л ь н у ю  
д . н . ф . ,  т о  р е з у л ь т а т о м  б у д е т  н е у п р о щ а е м а я  д . н . ф . ,  д л и н а  к о т о р о й  
н е  б о л е е ,  ч е м  в  c Eoqloqn. р а з  ( С -  к о н с т а н т а )  б о л ь ш е  д л и н ы  м и ­
н и м а л ь н о й  д л я  п о ч т и  в с е х  б у л е в ы х  ф у н к ц и й .
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0. Introduction
Karel the Robot as an introductory programming course 
has been introduced by R. Pattis in his famous book C l ]  .
A slightly modified version of the language has been imple­
mented at the Komensky University in Bratislava. The main 
distinction between the original and our version consists 
in different kinds of program processing. While Pattis 
have used a classical way, based on compiling of program 
followed by its execution, we have preferred a direct inter 
pretation of each completed and syntactically correct sta­
tement. Since the text of program and Karel^s reactions can 
be observed on a screen simultaneously, the period between 
the writing of a statement and the observation of its execu 
tion is shortened as much as possible. Students are offered 
an ideal opportunity of discovering of errors, debugging 
and improving their programs.
-309-
The course based on our approach is assumed to be done 
just right at the terminals. To have the possibility of the 
parallel writing of Droprram and of the presentation of its 
execution the screen of display is divided into three parts: 
two windows and a communication line.
The left window is used for writing of program, the 
right one shows Karel’s town and his moving there. A student 
write his program through keyboard, the system presents him 
the text of program and Karel’s reactions on the screen. The 
system also communicates with user through the communication 
line /detects the errors, asks for his agreement with Karel’s 
actions and so on/. In the case of any error, the text can be 
edited and it is executed once more /automatically/.
Because the problems solved are non-numerical and pro­
gramming resembles a play, students formulate their own problems 
very easily and solve them as well. That way their activity is 
highly self-controlled and uses the comparison between the 
actions Dlanned and provided for the self-education.
1. Building Karel’s town
"The play" with Karel consists of two parts: of building 
Karel’s town and of the programming Karel’s behaviour in the 
streets. In this section we describe how to build "the play­
ground" - the world Karel will work in.
At the beginning the right window contains the rectangu­
lar net of points representing crossings of /horizontal/ streets 
and /vertical/ avenues. The user can put walls and beepers 
into the net. The walls are barriers on the route between two 
crossings, beepers are used as markers or counters. On each 
crossing from 0 to S beepers can be put and a wall can be laid 
between any two neighbour crossings.
Inserting of walls and beepers is interactive, too. The 
programmer leads a pointer on the desired point in the window 
and then places the object there /pressing a fixed key/. The 
instruction how to put and delete walls and beepers are written 
in the left window.
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At the end of this Dart of play Karel the Robot is loca­
ted at a particular crossing facing one of four cardinal points. 
The upper boundary of screen means the north and other cardinal 
points are oriented like on a map, too. Pressing a fixed key 
this part of "play" ends. The left window is cleaned / to be 
ready for writing nrogram/, the right one remains unchanged.
2. Programming Karel’s behaviour
2. 1. Primitive instructions
In accordance with instructions Karel is able to move 
within his town and manipulate with beepers. He is not able 
go through walls, he must go round, Karel understands two pri­
mitive instructions that change his position. The first is 
MOVE
which orders Karel to move forward to the next crossing. To 
avoid damaging himself, Karel will not move if he sees a wall 
or a boundary of window just before him. In that case he answers 
I can’t go forward 
in the communication line /CL/.
Note: If there are some beepers on the crossing Karel is stan­
ding on, there is no way to present Karel and beepers 
at the same point of screen simultaneously. Thus, while 
Karel stands on the crossing, the CL shows the number of 
beepers there.
The second primitive instruction is 
TURNLEFT
This instruction changes the direction that Karel is facing, 
but does not alter his location.
The following instructions permit him to handle beepers.
After
PICKBEEPER
he picks up a beeper from the crossing he is standing on.
When there is none, Karel announces it in the CL.
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Reversely, after the instruction 
PUTBSEPER
he places a beeper on his current crossing. When there is nine 
beepers before the instruction, he reject the action with the 
announcement
There is no place for the next beeper.
Every instruction wnich can not be realized is assumed to be 
equal to the dummy one, i. e., the programmer can continue in 
writing program without any change in his program.
As you can see the reserved words are relatively long.
That may cause problems to novice programmers who are not 
acquinted with the keyboard. For that reason, after pressing 
first three characters the system looks for an appropriate 
word in an inner table. When the word is found, the text on the 
screen is completed and the system asks for user^s agreement 
with the ch o ice  in the CL.
'Wien it is accepted the corresponding action is executed. 
In the opposite case system looks for another word. If there 
is no word beginning with those three letters in the table, 
the user is asked for a correction.
2. 2. Structured instruction
Since Karel is mentioned as an introduction to Pascal, 
algol-like structured statements are used.
Block structuring is accomplished by placing a sequence 
of instructions between the brackets BEGIN and END. Semicolons 
or other delimiters amoung instructions are not necessary, 
because words are completed by system and, consequently, the 
end of every syntactical unit is exactly known.
There are two kinds of loops Karel is able to do
ITERATE (positive number> TIMES (instruction)»
WHILE <condition> DO <instruction> 
and two conditional statements
IF (condition)» THEN (instruction-^ ELSE (instuction-2> 
IF (condition)» THEN (instruction)»
-312-
in their usual meanings. In the conditions we can test: 
a/ Karel's orientation: facing-north, not-facing-east etc., 
b/ Karel's enviroment: front-is-blocked, left-is-clear,
next-to-a-beeper etc.
Again, as a help to the programmer, it is necessary to write 
only first three letters. Moreover, some words are filled up 
automatically - those ones which occurance is unaviodable 
in the given context. Pay, TIMES after ITERATE and a positive 
number.
2. 3. Completion of program
The second part of "play" consists of the definition 
of a new instruction. The user writes his program into left 
window and can observe Karel reactions on the screen immedia­
tely. Every program has the form
DEFINE-NEW-INSTRUCTION <new-name> AS
BEGIN <(sequence-of-instructions> END 
The length of program can not exceed the size of window /16 li­
nes per 38 characters/.
DEFINE-NEW-INSTRUCTION is written automatically directly 
as this part of play starts. The user has to write the whole 
name of instruction. The name is checked whether it is unique.
If yes, the name is inserted into the table of reserved words 
and subroutine names /and later can be announced by its first 
three letters/. In the opposite case the user is asked for 
another name. The words AS BEGIN are filled up automatically 
after the soecification of the new name. Then, the user programs 
a sequence of instructions and controls its correctness on the 
screen comparing the real activity of Karel with his planned 
one.
The user can use in his program any instruction defined 
before as a subroutine. Every user has his own library of 
programs, i. e., everybody "educates his own" Karel separately. 
The possibility of using subroutines allows to program very 
sophisticated programs. The recursion is not allowed.
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In the case of any error the user can change his program 
using a build-in editor. If the error occurs in just written 
instruction /which has not been executed yet/, there are no 
problems. But, if the faulty instruction has been executed, 
after the correction the complete sequence of instructions 
is executed once more from the initial position. /Of course, 
the "complete sequence" means the part of program written 
till now./
After writting END the new defined instruction is inserted 
into user’s library and the user is asked to repeat the play.
If he agrees, the process is repeated, otherwise the play ends.
3. Closing remarks
The implementation of Karel is based on a set of proce­
dures which internret the text of program/s/. The procedures 
that interpret structured statements and subroutine names are 
recursive and can call each other. The ones that internret 
primitive instructions and communicate with user are non-re- 
cursive. The speed of execution is set up that way that Karel 
does not work lazy, but he is not very fast /to be observable/.
We have made experiments with a group of children ten 
years old who did not work with a computer before. Naturally, 
the dialógé was done in their native language, i. e., in the 
Slovak. They became fonds of Karel very quickly and even pre­
fer him to other computer games. Nevertheless, the experiment 
has shown an interesting fact. Children have expected a major 
freedom in the language. They assumed Karel’s understanding 
of natural language constuctions like 
MOVE AND TURNLEFT
or ITERATE WHILE ... and so on.
It seems to be resonable to allow them such combinations, 
so we *ant to build them in a future version. The goal should 
be to create a dialogue as natural as possible.
Reference:
[l] R. Pattis: Karel the Robot, John Wiley, New York, 1981
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Abstract. We give a simple, finite generating system for the class of 
N*—  ^N* type partial recursive functions, by adding a new operator 
called "iteration to zero", to the generating system of the class of 
N*— ^N* type primitive recursive functions given by Mentrasti and Protasi (7).
We denote by N* the set of finite sequences over N * ^ 0, 1, 2 •• •} ,
A *  ★including the empty sequence A  too. Further, by PR* and P* we denote the
classes of N*--^N* type primitive recursive and partial recursive functions,
respectively (See (8) too). Mentrasti and Protasi (7) write SPR for PR*»
★because they call the elements of PR^  sequence jjrimitive Recursive 
fuctions.) PR™ and P™ (m, n 1) will be the classes of (ordinary) prim­
itive recursive and recursive functions, respectively.
★We can define the class P* in two plausible, equivalent ways. In 
the first way (followed e.g. in (5, 6) for some special subclasses of P^ )
icwe identify P* with the class of N*--?N* type partial functions computable
by some abstract computer (e.g. Turing machine, RASP or RAM machine etc.) 
or Markov algorithm. In the second way (followed by Mentrasti and Protasi
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(7) for PR*) we define to be £q P* ^ Q^ where Q: N — ^ N is the 
bijective "sequence encoding"
Q: (x. Xk>
1 0 0 1 0 0 10 01 0 .. ^—-y-3 1 o .. 3
\  - i
Q: A I— * 0
(the upper bar denotes the usual binary value). This sequence encoding Q
was introduced independently in (3) and (4), and according to (5, 6) it
is the simplest possible sequence encoding.
In general, if f^, f2, ... are "base functions" and 0^, 0^, ... are
"operators" then by F(f^, f2, ... » 0^, 0^, ... ) we shall denote the class
of functions "finitely generated" by the "genarating system" (f^, f2* ...
0^, 02, ... ) (i.e. the smallest class of functions containing f^, f2, ...
and closed under 0^, 02, ... ). Mentrasti and Protasi (7) proves that,
defining the class PR^ as ^  PR^ ,
PR* ■ F(0 , S , l£"'\ , K; composition, repetition) where vc r r
0 : r (xx, * * * ’ xk ^ 1 "i* (xL, ... , Xj^,, 0)
c • 5<xi» * * * * Xk’ y ) l ) (xL* ... , xk* y + l)J •r (a - *  A
\ P :
1 < V
[A
• •• * xk, 
>— >A
y ) '— > (y. x , . , xk )
K : (Xj, • • • «• X K •—
/  ^ y (Xj^ , ... , xk, k)
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(k, x^ , ... , xk> y£ N); the meaning of the operator "composition" is
'fcclear, and the operator "repetition" is defined for any N I— type 
partial function f as follows:
repetition (f) (y, xlf ... , xR) I— >f(y) (xj,A  1—>
)
(f^ stands for f. fe ... of where the number of f's is y, and f ^  is 
the identity function).
Now we define the operatorsig , the operator "iteration to zero" on
*  v  *N — type partial functions f as 
&f : (Xj_, ... , xy) v.)(y^ * *** ' yw^
where v, w, xL, ... , xy, ylf ... , yw ^N,
k * min^"k£ N/f^  ^is of the form (0, z^ , ... , z^)^
and
(k)fv (xlt ... , xy) - (0, yL, ... , yw)
W(in case k is undefined, f v (x^ , ... , xy) is undefined too).
We introduce another operator, the operator A , the operator 
"iteration until odd" on N --^N type partial functions g as
g^ * x I— »y 
where x, y £ N,
j = min ^  j '£ N/g^  ^is odd^
and
g^\x) = y
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Theorem 1. pJ = F(PR^  5 A* composition).
1 1 2 . iProof sketch. It is known from (1) that P^  - PR^  (F(PR2 ;^ )) PR2
r7 2 2(here, obviously, we restrict^ to N — type partial functions).
Actually, in (1) not exactly this restricted operator is used, but the
2modification is clear.) Now, defining the function TTCPR^  as
y :
(0, y) I--? 2y + 1
(x + 1, y) I-->2(2* (2y + 1) - 1)
(x, y e N)
clearly 2T 1 €• PR2 and has the property that (x, y) is odd if x - 0.
2 2 * 1  H aSo, it can be seen easily that for any f£PR2, f ^  “ U2C ^ ("S’» fotf )
2(where U2 (z^ , z2) = z2), from which the theorem already follows. Q. e. d.
Definition. Let P+ » P^
Theorem 2. - F(PR^  ; ^  , composition).
★Proof sketch. Observe that by the definition of Q, for any x £, N 
Q (x) is odd iff x is of the form x - (x^ , ... , x^ ) (k^l) where 
x^  ** 0. Now Theorem 2 fairly easily follows from the definition of the 
opera tor^^and Theorem 1. Q. e. d.
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