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Abstract
We consider arbitrary preexisting residual stress states in arbitrarily shaped, unloaded
bodies. These stresses must be self-equilibrating and traction free. Common treatments of
the topic tend to focus on either the mechanical origins of the stress, or methods of stress
measurement at certain locations. Here we take the stress field as given and consider the
problem of approximating any such stress field, in a given body, as a linear combination
of predetermined fields which can serve as a basis. We consider planar stress states in
detail, and introduce an extremization problem that leads to a linear eigenvalue problem.
Eigenfunctions of that problem form an orthonormal basis for all possible residual stress
states of sufficient smoothness. In numerical examples, convergence of the approximating
stress fields is demonstrated in the L2 norm for continuous stress fields as well as for a stress
field with a simple discontinuity. Finally, we outline the extension of our theory to three
dimensional bodies and states of stress. Our approach can be used to describe arbitrary
preexisting residual stress states in arbitrarily shaped bodies using basis functions that are
determined by the body geometry alone.
1 Introduction
We consider basis functions for interpolating residual stress fields in finite bodies. In particular,
we consider bodies that are arbitrarily shaped, not subjected to body forces, in equilibrium,
and with traction free boundaries, but with nonzero internal residual stresses. The physical
sources of the residual stresses may be prior manufacturing processes, deformation history,
thermal gradients, or other phenomena. Here we are interested solely in mathematical ways
to discuss or describe residual stress fields that already exist, independent of the physical
mechanisms that have produced them.
For example, if residual stress states are experimentally determined at N points on a
manufactured component, and if reasonable smoothness in residual stress variations can be
assumed, how should the residual stresses be interpolated between those points in space?
As another example, in a metal forming simulation, can final residual stresses in the formed
component be reported using some sequence of orthogonal basis functions that is specifically
constructed, in advance, for the domain of interest?
With the above motivation, we seek self-equilibrating traction-free fields φi defined on
the finite body of interest, such that linear combinations
∞∑
i=1
aiφi can capture any sufficiently
regular residual stress field.
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In this paper, we will construct such fields φi via stationary values of a suitable quadratic
functional. These fields φi will serve as a basis for representing arbitrary residual stress fields
in bodies of a given but arbitrary shape, without regard for the physical source of the residual
stress. To the best of our knowledge, such a basis has not been presented in the mechanics
literature before. The construction of such a basis is not obvious in advance. For example,
readers familiar with vibration theory [1] may be interested to see that the stress fields induced
by vibration modes cannot be used for such φi, because those modal stresses necessarily satisfy
the strain-compatibility conditions of linear elasticity while not satisfying equilibrium, whereas
residual stresses necessarily satisfy equilibrium and violate strain-compatibility equations of
linear elasticity1 . To see the latter easily, we can use the result that for a linearly elastic body
subjected to given tractions and body forces, the displacement is unique up to a rigid motion
(see page 45, theorem 4.3.1 of [2]). The solution to zero traction and zero body force is therefore
zero stress and zero displacement, unique up to rigid body motions, by the above result. The
stress corresponding to rigid body motions is zero. Hence, non-zero residual stresses cannot
be caused by compatible strains in linear elasticity.
As motivation for the development that is to follow, in order to demonstrate that vibration
mode-induced (or modal) stresses cannot be used to construct a basis for residual stresses, we
choose a candidate residual stress field in an annular domain of inner radius 0.1 and outer
radius 0.3, with components
σrr(r, θ) =
(
−
0.067
r2
+
1.6
r
− 12.833 + 40r − 41.667r2
)
cos 3θ,
σrθ(r, θ) =
(
−
0.022
r2
+ 5.5− 40r + 75r2
)
sin 3θ,
σθθ(r, θ) =
(
3.667 − 40r + 100r2
)
cos 3θ.
(1)
We will properly motivate and use this stress field later in the paper, after presenting our theory.
Here we merely attempt to numerically approximate the above stress field with the first N
modal stresses on this domain, with 1 ≤ N ≤ 50. An approximation error EN (which will be
described fully in due course) is plotted against N in figure 1. We see that the approximation
does not seem to be converging. The implications of figure 1, which is given here only for
motivation, will be clearer as we present our theory in subsequent sections. Readers may
note that residual stresses in a component can be either beneficial or harmful, depending on
the application. For example, they can impede the growth of surface microcracks and extend
fatigue life, or cause warping in manufactured components, respectively. In either case, it
is important to characterize a body’s residual stress state with sufficient accuracy, both in
the bulk and at the surface. Readers may refer to [3, 4, 5] for comprehensive discussions on
the origin and measurement of residual stresses from differing sources and at different length
scales. Broadly, some common sources of residual stresses are thermal effects [6, 7], inclusions
and defects [8, 9, 10, 11, 12, 13], and biological growth [14, 15, 16, 17], in addition to prior
inelastic deformation.
A substantial amount of literature on residual stresses pays explicit attention to incom-
patibility, e.g., through equations of the form ∇4φ = η, where nonzero η is the source of
incompatibility [12, 13, 15]. As mentioned above, we directly seek a basis for expanding and
interpolating the stress components without approaching the problem through specific choices
of η, i.e., through specific sources or types of incompatibility. We acknowledge here the work
of Hoger [18, 19], who discussed the general residual stress fields possible in an elastic cylinder,
1Equilibrium, zero tractions and compatibility lead to zero stresses as a unique solution.
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Figure 1: Approximation error versus number of (vibrational) modal stress fields used. Con-
vergence to zero is not apparent and seems unlikely.
but did not seek to develop a basis for interpolation on arbitrary geometries as we do here. Her
papers led to interesting subsequent work on elastic bodies with residual stress, in which the
strain energy density is considered to be a function of both the deformation gradient tensor
and the initial residual stress. These works, like ours, make no assumptions about the origin
of the prescribed residual stress [18, 19, 20, 21, 22, 23, 24, 25]. These works, especially those
concerned with calculating the optimal residual stress that results in a targeted Cauchy stress
(e.g. [26]), deviate almost immediately from our approach in that they focus on elastic bodies.
We also distinguish our approach from a more restricted interpolation employed in some
destructive measurement techniques for residual stresses. In those techniques, elasticity-based
relationships between the measured strain data [27, 28, 29, 30], and the tractions that were
acting on surfaces that have since been exposed by cutting [31], are the key considerations.
In such measurements, the stress is often interpolated along a single spatial coordinate (like
depth of cut), using splines, polynomials, Fourier series, etc. Unlike those interpolants de-
fined on specific line segments, here we will develop self-equilibrating, traction free, tensor
valued interpolants for the entire body without appeal to any underlying material constitutive
relations. We also acknowledge the challenging problem of inversion of boundary data (dis-
placements, strains) to estimate the residual stress in a three dimensional body [31, 32, 33, 34].
The orthonormal basis we develop here, in such applications, may ease the need for statistical
regularization [35, 36]. Such potential applications provide yet another motivation for our
work.
Finally we distinguish our approach from stress-based formulations derived in linear elas-
ticity using variations of a positive definite functional of the stress gradient [37, 38, 39, 40],
an example of which is the Beltrami-Michell equation [41]. These formulations, too, refer
specifically to linearly elastic materials, and do not construct basis functions. Our aims are
quite different, as explained above. In particular, we will consider variations of a functional
involving the stress gradient, which leads to an eigenvalue problem, which in turn yields a basis
we can use. In the applied mathematics literature, there are similar issues studied using the
somewhat simpler Stokes operator from incompressible fluid mechanics (see e.g., [42]; we will
discuss these similarities briefly near the end of the paper). Readers wishing to read a general
discussion of the spectral theorem may see, e.g., [43]. However, our discussion is less formal,
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accessible to a broader audience, and resembles the development of classical vibration theory
[1].
Our basic formulation, though first developed below for two dimensions, is extended to
three dimensions at the end of the paper.
We close this introduction with a brief description of the notation used in this paper. The
dot product ‘·’ between two tensors of the same order represents total tensor contraction. Using
Einstein’s summation convention,
A ·B =

AiBi if A and B are vectors,
AijBij if A and B are second order tensors,
AijkBijk if A and B are third order tensors,
where Ai, Aij , Aijk etc. are the Cartesian components of the tensor A (likewise for B). For a
second order tensor A, divA represents Aij,jei, where a subscript following a comma denotes
a partial derivative. For a vector v, Av represents Aijvjei. The dyadic product u ⊗ v for
vectors u and v is defined by its action on a vector w as (u⊗ v)w = (v ·w)u.
2 Problem statement
Let Ω be an open, bounded, sufficiently regular domain in Rd, with d = 2 for the moment
(the extension to d = 3 is discussed at the end of the paper), with area |Ω|. The unit outward
normal n at each point on the boundary ∂Ω is assumed well defined2.
Let us denote the set of symmetric second order tensor fields by “Sym”. We define:
S =
{
σ
∣∣∣∣σ ∈ Sym, divσ = 0, σn = 0, ∫
Ω
σ · σ dA <∞,
∫
Ω
∇σ · ∇σ dA <∞
}
, (2)
where the five conditions included imply symmetry, equilibrium, zero tractions, square inte-
grability of stresses, and square integrability of stress gradients respectively; and dA is an
infinitesimal area element of the domain Ω. The norm of any σ ∈ S is taken to be
‖σ‖ =
(∫
Ω
σ · σ dA
) 1
2
. (3)
Let S¯ be the closure of S. All residual stress fields of interest to us are elements of S¯. We seek
a sequence of fields φi that span S¯.
For orthogonality conditions discussed later in the paper, we use the inner product between
two elements σ1 and σ2 of S¯ as follows
(σ1,σ2) =
∫
Ω
σ1 · σ2 dA.
3 Solution approach via an extremization problem
Let us seek stationary points of the functional
J0(σ˜) =
1
2
∫
Ω
∇σ˜ · ∇σ˜ dA, (4)
2Isolated corners can be rounded out using tiny radii, for simplicity. In finite element approximations, the
weak formulation allows a piecewise C1 boundary.
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over sufficiently regular3 σ˜ in S, subject to the normalization constraint∫
Ω
σ˜ · σ˜ dA = 1.
We note that for any nonzero residual stress field, the quantity J0 must be nonzero (see
e.g., [18]).
We will use the calculus of variations [44]. Since the constraint div σ˜ = 0 is defined
pointwise in space, we introduce a spatially varying Lagrange multiplier µ for it. Since
∫
Ω
σ˜ ·
σ˜ dA = 1 is a scalar integral constraint, we use a scalar Lagrange multiplier
λ
2
for it. We then
consider variations of
J(σˆ) =
∫
Ω
{
1
2
∇σˆ · ∇σˆ −
λ
2
(
σˆ · σˆ −
1
|Ω|
)
− µ · (div σˆ)
}
dA, (5)
where we have used a “hat” instead of a “tilde” on σˆ because it belongs to the larger, or less
restricted, set
R =
{
σˆ
∣∣∣∣σˆ ∈ Sym, σˆn = 0,∫
Ω
σˆ · σˆ dA <∞,
∫
Ω
∇σˆ · ∇σˆ dA <∞
}
.
If a stationary point of Eq. 5 is σ then, for arbitrary infinitesimal variations ζ ∈ R, we
must have ∫
Ω
{∇σ · ∇ζ − λσ · ζ − µ · (div ζ)} dA = 0.
Using integration by parts and the divergence theorem, we obtain∫
∂Ω
{(∇σ ◦ ζ) · n− µ · (ζn)} ds−
∫
Ω
{∆σ −∇µ+ λσ} · ζ dA = 0, (6)
where A ◦B = AijkBijek in Cartesian coordinates for a third order tensor A, second order
tensor B, and unit vectors ek.
In Eq. 6, since ζ ∈ R, ζn on ∂Ω is zero, yielding∫
∂Ω
(∇σ ◦ ζ) · n ds −
∫
Ω
{∆σ −∇µ+ λσ} · ζ dA = 0. (7)
By considering the set of ζ which are zero on ∂Ω, we conclude that4
−∆σ +∇µ− λσ = R in Ω,
where R is some skew symmetric second order tensor field; and where the scalar eigenvalue λ
and the vector field µ need to be determined along with σ. Adding the above equation to its
transpose and dividing by two,
−∆σ +∇sµ− λσ = 0 in Ω, (8)
where
∇sµ =
∇µ+ (∇µ)T
2
.
3For the calculus of variations, we will assume continuous second partial derivatives. In finite element
approximations, the weak solution requires lower smoothness.
4Since ζ is symmetric, by localizing it near any x ∈ Ω we conclude that the integrand at x is skew symmetric.
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Equation 7 reduces to the surface integral alone, i.e.,∫
∂Ω
(∇σ ◦ ζ) · n ds = 0. (9)
Considering ζ on the boundary, at each point we have ζn = 0, so n is an eigenvector of
ζ. Since ζ is symmetric, the local tangent vector t must be the other eigenvector (we are in
two dimensions). It follows that we can consider ζ = κ(s)t ⊗ t for any scalar κ(s) varying
arbitrarily along the boundary. The arbitrariness of κ(s) implies that
(∇σ ◦ {t ⊗ t}) · n = 0 (10)
everywhere on the boundary ∂Ω. Using indicial notation,
(∇σ ◦ {t ⊗ t}) · n = σij,knktitj = ∇nσ · (t ⊗ t) = 0 (11)
everywhere on the boundary, where ∇n denotes the derivative in the locally normal direction.
Less formally, the normal gradient of the circumferential tensile stress is zero at the boundary.
If the domain is circular, this circumferential stress is the hoop stress.
Finally, variation of the Lagrange multiplier µ gives the equilibrium condition
divσ = 0,
and variation of the Lagrange multiplier
λ
2
gives∫
Ω
σ · σ dA = 1.
To summarize, any sufficiently regular unit-norm stationary point of J0 in S, assuming for
simplicity that one exists, is a solution to the following eigenvalue problem:
−∆σ +∇sµ = λσ and divσ = 0 in Ω,
σn = 0 and ∇nσ · (t⊗ t) = 0 on ∂Ω.
(12)
This eigenvalue problem can be solved on arbitrary domains using the finite element method,
and we will present some such solutions later in this paper. For the simple case of an annular
domain, it can also be solved as a two-point boundary value problem using ODE solvers
after separation of variables, and we will present such solutions as well, obtaining complete
agreement with finite element solutions.
Proceeding now with our theoretical development, our primary claim is that the sequence
of eigenfunctions σk, computed for a given domain Ω, forms a basis for S¯ defined on Ω. Any
state of residual stress in S¯ can be expressed as a linear combination of these basis functions.
We shall henceforth denote these stress-eigenfunctions as φ.
4 Orthonormality of the eigenfunctions
Let λ be an eigenvalue, and φ and µ represent the corresponding eigenfunction. Let σ be any
element of S (recall Eq. 2). Consider the inner product of the first equation in 12 with σ, i.e.,∫
Ω
(−∆φ+∇sµ− λφ) · σ dA = 0, (13)
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which reduces to (see appendix A)∫
Ω
(∇φ · ∇σ − λφ · σ) dA = 0 (14)
for any eigenvalue-eigenfunction pair (λ,φ) and any σ ∈ S.
Now let (λp,φp,µp) and (λq,φq,µq) be two distinct eigenvalue-eigenvector sets of Eq. 12.
By Eq. 14, ∫
Ω
∇φp · ∇φq dA = λp
∫
Ω
φp · φq dA,∫
Ω
∇φp · ∇φq dA = λq
∫
Ω
φp · φq dA,
(15)
and if λp 6= λq, then ∫
Ω
φp · φq dA = 0 and
∫
Ω
∇φp · ∇φq dA = 0. (16)
If λp = λq but φp 6= φq, then we can choose φp and φq to be orthogonal, and Eq. 16 still holds.
Finally, if λp = λq and φp = φq but µp 6= µq, then ∇sµp = ∇sµq, and there is no distinction
between these two cases.
Following arguments used by [1], we note that the eigenvalues λ are real and positive. To
obtain a contradiction, if λp is complex with corresponding complex eigenfunction φp, then
by the linearity of Eq. 12 it follows that their complex conjugates λp = λq and φp = φq
give another solution pair. Using these two eigenfunctions in either of Eqs. 15, we obtain a
contradiction; so λ is real. The eigenfunctions are real as well. Next, using the same φ twice
(i.e., p = q), we conclude that λ > 0 because the left hand side is strictly positive for any
nonzero residual stress.
We thus have an orthogonal sequence of eigenfunctions, satisfying Eq. 16 whenever p 6= q.
The orthogonal sequence of stress eigenfunctions φp is assumed to be normalized such that∫
Ω
φp · φp dA = 1, p = 1, 2, 3, · · ·
to obtain an orthonormal sequence, with∫
Ω
∇φp · ∇φp dA = λp.
We can arrange this sequence5 simply in order of increasing λp.
5 Basis of S¯
Consider the sequence (λp,φp,µp), p = 1, 2, · · · . There are infinitely many such eigenvalue-
eigenfunction pairs, i.e., the sequence is not finite. For proof, we argue by contradiction.
Assume that only a finite number N of such eigenvalue-eigenfunction pairs exist.
Let SN be the subspace of S spanned by the finite sequence
{
φp
}
, p = 1, 2, · · · , N . Let
SN⊥ be the orthogonal complement of SN in S. Let us now extremize J0 (recall Eq. 4) within
5 In some cases we may restrict attention to a subset of eigenfunctions. For an annular domain, for example,
we may sometimes consider only eigenfunctions with a fixed circumferential wave number (e.g., m = 3).
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SN⊥. To the extremizer σ, restriction to SN⊥ adds N integral constraints to the previous
extremization problem, namely∫
Ω
φp · σ dA = 0, p = 1, 2, · · · , N, (17)
for which we introduce N new scalar Lagrange multipliers, ν1, ν2, · · · , νN , and obtain the new
equations (recall Eq. 12)
−∆σ +∇sµ = λσ +
∑N
p=1 νpφp and divσ = 0 in Ω,
σn = 0 and ∇nσ · (t⊗ t) = 0 on ∂Ω,
(18)
along with Eq. 17. Since the new extremization problem is posed on a nonempty subspace, it
is reasonable to suppose that it has at least one solution σ˜ ∈ SN⊥ with associated µ˜, λ˜ and
ν˜p, i.e.,
−∆σ˜ +∇sµ˜ = λ˜σ˜ +
N∑
p=1
ν˜pφp. (19)
The proof of existence of an extremizer in SN⊥ is technical and is presented in appendix B.
Consider any eigenfunction φk, 1 ≤ k ≤ N . Compute the inner product of Eq. 19 with φk.
By the reasoning in appendix A, the ∇sµ˜ term drops out. By Eq. 17, the λ˜σ˜ term drops out.
By orthonormality of the eigenfunctions obtained so far,
∑N
p=1 ν˜pφp contributes just ν˜k. By
the manipulations that led to Eq. 14, the inner product thus becomes∫
Ω
∇σ˜ · ∇φk dA = ν˜k. (20)
However, since σ˜ is an element of S and also orthogonal to φk, Eq. 14 shows that∫
Ω
∇φk · ∇σ˜ dA = 0. (21)
Thus ν˜k = 0 for 1 ≤ k ≤ N . Inserting these zeros in Eq. 18 we obtain exactly Eq. 12,
which shows that the new solution merely adds another element to the existing sequence. We
conclude that there are infinitely many eigenfunctions.
It can now be shown that these eigenfunctions form a basis for S¯, as follows. Let S∞
be the subspace spanned by the infinite sequence
{
φp
}
, p = 1, 2, · · · , with all eigenfunctions
included. If indeed there is an element of S that is not in S∞, then arguments in the same
spirit as above establish that this element merely adds one more eigenfunction to the sequence,
giving a contradiction (for details, see appendix C). Finally, since every element of S can be
expressed to arbitrary closeness in the L2 norm as a linear combination of our basis functions,
so can every element of the closure S¯. We conclude that our eigenfunctions provide a basis
for residual stress states, as claimed6. Numerical examples presented below will provide ample
empirical evidence of the same.
6 One might, in some cases, consider self-equilibrating stresses under prescribed non-zero boundary tractions.
In such cases, the total stress σ can be written as the sum of a general traction free residual stress σh and any
particular self-equilibrating σp, consistent with the applied tractions, and computed in any way we like. Our
basis can then be used to represent σh.
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6 Computation of eigenfunctions
In general, it is not possible to solve the eigenvalue problem of Eq. 12 analytically. We have
first computed some finite element solutions for understanding, and then computed a large
number of eigenfunctions for an annular domain using a semi-numerical approach. These are
presented in the next two subsections.
6.1 Finite element solutions
To solve the eigenvalue problem using finite elements, we discretise the domain using eight-
noded quadrilateral serendipity elements, such that the stress components are piecewise cubic
[45]. We note from Eq. 12 that lower smoothness is required for µx and µy, and we approximate
them as piecewise constant. Details of the finite element procedure are given in appendix D.
Some eigenfunctions thus obtained are shown for three domains: an annular domain (ri =
0.1, ro = 0.3), a unit square, and a somewhat arbitrarily shaped, comparably sized planar
domain: see figures 2, 3 and 4 respectively. The mesh used was refined until the first several
eigenvalue estimates were varying within tiny fractions of one percent.
6.2 Semi-analytical solutions for an annular domain
On an annular domain, upon choosing a circumferential wavenumberm, the eigenvalue problem
retains one independent variable (r). Many eigenfunctions can then be computed with great
accuracy using a large number of r-points. For the numerical examples of stress interpolation
presented in the next section, therefore, we use such eigenfunctions.
We consider an annular domain Ω, centered at the origin, with inner radius ri = 0.1 and
outer radius ro = 0.3. We denote the fields σ and µ in polar coordinates as
σ = σrr(r, θ)er ⊗ er + σrθ(r, θ) (er ⊗ eθ + eθ ⊗ er) + σθθ(r, θ)eθ ⊗ eθ,
µ = µr(r, θ)er + µθ(r, θ)eθ .
The equation −∆σ +∇sµ = λσ yields
∂2σrr
∂r2
+
1
r2
∂2σrr
∂θ2
+
1
r
∂σrr
∂r
−
4
r2
∂σrθ
∂θ
−
2σrr
r2
+
2σθθ
r2
−
∂µr
∂r
= λσrr,
∂2σθθ
∂r2
+
1
r2
∂2σθθ
∂θ2
+
1
r
∂σθθ
∂r
+
4
r2
∂σrθ
∂θ
+
2σrr
r2
−
2σθθ
r2
−
1
r
∂µθ
∂θ
−
µr
r
= λσθθ,
and
∂2σrθ
∂r2
+
1
r2
∂2σrθ
∂θ2
+
1
r
∂σrθ
∂r
+
2
r2
∂σrr
∂θ
−
2
r2
∂σθθ
∂θ
−
4σrθ
r2
+
µθ
2r
−
1
2r
∂µr
∂θ
−
1
2
∂µθ
∂r
= λσrθ.
The equilibrium equation divσ = 0 becomes
∂σrr
∂r
+
1
r
∂σrθ
∂θ
+
σrr − σθθ
r
= 0
and
∂σrθ
∂r
+
1
r
∂σθθ
∂θ
+
2σrθ
r
= 0.
The boundary condition σn = 0 gives four scalar equations,
σrr = 0 at r = ri and ro; σrθ = 0 at r = ri and ro.
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Figure 2: First three eigenfunctions for an annular domain; λ1 = 293.34, λ2 = λ3 = 348.76.
Figure 3: First three eigenfunctions for a square domain; λ1 = 59.12, λ2 = λ3 = 103.98.
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Figure 4: First three eigenfunctions for an arbitrarily shaped domain; λ1 = 99.50, λ2 = 172.78,
λ3 = 200.27.
The natural boundary condition ∇nσ · (t⊗ t) = 0 gives two scalar equations,
∂σθθ
∂r
= 0 at r = ri and ro.
We now choose a wavenumber m (any whole number). Substituting
σrr = σ˜rr(r) cosmθ, σθθ = σ˜θθ(r) cosmθ, σrθ = σ˜rθ(r) sinmθ,
µr = µ˜r(r) cosmθ and µθ = µ˜θ(r) sinmθ
(22)
in the above partial differential equations (PDEs), we obtain the following five ordinary differ-
ential equations (ODEs):
σ˜′′rr −
m2
r2
σ˜rr +
σ˜′rr
r
−
4mσ˜rθ
r2
−
2σ˜rr
r2
+
2σ˜θθ
r2
− µ˜′r + λσ˜rr = 0,
σ˜′′θθ −
m2
r2
σ˜θθ +
σ˜′θθ
r
+
4mσ˜rθ
r2
+
2σ˜rr
r2
−
2σ˜θθ
r2
−
mµ˜θ
r
−
µ˜r
r
+ λσ˜θθ = 0,
σ˜′′rθ −
m2
r2
σ˜rθ +
σ˜′rθ
r
−
2mσ˜rr
r2
+
2mσ˜θθ
r2
−
4σ˜rθ
r2
+
µ˜θ
2r
+
mµ˜r
2r
−
µ˜′θ
2
+ λσ˜rθ = 0,
σ˜′rr +
mσ˜rθ
r
+
σ˜rr − σ˜θθ
r
= 0,
σ˜′rθ −
mσ˜θθ
r
+
2σ˜rθ
r
= 0,
(23)
where primes denote r-derivatives, and we have suppressed the r-dependence of the field vari-
ables. Equations 23 have the structure of differential algebraic equations, and the last two
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were differentiated once each for setting up as a system of first order ODEs. Introducing the
new variable ϑ, we obtain the following six first order ODEs (with σ˜′′rr and σ˜
′′
rθ eliminated):
σ˜′rr = −
σ˜rr
r
−
mσ˜rθ
r
+
σ˜θθ
r
,
σ˜′rθ = −
2σ˜rθ
r
+
mσ˜θθ
r
,
σ˜′θθ = ϑ,
ϑ′ =
m2σ˜θθ
r2
−
ϑ
r
−
4mσ˜rθ
r2
−
2σ˜rr
r2
+
2σ˜θθ
r2
+
µ˜r
r
+
mµ˜θ
r
− λσ˜θθ,
µ˜′r = −
(m2 − 1)σ˜θθ
r2
−
mσ˜rθ
r2
+
ϑ
r
−
(m2 + 1)σ˜rr
r2
+ λσ˜rr,
µ˜′θ =
2mϑ
r
−
2m2σ˜rθ
r2
−
4mσ˜rr
r2
+
mµ˜r
r
+
µ˜θ
r
+ 2λσ˜rθ.
(24)
We already have six homogeneous boundary conditions, three at ri and three at ro. Nonzero
solutions will be possible only for specific discrete values of λ, which must also be determined
as part of the solution; but the eigenfunctions will be arbitrarily scalable. To make things
definite, we introduce a normalizing boundary condition,
σ˜θθ = 1 at r = ri.
We have solved the above eigenvalue problem repeatedly using Matlab’s built-in routine ‘bvp4c’
as well as alternative numerical routines of our own (based on the Newton-Raphson method
with numerically estimated Jacobians), for our chosen m. Each solution obtained gives one
eigenvalue-eigenfunction pair. Initial values must be chosen to ensure that all eigenfunctions
are obtained and none missed. The foregoing finite element solutions help identify the first
one or two for any m; for the higher modes, plots of λp against p help to identify missed
eigenvalues, as does counting the number of zero crossings of σ˜θθ.
For demonstration, we choose m = 3. The radial variation of stress component functions
σ˜rr, σ˜rθ and σ˜θθ for the first three eigenfunctions are shown in figure 5.
Finally, for m > 0, all eigenvalues appear in pairs; and for each eigenfunction obtained
above, we can obtain another one by taking the partial derivative with respect to θ in Eq. 22
and then dividing by m.
With this semi-analytical approach on the annular domain, for given m, we can accurately
compute, say, 50 eigenfunctions. Obtaining the same number of m = 3 eigenfunctions from the
finite element approach would require computation of thousands of eigenfunctions with many
different wave numbers.
In the above calculation, we have not normalized the eigenfunctions to unit norm, but
that has no real consequence below. We now turn to demonstrations of fitting several self-
equilibrating traction-free stress fields on the annular region. A numerical example based on
a metal forming simulation is presented in appendix E.
7 Examples of fitting residual stress fields
In this section, we consider a few candidate residual fields on an annular domain and fit
them using the eigenfunctions computed above. For simplicity, we consider residual stresses σ
involving a single circumferential wave number m, with components given by
σ = σrr cosmθ er ⊗ er + σrθ sinmθ (er ⊗ eθ + eθ ⊗ er) + σθθ cosmθ eθ ⊗ eθ, (25)
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Figure 5: First three eigenfunctions for the annular domain, with m = 3. In the finite element
solution, these are mode numbers (9,10), (26,27) and (55,56). The eigenvalues from the semi-
analytical approach and FEM match near-perfectly.
where the r-dependence of the stress components has been suppressed (note the similarity with
Eq. 22). We begin with
σ =
∞∑
i=1
aiφi, (26)
where the eigenfunctions φi were obtained above using the semi-analytical approach. Using
the orthogonality of φi, we have
ai =
∫
Ω σ · φi dA∫
Ω φi · φi dA
,
where the denominator would be unity if we had normalized our eigenfunctions. Truncating
the series in Eq. 26, we write
σN =
N∑
i=1
aiφi, (27)
and use the squared relative error measure
EN =
∫
Ω (σ − σN ) · (σ − σN ) dA∫
Ω σ · σ dA
to study convergence in the norm of Eq. 3.
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Figure 6: True and fitted stress fields σ and σN of Example 1, with N = 50.
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Figure 7: EN versus N , Example 1. Left: linear scale; right: log-log scale. Compare with
figure 1.
We now present four examples of candidate residual stress fields, and the corresponding
fits. In the first two examples we construct hypothetical residual stress fields directly, with
wavenumber m = 3, from the equilibrium equations. In the third example we use the stress
field in two concentric elastic cylinders in a shrink fit, with m = 0. In the fourth example we
consider the thermoelastic stress state in an initially-unstressed elastic annular body subjected
to a subsequent nonuniform rise in temperature, with m = 3.
7.1 Example 1: hypothetical stress field, m = 3
Let σ be as given in Eq. 25, with m = 3. From equilibrium,
σ′rr +
mσrθ
r
+
σrr − σθθ
r
= 0,
σ′rθ −
mσθθ
r
+
2σrθ
r
= 0,
(28)
with four boundary conditions:
σrr = σrθ = 0, at r = ri and r = ro.
To construct hypothetical residual stress fields, we can assume an arbitrary functional form
σθθ = A(r)
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Figure 9: EN versus N , Example 2. Left: linear scale; right: log-log scale.
with two free parameters in it. We can then solve for σrθ from the second of Eqs. 28, retaining
an integration constant. We finally solve for σrr from the first of Eqs. 28, retaining one more
integration constant. The four boundary conditions can be satisfied using the two integration
constants along with the two free parameters in A(r). We show two specific examples of stress
fields computed using this approach.
For the first example, we choose
A(r) = C0 + C1r + 100r
2,
where C0 and C1 are free parameters, and the coefficient of 100 is arbitrary. Following the
procedure above, we obtain C0 = 3.667 and C1 = −40. The resulting expressions for σ are
given in appendix F. Figure 6 shows the components of σ, along with components of the fitted
σN (N = 50). The error measure EN versus N is plotted in figure 7. Convergence is rapid,
like N−3 for large N , with E5 < 0.005.
We mention that the m = 3 normal vibration modes for the same domain (isotropic linear
elasticity, plane strain) were computed separately and the stresses induced by those modes
were also used in an attempted approximation of this same hypothetical stress field. The
unsuccessful results of that attempt were plotted in figure 1 (recall Eqs. 1, further details
omitted).
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7.2 Example 2: hypothetical stress field, m = 3
For another example following section 7.1 above, we choose
A(r) = C0 sin(200r) +
C1
r
+ r.
The coefficient of 200 within the sine is chosen to produce several oscillations between ri = 0.1
and ro = 0.3. Calculations yield C0 = −3.805 and C1 = −1.284 × 10
−2. The resulting
expressions for σ are given in appendix F. The fit (for N=50) is shown in figure 8, and EN is
plotted in figure 9.
In figure 9 (left), we see that E13 drops low. This is because, by choice, σθθ has 13
zero crossings. By figure 5, we expect the nth eigenfunction to have n + 1 zero crossings in
σθθ. Therefore the 12
th eigenfunction has 13 zero crossings, and E13 is small. Subsequent
convergence is rapid, like N−3 for large N , with E17 < 0.01.
7.3 Example 3: shrink fitted cylinder, m = 0
We consider an inner cylinder with inner radius ri and notional outer radius rc, an outer
cylinder with notional inner radius rc and outer radius ro = 0.3, with a small radial interference
equal to δ. The Young’s modulus and Poisson’s ratio of both cylinders are denoted by E and ν
respectively. The expressions for the resulting axisymmetric stress fields are given in appendix
F. We use eigenfunctions with m = 0 in Eq. 27.
Figure 10 shows the nonzero components of σ and σN (N=100). Because σθθ is discontinu-
ous at the contact surface between cylinders, convergence is slower (there are Gibbs oscillations
[46]). The plot of EN against N in figure 11 shows convergence like N
−1 for large N , with
E43 < 0.01. Recalling the set S (Eq. 2) and its closure S¯, we note that σ belongs to S¯ but not
S. Convergence is still obtained because the φi form a basis for S¯.
7.4 Example 4: thermoelastic residual stress, m = 3
If the initially unstressed annular unstressed region, with thermal coefficient α, is subjected to
a temperature change T (r, θ) = r cos(3θ), the resulting thermal strain
εT = αTI
violates local compatibility, i.e., curl curl εT 6= 0 (see e.g., [47]). The ‘global compatibility’
equation derived from Ce´saro’s integral [6], for m = 3, is trivially satisfied. The resulting
stress σ satisfies (see e.g., [6])
∆(Trσ) =
−αE
1− ν
∆T, (29)
where E is Young’s modulus, ν is Poisson’s ratio, and ‘Tr’ denotes ‘trace.’ Substituting the
expressions
σ = σrr cosmθ er ⊗ er + σrθ sinmθ (er ⊗ eθ + eθ ⊗ er) + σθθ cosmθ eθ ⊗ eθ
in Eq. 29 gives
(σrr + σθθ)
′′ +
(σrr + σθθ)
′
r
−
m2(σrr + σθθ)
r2
= −
(m2 − 1)β
r
, (30)
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Figure 11: EN versus N , Example 3. Left: linear scale; right: log-log scale.
where β =
−αE
(1− ν)
, and primes denote r-derivatives. Eliminating σrθ from the equilibrium
equations, we obtain another ODE:
σ′′rr +
4σ′rr
r
−
σ′θθ
r
+
2σrr
r2
+
(m2 − 2)σθθ
r2
= 0. (31)
Traction free boundary conditions on the inner and outer radius, in terms of σrr and σθθ, are
σrr = 0 at r = ri and ro,
σ′rr +
σrr − σθθ
r
= 0 at r = ri and ro.
(32)
The boundary value problem described by Eqs. 30, 31 and 32 can be solved numerically
(iteratively; details omitted).
Figure 12 shows the components of σ and the fitted σN (N=50). Figure 13 shows EN
versus N . Convergence is rapid as expected, with E7 < 0.01.
This concludes our demonstration of fitting reasonable but arbitrary, known, self-equilibrating,
and traction free stress states (“residual stresses”) on an annular domain using the basis func-
tions developed in this paper. For a different example of fitting a residual stress obtained from
a metal forming simulation in Abaqus, please see appendix E.
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8 Extension of the theory to three dimensions
Our derivation of the eigenvalue problem in section 2 was for a two-dimensional domain.
The extension of the theory to three dimensions is straightforward, and is now presented for
completeness. Computations, which will require finite element formulations in 3D, are left for
future work.
Most of the development of section 2 is directly applicable to three dimensions if we interpret
the “dA” in the domain integrals to be volume elements. While obtaining Eq. 12, the two-
dimensionality of the domain Ω was used only to derive the point-wise natural boundary
condition of Eq. 10 from the integral condition of Eq. 9. As a result, in three dimensions, only
the fourth of Eqs. 12 changes.
Equation 9 in three dimensions is∫
∂Ω
(∇σ ◦ ζ) · n dS = 0, (33)
where “dS” is now interpreted as an infinitesimal area element on the surface ∂Ω of the three-
dimensional domain Ω.
Consider an arbitrarily small portion ∆S including any point P on ∂Ω. Restricting atten-
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tion to ζ that is nonzero only on ∆S, Eq. 33 becomes∫
∆S
(∇σ ◦ ζ) · n dS = 0. (34)
Equation 34 can be rewritten, using indicial notation as∫
∆S
(∇σ ◦ ζ) · n dS =
∫
∆S
σij,kζijnk dS =
∫
∆S
σij,knkζij dS =
∫
∆S
∇nσ · ζ dS = 0. (35)
Since ∆S is arbitrarily small, and ∇nσ, ζ are continuous, we can use localization to conclude
that
∇nσ · ζ = 0 on ∂Ω.
We choose a pair of convenient orthonormal vectors t1 and t2 in the tangent plane passing
through P . This can be done, e.g., using the Cartesian unit vector e1 as
t1 =
e1 × n
‖e1 × n‖
and t2 = n× t1,
where ‘×’ represents the vector cross product; (t1,t2,n) form a right handed orthonormal
triad. If n is parallel, or almost parallel to e1, then e1 can be replaced by e2 in the subsequent
discussion.
Since ζ is symmetric and satisfies ζn = 0, it must be expressible as
ζ = κ1 t1 ⊗ t1 + κ2 t2 ⊗ t2 + κ3 (t1 ⊗ t2 + t2 ⊗ t1)
for arbitrary κ1, κ2, κ3. First choosing κ2 = κ3 = 0 and κ1 6= 0, we obtain the natural boundary
condition (compare with Eq. 11)
∇nσ · (t1 ⊗ t1) = 0.
Similarly, we obtain two more natural boundary conditions:
∇nσ · (t2 ⊗ t2) = 0 and ∇nσ · (t1 ⊗ t2 + t2 ⊗ t1) = 0.
The last condition can be simplified, because ∇nσ is symmetric, to
∇nσ · (t1 ⊗ t2) = 0.
Since σ has six components, the essential boundary conditions σn = 0 along with these natural
boundary conditions present a total of six boundary conditions as needed.
To summarize, the eigenvalue problem developed earlier for two dimensions is extended in
principle to three dimensions as follows:
−∆σ +∇sµ = λσ and divσ = 0 in Ω,
σn = 0 on ∂Ω,
∇nσ · (t1 ⊗ t1) = 0, ∇nσ · (t2 ⊗ t2) = 0 and ∇nσ · (t1 ⊗ t2) = 0 on ∂Ω,
for any two orthonormal unit vectors t1 and t2 tangential to the surface at the point of interest.
In the above, σ is a symmetric three dimensional second order tensor field and µ is a three
dimensional vector.
The proof of orthogonality of eigenfunctions, and the fact that they form a basis, proceeds
along lines identical to the two dimensional case, and is omitted.
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9 Conclusions
In this paper we set out to develop a sequence of stress fields which can serve as a basis for
describing an arbitrary existing residual stress state in a given body. Prior theoretical work
on residual stresses has largely focused on specific mechanisms that generate such stresses, or
occasionally discussed general aspects of such stresses. In contrast, here we have proposed
a specific, geometry-dependent, coordinate-system independent, extremization problem that
leads to an eigenvalue problem whose spectrum provides such a basis. We have initially re-
stricted the discussion to two dimensions, but shown later that the method can be extended
to three dimensions. We have proved that the sequence of eigenfunctions indeed provides an
orthonormal basis for the stress states under consideration. We have demonstrated some fi-
nite element solutions for such basis functions on three different domains, and then computed
many basis functions for an annular domain using a semi-analytical approach. Finally, we
have demonstrated that five different, rather arbitrary, residual stress states can indeed be
approximated to arbitrary accuracy (in the L2 norm, Eq. 3) using our basis functions.
We note here that there are some philosophical similarities between our approach to con-
structing a basis for residual stress, and the study of the Stokes operator [42] from incom-
pressible fluid mechanics. However, our residual stresses are symmetric tensor fields, and our
equilibrium equations are vector valued; while for the Stokes operator the velocities are vector
fields, and the incompressibility implies a scalar constraint.
The importance of our work is twofold.
Academically speaking, we present a departure from the usual theoretical approach wherein
examination of residual stress states is closely tied to their mechanical origins. Our approach
recognizes that the basis must be generated afresh for every body geometry, but is otherwise
free of the mechanical origins of the residual stresses. This is, in principle, like the construction
of Fourier series as a basis for periodic functions with period T > 0, independent of the physical
origins of the periodicity; or the use of normal vibration modes as a basis to represent static
deflections of a body under general loading. The basis we compute is a property of the body’s
shape and size, independent of its constitutive behavior.
In practical terms, we believe that our work opens the door to valuable new computations
in industrial settings. For example, at the end of a metal forming calculation using nonlinear
elastoplastic simulation, residual stress states in the unloaded body are often just displayed
graphically. Now, the coefficients from an expansion using our basis can provide a useful
new way of numerically describing those stress states. As another example, if the residual
stress state in a body is experimentally determined at N isolated points, there was so far no
theoretically well-defined and mechanically consistent way to interpolate those stresses and
make an assessment of possible residual stress states elsewhere in the body. The use of a basis,
such as we have developed here, suggests a new research direction.
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A Proof of Eq. 14
First, we show that ∫
Ω
∇sµ · σ dA = 0 (36)
in Eq. 13. Note that
∇sµ · σ =
µi,j + µj,i
2
σij = µi,jσij = (µiσij),j − µiσij,j = (µiσij),j
where we have used σij = σji and σij,j = 0. Using the divergence theorem,∫
Ω
(µiσij),j dA =
∫
∂Ω
µiσijnjds = 0
because σijnj = 0 on ∂Ω. Thus Eq. 13 becomes∫
Ω
(−∆φ− λφ) · σdA = 0. (37)
Next, observe that
∆φ · σ = φij,kkσij = (φij,kσij),k − φij,kσij,k.
In the right hand side above,
φij,kσij,k = ∇φ · ∇σ,
while ∫
Ω
(φij,kσij),k dA =
∫
∂Ω
φij,kσijnk ds.
Recalling Eq. 11 and the related discussion, symmetry of σ means σij = κ(s)titj for some
scalar κ(s), and so ∫
∂Ω
φij,kσijnk ds = 0,
proving Eq. 14.
B Unit ball in SN⊥ contains an extremizer of J0
The unit ball in SN⊥ is understood to be the set
P =
{
σ
∣∣∣∣∣σ ∈ SN⊥,
(∫
Ω
σ · σ dA
) 1
2
= 1
}
.
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In this section, we show that P contains an extremizer of
J0(σ) =
1
2
∫
Ω
∇σ · ∇σ dA.
When we wish to include the elements in SN⊥ which have norm less than 1 as well, we will
use the symbol P¯, as in
P¯ =
{
σ
∣∣∣∣∣σ ∈ SN⊥,
(∫
Ω
σ · σ dA
) 1
2
≤ 1
}
.
Recall that SN⊥ is the orthogonal complement of SN in S. If N is finite, SN⊥ is infinite
dimensional. However, our arguments below only require the dimensionality of SN⊥ to be ≥
2.
We note that the problems of minimizing J0(σ) and minimizing
Jˆ(σ) = (2J0(σ))
1
2 =
(∫
Ω
∇σ · ∇σ dA
) 1
2
are equivalent. The values of Jˆ evaluated in P have
a greatest lower bound ψ0. Thus, there exists a sequence (σn) in P such that
lim
n→∞
Jˆ(σn) = ψ0.
We must show that the limit of (σn) is in P, and Jˆ evaluated at that limit is ψ0.
We will use the L2 and H1 norms of a function σ ∈ S, as in
‖σ‖L2 =
(∫
Ω
σ · σ dA
) 1
2
,
‖σ‖H1 =
(∫
Ω
σ · σ dA+
∫
Ω
∇σ · ∇σ dA
) 1
2
.
Our proof will proceed using the following steps. First we will show that the sequence (σn)
is bounded in the H1 norm, and thus has a subsequence that converges weakly in the H1 norm,
and strongly in the L2 norm, to some σ0. We will then show that σ0 belongs to P. Finally,
we will show that although Jˆ is not continuous, it is lower semi-continuous, a property which
implies that Jˆ achieves ψ0 at σ0.
Proposition 1. (σn) is bounded in the H
1 norm.
Proof. Since residual stresses have zero mean [18], by Poincare´’s inequality [48] there exists a
positive real number C that depends only on Ω such that(∫
Ω
σ · σ dA
) 1
2
≤ C
(∫
Ω
∇σ · ∇σ dA
) 1
2
∀σ ∈ S.
This implies that
‖σ‖H1 ≤
√
C2 + 1 Jˆ(σ).
By definition, all the elements in the sequence (σn) ∈ P yield finite Jˆ . We then conclude from
the above equation that (σn) is bounded in the H
1 norm.
Proposition 2. (σn) has a subsequence that converges to some σ0 weakly in the H
1 norm,
and strongly in the L2 norm.
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Proof. It is well known in the theory of functional analysis that H1 (set of σ with finite H1
norm) is a Banach space. Every bounded sequence in a Banach space has a weakly convergent
subsequence (see corollary A.60, page 506 of [48]). It follows that there is a subsequence (σnk)
of (σn) that converges weakly to some σ0 ∈ H
1. By the Rellich-Kondrachov theorem [48], H1
is compactly embedded in L2 (set of σ with finite L2 norm), and therefore (σnk) converges
strongly to σ0 in the L
2 norm (e.g., see exercise 3.5, page 80 of [49]).
Proposition 3. σ0 ∈ P.
Proof. Recall that P consists of elements σ that
(i) are divergence-free,
(ii) are traction-free,
(iii) have
∫
Ω
∇σ · ∇σ dA <∞,
(iv) are orthogonal to SN , and
(v) satisfy ‖σ‖L2 = 1.
We now show that σ0 satisfies each of the above conditions (i) through (v).
(i) divσ0 = 0:
Since σ0 is in H
1, divσ0 is a vector field in L
2. Let γ be an arbitrary smooth vector
field compactly supported over Ω. Consider the inner product of divσ0 with γ. Using
integration by parts followed by Ho¨lder’s inequality, we have∫
Ω
divσ0 · γ dA =
∫
Ω
div (σ0 − σnk) · γ dA +
∫
Ω
divσnk · γ dA
= −
∫
Ω
(σ0 − σnk) · ∇γ dA ≤ ‖σ0 − σnk‖L2 ‖∇γ‖L2 .
Since γ is smooth, ‖∇γ‖L2 is finite, and the right-most expression in the above equation
goes to zero. So, we have
∫
Ω
divσ0 ·γ dA ≤ 0. Choosing −γ in place of γ gives
∫
Ω
divσ0 ·
γ dA ≥ 0. We conclude that ∫
Ω
divσ0 · γ dA = 0.
Since γ is arbitrary, and smooth compactly supported functions are dense in L2 [49], we
conclude that
divσ0 = 0.
(ii) σ0n = 0:
For an arbitrary smooth vector field χ, using integration by parts, we have
0 =
∫
Ω
div (σ0 − σnk) · χ dA =
∫
∂Ω
{(σ0 − σnk)n} · χ ds −
∫
Ω
(σ0 − σnk) · ∇χ dA,
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or, since σnkn = 0, ∫
∂Ω
(σ0n) · χ ds =
∫
Ω
(σ0 − σnk) · ∇χ dA.
Again using Ho¨lder’s inequality, we obtain that
σ0n = 0.
(iii)
∫
Ω
∇σ · ∇σ dA <∞:
This is obvious since σ0 belongs to H
1 (proposition 2).
(iv) σ0 is orthogonal to SN :
Since σnk is orthogonal to SN for all nk, and inner product is a continuous function [50],
we conclude that σ0 is orthogonal to SN .
(v) ‖σ0‖L2 = 1:
Again, since ‖σnk‖L2 = 1 for all nk, and norm is a continuous function [50], we conclude
that ‖σ0‖L2 = 1.
Remark 1. σnk converges to σ0 strongly in the L
2 norm, and the corresponding Jˆ values
converge to ψ0. However, it is not clear if Jˆ(σ0) = ψ0, since as a function from S ⊂ L
2 to R, Jˆ
is not continuous. In the following arguments, we show that Jˆ satisfies a weaker but sufficient
condition, that of lower semi-continuity.
Definition 1. A functional f is strong (respectively, weak) lower semi-continuous with respect
to a norm if it satisfies
f(x0) ≤ lim
m→∞
f(xm)
whenever a sequence (xm) converges strongly (respectively, weakly) to x0 in that norm [51].
Remark 2. Weak and strong lower semi-continuity of a functional are related as follows. In
general, weak lower semi-continuity in a norm implies strong lower semi-continuity in that
norm. The converse is not true. However, if the functional is strong lower semi-continuous and
convex, and is defined on a convex set, then it is weak lower semi-continuous [51].
Proposition 4. Jˆ is strong lower semi-continuous in H1.
Proof. We first show that the quantity defined as ‖σ‖
Jˆ
= Jˆ(σ) is a norm over set S. Since
residual stresses have zero mean, ‖σ‖
Jˆ
is zero only when σ is zero. Also, ‖ασ‖
Jˆ
= |α| ‖σ‖
Jˆ
for
a real number α. Finally, using Ho¨lder’s inequality, it can easily be shown that Jˆ(σ) satisfies
the triangle inequality. So, ‖σ‖
Jˆ
is a norm.
Next, we note that
0 ≤
(∫
Ω
∇σ · ∇σ dA
) 1
2
≤
(∫
Ω
σ · σ dA+
∫
Ω
∇σ · ∇σ dA
) 1
2
,
or
0 ≤ ‖σ‖
Jˆ
≤ ‖σ‖H1 .
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Therefore, if a sequence (σ˜m) converges strongly to some σ˜0 in theH
1 norm, i.e. lim
m→∞
‖σ˜0 − σ˜m‖H1 =
0, it follows from the above that lim
m→∞
‖σ˜0 − σ˜m‖Jˆ = 0. This implies that
lim
m→∞
Jˆ(σ˜m) = Jˆ(σ˜0).
Hence, Jˆ is strong lower semi-continuous in H1.
Proposition 5. Jˆ is weak lower semi-continuous in H1.
Proof. Since all norms are convex, Jˆ is a convex functional. The set P¯ defined earlier is convex.
Including proposition 4, we conclude that Jˆ is weak lower semi-continuous in H1 over P¯ .
Proposition 6. Jˆ(σ0) = ψ0.
Proof. Since Jˆ is weak lower semi-continuous inH1, and (σnk) ∈ P¯ converges weakly to σ0 ∈ P¯
in the H1 norm,
Jˆ(σ0) ≤ lim
nk→∞
Jˆ(σnk) = ψ0.
But since ψ0 is the greatest lower bound of Jˆ over P, and σ0 belongs to P, we have
ψ0 ≤ Jˆ(σ0).
Hence,
Jˆ(σ0) = ψ0.
Remark 3. We have now proved that σ0 is in P, minimizes Jˆ , and hence minimizes J0.
C Proof that the eigenfunctions form a basis for S
Assume that the span of the infinitely many eigenfunctions is a subspace S∞ which is a proper
subspace of S. It is not clear what the dimension of its orthogonal complement S∞⊥ is.
If the dimension is 2 or more, then it contains infinitely many elements of unit norm, and
the arguments used in the first part of section 5 can be applied and the same contradiction is
obtained.
If the dimension of S∞⊥ is 1, then we have a unique (up to a scalar multiple) τ which
lies in S∞⊥. Normalizing that τ , we find that we cannot take variations of it while keeping it
inside S∞⊥. This precludes variational equations, and a different argument is easier.
The eigenfunctions {φk} along with τ form a basis for S. The issue is solely whether τ ,
too, is an eigenfunction.
Let us now consider a different extremization problem, namely: find a σ in S that extrem-
izes
1
2
∫
Ω
∇σ ·∇σ dA subject to the condition
∫
Ω
σ ·τ dA = 1. We make no assumptions about
how the extremizing σ might be related to the eigenfunctions {φk}.
We approach this new problem in two ways: (i) using the calculus of variations, and (ii)
directly.
Using the calculus of variations, we obtain:
−∆σ +∇sµ = λτ and divσ = 0 in Ω,
σn = 0 and ∇nσ · (t⊗ t) = 0 on ∂Ω.
(38)
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Using a direct approach, we can assume a solution of the form
σ = a0τ +
∞∑
k=1
akφk.
The above representation contains the solution because by assumption we have a basis. Directly
substituting into
1
2
∫
Ω
∇σ · ∇σ dA
and using orthogonality, we find that we are extremizing
1
2
(
a20
∫
Ω
∇τ · ∇τ dA+
∞∑
k=1
a2kλk
)
,
subject to the constraint ∫
Ω
σ · τ dA = a0 = 1.
In the above, the λk’s are the eigenvalues already found. The minimizer is obvious: a0 = 1,
and ak = 0 for k = 1, 2, 3, · · · . It follows that the extremizing σ is exactly τ . Therefore, σ = τ
must also satisfy Eqs. 38, obtained using the calculus of variations. We conclude that τ is an
eigenfunction after all.
D Details of the finite element method
To solve the eigenvalue problem in Eq. 12 using FEM, we first express it in Cartesian coordi-
nates, so that
−∆σ +∇sµ = λσ
becomes
−
∂2σxx
∂x2
−
∂2σxx
∂y2
+
∂µx
∂x
= λσxx,
−
∂2σyy
∂x2
−
∂2σyy
∂y2
+
∂µy
∂y
= λσyy,
−
∂2σxy
∂x2
−
∂2σxy
∂y2
+
1
2
(
∂µx
∂y
+
∂µy
∂x
)
= λσxy.
(39)
Equilibrium,
divσ = 0,
becomes
∂σxx
∂x
+
∂σxy
∂y
= 0,
∂σxy
∂x
+
∂σyy
∂y
= 0.
(40)
The traction-free boundary condition
σn = 0
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Figure 14: A sample 2 × 2 mesh of serendipity elements
gives
σxxnx + σxyny = 0,
σxynx + σyyny = 0.
(41)
The final, and natural, boundary condition
∇nσ · (t⊗ t) = 0
becomes
∂σxx
∂x
nxn
2
y +
∂σxx
∂y
n3y +
∂σyy
∂x
n3x +
∂σyy
∂y
n2xny − 2
∂σxy
∂x
n2xny − 2
∂σxy
∂y
nxn
2
y = 0. (42)
We discretise the domain with a mesh containing ‘e’ eight noded quadrilateral serendipity
elements and ‘n’ nodes. Figure 14 shows a sample mesh for e = 4 and n = 20 for a square
domain. We use the FEM software package Abaqus to generate the mesh.
We use piecewise cubic shape functions for the stress components. The shape function that
takes the value 1 at node p, and zero at all other nodes, is denoted as Np. Each such shape
function is cubic within individual elements, continuous on element edges, and looks like a tent
peaking at node p.
We use piecewise constant shape functions for components of the Lagrange multiplier vector
field µ. The piecewise constant shape function that is 1 on element q, and zero on all the other
elements, is denoted as Mq.
The discretised dependent variables are written as
σxx = σxx1N1 + σxx2N2 + ...+ σxxnNn,
σyy = σyy1N1 + σyy2N2 + ...+ σyynNn,
σxy = σxy1N1 + σxy2N2 + ...+ σxynNn,
µx = µx1M1 + µx2M2 + ...+ µxeMe,
µy = µy1M1 + µy2M2 + ...+ µyeMe,
(43)
where σxxp denotes the value of the discretized σxx component at the p
th node (likewise for
σyy and σxy); and where µxq denotes the value of the discretized µx over element q (likewise
for µy).
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We arrange the 3n+ 2e unknowns in a column vector c as follows:
c = {σxx1 . . . σxxn σyy1 . . . σyyn σxy1 . . . σxyn µx1 . . . µxe µy1 . . . µye}
T , (44)
T denoting transpose. We need 3n+2e equations. For the first n equations, we take the inner
product of first of Eqs. 39 with N1 through Nn. For instance, the first such resulting equation
is: ∫
Ω
(−∆σxx + µx,x − λσxx)N1 dA = 0.
Using integration by parts, we obtain∫
∂Ω
(
−
∂σxx
∂x
nx −
∂σxx
∂y
ny + µxnx
)
N1 ds−
∫
Ω
(
−
∂σxx
∂x
∂N1
∂x
−
∂σxx
∂y
∂N1
∂y
+ µx
∂N1
∂x
)
dA
= λ
∫
Ω
σxxN1 dA.
We substitute from Eqs. 43 to obtain
n∑
r=1
σxxr
{∫
∂Ω
−
(
∂Nr
∂x
nx +
∂Nr
∂y
ny
)
N1 ds+
∫
Ω
(
∂Nr
∂x
∂N1
∂x
+
∂Nr
∂y
∂N1
∂y
)
dA
}
+
e∑
s=1
µxs
(∫
∂Ω
N1nx ds−
∫
Ω
∂N1
∂x
dA
)
= λ
n∑
r=1
σxxr
∫
Ω
NrN1 dA.
(45)
The various integrals in the above equation are all meaningful because each Nr as well as
its gradient ∇Nr are bounded everywhere in the domain, including on the boundary; and the
shape functions used for µ are piecewise constant7. Additionally, we note that the boundary
integrals above remain continuous even if nx and ny have a finite number of discontinuities,
i.e., the domain can have a finite number of corners.
Equation 45 (recall Eq. 44) can be written compactly as
a1c = λa2c,
where a1 and a2 are row vectors of dimensions 1× (3n+2e). We obtain n− 1 more equations
by taking the inner product of the first of Eqs. (39) with N2 through Nn.
Similarly, we obtain 2n more equations by taking the inner product of second and third of
Eqs. 39 with N1 through Nn.
Finally, we obtain the remaining 2e equations by taking the inner product of both of Eqs.
40 with each of M1 through Me. It can be verified easily, as for Eq. 45, that all integrals in
those equations are well behaved.
The complete set of 3n + 2e equations can be written in a compact form as follows:
A1c = λA2c, (46)
where A1 and A2 are square matrices of dimensions (3n+2e)×(3n+2e). We have not imposed
the boundary conditions (Eqs. 41 and 42) yet. We have enforced these in the weak form as well
(in an integral sense, on the domain boundary; details omitted). If there are b nodes on the
boundary, there are 3b conditions to be imposed. The boundary conditions can be expressed
in the form Bc = 0, where B is a 3b× (3n + 2e) matrix.
7The stress components are in the Sobolev space H1(Ω); their restrictions to the boundary are in H1(∂Ω);
the µ-components are in the Hilbert space L2(Ω); and their restrictions to the boundary are in L2(∂Ω).
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This means that the vector of unknowns is 3n + 2e − 3b dimensional. For problems of
moderate size, such as we solve here, it is conceptually simplest to compute a matrix Q whose
columns span the subspace orthogonal to the rows of B. Then, Eq. (46) along with boundary
conditions can be reduced to an equation of the form
A˜1c˜ = λA˜2c˜, (47)
where c = Qc˜, A˜1 = Q
TA1Q and A˜2 = Q
TA2Q. Equation (47) is an eigenvalue problem. One
last point is that, because of the constraints in the problem, several eigenvalues are infinite.
So we solve Eq. 47 in the form
A˜2c˜ =
1
λ
A˜1c˜,
select the largest eigenvalues 1/λ, and take their reciprocals. Finally, we arrange the eigenvec-
tors (eigenfunctions) in order of increasing λ.
We have computed the eigenfunctions using the above formulation for three domains: an
annular domain, a square domain, and an arbitrarily shaped domain (see figures 2, 3 and 4).
We have performed convergence tests by refining the mesh, and displayed results in the main
paper using a level of refinement at which the eigenvalues varied within tiny fractions of one
percent. For instance, the domain corresponding to figure 3 was discretized using a mesh of
2500 elements.
Our numerical results indicate that our formulation is stable. However, we have not formally
verified the well known inf-sup condition (also known as the Ladyzhenskaya-Babusˇka-Brezzi
condition) for our mixed finite element formulation. We refer the interested reader to Bathe’s
work [52, 53, 54] and the references therein (also see [55] for mixed finite element formulations in
linear elasticity). Here, we offer the following positive and constructive points to demonstrate
the correctness of our finite element results.
1. First, since our problem is similar to the Stokes problem, we observe on page 329, Table
4.8 of Finite element procedures by Bathe [52], that the 8/1 element (the eight-noded
quadrilateral serendipity element with piecewise constant pressure, which is what we have
used) is stable for the Stokes problem. This does not guarantee that it will be stable for
our problem, but it is indicative, and our results have not shown instabilities.
2. Second, the qualitative consequence of instability is the appearance of spurious checker-
board type patterns in the solution. In many solutions, at different mesh refinements,
for different domain shapes, we have not seen such checkerboard patterns with our 8/1
element.
3. Third, with other elements, which are unsuitable, we did indeed obtain checkerboard
patterns. Specifically, we did so with 4/1 elements, consistent with Table 4.8 in [52]
Conversely, with 9/3 and 9/4–c, two other suitable elements mentioned in the table, we
obtained similar results as with the 8/1 element, with no spurious modes.
4. Fourth, for an annular domain, we have used an independent semi-analytical method
developed in section 6.2, where numerical ODE solution is used. The results match our
FE solutions near-perfectly. This tells us that our FE solutions are not only stable (no
checkerboard) but also accurate.
5. Finally, for the square domain shown in figure 3, we demonstrate convergence numerically.
We consider four meshes: 5 × 5, 10 × 10, 20 × 20 and 40 × 40 elements. The first ten
eigenvalues from these four meshes are plotted in figure 15. Convergence is clear.
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Figure 15: Convergence of eigenvalues upon refinement.
To close this section, we report the time required to compute the eigenfunctions using our
own code in Matlab, on a personal computer with 8th generation i5 processor. Computation
of the first 100 eigenfunctions on a square domain discretized with uniform meshes of 5 × 5,
10 × 10, 20 × 20, 40 × 40, 80 × 80 and 160 × 160 elements takes 0.2, 0.6, 1.6, 10, 70 and 850
seconds respectively. The computation times are plotted in figure 16 on a log-log scale.
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Figure 16: Time (in seconds) for computation of first one hundred eigenfunctions for different
mesh refinements (log-log scale). The data points are joined by straight lines for visibility
alone.
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E Fitting of a residual stress field obtained from a metal form-
ing simulation in Abaqus
In this section, we describe the process of generating a residual stress using the finite element
software package Abaqus by simulating the 2-D metal forming process of rolling, and fit the
residual stress field using our eigenfunctions computed on the same (final) mesh with our finite
element code as described above.
E.A Details of the rolling simulation in Abaqus
The schematic of the set-up is shown in figure 17. The simulation is carried out quasi-statically,
in the implicit analysis mode of Abaqus. The general description of the simulation is as follows:
the workpiece is first nudged to the right using a rigid punch moving with a constant velocity,
until the former comes in contact with the rotating rigid rollers. The friction between the
workpiece and the rollers pulls the workpiece away from the rigid punch, and the formed
workpiece is then extruded at the other end.
Rigid punch
Workpiece
25mm/s
2 rad/s
2 rad/s
48mm 32mm 30mm
170mm
170mm
Rigid rollers
y
x
Figure 17: Schematic of the rolling simulation (figure not to scale).
The geometric, material and contact details are as follows. The workpice is 48 mm long and
32 mm wide, and is made of an isotropic elasto-plastic material with linear strain hardening.
Its Young’s modulus is 210 GPa, Poisson’s ratio is 0.3, yield stress is 400 MPa, and slope of
the hardening curve is such that the equivalent plastic strain is 10 when the von Mises stress
is 6000 MPa. Since the process is quasi-static, density of the workpiece is not required. The
punch is rigid. It moves with a velocity of 25 mm/s to right. Both rollers are rigid and each
has a radius of 170 mm. They rotate at 2 rad/s in the directions indicated in figure 17. The
minimum gap between the rollers is 30 mm, so that the width of the formed workpiece is
reduced by 2 mm in the process. A ‘hard’ normal contact is assumed between the punch and
the workpiece, as well as the workpiece and the rollers. ‘Penalty’ friction with a coefficient of
0.3 is assumed in each of these contacts.
The mesh details are as follows. The rollers and punch are meshed with ‘discrete rigid’ and
‘analytical rigid’ line elements, respectively. The workpiece is meshed with 20184 plane strain
four-noded quadrilateral elements of size 0.275 mm and aspect ratio 1. Mesh convergence tests
are performed by comparing the nodal values of different stress components along material
lines for different element sizes, based on which we conclude that an element size of 0.275 mm
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provides a converged solution.
The simulation is quasi-static, and is carried out in an implicit time step of size 6 seconds,
with minimum increment size of 10−9 seconds, and initial increment of size 10−3 seconds. The
mid-line (y = 0) running across the length of the workpiece is constrained to not move in the y
direction by using rollers. This ensures that the normal (respectively, shear) stress components
are symmetric (respectively, anti-symmetric) with respect to y = 0.
Readers can access the input file of this Abaqus simulation here:
https://tinyurl.com/wefcwps.
E.B Fitting results
Figure 18: True and fitted (using 1000 eigenfunctions) stress components for metal forming
example (in GPa).
We show the stress components obtained from the Abaqus simulation in the left column
of figure 18. This stress field is fitted using the first 1000 eigenfunctions computed over the
same (deformed) mesh as obtained from the simulation, using the procedure described in
appendix D. The fitted components are shown in the right column of figure 18. We observe
that the fit is good. We also plot the fitted components using 10, 60 and 102 eigenfunctions
respectively in figure 19 to indicate how the fits get progressively better with incorporation of
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Figure 19: True and fitted (using 10, 60 and 102 eigenfunctions, respectively) stress components
for metal forming example (in GPa).
Figure 20: EN versus N , metal forming example. Left: linear scale; right: log-log scale.
more eigenfunctions. Next, we plot the squared relative error measure EN , described in section
7, versus N in figure 20. Convergence is like N−1 for large N , with E318 < 0.01. Finally, we
plot the time required for computation of the first 1000 eigenfunctions for different refinements
of the mesh used for the rolling simulation in figure 21. The coarser meshes used for this plot
were obtained from different simulations done to study mesh convergence: the stresses from
those simulations are not reported here.
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Figure 21: Time for computation of first one thousand eigenfunctions for different refinements
of mesh used in metal forming simulation (log-log scale).
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F Stress fields used in section 7
Example 1
σrr = −
0.067
r2
+
1.6
r
− 12.833 + 40r − 41.667r2,
σrθ = −
0.022
r2
+ 5.5 − 40r + 75r2,
σθθ = 3.667 − 40r + 100r
2.
Example 2
σrr =
−0.321
r
−
−4 r3 + 8.563 × 10−4 sin (200 r) + 0.411 ln (200 r) r
r2
−
9.408 × 10−3 + 7.611 × 10−2 r cos (200 r)
r2
,
σrθ =
r3 − 2.854 × 10−4 sin (200 r) + 5.708 × 10−2 r cos (200 r)− 3.853 × 10−2 r + 7.840 × 10−4
r2
,
σθθ = −3.805 sin (200 r)−
1.284 × 10−2
r
+ r.
Example 3
σrr(r) = −
pc
r2c
r2i
− 1
(
r2c
r2i
−
r2c
r2
)
for ri ≤ r ≤ rc,
σrr(r) = −
pc
r2o
r2c
− 1
(
r2o
r2
− 1
)
for rc ≤ r ≤ ro,
σθθ(r) = −
pc
r2c
r2i
− 1
(
r2c
r2i
+
r2c
r2
)
for ri ≤ r ≤ rc,
σθθ(r) =
pc
r2o
r2c
+ 1
(
r2o
r2
+ 1
)
for rc ≤ r ≤ ro,
σrθ(r) = 0 for ri ≤ r ≤ ro,
where
pc =
Eδ
rc
 1r2c+r2i
(r2c−r2i )
− ν
+
1
r2o+r
2
c
(r2o−r
2
c )
+ ν
 .
We have used ri = 0.1, rc = 0.2, ro = 0.3, ν = 0.3, Eδ = 10
6 in any consistent units.
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