Component-based Software Engineering (CBSE) is currently a key paradigm used for developing safetycritical systems. It provides a fundamental means to master systems complexity, by allowing to design systems parts (i.e., components) for reuse and by allowing to develop those parts independently. One of the main challenges of introducing CBSE in this area is to ensure the integrity of the overall system after building it from individual components, since safety-critical systems require a rigorous development and qualification process to be released for the operation. Although the topic of compositional modelling and verification in the context of component-based systems has been studied intensively in the last decade, there is currently still a lack of tools and methods that can be applied practically and that consider major related systems quality attributes such as usability and scalability. In this paper, we present a novel approach for design-time modelling and verification of safety-critical systems, based on data semantics of components. We describe the composition, i.e., the systems design, and the underlying properties of components as a Constraint Satisfaction Problem (CSP) and perform the verification by solving that problem. We show that CSP can be successfully applied for the verification of compositions for many types of properties. In our experimental setup we also show how the proposed verification scales with regard to the complexity of different system configurations.
Introduction
Safety-critical systems are controlling the technical processes in which certain failures may lead to events causing catastrophic consequences for humans and the operating environment. Automotive, railway, and avionics are exemplary domains here, just to name few. In order to make these systems acceptably safe, their hardware/software engineering has to be rigorous and quality-assured.
Currently, rapid and continuous increase of systems complexity represents one of the major challenges when engineering safety-critical systems. The avionics domain for instance has seen an exponential growth of software-implemented functions in the last two decades ( 6 ), and a similar development has also occurred in other domains with a focus on mass production, such as automotive or biomedical engineering ( 16 ) . In response, many domains have shifted towards using component-based paradigm ( 24 , 10 ). The standards such as the automotive AUTOSAR and IEC 61131/61499 for industrial automation are examples of widely used component systems. This paradigm shift enabled the im-provement in reuse and reduction of costs in development cycles. In contrast to traditional paradigms such as the procedural and the object-oriented programming, in CBSE more attention is given on systems engineering for parts of the system rather than considering the system as a whole, i.e., on developing components. This opens many opportunities for developers and maintainers, such as more precise control and traceability over parts of the system, and possibility on their systematic reuse, which goes beyond the plain add-hoc reuse of code, objects and libraries. In some fields, the modularity of the system structure is utilized to distribute the development across different roles, in order to perform many engineering tasks in parallel. For instance, the automotive manufacturers are supplied by individually developed middleware and devices which can run their applications.
On the other side, the new paradigm also introduced some new issues. One of the major challenges when applying CBSE is to ensure the integrity of the system after building it from reusable parts (components). The source of the problem is that components are often developed in the isolation, and the context in which they shall function is usually not considered in detail. In response, it is very difficult to localize potential faults when components are wired to form a composition -an integrated system ( 12 ), even when using quality-assured components. The focus of the current research with regard to this problem is to enrich components with properties that characterize their correct behavior for particular context, and in this way to provide a basis for the design-time analysis or verification * of compositions ( 8 ).
This verification is also the subject of consideration in some current safety standards. For instance, the ISO 26262 standard defines the concept Safety Element out of Context (SEooC), which describes a hardware/software component with necessary information for reuse and integration into an existing system. Similarly, the Reusable Software Components concept has been developed for systems that have to follow the DO-178B standard for avionic software. These concepts both share the same kind of strategy for compositional verification: contractbased design. Each component expresses the assumptions under which it can guarantee to behave correctly. However, the definition of the specific contracts, component properties and validity criteria for the composition is left to the domain experts.
From the viewpoint of the concrete and automated approaches for compositional verification and reasoning, many investigations have focused on behavioural integrity, i.e., they model the behaviour of the components and verify whether the composed behaviours are correctly synchronized ( 2 ), ( 4 ). On the other side, compositions are often made based on data semantics shared between components ( 5 ). Here, the correct behaviour is characterized by describing valid data profiles on component interfaces. In both cases, many properties can be required to describe a single component and therefore scalability of the verification method is crucial here.
In this paper, we present a novel approach for verification of compositions based on the data semantics shared between components † . We transform the modelled composition along with properties into a Constraint Satisfaction Problem (CSP), and perform the verification by solving that problem. To realize this, we provide the following contributions:
• We define a component-based system that allows modelling properties within a complete system hierarchy.
• We define a structural representation of our modelled component-based system as a CSP, which provides us a basis to verify the preservation of properties.
• We realize the process that conducts the transformation of the modelled component-based system into a CSP and its verification automatically.
The CSP is a way to define the decision and optimization problems in the context of Constraint Programming paradigm (CP) ( 3 ). Using this paradigm for our component-based system, many types of properties can be supported. Also, various parameters that influence the scalability of the verification can be controlled (used policy to search for solutions for example). In the end of paper, we discuss the feasibility of the approach with regard to its performance.
The remainder of this paper is organized as follows: Section 2 describes the problem statement more in detail and gives some important requirements with regard to modelling a system. In Section 3 and 4, the proposed approach to systems modelling and verification is described. Section 5 describes the experimental results. A brief overview of relevant related work is given in Section 6. Finally, the concluding remarks are given in Section 7. ... 
Problem Statement
Properties are an important means to characterize functional and extra-functional aspects of components. Safety, timing and resource budgets are examples here, just to name few ( 21 ). Recently, they get more and more attention in the safety community, since efficient (an practical) methods for reuse and system composition are crucial in order to reduce costs in development cycles and costs for certification of today's safety-critical systems (i.e., their extensive qualification process). In this section, we give an insight into the main challenges when using properties to verify compositions, and based on these challenges, we outline the main objectives that we handle in this paper.
Motivating Example
In our work, we address properties that in general describe data semantics. To clarify this, let us consider now the example from Figure 1 . The system in this figure shows the composition of four components that form the automotive engine control application on a higher abstraction level. The basic function of this application is to decide when to activate the tasks of the fuel injection and ignition ( 11 ).
To do this, the application takes the sensed values of the air flow volume, current speed and some parameters computed from the driver's pedal position. In a typical automotive development process ‡ , the system structure from figure is made based on stepwise decomposition of top-level requirements, having several intermediate steps such as the functional and technical system architecture with several levels in the hierarchy ( 20 ) . Let us assume now that involved components are already developed, eventually for the complete car product line, and are stored in some repository. Let us further assume that we have a toplevel requirement with regard to the engine timing for particular car type, which states the following:
The minimal allowed time delay between the task of the fuel injection and ignition shall be greater than 40 ms.
The main contributors to this requirement are software components M AFS , M FS , M IS , M IIAS , and their execution platform (e.g., concrete mapping of components on real-time tasks, task configurations, and other). In order to satisfy this timing property, the developer has to analyze the specification for each component in order to find the influence of the component behaviour on that property. The example of such a specification is given in Figure 1 , bot- ‡ Note that we do not limit our approach to automotive domain. tom. Here, the context for the component Ignition System is defined in terms of the syntax and semantics related to component inputs, outputs and parameters. With the properties shown below, the concrete behavior can be roughly described -in this example, for certain intervals of inputs, the component can guarantee that the output t ig lies within the interval [50, 150] (note that pseudo syntax is used here). When building compositions based on such properties, the developer has to consider their influence on the remaining, dependent components -in this case, it has to be decided whether the M IIAS component can accept such values of the t ig and what should components M FS and M AFS provide so that higher delay than 40ms between t ig and t in can be achieved. This can be very tedious and error prone task when doing it manually, because of the following reasons:
• Many components may be required to build a complete system, depending on their granularity. For example, current automotive systems comprise several hundreds of components, and many of them may depend on each other ( 16 ).
• Some components that directly influence the safety-critical process are usually certified, i.e., developed according to rigorous rules from safety standards. Because of costs for such a certification, the practice is to develop components for different context and to certify them just once (e.g., to support different engine types in our example). In response, many properties have to be defined for a single component to capture all context information.
The main problem here is how to define and to inter-relate all properties thorough the complete system hierarchy in a way that the preservation of properties of all components can be verified automatically? Another problem is how to complete with such a verification in a "reasonable time"?
Modelling and Verification Aspects
To narrow the problem statement above, very important prerequisite to structure properties within a system hierarchy consistently is to define basic relations among them. For example, properties of the component M IS are related with properties of the component M IIAS , because of direct connections between their output and input variables. On the other hand, properties of all four components influence the semantics of the mentioned top-level property. We summarize different types of these relations as following:
• Composition: hierarchical building of composed properties based on their contained properties (e.g., the top-level timing property is composed of properties contained in components M AFS , M IS , M FS and M IIAS ). We discuss this later in more detail.
• Refinement/abstraction: properties characterize the component behaviour at certain abstraction level. With refined properties, more specialized behaviours can be described. For example, the property in Figure 1 may include some additional parameters to define conditions for the t ig more precisely.
• Alternatives: properties may have alternative representations for different context (e.g., the Injection System component M IS can provide different properties for different engine types).
These relations have to be supported when modelling a component-based system and they have to be considered when such a system has to be verified.
System Modelling, Verification and Deployment: An Overview
In this section, we summarize the workflow that integrates the proposed approach for systems modelling and verification. We use this workflow to verify the consistency of systems design, i.e., when the system is initially developed by assembling components, or when changes on that system have to be performed -such as component replacements or changes of the internal systems state, represented in terms of component or systems parameters. In our previous work ( 13 ), we described a method on how to change safety-critical systems, with the aim to repair that system in the operation and maintenance phase by replacing malfunctioning software ( 13 ): system modelling using contracts (top), system design verification (middle) and dynamic deployment of software components (bottom) components or by changing systems configuration at reduced development and maintenance costs. To this end, we defined types of supported changes and properties that have to be considered in the modelling and verification. Further, to allow to change the system in the operation we introduced a runtime support to load software components into a real-time operating systems used for safety applications ( 15 ). The overall workflow for the modelling, verification and deployment is depicted in Figure 2 . In this paper, we focus only on modelling and verification parts of the workflow.
In the first step of the workflow, a model of a system is provided. This model basically captures properties on a level of software components, i.e., (i) to express their behaviour and relationships they have to neighbouring components, and (ii) to express relationships between components and the platform (i.e., an embedded system). Properties are here structured using contracts, which are constructs very similar to system requirements -they express what components shall do (functional) or how they shall be (extra-functional or non-functional), while at same time they define a context in which components have to satisfy those requirements. A very important role of contracts in system design is that they allow for defining specific relationships, so that the information about system integrity expressed through functional and extra-functional requirements can be maintained. Based on this fundamental feature, the impact of changes can be easily estimated and also necessary measures to handle changes can be easily identified. The next step of the workflow deals with the analysis of the system modelled using contracts. Here, a complete system is translated into a so called constraint network -a collection of inter-connected variables and constraints. This network represents contracts in a problem domain using CP. In this way, we are able to analyse whether a modelled system violates any of the contracts. In the same way, we can verify whether changes within a system design eventually require to change requirements.
Finally, the last step of the workflow is an archi-tectural support to perform changes. To this end, we have realized a dynamic linker that is customized for the use in real-time operating-systems for safety applications. The distinct feature of this linker is that its behaviour is predictable, and the mechanism itself is designed to meet software safety regulations (please refer to ( 15 ) for more details).
In the following, we describe the modelling and verification parts of this workflow more in detail.
Constraint-based Verification
To get a rough image of the proposed approach, we highlight the modelling and verification steps in Figure 3 . The input to the verification is a modelled component-based system, enriched with properties, which are structured in contracts -M sys in figure. This model is further transformed into a Constraint Satisfaction Problem (CSP) -CSP sys in figure, which corresponds to the problem domain mentioned in the previous section (we discuss this later). The CSP model is processed by the constraint solver, i.e., a tool to solve the CSPs, in order determine the preservation of all properties in the system. As a result, we get a decision about such a preservation. In addition, we get concrete values of data (i.e., inputs, outputs and parameters), for which properties are preserved. All steps in the process are performed automatically.
In the following, we describe how we defined each model described above. We first give some basic assumptions for our system M sys . Then we describe the main elements of that system, including properties. In the end, we describe its representation as a CSP.
General: Components and Compositions
In our system, we define a component M as follows:
, where Σ in , Σ out , and Σ par are inputs, outputs and parameters respectively (i.e., Σ-alphabets define input, output and parameter variables in terms of datatypes, values, and some additional attributes), whereby M c is an optional set of contained components, and is defined according to relation (1) . To clarify this, we distinguish between following two types of components:
• Atomic components: components that can not be further divided to form hierarchies, i.e., components for which M c = / 0. They perform the concrete computation. The Ignition System for example may contain many atomic components, such as integrators, limiters, simple logical elements and other.
• Composite components: hierarchical components that may contain one or more atomic and composite components, i.e., M c = / 0. Note that we use the term composition to indicate composite components, which also may represent a complete component-based system (cf. our system in Figure 1 ).
The component model introduced above is typical for data-flow systems such as the ones modelled in the Matlab Simulink for example. Similar models of component-based systems are used when considering properties for resource budgets ( 5 ). 
Modelling Compositions Enriched with Properties
As illustrated in Figure 1 , properties are defined as expressions over component variables. In order to be able to interpret these expressions during the verification, we formulate them in a SMT form § : each expression can be represented in terms of basic symbols, such as 0, 1, ...s en , ..., +, −, /, ...min. § Syntax in SMT (Satisfiability Modulo Theories) allows to define advanced expressions, e.g., on integers, reals, etc.
Using this form, various expressions can be supported for our system, including logical, arithmetic, and other. The property from Figure 1 for instance, (0 s en 6400) ∧ (0 f f l 100), conforms to the SMT form.
In order to link properties throughout the system hierarchy with regard to three basic relations introduced in Section 2.2, we encapsulate them in assume/guarantee (A/G) contracts. According to the general contract theory in ( 5 ), a contract C is a tuple of assumption/guarantee pairs, i.e.:
, where A and G are expressions over sets of variables Σ. In this way, we can split properties for each component in (a) part that has to be satisfied, i.e., assumptions, and (b) part that is guaranteed if assumptions hold, i.e., guarantees. For example, the toplevel contract C II for our system in Figure 1 guarantees the 40ms delay under assumptions that the rotational speed s en and values for the throttle angle a tr are within certain ranges:
Based on this structure, we can link properties between dependent components in a similar way it is done when wiring components using connectors (i.e., links between their input/output variables). Figure 4 shows our example system modelled using contracts. Every component provides certain guarantees which stay in relation to assumptions of dependent components. These components in turn provide guarantees based on their own assumptions, and so forth. In this way, all properties within a system hierarchy can be linked together. In Figure 4 , we have also highlighted different types of relations between contracts, required to build such a hierarchy • Composition: two contracts can interact when after connecting their guarantees and assumptions both contracts can function correctly (we discuss this in more detail in Section 4.3). We use the operator ⊗ to define a composition ( 5 ). An example of such relations is shown in Figure 4 , where contracts C FS , C IS , and C IIAS form a composite contract, i.e., ((C FS ⊗C IS ) ⊗C IIAS ).
• Refinement/abstraction: similar to refinement of properties, contracts refine other contracts in terms of refined assumptions and guarantees. We use the operator for this relation. The top-level contract C II has such a relation with the contained contracts, i.e., ((C FS ⊗ C IS ) ⊗ C IIAS ) C II . Note that only the relation with the contract C IS is highlighted here.
• Alternatives: when designing components for more than one context, each new context is described in a separated contract. Contracts that describe the same property for different context are alternatives. In example in Figure 4 , any of contained contracts may have alternatives -here, we just highlighted C FS to indicate that it may have alternative contracts.
Based on definitions for contracts and their relations, we can now define the top-level system/composition contract, C sys , as follows:
, i.e., a hierarchical composition of contracts C i , where C i represents further composition according to relation (3) . Finally, to relate contracts with components, i.e., the concrete implementations of contracts, we extend the relation (1) as follows:
, where C c is a set of contracts that the component M can implement. Based on this relation, any implementation of the C sys contract represents a complete component-based system or a top-level composition. We identify this implementation as M sys and use it later as a basis to define our CSP.
Ensuring Correctness of Compositions
For our component-based system defined previously, two contracts C 1 and C 2 can form a composition (i.e., can be integrated) when their connected assumptions/guarantees match in the syntax of their variables (i.e., datatypes, units, etc.), and when following holds:
In other words, the contract C 1 shall not provide values not assumed by the contract C 2 . This relation is a basis in our CSP to verify the complete composition.
Composition as a Constraint Satisfaction Problem
Now, we describe how we define the composition M sys as a CSP. We name our CSP representation of M sys as CSP sys , and define it as follows:
, where X CSP is a finite set of variables, D CSP their domains (datatypes, values), and C CSP a set of constraints related to variables and constraints in C CSP . In other words, the CSP represents a network of variables inter-connected with each other using constraints. The constraints set variables in relations using some operators, and in this way they form expressions. Various types of expressions can be used to define constraints (e.g., Boolean, SMT -depending on supported features of the solver). The solution of the CSP sys is a set of values of X CSP for which all constraints C CSP are satisfied. The constraint solver performs the task of finding solutions.
In order to represent the composition M sys in a CSP, we need to map the top-level contract structure ((sub-)contracts, variables, and A/G expressions) into the CSP constructs mentioned above. Important aspects of this representation are CSP definitions for (1) a type system, (2) A/G expressions or properties, (3) the structure of components and contracts and (4) the structure of compositions. We can now turn to these representations.
Type System
The CSP tools, i.e., constraint solvers, usually provide the support for several domains to represent various types of variables. Integers, reals, and sets are examples here, just to name few. In order to avoid type castings between modelled system M sys and CSP sys , we use the same domains for both M sys and CSP sys . Another reason is that the time needed for the constraint solver to solve the CSP strongly depends on a particular domain. For example, there is a significant difference in runtime when dealing with real numbers instead of integers. Therefore, we use integers for both system representations, i.e., M sys and CSP sys .
A/G Expressions (Properties)
Concerning the representation of values of variables in the CSP, limits have to be set on their intervals. The intervals are possible search space for the solver, and can have significant influence on solver's runtime. It is therefore important to limit the variables on smallest possible intervals.
In our CSP sys , each variable which is used in an expression is represented by two CSP variables: one indicating the begin of the interval, another one for the end of that interval. The size of this interval is determined based on intervals defined in expressions. For example, the variable s en in the expression (0 s en 6400) is limited on the interval [0, 6400]. The reason for using two CSP variables here is that solving the CSP results with not only decision about the correctness of a composition with regard to the relation (5), but it also provides values for which the relation (5) is satisfied. In this way, we can obtain the concrete intervals (instead of just values) for all variables in all contracts (for correct compositions). This information can be useful for example when the composition M sys has many alternative contracts, to observe which of them are identified as correct.
Relations or operations between variables in expressions are represented as constraints. Since both M sys and CSP sys use the SMT syntax for expressions, every operation is represented as a single constraint.
Components
From the perspective of the structural organization, every component is represented in a CSP as a set of variables (inputs, outputs, parameters) from the integer domain, and a set of constraints, which correspond to the contracts implemented by that component (see Figure 5 ).
Note that we distinguish here between variables used in components, i.e., Σ in relation (4), and variables used in contracts, i.e., Σ in relation (2) . Although they are identical, we define separated variables in the CSP for each of them. This means, when a component has two contracts, we have CSP variables for (a) component variables (inputs, outputs and parameters) and (b) CSP variables (inputs, outputs and parameters) for each contract. With this separation of contracts and components, we can identify which contracts are satisfied if the verification succeeds. As mentioned, the constraint solver not only responds with a decision, but it also finds all values of X CSP for which the verification succeeds. Similarly, if the verification fails, the conflicting contracts can be easily identified. Now we describe how the contracts are defined in a CSP, how they are linked with components, and how the criteria for correctness from relation (5) is represented in a CSP.
Contracts
As shown in Figure 5 , each contract is represented as a single top-level constraint C s . This constraint is further related to a set of local A/G variables (inputs, outputs, parameters) and a set of sub-constraints. The sub-constraints represent the constraints of the refined/abstracted or alternative contracts (contract parts Cs p in figure) . Because refined/abstracted and alternative contracts do not depend on each other, we define the top-level constraint C s as follows: C s := (∨ i∈N Cs pi ). In this relation, any contract which can satisfy the relation (5) implies that the top-level contract constraint C s is satisfied.
As illustrated in Figure 5 , every contract consists of the following sub-constraints:
• A/G constraints C agc : constraints related only to local A/G variables. These constraints define the assumptions and guarantees for a contract. They are defined based on A/G expressions in contracts, as described in Section 4.4.2.
• Binding constraints C bc : constraints that link the local A/G variables to the global component variables so that both types of variables get the same values. In this way, we can observe which contracts were satisfied, after successful verification.
• Composition constraints C cc : constraints that integrate the contracts. These constraints express the integration or composition between two contracts, as described in Section 4.3. They link two contracts according to relation (5).
All three top-level constraints have to be satisfied for a contract C sp , i.e., C sp := (C agc ∧C bc ∧C cc ). Finally, the top-level constraint of a component is satisfied, if all contract constraints C s are satisfied, i.e., C m := (∧ i∈N C si ).
System/Composition
The compositions have very similar structure to basic or atomic components. Because they abstract some contracts of the contained components, additional constraints are defined to link these variables. An example of such a composition is given in Figure  4 , where assumptions and guarantees of the contract C II are an abstraction of assumptions and guarantees of the contained contracts.
Like atomic components, the complete component-based system M sys is represented in a CSP as a set of variables and constraints. Within this set of constraints, there is a single top-level constraint of the composition C m which links the complete hierarchy of the sub-constraints and variables discussed previously (the top-level constraint C m is shown in Figure 5 right) . The CSP has a solution only if this top-level constraint is satisfied. Finally, the C m corresponds to the top-level constraint in the constraint set C CSP from the relation (6).
Experimental Results
In the following, we describe the results of the preliminary evaluation and we discuss the performance of our approach.
To conduct the experiment, we used Java-based Choco constraint solver ( 7 ). In our experiment, we defined the composition M sys as a XML description, which is then used to generate the CSP in memory.
The main goal of this experiment is to show whether the proposed CSP is applicable to solve the composition problems defined with data properties, and for which system configurations. We conduct the experiment by showing how the verification responds with regard to attributes that might have an effect on runtime. These attributes include:
• Components and properties: how the verification scales with regard to number of components and properties, including also the presence of the alternative properties.
• Nature of properties: different properties may require different expressions in the CSP, including operations on fixed values, intervals, or more advanced operations such as ones used to define resource constraints (e.g., sum, min, etc.). 
Quantitative Results
For this experiment, we performed two measurements. In the first measurement, we show the response time with regard to the number of components, properties and alternative properties, having specified assumptions and guarantees as intervals. Then, in the second measurement, we use the same configurations but with fixed values for expressions. With these two measurements, we are able to observe the limits on modeling the component-based system with regard to number of components, properties, and expressions used to describe the properties.
Measurements
In the first measurement, we execute several thousands of system configurations with the varying number of components and properties. The measurement has two parts. In the first part, we verify the system configurations with the varying number of components, each having varying number of properties but with constant number of assumptions or guarantees (i.e., each component variable is therefore related to only one expression). In the second part, each of the components has varying number of alternative and refined properties, so that many solutions are possible. In this case, each component variable is related to many expressions. The expressions in the first measurement are defined in a way that always the intervals of the component variables have to be satisfied, and not the fixed values. An example for such expression is given in Section 4.2 for the contract C II , which is satisfied only if the variables s en and a tr are in ranges [0, 6400] and [0, 100] respectively.
For the input test data, i.e., the operands of the assumption and guarantee expressions, we generate the values for each expression randomly, but with the rule that the assumptions are always satisfied. The advantage of performing the positive tests here is to get more clear statement about the runtime of the verification. In both parts of the measurement, we use the relational and logical operations on values.
In the second measurement, we execute the same system configurations as in previous measurement, but this time using the fixed values for component variables.
Observations
First results of the experiments are illustrated in Figure 7 . On the left, an excerpt of the results for the first measurement is shown, where the properties have a constant number of assumptions and guarantees. The reason why the verification responds in short time is that each component variable has only one expression (assumption or guarantee constraint, C agc ), and it is then immediately instantiated to a value indicated by that expression. The runtime depends in this case therefore on the number of components and properties.
On the right in Figure 7 , a scenario that is more likely to occur in practice is shown. Here, each component variable has an increasing number of expressions, and these expressions are alternatives (as mentioned in the description of the measurement). be done to the state where the constraints were satisfied, which is time consuming.
In the second measurement, we observed very similar results as illustrated in Figure 7 on the left. Having fixed values on component variables, no search has to be performed, but just the constraint verification. For the case where the alternatives are used, more time is required to find a solution, but this time is negligible in contrast to situation when using intervals (i.e., Figure 7 , right).
In the end, we summarize our observations with Figure 8 . This figure shows the region for which the verification can complete in a "reasonable time". We set the limit for this time on 2 minutes, just to get a first feedback about possible configurations for the system under test. To establish this region, we used the system configuration with the worst case in response time, i.e., the one having the alternative properties from the first measurement. Figure 8 shows the worst-case scenario, in which a component-based system is modelled having varying number of assume guarantee expressions.
Qualitative Results: Discussion
The verification scales well but for configurations with only few instances of either components or properties. In nowadays automotive systems for example, there are more than 800 software components, that control various technical sub-processes in automobiles ( 16 ). However, it is still possible to support these configurations, since each such sub-system can be provided to verification independently, and also, not all components are massively interconnected as in Figure 6 . For example, the simplified system from Figure 1 is modelled using 13 software components (is just one option to realize that system).
Related Work
Now we turn to a brief overview of related studies. We summarize here some relevant articles that handle compositional verification based on data semantics. Similar problems to those described in our problem statement were identified by Sun et al. ( 23 ) in their work on verifying the composition of analogue circuits for analogue system design. In their approach, each analogue element (resistor, capacitor, etc.) is characterized by its performance profile and this profile is used to build the contract; that is, for certain values of the inputs the element responds with certain output values. Using contracts made from performance profiles, it was possible to eliminate many integration failures early in the system design phase. These structural compositions of analogue elements are very similar to the compositions in CBSE. However, the model of Sun et al. only considers connections between elements (horizontal relations). Another article describes a runtime framework for dynamic adaptation of safety-critical systems in the automotive domain ( 1 ). In the event of failures or degradation of quality, the intent is to reconfigure the automotive system while it is operating. In contrast to the previous approach, the compositional verification in this case is based on a common quality type system shared among components. Two components can form a composition only when their interfaces or ports have the compatible type qualities. In this way, wrong type castings between components can be avoided. However, using a type system in our case would just verify the syntax but not the semantics of data (i.e., the concrete values).
A more advanced framework for dynamic adaptation of avionics systems was developed by Montano ( 18 ). The goal is to adapt the system to new, correct configurations, in case of failures. To perform this, a common quality system defines the contracts between functions and available static resources (e.g., memory consumption, CPU utilization, etc.) and in this way it restricts the possible set of correct configurations. An important aspect of this work is that it demonstrates the CSP approach to solving the composition problem. However, the quality type system only considers static resources, and does not consider contracts between functions. Ultimately, the approach is strongly focused on dynamic adaptation with human-assisted decision making.
In the field of industrial automation, the authors in ( 17 ) propose the static verification of compositions based on data types of the IEC 61131-3 component model (or standard). This model defines the standard data types but it also allows definition of customized data types (derived from existing ones) and combination of existing data types into complex structures. The authors identified ambiguities in the standard for user-defined data types and defined a proper compatibility criteria. Like the adaptation approach in the automotive domain ( 1 ), this work considers only a type system. However, the approach verifies not only compositions, but also the use of variables in IEC 61131-related languages.
In the last few years, several research projects have begun to handle the topics of compositional verification ( 22 ), ( 9 ), ( 19 ) by formalizing system models (component models) and languages for specification of contracts. These approaches share many concepts, especially contract-based design and formal behavioural verification of compositions. Although our model is conceptually very similar, it differs in that it considers the data semantics of property values, and it addresses a specific type of component-based systems in which data semantics can be used to express the validity criteria for compositions.
Conclusion
In this paper, we presented a method for modelling and verification of compositions in componentbased systems. The components modelled here are enriched with properties, which describe the data semantics of components. The novelty of our verification lies in representing the composition along with modelled properties as a Constraint Satisfaction Problem (CSP), which allows us to achieve two important objectives. First, using relational, logical and more advanced operators on data, many types of properties can be supported. Second, for properties that use basic logical and arithmetic operators, the verification can scale up to several hundreds of components, each of them consisting of few tens of properties, which makes the approach promising for the use in practice.
As part of our ongoing work, we want to characterize the runtime performance based on different types of properties, since they impact the scalability at most. In addition, we also want to investigate other parameters such as solver search policy, solver engine, etc., in order to find best configuration for the verification method.
