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1. Introduction
The standard Frenkel–Kontorova (F–K) model is a chain of particles or oscillators in a sinusoidal on-
site potential and harmonic interaction potential. It has been extensively studied since many physical
systems such as charge density waves, dry friction, and Josephson junction arrays, can be described
by the standard F–K model. However, realistic physical models often include more complex types
of on-site potentials that are periodic but deviate from the simple sinusoidal form [4]. Meanwhile,
besides harmonic interaction potential, more types of anharmonic interaction potentials have been
introduced to the (general) F–K model, such as the exponential potential, power-law potential, Morse
potential, and periodic potential [4]. For example, the periodic potentials are especially realistic when
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is governed by the equation
x¨ j + V ′(x j) = W ′(x j−1 − x j) − W ′(x j − x j+1), j ∈ Z, (1.1)
where x j(t) is the displacement of the j-th particle at time t , the 1-periodic function V describes the
on-site potential, and W represents the interaction potential. We remark that for V (x) = 1− cos2πx
and W (x) = K2 x2, x ∈ R, system (1.1) is often called the standard (undamped) F–K model, or the
discrete sine-Gordon equation.
The existence of travelling wave solutions in lattice systems has been studied by many authors
with different approaches. For chains with harmonic interaction potential, the existence of small am-
plitude waves was established by center manifold reduction [13]. The existence of periodic travelling
waves (wave trains), the homoclinic and heteroclinic travelling waves (solitary waves and fronts) was
investigated in a variational framework in [8,11,15,29]. The travelling waves in discrete sine-Gordon
system were studied by topological method [14]. For coupled Josephson junctions, the discrete rotat-
ing waves, a special form of travelling waves, were discussed via Schauder degree theory [1–3]. We
remark that a lot of research work addressed the travelling waves in FPU chains [9,10,19,23,24].
What we are concerned with in this paper is the uniform sliding state solution which is a special
form of travelling waves:
x j(t) = u( j − νt), (1.2)
where ν > 0, and u is the waveform function: R → R, satisfying for some positive number T > 0
u(t + T ) = u(t) + 1, t ∈ R. (1.3)
The positive number T is said to be the period of the waveform function u.
Note that if system (1.1) has a uniform sliding state of form (1.2), (1.3), then the travelling speed
is ν , the average sliding velocity for each particle is ν/T , and the mean spacing of the particles is
ω = 1/T , i.e., the particle density is 1/ω = T .
If (1.3) is replaced by u(t + T ) = u(t) for all t ∈ R, then the travelling wave is periodic, called wave
trains. Such kind of solutions were studied in [8,11,15,19]. We remark that the average sliding velocity
of each particle vanishes for periodic travelling waves.
The uniform sliding states of form (1.2), (1.3) are also called ponies on a merry-go-round [1],
discrete rotating waves [2], single-wave-form solutions [18,21], or splay-phase solutions [17] in the
literature.
The numerical simulations of the uniform sliding states for the damped F–K model were carried
out in [26,30]. Meanwhile, a lot of theoretical research work was devoted to the existence of the
uniform sliding states. For the damped F–K model, it was studied by monotonicity theory [5,21], or
by topological method [14]. For the Josephson junctions, the uniform sliding state is also an important
type of solutions and its existence was investigated by degree argument [1–3] or Schauder ﬁxed point
theorem [18].
What we are concerned with in this paper is the existence of the uniform sliding states for the un-
damped F–K model (1.1). Close to our work there is [8], where the existence of uniform sliding states
for Hamiltonian systems on 2D lattices was established by Schauder ﬁxed point theorem, and [7],
where a local analysis was applied via the center manifold theorem, see also Chapter 6 of the book
by Fecˇkan [6]. It was assumed in [8] that the interaction potential W is harmonic, and that the non-
linear term in (1.1) (in our notation) V ′ is an odd function, that is, the potential function V is even.
The models considered in [7] also include anharmonic interaction potentials. We should remark that
the uniqueness of the uniform sliding states was proved in [8] for large ν by contraction mapping
theorem.
Inspired by the aforementioned research work, where a variational framework was employed to
discuss the travelling waves in Hamiltonian lattices, we use the variational approach to prove the
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our approach is valid for some anharmonic interaction potentials, including periodic potential. We
remark that we did not discuss the uniqueness of the uniform sliding states in the present work. Our
main results can be stated as follows.
Theorem A. Assume V is C1 smooth and 1-periodic. For the harmonic interaction potential, i.e., W (x) = K2 x2
for x ∈ R, K > 0, system (1.1) admits uniform sliding states of form (1.2), (1.3) provided the travelling speed ν
and the period T of the waveform function satisfy the relation
ν = √K |sinnπω|
nπω
, n = 1,2, . . . ,
where ω = 1/T .
Theorem B. Assume that W and V are C1 smooth, V is 1-periodic and W (x) K2 x2 for x ∈ R, K > 0. Then
system (1.1) possesses uniform sliding states of form (1.2), (1.3) if
ν >
√
K
|sinπω|
πω
,
where ω = 1/T .
Theorem C. Assume that W and V are C1 smooth, V is 1-periodic and W is periodic. Then for each ν > 0
and T > 0, there exists a uniform sliding state solution of form (1.2), (1.3) for system (1.1).
2. Variational setting
The main tools in this paper are the saddle point theorem and the direct method of variations.
The following preliminaries can be found in Chapters 4 and 1 in [16], see also [22,27,31].
Deﬁnition 2.1. Let X be a Banach space, J : X → R differentiable, and c ∈ R. We say that J satisﬁes
the (PS)c-condition if the existence of a sequence {uk} in X such that
J (uk) → c, J ′(uk) → 0
as k → ∞, implies that c is a critical value of J .
Proposition 2.2. Let X be a Banach space, J : X → R is a functional bounded below and differentiable on X.
If J satisﬁes the (PS)c-condition with c = infX J , then c is a critical value.
Proposition 2.3 (Saddle point theorem). Let X be a Banach space and J ∈ C1(X,R). Assume that X splits
into a direct sum of closed subspaces X = X− ⊕ X+ with dim X− < ∞ and supS−R J < infX+ J , where S
−
R =
{u ∈ X− | ‖u‖ = R}. Let
B−R =
{
u ∈ X− ∣∣ ‖u‖ R},
M = {g ∈ C(B−R , X) ∣∣ g(s) = s if s ∈ S−R }
and
c = inf
g∈Mmaxs∈B−R
J
(
g(s)
)
.
Then, if J satisﬁes the (PS)c-condition, c is a critical value of J .
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bounded minimizing sequence, then J has a minimum on X.
Assume that (1.1) has a uniform sliding state solution of form (1.2), (1.3). Inserting the ansatz (1.2)
into (1.1), we obtain by setting T s = j − νt
ν2u¨(T s) + V ′(u(T s)) = W ′(u(T s − 1) − u(T s))− W ′(u(T s) − u(T s + 1)). (2.1)
Let
ψ(s) = u(T s) − s.
Then
ψ(s + 1) = ψ(s), and ψ ′′(s) = T 2u¨(T s) for s ∈ R.
Multiplying by T 2 at both sides of (2.1), we have the advance-delay differential equation
ν2ψ ′′(s) + T 2V ′(ψ(s) + s)= T 2[W ′(Aψ(s) − ω)− W ′(Aψ(s + ω) − ω)], (2.2)
in which ω = 1/T , and A is a difference operator from X to X :
Aψ(s) = ψ(s − ω) − ψ(s), s ∈ R.
Let
X = {ψ ∈ H1[0,1] ∣∣ ψ(0) = ψ(1)}.
Then X is a Hilbert space equipped with the inner product
〈φ,ψ〉 =
1∫
0
φ′(s)ψ ′(s) + φ(s)ψ(s)ds
and the norm ‖ψ‖2 = 〈ψ,ψ〉.
The 1-periodic solutions of (2.2) are constructed as the critical points of the functional J deﬁned
on X by
J (ψ) =
1∫
0
1
2
ν2
∣∣ψ ′(s)∣∣2 − T 2W (Aψ(s) − ω)− T 2V (ψ(s) + s)ds, ψ ∈ X . (2.3)
It is easy to check that J is continuously differentiable and that its Euler–Lagrange equation is indeed
given by (2.2).
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〈
J ′(ψ),φ
〉=
1∫
0
ν2ψ ′φ′ − T 2W ′(Aψ(s) − ω)Aφ(s) − T 2V ′(ψ(s) + s)φ(s)ds,
for each φ ∈ X. Moreover, a critical point ψ of J is a 1-periodic solution of (2.2).
Proof. See the appendices in [27]. 
Lemma 2.6. The functional J deﬁned on X is weakly lower semi-continuous.
Proof. The ﬁrst part
∫ 1
0
1
2ν
2|ψ ′|2 ds is convex and continuous, and hence weakly lower semi-
continuous. The remainder of J is weakly continuous since a weakly convergent sequence in X is
uniformly convergent in C[0,1]. Therefore, J is weakly lower semi-continuous on X . 
3. Harmonic interaction potential
In this section, we discuss (1.1) with harmonic interaction potential, i.e., W (x) = K2 x2 for x ∈ R,
K > 0. Note that in this case (2.2) becomes
ν2ψ ′′(s) + T 2V ′(ψ(s) + s) = T 2K [Aψ(s) − Aψ(s + ω)],
and hence the functional J deﬁned on X reduces to
J (ψ) =
1∫
0
1
2
ν2
∣∣ψ ′(s)∣∣2 − 1
2
T 2K
∣∣Aψ(s)∣∣2 − T 2V (ψ(s) + s)ds, ψ ∈ X,
and
〈
J ′(ψ),φ
〉=
1∫
0
ν2ψ ′φ′ − 1
2
T 2K Aψ(s)Aφ(s) − T 2V ′(ψ(s) + s)φ(s)ds,
for ψ,φ ∈ X .
For each ψ ∈ X , we deﬁne a linear functional L as follows:
L(φ) =
1∫
0
(T /ν)2K Aψ(s)Aφ(s) + ψ(s)φ(s)ds, φ ∈ X .
It is easy to see that L is a bounded linear functional on X . By Riesz representation theorem, we
know that there exists an element in X , denoted by Gψ , corresponding to L. That is,
L(φ) = 〈Gψ,φ〉, φ ∈ X .
As a consequence, we have deﬁned a linear operator G : X → X . It is evident that G is bounded and
self-adjoint.
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λn = 4(T /ν)
2K sin2(nπ/T ) + 1
4n2π2 + 1 , n = 0,1,2, . . . .
Proof. Assume that λ is an eigenvalue of G with the eigenfunction ψ ∈ X . Then
〈Gψ,φ〉 = 〈λψ,φ〉
⇔
1∫
0
(T /ν)2K Aψ(s)Aφ(s) + ψ(s)φ(s)ds =
1∫
0
λψ ′(s)φ′(s) + λψ(s)φ(s)ds
⇔ λψ ′′ = (T /ν)2K [ψ(s − ω) − 2ψ(s) + ψ(s + ω)]+ (λ − 1)ψ,
in which we use the equality
1∫
0
Aψ(s)Aφ(s)ds =
1∫
0
−[ψ(s − ω) − 2ψ(s) + ψ(s + ω)]φ(s)ds.
Note that X has a base {sin2nπ s, cos2nπ s}n∈Z . For each ψ = sin2nπ s or cos2nπ s, n ∈ Z, it follows
from Gψ = λψ that
−4n2π2λ = −4(T /ν)2K sin2 nπω + λ − 1,
and hence
λn = 4(T /ν)
2K sin2(nπ/T ) + 1
4n2π2 + 1 , n = 0,1,2, . . . .
The eigenvalue λ0 = 1 corresponds to the constant eigenfunction. 
In fact, G is a compact operator due to the compact embedding of X into C[0,1] by Sobolev
embedding theorem.
Now the functional J can be rewritten as
J (ψ) =
1∫
0
1
2
ν2
(∣∣ψ ′∣∣2 + |ψ |2)ds −
1∫
0
T 2K
2
|Aψ |2 + 1
2
ν2|ψ |2 ds −
1∫
0
T 2V
(
ψ(s) + s)ds
= 1
2
ν2‖ψ‖2 − 1
2
ν2〈Gψ,ψ〉 −
1∫
0
T 2V
(
ψ(s) + s)ds
= 1
2
ν2
〈
(I − G)ψ,ψ 〉−
1∫
0
T 2V
(
ψ(s) + s)ds,
and
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〉= ν2〈(I − G)ψ,φ〉−
1∫
0
T 2V ′
(
ψ(s) + s)φ(s)ds,
where I is the identity operator on X . Note that the eigenvalues of I − G are
μn = 4n
2π2 − 4(T /ν)2K sin2(nπ/T )
4n2π2 + 1 , n = 0,1, . . . ,
with the corresponding eigenfunctions sin2nπ s and cos2nπ s. Let
q(ψ) =
1∫
0
1
2
ν2
∣∣ψ ′∣∣2 − 1
2
T 2K |Aψ |2 ds = 1
2
ν2
〈
(I − G)ψ,ψ 〉. (3.1)
Since G is a self-adjoint compact operator, we can decompose X into the orthogonal sum of invariant
subspaces of I − G:
X = H− ⊕ H0 ⊕ H+,
where H− and H0 are spanned by the eigenfunctions corresponding to μn < 0 and μn = 0, respec-
tively, and H+ = (H− ⊕ H0)⊥ .
From the fact μn → 1 as n → ∞ we deduce that H− is ﬁnite dimensional, i.e., dim H− < ∞.
Meanwhile, there exists a constant δ > 0 such that
〈
(I − G)ψ,ψ 〉 δ‖ψ‖2 for ψ ∈ H+, and 〈(I − G)ψ,ψ 〉−δ‖ψ‖2 for ψ ∈ H−.
Lemma 3.2. If
ν = √K |sinnπω|
nπω
, n = 1,2, . . . ,
where ω = 1/T , then H0 = span{1}.
Proof. The assumption ensures that μn = 0, n = 1,2, . . . . 
Hereafter in this section we always suppose that the assumption in Theorem A holds.
For each ψ ∈ X , we write
ψ = ψ− + ψ0 + ψ+,
where ψ− ∈ H− , ψ0 ∈ H0, and ψ+ ∈ H+ .
Lemma 3.3. Each sequence {ψk} ⊂ X with {ψ0k } bounded and J ′(ψk) → 0 as k → ∞ contains a convergent
subsequence.
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C1
(∥∥ψ+k ∥∥2 + ∥∥ψ−k ∥∥2)1/2 = C1∥∥ψ+k − ψ−k ∥∥ 〈 J ′(ψk),ψ+k − ψ−k 〉
= ν2〈(I − G)ψk,ψ+k − ψ−k 〉−
1∫
0
T 2V ′(ψk + s)
(
ψ+k − ψ−k
)
ds
 δν2
(∥∥ψ+k ∥∥2 + ∥∥ψ−k ∥∥2)− C2(∥∥ψ+k ∥∥2 + ∥∥ψ−k ∥∥2)1/2,
in which C2 is a constant satisfying
∣∣∣∣∣
1∫
0
T 2V ′(ψk + s)
(
ψ+k − ψ−k
)
ds
∣∣∣∣∣ C2∥∥ψ+k − ψ−k ∥∥.
It then follows that
(∥∥ψ+k ∥∥2 + ∥∥ψ−k ∥∥2)1/2  C3
for some constant C3 > 0, and hence {ψk} is bounded since {ψ0k } is bounded. Since X is reﬂexive,
the bounded sequence {ψk} has a weakly convergent subsequence in X , not relabelled, such that
{ψk} ⇀ ψ in X . Meanwhile, by Sobolev embedding theorem (see Proposition 1.2 in [16]), ψk uniformly
converges to ψ in C[0,1]. Note that
〈
J ′(ψk) − J ′(ψ),ψk − ψ
〉= ν2‖ψk − ψ‖2 − ν2〈G(ψk − ψ),ψk − ψ 〉
−
1∫
0
T 2
[
V ′(ψk + s) − V ′(ψ + s)
]
(ψk − ψ)ds. (3.2)
Letting k → ∞, we deduce that 〈 J ′(ψ),ψk − ψ〉 → 0 since J ′(ψ) is a continuous linear functional
on X and {ψk} weakly converges to ψ , that 〈 J ′(ψk),ψk − ψ〉 → 0 since J ′(ψk) → 0 and {ψk − ψ} is
bounded, and that
〈
G(ψk − ψ),ψk − ψ
〉=
1∫
0
(T /ν)2K
(
A(ψk − ψ)
)2 + (ψk − ψ)2 ds → 0
since ψk(s) uniformly converges to ψ(s). Similarly, the uniform convergence of ψk(s) in C[0,1] implies
that the third term on the right-hand side also tends to zero since V ′ is continuous. As a consequence,
all the terms in (3.2) have been shown to converge to 0 as k → ∞ except ‖ψk − ψ‖2. Therefore, we
conclude that ‖ψk − ψ‖ → 0 as k → ∞, which completes the proof. 
Lemma 3.4. For each c ∈ R, J satisﬁes the (PS)c-condition.
Proof. Assume that {ψk} ⊂ X such that J (ψk) → c and J ′(ψk) → 0 as k → ∞. Let ψk = ψ−k +ψ0k +ψ+k .
Then from Lemma 3.2 it follows that ψ0k ∈ R. Take ψˆ0k ∈ [0,1] such that ψ0k − ψˆ0k ∈ Z. Let ψˆk =
ψ−k + ψˆ0k + ψ+k . Then ψˆk − ψk ∈ Z. It is easy to check that J (ψˆk) = J (ψk) and J ′(ψˆk) = J ′(ψk) since
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implies by Lemma 3.3 that c is a critical value of J . 
Proof of Theorem A. Since V is periodic, there is a constant d > 0 such that |V (x)| < d for all x ∈ R.
If ψ = ψ0 + ψ+ ∈ H0 ⊕ H+ . Then
J (ψ) = 1
2
ν2
〈
(I − G)ψ,ψ 〉−
1∫
0
T 2V
(
ψ(s) + s)ds 1
2
δν2
∥∥ψ+∥∥2 − T 2d,
implying that J is bounded below on H0 ⊕ H+ . If H− is empty, then Proposition 2.2 implies the
existence of the critical point of J . If H− is not empty and ψ ∈ H− , then
J (ψ)−1
2
δν2‖ψ‖2 + T 2d,
and hence J (ψ) → −∞ as ‖ψ‖ → ∞ in H− . Taking X− = H− and X+ = H0 ⊕ H+ , we have that
dim X− < ∞, and there exists an R > 0 such that
sup
S−R
J < inf
X+
J ,
where S−R = {ψ ∈ X− | ‖ψ‖ = R}. We obtain from the saddle point theorem and Lemma 3.4 the exis-
tence of a critical point of J . 
4. Anharmonic interaction potentials
In this section we shall use the direct method of the calculus of variations to prove Theorem B
and Theorem C.
Lemma 4.1. If
ν >
√
K
|sinπω|
πω
,
then H− is empty.
Proof. Note that for each t ∈ R, we have that |sin2t| 2|sin t|, and by induction
∣∣sin(n + 1)t∣∣= |sinnt cos t + cosnt sin t| |sinnt| + |sin t| (n + 1)|sin t|.
Consequently, if
ν >
√
K
|sinπω|
πω

√
K
|sinnπω|
nπω
,
then μn > 0 for n = 1,2, . . . . 
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∣∣Aψ(s)∣∣
( 1∫
0
∣∣ψ ′(τ )∣∣2 dτ
)1/2
.
Proof. Let ωˆ ∈ [0,1] such that ω − ωˆ ∈ Z. Then it follows that
∣∣Aψ(s)∣∣ = ∣∣ψ(s) − ψ(s − ω)∣∣=
∣∣∣∣∣
s∫
s−ω
ψ ′(t)dt
∣∣∣∣∣=
∣∣∣∣∣
ω∫
0
ψ ′(τ + s − ω)dτ
∣∣∣∣∣
=
∣∣∣∣∣
ωˆ∫
0
ψ ′(τ + s − ω)dτ
∣∣∣∣∣
ωˆ∫
0
∣∣ψ ′(τ + s − ω)∣∣dτ

1∫
0
∣∣ψ ′(τ + s − ω)∣∣dτ =
1∫
0
∣∣ψ ′(τ )∣∣dτ 
( 1∫
0
∣∣ψ ′(τ )∣∣2 dτ
)1/2
. 
Proof of Theorem B. Let q(ψ) be deﬁned as in (3.1). Note that
W (Aψ − ω) K
2
(Aψ − ω)2  K
2
|Aψ |2 + Kω|Aψ | + K
2
ω2.
From Lemma 4.1 we know that X = H0 ⊕ H+ . From (2.3) and Lemma 4.2 it follows that
J (ψ) q(ψ) −
1∫
0
KωT 2|Aψ | + 1
2
Kω2T 2 ds −
1∫
0
T 2V (ψ + s)ds
 1
2
δν2
∥∥ψ+∥∥2 − KωT 2∥∥ψ+∥∥− 1
2
Kω2T 2 − T 2d,
for each ψ = ψ0 + ψ+ ∈ X , where ψ0 ∈ H0 and ψ+ ∈ H+ . Consequently, if {ψk} is a minimizing
sequence, i.e., J (ψk) → infX J as k → ∞, then {ψ+k } is bounded. Let ψˆ0k ∈ [0,1] such that ψ0k −ψˆ0k ∈ Z.
Then ψˆk = ψˆ0k +ψ+k is a bounded minimizing sequence. It follows from Proposition 2.4 and Lemma 2.6
that J has a minimum, and hence a critical point in X . 
Proof of Theorem C. Since W is periodic, there is a constant r > 0 such that |W (x)| r for x ∈ R. It
follows that
J (ψ) 1
2
ν2
1∫
0
∣∣ψ ′∣∣2 ds − T 2(r + d).
Assume that {ψk} is a minimizing sequence, i.e., J (ψk) → infX J as k → ∞. Then there exists a con-
stant C1 > 0 such that
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∣∣ψ ′k∣∣2 ds C1, for k = 1,2, . . . .
Let ψk = ψ0k + ψ+k , in which ψ0k =
∫ 1
0 ψk(s)ds. Then
∫ 1
0 ψ
+
k (s)ds = 0. From the Wirtinger’s inequality
we deduce that
1∫
0
∣∣ψ+k (s)∣∣2 ds 14π2
1∫
0
∣∣ψ+′k (s)∣∣2 ds = 14π2
1∫
0
∣∣ψ ′k(s)∣∣2 ds C14π2 ,
implying that {ψ+k } is bounded in X . Let ψˆk = ψˆ0k + ψ+k , in which ψˆ0k ∈ [0,1] such that ψ0k − ψˆ0k ∈ Z.
Then ψˆk is a bounded minimizing sequence. Since J is weakly lower semi-continuous, it follows from
Proposition 2.4 that J has a critical point. 
As an application of the idea in the above proof, we discuss the uniform sliding states in a topolog-
ical discrete sine-Gordon system [12,25], for which the existence of breathers and periodic travelling
waves was established in [12] and [8], respectively. The equation of the topological discrete sine-
Gordon system reads
ψ¨ j = α cosψ j(sinψ j+1 + sinψ j−1) −
(
α + 1
2
)
sinψ j(cosψ j+1 + cosψ j−1), (4.1)
where α ∈ R is a parameter.
We are looking for the uniform sliding states with the waveform function u satisfying
u(t + T ) = u(t) + 2π (4.2)
for some T > 0. Inserting ψ j(t) = u( j − νt) into (4.1) and setting
T s = j − νt, ω = 1/T , ψ(s) = u(T s) − 2π s,
we obtain
ν2ψ ′′(s) = T 2α cos(ψ(s) + 2π s)[sin(ψ(s + ω) + 2π(s + ω))+ sin(ψ(s − ω) + 2π(s − ω))]
− T 2
(
α + 1
2
)
sin
(
ψ(s) + 2π s)[cos(ψ(s + ω) + 2π(s + ω))
+ cos(ψ(s − ω) + 2π(s − ω))].
The functional deﬁned on X is
J (ψ) =
1∫
0
1
2
ν2
∣∣ψ ′∣∣2 + T 2α sin(ψ(s) + 2π s) sin(ψ(s + ω) + 2π(s + ω))
+ T 2
(
α + 1
2
)
cos
(
ψ(s) + 2π s) cos(ψ(s − ω) + 2π(s − ω))ds.
Similarly to the proof of Theorem C, we can show that the functional has bounded minimizing se-
quence, hence J has a critical point.
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sliding states of form (1.2), (4.2).
5. Discussions
We conclude this paper with some remarks.
1. Let K = 1. Then the assumption in Theorem A is ν = |sinnπω|/nπω, n = 1,2, . . . . We remark
that in terms of [26], |sinnπω|/nπω is called the superharmonic resonance frequency of order n.
2. If ω = n, i.e., T = 1/n, n = 1,2, . . . , then x j+1(t) = x j(t) + n. Under this boundary condition, the
coupling effect between the particles vanishes, and hence (1.1) reduces to a single-particle equation
and (2.2) becomes
n2ν2ψ ′′(s) + V ′(ψ(s) + s) = 0.
It is easy to see that the above equation has a 1-periodic solution for each ν > 0.
3. The variational approach for the uniform sliding states in 1D lattices can also be applied to 2D
lattices. Compared with [8], where the Schauder ﬁxed point theorem was employed, similar conclu-
sions can be obtained, but the assumption that the on-site potential V is even is not needed.
4. For the overdamped F–K model or coupled Josephson junctions, the strong monotonicity ensures
that the uniform sliding state is globally stable and unique up to phase shifts, see [5,20,21]. However,
for the Hamiltonian lattices, the stability of the travelling waves is sophisticated, see [8,19].
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