Abstract-Generally, parameters that are nonlinear in system models are estimated by nonlinear least-squares optimization algorithms. In 
INTRODUCTION
In general, the model structure is an approximate representation of e.g. a specific physical process. Hence, there is a need to fit the model to the experimental data by parameter estimation. More specifically, as many physical models of real processes are nonlinear in the parameters, the model is fitted by nonlinear parameter estimation. In many applications, such as in optimal control studies, predictive quality is very important. Hence, the model with the estimated parameters should be validated on a different data set.
In literature various parameter estimation methods have been proposed. Among them the ordinary least-squares estimator, using matrix calculus, (see e.g. [1] and [2] ) is most frequently used. Various extensions of this method have been proposed in the past. For instance, for solving nonlinear least-squares problems, different numerical optimizationbased procedures are available, see [3] . The key problems encountered in nonlinear least-squares estimation, especially in non-convex optimization problems, are the existence of local minima and the limited amount of parameters that can be reasonably estimated. Another extension is recursive leastsquares estimation, where the parameters are updated every time instant new data becomes available. This procedure can be extended to the nonlinear parameter case, see e.g. [4] , as well.
The objective of this paper is to show how to estimate parameters in a nonlinear discrete-time model structure using ordinary least-squares techniques. Next to this, the predictive quality of the obtained reparameterized model is shown. Therefor, a method, together with the corresponding conditions on the model structure, is presented to reparameterize models that are nonlinear in their parameters as models linear in their parameters. The parameters of the reparameterized model can then be estimated by ordinary least-squares. Finally, the original model structure is retained but with the new parameters. The method is tested on data and a model of a storage facility. Basically, this paper has been inspired by the work of Ljung and Glad [5] and it is a natural extension of the paper by Lukasse et al. [6] .
In section II The ordinary least squares estimate is then no longer optil and the estimate may be biased. However, the estimate cc be optimal in the sense that the predictor has a minimal ml square error over a validation data-set. In general, the non-empty solutions are not unique. The number of normalized solutions (nullity(F)) can be obtained from the well-known rank-nullity theorem [7] rank ( By rearranging (7) we get Let us now apply the previous theory to a real-world application, i.e. storage of agricultural produce in a storage facility.
A discrete-time nonlinear model describing the temperature of the produce in a storage facility (see also [8] If q = n direct inversion could be used, while in other cases one should use e.g. a minimum length or least-squares approximation. However, and this should be stressed again, for prediction (16) can be directly applied.
C. Recursive estimation
A Kalman fi lter approach can be used to estimate parameters recursively [1] . The linear regression model of (17) should then be written in a form like
Under the assumption that the parameters are constant the covariance matrix E(w(k)w(k)T) -0. In addition to this, an assumption about the observation noise properties must be made and the initial estimate 0(0) and initial covariance matrix P(0) must be specifi ed. The parameters of (15) Fig. 3 . Not shown is 03 which remains close to one. From Fig. 3 it can be seen that it takes until day 8 before the parameters start to change. This is due to the fact that this is the fi rst ventilation period of the data-set. Furthermore, it can be seen that the parameters converge in time. The First, the mean-square error (MSE) and a graphical presentation of the results of the calibration period are given in Table II and Fig. 4 . It can be seen that the MSE of the recursive estimate and the truncated least-squares estimate are within the same range. The physical model performs slightly worse. Notice furthermore, that the sudden changes of the recursive estimates of Fig. 3 correspond to the fast dynamics, i.e. ventilation, of Fig. 4 .
A validation step is performed over a different period in the same storage season. Hence, for the same storage facility and product, the same parameter vector as is obtained from calibration could be used. The results of the validation are given in Table II V. DISCUSSION Reparameterizing and rearranging a discrete-time model with polynomial quotient structure into a model linear in its parameters is helpful in getting optimal parameter estimates in least-squares sense if the model is noise free. The physical interpretation of the variables is lost but the main structure is conserved. In contrast, black-box modelling on the basis of neural networks or nonlinear regressions can also be used. However, in those cases the system order must be estimated from the data. Usually, no direct information about the physical system is then taken into account.
Some diffi culties may arise in least-squares estimation of the reparameterized system. Rearranging and reparameterizing may lead to correlated columns and interdependent parameters, which lead to (near) rank defi cient problems. This problem can be solved by using truncated least-squares (see section III-B). But, the main problem is that due to the reparameterization there is not only (structural) unknown uncertainty in the output vector but also in the data matrix (see equation (5)). This problem can be tackled by a total least-squares approach [9] and will be subject of another paper.
In the storage model example the inputs, as extemnal temperature (Te) and humidity (Xe), are measured variables, which directly leads to an errors-in-variables problem. Consequently, a nonlinear estimation procedure should take this into account, as well. However, the key problem in this example was the numerical rank defi ciency of the data matrix. This problem not only occurred due to the introduction of correlated columns, but also due to the experimental setup. First, the fan is mainly controlled as on/off and it is switched on for less then 10%o of the time. Therefor, the columns of C that are multiplied by Uk_l and uk_1 will contain many zeros and as such will be highly correlated. In addition to this, the control frequency was quite high, i.e. 15 minutes compared to the time constant of the system which is approximately 19 hours with maximum ventilation and 20 days with no ventilation, where the optimal sample time is about 1/10 of the time constant [1] , and thus leading to high correlations.
Truncated least-squares came out quite well in the example. However, an appropriate value for the numerical rank determinator must be chosen. Here it is chosen by tuning. The nonlinear least-squares estimation performs worse for both calibration as well as for validation. From Table I it can be seen that the parameter h is bounded at its lower bound, which indicates that the estimate is non-optimal. Furthermore, the solution can be in a local minimum. The recursive estimate performs well for both calibration and validation period.
VI. CONCLUDING REMARKS It has been demonstrated that a discrete-time model with polynomial quotient structure in input, output, and parameters can be rearranged and reparameterized such that a model arises that is linear in its parameters. Consequently, the parameters can be uniquely estimated by ordinary leastsquares methods. Furthermore, it has been shown that using the estimated parameters in the back-transformed model (via rearranging terms) leads to a predictor with fairly good open loop predictive performance in the sense of mean-square error. Further research will focus on a total least-squares approach to account for the errors-in-variables problem.
