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Abstract
A nonlinear algebraic equation system of two variables
is numerically solved, which is derived from a nonlinear
algebraic equation system of four variables, that corre-
sponds to a mathematical model related to investment
under conditions of uncertainty. The theory of invest-
ment under uncertainty scenarios proposes a model to
determine when a producer must expand or close, de-
pending on his income. The system mentioned above is
solved using a fractional iterative method, valid for one
and several variables, that uses the properties of frac-
tional calculus, in particular the fact that the fractional
derivatives of constants are not always zero, to find so-
lutions of nonlinear systems.
Keywords: Iteration Function, Fractional Derivative,
Parallel Chord Method, Investment Under Uncertainty.
1. Introduction
A classic problem in mathematics, which is of common
interest in physics and engineering, is finding the set of
zeros of a function f :Ω ⊂Rn→Rn, that is,
{ξ ∈Ω : ‖f (ξ)‖ = 0} , (1)
where ‖ · ‖ : Rn → R denotes any vector norm. Al-
though finding the zeros of a function may seem like a
simple problem, in general it involves solving an alge-
braic equation system as follows

[f ]1 (x) = 0
[f ]2 (x) = 0
...
[f ]n (x) = 0
, (2)
where [f ]k : Rn → R denotes the k-th component of
the function f . It should be noted that the system of
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equations (2) may represent a linear system or a non-
linear system, and in general, it is necessary to use nu-
merical methods of the iterative type to solve it.
It is necessary to mention that the iterative methods
have an intrinsic problem, since if a system has N so-
lutions it is necessary to invest time in finding N initial
conditions, but this problem is partially solved by com-
bining iterative methods with fractional calculus, whose
result is known as fractional iterative methods, since
these new methods have the ability to find N solutions
of a system using a single initial condition. In this doc-
ument, a fractional iterative method that does not ex-
plicitly depend on the fractional partial derivatives of
the function for which zeros are searched is presented,
this characteristic makes it an ideal iterative method to
solve nonlinear systems in several variables.
2. Fixed Point Method
Let Φ : Rn → Rn be a function. It is possible to build
a sequence {xi}∞i=0 by defining the following iterative
method
xi+1 := Φ(xi ), (3)
if is true that xi → ξ ∈ Rn and if the function Φ is
continuous around ξ, we obtain that
ξ = lim
i→∞xi+1 = limi→∞Φ(xi ) = Φ
(
lim
i→∞xi
)
= Φ(ξ), (4)
the above result is the reason by which the method (3)
is known as the fixed point method. Furthermore, the
function Φ is called an iteration function.
2.1. Order of Convergence
Consider the following definition [1]
Definition 2.1. LetΦ :Ω ⊂Rn→Rn be an iteration func-
tion with a fixed point ξ ∈Ω. Then the method (3) is called
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(locally) convergent of (at least) order p (p ≥ 1), if there
are exists δ > 0 and C, a non-negative constant with C < 1
if p = 1, such that for any initial value x0 ∈ B(ξ;δ) it holds
that
‖xk+1 − ξ‖ ≤ C ‖xk − ξ‖p , k = 0,1,2, · · · , (5)
where C is called convergence factor.
The following corollary [2, 3] allows characterizing
the order of convergence of an iteration function Φ with
its Jacobian matrix .
Corollary 2.2. Let Φ : Rn → Rn be an iteration function.
If Φ defines a sequence {xi}∞i=0 such that xi → ξ, and if the
following condition is fulfilled
lim
x→ξ
∥∥∥∥Φ(1)(x)∥∥∥∥ , 0, (6)
where Φ (1) denotes the Jacobian matrix of the function
Φ , then Φ has an order of convergence (at least) linear in
B(ξ;δ).
3. Fractional Pseudo-Newton Method
The interest in fractional calculus has mainly focused
on the study and development of techniques to solve
differential equation systems of order non-integer [4–8].
Over the years, iterative methods have also been devel-
oped that use the properties of fractional derivatives to
solve algebraic equation systems [9–16]. These meth-
ods may be called fractional iterative methods, which
under certain conditions, may accelerate their speed of
convergence with the implementation of the Aitken’s
method [11].
A recently proposed fractional iterative method,
which is valid for one and several variables, and which
has already been used in an engineering application
[14], is the fractional pseudo-Newton method [3, 16],
which is given by the following expression
xi+1 := Φ(α,xi ) = xi − P,β (xi )f (xi ), i = 0,1,2 · · · , (7)
with α ∈R\Z, in particular α ∈ [−2,2]\Z [13], where
P,β(xi) is a matrix evaluated in the value xi , which is
given by the following expression
P,β (xi ) :=
(
[P,β ]jk(xi )
)
=
(
∂
β(α,[xi ]k )
k δjk + δjk
)
xi
, (8)
where
∂
β(α,[xi ]k )
k δjk :=
∂β(α,[xi ]k )
∂[x]
β(α,[xi ]k )
k
δjk , 1 ≤ j,k ≤ n, (9)
with δjk the Kronecker delta,  a positive constant
1, and β(α, [xi]k) a function defined as follows
β(α, [xi ]k ) :=
{
α, if |[xi ]k | , 0
1, if |[xi ]k | = 0
. (10)
It should be mentioned that the value α = 1 in (10),
is taken to avoid the discontinuity that is generated
when using the fractional derivative of constants in the
value x = 0. Furthermore, since in the previous method∥∥∥Φ (1)(α,ξ)∥∥∥ , 0 if ‖f (ξ)‖ = 0, for the Corollary 2.2, any
sequence {xi}∞i=0 generated by the iterative method (7)
has an order of convergence (at least) linear. It should
be noted that depending on the definition of fractional
derivative used, the fractional iterative methods have
the particularity that they may be used of local form [9]
or of global form [13]. These methods also have the
peculiarity of being able to find complex roots of poly-
nomials using real initial conditions [10]. Some differ-
ences between the classical Newton’s method (CN), frac-
tional Newton method (FN) [13] and fractional pseudo-
Newton method (FPN) are listed in the Table 1
CN FN FPN
Can it find
complex zeros
of a polynomial
using real initial
conditions?
No Yes Yes
Can it find
multiple zeros
of a function
using a single
initial condition?
No Yes Yes
Can it be
used if the
function is not
differentiable?
No Yes Yes
For a space of
dimension N .
How many (fractional)
partial derivatives
does it need?
N ×N N ×N N
Is it recommended
for solving systems
where the (fractional)
partial derivatives
are analytically
difficult to obtain?
No No Yes
Table 1: Some differences between the classical New-
ton’s method and two fractional iterative methods.
4. Investment Under Uncertainty
When a producer makes an investment to begin oper-
ating, it is important that he gets involved in how the
use of technology can influence the expansion or reduc-
tion of his production, because expenses are incurred,
whether he decides or not to do so, this is known as sunk
cost. On the other hand, a producer can estimate how
much he will be able to produce depending on prices,
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costs, and financial performance. But all of these values
change over time; they are volatile. Therefore, produc-
ers face uncertain scenarios. The theory of investment
under uncertainty scenarios [17, 18] proposes a model
to determine when a producer must expand or close,
depending on his income. The aforementioned model
requires a series of equations shown below:
i) Brownian movement of income:
dI = (µdt + σdz) I, (11)
where
I = Income,
µ = Mean of continuous rate of income,
σ = Standard deviation of the continuous rate
of income movement,
dt = Increase in time,
dz = Variable that follows a Wiener process
with N → (0,1).
ii) Complementary function of the project value:
V (I) = AIb +BIa, (12)
with
b = − 1
σ2
(µ− 12σ2)−
√(
µ− 1
2
σ2
)2
+ 2σ2l
 ,
a = − 1
σ2
(µ− 12σ2)+
√(
µ− 1
2
σ2
)2
+ 2σ2l
 ,
where
l = Long-time real interest rate,
it should be mentioned thatA and B are parameters
to be determined [19].
iii) The total function of the project value:
V (I) = AIb +BIa +
I
l −µ −
c
l
, (13)
where
c = Annual production cost.
Before continuing, it must be taken into account that
there must be an incomeH , such that above this income
it is decided to expand production and there must be
an income L, such that below this income it is decided
to reduce or close production. The value of the project
when it is inH or Lmust fulfill the following conditions

V1(H)−V0(H)−κ = 0
V
(1)
1 (H)−V
(1)
0 (H) = 0
V1(L)−V0(L) +χ = 0
V
(1)
1 (L)−V
(1)
0 (L) = 0
, (14)
with
V
(1)
1 ( · )−V
(1)
0 ( · ) = 0, (15)
the maximization condition between the final and ini-
tial cost function of the project, where
κ = Sunk cost,
χ = Cost of reducing or closing the project.
Finally, substituting the equation (13) into the system
(14), and considering the following notation
(H,L,A,B)T := ([x]1, [x]2, [x]3, [x]4)
T ,
the Dixit-Pindyck’s system of equations [17] is ob-
tained

a5[x]1 + [x]4[x]
−a1
1 − [x]3[x]
a2
1 − a6 = 0
−a1[x]4[x]−a31 − a2[x]3[x]
a4
1 + a5 = 0
a5[x]2 + [x]4[x]
−a1
2 − [x]3[x]
a2
2 − a7 = 0
−a1[x]4[x]−a32 − a2[x]3[x]
a4
2 + a5 = 0
, (16)
which corresponds to the mathematical model of in-
vestment under uncertainty scenarios. This model was
applied by Tauer for the case of milk producers [20].
The ai ’s in the previous system are constants defined by
the following expressions

a1 =
µ
σ2
− 1
2
+ ρ, a2 = − µ
σ2
+
1
2
+ ρ
a3 =
µ
σ2
+
1
2
+ ρ, a4 = − µ
σ2
− 1
2
+ ρ
a5 =
1
l −µ , a6 =
c
l
+κ, a7 =
c
l
−χ
,
with
ρ =
√( µ
σ2
− 1
2
)2
+
2l
σ2
.
Through algebraic manipulations, the system (16)
may be rewritten as follows

[x]1 =
a6
a5
− a1[x]
a2
1
(
[x]
a3
2 − [x]
a3
1
)
+ a2[x]1[x]
a3
2
(
[x]
a4
1 − [x]
a4
2
)
a1a2
(
[x]
a3+a4
1 − [x]
a3+a4
2
)
[x]2 =
a7
a5
− a1[x]
a2
2
(
[x]
a3
2 − [x]
a3
1
)
+ a2[x]
a3
1 [x]2
(
[x]
a4
1 − [x]
a4
2
)
a1a2
(
[x]
a3+a4
1 − [x]
a3+a4
2
) , (17)
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whose solution allows to know the values of the vari-
ables [x]3 and [x]4 through the following equations

[x]3 =
a5([x]
a3
1 − [x]
a3
2 )
a2([x]
a3+a4
1 − [x]
a3+a4
2 )
[x]4 =
a5([x]1[x]2)a3 ([x]
a4
1 − [x]
a4
2 )
a1([x]
a3+a4
1 − [x]
a3+a4
2 )
. (18)
Using the system of equations (17), it is possible to
define a function f :Ω ⊂R2→R2, that is,
f (x) =

[x]1 −
a6
a5
+
a1[x]
a2
1
(
[x]
a3
2 − [x]
a3
1
)
+ a2[x]1[x]
a3
2
(
[x]
a4
1 − [x]
a4
2
)
a1a2
(
[x]
a3+a4
1 − [x]
a3+a4
2
)
[x]2 −
a7
a5
+
a1[x]
a2
2
(
[x]
a3
2 − [x]
a3
1
)
+ a2[x]
a3
1 [x]2
(
[x]
a4
1 − [x]
a4
2
)
a1a2
(
[x]
a3+a4
1 − [x]
a3+a4
2
)

. (19)
It should be mentioned that the system of equations
(17) depends in general on the values assigned to the
constants a6 and a7, for this reason, for each new pair of
assigned values it is necessary to calculate a new solu-
tion, that is,
(a6, a7)
f−→ xn ∈R2. (20)
To solve the system (17) using an iterative method,
the task of finding a suitable initial condition must be
carried out, which in many cases implies finding an ini-
tial condition near to the solution and this task usu-
ally takes some time. However, this problem is partially
solved using the fractional pseudo-Newton method, be-
cause the initial condition does not need to be near to
the solution [16], then the solution of the system may
be determined more quickly.
4.1. Some Results
Assuming that system (17) has the following constants

a1 = 0.5355
a2 = 1.5808
a3 = 1.5355
a4 = 0.5808
a5 = 18.9753
,
and considering the following particular values
a6 a7 [x0]1 [x0]2 ||f (x0)||2
1 451,474 396,499 15 20 6.00379e5
2 706,975 652,000 17 18 9.61232e5
3 598,655 582,680 9 16 8.35072e5
4 506,975 452,000 5 19 6.78951e5
5 633,603 578,628 11 12 8.57733e5
Table 2: Different values of a6 and a7 along with some
initial conditions x0.
We can choose the values from the Table 2 to use the
iterative method given by (7). Consequently, we obtain
the results of the Table 3
α [xn]1 [xn]2
1 0.26131 41,844.57090443 11,857.32126593
2 0.25628 60,324.4350877 20,727.99532223
3 0.23116 43,561.70316013 20,925.42239162
4 0.27136 45,951.77394332 13,741.03694719
5 0.24623 55,117.71562961 18,133.15925118
||xn − xn−1||2 ||f (xn)||2 n
6.94046e − 6 6.96414e − 5 78
5.03627e − 6 8.61788e − 5 85
7.21678e − 6 8.66393e − 5 128
4.60353e − 6 8.71723e − 5 105
6.19923e − 6 9.26936e − 5 83
Table 3: Results obtained using the iterative method (7)
with  = e − 4.
5. Conclusions
The Dixit-Pindyck’s system allows us to make the deci-
sion to continue or cancel the development of a project
based on the observed income, which is essential when
assuming the risk of making an investment under un-
certain scenarios, but being a nonlinear system, iter-
ative numerical methods are needed to find its solu-
tion and this generally implies that the task of find-
ing an initial condition near to its solution must be
done before trying to solve it. However, the fractional
pseudo-Newton method has the characteristic that the
initial condition does not need to be near to the solu-
tion to ensure convergence, added to the fact that it
can find N solutions of a system using a single initial
condition, which makes it an ideal numerical method
to solve the Dixit-Pindyck’s system, which is the same
as solving problems related to investment under uncer-
tainty. Furthermore, this method, in contrast to New-
ton’s method, is valid for non-differentiable functions
and, consequently, can be used to model a greater num-
ber of phenomena related to physics, engineering and
economics.
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