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1. INTRODUCTION 
In this paper we study the computational effort involved in establishing that m 
linear forms ll(x),..., lm(x), where x ----(x 1 ,..., x,,), are simultaneously non-negative 
for a substitution y e R n, i.e. that 0 ~< li(y), 1 <~ i ~ m. We develop the notion of a 
complete proof for simultaneous positivity and show that under certain natural 
conditions, proofs for the simultaneous positivity ofm forms will always requirem steps. 
Appropriate theorems and counterexamples show that if the conditions in the main 
theorem do not hold, then the conclusion eed not hold. A number of applications of 
the main theorem are given. 
The present discussion brings out ideas and concepts which may be of interest and 
applicability beyond the present context. We shall devote some time to present hese 
ideas here. 
Let P be a computational problem. We can distinguish between three levels of 
treatment of the problem. The highest level is finding a solution S to the problem. 
Depending on P, the solution S may be a number, a permutation, a truth value, etc. 
I f  the algorithm for arriving at the solution S is a valid one, then the fact that S was 
produced, is in itself also a proof that S is indeed a solution of the problem P. 
The next level is that of checking a proposed solution. Given a possible solution S 
for the problem P, we wish to check whether S is indeed a solution. 
As an illustration of the difference between finding a solution and checking a 
proposed solution, consider the problem of finding a proper divisor of an integer n 
known to be composite. The ordinary algorithm for finding a divisor of n may take 
up to about ~/n steps. However, if given a supposed ivisor k of n, then to check it we 
just have to divide n by k. 
* This research was carried out in 1970 while the author was visiting the IBM T. J. Watson 
Research Center in Yorktown Heights and a Visiting Professor at the Courant Institute of 
Mathematical Sciences. 
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The lowest level is that of aproofthat a given S is a solution of P. Here we just count 
the number of steps in the proof itself, and do not take into consideration the effort 
involved in finding the proof. 
The distinction between checking and proving the correctness of a solution is 
exemplified by the question whether a number n is composite. Assume the answer 
to be "yes." The only method presently known for checking this is to search for a 
proper divisor and this requires up to a/n divisions. A proof of compositeness consists 
of multiplying two integers p ~ 1 and q :~ 1 to get n. Thus the proof is very short. 
As emphasized before, the discovery ofp  and q is not part of the proof. 
It is worthwhile mentioning, in passing, that V. Pratt has shown the existence of 
short proofs for primeness of a number. Thus it is also easier to prove that a number n 
is prime than it is to check this. 
As a final example, consider the traveling salesman problem. We are given n cities 
1 .... , n, and their mutual distances x(i, j). By a tour we mean a permutation ~- = (/1,... , i~) 
which means that the salesman traversed all n cities by going from i I to i2, from i 2 to 
i3, etc. It is required to find a tour rr with minimal total distance 
d(~) = x(ix , i2) + x(i2 , iz) + ... + x(i,~_x , i,~). 
All known methods of solution of this problem require, in the worst case, a number of 
steps exponential in n. Given a proposed solution ~r for the system x(i , j ) ,  1 ~ i , j  ~ n, 
then the only known methods for checking whether 7r is indeed a solution, are variants 
on comparing d(~r) with all or most of d(Tr'), 7r' e S,~. Thus a check requires a number 
of steps exponential in n. But by the corollary to Theorem 10, if ~r is a solution then 
there always exists a proof for this which involves a total 2n 4 steps. 
Our limiting results are statements to the effect that proofs are long. The analysis 
comparing the relative difficulty of solving a problem, checking a solution, and proving 
the correctness of a solution, shows these tasks to be in descending order of difficulty. 
It follows that in the situations where our results apply, algorithms for solving a 
problem or for checking a proposed solution provably require a certain large number 
of steps. 
2. TERMINOLOGY AND PRELIMINARIES 
Let R" be Euclidean n-space. Denote by II x II the usual norm of the vector x e R ". 
A linear variety (fiat) in R ~ is a subset H __C R ~ of the form H =- v + L where L C__ R n 
is a linear subspace and v ~ R ~. In H we consider the relative topology and talk about 
(relatively) open sets, the (relative) interior Int(C) of a set C _C H etc. 
I f  C C_ R n is a convex set, then there is a unique lowest dimensional fiat H D_ C 
and we can talk about the topology in C relative to H. In this sense of relative topology, 
Int(C) @ ~, where Int(C) denotes the interior of the set C. 
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From now on, throughout the rest of the paper, all the functions P(x), Q(x), etc. 
mentioned are polynomials with real-number coefficients, usually in n variables 
x----(x I ,..., x,,). The exceptions to this convention will be explicitly noted. All 
numbers appearing are either natural numbers (indices, exponents, etc.) or real numbers. 
For a flat H C R ~ and a polynomial Q(x) (x = (x 1 ,..., x,,)), we say that Q(x) ~ 0 in 
H, if for some y ~ H, Q(y) :# O. 
PROPOSITION 1. I fQ(x)  ~ 0 in H and U C H is a (relatively) open set, then for some 
y~ U,Q(y)  4: O. 
This is proved by changing to a coordinate system for R n whose first k = dim(H) 
vectors lie in H, and writing Q(x) in terms of the new coordinates. 
COROLLARY 2. I f  Pi(x ) ~ 0 in H, 1 ~ i ~ l, then Pl(x) Pz(x) "" Pl(x) = P(x) ~ 0 
inH.  
Proof. Enough to show for l = 2. Since Pl(x) ~ 0 in H, let y E H be such that 
Pa(Y) :# 0. For sufficiently small ~, ]Z z - -y  [] < ~, z ~ H, imply PI(z) :# 0. The 
set U = {z ] z E H, 1] z --  y l] < 4} is relatively open in H hence for some y'  ~ U, 
P2(Y') :A O. Thus PI(Y') P2(Y') =/: O, as required. 
PROPOSITION 3. Let H C_ R" be a flat, and let Q(x) ~ 0 in H. Let Xo , z E H be such 
that Q(xo) = 0 and let 0 < 4. There exists a Yo E H satisfying N Yo -- z [] < r and a 
> O, such that the only point p on the line segment Xoy o for which Q(p) = 0 and 
l i p -  xolt < 3, is p = xo. 
Proof. Choose a Y0 ~ H such that I[ Y0 - -  z 11 < ~ and Q(yo) v L 0; this is possible 
by Proposition 1 since Q(x) ~ 0 in H. Consider the line 
L ={(1- - t )  x o+ty  o l -oo  <t<oo}.  
For p : (1 --  t )x  o + ty o , Q(p) = f(t) ,  where f is a polynomial in t. Now Q(yo) -- 
f(1) :# 0, so that f ( t )  ~ O. Thus f ( t )  = 0 has just a finite number of roots. Let 
0 < s < 1 be the smallest root o f f ( t )  = 0 in the open interval (0, 1) (if such a root 
exists). Then for 3 ---- sl] Xo --  Yo [1-1, the condition holds. I f  no such s exists, then there 
is no rootp :# x o in the segment Xoy o . 
3. THE MAIN THEOREM 
By a linear form in R ~ we mean a function of the form l(x) : alx I Av "'" AV anx + b. 
For a real number u, define sgn(u) to be --1, 0 or 1, according as to whether u < 0, 
u : 0, or 0 < u. From now on, let C _C R - denote a fixed convex set. 
57I/6/6-I I 
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DEFINITION 1. The linear forms 
ll(x),..., lm(x), x = (x a ,..., x,), (1) 
are said to be sign independent in C, if for every sequence  1 ,..., em, where E i ~ {-- 1, 0, 1}, 
1 ~ i ~< m, there exists a y 6 C such that sgn(li(y)) = El, 1 ~ i ~ m. 
For x o ~ R n denote by SP(xo) the conjunction 
o ~ ll(xo) ^ -.. ^ o ~< l~(x0). 
I f  SP(xo) holds for a given x 0 E R n, then this means that all the forms li(x ) are simul- 
taneously positive (strictly speaking, non-negative) for x o . 
DEFINITION 2. 
set. We say that the r • k array P of polynomials 
Pll(X),..., Pl~(x) 
prl(X) ..... pr~(x), 
is a complete proof in C of SP(x), relative to Q(x) ~ O, if 
(i) For every 1 ~ i ~ r and every x o~R ~, 
Let Q(x), x = (Xl,... , xn), be a polynomial and C _C R" be a convex 
(2) 
(ii) 
such that 
0 ~ Pil(Xo) ^  "'" ^  0 <~ pik(Xo). (3) 
Define Width (P) = k. 
We also allow that no Q(x) be present in this definition. In this case we shall say that 
P is a complete proof in C of SP(x). 
With the above notations; 
x o e C A 0 <~ pil(Xo) A "'" A 0 ~ Pik(Xo) ~ SP(xo). 
For every x o ~ C satisfying SP(xo) and Q(xo) ~ o, there exists an 1 ~ i ~ r 
THEOREM 4. I f  the linear forms (1) are sign independent in C and P is a complete proof 
in C of SP(x) relative to Q(x) v~ O, where Q(x) ~ 0 in C, then m ~ width (P). 
The restrictions in the statement of Theorem 4 to the effect that the functions Q(x) 
and pij(x) are polynomials can be eased. Call a functionf(x 1 ,..., Xn) analytic in R n if it 
has a power-series expansion which is convergent in the whole of R '~. Thus, for 
example, e~1 + sin(x 1 + x 2 + -.. + Xn) is analytic. Call a function h(x) meromorphic 
if it is the quotient h(x) = f(x)  g(x) -1 of two analytic functions. The function h(x) 
may be undefined for those x ~ R n for which g(x) = O. 
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THEOREM 5. The conclusion of Theorem 4remains true if in the definition of a complete 
proof and in the statement of Theorem 4, we permit Q(x) and the pij(x) to be meromorphic 
functions. 
The method of the proof of Theorem 4 adapts immediately to yield a proof for 
Theorem 5. For the sake of brevity, we shall present in this paper only the proof of 
Theorem 4. Before doing that, let us illustrate the idea of a complete proof by an 
example. 
Le tC={x[xcR n ,0~<x~, l  ~<i~n)  andletl,(x) =x,~- -x~, l  ~ i<~n- -  1. 
For this system of linear forms we have that SP(x) if and only if 
Xn ~-- max xi 9 
i 
Let p(x)~- -xn-  X,_l . . . . .  x 1 . For x 9 C, but not in general, we have that 
0 <~ p(x) implies SP(x). But p(x) is not a complete proof for SP(x) because there exist 
x 9 C for which SP(x) cannot be proved by establishing 0 ~< p(x). The li(x), 
1 <~ i ~< n - -  1, are clearly sign independent in C. Hence every complete proof for 
Xn =- maxi x i must have width at least n -- 1. This conclusion holds even if we allow 
analyti c O r meromorphic functions in our proofs. 
PROPOSITION 6. I f  P is a complete proof in C of SP(x) relative to Q(x) =/= O, where 
Q(x) ~ 0 in C, and if for some z 9 C, 0 < l,(z), 1 ~ i ~ m, then P is a complete proof 
in C of SP(x) (i.e., the "relative to Q(x) ~= 0" clause can be dropped). 
Proof. Part (i) of the definition of a complete proof does not mention Q(x) @ O. Let 
now x 0 9 C be such that SP(xo) holds and Q(xo) = 0. We have to prove the existence 
of an 1 <~ i ~< r such that (3) holds. Let z 9 C be as above. Since every point in C has 
points of Int(C) arbitrarily close to it, we may assume that z 9 Int(C). Let e > 0 be so 
small that y 9 H (where H D_ C is the lowest dimensional flat containing C) and 
11 y -- z r] < E imply y 9 Int(C) and 0 < ll(y ) ..... 0 < l,,(y). Let Yo be as in Proposi- 
tion 3, hencey 0 9 C, ][ Y0 --  z ]] < ~, and SP(yo). Hence for everyp 9 xoYo, SP(p) and 
i fp  4:x0 and [Ix0--P[[ <3,  then Q(p) ~0.  For each such p there exists an 
1 ~ i(p) ~ r such that 0 ~ Pit~).I(P),.-., 0 ~ Pit~).~(P)- There exists a sequence p j ,  
1 ~ j  (~ ,  such that p~exoyo, limipj ~ x0, and i (p l )=  i (p2) -  - - L  For 
this i, by continuity, 0 ~ pa(x0),..., 0 ~ pik(Xo). Thus (ii) of the definition holds for 
every x 9 C. 
Remark 1. Since we assume, in Theorem 4, that the li(x ) are sign independent, 
there exists a z e C so that 0 < li(z), 1 ~ i ~ m. Thus P is a complete proof in C of 
SP(x). The inclusion of the "relative to Q(x) @ 0" clause in Theorem 4 is done for two 
reasons. First, this strengthens the theorem because m ~ width (P) is concluded from 
a seemingly weaker assumption about the complete proof. P. Second, the proof of 
Theorem 4 is inductive, and the induction step is more readily carried out for the 
the stronger formulation which incorporates Q(x) ~ O. 
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4. PROOF OF THE MAIN THEOREM 
By induction on m. I f  m = 1 and width (P) < m then k = 0 i.e. P is vacuous. But, 
by Proposition 6, the Q(x) % 0 clause can be dropped. So for x ~ C, the statement 
0 ~< lt(x ) follows from the vacuous P (i.e., x ~ C ~ 0 <~ la(x)). But this contradicts the 
fact that la is sign independent in C and hence la(xl) < 0 for some x x ~ C. 
Assume the theorem to be true for every convex C t _C R ~, every Qt(x) ~ 0 in Ca, 
and every la .... , l,,-x which are sign independent in C a . We shall deduce the theorem 
for the case m. 
Consider C a = C n {x l l,~(x) = 0} and let C 1 _C H 1 _C R ~ be the lowest dimensional 
linear variety containing C a . 
The linear forms It(x),..., lm_a(x), are sign independent in C a . Define SPa(x ) by 
SPa(x) _~a 0 <~ /I(X) A "'" A 0 ~-~ /m_a(X). 
By Proposition 6, P is a complete proof in C of SP(x). This implies that P is a 
complete proof in C a of SPI(X ) (note that lm(x) = 0 for all x e C1). 
From each line pit(x),..., Pik(x) of P, drop all the pi~(x) which satisfy pij(x) ~ 0 in 
H a . By renumbering, we may assume that those dropped (if any) are the last ones so 
that the line is now pil(X) ..... Pik(i)(x), h(i) <~ k. This array of new, possibly shorter, 
lines is again a complete proof P '  in C a for SPI(X ). Let now Ql(X) be the product 
m ~(t) 
91(x) = H 1-I pi Cx). 
1-1 J* l  
By Proposition 2, this product satisfies Ql(x) ~ 0 in H 1 . Since Int(Cx) % ff we also 
have Qa(x) ~ 0 in C1, by Proposition 1. 
Now, P '  is a complete proof in C a of SPa(x), relative to Qa(x) % O. By possibly 
dropping lines from P',  obtain such a complete proof Pt which is minimal in the sense 
that no further line may be dropped. We may again assume that the lines dropped (if 
any) are the last ones, so that Pa is 
pal(x) ..... pa,(a)(X) 
Psl(X),..', Pslc.(s)(X), 
where s ~< r. 
By the induction hypothesis, some k(j), say k(1) satisfies m --  1 ~ k(j). We claim 
k(1) ~ k --  1 which will finish the proof. Otherwise, 
k(1) = k and Pit(x) "'" Pak(x) l Qt(x) 9 
Since Pa is a minimal complete proof in C a of SPa(x ) relative to Ql(X) % 0, there 
exists a x 0 ~ C a such that 
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(1) Qt(xo) :/= 0 (hence plt(Xo) ~= 0,..., pxk(xo) :# O) 
(2) 0 ~. /I(X0),..., 0 -~ lm_l(g0), 
(3) 0 ~ pu(X0),..., 0 ~ p lk (Xo) ,  
But from (1) and (3) it follows that 
(4) 0 < Pn(Xo),..., 0 < pl,(Xo). 
Lety  o ~ C be a point such that l~(yo) < O. Since lm(xo) = O, we have that for every 
0 < t ~ 1, /~((1 - -  t) x o + tyo) < O. But for small enough 0 < t, by continuity 
and (4), we have for z --~ (1 - -  t) x o + tyo, 0 < Pll(Z),..., 0 < Ptk(z). Also z ~ C. 
Hence SP(z )  and so 0 ~< l,,(z), a contradiction. 
5. A MODEL FOR DECISION ALGORITHMS AND APPLICATIONS 
We shall draw two typical conclusions from Theorem 5. In order to be in a position 
to infer, in precise terms, that a solution algorithm necessarily requires more steps 
than a proof of correctness, we need a comprehensive definition for the class of 
algorithms for certain problems. This is furnished by the decision-tree model intro- 
duced by the present author in 1966. 
Let R a be d-dimentional space and let C C R a be a convex set. By a decision problem 
we mean a decomposition C ~-- C 1 L; ... L) Cq of C into convex subsets Ci,  1 ~ i ~ q. 
Given an x ~ C we have to find an i = i(x) such that x ~ Ci .  
Many of the known problems are of this nature. Let C ---- (x I 0 ~ xi, 1 ~ i ~ d}. 
Consider the problem of finding j such that 
xj = max x i . 
i 
For each 1 ~ j ~< d the set of the x ~ C for which 
xj ~ max x i 
is a convex set Mj .  Now C ---- M 1 u "" kJ M d . The problem of finding j, is the 
problem of finding an M r such that x ~ M s . 
The traveling salesman problem is also of this form. Let d ---- n(n --  1), and let C 
be as above. Index the coordinates of a vector x ~ R a by pairs so that they become 
x(i, j) ,  1 ~ i, j ~ n, i :# j .  For a permutation r ---- (il ,... , in) ~ Sn ,  the x ~ C for 
which rr is a tour with minimal total distance d(~r, x) ---- x( i l ,  i2) + "'" + X(in-t,  in) 
is a convex set D~. Finding for x ~ C a shortest our means finding a 7r such that 
x~D~.  
All known algorithms for solving such a decision problem are of the following form. 
Given x ~ C, compute ameromorphic function po(x). Comparep0(x) with 0. I f  0 < po(x) 
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then compute a meromorphic function Poo(X). If  po(x) < 0 then compute Pol(x). In 
each case compare the function value with 0, etc. Thus for x we follow a path Po(x), 
pwl(X),..., pw,,(x),.., of computations and binary decisions, where wi+l = wiO or wil 
according as to whether 0 ~ pw~(X) or pw~(x) < 0. It is assumed that along every path 
of the binary tree, the computation stops, so that the tree is finite. For simplicity's 
sake let us assume that the whole tree is of uniform height k + 1. The leaves (terminal 
nodes) can be denoted by the binary words of length k + 1. The terminals do not 
contain functions. Now, at the end of the computation, the only information that we 
have is the terminal node w ~ {0, 1} k+l that we have arrived at. We assume further that 
we have a function f :  {0, 1} k+l --+ {1,..., q} so that i fx ~ C leads to terminal node w and 
f (w)  ---- i then x e C~. A tree with these properties constitutes an algorithm for solving 
the decision problem and every algorithm can be east into this form. The restriction 
of the p~(x) to meromorphic functions is not a material one since in practice we can 
calculate only rational functions of x -~ (x 1 ,..., xa). 
Assume that C C_ R a is truly d-dimensional and let Q(x) be the product of all 
numerators and denominations of all the pw(x). Then Q(x) ~ 0 in C. Assume further 
about C 1 that there exist linear forms ll(X),...,/re(x), such that for x ~ C, x is in C 1 if 
and only if 0 ~< li(x), 1 ~ i ~ m. A moment's reflection will show that the set of all 
paths of the decision tree which lead to terminal nodes w satisfyingf(w) = 1, is after 
certain sign changes, a complete proof in C of SP(x) relative to Q(x) ~ O. Thus if the 
li(x), 1 ~ i ~ m, are sign independent in C then by Theorem 5, the height of the tree 
(without he terminals) is at least m. 
THEOREM 7. Every algorithm for finding, for x ~ {x [ x E R n, 0 <~ xi , 1 ~ i ~ n), 
the j such that xj = maxi xi,  even if it uses meromorphic functions and counts the 
evaluation of such a function as one step, requires n -- 1 steps in worst case. 
Proof. This follows at once from the fact that the x,~ -- x i , 1 ~ i ~ n --  1, are 
sign independent. 
Let d = 2n and write the x E R a as x = (x 1 ,..., xn ,Yl ,...,Y,). Define 
D = {x [ x ~ R ~n, 0 ~ X 1 ~ "'" ~ Xn ,  0 ~ Yn ~ "'" ~ Ya}" 
TIJEOREM 8. Every algorithm for finding, for x E D, the j such that 
xj + y~ = min(xi + Yi), 
i 
requires n -- 1 steps in worst case. 
Proof. The forms x n + Yn - -  x~ -- Yi, 1 ~ i ~< n --  1, are sign independent in D. 
The interest in this result stems from the fact that an operation of the type 
mini(xi + Yi) is the basic step in many shortest path algorithms. It is sometimes 
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attempted tospeed-up the algorithm by sorting beforehand some or all of the distances. 
Theorem 8 shows that this preprocessing does not help in reducing the worst-case 
complexity of the basic step. 
Remark 2. The following question was raised in a conversation with A. Meyer. 
Suppose that we want to find just the value of min~ x~, without determining a j for 
which 
x~ = min x i . 
Could there then be an algorithm shorter than n --  1 ? To treat this question we 
consider the same type of decision tree as before except hat at each leaf w we attach 
a function fw(X 1 ,..., xn). These functions are assumed to have the property that if 
x = (x 1 .... , xn) led in the decision tree to leaf w, then 
fw(X) = min xi .  
i 
Under the reasonable assumption that theft(x) are meromorphic functions, Theorem 7
implies that the height of the tree is again n -- 1. If we relax this assumption we get 
something trivial because min i x~ itself is of course a continuous function of x. 
Theorem 7 is brought o bear on this situation by observing that except for a trivial set 
where some of the p,,(x) vanish, the set of x leading to a leaf w is an open set. In this 
open set we must havefw(X) ~ xj for somej. 
6. COUNTER EXAMPLES 
We shall show that the various conditions in Theorem 5 cannot be relaxed without 
losing the conclusion. 
The first counter-example is due to E. Reingold (in his thesis), and it shows that the 
condition of the pit(x) being meromorphic annot be dropped. Let Yl ,...,Yn be 
numbers uch that 1 ~ [ Yi -- Y~ i for i ~ j. Then 
(n§  ~ l+- - '+(n+l )  ~"<(n+l )  ~m+l+' ' '+(n§  ~', 
where m = In~2], if and only if thej  for which 
yj = maxyi 
satisfies m <j .  Hence this j can be found by about log2 n comparisons. Let now 
xl ,..., Xn be pairwise different hen the 
y i=x i (1  + Y. (x~--x~)-~),  
~o<q 
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1 ~ i ~< n, satisfy the above condition, so that 
x~ = max x i 
i 
can be found by logs n comparisons. 
If  
Q(x)  = [ I  (x,  - 
i<J 
then relative to Q(x) :/= 0, the simultaneous positivity of xn -- x,, 1 ~< i ~< n, has 
a complete proof of width log s n. It should be noted that the functions used, while 
non-meromorphic, have for x such that Q(x) ~= O, derivatives of all orders. 
The next theorem will show that the condition of sign independence cannot be 
relaxed. P. M. Spira has shown [1] that if we consider complete proofs where all the 
pij(x) are linear forms, then the condition of sign independence can sometimes be 
replaced by a certain natural nonredundancy ondition. If, however, we allow poly- 
nomial proofs, then the converse of Theorem 4 is also true. This, together with Spira's 
interesting results, also shows that the concept of polynomial complete proofs is 
stronger than that of linear complete proofs. 
THEOREM 9. Let C C__ R n be a convex set. I f  2 <~ m and the linear forms li(x), 
1 <~ i <~ m, are not sign independent in C, then there exists a polynomial Q(x) ~ 0 in C, 
and a complete proof P in C for SP(x) relative to Q(x) =/= O, with width (P) <~ m -- 1. 
Proof. Since the forms are not sign independent there is a sign combination ot 
realized by any x ~ C. It is readily seen that there must also exist a sign combination 
with strictly positive and strictly negative terms that is not realized. By possibly 
renumbering, we may assume that for some 1 ~< k ~< m and for no x ~ C we have 
ll(X) < o ..... l (x) < o, o < o < ira(x) (4) 
The proof proceeds by induction on 2 ~< m and the inductive argument takes care 
also of m = 2. So let m = 2 or else let 2 < m and assume the theorem to be true for 
m- -1 .  
Consider C 1 ----- {x] 0 ~< Ix(x)} n C. We claim that if Is(x),..., Ira(x), are not sign 
independent in C 1 then we are finished. Let m = 2. Then either for x ~ C such that 
0 <~ ll(x ) it is not possible that ls(x ) < 0. In this case ll(X ) is a complete proof for 
SP(x) in C. Or else for x ~ C, and 0 ~< ll(X ), it is not possible that 0 < 12(x ). I f  
x e C --+ ls(x ) = 0 then again ll(x ) is a complete proof. In the other case ls(x ) ~ 0 in C, 
and --  1 is a complete proof for 0 ~< Ix(x) ^  0 ~< Is(x) in C relative to 12(x ) ~ O. 
Let now 2 < m and let C x be as before. If  Is(x),..., lm(x) are not sign independent 
in C1, then by the induction hypothesis there exists a Ql(X) ~ 0 in 6'1, and a complete 
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proof P1 in C x of A~<i 0 ~< li(x ) relative to Ql(X) # o, such that width (Px) ~< m -- 2. 
By adding lx(x ) to each row of P1, we obtain a complete proof P as desired. 
Thus assume lz(x),..., lm(x), are sign independent in C x . Hence there exists an 
Xo c C (even xo c C1) so that 
l~(xo) < 0,..., lk(xo) < O, 
If there exists now a y ~ C such that 
o < ..... o < 1.(Xo) (5) 
l l(y ) < O, Is(y) ~ 0,..., lk(y) ~ O, 0 <~ t~(y),..., 0 ~ l,,(y) (6) 
then by taking a x ~ yx--'~o such that x # y but x is sufficiently close to y we get from 
(5) and (6), by the continuity of 11 and the linearity of all the li, that (4) holds for this x, 
a contradiction. 
Thus (6) holds for noy ~ C and a similar statement may be assumed for all 1 ~< i ~< k. 
Consider now the sequence 
l l (X)[12(x) - -  ll(x)],... , l k - l (X) [ lk (x  ) - -  Ik_l(X)] , lk+x(X),..., lm(X). 
We claim that if for y ~ C all of these m -- 1 polynomials are non-negative then 
Ai 0 <~ li(y). Namely, let i ~< k be the first one for which li(y) # O; if no such i 
exists then we are done. If 0 < ti(y) and i + 1 ~ k then 0 < li(y) ~ li+x(y), etc. If 
l~(y) < 0 and i + 1 ~< k, then li+x(y ) ~ li(y ) < 0 and thus lt(y ) < 0 for i ~< j ~< k 
and lt(y ) = 0 for 1 ~ j ~< i -- 1. But this is impossible, since it is, for i, a sign 
sequence of the form (6). 
For every permutation (i I ,..., ik) of (1,..., k), form the sequence 
lix(x)[li,(x) -- l,l(x)],..., li~(x)[li~(x) -- lik_l(X)], lk+l(X),..., tin(x) (7) 
For y ~ C, the non-negativity of all polynomials in this sequence again implies SP(y). 
The k! • (m-  1) array of all these sequences i a complete proof of SP(x) in C. 
Namely, assume that for x o e C, SP(xo) holds. For an appropriate permutation 
(i x ,..., i~), lil(Xo) ~ li2(Xo) <~ "'" <~ l~(xo). Thus x = x o makes all the polynomials in 
(7) non-negative. 
7. THE TRAVELING SALESMAN PROBLEM 
We conclude by bringing the following result and just sketching its proof. 
THEOm~M 10. I f  C CR n is convex and h(x), 1 <~ i <~ m, are linear forms 
in x = (x 1 ,..., xn) then there exists a complete linear proof P for SP(x) with 
width (P) = n + 1. 
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Consider the set D ~- {x] SP(x)) which is a convex polyhedron in R n. I f  D is 
bounded then it is well known that it is decomposable into a finite union of at most 
n-dimensional simplices. Since an n-dimensional simplex is the intersection of n + 1 
half-spaces, the result follows by taking the array P to consist of all the sequences of 
bounding hyperplanes for all the simplices into which D is decomposed. 
For the general case, where D may be unbounded, we must extend the notion of 
simplex to include simplices ome of whose vertices are points of infinity of R n in the 
sense of projective geometry. It is permissable to assume the D C L where L is a half- 
space (if necessary we can start by cutting D into two by a hyperplane and then consider 
each half separately). I f y  is a point of infinity (i.e. a direction) o fR  n which is not on the 
bounding hyperplane of L and x eL  is an ordinary point, then x-y is, by definition, the 
ray with end-point x in the directiony such that x'y C L. We can now define a generalized 
simplex as the convex-hull of n + 1 points x 1 ,..., xn+ 1 some of which, but not all, may 
be points at infinity. By an appropriate induction on dimension, it is possible to show 
that D is the union of a finite number of generalized simplices. 
COROLLARY l 1. For the travelling salesman problem on n-cities there exists for every 
permutation zr a complete linear proof of width n(n -- 1) + 1 for the fact that zr is a 
minimal tour for the distances x = (x(i, j); 1 ~ i vL j ~ n). 
Proof. Denote, as before, by d(zr, x) the length of the tour ~-, then d(zr, x) is a 
linear form in x. The fact that ~- is a minimal tour for x is expressed by: 
0 ~ d(zr', x) - -  d(Tr, x) for all 7r' ~ S , .  
By Theorem 10, this has a complete linear proof P of width n(n -- I) -k 1. 
Thus given a proposed solution r for x we can always prove that 7r is a minimal tour 
by selecting a row in the array P, evaluating the n(n -- 1) + 1 linear forms in it and 
seeing that they are all positive. Since each form has n(n-  1) variables in it, this 
leads to a total of about 2n 4 additions and multiplications. It is perhaps surprising 
that so few calculations are always sufficient to establish the n! -  1 inequalities 
0 ~ d(~r', x) - -  d(~r, x). This procedure, of course, does not give a check whether zr 
is a minimal tour for x, because we have no rule for chosing the appropriate row of P 
even though we know that it exists if indeed ~- is a minimal tour. 
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