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The Autoregressive integrated moving average model, developed by Box and Jenkins 
showed impressive and robust outcomes for forecasting market prices of agricultural 
products, finance and stock indices. In the present study, daily price of two apple varieties 
(super delicious and super american of Jammu and Kashmir, India) were studied for 
forecasting the market price. To address seasonality in the data series, a methodology 
called TBATS (Trigonometric, Box-Cox transform, ARMA errors, Trend, and Seasonal 
components) model was used.  The TBATS model is helpful in capturing seasonality 
present at multiple periods.  The different possible combinations of ARIMA model were 
determined and on the basis of minimum Akaike information criteria and Bayesian 
information criteria values and following the principle of parsimony, ARIMA (2, 1, 1) model 
for super american and ARIMA (3, 1, 6) model for super delicious were finally selected to 
forecast one month ahead. The out of sample data (test data) was used to compare the 
accuracy of the fitted models. The Mean Absolute Percentage Error (MAPE) was calculated 
as an accuracy measure of the fitted models and was found to be 0.05-0.08. Concluding 
that the fitted ARIMA model was 92-95% accurate for forecasting purpose in these data 
series. 
Keywords 
Apple Price, ARIMA,Forecasting, 
Seasonality,TBATS 
 
*Corresponding Author 
Email:rumanastat[at]gmail.com 
 
1. Introduction 
In planning and decision making processes, prediction 
of future events is very critical and forecasting plays 
important role in making rational decisions with application to 
areas such as marketing where forecasts of price changes 
enable businesses to calculate their effectiveness, whether 
targets are being met and eventually make necessary 
adjustments. Two main approaches in forecasting include 
qualitative methods and quantitative methods (Montgomery 
et al. 2008; Box et al. 2016). The prediction of forecasts 
based on the part of judgment of experts in specified fields 
comes under qualitative methods. On the other hand, 
quantitative forecasting methods are based onhistorical data 
and a model which uses past and current behavior to predict 
future. Similarly, time series data analysis for forecasting 
uses two different approaches, like time domain approach 
and the frequency domain approach (Shumway and Stoffer, 
2010).The dependence of correlation of the current value on 
pastvalues are best understood in time domain approach 
and time series analysis is interested with techniques for the 
forecasting analysis of this dependence (Box et al. 2016). 
 
There is a significant contribution of horticulture sector 
to Indian economy. Horticultural crops, especially fruit crops 
tend tohave increasing commercial importance because of 
quick transportation to vast national and international 
markets. In 2016, apple ranked third in global fruit production 
with production of 89.33 million metric tons.India ranked fifth 
in global apple production in 2016 with 1.90 million metric 
tons of production(Statista, 2018).Apple production is one of 
the important sources of economy in the state of Jammu and 
Kashmir.The cultivation of apple is regarded as highly 
profitable activity in the state, and its improvement is 
important for which marketing shares equal importance 
(Bhat and Choure, 2014).Price forecasting is one of the 
critical advancement which would help farmers and the 
policy makers for marketing decisions. 
 
The autoregressive integrated moving average (ARIMA) 
model, developed by Box and Jenkins (1970) had been used 
for forecasting of different data sets. Muhammad et al. 
(1992)used ARIMAmodelto forecast sugarcane production in 
Pakistan.Sabur and Haque (1993) used ARIMA model to 
forecast wholesale and retail prices of rice in 
Bangladesh.Saeed et al. (2000)used ARIMA model to 
forecast production of wheat in Pakistan. Mandal 
(2005)choose ARIMA modelto forecast annual sugarcane 
production of India.Paul (2010)used ARIMA to the 
seasonally adjusted data of whole sale prices of Rohu fish of 
west Bengal, India.Paul and Das (2010) studied ARIMA 
model for the data of Indian inland fish production.Paul et al. 
(2013) studied seasonal ARIMA (SARIMA) for price data of 
exported Indian meat and its by-products.Darekar and 
Reddy (2017a, 2017b)studied ARIMA for price data of paddy 
and cotton of different Indian states.The statistical 
methodologies used for forecasting evolved with improved 
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outcomes based upon the data sets and purpose of 
investigation (Majid and Mir, 2018). 
In this paper we report the statistical ARIMA to forecast 
the price of two apple varieties viz-a-viz super delicious and 
super american. ARIMA (3,1,6) and ARIMA (2,1,1) was 
found to be best fit for super delicious and super American, 
respectively. The accuracy of the fitted ARIMA model was 
found to be 92-95% fit as determined by the mean absolute 
percentage error. 
 
2. Materials and Methods 
2.1 Data series 
The time series data of daily wholesale price of Jammu 
and Kashmir Apple was collected from the records of 
Department of Horticulture Planning and Marketing (Office of 
Joint Director, Delhi). The obtained data was of two 
commercial varieties viz. super delicious and super 
american. The daily data used in this study is an average of 
the minimum and maximum prices as reported in the 
records. There were 750 data points for each variety. The 
data was analyzed with the help of R programusing Box and 
Jenkins (1970) methodology. 
 
The data sets under consideration were obtained on 
daily basis and such data sets of high frequency involve 
multiple seasonal patterns and can exhibit complex 
seasonality (Hyndman and Athanasopoulos,2014). A long 
time series might have long seasonal periods or seasonality 
present at multiple levels, in that a daily series can show 
weekly seasonal pattern as well as an annual pattern. To 
address such problems, a methodology called TBATS 
(Trigonometric,Box-Cox transform, ARMA errors, Trend, and 
Seasonal components) model (Liveraet al. 2011) was 
developed. 
 
The model can be written as: 
 𝑦𝑡
(𝜔)
=  𝑦𝑡−1
𝜔  𝜔   if 𝜔 ≠ 0;     (1) 
 = 𝑙𝑜𝑔𝑦𝑡   if 𝜔 = 0. 
𝑦𝑡
(𝜔)
= 𝑙𝑡−1 + 𝜑𝑏𝑡−1 +  𝑠𝑡−𝑚 𝑖
(𝑖)
+ 𝑑𝑡
𝑇
𝑖=1
 
𝑙𝑡 = 𝑙𝑡−1 + 𝜑𝑏𝑡−1 + 𝛼𝑑𝑡  
𝑏𝑡 =  1 − 𝜑 𝑏 + 𝜑𝑏𝑡−1 + 𝛽𝑑𝑡  
𝑑𝑡 =  𝜑𝑖
𝑝
𝑖=1
𝑑𝑡−𝑖 +  𝜃𝑗 𝜀𝑡−𝑗 + 𝜀𝑡
𝑞
𝑗 =1
 
𝑠𝑡
(𝑖)
=  𝑠𝑗 ,𝑡
(𝑖)
𝑘𝑖
𝑗 =1
 
𝑠𝑗 ,𝑡
(𝑖)
= 𝑠𝑗 ,𝑡−1
(𝑖)
𝑐𝑜𝑠𝜆𝑗
(𝑖)
+ 𝑠𝑗 ,𝑡−1
∗(𝑖)
𝑠𝑖𝑛𝜆𝑗
(𝑖)
+ 𝛾1
(𝑖)
𝑑𝑡  
𝑠𝑗 ,𝑡
∗(𝑖)
= −𝑠𝑗 ,𝑡−1
(𝑖)
𝑠𝑖𝑛𝜆𝑗
(𝑖)
+ 𝑠𝑗 ,𝑡−1
∗(𝑖)
𝑐𝑜𝑠𝜆𝑗
(𝑖)
+ 𝛾2
(𝑖)
𝑑𝑡  
Where, the Box-Cox transformation (1) stabilizes the 
variance by 𝜔. 
𝑚1 ,𝑚2 , … ,𝑚𝑇denotes the seasonal periods. 
𝑙𝑡estimates the local level at period 𝑡. 
𝑏estimates the long- range trend across the series. 
𝑏𝑡  estimates the short-range trend at period 𝑡.  
𝑑𝑡  represents an ARMA 𝑝, 𝑞  process with 𝜀𝑡  
representing the Gaussian white noise process with mean 
zero and constant variance 𝜎2. 
𝑠𝑡
(𝑖)
models the 𝑖th seasonal component at time 𝑡 as a 
Fourier series with 𝜆𝑗
(𝑖)
=
2𝜋𝑗
𝑚 𝑖
. 
𝑠𝑗 ,𝑡
(𝑖)
 captures the level variance of the 𝑖th seasonal 
component. 
𝑠𝑗 ,𝑡
∗(𝑖)
 models the change in seasonal variability over 
time. 
𝛼, 𝛽, 𝛾1
(𝑖)
, 𝛾2
(𝑖)
are smoothing parameters. 
TBATS model can be used for forecasting purposes but 
in this study the model is used only as a means of 
decomposing time series data into its components to check 
if the seasonal component is present. The advantage of 
using trigonometric model is that it splits the overall 
component into individual components with different 
frequencies. It is particularly useful when the seasonal 
component is not apparent in time series plots as in case of 
data sets under study (Figure 1).In a classical regression 
model, the current values of the independent variables 
influence the dependent variable. In contrast, in a time 
series case,past values of independent variable influence a 
dependent variable. 
 
2.2Autoregressive Integrated Moving Average (ARIMA) 
Process: 
When the stochastic process has characteristics that 
change over time i.e. when the time series is non-stationary, 
the series is transformed into a stationary series by allowing 
the differencing of the series one or more times until series 
becomes stationary. 
 
𝑣𝑡 = ∇
𝑑𝑦𝑡,      𝑑 = 1,2,…. 
∇ denotes differencing and ∇𝑦𝑡 = 𝑦𝑡 − 𝑦𝑡−1, ∇
2𝑦𝑡 =
∇𝑦𝑡 − ∇𝑦𝑡−1,... 
 
The stationary series 𝑣𝑡  is produced after differencing 
the original series  𝑦𝑡  and can be modeled as an ARMA 𝑝, 𝑞  
process and 𝑣𝑡  is an integrated autoregressive-moving 
average process. Mathematically, the equation of an 
integrated autoregressive-moving average process of order 
(𝑝, 𝑑,𝑞) denoted by ARIMA (𝑝, 𝑑, 𝑞) can be written as: 
 
 1 − 𝜑1𝐵 − 𝜑2𝐵
2 − ⋯− 𝜑𝑝𝐵
𝑝 ∇𝑑𝑦𝑡
= 𝛿 + (1 − 𝜃1𝐵 − 𝜃2𝐵
2 − ⋯− 𝜃𝑞𝐵
𝑞)𝜀𝑡  
or 𝜑 𝐵 ∇𝑑𝑦𝑡 = 𝛿 + 𝜃(𝐵)𝜀𝑡  
where,the series 𝑣𝑡  is stationary 
𝛿 is a constant term relating to the mean of the process 
and is equal to mean times the quantity one minus the sum 
of AR parameters i.e. 𝛿 = 𝜇𝑣 1 −  𝜑𝑖
𝑝
𝑖=1  . 
𝜑1 ,𝜑2 , … , 𝜑𝑝  and 𝜃1 , 𝜃2 , … , 𝜃𝑞  are the finite set of 
weighted parameters. 
𝜀𝑡  is a white noise process i.e. independent and 
identically distributed with mean zero and variance 𝜎𝜀
2. 
𝜑 𝐵  = 1 − 𝜑1𝐵 − 𝜑2𝐵
2 − ⋯− 𝜑𝑝𝐵
𝑝and 𝜃 𝐵 = 1 −
𝜃1𝐵 − 𝜃2𝐵
2 − ⋯− 𝜃𝑞𝐵
𝑞  represent the polynomial function of 
back shift autoregressive and moving average operator 𝐵, 
respectively. 
 
2.3 Augmented Dickey-Fuller (ADF) test 
The ADF test (1976) is used to test the null hypothesis 
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that the data are non-stationary and needs to be differenced 
against the alternative hypothesis that the data are 
stationary and needs no differencing. The following 
regression model is estimated for this test. 
𝑦𝑡
, = 𝜑𝑦𝑡−1 + 𝜃1𝑦𝑡−1
, + 𝜃2𝑦𝑡−2
, + ⋯+ 𝜃𝑘𝑦𝑡−𝑘
,  
Where, 𝑦𝑡
, = 𝑦𝑡 − 𝑦𝑡−1 denotes the first differenced 
series. 
𝑘is the number of lags included. 
 
If the original series 𝑦𝑡 is non-stationary and needs 
differencing, then the value of the coefficient 𝜑  should be 
zero (approximately). If the original series is already 
stationary, then 𝜑 < 0.Also, at 5% level of significance, we 
accept the null hypothesis of non-stationarity if the p-value is 
greater than 0.05. 
 
2.4 Kwiatkowski, Phillips, Schmidt and Shin(KPSS) Test 
Kwiatkowski, Phillips, Schmidt and Shin (1992) test is a 
stationarity test which tests the null hypothesis of stationarity 
I (0) against non-stationarity I (1). The model for the test is: 
𝑦𝑡 = 𝐷𝑇 + 𝜇𝑡 + 𝑢𝑡  
𝜇𝑡 = 𝜇𝑡−1 + 𝜀𝑡 , 𝜀𝑡~𝑊𝑁(0,𝜎𝜀
2) 
𝜇𝑡 is a pure random walk with innovation variance𝜎𝜀
2 and 
𝐷𝑇 is deterministic trend. The null hypothesis that𝑦𝑡  is I(0) is 
formulated as 𝐻0: 𝜎𝜀
2 = 0 which implies that 𝜇𝑡  is a constant. 
The KPSS test is a Lagrange multiplier (LM)  based statistic 
for testing 𝜎𝜀
2 = 0 against the alternative that 𝜎𝜀
2 > 0 and is 
given by 
𝐾𝑃𝑆𝑆 = 𝑁−2  
𝑆 𝑡
2
𝜎 2
𝑁
𝑡=1
 
Where, 𝑆 𝑡
2  𝑢 𝑗
𝑡
𝑗=1  ,𝑢 𝑡  is the residual of a regression of 
𝑦𝑡  on DT and 𝜎 
2 is a consistent estimate of the long-run 
variance of 𝑢𝑡  using 𝑢 𝑡 .  
 
2.5 Phillips-Perron (PP) Test 
The PP test (1988) is a unit root test which is similar to 
ADF test in that it tests null hypothesis of I (1) against I (0). It 
differs from ADF test in that the test statistic is non-
parametric and explicitly allows for weak dependence and 
heterogeneity of the error process.The lag length 
specification is not strictly required for the test regression as 
in the case of the ADF test, but both test statistics have the 
same distribution. The PP test uses the regression  
𝑦𝑡
, = 𝐷𝑇 + 𝛿𝑦𝑡−1 + 𝑢𝑡  
𝑢𝑡 ′𝑠canbe serially correlated and heteroscedasticity of 
the errors is allowed. 
 
2.6 Ljung-Box test 
The Ljung-Box statistic, also called the modified Box-
Pierce statistic, is a function of the accumulated sample 
autocorrelations, 𝑟𝑘 , up to any specified time lag h.  As a 
function of h, it is determined as 
𝑄𝐿𝐵 = 𝑛 𝑛 + 2   
1
𝑛 − 𝑘
 𝑟𝑘
2
ℎ
𝑘=1
~𝜒𝛼 ,ℎ−𝑝
2  
Where,𝑝is the number of parameters in the model. 
𝑛 is the length of the series. 
ℎ is the maximum lag being considered. 
Under the null hypothesis that the series is a white 
noise, 𝑄𝐿𝐵 is distributed approximately as chi-square with 
ℎ − 𝑝 degrees of freedom. 
2.7 Mean Absolute Percentage Error (MAPE) 
Mean Absolute Percentage Error (MAPE) is possibly the 
most widely used forecasting accuracy measurement (Ren 
and Glasure, 2009, Bhardwajet al. 2014; Pardhiet al. 
2018).MAPE is computed by taking the average of the 
absolute values of the percentage of the forecast errors. The 
formula for calculating MAPE is given as  
𝑀𝐴𝑃𝐸 =
1
𝑛
   
𝑒𝑡
𝑦𝑡
 . 100 
𝑛
𝑡=1
 
 
Where,𝑒𝑡 = 𝑦𝑡 − 𝑦 𝑡  is the difference between the values 
in the test set and the predicted values obtained from the 
training set. 
𝑛 is size of the test set. 
 
3. Results and Discussion 
The data sets (super american and super delicious) 
were analyzed separately for weeks, months and years. 
Both the data sets showed no seasonality in the periods of 
weeks and years, but monthly seasonality was captured in 
super american as shown in Figure 2. The super american 
data series was first smoothed out by taking monthly moving 
average to make the series stable and visually predictable. 
This monthly moving averaged series was then decomposed 
using TBATS model as shown in Figure 2. The seasonal 
component and level of series is not proportional i.e. the 
seasonality component does not increase or decrease with 
the increase or decrease in level of the series. Therefore, 
the series can be seasonally adjusted or deseasonalized by 
subtracting the seasonal component from the monthly 
moving averaged series as shown in Figure 2. 
 
To check for stationarity in the series, the ACF and 
PACF plots are used as a tool for preliminary assessment of 
stationarity. The ACF plot showed that the data series are 
non-stationary as ACF is decreasing slowly. Also, the 
autocorrelation at lag 1 is equal to 0.928 (super delicious) 
and 0.99 (super american) which is large and close to 1. To 
confirm the visual inspection of plots, augmented dickey 
fuller (ADF) and KPSS tests were carried out. The p-value 
for ADF test were found to be 0.07 (super delicious) and 
0.13 (super american) at 5% level of significance, leads to 
the acceptance of null hypothesis that the series has a unit 
root (𝜑 = 1) and is non-stationary. Also the p-value for 
KPSS test were found to be 0.01(super delicious) and 0.02 
(super american) at 5% level of significance leads to the 
rejection of null hypothesis of stationarity against non-
stationarity(Table 1). Therefore,both the tests showed that 
the series need differencing to become stationary. However, 
the ACF plot of super american shows the presence of long 
range dependence. ADF test shows poor performance in 
distinguishing I(1) from I(d) and therefore, KPSS and PP test 
should both be taken into consideration as studied by 
Baillieet al. 1996. The p-value for PP test was found to be 
0.87, at 5% level of significance, which lead to the 
acceptance of null hypothesis of non-stationarity. It is also 
reported by Karlaftis and Vlahogianni (2009) that presence 
of unit root process I(1) is evident when there is a failure to 
reject the PP statistic but rejection of the KPSS statistic. 
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Since, the process has a unit root and is non-stationary, 
therefore long memory model like ARFIMA (Autoregressive 
fractionally integrated moving-average)model cannot be 
used for super american data series despite of long range 
persistence. 
 
In order to make the series stationary, both the series 
were subjected to differencing by one (d=1) as shown by 
ACF and PACF plots (Figure3).Furthermore, the ADF and 
KPSS tests were carried out and p-value was found to be 
0.01 and 0.1, respectively for both data series at 5% level of 
significance(Table 1), which indicates the data has become 
stationary with no unit root ( 𝜑 < 1) after d1. 
 
To choose 𝑀𝐴 𝑞 ,the ACF of differenced series was 
examined and it was found that autocorrelations at lag 1,6,7, 
and 9 (super delicious series) were significantly different 
from zero i.e. were above the bounds± 1.96  n  (±0.07). The 
bounds represented by horizontal dashed lines give the 
acceptance region for testing the null hypothesis of no 
autocorrelation at the 5% level of significance. Therefore, an 
appropriate value for𝑞 is expected to lie between0 ≤ q ≤ 9 
because after the𝑞𝑡ℎ term, the ACF becomes negligible. 
Also, for choosing an𝐴𝑅(𝑝), the examination of PACF of 
differenced series showed that autocorrelations at lag 0, 5, 
6, and 7 were above the bounds. Hence,𝑝should lie 
between0 ≤ p ≤ 7, above which the PACF will be negligible. 
Similarly, the ACF and PACF plots of the differenced series 
(super american) were examined and PACF plot showed 
autocorrelations up to lag 7 are outside bounds. Therefore, 
MA (q)value at all these lags were tested with different AR 
(p) combinations.Out of all the possible AR (p) and MA (q) 
combinations, selected model combinations for ARIMA are 
shown in Table 2.On the basis of minimum AIC (Akaike 
information criteria) and BIC (Bayesian information 
criteria)values and following principle of parsimony (Box and 
Jenkins,1970), ARIMA (3, 1, 6) and ARIMA (2, 1, 1) were 
finally chosen for further analysis of super delicious and 
super american data series, respectively.  
 
After selecting the model, the adequacy was checked 
through residual analysis. The residuals 𝜀𝑡  are expected to 
behave like discrete white noise i.e. residuals are 
uncorrelated with mean zero and constant variance 𝜎2 (Fan 
and Yao,2003). The ACF and PACF plots of the residuals 
from ARIMA (2, 1, 1) and ARIMA (3, 1, 6) were examined 
and it was found that autocorrelation at all the lags were not 
significantly different from zero (Figure 4). This shows the 
model is appropriate. To confirm the visual inspection of 
plots, a more formal statistical test, Ljung-Box test was 
carried out. The p-value was found to be 0.57 (super 
american) and 0.67 (super delicious), which is greater than 
0.05, leading to the acceptance of null hypothesis of no 
autocorrelation. Thus, the residuals are independent. Also, 
the mean value of residuals was found to be 0.000019(super 
american)and -0.00023 (super delicious) which is close to 
zero, indicating that the forecasts will not be biased 
(Hyndman and Athanasopoulos, 2014). 
 
After choosing ARIMA (2, 1, 1) and ARIMA (3, 1, 6) as a 
predictive model, forecasts were obtained for one month into 
the future i.e. for the forecasting horizon h= 26 as shown in 
Figure 5. The accuracy of the forecasting method was then 
checked by comparing the forecasts obtained to the held-out 
data set. The difference between test set values and 
predicted forecasts obtained using in-sample data i.e. 
forecast errors were calculated using accuracy measures as 
shown in Table 3. The mean absolute percentage error was 
found to be 0.05 (5%) (without seasonal component) and 
0.08 (8%) (after addition of seasonal component), 
respectively for super american data series. Similarly, the 
mean absolute percentage error was found to be 0.06 (6%) 
for super delicious data series. 
 
4. Conclusion 
In conclusion, statistical methods used for forecasting 
purpose depends upon various factors including data set 
used, variation in the data (seasonal or non-
seasonal),sample frequency and sample horizon. In this 
paper, the ARIMA model was applied for forecasting prices 
of two apple varieties of Jammu and Kashmir (super 
delicious and super american) in the Delhi market. To 
address seasonality in the data series, a methodology called 
TBATS (Trigonometric, Box-Cox transform, ARMA errors, 
Trend, and Seasonal components) model was used.  The 
TBATS model is helpful in capturing seasonality present at 
multiple periods. The monthly seasonal pattern was 
captured by TBATS model in super american data 
series.The different possible combinations of ARIMA model 
were determined and on the basis of minimum AIC (Akaike 
information criteria) and BIC (Bayesian information criteria) 
values and following the principle of parsimony, ARIMA (2, 
1, 1) for super american and ARIMA (3, 1, 6) for super 
delicious models were finally selected to forecast one month 
ahead. The out of sample data was used to compare the 
accuracy of thefitted models. The Mean Absolute 
Percentage Error (MAPE) was calculated as an accuracy 
measure of the fitted models and was found to be 0.05-
0.08.Therefore, the fitted ARIMA model is 92-95% accurate 
for forecasting purpose in this data series. The above data 
series could also be analyzed for forecasting using 
advanced statistical methods based uponvolatility or 
heteroscedasticity function of the residuals. 
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Table1: Data Stationarity check by Augmented Dickey-Fuller Test and Kwiatkowski–Phillips–Schmidt–Shin (KPSS) test 
Data Series ADF Test* KPSS test* 
 
Original series 
P value 
Differenced (d1) 
series 
p value 
Original series 
P value 
Differenced (d1) 
seriesP  value 
Super American 0.13 0.01 0.02 
0.1 
 
Super Delicious 0.07 0.01 0.01 0.1 
* 5% level of significance 
Table 2: Selected ARIMA (p,d,q) model combinations for AIC and BIC values 
Data Series Model AIC BIC 
Super Delicious 
0,1,6 -2241.2 -2209.1 
1,1,3 -2249.8 -2221.0 
2,1,4 -2254.4 -2222.3 
3,1,6 -2255.7 -2229.9 
4,1,2 -2252.5 -2220.5 
5,1,3 -2255.0 -2213.8 
6,1,5 -2257.7 -2202.7 
Super American 
0,1,9 -6950.8 -6900.8 
1,1,2 -6992.0 -6973.9 
2,1,1 -6992.1 -6973.9 
3,1,6 -6998.3 -6948.3 
4,1,3 -7005.5 -6964.6 
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Table 3: Accuracy measures of forecasted vs actual prices 
Data series Parameters Values 
Super American 
MAPE 
(without seasonality component) 
0.05 
MAPE 
(With seasonality component added) 
0.08 
Super Delicious MAPE 0.06 
 
 
Figure 1. Plot of daily data price of super delicious and super american apple varieties. 
 
Figure 2. Tbatsdecomposition plot and seasonally adjusted monthly moving average of super american data. 
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Figure 3. ACF and PACF plot of differenced (d1) super delicious and super american price data series. 
 
 
Figure 4. ACF and PACF plot of ARIMA (3,1,6) and ARIMA (2,1,1) model residuals. 
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Figure 5. Forecast plot of super delicious and super american using ARIMA (3,1,6) and ARIMA (2,1,1) model, respectively. 
 
