We compared 12 pairs of cerebral ['*F]-fluorodeoxyglucose (FDG) 2D/3D image sets from a GEIAdvance PET scanner, incorporating the actual corrections used on human subjects. Previously published values for spatial axial resolution in 2D [ l ] and 3D [2] modes were used to model the differential axial smoothing at each image voxel. This model was then applied to the 2D FDG images as well as to 2D spherical hot-spot phantom images; the resulting smoothed data indicate the published difference in axial resolution between 2D and 3D modes can account for 30-40% of the differences between these image sets.
I. INTRODUCTION
Although the published differences in axial resolution appear small, even a difference in FWHM of 2mm can have a significant effect on the fraction of counts from nearby locations contributed to a given image plane, and subsequently on axial image resolution. As demonstrated in Figure 1 , for an axial resolution described by a FWHM=4.0 mm, 15% of the events recorded within a given plane originate from outside of the plane boundaries. Increasing the FWHM by only 2mm results in 35% of the events being misplaced.
The GEIAdvance PET scanner has been nicely characterized in 2D mode [ l ] and 3D mode [2] , [3] using a variety of phantoms. Comparison of 2D and 3D human subject data is complicated since the actual distribution and concentration of radioactivity are not known, and since the accuracy of object-dependent corrections may decrease as the axial and radial symmetry of the object decreases. However, we were interested in examining human subject data to gain insight into what differences, if any, we could anticipate by switching our protocols from 2D to 3D mode, as well as to evaluate the conglomerate effect of all of the corrections with realistic data. We also were attempting to address concerns from some of our researchers that the 3D data are visually and in some respects quantitatively different than 2D data. In particular, hotspots in 2D images tend to have higher values than corresponding 3D hotspots while coldspots in 2D images tend to be lower, and in general the 3D data appear smoother. The current work examines the possible effects of smoothing due to a difference in the reconstructed axial resolution between 2D and 3D mode, and also examines the reliability of ROI analysis typically performed on cerebral FDG PET images for 2D and 3D modes.
METHODS

A. Human Subjects
Six (6) subjects were scanned on two occasions as part of an independent study [4] , in 2D and in 3D mode each time. The second occasion was 4-6 weeks after the first. For the current work, each 2D/3D image pair was considered to be independent. A 30 minute 2D scan was acquired starting at -50 minutes post-injection, followed by a 10 minute transmission scan, followed by ii 10 minute 3D scan. The emission countrate fraction was 5% or less of the total countrate of the T+E transmission measurement. Twice the total number of coincidence events were collected in 3D mode (100M) compared to 2D mode (40-50M); after scatter correction the total number of counts used for reconstruction was similar. Data were corrected with vendor-supplied software (normalization, attenuation scatter, calibration) and reconstructed with filtered backprojection (FBP) using similar Hanning filters (2D: 4.0mm, 3D radial:4.0mm, 3D axial:8.5mm). A head-holding device was not used, but careful visual inspection revealed no detectable movement. Arterialized venous samples were collected, and the resulting measured input functions were used to calculate parametric images of rCM$,,.
The FDG image data were not spatially normalized to a common reference frame in this work, since we specifically wanted to avoid additional smoothing effects. Comparisons were made of each 2D/3D pair using the following metrics: image subtraction; histogram comparison; calculation of correlation coefficients (Pearson's) for pixels with values greater than a lowerlevel threshold of 1, 80, 90, and 95% in either element of each 2D/3D pair; placing ROIs on selected hot and cold spots, and a regression analysis of the difference between 2D/3D pairs for 20 subsets of image values with each subset containing a similar number of pixels.
B. Axial Smoothing Filter
A location dependent axial smoothing filter was constructed by culling values from published sources on the axial resolution of the GE/Advance in 2D mode [ l ] and 3D mode [2] . A transaxial smoothing filter was not calculated, since this could make interpretation of results more difficult, and the transaxial resolutions only differ by -1mm or less. For radii from 0-20 cm, and for each image plane, the axial resolution was determined using published values, interpolating linearly between values where necessary. The fraction of a Gaussian distribution in an image plane was calculated for the current plane of interest (PO) and the nearest 4 planes (p-2, p-1, p+l , p+2), for Gaussian distributions centered on PO with FWHM for 2D and 3D modes at each voxel in an image volume. The fractions are named as F2Di and F3Di, where i is the number of planes from the current plane. Weighting factors for nearby pixels were calculated as: which yields the fraction of the 3D contribution from a given plane not already accounted for by the 2D contribution. To apply the smoothing filter to the 2D images, each pixel was asigned the weighted average of itself and the corresponding pixels from the neighboring +/-2 planes:
If the Gaussian distribution extended beyond p+/-2, the remainder was evenly shared with p+/-1, p+/-2. For planes near the end of the FOV, weights for planes which would be outside the axial FOV were evenly shared by PO and p-1 or p+l, if applicable. Weighting factors for p-2, p-1, PO, p+l, p+2 were then multiplied by the values of the single pixel from each corresponding plane with the same x,y location as the current pixel of interest. This approach differs from an axial smoothing filter presented by Pajevic et al. [3] in that it yields axially-and radiallydependent smoothing kernels.
C. Phantom Data
A phantom with cold and hot spheres of various sizes in a warm background was scanned in 2D and 3D mode. The phantom's radioactive concentration (0.5 to 0.8 microCi/ml) and volume (2750 ml) were designed to simulate a [I8F]-FDG PET scan of a human head. The phantom was a slightly tapered cylinder (15.0 cm diameter in the center, 15.5 cm height) resting on one of its flat sides. This orientation was selected to reduce the possibility of overlapping artifacts from normalization (scanner dependent) and scatter (object dependent). The phantom contained 4 pairs of hollow plastic spheres (22, 17, 9,4.7 mm ID) mounted on nylon thread; one sphere in each pair contained a nominal concentration of half of the warm background, and the other sphere in the pair contained twice the warm background. Four additional pairs of spheres (all 17 mm ID) were positioned lateral to the variously sized spheres, to act as a reference. The two smallest "spheres" were in fact plastic cylinders with plugs in both ends, aligned so that the long axis of the cylinders were approximately vertical. The wall thickness of all of the plastic spheroids was 1.5 to 2.0 mm.
Four scans of the phantom were acquired in 2D-HR mode (30, 15, 5, 1 min, with total counts 220M, 95M, 30M, and 5.8M, respectively), followed by four scans in 3D mode (30, 15, 5, 1 min, with total counts 1101M, 477M, 149M, and 29M, respectively), followed by a 20 minute transmission scan. The standard software from the manufacturer was used for the normalization, scatter correction, attenuation correction (with a radioactive source present in the FOV), and reconstruction (2D: FBP, 30cm FOV, 128x128 pixels, 4.6 mm Hanning filter; 3D:
Kinahan-Rogers FBP [SI, 30 cm FOV, 128x128 pixels, transaxial 4.6mm Hanning filter, axial 8.5 mm Hanning filter).
RESULTS AND DISCUSSION
A. Visual Comparison of Image Pairs
The 3D images appear markedly smoother (see Figure 2) , even though there is a similar number of total counts in each of the corrected sinogram sets. The difference in average metabolic rate between the individual 2D and 3D pairs ranges from 0.0% to 4%. This holds true if all pixels are included in the average, or if pixels with values below O.lmg/min/lOOg are excluded from the average.
B. Image Subtraction
Image subtraction (2D-3D) showed a pattern of lower values for 2D near the edge of the head (see Figure 3) , and slightly lower 2D values near the center of the brain. The halo of lower values at the edge of the brain is more pronounced at the top and bottom of the head, where the shape of the head changes more rapidly from plane to 0-7 
C. Histogram Analysis
Comparing histograms from individual 2D/3D pairs shows that the largest and smallest values from the 2D images become pushed toward the average value in the 3D data (see Figure 4) . Regions which are most active in the 2D images become relatively less active in the 3D data. This can cause a significant difference for certain analysis such as ROI placement on hotspots, or searching for areas of maximal activation, since the most active regions are the pixels that differ most between 2D and 3D. For all pixels with a value above 0.1 mg/min/lOOg (in either element of a 2D/3D pair), the fraction of the number of values in the 2D histograms larger than the corresponding 3D histogram values has a mean of 0.1 13 for all 12 pairs; comparing the axially smoothed 2D data to the 3D data yields a ratio of 0.071. 
D. Correlation Analysis
The correlation analysis shows that overall (for all values above the minimum threshold of 0.1 mg/min/lOOg) the 2D and 3D image sets are well correlated (see Fig. 5 , plots for l%ile). As the minimum pixel value considered increases, the correlation coefficient decreases. One possible interpretation is that the noise component increases for groups of pixels with higher values, so other factors become less important. However, taking into consideration the histogram analysis, it is likely that there is a larger discrepency between 2D and 3D mode for larger pixel values. Axially smoothing the 2D data increases the correlation, indicating that the smoothed 2D data are more similar to the 3D data. 
E. Regression Analysis
A regression analysis was performed to estimate the fraction of the difference between 2D and 3D modes that could be attributed to the larger inherent axial smoothing of 3D mode. Each 3D value was plotted as a function of the corresponding 2D pixel (see ratio of a value from a region of specific uptake to another region with no specific uptake.
The fraction of the difference between images acquired in 2D and 3D mode that can be explained by the axial smoothing filter is shown for each bin in Figure 7b , calculated as:
Differences between 2D and 3D modes due to 3D axial smoothing are fairly similar throughout the bins with medium to higher levels of concentration, and can account for 30% to 40% of the observed differences between these two modes. However, this analysis alone cannot discern whether 2D or 3D mode yields values that are more accurate, since the true values are unknown. results for the hot spheres are similar to those obtained previously [2] for a broader range of diameters. Here, there is better agreement between the two modes for the cool spheres than the hot spheres, particularly for the two smaller diameters. We attribute this mainly to the thick walls of the spheroid containers used for these two sizes, which introduced a significant cold region next to the warm or cool sphere interior. Also, the ROIs for the smallest spheres only contain 6-8 pixels, so the values are not as statitistically reliable as the larger ROIs. These data are presented not to replicate earlier work [2] , but rather to demonstrate that 2D mode is more accurate than 3D mode for the range of spheres examined here. 
Recovery Coefficients for
F. Recovery Coefficients
Recovery coefficients were estimated for hot-and coolspots in a phantom with a warm background. The graph in Figure 8 shows the recovery coefficients we obtained for hot and cool spheres relative to a warm background. The
G. ROI Reliability
The reliability of average ROI values for 5 similar ROIs was estimated, using the standard deviation of the individual values as a metric. The average values for 5 hot and 5 cold 17mm diameter spheres are shown in Figure 9 , for 4 different time frames. The concentration for each 3D frame was 68% of the corresponding 2D frame, while the toal counts obtained for each 3D time frame was a factor of 5 greater than in 2D. The 3D averages are similar to the 2D averages, but Although for a 17mm diameter spere niether mode exhibits full recovery, the 2D values are closer to the nominal values than the 3D values, reflecting the differences in recovery coefficients shown in Figure 8 . Perhaps more interesting is that the average values are similar for all time-frames in both 2D and 3D modes.
The standard deviations of the individual ROI values are shown as error bars in Figure 9 , and plotted on a larger scale in Figure 10 . We use the standard deviation as our estimate of the reliability for ROIs drawn in each mode. The standard deviation is similar for both modes except for the shortest frame (1 minute) where 3D mode shows an advantage. 
IV. CONCLUSIONS
For the human FDG protocol investigated in this work,
there were approximately the same number of events contributing to the reconstructed images after correcting the data for scatter. However, this similarity is not reflected in the images, as the 3D data are significantly smoother. Approximately 30-40% of this difference can be explained by increased axial smoothing in 3D mode. The relative contribution of the various corrections (normalization, scatter) and the reconstruction algorithm to the axial smoothing could not be determined. Further investigation with other algorithms is required to distinguish between the intrinsic differences in 2D and 3D modes due to the removal of collimating septa, as opposed to the limitations of the algorithms used to correct and reconstruct the data.
0-7803-5696-9/00/$10.00 (c) 2000 IEEE Slightly greater quantitative accuracy was obtained in 2D mode, based on the ROI recovery coefficients shown here. However, other work [2] indicates these results may not be generally applicable to larger uniform regions; furthermore, these results may not apply to scanning protocols with a much larger or smaller radioactivity concentration. Differences between 2D and 3D modes were greatest for large and small values, which can adversely affect particular types of image analysis (such as ratios of hot-spots to cool regions) and can also make comparison of 2D and 3D results problematic.
The much larger number of detected coincidence events obtained with 3D mode (5 to 8 times higher) had little effect on the reliability of ROI values obtained for the 17mm ROIs corresponding to a typical FDG protocol, with acquired counts in the range of 2D:20-50M, 3D: 100-300M. The advantage of using 3D mode only became apparent for a relatively low number of detected coincidence events (2D:6M, 3D:29M, for the first frame shown in Figure 10 ) compared to typical FDG scans. In cases where there is such a low number of events, due either to limited tracer concentration or limited counting duration, 3D mode may be advantageous.
For the FDG protocol investiged here, 2D mode is preferable due to its increased quantitative accuracy with little loss in reliability.
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