We work over an o-minimal expansion of a real closed field R. Given a closed simplicial complex K and some definable subsets S 1 , . . . , S k of its realization |K| in R we prove that there exists a triangulation (K ′ , φ ′ ) of |K| compatible with S 1 , . . . , S k such that K ′ is a subdivision of K and φ ′ is definably homotopic to id |K| .
Introduction
We work over an o-minimal expansion of an ordered field R. In the study of definable sets, the triangulation theorem is many times applied to find a triangulation of a definable set compatible with some definable subsets, S 1 , . . . , S k say, where the set is already the realization in R of a simplicial complex K. In this particular case, it is natural to ask if we can find such a triangulation using K, that is, if there exists a subdivision K ′ of K -so that the realizations |K ′ | and |K| coincide-and a definable homeomorphism φ ′ : |K ′ | → |K| such that (K ′ , φ ′ ) is a triangulation of |K| compatible with S 1 , . . . , S k .
In this paper we find such subdivision K ′ and definable homeomorphism φ ′ . In fact, we find such a subdivision and φ ′ -we call it normal triangulation (see Definition 2.2)-with φ ′ definably homotopic to id |K| (see Corollary 5.3) . To do this we use a refinement of the proof of the Triangulation theorem in [5] and a result of o-minimal homology theory. In order to prove the existence of normal triangulations we also consider triangulations with some other special properties. For instance, we say that a triangulation (K, φ) of a closed and bounded definable set X has the triangulation independence property (TIP) if, roughly, the image by φ ′ of the vertices of K span a copy of K (see Definition 2.4). We will prove that for every closed and bounded definable set X and some definable subsets S 1 , . . . , S k of X there exists a triangulation of X compatible with S 1 , . . . , S k having TIP (see Theorem 3.13).
As a first application of the existence of normal triangulations, we will prove in [1] that the obvious map between the semialgebraic homotopy set and the o-minimal homotopy set of two semialgebraic sets is a bijection. This will allow us to transfer the whole semialgebraic homotopy theory developed by H.Delfs and M.Knebusch in [3] to the o-minimal setting.
In section 2 we introduce the main concepts of our study, as normal triangulations and TIP, we give some examples and we state the main results. In section 3 we prove the existence and basic properties of triangulations satisfying TIP. In section 4 and 5 we respectively show the existence and properties of normal triangulations. For basic results on o-minimality we refer to [5] .
The results of this paper are part of the author's Thesis.
Definitions and examples
Let R be an o-minimal expansion of a field R. By "definable" we mean definable in R. All functions are assumed to be continuous. In this section we are going to introduce triangulations with some special properties. Firstly, we fix some notation.
Notation 2.1. Recall the definition of a simplicial complex in 8.1.5 in [5] , where the simplices are the smallest convex subsets whose closure contains certain affinely independent points in R m . That is, we will consider the simplicial complexes as the realizations of abstracts complexes whose simplices are open. Given a definable set S and some definable subsets S 1 , . . . , S k of S we say that (K, φ) is a triangulation of S compatible with S 1 , . . . , S k , denoted by (K, φ) ∈ ∆(S; S 1 , . . . , S k ), if φ : |K| → S is a definable homeomorphism and S i is the union of the images of simplices of K by φ. Given
for some i = 0, . . . , n. If S is a definable set then ∂S = S − S denotes its frontier and Bd(S) = S − int(S) its boundary.
iii) for every τ ∈ K ′ and σ ∈ K such that τ ⊂ σ we have that φ ′ (τ ) ⊂ σ.
Observation 2.3. Following the notation of the definition of the NTtriangulation we observe that given empty subsets S 1 , . . . , S k , that is, k = 0, NT-triangulations are easy to obtain because any subdivision (K ′ , id) of K is a NT-triangulation of K. We are mostly interested in NT-triangulations when the subsets S 1 , . . . , S k are not empty.
In order to prove the existence of the NT-triangulations we need to introduce triangulations with two properties.
, where S is a closed and bounded definable set in R m . We say that (K, φ) satisfies the triangulation independence property (TIP) if 
Example 2.6. All the examples are in dimension 2.
1) The following is an example of a triangulation (K, φ) of a closed and bounded definable set S such that it does not satisfy TIP because i) fails. 
2) The following is an example of a triangulation (K, φ) of a closed and bounded definable set S without TIP because it satisfies i) but not ii).
3) The following example shows that we cannot deduce iii) of NT-triangulation from i) and ii).
where K ′ = K and φ is a symmetry.
Observation 2.7. The condition SSP is always easy to obtain taking the first barycentric subdivision. The problem is that we are interested in proving the existence of both properties (TIP and SSP) at the same time. In general it is not true that if K has TIP then its first barycentric subdivision has TIP, as we can see in the following example, 
In section 3 we will prove the existence of triangulations with TIP and SSP.
TISSP-Triangulation Theorem . Let S ⊂ R m be a closed and bounded definable set and let S 1 , . . . , S k be definable subsets of S. Then there exists a triangulation (K, φ) ∈ ∆(S; S 1 , . . . , S k ) with both TIP and SSP(S 1 , . . . , S k ).
We will need the TISSP-triangulation theorem to prove the existence of the NT-triangulations in section 4.
NT-Triangulation Theorem . Let K be a closed simplicial complex and let S 1 , . . . , S k be definable subsets of |K|. Then there exist a triangulation
We will use an induction argument to prove the existence of a triangulation with TIP. In the induction step we will need the existence of SSP. In this way we will obtain the TISSP-triangulation theorem in which triangulations with both properties (TIP and SSP) are proved to exists.
TIP and SSP properties
In this section we will prove the TISSP-triangulation theorem. First we prove two lemmas.
where F is the collection of simplices {σ 1 , . . . , σ l } and all their faces.
Lemma 3.2. Let S be a closed and bounded definable set and let S 1 , . . . , S k be definable subsets of S.
Proof. Firstly we observe that by Lemma 3.1 the triangulation (K,φ) is compatible with the subsets ∂φ(σ), σ ∈ K.
a) Let τ ∈K and σ ∈ K. Suppose thatφ(τ ) ⊂ φ(σ). If σ = {v}, v ∈ V ert(K), then it is obvious. Assume that σ is not a vertex and thatφ(v) / ∈ φ(σ), for any v ∈ V ert(τ ). Hence, as ∂φ(σ) = ∂φ(σ), by SSP(∂φ(σ) :
Observation 3.3. Following the notation of Lemma 3.2, if τ ∈K and
The proof of the TISSP-triangulation theorem is a refinement of the proof of the Triangulation theorem, 8.2.9 in [5] . We will make extensively use of the following notions and results from Chapter 8 of [5] . We have include them here since the notation is slightly different.
Lemma 3.4. Let (a 0 , . . . , a n ) be a n-simplex in R m and r j , s j ∈ R, r j s j , for j = 0, . . . , n and r j < s j for some j.
and all their faces is a closed simplicial complex.
Proof. See Lemma 8.1.10 in [5] .
Definition 3.5. Let S be definable set and let (K, φ) ∈ ∆(S). We define a triangulated set as the pair (S, φ(K)) where φ(K) = {φ(σ) : σ ∈ K}. Given a triangulated set (S, P) and
We call F closed if for each pair C, D ∈ P with D a proper face of C and each f ∈ F | C there is g ∈ F |D such that g(y) = lim x→y f (x) for all y ∈ D. Note that then each f ∈ F , say f ∈ F |C, extends continuously to a definable function cl(f ) : cl(C) ∩ S → R such that the restrictions of cl(f ) to the faces of C in P belong to F .
We call F full if is closed, k(C) ≥ 1 for all C ∈ P, and 1) for each pair C, D ∈ P with D a proper face of C and each g ∈ F |D we have g = cl(f )|D for some f ∈ F |C, where cl(f ) is the continuous extension of f to cl(C) ∩ S, Observation 3.7. The definition 8.2.5 in [5] of a full multivalued function differs slightly from the one given here because there, only 1) is assumed to be satisfied. Let F be a closed multivalued function on a triangulated set (S, φ(K)) with 1) and K ′ the first barycentric subdivision of K. Then the multivalued function F ′ on the triangulated set (S, φ(K ′ )), obtained by the restrictions of the functions in F to the sets of φ(K ′ ) is full. The problem is that we cannot use this construction because we are interested in TIP and this property have a bad behavior with the first barycentric subdivision as we saw in Observation 2.7.
Proof. See Lemma 8.2.6 in [5] .
commutes where π m and π n are the projections maps on the first m and n coordinates respectively.
The proof of the Triangulation theorem carries an induction argument. In our case, that is, to prove TISSP-triangulation theorem, we will need the following lemma in the induction step. Its proof is an adaptation -taking care of TIP-of that of Lemma 8.2.8 in [5] .
Lemma 3.10. Let A ⊂ R m+1 be a closed and bounded definable set and
Proof. Fix a linear order in V ert(K). We now construct L and ψ above each C ∈ φ(K). Let C ∈ φ(K) and let a 0 , . . . , a n the vertices if φ −1 (C) listed in the order we imposed on V ert(K). Let f < g be two successive members of
As F satisfies ii) of fullness the hypotheses for Lemma 3.4 hold. Let L(f, g) be the complex in R p+1 constructed in that lemma. Define the map ψ
where Φ b (x) and Φ c (x) are the points of (b 0 , . . . , b n ) and (c 0 , . . . , c n ) with the same affine coordinates with respect to b 0 , . . . , b n and c 0 , . . . , c n as φ −1 (x) has with respect to a 0 , . . . , a n . We now check that ψ
f,g is a bijection and it follows from Corollary 6.1.13 i) in [5] that it is continuous. By Corollary 6.1.12 in [5] ,
, and all its faces. Then ψ
where Φ b (x) is defined as before.
Let L be the union of all complexes L(f, g) and
Then L is a closed complex in R p+1 and the map ψ is well-defined and bijective. It is easy to check that ψ is indeed continuous. Therefore by Corollary 6.1.12 in [5] , is a homeomorphism. Finally let us check that the triangulation (L, ψ) has TIP. It is enough to check it for every (L(f, g), ψ f,g ) and
Observe that by TIP of (K, φ) we have that φ(a 0 ), . . . , φ(a n ) are affinely independent. Therefore by Lemma 3.4 the (n + 1)-simplices (b 0 , . . . ,b j ,c j , . . . ,c n ) and all their faces is a closed simplicial complex. This is enough to prove that (L(f, g), ψ f,g ) has TIP. We can prove that (L(f ), ψ f ) has TIP in a similar way. φ(a j )) ) and c j = (a j , cl(g)(φ(a j ))), j = 0, . . . , n,
In the following lemma we show how we can achieve 2) of fullness of a multivalued function without losing TIP thanks to SSP. Proof. Firstly we observe that by Lemma 3.1 the triangulation (K 0 , φ 0 ) is compatible with the subsets ∂φ(σ), σ ∈ K. Clearly the multivalued function F 0 is closed and satisfies 1) of fullness. Let us check that F 0 satisfies also 2) of fullness. Let C = φ 0 (τ ), where τ ∈ K 0 , and let f 1 , f 2 ∈ F 0 | C be two different functions. By construction, there exists σ ∈ K and two different Proof. By induction on m. The case m = 0 is trivial. Suppose the theorem holds for a certain m and let us prove it for m + 1. Let S ⊂ R m+1 be a closed and bounded definable set and let S 1 , . . . , S k be definable subsets of S. Consider the closed and bounded definable set
So dim(T ) < m + 1 by Corollary 4.1.10 in [5] . Therefore by Lemma 7.4.2 in [5] and applying a certain linear automorphism we can assume that e m+1 is a good direction for T . Observe that TIP and SSP are preserved by linear automorphisms.
Let A = π(S) = π(T ), which is a closed and bounded definable set in R m . Since e m+1 is a good direction for T and by Cell decomposition theorem, 3.2.11 in [5] , the set T is the disjoint union of Γ(f )'s for finitely many definable functions f on cells A h that form a partition of A. By inductive hypothesis there exists a triangulation (K, φ) compatible with the subsets A h with TIP and SSP(π(S i ) : i = 1, . . . , k). The restrictions of the functions f to the sets of φ(K) form a multivalued function F on (A, φ(K)) such that Γ(F ) = T . Since T is closed and bounded, by Lemma 3.8 the multivalued function F is closed. However, F may not be full. We achieve fullness with two modifications of the multivalued function F . M1) Since F is closed each function f ∈ F extends definably and continuously to the closure of its domain and then, by Lemma 8.2.2 in in [5] , it extends definably and continuously to a functionf : A → R. LetT be the union of the graphs Γ(f ) for f ∈ F . By inductive hypothesis there exists a triangulation
with TIP and SSP(∂φ(σ) : σ ∈ K) . Observe that by Lemma 3.2 b) the triangulation (K 1 , φ 1 ) satisfies SSP(π(S 1 ), . . . , π(S k )). Let F 1 be the multivalued function on (A, φ(K 1 )) obtained by the restrictions of the extensionsf , f ∈ F , to the the sets of φ(K 1 ). SinceT = Γ(F 1 ) andT is closed and bounded then, by Lemma 3.8, F 1 is closed. As every function f ∈ F has been extended, F 1 clearly satisfies 1) of fullness. Since (K 1 , φ 1 ) is compatible with π(S ∩ Γ(f )), π(S i ∩ Γ(f )), f ∈ F , i = 1, . . . , k, then φ 1 (K 1 ) F 1 is compatible with the sets S i and S i , i = 1, . . . , k. That is, S i and S i are finite disjoint unions of sets of
M2) By induction hypothesis there exists (K 2 , φ 2 ) ∈ ∆(A; φ 1 (σ)) σ∈K 1 with TIP and SSP(∂φ 1 (σ) : σ ∈ K 1 ). Let F 2 be the multivalued function on (A, φ(K 2 )) obtained by the restrictions of the functions in F 1 to the sets of φ 2 (K 2 ). By Lemma 3.12 the multivalued function F 2 is full. Observe that by Lemma 3.2 b) the triangulation (K 2 , φ 2 ) satisfies SSP(π(S 1 ), . . . , π(S k )).
Now we must make another modification to the multivalued function F 2 in order to achieve TIP and SSP(S 1 , . . . , S k ).
, x ∈C. Let F 3 the multivalued function obtained by adding to F 2 the new functionsf +g 2 for each pair of successive functionsf ,g ∈ F 2 |C,C ∈ φ 2 (K 2 ),f <g.
The new multivalued function F 3 on φ 2 (K 2 ) is also full. Let us show that F 3 satisfies the following property
which we will need below to prove that the lifting of (K 2 , φ 2 ) satisfies SSP(S 1 , . . . , S k ). Letf ′ ∈ F 3 |C,C ∈ φ 2 (K 2 ), be such that (v, cl(f ′ )(v)) ∈ S i for every vertex v ofC. Suppose first thatf ′ ∈ F 2 |C and Γ(f ′ ) S i . Since F 2 is the restrictions of the functions of F 1 to the sets of
Since F 2 is the restrictions of the functions of F 1 to the sets of
c . By Lemma 3.2 a), there exists one vertex v ofC such that
By Lemma 3.10, we can lift (
Then clearly (L, ψ) ∈ ∆(S; S 1 , . . . , S k ) with TIP, where ψ = ψ 0 | |L| .
We finish the proof by checking that (L, ψ) has SSP(S 1 , . . . , S k ). Let τ = (v 0 , . . . , v n ) ∈ L be such that ψ(v r ) ∈ S i for all r = 0, . . . , n. By construction of the lifting in the proof of Lemma 3.10 we have that ψ(τ ) ⊂ C l , for some
. It follows from Corollary 3.11.1) that π(ψ(τ )) = π(C l ) = C ∈ φ 2 (K 2 ). First let us prove that C ⊂ π(S i ). Because π(ψ(v r )) ∈ π(S i ) = π(S i ) for all r = 0, . . . , n, π(ψ(v r )) are the vertices of C and (K 2 , φ 2 ) satisfies SSP(π(S 1 ), . . . , π(S k )), we have C ⊂ π(S i ) = π(S i ). We show now that ψ(τ ) ⊂ S i . Consider the case that C l is the graph of a function of F 3 . Then, by Corollary 3.11.3), C l = ψ(τ ). It follows by ( * ) that C l ⊂ S i . Now consider the case that C l = (f, g) C for some functions f, g ∈ F 3 | C successive and suppose that C l S i . Then C l ⊂ S i c .
By definition of F 3 we can assume that there exists
Claim. The set
Once we have proved the Claim, by Corollary 3.11 2), and following its notation, we have two cases: a) τ is a n-simplex (b 0 , . . . , b j−1 , c j , . . . , c n ) ,b j = c j , where φ −1 2 (C) = (a 0 , . . . , a n ), or b) τ is a n-simplex (b 0 , . . . , b j , c j , . . . , c n−1 ),b j = c j , where φ −1 2 (C) = (a 0 , . . . , a n−1 ).
In any case, since b j = c j , we have that cl(f )(φ 2 (a j )) = cl(g)(φ 2 (a j )) and therefore cl(f 1 )(φ 2 (a j )) = cl(g 1 )(φ 2 (a j )). Hence it follows from cl(g)(φ 2 (a j )) = (
Finally we proof the claim. Proof of the Claim. Suppose there exists (
. Since x 0 ∈ C − C, by the Curve selection lemma, 6.1.5 in [5] , there exists a curve γ(t), t ∈ (0, 1), such that lim t→1 γ(t) = x 0 and γ(t) ∈ C, ∀t ∈ (0, 1). Consider the curve
), t ∈ (0, 1).
Observe that γ y (t) ∈ D l , t ∈ (0, 1), and lim t→1 γ y (t) = (x 0 , y).
We have shown that (x 0 , y) ∈ bd(S i ) for all y ∈ (cl(f 1 )(x 0 ), cl(g 1 )(x 0 )), which is a contradiction because e m+1 is a good direction for T .
Observation 3.14. Following the notation of the proof of Theorem 3.13, we show an example that explains the modification M3). Let S be the following closed and bounded 2-dimensional definable set, where the union of the curves in its interior is the subset S 1 . dv 0 , . . . , v m of σ that are also vertices of τ . As σ ∩τ is convex and contains the vertices v 0 , . . . , v m we have that σ ′ ⊂ σ ∩ τ . To prove the reverse inclusion, suppose x ∈ σ ∩ τ . Then x ∈ s ∩ t, for some faces s of σ and t of τ . Because of i) the simplices s and t are in K. As s ∩ t = ∅ it follows from ii) that s = t. Therefore the vertices of s are also vertices of τ , so that by definition, they are elements of the set {v 0 , . . . , v m }. Then s is a face of σ ′ , so that x ∈ σ ′ . Lemma 4.2. Let σ be a n-simplex and x ∈ σ. Then there exists a semialgebraic function h : σ \ {x} → ∂σ such that h| ∂σ = id.
Proof. Let y ∈ ∂σ and (x, y] = {(1 − t)x + ty : t ∈ (0, 1]}. Define the semialgebraic function h y : (x, y] → ∂σ such that h y ((1 − t)x + ty) = y, t ∈ (0, 1]. It is enough to consider the semialgebraic function h : σ → ∂σ such that h| (x,y] = h y . It remains to check that h is indeed continuous, which follows from Corollary 6.1.13 ii) in [5] . 
Proof. By Theorem 3.13 there exist (K 0 , φ 0 ) ∈ ∆(|K|; S 1 , . . . , S k , σ) σ∈K satisfying TIP. Consider the collection of simplices K ′ = {τ φ 0 : τ ∈ K 0 } (with the notation of Definition 2.4). Because of Lemma 4.1 and the fact that K 0 satisfy TIP, we have that K ′ is a closed simplicial complex. The map between the set of vertices
Observe that by definition given τ ∈ K 0 we have that g(τ ) = τ φ 0 . We also observe that given τ ∈ K 0 if φ 0 (τ ) ⊂ σ ∈ K then the images of the vertices of τ by φ 0 lie in σ and therefore g(τ ) = τ φ 0 ⊂ σ. In particular, given σ ∈ K there exist τ 1 , . . . , τ m ∈ K 0 such that σ = φ 0 (τ 1 )∪ · · ·∪φ 0 (τ m ) and then
Once we have proved the Claim, we can assure that a) K ′ is a subdivision of K, b) for every τ ∈ K 0 and every σ ∈ K we have that
Finally we define the function
Observe that (K ′ , φ ′ ) ∈ ∆(|K|; S 1 , . . . , S k , σ) σ∈K and that by b) given a simplex
Hence the three conditions of NT-triangulations are satisfied. It remains to prove the claim.
Proof of the Claim. By induction on the dimension n of the simplex σ ∈ K, the case n = 0 being trivial. Suppose the claim holds for a some n and let us prove it for n + 1. Let σ ∈ K be a (n + 1)-simplex and some
In particular, as g is a homeomorphism, we have that
Following the notation of the previous paragraph, since ∂σ = g(τ m+1 )∪ · · ·∪g(τ l ) we have that (g • φ −1 0 )| ∂σ : ∂σ → ∂σ is a definable homeomorphism. Next, we consider the definable function ϕ := (g| φ
By Lemma 4.2 there exists a semialgebraic function
h : σ \ {x} → ∂σ such that h| ∂σ = id. Therefore, as g(φ
is well-defined. Observe also that h•ϕ•i : ∂σ → ∂σ is a definable homeomorphism, where i : ∂σ → σ denotes the inclusion. Now we use the o-minimal homology theory (see section 3 in [2] ). Actually we are going to use the o-minimal reduced homology just to avoid considering separately the case n = 0 (see section 1.7 of [4] for a discussion of the reduced homology theory). We will denote byH * (−) R the o-minimal reduced homology group. First observe thatH n (σ) R = 0. Indeed, σ is definably homeomorphic to a simplex whose vertices lies in Q so we can transfer the corresponding classical result (see Theorem 1.8.3 in [4] ) by Proposition 3.2 in [2] . Hence the induced homomorphism ϕ * :H n (σ) R →H n (σ \ {x}) is identically zero. Since ϕ * = 0, we have that
is also identically zero.
On the other hand, we observe thatH n (∂σ) R = 0 because again we can transfer the corresponding classical result (see Theorem 1.8.3 in [4] ) by Proposition 3.2 in [2] . Since h•ϕ•i : ∂σ → ∂σ is a definable homeomorphism then the induced homomorphism (h • ϕ • i) * :H n (∂σ) R →H n (∂σ) R is an isomorphism, which is a contradiction.
Properties of NT-Triangulations
The next two propositions show the usefulness of condition iii) in the definition of an NT-triangulation.
Proof. Let σ ∈ K and τ 1 , . . . , τ l ∈ K ′ with σ = φ ′ (τ 1 )∪ · · ·∪φ ′ (τ l ). By ii) and iii) of the definition of NT-triangulations we have that τ 1∪ · · ·∪τ l ⊂ σ. If τ 1∪ · · ·∪τ l σ then by ii) of NT there exists τ l+1 ∈ K ′ with τ l+1 ⊂ σ and disjoint from τ i , i = 1, . . . , l. Hence φ ′ (τ l+1 ) ⊂ σ is disjoint from φ ′ (τ i ), which is a contradiction. Therefore σ = τ 1∪ · · ·∪τ l . Proposition 5.2. Let K be a closed simplicial complex and S 1 , . . . , S k definable subsets of |K|. Let (K ′ , φ ′ ) ∈ ∆ N T (S; S 1 , . . . , S k ). Then the definable homeomorphism φ ′ : |K ′ | → |K| is definably homotopic to the identity.
Proof. Consider the following definable map
The map H is well-defined because, by iii) of NT of (K ′ , φ ′ ), given x ∈ σ ∈ K we have that φ ′ (x) ∈ σ. Observe also that H is clearly continuous. Therefore H is a definable homotopy between φ ′ and id because The next proposition is an extension property for NT-triangulations. Its proof is an adaptation of Lemma II.4.3 in [3] to the case of NT-triangulations. Hence for m = dim(K) we will obtain the NT-triangulation (K ′ , φ ′ ) as required.
For m = 0 let K 0 be the union of K 0 and all vertices of K. Let φ 0 be equal to φ 0 on |K 0 | and the identity on the vertices of K that does not lie in |K 0 |. Clearly (K 0 , φ 0 ) ∈ ∆ N T (|SK 0 |), K 0 ⊂ K 0 and φ 0 | |K 0 | = φ 0 .
Suppose we have constructed (K m , φ m ). Let us construct (K m+1 , φ m+1 ). Let Σ m+1 be the collection of simplices in K − K 0 of dimension m + 1. For every σ ∈ Σ m+1 we have that ∂σ =σ − σ is contained in SK m . By ii) of NT of (K m , φ m ) there exists a finite collection of indices J σ and simplices τ σ j of K m , j ∈ J σ , such that ∂σ =˙ j∈Jσ τ σ j . Consider the collection of simplices τ σ j of K m for each σ ∈ Σ m+1 and j ∈ J σ . Define for each σ ∈ Σ m+1 , j ∈ J σ , h σ j : [τ σ j ,σ] → σ (1 − t)u + tσ → (1 − t)φ m (u) + tσ whereσ denotes the barycenter of σ and [τ σ j ,σ] the cone over τ σ j with vertex σ, that is, [τ σ j ,σ] = {(1 − t)u + tσ : u ∈ τ jσ , t ∈ [0, 1]}. Observe that h σ j is well-define because given u ∈ τ σ j there exists a proper face σ 0 ∈ K of σ such that τ σ j ⊂ σ 0 and therefore, by iii) of NT of (K m , φ m ), we have that φ m (u) ∈ φ m (τ σ j ) ⊂ σ 0 ⊂ ∂σ. Hence h σ j ((1 − t)u + tσ) ∈ σ for all t ∈ [0, 1]. We also observe that the map h σ j is injective. We now check that h σ j is indeed continuous, which follows from Corollary 6.1.13 ii) in [5] . Finally let K m+1 be the collection of simplices K m and the collection of simplices (τ 
