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COMPARISON STUDY OF DYNAMICS IN ONE-SIDED AND
TWO-SIDED SOLID-COMBUSTION MODELS∗
Y. YANG† , L. K. GROSS‡ , AND J. YU†
Abstract. Comparing two-sided and one-sided solid-combustion models, this paper concerns
nonlinear transition behavior of small disturbances of front propagation and temperature as they
evolve in time. Features include linear instability of basic solutions and weakly nonlinear evolu-
tion of small perturbations, as well as the complex dynamics of period doubling, quadrupling, and
eventual chaotic oscillations. Both asymptotic and numerical methods are used for diﬀerent solu-
tion regimes. First, multiscale weakly nonlinear analysis takes into account the cumulative eﬀect of
small nonlinearities to obtain a correct description of the evolution over long times. For a range of
parameters, the asymptotic method with some dominant modes captures the formation of coherent
structures. In other cases, numerical solutions reveal period-folding behaviors. In general, the one-
and two-sided models agree qualitatively for all solution regimes, which is consistent with prior nu-
merical comparisons and extends our results from [L. K. Gross and J. Yu, SIAM J. Appl. Math., 65
(2005), pp. 1708–1725].
Key words. free-interface problems, free-boundary problems, condensed-phase combustion,
marginal instability, weakly nonlinear analysis, asymptotic expansions, Crank–Nicholson method,
Fourier transforms
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1. Introduction. In this article we compare quantitatively a weakly nonlinear
analysis of a free-interface model of solid combustion with numerical simulations. We
also directly compare the dynamics to those in the free-boundary (“one-sided”) model
we studied in [10].
For the asymptotic method on the free-interface model, we ﬁx the bifurcation
parameter ν related to the activation energy to within a rather small number 2 of
the neutrally stable value νc, as we did in [10] for the free-boundary model. Within a
suﬃciently small neighborhood of the neutral stability boundary, Fourier spectra of
the numerical quasi–steady-state solutions indicate the dominance of a single mode.
We show how the asymptotic solutions capture essential features of the numerical
solutions in such regimes.
The spectra also illustrate how period doubling and eventual chaos develop, as a
parameter σ related to the Arrhenius kinetics decreases. By varying , we quantify the
domain of applicability of the weakly nonlinear analysis of the free-interface model.
In comparing these results with our results [10] on the free-boundary model, we show
that the two models produce similar complex dynamics. However, to see the period-
doubling cascade in σ in the two-sided model, the bifurcation parameter ν must
deviate by a somewhat larger amount 2 from its critical value than is required in the
case of the free-boundary model.
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The solid-combustion application under consideration refers to a chemical reac-
tion that converts a solid fuel directly into solid products with no intermediate gas
phase formation. For example, in self-propagating high-temperature synthesis (SHS),
a ﬂame wave advances through powdered ingredients, leaving high-quality ceramic
materials or metallic alloys in its wake. (See, for instance, [13, 15, 18].)
The propagation results from the interaction between heat generation and heat
diﬀusion in the material. In some parametric regimes, a balance exists between the
two, producing a constant burning rate. In other cases, the interplay between reaction
and diﬀusion results in a wide variety of nonuniform behaviors, including chaos.
In [16], Shkadinsky, Khaikin, and Merzhanov predict the simplest oscillations
by numerically solving reaction-diﬀusion partial diﬀerential equations. The system
contains Arrhenius-kinetics terms that account for chemical conversion throughout
the entire spatial domain.
The literature contains models that employ a variety of approximations to the
Arrhenius kinetics. For instance, computations involving Arrhenius kinetics with
a cut-oﬀ reveal a number of period-doubling bifurcations leading to chaotic pulsa-
tions [1].
Other approximations include δ-function kinetics to capture the narrowness of the
reaction zone. A point-source model has an exact traveling-wave solution and allows
more ready analysis than one with distributed Arrhenius kinetics. In [12], Matkowsky
and Sivashinsky study a concentrated-kinetics model in the case of large activation
energy and perform an analysis similar to [17].
Numerical solution of this free-interface problem in [4] shows transitions to chaos
via a period-doubling solution and highly irregular relaxational oscillations for a suf-
ﬁciently large activation energy. The authors attribute a lack of sequential secondary
bifurcations to discrepancies between the point-source and distributed-kinetics mod-
els like those in [1]. Subsequent computations [7], however, show period quadrupling,
octupling, etc., for the free-interface model, just as for distributed kinetics.
In [7], the authors also perform numerical computations on a free-boundary model
of solid combustion. They motivate it by noting that both the reaction-diﬀusion model
as in [16] and the free-interface model in [12] assume a constant value of thermal dif-
fusivity. However, some problems manifest a clear dependence of this parameter on
degree of conversion. In fact, when the burnt product is a foam-like substance, heat
diﬀusion in the product region is negligible. For such cases, they consider a model
that includes the heat equation on a semi-inﬁnite domain ahead of the reaction and
a nonlinear kinetic condition imposed on the moving boundary. In [10] we quantita-
tively compare a weakly nonlinear analysis of the free-boundary model with numerical
simulations.
Note that both the free-interface (two-sided) model and the free-boundary (one-
sided) model stem from reaction-diﬀusion partial diﬀerential equations with full Ar-
rhenius kinetics. To emphasize, the one-sided model is not an adaptation of the
two-sided model; rather, each of them is a viable derivative of the reaction-diﬀusion
model. The two-sided model assumes a single constant conductivity throughout the
reactant and product zones. The one-sided model assumes zero conductivity in the
burned region. In some cases the ﬁrst approximation is more appropriate and in
others the second is.
The models discussed in this literature review all produce the same nonlinear
dynamics as experiments. Belyaev and Komkova discovered pulsations in the burning
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a constant frequency in their experiments, but they did not observe the process in
detail. Later Merzhanov, Filonenko, and Borovinskaya [14] observed experimentally
both the periodic propagation of a ﬂat front in SHS, as well as spinning waves, showing
a fuller understanding of the behaviors. The dynamical scenarios agree with computed
solutions of (i) the reaction-diﬀusion system governed by the full Arrhenius kinetics
(e.g., [5]), (ii) the reaction-diﬀusion system with Arrhenius kinetics with a cut-oﬀ
(e.g., [1]), and models that use point-source kinetics like (iii) the free-interface (“two-
sided”) model with constant heat diﬀusivity (e.g., [7]), as well as (iv) the free-boundary
(“one-sided”) model, in which heat transfer behind the ﬂame front (in the burned
matter) is qualitatively unimportant (e.g., [6]). However, the stability thresholds for
uniformly propagating fronts diﬀer for the diﬀerent kinetics mentioned, and one has
only approximate numerical values for distributed kinetics.
Simulations on all these models show the same dynamics, as one pushes the
bifurcation parameter deeper into the instability regions. In particular, numerical
simulations and analysis in [7] show that such dynamics of the two-sided and one-
sided problems agree extremely closely. By contrast, in the present work, we retain
the bifurcation parameter ν within 2 of the neutrally stable value and vary the
kinetics parameter σ, rather than exploring regimes more and more strongly unstable
in ν. In addition, we vary , thereby also changing ν, and study the impact on the
dynamics with respect to the kinetics parameter σ. We then compare results from
the two- and one-sided models.
Two-dimensional combustion can be described by a one-dimensional model when
the only unstable mode corresponds to the dynamics with no spatial variation in the
transverse direction. For example, the linear stability analysis in [9] shows that for a
free-boundary model, a ﬂat front dominates the behavior for the case of a suﬃciently
narrow strip of material with insulated edges.
Dynamics of point-source models have also been studied with perturbation tech-
niques. In [11, 8], intricate bifurcation analyses classify the interactions of clockwise
and counterclockwise spinning waves on the surface of a cylinder. Margolis’s review
paper [11] includes a thorough discussion of resonance phenomena, treating sam-
ple radii that yield close, as well as equal, eigenvalues. Also, Booty, Margolis, and
Matkowsky [3] predict cascades of bifurcations from a double eigenvalue of a linearized
model of condensed-phase combustion in a long cylindrical sample. They show that
the inclusion of melting in the model makes the neutral-stability threshold more ac-
cessible. A bifurcation parameter ν in the present work is restricted to a smaller
neighborhood of the value corresponding to a single neutrally stable eigenvalue. In
studying the nonlinear transition behavior of small disturbances of front propagation
and temperature as they evolve in time, we compare quantitatively (section 3) the
results of weakly nonlinear analysis (section 2) with direct simulations. In section 4,
we compare results from the free-interface model of section 2 with our results on the
free-boundary model [10].
2. Mathematical analysis. To start, we use the sharp-interface model of solid
combustion introduced by Matkowsky and Sivashinsky [12]. It includes the heat
equation posed ahead of and behind a free boundary, as well as a nonlinear kinetic
condition imposed at the interface. Because of the semi-inﬁnite domain on each side
of the front, this model is referred to as a two-sided model.
To solve, we seek the temperature distribution u(x, t) in one spatial dimension
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= −V, t > 0.(2.3)
Here V is the velocity of the rightward-traveling interface, i.e., V = df/dt. In addi-
tion, the temperature satisﬁes the condition u → 0 as x → ∞; that is, the ambient
temperature is normalized to zero at inﬁnity. We also require the temperature u(x, t)
to remain bounded as x → −∞ (behind the front).
To model solid combustion, we take the Arrhenius function as the kinetics function
G in the nonequilibrium interface condition (2.2) [4, 15]. Then, with appropriate
nondimensionalization, the velocity of propagation relates to the interface temperature
as






σ + (1− σ)u
]
at the interface Γ. In terms of dimensional parameters, the dimensionless parameters
are ν =
RT 2b
(Tb−T0)E and 0 < σ =
T0
Tb
< 1, following [4], where T0 is the ambient tem-
perature, Tb is the adiabatic temperature of combustion products, R is the universal
gas constant, and E is the activation energy of the exothermic chemical reaction that
occurs at the interface.
A front-attached coordinate frame
η = x− f (t) , τ = t
proves convenient for asymptotic and numerical analysis. After this change of vari-
ables, the problem admits a traveling-wave solution
(2.5) u0 (η, τ) = g0 (η) =
{
e−η if η ≥ 0,
1 if η < 0,
f0 (τ) = τ.
The problem linearized about the traveling wave has a normal-mode solution of the
form
w = eλτg (η;λ) , φ = eλτ ,
where w and φ represent the perturbations about u0 and f0, respectively. Substituting
them into the linearized problem produces an eigenvalue problem in λ and g (η;λ).
The discrete spectrum values are zero and
λ =
− (ν2 + 4ν − 1)±
√
(ν2 + 4ν − 1)2 − 16ν3
8ν2
.
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The basic solution (2.5) is neutrally stable under a small perturbation if λ = 0.












5− 2, then λ > 0, and the basic solution is linearly unstable.
For the weakly nonlinear analysis, let 2 be a small deviation from the neutrally
stable value of ν, namely,
(2.8) 2 = νc − ν =
√
5− 2− ν.
We consider the time scales
t0 = τ, t1 = τ, t2 = 
2τ
as independent variables, so that ∂/∂τ = ∂/∂t0 +  ∂/∂t1 + 
2 ∂/∂t2.
We perturb the basic solution (2.5) by  times the most linearly unstable mode,
evaluated at both the neutrally stable parameter value ν = νc and the correspond-
ing neutrally stable eigenvalue. The normal-mode perturbations are modulated by
complex-valued, slowly varying amplitude functions. In particular, we seek a solution
of the form u = u(η, t0, t1, t2), f = f(t0, t1, t2),
u = g0 (η) + A (t1, t2) e
iωt0g (η; iω, νc) + 
2w2(η, t0, t1, t2) + · · ·+ CC,(2.9)
f = t0 + 
{






+ 2φ2(t0, t1, t2) + · · ·+ CC,(2.10)
where A(t1, t2) is complex, and “CC” stands for complex-conjugate terms. The real-
valued function B(t1, t2) modulates the constant-velocity solution to the linearized
problem.
Notice that in O(), the weakly nonlinear solution (2.9)–(2.10) has only one
Fourier term in t0. The O(
2) terms contain the second harmonic. We refer to the ex-
pansion above as a single-mode approximation because the leading-order perturbation
contains only one mode in fast time.
Using the above expansion and equating like powers of  results in subproblems
for the terms in the perturbation expansions above, subject to solvability conditions
on the amplitudes A and B. In particular, according to Fredholm’s alternative, each
subproblem has a nonsecular (bounded in time) solution if the right-hand side is
orthogonal to the null space of the adjoint operator L∗.
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where r0, χ, and β are complex constants. See the appendix for details. (See also [10]
for the one-sided-model analogue we discuss in section 4.)
The evolution equation (2.11) has circular limit cycles in the complex-A plane for
all values of the kinetic parameter σ in the interval 0 < σ < 1 (i.e., for all physical
values of σ). To ﬁnd A(t2), we integrate the ordinary diﬀerential equation (2.11) using
a fourth-order Runge–Kutta method.
3. Results and discussion for two-sided model. To compare quantitatively
the asymptotics with the numerics, we ﬁrst consider  = 0.1. The value of ν remains
at the marginally unstable value νc − 2, as in (2.8), i.e.,
√
5− 2.01. We show in this
section that for this choice of  the dynamics qualitatively do not vary much as σ varies.
Note that for ν to remain ﬁxed as σ decreases, the (dimensional) activation energy E
could be decreased appropriately. Subsequently, we will comment on the impact on
the front behavior of both decreasing and increasing  (and thereby ν = νc − 2).
To start, take σ = 0.48 in the kinetics function (2.4). For the remainder of this
paper we take the initial condition A(0) = 0.1.
Figure 1 shows the numerical (solid line) and asymptotic (dashed line) values of
front speed perturbation as a function of time t in the interval 0 ≤ t ≤ 100. The
asymptotic solution in the ﬁgure (dashed line) is the perturbation to the traveling-
wave solution (divided by ) described in the previous section. In calculating the
asymptotic solution, we integrate the ordinary diﬀerential equation (2.11) using a
fourth-order Runge–Kutta method. To obtain the numerical solution (solid line in
Figure 1), we used the Crank–Nicholson method to solve the problem in a front-
attached coordinate frame. The method is analogous to that used in [10] for the
one-sided model we describe in section 4.
Figure 1 reveals that from t = 0 to about t = 40, the small front speed per-
turbation is linearly unstable, and its amplitude grows exponentially in time. As
this amplitude becomes large, nonlinearity takes eﬀect. At around t = 40, the front
speed perturbation has reached steady oscillation. The two solutions are slightly out
Fig. 1. Velocity perturbation versus time: Comparison between numerical (solid line) and
asymptotic (dashed line) for Arrhenius kinetics; σ = 0.48,  = 0.1, A(0) = 0.1 (ν ≈ νc − 2 =√
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Fig. 2. Amplitudes corresponding to each frequency of the Fourier transformed velocity per-
turbation data for the Arrhenius kinetics parameter σ in the interval (0, 1),  = 0.1, A(0) = 0.1,
1000 < t < 1500 (ν ≈ νc − 2 =
√
5− 2− (0.1)2 ≈ 0.226067977).
of phase, and the asymptotic solution oscillates symmetrically about the time axis,
while the numerical solution has spiky peaks. The asymptotic solution accurately
captures the period in both transient behavior for t = 0 to 40 and the long-time
behavior after t = 40. This is an example in which the weakly nonlinear approach
describes rather well the marginally unstable large-time behavior: A single modulated
temporal mode captures the period of ﬂuctions in velocity perturbation.
To identify such regimes systematically, we calculate numerically the velocity
perturbation data on the time interval 1000 < t < 1500, throughout the range of
physical values of the kinetics parameter σ (i.e., 0 < σ < 1). Figure 2 summarizes the
Fourier transformed velocity data for  = 0.1. For each σ value and each frequency, the
color indicates the corresponding amplitude, with the red end of the spectrum standing
for larger numbers than those the violet end represents. On almost the whole interval
0 < σ < 1, the ﬁgure shows the dominance of the lowest-order mode. However,
additional frequencies also contribute to the solutions, producing some discrepancies
with the asymptotic solution visible in Figure 1. As σ increases, more and more
higher-order modes aﬀect the dynamics, producing increasingly sharp spikes in the
velocity proﬁles.
As we increase  to about 0.145, period-replicating cascades emerge for some σ
values. To illustrate such regimes, we increase  to 0.l8 and calculate numerically the
velocity perturbation data on the time interval 1000 < t < 1500 throughout the range
of physical values of the kinetics parameter σ (0 < σ < 1). Figure 3 summarizes the
Fourier transformed velocity data. As in Figure 2, we see the dominance of the lowest-
order mode on most of the σ interval. However, higher-order modes also contribute.
In particular, when σ is greater than approximately 0.60, solutions have sharp peaks
(sharper than the numerical solution in Figure 1). A careful look at Figure 3 shows
that period doubling occurs when σ is decreased to approximately 0.53. Figure 4 gives
a closer view of the dominant modes for smaller σ values; notice the bifurcation to
period quadrupling near σ = 0.09 and period octupling near σ = 0.045. The cascade
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Fig. 3. Amplitudes corresponding to each frequency of the Fourier transformed velocity per-
turbation data for the Arrhenius kinetics parameter σ in the interval (0, 1),  = 0.18, A(0) = 0.1,
1000 < t < 1500 (ν ≈ νc − 2 =
√
5− 2− (0.18)2 ≈ 0.203667977).
Fig. 4. Amplitudes corresponding to each frequency of the Fourier transformed velocity pertur-
bation data for the Arrhenius kinetics parameter σ in the interval (0, 0.12),  = 0.18, A(0) = 0.1,
1000 < t < 1500 (ν ≈ νc − 2 =
√
5− 2− (0.18)2 ≈ 0.203667977).
solutions in Figures 5 and 6 illustrate the cascade of period-replicating solutions,
including doubling (σ = 0.48), quadrupling (σ = 0.058), and octupling (σ = 0.045).
As the parameter ν decreases ever further from the neutrally stable value (i.e., as
 increases), the σ interval in which one mode dominates strongly shrinks and dis-
appears. By contrast, when  shrinks to 0.145, the period-replicating dynamics—
including eventual chaos—disappear. For example, when  = 0.1, the asymptotic
and numerical solutions are comparable throughout most of the physical range of σ
(0 < σ < 1). (See Figures 1 and 2.) Varying  quantiﬁes the domain of applicability
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Fig. 5. Velocity perturbations versus time ( = 0.18, A(0) = 0.1, ν = νc−2 ≈
√
5−2−(0.18)2 ≈
0.203667977). Upper left: Quasi-periodic solution for σ = 0.65. Upper right: Period doubling
(σ = 0.48). Lower left: Period quadrupling (σ = 0.058). Lower right: Period octupling (σ = 0.045).
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Fig. 7. Velocity perturbation versus time: Comparison between numerical (solid line) and
asymptotic (dashed line) for the one-sided model; σ = 0.48,  = 0.1, A(0) = 0.1 (ν ≈ νc − 2 =
1/3 − (0.1)2 = 0.323¯). This figure first appeared in [10].
4. Comparison with the one-sided model. As mentioned earlier, the ther-
mal diﬀusivity in the reaction-diﬀusion model could depend on the degree of conver-
sion, and in some cases it is negligible in the product region. For such cases, some
authors have analyzed a so-called one-sided model of solid combustion as a viable
derivative of the reaction-diﬀusion model. (See, for example, [7].) They consider a
model identical to the model in section 2, except that the domain for the partial dif-
ferential equation (2.1) is the region ahead of the front only, i.e., x > f(t), rather than






= −V, t > 0,
in place of jump condition (2.3). It omits the condition that u(x, t) remain bounded
as x → −∞, as the problem is posed on the semi-inﬁnite domain to the right of f(t)
only.
We compare the results of section 3 with the analogous results [10] on the free-
boundary model. Note ﬁrst that the basic solutions coincide ahead of the front:
For the one-sided model we neglect the interval x < f(t) behind the reaction in
the traveling-wave solution (2.5). We perturb the basic solution for each model to
study the nonlinear dynamics in the marginally unstable regimes, i.e., for an O(2)
perturbation around the critical value of ν as in (2.8).
For the two-sided model, νc =
√





(See, for example, [10].) Note that allowing the burned region as a heat sink in the
two-sided model stabilizes the dynamics; ν must drop to
√
5− 2 before the traveling
wave loses stability. In both models the weakly nonlinear dynamics are governed
by the Landau–Stuart equation (2.11) with diﬀerent parameters χ and β. (See, for
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Fig. 8. Amplitudes corresponding to each frequency of the Fourier transformed velocity pertur-
bation data for the Arrhenius kinetics parameter σ in the interval (0, 1) for the one-sided model;
 = 0.1, A(0) = 0.1, 35 < t < 85 (ν ≈ νc − 2 = 1/3 − (0.1)2 = 0.323¯). This figure first appeared in
[10].
The plot of time versus velocity perturbation in Figure 7 (adapted from [10])
for the one-sided model is similar to that in Figure 1 for the two-sided model. For
example, the asymptotic solutions for both cases capture the period of the numerical
solutions well. However, the two-sided asymptotic velocity proﬁle seems to “under-
shoot” the corresponding numerical solution more.
For comparison with Figure 2, we calculate numerically the velocity perturbation
data for the one-sided model on the time interval 35 < t < 85 throughout the range
of physical values of the kinetics parameter σ (i.e., 0 < σ < 1). Figure 8 (adapted
from [10]) summarizes the Fourier transformed velocity data for each σ value and
each frequency, with the color indicating the corresponding amplitude as in Figures
2–4. For roughly 0.3 < σ < 0.6, the ﬁgure shows the dominance of the lowest-order
mode, suggesting the appropriateness of the weakly nonlinear analysis in this range.
For other values of σ, a single mode cannot be expected to capture the full dynamics
of the solution.
In particular, when σ is greater than 0.6, solutions have sharp peaks—sharper
than the numerical solution in Figure 7 for σ = 0.48. However, we show later that
solutions for the two-sided model have even sharper peaks. Figure 8 shows that
when σ is smaller than approximately 0.3, the Fourier spectrum has a complicated
character, starting with the emergence of a period-doubling solution for σ ≈ 0.25. In
contrast, Figure 2, corresponding to the two-sided model, shows no period-replicating
cascades as σ decreases to zero. To see such a picture for the one-sided model,  must
be reduced from 0.1 to around 0.06. See [10].
Note that Figure 8 reﬂects the breakdown of the numerical solution for σ less
than approximately 0.19. We see such a breakdown for the two-sided case for small
σ only when  gets as large as 0.25. Numerical simulation shows that for these
cases the interface velocity V drops to near zero and stays there for hundreds of
time units. When the interface velocity is very close to zero, the numerical solutions
for the temperature distributions u (η, t) may strongly depend on the interval length
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Fig. 9. Amplitudes corresponding to each frequency of the Fourier transformed velocity per-
turbation data for the Arrhenius kinetics parameter σ in the interval (0.19, 0.22) for the one-sided
model;  = 0.1, A(0) = 0.1, 35 < t < 85 (ν ≈ νc − 2 = 1/3− (0.1)2 = 0.323¯). This figure is adapted
from a figure that first appeared in [19]. Our figure appears here with permission from John Wiley
and Sons (http://onlinelibrary.wiley.com/journal/10.1002/(ISSN)1099-0526).
and will decrease with L more slowly than L−1. Here L is used in the Dirichlet
condition u (L, t) = 0 to simulate the condition u → 0 when η → ∞. For these
cases the prevailing arithmetic could not be eﬃciently used in simulating the decay of
the temperature at inﬁnity. Although one could further probe the sensitivity of the
interface velocity V to the boundary condition at inﬁnity, at present the authors would
like to emphasize the nonlinear dynamics associated with combinations of values for
parameters  and σ for which this issue is less relevant. As an example, Figure 3 shows
numerical results on the two-sided model for all physical σ values when  equals 0.18.
Figure 9 gives a closer look at the dominant modes for an interval of small σ values;
notice the bifurcation to a six-folding solution near σ = 0.201. The four numerical
solutions in Figures 10 and 11 illustrate the cascade of period-replicating solutions,
including doubling (σ = 0.22), quadrupling (σ = 0.21), and six-folding (σ = 0.2015).
(Figures 9–11 are adapted from ﬁgures that ﬁrst appeared in [19].) The cascade of
period-replicating solutions for decreasing σ leads to chaos.
Notice that numerical solutions to the one-sided model (Figures 7, 10, and 11)
are less sharply pointed than solutions to the two-sided model (Figures 1, 5, and 6).
Multimode components in the two-sided solutions probably explain this diﬀerence.
In particular, the nonlinear interface condition (2.2) of the two-sided model cou-
ples modes from two regions, yielding more interaction than in the one-sided model.
To adequately describe the system with the same parameters requires more dynamical
modes for the two-sided model than for the one-sided model. For weakly nonlinear
cases in the two-sided model, the interaction between the modes in the two regions
is small; evolution on one side is similar to that described by the one-sided model,
and so the Landau–Stuart equation (2.11) with appropriate coeﬃcients is applicable.
In more general cases of strong nonlinearity, the nonlinear interaction between modes
in the two regions is strong, leading to features that diﬀer from solutions to the one-
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results.
From a broader point of view, both the free-interface (two-sided) model and the
free-boundary (one-sided) model can be regarded as limiting cases of a more general
model that allows for diﬀerent thermal conductivities in the reactant and product
zones. Assuming the conductivities in the unburned and burned regions are 1 and













, −∞ < x < f (t) , t > 0,









= −V, t > 0.
It is easy to show that ap = 0 and ap = 1 correspond to the one-sided model and the
two-sided model, respectively. Noticing that (2.5) is also a traveling-wave solution
to the generalized solid-combustion model, the linear stability analysis of the basic
traveling wave leads to the dispersion relation
−ν (2λ+ 1)√1 + 4apλ = 2ν2 (1− ap)λ2 + (4ν − 2)λ+ ν.
The dispersion relation reduces to the dispersion relation for the one-sided model
(equation (1.14) in [10]) when ap = 0 and to the two-sided model (equation (14)
in [7]) when ap = 1. We envision a more detailed investigation of the evolution of the
nonlinear dynamics as a function of the thermal conductivity in the product zone ap
in a future publication. In this paper we compare the dynamics of the limiting cases
of one-sided and two-sided solid-combustion models.
In summary, linear instability provides a mechanism for transition to nonlinear
coherent structures. We have done a weakly nonlinear analysis of the evolution of
small disturbances during this transition, providing insight into the nonlinear dynam-
ics we have also investigated numerically. In general, the one- and two-sided models
agree qualitatively for all solution regimes, which is consistent with prior numerical
comparisons on both Arrhenius and so-called p-q kinetics [7].
Appendix. The complex coeﬃcients r0, χ, and β in the solvability conditions









where ω is deﬁned in (2.7), and
K = −1 + 2νc(1− σ)
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Fig. 10. Velocity perturbations versus time ( = 0.1, A(0) = 0.1, ν ≈ νc − 2 =
1/3 − (0.1)2 = 0.323¯) for the one-sided model. Upper left: Quasi-periodic solution for σ = 0.48
(cf. Figure 7). Upper right: Period doubling (σ = 0.22). Lower left: Period quadrupling
(σ = 0.21). Lower right: Period six-folding (σ = 0.2015). This figure is adapted from a figure
that first appeared in [19]. Our figure appears here with permission from John Wiley and Sons
(http://onlinelibrary.wiley.com/journal/10.1002/(ISSN)1099-0526).
Fig. 11. Phase plots of the four solutions in Figure 10 for the one-sided model:
Velocity perturbation v(t) versus dv/dt. This figure is adapted from a figure that first
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, and Γ− = 1 + Γ+.
We list the remaining quantities below in alphabetical order:
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1 + 8ωi [1 + iωK/2]
}
+ i (μ+ − ρ+) (μ+Γ+ + μ−Γ−)
2ω − 2ωνc
√
1 + 8ωi+ iρ+
,
J20 =
(μ+ − ρ+) (2ωνc − i)μ+Γ+ + μ−Γ− [μ+ − 2ω (1 + ρ−νc)]
2ω − 2ωνc
√
1 + 8ωi+ iρ+
− νcω
2K (ω + iρ−/2) + ω (1 + νcρ−)
2ω − 2ωνc
√
1 + 8ωi+ iρ+
,
K20 = μ+Γ+,
L = 2− 6νc(1 − σ) + 6ν2c (1− σ)2,
L20 = ωνc
2 (μ+ − ρ+) (μ+Γ+ + μ−Γ−)− ωK (ω + iρ+/2)− ρ+
2ω − 2ωνc
√
1 + 8ωi+ iρ+
− μ+Γ+,
M20 = Γ− (μ− + 1)
−1
,
N20 = μ− (μ− + 1)
−1 Γ− − μ+ (μ+ + 1)−1 Γ+ − 1,
O20 = −1− 1
νc
(μ+ + 1)
−1 Γ+ − iω
2
K,
P20 = Γ+ (μ+ + 1)
−1 .
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