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KMS STATES ON THE CROSSED PRODUCT
C∗-ALGEBRA OF A HOMEOMORPHISM
JOHANNES CHRISTENSEN AND KLAUS THOMSEN
Abstract. Let ϕ : X → X be a homeomorphism of a compact
metric space X . For any continuous function F : X → R there is a
one-parameter group αF of automorphisms on the crossed product
C∗-algebra C(X)⋊ϕZ defined such that α
F
t (fU) = fUe
−itF when
f ∈ C(X) and U is the canonical unitary in the construction of the
crossed product. In this paper we study the KMS states for these
flows by developing an intimate relation to the ergodic theory of
non-singular transformations and show that the structure of KMS-
states can be very rich and complicated. Our results are complete
concerning the set of possible inverse temperatures; in particular,
we show that when C(X) ⋊φ Z is simple this set is either {0} or
the whole line R.
1. Introduction
Many C∗-algebras possess canonical groups of automorphisms arising
from their construction and often they give rise to continuous one-
parameter groups of automorphisms, in the following referred to as
a flow. In certain models in quantum statistical mechanics such a
flow represents the time-evolution while the self-adjoint elements of
the C∗-algebra represent observables and the equilibrium states are
given by states on the C∗-algebra which satisfy the KMS-condition, cf.
[BR]. For this and other reasons the KMS states of the flows that arise
from the construction of various C∗-algebras have been investigated
and in many cases completely described. Nonetheless the C∗-algebra
constructed from a homeomorphism of a compact metric space has
been missing in this picture despite that it is the most classical way to
build an infinite dimensional simple unital C∗-algebra. We try in this
paper to demonstrate the size of this oversight.
Specifically, we study the flows αF described in the abstract, given
by a continuous function F : X → R which we shall often refer to
as a potential. Fundamental properties of αF such as innerness and
approximate innerness, as well as the factor types of its KMS states,
depend heavily on the properties of F , and in particular of whether or
not there is a solution to the cohomological equation
F = h ◦ φ− h . (1.1)
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2 JOHANNES CHRISTENSEN AND KLAUS THOMSEN
The flow αF is inner if and only if there is a continuous solution h as we
show in Theorem 2.1, and it is approximately inner if and only if the
equation admits a continuous solution in an asymptotic sense, which
happens if and only if ∫
X
F dν = 0
for all φ-invariant Borel probability measures ν, cf. Theorem 2.2. The
β-KMS states of αF are almost completely determined by Borel prob-
ability measures m that are eβF -conformal in the sense that
dm ◦ φ
dm
= eβF ,
cf. Lemma 3.1; in fact, when C(X) ⋊φ Z is simple there is an affine
homeomorphism between the simplex of β-KMS states ω for αF and the
compact convex set of eβF -conformal measures m given by the equation
ω(a) =
∫
X
E(a) dm ,
where E : C(X)⋊φZ→ C(X) is the canonical conditional expectation,
cf. Corollary 3.11. Other β-KMS states exist only when there are φ-
periodic points x ∈ X , say of minimal period p, that are F -cyclic
in the sense that
∑p
i=1 F (φ
i(x)) = 0. In this case there is an eβF -
conformal measure m concentrated on the φ-orbit of x, and there is a
closed face of β-KMS states, affinely homeomorphic to the simplex of
Borel probability measures on the circle, that are all given by m when
restricted to C(X), cf. Lemma 3.8. This kind of KMS states are easy
to understand and they will be ignored in the rest of this introduction.
To distinguish the various types of KMS-states we study the fac-
tor types of the extremal β-KMS states, i.e. we investigate when the
von Neumann algebra factor generated by the GNS representation of
an extremal β-KMS state is of type I, II1, II∞ or type III. Again
this depends crucially on the solutions or lack of solutions to the coho-
mological equation (1.1). Specifically, when ω is an extremal β-KMS
state the corresponding eβF -conformal measure m is ergodic and the
von Neumann algebra factor is isomorphic to the von Neumann alge-
bra crossed product L∞(m) ⋊φ Z, cf. Lemma 4.12, which is of type
III if and only if there are no Borel function h for which (1.1) holds
m-almost everywhere, cf. Section 4 and Theorem 4.13. In particular,
the factor generated by ω is semi-finite if and only if there is a Borel
function h solving (1.1) m-almost everywhere. In this case there is
σ-finite φ-invariant Borel measure ν such that
dν = e−hdm ,
cf. Lemma 4.7. Consequently L∞(m) ⋊φ Z is finite, i.e. of type In or
type II1, if and only if e
−h ∈ L1(m), and of type I∞ or II∞ otherwise.
Finally, it is of type I if m is atomic and of type II if not.
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Having established a sound understanding of the rather close con-
nection to the ergodic theory of non-singular transformations we go on
to exploit this to show that all factor types occur. In fact, for any
given type other than In, there is an irrational rotation of the circle
and a choice of potential F : T→ R such that the flow αF on the cor-
responding irrational rotation algebra has a 1-KMS states of the given
type, cf. Section 5. The type II1 case is easy to realize and occurs
for every irrational rotation, cf. Proposition 5.1, while all the other
cases require substantial work. Concerning the type II∞ and type III
cases this work was done by Katznelson in [K] and we just translate
his results. The type I∞ case is also difficult, but for certain irrational
rotations the existence follows from work of Douady and Yoccoz, [DY].
We show that there can be arbitrarily many extremal β-KMS states of
type I∞ for any non-periodic homeomorphism provided the potential
is chosen carefully, cf. Theorem 7.1. In particular, the restriction to
certain irrational numbers in [DY] is not necessary.
We consider next the question about the variation with β of the
simplex of β-KMS states. The connection to the ergodic theory of
non-singular transformations is less helpful for this issue, but the work
by Douady and Yoccoz does explicitly confront it in relation to diffeo-
morphisms φ of the circle when the potential is F = logD(φ), [DY]. In
particular, they find in this case that there is one and only one D(φ)β-
conformal measure for each β ∈ R when the total variation of logD(φ)
is finite. The uniqueness part of their proof can be adapted to show
that for any irrational rotation and for any potential F with finite total
variation on the circle there is at most one eβF -conformal measure for
all β ∈ R. One of our main results, Theorem 6.9, shows that when φ is
uniquely ergodic, the existence of any eβF -conformal measure for any
potential F and any β 6= 0 is equivalent to the integral of F with re-
spect to the φ-invariant Borel probability measure being zero, in which
case they exist for all β ∈ R. It follows that for a potential on the
circle with bounded total variation and zero integral with respect to
Lebesgue measure, the corresponding flow αF on any irrational rotation
algebra has one and only one β-KMS state for all β ∈ R. In general,
with no restriction on the total variation of F , there can be arbitrarily
many extremal β-KMS states in this case as follows from Theorem 7.1.
To show that the factor types realized by the extremal β-KMS states
can vary with β we elaborate on an example considered by Baggett,
Medina and Merrill in [BMM] to show that for any irrational rotation
C∗-algebra there is a potential F such that the flow αF has extremal
β-KMS states of type II1 for all β ≥ 0 while they all are of type II∞
or type III when β < 0, cf. Proposition 7.3.
Aside from indicating by examples that the simplices of β-KMS
states can vary wildly with β we leave the question about the gen-
eral variation completely open. As we hope will become clear, this
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is a difficult question involving highly non-trivial problems in ergodic
theory. The most fundamental question on this issue, however, is for
which β ∈ R there are any β-KMS states at all, and this we can answer
completely thanks to one of the main results, Theorem 6.2, which gives
necessary and sufficient conditions for the existence of an eβF -conformal
measure for an arbitrary homeomorphism φ and an arbitrary potential
F . It turns out that the set of β’s for which there is an eβF -conformal
measure is always one of the sets {0}, R, [0,∞) or (−∞, 0]. All four
possibilities occur, but surprisingly this is not the case when φ is min-
imal. In that case the set is either {0} or R, cf. Theorem 6.12. As a
result, regardless of the potential F , when C(X)⋊φ Z is simple the set
of β’s for which there is a β-KMS state for the flow αF is either {0} or
R.
It should be clear by now that the paper depends in large parts
on work focusing on dynamical systems, and in particular the theory
of non-singular transformations, and fortunately we are able to partly
return the favour. By using one of our main results we can answer a
question raised by Douady and Yoccoz in [DY], cf. Remark 6.10, and
partly also a question raised by Schmidt, [Sc], cf. Remark 6.3.
Acknowledgement The work was supported by the DFF-Research
Project 2 ‘Automorphisms and Invariants of Operator Algebras’, no.
7014-00145B.
2. The flows
Let X be a compact metric space, or equivalently a second countable
compact Hausdorf space, and let φ : X → X be a homeomorphism of
X . The crossed product C∗-algebra C(X)⋊φZ of (X, φ) is the universal
C∗-algebra generated by a copy of C(X) and a unitary U such that
UfU∗ = f ◦ φ−1 for all f ∈ C(X) .
Given a real-valued continuous function F : X → R there is a continu-
ous one-parameter group αF = {αFt }t∈R of automorphisms of C(X)⋊φZ
determined by the condition that
αFt (fU) = fUe
−itF = e−itF◦φ
−1
fU
for all f ∈ C(X). Flows of this kind are characterized by the prop-
erty that they contain C(X) in the fixed point algebra, at least when
C(X) ⋊φ Z is simple; this follows from Proposition 5.2 in [CT]. Un-
til further notice we fix X, φ and F and study here the innerness and
approximate innerness of the flow αF .
2.1. Innerness. Recall that a flow α on a unital C∗-algebra B is inner
when there is a self-adjoint element h ∈ B such that
αt(a) = e
ithae−ith
Timestamp: 2019-12-13 01:37:21
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for all a ∈ B and t ∈ R. Recall also that there is a conditional expec-
tation E : C(X)⋊φ Z → C(X) such that E(fU
n) = 0 for f ∈ C(X)
when n 6= 0.
Theorem 2.1. The following are equivalent:
1) The flow αF is inner.
2) There exists a real-valued function h ∈ C(X) such that αFt =
Ad eith for all t ∈ R.
3) There is a continuous function h : X → R such that F =
h ◦ φ− h.
Proof. 1)⇒ 3): Let h ∈ C(X)⋊φZ be a self-adjoint element such that
αFt = Ad e
−ith. Then
e−ithUeith = αFt (U) = Ue
−itF
and differentiation at t = 0 shows that
−ihU + iUh = −iUF ,
which implies that F = U∗hU − h. By checking on elements of the
form fUn we find that E(U∗xU) = E(x)◦φ. Hence F = E(h)◦φ−E(h).
3) ⇒ 2) follows from observing that when h ∈ C(X) is real-valued
and h ◦ φ − h = F then αFt = Ad e
−ith. This completes the proof
because the implication 2) ⇒ 1) is trivial. 
When φ is minimal, in the sense that all φ-orbits are dense in X , the
three conditions in Theorem 2.1 are equivalent to the following.
4) There is an element x ∈ X such that
sup
n∈N
∣∣∣∣∣∣
n∑
k=0
F
Ä
φk(x)
ä∣∣∣∣∣∣ < ∞ .
This follows from a famous result of Gottschalk and Hedlund, [GH].
2.2. Approximate innerness. Recall that a flow α = (αt)t∈R on a
unital C∗-algebra B is approximately inner when there is a sequence
{αn}∞n=1 of inner flows on B such that limn→∞ ‖αt(a)− α
n
t (a)‖ = 0
uniformly on compact subsets of R for all a ∈ B, cf. [PS].
Theorem 2.2. The following are equivalent:
1) The flow αF is approximately inner.
2)
∫
X F dν = 0 for all φ-invariant Borel probability measures ν.
3) There is a sequence {hn} of continuous real-valued functions on
X such that limn→∞ hn ◦ φ− hn = F uniformly on X.
Proof. 1) ⇒ 2): Let {Hn} be a sequence of self-adjoint elements of
C(X)⋊φ Z such that limn→∞ e
itHnae−itHn = αFt (a) uniformly on com-
pact subsets of R for all a ∈ C(X)⋊φ Z. Let ν be a φ-invariant Borel
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probability measure on X and let τ be the corresponding tracial state
on C(X)⋊φ Z, i.e. for f ∈ C(X) and z ∈ Z we have that
τ (fUz) =


∫
X f dν , z = 0
0 , z 6= 0 .
We can choose N ∈ N so big that∥∥∥e−iF t − U∗eitHnUe−itHn∥∥∥ = ∥∥∥αFt (U)− eitHnUe−itHn∥∥∥ < 1
when |t| ≤ 1 and n ≥ N . Fix t ∈ [0, 1] and let B denote the C∗-algebra
of continuous function f : [0, 1] → C(X)⋊φ Z with the property that
f(0) ∈ C1. Let n ≥ N . Define F ,Hn and Kn in B such that
• F (s) = stF ,
• Hn(s) = stHn, and
• Kn(s) = stU
∗HnU
for s ∈ [0, 1]. Then∥∥∥e−iF − eiKne−iHn∥∥∥ = sup
0≤s≤t
∥∥∥αFs (U)− eisHnUe−isHn∥∥∥
and hence ∥∥∥e−iF − eiKne−iHn∥∥∥ < 1 ,
for n ≥ N and
lim
n→∞
∥∥∥e−iF − eiKne−iHn∥∥∥ = 0 .
This implies that there are self-adjoint elements An ∈ B, n ≥ N , such
that limn→∞An = 0 and
e−iF = eiAneiKne−iHn
for all n ≥ N . Let τ be the tracial state on B defined such that
τ (f) =
∫ 1
0
τ(f(s)) ds
and let
∆τ : U0(B) → R/τ (K0(B))
be the corresponding determinant as defined by delaHarpe-Skandalis
in [dHS]. Note that
∆τ
(
eiKn
)
=
1
2π
∫ 1
0
stτ(U∗HnU) ds
=
1
2π
∫ 1
0
stτ(Hn) ds = −∆τ
(
e−iHn
)
modulo τ (K0(B)). Since ∆τ is a homomorphism it follows that
−
t
4π
∫
X
F dν = −
1
2π
∫ 1
0
st
∫
X
F dν ds
= ∆τ
(
e−iF
)
= ∆τ
Ä
eiAn
ä
=
1
2π
τ(An)
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modulo τ (K0(B)). Since K0(B) = Z with the generator represented
by the unit 1 ∈ B we have that τ (K0(B)) = Z. Thus
−
t
4π
∫
X
F dν =
1
2π
τ (An)
modulo Z. Since limn→∞
1
2pi
τ (An) = 0, this implies that −
t
4pi
∫
X F dν ∈
Z. As this conclusion holds for all t ∈ [0, 1] it follows that
∫
X F dν = 0.
2)⇒ 3): We claim that the sequence
1
n
n−1∑
i=0
F ◦ φi , n = 1, 2, 3, · · ·
converges uniformly to 0. Assume not. There is then an ǫ > 0 and
sequences N1 < N2 < N3 < · · · in N and {xi}
∞
i=1 in X such that∣∣∣∣∣∣
1
Nk
Nk−1∑
i=0
F ◦ φi(xk)
∣∣∣∣∣∣ ≥ ǫ
for all k. Let δy denote the Dirac measure at y. For each k we consider
the measure
νk =
1
Nk
Nk−1∑
i=0
δφi(xk) .
Any weak* condensation point of the sequence {νk}
∞
k=1 in the compact
set of Borel probability measures onX is a φ-invariant Borel probability
measure ν such that |
∫
X F dν| ≥ ǫ, contradicting 2) and proving the
claim. Set
hn = −
1
n
n∑
j=1
j−1∑
i=0
F ◦ φi ,
and note that
hn ◦ φ− hn = F −
1
n
n∑
i=1
F ◦ φi .
It follows from the claim above that limn→∞ hn◦φ−hn = F uniformly
on X .
3)⇒ 1): This follows because
lim
n→∞
e−ithnaeithn − αFt (a) = 0
uniformly on compact subsets of R for all a ∈ C(X)⋊φ Z.

3. KMS states of αF and conformal measures
Let β ∈ R. Following [BR] a state ω on C(X)⋊φZ is a β-KMS state
for αF when
ω(ab) = ω(bαFiβ(a))
for all a and b in a dense αF -invariant ∗-algebra of αF -analytic elements
in C(X) ⋊φ Z. To describe these KMS states we need the notion of
a conformal measure with respect to φ; a notion first introduced in
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dynamical systems by Patterson, [P], and Sullivan, [S]. In a generality
exceeding what we need here the notion was coined by Denker and
Urbanski in [DU]. For the present purposes it is convenient to define
an eβF -conformal measure to be a Borel probability measure m on X
with the property that
m(φ(B)) =
∫
B
eβF (x) dm(x)
for all Borel sets B ⊆ X . In other words, m◦φ is absolutely continuous
with respect to m with Radon-Nikodym derivative eβF , or∫
X
f dm =
∫
X
f ◦ φ eβF dm (3.1)
for all f ∈ C(X). We note that m is eβF -conformal for φ if and only if
it is e−βF◦φ
−1
-conformal for φ−1.
Lemma 3.1. If ω is a β-KMS state for αF the restriction of ω to C(X)
defines an eβF -conformal measure mω on X.
Proof. For any f ∈ C(X),
ω(f) = ω(U(f ◦ φ)U∗) = ω((f ◦ φ)U∗αFiβ(U))
= ω((f ◦ φ)U∗UeβF ) = ω((f ◦ φ)eβF ),
which proves the lemma. 
Lemma 3.2. The map ω 7→ mω of Lemma 3.1 from β-KMS states
for αF to the eβF -conformal measures for φ is surjective. Specifically,
when m is an eβF -conformal measure there is a β-KMS states ωm for
αF such that
ωm(a) =
∫
X
E(a) dm
for all a ∈ C(X)⋊φ Z.
Proof. Note that E(fUngUm) = 0 when m 6= −n and that for n > 0
then
ωm(fU
ngU−n) =
∫
X
f(g ◦ φ−n) dm =
∫
X
(f ◦ φn)g exp(β
n−1∑
i=0
F ◦ φi) dm
= ωm(gU
−nfUn exp(β
n−1∑
i=0
F ◦ φi)) = ωm(gU
−nαFiβ(fU
n)) .
Carrying out a similar calculation for n < 0 it follows that ωm is a
β-KMS state. Since mωm = m this shows that the map from Lemma
3.1 is surjective. 
In particular, if there is a β-KMS state for αF there is also one which
factorizes through E. When C(X)⋊φZ is simple the flows we consider
in this paper are characterized by the possible existence of a β-KMS
state with this property for some β 6= 0, cf. Proposition 5.3 in [CT].
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In general the map ω 7→ mω is not injective and hence not all β-
KMS states are diagonal in the sense of [CT], i.e. they do not all
factorize through the conditional expectation E. We proceed with the
identification of the β-KMS states that are not diagonal and obtain in
this way also a necessary and sufficient condition for the injectivity of
the map from Lemma 3.1. For this purpose the following example will
be useful.
Example 3.3. Consider the case whereX is the finite setX = {1, 2, · · · , p}
and let σ be the cyclic permutation:
σ(j) =

j + 1, j ≤ p− 1 ,1, j = p .
When F : {1, 2, · · · , p} → R is a function there are clearly no eβF -
conformal measures for β 6= 0 unless
p∑
i=1
F (i) = 0 , (3.2)
and hence no β-KMS states for αF on C({1, 2, · · · , p})⋊σZ when β 6= 0
unless (3.2) holds. Assume therefore that (3.2) holds. It is well-known
that the crossed product C(X) ⋊σ Z is a copy of C(T) ⊗ Mp(C) =
C(T,Mp(C)). To describe an isomorphism explicitly let {ei,j}
p
i,j=1 be
the standard matrix units inMp(C). An isomorphism π : C(X)⋊σZ→
C(T,Mp(C)) is then obtained by setting
π(f)(z) =
p∑
j=1
f(j)ej,j
when f ∈ C(X) and
π(U)(z) = ze1,p +
p−1∑
j=1
ej+1,j
for all z ∈ T. Since we assume that (3.2) holds the self-adjoint matrix
H = −
p∑
j=2
Ñ
j−1∑
k=1
F (k)
é
ej,j ∈Mp(C)
will have the property that π ◦ αFt (a) = e
itHπ(a)e−itH for all a ∈
C(X)⋊σZ. Thus the set of β-KMS states for α
F on C(X)⋊σZ is affinely
homeomorphic via π to the set of β-KMS states for idC(T)⊗Ad e
itH on
C(T) ⊗ Mp(C) and the latter set is easily described: Let τβ be the
β-KMS state for Ad eitH on Mp(C) given by
τβ(x) =
Tr
Ä
e−βHx
ä
Tr (e−βH)
.
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For every Borel probability measure m on T we can define a β-KMS
state ωm on C(T)⊗Mp(C) given on simple tensors by the formula
ωm(f ⊗ x) = τβ(x)
∫
T
f dm .
It is then straightfoward to see that the map m 7→ ωm◦π gives an affine
homeomorphism between the simplex of Borel probability measures on
T and the simplex of β-KMS states for C(X)⋊σ Z.
We return to the general case.
Lemma 3.4. Let ω be a β-KMS state for αF and let (H, πω, u) be the
GNS representation of ω. Then πω : C(X) → B(H) extends to a ∗-
homomorphism πω : L
∞(mω) → πω (C(X)⋊φ Z)
′′ with the following
properties:
• πω(U)πω(f)πω(U
∗) = πω(f ◦ φ
−1), f ∈ L∞(mω),
• 〈πω(f)u, u〉 =
∫
X f dmω, f ∈ L
∞(mω), and
• when {hn} is a uniformly norm-bounded sequence in L
∞(mω)
converging mω-almost everywhere to h ∈ L
∞(mω), then
lim
n→∞
πω(hn) = πω(h)
in the strong operator topology.
Proof. Let h ∈ L∞(mω). Choose a sequence {fn} of functions fn ∈
C(X) such that |fn(x)| ≤ ‖h‖∞ for mω-almost all x and all n ∈ N and
limn→∞ fn(x) = h(x) for mω-almost all x. Let a ∈ C(X) ⋊φ Z be an
αF -analytic element. Then
‖πω(fn − fk)πω(a
∗)u‖2 =
¨
πω(a|fn − fk|
2a∗)u, u
∂
= ω(a|fn − fk|
2a∗) = ω(|fn − fk|
2a∗αFiβ(a))
≤
»
ω(|fn − fk|4)
∥∥∥a∗αFiβ(a)∥∥∥ =
 ∫
X
|fn − fk|4 dmω
∥∥∥a∗αFiβ(a)∥∥∥ .
It follows that {πω(fn)} converges in the strong operator topology to an
element πω(h) ∈ πω(C(X) ⋊φ Z)
′′. We leave it to the reader to check
that this recipe gives a ∗-homomorphism with the stated properties.

Lemma 3.5. Let ω be a β-KMS state for αF , β 6= 0. There are unique
numbers t∞ ≥ 0 and tp ≥ 0, p = 1, 2, 3, · · · such that
ω = t∞ω∞ +
∞∑
p=1
tpωp , (3.3)
where
• t∞ +
∑∞
p=1 tp = 1,
• when t∞ is positive, ω∞ is a β-KMS state for α
F and mω∞ is
concentrated on the set of points that are not φ-periodic, and
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• when tp is positive, ωp is a β-KMS state for α
F and mωp is
concentrated on
x ∈ X : φp(x) = x,
p−1∑
j=0
F
Ä
φj(x)
ä
= 0, φj(x) 6= x, 1 ≤ j < p

 .
(3.4)
Proof. Let M denote the set of points in X that are not φ-periodic.
Set t∞ = mω(M) and tp = mω(Mp) where
Mp =
¶
x ∈ X : φp(x) = x, φj(x) 6= x, 1 ≤ j < p
©
.
Then t∞ +
∑∞
p=1 tp = 1. Assume that t∞ 6= 0. Since M is φ-invariant
it follows from Lemma 3.4 that πω(1M) is central in πω (C(X)⋊φ Z)
′′
and we define a state ω∞ on C(X)⋊φ Z such that
ω∞(a) = t
−1
∞ 〈π(1M)πω(a)u, u〉 .
It follows from Corollary 5.3.4 in [BR] that ω∞ is a β-KMS state.
Similarly, when tp 6= 0 we define a β-KMS state ωp on C(X)⋊φ Z such
that
ωp(a) = t
−1
p
¨
π(1Mp)πω(a)u, u
∂
.
Note that
mω∞(B) = t
−1
∞mω(B ∩M)
and
mωp(B) = t
−1
p mω(B ∩Mp)
for all Borel sets B ⊆ X . In particular, mω∞ and mωp are concentrated
on M and Mp, respectively. Finally, note that
mωp(B) = mωp(φ
p(B)) =
∫
B
eβ
∑p−1
j=0
F◦φj(x) dmωp(x)
for all Borel sets B ⊆ X since mωp is e
βF -conformal and concentrated
on Mp. This implies that
∑p−1
j=0 F ◦φ
j(x) = 0 for mωp-almost all x since
β 6= 0. It follows that mωp is concentrated on the set (3.4).

Recall that a measurem onX is φ-ergodic ifm(B) = 0 orm(BC) = 0
when B is a Borel set such that φ−1(B) = B.
Lemma 3.6. Let ω be an extremal β-KMS state for αF , β 6= 0. Then
mω is φ-ergodic.
Proof. Assume mω is not ergodic. There is then a φ-invariant Borel set
A1 ⊆ X such that 0 < mω(A1) < 1. Set A2 = X\A1. As in the proof
of Lemma 3.5 we can then define β-KMS states ωi such that
ωi(a) = mω(Ai)
−1 〈π(1Ai)πω(a)u, u〉 .
Then mωi is concentrated on Ai and hence ω1 6= ω2. Since ω =
mω(A1)ω1 +mω(A2)ω2 this contradicts the assumed extremality of ω.

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A finite φ-orbit O will be called F -cyclic when
∑
x∈O F (x) = 0.
Lemma 3.7. Let ω be an extremal β-KMS state for αF , β 6= 0. Then
mω is either concentrated on the set of non-periodic points or on a finite
F -cyclic φ-orbit.
Proof. Assume that mω is not concentrated on the set of non-periodic
points. It follows then from Lemma 3.5 that mω is concentrated on
Mp =

x ∈ X : φp(x) = x,
p∑
j=1
F
Ä
φj(x)
ä
= 0, φj(x) 6= x, 1 ≤ j < p


for some p ∈ N. Choose a metric for the topology of X and let D be
the corresponding Hausdorff metric on the set of compact subsets of
X . For x ∈ Mp let Ox denote the orbit of x under φ. For each k ∈ N
we can then construct a partition
Mp = A
k
1 ⊔A
k
2 ⊔ A
k
3 ⊔ · · · ⊔ A
k
nk
of Mp into φ-invariant Borel sets A
k
i such that
D(Ox,Oy) ≤
1
k
when x, y ∈ Aki , i = 1, 2, · · · , nk. Since mω is ergodic by Lemma 3.6
there is an ik ∈ {1, 2, · · · , nk} such that mω(A
k
ik
) = 1. Then
mω
(
∞⋂
k=1
Akik
)
= 1 .
This completes the proof since
⋂∞
k=1A
k
ik
must be a single orbit.

Let x ∈ X be a point of minimal φ-period p. Define Fx : {1, 2, · · · , p} →
R such that Fx(i) = F (φ
i(x)). Let πx : C(X)⋊φZ→ C({1, 2, · · · , p})⋊σ
Z be the ∗-homomorphism obtained from the equivariant ∗-homomorphism
C(X)→ C({1, 2, · · · , p}) sending f to the function f˜ ∈ C({1, 2, · · · , p})
where
f˜(i) = f(φi(x)) .
Note that αFxt ◦ πx = πx ◦ α
F
t . As observed in Example 3.3 we can
identify C({1, 2, · · · , p}) ⋊σ Z with C(T) ⊗ Mp(C) and we consider
therefore also πx as a ∗-homomorphism πx : C(X) ⋊φ Z → C(T) ⊗
Mp(C). As observed in Example 3.3 there are no β-KMS states for α
Fx
unless
∑p
i=1 F (φ
i(x)) = 0, i.e. the orbit of x is F -cyclic.
Lemma 3.8. Let O be a finite F -cyclic φ-orbit. The set FO of β-KMS
states ω of αF such that mω is concentrated on O is a closed face in
the simplex of β-KMS states for αF , and FO is affinely homeomorphic
to the simplex of Borel probability measures on T.
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Proof. Let x ∈ O. We claim that ω factorises through πx if and only
if mω is concentrated on O. To show this it suffices to show that ω
factorises through πx when mω is concentrated on O since the reverse
implication is trivial. To this end observe that since Z is an exact group
the sequence
0 → C0(X\O)⋊φ Z → C(X)⋊φ Z → C(O)⋊φ Z → 0
is exact, implying that ker πx is the closed linear span of elements of
the form fUk where f ∈ C0(X\O) and k ∈ Z. Since∣∣∣ω(fUk)∣∣∣2 ≤ ω(f ∗f) = ∫
X
|f |2 dmω = 0 ,
because mω is concentrated on O, it follows that ω factorises through
πx, proving the claim. It follows that the set of β-KMS states ω for
which mω is concentrated on O is a closed face since the set of those
that factorise through πx clearly is. The remaining statements follow
from Example 3.3. 
Theorem 3.9. Let ω be an extremal β-KMS state, β 6= 0. Then either
ω(a) =
∫
X
E(a) dmω ∀a ∈ C(X)⋊φ Z ,
where mω is φ-ergodic and concentrated on the set of points that are
not φ-periodic or ω ∈ FO for some finite F -cyclic φ-orbit O.
Proof. It remains to show that ω factorises through E when mω is
concentrated on the set M of points not periodic under φ. For this
it suffices to show that ω(fUn) = 0 when f ∈ C(X) is non-negative
and n 6= 0. Let Mn ⊆ X be the closed set of n-periodic points, and
for ε > 0 find an open set V with Mn ⊆ V and m(V ) < ε. Every
x /∈Mn has an open neighborhood Vx such that Vx ∩ φ
−n(Vx) = ∅. We
can therefore write f = f0 +
∑
i>0 fi as a finite sum of non-negative
continuous functions with supp(f0) ⊆ V and supp(fi) ⊆ Vi where
Vi ∩ φ
−n(Vi) = ∅. For i > 0 we find that
ω(fiU
n) = ω
(»
fiU
nU−n
»
fiU
n
)
= ω(
»
fiU
n
»
fi ◦ φ
n)
= ω(Un
»
fi ◦ φ
n
»
fi) = 0 ,
and hence |ω(fUn)| = |ω(f0U
n)| ≤
»
ω(f 20 ) ≤ ‖f‖∞ε. Since ε > 0 was
arbitrary it follows that ω(fUn) = 0, as desired. 
It is possible to base a proof of Theorem 3.9 on the work of Neshveyev
and the first author, [N] and [Ch], but the necessary translation from
the groupoid picture would not make the proof any shorter.
Corollary 3.10. Let β ∈ R\{0}. The map ω 7→ mω of Lemma 3.1
from β-KMS states for αF to the eβF -conformal measures for φ is in-
jective, and hence an affine homeomorphism if and only if there are no
finite F -cyclic φ-orbits.
Timestamp: 2019-12-13 01:37:21
14 JOHANNES CHRISTENSEN AND KLAUS THOMSEN
Corollary 3.11. Let β ∈ R\{0}. Assume that X is not a finite set
and that φ is minimal. The map ω 7→ mω of Lemma 3.1 from β-
KMS states for αF to the eβF -conformal measures for φ is an affine
homeomorphism.
It follows from Corollary 3.11 that the map from Lemma 3.1 is an
affine homeomorphism when β 6= 0 and C(X)⋊φ Z is simple.
4. Non-singular transformations and factor types
In the following we set
Sk(F ) =


−
∑|k|
j=1 F ◦ φ
−j , k ≤ −1 ,
0 , k = 0 ,∑k−1
j=0 F ◦ φ
j , k ≥ 1 .
Fix a β ∈ R. For each p ∈ N set
MIp =
¶
x ∈ X : φp(x) = x, φj(x) 6= x, 1 ≤ j < p, Sp(F )(x) = 0
©
,
and
MI∞ =
{
x ∈ X :
∑
n∈Z
eβSn(F )(x) < ∞
}
.
Note that MIi ∩MIj = ∅ when i, j ∈ N ∪ {∞} and i 6= j. Set
MI =MI∞ ∪
∞⋃
p=1
MIp .
Lemma 4.1. Let m be an eβF -conformal measure. There is a Borel
map u : MI → R such that βF (x) = u(φ(x)) − u(x) for m-almost all
x ∈MI and u is bounded on MIp for all p.
Proof. For each p we can construct a countable collection {Ai}i∈I of
Borel subsets of MIp such that φ(Ai), φ
2(Ai), φ
3(Ai), · · · , φ
p(Ai) are
mutually disjoint,Ñ
p⋃
j=1
φj(Ai)
é
∩
Ñ
p⋃
j=1
φj(Ak)
é
= ∅
when i 6= k, and
⋃
i
⋃p
j=1 φ
j(Ai) = MIp. Define u such that
u(φn(x)) =

0 , n = 0 ,βSn(F )(x) , 1 ≤ n ≤ p− 1 ,
when x ∈ Ai. For x ∈ MI∞ set
H(x) =
∑
n∈Z
eβSn(F )(x) ,
and note that H(φ(x)) = e−βF (x)H(x). Set u(x) = − logH(x). 
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Set
MII1 =

x ∈ X : lim infn 1n
n∑
j=1
eβSj(F )(x) > 0

 \MI . (4.1)
Lemma 4.2. Let m be an eβF -conformal measure concentrated on
MII1. There is a Borel function u : X → R and a φ-invariant Borel
probability measure ν such that βF (x) = u(φ(x))− u(x) for m-almost
all x and dν = e−udm.
Proof. For j ∈ N and f ∈ C(X), iterated application of (3.1) shows
that ∫
X
f ◦ φ−j dm =
∫
X
feβSj(F )(x) dm .
Hence
1
n
n∑
j=1
m ◦ φj = Hn dm ,
where
Hn =
1
n
n∑
j=1
eβSj(F )(x) .
By compactness of the Borel probability measures in the weak* topol-
ogy there is a sequence n1 < n2 < n3 < · · · in N and a Borel probability
measure ν such that
lim
i→∞
Hnidm = limi→∞
1
ni
ni∑
j=1
m ◦ φj = dν
in the weak*-topology. Note that ν is φ-invariant. Set
g(x) = lim inf
i
Hni(x) .
It follows from Fatous lemma that∫
X
fg dm ≤ lim inf
i
∫
X
fHni dm =
∫
X
f dν
for all non-negative f ∈ C(X). This shows that g dm is absolutely
continuous with respect to ν. It follows from the assumption that
g(x) > 0 for m-almost all x and hence that m is absolutely continuous
with respect ν. The Radon-Nikodym theorem implies that there is a
non-negative Borel function k onX such that dm = k dν. In particular,
U0 = {x ∈ X : k(x) = 0} is an m-null set. For any Borel set A ⊆ X
we find that∫
φ−1(A)
k ◦ φ dν =
∫
X
(1A ◦ φ)k ◦ φ dν =
∫
X
1Ak dν
= m(A) =
∫
φ−1(A)
eβF dm =
∫
φ−1(A)
eβFk dν .
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It follows that k ◦ φ(x) = eβF (x)k(x) for ν-almost every x and hence
also m-almost everywhere. Set
u(x) =

0 , x ∈ U0log k(x) , x ∈ X\U0 .

Lemma 4.3. Let m be an eβF -conformal measure. There is a (possibly
empty) φ-invariant Borel set MIII ⊆ X with the properties that
• there is a Borel function u : X\MIII → R such that βF (x) =
u(φ(x))− u(x) for all x ∈ X\MIII and
• when A ⊆ MIII is a φ-invariant Borel subset and u : A→ R a
Borel function such that βF (x) = u(φ(x))− u(x) for all x ∈ A
then m(A) = 0.
Proof. Call a φ-invariant Borel set A ⊆ X admissible when m(A) > 0
and there is a Borel function u : A→ R such that βF (x) = u(φ(x))−
u(x) for all x ∈ A. Assume that there is an admissible Borel set.
By Zorns lemma there is then a maximal collection Ai, i ∈ I, of mu-
tually disjoint admissible Borel sets. Note that this set is countable
since
∑
i∈I m(Ai) ≤ 1. Then MIII = X\
⋃
i∈I Ai will have the stated
properties. If there are no admissible Borel sets, set MIII = X . 
Set
MII∞ = X\ (MI ∪MII1 ∪MIII) .
Note that the Borel sets MIp , MI∞ , MII1 , MII∞ and MIII are φ-
invariant, mutually disjoint up to m-null sets and that X = MI ∪
MII1 ∪MII∞ ∪MIII .
Definition 4.4. An eβF -conformal measure m is
• of type Ip when m(MIp) = 1,
• of type I∞ when m(MI∞) = 1,
• of type II1 when m(MII1) = 1,
• of type II∞ when m(MII∞) = 1, and
• of type III when m(MIII) = 1.
An ergodic eβF -conformal measure is of exactly one of the types
defined above. We say that m is of type I when m(MI) = 1.
Lemma 4.5. Let m be an eβF -conformal measure and ν a σ-finite
φ-invariant Borel measure on X. Let m = mc + ms be the Lebesgue
decomposition of m with respect to ν. Then dmc ◦ φ = e
βFdmc and
dms ◦ φ = e
βFdms.
Proof. Note that dm ◦ φ = eβFdm = eβFdmc + e
βFdms = dmc ◦ φ +
dms ◦ φ. By the uniqueness of the Lebesgue decomposition it suffices
to observe that eβFdmc and mc ◦φ are both absolutely continuous with
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respect to ν ◦φ = ν, and eβFdms and ms ◦φ both singular with respect
to ν ◦ φ = ν.

Proposition 4.6. Let m be an eβF -conformal measure of type III.
Then m is singular with respect to all σ-finite φ-invariant measures.
Proof. Assume for a contradiction that ν is a σ-finite φ-invariant mea-
sure and that m is not singular with respect to ν. By Lemma 4.5
the continuous part of m from the Lebesgue decomposition of m with
respect to ν can then be normalized to an eβF -conformal measure m′
absolutely continuous with respect to ν. As in the proof of Lemma 4.2
the Radon-Nikodym derivative dm
′
dν
gives rise to a non-negative func-
tion k which is positive and satisfies that k ◦ φ = eβFk on a Borel
subset A ⊆ MIII of full m
′-measure. Then u = log k is a Borel func-
tion such that βF = u ◦ φ − u on A. Since m(A) > 0 this contradicts
the definition of MIII , cf. Lemma 4.3. 
Lemma 4.7. Let m be an eβF -conformal measure. Assume that h :
X → R is a Borel function such that βF (x) = h(φ(x)) − h(x) for m-
almost all x ∈ X. It follows that there is a σ-finite φ-invariant Borel
measure ν equivalent to m such that dν = e−hdm.
Proof. By assumption there is a Borel set B0 ⊆ X such thatm(B0) = 1
and βF (x) = h(φ(x))− h(x) for all x ∈ B0. Since m is e
βF -conformal
B = ∩z∈Zφ
z(B0) is a φ-invariant Borel set such that m(B) = 1 and
βF (x) = h(φ(x)) − h(x) for all x ∈ B. Now define the Borel function
g by
g(x) =

e
−h(x) if x ∈ B
0 if x /∈ B.
It follows that g(φ(x)) = g(x)e−βF (x) for all x ∈ X . Define ν such that
ν(A) :=
∫
A
g dm .
Then ν is equivalent to m because g > 0 on B, and σ-finite because
X =
⋃∞
n=0 g
−1([n, n + 1[). To see that ν is φ-invariant note that
ν(φ(A)) =
∫
φ(A)
g dm =
∫
X
1A ◦ φ
−1g dm =
∫
X
1Ag ◦ φe
βF dm
=
∫
A
g dm = ν(A) .

Lemma 4.8. An ergodic eβF -conformal measure m can only be equiva-
lent to one σ-finite φ-invariant measure up to multiplication by scalars.
Proof. Assume that µ1 and µ2 are equivalent to m and that they both
are σ-finite and φ-invariant. By the Radon-Nikodym theorem there is
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a µ2 measurable function f such that
µ1(B) =
∫
B
f dµ2
for all Borel sets B. Since∫
B
f dµ2 = µ1(B) = µ1(ϕ(B)) =
∫
ϕ(B)
f dµ2
=
∫
X
1B ◦ ϕ
−1f dµ2 =
∫
B
f ◦ ϕ dµ2 ,
it follows that f = f ◦ϕ almost everywhere. The ergodicity ofm implies
that f is constant, completing the proof. 
Lemma 4.9. Let β ∈ R\{0}.
1) An atomic eβF -conformal measure is ergodic if and only if it is
concentrated on a single φ-orbit.
2) Let x ∈ X. If φp(x) = x for some p ∈ N, there is an eβF -
conformal measure concentrated on x’s φ-orbit if and only
Sp(F )(x) = 0 .
3) Let x ∈ X and assume that x is not φ-periodic. There is an
eβF -conformal measure concentrated on x’s φ-orbit if and only∑
k∈Z
eβSk(F )(x) < ∞ . (4.2)
Proof. Left to the reader. 
Theorem 4.10. Let m be an ergodic eβF -conformal measure.
• m is of type Ip if and only if m is atomic and concentrated on
an F -cyclic φ-orbit with minimal period p.
• m is of type I∞ if and only if m is atomic and concentrated
on a single infinite φ-orbit.
• m is of type II1 if and only if m is equivalent to a φ-invariant
non-atomic Borel probability measure.
• m is of type II∞ if and only m is equivalent to an infinite
σ-finite non-atomic φ-invariant measure.
• m is of type III if and only if m is singular with respect to
all σ-finite φ-invariant Borel measures.
Proof. By a result of K. Schmidt, Theorem 1.2 in [Sc], there is a φ-
invariant Borel set B with m(B) = 1 and the property that m′(B) = 0
for all ergodic eβF -conformal measures m′ 6= m. In combination with
2) and 3) of Lemma 4.9 the statements on the type Ip and the type
I∞ cases follow from this. Then, by 1) of Lemma 4.9, in the remaining
cases m is not atomic. Assume that m is of type II1. By Lemma
4.2 m is then equivalent to a non-atomic φ-invariant Borel probability
measure ν ′. Conversely, if this is the case m is not of type III by
Proposition 4.6 and hence Lemma 4.3 and Lemma 4.7 show that there
is a Borel function h and a σ-finite φ-invariant Borel measure ν such
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that βF (x) = h(φ(x)) − h(x) for m-almost all x and dν = e−hdm. It
follows from Lemma 4.8 that ν is proportional to ν ′ and hence finite.
Since eh ∈ L1(ν ′) it follows from Birkhoff’s ergodic theorem that
lim
n→∞
1
n
n∑
k=1
eh(φ
k(x)) =
∫
X
eh dν ′
for ν ′-almost every x and hence also for m-almost every x. Since
βF (x) = h ◦ φ(x)− h(x) for m-almost all x we find that βSk(F )(x) =
h(φk(x))− h(x) for m-almost all x and conclude that
lim
n→∞
1
n
n∑
k=1
eβSk(F )(x) = e−h(x)
∫
X
eh dν ′ > 0
for m-almost all x. It follows that m is of type II1 and we have proved
the type II1 statement. If m is of type II∞ it follows from Lemma 4.7
that m is equivalent to a non-atomic σ-finite φ-invariant Borel measure
which is infinite sincem is not of type II1. Conversely, ifm is equivalent
to a non-atomic σ-finite φ-invariant infinite Borel measure it is not of
type I since the measure is not atomic, not of type III by Proposition
4.6 and not of type II1 since the measure is infinite, cf. Lemma 4.8.
Hence m is of type II∞. Finally, if m is of type III, Proposition 4.6
says thatm is singular with respect to all σ-finite φ-invariant measures.
Conversely, if that’s the case it follows from Lemma 4.3 and Lemma
4.7 that m is of type III.

Remark 4.11. In a recent preprint K. Athanassopoulos describes var-
ious results pertaining to questions about conformal measures equiv-
alent to invariant ones, and he describes a sufficient condition for the
existence of a conformal measure of type II1 equivalent to a given er-
godic invariant measure, cf. Main Result in [A].
4.1. Factor types and crossed products. Letm be an eβF -conformal
measure and consider the elements of L∞(m) as multiplication opera-
tors on L2(m). Define π : C(X)→ B (l2(Z, L2(m))) such that
(π(f)ψ) (k) = f ◦ φkψ(k)
and λk ∈ B (l
2(Z, L2(m))) such that
(λkψ) (j) = ψ(j − k) .
Then λkπ(f)λ−k = π(f ◦ φ
−k) and we get a ∗-homomorphism π :
C(X) ⋊φ Z → B (l
2(Z, L2(m))) such that π(fUk) = π(f)λk. Let
u ∈ l2(Z, L2(m)) be the element such that u(k) = 0 when k 6= 0 and
u(0) = 1. The triple (l2(Z, L2(m)), π, u) is then (isomorphic to) the
GNS-representation of the β-KMS state ωm. Since π (C(X)⋊φ Z)
′′ is
∗-isomorphic to the von Neumann algebra crossed product L∞(m)⋊φZ,
cf. [KR], we conclude that
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Lemma 4.12. The von Neumann algebra generated by the GNS-representation
of ωm is isomorphic to L
∞(m)⋊φ Z.
Note that φ acts freely on L∞(m) when m annihilates all φ-periodic
orbits. We can therefore combine Theorem 4.10 above with Proposition
8.6.10 in [KR] to obtain the following
Theorem 4.13. Let m be an eβF -conformal measure and πm the GNS
representation of the β-KMS state ωm, cf. Lemma 3.1.
• πm (C(X)⋊φ Z)
′′ ≃ L∞(m)⋊φ Z .
• Let t ∈ {I∞, II1, II∞, III} and assume that m is ergodic. Then
πm (C(X)⋊φ Z)
′′ is a factor of type t if and only if m is of type
t.
When m is of type Ip the β-KMS state ωm is not extremal, φ does
not act freely on L∞(m) and πm (C(X)⋊φ Z)
′′ is not a factor; it’s a
copy of Mp(C)⊗ L
∞(T).
5. eβF -conformal measures of all types
It is time to show that the theory we have developed is not vacuous
by showing that all factor types actually occur; even when we restrict
to minimal homeomorphisms. To do so in order, note that Example
3.3 provides us with eβF -conformal measures of type Ip. The easiest
and most informative way of realizing type II1-examples is perhaps the
following whose proof we leave to the reader.
Proposition 5.1. Let H : X → R be a continuous function and set
F = H ◦ φ−H. For all β ∈ R the map
λ 7→
eβH∫
X e
βHdλ
dλ
is a homeomorphism from the set of φ-invariant Borel probability mea-
sures λ onto the set of eβF -conformal measures.
In combination with Theorem 2.1 it follows that all β-KMS states
correspond to eβF -conformal measures of type II1 when α
F inner and
there are no finite F -cyclic φ-orbits.
It is considerably harder to realize the remaining three types, but
they all occur for well-chosen diffeomorphisms of the circle. This follows
from work of Katznelson, [K], Herman, [He], and Douady and Yoccoz,
[DY], as we now explain.
5.1. Diffeomorphisms of the circle and eF -conformal measures
of type I∞, II∞ and III. To exhibit e
βF -conformal measures of type
II∞ and type III we rely on the following result by Katznelson, which
is a combination of Theorem 3.2 and Theorem 3.3 from Part II of [K].
Theorem 5.2. [Katznelson] Let λ denote Haar measure on the circle
T.
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(1) There exists an orientation preserving C∞-diffeomorphism φ1
of T with irrational rotation number such that there exists an
infinite σ-finite φ1-invariant measure m equivalent to λ.
(2) There exists an orientation preserving C∞-diffeomorphism φ2
of T with irrational rotation number such that there does not
exist any σ-finite φ2-invariant measure equivalent to λ.
Lemma 5.3. Let φ be an orientation preserving C2 diffeomorphism of
T with irrational rotation number, and let λ denote the Haar measure
on T. Then φ is minimal and λ is φ-ergodic. Furthermore,
λ(φ(B)) =
∫
B
D(φ) dλ (5.1)
for all Borel sets B ⊆ T, where D(φ) is the differential of φ.
Proof. φ is topological conjugate to an irrational rotation by a result
of Denjoy, [De], and hence minimal. That λ is φ-ergodic follows from
Theorem 1.4 in Chapter VII in [He]. (5.1) is wellknown and easy to
prove. 
The existence of eF -conformal measures of type II∞ and type III
follows now by combining Lemma 5.3 with Katznelson’s Theorem 5.2
as follows: For φi set F := logD(φi). Then λ is e
F -conformal and
ergodic for φi by Lemma 5.3. Theorem 4.10 implies that λ is of type
II∞ for i = 1 and of type III for i = 2. By appealing to results we shall
prove below, we can offer the following additional information about
the examples of Katznelson:
• For both i = 1 and i = 2 there is a unique D(φi)
β-conformal
measure for all β ∈ R.
The statement concerning existence follows from Theorem 6.9 or Theo-
rem 6.12 while the uniqueness is a consequence of the uniqueness state-
ment in the following theorem which is a generalisation of The´ore`me 1
in [DY].
Theorem 5.4. Assume φ is a homeomorphism of the circle topological
conjugate to an irrational rotation Rα, i.e. there is a homeomorphism
h with φ = h ◦ Rα ◦ h
−1. There exists β-KMS states for αF for some
β 6= 0 if and only if ∫
T
F ◦ h dλ = 0 ,
in which case they exist for all β ∈ R. If F : T → R has bounded
variation the β- KMS state is unique for each β ∈ R.
Proof. The statement concerning existence follows from Theorem 6.9
below because λ◦h−1 is the only φ-invariant Borel probability measure.
The uniqueness follows from an obvious adoptation of the proof of
Lemme 1 in [DY]. 
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Theorem 5.4 applies to the examples by Katznelsom because his
diffeomorphisms are C∞. In particular, they are conjugate to a rotation
by the result of Denjoy, [De]. We have no idea what the factor types
of the D(φi)
β-conformal measures are in Katznelsons examples when
β /∈ {0, 1}.
The paper by Douady and Yoccoz contains examples of irrational
rotations of the circle for which there is a potential F : T → R such
that there are two distinct eF -conformal measures, both of type I∞.
The construction in [DY] can be modified to provide n distinct eF -
conformal measures, but their construction only works for rotations on
the circle for which the rotation number satisfies a certain diophantic
equation, and will not work for e.g. the Liouville numbers. See Section
7.2 in [DY]. It will be shown in Appendix 8 below that there can be
arbitrarily many ergodic eβF -conformal measures of type I∞ for any
non-periodic homeomorphisms.
6. Construction and existence of eβF -conformal measures
There exists a method to construct conformal measures, developed
by Patterson, [P], Sullivan, [S] and Denker and Urbanski, [DU], and
it is mainly aimed at non-invertible dynamical systems. We shall here
develop an alternate method inspired by Hopf’s ratio ergodic theorem
for homeomorphisms, cf. e.g. [Ho].
Lemma 6.1. Assume that there is a point x ∈ X and two increasing
sequences of natural numbers, {ni}
∞
i=1 and {mi}
∞
i=1, such that
lim
i→∞
eβS−ni (F )(x) + eβSmi (F )(x)∑mi
k=−ni
eβSk(F )(x)
= 0 . (6.1)
Define
Li(f) =
∑mi
k=−ni
f(φk(x))eβSk(F )(x)∑mi
k=−ni
eβSk(F )(x)
.
There is an eβF -conformal measure mx and an increasing sequence
{ij}
∞
j=1 in N such that
lim
j→∞
Lij (f) =
∫
X
f dmx
for all f ∈ C(X).
Proof. Since C(X) is separable and |Li(f)| ≤ ‖f‖∞, a standard diago-
nal sequence argument gives an increasing sequence {ij}
∞
j=1 such that
limj→∞ Lij (f) exists for all f ∈ C(X). It follows from the Riesz repre-
sentation theorem that there is a Borel probability measure mx on X
such that ∫
X
f dmx = lim
j→∞
Lij (f)
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for all f ∈ C(X). Since Sk(F )(x) + F (φ
k(x)) = Sk+1(F )(x) for all
k ∈ Z we get for all j ∈ N that
Lij (f)− Lij (e
βFf ◦ φ)
=
∑mij
k=−nij
f(φk(x))eβSk(F )(x)∑mij
k=−nij
eβSk(F )(x)
−
∑mij
k=−nij
f(φk+1(x))eβF (φ
k(x))eβSk(F )(x)∑mij
k=−nij
eβSk(F )(x)
=
f(φ−nij (x))e
βS−nij
(F )(x)
− f(φmij+1(x))e
βSmij+1
(F )(x)
∑mij
k=−nij
eβSk(F )(x)
=
f(φ−nij (x))e
βS−nij
(F )(x)
− f(φmij+1(x))eβF (φ
mij (x))e
βSmij
(F )(x)
∑mij
k=−nij
eβSk(F )(x)
.
Since |f(φmij+1(x))| ≤ ‖f‖∞ and |e
F (φ
mij (x))| ≤ ‖eβF‖∞ for all j it
follows from our assumption (6.1) that
|Lij (f)− Lij (e
βFf ◦ φ)| → 0 for j →∞ ,
proving that mx is e
βF conformal. 
Theorem 6.2. Let X be a compact metric space and let φ : X → X be
a homeomorphism. Fix a β ∈ R and a continuous function F : X → R.
The following are equivalent:
(1) There exists an eβF -conformal measure for φ.
(2) There exists a point x ∈ X such that
lim sup
k
1
k
k−1∑
i=0
βF (φi(x)) ≤ 0 (6.2)
and
lim sup
k
1
k
k∑
i=1
−βF (φ−i(x)) ≤ 0 . (6.3)
(3) There exists a point x ∈ X such that
lim inf
k
1
k
k−1∑
i=0
βF (φi(x)) ≤ 0 (6.4)
and
lim inf
k
1
k
k∑
i=1
−βF (φ−i(x)) ≤ 0 . (6.5)
Proof. 1) ⇒ 2): Assume that there exists an eβF -conformal measure.
By Krein-Milmans Theorem there is also an extremal eβF -conformal
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measure m, which is then φ-ergodic. Consider the Borel functions G
and H on X given by
H(x) := lim sup
k
1
k
k∑
i=1
−βF ◦ φ−i(x)
and
G(x) := lim sup
k
1
k
k−1∑
i=0
βF ◦ φi(x) ,
respectively. They are both φ-invariant and must therefore be constant
m-almost everywhere since m is φ-ergodic, i.e. there exist c1, c2 ∈ R
such that G(x) = c1 and H(x) = c2 for m-almost all x. Assume for a
contradiction that c1 > 0 and set
Mn =
{
x ∈ X :
1
n
n−1∑
i=0
βF ◦ φi(x) ≥
c1
2
}
.
For all N ∈ N,
X =
⋃
n≥N
Mn , (6.6)
up to an m-null set. Using (3.1) for f = 1 gives 1 =
∫
X e
βFdm. In fact,
iterated applications of the formula (3.1) show that
1 =
∫
X
exp
(
n−1∑
i=0
βF ◦ φi
)
dm for all n ≥ 1 ,
and hence
1 ≥
∫
Mn
exp
(
n−1∑
i=0
βF ◦ φi
)
dm
≥
∫
Mn
exp
Å
n
c1
2
ã
dm = m(Mn) exp
Å
nc1
2
ã
.
It follows that m(Mn) ≤ exp
Ä
−n c1
2
ä
for all n and in combination with
(6.6) that
1 = m(X) ≤
∞∑
n=N
exp
Å
−n
c1
2
ã
for all N , contradicting that limN→∞
∑∞
n=N exp
Ä
−n c1
2
ä
= 0. Hence
c1 ≤ 0. Since (3.1) can also be used to prove that:
1 =
∫
X
exp
(
n∑
i=1
−βF ◦ φ−i
)
dm for all n ≥ 1 ,
a similar argument gives that c2 ≤ 0. In conclusion m-almost all points
satisfy (6.2) and (6.3), completing the proof of 1)⇒ 2).
2)⇒ 3) is obvious and we will argue that 3) implies 1) to complete
the proof. Assume therefore that there exists a point x ∈ X satisfying
Timestamp: 2019-12-13 01:37:21
HOMEOMORPHISMS AND KMS STATES 25
(6.4) and (6.5). We can assume that
∞∑
k=−∞
eβSk(F )(x) = ∞ (6.7)
since otherwise we get the desired eβF -conformal measure from 3) of
Lemma 4.9. As a crucial step we prove
Claim 1: There exists an increasing sequence {mi}
∞
i=1 in N such that
for any increasing sequence {ni}
∞
i=1 in N we have
lim
i→∞
eβSmi (F )(x)∑mi
k=−ni
eβSk(F )(x)
= 0 .
To prove Claim 1 assume first that there exists an increasing infinite
sequence {mi}
∞
i=1 with the property that
mi−1∑
j=0
βF (φj(x)) ≤ 0 for all i ∈ N . (6.8)
Then for any increasing sequence {ni}
∞
i=1 we get
0 ≤
eβSmi (F )(x)∑mi
k=−ni
eβSk(F )(x)
≤
1∑mi
k=−ni
eβSk(F )(x)
.
It follows from (6.7) that the righthand side converges to 0, and we
can therefore assume that there is no infinite sequence satisfying (6.8).
This implies that we can choose a m1 ∈ N so that
l−1∑
j=0
βF (φj(x)) > 0
for all l ≥ m1. Combined with (6.4) this implies that
inf
l≥m1
1
l
l−1∑
i=0
βF (φi(x)) = 0 ,
and hence we can choose an increasing sequence {mi}
∞
i=1 such that for
every i ∈ N and every l ∈ [m1, mi[ we have
1
l
βSl(F )(x) =
1
l
l−1∑
j=0
βF (φj(x)) >
1
mi
mi−1∑
j=0
βF (φj(x)) =
1
mi
βSmi(F )(x) .
(6.9)
Define the decreasing sequence {ci}
∞
i=1 of positive reals by setting
ci := exp
Å
1
mi
βSmi(F )(x)
ã
for each i. It follows from the choice of {mi}
∞
i=1 that limi→∞ ci = 1.
Take an arbitrary increasing sequence {ni}
∞
i=1. If {c
mi
i }
∞
i=1 does not
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converge to infinity then it is bounded for some subsequence ij and
e
βSmij
(F )(x)
∑mij
k=−nj
eβSk(F )(x)
=
c
mij
ij∑mij
k=−nj
eβSk(F )(x)
will converge to zero for j →∞ by (6.7), and we have established the
claim. Assume therefore that cmii → ∞ for i → ∞ and let {ni}
∞
i=1 be
any increasing sequence in N. Using (6.9) we get that
0 ≤
eβSmi (F )(x)∑mi
k=−ni
eβSk(F )(x)
≤
cmii∑mi
k=m1
eβSk(F )(x)
≤
cmii∑mi
k=m1
cki
=
(
mi−m1∑
k=0
(
1
ci
)k
)−1
.
Since limi→∞ ci = 1 and limi→∞ c
−mi
i = 0 we deduce from the formula
1 =
Ç
1−
1
ci
åmi−m1∑
k=0
Ç
1
ci
åk
+
Ç
1
ci
åmi
cm1−1i ,
that
∑mi−m1
k=0 (
1
ci
)k →∞ for i→∞. This finishes the proof of Claim 1.
The condition in (6.5) is the same as the one in (6.4) if one replaces
F by −F ◦ φ−1 and φ by φ−1 and the sum (6.7) is unchanged by this
replacement. In this way Claim 1 implies
Claim 2: There exists an increasing sequence {ni}
∞
i=1 in N such that
for any increasing sequence {mi}
∞
i=1 in N we have
eβS−ni (F )(x)∑mi
k=−ni
eβSk(F )(x)
→ 0 for i→∞ .
It follows from the two claims that there are increasing sequences
{ni}
∞
i=1 and {mi}
∞
i=1 in N such that
eβS−ni (F )(x) + eβSmi (F )(x)∑mi
k=−ni
eβSk(F )(x)
→ 0 for i→∞ ,
and the existence of an eβF -conformal measure follows from Lemma
6.1. Hence 3)⇒ 1).

Remark 6.3. Klaus Schmidt mention in [Sc] that it is an open question
to decide when there are eg-conformal measures for a given automor-
phism of a standard Borel space and a given real-valued Borel function
g. As far as we can tell this problem is still open, but Theorem 6.2
offers an answer when the dynamical system is a homeomorphism and
g is continuous.
Corollary 6.4. Let m be an ergodic eβF -conformal measure. Then
(6.2) and (6.3) hold for m-almost all x ∈ X.
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Proof. This was established in the proof of Theorem 6.2. 
Corollary 6.5. Assume that F (x) > 0 for all x ∈ X or that F (x) < 0
for all x ∈ X. There are no eβF -conformal measure for φ when β 6= 0.
Corollary 6.6. Let I be the KMS spectrum for αF , i.e. the set of
real numbers β such that there exists an eβF -conformal measure for φ.
Then I is one of following intervals:
• I = {0},
• I =]−∞, 0],
• I = [0,∞[, or
• I = R.
Proof. This follows from the observation that the two conditions (6.2)
and (6.3) hold for β = 0, and if they hold for some non-zero β0 they
hold for all real numbers β with the same sign as β0. 
Corollary 6.7. Assume that there is an ergodic φ-invariant probability
measure ν such that
∫
X F dν = 0. It follows that there is an e
βF -
conformal measure for all β ∈ R.
Proof. Since ν is a φ-ergodic and φ-invariant measure, it is also φ−1-
ergodic and φ−1-invariant. By Birkhoff’s pointwise ergodic theorem,
lim
n→∞
1
n
n−1∑
i=0
βF ◦ φi(x) =
∫
X
βF dν = 0
and
lim
n→∞
1
n
n∑
i=1
−βF ◦ φ−i(x) =
∫
X
−βF dν = 0
for ν-almost all x ∈ X . Hence Theorem 6.2 applies. 
In general the condition in Corollary 6.7, that
∫
X F dν = 0 for an
ergodic φ-invariant measure ν, is only a sufficient condition for the ex-
istence of an eβF -conformal measure for all β ∈ R, but as the next
proposition shows it is actually not that far away from also being nec-
essary.
Proposition 6.8. Assume that there is an eβF -conformal measure for
some β 6= 0. It follows that there are ergodic φ-invariant Borel proba-
bility measures ν+ and ν− such that
∫
X F dν+ ≥ 0 and
∫
X F dν− ≤ 0.
In particular, a convex combination of ν+ and ν− is a φ-invariant Borel
probability measure ν such that
∫
X F dν = 0.
Proof. This follows from the more general Theorem 6.8 in [Th], but we
give here a direct proof based on Theorem 6.2. Let M(X) denote the
set of φ-invariant Borel probability measures on X . Let x ∈ X be a
point for which (6.2) and (6.3) both hold. Let ν1 be a condensation
point for the weak* topology of the sequence
1
n
n−1∑
i=0
δφi(x) , n = 1, 2, 3, 4, · · · .
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Then ν1 ∈M(X) and it follows from (6.2) that β
∫
X F dν1 ≤ 0. In the
same way (6.3) gives rise to a ν2 ∈ M(X) such that −β
∫
X F dν2 ≤ 0.
Set
δ+ = sup
ß∫
X
F dν : ν ∈ M(X)
™
.
It follows from the preceding that δ+ ≥ 0. The setß
ν ∈M(X) :
∫
X
F dν = δ+
™
is a closed non-empty face in M(X) and it contains therefore an ex-
treme point ν+ of M(X). Then ν+ is φ-ergodic and
∫
X F dν+ ≥ 0. In
the same way we get also a φ-ergodic ν− ∈M(X) such that
∫
X F dν− ≤
0.

Theorem 6.9. Assume that (X, φ) is uniquely ergodic and let µ be the
φ-invariant Borel probability measure. The following conditions are
equivalent:
i) There is an eβF -conformal measure for some β 6= 0.
ii) There is an eβF -conformal measure for all β ∈ R.
iii)
∫
X F dµ = 0.
Proof. i) ⇒ iii) follows from Proposition 6.8 and iii) ⇒ ii) from Corol-
lary 6.7. 
Remark 6.10. Following equation (7.1) in [DY], Douady and Yoccoz
raise the question about existence and uniqueness of eβψ-conformal
measures for an irrational rotation Rα and for a potential ψ with∫
ψ dλ = 0. Theorem 6.9 answers the existence question since it implies
that there are eβψ-conformal measures for all β in this setup. It follows
also, from Theorem 5.4, that the measure is unique for each β when
ψ has bounded variation. Douady and Yoccoz construct examples to
show that uniqueness fails for certain irrational rotations and certain
ψ. By Theorem 7.1 there are counterexamples to uniqueness for all
irrational rotations.
Remark 6.11. It follows from Theorem 6.9 and Theorem 2.2 that when
(X, φ) is uniquely ergodic the flow αF must be approximately inner if
there is a β-KMS states for β 6= 0. This is not the case if (X, φ) is not
uniquely ergodic. To show this by example, consider a homeomorphism
φ with exactly two ergodic φ-invariant Borel probability measures ω1
and ω2. There is then a potential F such that
∫
X F dω1 = 0 and∫
X F dω2 6= 0. By Corollary 6.7 there are e
βF -conformal measures for
all β ∈ R and hence also β-KMS states for αF for all β ∈ R, but αF is
not approximately inner by Theorem 2.2.
For any of the intervals I in Corollary 6.6 there exist examples of
systems (X, φ) and potentials F : X → R with KMS spectrum I. If
F = 1 then I = {0} by Corollary 6.5, and if F = 0 then I = R by
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Corollary 6.7. To realize the case I = [0,∞) in Corollary 6.6 in a very
simple example, let X = [0, 1] and φ(x) = x2. Take F to be any real
valued continuous function on [0, 1] which is negative in a neighborhood
of 0 and positive in a neighborhood of 1. The two conditions (6.2)
and (6.3) are met iff β ≥ 0, i.e. I = [0,∞) in this case. The case
I =] −∞, 0] arises by exchanging the last F by −F . However, if one
restricts attention to minimal homeomorphisms the KMS spectrum is
either {0} or R, as shown in the next theorem.
Theorem 6.12. Let X be a compact metric space and let φ : X → X
be a minimal homeomorphism. Assume that F : X → R is continuous.
The KMS spectrum of αF is I = {0} or I = R.
Proof. In light of Lemma 3.2 and Corollary 6.6 it suffices to show that
the existence of an eF -conformal measure for φ implies that there exists
an e−F -conformal measure for φ. Assume therefore that we have an eF -
conformal measure. By Theorem 6.2 there exists a point x ∈ X such
that
lim sup
k
1
k
k−1∑
i=0
F (φi(x)) ≤ 0 (6.10)
and
lim sup
k
1
k
k∑
i=1
−F (φ−i(x)) ≤ 0 . (6.11)
We construct now a sequence {Ui}
∞
i=0 of non-empty open sets in X and
two increasing sequences {Ni}
∞
i=1, {Mi}
∞
i=1 of natural numbers such
that
Ui−1 ⊇ Ui ⊇ Ui (6.12)
and for all y ∈ Ui we have
1
Ni
Ni∑
j=1
F (φ−j(y)) <
1
i
and
1
Mi
Mi−1∑
j=0
−F (φj(y)) <
1
i
(6.13)
when i ≥ 1. To do this by induction set U0 = X . Equation (6.10)
implies that we can find a number N1 such that
1
N1
N1∑
i=1
F (φ−i(φN1(x))) =
1
N1
N1−1∑
i=0
F (φi(x)) < 1 .
By continuity we can find an open ball V1 containing φ
N1(x) such that
for all y ∈ V1 we have
1
N1
N1∑
i=1
F (φ−i(y)) < 1 .
Using (6.11) and minimality of φ we can pick M1 ∈ N with φ
−M1(x) ∈
V1 such that
1
M1
M1−1∑
i=0
−F (φi(φ−M1(x))) =
1
M1
M1∑
i=1
−F (φ−i(x)) < 1 .
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By continuity there is an open ball U1 ⊆ V1 such that for all y ∈ U1 we
have the estimate
1
M1
M1−1∑
i=0
−F (φi(y)) < 1 .
This starts the induction. For the induction step assume that for some
n ∈ N we have two finite increasing sequences {Ni}
n
i=1 and {Mi}
n
i=1
of natural numbers and n + 1 non-empty open sets {Ui}
n
i=0 such that
for each i ∈ {1, . . . , n} and each y ∈ Ui both (6.12) and (6.13) hold.
Using (6.10) and minimality of φ we can pick a Nn+1 > Nn such that
φNn+1(x) ∈ Un and
1
Nn+1
Nn+1∑
i=1
F (φ−i(φNn+1(x))) =
1
Nn+1
Nn+1−1∑
i=0
F (φi(x)) <
1
n+ 1
.
By continuity there is a non-empty open set Vn+1 ⊆ Un such that for
all y ∈ Vn+1,
1
Nn+1
Nn+1∑
i=1
F (φ−i(y)) <
1
n + 1
.
Now use (6.11) to pick Mn+1 > Mn such that φ
−Mn+1(x) ∈ Vn+1 and
−1
Mn+1
Mn+1−1∑
i=0
F (φi(φ−Mn+1(x))) =
−1
Mn+1
Mn+1∑
i=1
F (φ−i(x)) <
1
n+ 1
.
Choose Un+1 open and non-empty with Un+1 ⊆ Vn+1 such that for all
y ∈ Un+1
1
Mn+1
Mn+1−1∑
i=0
−F (φi(y)) <
1
n+ 1
.
This completes the induction step and hence the construction of the se-
quences {Ui}
∞
i=0, {Ni}
∞
i=1 and {Mi}
∞
i=1. The intersection
⋂
i Ui contains
a point z which must satisfy that
lim inf
n
1
n
n∑
j=1
F (φ−j(z)) ≤ 0
and
lim inf
n
1
n
n−1∑
i=0
−F (φi(z)) ≤ 0 .
It follows therefore from Theorem 6.2 that there exists an e−F -conformal
measure.

7. Variations with β
In this section we describe two examples to show how the structure
of the collection of eβF -conformal measures can vary with β.
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7.1. Variation of ergodic conformal measures of type I∞. An
atomic eβF -conformal measure concentrated on a single infinity φ-orbit
is of type I∞. The following result shows that such e
βF -conformal
measures occur in abundance for any non-periodic homeomorphism
provided the potential F is well-chosen.
Theorem 7.1. Let X be a compact metric space and φ : X → X a
homeomorphism. Let {x1, x2, . . . , xq} ⊆ X be a finite subset consisting
of points xp in X that are not periodic under φ and have disjoint orbits,
and choose a βp < 0 and an interval Jp of the form ] − ∞, βp] or
] − ∞, βp[ for each 1 ≤ p ≤ q. There exists a continuous function
F : X → R such that there is an eβF -conformal measure concentrated
on the φ-orbit of xp if and only if
β ∈ Jp
for p = 1, 2, · · · , q. The potential F can be chosen such that the flow
αF is approximately inner.
The proof of Theorem 7.1 is an explicit construction which is rather
long and technical and it has been relegated to Appendix 8.
7.2. Variation of the factor type. In none of the examples of mini-
mal homeomorphisms we have considered so far, have we seen the factor
type of the eβF -conformal measures vary with β. In this section we de-
scribe how an example by Baggett, Medina and Merrill constructed for
the proof of Theorem 3 in [BMM] can be reworked to show that such
a variation can occur for any irrational rotation of the circle. Neither
the statement nor the proof of Theorem 3 in [BMM] is quite enough for
our purposes, but a careful elaboration of the construction in [BMM]
can be performed to yield the following
Proposition 7.2. Let φ : T→ T be an irrational rotation of the circle
T and let λ be Lebesgue measure of T. There is a continuous real-valued
function F : T → R, a non-negative Borel function v : T → R and an
increasing sequence {nk}
∞
k=1 in N such that
i) F (x) = v(x)− v(φ(x)) for λ-almost all x,
ii)
∫
T F dλ = 0,
iii) v /∈ L1(λ), and
iv)
∣∣∣∑nk−1i=0 F (φi(x))∣∣∣ ≤ 2 for all x ∈ T and all k.
The last condition iv), which is crucial for our purpose, does not
follow for free from the construction in [BMM] so we give the details
in Appendix 9. Here we just point out the following
Proposition 7.3. Let φ : T→ T be an irrational rotation of the circle
T. There is a continuous real-valued function F : T→ R such that
• There are eβF -conformal measures for all β ∈ R.
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• For β ≥ 0 there is exactly one ergodic eβF -conformal measure
of type II1.
• For β < 0 all ergodic eβF -conformal measures are of type II∞
or type III.
Proof. It follows from condition ii) in Proposition 7.2 and Corollary 6.7
that there are eβF -conformal measures for all β ∈ R. It follows from
condition iv) in Proposition 7.2 that the sum (4.2) diverges for all β ∈ R
and all x ∈ T. There are therefore no atomic eβF -conformal measures
for any β ∈ R, and hence all ergodic eβF -conformal measures are of
type II1, II∞ or III. Since v is non-negative and Borel, e
−βv ∈ L1(λ)
for all β ≥ 0. It follows therefore from condition i) in Proposition 7.2
that
dm = e−βvdλ
is an eβF -conformal measure m, clearly of type II1, for all β ≥ 0. For
each such β it is the only eβF -conformal measure of type II1 because λ is
the only φ-invariant Borel probability measure. It remains to show that
there are no eβF -conformal measures of type II1 when β < 0. Assume
for a contradiction that there is such a measure. It is concentrated on
the set (4.1) and it follows therefore from Theorem 1.4 of [GS] that
there is also an ergodic eβF -conformal measure m of type II1. Then m
is equivalent to λ and the Radon-Nikodym derivative
h =
dm
dλ
is in L1(λ) and strictly positive λ-almost everywhere. Set u = log h.
By using that m is eβF -conformal we find that eβF (x)h(x) = h◦φ(x) for
λ-almost all x ∈ T, or βF (x) = u(φ(x))− u(x) for λ-almost all x and
eu ∈ L1(λ). It follows that (u+ βv) ◦ φ(x) = (u+ βv)(x) for λ-almost
all x, and hence by ergodicity that there is a constant t ∈ R such that
−βv(x) = u(x) + t for λ-almost all x. This implies that∫
T
e−βv dλ = et
∫
T
eu dλ < ∞ .
However, since v /∈ L1(λ) by condition iii) in Proposition 7.2 it follows
from Jensen’s inequality that∫
T
e−βv dλ ≥ exp
Å∫
T
−βv dλ
ã
= ∞ .
This contradiction shows that all ergodic eβF -conformal measures are
of type II∞ or type III when β < 0.

We note that Proposition 7.3 does not reveal the complete picture
about the eβF -conformal measures for the triple (X, φ, F ). In particu-
lar, we do not know how many eβF -conformal measures there are when
β 6= 0.
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8. Appendix A: Proof of Theorem 7.1
We assume throughout this appendix that we have a finite non-empty
set P := {x1, x2, · · · , xq} of points in X that are not periodic and have
disjoint orbits under φ. We choose for each point xp ∈ P two sequences
{api }
∞
i=0 and {b
p
i }
∞
i=0 of positive real numbers satisfying that:
(1) limi→∞ b
p
i = 0,
(2)
∑∞
i=0 a
p
i =
∑∞
i=0 b
p
i = ∞, and
(3) 0 < api ≤ b
p
i for each i ∈ N ∪ {0} and
∑∞
i=0(b
p
i − a
p
i ) = ∞.
Set Si := maxp{b
p
i } for each i ∈ N ∪ {0}. Then {Si}
∞
i=0 is a sequence
of positive numbers that converges to 0.
Lemma 8.1. There exists an increasing sequence of natural num-
bers {Ni}
∞
i=0 such that Nn ≥ 3(n + 1) for all n, and for all p ∈
{1, 2, 3, · · · , q},
(an) b
p
j < 2
−n when j ≥ Nn − 1, and
(bn)
∑j−1
k=n+1 b
p
k ≥
∑j−1
k=0 a
p
k +
∑n
i=0(2i+ 1)Si when j ≥ Nn.
Proof. This follows easily from (1) and (3). 
To construct F we will first recursively construct a sequence of func-
tions {fn}
∞
n=0 ⊆ C(X) and then define F as their sum. For this purpose
we construct for each n = 0, 1, 2, 3, · · · and each p ∈ {1, 2, · · · , q} an
open neighbourhood V pn of φ
n(xp) such that
(1n) V
p
n ∩ φ
−2n−1 (V pn ) = ∅ .
Set
W pn = V
p
n ∪ φ
−2n−1 (V pn ) .
We will arrange that
(2n) W
p
n ∩W
p′
n = ∅ when p 6= p
′, and
(3n) if φ
i(xl) ∈ W
p
n\{φn(xp), φ
−n−1(xp)} for any l then |i| > Nn,
where {Nn}
∞
n=0 is the sequence from Lemma 8.1. As a final requirement
we arrange that
(4n) if i ∈ {0, 1, · · · , n− 1} and {φ
n(xp), φ
−n−1(xp)} ∩
⋃q
l=1W
l
i = ∅,
then W pn ∩
⋃q
p=1W
p
i = ∅ .
Since condition (40) is vacuous it is easy to construct the sets V
p
0 , 1 ≤
p ≤ q. Assume that we have constructed the sets V pi , 1 ≤ p ≤ q, 0 ≤
i ≤ n − 1. Pick a family of mutually disjoint open sets Up+, U
p
−, p =
1, · · · , q, such that φn(xp) ∈ U
p
+ and φ
−n−1(xp) ∈ U
p
− for each xp ∈ P .
For each p ∈ {1, . . . , q}, set
Mpn :=
¶
φi(xl) | |i| ≤ Nn + 2n+ 1, l ∈ {1, . . . q}
©
\{φn(xp), φ
−n−1(xp)}
and
Kpn =
⋃
i,l
W li
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where we take the union over all (i, l) such that 0 ≤ i ≤ n − 1 and
{φn(xp), φ
−n−1(xp)}∩W li = ∅. Choose V
p
n open with φ
n(xp) ∈ V
p
n such
that
V pn ⊆ V
p
n ⊆
Ä
(Up+\K
p
n) ∩ φ
2n+1 (Up−\K
p
n)
ä
\Mpn .
With this choice (1n)−(4n) all hold and we have constructed the desired
sequence of open sets. For each p and n we choose a function gpn ∈ C(X)
with supp gpn ⊆ V
p
n , 0 ≤ g
p
n ≤ b
p
n and g
p
n(φ
n(xp)) = b
p
n, and set
f pn = g
p
n − g
p
n ◦ φ
2n+1 .
Then supp f pn ⊆ W
p
n and f
p
n ∈ C(X). Set
fn =
q∑
p=1
f pn ∈ C(X) .
Since supp f pn ⊆ W
p
n and W
p
n ∩W
l
n = ∅ for each p 6= l we see from the
construction that
‖fn‖∞ = max
p
‖f pn‖∞ = Sn . (8.1)
Lemma 8.2. The sum F =
∑∞
n=0 fn converges uniformly to a contin-
uous function F : X → R.
Proof. Set Fm =
∑m
n=0 fn. Let ε > 0 be given, and choose N such that
Si +
∞∑
k=i
2−k < ε
for all i ≥ N . We show that |Fm(x)− FN (x)| ≤ ǫ for all m ≥ N and
all x ∈ X , which will prove the lemma. Fix x ∈ supp (Fm − FN ). Then
Fm(x)− FN (x) =
m∑
n=N+1
fn(x) .
Let i1 < i2 < i3 < · · · < il be the numbers between N + 1 and m for
which x ∈ supp fij . If l = 1 it follows from (8.1) that |Fm(x)− FN(x)| ≤
Si1 ≤ ǫ. Assume l > 1 and consider 1 ≤ n < l. Since x ∈ supp fin and
x ∈ supp fin+1 there is a p ∈ {1, . . . , q} such that x ∈ W
p
in+1 ∩ supp fin .
It follows from (4in+1) that {φ
in+1(xp), φ
−in+1−1(xp)} ∩ W sin 6= ∅ for
some s ∈ {1, 2, · · · , q} and then from (3in) that in+1 ≥ Nin . Then
brin+1 ≤ 2
−in for all r ∈ {1, . . . , q} by (ain) of Lemma 8.1. In combina-
tion with (8.1) this shows that
|Fm(x)−FN (x)| ≤
m∑
n=N+1
|fn(x)| ≤
l∑
j=1
|fij (x)| ≤ Si1+
l∑
j=2
2−ij−1 ≤ ε .

Remark 8.3. Notice that if ν is a φ-invariant measure then for any p
and n, ∫
f pn dν =
∫
gpn dν −
∫
gpn ◦ φ
2n+1 dν = 0 ,
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and hence
∫
F dν = 0. By Theorem 2.2 the corresponding flow αF is
approximately inner.
Remark 8.4. By construction the functions gpn, g
p
n◦φ
2n+1, p = 1, 2, . . . , q,
have disjoint support. Hence, for all n we have the implications
gpn(x) 6= 0 ⇒ g
l
n ◦ φ
2n+1(x) = gln ◦ φ
−2n−1(x) = 0
for all l ∈ {1, 2, · · · , q}, and
gpn(x) 6= 0 ⇒ g
l
n(x) = 0
when l ∈ {1, 2, · · · , q} \ {p}.
Lemma 8.5. Let n ∈ N ∪ {0} and p ∈ {1, . . . , q}. Then
m∑
k=n
fn(φ
k(xp)) ∈ [−(2n + 1)Sn, b
p
n] ,
for m ≥ n, and if
∑m
k=n fn(φ
k(xp)) is different from b
p
n then m is so big
that
m∑
j=0
apj +
n∑
j=0
(2j + 1)Sj ≤
m∑
j=n+1
bpj .
Proof. Fix a p ∈ {1, . . . , q}. Since gpn(φ
n(xp)) = b
p
n it follows from
Remark 8.4 that fn(φ
n(xp)) = b
p
n.
Claim 1: If k > n and fn(φ
k(xp)) > 0, then k ≥ 3n + 3 and
fn(φ
k(xp)) + fn(φ
k−2n−1(xp)) = 0 .
To prove Claim 1 note that if fn(φ
k(xp)) > 0 then there exists some
l ∈ {1, . . . , q} such that φk(xp) ∈ W
l
n and hence k > Nn ≥ 3n + 3,
using (3n). Since fn(φ
k(xp)) > 0 implies g
l
n(φ
k(xp)) 6= 0, it follows
from Remark 8.4 that grn(φ
k+2n+1(xp)) = g
r
n(φ
k−2n−1(xp)) = 0 for all r
while grn(φ
k(xp)) = 0 for r 6= l. Thus
fn(φ
k(xp)) + fn(φ
k−2n−1(xp))
=
q∑
r=1
Ä
grn(φ
k(xp))− g
r
n(φ
k+2n+1(xp))
ä
+
q∑
r=1
Ä
grn(φ
k−2n−1(xp))− g
r
n(φ
k(xp))
ä
= gln(φ
k(xp))− g
l
n(φ
k(xp)) = 0 .
Claim 2: If k > n and fn(φ
k(xp)) < 0 then:
fn(φ
k(xp)) + fn(φ
k+2n+1(xp)) = 0 .
To prove Claim 2 note that if fn(φ
k(xp)) < 0 then there exists some
l ∈ {1, . . . , q} such that φk(xp) ∈ W
l
n, and in particular g
l
n(φ
k+2n+1(xp)) 6=
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0, so Remark 8.4 implies that grn(φ
k(xp)) = 0 and g
r
n(φ
4n+2(φk(xp))) = 0
for all r and that grn(φ
k+2n+1(xp)) = 0 for all r 6= l. Hence
fn(φ
k(xp)) + fn(φ
k+2n+1(xp))
=
q∑
r=1
Ä
grn(φ
k(xp))− g
r
n(φ
k+2n+1(xp))
ä
+
q∑
r=1
Ä
grn(φ
k+2n+1(xp))− g
r
n(φ
k+4n+2(xp))
ä
= −gln(φ
k+2n+1(xp)) + g
l
n(φ
k+2n+1(xp)) = 0 .
Using the two claims we can complete the proof as follows. Let
A+ = {n+ 1 ≤ k ≤ m : fn(φ
k(xp)) > 0} and A− = {n + 1 ≤ k ≤ m :
fn(φ
k(xp)) < 0}. Then
m∑
k=n+1
fn(φ
k(xp)) =
∑
k∈A+
fn(φ
k(xp)) +
∑
k∈A−
fn(φ
k(xp)) .
By the first claim the map η(k) = k − 2n− 1 takes A+ into A− while
the second claim implies that A− ∩ [0, m− 2n− 1] ⊆ η(A+). It follows
therefore from Claim 1 that∑
k∈A+
fn(φ
k(xp)) +
∑
k∈A−
fn(φ
k(xp)) =
∑
k∈A−\η(A+)
fn(φ
k(xp)) .
Since A− \ η(A+) ⊆ A− ∩ [m− 2n,m] and since −Sn ≤ fn(φ
k(xp)) ≤ 0
for k ∈ A− we find that
m∑
k=n
fn(φ
k(xp)) = b
p
n +
∑
k∈A−\η(A+)
fn(φ
k(xp)) ∈ [−(2n + 1)Sn, b
p
n] .
For the last statement in the lemma let j > n be the smallest number
with fn(φ
j(xp)) 6= 0. If m < j then
∑m
k=n fn(φ
k(xp)) = b
p
n, so we
must have m ≥ j. But fn(φ
j(xp)) 6= 0 implies φ
j(xp) ∈ W
l
n for some
l ∈ {1, . . . , q} and hence j > Nn, using (3n). The stated inequality
follows therefore from (bn) in Lemma 8.1. 
The proof of the following Lemma is very similar to that of Lemma
8.5, and we leave it to the reader.
Lemma 8.6. Let n ∈ N ∪ {0} and p ∈ {1, . . . , q}. For any m ≥ n
then:
m∑
k=n+1
fn(φ
−k(xp)) ∈ [−b
p
n, (2n+ 1)Sn],
and if
∑m
k=n+1 fn(φ
−k(xp)) 6= −b
p
n then m is so big that
m−1∑
j=0
apj +
n∑
j=0
(2j + 1)Sj ≤
m−1∑
j=n+1
bpj .
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Lemma 8.7. For p ∈ {1, . . . , q} and m ∈ N,
m∑
i=0
api ≤
m∑
i=0
F (φi(xp)) ≤
m∑
i=0
bpi (8.2)
and
−
m−1∑
i=0
bpi ≤
m∑
i=1
F (φ−i(xp)) ≤ −
m−1∑
i=0
api . (8.3)
Proof. Fix a p ∈ {1, . . . , q}. For the first statement, notice that fj(φ
i(xp)) =
0 when 0 ≤ i < j by construction. This implies that
m∑
i=0
F (φi(xp)) =
m∑
i=0
i∑
j=0
fj(φ
i(xp))
=
m∑
j=0
f0(φ
j(xp)) +
m∑
j=1
f1(φ
j(xp)) + · · ·+
m∑
j=m
fm(φ
j(xp)) .
The upper bound in (8.2) now follows directly from Lemma 8.5. If∑m
j=i fi(φ
j(xp)) = b
p
i for each 0 ≤ i ≤ m the lower bound is trivial, so
assume this is not the case and choose 0 ≤ n ≤ m largest such that∑m
j=n fn(φ
j(xp)) 6= b
p
n. It now follows from Lemma 8.5 that that m is
so big that
m∑
j=n+1
bpj ≥
m∑
j=0
apj +
n∑
j=0
(2j + 1)Sj ,
and since n was chosen largest then Lemma 8.5 gives
m∑
i=0
F (φi(xp)) =
m∑
k=0
m∑
j=k
fk(φ
j(xp)) =
n∑
k=0
m∑
j=k
fk(φ
j(xp)) +
m∑
k=n+1
bpk
≥
n∑
k=0
−(2k + 1)Sk +
m∑
j=0
apj +
n∑
j=0
(2j + 1)Sj =
m∑
j=0
apj .
To prove (8.3) note that fj(φ
−i(xp)) = 0 when j ≥ i so that
m∑
i=1
F (φ−i(xp)) =
m∑
i=1
i−1∑
j=0
fj(φ
−i(xp))
=
m∑
j=1
f0(φ
−j(xp)) +
m∑
j=2
f1(φ
−j(xp)) + · · · +
m∑
j=m
fm−1(φ
−j(xp)) .
This yields the lower bound by Lemma 8.6, and to obtain the upper
bound assume 0 ≤ n ≤ m−1 is chosen largest with
∑m
k=n+1 fn(φ
−k(xp)) 6=
−bpn; if such a n does not exist the stated upper bound is trivially true.
Using Lemma 8.6 we get
m∑
i=1
F (φ−i(xp)) =
m−1∑
k=0
m∑
j=k+1
fk(φ
−j(xp)) =
n∑
k=0
m∑
j=k+1
fk(φ
−j(xp))−
m−1∑
k=n+1
bpk
≤
n∑
k=0
(2k + 1)Sk −
m−1∑
j=0
apj −
n∑
j=0
(2j + 1)Sj = −
m−1∑
j=0
apj .
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
We can now complete the proof of Theorem 7.1: Partition {1, . . . , q} =
C ⊔ O such that Ip = ]−∞, βp] when p ∈ C and Ip = ]−∞, βp[ when
p ∈ O. Choose strictly decreasing sequences {cn}
∞
n=0 and {dn}
∞
n=0 of
positive numbers with cn/cn+1 → 1, c0 = 1 and such that
∑∞
n=0 c
s
n <∞
when s ≥ 1,
∑∞
n=0 c
s
n = ∞ when s < 1,
∑∞
n=0 d
s
n < ∞ when s > 1,∑∞
n=0 d
s
n =∞ when s ≤ 1. Consider a p ∈ C. Set
apn =
log(cn+1)− log(cn)
βp
.
Find a non-increasing sequence {tpn}
∞
n=0 ⊆ ]1, 2[ such that limn→∞ t
p
n =
1 and bpn := t
p
na
p
n satisfies the criteria (1), (2) and (3) from the beginning
of this Appendix. When β ≥ 0 it follows from the first inequality
of(8.2) that the sum from 3) in Lemma 4.9 is divergent and hence that
there is no eβF -conformal measure concentrated on the orbit of xp. Let
β ∈ ]βp, 0[. Choose β/βp < s < 1. By the choice of {t
p
n} there is a
N ∈ N such that
s
k−1∑
i=0
bpi ≤
k−1∑
i=0
api
for all k ≥ N . Using (8.2) we find that
exp
Ä
β
k−1∑
i=0
F (φi(xp))
ä
≥ exp
Ä
β
k−1∑
i=0
bpi
ä
≥ exp
Ä
s−1β
k−1∑
i=0
api
ä
= c
s−1β
βp
k
for k ≥ N . Since s
−1β
βp
< 1 it follows again from Lemma 4.9 and the
properties of {cn} that there is no e
βF -conformal measure concentrated
on xp. When β ≤ βp we find that
exp
Ä
β
k−1∑
i=0
F (φi(xp))
ä
≤ exp
Ä
β
k−1∑
i=0
api
ä
= c
β/βp
k
and
exp
Ä
− β
k∑
i=1
F (φ−i(xp))
ä
≤ exp
Ä
β
k−1∑
i=0
api
ä
= c
β/βp
k ,
and now 3) of Lemma 4.9 implies that there is a eβF -conformal measure
concentrated on the orbit of xp. The elements of O is handled in the
same way, using the sequence {dn} instead.

9. Appendix B: Proof of Proposition 7.2
We modify the construction used to prove Theorem 3 in [BMM].
Throughout the appendix α will be an arbitrary but fixed irrational
number in [0, 1]. We start by recalling Dirichlet’s theorem for approx-
imation of irrational numbers.
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Theorem 9.1. (Dirichlet) The inequality∣∣∣α− p
q
∣∣∣ ≤ 1
q2
is satisfied for infinitely many integers p and q.
When r ≥ 0 we use the notation [r] for the unique number in [0, 1[
with r − [r] ∈ N. We choose first a rational number p1/q1 ∈ Q such
that ∣∣∣α− p1
q1
∣∣∣ ≤ 1
1322+1q1
.
This is possible by Theorem 9.1; just take q1 ≥ 1
322+1. Now define
u1(x) =


21+1 + 1 · 22+1q1x if x ∈
î
− 1
1·21q1
, 0
ó
,
21+1 − 1 · 22+1q1x if x ∈
î
0, 1
1·21q1
ó
,
0 , otherwise ,
and consider the sawtooth function ω1 defined
ω1(x) :=
q1∑
p=0
u1(x− p/q1)
when x ∈ [0, 1]. Since ω1(0) = ω1(1) we can and will consider ω1 as a
1-periodic function on R. Then ω1 is in fact
1
q1
-periodic. Since ω1 is a
uniformly continuous function there exists a number 0 < ε1 < 1 such
that if |x− y| ≤ ε1 then |ω1(x)− ω1(y)| ≤ 1/1
2. Now choose a integer
n2 ∈ N with n2 ≥ 2 such that [n2α] ≤ ε1; this is possible because of
minimality of rotation by α since (0, ε1) is open. Choose a rational
number p2/q2 such that∣∣∣α− p2
q2
∣∣∣ ≤ 1
2322·2+1n2q2
=
1
2325n2q2
, (9.1)
which can be done by taking q2 ≥ 2
325n2 in Theorem 9.1. Then∣∣∣α− p2
q2
∣∣∣ ≤ 1
2322·2+1q2
since n2 ≥ 1, and it follows from (9.1) that∣∣∣αn2 − p2n2
q2
∣∣∣ ≤ 1
2322·2+1q2
⇒
∣∣∣[αn2]− r(2)2
q2
∣∣∣ ≤ 1
2322·2+1q2
where r(2)2 ∈ N ∪ {0} with 0 ≤ r(2)2 < q2. Now define
u2(x) =


22+1 + 2 · 24+1q2x if x ∈
î
− 1
2·22q2
, 0
ó
,
22+1 − 2 · 24+1q2x if x ∈
î
0, 1
2·22q2
ó
,
0 , otherwise ,
and the corresponding sawtooth function ω2 by
ω2(x) :=
q2∑
p=0
u2(x− p/q2)
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when x ∈ [0, 1], and extend it by periodicity to a 1
q2
-periodic function on
R. Since ω2 is uniformly continuous there exists a number 0 < ε2 ≤ ε1
such that if |x − y| ≤ ε2 then |ω2(x) − ω2(y)| ≤ 1/2
2. Now choose an
integer n3 ∈ N with n3 > n2 such that [n3α] ≤ ε2. As before Theorem
9.1 gives a rational number p3/q3 such that∣∣∣α− p3
q3
∣∣∣ ≤ 1
3322·3+1n3n2q3
=
1
3327n3n2q3
,
which implies that ∣∣∣α− p3
q3
∣∣∣ ≤ 1
3322·3+1q3
.
Arguing as before there exists 0 ≤ r(3)2, r(3)3 ≤ q3 such that∣∣∣[αn2]− r(3)2
q3
∣∣∣ ≤ 1
3322·3+1q3
and ∣∣∣[αn3]− r(3)3
q3
∣∣∣ ≤ 1
3322·3+1q3
.
Now define
u3(x) =


23+1 + 3 · 22·3+1q3x if x ∈
î
− 1
3·23q3
, 0
ó
,
23+1 − 3 · 22·3+1q3x if x ∈
î
0, 1
3·23q3
ó
,
0 , otherwise ,
and then the sawtooth function ω3 as
ω3(x) :=
q3∑
p=0
u3(x− p/q3)
when x ∈ [0, 1] and extend to get a 1
q3
-periodic function on R. Since ω3
is uniformly continuous there exists a number 0 < ε3 ≤ ε2 such that if
|x− y| ≤ ε3 then |ω3(x)−ω3(y)| ≤ 1/3
2. Choose a integer n4 ∈ N with
n4 > n3 such that [n4α] ≤ ε3, etc.
We continue like this and get a sequence of continuous functions
{ωk}
∞
k=1 on R, a sequence of rational numbers {pk/qk}
∞
k=1, an increasing
sequence of integers {nk}
∞
k=1 with n1 = 1 and a decreasing sequence of
positive real numbers {εk}
∞
k=1 with ε1 < 1 such that for each k ∈ N:
a) There are numbers 0 ≤ r(k)2, r(k)3, . . . , r(k)k ≤ qk such that
•
∣∣∣α− pk
qk
∣∣∣ ≤ 1
k322k+1qk
and
•
∣∣∣[niα]− r(k)iqk
∣∣∣ ≤ 1
k322k+1qk
for i = 2, . . . , k,
b) ωk is non-negative with∫ 1
0
ωk(x) dx = 2/k ,
c) ωk(x+
1
qk
) = ωk(x) for x ∈ R ,
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d) the support of ωk in [0, 1] has Lebesgue measure qk
2
k2kqk
,
e) |ωk(x)− ωk(y)| ≤ k2
2k+1qk |x− y| for all x, y ∈ R ,
f) |ωk(x)− ωk(y)| ≤ 1/k
2 when |x− y| ≤ εk ,
g) [nk+1α] ≤ εk .
The first condition in a) and b),c),d) and e) are all true for the con-
struction in [BMM] and have the following consequences, cf. [BMM]:
• The sum f(x) =
∑∞
k=1 ωk(x) − ωk(x + α) converges uniformly
to a 1-periodic continuous function on R.
• The sum ω(x) =
∑∞
k=1 ωk(x) converges for Lebesgue almost all
x ∈ [0, 1].
•
∫ 1
0 ω(x) dx = ∞.
We have added the second condition in a) and f) and g) in order to
conclude
•
∑∞
l=1 |ωl(x)− ωl(x+ nkα)| ≤ 2
for all k > 1 and all x ∈ R. To see that this is true note that because
the {εn}-sequence is decreasing it follows from g) that
[nkα] ≤ εk−1 ≤ εl
when l < k. Using c) and f) we find that
|ωl(x)− ωl(x+ nkα)| ≤
1
l2
for all x ∈ R. For l ≥ k we get from a) that
∣∣∣[nkα]− r(l)k
ql
∣∣∣ ≤ 1
l322l+1ql
and then from c), e) and a) that
|ωl(x)− ωl(x+ nkα)| = |ωl(x+
r(l)k
ql
)− ωl(x+ nkα)|
≤ l22l+1ql|[nkα]− r(l)k/ql| ≤
1
l2
for all x ∈ R. In conclusion we have for any k > 1 and x that
∞∑
l=1
|ωl(x)− ωl(x+ nkα)| ≤
∞∑
l=1
1
l2
≤ 2 .
Note that this implies that for all x,
|
nk−1∑
i=0
f(x+ iα)| ≤ 2 .
By identifying the circle T with R/Z the function f becomes a po-
tential F : T → R. Putting ω(x) = 0 when
∑∞
k=1 ωk(x) = ∞ we can
consider ω as a real-valued Borel function v on T. Then F and v have
the properties specified in Proposition 7.2.
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