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PROPOSITO Y DESARROLLO
La aparicion de los microprocesadores ha su- 
puesto la mayor revolucion de los ultimos anos en el 
mundo de la electronics. Debido a su bajo costo, 
su versatilidad, y su gran fiabilidad, permiten re- 
ducir en tamano y precio la circuiteria de un sis- 
tema, sustituyendo en buena parte la logica cablea- 
da por la logica prograupada residente en memoriae 
de sdlo lectura.
Sin embargo la introducciôn de microproce- 
sadores ha supuesto la necesidad de modificar a ve- 
ces profundamente la filosofla de diseno de los sis- 
temas electrônicos, modificaciôn impuesta por la 
relativamente baja potencia de procesamiento de los 
microprocesadores actuales.
Esta afirmaciôn es especialmente vâlida en 
aquellos procesos crîticos en los que el procesamien­
to de los datos en tiempo real exige potencias de câl- 
culo muy considerables. •
Los sistemas de control numérico son un 
ejemplo tîpico de sistemas electrônicos que se han 
visto profundamente influidos por la apariciôn de 
los microprocesadores.
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Hasta la aparicion de los microprocesadores 
los sistemas de control numérico se dividian en dos 
grandes sectores: el de los sistemas destinados a 
controlar mâquinas-herramienta muy costosas y sofis- 
ticadas donde se podla incluir como elemento bâsi- 
co de sîntesis un minicomputador dentro del sistema 
de control sin que encareciese excesivamente a êste 
y el sector de los contrôles de tipo medio y peque- 
no destinados a mâquinas mâs sencillas e implemen- 
tadas con logica cableada.
En especial dentro de esta segunda categ6- 
ria de sistemas de control numérico, la sustituciôn 
de gran parte de la lôgica cableada por un micro- 
procesador hace precise cambiar a veces profunda­
mente el modo de funcionamiento del control numé­
rico.
La utilizacion del microprocesador como 
elemento bâsico de sîntesis de un control numérico 
impone condiciones muy estrictas en la organiza- 
ciôn del sistema, en el disefio de sus distintas 
unidades funcionales e incluse en la eleccion del 
microprocesador propiamente dicho.
Para* la organizaciôn del sistema habrâ que 
recurrir segûn la categorîa del équipé de control 
numérico a un procesamiento distribuido entendien- 
do esto en su sentido mâs âmplio. En los équipés 
de la gama alta, este procesamiento distribuido -
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se realizarâ mediante sistemas multimicroprocesador 
(arquitectura MIMD) apoyados en ciertas funciones 
por periféricos LSI inteligentes. Estos periféri- 
COB de microcomputador aumentan considérablemente 
el rendimiento del sistema de control numérico, 
ya que al funcionar en paralelo con el microprocesa­
dor rcquieren una atenciôn minima por su parte.
El microprocesador puede entonces dedi- 
carse fundaunentalmente a la administracion de ta- 
reas y a la toma de decisiones.
En los equipos de la gama media!y baja ■ 
bastarâ normalmente con recurrir a un ûnico pro- 
cesador apoyado por los periféricos inteligentes 
que realizan fundamentalmente funciones de entrada- 
salida o incluso por periféricos universales que son 
verdaderos microcomputadores en una pastilla y que 
por tanto pueden ser programados para realizar 
cualquier funciôn perifêrica deseada.
Aûn con la creaciôn de sistemas con ca- 
pacidad de procesamiento distribuido y sobre todo 
en los sistemas con procesador ûnico, es necesario 
que dicho procesador cumpla ciertas condiciones bâ- 
sicas. La condiciôn mâs importante viene impuesta 
por la magnitud de los valores numéricos a manejar, 
siempre en aritmêtica entera.
Esta condiciôn impone procesamiento de pa­
labras de un minimo de 24 bits por lo que se deberâ 
trabajar en triple precisiôn con un microprocesador 
tipico de 8 bits.
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Por razones que se discuten en la memoria, 
la unidad aritmêtica deberâ ser de alta precisiôn 
y velocidad.
Ademâs de estas condiciones bâsicas impue£ 
tas a la organizaciôn del sistema y al propio micro 
procesador, serâ necesario tener en cuenta requisi­
tes muy estrictos en el diseno de las unidades fun­
cionales de un control numérico implementado con m£ 
croprocesadores.
El .propôsito de la présente memoria consis
I l  j ' “
te en estudiar la influencia que tlene el micropro­
cesador en el disefio de un control numérico. Esta 
influencia va a condicionar especialmente el diseno 
de la unidad de interpolaciôn y el del servomecani£ 
mo de control de posiciôn.
Hasta la apariciôn de los microprocesadores 
el proceso de interpolaciôn lo realizaba un Analiza­
dor Diferencial Digital (DDA) normalmente incluîdo 
dentro del propio equipo de control.
En la gama mâs alta que utilizaba un mini­
computador, el proceso de interpolaciôn lo realiza­
ba, aunque con ciertas limitaciones, el propio mi­
nicomputador por programa.
La inclusion del microprocesador hace reco 
mendable la utilizaciôn de otras técnicas de inte- 
graciôn distintas a las de los DDA.
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Asî han aparecido los primeros DDA modifi- 
cados que reallzan la generaciôn de curvas a par­
tir de la representaciôn no paramétrica de la cur- 
va deseada. Estos algoritmos no paramétricos de 
interpolaciôn, si bien presentan caracterîsticas 
comunes, se diferencian en la forma de selecciôn 
del desplazamiento a efectuar desde el punto al- 
canzado a uno de los ocho posibles que lo rodean 
sobre una cuadricula cuyo lado es funciôn de la 
precisiôn deseada.
La caiktidad y el tipo dd las dperaciones 
aritméticas necesarias para la selecciôn del nue- 
vo punto (ciclo bâsico de generaciôn de salidas del 
interpolador) determinan la bondad de un algorit- 
mo para su implementaciôn por programa sobre un 
microcomputador. Por consiguiente, para que el ren­
dimiento sea mâximo es necesario disponer de al- 
gûn algoritmo de interpolaciôn que cumpla como re­
quisites bâsicos tener un ciclo bâsico de generaciôn 
de salidas minimo, ser lineal y sencillo en la ini- 
ciaciôn de variables, que permita realizar despla- 
zamientos simultâneos en los ejes y que utilice un 
criterio de parada muy sencillo.
El desarrollo de un algoritmo que verifi- 
que estas condiciones ha sido uno de los principa­
les logros de nuestra investigaciôn.
Otro propôsito de la investigaciôn realiza- 
da ha sido el estudiar la influencia del micropro­
cesador no sdlo en la configuraciôn del servoméca­
nisme sino tambien en el comportamiento dinâmico del
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lazo de control. Las investigaciones realizadas 
han permitido determinar la influencia que tiene 
el perîodo de muestreo en la estabilidad y en el 
tiempo de respuesta del sistema. Asimismo, el es- 
tudio de la respuesta en frecuencia ha hecho po­
sible evaluar los errores de perfll en contorneo, 
en sistemas basados en microprocesadores, relacio- 
nando la aceleraciôn centrlpeta de avance en la 
generaciôn de arcos de circunferencia con parâme- 
tros taies como el perîodo de muestreo y la cons­
tante ^ecânicq del motor^
Como consecuencia de todos los resultados 
anteriores se ha obtenido un método integrado de 
diseno de sistemas de control numérico basados en 
microprocesadores, lo que constituîa nuestro pri­
mordial objetivo.
Mediante este método es posible, dadas las 
constantes de tiempo mecânicas de los motores de 
continua utilizados y el limite inferior en el pé­
riode de muestreo impuesto por cada microprocesador 
y cada diseno conreto, encontrar el valor ôptimo 
de los paramétrés que condicionan el comportamiento 
dinâmico del sistema muestreado de control.
La memoria que se présenta consta de cuatro 
capltulos. En el primero, trâs unas notas histôricas 
sobre los sistemas de control numérico, se desglo- 
san las principales tareas tlpicas a realizar por 
éste, indicando y justificando las que se consideran 
crlticas. Se presentan los microprocesadores y fi- 
nalmente se delimitan los temas a tratar en capl­
tulos posteriores.
El capltulo segundo se dedica al estudio 
del sistema de control de posiciôn analizando tan­
to la operaciôn punto a punto como la de contorneo.
A continuaciôn se presentan distintas con­
figuraciones de sistemas de control para operaciôn 
en contorneo analizando sus ventajas e inconvenien- 
tes desde el punto de vista de su implementaciôn 
electrônica (hardware) y de su programaciôn (soft­
ware) Se continûa este capltulo estudiando el com­
portamiento dinâmico de las distintas configuracio- 
neis. La elecbiôn de un criterio dé optimizaciôn 
permite hacer un anâlisis de estabilidad y un es- 
tudio del tiempo de respuesta, encontrândose una 
ecuaciôn de tercer grado que suministra el valor 
ôptimo de la ganancia en lazo abierto.
Finalmente se estudian los errores de perfll 
en contorneo, en especial en la generaciôn de rec- 
tas y arcos de circunferencia. Estas investigacio­
nes permiten relacionar la aceleraciôn centrlpeta 
de avance con parâmetros taies como la constante 
de tiempo mecânica del motor y el perîodo de mues­
treo.
El tercer capltulo se inicia estudiando 
someramente los métodos paramétricos de interpola­
ciôn para pasar inmediatamente al estudio de los 
no paramétricos.
Se presentan los métodos de Jordan y de 
Pitteway pasando a continuaciôn a la exposiciôn
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detallada del algoritmo que hemos desarrollado. 
Esta exposiciôn incluye la interpolaciôn lineal 
en el piano, lineal en el espacio y circular en 
el piano. Finalmente se realiza una extension 
del método a la generaciôn de cualquier tipo de 
cônicas.
De acuerdo con todos los resultados an­
teriores se expone en el capltulo IV un método 
integrado de diseno. Un ejemplo s-irve para va- 
lorar mejor el método de diseno que proporciona 
ademâs un control automâtico ôptimo de la acele 
raciôn y deceleraciôn del sistémâ. •
La simulaciôn realizada en un minicompu 
tador de una configuraciôn de servomécanisme 
elegida de acuerdo con el capltulo II, junto con 
el método de interpolaciôn propuesto en el capl­
tulo III ha permitido el trazado de contornos 
en el piano y la constataciôn de las pérdidas de 
precisiôn (redondeos) que se producen debido a 
las caracterîsticas de los lazos completes de po 
siciôn (retardes del lazo), sugiriéndose un pro- 
cedimiento para disminuirlas.
Para este fin ha sido necesario simuler 
el conjunto regulador - motor suponiendo que en 
su funciôn de transferencia existe un ûnico polo 
dominante, el debido a la constante de tiempo me 
cânica del motor. Para finalizar la memoria se 
presentan las principales aportaciones y conclu­
siones as! como una relaciôn del material biblio 
grâfico consultado.
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C A P I T U L O  I 
PLANTEAMIENTO DEL PROBLEMA
1.1. ANTECEDENTES
Las mâquinas-herramienta han jugado un papel 
fundamental en el desarrollo tecnologico, hasta el pun­
to de ser su tasa de crecimiento uno de los factores 
! que gobiernan el desarrollo industrial (UN 74),
Los primeros intentes de automatizar el funcio­
namiento de una mâquina comenzaron a principios del si- 
glo XIX, pues ya en 1801 Jacquard Loom ideo una mâqui­
na textil que permitxa realizar distintos tipos de te- 
jido variando una secuencia de operaciôn que le era da­
da por medio de tarjetas perforadas.
Desde entonces todos los esfuerzos se han enca- 
minado a incrementar la productividad, precisiôn, ra- 
pidez y flexibilidad de las mâquinas-herramienta. Otra 
funciôn que ha revestido importancia, si bien no des­
de el punto de vista cuantitativo, es la viabilidad 
de mecanizaciôn de determinadas piezas muy complejas, 
que dificilmente se hubieran podido fabricar manualmen- 
te.
Los primeros automatismes poco hicieron en fa­
vor de la flexibilidad del sistema, dado que eran fun­
damentalmente dispositivos de propôsito particular y
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por tanto muy rigidos en su concepciôn, sistemas 
especîficos para mâquinas especîficas (para posi- 
cionadores punto a punto, para tornos, etc.).
Hacia 1942 aparecion el que podrîamos 11a- 
mar en verdad primer control numérico, y tuvo su 
origen en las necesidades impuestas por la indus- 
tria aeronaûtica, donde las piezas a fabricar pue­
den llegar a ser muy complejas.
Desde entonces, las majoras introducidas 
en los disenos tuvieron en cuenta el incrementar 
la versatilidad de los sistemas de control numé­
rico, que es la mejor virtud de estos automatis­
mes .
Para los propôsitos de nuestro trabajo, po­
drîamos définir el control numérico como todo dispo­
sitive capaz de dirigir posicionamientos de un 6r- 
gano mecânico movil en el que las ôrdenes relatives 
a sus desplazamientos son elaboradas en forma total- 
mente automâtica a partir de las informaciones de- 
finidas bien manualmente (funcionamiento semiauto- 
mâtico), bien por intermedio de un programa (fun­
cionamiento automâtico) (AL 7 9).
1.2. FUNCIONES TIPICAS DE UN CONTROL NUMERICO DE TIPO MEDIO
Un sistema de control numérico puede ser 
analizado en funciôn de las tareas que realiza y 
que podemos dividir en dos grandes grupos:funciones 
no crlticas y funciones crlticas. Son las primeras 
aquellas que no exigen un tratamiento determinants
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en el tiempo para satisfacer las especificaciones 
del sistema. Las segundas, por el contrario,preci- 
san una respuesta en tiempo real para cumplir las 
prestaciones exigidas.
Veamos a continuaciôn con mâs detalle cada 
uno de estos grupos.
1.2.1 Funciones no crlticas
Estas funciones pueden a su vez subdividir- 
se en dos secciones: la primera engloba todas las  ^
funciones que se realizan sin estar mecanizando 
una pieza y la segunda las que tienen lugar durante 
la mecanizaciôn.
La primera podemos denominarla ediciôn de 
programas-pieza, entendiendo por programa-pieza un 
conjunto de bloques que fijan un proceso de meca­
nizaciôn y describiendo un bloque una operaciôn a 
realizar por el sistema.
Entre las tareas tlpicas de la ediciôn de pro- 
gramas-pieza, podemos citar:
. Introducciôn de programas-pieza desde el tèclado 
o consola.
. Lectura de programas-pieza desde un medio de alma- 
cenamiento externo (cinta magnética o perforada, dis­
co magnêtico flexible, etc.).
. Grabaciôn de programas-pieza en memoria interna.
. Modificaciôn de programas-pieza en memoria interna 
ya sea anadiendo, suprimiendo o alterando bloques.
-12-
. Visualizaciôn en consola de bloques residentes en 
memoria interna.
, Cualquier otra tarea relacionada con la manipula- 
ciôn de datos.
En la segunda secciôn de funciones no cri- 
ticas incluimos todas las que se simultanean con las 
funciones crlticas que veremos en el prôximo apar- 
tado y muchas veces su tratamiento se reduce a una 
acciôn sobre algûn dispositive dependiente de la mâ­
quina o de aviso al operador, siendo en otras oca- 
siones una indicaciôn del tipo de trabajo A reali­
zar.
Estas tareas se suelen dividir en preparato­
ries y auxiliares. A tltulo ilustrativo, enumeramos 
algunos de ambos tipos a continuaciôn (IS 75). 
Ejemplos de tareas preparatories:
. Eleccion del piano de trabajo (XY, XZ,YZ).
. Tipo de interpolaciôn 
. Compensaciôn de radio 
. Programaciôn absoluta-relativa 
. Ciclos fijos (roscado, taladrado, etc)
Ejemplos de tareas auxiliares:
. Parada programada
. Sentido de rotaciôn de herramienta 
. Indicaciôn de Ccunbio de herramienta 
. Abrir o cerrar la salida de lubrificante 
. Cualquier aviso del operador a través de las luces 
de consola o del grupo impresor (si lo hubiera).
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Ademâs de estas funciones existen otras des- 
tinadas a programar funciones taies como temporiza- 
ciôn, velocidad de rotaciôn del ûtil, etc.
1.2.2 Funciones crlticas
Englobâmes en este apartado las funciones re- 
lacionadas con velocidad de avance, interpolaciôn y 
control del lazo de posiciôn. Entre las tareas tlpi­
cas podemos citar:
. Câlculo de la velocidad dd avance:eh cada ejfe a par­
tir de la velocidad de avance dada por el programa- 
pieza.
• Generaciôn de la trayectoria definida por programa 
. Câlculo del error de posiciôn, a fin de actualizar
el servomécanisme de control de posiciôn para cada 
uno de los ejes.
• Compensaciôn del radio de herramienta.
• Interpretaciôn de bloques.
1.3. EL CONTROL NUMERICO CON COMPUTADOR
En un principio todos los contrôles numéricos, 
cualquiera que fuese su complejidad, estaban imple- 
mentados utilizando lôgica cableada. La apariciôn y 
comercializaciôn de los minicomputadores proporcio- 
nô nuevos elementos a los disenadores, que vieron co­
mo su introducciôn en los contrôles numéricos mejora- 
ba grandemente las prestaciones de sus equipos, faci- 
litando el control de periféricos, la gestion de —
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memoria y las comunicaciones con el operador. Ademâs, 
al disponer de un sistema programable era mâs fâcil 
construir equipos fisicamente similares pero de fun­
ciones distintas, adaptables a diverses tipos de mâ- 
quinas-herramiehta, mas versâtiles y mâs economicos, 
al ser producidos en series mayores y variando unica- 
mente el sistema de programaciôn que contenîan. Na- 
ciô as! el control numérico con computador.
Sin embargo, el precio de los minicomputado- 
res hacîa que solo résultera rentable su incorpora- 
cion a sistemas desttinados: a'contrôlai mâquinas-he­
rramienta grandes, con posibilidad de mecanizar pie­
zas en très o mâs ejes.
Por su parte,los sistemas mâs sencillos, ta­
ies como los posicionadores y los de contorneo en dos 
dimensiones, siguieron desarrollândose apoyados en 
técnicas convencionales de lôgica cableada, incorpo- 
rando naturalmente los nuevos componentes electrôni­
cos que iban apareciendo en el mercado, pero sin la 
posibilidad de incluir sistemas programables inteli­
gentes , debido a la pérdida de competitividad que 
su incorporaciôn, dado su elevado costo, suponîa tren­
te a los sistemas tradicionales.
1.4 MICROPROCESADORES Y MICROCOMPUTADORES
Los incesantes avances en el campo de la tec- 
nologîa electrônica han permitido la construcciôn de 
circuitos integrados que cada vez son de mayor densi- 
dad y complejidad de funciones, desembocando a --
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finales de la década de los sesenta en la aparicion 
de los microprocesadores como respuesta a la bûsque- 
da de sistemas compactes y economicos cuya estructura 
fuera independiente de las funciones que fueran es­
paces de realizar.
Un microprocesador (AL 77) es la unidad cen­
tral de proceso de un computador contenida en uno o 
unos pocos circuitos integrados. Ayudado por otras 
pastillas de circuito integrado del tipo LSI (cir­
cuitos de elevada densidad de integraoiôn) forma unI ; • 1 ^
microcomputador, sistema programable de propôsito - 
general.
Habitualmente cada microcomputador dispone de 
una familia mâs o menos extensa de componentes (micro­
procesadores, memories de diverses tipos- solo lectura, 
de almacenamiento dinâmico-, môdulos de control, mo­
dules de entrada-salida, etc) Si bien existen ya en 
el mercado sistemas completes de configuraciôn fi- 
ja contenidos en una sola pastilla, lo usual es confi­
gurer cada microcomputador en base a las pastillas 
disponibles para adaptarlo lo mâs exactamente posi­
ble al problème a resolver.
Una de las caracterîsticas que mejor fijan 
las caracterîsticas de los multiples microprocesado­
res existantes en el mercado es, al igual que sucede 
con les miniordenadores, la longitud de palabra que 
emplean internamente.
Existen microcomputadores de 4 bits, aptos 
para aplicaciones que precisan poca velocidad de —
-16-
operacion, que trabajan eon nûmeros pequefios o que 
controlan dispositivos de lôgica cableada que operan 
internamente en codigo BCD.
El mayor numéro de microprocesadores comer- 
cializados y vendidos en la actualidad tienen una 
longitud de palabra de 8 bits, lo que los hace muy 
aptos para trabajar con cadenas de caractères (mayo- 
ritariamente en codigos ASCII o similar de 7 bits, 
mas un • bit de paridad), siendo muy utilizados en sia- 
temas dedicados al control de comunicaciones, esta-
I , j ■ I
Clones recogedoras y concentradoras de datesi peque-
nos sistemas de gestiôn, etc.
Estâ comercializado algûn microprocesador de 
12 bits de longitud de palabra, construido para emu- 
lar a un minicmmputâdor muy popular de la misma lon­
gitud.
Dieciseis bits es una longitud de palabra 
comûn a la mayorîa de los minicomputadores del mer- 
cado. Por ello, los fabricantes de microcomputadores 
tambien han intentado invadir este area de aplica- 
ciones y existes ya varies modèles comercializados, 
alguno de elles corne hermano menor de families de 
minicomputadores y con programaciôn totalmente compa­
tible con ellos, lo que représenta una gran ventaja 
para el usuario, pues se pueden desarrollar los 
sistemas de programaciôn en un miembro mayor de la 
familia, ayudado por periféricos patentes, programas 
de utilidadfistemas operatives, etc, y el codigo ob- 
jeto obtenido hacerlo correr en un sistema dedicado
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cuyo centro sea el microprocesador compatible, mâs 
economico y, desde luego, mas lento, si bien la velo- 
cidad de operacion de los microprocesadores esta su- 
biendo dla a dia.
Citaremos tambien los microprocesadores "en 
rodajas" (bit slice en ingles), llamados asi por ser 
pequenas unidades de calculoCde 4, de 2 bits y has- 
ta de 1 bit) que estân disefiados para ser "engancha- 
dos" unos a otros y obtener un procesador de longi­
tud de palabra mûltiplo de la del môdulo de base ele- 
gida por el usuariô. Normalmente o^ri microp’rdgràma- 
bles y se obtienen con ellos velocidades de opera- 
ci6n muy altas. Pueden ser una buena soluciôn para 
sistemas muy dedicados que exijan périodes de ope­
racion cortos.
El impacto que han producido los microproce­
sadores en el campo de los automatismes ha sido real- 
mente espectacular. Dado su bajo precio y su peque- 
no tamano, los sistemas inteligentes programables han 
comenzado a invadir areas reservadas a la lôgica ca­
bleada (como por ejemplo, electrodomésticos, bas­
culas peso-precio, juegos electrônicos, etc.) ana- 
diendo ademâs las ventajas y posibilidades que brin- 
da un sistema programable, donde cambiar una memoria 
de solo lectura équivale a cambiar el funcionamien- 
to del sistema sin alterar en absolute su circuite- 
rîa.
No solo la electronics de gran consume ha ab- 
sorbido microprocesadores;aparatos de medida, peri­
féricos de computadores y demâs productos del sector 
de la electrônica profesional cuentan, cada vez mâs.
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con microprocesadores entre sus componentes. Han 
aparecido asi sistemas de inteligencia distribuida 
y toda una serie de teorias acerca de su organiza- 
cion: sistemas jerarquicos, redes de procesadores 
de igual rango, procesamiento paralelo, etc.
El control numerico de mâquinas-herramien- 
ta no podia ser ajeno a este fenomeno. Veamos en que 
forma pueden los microprocesadores condicionar el di- 
seno de un control numerico.
•1.5. LOS MICROPROCESADORES Y EL CONTROL NUMERICO. DELIMI- 
TACION DE OBJETIV^S '
Tanto los controls numericos con minicomputa 
dor como los mâs modestos han comenzado a incorporer 
recientemente los microprocesadores a sus disenos.
Los primeros han descargado de trabajo el 
computador central, construyendo sistemas de inteligen 
cia distribuida en los que el microprocesador pasa a 
ser el nucleo de un periférico inteligente de aquel. 
Los segundos tambien incluyen en sus catâlogos comer- 
ciales al microprocesador como elemento intégrante 
del sistema.
Pero hemos de hacer notar que las diferencias 
entre los antiguos catâlogos y los actuales estan en 
que en estos, junto a la mencion del microprocesador 
se incluyen como nuevas caracteristicas destacables 
del sistema presentado una serie de funciones muy 
clasicas en los sistemas informâticos, como puede ser 
una mas facil preparaciôn y mantenimiento de progra- 
mas-pieza, gestion de los soportes externos de memoria.
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mayor comunîcacién con el operador, pruebas selec- 
tivas del estado correcto del sistema,etc, esto es, 
funciones propias de los programas de utilidad del 
sistema operative de un computador.
Podrîamos deducir de aquî que, en la mayorîa 
de los contrôles numéricos de tipo medio y pequeno, 
el microprocesador ha venido a aumentar las presta- 
ciones de los mismos, pero habitualmente Su campo 
de influencia se cifie a las funciones no crîticas del 
sistema,que vimos en 1.2.1, tareas que no requieren 
exigencies de respuesta muy Cjapida y que normal­
mente trabàjah con caractères, siehdo suficiente por 
tanto una longitud de palabra de 8 bits, pero sin que 
en ningun caso el microprocesador haya venido a al­
terar en profundidad disehos convencionales ya es- 
tablecidos anteriormente en la parte del sistema que 
consideramos crîtica.
Pero vectmos con un par de ejemplos el porqué 
de catalogar a unas funciones como crîticas, como exi- 
gentes del tratamiento en tiempo real que se apunta 
en 1.2.
Una velocidad maxima tîpica de avance en posi- 
cionamiento de una maquina-herramienta es de 12 métros/ 
minuto. La precisiôn con que se va a efectuar el con­
trol de posicion por el sistema de control numerico 
es de 10 y. Esto quiere decir que a velocidad maxima 
el tiempo que se tarda en recorrer la unidad de lon­
gitud interna es de SOysg. Un microprocesador râpido 
tiene un tiempo de ejecuciôn de instrucciôn del or- 
den de pocos ysg. Por tanto, se pueden ejecutar muy 
pocas instrucciones en esos SOysg y si se intenta 
resolver mediante microprocesadores un control de po- 
siciôn habra que darle al problema un planteamiento
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tal que la respuesta en tiempo cumpla las especifica- 
ciones marcadas.
Esto sucede en posicionamiento, donde no es 
necesaria una coordinacion en el movimiento de los 
ejes,ya que la herramienta no estâ en contacto con la 
pieza a mecanizar; lo ûnico que interesa es conseguir 
una posicion final précisa, que se puede obtener con- 
trolando con precisiôn el desplazamiento a lo largo 
de cada eje. Por el contrario, cuando se ha de rea- 
lizar un contorno sobre la pieza (describir con la 
Iherrcimienta entrattajo ùna recta de péndiente dada, un 
arco de circunferencia,etc.) es necesario sincronizar 
el avance de los ejes, de manera que el movimiento de 
la herramienta,résultante de la composiciôn de aque- 
llos, se produzca lo suficientemente prôximo a la tra- 
yectoria prefijada para no exceder la tolerancia exi- 
gida. Aquî, una velocidad maxima tîpica de avance es 
de 6 metros/minute en rectas. Se dispone, puis,de 100 
ysg para recorrer lOy y en este tiempo se debe discer- 
nir como hay que actuar sobre cada uno de los ejes. 
Dada la velocidad de operaciôn de los microprocesa­
dores el problema présenta también dificultades, que 
en los sistemas de lôgica cableada de propôsito par­
ticular para interpolaciôn se resuelven mas fâcil- 
mente debido a su mucho menor tiempo de operaciôn.
Evidentemente un microprocesador no puede 
atender simultâneamente todas las tareas, tanto crî­
ticas como no crîticas, que conforman el control nu­
merico. Habra que recurrir a un procesamiento dis- 
tribuido, entendiendo este término en un sentido 
amplio, bien de escalonamiento de funciones en el 
tiempo, bien disenando un sistema con mâs de un pro-
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cesador, bien apoyândose en loa numerosos periféri­
cos inteligentes que ofrecen los fabricantes de micro­
computadores y que contribuyen a descargar de traba­
jo a la unidad central, como pueden ser, por ejemplo, 
los contadores programables, los controladores de te- 
clado, etc.
Otrb dato muy a tener en cuenta, y que condi- 
cionarâ la elecciôn del mici^oprocesador, son los va- 
lores numéricos a manejar. Una distancia maxima pro­
gramable tîpica puede ser de 10 metros, esto es,10^ 
veces ik unidad interna de resoluciôn del sistema, que 
es de lOy. Estos nûmeros tan elevados (seis-siete ci- 
fras décimales) deben ser manejados como numéros ente- 
ros, puês en otro caso habrîa una pérdida total de 
precision, que deberâ ser siempre * 1 unidad. Por 
tanto, usando un microprocesador de 8 bits de longi­
tud de palabra,habrîa que trabajar en triple preci­
sion en algunos momentos, mientras que con un micro­
procesador de 16 bits de longitud de palabra basta- 
rîa hacerlo en doble precisiôn, con el consiguiente 
ahorro de tiempo de proceso.
Resumiendo, al enfrentarnos con el problema 
de disenar un control numérico para mâquinas-herra- 
mienta de tipo medio, incorporando microprocesadores, 
hemos visto, por lo anterior, que existen très grandes 
areas en que se puede dividir un control numérico, pu- 
diêndose disenar con bastante independencia una de 
las otras dos y sin que un replanteamiento de una de 
ellas, conlleve grandes ceunbios en las restantes —
(SA 76 ).
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Dos de estas âreas, la referente a la ediciôn 
de progreunas-pieza y la de funciones preparatorias y 
modificadoras, entendemos que no plantean grandes pro­
blèmes a la hora del diseRo, por tratarse de problè­
mes suficientemente estudiados, y no van a ser ôbjeto 
de nuestro trabajo.
Por el contrario, el diseRo,con la inclusiôn 
de microprocesadores, del -ârea de funciones crîticas 
no estâ apenas tratado en la bibliografîa. Dentro de 
ellas, van a ser atacados preferentemente los problè­
mes relaCionados con el lazo de posiciôn y posterior- 
mente, la generaciôn de curves. Los resultados de es­
tos estudios darân lugar al diseRo de lo que conside­
ramos es el nûcleo de un sistema de control numérico 
de tipo medio de mâqùinas-herramienta.
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C A P  I T U  L 0 II
EL SISTEMA DE CONTROL DE POSICION
2.1. INTRODUCCION
El problema de abordar el diseRo de un control 
numérico de mâquina-herramienta exige el conocimiento 
I previo de las caracteristicas dinâmicaa del sistema • 
de control que supone la misma mâquina, servomotores 
y lazos digitales de realimentaciôn que puedan estable- 
cerse.
Existen abundantes publicaciones sobre el tema, 
pei?o ha parecido conveniente el realizar una slntesis 
del material existante realizando en algûn caso desa- 
rrollos propios que dieran expllcitamente algûn parâ- 
metro caracterlstico del comportamiento dinâmico del sis­
tema, as! como un estudio sobre posibles configuracio- 
nes a adoptar, analizando tanto sus caracteristicas es- 
tâticas como dinâmicas.
2.2. EL SISTEMA ELECTROMECANICO DE POSICIONADO
Dado que las mâqùinas-herramienta para opera­
ciôn en cohtorneo son gobernadas en su mayorîa por mo- 
tores de corriente continua, se considerarân desde aho- 
ra este tipo de motores, pasando por alto los sistemas 
basadoG en motores paso a paso (generalmente usados 
en pequefios sistemas posicionadores) y de corriente 
alterna.
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Para cada eje de la mâquina supondremos un sis­
tema similar, que vendrâ impuesto, compuesto de un mo­
tor de corriente continua con el devanado inductor ali- 
mentado por una intensidad constante, con lo cual se pue­
de decir que el par motor desarrollado es proporcio- 
nal a la intensidad del inducido. Esta intensidad estâ 
gobernada por un rectificador controlado, o sistema anâ- 
logo, empleando una cierta realimentaciôn de corriente 
obtenida por la caida de tensiôn en una pequenà resis- 
tencia. A su vez, la referencia para este sistema de 
control de corriente la proporciopa un sistema de con- , 
trol de velocidad, compuesto de una realimentaciôn ta- 
quimetrica medida sobre el propio eje del motor, una re- 
ferencia de velocidad externa, un ccntrolador que rea- 
liza la diferencia de las dos senales anteriores y la 
afecta de una constante adecuada y, finalmente, una 
compensacion por retardo-adelanto de fase con la fina- 
lidad de mejorar las caracteristicas dinâmicas del sis­
tema. Todo ello pro pore iona la mencionada referenda 
de corriente, teniendo en definitive un sistema de con­
trol de velocidad, con una entrada que es la referen­
cia de velocidad suministrada y una salida que es la 
velocidad real del motor.
El estudio detallado de este sistema requiere 
el conocimiento de un numéro considerable de parâmetros 
y tambien la consideraciôn de caracteristicas no li- 
neales, taies como la respuesta del rectificador contro­
lado que, naturalmente, présenta una saturaciôn que li­
mita el par desarrollado a un cierto valor mâximo. Igual- 
mente existe una limitaciôn de velocidad en razôn a que 
la fuerza electromotriz crece con la velocidad y 11e- 
garïa a un valor tal que la tensiôn que proporciona el 
rectificador no podria hacer circular ninguna corriente.
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No obstante lo expuesto résulta razonable uti­
lizer como modelo del servosistema de velodidad un 
retardo de fase de una sola constante de tiempo, ya que 
las no lineales se pueden eliminar mediante la reali­
mentaciôn y la red de compensaciôn se puede disefiar ade- 
cuadamente para dejar ûnicamente un polo dominante.
El sistema electromecânico de posicionado se 
compléta con un sistema de engranajes que transmite el 
movimiento del ârbol del motor a la mâquina, lo que 
puede dar< lugar a determinados efectos sobre el com- 
portauniento dinâmico del sistema, taies comoj la apari- 
ciôn de fenômenos de elasticidad en la transmisiôn, 
fricciôn seca y huelgos, que traen consigo las conse- 
cuencias que a continuaciôn se exponen.
Los fenômenos de elasticidad producen altera- 
ciones en la dinâmica del sistema, introduciendo po­
los supleroentarios ; sus efectos son algo inestabilizan- 
tes, pero normalmente serân poco perceptibles, ya 
que las frecuencias son bastante mâs elevadas que el 
ancho de banda en lazo cerrado del sistema de control.
La fricciôn seca se manifiesta al pasar la velo­
cidad por cero o al ser muy pequeRa; se traduce en que 
la resistencia al movimiento en estas condiciones es su­
perior a la existante cuando se ha alcanzado una cierta 
velocidad^ Este fenômeno puede dar lugar a irregulari- 
dades en el movimiento si se programs una velocidad muy 
lenta y a imprecisiôn de posicionamiento en el caso de 
operaciôn punto a punto.
Consiste el huelgo en el desenganche momentâ- 
neo entre el motor y la herramienta al cambiar de sen­
tido la velocidad. Se combina usualmente con el efecto
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de fricciôn seca, con lo que la herramienta puede estar 
parada mientras el motor se mueve, teniendo lugar des- 
pués un choque, produciéndose una acumulaciôn de efectos 
que influyen negativamente sobre un correcto ppsicionado. 
También puede producirse si se produce una deceleraciôn 
excesiva en el motor ; este reduce su velocidad mientras 
los engranajes prosiguen a velocidad mâs elevada hasta 
que tiene lugar el choque correspondiente.
Todos estos fenômenos son causa de imprecisiôn 
y, si bien existen procedimientos para tenerlos en cuen- 
tt, BU compensaciônles un problèma mâs bien de mecanizà- 
do y lubricaciôn que de control.
Finalmente, existe un sistema de medida de la 
posiciôn de la herramienta, que serâ absolute o relati­
ve, pero en todo caso serâ digital. Esta cuantizaciôn 
en la medida del desplazamiento puede ser tcunbién otra 
causa de imprecisiôn en el posicionado, pudiendo darse 
el caso de que la mâquina oscile en cuenta alrededor 
de una posiciôn fija si no se toman las debidas precau- 
ciones.
Resumiendo, se tendrâ, por parte del control 
numérico y para cada eje de la mâquina-herramienta, una 
entrada accesible al sistema electromecânico, que es la 
referenda de velocidad y una salida que es la medida 
digital de la posiciôn. Con ésta y un câlculo numérico 
se ha de generar aquella.
-27-
2.3. SISTEMA DE CONTROL PARA OPERACION PUNTO A PUNTO
Una vez deseritas las caracteristicas que vie- 
nen impuestas por la propia estructura de la mâquina- 
herramienta, veamos que sucesion de referencias es con­
veniente aplicar a ésta y como ligarla con la salida 
digital de posicion a fin de que el posicionado sea co­
rrecto .
Por los efectos mecânicos vistos anteriormente 
es esencial que no se sobrepase la posiciôn a la que 
se desea llejvar la herramienta!, pues el tëner que efec­
tuar un pequeno retroceso pondrîa en juego los huelgos 
y la fricciôn seca, siendo difîcil de controlar el mo­
vimiento en estos casos.
El ideal serâ, pues, que en el momento en que 
se detecte el paso por la posiciôn deseada la referen­
d a  de velocidad aplicada sea cero y el sistema se de- 
tenga antes de alcanzar la siguiente sefial de posiciôn, 
ya que en este caso la senal de error séria negative y, 
o bien no se tiene en cuenta y el sistema continua en 
marcha alejândose de la cota deseada, o se invierte la 
referenda de velocidad, lo que se ha visto que no es 
aconsejable.
Si la constante de tiempo del lazo de velocidad 
es T, la velocidad con que el sistema llega al punto 
de consigna y despreciando cualquier otro efecto, se 
tiene que a partir del momento en que se impone la con­
signa V=0, la velocidad sigue la ley:
t
V = e T
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y el espacio recorrido (si no cambia la consigna)sera:
” _ t
x= e T dt= t V j
Siendo e la separaciôn entre marcas en el 
detector de posiciôn, = e/t asegurarâ que la mâqui­
na se detiene con un error inferior a una cuenta. Este 
valor de Vj podrâ ser algo mayor en la prâctica debido 
a la existencia de la fricciôn seca. No es conveniente 
que sea menor porque séria dificilmente contrôlable si 
se impone con anterioridad.
' La acèlkraciÔn del sistema, al hacer referencia 
de velocidad del sistema. igual a cero con una velocidad 
V^, es - V^/ x; esta deceleraciôn no créa normalmente 
problema de huelgos por ser pequefia.
La evoluciôn entre dos senales de posiciôn en 
deceleraciôn, siendocla separaciôn entre marcas, 
la velocidad al comienzo, Vj la velocidad final (V^<Vg<V^), 
viene dada por:
Vi-V
e=x(Vj-V2> + TV^ In ( yi.v ) 
y la deceleraciôn al comienzo V= -(V^-V^j/x
Estas expresiones permitirân, procediendo de 
adelante hacia atrâs,calcular la sucesiôn de consignas 
admisibles para posicionar con precisiôn y a la mâxima 
velocidad, pero el câlculo exacto es demasiado compli- 
cado, teniendo en cuenta las.exigencias en tiempo del 
sistema, pareciendo suficiente el programar una referen­
d a  de velocidad, que de un modo râpido, y sin sobrepa- 
sar los limites de deceleraciôn,lleve a una velocidad
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prôxima a la expresada con anterioridad para detencion 
en una cuenta y programar enfonces unas cuantas refe­
rencias de velocidad correspondientes a las senales di­
gitales que faltan para llegar a cero. Aun esto puede 
requérir una potencia de câlculo y una preparaciôn y 
conocimiento de las caracteristicas de la mâquina-herra­
mienta concrete a controlar muy elaborados. En general 
una referenda de velocidad lineal con el error puede 
ser suficiente.
Una forma sencilla de generar esta referencia 
de velocidad es utilizar un acumulador, en el que se 
tiene la totalidad del desplazamiento a efedtuar y que 
se vaya descontando al mismo tiempo la salida digital 
del captador de posiciôn recorrida. Habrâ una velo­
cidad mâxima alcanzada, propia de la saturaciôn del 
lazo de control y la limitaciôn de entrada que da una 
referencia de velocidad mâxima. Cuando el contenido del 
acumulador, que sin efectos de saturaciôn es igual al 
error de posiciôn, produce la referencia de velocidad 
mâxima, comienza una deceleraciôn siendo la referencia 
de velocidad lineal con el error, con una constante 
de proporcionalidad dada por la relaciôn: numéro conteni­
do en el acumulador/referencia de velocidad.
Cerrado asi el lazo de posiciôn, puede analizar- 
se, lo que se harâ mâs adelante, incluyendo el hecho de 
que sea un sistema muestreado y con retardes, pudiéndose 
enfonces ajuster la constante de conversiôn que juega el 
papel de ganancia en lazo abierto, con el fin de obtener 
el factor de amortiguamiento requerido. No hay cambios 
sustanciales si el acumulador se carga mediante una 
secuencia de frecuencia fija, lo que équivale a una
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referencia de velocidad variable con el tiempo, segûn 
una rampa , siendo la respuesta a la misma, tras un 
transitorio, una rampa retrasada en el tiempo y de 
igual pendiente.
Si la velocidad de entrada excede a la satura­
ciôn de velocidad propia del sistema se llegarâ a una 
velocidad mâxima y cuando terminen de llegar todos los 
impulses correspondientes al desplazamiento total se 
estarâ en el caso anterior, con el acumulador con una 
cierta carga y una velocidad inicial, produciéndose el 
fenômeno. descrito cuqndo por la disminuciôn del conteni­
do del acumulador empieza a disminuir la referencia de 
velocidad.
2.4. SISTEMA DE CONTROL PARA OPERACION EN CONTORNEO
En el apartado anterior no se ha hecho referen­
cia a mâs de un eje porque lo que interesa es la posi- ■ 
ciôn final alcanzada por la herramienta, sin importer 
la trayectoria recorrida y sin interesar por tanto la 
coordinaciôn de movimientos entre los distintos ejes.
Un planteamiento totalmente diferente es el que 
ha de realizarse cuando la operaciôn a ejecutar es de 
contorneo. En este caso es de primordial interês que 
la relaciôn de movimientos de dos o mâs ejes sea la pre- 
vista y hasta cierto punto que la velocidad lineal de 
desplazamiento sea una dada.
Asi como en el caso de operaciôn punto a pun­
to es recomendable considerar la mâquina como un siste­
ma al que se le proporcionan referencias de velocidad
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generadas a partir de las senales de error, aquî es 
mâs conveniente cerrar el lazo de posiciôn previamente 
y ocuparse ûnicamente de generar referencias de posiciôn 
variables con el tiempo, que se aplicarân simultânea­
mente a cada eje.
La operaciôn de cerrar el lazo de posiciôn se 
puede efectuar del mismo modo que se ha descrito en 2.3, 
es decir, mediante un acumulador al que llegan pulsos 
a un determinado ritmo que producen incrementos en el 
acumulador, lo que es totalmente équivalente a una 
senal continua en forma de escalones aplicada a una en­
trada de,referencia de posiciôn; la salida del detéctor 
de posiciôn, tratada de igual modo, cierra el lazo de- 
crementando el acumulador.
Dado que nuestro interês se centra en los sis­
temas para operaciôn en contorneo en los que el micro­
procesador sea parte importante del lazo de control, 
pasamos a ocuparnos con mâs detalle de las posibles con- 
figuraciones y sus peculiaridades en los siguientes 
apartados.
2.4.1. Posibles configuraciones del sistema
Dentro de los sistemas de CN para contorneo, pa- 
rece clara la distinciôn a establecer entre los imple- 
mentados con lôgica cableada exclusivamente y aquellos 
en los que el microprocesador forma parte del lazo de 
control.
En efecto, los primeros tienen un ciclo de 
trabajo mucho mâs breve dada la alta velocidad de ope­
raciôn de los componentes electrônicos comportândose 
los sistemas como casi continues frente a los del se- 
gundo tipo» que al tener que ejecutar un programa para 
realizar el control, y por pocas instrucciones que aquel 
tenga, se comportan claramente como sistemas muestreados.
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Se van a presenter distintas alternativas de 
servomecanismos de control de posicion, analizando en 
primer lugar sus ventajas e inconvenientes tanto desde 
el punto de vista de su implementaciôn electrônica co - 
mo del de la programaciôn del sistema, considerando en 
todas ellas que la labor de interpolaciôn para la genera­
ciôn de curvas, en la manera que lo aborda el tercer capi­
tule de esta memoria, la realiza el computador junto con 
las demâs tareas del sistema.
En una segunda etapa se estudiarâ el comporta- 
mjento dinâmico de clada Una de las configuraciones desde . 
el punto de vista de la teoria del control. Final­
mente se investigarâ los errores de perfîl en contorneo 
durante los procesos de interpolaciôn mâs usuales.
Una primera configuraciôn es la que aparece en 
la figura 2.1, en la que se muestra el esquema para un 
ûnico eje. Los demâs ejes del sistema tendrîan una 
configuraciôn anâloga a la mostrada ya que las funcio­
nes que se realizan han de repetirse sucesivaunente para 
cada eje de la mâquina.
El computadorgenera los trenes de impulses que 
van a incrementar el contenido del registre de seguimien- 
to, en donde estâ en todo momento almacenado el error 
de posiciôn. En realidad, y segûn el sentido del des­
plazamiento a efectuar,pueden incrementar o decrementar 
ese acumulador, teniendo los trenes generados por el cap­
tador de posiciôn la funciôn eomplementaria a esta en­
trada , decrementar o incrementar, segûn el sentido; a 
partir de ahora, y por simplificaciôn en la exposiciôn
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supondremos que el tren generado por el computador incre­
ments mientras que el generado por el captador de posi­
cion decrements el registre de seguimiento, esto es, su­
pondremos un desplazamiento positive a lo largo del eje, ■ 
salvo que se indique lo contrario.
Los impulses generados por el computador no tienen 
por que provenir de una ûnica fuente, puis en el caso de 
posicionado, que se suele hacer a mâxima velocidad, pue­
den llegar de una fuente externa y el computador sôlo de­
berâ contarlos, mientras que en contorneo el computador 
ha de discernir el tren que ha de enviar a cada eje.
El lazo de control de posiciôn se cierra con la 
realimentaciôn debida al captador de posiciôn que se su­
pone del tipo incremental y digital; en caso de usarse 
otro tipo de captador, como pueden ser los de tipo ana- 
lôgico (Resolver o Inductosyn) las interfases deberân 
modificarse.
Tanto los impulsos de entrada como los de rea­
limentaciôn pasan a través de un circuito de sincroniza- 
ciôn, que tiene por objeto eliminar las posibles coinci- 
dencias entre impulsos de ambos trenes. El convertidor 
digital-analôgico (D/A) convierte la salida del regis­
tre de seguimiento en una tensiôn de mando analôgica que 
se aplica al regulador de velocidad.
Aunque debido a la cuantificaciôn de la posi­
ciôn de referencia y de la realimentaciôn de posiciôn 
todas las sehales internas son discretas, la realidad 
es que el sistema no funciona como sistema muestreado, 
no estando implicada, por tanto, una frecuencia de 
muestreo. El sistema se comporta aproximadamente como 
un sistema continue, no apareciendo ningûn tipo de de- 
gradaciôn .
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El error de posiciôn en régiraen estacionario 
serâ en este caso:
V
«R = —
siendo V la velocidad de avance y K la ganancia del 
lazo de posiciôn.
Las técnicas de interpolaciôn usadas para gene­
raciôn de perfiles con esta configuraciôn, habran de ser 
del tipo desplazamiento constante, es decir, que cada 
impulse del tren debe ser generado en instantes de tiem­
po précises, siendo cada uno de estos impulsos equiva­
lents a un desplazamiento fijo, que es là resoluciôn del 
sistema. En la figura 2.2 se puede ver un cuadrante de 
circunferencia generado con una técnica de desplazamien­
to constante.
Las principales ventajas de esta configuraciôn 
CNCl son:
- El sistema funciona como sistema casi continue y por 
tanto si los ejes tienen una misma constante de tiempo, 
sus errores de seguimiento, como se verâ mâs adelante, 
prâcticamente se cancelan, dando lugar a un error de 
perfil nulo, especialmente en la generaciôn de rectas, 
si bien en la prâctica aparece un error ciclico.
- El registre de seguimiento debe ser de tamano medio 
(10-12 bits), dado que contiene directamente el error 
de posiciôn y ya se ha visto en el primer capitule el 
orden de magnitud de las cantidades con que se ha de 
trabajar.
- No se producen retardes debidos a tratamientos efectua- 
dos por el computador, al no cerrar êste el lazo de 
control, eliminândose por tanto otra causa posible de 
degradaciôn en la respuesta dinâmica del sistema.
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- Debido a que el proceso de interpolaciôn es continue, 
se generan contornos de gran precisiôn.
Los principales inconvenientes de esta configu- 
raciôn son:
- Necesidad de utilizar un contador incremental/décré­
mentai y un circuito de sincronizaciôn externos.
- Una mayor dificultad para la realizaciôn de modifica- 
ciones, por parte del computador, en las caracteris­
ticas, y por tanto , en el comportamiento del lazo como,
: por ejemplo: programaciôn de la ganancia dèl lazo, mo- 
nitorizaciôn de la verdadera posiciôn, pruebas de pre­
cisiôn y el chequeo del comportamiento del servosiste­
ma
Esto es debido, naturalmente, a que el computa­
dor no forma parte del lazo de control.
- El ciclo de trabajo del computador aumenta proporcio- 
nalmente a la velocidad de avance, existiendo un li­
mite en la mâxima velocidad a que puede realizarse
la generaciôn de trenes de impulsos por el programa 
interpolador que corre sobre el computador.
- Estos programas para la realizaciôn de la interpolaciôn 
y del control en tiempo real son mâs complicados y por 
tanto ocupan mâs memoria.
Veamos ahora una segunda configuraciôn, que 
llamaremos CNC2 y cuyo esquema se muestra en la figura
2.3, y en la que ya el computador cierra el lazo de 
control, con lo que el sistema pasa a ser un sistema mues­
treado con una frecuencia de muestreo constante.
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En este caso, y a intervales de tiempo constan­
tes, el computador realiza las siguientes funciones:
- Genera el nuevo valor de referencia para cada eje, por 
medio del programa interpolador. Un registro de re­
ferencia R,interior al computador,acumula los im­
pulsos que, en ciertos instantes del intervalo de 
muestreo, suministra aquel.
- Muestrea el contador C  que hace de registro de reali­
mentaciôn. Su contenido indica en cada instante de 
muestreo la verdadera posiciôn.
- Calcula el error de posiciôn S, lo manipula utilizan-^ 
do diverses criterios (como puede ser la modificaciôn 
de la ganancia del lazo k^) y lo transmite al conver­
tidor D/A; la salida de este atâcarâ al regulador de 
velocidad.
Para esta configuraciônCNC2 puede ser tambien 
necesaria la inclusiôn de un circuito de sincronizaciôn 
para evitar la coincidencia de la lectura del registro 
C  y de los impulsos de realimentaciôn de la posiciôn.
El error de posiciôn valdrâ:
Si= R^-C'^ para i=l,2.....,k
donde esta diferencia séria en realidad una suma al- 
gebraica que dependeria del sentido del desplazamiento 
y que se actualizaria en cada instante de muestreo; la 
salida cambiaria, por tanto, exclusivamente en cada ins­
tante de muestreo.
Al ser este sistema de control del tipo muestrea­
do la respuesta dinâmica del sistema puede resultar de- 
gradada especialmente si no se usan frecuencias de mues­
treo superiorss al menos a siete veces la anchura de
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banda del sistema, si bien este tema estâ tratado con mâs 
amplitud en otro punto de esta memoria.
Aumentando la frecuencia de muestreo, la res­
puesta de este sistema CNC2 se aproxima a la del siste­
ma CNCl. Sin embargo, al aumentarla se incremènta pro- 
porcionalmente el tiempo de trabajo del computador, ya 
que el tiempo de câlculo es aproximadamente el mismo, in- 
dependientemente de la frecuencia de muestreo, por lo 
que existirâ un limite superior para aquella, por exi­
gencies del tiempo de ejecuciôn del programa.
Para este sistema CNC2 las técnicas de interpo­
laciôn pueden ser del tipo intervalo de tiempo constante, 
es decir, que la nueva posiciôn para cada eje no se cal­
cula en cada desplazamiento elemental, sino a interva- 
los de tiempo précises y constantes. Por tanto, cuan­
do la velocidad de avance es elevada, la generaciôn de 
contornos se realiza con mucha menos precisiôn, espe­
cialmente si la frecuencia de muestreo no es suficiente­
mente elevada (vease figura 2.4).
Sefialamos a continuaciôn las principales ven­
tajas de esta configuraciôn CNC2:
- Posibilidad de que el computador actue fâcilmente en 
el comportamiento del lazo de control de posiciôn.
- El computador puede realizar funciones taies como el 
chequeo, pruebas de precisiôn, etc.
- El proceso de interpolaciôn es menos crîtico en el 
tiempo.
- El ciclo de trabajo del computador es constante y, por 
tanto, la organizaciôn de la programaciôn es mâs simple 
precisando menos memoria.
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- Esta configuraciôn, con sistemas inteligentes poten- 
tes, permite el control simultâneo de varias mâquinas 
herramienta.
Los principales inconvenientes de esta confi- 
guraciôn son los siguientes:
- Es un ejemplo tîpico de control muestreado, por lo que 
pueden aparecer degradaciones en la respuesta del sis­
tema.
- Los registres R y C  son de gran capacidad, deblêndose 
realizar las operaciones con ellos en mûltiple preci­
siôn.
- Se pueden producir mayores errores de perfîl en con­
torneo .
- Aparecen retardos debidos al procesamiento adicional 
que realiza el computador al calculer las nuevas re­
ferencias .
El primer inconveniente se puede obviar utili- 
zando frecuencias de muestreo que sean del orden de sie­
te u ocho veces la anchura de banda del sistema. Co­
mo un sistema de este tipo tiene como mucho una anchura 
de banda del orden de 15 Hz, utilizândose frecuencias 
de muestreo de 100 Hz la respuesta del sistema no re- 
sultarâ apenas degradada, lo que se verâ posteriormente 
con mayor detalle.
Finalmente diremos que esta configuraciôn pré­
senta la gran ventaja sobre la CNCl de que el computa­
dor, por programa, puede actuar sobre el lazo en as- 
pectos taies como programaciôn de la ganancia del lazo, 
incluso con ganancias diferentes para cada eje de la mâ­
quina-herramienta, pruebas de precisiôn, diagnôstico de 
fallos en el servomécanisme,etc.
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Una modificacion del sistema CNC2 es la confi- 
guracion CNC3 (figura 2.5), que élimina varies de los 
inconvenientes antes apuntados y cuyo funcionamiento se 
pasa a describir.
Dado que la salida del computador en el instante
de muestreo k-ésimo es :
K K K
Sv.=R^-CV= E R;- Z C'-= Z ( AR.-C'.)K K K i^l 1 i^l i=i
donde AR^ y AC'^ son los incrementos de R y C  entre el
instante de muestreo i-1 y el i ,podemos expresar el
valbr de de la fônta:
Sk = (*oi-C'oi)
donde R^^ y son los contenidos de sendos registres
Rg y C'q analogos a los R y C ,  pero unicamente acumulan 
hasta los valores de AR^ yAC'^ por puesta a cere al co- 
mienzo del intervalo, tras la lectura de su contenido por 
el computador.
Por tanto, con esta disposicion, los registres 
Rg y C'^ pueden ser de pequena capacidad, incluse de 
solo 8 bits. El registre R^ puede ser interne al computa­
dor, incrementandose por programa cada vez que el inter- 
polador genera una nueva posicion para cada uno de los 
ejes.
La forma de operacion seria enfonces la siguiente:
En cada instante de muestreo el computador 
explora el registre R^, obteniendo el valor R^ j^  y ponien- 
do seguidamente a cero el registre R^. A continuacion ex­
plora el registre C ’^  obteniendo y poniendo tambien
a cero el registre C'^. Acto seguido el computador cal­
cula la diferencia de ambos valores .../...
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acumulando las diferencias encantradas en cada instante 
de muestreo en otro registre interne y atacando, previa 
una posible manipulaciôn para cerregir el comportamien- 
to del laze, cen el valor de ese registre la entrada del 
convertider D/A. La principal ventaja de esta configu- 
raciôn es que al introducirse una sumatoria se évita 
el tratar con registres de gran capacidad y opera- 
ciones en precisiôn mûltiple, con el censiguiente aho- 
rro de tiempo de preceso.
Se considéra por fin una ciàarta cdnfiguraciort 
CNC4, que se muestra en la figura 2.6, corne una modifi­
cation de la CNCl en la que el computador monitoriza y 
posteriormente actualiza el registre de seguimiento a 
intervales de tiempo constantes. En este caso, el re­
gistre de seguimiento realiza una doble funcion ya que 
por una parte cierra el lazo de control cumpliendo el 
papel de registro de realimentaciôn y por otra actua-*%, 
liza el servomécanisme, sirviendo por tanto de regis­
tro de errer de seguimiento.
El computador fealiza, para cada eje y en cada 
instante de muestreo,1a secuencia de operaciones que si- 
gue:
- Genera la nueva posicion de referencia para el siguien­
te instante de muestreo.
- Cuando se alcanza este, se inhibe el contadorî cual- 
quier impulse que llega cuando el circuito de sincro- 
nizaciôn esta inhibido, es almacenado y posteriormente 
permitido al final de la secuencia.
- Se lee el contador de posicion calculândose la posi­
cion verdadera mediante la formula:
K
Soi  ^ "i-^i-l'
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donde es el cambio de posiciôn entre los instantes 
de muestreo (i-l)-ésimo e i-ésimo,  ^es el estado 
del contador de posiciôn tras su actualizaciôn ulterior 
al instante de muestreo (i-l)-ésimo, n^ es el estado 
del contador en el instante de muestreo i-ésimo, y 
es la salida del computador en el instante de muestreo 
k-ésimo.
- Tras este câlculo, se hace el del error de posiciôn y 
la sefial de mando.
- Se carga esta senal en el contador de posiciôn, li- 
berândose a continuaciôn el contador (circuito de sin- 
cronizaciôn).
- Esta senal se transmits al regulador de vélocidad a 
través del convertidor D/A.
A fin de que la respuesta del sistema sea acep- 
table es imprescindible que el retardo producido por todas 
estas operaciones sea el menor posible, lo cual exige una 
unidad de câlculo relativamente râpida.
Aunque el computador realiza sus operaciones de 
câlculo y control a intervalos de tiempo constantes, es­
te sistema de control en cuanto a su comportamiento di- 
nâmico se puede considerar no muestreado y en cierta for­
ma anâlogo al comportamiento del sistema CNCl.
En este caso, por tanto, la respuesta dinâmica
del sistema no viene afectada por el valor de la fre- 
cuencia de muestreo. Sin embargo la frecuencia de mues­
treo si afecta a la precisiôn en la generaciôn de contor-
nos, por lo que debe utilizarse un valor adecuado de di- 
cha frecuencia. El principal inconveniente de esta con­
figurée iôn , reside en el hecho de que necesita un Cir­
cuito externe de sincronizaciôn mâs complejo.
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2.4.2. Comportamiento dinâmico de las distintas confi- 
Ruraciones.
Segûn lo visto en el apartado anterior, existen 
bâsioamente dos alternativas de sistemas de control de 
posicion con computador. En la primera, el computador 
aunque formando parte del control, no cierra el lazo. En 
este caso, el lazo de control se cierra a través de un 
circuito electrônico diferente segun los casos. Esta al­
ternative (configuracionesCNCl y CNC4) tiene un comporta­
miento que se puede denominar continue o mejor aûn, casi 
continue, dada la existencia de cuantificaciones tanto 
en la posiciôn de referencia |Como en-la de realimentaciôn 
de la posiciôn.
En la segunda alternative (configuraciones CNC2 
y CNC3) el lazo de control se cierra a través del compu­
tador, actuando el mismo sobre el sistema con una fre­
cuencia fg, luego se ha de considerar como un sistema 
de control muestreado con un période de muestreo T=l/fg.
El anâlisis matemâtico del comportamiento de am- 
bas alternativas se va a realizar utilizando como base 
la segunda alternative, de control muestreado, aplicando 
posteriormente estos mismos resultados a las configura­
ciones CNCl y CNC4 imponiendo la condiciôn de que T -»0. 
Segûn êsto, sea CNC2 (figura 2.3) el diagrama de bloques 
de la configuraciôn base, en la que se sigue suponiendo 
que el captador de posiciôn es del tipo incremental-di­
gital. Este sistema es un control en tiempo real en el 
cual un contador que cierra el lazo de realimentaciôn es 
muestreado por el computador a intervalos de tiempo fijos 
que son iguales al periodo de muestreo T.
Esta informaciôn es procesada junto con la que 
viene del interpolador y el resultado lo utiliza el com­
putador para actualizar a través del convertidor D/A el 
correspondiente regulador de vélocidad del motor. La senal
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de referenda de vélocidad serâ, pués, y debido al mues­
treo, una sefial en escalera (con escalones de vélocidad 
constante) con un periodo T.
El diagrama de bloques del lazo de control apa- 
rece en la figura 2.7.Como puede observarse, se ha intro- 
ducido un circuito retenedor de orden cero (ZOH) debido 
al registro de salida muestreado del computador y el con­
vertidor D/A. El contador asociado con el captador de po­
siciôn no aparece en el diagrama de bloques, dado que no 
afecta al comportamiento del sistema.
Asimismo, y aunque existen en realidad dos mues- 
treadorAs, uno de entrada y otro de salida, su localiza- 
ciôn en el lazo requiere que uno solo de ellos sea con- 
siderado.
La funciôn de transferencia del lazo de veloci- 
dad asume el modelo simplificado, con un ûnico polo domi­
nante T , debido a la constante de tiempo mecânica del mo­
tor.
En el diagrama figura tambien la funciôn de trans­
ferencia del ZOH,(l-e~^®)/s.donde T es el periodo de mues­
treo, asi como un integrador (1/s).
La ganancia en lazo abierto del sistema es;
K= Ke Km
donde incluye las ganancias del convertidor D/A en 
voltios/impulsos y del amplificador de potencia.
Kg es la ganancia del captador de posiciôn en im- 
pulsos/u
K^ es la ganancia del sistema regulador de veloci-
Definido asi el sistema objeto de estudio, pase- 
mos a considerar su estabilidad y su tiempo de respues­
ta, aplicando los resultados a las demâs configuraciones 
presentadas en 2.4.1.
-U7-
sh*Cs)
Fig. 2.7
-48-
2.4.2.1. Anâlisis de estabilidad
La funciôn de transferencia en lazo abierto del 
sistema es:
G(8) =   s (1+stT
Haciendo una descomposiciôn en fracciones simples:
G(S) = K(l-e  ^ ) ( —z— — — —^  + -—-r )
s s B+i
t ^
que se puede transformar con el cambio de variable z=e 
(transformada z), consultando las tablas de transforma- 
ciôn, en la funciôn G(z), de valor: |
G(z)= K( ^  - )
z (z-D* z-l z-e
Llamando, por simplificar, E= operando:
. .,(Z-E)[T-T (Z.1)]+T(Z_1)Z
- K ----  (z-l> (z-E)-
Para realizar un anâlisis de estabilidad, se 
estudiarâ el polinomio numerador de 1+G(Z), que se de- 
nominarâ P(z);
P(Z) = z* +z {K [T-t (1-E)] -(1+E)}+K [t (1-E)-Te]+E
El sistema en lazo cerrado es estable si P(z)
no posee ceros fuera del circule unidad en el piano z.
La determinaciôn de esta condiciôn es bastante compli-
cada en general pero dado que la expresiôn de P(z) es 
cuadrâtica y con coeficientes reales, las condiciones 
necesarias y suficientes para que se verifique aquello, 
son:
|P(0)|< 1 , P(l)> 0 , P(-l)> 0
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Estas très condiciones conducen a las desigual- 
dades siguientes:
K [x-E (T+x )] +E <1
KT (1-E)> 0
2+2E+K f2x(l-E)-T(l+E)] > 0
La segunda desigualdad se satisface para cual- 
quier K positiva, pero la primera y tercera introduces 
un limite al valor de la ganancia K. Reorganizando esas 
dos desigualdades tenemos:
 ^ K X <--- ^ ----  (1) * :
l-E-(T/x )E
K X 2C1+E)______
(T/x)(1+E)-2(1-E)
Para un sistema continuo, al tender T a cero, 
se tiene:
1-e-T/t +T/X , e-T/t=l
con lo que las condiciones (1) y (2) se verifican siem- 
pre, independientemente del valor de la ganancia en lazb 
abierto K.
For tanto, una primera consecuencia de gran im- 
portancia es que las configuraciones CNCl y CNC4,presen­
tadas en 2.4.1. son siempre astables, mientras que las 
configuraciones CNC2 y CNC3 son estables para un rango 
de valores de K, existiendo un limite superior para la 
misma.
Los limites marcados por (1) y (2) tienen un 
punto de intersecciôn en:
T _ 4(1-E)
X 1+E
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Recordando que E = e'^^^, se obtiens como valor 
del punto de intersecciôn T/t= 3.830.
Por tanto, mientras T/t verifique 0< T/t<3.83 
la frontera de estabilidad de los sistemas CNC2 y CNC3 
viene dada por la desigualdad (1).
2.4.3 Criterios de optimizaciôn. Tiempo de respuesta
Una vez analizado el problema de la estabilidad 
de las cuatro configuraciones propuestas como posibles 
para el sistema de control en contorneo en 2.4.1, he- 
mos de hacer notar que el grado de estabilidad no es 
la ûnica condiciôn que debe imponerse a un sistema de 
control. No se deben olvidar otras caracterîsticas del 
mismo, taies como precisiôn, error de seguimiento, re- 
basamiento Covershoot),etc.
Se pueden seguir diverses criterios para opti- 
mizar el comportamiento dinâmico del servosistema. Unos 
estân basados en el factor de amortiguamiento, otros en 
el rebase mâximo, consecuencia de una entrada en escalôn 
de vélocidad, otros en la integral del error cuadrâtico 
de la vélocidad, otros en el error de seguimiento en 
estado estacionario, etc.
Koren y Bollinger en (K078) han comprobado que 
el criterio que parece mâs adecuado para el diseno ôp- 
timo del’servomeoanismo de control de posiciôn para 
mâquinas-herramienta es el basado en la minimizaciôn 
de la integral del valor absolute del error. Estos 
errores tienen su mâximo justamente despues de aplicar 
la funciôn escalôn. Este error e(t) serâ cero en los 
instantes de cruce tn.
-51-
La integral del valor absoluto del error I sera:
CO . t 2  t j
I e(t) |dt=/o e(t) dt e(t) dt+/^ e(t) dt-..
Definiendo:
e(t)dt= E(tn)-E(t ) résulta:
^n-1 "-1
1= -E(0)+2 { E(t|)-E(t2)+E(t,)_... )
Para calcular I vamos a integrar previamente la 
funcion e(t),error de vélocidad a un salto unidad.
Siguiendo a (K078), la respuesta del sistema a 
un escalôn de vélocidad es:
C^= l-e" (cos unT+M sen wnT)
donde:
e-*"T=a"
Para calcular la intégral del valor absoluto 
del error, vamos a usar la respuesta de un sistema con­
tinue a un salto unidad:
c(t) = l-e~®^ (cos (i)t+M sen wt)
El corrrespondiente error e(t) serâ:
e(t) = e~®^ (cos wt+M sen wt) (3)
donde:
0L~ — ——— In (a) - ———  —   In ( 1—KT + Kt  )
T 2t 2T E
El valor dew viene determinado por:
w=wq + (mi ) /T 
donde:
... tg-1 /"K,
n t  -■>
siendo:
n _ K(T-t (1-E))D -----
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n=o para 0<u#T< ir/2
n=l para —^
M=
Asimismo el valor de M serâ: 
1-D :
+ /4Kt -(1-D):
Este error e(t) serâ tomado para la aplicacion 
del criterio de minimizaciôn de la integral del valor 
absoluto del error I. El error e(t) serâ nulo en los
instantes t_, donde t„ es.el instante de cruce.I , ; n in'
Integrando la ecuaciôn (3) obteneraos el valor 
de E(t^):
E(t„)= E„= F„ e"“^n (4)
donde:
F =— -—  {(ca-Ma) sen wt -(o+Mw) cos wt_l 
" a*+w* "
Los valores de t^ se pueden obtener haciendo ce­
ro e(t) en (3):
wt^= tg ( — —pj—)tni: , n- 1,2,3. ..
Para calcular la relaciôn entre y F^^^, de 
esta ûltima expresiôn se obtiene:
sen wt_ = -sen wt 4
(6)cos wt^ = -cos wt^j
Observando (4) y (6), se obtiene la relaciôn:
V  - V i
Sustituyendo (4) en la expresiôn de I y usando 
(7), se llega a:
00 .
I = - E„ + 2F. l e"“^n 
°  ^ n-1
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De acuerdo con (5):
“^n =«tn_l + ^
Haciendo uso de la expresiôn de la suma de los
términos de una progresiôn geométrica:
2F. ^-oti
I = -Eo + - ■ (8)
1-e —
Las funciones trigonométricas que se requieren 
para el câlculo de F^ se obtienen de (5):
1sen utj =
cos Utj =
O+M*
-M
/Ï+M'
Usando estas expresiones, se puede obtener como 
valor de F^ proporcional al rebasamiento mâximo:
_ w/I+M*F. =
 ^ a=+M:
En cuanto a E^, error de posiciôn en rigimen 
estacionario, es igual a F^ y se puede obtener hacien­
do t=0 en (4):
F = E = - 
® o .,24. ,.,2
En cuanto a t^, se puede obtener a partir de (5);
t.= - i -  tg  ^ (- g )+ —
U  (1)
con lo que queda definido el valor de I, intégral del 
valor absoluto del error. Para el caso de un sistema 
continue (configuraciones CNCl y CNC4 de 2.4.1.):
2
" - %
0= tg  ^ ^  )+n y M=
/T?'
- f4-
Koren y Bollinger han calculado (K078), el 
valor de Ç( factor de amortiguamiento)que hace minimo
Este valor es:
(I = 1,605 para Ç= 0,662
Observese que dado que E^ es el error de posi­
cion en regimen estacionario y que es proporcional 
al rebasamiento mâximo, al minimizar I en (8) se ten- 
drân en cuenta los dos requerimientos contrapuestos en 
todo servomécanisme, es decir, pequefio rebaseuniento por 
una parte y minimo error de posiciôn por otra.
Dado que:
_S Ë_
/îôtT+îwTT*
se deduce :
C= — — ----- (9)
siendo:
u=  5t (1-KT+Kt - y - - )
w= ts-1 -(1- , nir
T  ITT:------ +-T—
1+E -K iT-t (1-e 
------  1 -■-E------ *■
For consiguiente y aplicando (9), con el valor 
de Ç que hace I minimo, se puede encontrar una funciôn 
que suministra, dados el periodo de muestreo T y la cons­
tante de tiempo mecânica del motor t, el valor de la 
ganancia K que minimisa la funciôn I, es decir, la in­
tegral del valor absoluto del error.
Este valor ôptimo de K verifica la ecuaciôn de 
tercer grado (ajustada por minimos cuadrados):
(10) K= Y {0,56648-0,29663( j ) + 0,11353 ( ^ )-0,01972( }
Con este ajuste los errores cornetidos son siem­
pre inferiorss al 0.4%.
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La formula (10) permite ,dado el periodo de mues­
treo utilizado T y la constante de tiempo t , encontrar el 
valor de K que optimisa la respuesta del servomécanisme.
En la grâfica de la figura 2.8 aparece para cada 
valor de Tla relaciôn entre K y T.
Como se puede observer, la constante de tiempo del 
motor influye decisivamente en el comportamiento del ser­
vomécanisme. Para valores altos det , este es, para moto- 
res de respuesta lenta, el valor del tiempo de muestreo no 
influye apenas en el valor de la ganancia del lazo K, que 
se mantiene prâcticamente constante y con valores bajos. 
Por el contrario,si forman parte del lazo buenos motores 
con constante de tiempo de pocos milisegundos y se quiere 
trabajar, lôgicamente, con ganancias altas con el fin de 
que la vélocidad de respuesta del servomécanisme sea su­
perior y consecuentemente su respuesta transitoria tenga 
menos efectos en el comportamiento global del sistema, 
serâ preciso utilizar periodos de muestreo bajo. El valor 
de 10 ms que aparece en la literatura se ve confirmado en 
esta grâfica como aceptable para toda una gama de motores 
habituales en mâquinas-herramientas.
Naturalmente, todo lo anterior afecta a sistemas 
del tipo CNC2 y CNC3, muestreados por el hecho de formar 
el computador parte del lazo de control del servomecanis- 
mo. En las configuraciones CNCl y CNCH presentadas en 
4.2.1. estos problèmes desaparecen al poder ser considera- 
dos como sistemas casi continues al tender a cero el va­
lor de T. Para estas configuraciones, los puntos de corte 
de la familia de curvas de los distintos motores con el 
eje de ordenadas en la figura 2.8 proporcionan los valores 
recomendables de la ganancia K para un comportamiento ôp­
timo del lazo.
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2.4.H. Errores de perfll en contorneo
Las prestaciones de un sistema de control numé- 
rico de mâquina-herramienta para contorneo pueden ser 
especificadas en muchos apartados. Uno de los mâs sig- 
nificativos quizâ sea el de la precision con que se pue­
den generar los contornos, dicho de otra manera, los 
errores de perfll que se producen.
Dado que la precision final del sistema esta 
determinada por los efectos combinados de los elementos 
individuales que lo componen y en orden a reducir o al 
menos aootar los errores dinâmicos en contorneo, se va 
a exponer un.anâlisis de los errores provocados por 
los subsistemas parciales determinando a partir de ah£ 
su contribuciôn a la precisiôn y rendimiento del siste­
ma total, tanto en el caso de la generaciôn de segmen­
tes rectos como en el de la generaciôn dé arcos de cir- 
cunferencia.
2.4.*4.1. Contornos rectos en el piano
Consideremos un sistema de dos ejes con los dia­
grama s de bloques de la figura 2.7. En este diagrama de 
bloques hemos supuesto que el sistema es de tipo con­
tinue y no aparece por tanto el bloque correspondiente 
al retenedor de orden cero (ZOH).
La funciôn de transferencia en lazo cerrado pa­
ra cada eje es:
'•> , , Y ’ *' K
Xg (s )• 2 1 K Y <S ) 8 +-T- S+—  ■
® s + - S+-Ï. ® y  V
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Las frecuencias naturales o de resonancia y los 
factores de amortiguamiento son:
“ny =
«X =-------- (y =--------
2
como ya se ha dicho eh el pârrafo anterior, y puede ver­
se en las formulas anteriores, cuando las ganancia 
y Ky aumentan, aumenta la vélocidad de respuesta del 
sistema, disminuyendo los factores de amortiguamiento. 
Asimismo aumentos en las constantes de tiempo y ty 
provocan disminuciones en la vélocidad de respuesta del 
sistema haciendo asimismo el sistema mâs oscilatorio.
Generalmente los parâmetros t y t vienen 
impuestos por las caracterîsticas electromecanicas de 
los componentes, mientras que y Ky pueden modificar- 
se para obtener los resultados a alcanzar; deben ser 
altas para mejorar la respuesta y la precisiôn del sis­
tema, pero su valor mâximo estâ limitado para evitar 
las respuestas oscilatorias indeseables que se pueden 
producir para ganancias altas y factores de amortigua­
miento bajos (P072). Los efectos de otros elementos de 
los subsistemas, no incluidos en el modelo bâsico tien- 
den tambien a limitar los valores mâximos de K^ y Ky.
El câlculo de los errores de perfll en contorneo 
de rectas en el piano puede considerarse bajo dos condi­
ciones distintas de mecanizaciôn: aceleraciôn constante 
a lo largo de la recta, o bien vélocidad constante a lo 
largo de la misma.
- 5^ 1 -
Se va a considerar ûnicamente el caso de velo- 
cidad constante, por ser el mâs usual, es decir, la ge­
neraciôn de una lînea recta que forma un ânguloo con el 
eje X con una vélocidad constante V.
En este caso, las funciones de entrada al ser­
vosistema son:
; Xg(t)= Vjjt con V^= V cos a
yg(t)= Vyt con Vy= V sen o
con las condiciones iniciales t
Xg(0) = Xg(0) = yg (O) = yg (0) = 0
Para un sistema subamortiguado ( Ey<l), las
respuestas del sistema serân:
2t T^-i
(1) , , -t /*tK„ T -1-
[ t -  ^  ^ - yl
donde:
Yx = 2tg~^ (- T^^l) , Yy= 2tg"l (-/4Ky ty-1)
y las expresiones de los errores en cada eje serân:
=x<« " x  l-fc - <■'"1 ^ - 1  t- Y. ,]
t.
2 T %t  (— ' y
' y ‘ «  = '‘vit- - 7 ^ ^  '
Si 1 y Çy >1, sistema Sobreamortiguado, ten-
dremos que las salidas en cada eje serân:
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■ k/  V V V
donde:
•x= 2Î,
V  -R—  < "-“Ky . by* -2Ï—  <**'' l-'V Y ’
Los errores en cada eje tienen las expresiones:
1 ' x  < * ' x  " ' " " ' - b ' x
• x ' «  '    1
X  X X X  J
V " '  v t -
El error de contorneo e(t) puede obtenerse apli­
cando la formula:
i—  ( 1- "-""x ’x > • "x= '-'V x>
Aplicando los valores V^»Vy,e^(t),ey(t)en la formula 
anterior obtenemos el error de contorneo tanto en los 
sistemas sobreamortiguados como subamortiguados.
Centrandose en el caso del control numérico a 
disenar en que se generarân rectas a vélocidad constante 
y con el criterio expuesto en 2.4.3, esto es, pensando 
en sistemas subamortiguados, se obtiene la expresiôn 
del error en régimen estacionario haciendo tender a 
cero los términos correspondientes al transitorio en 
(2) con lo que:
V
*xe(t) = —  > *ye(t) =
y
-Recordando = V cos a, V^= V sen a, se tiene aplican­
do ( 5 ) :
y
V cos oV sen a V sena V cos a
e V
fsen ocosc sena cosCi V sen 2a , 1 1 ,
N  < T Ç - T Ç ’
como expresiôn del error de perfxl en régimen estacio­
nario para la generaciôn de tramos rectos en contorneo.
Por lo tanto, de la ecuaciôn (6) se deduce que 
si las ganancias y Ky correspondientes a ambos ejes 
son iguales (K^=Ky) el error de contorneo e^(t) es nulo 
(error de contorneo en régimen estacionario), aunque exis­
ten errores individuales en cada eje con respecto al tiem­
po.
El error del contorneo sera nulo cuando sen 2a=0 
esto es, a lo largo del eje X o del eje Y , siendo mâximo 
para  ^= 45*, esto es, sobre las bisectrices;en este caso 
su valor sera:_ V / 1 _ 1 V AK
®max --r  “^)Ç T k T T
AK =K -K„ K= (K. + K )
donde
1. .. ...
X y > _ X y
y
K K = K* para —  pequeno X y K
Se puede concluir^ pués ^ que el error en la gene­
raciôn de segmentes rectos depende principalmente del 
desajuste entre las ganancias de los ejes del sistema y 
es proporcional a la vélocidad de generaciôn, por lo 
que para conseguir una buena precisiôn es importante 
que las ganancias de los ejes estén bien ajustadas y 
que los valores de éstas sean elevados contribuyendo am­
bos factores a reducir los errores de perfîl en contor- 
neos lineales. De aqui la importancia de incluir entre 
las posibilidades del sistema la programaciôn de la ga­
nancia del lazo de control.
-62-
En la prâctica, sin embargo, y debido a una 
variedad de causas de tipo mecSnico existen pequenos 
errores de contorneo.
Todo lo expuesto a lo largo de este apartado 
como ya se dijo anteriormente se puede aplicar a sis­
temas continues cuyo diagrams' de bloques sea similar a 
los de la figura 2.7. Por tanto es aplicable a las confi­
guraciones CNCl y CNC4 de 2.4.1. Los resultados obte- 
nidos serân tambien aplicables en el caso de disefio en 
base a las configuraciones CNC2 y CNC3 siempre que la 
frecuencia de muestreo implicada cumpla el teorema de 
Shannon, esto es, sea al menos siete veces superior a 
la anchura de banda propia del sistema.
Un problema que estâ ligado con los errores de 
perfîl es el de encadenamiento de tramos rectos (reali- 
zaciôn de ângulos), naturalmente de forma continua, pues 
résulta trivial el posicionar la herramienta al final 
de un tramo y recorrer el siguiente a continuaciôn, lo 
cual, aparté de reducir el rendimiento de la mâquina 
puede producir un mecanizado déficiente de la pieza a 
fabricar.
Si se considéra el caso extremo de generar un 
segmente horizontal (en el que no hay desplazamiento en 
el eje y) desde el punto (0,0) al (Vt^^O) y a continua­
ciôn otro vertical hasta el (Vt^^,V(t-t^)), sucederâ que 
a partir del instante t^, en el que todavia no se ha 
alcanzado el valor Vt„ en el eje x, debido al error de 
seguimiento propio del sistema de control, comienza el 
desplazamiento a lo largo del eje y. En el eje x se 
llegarâ a alcanzar el valor fijado pero cuando haya 
habido desplazamiento en y, lo que introduce un cier- 
to redondeo en el ângulo.
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Câlculos realizados para un sistema continue cri- 
ticamente amortiguado dan para este caso limite una sepa- 
raciôn maxima entre la curva generada y la trayectoria 
de 1.5 3 Vt • Asi, para una vélocidad maxima tipica de 
mecanizaciôn de 5 cm/seg y una constante de tiempo del 
motor de 30 msg, esta separaciôn séria de 0.7 mm. Si 
el disefio se realizase de acuerdo con el criterio de mi­
nimi zaciôn de la integral del error absoluto expuesto en
2.4.3, esto es, sistemas ligeramente subamortiguados, con 
un rebasamiento mâximo del 6 ô 7%, el error a fin de 
tramo séria algo mayor. Una posible soluciôn a este pro­
blème puede ser el recorrer el tramo a dos velocidades 
distintas, una la programada, que se mantendria durante 
casi todo el tiempo, introduciéndose al final una veloci- 
dad preestablecida lo suficientemente baja, variable para 
cada mâquina-herramienta de manera que la precisiôn conse- 
guida esté dentro de la tolerancia exigida.
2.4.4.2. Contornos Circulares
Dado que las entradas x^Ct) e Yg(t) de los servo- 
mecanismos de control de posiciôn para la generaciôn de 
arcos de circunferenùia han de ser de tipo sinusoidal, la 
respuesta del sistema de control a las entradas:
Xg(t) = R sen u t 
y^Ct) = R cos w t
siendo las condiciones iniciales:
Xg (0) = Xg(0) = ÿg (0) = 0
Yg (0) = R
viene dada en (P072), para un sistema subamortiguado, por 
las expresiones:
Kx Rw
’^s (t) = {(k^/t^- *
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K R
yg(t)=  K------ ^ - ■ 2' i/2---- t (wt-*,ÿ ) +
"^KyTy-l 2Ty Zy
Æ Ç v ^  y
donde:
-1
2-^x “ -2V x " l
-1 (
®ly = Ky - Ty (ü*
. „ < .fSZL ,•_
y y y
-1
03y = tg (/-«KyTy-l)
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Considerando el sistema en régimen estacionario 
las expresiones de Xg (t) e ÿg(t) se simplifican nota- 
blemente, quedando reducidas a :
____________   (<Ot-t)lv)
* ^X T*
X
(1)
K • R
y^Ct) = -------- ; -------------------------- PT7 COG )
\  -<0* )'+ -Ar)
^ "y
El error en radio puede calcularse a partir de 
la relaciôn:
e (t) = R -/x_^Ct)+y^ (t) (2)
I  5  s
Para dos servomecanismos que respondan segûn 
la misma dinâmica y perfectamente compensados, tendre- 
mos K^= Ky= K, ^ y* ^  ’®lx”®ly'®l ^ opérande en (1), 
se obtienen:
* G  ( t )  =  ■
T 11-^— »0) )tp- i
2 K* R:
luego ;
K* R*Xg (t)+y (t) = —
T % J L  _w:)' t !ül)
T T*
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  ■ -./A =--%---Ÿ---rr-7-t/2
R T{(f
Recordando las expresiones del factor de amorti- 
guamiento y de la frecuencia natural o de resonancia:
Ç= --- —
2 /K7
-ïïfe- ’ "n = - I S T
n
sustituyendo estos valores en (3):
(t) + yl(t) _ 1
ITT
(^ n* 2«1)* Hu* w*Ç*/* {1+ ( )"-2(-^ Ü- +
— D—   S—  / Un w (j)
Un" “n"
y de (2), el error relativo en radio serâ:
e (t)
—   =1
)* + (llüL )Z)l/2
“n
expresiôn del error de perfîl dada en funciôn,pués,de la fre­
cuencia propia del sistema, de la frecuencia natural y del fac­
tor de amortiguamiento, para un sistema en que los servomécanis­
mes de ambos ejes estâ perfectamente compensados y responden 
segûn la misma dinâmica, El segûndo término del segundo mienbro
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es el modulo de la amplitud de respuesta o gananc^a del 
sistema, por lo que la fôrmüla anterior puede escribirse:
e (t)
- V - =  1 -|Ml
Dado que el desarrollo anterior es para sistemas 
contxnuos, y la introduccion del microprocesador en el 
lazo de control obliga a considerar sistemas muestreados, 
veamos el valor de M para este tipo de sistemas.
El comportamiento sinusoidal del sistema, ante 
unas entradas y condiciones iniciales iguales a las da­
das al principio de este apartado se puede obtener sus­
tituyendo z=fe®^  e igualando el operador de Laplace s a 
ji# , donde W ^ es la frecuencia circular, en la funcion 
de transferencia dada en 2.U.2.2.:
M _ C(z) _ Az +B
R(z) z*+z(A-l-E)+B+E
siendo:
A = K {T-t (1-E) }
B =K{t (1-E)-TE }
Realizando la sustituciôn ya indicada:
z= e®^ e^ cos w T+jsen u T
y por tanto:
z* = cos 2 u T+ j sen 2w T,donde T es el pé­
riode de muestreo.
Llamando P^= cos w = cos 2io T , S^= sen uj T
$2= sen 2w T, Q=A-1-E, se tiene;
A(P.+jS.)+B AP^+a+]AS^^ .yf
M =--— ---=------------ : =--  :-   =|M|e^
(P2 + jS2> + (Pj^+JS^+B+E Pj + QPj + B+E+jCSj+QSj)
— 68 —
! ‘ » » ' . M -, :t , ï, 1 I • ' I ' I . ■ i ' *11 f '
, , , Doifde,, I :).& ganappia de respyeatfi o ganq^cia, 
y t(» es el ângulo de fase. El valor buscado de |M|es, por 
tanto:
|M| =(----------— --:----------- } 1/2
( B + E ) * + Q * + 1 + 2 ^ ( B + E ) P 2 + ( B + E + 1 ) Q P j 1 '
" ConBî'derando'que B+6+Q+1 =A+B y'que P2=2P*'^ <^ 1 i’"'' 
là ëxpreeîôrt antef>ie>r quédai ' '
. > ri<"' 1x1,' ‘Il 1/2 :
|m( I (A+Br+2AB (Pi-1) j
.n, . , n,W#f+2Q, (P,-l) , , ■ • : .
siehdo 6= (B*E+1> Q+2 (B+E) (P^+l) . -
. ’ - . • ' • 7 ♦ ' ' ! I- ' t ' ' ' ' . > i
D&do que"là anchura de banda del sistema es el 
ràngo de frfeèuencias entre céro y f^jsiëndo là fre­
cuencia de corte; normalmente defiàldà’ cbmo'là f'i’èeüencia 
a la cual la gaaancia decreee 3 db, la fôrmula anterior 
nos peimite conocer la anc^ur^ de banda de dicho sistema. 
Para calcular la frecuencia de corte f^  bastarâ,por tan­
to , igualar la ecuaciôn anterior a 0.7.
Considerando, puês, de nuevo la expresiôn (4)
para valores muy pequefios de e^ se puede hacer la aproxi-
macion: ' ' "
2 ^ r  ’M'' = 1-2 — |-
Introduciendo el valor de|M|para sistemas mues­
treados dado por C5'):
(A+B)*+ 2AB(P. -1) e„
 -----------   i-- = 1-2 —i -
(A+B) +2G(Pj-l) R
De donde:
_2 J r ' /  (Ajià^MÇZirll _1 =
R (A+B)^t 2G(P^-1)
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(A+B) +2G (P^-1) (A+B)*+2G(Pj-l)
(AB-G) (P.-l) = -{(A+B) +2G (P,-l)}
Como el término w T es pequefio, se puede despre-
ciar el término 26 (P.-l), quedando: 
TT
e^ (AB-6) (P^-l)'
' R (A+B)
Sustituyendo los valores de A,B,G y operando, 
se obtiene:
®r K J T -2Ty)-l (P I) (6)
K T
Desarrollando P^= cos en serie de MacLaurin,
se tiene: ,
(W T)
P^ - 1 — — — —
en que se omiten los demés têrminos por ser w^T muy pe- 
queno. Sustituyendo este valor de P^ en (6):
®r . K (T+2t )-l r (“ T)* ,   {-------- }
R K T 2
y por tanto:
^r  ^ K(T+2 t )-1
R 2K*
(7)
Dado que en control numérico de mâquinas-herra- 
mienta lo usual es programar la velocidad de avance lineal, 
denominado habitualmente por F, se tiene F= u R y susti­
tuyendo en (7);
^r K(T+2t )- 1 F»
R 2K * R*
— 70 —
luego:
_Z l = 2K^
R K(T+2t )-1
que muestra que la velocidad de avance y el radio mantie- 
nen una relacion parabôlica siempre que e^ y uT sean pe- 
quenos.
Por otra parte, si F es el valor maximo de la
nt
velocidad lineal de avance la ecuacion anterior nos in- 
dica que el cociente F*^/R tiene un limite si se quiere 
realizar una generaciôn de arcos dentro de la tolerancia 
dada por e^, es decir:
a - < _ 2K!_®b_
®cm ■------r K(T+2t)-1
donde a^^ es el valor mâximo en modulo tolerable para la 
aceleraciôn centripeta.
Esta desigualdad obtenida permite conocer, para 
una tolerancia exigida e^, y unos valores de T y K, ob- 
tenido este ûltimo de la aplicaciôn del criterio de mini- 
mizacion de la integral del valor absoluto del error:
a.- la velocidad de avance maxima F^ a la cual podremos 
mecanizar un arco de circunferencia de radio R dado 
con una precision aceptada ,o bien
b.- el radio mlnimo R del arco que se podrâ mecanizar 
a una velocidad lineal F dada.
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Estos resultadoE se plasman en la serie de 
grâficas que se incluyen a eontinuaciôn. En la figura 
2.9, se muestra la aceleraciôn centripeta mâxima admi- 
sible en funciôn del période de muestreo, siendo cons­
tante en cada curva la constante de tiempo de los moto- 
res. La curva superior corresponde a t= 10 msg y los 
incrementOB de t  de 10 msg tambien,correspondiendo la 
curva inferior al valor t= 80 msg.
A continuaciôn se ofrece una familia de grâ­
ficas similares, en las que se ve la relaciôn entre 
el radio minimo admisible y la velocidad lineal de me- 
canizaciôn para diverses valores del période de mues­
treo, considerando en cada grâfica la constante de 
tiempo mecânica del motor xCfiguras 2.IQa a2.10h)Los 
périodes de muestreo a considerar son los comprendidos 
en el rango de 0 a 20 msg, siendo un valor recomenda- 
ble el de 10 msg, como ya se ha indicado anteriormente. 
Como se puede observer en esta familia de grâficas, pa­
ra mecanizar un arco de circunferencia a una velocidad 
aceptable y sin restricciones importantes en cuanto al 
radio mlnimo, es preciso utilizer motores de baja cons­
tante de tiempo, ya que en otro caso la respuesta del 
sistema no cumplirâ las exigencies habituales en control 
numérico en cuanto a errores de perfll. Las unidades 
en que estân expresadas las magnitudes de estas grâfi­
cas y las siguientes son las del sistema internacional.
Finalmente (figuras 2.1 la,b y c) se muestra la 
relaciôn entre velocidad lineal y radio mlnimo para va­
lores constantes del période de muestreo, obteniéndose 
families de curvas para los distintos valores de t  . En 
la figura 2.lia,donde el periodo de muestreo es igual 
a cero, se muestra el comportamiento que cabe esperar
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si se adoptan para el diseno las configuraciones CNCl y 
CNC4 presentadas en 2.4.1, donde T tiende a 0. Las otras 
dos figuras siguientes muestran las restricciones en 
radio que resultan en sistemas muestreados, esto es, en 
configuraciones CNC2 y CNC3. Como se puede apreciar, 
las restricciones en radio minimo, a igualdad de los res­
tantes parâmetros, son mayores a medida que se inore- 
menta el periodo de muestreo.
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C A P I T U L O  I I I
GENERACION DE CURVAS
3.1. INTRODUCCION
Una de las funciones que debe cumplir un con­
trol numérico con contorneo ee la de gobernar los moto­
res de la maquina-herramienta de manera que el util de 
esta describe sobre la pieza a mecanizar una curva de- 
terminada. El dispositive encargado de realizar esta 
tarea es el interpolador que, en esencia, ha de crear 
(caso de interpolacion en el piano) dos salidas, una 
destinada a regir el eje X y otra el eje Y. Estas sa­
lidas son trenes de impulses cuya relacion en cada in- 
tervalo de tiempo ût depende de la curva a generar; en 
el caso de una recta dependera de su pendiente, en el 
de un arco de circunferencia dependera del radio de cur­
vature y el sentido, etc,
Para realizar este proceso de interpolacion, se 
pueden utilizer tecnicas analogicas (interpolador ana- 
logico) o tecnicas digitales (interpolador numérico).De- 
bido a la precision de operacion requerida el interpola­
dor debe ser necesariamente del segundo tipo, ya que 
el calcule analogico puede conducir a errores fuera 
de la tolerancia que las exigencias de mecanizacion im- 
ponen.
Vamos,pues,a centrer nuestro estudio en los mé- 
todos numéricos, que dividimos en dos grandes categories, 
paramétricos y no paramétricos.
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3.2. METODOS PARAMETRICOS
En el diseno de un interpolador numérico tiene 
gran importancia la repreqentaciôn matemâtica de la cur­
va a generar. Podemos considerar un representacion pa- 
ramétrica y una representaciôn no paramétrica.
Para una circunferencia de radio R centrada en 
el origen los dos tipos de representaciôn serîan:
X = R sen 0
_ _ (ecuaciones paramêtricas)y = R COS 0
+ y^- R^=Q (ecuaciôn no paramétrica)
Los interpoladores que se apoyan en la repre­
sentaciôn paramétrica suelen denominarse "Analizadores 
Diferenciales Digitales" (A.D.D.) Su nombre proviene 
del hecho de que proceden por resoluciôn de las ecua­
ciones diferenciales que rigen el movimiento a lo lar­
go de la curva a generar {SI 68).
Los A.D.D. estân siendo utilizados, segôn dis­
tintas configuraciones, en la mayor parte de los con­
trôles numéricos actuales y su funcionamiento es es- 
tudiado a continuaciôn, si bien de forma no exhaustive.
3.2.1. Analizador Diferencial Digital
En el piano coordenado xy una curva puede ser 
escrita de la forma:
x= x(t) 
y= yCt)
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El parâmetro t varia a lo largo de la curva, 
y como el interpolador gobierna el movimiento a lo 
largo de la misma, podemos identificar el parâmetro t 
con el tiempo.
Diferenciando se obtiene:
dx = ^  dt = xdt
dy = ^  dt = ÿdt
Cl)
En todo lo que sigue, vamos a identificar dx 
con At, dy con Ay y dt con At. De esta forma, y aceptan- 
do siempre que At es lo suficientemente pequefio, se 
puede suponer que:
r i  At es una aproximaciôn de f&dt
r ÿ At es una aproximaciôn de /ÿdt
Haciendo estas suposiciones, las ecuaciones (1) 
son sôlo aproximadas, introduciendose por tanto erro­
res sistemâticos.
Veamos como utiliza el A.D.D. estas ecuaciones 
para la generaciôn de la curva, para lo que nos apoya- 
remos en la figura 3.1, siendo la figura 3.2 una re­
presentaciôn simbôlica del mismo.
El valor inicial de i es colocado en el regis­
tre x. Durante cada période de iteraciôn tienen lugar
dos operaciones:
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At
Ax
ACUMULAOOR
REGISTRO X
SUMAOOR
Ax REBOSE
Fig. 3.1
A)
Ax > Ax
Fig. 3.2
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- El registre 'k se actualize sumândole A*
- El valor actualizado de x se suma, controla- 
do por A t , con el contenido del acumulador.
La salida Ax es el rebose del acumulador y 
constituye la sàlida del integrador. Debe notarse que 
tanto los incrementos de entrada como de salida son ter­
naries, pudiendo tomar los valores +1, 0 6 -1.
En forma totalmente anâloga se obtendrîa el 
incremento de y, que séria la otra salida del interpo­
lador.
Estos integradores digitales asi definidos se 
pueden utilizer para resolver ecuaciones diferenciales, 
y por tanto, para generar curvas, a base de interconectar 
varios de una cierta forma, en forma anâloga a como 
funciona un computador analogico.
Un sistema basado en A.D.D. puede funcionar de 
dos formas : simultânea y secuencial. En la primera to- 
dos los integradores son procesados a la vez, siendo el 
tiempo de procesamiento el llamado periodo de iteraciôn. 
Esta forma de operaciôn es muy flexible, puesto que es 
posible anadir mas integradores a fin de obtener otra 
configuracion sin alterar el periodo de iteraciôn. Su 
principal inconveniente reside en que cada integrador 
necesita su propio sumador.
En un A.D.D. secuencial los integradores son 
procesados secuencialmente y en una secuencia fija. El 
tiempo necesario para procesar un integrador es el pe­
riodo de integraciôn. La principal ventaja de esta
-gîi-
forma de operaciôn es que sôlo es necesario un suma­
dor y portanto es mâs seneilla y econômica.
Naturalmente un A.D.D. simultâneo, para un sis- 
tema dado, es mucho mâs râpido que un A.D.D. secuencial 
que realiee las mismas funciones. Mientras que una 
frecuencia de iteraciôn tîpica para una mâquina secuen­
cial es de 250 ciclos por segundo, las mâquinas dota- 
das de simultaneidad de operaciôn presentan unas fre- 
cuencias de iteraciôn de 100.000 ciclos por segundo.
Un A.D.D. completo para un caso general apa- 
rece en la figura 3.3. Antes de iniciar los câlculos se
introducen los valores iniciales de *, ÿ,5t‘, y, etc,en
los registros correspondientes. Esta configuraciôn se 
simplifies notablemente si las curvas no son de grado 
superior a dos, pues entoncesAx=Ay* = 0 .
Dado que lo usual en un control numérico de 
tipo medio es la generaciôn de rectas y arcos de cir­
cunf erencia, estudiemos mâs conaretamente estos casos 
particulares.
En el caso de una recta que pasa por el origen 
las ecuaciones paramêtricas son (figura 3.4 );
X = t COS 0
y = t sen 9
Diferenciando se obtiene:
dx = COS 0dt
dy = sen 0dt
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Fig. 3.3
Fig. 3.4
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Por tanto ,dado que x e ÿ son constantes, una 
interpolacion lineal en el piano puede realizarse por me­
dio de dos "binary rate multipliers" siendo:
X  = cos 0 
ÿ = sen 0
ambas constantes.
En el caso de una circunferencia centrada en el 
origen (figura 3.5 ), las ecuaciones paramétricas son:
X = r cos ut
y = r sen wt
Diferenciando obtenemos:
dx = -rw sen ut dt 
dy = rw sen wt dt
Siendo por tanto:
k = -rw sen wt 
ÿ = rw sen wt
Asi mismo, y debido al hecho de que:
dx = -rw  ^ cos wt dt = -w dy
dÿ = -r w^ sen wt dt = w dx
Poniendo w= 1/r résulta:
* = - sen wt 
ÿ = cos wt
de donde la organizacion del A.D.D. para generacion de 
arcos de circunferencia podrla ser el de la figura 3.6.
Las principales ventajas de los A.D.D. son, por 
una parte, su coste aceptable y, por otra, la gran facili- 
dad con que el método puede extenderse al caso de très o
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Fig. 3.5
At
Ax
• sen wt>
tai
Ax
X
Aÿ cos ivt
At >5
INVERS0R 
SIONO
— fc- Ay
Fig. 3 .6
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mâs coordenadas. Sin embargo, los A.D.D. no permiten 
controlar la velocidad de generaciôn en forma sencilla 
siendo necesario para ello utilizer eircuitos adiciona- 
les, como puede ser un acumulador de salida con detec­
tor de rebose, que se puede ver en la figura 3.7. Asi 
mismo, la sustituciôn de dx y dy por saltos incré­
mentales finitos introduce errores sistemâticos, los 
cuales si no tomamos ciertas precauciones a veces difî- 
ciles de predecir, pueden provocar degradaciones impor­
tantes, incluso utilizando integraciôn trapezoidal.
Estos errores sistemâticos son mayores cuando 
aumenta el grado de la curva a generar, pudiendo en 
ciertos casos obtenerse curvas totalmente degradadas.
Estos inconvenientes han motivado la apariciôn 
de un nuevo tipo de analizador que utiliza las ecuacio­
nes no paramétricas de la curva y que parece adaptar- 
se mejor a los sistemas digitales. Estos nuevos tipos 
de analizadores son particularmente adecuados cuando 
la implementaciôn del analizador se realiza mediante 
un computador digital (mini o microcomputador).
3.3. METODOS NO PARAMETRICOS
Como apuntâbamoB en el apartado anterior, el 
proceso de generacion de una curva es diferente segân 
se utilicen las ecuaciones paramétricas o las ecuaciones 
no paramétricas de la mlsma. Hasta hace algunos aRos cl 
proccso se realizaba exclusivamente por medio de Analiza­
dores Diferenciales Digitales resolviendo el conjunto
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de ecuaciones diferenciales, cuya soluciôn es la curva 
deseada. Reciententente, sin embargo, el proceso de gene- 
raciôn se esta comenzando a realizar utilizando las ecua­
ciones no paramétricas de la curva. Se han desarrollado 
diferentes algoritmos, especialmente para la generaciôn 
de rectas y arcos de circunferencia, que son en cierta 
manera anâlogos, siendo su caracterlstica peculiar el mé­
todo utilizado para la eleccién del nuevo punto de la cur­
va generada realmente. Los algoritmos que han sido objeto 
de nuestro estudio estân basados en la simplificaciôn de 
que, dado un punto cu&lquiera en el piano, existen ocho 
posibles direcciones que nos permitirSn, aplicando un cier- 
to criterio, elegir el nuevo punto a alcanzar. Estos ocho 
puntos provienen de cuadricular el piano de tal forma que 
cada lado de la cuadrîcula sea igual a la tolerancia exi- 
gida en la generaciôn de la curva. En ia figura 3.8 po- 
demos ver una curva, el punto alcanzado y los ocho pun­
tos posibles a alcanzar en el paso siguiente.
Consideremos una curva cualquiera en el piano da­
da por su ecuaciôn no paramêtrica:
f Cx,y) = 0
En lo que sigue supondremos que la funciôn f es 
derivable y que los incrementos âx 6 Ay pueden valer so- 
lamente +1, -1 ô 0.
El propôsito de todos los algoritmos es encontrar 
un conjunto de puntos que se adapten lo mâs posible a la
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curva teôrica, pudiendo el punto inicial estar o no 
eituado Bobre la misma. En general^aGn cuando el punto 
inicial esté en la curva, los puntos subsiguientes no 
lo estarân.
El nfjmero de puntos posibles de la figura 3.8 
que pueden ser alcanzados en el siguiente paso,pueden 
ser reducidos mediante la introducei6n de la direccion 
a lo largo de la cual se genera la curva. Hay dos di­
recciones posibles en la misma, dadas por los vectores 
+v y -V, de componentes:
+v = ^  ) -Ÿ =( ^ , _
6y 6x 6 y ôx
De acuerdo con la direcciôn y el cuadrante se 
pueden définir très movimientos posibles, es decir, que 
los ocho puntos posibles se reducen a très perfectamen- 
te definidos. En la figura 3.9 y sobre una circunferen­
cia se pueden ver los posibles movimientos en funciôn de 
la direcciôn y del cuadrante.
La elecciôn del punto siguiente se puede hacer 
segûn diverses criterios.
Aunque en apartados posteriores se estudian con 
mâs detalle algunos de estos métodos, vamos a realizar 
un anâlisis previo con la finalidad de conocer si un 
método es del tipo general o especîfico para la genera­
ciôn de curvas particulares, justificando en esta com- 
paraciôn la elecciôn de los métodos mâs interesantes.
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Uno de los primeros métodos no paramétricos de 
generaciôn de curvas es el de Bresenham (BR65), publi- 
cado en 1965 ,y se aplica exclusivamente a la generaciôn 
de rectas. Aunque posteriormente (BR 77) Bresenham pre- 
sentô un algoritmo para generar arcos de circunf erencia, 
la generalizaciôn de su primer algoritmo a todo tipo de 
cônicas fué realizado por Pitteway (PI 67) en 1967, te- 
niendo el mérite de haber sido el primero en haber de­
sarrollado un algoritmo lineal' para generar cualqüier 
tipo de cônica en el piano.
En 1970 Danielsson CDA 70) publicô un método 
muy sencillo particularmente adecuado para la generaciôn 
en el piano de rectas y curvasi pero que présenta el in­
convénients de Tio “pennitir movimientos simultanées de 
ambos ejes, lo que lo hace muy lento en ejecuciôn tren­
te a los otros.
Posteriormente apareciô en 1973 un algoritmo 
muy perfeccionado que permite realizar con gran preci- 
siôn la interpolaciôn de curvas. Xdeado por Jordan, Len­
non y Holm (J073), éste método conduce a unas curvas muy 
similares a las teôricas. El inconvénients que présenta 
es que su implementaciôn es muy compleja, este es, muy 
costosa si se realiza mediante lôgica cableada o muy 
lenta si es un sistema de programaciôn que corra sobre 
un computador el resultado de la implementaciôn.
Este algoritmo promoviô la rêplica de Pitte­
way en (PI74)y (PI 74a), pero tanto estas nuevas con- 
tribuciones como otros métodos publicados y que se
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incluyen en la bihliografîa sjin referemoâi* expresa, no 
presentan clara^ ventajas sobre los anteriqrmente cita- 
dos.
3.3.1. Método d«#'Jordan, Lennan y Holm (
' Consiste: , en eseneia en lnkajb^ar para cada 
I punto de la curva, la d;^|ccipn y é3L^ <yiadrante que le 
son propios. Entonces, para h^cer el siguiente despla- 
zamiento, se elige como criterio el basado en la mini- 
mizaciôn de la distancia lâ la curva teôrica. La li­
nes que resuite de la apl^.^i^ij-de este algoritmo se­
ra la mâs prôxima a la curva vérdadera.
Si d e f inimoB los valores de la funciôn f en los 
très puntos p r ôximos posibles (para una direcciôn y c u a ­
drante dados)!
f* = fCx+ Ax, y)
f*y= fCx+Ax,y+ Ax)
f^ = fCx,y+ Ay) i
para elegir el prôximo punto basta comparar los. valores 
absolutôfe de esas cantidades-
Por tàrtto si |f*|<|f^ | y prôximo
movimiénto serâ en la direcciôn düd- ejê x,! si |f^  | < 
|f*| y|f^ |<|f’'^| el movimiénto 'Êérq e^ la d: recciôn del1 »
eje y, y si |f'^ |^<|f^ | y se elegirâiel despla-
zamiento hacia el punto (x+ Ax, y+ Ay)-
f
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Fig 3.9
(n * l.y )
Fig. 3.10
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Para la obtenciôn de f*, y basta aplicar 
la fôrmula de Taylor.
fCx+ Ax, y+ Ay)=fCx,y)+ ? -3—  { Ax *Ay f(x,y)
n=l nî °* "y
elendo Ax y Ay igual a +1 6 -1 segûn el cuadrante y la
direcciôn de la curva y fCx,y)=D en el punto inicial.
Una vez elegido el siguiente punto, deberân ac- 
tualizarse las derivadas parciales de distintos ôrdenes 
hasta llegar a las de valor constante. Esta actualiza- 
ciôn ha de hacerse extensiva a los valores f*, yf*^.
Este método de interpolaciôn, totalmente general 
y fâcilmente'ampliable a mâs dimensiones, tiene un cos­
te equiparable al del Analizador Diferencial Digital.
El control de velocidad se alcanza mâs- sencillamente, da­
do que es inherente a su construcciôn. Asî mismo, no 
hay posibilidad de obtener curvas degeneradas.
Su principal inconveniente es que, trente a otros 
métodos, résulta muy laborioso- de ser realizado por un 
sistema de programaciôn, ya que los câlculos a realizar 
en cada paso elemental son mucho mâs extensos que los que 
otros procedimientos ofrecen, aûn en el caso de rectas 
y circunferencias, con el consiguiente detcrioro en la 
velocidad de ejecuciôn.
3.3.2. Método de Bresenham y Pitteway
J.E. Bresenham presentô en 1965 un método para 
usar un trazador de curvas controlado por un computador 
muy ûtil para el trazado de rectas y cuya filosofîa re- 
sumimos a continuaciôn.
-102-
Una recta se puede aproximar por movimientos rec­
tos u oblicuos, teniendo cada octante del piano dos que 
le son propios.
Consideremos la recta del primer octante y=— ■ x, 
con u iv >o, del primer octante por tanto; cualquier 
I recta de otro octante es reducible al primero, por lo 
que se estudia éste para mayor simplicidad.
Supongamos que se han realizado n movimientos. 
Entonces, en la figura 3.10 el lâpiz del trazador se 
encontrara en la posicion (n »jj^ ) donde 0< j^<n.
El siguiente movimiénto a realizar se escoge 
de tal manera que la distancia entre la ordenada del 
nuevo punto y el valor teorico de y=—^ x  para esa abs- 
cisa sea minimo, esto es, se'éscogerâ el punto Cn+1, 
de la figura 3.10 si se verifies q^^^< r^^^ y 
el punto (n+1, j^> si q^^^> r^ ^^ ..
El algoritmo para este método es muy breve. Pa­
ra cada ciclo bâsico basta efectuar una operacion arit- 
mética, una comparaciôn y realizar el movimiénto ade­
cuado, aparte, lÔgicamente, del control de final. Este 
algoritmo exige la iniciacion de varias variables an­
tes de iniciarse el proceso.
La extension del trabajo de Bresenham al traza­
do de cônicas fué realizada,por M.L.V. Pitteway. Para 
ello, el procedimiento que se sigue es calculer en ca­
da punto la tangente a la cônica y trasladar asi el pro­
blème al de la recta resuelto por Bresenham. Naturalmente
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el câlculo Be hace de forma iterativa, tomando como 
base la tangente en el punto anterior, y se lleva 
un control de cambio de octante: cuando éste se pro­
duce, hay una reiniciaciôn de parâmetros y se cambian 
los movimientos de salida.
El algoritmo se simplifies enormemente en el 
caso de circunferencias y deja sin resolver el problem 
ma de detectar el final de arco.
3.4. UN METODO LINEAL NO PARAMETRICO PARA GENERACION DE 
CURVAS.
El problems de abordar el diseho de un con­
trol numérico de tipo medio basado en microprocesado- 
res, respondiendo a las fuertes exigencias en tiem- 
po que un sistema de estas caracteristicas plantea 
en la funciôn crîtica de generaciôn de curvas para 
operaciones en contorneo, nos ha llevado, entre otras, 
a las siguientes consideraciones:
- Conveniencia de utilizer un método de interpolaciôn 
no paraunétrico, dada su facilidad de implementaciôn 
mediante un sistema de programaciôn, aprovechando 
asi las posibilidades que el microprocesador ofre- 
ce y simplificando, en lo posible, la circuiteria 
externa.
- Conveniencia de efectuar desplazamientos simulta­
nées en los ejes, para obtener un mejor rendimien- 
to. En efecto, para una velocidad V programada 
sobre un eje un método que permita movimientos si­
multanées trabajarâ siempre a una velocidad de 
salida sobre la recta a trazar tal queV<V^<Vi/ 2, 
mientras que si no existiera la posibilidad de si- 
raultanear puises se verificaria V> V^>V/ /2 .
-104-
- Conveniencia de buscar un ciclo bâsico de generaciôn 
de salidas minimo, dado que existen grandes limitacio- 
nes de tiempo, siempre que el procedimiento se mue-
va dentro de la precisiôn exigida, aunque para ello 
haya que prescindir de soluciones mâs sofisticadas o 
elegantes. Esta conveniencia exige reducir la elec­
ciôn a sôlo dos puntos en lugar de très, lo cual im- 
plica trabajar con octantes.
,- Conveniencia de hacer igualmente breve la iniciacion 
de variables y las rutinas de cambio de cuadrante u 
octante, para facilitar el encadenado de distintas 
curvas.
- Conveniencia de buscar un criterio de parada lo mâs 
sencillo posible con la consiguiente rapides de las 
rutinas correspondientes.
- Conveniencia de excluir del tratamiento la mecaniza- 
ciôn de ejes y rectas que formen ângulos de 45®con 
los mismos, ya que son las mecanizaciones mâs fre- 
cuentes a efectuar y sôlo es preeiso controlar ade- 
cuadëimente el final del tramo, consiguiéndose de esta 
manera mayor velocidad.
- Conveniencia, finalmente, de lograr un método fâcilmen­
te adaptable a très dimensiones, al menos en rectas, 
para poder mecanizar ranuras de profundidad variable.
Teniendo en cuenta todas estas consideraciones, 
se ha obtenido un método que pasamos a describir a con­
tinuaciôn, en sus très apartados de interpolaciôn lineal,
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interpolaciôn lineal en el espacio e interpolaciôn 
circular, presentando finalmente una extensiôn del 
método a la generaciôn de cônicas.
3.4.1. Interpolaciôn lineal en el piano
El método que vamos a exponer esté pensa- 
do para trabajar en el primer octante del piano, es­
to es, para trazar segmentes cuyo origen es el de 
coordenadas y cuyo punto final es el (x,y), siendo 
x>y>0.
Cualquier recta de otro octante es reducible 
fâcilmente al primero, sin mâs que consulter la Ta­
bla 3.1 , donde (X^, Y^) son las coordenadas del pun­
to final del segmente a generar. Los ejes y las 
rectas que forman ângulos de 4 5°con elles se exclu- 
yen del tratamiento por lo visto anteriormente.
Serâ précisé, pués, al comenzar una genera­
ciôn de un segmente rectilîneo el efectuar una tras- 
laciôn de los ejes al origen del segmente y una re- 
ducciôn del mismo al primer octante de acuerdo con 
la Tabla 3.1.
La salida del interpolador en cada ciclo se­
râ un vector de cuatro bits con la estructura (X+Y-Y+Y-) 
de los que, para cada segmente, dos serân simpre ce- 
ro. Esta configuraciôn permite desplazar la mâquina- 
herramienta en cualquier direcciôn y sentido. Hemos 
de hacer notar que, en realidad, el vector de salida, 
que denominamos vector caracteristico, séria de la 
forma (X+ X- Y+ Y- Z+ Z-) ya que se trabaja con très 
ejes pero reducimos el estudio àl piano xy a efectos de 
simplificar la exposiciôn. Los dos bits correspondientes
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al eje perpendicular al piano de trabajo serân siempre 
iguales a cero-
Como se puede apreciar en la Tabla 3.1, a cada 
octante se le asocian dos vectores caracteristicos, uno 
correspondiente a movimiénto simple y otro a movimiénto 
doble, esto es, a desplazamientos simultâneos en ambos 
ejes.
T A B L A  3.1 
Tabla de reducciôn al primer octante
Condiüiôn octante X Y
V.C.
doble
V.C.
simple
XA>?A> 0 1 ^A ^A (1010) (1000)
YA>X^> 0 2 ^A %A (1010) (0010)
YA>0>X^ y 
^A"-*A 3 Ya -*A (0110) (0010)
YA>0>X^
^A<-XA 4 -^A Ya (0110) (0100)
0>Y^>X^ 5 "^A -Ya (0101) (0001)
0>XA>YA 6 -Ya -^A (0101) (0100)
XA>0>YA y 
-^A>XA 7 -Ya %A (1001) (0001)
X^>0>Yy^ 8 XA -Ya (1000) (1000)
Consideremos pues, el segmente de la figura 3.il, 
reducciôn al primer octante de cualquier segmente. Lo po- 
demos aproximar mediante desplazamientos segân el eje x 
(salida en x), o bien por desplazamientos segûn la bisec- 
triz del primer cuadrante (salida en x y en y).
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La ecuaciôn implicite no paramêtrica de la recta 
es f(x,y) = bx-ay=0, y consideremos la funciôn &= f(x,y) = 0 
sobre la recta a generar.
Estamos intentando buscar un algoritmo que nos 
indique en cada desplazamiento a efectuar si es conve- 
niente hacerlo segûn la bisectriz del primer cuadrante 
o bien segûn el ej.e x y para ello nos vamos a apoyar 
en el valor de la funciôn A en cada instante. Este valor 
A deberâ ser actualizado cada vez que se realice un mo- 
vimiento.
El valor de una funciôn en un punto prôximo vie­
ns dado por la fôrmula de Taylor, que en este caso se re­
duce a:
f(x+ Ax,y +Ay)=f(x,y)+ Ax+ Ay=
= f(x,y) +bA x-a Ay
Consideremos que estamos en el paso i sobre la 
recta a generar, con lo que A^=0; si realizaunos un des­
plazamiento unidad segûn el eje (siendo el desplaza­
miento unidad igual a la resoluciôn del sistema) serâ 
A x=l, Ay=0, y por tanto:
f(x+l,y) = f(x,y)+b 
y el nuevo valor de A serâ:
A^+i =A^+b >0 ya que b> 0
Como hemos partido de un punto situado en la 
recta , al realizar un movimiénto segûn el eje estaremos
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Fig. 3.11
{xi*1. yil
Fig. 3.12
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ahora "por debajo" de ella, como se ve en la figura 
3.12, luego para buscar la trayectoria teôrica realiza - 
remos el prôximo movimiénto segûn la bisectriz.
Si por el contrario, y partiendo de la recta, 
realizamOB un desplazamiento segûn la bisectriz del 
primer cuadrante, tendremos: Ax=l, Ay=l, y en consecuen- 
cia:
f(x + 1, y +1) = f(x,y)+(b-a) ,
Llamando A = b-a, tenemos para el nuevo valor de 
A en este caso:
A^^j = A^+A< 0 ya que a> b en el primer octante
y al haber partido de la recta, y haber realiza­
do ese movimiénto , estaremos "encima" de la recta a 
generar y, buscando la trayectoria corrects, el siguien- 
te movimiénto se realizarîa en la direcciôn del eje x.
Es por tanto el signo de la funciôn Ael que in­
dice si el prôximo movimiénto deberâ ser el simple o 
el doble.
La secuencia de movimientos elementales asî 
descritos tiene la ven]^ g|^  de que ha de realizarse "a" 
veces exactamente, siendo "a" el valor de la abscisa 
del punto a alcanzar, ya que siempre hay componente de 
avance segûn el eje, lo que simplifies el control de 
fin de tramo.
De acuerdo con todo lo anterior, un posible or­
ganigrams para la generaciôn de segmentes rectilîneos, 
podria ser el de la figura 3.13.
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noA < 0
no
l4
A=0 
a  = x 
A=y-x
SALIOA— OOBLE 
L- à* A 
x=x*l
Reducciôn al 1ST 
octnnte y obtenciôn 
dexjrSIMPLE.DOBLE
SALIDA— SIMPLE 
A= A* y 
X = x*1
Fig. 3.13
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Dado que el.trazado de ejes y rectas que for­
men ângulos de 45°con ellos estâ excluido del proceso de 
interpolaciôn, no hay problema en que en ese organigra- 
ma, la salida (donde A=0) se haga siempre con movi­
mientos simultâneos. Igual séria hacerlo con salida sobre 
el eje (consideraciôn del cero como nûmero negative), 
pués siempre se alcanzarâ el punto (a,b) y en ningûn 
momento la distancia de la trayectoria quebrada a la 
recta teôrica es superior a la resoluciôn, como se ve 
en la figura 3.14, en la que se plasman los resultados 
del siguiente ejemplo de aplicaciôn del métodç, en que 
se va del punto (0,0) al (7,5) siendo por tanto x=5 y 
A=-2 los valores de entrada al organigrams.
Paso X Y A Movimiénto
1 0 0 0 DOBLE
2 1 1 -2 SIMPLE
3 2 1 + 3 DOBLE
4 3 2 + 1 DOBLE
5 4 3 -1 SIMPLE
6 5 3 + 4 DOBLE
7 6 4 + 2 DOBLE
7 5 0
Como se ve. se alcanza el punto final sobre :
recta teôrica, y por tanto A=0 en esc :instante.
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A5)
(0,0)
Fig. 3.15
d(s)
1-m-m
Fig. 3.16
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3.4.1.1. Estudio de errores
Puesto que toda recta es reducible al primer 
octante, haremos el estudio en éste de la separaciôn 
mâxima y la separaciôn cuadrâtica media, entre los verti­
ces de la poligonal por la que se aproxima una recta 
teôrica con el método propuesto y la recta misma.
Dada una recta de pendiente m, m <1, la mâxima 
separaciôn positiva se obtiene (figura 3.15) en el su- 
cesor de un punto de la poligonal muy prôximo a la rec­
ta teôrica y debajo de ella; en el paso siguiente, la 
distancia a la recta podemos considerarla como d^ (en 
realidad es algo menor) y vale d^< 1-m.
Anâlogamente,1a mâxima separaciôn negativa 
ocurrirâ en el sucesor de un punto de la poligonal muy 
prôximo, por encima , a la recta teôrica; el algorit­
mo originarâ un desplazamiento segûn el eje y la distan­
cia serâ entonces d^> -m, tomando siempre la resolu­
ciôn del sistema como unidad de longitud.
Con el fin de calculer la densidad de probabi- 
lidades del error supondremos, como es lôgico y de 
acuerdo con la experiencia (figura 3.16) que la proba- 
bilidad de encontrar una separaciôn s es constante. 
Entonces la densidad de probabilidad es :
d(s) =0 para s ( -m 
d(s) =K " -m< s< 1-m
d(s) =0 " s) 1-m
1-m
luego: /“ dûs) ds= K I ds=l=K
-m
-im-
por tanto K =1
Y en cuanto al error cuadrâtico medio, su valor
serâ:
2 9 i o # V 3 1 —m
E =/„ X d(x) dx =/ X dx= [—g— ] =
—in —in
= = lzm.^+.3m^-3m+m^, = 1/3
funciôn por tanto, de la pendiente de la recta, que es 
minimo para m= 1/2, que corresponde a un ângulo de 26,5® 
y es e= 0.288, siendo mâximo para m=0 y m=l, que vale 
e =0.577. ,
En la tabla 3.2, aparecen los resultados para 
un rango de pendientes comprendidos entre 0 y 1, en 
que se ven los valores estadisticos frente a los valo­
res teôricos y que se reflejan grâficamente en la fi­
gura 3.17.
3.4.2^ Interpolaciôn lineal en el espacio
Los temas relacionados con el control numérico 
suelen estar sometidos al secreto industrial, por lo que 
no es fâcil el encontrar referencias bibliogrâficas lo 
suficientemente explicitas. En el caso de generaciôn de 
curvas en el piano se han localizado métodos desarro- 
llados para perifêricos de computador (lâpices traza- 
dores sobre papel, pantallas grâficas, etc) principal- 
mente,que se pueden aplicar al control numérico de mâ- 
quinas-herramienta para contorneos en dos dimensiones, 
pero el problema de pasar al espacio de très dimensio­
nes no estâ apenas tratado.
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TABLA DE ERRORES CUADRATICOS MEDIOS<ECM)
PENDIENTE
RECTA
0 .10000  
0.20000 
0 .3 0 0 0 0  
0 .4 0 0 0 0  
0 .5 0 0 0 0  
0 .6 0 0 0 0  
0 .3 0 0 0 0  
0.00000 
0.00000 
1.00000
ECM
ESTADISTICO
0 .4 0 3 3 8
0 .4 1 6 4 1
0 .3 5 1 2 4
0 .3 0 5 5 3
0 .2 8 8 6 3
0 .3 0 5 4 5
0 .3 5 1 1 1
0 .4 1 6 2 3
0 .4 0 3 1 8
0 .5 3 3 2 2
ECM
TEORICO
0 ,4 0 3 3 3  
0 .4 1 6 4 1  
0 .3 5 1 2 5  
0 .3 0 5 5 4  
0 .2 8 8 6 8  
0 .3 0 5 4 3  
0 .3 5 1 1 3  
0 .4 1 6 2 6  
0 .4 0 3 2 1  
0 .5 3 3 2 6
TABLA 3o2
ECM
ESTADISTICO
0.8 -
0.0 PENDIENTE RECTA0.0
FIG 3 a  n
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El algoritmo que se présenta en este apartado, 
aplicable para la mecanizaciôn de ranuras de profundi- 
dad linealmente variable, es una extensl6n del propues- 
to para dos dimenslones. Para ello, reduciremos cual- 
quier segmente del espacio a une que tenga por origen 
el de eoordenadas y por final el(X^,Y^, Z^), con
® y Zjj> 0. El caso X^= 3^=2^ se apartarâ 
del tratamiento general ya que bastarâ sefialar referen- 
cias idénticas para los très ejes, asl eomo el trazado 
de segmentes contenidos en un plane ceerdenade, que 
se reselverâ, lôgicamente, per el métode de interpela- 
cion lineal en el plane expueste en 3.4.1.
La salida del sistema al fin de cada cicle bâ- 
sice serâ un vector de seis bits con la cenfiguraciôn 
(X+ X- Y+ Y- Z+ Z-), existiende en el misme entre une y 
très bits con valer 1, ya que aqui tambien se exige la 
ejecuciôn, cuande sea pesible,de mevimientes simultâ- 
neos en 2 6 3 ejes à efectes de incrementar la veleci- 
dad de generaci6n.
La Tabla 3.3 es la de reducciôn de cualquier 
segmente de origen (0,0,0) y final (X,Y,Z)de une de les 
24 subespacies en que dividimes el espacio de très di- 
mensienes al subespacie en que Xj^ > Y^ >0 y X^> Z^> 0 
del primer octante de la esfera, que llamaremes subes­
pacie 1, con les vecteres caracteristicos SIMPLE, DOBLEl 
y DOBLE 2 que utiliza el algeritme, y que se han défi- < 
nido de manera que sus posibles sumas binaries preduz- 
can las diferentes salidas posibles, este es, refirién- 
denes al subespacie 1 tenemes:
T A B L A  3.3
Tabla de reducciôn de segmentes en el espacio
Octante Valor Condiciôn h SIMPLE DOBLEl D0BLE2
1 X>0,Y>0,Z>0 X >Y,X> Z X Y Z (100000) (001000) (000010)
Y >X,Y> Z Y X Z (001000) (100000) (000010)
Z >X,Z> Y Z Y X (000010) (001000) (100000)
2 X<0,Y>0,Z>0 -X>-Y,-X>Z -X Y Z (010000) (001000) (000010)
Y>-X, Y>Z Y -X z (001000) (010000) (000010)
Z> X, Z>Y Z Y -X (000010) (001000) (010000)
3 X<0,Y<0,Z>0 —X>—Y,—X>Z -X -Y z (010000) (000100) (000010)
-Y> X,-Y>Z -Y -X z (000100) (010000) (000010)
Z>-Y, Z>-X Z -Y -X (000010) (000100) (010000)
4 X>0,Y<0,Z>0 X>-Y,X >Z X -Y z (100000) (000100) (000010)
-Y> X,-Y>Z -Y X z (000100) (100000) (000010)
Z> X,Z>iY -Z X Y (000010) (000100) (100000)
5 X>0,Y>0,Z<0 X> Y,X>-Z X Y -Z (100000) (OQIOOO) (000001)
Y> X,Y>-Z Y X -Z (001000) (100000) (000001)
—Z> X,—z>x -Z Y X (000001) (001000) (100000)
I
Octante Valor Condiciôn J n ! n • SIMPLE DOBLEl D0BLE2
6 X <0,Y >0,Z<0 —X>Y, —X>—Z -X Y -z (010000) (001000) (000001)
Y>-X, Y>-Z Y -X -z (001000) (010000) (010000)
-Z>-X, -Z> Y -Z Y -X (000001) (001000), (010000)
7 X<0,Y<0, Z<0 —X>—Yj“X> —Z -X -Y -z (010000) . (000100) (000001)
-Y>-X,-Y >-Z -Y -X -z (000100) (010000) (000001)
-Z>-X,-Z >-Y —z -Y -z (000001) (000100) (010000)
8 X>0,Y<0,Z >0 X>-Y, X >-Z X -Y —z (100000) (000100) (000001)
-Y> X,-Y > Z -Y X -z (000100) (100000) (000001)
—Z> X,—Z Y -Z -Y X (000001) (100000) (100000)
I
00
I
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SALIDA = SIMPLE
SALIDA=SIMPLE+D0BLE1
SALIDA=SIMPLE+D0BLE2
produce salida en xCmov. simple)
" " " X ,y(primer mov. doble)
" " " x,z(segundo mov.doble)
SALIDA=SIMPLE+DOBLEl+D0BLE2" " x,y,z(mov. triple)
Una vez reducido el problems a la generaciôn 
del segmento de origen (0,0,0) y final (X^, Y^, Z^) 
del subespacio 1, consideremos sus ecuaciones:
a partir de las cuales podemos définir la recta como 
intersecciôn de dos pianos:
N
Zj, X  -X^z=0
que se pueden tomar individualmente como las ecua­
ciones de las proyecciones de la recta a generar sobre 
los pianos XY y XZ. Ademâs, en cada uno de Alios se 
verifies que X^ es mayor que la coordenada correspon- 
diente al otro eje. El problems, entonces, se puede 
reducir a aplicar, sueesivamente y en cada ciclo bâsico, 
el metodo de interpolaciôn lineal en el piano propues- 
to en el apartado anterior, componiendo los resultados 
parciales en cada proyecciôn para obtener la salida ,
de ese ciclo.
Définiremos para cada proyecciôn,dos variables
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y Ag, que se actualizarân para cada iteraciôn segûn 
el desplazcuniento que haya tenido lugar en la proyec- 
cion correspondiente y cuyo signe nos indicarâ, en la 
iteraciôn prôxima, el desplazamiento parcial a efec- 
tuar.
Para ilustrar el proceso a seguir, podemos in- 
troducir dos variables booleanas F y G de la forma si- 
guiente:
F=1 si A^i 0
6=1 si Ag» 0
Por tanto,el desplazamiento triple, cuyo vector 
caracterîstico de salida en ellsubespacio 1 es(lOlOlO) 
verifies là ecuaciôn booleana:
X  y z = FG
Los dos movimientos dobles-salida en x,y y en 
x,z-tendrân como vectores caracteristicos de salida 
Cl 01  0 0 0) y (10 0 010); las ecuaciones boolea­
nas correspondientes serian:
XZ = FG
xy = F5
Anâlogamente, el movimiento simple tendria co­
mo vector caracteristico . de salida ( l O O O O O ) y e n  
este caso:
X = F 5
Se ha de notar que, al realizarse siempre des­
plazamiento en el eje x, el control de final es inme- 
diato, ya que el ciclo bâsico habrâ de ejecutarse 
veces.
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Segûn todo lo expueeto, un posible organigrama 
para la generaoiôn de rectas en el espacio séria el 
de la figura 3.18, que podemos aplicar al siguiente 
ejemplo, segmente que partiendo de (0,0,0) ha de fi- 
nalizar en (5,4,3).
Las ecuaciones de la recta serân:
5 4 3
y las ecuaciones de la proyecciones de la misma:
4x - 5y = 0
3x - 5z = 0
luego los valores de entrada al organigrama serân:
Aj=0, Ag=0, Y=4, 2=3, Al=-1, A2=-2, XFI = 5
y por tanto los valores de las distintas variables en 
cada paso serian:
PASO fl f2 SALIDA F 6 X Y Z
1 0 0 (101010) 1 1 0 0 0
2 -1 -2 (100000) 0 0 1 1 1
3 3 1 (101010) 1 1 2 1 1
4 2 -1 (101010) 1 0 3 2 2
5 1 2 (101010) 1 1 4 3 2
0 0 - 5 4 3
3.4.3. Interpolaciôn circular
La generaciôn de circunferencias y, mâs fre- 
cuentemente de arcos de circunferencia es, junto con
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Obtenciôn desde 
TABLAI de X Y ^  
SIMPLE. DOB.1.DOB2
no01<0
no02<0
noXFIrO
Fig. 3.18
exterior ■»- SAL I DA
SALIDA = SIMPLE
D1=0„ 0 2 :0 .XFbX 
A1=Y-X .  A2=Z-X
02 = D2*Z
SALIDA = 
SALIDA*DOBLE 2
DIaDUAI
SALI DA = 
SALIDA* DOBLE 1
D2=D2*A2
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la generaciôn de rectas, la tarea de contorneo mâs 
habituai en un control numérico de tipo medio.
El algoritmo que proponemos para realizar es­
ta funciôn se ha obtenido usando la misma metodologîa 
que en el caso del segmento rectilineo, y es vâlido 
para generar cualquier arco de circunferencia reco- 
rrido en cualquier sentido, bien de las agujas del 
reloj (AR), bien contrario a este (CAR).
Consideremos la circunferencia o arco de cir­
cunf erencia que satisface la ecuaciôn no paraunétrica 
X* +y* -R* =0, y definamos la funciôn A = A(x,y) tal 
que es nula sobre la circunferencia, negativa en los 
puntos interiores y positiva en los puntos exteriores 
a la misma.
El método de trabajo serâ el de asimilar el 
trazado de cualquier octante de la circunferencia 
al de uno de los octantes del primer cuadrante, reco- 
rridos en sentido AR, con procedimientos distintos 
para el primer octante y el segundo, dado que los 
movimientos elementales son diferentes en uno y otro 
tal como se ve en la figura 3.19. Podrîamos, pues, 
clasificar los octantes de la circunferencia en oc­
tantes que finalizan en una bisectriz y octantes que 
finalizan en un eje, siendo el sentido del recorrido 
primordial por tanto para establecer esa clasificaciôn. 
Esta divisiôn en dos octantes tiene varias ventajas. En 
primer lugar, como ya se ha indicado, sôlo existen dos 
posibles salidas dentro de un octante; en segundo, 
los incrementoB de los distintos parâmetros, como se 
verâ mâs adelante, son fijos para cada tipo de oc­
tante, con lo que las transferencias entre las rutinas
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M O VIH IEN TO S E L E M E N TA L E S  EN EL 
PRIM ER CUADRANTE S EN T ID O  A R
Fig .-3.19
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que generan uno y otro, son mlnimas; por otra parte, 
la direcciôn de mayor crecimiento es distinta en ca­
da tipo de octante, lo que hace que el control de 
final, tanto de octante, como de arco, sea distinto 
en un caso u otro.
Se comenzarâ la generaciôn sobre un punto de 
la trayectoria teôrica y en cada ciclo bâsico se cal- 
cularâ el valor de A(x,y) para generar el desplaza­
miento siguiente.
Si A<0 estaremos dentro de la trayectoria teô­
rica, intentando ir "fuera" en el prôximo desplazamien­
to, realizando el movimiento adecuado; por el contra­
rio, si A>0 estaremos "fuera"de la trayectoria teô­
rica e intentaremos pasar al interior de la circun- 
ferencia en el prôximo desplazamiento.
Consideremos separadamente lo que sucede en 
cada uno de los dos octantes. El valor de la funciôn 
f(x,y)=x* +y*-R*=0 en un punto prôximo viene dada por 
el desarrollo en serie de Taylor:
f(x+Ax,y+Ay)=f(x,y)+ E i, (Ax +Ay -^)n f(x,y) =
n=l
=f(x,y)+2x Ax+2y Ay+ j (2(Ax)* +2 (Ay)*}
Para el primer octante de circunferencia, te- 
nemos como posibles valores de los incrementos:
Ax=0, Ay=-1 en el caso de movimiento simple
Ax=l, Ay=-1 " " " " " doble.
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En el primer caso:
f (x,y-l)=f(x,y)-2y+l = fCx,y)+S con S=-2y+l 
y para el segundo:
f(x+l,y-l)=f(x,y)+2(x-y+l)=f(x,y)+D con D=2 (x-y+1)
En el caso de haberse realizado movimiento sim­
ple, y^ ^j^=y^_i, los valores de S y D deberân actuali- 
zarse de acuerdo con los resultados anteriores como si- 
gue :
j=-2(y^-l)+l=S^+2
2 (x-(y^-l)+l)=D^+2 
y en cuanto a la funciôn A :
^i+l"^i^^i
Si el movimiento realizado hubiera sido el do­
ble, la aetualizaciôn sera:
S^^^= —2(y^—1)+1 = S^—2
°i+l= 2((x^+l)-(y^-l)+l)=D^+U
siendo la funciôn A actualizada en este caso de la 
forma:
En cuanto al segundo octante, siempre en sentido AR, 
los valores de los incrementos serân:
Ax=l, Ay=0 en el caso de movimiento simple
Ax=l, Ay=-1 " " " " " doble
Si hubiera habido movimiento simple, el valor 
de la funciôn f (y el de la funciônA que hemos definido)
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quedaria como eigue:
f(x+l,y) = f(x,y)+2x+l = f(x,y) +S con S=2x+1 
y en el caso de movimiento doble;
f(x+l, y-l)=f(x,y) +2(x-y+l)=f(x,y)+D con D=2(x-y+l)
La aetualizaciôn de variables en este segundo 
octante serâ la siguiente para movimiento simple:
S^^^=2 (x^+l)+l = S +^2
D^ .^ =^2( (Xj^ +1 )-y+l)=D^+2
siendo la funciôn Aactualizada . en este caso de la 
forma:
*i+l ■ *i^®
En el caso de haberse realizado un movimiento 
doble las actualizaciones se realizarlan como sigue:
®i+l ■ 2(x^tl)+l = S^+2
- 2 C (x^—1 ) — (y^—1 )+1 ) =D^+U
^i+1 =
Un arco de circunferencia quedarâ definido me- 
diante un punto inicial (X^, Y^) que coincidirâ con las 
eoordenadas del ûtil de la mâquina-herramienta, su 
punto final (Xp, Yp), las eoordenadas del centre y el 
sentido de recorrido.
Una vez realizada la traslaciôn de los ejes al 
centre de la circunferencia, el octante final y el ini­
cial se determinan consultando la Tabla 3.4.
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T A B L A  3.4 
Determinaeiôn del octante al que pertenece el punto (x,y) 
CONDICION
X >y >0 
y ^x >0 
y >x >0 
-X >y >0 
-x>-y >0 
-y^-x >0 
-y> X >0 
x>-y >0
OCTANTE
1
2
3
4
5
6
7
8
T A  B L A  3.5
Cambios de octante (reducciôn al 1- cuadrantei AR)
Octante Sentido
Reducido 
a AR ^N ^N
V.C
DOBLE
V.C.
SIMPLE
1 AR 1 X Y (1001) (0001)
2 2 X Y (1001) (1000)
3 1 Y -X (ICIO) (1000)
4 2 Y -X (1010) (0010)
5 1 -X -Y (0110) (0010)
6 2 -X -Y (0110) (0100)
7 1 -Y X (0101) (0100)
8 2 -Y X (0101) (0001)
1 CAR 2 Y X (0110) (0001)
2 1 Y X (0110) (0100)
3 tl 2 -X Y (0101) (0100)
4 n 1 -X Y (0101) (0001)
5 n 2 -Y -X (1001) (0001)
6 1 1 -Y -X (1001) (1000)
7 1 2 X -Y (1010) (1000)
8 I 1 X -Y (1010) (0010)
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El nûmero de camblos de octante entre el ini­
cial y el final NCO, se puede calculer de la siguiente 
manera, siendo NF el octante del punto final, NI el del 
inicial y S el sentido.
1.- Si NF < NI entonces NF=NF+8
2.- NCO=NF-NI
3.- Si S es AR entonces NCO=8-NCO
Una reducciôn del octante real al primero o se­
gundo recorridos en el sentido de las agujas del reloj 
se hace consultando la tabla 3.5, donde se conservan 
las notaciones de la recta. Cuando se describe un oc­
tante, el fin del mismo se détecta por la condiciôn 
X iy en el segundo y por y< 0 en el primero. Cuando 
se entra en el ûltimo octante a generar se ha de rea- 
lizar un control sobre el punto de parada, variando de 
un octante a otro la ooordenada a controlar, que es aque- 
ila . en que siempre hay desplazamiento.
Todo lo anterior queda plasmado en el organigra­
ma de la figura 3.20, donde se presentan dos rutinas pa­
ra dos tipos de octantes a recorrer,la primera para el 
primer octante y la segunda para el segundo. Ambas ru­
tinas son muy similares, pero las constantes para la 
aetualizaciôn de las diversas variables y el control de 
final son distintos. Se podrla haber dispuesto una ûni- 
cà rutina algo mâs compleja, pero se proponen dos 
distintas con miras a acortar en lo posible el tiempo 
de ejecuciôn, tanto en iniciaeiôn como en el ciclo bâ­
sico de generaciôn, a cambio de precisar muy poca mâs
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Cdlculo de NCO
no
Calcule de DOGLE 
y SIMPLE en el sj 
guienle octanlelTIll
no
NPROGsO DEUA=0 
Y=YI
NPR0G = 1
Fig. 3.20(a)
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N C 0= 0
no
Y=YF FIN 1C
Calculo del nuevo 
DOBLE y SIMPLE er 
sig. octante (Idbll)
Y = 0
no
no
DELTA < 0
SALIDA**— DOBLE 
DELTA = DELTA* D
S=S*2 ---------
X=X*1
SALIDA-*-SIMPLE 
DELTA = DELTA* S 
S=S*2 «
YsY-1
Fig. 3.20(b)
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A U X c X  .  X . Y  
Y .A U X .N O O .N Q W  
S=2X.1 ,  Dg21X-Y*D
NC0=0
no
X =X F
li ijCalculo de DOBLE] 
H  y SIMPLE en el; 
HocAwte (TABLA 11)
D>0
no
DELTA S 0
^ Ü W - T S M I l ï"
DELTA T DELTA* D  
S = 5 *2  » D sD *&  
X rX *1  .  Y = Y -1
S A U D A — SIM PLE  
DELTA = DELTA* S  
S c S *2  «
X=X*T
Fig. 3.20(c)
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memoria de programa. Es el compromise clâsico entre me- 
moria y tiempo de ejecuciôn, que en esta ocasiôn se 
resuelve a favor del segundo.
Damos a continuaciôn un ejemplo del comporta- 
miento del método propuesto en que se genera, en sen­
tido AR, el primer cuadrante de una circunferencia de 
radio 24, con los distintos valores de las variables 
que intervienen en el proceso. En la figura 3.21 se vé 
dibujada la circunferencia, y sobre ella, la poligonal 
compléta a que dâ lugar el algoritmo. Se puede obser­
ver la igualdad de los fragmentos de poligonal co- 
rrespondientes a cada cuadrante. Deberaos hacer notar 
por otra parte, que en una mâquina-herramienta gober- 
nada por un sistema de control numérico que tuviera 
una resoluciôn de lOp, esa circunferencia tendria un 
radio de 0,24 mm. Naturalmente, una circunferencia de 
esas caracteristicas es imposible de mecanizar, ya 
que, aparté de las restricciones de radio mïnimo que 
se exponen en otro capîtulo de esta memoria, el diamè­
tre de la herramienta que realizara la mecanizaciôn ex- 
cederia en mucho ese valor.
3.4,4. Extensi-ôn del método al trazado de cônicas
Aunque nuestro objetivo era el obtener un mé­
todo particularmente adecuado para describir rectas y 
arcos de circunferencia, elementos suficientes para la 
realizaciôn de operaciones de contorneo en un control 
numérico de tipo medio, vamos a ver en este apartado co­
mo la metologîa presentada es susceptible de aplicaciôn 
al trazado de las cônicas, lo que puede ser interesante
-134-
GENERACION DE UN CUADRANTE DE CIRCUNFERENCIA
Paso X ï 3 D A Mov
0 0 24 1 -46 0 S
1 1 24 3 -44 + 1 D
2 2 23 5 -40 -43 S
3 3 23 7 -38 -38 S
4 4 23 9 -36 -31 S
5 5 23 11 -34 -22 s
6 6 23 13 -32 -11 s
7 7 23 15 -30 + 2 D
8 8 22 17 -26 -28 S
9 9 22 19 -24 -11 S
10 10 22 21 -22 + 8 D
11 11 21 23 -18 -14 S
12 12 21 25 -16 + 9 D
13 13 20 27 -12 -7 S
14 14 20 29 -10 + 20 D
15 15 19 31 -6 + 10 D
16 16 18 33 -2 +4 D
17 17 17 -33 + 2 + 2 S
18 17 16 -31 +4 -31 D
19 18 15 r29 + 8 -27 D
20 19 14 -27 + 12 -19 D
21 20 13 -25 +16 -7 D
22 21 12 -23 + 20 : +9 S
23 21 11 -21 + 22 -14 D
24 22 10 -19 + 26 + 8 S
25 22 9 -17 + 28 -11 D
25 23 8 -15 + 32 + 17 S
27 23 7 ^13 + 34 + 2 S
28 23 6 -11 + 36 -11 D
29 24 5 - * + 40 + 25 S
30 24 4 - 7 +42 + 16 S
31 24 3 - 5 + 44 + 9 S
32 24 2 - 3 +46 + 4 S
33 24 1 - 1 +48 +1 S
34 24 0 + 1 + 50 0
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FIGURA 3.21
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para una cunpliaciôn de las prestaciones del sistema 
a los casos de contorneo de arcos elipticos y parabô- 
licos principalmente.
Consideremos la ecuaciôn general de una cônica: 
ay* + 6x*+2Yxy+2uy+2vx-c = 0
El método de trabajo es, naturalmente la reduo- 
ciôn de la misma al primer cuadrante, respetando los 
movimientos propios y reales en cada punto y asimi- 
landolos a los desplazamientos simple y doble de ca­
da uno de los dos octantes de ese primer cuadrante. 
Estudiaremos entonces lo que sucede en cada uno de 
éstos.
Para el primer cuadrante, sentido AR, los movi­
mientos elementales posibles a realizar son;
Ax=0, 6y=-l movimiento simple
Ax=l, Ay=-1 movimiento doble
La expresiôn de Taylor en este caso se reduce 
en el caso de movimiento simple a:
f(x,y+Ay)=f(x,y)+ Ay+1 iLCtjizZl (& y)* =
6y 2 Ay*
=f(x,y)-(2ay+2yx+2u)+a =f(x,y)+S 
con S= 2ay-2yx-2u+o
ya que los restantes términos del desarrollo son nulos.
Anâlogamente y para el caso de movimiento doble 
tendremos:
f(x+Ax,y+Ay)=f(x,y)+ — Ax+ Ay+
+ i  ( Ü l t X t Z l  ( A y ) %  A x A y ) :
2 6 y *  6 y *  A xoy
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= f(x,y)+(2Bx+2Yy+2v)-(2oy+2Yx+2u)+-i-(2a+23-2Y)= 
= f(x,y)+(2B-2Y)x+(2Y-2a)y+(2v-2u)+(a+B-Y)=
= f(x,y)+D.
donde D=(2B-2Y)x+(2Y-2a)y+(2v-2u)+(a+B-Y)
Veamos ahora como esos valores Sy D asi defini- 
dos, y el valor de la funciôn en un punto prôximo, deben 
ser actualizadoB en cada iteraciôn segûn el movimiento 
realizado.
En el caso de haberse realizado el movimiento 
simple, 3^^+^ los valores de S y D quedan actuali-
zados como sigue:
= -2a (y-l)-2YX+a-2u=S^+2a
°i+l ■ <26-2Y)x+(2Y-2a)(y-l)+(2v-2u)+(a+6-Y)=
= Dit(2â-2Y> 
y en cuanto ài valor de la funciôn Af
^i+l"^i^^
Si el movimiento realizado hubiera sido el doble, 
entonces tendremos x^+j'X^+l,ÿ^^^=ÿ^-l y los nuevos va­
lores de S y D serân:
S^^ ——2a Cy—1 ) —2y (x+1 ) +a—2u—S^ + ( 2 a—2y )
= (26-2y )(x+l)+C2Y-2a)Cy-1)+(2v-2u )+Co+B-y 7=
=D^+(2y+2B-4y )
y el nuevo valor de la funciôn:
^i+1
-138-
En el segundo octante, sentido AR, la direc­
ciôn prédominante és la del semieje x positivo.
Por tanto tenemos:
&x=l, Ay=o movimiento simple
Ax=l, Ay=-1 movimiento doble
Aplicando la fôrmula de Taylor al desplazamiento
simple:
f(x+Ax,y)=f(x,y)+ A x+—^   ^ (Axî* =
fix fix*
=f(x,y)+2Bx+2Yy+2v+B = f(x,y)+S
siendo en este octante S= 2Bx+2Yy+P+2v.
Para el caso de desplazamiento doble tendremos: 
f (x+Ax,y+Ay) = f (x,y)+ Ax+ y+
1 6lfjx^l (A ^)t^fi*.fix^ y2  (Ay)* + AxAy) =
fix* fiy* fix fiy
=f{x,y)+(2e-2Y)x+(2Y-2a)y+(2v-2u)+ (o+B-Y)=f(x,y)+D 
con D=(2B-2Y)x+(2Y-2a)y+(2v-2u)+(o+B-Y) 
igual, lôgicamente, al valor obtenido en el primer oc­
tante .
En el caso de haberse realizado el movimiento 
simple, x^^^=x^+l, y^^^=y^ y los valores de S,D y la 
funciôn deberân ser actualizados de la siguiente manera:
Si^l=2B(x+l)+2Yy+B+2v=Si+2B
Di+1=(2B-2Y) <x+l)+(2Y-2o)y+(2v 2u )+(o+B-y )
= + (2B -2y >
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y en cuanto a la funciôn:
4+1 =4+s
Para el desplazamiento doble, =x^^ +1 , y =
=y^-l, tendremos:
' S^+l=26(x+l)+2TCy-l)+6+2v=S^+(26-2Y)
D^+1=(2B:-2t ) (x+l) + (2r-2a)(y-l) + C2v-2u) + Ca+B-Y> = 
=D^+(2a+26-4Y>
y el valor actualizado de la funciôn:
A £+j=Ai +D
Como se puede observer, todas las fôrmulas obte- 
nidas para el primer octante son validas para el segundo 
sin mas que cambiar a por
Queda por resolver el problema de fin de octante. 
Evidentemente, en el sentido AR que estamos considerando, 
el primer octante finaliza en el momento en que la tan­
gente y ' a la cônica tiende a «° ; en cuanto al segundo 
octante, el fin de su generaciôn se alcanzarâ cuando el 
valor de la tangente y* sea de -1.
Derivando implicitamente respeeto a x en la ecua­
ciôn general de la cônica tenemos:
2oiyy ' +2gx+2Yxy ' + 2yy+2uy ' +2v = 0
de donde:
2y v +2B x +2 v
2ay+2YX+2u
- 1 4 0 -
Para el primer octante, aplicando la condiciôn 
de final obtenemos:
2ay+2Yx+2u = 0
De acuerdo con ello, y dado el valor de S para 
este octante, S=-2oy-2yx-2u+o, el final de trazado, ten- 
drâ lugar para ;
S = a
debiendo procederse en ese momento al cambio de octan­
te. En cuanto al segundo octante, aplicando la condi­
ciôn de finaljtendremos:
2y v +2Px +2v  _
2oy+2YX+2u
luego:
(2B-2Y>x+(2Y-2o)y+(2v-2u) =0
y recordando el valor de D= (2B-2Y)x+(2Y-2a)+(2v-2u)+ 
+(a+B~Y) tenemos.que el fin de octante se alcanzarâ 
cuando:
D =a+0-Y
Una vez que el proceso de trazado entre en el 
ûltimo octante a generar, se hace preciso realizar un 
control de parada. Esto es sencillo, dado que en cada 
octante hay una direcciôn prédominante de avance. En 
el primero es la del eje y.Por tanto, la condiciôn de 
parada serâ Y=Yp. En cl segundo, donde es el eje x la 
direcciôn en la que siempre hay avance, la condiciôn 
de parada serâ X=Xp.
Recuerdesé que la condiciôn de parada sôlo de- 
be aplicarse cuando nos encontremos en el ûltimo octan­
te en el proceso de generaciôn de la cônica.
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C A P I T U L O  IV
DISERO OPTIMO Y SIMULACION DEL SISTEMA PE OPERACION 
EN CQNTORNEO PE UN CMC
4.1. INTRODUCCION
A lo largo del segundo y tercer capltulo de esta 
memoria se han abordado les problemas relatives a los sis- 
temas de control de posicion que gobiernan los ejes de un 
control numérico de mâquinas-herramienta asî como el te- 
ma de la generaciôn de curvas.
En el présente capitule se pretende conjugar lo 
expuesto en aquellos para obtener algunas contribuciones 
importantes al diseno de lo que en el primer capitule se 
ha considerado como el nucleo de un sistema de control nu­
mérico basado en microprocesadores, con la obtencion de los 
paramétrés mâs caracteristicos del mismo, como son la 
ganancia en lazo abierto del sistema de control de posi- 
ciôn, la resolucion del convertidor D/A a utilizar, etc.
La simulaciôn del sistema ha permitido realizar la 
generacion de contornos. En base a lo expuesto en 2.4.1, 
se ha elegido como sistema a simular une cuya configura- 
ciôn engloba a las CNC2 y CNC3, por ser las mâs adecua- 
das, ya que en ellas el microcomputador forma parte esen- 
cial de los servoraecanisraos que gobiernan los ejes, rea- 
lizândoee el control de velocidad en el interior del mis­
mo, y prescindiendo por tanto del contador incremental/de- 
cremental externo. Ademâs, de esta fonna el microcomputa­
dor puede intervenir en el ajuste de los parâmetros carac­
teristicos del sistema, en la foirnia que se expone en 4.2
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La eleccion, a la hora de la implementaciôn de una de las 
dos configuraciones, dependera de los elementos utilizados 
en la sintesis. Si el registro de realimentaciôn es ex­
terno, parece mâs aconsejable la CNC3, por ser entonces 
ese registro de pequefia capacidad. Caso de que fuese 
interno, se deberia optar por la CNC2, ya que entonces 
seria mâs sencillo el contiKjl de la posiciôn real de la 
' herramienta en cada memento.
Las discrepancies entre los contornos teôricos 
y los obtenidos por medio del.sistema simulado han servido 
de base para establecer criterios que, una vez adoptados, 
reducen aceptablemente los errores cometidos.
4.2. DISERO OPTIMO: CALCULO DE PARAMETROS
Uno de los parâmetros que condicionan de manera 
mâs fuerte el comportamiento de un sistema de control nu­
mérico es la ganancia en lazo abierto, K.
Una vez establecida la configuraciôn del sistema 
en el apartado anterior, si se atiende el criterio de opti- 
mizaciôn indicado en el segundo capîtulo de esta memoria 
de minimizacion de la integral del valor absolute del 
error, la fôrmula (10) obtenida en 2.4.3. nos permite en- 
contrar, junto con la grafica de la figura 2.8 el valor 
de K que, para un perîodo de muestreo T y una constante 
de tiempo del motor T dados, optimize la respuesta del 
servomecanismo. La forma mâs sencilla de conseguir que 
la ganancia K del lazo sea la optima es variando la ganan­
cia del convertidor D/A. De esta forma se puede programar 
un valor para que suministre un valor para la ganancia
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K optimo.
Recordando que K= *Sn ^ sin tener en cuen-
ta la ganancia del amplificador de potencia, se puede 
obtener el valor de K^ .
Kg = — ■ volt/imp.
6 m
y a partir de aquî, se puede encontrar la resoluciôn del 
convertidor D/A. Si se supone que la velocidad mâxima de 
avance en posicionamiento es V mm/min, que esta velocidad 
mâxima ae alcanza cuando la entrada al regulador del mo­
tor es ±10 voltios y que el captador incremental emite un 
impulse por cada R micras recorridas por la mesa, las res- 
pectivas ganahcias serïan:
Kg = Imp/y para la ganancia del captador de
posiciôn y
Km = -^600 = - T ~  '^ volt par* ganancia
del sistema regulador de velocidad, y por tanto:
K  _ 3KR
5V
La resoluciôn del convertidor utilizado r, deberâ 
cumplir la desigualdad:
2^  > siendo r un nûmero entero.
de donde:
r log 2 > log 50+log V-log3-logK-logR
„ s log (50/3)tlog(V/KR) f.v
r î log 2
K = a, y.—  =----  volt/imp.
°
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Por tanto, la resoluciôn requerida del converti­
dor D/A serâ el menor nûmero entero que verifique la de­
sigualdad (1).
Puede observerse en esta desigualdad que al dismi- 
nuir el valor de la ganancia del lazo K aumenta el nume- 
rador del segundo miembro, siendo necesario por tanto au- 
mentar la resoluciôn del convertidor D/A. Este mismo efec- 
to tiene lugar con la disminuciôn de R, este es, si se 
majora la precisiôn del captador de posiciôn, lo que sue- 
le entenderse en los catâlogos como resoluciôn del siste- 
ma.
Dado que los convertidores D/A mâs usuales en el 
mercado son los de 8, 10 6 12 bits de resoluciôn, si se 
quiere que el valor de K sea exactamente el obtenido a 
partir de la grâfica de la figura 2.8, serâ necesario que 
el microcomputador aumente por programs la ganancia Kg 
del convertidor D/A.
Un posible método de aumentar esta ganancia seria 
multiplicar el registre del mici?ocomputador donde se tie­
ne almacenado el error de posiciôn por un factor de co- 
rrecciôn C, que séria funciôn de R,K,V y la r del con­
vertidor D/A que se utilice realmente en la implementa­
ciôn.
Suponiendo un convertidor de r bits;
S'sal “ Sgal ( 5ïïV  ^ ‘ ®sal  ^ 50\T  ^ ’ ®sal’^
3KR
Puede observarse que este valor del factor de co- 
rrecciôn C que se deduce de (2), seria funciôn del conjunto
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de equipos formados por el control numérico y la mâquina- 
herramienta concrete, y no sufrirîa variaciôn una vez se- 
leccionado el sistema.
Por otra parte, con la utilizaciôn de este factor 
de correcciôn de la salida que ataca los- reguladores de 
velocidad, se lograrâ un control automâtico ôptimo tanto 
de la aceleraciôn como de la deceleraciôn en los despla- 
zamientos de la mSquina-herramienta.
Asî puês, utilizando este factor de correcciôn la 
ganancia total en lazo abierto séria :
K= CKg Kg
Se ha de hacer notar que en toda la exposiciôn 
anterior se ha calculado el valor de C como si las ûni- 
cas ganancias existantes fuesen la del convertidor D/A, - 
la ganancia del captador y la ganancia del conjunto re- 
gulador-motor-mâquina-herrcunienta.
Como en el lazo existe ademâs un amplificador de 
potencia,la ganancia correspondiente deberia incluirse 
dentro del têraino Kg, con la consiguiente modificaciôn 
en el factor de correcciôn C, consideraciôn que debe ex- 
tenderse igualmente al caso en que existieran algunas otras 
ganancias distintas de las que aqui se han indicado.
Debe hacerse notar que el factor de correcciôn C 
puede tener diferentes valores para cada uno de los ejes 
de la mâquina-herramienta, con lo que se podria conseguir 
que las ganancias en lazo abiertoK^,Ky yK^ûesen idénticas 
con lo que se adaptarian por medio del sistema de control 
ejes desadaptados mecânicamente. Como ya se ha visto en
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2.4.4, los errores de perfîl que se producer! durante el 
proceso de contorneo disminuyen sensiblemente cuando las 
ganancia en lazo abierto de los ejes tienen el mismo 
valor. Asî, por ejemplo, cuando K^= K^, el error de per­
fîl obtenido en régimen estacionatio durante el proceso 
de generaciôn de rectas en el piano es nulo.
4.2.1. Ejemplo de disefio de un sistema de control de po­
siciôn.
Para concretar lo hasta aquî expuesto, se propo­
ne a continuéeiôn un ejemplo de aplicaciôn en el que, a 
partir de unos datos que responden a valores habituales 
en mâquinas-herramienta de tipo medio para contorneo, se 
calcularân los valores de los parâmetros del servomeca­
nismo .
Sea una mâquina-herramienta cuya velocidad mâxi­
ma de avance en posicionamiento es de 12 m/min, gobernada 
por un motor y un regulador para cada eje cuya entrada 
en tensiôn mâxima es de ± 10 voltios, teniendo los mo- 
tores una constante de tiempo mecânica de 20 msg.
Finalmente, sean los captadores de posiciôn 
del tipo incremental digital, emitiendo un impulse cada 
vez que existe un desplazamiento de 5p a lo largo del 
eje.
Una vez analizado el ciclo de trabajo del micro­
computador el valor mînimo del perîodo de muestreo T de- 
penderâ del tiempo de procesamiento, funciôn de la comple- 
jidad del programa y de la potencia de câlculo del proce- 
sador.
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Por otra parte, el valor mâximo de T estarâ en 
funciôn de la anchura de banda requerida para el servo­
mécanisme, siendo conveniente siempre que el valor de T 
sea lo menor posible ya que de esta forma, y como puede 
verse en la grâfica de la figura 2.8, el valor de la ga­
nancia en lazo abierto K serâ mâs elevado, con el consi­
guiente aumento en la velocidad de respuesta del servo­
mécanisme , siendo mâs pequeAos, en otro orden de cosas, 
los errores de perfîl en la generaciôn de contornos.
Un valor para T de 10 ms es tîpico, como ya se 
ha indicado a lo largo de esta memoria, y se puede adop­
ter para este ejemplo de aplicaciôn.
De àcuerdo con lo expuesto en el capîtulo segun­
do, se puede realizar un anâlisis de estabilidad del ser­
vomecanismo .
Segûn los datos anteriores:
T 10 = 0.5< 3.83
Luego la frontera de estabilidad vendrâ dada 
por la desigualdad (1) de 2.4.2.1. En este caso concreto:
Por tanto con K<218 no existirân problemas de ines- 
tabilidad del servomecanismo.
Usando la fôrmula (10) de 2.4.3, se obtiens, in- 
troduciendo los datos de que disponemos, el valor ôpti- 
mo de la ganancia en lazo abierto.
K = 22 seg'l
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Por su parte, los valores de K^, ganancia del 
captador de posiciôn, y K^, ganancia del sistema regula­
dor de velocidad, seran:
Ke = Imp/y
™ 3 volt
y en consecuencia:
K = = 55.10 volt/Imp
° 2.10*
Aplicando la expresiôn (1) dada en 4.2. se ob­
tiens:
r > log(50/3)t log(12.l0V22.5) . 10.82
log 2
Luego el valor de r, resoluciôn del convertidor 
D/A, serâ de 11 bits.
Dada la gama de convertidores D/A habituales exis­
tantes en el mercaso, se podrîa utilizar un convertidor 
D/A de 12 bits con una salida de ± 10 voltios.
Utilizando este convertidor, y sin introducir 
ningûn factor de correcciôn, se puede calculer la ganan­
cia en lazo abierto K del servomecanismo a partir de las 
ganancias parciales, dado que en estas circunstahcias, el 
valor de es:
- %
Kc ■ iïèië' " ' volt/Imp
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Como K. y K tienen los valores expresados c m
anteriormente y 
K= Ke Kg
serâ:
K = 2..10\.24.10-"  ^ sg-.
valor excesivamente bajo trente al de 22 seg”  ^calculado 
anteriormente como ôptimo.
La manera de incrementar él valor de K serâ la de 
introducir el factor de correcciôn sugerido en el aparta­
do anterior y, aplicando la fôrmula (2) del mismo, se tie­
ne, para los datos présentes:
C = 2^  ^ 22. S _ = 2.2528= 2.25
50.12.10* 600.10*
Esto es, el microprocesador deberâ multiplicar el 
valor almacenado en el registro de seguimiento (es decir, 
el error de posiciôn) por el nûmero 2.25 antes de atacar 
con el la entrada del convertidor D/A, siendo en este ca­
so el valor de la ganancia en lazo abierto.
K = CK„ K = 2.25 . . 2.10* . 24.10“* = 21.6 seg"*e c m 5 ^
valor muy cercano al de K= 22 seg” deducido teôricamente
como la ganancia ôptima del lazo. Recuerdesé que para el
câlculo de C no hemos tenido en cùenta ni la ganancia del
amplificador de potencia ni ninguna otra ganancia adicio-
nal.
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4.3. SIMULACION: DESCRIPCION GENERAL
El comportamiento del sistema de control ele­
gido se ha estudiado mediante un programa de simulaciôn 
que ha tenido como objetivo el ensayar los resultados ob­
tenidos para los distintos parâmetros de disefio del modo 
mâs cercano a la realidad posible.
El nûcleo del programa de simulaciôn consta 
de varias partes esenciales. Primeramente se han simula­
do los motores de la mâquina-herramienta, que se suponen 
iguales, alimentados por reguladores de velocidad. Como 
resultado de la ejecuciôn de estos subprogramas se obtie­
ns la velocidad y posiciôn reales de la herramienta sobre 
la mesa (a efectos de simplificaciôn, se ha reducido el 
problema de contorneo a dos dimensiones).
Otra secciôn importante del programa simulador 
la constituyen los interpoladores, escritos en Fortran, 
como el resto del programa y que tienen como base el mé­
todo propuesto en 3.4.
Su salida, junto con el câlculo de posiciôn 
exacta alcanzada por la herramienta, permiten obtener el 
valor con que se han de alimenter los reguladores de ve­
locidad.
El programa acepta datos de dos fuentes dis­
tintas. La primera referente al contorno a describir, di- 
vidido en tramos definidos geométrdcamente por los datos 
precisos, junto con la velocidad a que se ha de recorrer. 
La segunda fuente suministra los parâmetros caracteristicos 
de la mâquina-herramienta a simular en câda pasada, junto 
con los propios del control numérico.
4.3.1. Entrada de datos
El fichero que contiens los datos relativos al 
contorno a describir estâ estructurado como sigue:
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- Un primer registro que contiene el nûmero de tramos a 
recorrer.
- Un registro que contiene las coordenadas de la posiciôn 
de origen.
- Un registro para cada tramo recto que contiene la posi­
ciôn del punto final del mismo (el primero es, eviden- 
temente, el punto final del tramo anterior), junto con 
la velocidad a que se ha de recorrer el tramo expresa- 
da en impulses por segundo (en el sistema simulado se 
ha trabajado bajo la suposiciin de que la separaciôn 
entre marcas en el captador de posiciôn de cada eje
de la mâquina-herramienta es de 10 p)
- Un registro para cada tramo que sea un arco de cir- 
cunferencia, donde ademâs de las coordenadas del punto 
final del arco y de la velocidad, se dân las coordena­
das del centro de la circunferencia y el sentido en que 
se ha de recorrer el arco.
La aegunda entrada que précisa el programa estâ re-
lacionada con los motores simulados y el control numéri­
co. Los datos suministrados son:
- Un coeficiente multiplicativo para la velocidad que apa- 
rece en las definiciones de cada tramo. Su funciôn es
la de, con el mînimo esfuerzo, recorrer un mismo con­
torno a diferentes velocidades, lo que ha permitido es- 
tudiar experimentalmente los errores de perfîl y redon- 
• deo.
- Constante de tiempo mecânica de los motores simulados
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- Période de muestreo en milisegundos. La mayorîa de 
las experiencias realizadas se han efectuado con el 
valor tîpico , ya comentado en el segundo capîtulo 
de esta memoria, de 10 milisegundos.
4.3.2. Câlculo de la velocidad y posiciôn de la herramienta
El programa de simulaciôn supone para el sistema 
formado por el sistema regulador mâs el motor una funciôn 
de transferencia:
F(s) = K
1 + TS
que cuando la entrada es un salto unidad, proporciona unas 
respuestas de velocidad, v(t), y de posiciôn, P(t), dadas 
por la expresiones:
t
V(t) = K (l-e“ t ) (1)
P(t) = - (e" ^ + - -1) (2)
a T
donde K indica la velocidad que se comunica a cada eje 
cuando la entrada al regulador de velocidad es de 1 vol- 
tio. En este caso se ha supuesto K= 0.02 m/s puesto que 
los reguladores mâs usuales en mâquinas-herramienta son 
aquellos en los que una tensiôn de entrada de 10 voltios 
dâ lugar a una velocidad lineal por eje de 12 metros/min.
Es preciso realizar el câlculo de la velocidad al 
finalizar el i-ésirao perîodo de muestreo, conociendo los 
valores de las entradas e^ aies reguladores de velocidad al 
principle de cada perîodo de muestreo y siendo T el valor 
de dicho perîodo. Como se ve en la figura 4.1, la en­
trada a los reguladores es una sucesiôn de saltos, cuyos 
efectos se suman segûn el principio de superposiciôn.
-153-
Fig. U
154-
Por tanto: 
i
V(iT) = Z e.v<i+l-j)T) (3>
j=l ]
i
P(iT> = Z 64P ((i+l-j)T) (4)
j = l
donde V y P vienen dadas por las expresiones (1) y (2).
Este método, sin embargo, no puede aplicarse de 
una manera inmediata, dado que el nûmero de funciones di­
ferentes a sumar puede ser muy alto, si el tiempo simu- 
lado es lo suficientemente âmplio. Para solventar este 
problema, se ha tenido en cuenta que existe un t^ tal que 
V(t) =K para todo t >tg. Entonces se calcula un n tal que
V(nT)= K y para i^  n se verificarâ: 
i
V(iT) = Z e .V((i+l-j)T) +V. (5)
j=i-n+2  ^ 1
i
P(iT) a X e.P((i+l-j)T)+P.
j=l-n+2 ] 1
donde:
Vi = ''i-l^«i-ntl K
Pi = Pi_l+ ViT 
teniendo en cuenta que :
Vn-1 = 0 
Pn-1 = °
Este método expuesto para el câlculo de la velo­
cidad es susceptible de ejecutarse en un computador, dado
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que no requière mâs que un nûmero fijo de operaciones 
y s6lo requiere conserver el valor de las n ûltimas entra­
das al regulador de velocidad de cada motor simulado.
4.3.3. Câlculo de la distancia
Una vez calculada la posiciôn de la herramienta en 
un instante de muestreo, se calcula la distancia de esta 
posiciôn real al contorno teôrico como la minima distan­
cia al tramo que se estâ interpolando, al anterior o al 
siguiente, dado que las zonas prôximas a los puntos de 
conexiôn entre tramos suelen ser las mâs conflictivas de- 
bido a los errores de redondeo que pueden producirse.
La distancia a  un tramo recto es:
- la distancia del punto al tramo, si la perpendicular del 
punto àl tramo corta a este, o bien
- la distancia al extremo del tramo mâs prôximo, si la 
perpendicular del punto al tramo corta a la prolongaciôn 
de ôste.
La distancia a una circunferencia es:
- la distancia del punto al centro menos el radio, si la 
recta que une el centro y el punto corta a la circun­
ferencia en un punto del tramo a generar»o bien
- la distancia del punto al extremo mâs prôximo del arco 
si no se verifica la condiciôn anterior.
4.3.4. Modo de actuaciôn del interpolador
Una vez conocido el nûmero de tramos a ejecutar 
el programa entra en un ciclo que se repite hasta alcanzar
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el ultimo tramo y que consiste en iniciar adecuadamente 
las variables que operan sobre cada tipo de tramo (rec­
to o curvo), efectuando la interpolaciôn correspondiente 
a continuaciôn.
La iniciaciôn propia de cada tramo consiste en:
- pasar a los subprogramas los datos geométricoe necesa- 
rios.
- calcular, ya conocidas la velocidad de trazado y las 
caracterîsticas de la mâquina, el radio mînimo que pue­
de trazarse dando un error de perfîl tolerable.
- calcular, a partir de la velocidad de generaciôn dada, 
el nûmero de unidades de resoluciôn que se han de reco­
rrer en el eje de mayor crecimiento por perîodo de mues­
treo , que se corresponderâ con el nûmero de veces que ha 
de ejecutarse el interpolador en cada perîodo, ya que 
ha de tenerse en cuenta que un paso de interpolaciôn 
ûnicamente détermina el sucesor a cada punto de la malla 
(de paso la unidad de resoluciôn) entre los ocho que le 
rodean de modo que sea el mâs prôximo al treuno teôrico.
4.3.5. Modo de actuaciôn global del programa simulador
Conocidas las caracterîsticas de la mâquina-herra­
mienta a simular,el programa calcula la ganancia ôptima del 
convertidor D/A de acuerdo con los criterios expuestos en
4.2, asî como el valor de la aceleraciôn centrîpeta mâxima 
que se puede dar en la mâquina simulada.
Luego el programa entra en un ciclo que se repite 
hasta que se dan las siguientes circunstancias: el eje de 
la herramienta dista menos de una unidad de resoluciôn del
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punto final del (Lltimo tramo a generar y la velocidad 
de la herramienta es muy pequeha.
El ciclo bâsico de actuaciôn consiste, global- 
mente, en lo siguiente;
- actualizaciôn del tiempo, que se incrementa en T, pé­
riode de muestreo
- llcunada del bloque interpolador
- câlculo del voltaje que ha de atacar a los reguladores
de velocidad en este intervalo de muestreo
- câlculo de ia posiciôn y velocidad real de la herramien­
ta en este instante de muestreo.
- detecciôn de final
4.4. CONSECUENCIAS DEL TRAZADO DE PERFILES
Una vez simulado el sistema, se han realizado 
diversas pruebas del trazado de contornos.
Se muestra en la figura 4.2, ayb, el mismo con­
torno, formado por rectas y arcos de circunferencia trazado 
por una mâquina-herramienta con una constante de tiempo me­
cânica de sus motores de 20 milisegundos. Lo que diferenci. 
un trazado de otro es la velocidad a que se ha realizado 
el recorrido, 21 veces superior en el caso de la figura
4.2.a, al de la figura 4.2.b, y por supuesto, el error 
mâximo cometido, esto es, la distancia mâxima entre la 
trayectoria real y la teôrica,2.33mm, en el primer caso fre 
te a los 0.06 del segundo. Teniendo en cuenta que la preci- 
siôn dada por el control numérico es la misma en una que 
en otro caso, de lOp , se concluye que, en efecto, la parte
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mecânîca del sistema impone unas restricciones en cuanto 
a la velocidad mâxima aconsejable de mecanizaciôn de pie- 
zas.
El problema no résulta grave en arcos de circun- 
ferencias, donde existen compromises entre velocidad li­
neal y radio de curvatura, puestos de manifiesto en 2.4. 
4.2., aparté de que son menos frecuentes en la generaciôn 
de contornos, por lo que su trazado a menor velocidad no 
résulta excesivamente gravoso en el tiempo global de 
mecanizaciôn por unidad. Pero el tener que trabajar a 
velocidades bajas en el trazado de tramos rectos, ademâs 
de en posicionamiento en vacio (que se hace siempre Be­
gun tramos rectos), a fin de mejorar la precisiôn del 
contorno, puede rebajar las especificaciones de un equipo 
de control numérico de mâquinas-herramienta hasta hacer- 
lo totalmente falto de competitividad.
En efecto, apoyândose en el simulador, se ha tra­
zado el contorno descrito por el siguiente fichero, con 
la estructura dada en 4.3.1.
3
0. ,0.
5000.,6000.,3000.
-1000.,11000.,3000.
para ser ejecutado con una mâquina-herramienta de 20 msg 
de constante de tiempo mecânica en sus motores, siendo 10 
msg. el periodo de muestreo y 1 la constante multiplicative 
de la velocidad, lo que supone, dados los valores del fi­
chero, un Valor de 3cm/sg, velocidad relativamente corrien- 
te en contorneo, si hacemos caso de las hojas têcnicas de 
los contrôles numérico de mâs difusiôn en el mevcado.
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Sin embargo, el error obtenido en este sencillo 
ejemplo de contorno lineal angular es de 190 micras, co­
mo se puede ver en la figura 4.3, muy superior a la reso­
lucion con que trabaja el sistema.
Al realizarse una nueva pasada con los mismos 
valores para los parâmetros mecânicos y con los siguien­
tes en el fichero de descripcion de contorno:
3
0. ,0.
5000.,6000.,200.
-1000.,11000.,200.
es decir, con una velocidad programada 15 veces menor, 
los resultados obtenidos son los que se muestran en la 
figura 4.4, es decir, un error de 10 micras, igual a la 
resoluciôn del captador de posiciôn simulado y totalmente 
aceptable por tanto, pero, hay que repetirlo, a una velo­
cidad de 0.2 cm/seg, excesivamente baja para una operaciôn 
tîpica y rentable de mecanizado.
Ademâs, se ha constatado que lo que sucede es que 
el sistema siempre sobrepasa la posiciôn teôrica. Ello 
se debe al criterio utilizado para el diseno, y expuesto 
en 2.4.3.: el de la minimizaciôn de la integral del valor 
absoluto del error, que trae consigo un comportamiento op­
timo de la operaciôn en cuanto a su düraciôn, pero implies 
el trabajar con un servosistema subamortiguado, con un 
valor mâximo de rebasamiento del 6 al 7% del valor de ré­
gimen de la velocidad, lo que plantea, como puede verse, 
problemas de exactitud en la posiciôn alcanzada.
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Esta consideraciôn ha llevado a realizar un es- 
tudio de los valores de rebasamiento alcanzado por el sis- 
tcma asî diseOado en tramos rectos en la gama de veloci­
dades habituales en control numérico para la misma mâ­
quina-herramienta de 20 msg de constante mecânica en sus 
motores. Los resultados aparecen en la figura 4.5, donde 
el eje de abscisas ofrece una velocidad (frecuencia de 
entrada al interpolador)variando entre 0 y 10 cm/seg, 
mientras que el eje de ordenadas muestra la imprecisiôn 
(rebasamiento) del final de tramo expresado en micras, 
con lo que se llega a la conclusiôn de que es preciso 
trabajar con velocidades de trazado muy bajas si se quiere 
conseguir una precisiôn aceptable.
Como alternative se ha propuesto una soluciôn 
que ha dado resultados totalmente aceptables: desdoblar 
cada tramo rectilîneo en dos ,cosa que el microcomputador 
puede hacer por programa a partir de los datos de genera­
ciôn del contorno, que son suministrados por el fichero 
descrito en 4.3.1 para la simulaciôn y en la realidad por 
el programa-pieza.
Uno de estos tramos serîa casi la totalidad 
del tramo original recorrido a la velocidad programada, y 
el otro serîa un tramo, que se puede denominar de "frena- 
da" de pocas micras de longitud, frente a la habituai en 
programas-pieza reales, recorrido a velocidad baja, y cu­
ya düraciôn de ejecuciôn en tiempo serâ una pequefia frac- 
ciôn del tiempo total invertido en generar el tramo origi­
nal completo, con lo que no se sufre una disminuciôn apre- 
ciable en las prestaciones reales del equipo de control
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numerico, ganândose por el contrario considerablemente 
en la precision alcanzada.
Una muestra de ello puede ser el ejemplo de 
trazado de un contorno angular lineal similar al de las 
figuras W.3. y 4.4, pero realizado de acuerdo con los 
siguientes datos en el fichero de descripciôn de contor- 
nos:
5
0.,0.
4980. ,5976.,3000.
8000.,6000.,200.
-976,.10980,.3000.
-1000.,11000.,200.
Los resultados se muestran en la figura 4.6.
El error de precision es similar al caso de la figura 4.4, 
pero la duracion del proceso de contorneo es muy poco su­
perior al tiempo invertido en el ejemplo de la figura 4.3
Este desdoblamiento de cada treuno en dos lo 
podria introducir aùtomâticamente el control numerico a 
traves de una funcion preparatoria G. Mediante una cier- 
ta funciôn G se introducirîa una parada précisa en posi- 
cionamiento y mediante otra se introduciria un contorneo 
con transiciones précisas (reducciôn de avance para tran- 
siciôn précisa).
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C O N C L U S I O N E S
1.- Se ha realizado un estudio de los distintos tipos 
de sistemas de control numerico, relacionando y 
separando las tareas crxticas y no criticas a rea- 
lizar por estos y considerando los condicionaunien- 
tos que la inclusion de microprocesadores introdu- 
cen en su diseno, lo que ha llevado a dirigir nues- 
tra investigaciôn hacia .los puntos mas conflictivos 
del diseno, a saber, el lazo de control de posici6n 
y el sistema interpolador.
2. - Se ha efectuado una revision crltica de posibles
alternativas de sistemas de control de posiciôn, 
analizando sus ventajas e inconvenientes desde el 
punto de vista de su implementaciôn electrônica y 
de su programaciôn. Este estudio se ha extendido 
tanto a las caracterîsticas estâticas como dinami- 
cas de los diverses servomécanismes, considerando 
aspectos taies como el anâlisis de estabilidad y 
tiempo de respuesta de los mismos.
Los resultados obtenidos nos han proporcio- 
nado criterios para la correcta elecciôn del tipo 
de servomécanismes adecuado a cada caso concrete 
del diseno.
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3.- Se ha obtenido una expresiôn de tercer grado que, 
en funciôn de la constante de tiempo mecânica de 
cada motor y del perîodo de muestreo utilizado, 
proporcionà el valor ôptimo de la ganancia en ca­
da lazo de control de posiciôn. A esta expresiôn
se ha llegado utilizando como criterio de optimiza- 
ciôn del comportamiento del lazo el que minimisa la 
integral del valor absoluto del error.
4.- El valor limite de la aceleraciôn centrîpeta de 
avance en el contorneo de arcos de circunferencia 
queda fi]ado en una expresiôn que relaciona dicho 
concepto con la precisiôn requerida, el perîodo de 
muestreo, la constante de tiémpo mecânica del motor 
y la ganancia ôptima del lazo de control. Esta ex­
presiôn se ha utilizado para relacionar la veloci- 
dad maxima de avance con el radio mînimo parmitido.
5.- En el estudio exhaustivo realizado, se ha llegado 
a una clasificaciôn de métodos no paramitricos de 
generaciôn de curvas en très grupos: método de Bre- 
senham-Pitteway, método de Danielsson y método de 
Jordan, cada uno con sus derivados. El algoritmo 
de Jordan présenta el inconvénients de no ser li­
neal y trabajar en cuadrantes, resultado poco apro- 
piado para su implementaciôn por progreuna sobre un 
microcomputador. El método de Danielsson présenta
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como principal inconveniente el qua no permite mo- 
vimientos simultâneos segûn los ejes, lo que limi­
ta excesivamente las velocidades de interpolaciôn.
El de Bresenham-Pitteway es el mâs perfecto, pre- 
sentando entre otras las ventajas de ser lineal, 
trabajar en octantes y poseer un ciclo bâsico de 
generaciôn de salidas muy breve.
6.- Se ha conseguido un algoritmo lineal absolutamente 
general que, ademas de tener un ciclo bâsico tan 
breve como el de Bresenham-Pitteway, simplifica 
notablemente el proceso de iniciaciôn de varia­
bles y las rutinas de control y cambio de octante, 
principal inconveniente del método anteriormente 
citado, resolviendo ademâs de forma sencilla el 
control de final de tramo. Por otra parte se ofre- 
ce la posibilidad de generaciôn de rectas en el es- 
pacio de très dimensiones, tema que no aparece docu- 
mentado en la bibliografîa.
7.- La implementaciôn de los algoritmos encontrados 
junto con la simulaciôn del servosistema complète 
para contorneoCàproximando el comportamiento del 
conjunto regulador-motor, por medio de un modelo 
con un ûnico polo dominante, la constante de tiem­
po mecânica del motor) ha permitido medir la bondad 
de nuestro método de disefio.
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8.- Todos los trabajos realizados han permitido el es- 
tablecimiento de un método integrado de disefio que, 
a partir de las caracterîsticas mecânicas de la 
méquina-herramienta y de las restricciones en pre­
cisiôn, proporcionan los valores ôptimos de los 
parâraetros fundamentales del sistema.
Con estos resultados se ha cubierto una pri­
mera y fundamental etapa, la del diseno de contrôles nu- 
méricos de mâquinas-herramienta basados en microproce­
sadores .
La fuerte dependencia del exterior que 
existe en este campo tecnolôgico da a nuestras investiga- 
ciones una especial importancia industrial, ya que pue- 
den proporcionar una tecnologîa nacional en el campo 
del control numérico que aumente la competitividad de 
nuestras mâquinas-herramienta.
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Las referencias bibliograficas se presen- 
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