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Abstract
The paper is devoted to the study of topologies on the group Aut(X,B) of
all Borel automorphisms of a standard Borel space (X,B). Several topologies
are introduced and all possible relations between them are found. One of
these topologies, τ , is a direct analogue of the uniform topology widely used
in ergodic theory. We consider the most natural subsets of Aut(X,B) and
find their closures. In particular, we describe closures of subsets formed by
odometers, periodic, aperiodic, incompressible, and smooth automorphisms
with respect to the defined topologies. It is proved that the set of periodic
Borel automorphisms is dense in Aut(X,B) (Rokhlin lemma) with respect to
τ . It is shown that the τ -closure of odometers (and of rank 1 Borel automor-
phisms) coincides with the set of all aperiodic automorphisms. For every ape-
riodic automorphism T ∈ Aut(X,B), the concept of a Borel-Bratteli diagram
is defined and studied. It is proved that every aperiodic Borel automorphism
T is isomorphic to the Vershik transformation acting on the space of infinite
paths of an ordered Borel-Bratteli diagram. Several applications of this result
are given.
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0 Introduction
The study of topologies on the group of transformations of an underlying space
has a long history. Some of the early results in the area are the classical results
of J. Oxtoby and S. Ulam on the typical dynamical behavior of homeomorphisms
which preserve a measure [OU, O]. Traditionally, this circle of problems has at-
tracted attention in various areas of dynamical systems, notably, in measurable and
topological dynamics, where it is important for many applications to understand
what kind of transformations is typical for certain dynamics. Of course, this prob-
lem assumes that a topology is defined on the group of all transformations. The
best known results concerning ergodic, mixing, and weakly mixing automorphisms
of a measure space were obtained by P. Halmos and V.A. Rokhlin (see, e.g. [H],
[R]). Many results on approximation of automorphisms of a measure space can be
found in the book by I. Cornfeld, S. Fomin, and Ya. Sinai [CFS]. The recent book by
S. Alpern and V.S. Prasad [AP] develops the Oxtoby-Ulam approach and contains
new results on approximation of homeomorphisms of compact and non-compact
manifolds.
Motivated by ideas used in measurable dynamics, we first started studying
topologies in the context of Cantor minimal systems in [BK1] and [BK2], which
we refer to as Cantor dynamics, but very soon it became clear that our approach
could also be used for Borel automorphisms of a standard Borel space (Borel dy-
namics). The main goal of our two papers (see also [BDK]) is to study the global
properties of topologies on the group of all Borel automorphisms Aut(X,B) of a
standard Borel space (X,B) and the group of all homeomorphisms Homeo(Ω) of a
Cantor set Ω. Although we define and study several topologies on Aut(X,B), only
two of them, the uniform (τ) and weak (p) topologies, are considered as basic since
they are analogous to the topologies which are well-known in ergodic theory. Let us
recall their definitions for automorphisms of a measure space.
Let (X,B, µ) be a standard measure space. On the group Aut(X,B, µ) of all
non-singular automorphisms of X , the uniform and weak topologies are defined by
metrics du(S, T ) = µ({x ∈ X : Sx 6= Tx}) and dw(S, T ) =
∑
n 2
−nµ(SAn ∆ TAn),
respectively, where S, T ∈ Aut(X,B, µ) and (An) is a countable collection of Borel
sets which is dense in B. These concepts have turned out to be of crucial importance
in ergodic theory. As far as we know, the first deep results on the topological
properties of Aut(X,B, µ) with respect to du and dw appeared in the pioneering
papers by P. Halmos [H1] and V.A. Rokhlin [R] where the concept of approximation
of automorphisms was introduced in abstract ergodic theory. Later, this concept
was developed in many papers where the notion of approximation was considered
in various areas of ergodic theory. Probably the most famous application of these
ideas in measurable dynamics is the Rokhlin lemma, a statement on approximation
of an aperiodic automorphism by periodic ones. However, there have been many
other applications, too numerous to list here.
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It seems rather curious but, to the best our knowledge, these topologies have
not so far been systematically studied in the context either of topological or Borel
dynamics. However, we should mention the interesting paper [GlW] by E. Glasner
and B. Weiss where the Rokhlin property is considered for homeomorphisms of a
compact metric spaces with respect to the topology of uniform convergence. For a
standard Borel space, we do not have a fixed Borel measure on the underlying space
(in contrast to measurable dynamics). Therefore, if we want to extend the definitions
of topologies generated by metrics du and dw to the group Aut(X,B), then we have
to take into account the set M1(X) of all Borel probability measures on (X,B).
Roughly speaking, we say that two Borel automorphisms S and T from Aut(X,B)
are close in the uniform topology τ on Aut(X,B) if for any measure µ ∈M1(X) the
set where S and T are different is small in the measure µ. To define the topology p,
which is treated as an analogue of dw, we observe that if the symmetric difference
of two Borel sets is arbitrarily small with respect to any µ ∈ M1(X), then these
sets must coincide. Thus, a p-neighborhood of T is formed by those S for which
SB = TB where B is a given Borel set (see Section 1 for strict definitions).
In [BK1, BK2], we first gave a definition of the uniform topology τ analogous to
du. Our main interest in those papers was focused on full groups and normalizers of
Cantor minimal systems. In particular, we showed that the full group of a minimal
homeomorphism is closed in τ . The paper [BDK] is devoted to the study of topolo-
gies on the group Homeo(Ω) of all homeomorphisms of a Cantor set Ω. We have
tried to make the content of the current paper parallel to that of [BDK] by consid-
ering similar topologies and similar problems. The comparison of all results from
these papers would take up too much place. We mention only that on a Cantor set Ω
one can study both dynamics, Borel and Cantor, and answer some questions about
their interplay because Homeo(Ω) is obviously a subset of Aut(Ω,B). In particu-
lar, we can consider in both cases the topology of uniform convergence generated
by the metric D(S, T ) = supx∈Ω d(Sx, Tx) + supx∈Ω d(S
−1x, T−1x) on the groups
Homeo(Ω) and Aut(Ω,B). Notice that D coincides with the topology p defined on
Homeo(Ω) by clopen sets only [BDK]. This topology is extremely useful in the study
of homeomorphisms of a Cantor set. In Borel dynamics, the topologies p and D are
obviously inequivalent. Nevertheless, it seems to be interesting to study topological
properties of the metric space (Aut(Ω,B), D) keeping in mind the parallel theory
for Cantor dynamics.
The outline of the paper is as follows. We consider more systematically the
definitions and properties of various natural topologies on Aut(X,B). Actually, we
study simultaneously a collection of Hausdorff topologies: τ (the analogue of uniform
topology), τ ′ (which is equivalent to τ), τ ′′ (which is weaker than τ), p (which is the
direct analogy of the weak topology in ergodic theory and which is mostly useful
in the context of Cantor dynamics), p˜ (which is equivalent to p), and p (which is
weaker than p). We consider also the topologies τ0 (which is weaker than τ) and p0
(which is equivalent to p) as natural modifications of τ and p. They all (except p)
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make Aut(X,B) into a topological group.
The initial part of the paper is devoted to discovering all possible relations be-
tween these topologies (see Theorem 1.3 and its proof in Section 3). In Section 1, we
discuss various topological properties of the group Aut(X,B) and its subsets. For
example, we describe convergent sequences of automorphisms from Aut(X,B) and
show that (Aut(X,B), p) is a zero-dimensional topological space (Corollary 1.11).
The group Aut(X,B) has a normal subgroup Ctbl(X) which consists of automor-
phisms with at most countable support. It turns out that Ctbl(X) is closed with
respect to the above topologies. This fact allows us to study topologies on the quo-
tient group Âut(X,B) = Aut(X,B)/Ctbl(X). This kind of identification of Borel
automorphisms is analogous to that usually used in ergodic theory. In Sections 2
and 4, we study the following classes of Borel automorphisms: periodic, aperiodic,
smooth, incompressible, and of rank 1 (the latter includes odometers). It is proved
that periodic automorphisms are dense in Aut(X,B) with respect the topology τ .
This allows us to prove a version of the Rokhlin lemma (Theorem 2.7). Remark
that the problem of periodic approximation of an aperiodic Borel automorphism
has been also studied by M. Nadkarni [N] and B. Weiss [W]. As an immediate con-
sequence of these results, we obtain that the set Ap of aperiodic automorphisms is
nowhere dense in (Aut(X,B), τ). We also prove that the full group [T ] of a Borel
automorphism T ∈ Aut(X,B) is closed with respect to the all topologies. We con-
sider the set of incompressible automorphisms, Inc, consisting of those aperiodic
automorphisms which admit an invariant Borel probability measure and prove that
Inc is a closed nowhere dense subset of Ap with respect to p. It is shown that the
τ -closure of rank 1 Borel automorphisms coincides with that of odometers (Theo-
rem 2.19). In the last section, we introduce the concept of Borel-Bratteli diagrams
in the context of Borel dynamics. To do this, we use a remarkable result on exis-
tence of a vanishing sequence of markers [BeKe, N]. It is well known that Bratteli
diagrams play a very important role in the study of minimal homeomorphisms of a
Cantor set [HPS, GPS]. Similarly to Cantor dynamics, we show that every aperiodic
Borel automorphism is isomorphic to the Vershik transformation acting on the space
of infinite paths of a Borel-Bratteli diagram. Several applications of this result are
given. In particular, we prove that the set of odometers is τ -dense in aperiodic Borel
automorphisms. We also discuss properties of such diagrams for automorphisms of
compact and locally compact spaces. We believe that this approach to the study of
Borel automorphisms will lead to further interesting developments in this area.
To conclude, we would like to make two remarks. Firstly, Borel automorphisms
of a standard Borel space (or, more general, countable Borel equivalence relations)
have been extensively studied in many papers during last decade. We refer to nu-
merous works of A. Kechris, G. Hjorth, M. Foreman, M. Nadkarni, B. Weiss and
others. More comprehensive references can be found, for instance, in [BeKe, Ke2,
Hjo, FKeLW, N]. Secondly, it is impossible to discuss in one paper all interesting
problems related to topologies on Aut(X,B). We consider the current paper as the
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first step in the study of topological properties of Aut(X,B). Our primary goal is
to display a wealth of new topological methods in Borel dynamics.
Throughout the paper, we use the following standard notation:
• (X,B) is a standard Borel space with the σ-algebra of Borel sets B = B(X);
B0 is the subset of B consisting of uncountable Borel sets.
• Aut(X,B) is the group of all one-to-one Borel automorphisms of X with the
identity map I ∈ Aut(X,B).
• Ap is the set of all aperiodic Borel automorphisms.
• Per is the set of all periodic Borel automorphisms.
• M1(X) is the set of all Borel probability measures on (X,B). Let M
c
1(X)
denote the subset of M1(X) formed by continuous (non-atomic) Borel prob-
ability measures.
• δx is the Dirac measure at x ∈ X .
• E(S, T ) = {x ∈ X | Tx 6= Sx} ∪ {x ∈ X | T−1x 6= S−1x} where S, T ∈
Aut(X,B).
• B(X) is the the set of Borel real-valued bounded functions, B(X)1 = {f ∈
B(X) | ‖f‖ := sup{|f(x)| : x ∈ X} ≤ 1}, µ(f) =
∫
X
f dµ where f ∈ B(X),
µ ∈M1(X).
• µ ◦ S(A) := µ(SA) and µ ◦ S(f) :=
∫
X
f d(µ ◦ S) =
∫
X
f(S−1x) dµ(x) where
S ∈ Aut(X,B).
• Ac := X \ A where A ∈ B.
• the term “automorphism” means a Borel automorphism of (X,B); we deal
with Borel subsets of X only.
• Ω is a Cantor set.
• Homeo(Ω) is the group of all homeomorphisms of Ω.
1 Topologies on Aut(X,B)
1.1. Definition of topologies on Aut(X,B). In this section, we define topologies
on Aut(X,B) and establish their main properties.
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Definition 1.1 The topologies τ, τ ′, τ ′′, p, p˜, and p on Aut(X,B) are de-
fined by the bases of neighborhoods U , U ′, U ′′, W, W˜, and W, respec-
tively. They are: U = {U(T ;µ1, ..., µn; ε)}, U
′ = {U ′(T ;µ1, ..., µn; ε)}, U
′′ =
{U ′′(T ;µ1, ..., µn; ε)}, W = {W (T ;F1, ..., Fk)}, W˜ = W˜ (T ; f1, ..., fn; ε), and W =
{W (T ;F1, ..., Fk; µ1, ..., µn; ε)} where
U(T ;µ1, ..., µn; ε) = {S ∈ Aut(X,B) | µi(E(S, T )) < ε, i = 1, ..., n}, (1.1)
U ′(T ;µ1, ..., µn; ε) = {S ∈ Aut(X,B) | sup
F∈B
µi(TF ∆ SF ) < ε, i = 1, ..., n}, (1.2)
U ′′(T ;µ1, ..., µn; ε) = {S ∈ Aut(X,B) | supf∈B(X)1 |µi ◦ S(f)− µi ◦ T (f)|
< ε, i = 1, ..., n},
(1.3)
W (T ;F1, ..., Fk) = {S ∈ Aut(X,B) | SFi = TFi, i = 1, ..., k}, (1.4)
W˜ (T ; f1, ..., fm; ε) = {S ∈ Aut(X,B) | ‖fi ◦T
−1− fi ◦S
−1‖ < ε, i = 1, ..., m} (1.5)
W (T ; (Fi)
k
1; (µj)
n
1 ; ε) = {S ∈ Aut(X,B) | µj(SFi ∆TFi) + µj(S
−1Fi∆T
−1Fi)
< ε, i = 1, ..., k; j = 1, ..., n}.
(1.6)
In all the above definitions T ∈ Aut(X,B), µ1, ..., µn ∈ M1(X), F1, ..., Fk ∈ B,
f1, ..., fm ∈ B(X), and ε > 0.
If the set E0(S, T ) = {x ∈ X : Sx 6= Tx} were used in (1.1) instead of E(S, T ),
then we would obtain the topology equivalent to τ .
It is natural to define also two further topologies, which are similar to τ and p,
by considering only continuous measures and uncountable Borel sets.
Definition 1.2 The topologies τ0 and p0 on Aut(X,B) are defined by the bases of
neighborhoods U0 = {U0(T ; ν1, ..., νn; ε)} andW0 = {W0(T ;A1, ..., An)}, respectively,
where U0(T ; ν1, ..., νn; ε) and W0(T ;A1, ..., An) are defined as in (1.1) and (1.4) with
νi ∈M
c
1(X) and Ai ∈ B0, i = 1, ..., n.
Obviously, τ0 is not stronger than τ and p0 is not stronger than p.
Note that the topology τ was first introduced in [BK1] where, motivated by er-
godic theory, we called it the uniform topology. We defined p in [BK2] in the context
of homeomorphisms of Cantor sets. In this section, we use a number of results about
these topologies which are proved lately. Namely, the following theorem is proved
in Section 3.
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Theorem 1.3 (1) The topologies τ and τ ′ are equivalent.
(2) The topology τ (∼ τ ′) is strictly stronger than τ ′′.
(3) The topology τ is strictly stronger than p.
(4) The topology τ is strictly stronger than τ0.
(5) The topology p is equivalent to p˜.
(6) The topology p (∼ p˜) is equivalent to p0.
(7) The topology p is strictly stronger than p.
(8) The topology τ is not comparable with p and the topology τ ′′ is not comparable
with p and τ0.
We will also introduce in Section 3 two auxiliary topologies τ˜ and τ equivalent
to τ ′′ which will allow us to have a more convenient description of τ ′′ (see Definition
3.4 and Proposition 3.5). In particular, the topology τ is defined by neighborhoods
V (T ;µ1, ..., µn; ε) = {S ∈ Aut(X,B) | sup
F∈B
|µj(TF )− µj(SF )| < ε, j = 1, ..., n}
(1.7)
where µ1, ..., µn ∈M1(X).
Given an automorphism T of (X,B), we can associate a linear unitary operator
LT on the Banach space B(X) by (LTf)(x) = f(T
−1x). Then the topology p˜ is
induced on Aut(X,B) by the strong operator topology on bounded linear operators
of B(X). Theorem 1.3 asserts equivalence of p and p˜. It is well known that the
weak topology in ergodic theory can be also defined in a similar way using the
strong topology on linear bounded operators of a Hilbert space. This observation is
a justification of the name “weak topology” which will be used to refer to p.
Proposition 1.4 U ,U ′,U ′′,U0,W, W˜ ,W0, and W are bases of Hausdorff topologies
τ, τ ′, τ ′′, τ0, p, p˜, p0, and p, respectively. Aut(X,B) is a topological group with
respect to τ, τ ′, τ ′′, τ0, p, p˜, p0, and Aut(X,B) is not a topological group with respect
to p.
Proof. The first statement is clear for τ, τ ′, τ0, p, p˜, p0 and can be imme-
diately deduced from the definition of neighborhoods (1.1), (1.2), (1.4), (1.6).
We need to check it for τ ′′ and p only. Let S be a Borel automorphism taken
in a given neighborhood U ′′(T ; µ1, ..., µn; ε). We will show that there exists
U ′′0 (S; ν1, ..., νn; δ) ⊂ U
′′(T ; µ1, ..., µn; ε). To see this, take νi = µi, δ = ε − c,
where
c = max
1≤i≤n
{ sup
f∈B(X)1
|µi ◦ T (f)− µi ◦ S(f)|}.
If R ∈ U ′′0 , then we get
supf∈B(X)1 |µi ◦ T (f)− µi ◦R(f)|
≤ supf∈B(X)1 |µi ◦ T (f)− µi ◦ S(f)|+ supf∈B(X)1 |µi ◦ S(f)− µi ◦R(f)|
< c+ ε− c = ε,
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i.e. R ∈ U ′′(T ; µ1, ..., µn; ε).
To see that {W} is a base of neighborhoods, we may use a slight modification
of the above argument. For S ∈ W (T ;F1, ..., Fk;µ1, ..., µn; ε), take
c = max
i,j
[µj(SFi ∆ TFi) + µj(S
−1Fi ∆ T
−1Fi)].
It is easily seen from (1.6) that
W (S;F1, ..., Fk;µ1, ..., µn; δ) ⊂W (T ;F1, ..., Fk;µ1, ..., µn; ε)
where δ = ε− c.
Now we prove that Aut(X,B) is a topological group with respect to τ ∼
τ ′, τ0, p ∼ p0 ∼ p˜, and τ
′′.
Consider first (Aut(X,B), τ). In the case of the topology τ0 the proof is similar.
Let S, T ∈ Aut(X,B). We need the following facts:
(i) U(T ;µ1, ..., µn; ε) = U(T
−1;µ1, ..., µn; ε)
−1;
(ii) {x ∈ Ω : Sx 6= Tx} ⊂ {x ∈ Ω : Sx 6= Rx} ∪ {x ∈ Ω : Rx 6= Tx}.
Indeed, (i) follows from the relation E(S, T ) = E(S−1, T−1) and (ii) is checked
straightforward.
By (i), the map T 7→ T−1 is continuous. To prove that (S, T ) 7→ ST is also
continuous, we show that for any neighborhood UST = U(ST ;µ1, ..., µn; ε) there
exist neighborhoods US = U(S; ν1, ..., νk; ε1) and UT = U(T ; σ1, ..., σm; ε2) such that
USUT ⊂ UST . Take ε1 = ε2 = ε/4, k = m = 2n, (ν1, ..., ν2n) = (µ1, ..., µn, µ1 ◦
T−1, ..., µn ◦ T
−1), and (σ1, ..., σ2n) = (µ1, ..., µn, µ1 ◦ S, ..., µn ◦ S). Let P ∈ US,
Q ∈ UT . It follows from (ii) that
E(PQ, ST ) = {x : PQx 6= STx} ∪ {x : (PQ)−1x 6= (ST )−1x}
⊂ {x : PQx 6= PTx} ∪ {x : PTx 6= STx}
∪{x : Q−1P−1x 6= Q−1S−1x} ∪ {x : Q−1S−1x 6= T−1S−1x}
= {x : Qx 6= Tx} ∪ T−1({x : Px 6= Sx})
∪{x : P−1x 6= S−1x} ∪ S({x : Q−1x 6= T−1x}).
Then, for any i = 1, ..., n,
µi(E(PQ, ST )) ≤ µi({x : Qx 6= Tx}) + µi ◦ T
−1({x : Px 6= Sx})
+ µi({x : P
−1x 6= S−1x}) + µi ◦ S({x : Q
−1x 6= T−1x}) < ε.
Thus, PQ ∈ UST .
The proof of continuity of (T, S) 7→ TS and T 7→ T−1 in the space (Aut(X,B), p)
is straightforward.
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To complete the proof of the theorem, we will show that Aut(X,B) is a
topological group with respect to τ ′′. Again choose S, T ∈ Aut(X,B) and let
U ′′(ST ) = U ′′(ST, µ1, ..., µn; ε) be a given neighborhood. Consider U
′′(S) =
U ′′(S;µ1, ..., µn; ε/2) and U
′′(T ) = U ′′(T ;µ1 ◦ S, ..., µn ◦ S; ε/2). Then for R ∈
U ′′(S), Q ∈ U ′′(T ) we have
sup
f∈B(X)1
|µi ◦RQ(f)− µi ◦ ST (f)|
≤ sup
f∈B(X)1
|µi ◦RQ(f)− µi ◦ SQ(f)|+ sup
f∈B(X)1
|µi ◦ SQ(f)− µi ◦ ST (f)|
= sup
f ′=LQf∈B(X)1
|µi ◦R(f
′)− µi ◦ S(f
′)|+ sup
f∈B(X)1
|(µi ◦ S)Q(f)− (µi ◦ S)T (f)| < ε.
We remark that (Aut(X,B), p) is not a topological group as one can prove that
the product (T, S) 7→ TS is not continuous in the topology p. To see this, we show
that there exists a p-neighborhoodW 0 of the identity such that in any neighborhoods
W 1(I; (Ei); (νj); ε) and W 2(I; (Di); (λj); δ) of the identity one can find automor-
phisms R and Q,respectively, such that RQ /∈ W 0. Take W 0 = W 0(I;F ; δx0; 1/2).
Note that if Sx0 /∈ F , then S /∈ W 0. Find an automorphism Q ∈ W 2 such that the
point Qx0 is of measure zero with respect to all νj . Finally, find some R ∈ W 1 such
that RQx0 /∈ F . 
Remark 1.5 (1) Let (X,B) and (Y, C) be two standard Borel spaces (hence,
they are Borel isomorphic). It can easily be seen that (Aut(X,B), top(X)) and
(Aut(Y, C), top(Y )) are homeomorphic where top is any of the topologies from Defi-
nitions 1.1 and 1.2.
(2) Let (X, d) be a compact metric space. In this case, we can consider the group
Aut(X,B) of Borel automorphisms and its subgroupHomeo(X) of homeomorphisms
of X . Define for S, T ∈ Aut(X,B) the topology of uniform convergence generated
by metric1
D(S, T ) = sup
x∈X
d(Sx, Tx) + sup
x∈X
d(S−1x, T−1x). (1.8)
Then (Aut(X,B), D) is a complete metric space and Homeo(X) is closed in
Aut(X,B). When X = Ω is a Cantor set, we studied thoroughly the Polish group
(Homeo(Ω), D) in [BDK]. It is not hard to see that in Cantor dynamics the topology
on Homeo(Ω) generated by D is equivalent to the topology p defined by clopen sets
only. We note that, in contrast to (1), the topology generated by D on Aut(X,B)
depends, in general, on the topological space (X, d). Nevertheless, we think it is
worth to study the topological properties of Aut(X,B) and Homeo(X) for a fixed
compact (or Cantor) metric space X because one can compare in this case these
properties for the both groups.
1In fact, the metric D can be considered on Aut(X,B) if X is a totally bounded metric space.
Many of results concerning the metric D which are proved below for a compact metric space can
be generalized to totally bounded spaces.
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Let Ctbl(X) be defined as the subset of Aut(X,B) consisting of
all automorphisms with countable support, that is T ∈ Ctbl(X) ⇔
(E(S, I) is at most countable. One can show that Ctbl(X) is a normal subgroup,
closed with respect to the topologies which we have defined (see Lemma 1.6 below).
Therefore Âut(X,B) = Aut(X,B)/Ctbl(X) is a Hausdorff topological group with
respect to the quotient topology. Note that the quotient group Âut(X,B) was first
considered in [Sh] where the simplicity of this group was proved. Considering el-
ements from Âut(X,B), we identify Borel automorphisms which are different on a
countable set. The class of automorphisms equivalent to a Borel automorphism T
we will denote by the same symbol T and write T ∈ Âut(X,B). This corresponds to
the situation in ergodic theory when two automorphisms are also identified if they
are different on a set of measure 0. We studied topological properties of the group
Âut(X,B) in [BM].
Lemma 1.6 The normal subgroup Ctbl(X) ⊂ Aut(X,B) is closed with respect to
the all topologies from Definitions 1.1 and 1.2.
Proof. By Theorem 1.3, it is sufficient to prove the statement of the lemma for the
topologies τ ′′, τ0 and p. Notice that we gave in [BM] a direct proof of the fact that
Ctbl(X) is closed in τ and p. The case of the topology τ0 is similar to that of τ .
Suppose that S ∈ Ctbl(X)
τ ′′
\Ctbl(X). Then there exists an uncountable Borel
set F such that SF ∩F = ∅. Let µ be a continuous Borel probability measure such
that µ(F ) = 1 and let f0(x) = χF (x). The τ
′′-neighborhood U ′′(S) = U ′′(S;µ; 1/2)
consists of automorphisms T satisfying the condition
sup
f∈B1(X)
|µ ◦ S(f)− µ ◦ T (f)| < 1/2.
By assumption, there exists T0 ∈ Ctbl(X)∩U
′′(S). Then |µ◦S(f0)−µ◦T0(f0)| < 1/2.
On the other hand, it can be easily seen that µ ◦ T0(f0) = 1 and µ ◦S(f0) = 0. This
leads to a contradiction.
The fact that Ctbl(X) is closed in p is proved in the same way. We leave the
details to the reader. 
Notice also that Ctbl(X)
D
= Ctbl(X) when (X, d) is a compact metric space.
Indeed, if (Tn)n∈N ⊂ Ctbl(X), then there exists a countable set C ⊂ X such that
Tnx = x ∀x ∈ X \ C. Let D(Tn, T ) → 0 (n → ∞). We obtain Tx = x for every
x ∈ X \ C, i.e. T ∈ Ctbl(X).
Let pi be the natural projection from Aut(X,B) to Âut(X,B). Lemma 1.6 al-
lows us to define the quotient topologies τˆ = pi(τ), τˆ0 = pi(τ0), and pˆ = pi(p) on
Âut(X,B). It turns out that τˆ -neighborhoods are defined by continuous measures
and pˆ-neighborhoods are defined by uncountable Borel sets. In particular, this means
that τˆ is equivalent to τˆ0. In [BM], the following proposition was proved.
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Proposition 1.7 Given a τˆ -neighborhood Uˆ = Uˆ(T ;µ1, ..., µn; ε) and a pˆ-
neighborhood Wˆ = Wˆ (T ;F1, ..., Fm), there exist neighborhoods Uˆ0(T ; ν1, ..., νn; ε) =
U0(T ; ν1, ..., νn; ε)Ctbl(X) and Wˆ0(T ;B1, ..., Bm) = W0(T ;B1, ..., Bm)Ctbl(X) in τˆ
and pˆ, respectively, such that Uˆ0 ⊂ Uˆ , Wˆ
′ ⊂ Wˆ where ν1, ..., νn ∈ M
c
1(X) and
B1, ..., Bm ∈ B0.
1.2. Properties of the topologies. We will now discuss some properties of
the topologies which we introduced above. In particular, we consider convergent
sequences with respect to these topologies.
Remark 1.8 (1) We recall some facts about the uniform topology τ from [BK1].
(a) Tn
τ
−→ S ⇐⇒ ∀x ∈ X ∃n(x) ∈ N such that ∀n > n(x), Tnx = Sx;
(b)
Tn
τ
−→ S ⇐⇒ ∀µ ∈M1(X), µ(E(Tn, S))→ 0
⇐⇒ ∀x ∈ X, δx(E(Tn, S))→ 0;
(c) (Aut(X,B), τ) is a complete nonseparable topological group in the sense that
any Cauchy sequence of Borel automorphisms converges to a Borel automorphism;
(d) For a Cantor set Ω, Homeo(Ω) is not closed in Aut(Ω,B(Ω)) with respect to τ .
(In fact, it is shown in [BDK] that Homeo(Ω) is dense in Aut(Ω,B(Ω)) in τ).
(2) Note that
Tn
τ0−→ T ⇐⇒ [∀µ ∈Mc1(X), µ(E(Tn, T ))→ 0, n→∞]. (1.9)
It is not hard to see that (1.9) holds if the set
C =
⋂
n∈N
⋃
m≥n
E(Tm, T ) (1.10)
is countable. Indeed, if Cn =
⋃
m≥nE(Tm, T ), then µ(Cn) → 0 ∀µ ∈ M
c
1(X).
Hence µ(E(Tm, T ))→ 0 as m→∞.
Observe that condition (1.10) is not necessary for τ0-convergence. This means
that even a weaker form of (1)(a) does not hold. To see this, let us consider the
following example. Set X = [0, 1) and denote by (ξn) the refining sequence of
partitions ofX into the intervals An(i) = [i2
−n, (i+1)2−n), i = 0, 1, ..., 2n−1, n ∈ N.
Let µ be a continuous Borel probability measure on X . Then ∀ε > 0 ∃Nε ∈ N such
that µ(An(i)) < ε ∀n > Nε.
Now let Tn(i) be a Borel automorphism ofX such that E(Tn(i), I) = An(i). Then
µ(E(Tn(i), I)→ 0 as n→∞. By (1.9), this sequence of automorphisms converges to
the identity map in τ0. On the other hand, for any x ∈ [0, 1) the property Tn(i)x 6= x
holds for infinitely many automorphisms from the sequence (Tn(i)).
(3) (Aut(X,B), p) is a complete nonseparable topological group. Note that it
follows from Theorem 1.3 and (1) that (Aut(X,B), τ ′′) and (Aut(X,B), p) are also
complete spaces.
(4) Let T be a Borel automorphism and let U(T ;µ1, ..., µn; ε) be a τ -neighborhood
of T . Consider ν = n−1(µ1 + · · · + µn). Then it can be easily shown that
U(T ; ν; n−1ε) ⊂ U(T ;µ1, ..., µn; ε). This means that we can work with a single
measure instead of a finite collection of measures when it is more convenient.
Remark 1.9 We notice the following three simple properties of the topology p.
(1) Without loss of generality, we may assume that p is generated by neighborhoods
W (T ;F1, ..., Fn) where (F1, ..., Fn) is a partition of X .
(2) Let W (T ;F1, ..., Fn) be given, then for every S ∈ W (T ;F1, ..., Fn) one
has W (S;F1, ..., Fn) = W (T ;F1, ..., Fn). It follows from this observation that
W (I;F1, ..., Fn) is an open subgroup of (Aut(X,B), p).
(3) For any T ∈ Aut(X,B), we have W (T−1;TF1, ..., TFn)
−1 = W (T ;F1, ..., Fn).
Proposition 1.10 The sets W (T ;F1, ..., Fn) are closed in Aut(X,B) with respect
to the topologies τ, τ ′, τ ′′, p and p.
Proof. We begin with two simple observations. Firstly, the proposition will be
proved if we can show that every set W (T ;F ) is closed. Secondly, if the proposition
holds for τ ′′ and p, then it holds for the other topologies because they all are stronger
than either τ ′′ or p.
(1) Let us first consider p. We show that W (T ;F )c is open in p. Suppose
S ∈ W (T ;F )c, that is SF 6= TF . Then we have two cases:
(i) E := TF \ SF 6= ∅,
(ii) TF \ SF = ∅, that is TF ⊂ SF .
In case (i), define a neighborhood W (S;F ;µ; 1/2) with a measure µ concentrated
on E, i.e. µ(E) = 1, µ(Ec) = 0 (one can take µ = δx with some x ∈ E). Let
R ∈ W (S;F ;µ; 1/2), then µ(RF ) = µ(RF ∆ SF ) < 1/2 since µ(SF ) = 0. On the
other hand, µ(TF \RF ) ≥ µ(TF )− µ(RF ) > 1/2 since TF ⊃ E. This means that
TF 6= RF and R ∈ W (T ;F )c.
In case (ii), we take µ such that µ(SF \ RF ) = 1. Consider again an automor-
phism R ∈ W (S;F ;µ; 1/2). We have
1/2 > µ(SF ∆ RF ) = µ(RF \ SF ) + µ(SF \RF ) = µ((SF \ TF ) \RF )
and therefore
µ((SF \ TF ) ∩RF ) = µ(SF \ TF )− µ((SF \ TF ) \RF ) > 1/2.
Thus, (SF \ TF ) ∩ RF 6= ∅ and RF 6= TF , i.e. R ∈ W (T ;F )c.
(2) Show that W (T ;F )c is open in τ ′′. In fact, we will consider the topology
τ equivalent to τ ′′ (see (1.7) and Proposition 3.5). Let S ∈ W (T ;F )c, then SF 6=
TF and we have the above cases (i) and (ii). In case (i), take a τ -neighborhood
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V (S;µ; 1/2) as in (1.7) where µ is concentrated on E. Then µ(SF ) = 0 and for
R ∈ V (S;µ; 1/2) we have that
µ(RF ) = |µ(RF )− µ(SF )| < 1/2.
Therefore, µ(TF \RF ) > 1/2 and R ∈ W (T ;F )c.
In case (ii), we choose µ supported on SF \TF . Then, by the method of (1), we
see that for R ∈ V (S;µ; 1/2) the set (SF \TF )∩RF is non-empty since its measure
is greater than 1/2. Therefore, RF 6= TF and R ∈ W (T ;F )c. 
Observe that Proposition 1.10 does not hold for τ0. One can easily show that
W (T ; {x}) is not closed with respect to τ0.
Corollary 1.11 (Aut(X,B), p) is a 0-dimensional topological space.
Proof. This follows from Proposition 1.10. 
Now we consider convergent sequences in each of our topologies. Of course,
the topologies are not defined by convergent sequences but it is useful for many
applications to know criteria of convergence.
Remark 1.12 (1) If a sequence (Tn) of Borel automorphisms converges to S in τ
′′,
then for any measure µ ∈M1(X),
|µ ◦ S(f)− µ ◦ Tn(f)| → 0
uniformly in f ∈ B(X)1 as n → ∞. Since τ
′′ is equivalent to τ (Proposition 3.4),
the above condition is equivalent to the following one: Tn
τ ′′
−→ S if and only if
|µ(SF )− µ(TnF )| → 0
uniformly in F ∈ B.
(2) (Tn) converges to S in p if and only if for any Borel set F , TnF = TF for
sufficiently large n = n(F ). In particular, F can be a point from X . Therefore, we
see that p-convergence implies τ -convergence by Remark 1.8.
(3) It follows directly from (1.6) that Tn
p
−→ S if and only if ∀µ ∈M1(X) ∀F ∈ B
µ(TnF ∆ SF ) + µ(T
−1
n F ∆ S
−1F )→ 0. (1.11)
In fact, one can prove the following criterion of p-convergence.
Proposition 1.13 Tn
p
−→ S if and only if ∀F ∈ B,
SF = lim sup
n→∞
TnF, S
−1F = lim sup
n→∞
T−1n F, (1.12)
where
lim sup
n→∞
Fn =
⋃
m
⋂
n>m
Fn.
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Proof. We assume for simplicity that S = I. The general case is proved similarly.
To prove (1.12) we remark that for any x ∈ X and F ∈ B, the convergence Tn
p
−→ I
implies that
δx(TnF ∆ F ) + δx(T
−1F ∆ F )→ 0
as n→∞. This means that if x ∈ F , then there exists n0 = n0(x, F ) such that x ∈
TnF and x ∈ T
−1
n F for all n > n0. We have proved that F ⊂
⋃
m
⋂
n>m TnF, F ⊂⋃
m
⋂
n>m T
−1
n F . In fact, these inclusions are equalities. Indeed, if we assume that
there exists x0 ∈ F
c = X \ F with x0 ∈
⋂
n>m TnF for some m, then we have a
contradiction to the fact that x0 also belongs to
⋃
k
⋂
n>k TnF
c. Thus, (1.12) holds.
Conversely, let Em =
⋂
n>m TnF and
⋃
mEm = F . Since Em ⊂ Em+1, we know
that for any measure µ ∈M1(X), µEm → µF (m→∞). Remark that Em ⊂ TnF
for all n > m. Therefore Em = Em ∩ TnF ⊂ F ∩ TnF ⊂ F . Thus we obtain
µ(F ∩ TnF )→ µF, n→∞. Similarly µ(F ∩ T
−1
n F )→ µF . By (1.11), the proof is
complete. 
Proposition 1.14 Suppose (Tn) is a sequence of Borel automorphisms and let S ∈
Aut(X,B). Then
(Tn
p
−→ S) ⇒ (Tn
τ
−→ S) ⇐⇒ (Tn
τ ′′
−→ S) ⇐⇒ (Tn
p
−→ S).
Proof. We will consider, for simplicity, the case S = I. We note that if Tn
p
−→ I, then
for every x ∈ X the sequence (Tn) eventually gets into W (I; {x}), that is Tnx = x
for sufficiently large n. It follows that Tn
τ
−→ I (see Remark 1.8).
By Theorem 1.3, τ is strictly stronger than τ ′′. To prove the second implication,
we need to verify only that if a sequence of Borel automorphisms (Tn) converges in
τ ′′, then it also converges in τ .
To see this, we assume that Tn
τ ′′
−→ I when n → ∞. Then for any measure
µ ∈ M1(X), we have
sup
f∈B(X)1
|µ(f)− µ ◦ Tn(f)| → 0, n→∞.
Thus, ∣∣∣∣∫
X
(f(T−1n x)− f(x))dµ
∣∣∣∣→ 0 (1.13)
uniformly in f as n→∞. Take µ = δx0 in (1.13). Then ∀ε > 0 ∃N = N(ε, x0) such
that ∀n > N and ∀f ∈ B(X)1, one has
|f(T−1n x0)− f(x0)| < ε. (1.14)
To prove that Tn
τ
−→ I, it suffices to verify that Tnx0 = x0 for n sufficiently large
(see Remark 1.8). To obtain a contradiction, we assume that for any N there exist
14
a point x0 and n0 > N such that Tn0x0 6= x0. Take a Borel set F of x0 such that
Tn0x0 /∈ F . Then there exists a function f0 ∈ B(X)1 such that f0(x0) = 1 and
f0(Tn0x0) = 0. This contradicts (1.14).
As above we will show that p-convergence of (Tn) implies τ -convergence. If
Tn
p
−→ I, then for every x ∈ X , Tn ∈ W (I; {x}; δx; 1/2) when n is sufficiently large.
In other words, Tnx = x. It proves that Tn
τ
−→ I. 
2 Approximation by periodic and aperiodic auto-
morphisms
2.1. Periodic approximation of Borel automorphisms. Here we focus on
the study of periodic and aperiodic automorphisms. We will show that for every
Borel aperiodic automorphism T of (X,B) there exists a sequence of periodic Borel
automorphisms that converges to T in the uniform topology τ . In fact, this result
was proved by Nadkarni in [N] although he did not consider topologies on Aut(X,B).
We reproduce the main part of Nadkarni’s proof here because it will be used below.
We will also find the closures of some natural classes of automorphisms.
Recall some standard definitions. For T ∈ Aut(X,B), a point x ∈ X is called
periodic if there exists n ∈ N such that T nx = x. The smallest such n = n(x) is
called the period of T at x. Given T , the space X can be partitioned into a disjoint
union of Borel T -invariant sets X1, X2, ..., X∞ where Xn is the set of points with
period n, and X∞ is the set where T is aperiodic. Such a partition related to an
automorphism T will be called canonical. If X∞ = ∅, then T is called pointwise
periodic, T ∈ Per. Denote by Pern(x) the set of all automorphisms which have
period n at x. By definition, T ∈ Pern, the set of all Borel automorphisms of period
n, if Xn = X . In other words,
Pern =
⋂
x∈X
Pern(x). (2.1)
We say that T ∈ Per0 if there exists N ∈ N such that P
Nx = x, x ∈ X . This
means that X is a finite union of some sets Xn1 , ..., Xnk . Obviously, Per0 is a proper
subset of Per. Finally, if X = X∞, then T is called aperiodic, T ∈ Ap.
Proposition 2.1 (1) For any n ∈ N, the set Pern(x) (x ∈ X) is clopen with respect
to all topologies from Definition 1.1.
(2) Per0
τ
= Per
τ
.
(3) Ap and Pern (n ∈ N) are closed with respect to the all topologies.
Proof. (1) As mentioned above, to show that Pern(x) is closed for the all topologies,
it suffices to do this for τ ′′ and p.
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By Proposition 3.5, τ ′′ is equivalent to the topology τ whose neighborhoods
are defined by V (T ; µ1, ..., µn; ε) = {S ∈ Aut(X,B) | supF∈B |µj(TF ) −
µj(SF )| < ε, j = 1, ..., n} (see Definition 3.4). Let R ∈ Pern(x)
τ
. Let
V (R) = V (R; δRx, ..., δRnx; 1/2). Then, there exists P ∈ V (R) ∩ Pern(x). This
means that taking one-point sets {x}, ..., {Rn−1x}, we obtain that
|δRix(R(R
i−1x))− δRix(P (R
i−1x))| < 1/2, i = 1, ..., n.
It follows that Rx = Px,. . . ,Rnx = P nx = x, i.e. R ∈ Pern(x).
Let us show that Pern(x) is closed in p. Take R ∈ Pern(x)
p
and con-
sider the p-neighborhood W (R) = W (R; {x}, ..., {Rn−1x}; δRx, ..., δRnx; 1/2). There
is an automorphism P ∈ W (R) ∩ Pern(x). The inequalities δRx(Rx∆Px) <
1/2, . . . , δRnx(R(R
n−1x)∆P (Rn−1x)) < 1/2 imply that Rx = Px, . . . , Rnx = P nx =
x.
To check that Pern(x) is open with respect to the all topologies, it suf-
fices again to show this for τ ′′ and p only (Theorem 1.3) . This fact follows
from the following observation: if P ∈ Pern(x), then V (P ; δPx, ..., δPnx; 1/2) and
W (P ; {x}, ..., {P n−1x}; δPx, ..., δPnx; 1/2) are subsets of Pern(x).
(2) Let now T ∈ Per. We can construct a sequence (Pn) ⊂ Per0 converging to
T in τ . As above, consider the partition (Xi : i = 1, 2, ...) of X corresponding T , i.e.
T has period i on Xi. Let En =
⋃
i≤nXi. Then En ⊂ En+1 and X =
⋃
nEn. Define
Pnx = Tx if x ∈ En and Pnx = x if x ∈ X \ En. Clearly, Pn
τ
−→ T .
(3) The set Pern is closed by (1) and (2.1). It is clear that
Ap = Aut(X,B) \
(⋃
n∈N
⋃
x∈X
Pern(x)
)
.
Hence Ap is closed.

Let OrbT (x) denote the T -orbit of x ∈ X . Recall the definition of the full group
[T ] generated by T ∈ Aut(X,B):
[T ] = {γ ∈ Aut(X,B) | γx ∈ OrbT (x), ∀x ∈ X}.
Then every γ ∈ [T ] defines a Borel function mγ : X → Z such that γx =
Tmγ(x)x, x ∈ X . Thus, every γ ∈ [T ] defines a countable partition of X into
Borel sets An = {x ∈ X : mγ(x) = n}, n ∈ N.
It is obvious that if T ∈ Âut(X,B), then one can also define the full group [T ]
as a subgroup of Âut(X,B).
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Proposition 2.2 (1) The full group [T ] (T ∈ Aut(X,B)) is closed in Aut(X,B)
with respect to the topologies from Definition 1.1.
(2) The full group [T ] (T ∈ Âut(X,B)) is closed in Âut(X,B) with respect to τˆ .2
Proof. (1) It is not hard to prove this result directly for the topologies τ and p. To
prove the proposition for all our topologies, it is sufficient to check that [T ] is closed
in τ ′′ ∼ τ and p.
Assume that there exists S ∈ [T ]
τ
\ [T ]. Then one can find a point y ∈ X such
that Sy 6= T ny for all n ∈ Z. Let µ be an atomic probability measure supported
by {T ny : n ∈ Z} such that µ({y}) = 1/2. Then the τ -neighborhood V (S) =
V (S;µ; 1/4) contains an automorphism γ ∈ [T ]. Hence for any Borel set F we have
that |µ(SF )− µ(γF )| < 1/4. For F = {γ−1y}, we have a contradiction.
The proof for p is similar. We observe only that the p-neighborhood
W (S; {y}; δSy; 1/2) cannot meet [T ] where S and y as above.
(2) Assume that R ∈ [T ]
τˆ
\ [T ] where T ∈ Âut(X,B). Then any τˆ -neighborhood
Uˆ(R) contains an element γ from [T ]. Since R is not in [T ], the Borel set
A =
⋂
n∈ZE(R, T
n) is uncountable. Let µ be a continuous measure from Mc1(X)
such that µ(A) = 1. Take an automorphism γ ∈ Uˆ(R;µ; 1/2) ∩ [T ]. Then there
exists some n such that µ({x ∈ X : Rx = T nx}) > 0. This contradicts the fact that
µ(E(R, T n)) = 1 ∀n ∈ Z. 
Given T ∈ Aut(X,B), a Borel set A ⊂ X is called a complete section (or simply
a T -section) if every T -orbit meets A at least once. If there exists a complete Borel
section A such that A meets every T -orbit exactly once, then T is called smooth.
In this case, X =
⋃
i∈Z T
iA and all the T iA’s are disjoint. The set of smooth
automorphisms is denoted by Sm.
A measurable setW is said to be wandering with respect to T ∈ Aut(X,B) if the
sets T nW, n ∈ Z, are pairwise disjoint. The σ-ideal generated by all T -wandering
sets in B is denoted by W(T ). By Poincare´ recurrence lemma, one can state that
given T ∈ Aut(X,B) and A ∈ B there exists N ∈ W(T ) such that for each x ∈ A\N
the points T nx return to A for infinitely many positive n and also for infinitely many
negative n [N]. The points from the set A \N are called recurrent.
Assume that all points from a given set A are recurrent for a Borel automorphism
T . Then for x ∈ A, let n(x) = nA(x) be the smallest positive integer such that
T n(x)x ∈ A and T ix /∈ A, 0 < i < n(x). Let Ck = {x ∈ A | nA(x) = k}, k ∈ N,
then T kCk ⊂ A and {T
iCk | i = 0, ..., k − 1} are pairwise disjoint. Note that some
Ck’s may be empty. Since T
nx ∈ A for infinitely many positive and negative n, we
obtain ⋃
n≥0
T nA =
⋃
n∈Z
T nA = X
2We do not consider here other quotient topologies on Âut(X,B).
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and ⋃
n≥0
T nA =
∞⋃
k=1
k−1⋃
i=0
T iCk.
This union decomposes X into T -towers ξk = {T
iCk | i = 0, ..., k−1}, k ∈ N, where
Ck is the base and T
k−1Ck is the top of ξk. In particular, the number of these towers
may be finite.
The next lemma is one of the main tools in our study of Borel automorphisms.
Lemma 2.3 Let T ∈ Aut(X,B) be an aperiodic Borel automorphism of a standard
Borel space (X,B). Then there exists a sequence (An) of Borel sets such that
(i) X = A0 ⊃ A1 ⊃ A2 ⊃ · · · ,
(ii)
⋂
nAn = ∅,
(iii) An and X \An are complete T -sections, n ∈ N,
(iv) for n ∈ N, every point in An is recurrent,
(v) for n ∈ N, An ∩ T
i(An) = ∅, i = 1, ..., n− 1,
(vi) for n ∈ N, the base Ck(n) of every non-empty T -tower is an uncountable Borel
set, k ∈ N.
Proof. See [BeKe, Lemma 4.5.3] where (i) - (iii) have been proved in more general
settings of countable Borel equivalence relations. It is shown in [N, Chapter 7] that
one can refine the choice of (An) to get (iv) and (v). It is clear that one can remove
an at most countable set of points from each An to prove (vi). 
Definition 2.4 A sequence of Borel sets satisfying conditions (i) - (vi) of Lemma
2.3 is called a vanishing sequence of markers.
Note that usually (An) is called a vanishing sequence of markers if it satisfies (i)
- (iv). We have added two more conditions, (v) and (vi), which we will need in the
constructions in Section 4.
Remark 2.5 We will use below the following changing-of-topology result (see, for
example, [Ke1, N]). Let T ∈ Aut(X,B) and let (ξn) be a sequence of at most
countable partitions of X such that: (a) ξn+1 refines ξn; (b)
⋃
n ξn generates the
σ-algebra of Borel sets B. Then we may introduce a topology ω on X such that: (i)
(X,ω) becomes a Polish 0-dimensional space, (ii) B(ω) = B where B(ω) is the σ-
algebra generated by ω-open sets, (iii) all elements of partitions ξn, n ∈ N are clopen
in ω, (iv) T is a homeomorphism of (X,ω). In particular, by changing-of-topology,
we can choose the elements of the partitions corresponding to a vanishing sequence
of markers to be clopen.
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Proposition 2.6 Let T ∈ Aut(X,B) be an aperiodic Borel automorphism of a stan-
dard Borel space (X,B). Then there exists a sequence of periodic automorphisms
(Pn) of (X,B) such that Pn
τ
−→ T, n→∞. Moreover, the Pn can all be taken from
[T ].
Proof. If T is a smooth automorphism, then the proof is obvious. Let (An) be
a vanishing sequence of markers for T . Then, as we have seen above, An gener-
ates a decomposition of X into T -towers ξk(n) = {T
iCk(n) | i = 0, ..., k − 1} and⋃
k Ck(n) = An. Define
Pnx =

Tx, if x /∈ Bn =
⋃∞
k=1 T
k−1Ck(n)
T−k+1x, if x ∈ T k−1Ck(n), for some k
Then Pn belongs to [T ] and the period of Pn on ξk(n) is k. Note that Pn equals T
everywhere on X except Bn, the union of the tops of the towers.
It follows from Lemma 2.3 that (Bn) is a decreasing sequence of Borel subsets
such that
⋂
nBn = ∅. This means that for any x ∈ X there exists n(x) such that
x /∈ Bn, n ≥ n(x). Moreover, if for some x ∈ X , Pnx = Tx, then Pn+1x = Tx.
These facts prove that for each x, all the Pnx are eventually the same and equal to
Tx, that is Pn converges to T in τ . 
We now give a version of the Rokhlin lemma for aperiodic Borel automorphisms.
We should also remark that B. Weiss proved a measure-free version of the Rokhlin
lemma [W].
Theorem 2.7 (Rokhlin lemma). Let m ∈ N and let T be an aperiodic Borel auto-
morphism of (X,B). Then for any ε > 0 and any measures µ1, ..., µp from M1(X)
there exists a Borel subset F in X such that F, TF, ..., Tm−1F are pairwise disjoint
and
µi(F ∪ TF ∪ · · · ∪ T
m−1F ) > 1− ε, i = 1, ..., p.
Proof. We will use notation from the proof of Proposition 2.6. Clearly, it suffices
to consider the case of non-smooth automorphism T only. Let (An) be a vanishing
sequence of markers. Note that for any µ ∈M1(X), µ(An)→ 0 as n→∞ because
An decreases to the empty set. By the same reasoning, µ(Bn)→ 0. For every n, the
space X can be represented as a union of T -towers ξk(n) where the height of ξk(n)
is k (see the proof of Proposition 2.6. Let
Dn(m) =
m−1⋃
k=1
ξk(n).
Since Dn(m) ⊂
⋃m−2
k=0 T
kAn, we see that there exists n0 such that for n > n0
µi(Dn(m)) <
ε
2
, i = 1, ..., p. (2.2)
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Let B′n =
⋃
k≥m T
k−1Ck(n). Similarly, we can deduce that for all sufficiently large n
µi(B
′
n ∪ T
−1B′n ∪ · · · ∪ T
−m+2B′n) ≤
ε
2
, i = 1, ..., p. (2.3)
Let n be chosen so large that (2.2) and (2.3) hold. Define F by the following rule.
In each T -tower ξk(n), k ≥ m, we take every m-th set beginning with Ck(n), i.e.
F =
⋃
k≥m
[ k
m
]−1⋃
j=0
T jCk(n).
Then F ∩ T jF = ∅, j = 1, ..., m− 1, and
µi(X − (F ∪ TF ∪ · · · ∪ T
m−1F )) < ε, i = 1, ..., p,
in view of (2.2) and (2.3). 
It follows from Theorem 2.7 that in any τ -neighborhood U(T ;µ1, ..., µn; ε) of an
aperiodic Borel automorphism T there exists a pointwise periodic automorphism.
Thus we obtain the following corollary from the above results:
Corollary 2.8 (1) The sets Per and Per0 are dense in (Aut(X,B), τ). Moreover,
Per is also dense in Aut(X,B) with respect to topologies τ ′′, p.
(2) Per ∩ [T ] is τ -dense in [T ] for each aperiodic T .
(3) The set Per is not dense in Aut(X,B) with respect to p.
Proof. (1) and (2) are obvious. To prove (3), take an uncountable Borel set E and
an aperiodic Borel automorphism T such that TE ( E. Then W (T ;E) has no
periodic automorphisms. 
We observe that the following result can also be proved. The details are left to
the reader.
Corollary 2.9 Let N ∈ N and let a τ -neighborhood U = U(T ;µ1, ..., µn : ε) be
given. Define V = U(T ; (νki )1≤i≤n, |k|≤N ; δ) where ν
k
i = µi ◦ T
−k, δ = (2N)−1ε.
Then V ⊂ U and for any S ∈ V , we have that Sj ∈ U(T j ;µ1, ..., µn, ε), j = 1, ..., N .
We will need below the following statement proved in [BM].
Lemma 2.10 The set Sm of smooth automorphisms is dense in Aut(X,B) with
respect to the topology p.
Denote by Ap mod (Ctbl) the subset of Aut(X,B) consisting of automorphisms
which are aperiodic everywhere except in an at most countable subset of X .
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Theorem 2.11 (1) Ap
τ0
= Ap mod (Ctbl).
(2) Ap is a nowhere dense closed subset in (Aut(X,B), τ).
Proof. (1) We first show that the set Ap mod (Ctbl) is closed with respect to τ0.
Suppose R ∈ (Ap mod (Ctbl))
τ0
\ (Ap mod (Ctbl)). Then there exist some m ∈ N
and an uncountable R-invariant Borel set B such that R has period m on B. Let
µ be a continuous Borel probability measure such that µ(B) = 1 and µ ◦ R = µ.
The τ0-neighborhood U0(R) = U0(R;µ; ε/m) contains an automorphism S from Ap
mod (Ctbl). We have that
µ({x ∈ B : Sx = Rx, ..., Sm−1x = Rm−1x, Smx = Rmx = x}) > 1− ε.
In other words, S is periodic on an uncountable Borel set, a contradiction. Thus,
we have that Ap
τ0
⊂ Ap mod (Ctbl).
Conversely, if R ∈ Ap mod (Ctbl), then we need to show that any τ0-
neighborhood U0(R) of R contains some aperiodic automorphism. Indeed, the pe-
riodic part of R is supported by an either countable or finite set A. It is clear that
if A is infinite, then one can change R on A to produce an aperiodic automorphism
from U0(R). If A is finite, then we take a single aperiodic orbit OrbR(x), x /∈ A,
and consider the infinite set A ∪OrbR(x).
(2) It follows from Proposition 2.1(3) and Corollary 2.8 that Aut(X,B) \ Ap is
an open dense subset. Therefore, Ap is a closed nowhere dense set in τ . 
Let (X, d) be a compact metric space (in particular, X can be a Cantor set).
Recall that in this case we can define the metric D on Aut(X,B) as in Remark
1.5. We proved in [BDK] that the set of aperiodic homeomorphisms is D-dense in
Homeo(X) when X = Ω is a Cantor set. Here we will find the closure of Ap in the
group Aut(X,B) with respect to the metric D.
Let T be a Borel automorphism of X . Then X is decomposed into the canonical
T -invariant partition (Y1, Y2, ..., Y∞) where T has period n on Yn and T is aperiodic
on Y∞. We call T regular if all sets Yi, 1 ≤ i <∞, are uncountable.
Lemma 2.12 Suppose that T ∈ Aut(X,B) is regular. Then for any ε > 0 there
exists S ∈ Ap such that D(S, T ) < ε.
Proof. Since TYi = Yi, it suffices to find an aperiodic automorphism S satisfying the
condition of the lemma for each set Yi. We can write down Yi as Ei∪TEi∪· · ·∪T
i−1Ei
for some Ei ∈ B0. Let (Ei(1), ..., Ei(ki)) be a partition of Ei into uncountable Borel
sets such that diam(Ei(j)) < ε for all j = 1, ..., ki. Let R(j) be an aperiodic
automorphism of Ei(j). Set for j = 1, ..., ki
Sx =
 Tx, x ∈
⋃i−1
k=1 T
kEi(j)
TR(j)x, x ∈ Ei(j).
Clearly, D(S, T ) < ε on Yi. 
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Corollary 2.13 The set of aperiodic automorphisms from Âut(X,B) is dense with
respect to Dˆ.
To answer the question when a non-regular automorphism T ∈ Aut(X,B) be-
longs to Ap
D
, we need to introduce the following definition. We say that an auto-
morphism T is semicontinuous at x ∈ X if for any ε > 0 there exists z 6= x such
that d(x, z) < ε and d(Tx, Tz) < ε.
Theorem 2.14 Let T be a non-regular Borel automorphism from Aut(X,B) and
let Y0 denote the set
⋃
i∈I Yi where each Yi is an at most countable set, i ∈ I ⊂ N.
Then T ∈ Ap
D
if and only if for every x ∈ Y0 there exists y ∈ OrbT (x) such that T
is semicontinuous at y.
Proof. We first suppose that for any ε > 0 there exists an aperiodic automorphism
S = Sε such that D(T, S) < ε. Notice that the fact that T is pointwise periodic on
Y0 implies that OrbT (x) 6= OrbS(x) for any x ∈ Y0. Hence there exists y ∈ OrbT (x)
such that Sy 6= Ty. On the other hand, we have that
d(Ty, Sy) < ε, d(T−1(Sy), S−1(Sy)) < ε. (2.4)
Denoting by z = T−1Sy, we obtain from (2.4) that z 6= y, d(z, y) < ε, and
d(Tz, Ty) < ε, that is T is semicontinuous at y.3
Suppose now that for every x ∈ Y0 there exists y ∈ OrbT (x) such that T is
semicontinuous at y. We need to show that for any ε > 0 there exists S ∈ Ap
such that D(T, S) < ε. It is clear that S can be taken to coincide with T on Y∞.
Therefore, we need to define S on the at most countable set Y0. We assume here
that Y0 is infinite. It will be clear from the proof how one can deal with the case
when Y0 is finite.
Take a finite partition (C1, ..., Cn) of X into Borel sets such that diam(Ci) < ε/2
for all i. Denote by Aij = Y0 ∩ Ci ∩ T
−1Cj, i, j = 1, ..., n. For each x ∈ Aij, choose
y(x) ∈ OrbT (x) such that T is semicontinuous at y(x). The set Y
′
0 = {y(x) : x ∈ Y0}
is a subset of Y0 intersecting each T -orbit of x ∈ Y0 exactly once. Set A
′
ij = Aij ∩Y
′
0 .
Let J = {(i1, j1), ..., (ip, jp)} be the set of those pairs (i, j) for which A
′
ij 6= ∅. Then
Y0 =
⋃
(i,j)∈J
⋃
y(x)∈A′ij
OrbT (y(x)). (2.5)
Fix (i, j) = (i1, j1). We have two possibilities: (a) |A
′
ij| = ∞, (b) |A
′
ij | < ∞. If
(a) holds, write down A′ij as {...y−1, y0, y1, ...}. Define S on
⋃
k∈ZOrbT (yk). Set
Sz =
{
Tz, z ∈ OrbT (yk), z 6= yk
Tyk+1, z = yk, k ∈ Z.
3We have not used in this part of the proof the fact that T is non-regular.
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In such a way, the set
⋃
k∈ZOrbT (yk) is included in an infinite S-orbit.
If (b) holds, then A′ij = {z1, ..., zq}. Let η1 = min{d(zi, zj) : i 6= j, i, j = 1, ..., q}
and let 0 < η < min{ε/2, η1}. By the hypothesis of the theorem, there exists z ∈
Ci, z 6= z1, such that Tz ∈ Cj, d(z, z1) < η, d(Tz, Tz1) < η, and the T -orbit of z is
infinite. To produce an S-orbit defined on
⋃q
k=1OrbT (zk), we can insert the T -orbits
of z1, ..., zq into OrbT (z). To do this, set Sz = Tz1, Sw = Tw,w ∈ OrbT (z), w 6= z,
and
Sw =

Tw, w ∈
⋃q
k=1OrbT (zk), w 6= z1, ..., zq
Tzi+1, w = zi, i = 1, ..., q − 1
Tz, w = zq.
By the choice of the Ci’s, we see that in both cases (a), (b)
d(Tx, Sx) + d(T−1x, S−1x) < ε (2.6)
on the set
⋃
y∈A′ij
OrbT (y).
Take (i2, j2) from J . By definition of Y
′
0 , we notice that
⋃
y∈A′ij
OrbT (y) does
not meet the set of T -orbits going through the points from A′i2,j2. Therefore, we
can apply consequently the above procedure until the automorphism S is defined
everywhere on Y0. By (2.5) and (2.6), we obtain that D(T, S) < ε. 
2.2. Incompressible automorphisms. Let T be an aperiodic Borel automor-
phism of (X,B). Let us denote by [T ]0 the set of Borel bijections γ : A→ B where
A,B are Borel subsets of X and γx ∈ OrbT (x), x ∈ A. We call A and B equivalent
with respect to T , A ∼T B, if there exists γ ∈ [T ]0 such that γ(A) = B. If there
exists a Borel subset A of X such that X ∼T A and X \A is a complete T -section,
then T is called compressible. Otherwise, T is called incompressible. We denote
the set of incompressible aperiodic automorphisms by Inc. It was proved in [DJK]
that T is compressible if and only if [T ] contains a smooth aperiodic automorphism.
Let M1(T ) denote the set of Borel probability T -invariant measures. Clearly, for
some automorphisms this set may be empty. For example, if T is smooth, then
M1(T ) = ∅. M. Nadkarni [N] proved that T is incompressible if and only if there
exists a T -invariant Borel probability measure, i.e. M1(T ) 6= ∅.
Theorem 2.15 The set Inc is a closed nowhere dense subset of Ap with respect to
the topology p.
Proof. We first show that Inc is p-closed. Let T ∈ Inc
p
. Choose a sequence (ξn) of
partitions of X such that: (i) ξn = (Fn(1), ..., Fn(kn)), Fn(i) ∈ B0; (ii) ξn+1 refines
ξn; (iii)
⋃
n ξn generates the σ-algebra of Borel sets B. By changing-of-topology
results (Remark 2.5), we may choose a topology ω on X such that: (i) X is a Polish
0-dimensional space, (ii) B(ω) = B where B(ω) is the σ-algebra generated by ω-
open sets, (iii) the sets Fn(i)), n ∈ N, i = 0, 1, ..., kn are clopen in ω, (iv) T is a
homeomorphism of (X,ω).
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Denote by Wn(T ) the p-neighborhood W (T ;Fn(1), ..., Fn(kn)). Then Wn(T )
meets the set Inc for every n. Let Sn ∈ Inc ∩Wn(T ) and let µn be an Sn-invariant
probability measure. Then, for every n ∈ N,
SnFn(i) = TFn(i), i = 1, ..., kn. (2.7)
Notice that if m > n, then Fn(i) =
⋃
j∈I Fm(j) for each i = 1, ..., kn where I ⊂
{1, ..., km}. Hence by (2.7)
TFn(i) =
⋃
j∈I
TFm(j) =
⋃
j∈I
SmFm(i) = SmFn(i)
and
µm(TFn(i)) = µm(Fn(i)) m ≥ n. (2.8)
The set {µn : n ∈ N} contains a subsequence (µnk) which converges to a Borel
probability measure µ in the weak∗ topology. Let us show that µ is T -invariant.
For B ∈
⋃
n ξn we obtain that µnk(B)→ µ(B) and µnk(TB)→ µ(TB) as nk →∞,
since B and TB are clopen sets (see e.g. [Bil]). It follows from (2.8) that for those
sets B
µ(TB) = lim
nk→∞
µnk(TB) = limnk→∞
µnk(B) = µ(B).
Since
⋃
n ξn generates B, we see that µ is T -invariant.
To finish the proof, we refer to Lemma 2.10 which provides us with the following
result: Sm
p
= Aut(X,B). Since Sm ∩ Inc = ∅, we are done. 
Observe that in [BDK] we proved that if X is a Cantor set, then Homeo(X)
τ
=
Aut(X,B). From Theorem 2.15, we obtain that Homeo(X)
p
⊂ Inc.
Let T ∈ Aut(X,B) be an aperiodic incompressible automorphism. Denote by
Fix(M1(T )) = {R ∈ Aut(X,B) : µ ◦R = µ, ∀µ ∈M1(T )}
and
Pres(M1(T )) = {R ∈ Aut(X,B) : R(M1(T )) =M1(T )}.
Proposition 2.16 (1) Let T ∈ Inc. Then Fix(M1(T )) is closed in the topologies
τ, τ ′′, and p.
(2) Let T be an incompressible Borel automorphism of a compact metric space (X, d).
Then Fix(M1(T )) is closed in the topology defined by the metric D.
(3) The set Pres(M1(T )) is closed in p.
Proof. (1) We will first prove the statement for the topology τ which is equivalent
to τ ′′ by (1.7). It will follow from this result that Fix(M1(T )) is closed in τ . Let
R ∈ Fix(M1(T ))
τ
and µ ∈ M1(T ). Then the τ -neighborhood V (R;µ; ε) = {S ∈
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Aut(X,B) : supF∈B |µ(RF )− µ(SF )| < ε} meets Fix(M1(T )) for any ε > 0. There-
fore, for any Borel set F , we have that |µ(RF )− µ(F )| < ε. Thus, µ ◦ R = µ and
R ∈ Fix(M1(T )).
The fact that Fix(M1(T )) is closed in p can be proved similarly (see also (3)).
(2) We need to show that for every automorphism R ∈ Fix(M1(T ))
D
and every
µ ∈ M1(T ) one has µ ◦ R = µ. Take a sequence (γn) from Fix(M1(T )) such that
D(γn, R) → 0 as n → ∞. For A ⊂ X and α > 0, denote by Bα(A) the α-
neighborhood of A. We notice that A
d
=
⋂
α>0Bα(A) (a countable intersection).
It is clear, that for any α > 0, there exists nα such that γn(A) ⊂ Bα(RA) for all
n ≥ nα.
Fix ε > 0 and µ ∈ M1(T ). The following statement follows easily from Luzin’s
theorem.
Claim Let R, µ, (γn) and ε be as above. Then there exists a closed subset Fε
of X such that the automorphisms R, R−1, and γn, being restricted to Fε, are
homeomorphisms and µ(F˜ε) > 1− ε where F˜ε = RFε ∩ Fε ∩ R
−1Fε.
Clearly, one can choose the sets F˜ε such that F˜ε1 ⊂ F˜ε when ε > ε1. Let C be
a closed subset of F˜ε. Then for α > 0 and sufficiently large n, µ(C) = µ(γnC) ≤
µ(Bα(RC)). Hence
µ(C) ≤ lim
α→0
µ(Bα(RC)) = µ(
⋂
α>0
Bα(RC)) = µ(RC
d
) = µ(RC). (2.9)
Similarly to (2.9) we can show that µ(C) ≤ µ(R−1C) and therefore µ(A) = µ(RA)
for any Borel set A ⊂ F˜ε.
Let now F˜ =
⋃
ε>0 F˜ε (a countable union). Clearly, µ(F˜ ) = 1. The above
argument shows that µ(A) = µ(RA) for any Borel set A ⊂ F˜ . It remains to check
that if E is a Borel subset ofX\F˜ , then µ(RE) = 0. Indeed, given α > 0, we can find
a sufficiently large n = n(α) such that RE ⊂ Bα(γnE). Since limα→0 µ(Bα(γnE)) =
0, we have that µ(RE) = 0.
(3) Let us show that Pres(M1(T )) is closed in the topology p. Indeed, if R ∈
Pres(M1(T ))
p
\ Pres(M1(T )), then there exist µ0 ∈ M1(T ) and a Borel set E such
that µ0(RTE) 6= µ0(RE). On the other hand, the p-neighborhood W (R;E, TE)
contains some S ∈ Pres(M1(T )) and therefore RE = SE, RTE = STE. Then
µ0(RTE) = (µ0 ◦ S)(TE) = µ0 ◦ S(E) = µ0(RE), a contradiction. 
Remark 2.17 (1) For T ∈ Inc, the full group [T ] is a subset of Fix(M1(T )) and
the normalizer N [T ] = {S ∈ Aut(X,B) : S[T ]S−1 = [T ]} is a proper subset
of Pres(M1(T )). On the other hand, we know that in Cantor dynamics the set
Fix(M1(T )) is the closure of [T ] in D [GPS2]. In Borel dynamics the situation is
different. We first recall the definition of odometers.
Let {λt}
∞
t=0 be a sequence of integers such that λt ≥ 2. Denote by p−1 = 1, pt =
λ0λ1 · · ·λt, t = 0, 1, ... . Let X be the group of all pt-adic numbers; then any element
25
of X can be written as an infinite formal series:
X = {x =
∞∑
i=0
xipi−1 | xi ∈ (0, 1, ..., λi − 1)}.
It is well known that X is a compact metric abelian group endowed with the metric
d(x, y) = (n+1)−1 where n = min{i : xi 6= yi}, x = (xi), y = (yi). By definition, an
odometer T is the transformation acting on X as follows: Tx = x+1, x ∈ X , where
1 = 1p−1+0p0+0p1+ · · · ∈ X
4. From topological point of view, (X, T ) is a strictly
ergodic Cantor system and the set M1(T ) is a singleton. The orbit OrbT (0) is dense
in X , that is every b ∈ X can be approximated in d by integer adic numbers. If
b ∈ X , then Tb : x 7→ x + b commutes with T . It is known that the topological
centralizer C(T ) coincides with {Tb : b ∈ X}. Since d(x+b, x+c) = d(b, c), b, c ∈ X ,
it follows from Proposition 2.16 that
C(T ) ⊂ {T n : n ∈ Z}
D
⊂ [T ]
D
⊂ Fix(M1(T ))
and
C(T ) \ {T n : n ∈ Z} ⊂ Fix(M1(T )) \ {T
n : n ∈ Z}.
2.3. Borel automorphisms of rank 1. Recall the definition of rank 1 Borel
automorphisms following [N].
Let T ∈ Aut(X,B) be an aperiodic non-smooth automorphism and let ξ =
(B0, ..., Bn) be a T -tower, that is all Bi’s are disjoint where Bi = T
iB0, i = 1, ..., n.
Then B0 and Bn are called the base and and the top of ξ.
Suppose a disjoint collection η =
⋃
j∈J ξ(j) (finite or countable) of T -towers is
given where ξ(j) = (B0(j), ..., Bnj (j)) and B0(j) ∈ B0 is a Borel uncountable set,
j ∈ J . Then η is called a T -multitower and Y =
⋃
j∈J
⋃nj
i=0Bi(j) is called the
support of η. The cardinality of J is called the the rank of the multitower. A
multitower η′ is said to refine η if every atom B′i′(j
′) of η′ is a subset of some atom
Bi(j) of η.
Definition 2.18 We say that T has rank at most r if there exists a sequence (ηn)
of T -multitowers of rank r or less such that ηn+1 refines ηn and the collection of all
atoms in ηn, taken over all n ∈ N, generates B. Then Yn ⊂ Yn+1 and
⋃
n Yn = X
where Yn is the support of ηn, n ∈ N. We say that T has rank r if T has rank at
most r but does not have rank at most r−1. If T does not have rank r for any finite
r then, by definition, T has infinite rank. Denote by R(n) the set of automorphisms
of rank n.
A complete description of the structure of Borel automorphisms of rank 1 can
be found in [N]. Here, we observe only that any T ∈ R(1) can be obtained as
4More general, we call S an odometer if S is Borel isomorphic to T
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a τ -limit of a sequence (Tn) of partially defined Borel automorphisms. For this,
we use the cutting and stacking method to produce a refining sequence (ξn) of
towers satisfying Definition 2.18. More precisely, ξn is first cut into Tn-subtowers
ξn(k) = (C
0
n(k), . . . , C
hn
n (k)), k = 0, . . . , pn, with T
i
n(C
0
n(k)) = C
i
n(k), i = 1, . . . , hn,
and then some spacers Dhn+1n (k), . . . , D
mn(k)
n (k) are added to each subtower to ex-
tend ξn(k) to ξ
′
n(k). One defines Tn+1(C
hn
n (k)) = D
hn+1
n (k) and T
i
n+1(D
hn+1
n (k)) =
Dhn+i+1n (k)), i = 1, . . . , mn(k) − hn − 1. To construct ξn+1 one takes successively
the extended Tn+1-subtowers ξ
′
n(0), . . . , ξ
′
n(pn) and then makes from them a sin-
gle Tn+1-tower by concatenating those subtowers and setting Tn+1(D
mn(k)
n (k)) =
C0n(k + 1), k = 0, . . . , pn. Thus, the base and the top of ξn+1 are C
0
n(0) and
D
mn(pn)
n (pn) respectively. Remark that the spacers that enlarge each ξn(k) are taken
from X \ Yn. Finally, as n → ∞, we get a Borel automorphism T of rank 1 as the
limit of Tn.
If we assume that for given T ∈ R(1), from the above construction, one can
choose a sequence (ξn) such that Yn = X for every n (no spacers can be added),
then we get that T belongs to the simplest subclass of rank 1 Borel automorphism,
the so called odometers. The exact description of odometers is given in Remark
2.17. Let us denote this subclass by Od.
We will need the following simple fact. If T ∈ Aut(X,B) and (F1, ..., Fn) is
a Borel partition of X such that TF1 = F2, ..., TFn−1 = Fn, TFn = F1, then the
p-neighborhood W (T ;F1, ..., Fn) contains an odometer S.
The next proposition shows that any rank 1 automorphism is a limit of odometers
in τ . Later, in Section 4, this result will be strengthen.
Theorem 2.19 R(1)
τ
= Od
τ
.
Proof. We need to show only that given ε > 0, T ∈ R(1), and µ1, ..., µn ∈ M1(X),
there exists an odometer S such that µi(E(S, T )) < ε for all i.
We first assume that every measure µi is continuous. Let (ξn), ξn =
(C0n, . . . , C
hn
n ), be a refining sequence of T -towers as above. Then we see that
µi(Yn) → 0 as n → ∞. Since atoms from (ξn) generate B, we have that
µi(C
0
n ∪ C
hn
n ) → 0 as n → ∞ for i = 1, ..., n. Find N ∈ N such that
µi(Yn ∪ C
0
n ∪ C
hn
n ) < ε for n ≥ N . Clearly, we can define a new Borel auto-
morphism S such that Sx = Tx if x ∈
⋃hn−1
i=0 C
i
n and S(C
hn
n ) = Yn, S(Yn) = C
0
n. In
other words, we have constructed the S-tower (C0n, . . . , C
hn
n , Yn) which partitions X .
Clearly, the definition of S can be extended to produce an odometer on X which
belongs to U(T ;µ1, ..., µn; ε).
Now suppose that every measure µi can have points of positive measure, say
{xk(i)}k∈N, i = 1, ..., n. Then find a finite set Y = {xk(i) : k ∈ I(µi) ⊂ N} where a
finite subset I(µi) is determined by the condition∑
k/∈I(µi)
µi({xk(i)}) ≤
ε
2
, i = 1, ..., m.
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Notice that there exists a refining sequence of T -towers (ξn) such that, for sufficiently
large n, points from Y do not belong to the base and the top of ξn. Indeed, it
follows from the fact that (ξn) generates B. The rest of the proof is the same as for
continuous measures. 
3 Comparison of the topologies
.
In this section, our main aim is to prove Theorem 1.3, which clarifies relationships
between the topologies τ, τ ′, τ ′′, τ0, p, p0, p˜, and p.
Proposition 3.1 (1) The topology τ is strictly stronger than τ0.
(2) The topologies p and p0 are equivalent.
Proof. (1) We need to show only that τ0 is not equivalent to τ . For y ∈ X , take
U = U(I; δy; 1/2). We will show that for any U0 = U0(I; ν1, ..., νn; ε) (νi ∈ M
c
1(X))
there exists a Borel automorphism S from U0 such that S /∈ U . To see this, take an
uncountable Borel set B such that y ∈ B and νi(B) < ε for all i. Let S be a freely
acting automorphism on B such that Sx = x for x ∈ Bc.
(2) We will prove that any p-neighborhood W (T ;F1, ..., Fn) contains a p0-
neighborhood W0(T ;C1, ..., Cn) where the Ci’s are uncountable. Without loss of
generality, we can assume that (F1, ..., Fn) is a partition of X . Suppose F1, ..., Fk are
uncountable sets and Fk+1, ..., Fn are countable (or finite) ones. Define Ci = Fi, i =
1, ..., k, and Ci = F1 ∪ Fi, i = k + 1, ..., n. Clearly, if R is a Borel automorphism
such that RCi = TCi then RFi = TFi for i = 1, ..., n. 
Theorem 3.2 The topologies τ and τ ′ are equivalent.
Proof. It is sufficient to consider neighborhoods of I only since Aut(X,B) is a
topological group. Take a neighborhood U = U(I; µ1, ..., µn; ε). We will show that
U ′ := U ′(I; µ1, ..., µn; ε/4) ⊂ U . By definition, if T ∈ U
′, then for any Borel set F
we have
µi(F ∆ T (F )) < ε/4, i = 1, ..., n. (3.1)
We need to estimate µi(E(T, I)). Note that E(T, I) can be partitioned as a disjoint
union X2 ∪X3 ∪ · · · ∪X∞ where the period of T on Xk is k and T is aperiodic on
X∞. Apply Theorem 2.7 with X = X∞, m = 2, and ε/4. We obtain a Borel subset
F ′ ⊂ X∞ such that F
′ ∩ TF ′ = ∅ and by (3.1)
µi(X∞) < µi(F
′ ∪ TF ′) +
ε
4
= µi(F
′ ∆ TF ′) +
ε
4
<
ε
2
. (3.2)
For every 2 ≤ k <∞, let us take Yk such that
Xk =
k−1⋃
j=0
T jYk.
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Let F1 =
⋃
2≤k<∞ Yk. Then F1 ∆ TF1 = F1 ∪ TF1 and therefore
µi(F1) ≤ µi(F1 ∆ TF1) < ε/4, i = 1, ..., n. (3.3)
Denote by
F2 =
⋃
2≤k<∞
⋃
0≤j≤[ k−1
2
]
T 2jYk.
Then F2 ∩TF2 ⊂ F1 and F2 ∪TF2 =
⋃
2≤k<∞Xk. Thus, we get from (3.1) and (3.3)
µi(
⋃
2≤k<∞
Xk) = µi(F2 ∆ TF2) + µi(F2 ∩ TF2) <
ε
2
, i = 1, ..., n
This result together with (3.2) shows that T ∈ U and therefore U ′ ⊂ U .
Conversely, suppose U ′ = U ′(I; µ1, ..., µn; ε) is given. We will show that
U(I; µ1, ..., µn; ε/2) ⊂ U
′. Indeed, let S ∈ U(I; µ1, ..., µn; ε/2), then µi(E(S, I)) <
ε/2, i = 1, ..., n. Thus, for a Borel subset F ⊂ E(S, I), we have
µi(F ∆ S(F )) ≤ µi(F ∪ S(F ))
≤ µi(F ) + µi(SF )
≤ 2µi(E(S, I))
≤ ε, i = 1, ...n.
If F ⊂ X − E(S, I), then F ∆ SF = ∅. Thus U(I; µ1, ..., µn; ε/2) ⊂ U
′. 
Proposition 3.3 The topology τ (and therefore τ ′) is strictly stronger than p.
Proof. We define another topology, denoted τ ′0, on Aut(X,B). By definition, τ
′
0 is
generated by the base of neighborhoods
U ′0(T ;µ1, ..., µn; ε) = {S ∈ Aut(X,B) | sup
F∈B
µi(TF ∆ SF )
+ sup
F∈B
µi(T
−1F ∆ S−1F ) < ε, i = 1, ..., n}.
Obviously, τ ′0 is stronger than τ
′.
Claim 1 τ ′0 is equivalent to τ .
In fact, we need to show only that τ is stronger than τ ′0. This assertion can be
proved in the same method which was used to establish that τ is stronger than τ ′
in Theorem 3.2. Using this fact, we obtain
τ ≻ τ ′0 ≻ τ
′ ∼ τ
and the claim is proved.
To finish this part of the proof, we note that τ ′0 is clearly stronger than p.
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Now we show that τ is strictly stronger that p. For this, we need to find
a τ -neighborhood U of the identity such that for any p-neighborhood W =
W (I; (Fi); (µj); ε) there exists S ∈ W which is not in U . Take U = U(I; δx0; 1/2).
Then S /∈ U if and only if Sx0 6= x0. Thus, we have to show that in every W there
exists S such that Sx0 6= x0.
Claim 2 Every p-neighborhood of the identity W (I; (Fi); (µj); ε) contains a free au-
tomorphism S.
Indeed, if S ∈ W then µj(SFi ∆ Fi)+µj(S
−1Fi ∆ Fi) < ε, i = 1, ..., n, j = 1, ...m.
Given (Fi) and (µj), one can find a freely acting S satisfying the above condition.
To see this, we can assume that X = R and then S can be taken as a translation
x→ x+ α, α ∈ R. The details are left to the reader. 
Next, we will compare τ and τ ′′. Our goal is to prove that the uniform topology
τ is strictly stronger than τ ′′. To do this, we will need a more convenient description
of τ ′′.
Definition 3.4 (1) Let τ˜ be the topology on Aut(X,B) defined by the base
V˜ (T ; µ1, ..., µn; ε)
= {S ∈ Aut(X,B) | sup
Q
(
∑
i∈I
|µj(TEi)− µj(SEi)|) < ε, j = 1, ..., n} (3.4)
where µ1, ..., µn ∈ M1(X) and supremum is taken over all finite Borel partitions
Q = (Ei)i∈I of X.
(2) Define a new topology τ on Aut(X,B) using as neighborhood base the sets
V (T ; µ1, ..., µn; ε)
= {S ∈ Aut(X,B) | sup
F∈B
|µj(TF )− µj(SF )| < ε, j = 1, ..., n} (3.5)
where µ1, ..., µn ∈ M1(X).
Proposition 3.5 The three topologies τ ′′, τ˜ and τ are pairwise equivalent.
Proof. (τ ′′ ⇐⇒ τ˜) Let U ′′ = U ′′(I;µ1, ..., µn; ε) be as in (1.3). We will show that
V˜ = V˜ (I;µ1, ..., µn; ε/3) ⊂ U
′′ where V˜ is defined in (3.4). Take S ∈ V˜ . For any
f ∈ B(X)1, find g(x) =
∑
i∈I aiχEi such that
‖f − g‖ = sup
x∈X
|f(x)− g(x)| <
ε
3
.
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Here |ai| ≤ 1 and (Ei)i∈I forms a partition ofX into Borel sets. Then for j = 1, ..., n,∣∣∣∣∫
X
(f(S−1x)− f(x))dµj
∣∣∣∣ ≤ ∣∣∣∣∫
X
(f(S−1x)− g(S−1x))dµj
∣∣∣∣
+
∣∣∣∣∫
X
(g(S−1x)− g(x))dµj
∣∣∣∣ + ∣∣∣∣∫
X
(g(x)− f(x))dµj
∣∣∣∣
≤
2ε
3
+
∣∣∣∣∫
X
(g(S−1x)− g(x))dµj
∣∣∣∣
=
2ε
3
+ |
∑
i∈I
ai(µj(SEi)− µj(Ei))|
≤
2ε
3
+
∑
i∈I
|µj(SEi)− µj(Ei)|
≤ ε.
This proves that V˜ ⊂ U ′′.
Conversely, let V˜ = V˜ (I;µ1, ..., µn; ε) be given. It is sufficient to show that
U ′′ = U ′′(I;µ1, ..., µn; ε) ⊂ V˜ . If S ∈ U
′′, then for all f ∈ B(X)1, we have∣∣∣∣∫ (f(S−1x)− f(x))dµj∣∣∣∣ < ε, j = 1, ..., n. (3.6)
We thus need to show that for every finite Borel partition Q = (Ei)i∈I and all
j = 1, ..., n, ∑
i∈I
|µj(SEi)− µj(Ei)| < ε. (3.7)
For this, we consider the Q-measurable function gj(x) =
∑
i∈I ai(j)χEi ∈ B(X)1,
where for a finite set of measures (µj) and S we define
ai(j) =

1, if µj(SEi) > µj(Ei)
−1, if µj(SEi) < µj(Ei)
0, if µj(SEi) = µj(Ei)
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The definition of gj(x) and (3.6) imply that for every j = 1, ..., n
∑
i∈I
|µj(SEi)− µj(Ei)| =
∣∣∣∣∣∑
i∈I
ai(j)(µj(SEi)− µj(Ei))
∣∣∣∣∣
=
∣∣∣∣∣
∫
X
∑
i∈I
ai(j)(χSEi − χEi)dµj
∣∣∣∣∣
=
∣∣∣∣∫
X
(gj(S
−1x)− gj(x))dµj
∣∣∣∣
< ε.
Thus, (3.7) holds and therefore U ′′ ⊂ V˜ .
(τ˜ ⇐⇒ τ ) Let V (I; µ1, ..., µn; ε) be given as in (3.5). Then, we will prove that
V˜ (I; µ1, ..., µn; 2ε) ⊂ V (I; µ1, ..., µn; ε). (3.8)
In fact, if S ∈ V˜ (I; µ1, ..., µn; 2ε), then for every finite Borel partition Q into sets
(Ei)i∈I we have ∑
i∈I
|µj(SEi)− µj(Ei)| < 2ε.
In particular, if F is a Borel set, then for Q = {F,X − F} and j = 1, ..., n,
2ε > |µj(SF )− µj(F )|+ |µj(S(X − F )− µj(X − F )|
= 2|µj(SF )− µj(F )|.
Hence |µj(SF ) − µj(F )| < ε for any Borel set F and j = 1, ..., n, that is S ∈
V (I; µ1, ..., µn; ε) and (3.8) is proved.
Conversely, let V˜ = V˜ (I;µ1, ..., µn; ε) be given as in (3.4). We will prove that
V (I; µ1, ..., µn; ε/2) ⊂ V˜ . Take S ∈ V (I; µ1, ..., µn; ε/2). This means that for
every F ∈ B(X) and all j = 1, ..., n,
|µj(SF )− µj(F )| < ε/2. (3.9)
Let Q = (Ei)i∈I be a finite partition into Borel sets and denote by F+(j) =⋃
i∈I+(j)
Ei where I+(j) = {i ∈ I | µj(SEi) ≥ µj(Ei)}. Then F−(j) := X − F+(j) =⋃
i∈I−(j)
Ei, where I−(j) = {i ∈ I | µj(SEi) < µj(Ei)}. We know, by (3.9), that for
j = 1, ..., n,
|µj(SF+(j))− µj(F+(j))| < ε/2,
|µj(SF−(j))− µj(F−(j))| < ε/2.
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In other words,
ε
2
> |µj(SF+(j))− µj(F+(j))|
= |
∑
i∈I+(j)
(µj(SEi)− µj(Ei))|
=
∑
i∈I+(j)
|µj(SEi)− µj(Ei)|.
Similarly,
ε
2
> |µj(SF−(j))− µj(F−(j))| =
∑
i∈I−(j)
|µj(SEi)− µj(Ei)|.
Therefore ∑
i∈I
|µj(SEi)− µj(Ei)| < ε,
i.e. S ∈ V˜ (I; µ1, ...µn; ε). 
Theorem 3.6 The topology τ (and therefore τ ′) is strictly stronger than τ ′′.
Proof. The theorem will be proved in two steps. We first show that τ is stronger
than τ ′′ (we give two proofs of this fact). Then we prove that τ ′′ cannot be equiva-
lent to τ .
10. (τ ≻ τ ′′) 1st proof. As mentioned above, it suffices to consider neighborhoods
of I only. Take U ′′ = U ′′(I; µ1, ..., µn; ε) as in (1.3). We will show that U =
U(I; µ1, ..., µn; ε/2) ⊂ U
′′.
Indeed, for T ∈ U , one has µi(E(T, I)) < ε/2, i = 1, ..., n. Then, for f ∈ B(X)1,
sup
‖f‖≤1
|µi ◦ T (f)− µi(f)| = sup
‖f‖≤1
∣∣∣∣∫
X
(f(T−1x)− f(x))dµi
∣∣∣∣
= sup
‖f‖≤1
∣∣∣∣∫
E(T,I)
(f(T−1x)− f(x))dµi
∣∣∣∣
≤ sup
‖f‖≤1
2‖f‖µi(E(T, I)) < ε.
Thus, U ⊂ U ′′.
(τ ≻ τ ′′) 2nd proof. By Theorem 3.2 and Proposition 3.5, the statement will be
proved if we show that τ ′ is stronger than τ ∼ τ ′′. To this end, we note that for
given µ1, ..., µn ∈M1(X) and ε > 0, one has
V (I; µ1, ..., µn; ε) ⊃ U
′(I; µ1, ..., µn; ε). (3.10)
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Indeed, (3.10) follows from (1.2) and (3.5) in view of the following simple observation.
If S ∈ U ′(I; µ1, ..., µn; ε), then
sup
F∈B
µi(F ∆ SF ) < ε, i = 1, ..., n.
Since |µi(F )− µi(SF )| ≤ µi(F ∆ SF ), we get that
sup
F∈B
|µi(F )− µi(SF )| < ε,
i.e. S ∈ V (I; µ1, ..., µn; ε).
20. (τ ≁ τ ′′) The theorem would be proved if we could show that the following
assertion holds. To see that τ ′′ ∼ τ cannot be equivalent to τ , we should exhibit
a τ -neighborhood, say U(I; µ; ε), that does not contain a τ -neighborhood. This
means that we need to prove the following claim.
Claim 1 There exists a τ -neighborhood U(I; µ; ε) such that for every τ -neighborhood
V (I; ν1, ..., νn; δ) = V one can find a Borel automorphism S that belongs to V but
does not belong to U(I; µ; ε).
20(a). We first discuss the case where µ is a purely atomic measure. The next
claim shows that it is impossible to distinguish the topologies τ and τ ′′ ∼ τ by using
atomic measures only.
Claim 2 Let U = U(I; µ1, ..., µn; ε) be such that all of the measures µi, i = 1, ..., n,
are purely atomic. Then there exists V = V (I; ν1, ..., νn; δ) such that V ⊂ U .
To prove this claim, fix a τ -neighborhood U(I; µ1, ..., µn; ε) with atomic measures
µi. Then there exists a set (at most countable) {x
i
j | j ∈ N; i = 1, ..., n} of points
in X such that µi({x
i
j}) > 0 and
∑
j µi({x
i
j}) = 1. Choose n0 such that for all
i = 1, ..., n, ∑
j>n0
µi({x
i
j}) < ε.
For {xij | 1 ≤ j ≤ n0, 1 ≤ i ≤ n}, define atomic measures νi, i = 1, ..., n:
νi({x
i
j}) = b
i
j > 0
where
∑n0
j=1 b
i
j = 1 and b
i
j 6= b
i
j1 for all i and j 6= j1. Let
δ < min
1≤i≤n
[ min
j 6=j1,1≤j,j1≤n0
(|bij − b
i
j1 |, b
i
j)]. (3.11)
Then we have
V (I; ν1, ..., νn; δ) ⊂ U(I; µ1, ..., µn; ε).
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Indeed, if S ∈ V (I; ν1, ..., νn; δ), then for each point {x
i
j} (1 ≤ j ≤ n0, i = 1, ..., n)
we get
|νi({x
i
j})− νi({Sx
i
j})| < δ. (3.12)
Then (3.11) and (3.12) imply that Sxij = x
i
j for all i and 1 ≤ j ≤ n0. In other words,
νi is S-invariant. Then x
i
j /∈ E(S, I) for all i = 1, ..., n, j = 1, ..., n0. Therefore
µi(E(S, I)) ≤
∑
j>n0
µi({x
i
j}) < ε,
that is S ∈ U(I; µ1, ..., µn; ε). The claim is proved.
20(b). In view of Claim 2, we must consider continuous measures from M1(X).
Since we want to find an example of U(I; µ; ε) satisfying Claim 1, we may assume,
without loss of generality, that µ({x}) = 0, ∀x ∈ X .
Claim 3 Let U(I;µ; ε) be given where µ is a purely continuous measure on X.
Let also V (I; ν1, ..., νn; δ) be a τ -neighborhood such that µ and all νi’s satisfy the
condition
µ≪ ν1 ∼ · · · ∼ νn
(i.e. µ is absolutely continuous with respect to all νi’s which are, in turn, pairwise
equivalent). Then there exists S ∈ V (I; ν1, ..., νn; δ) but S /∈ U(I; µ; ε).
Let f1(x) = 1 and
fi(x) =
dνi
dν1(x)
, i = 2, ..., n.
Given δ > 0, choose simple functions gi(x) where g1 = 1,
gi =
∑
j∈Ii
aijχEij , i = 2, ..., n,
and such that ∫
X
|fi − gi|dν1 < δ/2, i = 1, ..., n.
Define a new measure ν ′i on X by dν
′
i(x) = gi(x)dνi(x), i = 1, 2, ..., n. Let Qi
be the partition of X defined by (Eij)j∈Ii. The intersection of all Qi’s is a new
partition Q = (Fk¯)k¯∈Λ of X into Borel sets. Every Fk¯ is of the form
⋂n
i=1Eiji where
ji ∈ Ii and k¯ is a multiindex (j1, ..., jn) taken from a subset Λ ⊂ I1 × ... × In. Let
S(k¯) : Fk¯ → Fk¯ be a free Borel map of Fk¯ onto itself preserving ν1. Then for any
F ′ ⊂ Fk¯ and i = 1, ..., n, we get
|ν ′i(F
′)− ν ′i(S(k¯)F
′)| = |aijiν1(F
′)− aijiν1(S(k¯)F
′)| = 0, k¯ ∈ Λ.
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It may be that some of the Fk¯ have zero ν1-measure. Thus, S(k¯) preserves the
measures ν ′1(= ν1), ν
′
2, ..., ν
′
n, for all k¯ ∈ Λ. Define a free Borel automorphism S of
X by Sx = S(k¯)x when x ∈ Fk¯, k¯ ∈ Λ. Then S ∈ Aut(X,B) and Sx 6= x, x ∈ X ,
which means that E(S, I) = X and µ(E(S, I)) = 1. Moreover, S preserves the
measures ν ′1 = ν1, ν
′
2, ..., ν
′
n, since for any Borel F ,
ν ′i(SF ) = ν
′
i(
⋃
k¯∈Λ
(SF ∩ Fk¯))
=
∑
k¯∈Λ
ν ′i(S(F ∩ Fk¯))
=
∑
k¯∈Λ
ν ′i(S(k¯)(F ∩ Fk¯))
=
∑
k¯∈Λ
ν ′i(F ∩ Fk¯))
= ν ′i(F ).
On the other hand , if F ∈ B(X), then
|νi(F )− νi(SF )| =
∣∣∣∣∫
F
fidν1 −
∫
SF
fidν1
∣∣∣∣
=
∣∣∣∣∫
F
(fi − gi)dν1 +
∫
F
gidν1 −
∫
SF
(fi − gi)dν1 −
∫
SF
gidν1
∣∣∣∣
≤
∫
F
|fi − gi|dν1 +
∫
SF
|fi − gi|dν1 +
∣∣∣∣∫
F
gidν1 −
∫
SF
gidν1
∣∣∣∣
< δ + |ν ′i(F )− ν
′
i(SF )|
= δ.
Hence, we have shown that S ∈ V (I; ν1, ..., νn; δ) but S /∈ U(I;µ; ε) if ε < 1, and
therefore Claim 3 is proved.
Claim 4 Suppose X1 ⊂ X is a Borel set such that µ(X1) > 0 but ν1(X1) =
· · · = νn(X1) = 0. Then there exists S ∈ Aut(X,B) such that for any δ > 0,
S ∈ V (I; ν1, ..., νn; δ) but S /∈ U(I; µ; ε) if ε < µ(X1).
To see that this claim holds, it is sufficient to take S as a free Borel automor-
phism on X1 and put Sx = x on X−X1. Then νi◦S = νi, i = 1, ..., n, and therefore
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S ∈ V (I; ν1, ..., νn; δ) for any δ > 0. On the other hand, E(S, I) = X1 and then S
cannot be in U(I; µ; ε) if ε < µ(X1).
20(c). Using Claims 3 and 4, we can prove the theorem in the general case.
To do this, it suffices to prove Claim 1. Let U(I; µ; ε) be given where µ is a
continuous measure on X . Let ν1, ..., νn be measures from M1(X). Consider all
possible relations between ν1, ..., νn. For ν1 and ν2 there exists a partition of X into
three Borel sets A,B, and C such that ν1 and ν2 are equivalent on C, ν1 is zero and
ν2 is positive on B, and ν2 is zero and ν1 is positive on A. Then ν1 is supported
on A ∪ C and ν2 is supported on B ∪ C. Considering the three measures ν1, ν2,
and ν3, this fact can be applied to each of the sets A,B,C. We thus obtain a new
partition (X(1), X(2), X(3), X(1, 2), X(1, 3), X(2, 3), X(1, 2, 3)) of X such that
νi > 0, νj = 0, j 6= i on X(i), νi ∼ νk, νj = 0, j 6= i, k on X(i, k), and ν1 ∼ ν2 ∼ ν3
on X(1, 2, 3). It is clear that a similar statement holds for ν1, ..., νn. Namely, for
every nonempty subset K ⊂ {1, ..., n} there exists a subset X(K) in X such that
all the νi’s are equivalent on X(K) if i ∈ K, and νj(X(K)) = 0 if j /∈ K. Moreover,
the sets X(K) define a partition of X as K runs over all subsets in {1, ..., n}.
Now consider the measure µ together with ν1, ..., νn. Without loss of generality,
we can assume that µ(X(K)) > 0 for all K. Every X(K) can be decomposed
into two sets X(K)′ and X(K)′′ (some of these sets might be of zero µ-measure)
such that µ ≪ νi on X(K)
′ and µ is singular with respect to νi on X(K)
′′ where
i ∈ K. In fact, the latter condition holds for all ν1, ..., νn by definition of X(K).
This means that µ(X(K)′′) > 0 whereas νi(X(K)
′′) = 0, i = 1, ..., n. Denote
X ′ =
⋃
K X(K)
′, X ′′ =
⋃
K X(K)
′′. By Claim 4, we may define a free Borel
automorphism S on X ′′ which preserves each X(K)′′. To define S on X ′, we use the
proof of Claim 3. Given ν1, ..., νn and δ, take δ1 < 2
−nδ. The proof of Claim 3 allows
us to find a Borel one-to-one map SK : X
′
K → X
′
K such that SKx 6= x, x ∈ X(K)
′
and |νi(F ) − νI(SKF )| < δ1, F ⊂ X(K)
′. Then Sx = SKx, x ∈ X(K)
′, defines a
one-to-one Borel map on X ′. Therefore, S ∈ Aut(X,B) and S ∈ V (I; ν1, ..., νn; δ)
and since S is free, S /∈ U(I; µ; ε) if ε < 1. The proof of Theorem 3.6 is complete.

Theorem 3.7 The topologies p and p˜ are equivalent.
Proof. Let T ∈ Aut(X,B) and let W (T ) = W (T ;F1, ..., Fn) be a p-neighborhood of
T . Then for every S ∈ W (T ), one has SFi = TFi, ∀i. Let fi = χFi . Then for any
0 < ε < 1 we see that W˜ (T ; f1, ..., fn; ε) ⊂W (T ). Indeed, if
sup
x∈X
|fi(S
−1x)− fi(T
−1x)| < ε,
then |χSFi(x)− χTFi(x)| < ε for all x ∈ X . This implies that SFi = TFi.
To prove the converse statement, we take a p˜-neighborhood W˜ (T ) =
W˜ (T ; f1, ..., fn; ε). We need to show that W˜ (T ) contains a p-neighborhood W (T ) =
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W (T ;F1, ..., Fm). Given ε > 0, find for each fi a Borel function gi(x) such that
gi(x) =
∑
j∈I(i) aj(i)χEj(i)(x) and
sup
x∈X
|fi(x)− gi(x)| < ε/2, i = 1, ..., n.
Note that |I(i)| < ∞ since fi is bounded. Take the p-neighborhood W (T ) =
W (T ; (Ej(i) : j ∈ I(i), i = 1, ..., n)). If S ∈ W (T ), then
sup
x∈X
|fi(T
−1x)− fi(S
−1x)|
≤ sup
x∈X
|fi(T
−1x)− gi(T
−1x)|+ sup
x∈X
|gi(T
−1x)− gi(S
−1x)|+ sup
x∈X
|gi(S
−1x)− fi(S
−1x)|
< ε+ sup
x∈X
|
∑
j∈I(i)
aj(i)(χTEj(i) − χSEj(i)| = ε.
Thus, S ∈ W˜ (T ). 
Proposition 3.8 (1) The topologies τ and p are not comparable.
(2) The topologies τ ′′ and p are not comparable.
(3) The topologies τ0 and τ
′′ are not comparable.
Proof. We prove only (3) here. We will show that for the τ ′′-neighborhood U ′′ =
U ′′(I; δy; ε0), e0 < 1, and any τ0-neighborhood U0 = U0(I; ν1, ..., νn; ε) there exists
T ∈ U0 such that T /∈ U
′′. It suffices to take T such that νi(E(T, I)) < ε for all i
and Ty 6= y. Clearly such a T can always be found. Then there is a Borel function
f0 ∈ B(X)1 such that |f0(T
−1y) − f0(y)| = 1. Hence T /∈ U
′′. The fact that τ ′′
cannot be stronger than τ0 is proved as in Theorem 3.6.
The proofs of (1) and (2) use the method similar to that applied in Claim 1 and
in the proof of Theorem 3.6. We leave the details to the reader. 
Remark 3.9 Note that when the underlying space X in Definition 1.1 is a Polish
space, one can consider various modifications of the definition of τ, τ ′, τ ′′ and p, p.
In particular, we can show that replacing Borel functions from B(X)1 by continuous
functions from C(X)1 does not affect the topology τ
′′ (see (1.3)). To see this, we
may use the following statement in the proof of Proposition 3.5 which establishes
the equivalence of τ, τ˜ , and τ :
Let g(x) ∈ B(X)1 and S ∈ Aut(X,B). Then for any δ > 0 and any µ ∈M1(X),
there exists a continuous function f ∈ C(X)1 such that∣∣∣∣∫
X
(f(x)− g(x))dµ
∣∣∣∣ < δ, ∣∣∣∣∫
X
(f(S−1x)− g(S−1x))dµ
∣∣∣∣ < δ.
In the case when X is a Cantor set, observe that in the definition of τ ′ (1.2) it
suffices to take the supremum over only the countable family of clopen sets. This
follows easily from regularity of Borel measures on Cantor sets.
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4 Bratteli diagram for a Borel automorphism
4.1. Borel-Bratteli diagrams. In this section, we show that every aperiodic Borel
automorphism of (X,B) can be represented as a Borel transformation acting on the
space of infinite paths of a Bratteli diagram. More precisely, we define a modification
of the concept of Bratteli diagram that is suitable for Borel automorphisms.
Definition 4.1 A Borel-Bratteli diagram is an infinite graph B = (V,E) such that
the vertex set V and the edge set E can be partitioned into sets V =
⋃
i≥0 Vi and
E =
⋃
i≥1Ei having the following properties:
(i) V0 = {v0} is a single point, every Vi and Ei are at most countable sets;
(ii) there exist a range map r and a source map s from E to V so that r(Ei) ⊂ Vi,
s(Ei) ⊂ Vi−1, s
−1(v) 6= ∅ for all v ∈ V , and r−1(v) 6= ∅ for all v ∈ V \ V0.
(iii) for every v ∈ V \ V0, the set r
−1(v) is finite.
The pair (Vi, Ei) will be called the i-th level. We write e(v, v
′) to denote an edge
e such that s(e) = v, r(e) = v′.
A finite or infinite sequence of edges, (ei : ei ∈ Ei) such that s(ei) = r(ei−1) is
called a finite or infinite path, respectively. It follows from the definition that every
vertex v ∈ Vi is connected to v0 by a finite path and the set of all such paths E(v0, v)
is finite. Given a Borel-Bratteli diagram B = (V,E), we denote the set of infinite
paths by YB.
Let B = (V,E,≥) be a Borel-Bratteli diagram (V,E) equipped with a partial
order ≥ defined on each Ei, i = 1, 2, ..., such that edges e, e
′ are comparable if and
only if r(e) = r(e′); in other words, a linear order ≥ is defined on each (finite)
set r−1(v), v ∈ V \ V0. For a Borel-Bratteli diagram (V,E) equipped with such a
partial order ≥ on E, one can also define a partial lexicographic order on the set
Ek+1 ◦ · · · ◦ El of all paths from Vk to Vl: (ek+1, ..., el) > (fk+1, ..., fl) if and only
if for some i with k + 1 ≤ i ≤ l, ej = fj for i < j ≤ l and ei > fi. Then we
see that any two paths from E(v0, v), the (finite) set of all paths connecting v0 and
v, are comparable with respect to the introduced lexicographic order. We call a
path e = (e1, e2, ..., ei, ...) maximal (minimal) if every ei has a maximal (minimal)
number amongst all elements from r−1(ei). Notice that there are unique minimal
and maximal paths in E(v0, v) for each v ∈ Vi, i ≥ 0.
Definition 4.2 A Borel-Bratteli diagram B = (V,E) together with a partial order
≥ on E is called an ordered Borel-Bratteli diagram B = (V,E,≥) if the space YB
has no cofinal minimal and maximal paths. This means that YB does not contain
paths e = (e1, ..., ei, ...) such that for all sufficiently large i the edges ei have maximal
(minimal) number in the set r−1(ei).
It follows from the definitions that YB is a 0-dimensional Polish space in the
natural topology defined by clopen sets.
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To every Borel-Bratteli diagram B = (V,E), we can associate a sequence of
infinite matrices. To do this, consider the set En of all edges between the levels Vn−1
and Vn. Let us enumerate the vertices of Vn as (v1(n), ..., vk(n), ...), n ∈ N. Define
the matrix Mn = (aik)
∞
i,k=1 where aik = |E(vk(n − 1), vi(n))|. We notice that only
finitely many entries of each row in Mn are non-zero because of the relation
∞∑
k=1
aik = |r
−1(vni )| <∞.
Moreover, in each column of Mn there exists at least one non-zero entry. Denote
by M the set of infinite matrices having the above two properties of their rows and
columns. It is easy to see that M is closed with respect to matrix multiplication.
Since the notion of ordered Bratteli diagram has been discussed in many recent
papers (see, e.g. [DH1], [DH2]), we recall only the principal definitions. We refer
to [GPS, HPS] for more detailed expositions of this material. We will also use in
our proofs the notions of telescoping and splitting of a Bratteli diagram defined in
[GPS]. By definition, the telescoping B′ = (V ′, E ′,≥) of B = (V,E,≥) with respect
to a sequence 0 = m0 < m1 < m2 < · · · is obtained if we set V
′
n = Vmn and
E ′n = Emn−1+1 ◦ · · · ◦ Emn . The set E
′
n has the induced lexicographic order defined
above. The operation converse to telescoping a Bratteli diagram is splitting. This
means that between to consecutive levels, say Vn−1 and Vn, we add a new level V
′
which is a disjoint union of finite sets V ′(v) such that the number of vertices in V ′(v)
equals the number of edges in r−1(v), v ∈ Vn. It is easy to see how to introduce an
order on the edge set of the new diagram so that by telescoping one gets the original
ordered diagram back.
For each ordered Borel-Bratteli diagram B = (V,E,≥), define a Borel transfor-
mation ϕ (also called the Vershik automorphism) acting on YB as follows. Given
y = (e1, e2, ...) ∈ YB, let k be the smallest number such that ek is not a maxi-
mal edge. Let fk be the successor of ek in r
−1(r(ek)). Then we define ϕ(x) =
(f1, ..., fk−1, fk, ek+1, ...) where (f1, ..., fk−1) is the minimal path in E(v0, r(fk−1)).
Obviously, ϕ is a one-to-one mapping of YB onto itself. Moreover, ϕ is a homeomor-
phism of YB.
It is sometimes convenient to use another description of infinite paths in an
ordered Borel-Bratteli diagram B = (V,E,≥). Take v ∈ Vn and consider the finite
set E(v0, v). The lexicographic order on E(v0, v) gives us an enumeration of its
elements from 0 to h(n, v)−1 where 0 is assigned to the minimal path and h(n, v)−1
is assigned to the maximal path in E(v0, v). Note that h(1, v) = |r
−1(v)|, v ∈ V1
and by induction
h(n, v) =
∑
w∈s(r−1(v))
|E(w, v)|h(n− 1, w), v ∈ Vn. (4.1)
Let y = (e1, e2, ...) be an infinite path from YB. Consider a sequence (Pn) of
enlarging finite paths defined by y: Pn = (e1, ..., en) ∈ E(v0, r(en)), n ∈ N. Then
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every Pn can be identified with a pair (in, vn) where vn = r(en) and in ∈ [0, h(n, vn)−
1] is the number assigned to Pn in E(v0, vn). Thus, every y = (en) ∈ YB can be
uniquely represented as an infinite sequence (in, vn) with vn = r(en) and 0 ≤ in ≤
h(n, vn)−1. We also observe that in →∞, n→∞, since the Borel-Bratteli diagram
B has no infinite cofinal minimal paths and (h(n, vn) − in) → ∞, n → ∞, since
there is no infinite cofinal maximal paths in B.
Thus, given an ordered Borel-Bratteli diagram B = (V,E,≥), we have defined a
dynamical system (YB, ϕ). Our goal is to show that every Borel automorphism can
be realized as a Vershik transformation acting on the space of infinite paths of an
ordered Borel-Bratteli diagram.
4.2. Construction of a Borel-Bratteli diagram by a Borel automorphism
and a vanishing sequence of markers. Let T be an aperiodic automorphism of
(X,B). Take a vanishing sequence of markers (An) with X = A0 ⊃ A1 ⊃ A2 ⊃ · · ·
(see Definition 2.4). We give a construction of an ordered Borel-Bratteli diagram
coming from (An) and T .
Since A1 is a recurrent complete T -section of X , there exists a partition ξ1 =⋃
v∈V1
ξ1(v) of X formed by at most countable collection of disjoint T -towers ξ1(v) =
(A1(v), T (A1(v)), . . . , T
h(1,v)−1(A1(v))) where
⋃
v∈V1
A1(v) = A1 and V1 is a subset
of N. Here h(1, v) is the height of T -tower ξ1(v).
Because A2 is a subset of A1, we can assume (refining, if necessary, the partition
ξ1) that A2 is a union of some sets A1(v). Then we again define ξ2 as a disjoint
collection of T -towers ξ2(v) = (A2(v), T (A2(v)), . . . , T
h(2,v)−1(A2(v))), v ∈ V2 ⊂ N,
with
⋃
v∈V2
A2(v) = A2. We apply this construction for every An and find the
corresponding partition ξn consisting of T -towers ξn(v) of finite height h(n, v), v ∈
Vn ⊂ N. Note that at each step, An+1 is a ξn-set and hence ξn+1 refines ξn. Moreover,
for any partition ξ from the sequence (ξn) and any Borel set D in X we can refine
ξ such that D becomes a ξ-set. This means that we can assume that the collection
of atoms of (ξn) separates points in X .
Now define an ordered Borel-Bratteli diagram B using the sets An and generated
by them partitions ξn of X , n ∈ N. Let V0 = {v0} be a singleton (relating to
A0 = X). The set V1 gives vertices at the first level in B. To define E1, we take
v ∈ V1 and draw h(1, v) edges connecting v0 and v. Enumerate these edges from 1
to h(1, v) in an arbitrary order. Set s(e) = v0, r(e) = v for e connecting v0 and v.
Thus, the set r−1(v) becomes linearly ordered for every v ∈ V1.
To define the diagramB for the next level, we take V2, obtained from the partition
ξ2, as the set of vertices. Fix a vertex v ∈ V2 and consider the T -tower ξ2(v). It can
be easily seen that ξ2(v) intersects a finite number of T -towers from the partition
ξ1, say ξ1(v1), ξ1(v2), ..., ξ1(vs), v1, ..., vs ∈ V1. Notice that these towers are not
necessarily different and that some of the vi’s may be met several times. We see
that h(2, v) = h(1, v1) + · · ·+ h(1, vs). Take the vertices v1, ..., vs from V1 and draw
the edges connecting each of them with v ∈ V2. We get the sets E(vi, v), i = 1, ..., s.
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The number of edges in E(vi, v) equals the multiplicity of the vertex vi in the set
v1, ..., vs. Define s(e) = vi, r(e) = v where e ∈ E(vi, v). To introduce a linear
order on r−1(v), v ∈ V2 we consider again the T -towers ξ1(v1), ξ1(v2), ..., ξ1(vs) and
enumerate them from 1 to s according to the natural order in which they appear in
ξ2(v) when we go along ξ2(v) from the base to the top. Enumerate the corresponding
edges e ∈ r−1(v) in the same order from 1 to s. This procedure is applied to every
vertex from V2 to define the entire set E2 together with a partial order on E2.
Repeating this method for every n, we construct the n-th level (Vn, En) and
establish a partial order on En. We see that conditions (i) - (iii) of Definition 4.1
hold for the infinite graph B = (V,E) where V =
⋃
n≥0 Vn and E =
⋃
n≥1En are
defined as above. The partial order which we have described on E determines an
ordered Borel-Bratteli diagram B = (V,E,≥) according to Definition 4.2. Indeed,
it is easy to see that B has no cofinal maximal and minimal paths. It follows from
the fact that
⋂
n T
k(An) = ∅ for any k ∈ Z. We also observe that every infinite path
y ∈ YB is completely determined by the infinite sequence {(in, vn)}n, v ∈ Vn, 0 ≤
i ≤ h(n, vn) − 1 such that T
in+1(An+1(vn+1)) ⊂ T
in(An(vn)), n ∈ N. The height
h(n, v) can be found by (4.1).
Notice that if one takes a subsequence (Anm) in (An) and constructs a new
ordered Borel-Bratteli diagram B′ by (Amn) and T , then B
′ turns out to be a tele-
scoping of B. If a set An(v) is partitioned into a finite number of uncountable Borel
sets Avn(w) and respectively ξn(v) is cut into a finite number of new T -towers ξ
v
n(w)
with base Avn(w), then the above construction gives an ordered Borel-Bratteli dia-
gram B′′ which is a splitting of B.
The next theorem shows that any aperiodic Borel automorphism T can be real-
ized as a Vershik transformation acting on the space of infinite paths of an ordered
Borel-Bratteli diagram.
Theorem 4.3 Let T be an aperiodic Borel automorphism acting on a standard Borel
space (X,B). Then there exists an ordered Borel-Bratteli diagram B = (V,E,≥) and
a Vershik automorphism ϕ : YB → YB such that (X, T ) is isomorphic to (YB, ϕ).
Proof. Let (An) be a vanishing sequence of markers for T and let ξn =
(ξn(v) : v ∈ Vn) be a collection of disjoint T -towers where ξn(v) =
(An(v), T (An(v)), ..., T
h(n,v)−1(An(v))), n ∈ N. As mentioned above, we can assume
that the atoms of (ξn, n ∈ N) generate the Borel structure on X . By changing-of-
topology results (see Remark 2.5), we may choose a topology ω on X such that: (i)
X is a Polish 0-dimensional space, (ii) B(ω) = B where B(ω) is the σ-algebra gen-
erated by ω-open sets, (iii) all sets T j(An(v)), v ∈ Vn, j = 0, 1, ..., h(n, v)− 1, n ≥ 1,
are clopen in ω, (iv) T is a homeomorphism of (X,ω).
Next, we observe that for fixed n ∈ N and ε > 0 one can cut each T -tower
ξn(v), v ∈ Vn, into disjoint clopen towers of the same height such that the diameter of
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every element of the new towers is less than ε. Therefore, without loss of generality,
we may assume that
sup
0≤j<h(n,v),v∈Vn
[diam T j(An(v))]→ 0, n→∞. (4.2)
Now applying the above construction to (An) and T (see subsection 4.2), we
can find an ordered Borel-Bratteli diagram B = (V,E,≥) together with a Vershik
transformation acting on the space of infinite paths YB. Define a map F : X → YB.
Given x ∈ X , choose the unique sequence {(in, vn)}n, 0 ≤ i ≤ h(n, vn)− 1, vn ∈ Vn,
such that
T in+1(An+1(vn+1)) ⊂ T
in(An(vn)) (4.3)
and {x} =
⋂
n T
in(An(vn)). As noticed in section 4.1, such a sequence defines a
unique infinite path y ∈ YB. We set F (x) = y. It is clear that F is a continuous
injection of X into YB. Moreover, it easily follows from the construction of B and
definition of Vershik transformation ϕ, acting on YB, that F (Tx) = ϕ(Fx), x ∈ X .
To finish the proof, we need to show only that F (X) = YB. Take a path y ∈ YB.
Then y defines an infinite sequence {(in, vn)}n, v ∈ Vn, 0 ≤ i ≤ h(n, vn) − 1 as in
4.1. By (4.2) and (4.3) we get a single point x such that F (x) = y. 
Remark 4.4 The idea of the proof of Theorem 4.3 was shown to us by B. Miller
[M]. He has pointed out that if (4.2) does not hold, then F may be a map onto a
proper subset of YB. However, one can show that in any case F (X) contains a dense
Gδ-set. Indeed, define
D =
∞⋂
n=1
∞⋂
m=1
∞⋃
k≥n
⋃
v∈I(m,k)
Ak(v)
where I(m, k) = {v ∈ Vk : diam (Ak(v)) < 1/m}. Then F (D) is a dense Gδ-subset
of YB.
We observe that given aperiodic T ∈ Aut(X,B) one can find a vanishing sequence
of markers such that the corresponding ordered Borel-Bratteli diagram has a finite
number of vertices at each level. To do this, we follow a suggestion of B. Miller [M]
using maximal sets.
By definition, an uncountable Borel set A is called k-maximal for an aperiodic
automorphism T ∈ Aut(X,B) if A ∩ T iA = ∅, i = 1, ..., k − 1, and A cannot be
extended to a larger set having this property. It is easy to show that A is k-maximal
if and only if
X =
⋃
|i|<k
T iA and A ∩ T iA = ∅, i = 1, ..., k − 1. (4.4)
Hence, a maximal set A is a complete section for T such that every point from A is
recurrent. The existence of maximal sets can be easily deduced, for instance, from
43
the tower construction used in Section 2. Indeed, let ξ = (ξ(v) : v ∈ V ), where
ξ(v) = (B(v), TB(v), ..., T h(v)−1B), be a partition of X into T -towers. Define
A =
⋃
v∈V
h(v)k−1−1⋃
i=0
T ikB(v). (4.5)
It follows from (4.4) that A is a k-maximal set.
Proposition 4.5 Given aperiodic T ∈ Aut(X,B), there exists a vanishing sequence
of markers (Ai) such that the corresponding ordered Borel-Bratteli diagram has a
finite number of vertices at each level.
Proof. Let A0 = X and let A1 be a k-maximal set for T . Since every point x ∈ A1
returns to A1, one can define the induced aperiodic Borel automorphisms TA1 acting
on A1:
TA1x = T
m(x)x, where m(x) = min{m > 0 : Tmx ∈ A1}.
Then TA1 is again an aperiodic automorphism of A1 and we can find an k-maximal
set A2 ⊂ A1 for TA1 . Let now Ai+1 ⊂ Ai be a k-maximal set for TAi , i ∈ N. It
follows from (4.4) that the construction used in subsection 4.2 gives a finite number
of T -towers over A1 which cover X . By the same reasoning, we see that A1 is
covered by a finite number of disjoint TA1-towers constructed over A2. Therefore,
X is covered by a finite number of disjoint T -towers constructed over the base A2.
It is easy to see that we will have this property at every stage of the construction.
The sequence (Ai)i∈N of decreasing k-maximal sets which we have defined, may
have a non-empty intersection, A∞ =
⋂
i∈NAi. Obviously, A∞ is a wandering set
with respect to T . We set A′i = (Ai \ A∞) ∪ (
⋃
|j|>i T
jA∞). Then A
′
i ⊃ A
′
i+1,⋂
iA
′
i = ∅, and therefore (A
′
i) is a desired vanishing sequence of markers. 
The concept of Borel-Bratteli diagram can be used to obtain another proof of
the following result (see [N, Theorem 8.9]).
Corollary 4.6 If T is an aperiodic homeomorphism of a Polish space X, then there
exists a compact metric space Y and a homeomorphism S of Y such that T is
homeomorphic to the restriction of S to an S-invariant dense Gδ-subset of Y .
Proof. We will use the method of proof of Theorem 4.3 and Proposition 4.5 to
construct a vanishing sequence of markers (An) such that the corresponding ordered
Borel-Bratteli diagram B has a finite number of vertices at each level and such that
every sequence satisfying (4.3) has a non-empty intersection.
We start with a vanishing sequence of markers (Dn) satisfying (4.2). Let ξ1 be
a partition of X into T -towers constructed over D1. Define the k-maximal set A1
as in (4.5). Clearly, A1 ⊃ D2. Take the induced automorphism TA1 and construct
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the partition ξ2 of A1 into TA1-towers over D2. Let A2 be a k-maximal subset of A1
defined again as in (4.5). Continuing this process we define a decreasing sequence of
Borel sets (An). Let (ηn) be the partitions of X into T -towers constructed over the
An’s. By Proposition 4.5, the corresponding ordered Borel-Bratteli diagram B has
a finite number of vertices at each level. Moreover, we can assume that the atoms of
the partitions ηn, n ∈ N, separate points of X (see subsection 4.2). If {T
in(An(vn))}
is a sequence of atoms satisfying (4.3), then the intersection of these atoms contains
at most one point. But, in fact, this intersection is non-empty because it contains
the intersection of a similar sequence of atoms of partitions defined by (Dn).
As in the proof of Theorem 4.3, take the topology ω satisfying conditions (i)
- (iv). Clearly, the ordered Borel-Bratteli diagram B has maximal and minimal
paths (not necessarily unique). To define a homeomorphism S of a compact space
Y , we use Forrest’s construction of path-sequence dynamical system generated by a
Bratteli diagram [For]. By definition, the set Y = Y1 ∪ Y2 where Y1 is the set of all
infinite paths from YB different from orbits of cofinal maximal and minimal paths
and Y2 is the set of all equivalent pairs in the sense of Forrest (x, y) with x maximal
and y minimal paths in YB. Let S be the homeomorphism defined in [For] on Y .
Then (Y, S) is a Cantor dynamical system and the set Y1 is an S-invariant dense
Gδ-subset of Y . There is a homeomorphism between the action of S on Y1 and the
action of T on X . 
Remark 4.7 Suppose that a Borel-Bratteli diagram B = (V,E,≥) has a finite
number of vertices at each level, i.e. |Vn| <∞, n ∈ N. Then either (i) lim supn |Vn| =
K < ∞ or (ii) lim supn |Vn| = ∞. If (i) holds, then there exists a subsequence
(n(k)) such that |Vn(k)| = K for all k. By telescoping, we can produce a new Borel-
Bratteli diagram B′ isomorphic to B such that the number of vertices at each level
of B′ is exactly K. If (ii) holds, then there exists a subsequence (n(k)) such that
|Vn(k)| < |Vn(k+1)| for all k. This means that for the Borel-Bratteli diagram obtained
by telescoping with respect to (n(k)), the number of vertices at each level is a strictly
monotonically increasing sequence.
Another application of Proposition 4.5 consists of description of the closures of
odometers. We recall that in the case of Cantor dynamics the closure of odometers
in D coincides with the set of moving homeomorphisms (by definition, S is moving
if for any proper clopen set E the sets E \SE and SE \E are not empty). In Borel
dynamics the notion of moving automorphisms has no sense.
Theorem 4.8 (1) Od
τ
= Ap and Od
τ0
= Ap mod (Ctbl).
(2) Od
p
⊂ Inc.
(3) Sm
D
⊃ Od
D
⊃ Ap assuming that (X, d) is a compact metric space.
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Proof. (1) Given T ∈ Ap and ε > 0, choose a natural number n > 1/ε. By
Proposition 4.5, we can find a partition ξ of X into a finite number of disjoint T -
towers ξ(v) = (A(v), TA(v), ..., T h(v)−1A(v)), v ∈ V, |V | <∞, such that min(h(v) :
v ∈ V ) ≥ 2n. We call the ξ-set
L(i) =
⋃
v∈V
T h(v)−i−1A(v), i = 0, 1, ..., n− 1,
the i-th level in the partition ξ. Let µ be a Borel probability measure on X . Then
there is a pair (L(i0), L(i0+1)) such that µ(L(i0)∪L(i0+1)) < ε, i0 = 0, 1, ..., n−1.
Take now the set L(i0) and construct a new partition ξ
′ of X into disjoint T -towers
ξ′(j), j = 1, ..., k, with the base L(i0) and the top L(i0+1). Define the automorphism
S of X to coincide with T everywhere except on the top level L(i0 + 1). We define
S on L(i0 + 1) as a Borel one-to-one map from the top of the tower ξ
′(j) onto the
base of ξ′(j + 1), j − 1, ..., k − 1, and the top of ξ′(k) is sent by S onto the base of
ξ′(1). In such a way, the space X is represented as an S-tower. It is easily seen that
the definition of S can be refined to produce an odometer S1 which agrees with S
everywhere except the top of the S-tower. By construction, µ(E(S1, T )) < ε. The
fact that the set Od is dense in Ap with respect to τ follows now from the latter
inequality and Remark 1.8 (4).
To prove the other statement of (1), we note first that by Theorem 2.11
Od
τ0
⊂ Ap mod (Ctbl)
since Od ⊂ Ap and Ap
τ0
= Ap mod (Ctbl). On the other hand, the topology τ is
stronger than τ0 and therefore
Od
τ0
⊃ Od
τ
= Ap
Hence Ap mod (Ctbl) ⊂ Od
τ0
and we are done.
(2) This follows from the fact that Inc is closed in p (Theorem 2.15).
(3) We note that once we have a finite partition of X into T -towers as in Propo-
sition 4.5, then every tower can be additionally cut into finitely (or countably) many
subtowers such that the diameter of every atom is sufficiently small. To construct
either an odometer or a smooth automorphism, we can use the same method as in
the proof of (1). 
4.3. Special Borel-Bratteli diagrams. In this subsection we first define the
notion of special Borel-Bratteli diagrams and then indicate a class of automorphisms
which are completely described by these diagrams.
By definition, an ordered Borel-Bratteli diagram B = (V,E,≥) is called special
if it satisfies the following conditions:
(i) V =
⋃
n≥0 Vn and for n ≥ 1, Vn =
⋃
j≥n Vnj, where Vnj ∩Vnj′ = ∅, j 6= j
′, and
2 ≤ |Vnj| < ∞. The set Vnn is a union of two disjoint sets Vnn(0) and Vnn(1) with
|Vnn(0)| ≥ 2.
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(ii) E =
⋃
n≥1En where each En is a union of disjoint finite subsets Enj, j ≥ n,
such that for j > n and e ∈ Enj, one has s(e) ∈ Vn−1,j, r(e) ∈ Vnj and s(Enj) =
Vn−1,j. The set Enn is a union of two disjoint subsets Enn(0) and Enn(1) such that
s(e) ∈ Vn−1,n−1, r(e) ∈ Vnn(0) if e ∈ Enn(0) and s(e) ∈ Vn−1,n, r(e) ∈ Vnn(1) if
e ∈ Enn(1). Moreover |r
−1(v)| = 1 if v is either in Vnj, j > n, or v ∈ Vnn(1). If
v ∈ Vnn(0), then |r
−1(v)| ≥ 4. The edges e1 < · · · < em from |r
−1(v)|, v ∈ Vnn(0)
are ordered such that s(e1) ∈ Vn−1,n, s(ei) ∈ Vn−1,n−1, i = 2, ..., m− 1, and s(em) is
either in Vn−1,n(1) or in Vn−1,j, j > n− 1. By definition, s(Enj) = Vn−1,j.
Figure 1 is an example of a special Borel-Bratteli diagram which illustrates the
above definition (we do not indicate a partial order on edges of this diagram). It
follows from the definition (see also Figure 1) that the set of infinite paths does not
have cofinal minimal and maximal paths.
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In the proof of Theorem 4.3 we used the fact that a given Borel dynamical
system (X, T ) together with a vanishing sequence of markers can be topologized
by a topology ω (without changing the Borel structure) such that X becomes a 0-
dimensional Polish space, all atoms of partitions defined by the sequence of markers
are clopen, and T becomes a homeomorphism. The next theorem shows that if
additionally the space X is locally compact in ω, then applying the construction
given in subsection 4.2 we get a special Borel-Bratteli diagram.
Theorem 4.9 Let X and T satisfy the made above assumptions. Then T is homeo-
morphic to a Vershik transformation acting on the space of infinite paths of a special
Borel-Bratteli diagram.
Proof. Let (An) be a vanishing sequence of markers for T and let ξn, n ∈ N, be a par-
tition of X into disjoint T -towers ξn(v) = (T
j(An(v) : j = 0, ..., h(n, v)− 1), v ∈ Vn
constructed as in 4.2. Our assumptions imply that X can be taken to be a lo-
cally compact 0-dimensional Polish space, T is a homeomorphism, and each atom
T j(An(v)) of ξn, n ∈ N is a clopen set.
Claim 1 Let X =
⋃
i≥0Xi be a partition into compact clopen disjoint sets Xi, then
Bn :=
⋃
i≥nXi, n = 0, 1, ..., is a vanishing sequence of markers for T .
Proof. To see this, we note that An, n ∈ N , is clopen because the complement
Acn = X \ An =
⋃
v∈Vn
h(n,v)−1⋃
j=1
T j(An(v))
is open. Then for any compact set Y , we have that |{n : An ∩ Y 6= ∅}| <∞, that is
An ⊂ Y
c for sufficiently large n (recall that the An ⊃ An+1 and
⋂
nAn = ∅). Given i,
choose ni ∈ N such that (
⋃i
j=1Xj)∩An = ∅ for n ≥ ni. Then Ani ⊂ Xi+1∪Xi+2∪· · · ,
hence Bn is a complete T -section. Thus, (Bn) is a vanishing sequence of markers.
It is easy to see that the partition ξn (we do not change our notation here), defined
by Bn and the homeomorphism T , also consists of clopen sets for all n. The claim
is proved.
Claim 2 There exists a decomposition of X into clopen compact sets X0, X1, X2, ...
such that partitions ξn, n ∈ N, constructed by the vanishing sequence of markers
An := Xn ∪Xn+1 ∪ · · · , n = 0, 1, ..., have the following properties:
h(n, v) = 1 if An(v) ⊂
⋃
i>n
Xi, (4.6)
Xn =
⋃
v∈Vnn
An(v) where Vnn ⊂ Vn, |Vnn| <∞, (4.7)
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n−1⋃
i=1
Xi =
⋃
v∈Vnn(0)
h(n,v)−1⋃
j≥1
T j(An(v)) (4.8)
where Vnn(0) = {v ∈ Vnn : h(n, v) > 1}.
Proof. Take a partition of X into compact clopen sets (Y0, Y1, Y2, ...). Denote Bn :=⋃
i≥n Yi, n ∈ N, and let T
j(Bn(v)), j = 0, 1, ..., h(n, v)− 1, v ∈ Vn, be elements of
the partition ηn of X into clopen T -towers constructed by T and Bn. Without loss
of generality, we can assume that the T -towers (T j(Bn(v)) : j = 0, 1, ..., h(n, v)− 1)
are chosen such that
lim
n→∞
[ sup
v∈Vn
(diam T j(Bn(v)))] = 0. (4.9)
Consider these T -towers over Bn, n ≥ 1. We can also assume that every Yi is an
ηn-set. Since Y0 ∪ Y1 ∪ · · · ∪ Yn−1 is compact, we can chose minimal m = m(n) > n
such that h(n, v) = 1 if Bn(v) ⊂ Yi, i > m(n). Let Vnn be a finite subset of Vn such
that the disjoint T -towers ηn(v), v ∈ Vnn, cover Y0 ∪ Y1 ∪ · · · ∪ Ym(n). Some of those
towers may be of height 1. Note that the set Y0 ∪ · · · ∪ Yn−1 is covered by a finite
subset of T -towers ηn(v) of heights greater than 1. Denote these towers by Vnn(0),
that is
Y0 ∪ · · · ∪ Yn−1 =
⋃
v∈Vnn(0)
h(n,v)−1⋃
j=1
T j(Bn(v)).
Let Vnn(1) = Vnn \ Vnn(0). Then h(v, n) = 1 when v ∈ Vnn(1).
Define a sequence of clopen compact disjoint sets (Xn) by induction. let X0 = Y0
and set
X1 = Y1 ∪ · · · ∪ Ym1 , m1 = m(1)
X2 = Ym1+1 ∪ · · · ∪ Ym2 , m2 = m(m1)
· · · · · · · · · · · · · · · · · · · · · · · ·
Xk+1 = Ymk+1 ∪ · · · ∪ Ymk+1, mk+1 = m(mk)
· · · · · · · · · · · · · · · · · · · · · · · ·
Let An := Xn ∪ Xn+1 ∪ · · · , n ∈ N. Using (An) and T , construct refin-
ing partitions (ξn), satisfying (4.9). It follows from the construction that (ξn)
is a telescoping of (ηn). Then X is partitioned by ξn into disjoint T -towers
ξn(v) = (T
j(An(v)) : j = 0, 1, ..., h(n, v) − 1), v ∈ Vn, such that conditions (4.6) -
(4.8) hold. The decomposition of X = X0 ∪X1 ∪ · · · and towers ξn(v) are shown in
Figure 2. The claim is proved.
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To complete the proof of the theorem, we need to show that the ordered Borel-
Bratteli diagram B = (V,E,≥) constructed by the vanishing sequence of markers
(An) defined in the proof of Claim 2 satisfies properties (i) and (ii) of the definition
of a special Borel-Bratteli diagram.
Denote by Vnj = {v ∈ Vn : An(v) ⊂ Xj}, j ≥ n, n ∈ N. Let Enj be the set
of edges between Vnj and Vn−1,j. Then Vn is partitioned into non-empty finite sets
Vnj, j ≥ n. Clearly, we can assume that |Vnj| ≥ 2 for all n, j refining, in case of
need, the partition ξn. It is obvious that for every An(v), v ∈ Vnj, j > n, there
exists a unique set An−1(v
′), v′ ∈ Vn−1,j such that An(v) ⊂ An−1(v
′). This means
that the set E(v′, v) of edges connecting v′ and v has exactly one element.
The set Vnn is divided into two sets Vnn(0) = {v ∈ Vnn : h(n, v) > 1} and
Vnn(1) = {v ∈ Vnn : h(n, v) = 1}, n ∈ N. Then
X0 ∪ · · · ∪Xn−1 =
⋃
v∈Vnn(0)
h(n,v)−1⋃
j=1
T j(An(v)) (4.10)
Xn ∩ T
−1(Xn ∪Xn+1 ∪ · · · ) =
⋃
v∈Vnn(1)
An(v). (4.11)
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Moreover,⋃
v∈Vnn(0)
An(v) = Xn ∩ T
−1(X0 ∪X1 ∪ · · · ∪Xn−1) = Xn ∩ T
−1(Xn−1). (4.12)
Relations (4.10) - (4.12) show that r−1(v) consists of a single edge connecting
v ∈ Vnn(1) and a vertex w ∈ Vn−1,n. Without loss of generality, we can assume
that |Vnn(0)| ≥ 2. If v ∈ Vnn(0), then the set r
−1(v) has a unique edge e(w, v)
connecting v with some w ∈ Vn−1,n and a number of edges which connect v with
vertices from Vn−1,n−1. It follows from the construction of refining sequence (ξn)
that s(Enj) = Vn−1,j for j > n. We get also from (4.12) that s(Enn(0)) = Vn−1,n−1
where Enn(0) is the set of edges arriving to vertices from Vnn(0). A non-trivial linear
order on r−1(v) should be defined for v ∈ Vnn(0). We assign the least value 1 to the
edge e(w, v). The maximal value of the defined order on r−1(v) is assigned to an
edge e such that s(e) is either in Vn−1,n or in Vn−1,n−1(1). It is obvious that the set
YB of infinite paths is uncountable and has no cofinal maximal and minimal points.
The fact that T is isomorphic to the Vershik automorphism acting on YB is proved
as in Theorem 4.3 and Proposition 4.5. 
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