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1. INTRODUCTION 
In Part III of this series [ll], we formulated a conjecture on values of the 
derivative of certain L-series attached to totally real fields at s = 0. Part III 
investigated the conjecture numerically for real quadratic fields. Since then, one 
numerical example for a non-Abelian totally real cubic field has been calculated 
and the analogy with complex quadratic fields has been investigated. In the 
process, several refinements have been discovered. Every result to date fits a 
common pattern which will be explored in this paper. There are two types of 
ground field K of degree n which have L-series whose first derivative at s = 0 
is not automatically zero. 
In the first type, K is totally real and we write the conjugate fields as k = K(l), 
kf2),..., k(n). We let p(j) denote the corresponding infinite primes and set 
fm = na2 pz). We also-define a character of sign on k by h(a) = lJyC2 sgn (a(i)). 
In the second type, k has one pair of complex conjugate embeddings in and the 
rest of the embeddings are real. Again we write the conjugate fields as k(l), 
kt2),..., k(n) = k where k(l),..., k(n-2) are real. We let fm = ny=;” pz) and 
h(a) = ny:- sgn (&) for this type field. For both types of field, k itself is 
given by the particular embedding chosen above. 
Let f  be an integral ideal of k with the restriction that f  # (1) if k = Q or k is 
complex quadratic (in these cases, we cannot use f  = (1) because t,(O) # 0). 
Let Z(f) be the group of fractional ideals of k generated by the prime ideals of 
k which do not divide f. We let S(ffm) be the subgroup of Z(f) of all principal 
ideals (CX) with 01 = 1 (mod f) and &) > 0 for ~2) 1 fm . This is the principal ray 
class (mod ffm) d an we have the ray class group (mod ffm), G(ffm) = Z(f)/S(ffm). 
It seems expedient to also define the group G = Z(f)/s(f, h) where S(f, h) is 
the subgroup of Z(f) of all principal ideals (a) with OL E 1 (mod f) and X(B) = 1. 
If  J is a subgroup of G (or G(ffm)), we let K denote the class field of k corre- 
sponding to G/J (or G(ffJ J). The field K has n 1 G/J 1 embeddings in @, but 
since k has been given a particular embedding in @, we are assuming that K has 
me of the embeddings in 62 which makes it Abelian over k itself. 
* Supported in part by NSF Grant MCS-7608184. 
197 
OOOl-8708/80/030197-39$05.00/O 
Copyright 0 1980 by Academic Press, Inc. 
AU rights of reproduction in any form reserved. 
198 HAROLD M. STARK 
We let x denote a (not necessarily primitive) ray class character of k (mod ffm), 
and L(s, X) the corresponding L-function. We note that x(a) = 0 for any a 
such that (a, f) # (1). Thus for the trivial character xi , L(s, xi) is &(s) with the 
p factors of the Euler product removed for all p 1 f. If fm is not present in the 
conductor of x, thenL’(0, x) = 0. By x(J) = 1, we mean x(a) = 1 for all a in J. 
CONJECTURE 1. Let J be a subgroup of G and K the classfield ofk corresponding 
to G/J. If  k = Q OY k is complex quadratic, we assume f  # (1). Suppose that K 
contains W roots of unity. For each coset c’ of J in G, there is an algebraic integer 
E(c’) in K such that the following three properties hold: 
(i) I f  x is a ray class character (mod ffm) with x(J) = 1, then 
L’(0, x) = - $ c x(c’) 1% I! 4c’)ll 
C'EGIJ 
where /I I/ is the normalized valuation of K, jj OL 11 = / CL I zf K is real (type one k) and 
11 01 Ij = I (Y I2 if K is complex (type two k). 
(ii) K(r( J)l’w) is normal over k and G(K(<( J)lln’)/K) is in the center of 
G(K(4J>““>/k>. 
(iii) The explicit reciprocity law is given by 
am E <(c’)(mod p) 
where p is in c’. 
Some of the simpler consequences of Conjecture 1 are contained in the follow- 
ing theorem. 
THEOREM 1. Suppose {E(c’)> is a set of numbers satisfying Conjecture 1. 
(i) For totally reaZ k (type one k), the e(c) are all real and all have the same 
sign. By changing the sign of all the E(c’)‘s if necessary, we may assumefor type one k 
that,the E(C) are all positive. 
(ii) I f  k = Q or k is complex quadratic and f  = pa where p is a prime ideal, 
then 
~mdc’) = ~7c,Q,(P)b 
where 
b = Wh/w 
and h is the class-number of k, w is the number of roots of unity in k. In all other 
cases, I is a unit. 
(iii) I f  (p, f  W) = 1 and p is in c’, then E(c’)/E( J)“(D) is already a Wth 
power of a number in K. 
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ProoJ We will prove (ii) at the end of this section. Part (i) is a consequence of 
(ii) in Conjecture 1. Here we have W = 2 and the E(c’) are all real. Further the 
numbers l (c’)l/s all generate the same normal extension of K and so are all real or 
all purely imaginary. Hence the e(c’) all have the same sign. Part (iii) is an imme- 
diate consequence of a very useful algebraic lemma (Lemma 6 in Section 4 
below) applied to (ii) and (iii) of Conjecture 1. 
Theorem 1 part (i) means that Conjecture 1 includes Conjecture 1 of [ll 
Part III] as a special case (see Eq. (1) on p. 66 of Part III). Theorem 1 part (iii) is 
important in producing units in K which generate subgroups of the unit group 
of small index. We give an easy examplejof this situation at the end of Section 5 
where the index turns out to equal the class-number of K. We will also give some 
numerical examples of Conjecture 1 in Section 6 including one with a totally 
real cubic K. In addition, we prove in this paper 
THEOREM 2. Conjecture 1 is true for k = 69 and for complex quadratic k. In 
these cases E( ])I/” ewen generates an Abelian extension of k. 
For k = Q, this has essentially been known for a long time. However, for 
complex quadratic k, Theorem 2 represents a considerable improvement on all 
previous results in the literature and there are no exceptional cases. To accom- 
plish this improvement, we prove a general reciprocity law for complex multi- 
plication and then develop several interesting methods of using it. As an 
example, we show how many of the old conjectures of Weber may be proved in 
less than one page. As another example, we give a one paragraph proof of a 
conjecture in part I of this series of papers. 
For n < 2, we have G = G(ffm). Al so, in our one cubic example, we have 
G = G(ffm). Nevertheless for n > 3, 
[Wffm) : Cl = [S(f, 4 : s(ffd = 2” 
where a can be as large as n - 3 (type two k) or n - 2 (type one k). We may ask 
the following. 
Question. Is Conjecture 1 true with G replaced by G(ffm) ? 
We put this as a question since we have as yet no numerical examples where 
G # G(ffoD). Since all the extra L-series introduced in this question have 
L’(0, x) = 0, an affirmative answer implies that E(c’) in Conjecture 1 is the 
(2”)th power of an integer in K. The case of [K : k] = 2 would tend to support 
the possibility of an affirmative answer. 
More and more it appears that s = 0 is a more natural place to look than s = 1. 
For example, suppose M is a field with pi real conjugates and 2r, complex 
conjugates and I = ri + r2 - 1. At s = 1, we have 
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where h, R, w, D are the class-number, regulator, number of roots of unity in M, 
and discriminant of M, respectively. At s = 0, we have 
lim ‘w(s) hR -= 
s-i0 s’ W 
which is much nicer. 
Not only do the results at s = 0 look simpler but they are also more general. 
For example, let p be a prime ideal of M and 
A = U[p-‘1 
where 0 is the ring of integers of M. I f  p” = (a) is principal with a > 0 minimal, 
then we may also describe A as 
A = O[d]. 
Thus 01 is a unit of A. We set 
<A(S) = 1 Ayaps = (1 - N(P)-S) 5‘44M(4- 
aOfA 
At s = 1, we have 
which does not have much to do with A. But at s = 0 we have an (r + I)st-order 
of CA(s) and 
Here h/a is the class-number h(A) of A since we have killed off a cyclic 
group of order a in the class group of 0. Also w = w(A) is the number of roots 
of unity of A. Lastly, if or ,..., or are a system of fundamental units of c?J and 
E r+l = 01, then <I ,..., ~?+r are a system of r(A) = I + 1 fundamental units of A 
and with 
1, ei = 
I 
1 <i<rr 
2, r1+ 1 <i< r,+r,, 
R log / N(or)j is the absolute value of the “regulator determinant,” 
R(A) = / det(e. log 1 E?) /)I z I 
as may be seen by adding the first r rows to the last row. 
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Hence 
(1) 
Equation (1) remains valid for any ring A of the form 
A = qpp,..., p,‘] = 0 fJ p;l . [ 1 i=l 
The only problem is in definining R(A) but this is easily done. There are exactly 
Y  + t + 1 normalized valuations of M corresponding to the infinite primes of M 
and the ideals pr ,..., pt. We build R(A) out of any Y  + t of these; which 
valuation is left out is irrelevant thanks to the product formula. 
To prove part (ii) of Theorem 1, we take M = k and A = O[f-‘1. According 
to Conjecture 1, with x = xi , 
- Alog (( NK,?&(C’)ll = L’(O, Xi) = G(O). 
But t,,(s) has an (Y + t)th-order zero at s = 0 and so I is a unit except 
possibly when Y  + t = 1. When r = 1, t = 0 we are dealing with n = 2 (type 
one) and n = 3 (type two). In both these cases, there is one infinite prime in 
f,,, and so A(- 1) = -1. Thus there are no infinite primes in the conductors of 
any of the x. Hence there are h characters x in all, W = 2, and we have 
L’(O, x) = I 
- ~logll~olI if x = x1 
0 if x # x1, 
where c0 is the fundamental unit of K. The orthogonality relations then show that 
II 4c’)ll = II co II 
and hence r(c’) is a unit. Incidentally the choice l (c’) = co shows that Conjecture 1 
is actually true in this instance and so f  = (1) f  or real quadratic K is acceptable 
although uninteresting. 
When Y  = 0, t = 1, we are dealing with Iz = Q or complex quadratic K and 
f  = pa where p is a prime ideal in K. Here we have 
where we recall we are taking r(c’) > 0 if K = Q. Part (ii) of Theorem 1 follows. 
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2. ORDINARY DIRICHLET SERIES 
Letf be a positive integer and x be a character (mod f). Imprimitive charac- 
ters are allowed; in particular the trivial character x1 has xl(n) = 0 for (n, f) # 1. 
We are interested in those characters x with x(- 1) = 1. These are characters 
of the “wide” ray class group (mod f). I f  c is a wide ray class mod f and (a) 
is in c, then (n) is in c if and only if n = &a (mod f). For convenience, we assume 
f > 2 and then every ideal in c arises exactly once as n runs through all positive 
and negative numbers satisfying n = a (mod f). Thus 
where 
a x) = c x(c) .e, 4, c 
This latter function is both an Epstein zeta function and a Hurwitz zeta function. 
The functional equation tells us that each L(s, x) has a zero at s = 0 of at 
least first order. (When x = x1, L(s, xi) = CA(s) where A = Zlf-‘1.) Hence 
each z(s, c) is zero at s = 0. We are thus interested in the value at s = 0 of 
s-%(s, c). We have 
z(s, c) = f-8 f  
?I=-* 
j 71 + T 1-l 
= f-s f [(n + g2]-“:‘- 
n=--a 
Suppose U is not an integer. We will evaluate the function 
((s, U) = rs’2r- ($ -f [(n + U)2]-8’2 
n=-oo 
at s = 0. 
Since KS, U) is periodic in U with period 1, we may expand [(s, U) in a 
Fourier series. The Fourier series we get is just the functional equation. As 
preparation for later results we give the derivation here. Let 
19(t, a, /3) = f  exp[-nt(n + a)” + 2+#] 
n=--ac 
which is defined for t > 0 and all 01 and /I. As is well known, 
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ForRes>l, 
N2e(t, u, 0) dt/t. 
We split the integral into two parts, Ji + JT . The part from T to CO is an 
entire function of s. Further, by (2) for Re s > 1 we have 
j' tW(t, u, 0) $ = jT;* Cl-swqt, 0, U) f 
0 
= 
4 
m 
T-1 
t(l-s)/2[qt,0, U) - I]$ + ';"-'I'" . 
This is analytic for all s except for a first-order pole at s = 1. 
NowletRes<OandletT-+oo.WegetforRes<O, 
5(s, u> = Lrn ttl-8)/2p(t, 0, u) _ 11 dt = T-((1--s)12)r 
t 
(+),z,s. 
Finally, let s -+ O-. We get 
5(0, U) = x0 5 I 
Let 
= -log[(l - e2”““)(1 - e-2niU)]. 
E(~) = (1 - @Wf)(l - e-2da/f). 
(3) 
We see that E(C) depends only on c and not on the choice of (a) in c and that 
In particular, 
z’(0, c) = -4 log E(C). 
L’(O, x) = - 4 c x(c) 1% 44. (4) 
Let K be the maximal real subfield of Q(e2”i/f), c,, be the wide ray class containing 
(l), and l = E(c,). Th e numbers C(C) form a complete set of conjugates of E in 
K/Q. Indeed if p is a prime, ( p) in c, then 
G’ E E(C) (modp). (5) 
Since 
E(C) = .-@~ia/f(l _ @dO/f)2, 
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we see that E(C)‘/” is Abelian over Q. Except when 2 /If (i.e., 2 If, 4 +’ f), Ed” 
is not in K. When 2 Iif, E(C) i/s is in K. We can see this without knowing E(C). 
When 2 I]f, there are no primitive characters at all (mod f) and indeed, every x 
(mod f) may be defined (mod f/2). If 2 is the character mod f/2 which induces x, 
then 
L’(0, x) = L’(O, f)(l - g(2)). 
This gives E(C) as the quotient of two a(i)%, where the r’s are wide ray classes 
(mod f/2), and by the algebraic lemma below (Lemma 6 in Section 4), E(C) is a 
perfect square in K. 
We have thus far skipped the case f = 2. Here we’have just the trivial character 
and only one ray class. We have 
L’(0, x1) = -4 log 2 
and indeed, 2 is in K = Q and 21/2 is Abelian over Q. Thus Conjecture 1 
holdsforK=Qforallf#l. 
It seems reasonable to attempt to extend the definition of ((s, U) to a function 
[(s, IV) where W = U + iv. For later applications, it is useful to replace s 
by 2s and so we let 
With w = U - iv, we have (for an appropriate branch) 
(n + W)+(n + r’>-” and so 
[ n + w  1-2s = 
1 
4 
[ 
a2 
-+ q f = & = Tr-sqs) s2 f au2 a~2 n=--oc I 71 + w /2(s+1' .
The right side is zero at s = 0 and so if 6 is definable at s = 0, we have every 
right to expect that [(O, W) is a harmonic function of W. 
Since we have treated the case V = 0 above, we assume V # 0. We have for 
Res> 1, 
.32s, W) = Jm tS C exp[-d I n + W I”1 f 
0 1L 
s 
m 
zz 
0 
twntqt, u, 0) +. 
Again we split the integral into two pieces, Jr = Ji + ST . Again, the integral 
from T to cc is entire. 
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For the first integral, we get for Re s > 1 
s T  0 tse- 4l(t, u, 0) $ 
= 
s 
m 
T-1 
p-se-nv%-'(j(~, 0, U)$ 
= lrn tllZ-Se-n~*t-'[e(t,0, u) - 11 $. + LT ts-l/2e-TY2t f . 
T-1 
But 
s T  0 p-llze-mv’t $ = (,1/'2)-(S-1/2) r(s _ 4) - I,u p-1/2e-flV2t f 
and this gives us the analytic continuation of &2s, W) to the entire s-plane. Now 
we can take s = 0 and let T + co. We get 
,g), W)= (T~2)l/2~(-+) + Jomt-l/2e-Tv~t-~ nc, e-ntn~+2ninu&~ 
This is valid for V = 0 also as our earlier formula for [(O, U) shows. 
We take the integral 
s 
m 
t-l/2 exp(--at-l - bt) dt = (r/b)l12 exp[-2(ab)1/2] 
0 
with a 3 0, b > 0 as known. With a = vrV2, b = m2, we get 
[(O, W) = .-ZT ( I/’ 1 + c exP@y ,, 27r I nV I) . 
nS;o 
(7) 
log(l 1 - ezmiwj2) 
-2a 1 v 1 - [log(l 1 _ e-2niW 12) 
if V>,O = 
if V<O. 
The right side of (7) is indeed harmonic when V # 0. 
3. KRONECKER’S LIMIT FORMULA 
Let TV and Y be complex numbers with p/v in $, the upper half plane. For 
Re s > 1 set 
F(s) = r-T(s) [m nc, o I nzp + nv 1-2s - 25(2s)]. 
. * 
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Let z = p/v = x + iy. We may rewrite F(s) as 
F(s) = 7+r(s) ) v l-2s C C 1 mz + 71 /-2s + 2nPT(s) 5(2s)(l v 1-28 - 1) 
ln#O 92 
= / v l-2s C f(2s, mz) + 2773T(s) 5(2s)(j v /-2s - 1) 
mzo 
where 5‘(2s, W) is given by (6). We thus have 
F(0) = -2~y C 1 m 1 - 2 log [) i (1 - e2nim*) 1’1 + 2 log j v I. 
rl&#O n&=1 
Our only problem is to attach a meaning to z:,,o I m I. This is easy when we 
recall our earlier derivation. This number is the value at s = - 1 (with U = 0) of 
In other words 
wT( 1) 
; I m + u 1 = &l”q-# nZO 
e2ninU 
c- a2 
Therefore 
= -[U- [U])2- (U- [u])+ &I. 
F(O) = y - 2 log [I fi (1 - e2nimz) I”] + 2 log I v / 
?n=l 
. = -2 WI +412] + 2 1% I v I 
= -4 log[l v-““~(P/41, (8) 
where 
+) = e2aiz/24 jjl (1 - e2nimz). 
This is Kronecker’s first limit formula expressed at s = 0. With slightly more 
care, this derivation could be given in such a way that a divergent series does not 
appear at all. 
We will be more concerned here with Kronecker’s second limit formula. Let 
p and v be complex with z = p/v in Ij and let 
a = (u, v) ; 
( !  
where u and v are real and not both integral. 
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Let 
With 
G(s) = cut c 1 mp + nv + a I-2s. 
7n.n 
we have 
y  = a/v = uz + v, 
G(s) = 1 v l-28C &2s, mz + y). 
m 
For the moment, we will assume that 0 < u < 1. With this assumption, we see 
from (7) that 
G(0) = - 2q 1 1 m + u 1 - f log( I 1 - e2a((mz+“) 1”) 
m nZ=O 
- 2 log(l 1 _ e-2ni(mz+v) I”) 
m=--00 
= 2,+2-~+ l/6) 
Let 
_ log [I (1 _ @iv) fi (1 _ e2ni(mz+V))(l - e2ni(mz-v) a )I1 . ?lZ=l 
a,(,, 2) = -i&*/*(&v - e-Tiv)mj (1 - e29dmz+~) I( 
1 _ eZni(mz-v) 1 _ e2nifflz) 
I( 
(9) 
and 
d(u, v, z) = eniWl(y, z)/.?(z) = eniu(uz+91(uz + 41, x)/7+). (10) 
Note that $(u, v, z) is not an analytic function of y  thanks to the presence of u. 
Kronecker’s second limit formula is just 
WI = -2 lodl C@, v, dv)I>- (11) 
We see easily that 
#4, v  + 1, z) = -e”iu#4, v, z), 
+(u + 1, 0, z) = -e-lliV+(u, 0, z). 
(12) 
(13) 
The latter expression shows that (11) is valid without the restriction 0 < u < 1. 
As Siegel [lo] shows (his notation is different from ours), the results (8) and 
(11) suffice to completely determine the transformation properties of T(Z) and 
even +(u, v, z) under the modular group. However this determination for the 
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latter function is simplified if we allow ourselves Jacobi’s triple product formula, 
%P 4 = c e niz(n+l/2)e+2ni(n+l/2)(v-1/2) 
n 
= --iP~YB(-iz, l/2, y  - l/2). 
It is now readily verified that 
(b(u, q z + 1) = eri+5(u, u + S, z), 
#(u, v, -l/z) = e-rri/24(q -u, z), 
A corollary of (15), which is also easily verified directly, is 
$(-II, -v, x) = -$qu, 0, 2). 
Let A be in the modular group r so that 
(14) 
(15) 
(16) 
A = 13 with ad - bc = I 
and, as usual, set 
For A = (t :) and (i -t), we see from (14) and (15) that 
Mu> 9, 4 = 44+@, +% 4, (17) 
where w(A) is a 12th root of unity and indeed is the same 12th root of unity 
appearing in 
am = w(A)(cz + d)7(z)2. (18) 
It follows that for any A in r, (17) holds where w(A) is a 12th root of unity 
which is the same 12th root of unity that appears in (18). 
4. FUNCTIONS OF LEVEL IV AND THE SHIMURA RECIPROCITY LAW 
Let N be a fixed integer, N > 1, and let T and s be integers such that 
(r,s, N) = 1. (19) 
The function #r/N, s/N, x) is a modular function (in x) of level 12N2; that is, 
it is preserved by transformations in the principal (homogeneous) congruence 
subgroup r(12N2) which consists of all A in r congruent to f1 (mod 12N2) 
where I = (0’ “1). 
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More importantly, the function 
F(r, s, z) = + (+- , -+, a)lPN 
is a modular function of level N which depends only upon the values of I and s 
(mod N) as is easily seen from (12), (13), and (17). [At a few points in what 
follows, it will be convenient to write Fr,#(z) instead of F(r, s, z).] 
From (17), we see that for any A in r, 
F(r, s, AZ) = F((r, s)A, z) (20) 
and so the functions F,+, are permuted among themselves (transitively when 
Y and s satisfy (19)) by r. In particular, with A = -(t f), we see that 
F-r,-, = F,.,. (21) 
It can be shown that F,I~,* = F,,, if and only if (I’, s’) = (Y, s) (mod N). 
Let 
4 = ,$2sir/N tN = $mtlN. 
We let $$ be the field of all modular functions of level N whose q-expansions 
at every cusp have coefficients in Q([,). In particular, sr is just Q( j(z)). We see 
that q%(r/N, s/N, z) is in %&.NL and F(r, s, z) is in ,?&! . The field flN is a normal 
algebraic extension of Pr and we need to know the Galois group, G(.%sN&). 
This is usually done via the Weber functions which are related to Nth division 
points of the Weierstrass %function (see [5, pp. 51-571 for example). The 
identical techniques work with the functions F(r, s, z) and allow us to completely 
eliminate the need to consider the Weber functions in developing the theory of 
complex multiplication. 
First, iff(z) is a function of gN , then 
/IN) (x - fbw 
is a polynomial in x with coefficients in &({,). Since each f(Az) is in sN also, 
we see that sN is a normal extension of sl(cN) and further 
Indeed, G(sN/.%J[,)) is a quotient group of r/r(N) and we wish to find the 
kernel. However, taking account of relation (21), we see from (20) that if A in I’ 
fixes F,,, , F,,, , and Fl,,, then A is in r(N). Hence 
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and 
There are further automorphisms of S& over F1 . Let CT = ad be the auto- 
morphism of Q(&,)/Q given by &,, * u = &,?; here d is an integer, (d, N) = 1. If  
is a function of SN , then we may set 
Let A = (i z). We see from (9) and (10) that 
(FT.8 0 UP) = W, W, 4. 
Hence 0 permutes the functions F(Y, S, z) among themselves. For this reason, 
and so 9 = &({F(Y, S, z)}) is normal over Sr (with (T as an element of the Galois 
group) and has relative degree at most equal to 
But GL(2, n/NE)/ &I is generated by 342, H/M)/ -&Z and the set of matrices 
(: “,) with (d, N) = 1 and so if A is in GL(2, z/NZ)/*Z, 
(F,,s 0 44 = F((y, 44 4 (22) 
is an automorphism of F/F1 . Again A fixes F,,, , Fa,r , and F,,, if and only if 
A = &Z (mod N) and so 
In particular if f  is in gN , then f 0 cd is in FN also. 
Let A be an integral matrix of determinant relatively prime to N. We denote 
by f o A the image of a function f(z) of S& by the element of GL(2, Z/M)/fZ 
represented by A. The action of A on F,,, is given by (22) above. We also see 
from (22) that 
f 0 (AB) = (f 0 A) 0 B. 
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The two basic rules for calculating f o A are that if A is in r, then 
(f 0 44 = f (Ad 
and if A = (i “,), then 
(f 0 44 = (f 0 4W. (23) 
The theory of complex multiplication applies to the functions of sN and for 
this purpose, we need the reciprocity law. Over the years, many authors have 
produced versions of the reciprocity law. The best version to date is that of 
Shimura [9] (see also [5]). However, a somewhat less general, but still eminantly 
usable, version which is easily proved along classical lines may be of interest. 
This will be given in Theorem 3 below after the usual classical lemmas. 
LEMMA 1. Suppose h(s) is a function of SN analytic inside lj such that at 
every cusp, every coefient of the q-expansion of h(z) is divisible by an algebraic 
integer CL Then for any 8 in a complex quadratic field, h(0) is an algebraic integer 
divisible by 0~. 
Proof. The polynomial in x, 
“J,, Lx - ~-‘w41~ 
has coefficients which are polynomials in j(z) with algebraic integer coefficients. 
Since j(6) is an algebraic integer, Ly-lh(0) is also. 
Let M(p) denote the set of integral two by two matrices of determinant p 
where p is prime. These split into p + 1 equivalence classes under multiplication 
on the left by elements of I’. If N and p are relatively prime, we will take as 
representatives of the p + 1 classes of M(p) the p matrices 
and the matrix 
B, = C(; ;) (25) 
where C is a fixed element of r such that 
B, 3 B, (mod N). (26) 
Thus all the Bs are congruent (mod N) and so represent the same element of 
W%/~;)- 
607/35/3-2 
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I f  B = (i l) is in M(p), let 
gB(d = (&)= w > 
where d(z) = ~(2)~~ is a modular form on I’ of weight 12. As is well known, if A 
is in r, we have the two rules 
gAB@) = gB@) (27) 
(so that &r(z) depends only on the equivalence class of B in M(p)) and 
gB@) = &L4(Z). 
We now recall the classical results about &(a). 
(28) 
LEMMA 2. Let (p) = pj5 in a(d) where d < 0 is the discriminant of Q(dlp) 
and p is a prime not dividing d. Suppose a = [II, v] is a fractional ideal of Q(d1i2) 
with 19 = p/v in lj. Let B be in M(p) and 
If [p, ‘r] is a basis for pa (this will happen for exactly one equivalence class of 
&f&?&s of M(p)), then (gB@)) = jjl’* I f  [p, 7 is a basis for fia (this also happens ] 
for exactly one equivalence class in M(p)), then ( gB(6)) = p12. Otherwise gB(6) is a 
unit. 
Proof. This is part of Satz 10 of Hasse [3, Part I]. 
Let 
G&,.W) = fl (X - g&)) 
B 
where the product is over a set of representatives of equivalence classes of M(p). 
Here G,(x, y> E Z[x, ~1. 
LEMMA 3. Let a(z) in Z[j(z)] be the coe@cient of x in Gp(a, j(z)). Suppose p 
and 0 = p/v satisfy the hypotheses of Lemma 2. Then 
G9(x, j(z)) G xPfl + a(z)x (mod p) 
and a(0) is an algebraic integer relatively prime to p. 
Proof. This also is part of Satz 10 of Hasse [3, Part I]. Actually, the first 
part of the Lemma follows from an examination of the q-expansion of G, and 
the second part follows directly from Lemma 2. 
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LEMMA 4. Under the hypotheses of Lemma 2, ;f B(r) gives a basis for $ia, 
then G& gB(8), j(0)) (the derivative is with respect to x) is an algebraic integer 
relatively prime to p. 
Proof. This is used in Hasse [3]; thanks to Lemma 2, it is a corollary of 
Lemma 3. 
LEMMA 5. If f(z) is in FN , then f(z) = g(z)/h(z) where g and h are both in 
SN , both are analytic in b, and both have algebraic integer coe&ients in their 
q-expansions at every cusp. 
Proof. The polynomial 
P(x) = AE,,,n ,~ ) @ - (f O A)(z)) 
N I 
has coefficients in Fr = Q( j(z)). W e ex p ress these coefficients as rational func- 
tions of j(z) and let d(z) in Q[ j(z)] be the product of the denominators of these 
coefficients. If n is the degree of P(x), then d(z)f(z) is a zero of 
Q(x) = dW P (-$J) E Qk .@)I. 
Now d(z) is analytic in h and so is d(z)f ( ) z since if the latter has a pole of order 
a > 0 at .a = za in 4, then Q(d(z)f( x )) would have a pole of exact order na at 
z = at, contrary to the fact that Q(d(z)j(z)) = 0. Next d(z) and d(z)f(.z) have 
the “bounded denominator property” at every cusp, i.e., there is an integer 
b such that the q-expansions of g(z) = bd(z)f (z) and h(z) = bd(z) have algebraic 
integer coefficients at every cusp. This is accomplished by multiplying d(z) and 
WfW by Wm h w ere m is sufficiently large to clear the poles at the cusps and 
using the fact modular forms of weight 12m and level N have the bounded 
denominator property. 
Now we come to the reciprocity law. Let d < 0 be the discriminant of K = 
aS(d@). If f is an integral ideal of K, we denote by K(f) the ray class field of k 
(mod f). If p is a prime ideal in K relatively prime to f of norm p, we denote by 
u(p) the Frobenius automorphism of K(f)/lz corresponding to p; it is given by 
the congruence 
CP = 010 u(p) (mod p) 
for all integers CL in K(f). 
THEOREM 3. Let f(z) be in .9$ and suppose that (p) = pp in k where p is a 
rational prime such that (p, dN) = 1. Suppose that a = [t.~, v] is a fractional 
ideal of k with 8 = p/v in E, and let B(f) be a basis for pa. Then f(0) is in K(N) and 
f(O) o O(P) = [f o (PWIW. (29) 
214 HAROLD M. STARK 
If in addition f is analytic in the interior of b and has algebraic integer coejkients 
in its q-expansion at every cusp, then f(S) is an algebraic integer and we may replace 
(29) 4y 
fW’ = [f 0 FVIP) (mod P>. (30) 
Proof. Thanks to Lemma 5, we may restrict ourselves to the case that 
f(z) is analytic in $ and has algebraic integer coefficients in its q-expansion at 
every cusp. By Lemma 1, f(e) is an algebraic integer. We will now prove that 
(30) holds and then we will show that the rest of the theorem follows. 
Let Bj be the unique B, 0 < m < p in (24) and (25) such that B&J) is a basis 
for pa. Then B = AB, for some A in r and we have 
[f 0 (pB-‘)](Be) = (f 0 pB;‘A-l)(ABjO) 
= [(f o pB,‘A-‘) 0 A](B,B) 
= (f 0 pB,‘)(B#). 
We may therefore take B = Bj in the sequel. With C given by (26), let h(z) be 
given by 
h = f 0 (pIi-‘) (31) 
and define 
By actually performing the division, we may write 
G&, j(4) 
x - gB,b) 
= P(X> jw gBmW, 
where P is a polynomial in three variables with coefficients in Z. Thus 
ff&, 4 = f P(x,M ga,(4)[fW - Wm41. 
WE=0 
Considered as a function of X, H,(x) is a polynomial and our next goal is 
to show that if b(z) is a coefficient of some power of x in H,(x), then b(B) is an 
algebraic integer divisible by p. For this purpose, we will examine the q-series 
expansion of b(z) at every cusp and show that these series have every coefficient 
divisible by p. Since b(z) is clearly in FNg , this will suffice to show that b(0) is an 
algebraic integer divisible by p thanks to Lemma 1. 
For A in r, we have 
Hz@, A.4 = f P(x,j(4, g~J-W[f (A+’ - WLA~)l. 
nZ=O 
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Given m, there is a unique k (which runs through the range 0 to p as m does) 
such that B,A is in the class of B, in M(p). Let A, in r be such that 
B,A = A,B, . (32) 
Since the B, are all congruent (mod IV), we see that the A, are all congruent 
(mod IV). Using rules (27) and (28), this gives 
%(x, A4 = f p(x,j(z),gs,(z)>[f(AZ)P - V,B~~l. 
k=O 
Now for 0 < k < p - 1, h(A,B,z) = (h 0 A,)(Bs) and gs,(z) have q- 
expansions of the form 
c ci,Lply (33) 
where the CX~ are in Q(Z&) while j(z) and f(Ax) already have q-expansions with 
coefficients in Q(&). Thus replacing 5, by &,a with (d, p) = 1 is equivalent to 
replacing K by kd (reduced (mod p) to the range from 0 to p - 1). Hence an 
automorphism of CL(&) over a(&.,) applied to the coefficients of the q- 
expansion of 
P-l 
go p@&& &&))[f(Az)p - h(A9Bkz)l (34) 
leaves this expression invariant and so these coefficients are in Cl(&). Hence, if 
all these coefficients are divisible by 1 - 5, , then they are divisible by p. But 
we see that in (33) (mod (1 - &,)), th ese expressions are independent of k and 
since there are p terms in (34), the coefficients of the q-expansion of (34) are 
divisible by 1 - 5, and hence by p. Therefore as a q-series, 
f&,(x, A.4 = %jC4, g~p(MWW’ - W8~41 (mod P). 
Now 
h(A,B,z) = h (A$ (; ;) z) = (h 0 A&), (35) 
where by the definition of k in (31), 
k 0 (A$) = f 0 (pB-lA,C). 
But by (32) and (25), 
pB-lA,C EE pB-‘BAB-lC 
= PA [C (; ;)]-‘C 
FE A (i i) (mod N). (36) 
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Let 
A4 = fw9 = (f o 44. 
From (35) and (36), we have just shown that 
fwP - 4ww = &w” - [R o (:, (37) 
The action of (t ,“) on g is given by (23) f  rom which we see that as a q-series, 
the right side of (37) is congruent to 0 (mod p). Hence as a q-series, 
Hp(x, AZ) = 0 (mod p), 
which proves our claim about the expansion of H,(x, .z) at the cusps. Let x = 0 
and x + gB(B); we get 
Ckrd~)~~(~NMV’ - WWI = fagdo -9) (38) 
since, as Lemma 2 shows, gB(e) occurs only once as a zero of G,(x, j(B)). But the 
right side of (38) is congruent to 0 (mod p) and so (mod p). The congruence 
(30) now follows from Lemma 4. 
Now suppose p is in the principal ray class (mod N). Thus p = (r) where 
7r = 1 (mod N). Thus F = (ii) and + 3 1 (mod N) also. We take [jill, ii~] as a 
basis for @I and so B is defined by 
B(t) = (2). (39) 
Since ii = 1 (mod N), we have B = I (mod N). Further p = n73 = 1 (mod N) 
and finally BB = tJ by (39). Hence, if p is in the principal ray class (mod IV), then 
and so 
[f o (PB-‘)I(W = f(e) 
fw = f(e) (mod 1.4. 
Since this holds for all but finitely many first-degree prime ideals in the principal 
ray class (mod N), it follows by class field theory thatf(B) is in K(N). Equation 
(29) is now equivalent to (30). 
Theorem 3 can be generalized to cover orders in a quadratic field also. The 
main reason for doing so is that for most 0 in a complex quadratic field, the 
module [ 1, 01 is not a fractional ideal of the whole ring of integers but only of an 
order; still, it is often desired to know something about the algebraic properties 
of g(0) where g(a) is in FN . We will just state the generalization here, since we 
will see in the examples that it is not really necessary. The proof is identical 
to that of Theorem 3, requiring only slight generalizations of Lemmas 24 
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which are already in Hasse [3]. Again, we let d < 0 be the discriminant of Q(dl/“) 
and we let 0, denote the order of Q(dl/z) of discriminant df”. 
THEOREM 3’. Let g(x) be in gN and have algebraic integer coeficients in its 
q-expansion at every cusp. Suppose further that g(z) is analytic inside I$ Let 
(p) = pp in Q(dl/“) where p is a rational prime such that (p, df 2iV) = 1 and set 
pr = p n 0, . Suppose a = b, V] is a proper fractional ideal of 0, with 6’ = ,LL/V 
in lj and let B(t) be a basis for $ira. Then g(8) is an algebraic integer and 
gw = k o (PWI w> (mod PI* 
We give one illustration of Theorem 3’ and then we will take the same 
example from the point of view of Theorem 3. For our example, we will show 
that if [w, I] = Or, then j(Nw) is in the ring class field of Q(dl/“) (mod N). For 
this purpose, it suffices to show that if QT = Y + sNw (an element of the principal 
ring class (mod N)) has norm p with (p, dN) = 1, then 
j(Nw)p = j(Nw) (mod 7r). (9 
For our first approach, we take g(z) = j( x w IC is in 4 . We let a = [NW, l] = ) h’ h 
0, and note that (i;) n 0, = +0, so that we may define B by 
B(y) =+(“Iw). 
Thus B(Nw) = NW and since G(Sr/Pr) is trivial, Theorem 3’ gives 
g(Nu)p = g(Nw) (mod rr) 
which verifies (4.0). 
To use Theorem 3, we let f(z) = j(Nz) which is in 9N . We let a = [w, l] 
and define B by 
(again Bw = w) which gives 
B= 
( -:N 
SNWS 
1 r+sN(w+8) * 
Let A in r be such that 
pB-1 G A (h 8, (mod N) 
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(note that det(pB-l) = p), we see that A E r&V), a group which preserves 
j(z). Therefore by Theorem 3, 
But the q-expansion of j(z) has coefficients in Q and so Jo (i z) = j which 
again verifies (40). 
For our next example, we consider an old conjecture of Weber, first proved 
by Birch [l] and later by Schertz [7]. Let 
Suppose -d is the discriminant of the quadratic field k and let w = (1+ (-A)iP)/2. 
Weber conjectured that if d = 3 (mod 8) and 3 {d, then j(w) is in the ring 
class field (mod 2) of k. (The function j(z) is not the same as the Schkfli j- 
function, but j( w is equal to the SchMh j-function at (-&/a.) ) 
We let a = [w, I], rr = r + 2sw with norm p. The function j is in 9& ; we 
assume (p, 484) = 1. Again we define B by 
so that 
B= (;2s2sz). 
*B-l = ’ + 2s -” 
( 2s 
r+2s -2s- = 
-( 2s 
(,!j i) (mod 48), 
where pp E 1 (mod 48) defines 3 (mod 48). If A = (: i) in r is such that 
p~-l z A (i i) (mod 48), 
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then we see that 
AZ Y+2s -2s- (mod 48). 
2s 
(41) 
In particular A is in I’,(2). Since I’,(2) preserves fan, f(As) is a 24th root of 
unity times f(z), which was already known by Weber [13], 
f&4 = 5s [d(a-c)-(da-1)ac1~;s[9d(2b+c)+d2-ll f (4. 
(The coefficient of f(z) on the right is a 24th root of unity; cis is raised to an 
even power.) Since T,(s)/~(~z) has integral coefficients in its q-expansion, we 
have by Theorem 3 
= 5, l+&+d(b-o)-(d’-lhcl 5-ru[4+3dhb+c)+del 5 16 f(w) (mod 4. (42) 
We want the 48th root of unity on the right of (42) to be 1; this will happen 
if and only if the exponents of t3 and [ra are divisible by 3 and 16, respectively. 
We take the exponent of [ia first. Modulo 16, we have from (41) 
5 -p[4 + d(6b + 3c + d)] = 5 -p[4 + r$(-3s(l + A)$ + 6s + rfi)] (mod 16). 
(43) 
An amusing exercise, which we leave to the reader, is to show directly (without 
splitting the problem into hundreds of cases) for all A 3 3 (mod 8) all odd I and 
all s that the expression in (43) is 0 (mod 16). We take another approach which 
may be of some interest. We have 
p = N(n) = (T + s)~ + As2. 
Thus for a fixed s and odd I, the right side of (43) depends only on A (mod 16). 
But Weber long ago knew that f(1 + (-11)1/z)/2 and f(1 + (-19)1/2)2 are 
both in the ring class field (mod 2). Since neither is 0, the 48th root of unity in 
(42) must be 1. Further all possible values of Y (odd) and s (mod 16) arise in 
some r and hence the right side of (43) is 0 (mod 16) for all A = 3 (mod 8). We 
no$e that this has nothing to do with whether 3 r A. In particular, f(w)3 is in 
the ring class field of k for all A EZ 3 (mod 8), which was also conjectured by 
Weber. The exponent of t3 is handled in exactly the same way, again with 
A = 11 and A = 19 giving the needed examples where Weber knew his con- 
jecture. 
Note that splitting the 48th root of unity into 16th and 3rd roots of unity 
allowed us to use only two examples rather than the four values of A (mod 48) 
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that would be required. Further, more freedom is available with this version. 
For instance d = 3 could have been used since Weber already knew f(~)~ = 2 
which is clearly in the ring class field of k (mod 2) (which is just k itself in this 
case) thus covering the d = 3 (mod 16) case for [rs (if 5 is a 16th root of unity 
with 5” = 1, then 5 = l), whereas d = 3 does not fal1 into any of the required 
four cases of d (mod 48). Indeed since f  is never 0 in h, f(w) is not in the ring 
class field of k (mod 2) for any d = 3 (mod 8) with 3 j A since such an instance 
would give the needed example to prove the result for all such A and we see 
above that it is false with A = 3. 
There is another way of using Theorem 3. While it does not give results as 
precise as the method of proof by example above, it is easier to use and arises in a 
wide variety of situations. The key to this new way is the following algebraic 
lemma which was motivated by reading Robert [q. 
LEMMA 6. Suppose K is an Abelian extension of k and suppose 6 # 0 is a 
number such that cy = S” is in K and K(S) is normal over k and G(K(S)/K) is in the 
center of G(K(S)/k). If p is a prime ideal of k relatively prime to nor times the 
conductor of K/k and u(p) is the corresponding Frobenius automorphism of K, 
then c&‘)/tiN(P) is an nth power in K itself. Further, if K contains exactly W roots of 
unity, then cll(w*n) is an nth power in K also. 
Proof. Let B be a prime ideal of K(S) above p and (J the corresponding 
Frobenius automorphism (so that 0 extends u(p) from K to K(S)). Let 7 be in 
G(K(S)/K). Since r fixes CY, we have 
where w is an nth root of unity. Since 7~ = o’~, 
and hence 8”/8N(pJ is preserved by r and so is in K. This proves the first part of 
the lemma. 
For the second part of the lemma, let f  be divisible by the finite part of the 
conductor of K/k. We will use the characterization of W that says W is the 
greatest common divisor of all numbers [N(p) - l] such that (p, Wf) = 1 and 
u(p) is the identity in G(K/k). [0 ne way to see this is as follows. Let p, be the 
product of all the real infinite primes of k and J be the subgroup of the ray class 
group (mod fpm) of k such that u(p) = 1 for p in J. I f  Y is a Dirichlet character 
(mod m), then the ideal character p(a) = Y(N(a)) is a ray class character of k 
which is definable (mod mp,) but may have a smaller conductor. A necessary 
and sufficient condition that K contain the mth roots of unity is that p is 
definable (mod fpm) and has p(j) = 1 f  or all !P definable (mod m). By the 
standard method of analytic number theory, this is equivalent to having 
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N(p) = 1 (mod rn) for all first degree prime ideals in J with (N(p), m) = 1. 
Our characterization follows.] Now let f  be nor times the finite part of the conduc- 
tor of K/K. Take p such that u(p) is the identity in G(K/K). By the first part of 
the lemma, &P)--l is an nth power in K and by our characterization (and the 
Euclidean algorithm), (Y“’ is an nth power in K. But oin is also an nth power in K 
and hence z(w*n) is an nth power which proves the lemma. 
As an example of Lemma 6 in operation, we return to the case that K is a 
complex quadratic field of discriminant d with integral basis [l, w]. The modular 
function yz(z) given by yap = j(z), ya(iy) real, is in 9a . Thus yr(w) is in K(3) 
and we may apply Lemma 6 with 01= j(w) and K = K(l), the Hilbert class 
field of K. We see that if 3 { W, j(w) is a cube in K. But in fact, we know that 
12 if 3 ) d, -d/4 is a discriminant 
w= ; 
1 
if 3 1 d, -d/4 is not a discriminant 
if 3 f  d, -d/4 is a discriminant 
2 otherwise. 
Thus, for 3 { d, we recover the old fact that j(w) is a perfect cube in K. 
As another example, we take the example f(w) just considered before Lemma 6 
but now with d = 3 (mod 4), 3 { d. We take as known the fact that OL = f(u)24 
is in the ring class field of K (mod 2) which we take as K. In the present situation 
W = 2 and so by Lemma 6, a2 is a 24th power in K. This result is best possible 
although we saw earlier that 01 itself is a 24th power in K when d 5 3 (mod 8). 
Note that the Lemma applies equally well to (Y = -fan. Thus we cannot 
conclude from Lemma 6 that a is a 12th power in K, but only that one of fa is 
a 12th power. However, there are times (such as in the next section) that such 
ambiguities cause no harm. 
As a final example, we take the situation of Theorem 2 in [l 1, Part I]. There 
we found a unit E which was in the real subfield of K(fl”) where K is the ring 
class field of Q((d$/“) (mod fa), do and f  are discriminants of quadratic fields 
with do < 0, and it was assumed that (f, dofo2) = 1 and d,,f,,2 < -4 (we used 
the letter k in place offin [l 1, part I] but K has another meaning here). We conjec- 
tured that if in addition f # -3, f # -4, then E is the 24th power of a unit in 
K(f)lp. Contributions towards this conjecture were made by Kenku [4] and 
it was proved by Schertz [8]. We show here that the conjecture is a simple conse- 
quence of Lemma 6. 
On pp. 340-341 of [ll, part I], we wrote E = j 5 I2 where 5 is in K(f12). Since 
K(fl/*) is closed under complex conjugation, the conjecture will follow if we 
can show that 5 is the 24th power of a number in K(flp). But we also wrote 
[l 1, pati 1, Eq. (WI 
where OL is in K(flli) and (T is the element of order two in G(K(fl12)/K). Further 
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cy was given as a combination of d-functions [in the notation of [l 1, part I], 
so that &/a4 is a combination of q-functions and hence (Y = P4 where 6 is Abelian 
over k = Q((c$)~/~). Lemma 6 applies to precisely this situation. Let p be a 
first degree prime ideal of norm p such that u(p) = (T in G(K(fil”)/k). By 
Lemma 6, CYP/OL~ is the 24th power of a number in K(f/2). Further, if W is the 
number of roots of unity in K(f112), 01~ is the 24th power of a number in K(f”). 
But for (df2, f) = 1 andf # -3, f # -4, W is also the exact number of roots 
of unity in K. Since u(p) fixes K, this means 
p G 1 (mod W). 
Therefore 
is the 24th power of a number in K(f”), as was to be proved. 
5. PROOF OF THEOREM 2 FOR COMPLEX QUADRATIC FIELDS 
Let f # (1) be an integral ideal in k = Q(d1i2) where d < 0 is the discriminant 
of k. We let K(f) denote the ray class field of K (mod f). If x is a ray class charac- 
ter (mod f) (not necessarily primitive), we may write 
where 
L(s, x) = c x(c) z(s, 4, 
c 
z(s, c) = c N(a)-8. 
(IEC 
LEMMA 7. Suppose f is the minimal positive integer divisible by the ideal 
f # (1) and let w(f) be the number of roots of unity in h which are congruent to 1 
(mod f). Then there are algebraic integers E(c) in K(f) such that 
and 
L’(“, x) = -- 6f;(f); x(‘) log 1 -@(di 
a4 c> = - 6& log I E(c)!. 
Let E = E(c,). The E(c) are all conjugates of E and indeed, ;f p is a Frst degree 
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prime of norm p with (p, f) = 1 then the Frobenius a&morphism is given by 
E(c)” = E(q) (mod p). w 
Proof. We have first to define E(c). Let b be an integral ideal relatively prime 
to f such that ab is principal for all a in c. Let a,, be a fixed ideal in c and ash = 
(a,,). We have 
w(f) 4s, 4 = N(b)” zb NW 
a --.,tmodf) 
Suppose 
= JW8a~f I 6 + 010 l-2s. 
bf = b, 4 
where 0 = p/v is in Ij. We may write 
where u and v are rational and indeed fu and f v  are integral. Now M,,/v = uB + v 
and so 
w(f) z(s, c) = (#)” ,c, l(m + up + (n + v)l-28. 
Hence 
z’(0, c) = - &) 1% I404 0, @I. 
Let 
E(C) = +(u, v, e)12f = F(u, v, e), (45) 
so that E(c) is an algebraic integer. We note that E(c) depends only upon c and 
not upon tie, ~1, v, or even a, and 6. Indeed, had we used an ideal b’ with 
b’aO = (cri) (b’ = b, 4 # q, is allowed), b’f = w, v’] we would have b’ = (fi)b 
where /3 = 41% and then 
($j =W(;) 
where A is in r and 
a; = [(u, v) A-l] ( ;; ). 
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But F((u, ZJ) A-l, AB) = F(u, o, 6) and so E(c) depends at most upon the choice 
of a, . With an appropriate choice of generator of a;b, a change of a, to ai in c 
simply changes u and ZI (mod 1) and so preserves the value of F(u, U, 0). 
For the reciprocity part of the lemma, it suffices to consider those first degree p 
such that (p, df) = 1. Let 
and let B be defined by 
By Theorem 3, 
F(u, ‘u, W = IF,,, 0 (PB-~)W> 
E F((u, o)pB-I, Be) (mod p). 
But the ideal (pb)f = [p, T] has P/T = BB and 
where 
This establishes (44) and incidentally shows that all the E(c) are conjugate 
integers. 
We may consider intermediate fields as well. Let K be an extension of k 
contained in K(f) where f  # (1) need not be minimal. Let J be the subgroup of 
the ray class group (mod f) corresponding to K and let c’ denote a coset of J in 
the ray class group. Set 
E(c’) = n E(c). CEC’ 
LEMMA 8. Ifx(J) = 1 (i.e., x(c) = 1 for all c in J), then 
1 
L’(OY xl = - 6feuo ; x(0 1% I E(c’)l, 
where E(c’) are conjugate integers in K. Further if p is aJirst degree prime of norm p 
with (p, f) = 1 then 
E(c’)* = E(c’p) (mod P). 
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Proof. This is an immediate corollary of Lemma 7. 
We will now investigate the question as to how much of the exponent 12f in 
(45) is really necessary to guarantee that E(c) be in K(f) and thus that E(c’) is in K. 
For this purpose we look at 
This product is related to the number (H/h)R/(W/w) where H, R, and W are 
the class-number, regulator, and number of roots of unity of K, h = h(d), and 
w = w(1). Indeed, the product would equal (H/A)R/( W/w) if we were using the 
primitive version of each character, but we are not. Now W is a divisor of 12f 
(see Lemma 9 below) and so, if we assume d and f  are such that w(1) = 2, 
w(f) = 1, we see a divisor of 6f in the denominator of (H/h)R/( W/w) while we 
see a high power of 6f in the denominator on the right of (46). This leads us to 
suspect that (when f  has two distinct prime factors) the units E(c’) generate a 
needlessly small subgroup of the unit group of K. This is in fact the case. 
LEMMA 9. Any (12f)th root of E(c’) Zies in an Abe&m extension of k. I f  p is a 
first degree prime ideal in Q(d1/2) of norm p with (p, 12f) = 1 and p is in the class 
c’, then E(c’)/E(J)a is a (12f)th power of a number in K. Further, if K contains 
exactly W roots of unity, then W 1 12f and E(j)W is a (12f)th power of an integer 
in K. 
Proof. Up to a root of unity, we found in (45) that 
E(c)l~(12f’ = +(u, v, e) 
and +(u, v, z) is a modular function in S& . Hence E(c)r1uaf) [and so E(c’)~/(~~.~)] 
is in K(12f2), a field w ic h h incidentally contains the (12f)th roots of unity. The 
lemma now follows from Lemma 6, except for the part that W 1 12f to which we 
now turn. We return to the proof of Lemma 6 where we saw that K contains the 
mth roots of unity if and only if Ifi is definable (mod f) and has Y(J) = 1 for all 
Dirichlet characters Y (mod m). We now split W into a product of prime powers 
and consider each prime power in turn. Note that the norm of the conductor of 
Y times 1 d 1 is the product of the conductors of Y and YYy, as may be seen from 
the functional equation of L(s, Y) = L(s, Y))L(s, YYJ [here !Pd is the Kronecker 
symbol, u/,(n) = (d/n)]. 
Suppose Y is a character (mod p”) where p is prime. If  (p, d) = 1, then Y 
has conductor pa and hence 9/ definable (mod f) implies pa 1 f. Thus if (p, d) = 1 
and K(f) contains the (pa)th roots of 1, then pa 1 f. Now suppose (p, d) # 1. 
In this casep = p2 where p is prime in K. Thus the norm of the power of p in f  
easily determines the power ofp in f.  Forp odd, Ya = Y*,vl,, where d’ = d/(&p). 
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We see that with one exception for oddp, there is a primitive character Y(modp”) 
such that the conductor of Y is p*~-l and if this divides f then pa divides f. The 
exception for odd p ispa = 3 and 3 1 d. Here there is only one primitive character 
Y and the corresponding q has conductor (1). If K(f) contains (2a)th roots of 
unity for a > 1 and 2 1 d, then we proceed in a similar fashion. The task is more 
tedious since for varying d, any of Y-, , Y-s , Us may appear in ?Pd . However, 
when the various cases are listed, we find that at least one character Y (mod 2”) 
always requires that 2a-2 / f. Hence W 1 12f as claimed. 
We are now ready to prove Theorem 2 for K = Q(d112). We choose ~(1) in K 
such that l (/)l*f = E(J)W as is possible by Lemma 9 and let E(c’) = C(J)“(~) 
where p is in c’. Whichever of the possible choices of c(J) we use, l (f)rl” is still 
in an Abelian extension of k by Lemma 9. Now for p in c’, ~(c’)/e(J)~(a) is the 
Wth power of a number in K by Lemma 6 again. The rest of Theorem 2 follows 
from Lemma 8, except we have instead of part (i) of Conjecture 1 only the 
weaker 
1 
L’(op x, = - Ww(f) C,EG,J - c x(d) l%(l 4c’)l*). (47) 
It remains to show that when w(f) # 1, E(c’) can itself be chosen to be a 
w(f)th power in K of a number which is the JVth power of a number Abelian 
over lz. It suffices to show this for ~(c,,) and this in turn will follow if the corre- 
sponding+(u, et, z) is already the w(f)th power of a modular function in some F,. 
There are three types of f which we must consider. In the first case, f = ps , a 
prime ideal of norm 2. We take b = [/3, a] with (a, p2) = 1 and /? in ps (this 
being possible since either /3 or fl+ 01 is in pa). For example, we could take 
b = (1) = [w, I] with w in p2 . We have 
[CL, ~1 = bf = [/3, 24 (48) 
and so we take p = 8, v = 201. Next, we choose a,, so that 
(%) = baa = (a+ 
Thus we can take 
ag = 01 = (0, 4) p 
( > 
. 
- v 
The infinite product expansion for a,(&, z) in (9) now gives 
#3, 4, z) = !d# = [21/z *I*. (49) 
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The second case is similar. In it, f = (2) which may or may not be a prime 
ideal. However, we may still take 
with (01, 2) = 1 and no extra restrictions on fi. For example, we could take 
b = [w, 11. Here 
i+, 4 = bf = PP, 24 
and so we take p = 2& v = 2~. Next, we again choose a, so that (cy,,) = ba, = (a) 
and we can again take u = 0, v = l/2. Hence in both of these cases, we have 
E(q)) = [21/z gyr 
where 
0 = P/(24 (and p2 I 8) if f = Pa 
e = p/a if f = (2) 
in place of (45). This improves everything by a factor of 2 and this completes 
both of these cases when w(f) = 2. 
However in K = Q((-l)1/2), when f = p2 we have w(f) = 4 and so we must 
improve things by another factor of 2. Here there is only one ray class (mod f) 
and so x = xi , K = k, and W = 4. We also have the nonprimitive L-series 
evaluation, 
L’(O, Xl> = -4 1% (2). 
We write this in the form 
L’(0, Xl) = -t 1% (I 1 + i 12)> 
where (1 + ;) is in K and (1 + i) l/* is Abelian over k, all as demanded by 
Conjecture 1. 
The final case that we must consider occurs in k = Q(-3)l12, with f = ps = 
((3 + (--3)lp)/2) and w(f) = 3. Here there is only one ray class (mod f) and so 
x = x1 , K = k, and W = 6. This time, we have 
L’(0, Xl) = - ; log(3) 
= - ilog (I 3 + (-3)1’S 2 I) 2 . 
Again (3 + (-3)‘/“)/2 is in k and its sixth roots are Abelian over k. This com- 
pletes the proof of Theorem 2 in the exceptional cases where w(f) # 1. 
60713513-3 
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As an example of Theorem 2, let K = Q((-15)lj2) and f = ps = [w, 21, a 
nonprincipal ideal of norm 2 (w = (1 + (- 15)li2)/2). Here K(f) = K(1) = 
K((-3)1/7, the Hilbert class field of K and W = 6. Besides the trivial character 
x1 , we let x2 be the other ray class character (mod f). Both x1 and x2 are non- 
primitive. By Dirichlet’s class-number formula and genus theory, 
L’(0, x1) = -log 2 
L’(0, x2) = $log Eg 
where c,, = (1 + 51j2)/2 (remember the factors of 1 - x(p2)N(p,)-8). There are 
two ray classes in k, the principal class cr and the nonprincipal class ca . We have 
L’(O, x> = -4 c x(c) 1% I 4412, (50) 
c 
where 
Ir, = [w, l] in (48) and (49)] and 
c(c2) = -8 
[b = ps = [w - 2, 31 in (48) and (49)]. W e see that .~(cr) and e(c2) are conjugate 
integers in K(f), both generating the same ideal as pzs in K(f). We also see that 
r(c) is neither a square nor a cube in K(f) (in spite of the fact that p2 becomes 
principal in K(f)) so that the denominator of 6 in (50) is best possible. It is also 
easy to see that ~(c)l/~ generates an Abelian extension of k and that l (ca)/<(cr)~ is 
a sixth power in K(f) as predicted by Theorem 2 [Genus theory says that a prime 
ideal in cs of norm p # 2 or 3 has p E 5 (mod 6)]. This example shows that it 
really is the number of roots of unity in the class field, rather than the ground 
field, that is important. 
As a second example, we take a situation that has been in the limelight 
recently due to the work of Coates and Wiles [2]. Let k = C!J(&/~) be a field of 
class-number 1 and let f = pa be a power of a first degree prime ideal p of norm 
relatively prime to 6d. We take K = K(f). Here W = w(l) and. while not 
every x # xr is primitive, each L(s, X) for x # xr is the primitive L-series. By 
Theorem 2, 
(51) 
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where 
(We write r(c) in this example in place of E(C) because m(c) generates a prime ideal 
in K and because we will shortly introduce other units in K). In particular 
the denominator W in (51) is best possible. 
There is one first degree prime ideal above p and indeed, it is principal and 
generated by any of the n(c))s. To see this, it suffices to show that the quotient 
of any two a(c)‘s is an algebraic integer. But this follows from Lemma 1 since the 
quotient of any two $(u, v, 2)‘s is analytic in lj and has algebraic integer coeffi- 
cients in its q-expansion. Thus the quotient of any two .rr(c)‘s is a unit. Indeed, 
since the norm of any prime ideal of k not dividing 6d is congruent to 1 (mod W) 
(including the cases of W = 4 and W = 6) by Theorem 1, the quotient of any 
two m(c)‘s is the Wth power of a unit in K. I f  we identify the ray class group with 
G(K/k) = G d an write ~(0) in place of n(c), we can set 
By the theory of group determinants (see [l 1, Part II]), we have 
x 
where H is the class-number of K and R is the regulator of K. But by Theorem 2, 
If  we add all the columns of (log(j n(+)12)) to the first column and then subtract 
the first row from all the other rows, we get 
HR = fl L’(O, x) = Met(log(l q7 I”)) 
X#X, 
(Y, 7 # 1). 
In other words the units ey (y in G, y  # 1) are independent units in K which, 
together with the W roots of unity in K, generate a subgroup of the unit group 
of K of index precisely H. 
6. SOME NUMERICAL EXAMPLES WITH TOTALLY REAL FIELDS 
For our first example, we further explore the example on pp. 76-78 of [ll, 
Part III]. We have R = Q(51j2), f  = (37 - 17(5)112) = (2)p,, where pls is a 
prime ideal of norm 19. The group G is cyclic of order 6 and we let K be the 
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corresponding class field. A generator cr of G is the ray class containing (3). The 
remaining classes are cj = cri, 0 <j < 5, so that multiplication of classes is 
performed by adding subscripts (mod 6). With 
qs, x) = c x(c) z(s, cl, 
we found (we are working with a ten-digit calculator here), 
22’(0, co) = 2.590 906 802 = -2a’(O, c,), 
22’(0, cl) = 0.828 928 1326 = -2z’(O, c4), 
22’(0, c,) = 0.635 848 8457 = -2z’(O, c,). 
We now set 
ej = exp[-2z’(O, cj)]. 
We found numerically in Part III that the l j are units in K. (Since Conjecture 1 
has a minus sign that was not in Part III, the units l j here are the inverses of the 
units el(cj) there.) 
When J = (c, , ca , cp}, we arrive at the units 
I 
60 = ql%~4 , c; = EIE& = (e;)-‘. 
I f  K’ is the class-field of h corresponding to G/J, then K’ is quadratic over K 
and we actually proved in Part III that d is a unit in K’. Moreover, we found on 
p. 78 of Part III that c; is a square in K’ due to the fact that the nontrivial 
character x of G with x(J) = 1 has conductor prap2’. [If 2 is the primitive 
version of x, then we found that L’(0, x) = 2L’(O, $).I Now Conjecture 1 says 
K((E~)~/~) is normal over R and if this happens, Lemma 6 requires E& to be a 
square in K itself for each j. But this means 
must be a square in K itself. 
This is numerically true. Let 
The 7j should be conjugate units in K. With 
yi = 7j + 7i’, 
we find 
(x - yo)(x - yl)(x - y2) = x3 - 3.854101966x’ -4.854101966x -t 
(j = 0, 1,2). 
17.94427191. 
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By the process given in Part III we are lead to the algebraic form of these coeffi- 
cients (to 10 digits), 
1 + 3(51’S) 
= 2 3.854 101 966, 
3 + 3(51’S) 
= 2 4.854 101 966, 
9 + 4(51’2) = 17.944 271 91. 
Thus the prediction of part (ii) of Conjecture 1 is borne out in this example. 
Since 7, > 0 while 7i < 0, 7s 1’2 does not generate a normal extension of k. 
Let F be the totally real subfield of K of index 2. It corresponds to G/(c, , c,}. 
Since &(s) is calculated from primitive L-series, and one of our L-series is 
imprimitive, we have 
_ WK) R(K) = _ H(F)P(F) . ; 
2 JJ L’(O, x)- 
x&-l 
From this, it is easy to see that the units of F together with 7s ,7i , 72 , generate a 
subgroup of the unit group of K of index 8H(K)/H( F). 
For our second example, we let K = Q(51j2) again and f  = (11 - 5’/“)/2, an 
ideal of norm 29. This was the first example I calculated and was discussed in 
[12]. The group G is cyclic of order 4 and we let K be the corresponding class 
field. I f  ci generates G, we again set c* = cri. We found units Ed = c(cj) with 
log z0 = - 1.656 074 963 = --log c2, 
log ci = -0.205 890 5805 = -log ~a 
(here l s and c1 are csl and ~1’ in [12]). In this example, Q is not a square in K. 
However, if we let 
112 
CO 
l/2 
9 
l/2 
E2 
l/2 
53 
7o=E1/29 71=-p 72 = -i/5 > 73=--m' (52) 
1 2 E2 CO 
then numerically the 7$ are a complete set of conjugates of 71~ over k. 
In fact, with 
?‘5 = b + 7;' = 7j + 73+2, 
we have 
(x - yo)(x - yl) = x2 + (0.381 966 011 2)x - 7.472 135 955 
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and we find 
3 - 5112 
2 
= 0.381 9660113, 
3 + 2(5113) = 7.472 135 955, 
both numbers having conjugates bounded by 4 in absolute value. Thus the 
quotient of two E~‘S is a square in K and so K((#/2) is normal over K as called 
for. From (52) it is easy to see that G(K((~,,)l/z)/k) is Abelian and indeed, 
G(K((c$/~)/~) z Z4 x Z2 . 
As our final example, we take k = k(1) = Q@(l)) where 
/3 = /3”’ = 3.079 118 86452947847... 
is one of the three real roots of 
x3-x2 - 9x + 8 = 0. 
The other two roots are 
p = 0.878... and ,!3(3) = -2.957.... 
The field k has discriminant 2597 = 72 .53 with 1, /3, /3a forming an integral 
basis. A pair of fundamental units of k is given by 
4 =B+3, Ez =/t- I. 
We see that our character of sign has 
and so 
h(E,) = A(E,) = A(- 1) = 1 
h(E) = 1 
for all units of k. The class-number of k is 3 and the Hilbert class field of k is just 
F = k(cos(2r/7)). 
With f  = (l), G is cyclic of order 6. The corresponding class field K is a 
quadratic extension of F. A generator of G is the class c, containing the prime 
ideal 
P2 = PI 83 PI 
L-FUNCTIONS A-r s = 1. IV 233 
of norm 2. Indeed ps is nonprincipal and pas = (p), h(p) = -1. As usual, we 
write ci = crj (0 <j < 5). Let 
cj = exp(-2x’(O, ci)), cij = cj + q, 
where 
22’(0, co) = 2.622 925 879 814 5494 = -2z’(O, c3), 
22’(0, c2) = -0.726 680 919 604 612 37 = -2z’(O, c,), 
22’(0, cd) = -0.556 742 771 993 621 99 = -2z’(O, cl). 
According to our conjecture and Theorem 1 of Part III, K = Q(Q), F = Q(s). 
Once again, we calculate 
’ g(x) = (x 4(x &2)(X 4 - - - 
= x9 - (18.718 329 575 489 666) x2 + (73.354 291 283 859 894)x 
- (81.914 383 130 290 574). 
This time the coefficients are integers in k = W and this was the reason for using 
a non-Abel&r ground field for this test. The second and third conjugates of the 
coefficients of x2, X, and 1 should be bounded by 6, 12, and 8, respectively, 
and this leads us to the conjectural values 
,t?” + 3p = 18.718 329 575 489 740..*, 
5,k12 + 128 - 11 = 73.354 291283 859 894***, 
6192f 138- 15 = 81.914 383 130 291046.e.. 
Let A,, A,, and A, be the roots of 
x3 - (132 + 38) x2 + (5$ + 128 - 11) - (6p + 138 - 15) = 0, (53) 
numerically nearest 01s , 01~ , and 01~ , respectively. Our conjecture requires that 
there are numbers p, u, 7 in K = k(l) such that 
2p cos(2~/7) + 2a cos(497/7) + 27 cos(6w/7) = A,, (54 
To find these numbers, we twice apply the Frobenius automorphism of K 
corresponding to p2 and so get three equations with three unknown. We also 
get conjugate bounds for the second and third conjugates of p, a, 7. In this way 
we discover 
7p = +P - 413 - 4, 
7a=-2/3a-8/3-l, 
77 = -4p - 9p + 5. 
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With these values, the number A, given by (54) actually satisfies (53) (exactly 
and not just to 15 decimal places). It should be mentioned that the Frobenius 
automorphism of K/k corresponding to cr when restricted to F/k is still of order 3 
and so the computation which produced p, (T, r distinguished between the two 
possible isomorphisms of G and G(K/k). Th e isomorphism that worked is the 
one given in (iii) of Conjecture 1. 
Let J = {c,, , cs , c4} and K’ be the class field of k corresponding to G/J. Set 
Since K/k is quadratic, we have proved Conjecture 1 for K’. We have 
a; = <I, + (Q-’ = 4.079 118 864, 
which is in k(l), while the second and third conjugates of 4 are bounded by 2. 
In this way, we discover 
and so 
c;, = (B + 1) - ((B + 1)” - 4Y2 = (p + 1) - (EJ?,)l’” 
2 2 
(d is the smaller of ~6 and (e,$‘). Since ci is an integer, the relative discriminant 
of k(d) over k is (1) and further, E,E, > 0, while (E1E2)(i) < 0 fori = 2,3. This 
is all as it should be. 
In this example, ct, is not a square in K. If it were, then l i would be a square in 
K’ and this is easily seen to be false. Thus K((Q)~/~) is a quadratic extension of 
K and, according to Conjecture 1, is still normal over k. Let 
where all square roots are positive. Further, let 
'yj = qi + q;l = qi + 17j+3. 
We have 
(x - y,J(x - y2)(x - -,Q) = x3 - (8.560 091 847) x2 + (24.278 421 42)x 
- 22.797 448 44. 
The coefficients of x2, x, and 1 should again be in k = k(l) with second and 
third conjugates bounded by 6, 12, and 8 respectively. 
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We find 
~++-4=8.560091850, 
2/P + 4p - 7 = 24.278 421 43, 
$+4/I+ 1 =22.79744844 
satisfy all these conditions. Thus numerically, the Q are a complete set of 
conjugates of vO in K/k and hence numerically, K((E#~) is a normal extension 
of k with the Abelian group 
G(K((cJ112)/k = Z, x Z, . 
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