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Abstract
In the 1950s, relaxor ferroelectrics or relaxors were discovered and have lately received a
renewed interest in condensed matter physics. Despite the fact that the physical interpretation of
the relaxors remains the subject of controversy, their extraordinary electromechanical properties
and the resultant potential applications in industries have motivated a vast amount of theoretical
studies on different aspects.
In this thesis, based on the random field theory, an electromechanically fully coupled phase-
field model is proposed to simulate the peculiar behavior of the relaxor ferroelectrics. The model
introduces a quenched local random field to characterize the effect of the chemical disorder.
By treating the spontaneous polarization as an independent order parameter and the random
field as an internal microforce, a thermodynamic analysis is performed. The deduced nonlin-
ear constitutive and evolution equations are further discretized by the finite element method.
Numerical examples show that the model can reproduce typical relaxor features, such as the
miniaturization of domain size, the reduction of remanent polarization, and the enhancement
of large-signal piezoresponse. The influence of the random field strength on the domain struc-
ture and the hysteresis loops is also revealed and validated with the related experimental results.
Subsequently, the phase-field model of relaxors, in combination with the conventional ferro-
electric model is applied to analyze the large-signal piezoresponse for relaxor-based composites.
More specifically, a series of simulations are presented for the relaxor/ferroelectric layer com-
posites with different types of interfaces. The results confirm that the lateral strain coupling, in
addition to the polarization coupling, contributes considerably to the large-signal piezoelectric
coefficient. The lateral strain mismatch lowers the remanent strain in the ferroelectric layer
and thus increases the macroscopic piezoelectric response. It is worth to be highlighted that
the composition ratio of the relaxor constituent is optimized for different electric loadings. The
composites with higher relaxor content are inclined to obtain higher large-signal piezoresponse
with the increase of the applied electric field. These results can be referred in the future design
of high-performance relaxor-based composites.
Finally, the core-shell structures in relaxors, as well as the associated microscale features and
mechanisms are explored by the combined ferroelectric-relaxor-flexoelectric phase-field simu-
lations. For BNT-25ST at room temperature, it is found that the increased electric potential
beneath the core is responsible for the in-plane domain evolution. The resultant field-induced
domains at the coherent core-shell interface play an important role in enhancing the polariza-
tion in the non-polar shell region and thus promoting the giant strain. Moreover, at an extreme
temperature of 800 ◦C, the domain-like nanoregions found in BNT-25ST core-shell nanoparticle
are attributed to the flexoelectric effect, where the strain gradient is believed to originate from
the Vegard effect. This hypothesis is verified by the comparison between the simulation and
experimental results on the electric field mediated redistribution of the polarization.
Zusammenfassung
Relaxor-Ferroelektrika (Relaxoren) wurden in den 1950er Jahren entdeckt und haben erneut
Interesse in der Physik der kondensierten Materie erhalten. Trotz der Tatsache dass die physika-
lische Deutung der Relaxoren ein Streitgegenstand bleibt, motivierten die außergewöhnlichen
elektro-chemischen Eigenschaften sowie die sich daraus ergebenden potenziellen Anwendungs-
gebiete in der Industrie eine Vielzahl an Studien zu verschiedenen Aspekten.
Auf der Zufallsfeldtheorie basierend wird in der vorliegenden Arbeit erstmalig ein voll elek-
tromechanisch gekoppeltes Phasenfeldmodell vorgestellt, um das sonderbare Verhalten der Re-
laxoren zu simulieren. Dabei wird ein lokales Zufallsfeld eingeführt, um den Effekt der chemi-
schen Fehlordnung zu charakterisieren. Desweiteren wird eine thermodynamische Analyse un-
ternommen, bei der die spontane Polarisierung als ein unabhängiger Ordnungsparameter und
das Zufallsfeld als eine interne Mikrokraft behandelt werden. Die resultierenden nichtlinearen
Material- und Evolutionsgleichungen werden anschließend mit der Finite-Elemente-Methode
diskretisiert. Numerische Simulationen zeigen, dass dieses Modell die Merkmale von Relaxoren
wiedergeben kann, beispielsweise die Miniaturisierung der Domänengröße, die Reduzierung der
remanenten Polarisierung und die Verstärkung der Großsignal-Piezo-Antwort. Es wird insbeson-
dere der Einfluss der Zufallsfeldstärke auf die Domänenstruktur und die Hysteresen diskutiert
und durch Versuchsergebnisse validiert.
Im nächsten Schritt wird das Phasenfeldmodell zusammen mit dem Modell für herkömmliche
Ferroelektrika auf die Analyse und das Design der Relaxor-basierten Verbundwerkstoffe ange-
wandt. In diesem Zusammenhang wird eine Reihe von Simulationen für die ferroelektrischen
Verbundwerkstoffe mit verschiedenen Typen der Grenzschicht ausgeführt. Die Ergebnisse be-
stätigen, dass zusätzlich zur Polarisierungskopplung, die laterale Verzerrungskopplung einen
beachtlichen Beitrag zum GroÃ§signal-Deformationskoeffizienten liefert. Die laterale Verzer-
rungsfehlanpassung senkt die remanente Verzerrung in der ferroelektrischen Schicht und erhöht
dadurch die makroskopische piezoelektrische Reaktion.
Erwähnenswert ist die Optimierung der Zusammensetzungsverhältnise der Relaxoren in Be-
zug auf verschiedene elektrische Ladungen. Besonders die Verbundwerkstoffe mit einem höhe-
ren Gehalt an Relaxor sind geneigt, erhöht Großsignalige-Piezo-Antwort für höhere elektrische
Felde zu erhalten. Diese Erkenntnisse können in die weitere Entwicklung von Relaxoren und
ferroelektrische Verbundwerkstoffe mit verbesserter Leistung einfließen.
Abschließend werden die core-shell-Strukturen in Relaxoren sowie die assoziierten mikros-
kaligen Merkmale und Mechanismen durch kombinierte ferroelektrisch-relaxor-flexoelektrische
Phasenfeldsimulationen untersucht. Bei Raumtemperatur wird für BNT-25ST festgestellt, dass
das erhöhte elektrische Potenzial unterhalb des Kerns für die Domänenentwicklung in der
Ebene verantwortlich ist. Die resultierenden Feld-induzierten Domänen am kohärenten Core-
Shell-Interface spielen eine wichtige Rolle für die Steigerung der Polarisation in der nonpolaren
Schalenregion und damit für die Erzeugung großer Verzerrungen. Für die extrem hohen Tem-
peraturen von 800 ◦C lassen sich die domänenartigen Nanoregionen in BNT-25ST core-shell-
Nanopartikeln zurückführen auf den flexoelektrischen Effekt, wobei der Verzerrungsgradient
seinen Ursprung wohl im Vegard-Effekt besitzt.
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Chapter 1
Motivation
Ferroelectric materials are of great importance in modern society with a wide spectrum of ap-
plications. This category of material shows a number of distinctive properties. [1] For instance,
the property of high/non-linear permittivity makes the ferroelectrics as excellent material candi-
dates for high performance/tunable [2, 3] capacitors. The switchable spontaneous polarization
enables the applications of ferroelectrics in memory devices. [4] Many applications for fer-
roelectrics do not make use of the ferroelectricity itself, but of their piezoelectric effect. In
contrast to other piezoelectric materials (e.g., ZrO), ferroelectrics are not required to be single
crystal. This allows the production of polycrystalline piezoelectric and inverse piezoelectric de-
vices with a lower price and a more flexible design. Nowadays, ferroelectric-based actuators
have dominated the market with the market share of over 97 % according to the survey by
Innovative Research and Products Inc. in 2010. [5]
Among all the piezoceramics, lead-containing piezoceramics, more specifically lead zirconate
titanates (PZT) are most widely used materials in the world due to their high piezoelectric con-
stants. However, the production of lead-containing ceramics and films is harmful to the environ-
ment and health, owing to, e.g., the evaporation of PbO during the synthesis process. [6] Hence,
their lead-free alternatives receive more attention. Although no single compound can replace
PZT in the whole application range by current research, the perovskite-structured compounds,
such as bismuth sodium (Bi1/2Na1/2TiO3, BNT) based materials can serve as one of a few promis-
ing candidates with competitive electromechanical coupling effects. These solid solution-based
systems exhibit strong relaxor features, and they are categorized as relaxor ferroelectrics, or
relaxors. Understanding the physics of relaxors is essential for further applications.
Compared with normal ferroelectrics which have been intensively studied in the last century,
the study of relaxors seems distressful. The terminology of relaxor ferroelectrics first appeared
in Ref. [9], while the relaxor behavior in ferroelectrics was discovered much earlier. Table 1.1
compares the normal ferroelectrics with relaxor ferroelectrics. The relaxor nature is believed
to be originated from the site randomness. [7] Till now there are many models to describe the
relaxor features during the phase transition. Most of them can be generally subdivided into
two categories: the random field scenario, originated from the idea of Imry and Ma [10] and
applied to relaxors by Westphal et al. [11], and the dipole glass scenario in analogy to spin
glass model in ferromagnets [12]. Either of the two scenarios receives experimental supports.
1
ferroelectric relaxor ferroelectric
First discovered 1920’s 1950’s
Order/disorder long-range order short-range order
Phase transition 1st or 2nd order frequency dependent
Microstructure domain/domain wall PNRs/nanodomains
Typical material KDP, BTO PMN-PT, BNT-BT
TABLE 1.1: Comparison between normal ferroelectric and relaxor ferroelectrics, taken from Refs. [7, 8]
Although extensive efforts have been made to explore the physical origin of relaxors, there are
limited works on the discussion of the electromechanical couplings in relaxors, which are more
important in applications. Phase-field model has been proved to be an efficient tool to study the
evolution of domain structure in ferroelectrics, [13, 14, 15, 16] and the order parameter can
be fully coupled with electrical and mechanical quantities. Recently, the phase-field methods
have also been employed in the field of relaxors, see Refs. [17, 18]. Rather than generic re-
laxor models, these works regards the relaxor features are the results of either point defects or
localized nanoscale polar volumes inside a different phase. Moreover, the piezoresponse cannot
be directly simulated from these models. Therefore, a generic fully coupled phase-field relaxor
model which can reproduce and predict relaxor characteristics found in experiments is required.
There are many important issues which could be investigated with the phase-field relaxor
model. Here more attention is paid to the following two topics. (1) The role of relaxors in the
relaxor/ferroelectric composite structure. Experimentally, the relaxor/ferroelectric composites
show excellent large-signal piezoresponse. Understanding the role of relaxors in such compos-
ites is important for the designing of relaxor-based piezoelectric devices. (2) The role of relaxors
in the core-shell structure. The core-shell structures have been found in some relaxor systems,
for instance, 0.75Bi1/2Na1/2TiO3-0.25SrTiO3 (BNT-25ST). The phase-field relaxor model will
help in understanding the coupling effect at the core-shell interface and the abnormal macro-
scopic electromechanical behaviors in such core-shell structured relaxors. In the following, these
two questions are elaborated in detail.
The first question originates from the searching for a piezoelectric device with better perfor-
mance at different loading conditions. The relaxors usually need a large electric field to reach
high strain, while the ferroelectrics have a high remanent strain at null field due to their strong
hysteresis. To overcome this problem, the concept of ferroelectric/relaxor(FE/RE) composite
is introduced. Dausch et al. [19, 20] first attempted to synthesize the FE/RE composites and
fit the polarization hysteresis (P-E) of the composite using the P-E loop of the end-members.
This method is not capable of characterizing the piezoresponse nor reflecting the influence
of internal stress between different phases. Since 2014, a series of experimental work has
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been carried out, focusing on synthesizing lead-free FE/RE composites. Groh et al. found an
optimized large-signal response with a specific FE/RE ratio in (0.94-x)Bi1/2Na1/2TiO3 -0.06BT-
xK1/2Na1/2NbO3 (BNT-BT-KNN) [21] and (1-x)(0.92BNT-0.06BT-0.02KNN)-x(0.93BNT-0.07BT)
(matrix: BNT-BT-KNN, seed: BNT-7BT) [22]. The method is extended by replacing 92BNT-6BT-
2KNN with 0.91Bi1/2Na1/2TiO3 -0.06BT-0.03AgNbO3 (91BNT-6BT-3AN) by Zhang et al. [23].
They further investigated the coupling effect in the composite structures. By designing two
types of multilayer composites with interfaces perpendicular and parallel to the electrode sur-
faces, the polarization coupling effect can be separated from the mechanical coupling. The
results showed that both mechanical coupling and polarization coupling play an important
role in the enhancement of the large-signal response. [23] Ayrikyan et al. [24, 25] analyzed
the influence of composite type (0-3 or 2-2 type), porosity, residual stress on the large-signal
piezoresponse. The study of the coupling mechanism of RE/FE composite can help us opti-
mize the large-signal piezoresponse in devices. Optimizing methods, such as choosing RE/FE
end-members, tuning RE/FE ratios and engineering interfaces can be directed by the combined
phase-field ferroelectric/relaxor models.
The second question originated from the investigation of the core-shell structure in the relaxor
solid solutions. The observation of core-shell structure in ceramics can date back to the early
1980’s. [26] Recently, Rödel and coworkers found the excellent electromechanical performance
in BNT-25ST. [27] Further investigation showed that the core-shell structures within a single
grain in BNT-25ST have a strong influence on the strain output and the hysteresis. [28] Under-
standing the functions of the core-shell structure will help in designing better actuator devices.
On the other hand, there could be large strain inhomogeneity within the core-shell structure in
the relaxors. The strain-gradient may take a role in the polarization response (i.e., flexoelec-
tricity). The flexoelectric model in cooperation with the state-of-the-art ferroelectric model is
needed to study some specific phenomenon where the ferroelectric model alone cannot explain.
In short, to study the macroscopic response of relaxors and relaxor-related composite/core-
shell structures, a suitable model is required. Phase-field model can characterize the domain
configuration, at the same time reflect the electromechanical coupling effect. The state-of-the-
art phase-field ferroelectric model needs to be reviewed and further extended to the field of
relaxors.
3

Chapter 2
Basics of ferroelectric materials
The generic relaxor ferroelectric model should cover some of the key features in relaxors. To
establish such a model, the basic concepts of material properties are reviewed. Ferroelectrics
and relaxor ferroelectrics are introduced in Sec. 2.1 and Sec. 2.2, respectively. Ferroelectrics and
relaxors intrinsically have flexoelectric effect. It plays an important role in the electromechanical
coupling, especially at the nanoscale. The introduction to flexoelectricity is presented in Sec. 2.3.
2.1 Ferroelectrics
Introduction to the general topic of ferroelectric can be found in the classical textbooks, e.g.,
Refs [29, 30, 31]. The history of the research in ferroelectricity and representative works can
be found in Ref. [32]. The review of recent progress was collected in Ref. [1]. The basic
principles of ferroelectric material and ferroelectricity are mostly covered in these books or
collections. For those readers who are familiar with ferroelectricity and ferroelectric materials,
this section serves as a brief introduction. The following discussion is restricted only to the
insulating materials.
A crystal is said to be ferroelectric when it has two or more orientation states in the absence
of an electric field and can be shifted from one to the other of these states by an applied electric
field. Any two of the orientation states are identical with respect to the crystal structure and
differ only in electric field polarization vector at a null electric field [29, 30]. The polariza-
tion vector at a null electric field is defined as the spontaneous polarization. The spontaneous
polarization thus creates a direction in the crystal, which is invariant under any symmetrical
operation. This specific direction defines the polar axis of the crystal. The above discussion
indicates that the spontaneous polarization only exists in certain point groups. Hence the un-
derstanding of ferroelectricity needs the consideration of symmetry in the crystal structure.
From the point group theory, there are 32 crystallographic point groups when applying the
crystallographic restriction theorem in the 3-dimensional case. All the crystals can be classified
as one of those 32 point groups. Since all materials belong to one of those 32 point groups
possess atoms or ions with charges, the application of an electrical excitation leads to the re-
distribution of the charges, and the polarization is generated. The displacement of the ions is
reflected macroscopically to the elastic strain. This strain is always positive and originates from
the opposite shift of charged ions with different signs in the lattice. This electromechanical
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32 point groups
11 centrosymmetric
 point groups
20 piezoelectric
point groups Point group 432
polarized under 
stress
10 point groups
without polar axis
10 point groups
pyroelectrics
Ps changes with 
temperature
Ps not switchable
under electric ﬁeld
ferroelectrics
Tungsten bronze
Perovskite
.......
Ps switchable
under electric ﬁeld
FIGURE 2.1: The relationship between the symmetry and the properties of dielectric crystals. The 20 non-
centrosymmetry point groups possess a polar axis and therefore show the piezoelectric effect. If this polar axis
is unique, the material exhibits a spontaneous polarization (Ps). The temperature-dependent Ps results in py-
roelectric effect. A crystal is called “ferroelectric” if an electric field can switch this spontaneous polarization,
and these two stable states are equivalent with respect to the crystal structure.
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coupling property is called electrostriction, and the electrostrictive strain is quadratically related
to the applied field. The above discussion indicates that, Electrostriction applies to all crystal
symmetries. Of the 32 point groups, 11 point groups are centrosymmetric. A crystal having
a symmetric center does not possess any polarity at a null field, thus holds no ferroelectricity.
For the remaining 21 point groups which do not have centrosymmetry, apart from point group
(4 32), all of them exhibit piezoelectricity. This linear electromechanical effect is responsible
for the accumulated electric charge in response to the applied mechanical stress. As an inverse
effect, the application of an electric field results in the change of elastic strain. This effect is
also linear and called the inverse piezoelectric effect. Of the remaining 20 point groups, 10 of
them possess a spontaneous polarization along the polar axis. Since the configuration of the
crystal structure is a function of temperature, this spontaneous polarization is also temperature
dependent. As a result, upon heating or cooling, the spontaneous polarization will change, and
a voltage can be generated. This effect is called the pyroelectric effect.
ϵ' (
a.
u.
)
Temperature
~182 K ~278 K ~392 K
p
p p
Ba2+
O2-
Ti4+
cubic (C)tetragonal (T)rhombohedral (R) Orthorhombic (O)
FIGURE 2.2: Crystal structure and the Landau energy landscape of each phase of barium titanate. From left
to right: Rhombohedral, Orthorhombic, Tetragonal, and Cubic. Blue regions indicate lower free energy, while
dark red regions for higher free energy. The spontaneous polarization always points in the direction with
lower free energy. The permittivity graph is measured along the spontaneous polarization direction [33].
For most of the crystals belong to these 10 point groups (there are some exceptions such as
tourmaline and zinc oxide), the direction of the spontaneous polarization of the crystal can be
switched by an external electric field, and these two states are stable and identical at null field.
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Such crystals are called ferroelectric crystals. In the thesis, this definition is accepted, although
it is doubted by few scientists. They argue that in the defination of ferroelectricity, “it is not
the crystal but only a crystal plate, with certain indices, of it” has two stable states of different
spontaneous polarization at null field [34]. Figure 2.1 summarizes the relations between the
crystal symmetry (point group) and the properties of dielectric crystals.
Ferroelectricity was first discovered in 1921 by Valasek in Rochelle salt [35]. Some of the most
used and studied ferroelectric crystals belong to perovskite-type, including lead-contained PZT
and lead-free BTO. Ferroelectrics always have a non-polar cubic phase above a certain tempera-
ture. Upon cooling, the crystal structure is transferred into the phase with lower symmetry, and
the spontaneous polarization appears. Figure 2.2 illustrate the change of the crystal structure
and the Landau energy of BTO, with respect to the temperature. As the temperature decreases,
the crystal structure of BTO changes from Cubic (C) phase, Tetragonal (T) phase, Orthorhombic
(O) phase to Rhombohedral (R) phase (R-O-T-C path). The last three phases are often referred
to as polar phases. The temperature above which the materials lose their polarity is called Curie
temperature (Tc). For BTO, Tc locates around 392 K. For a tetragonal crystal structure, there are
three possible directions of the spontaneous polarization, i.e., [10 0], [0 10] and [0 01]. Each of
them has two equivalent states (positive and negative). For an orthorhombic crystal structure,
the number of the possible directions increases to 12, and for rhombohedral phase the number
is 8.
E
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Ec-Ec
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Ec-Ec
Sr
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②③
④
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⑤
⑥⑦ ⑥
⑦
FIGURE 2.3: Typical dielectric and strain hysteresis loops of an ideal ferroelectric material under uniaxial
bipolar electric field loading.
The polarization distribution within a ferroelectric crystal has a great impact on the macro-
scopic behavior. Considering the two neighboring lattices, the interaction between adjacent
lattices results in a uniform alignment of the dipole. In general, the uniform alignment of
electric dipoles only occurs in certain regions of a crystal, while in other regions of the crystal
spontaneous polarization may be in the opposite direction. Such regions with uniform polariza-
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tion are called ferroelectric domains. The first observation of domains is demonstrated in a study
of spontaneous birefringence. [36, 37] The interface between two domains is called the domain
wall. The existence of the domain wall is a result of the energy minimization. The domain struc-
tures can be influenced by the factors, including but not limited to the crystal structure, electric
field, temperature, stress, and defects. Domain wall can be categorized by the angle between
two domain orientations. For example in BTO, depending on different crystal structures, 90°
(for T-phase and O-phase), 60° (O-phase), 120° (O-phase), 71° (R-phase) 109° (R-phase) and
180° (for both R-phase O-phase and T-phase) domain walls may exist. The domain wall in fer-
roelectrics is often considered as a diffusive one, which means that the polarization within the
domain wall changes gradually. Different from ferromagnetic materials, the anisotropy of most
ferroelectric material is high. It indicates that the spontaneous polarization can hardly rotate
from the polar axis and the domain wall is thus an Ising-type. A recent study by Gu et al. [38]
shows that the domain wall also contains both Bloch- and Néel-type domain wall components.
Multidomains can be formed in the single crystal as long as it is synthesized. Under a strong
external field, a single domain can be obtained. A field reversal may switch the direction of the
domain, and the phenomenon is called domain switching. The bipolar loading can induce a 180°
domain switching. The switching process indicates a hysteresis shape of the field dependent
polarization loop (P-E loop). The response of the polarization is non-linear. The application of
external field also induces strain, and the strain response (S-E loop) is also non-linear and with
a butterfly shape. The schematic P-E and S-E loops of an ideal ferroelectric single crystal are
depicted in Fig. 2.3. The state at point 1 represents the virgin state with randomly polarized
domains. Above certain external field, the monodomain forms (point 2 ) and the polarization
increases linearly with the external field, which represents the pure dielectric response to the
external field. Different from the spontaneous one, this contribution to the total polarization
is reversible. When the external field is removed (point 3 ), the polarization for this state is
called remanent polarization. Similarly, the strain at this state is called remanent strain. For a
perfect single crystal, this value is usually equivalent to the spontaneous ones. If an external
field is applied in the opposite direction and exceeds a specific threshold value, the polarization
changes its sign (from point 4 to point 5 ). This critical field is referred to as the coercive field
Ec. If a reverse field is applied again, the state goes back to point 2 and the whole hysteresis
loop completes.
Not only the external field but also the mechanical stress can induce domain switching. This
effect is called ferroelastic switching. In the tetragonal phase, the domain switching can be either
90° or 180° by the electric field, while it can be only 90° switching by the mechanical loading.
(Fig. 2.4) It implies that the polarization and strain response under the mechanical loading
is also non-linear. This effect is called ferroelasticity. The schematic polarization and strain
responses of an ideal ferroelectric material under unipolar stress loading are depicted in Fig. 2.5.
When above some stress threshold, the monodomain state is transferred to a multidomain state.
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The domain cannot be switched back by pure mechanical loading. The linear part of the P-σ loop
represents the piezoelectric effect, which can be characterized by the piezoelectric coefficients.
The linear parts of the "-σ loop represent the typical elasticity region governed by Hooke’s law.
The above discussion mainly focuses on the properties in single crystal ferroelectrics. Due
to the cost and process complexity, single crystals are rarely used for industrial piezoelectric
applications, while polycrystalline with multigrains provides a fair solution. Considering that
nonferroelectric piezoelectric ceramics are macroscopically isotropic with negligible piezoelec-
tric coefficient due to random orientation of grains, ferroelectric ceramics seems to be the best
candidate for piezoelectric applications. After the initial poling process, the grains are aligned to
the polar axis close to the direction of the external field and the ceramic becomes polar. There-
fore, the prepoled samples can be utilized for piezoelectric applications. The strain response
under external field contains three parts, i.e., the spontaneous part, the inverse piezoelectric
part, and the electrostrictive part. The spontaneous part is irreversible when the field is re-
moved and is related to the spontaneous polarization. The inverse piezoelectric part is linear to
E
E
180
°
90°
90°
90°
σ
σ
field-induced 
domain switching
stress-induced 
domain switching
FIGURE 2.4: Ferroelectric domains can be induced by either electric field or mechanical stress. The latter one
can make the domain switching in four possible equivalent stats in tetragonal phase.
σ
P
σ
ε
FIGURE 2.5: Polarization and strain response of an ideal ferroelectric single crystal under unipolar mechani-
cal loading. The response is not necessarily linear.
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the external field and the process is reversible. The relation between the mechanical components
(stress and strain) and the electric parts (electric field and electric displacement) is represented
by a couple of piezoelectric tensors, which will be introduced in the Chap. 4. The electrostrictive
part is quadratically related to the external field. Despite the region near the phase transition
temperature (e.g., Tc), the electrostrictive effect in ferroelectrics is usually weak compared with
piezoelectricity. In some ferroelectric models, the electrostrictive effect is ignored. In Sec. 2.3,
another contribution to the electromechanical coupling effect, i.e., flexoelectric effect is intro-
duced. With this effect considered, the polarization gradient (or the electric field gradient) can
also contribute to the total strain response.
Till now, there are numerous models on ferroelectrics in different aspects. In sub-lattice
scale, electron behaviors can be captured by utilizing the quantum mechanic theory (ab ini-
tio calculation). At the atomic scale, molecular dynamics (MD) and lattice-based Ising-model
provide a possibility to study the problem in the range of a few nanometers. For the behav-
iors of ferroelectric single crystal and piezoceramics, the continuum theory is an appropriate
tool. Different continuum theories on the nonlinear ferroelectric and ferroelastic behaviors
have been established in the last 30 years and they can be categorized into different types.
In micro-electromechanical models, the switching of the domain variants (e.g., spontaneous
strain) occurs if the work done by the applied stress and applied electric field achieves a critical
level. [39] This theory assumes that the single crystal is comprised of only one domain variant.
This model is further modified to allow the contribution of multidomains by introducing the
volume fractions of different domain variants. [40] In phenomenological constitutive models,
the electromechanical hysteresis effects are reflected by a set of internal history dependent vari-
ables. [41, 42] In this approach, the free energy consists two parts, i.e., the reversible part and
irreversible part. In thermodynamically consistent macroscopic constitutive models, the irre-
versible part of the free energy is assumed as a function of a set of internal variables while the
reversible part of the free energy is responsible for the piezoelectric effect. [43] Recently, phase-
field models have been employed to study the polarization switching and the nonlinear behavior
of ferroelectrics. Phase-field models distinguish themselves from other models in the following
aspects. First, rather than domain variants, the evolution of ferroelectric domain structures is
reflected by a set of order parameters. The order parameter represents the ordering or the sym-
metry within the system. Second, rather than sharp interface assumption, the order parameter
changes its magnitude at the interface. Therefore, the phase-field models offer the possibility to
introduce the domain wall energy into the free energy terms by directly providing the gradient
of the order parameter. Moreover, the electric and mechanical properties can be coupled with
the order parameters. By a proper choice of the free energy, a electromechanically fully coupled
model can be established within the phase-field framework. This thesis mainly focuses on the
domain, domain walls and their interaction with the electric field and mechanical loading in
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relaxors by the phase-field model. The model is further extended to study the relaxor-based
ceramics by some additional treatment.
2.2 Relaxors
Relaxors are a class of ferroelectrics with unique properties. It is first discovered by Smolen-
skii [44] where he found, in his words, “ferroelectrics with a diffuse phase transition” in PMN.
Since then, new material systems are discovered, which show similar relaxation features to
PMN. In the vital review articles by Cross [9, 7], the relaxors are distinguished from normal
ferroelectrics by three characteristics. First, the dielectric response of relaxor is diffusive and
frequency-dependent. The temperature of the permittivity peak is shifted to a lower value
with the increase in frequency. A strong dispersion in the imaginary part of the permittivity
is also a key feature of relaxors. Second, the ferroelectric hysteresis response slowly decays
with the increase in temperature. Unlike the ferroelectrics with first-order phase transition, the
spontaneous polarization is gradually reduced as the temperature increases, and the hysteresis
behavior becomes weaker. Third, relaxor shows no evidence of optical anisotropy or x-ray line
splitting at lower temperature. In other words, there is no distinct macroscopic structural phase
transition when the temperature decreases to a lower value.
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FIGURE 2.6: Three features of relaxors: (a) Temperature-dependent permittivity in relaxors shows a diffu-
sive and frequency dependent behavior. [45] (b) The P-E loop gradually lose its hysteresis property with
the increase in temperature. [46] (c) XRD and optic evidence of no macroscopical symmetry change in
relaxors. [9]
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The relaxor behaviors found in some ferroelectric materials are, for a long time confusing to
the ferroelectric community. Taking PMN as an example, one can find the spontaneous polar-
ization, typical hysteresis loop, and domain structure in such a material system. These typical
ferroelectric properties indicate a strong dipole correlation. However, the dielectric relaxation
process usually related to the weak polarization correlation. This contradiction triggers the de-
velopment of new models to explain such an abnormal phenomenon. In the following parts,
the current understanding of relaxors is reviewed. Some good reviews on relaxor models can
be found in the work by Bokov and Ye [47], Kleemann [48] and Ahn et al. [8].
The debating on the physical mechanism in relaxors’ behaviors lasts for more than half a
century. However, the consensus on the origin and the underlying mechanism for the features
in the relaxors do not seem to be reached. The established model included but not limited to
the diffuse phase transition model [49, 50], the super-paraelectric model [9], the dipolar glass
model [51], the WKG model [11], the random-site model [52], the bi-relaxation model [53],
and the spherical-random-bond and random-field model (SRBRF model) [54]. All of these
models can be roughly categorized into two scenarios, the dipole-glass model which originates
from the idea of spin-glass theory in magnet alloys [55] and the random field (RF) model which
originates from the idea of Imry and Ma [10]. The two theories show discrepancy on the picture
of the crystal symmetry breaking under the cooling process which is shown in Fig. 2.7. Both of
them receive a vast amount of experimental and theoretical supports.
T T
E E
Tc
ferroelectric
domain
ferroelectric
nano domain
with RF
ferroelectric
non-ergodic ergodic relaxor
Tf
×
(a) (b)
FIGURE 2.7: Schematic phase diagram of two relaxor models. (a) RF-type model; (b) dipolar glass-type
model. Adopted from Ref. [56]. The matrix surrounding the PNRs are centrosymmetric.
A good example for the first category of relaxor models is the superparaelectric model. In
superparaelectric model, one believes that the energy barrier for polarization switching in fer-
roelectrics decreases with the size reduction. When the size decreases to some threshold value
(kbT), the thermal disruption becomes critical, and the clusters of polarization become unsta-
ble. [49, 57] Cross seems to accept this picture, and in 1987 he pointed out that analogy to
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magnetism, “small polar micro-volumes postulated to existing in the relaxor ferroelectric could
over some range of sizes, be unstable in a similar manner, giving rise to analogous superpara-
electric properties.” [9] Therefore, one can easily expect that the dielectric relaxation is slowing
down and finally frozen during cooling. The further theoretical analysis found that the Arrhe-
nius equations fail to characterize this relaxation rate. Instead, a so-called Vogel-Fulcher (VF)
relation can successfully describe measurement ac frequency f and temperature Tm where the
relaxor reaches its maximum dielectric permittivity [58],
f = f0exp
− EA
kb(Tm − T f )

(2.1)
where f0, EA, and T f are constants. Moreover, it is demonstrated that T f is called the freezing
temperature. Viehland et al. [51] gave a clear physical “picture” of T f . Ferroelectric long-
range order “thaws” at T f forced by an electric-field-cooling procedure. From Eq. (2.1), the
measurement frequency is infinite small when T=T f , indicating the relaxation time becomes
infinite. This equation is reduced to the Arrhenius equation if T f = 0. The permittivity in the
range between T f and Tb can be fitted by some empirical relations, generally with a Lorenz-type,
ε0
ε′ − 1 =
(T − TA)2
2δ2
, (2.2)
where ε0, TA, and δ are constants. Furthermore, recent studies on the heat capacity of PMN
or PMN-PT single crystals revealed that a glass-like behavior really exists in the nonergodic
relaxor phase, which can be removed by the application of the external electric field, strongly
supporting the dipole-glass model [59, 56].
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FIGURE 2.8: Phase diagram of the canonical relaxor with the interpretation of dipole glass or polar nanore-
gion scenario. The insert Landau energy shows the idea of the superparaelectric model. Adapted from
Refs. [47, 56, 8].
With such a model, one can get the picture of the different phases in relaxors separated by
some characteristic temperatures. Starting from the higher temperature, there is a paraelectric
14 2. Basics of ferroelectric materials
(PE) or cubic phase, which is similar to that of ferroelectrics. Upon cooling, they transform into
the ergodic relaxor (ER) state, in which PNRs with randomly distributed directions of dipole
moments appear. This temperature is the so-called Burns temperature (Tb). This relaxor phase
is named “ergodic” for the reason that the PNRs in this phase are dynamic, and hence the field-
induced phase transition is reversible. As the temperature further decreases from Tb, PNRs
become less dynamic. At a low enough temperature, or frozen temperature (T f ) (typically
hundreds of degrees below Tb), the relaxation time of the PNRs is unlimited, and the state
is called nonergodic state. In this state, the material behaves more like a normal ferroelec-
tric, although the dielectric response is still frequency dependent. A critical phenomenon for
nonergodic relaxors which distinguishes them from typical dipole glasses is that they can be
irreversibly transformed into a ferroelectric state by a strong enough external electric field. For
some relaxors (e.g., PMN-xPT with large x), this phase transition to the ferroelectric state is
spontaneous. This phase transition is not a ergodic-nonergodic one, but an ergodic-ferroelectric
one.
In the other approach first proposed by Westphal, Kleemann and Glinchuk (known as WKG
model), the physical picture is completely different. They questioned the “static freezing” at
T f , and arguing that dielectric relaxation continuously slows down even below the so-called
“freezing” temperature. The relaxor behavior is rather driven by the quenched RF. This idea
comes from the classical work by Imry and Ma [10], where they point out the ordered state
of an extensive system can be unstable against an arbitrarily small static (or “quenched”) RF.
The original object of Imry and Ma is to answer whether the symmetric is still stable with
small disruption by the random field. Considering an isotropic n-component model for phase
transition with an order parameter1 field pi coupled with a RF fi(x), the Hamiltonian of the
system is
H = −
∫
(dx)dpi(x) fi(x) (2.3)
where d is the dimension of the system. The RF f (x) has two properties, i.e., zero mean value
and short-range spatial correlation. When the system is split into domains of size L, the system
will gain bulk energy of O (Ld/2), and lose surface energy (due to the existence of domain wall)
of O (Ld−2) [60] per domain. Thus if
d/2≤ d − 2 or d ≤ 4, (2.4)
for an arbitrarily small RF, there will always exist a large enough L, so that the system is energet-
ically favorable to break into the domains with the size of L. This result theoretically supports
the splitting of the domains with small RFs. One may note that the above calculation takes
1 Here, an “order parameter” is a measure of the degree of order across the boundaries in a phase transition
system. It usually reflects the symmetry of a system. This concept will be in detailed discussed in Sec. 4.5.)
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into account the energy contribution from the domain wall. In a simple Ising model where the
domain wall energy is ignored, the value on the right-hand side of Eq. (2.4) is 2. It means that
in the RF Ising model [61], the RF can disturb long-range order only for 1-dimensional case.
Following the idea of Imry and Ma, Westphal et al.[11] proposed a random-field-induced nan-
odomain state in relaxors, see Fig. 2.7. They give four arguments in their original paper against
the dipolar glass interpretation: (i) The presence of slow relaxation (longer than 103 s) during
a field cycling well-below T f . While the dipolar glass model believes the relaxation vanishes at
such low temperature. (ii) The presence of Barkhausen jumps implying discontinuous domain
rearrangements. While in dipolar glass model, the depinning of the nanodomains takes place
on submicrometer length, and hence the linear birefringence should be continuous. (iii) The
electric field induces an additional peak in both ε′ and ε′′. The broadness and the position
of the peak decrease with an increasing electric field. They believe the additional peak is the
sign of the percolating cluster of the RF nanodomain structure. [62, 63] (iv) The presence of a
power-law decay of the isothermal remanent polarization that signifies the reconstruction of a
nanodomain state at zero fields.
The existence and the functionality of the RF are also supported by other experimental obser-
vations. By piezoresponse force microscopy (PFM) [64, 65, 66], the miniaturization of the
domain structure evidences the correlation between the RF and the order parameter. The
random field can stabilize polar nanoregions against thermal fluctuations. The evidence of
quenched RF is presented by Kalinin et al. using switching spectroscopy PFM [67].
One of the most notable achievements of the RF model is its successful explanation for
the ferroelectric-to-relaxor alternating during isovalent substitution, in the systems such as
BaTi1-xSnxO3 (BST) [68, 45] and BaTi1-xZrxO3 [69, 70]. The charge disorder resulting from
a chemical inhomogeneity has long been considered essential for the formation of PNRs. How-
ever in this case, there is no charge disorder expected due to the isovalent substitution. The
responsible mechanism for the induced relaxor state by isovalent substitution can be attributed
to the development of “random local strain” fields that may originate from “ferroelastic domain
states”.
Based on the above theories, numerical simulations are presented focus on different aspects
of the relaxor behaviors. In Monte-Carlo simulation, Ma et al. proposed a lattice-based re-
laxor model by introducing the random field to the existing of ferroelectric Hamiltonian. [71]
Wang et al. established a relaxor model based on a phase-field ferroelectric model by intro-
ducing point defects. [72] Li et al. proposed a phase-field relaxor model by introducing of
an orthorhombic second phase (regarded as PNRs) into the tetragonal ferroelectric phase in a
PMN-PT system. [18] Calculations based on quantum mechanics, e.g., ab initio calculation are
also adopted to study the origin of the mechanism of relaxor behaviors in atomic or even sub-
atomic scale. For these contents, the readers can refer to the works, e.g., by Gröting et al. [73]
Akbarzadeh et al. [74] and Hinuma et al. [75].
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The above discussion is more focused on the physical origin of relaxor behaviors. In addition
to that, the large strain response found in relaxors have received considerable attention in the
scientific and industrial community, especially in lead-free community. The review of the current
status can be found in Ref. [8, 46, 76, 77] or the review of more recent progress by Rödel et
al. [78]. The electric-field-induced large unipolar strain was first reported in a BNT-based lead-
free piezoceramic by Zhang et al. [79, 80, 81]. The unipolar strain performance can be evaluated
by the large-signal response
d∗33 =
"max − "min
Emax
, (2.5)
where "max is the maximum strain, "min is the minimum strain, and Emax is the applied electric
field, respectively. The strain response of BNT-based piezoceramics can be as large as 0.4 %, and
d∗33 of around 900 pm/V, which makes them competitive to commercially favored soft PZT-based
piezoceramics. The reason for the large strain response was initially assumed to the reversible
phase transition between paraelectric and field-induced ferroelectric phase during each unipolar
cycle. The experiments showed that this assumed paraelectric phase was actually an ergodic
relaxor phase [82]. Taking into account the expression of d∗33 in Eq. (2.5), the key to obtain large
strain response appears to be the generation of the macroscopically paraelectric phase at the null
field (this will lead to a reduction of "min), and the controlling of the phase transition properties
(e.g., increase the "max with lower Emax). The generation of the macroscopically paraelectric
phase can be achieved by, e.g., aging in hard ferroelectrics, introducing antiferroelectric phase,
paraelectric phase, relaxor phase or designing composite. The increase of "max or the decrease
of the poling field can be achieved by introducing an easier phase transition to the ferroelectric
phase. It requires the free energy of the system to be close to its ferroelectric counterpart. These
kinds of piezoelectric ceramics is called “incipient” piezoceramics. Among the aforementioned
methods, the design of relaxors and relaxor related composites are of practical importance due
to their exceptional thermal and cyclic stability.
There are a large number of lead-free relaxor families. [77] One of the most important family
is BNT-based relaxors. BNT itself shows typical features of relaxor ferroelectrics. By forming the
solid solution, for instance, with BTO of 7% mol, the material favors unique properties, e.g.,
large piezoresponse and large dielectric permittivity. Such compositional intermediate state
between two different structures (e.g., for BNT-xBT, it is the intermediate state between R-phase
and T-phase) is called morphotropic phase boundaries (MPB). [83, 84] Other examples with the
utilization of MPB include, BNT-based bicomponent (1-x)BNT-xSrTiO3 (x>0.25) [85, 86], xBNT-
(1-x)NaNbO3 [87], (1-x)BNT-xBiFeO3 [88], (1-x)BNT-xBiLiTiO3 [89], BNT-Ba(AlNb)O3 [90],
BNT-PT [91], BNT-BKT [91], tricomponent BNT-BT-KNaNbO3 [92], BNT-BT-AgNbO3 [93], BNT-
BT-BKT [94] etc., BT-based BT-BaSnO3 [44], BT-BiScO3 [95], BT-KNbO3 [96], etc., KNN-based
KNN-LiSbO3 [97], KNN-SrTiO3 [98], etc., and Ba(ZrTi)O3-(BaCa)TiO3 (BZCT) family [99, 100,
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101]. More combinations and the phase diagrams can be found in Ref. [102]. Figure 2.9
summarized the large-signal behavior of parts of the lead-free relaxor at room temperature.
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FIGURE 2.9: The large signal piezoelectric coefficient (at room temperature) as a function of depolarization
temperature for KNN-based, BCZT, BNT-based, BNT-based Incipient piezoelectrics, PZT and FE/RE composite.
Data are collected from Refs. [78, 93, 23].
As mentioned above, the incipient lead-free piezoceramics show great potential in replacing
the current market-dominating PZT-type piezoceramics, due to their field-induced giant strain.
However, the required electric field for triggering the giant strain in the incipient lead-free
piezoceramics is relatively high (for instance, BNT-7BT at 6 kV mm−1), and the large hystere-
sis also restricts their application area. Thus the relaxor/ferroelectric composite is proposed to
overcome the disadvantages above. [23, 22, 21, 103] It should be noted that, the temperature-
frequency dependent permittivity measurement and other methods prove that, the ferroelec-
tric end-members adopted in most of the ferroelectric/relaxor composites are ergodic relaxors.
However, it makes little difference if one views them as normal ferroelectrics, when dealing with
the electromechanical response under slow (compared with relaxation time) field loading.
A composite material is a kind of material made from two or more constituent materials with
significantly different mechanical, physical, or chemical properties that, when combined, pro-
duce a material with characteristics different from the individual components. Different from
materials with multi-phases or solid-solutions, the individual components remain separate and
distinct within the structure. The idea of designing dielectric composite for better performance
can date back to the earlier of the twentieth century. The theories of predicting properties of
composites based on the properties of end-member materials are useful and in strong demand.
Early attempts to theoretically predict the dependence of the electrical properties of the com-
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posite with volume fraction were made by Maxwell and Wagner by a spherical model. [104] Di-
electric constants of parallel and series model are in detail discussed in Ref. [105]. Pauer [106]
discussed the dielectric properties of piezoelectric ceramics based on serial, parallel, spheri-
cal, and cubic models. Banno [107] described the theoretical consideration for the dielectric
and piezoelectric constants of 1-3, 0-3, and 3-0 type. The theoretical analysis of ferroelectric
composite considering the hysteresis effect is accomplished by Dausch in Refs. [19, 20]. As the
simplest and mostly studied composites, i.e., 2-2 type serial ferroelectric composites, they can be
in general modeled as two serial connected capacitors. Therefore, the summation of the voltage
applied at each phase equals the total applied voltage, while the charges generated (thus the po-
larization) at the interface are the same between layers. It is the so-called polarization coupled
model. Zhang et al. [23] experimentally proved that there is an additional mechanical coupling
accompanied by polarization coupling in the strain response in ferroelectric/relaxor composite,
although the numerical and theoretical analysis are needed. Moreover, this ferroelectric/relaxor
structure was also found in the microscopic scale. The so-called “core-shell” structure found in
the relaxors ceramics are actually 0-3 type ferroelectric/relaxor “composite” within a grain. [28,
108] The exceptional piezoelectric properties can be ascribed to the interaction between these
two distinct phases.
In short, relaxor ferroelectric materials are of great interest for their abnormal relaxation
behaviors and exceptional electromechanical properties. The models for the relaxors can be
in general categorized into two types, RF model and dipole-glass model. Each model is sup-
ported by some experimental arguments. The relaxors show great applicability in giant strain
actuators. The ferroelectric/relaxor composite/core-shell structures can overcome some disad-
vantages usually found in relaxor materials themselves.
2.3 Flexoelectricity
For all dielectrics, including ferroelectrics and relaxors, there exists an electromechanical cou-
pling effect called flexoelectricity, which does not depend on any symmetry of the crystal struc-
ture in the materials. It is a generic effect for any insulators and even semiconductors. The basic
concepts of flexoelectricity are briefly introduced in this section, and a more comprehensive dis-
cussion will be shown in Sec. 7.3.
The flexoelectric effect is an electromechanical effect in which the dielectric polarization ex-
hibits a linear response to a gradient of mechanical strain. [109] Different from ferroelectricity
or piezoelectricity, flexoelectricity is a universal property exist in the non-conductive material
irrespective of the crystal symmetry.
Flexoelectricity was first observed in liquid crystals [110], while it is rarely mentioned in
piezoelectric ceramics owning to its relatively small magnitude, compared with other elec-
tromechanical coupling effects. This situation is changed after a series of systematic experi-
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mental investigations on the flexoelectric effect in the ferroelectric ceramics reported by Ma and
Cross in the early 2000s, see e.g., Refs. [111, 112]. The researchers are intrigued to study flex-
oelectricity and its applications for several reasons. First, there are no symmetry requirements
(unlike non-centrosymmetry limitation for piezoelectricity) for flexoelectricity. Therefore, this
effect provides more choices for materials in electromechanical coupling applications. Second,
the flexoelectric effect is positively correlated with strain gradient, and the strain gradient is
more pronounced in smaller length-scale. [113] Hence, the design of nanoscale devices par-
ticularly needs the consideration of flexoelectricity. Third, for some materials with large strain
inhomogeneity, e.g., relaxors, flexoelectricity can help us explain some abnormal phenomena.
Net negative charge
Flexo-induced polarization
Cations
Anions
FIGURE 2.10: Schematic figure of flexoelectricity. For a material with centrosymmetric crystal structure
(e.g., m3m for perovskites), the application of a uniform strain does not generate polarization, while a
strain gradient does.
Figure 2.10 shows the microscopic mechanism of flexoelectricity. Uniform strain does not
break inversion symmetry and hence cannot generate polarization in a centrosymmetric ma-
terial. However, a strain gradient (here in Fig. 2.10 due to bending) can break the inversion
symmetry, and therefore lead to relative displacements of the centers of both negative and posi-
tive charges. The black arrows Fig. 2.10 represent the resultant polarization, which is referred to
as the flexoelectric-induced polarization. Similarly, the inhomogeneity of polarization can also
generate strain, which is called inverse flexoelectricity. The flexoelectric effect is conventionally
expressed by a fourth-rank flexoelectric tensor µi jkl , which was offered by Kogan in 1964 [114].
In 1968, a phenomenological framework for the flexoelectric effect was proposed by Mindlin et
al. [115]. By an energy minimization process, the electric field can be related to the strain gradi-
ent by a flexocoupling tensor fi jkl . The flexocoupling tensor can be transformed into flexoelectric
tensor by the dielectric susceptibility tensor χkm through the following equation:
µi jkl = χkm fi jml . (2.6)
The detailed discussion on these coefficients will be presented in Sec. 7.3.
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When one of the following situations appears, the role of the flexoelectric effect becomes
significant:
• Flexocoupling coefficients are large, e.g., for ferroelectrics and some complex oxide ceram-
ics [116]. For barium titanate ceramics above the Curie temperature, the experimentally
measured flexocoupling tensor can be as large as 560 V [109].
• The other forms of electromechanical coupling effects are absent. One example is the
paraelectric phase of ferroelectric material above the Curie temperature. Another example
is the material which is intrinsically centrosymmetric, e.g., NaCl crystal.
• The strain-gradient is large, which is usually the case when considering larger polar
molecules, soft materials, [117] and biomaterials [118]. For example, there is a postu-
lation that flexoelectricity may take a role in the energy transformation in inner mitochon-
drial. [119]
• The critical length of the system is small. The strain gradient is inversely proportional
to the size. That is the reason why there are a lot of abnormal phenomena and appli-
cations attributed to the nanoscale flexoelectricity. [113] In nanoscale devices, such as
microelectromechanical systems (MEMS), there have been some attempts of flexoelectric-
based applications [120, 121].
There are plenty of numerical simulations of flexoelectric effect focusing on different scales.
Using first principle calculations, Hong et al. calculated the flexoelectric coefficients of BTO
and STO [122], and other materials [123, 124]. Ponomareva et al. [125] calculated the flex-
oelectric tensor for BST solid solutions. Based on strain-gradient elasticity theory, Mao et al.
developed a flexo-electro-elastic model and presented the analytical and numerical solutions
with different loadings, geometries, and defects. [126, 127, 128] Other flexoelectric contin-
uum models include but not limited to the following works, e.g., Sharma et al. [129], Abdollahi
et al. [130]. These models are the extension to the piezoelectric model. In the phase-field
approach, Gu et al. [38] calculated the influence of flexoelectricity on the domain wall in ferro-
electrics. Chen et al. modeled the flexoelectric effect in ferroelectric epitaxial thin films [131]
and bulk materials [132]. Though plenty of flexoelectric models have been developed, there are
still some challenges. For example, the experimentally determined flexoelectricity tensor and
first principle calculations are incompatible, sometimes different with one order of magnitude.
The underline mechanism should be extensively studied. Moreover, there are limited finite el-
ement implementations of the phase-field ferroelectric-flexoelectric model. Blanks in this field
still need to be filled.
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Chapter 3
Objectives of the thesis and outline
3.1 Objectives
The research objective of this thesis is to establish a generic phase-field relaxor model and ap-
ply the model to different problems. Considering the state-of-the-art development of the theory
of the relaxor model, there is still a debate on the physical origins of relaxor features in relaxors.
Nevertheless, to build a generic phase-field model, a proper theory should be selected. On the
other hand, the relaxors have been made use of in a variety of fields. The numerical study on
the relaxors, especially in terms of the electromechanical response, is needed in industry. Based
on the above considerations, this study pursues answers to the following research questions:
1) Which relaxor theory can generally reflect the domain miniaturization in relaxors?
2) What is the influence of the random field on the domain structure? How?
3) What is the influence of the random field on the hysteresis loops and strain response?
How?
4) How to model different kinds of relaxor materials, for instance, relaxors with small hys-
teresis and the relaxors with nonpolar-polar phase transition?
5) What is the strain response of the relaxor/ferroelectric composite under unipolar loading?
6) What is the role of the coupling effect between different layers in relaxor/ferroelectric
composite. How do they influence on the large-signal piezoresponse?
7) How can we design relaxor/ferroelectric composites for a better performance?
8) In the core-shell relaxor/ferroelectric structure, how does the core-shell interface influence
the polarization distribution, and therefore, the overall performance?
9) In the core-shell relaxor/ferroelectric nanoparticle, will the strain-gradient be large enough
to generate the flexoelectric-induced polarization? Can we make use of the flexoelectric
effect within the core-shell nanoparticle?
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3.2 Outline
The thesis is outlined in the following.
Chapter 2 gives a brief introduction to the ferroelectrics (in Sec. 2.1) and relaxors (in
Sec. 2.2). It is followed by a brief introduction of flexoelectricity (Sec. 2.3).
Chapter 4 offers an overview of the basic theory of electrostatics, continuum mechanics and
electromechanical coupling, which will be used in the next chapter when developing the phase-
field relaxor model. The Landau-Devonshire theory (Sec. 4.4) and phase-field theory (Sec. 4.5)
are introduced thereafter.
In Chap. 5, a generic phase-field relaxor model based on random field theory is proposed, in
which the microforce theory is utilized. It is followed by a few simulation examples, including
the domain configuration, hysteresis loops, ferroelastic response and the ferroelectric response
with the additional mechanical loading.
Chapter 6 focuses on the simulation of the relaxor/ferroelectric layered composite. To
simulated the “incipient” relaxor piezoceramics, the previously developed relaxor model in
Chap. 5 is modified, through which the field-induced nonpolar-polar phase transition can be
reflected. By presenting a series of simulations on the multilayer lead-free ceramic/ceramic
relaxor/ferroelectric composites, the large-signal response is optimized. In order to find the
mechanism of the coupling effect in the layer composites, three types of interface are intro-
duced.
In Chap. 7, a typical microstructure found in relaxor/ferroelectric solid solutions, i.e., the
core-shell structure is investigated. After a brief review of the core-shell structure (Sec. 7.1), the
phase-field simulation on the relaxor/ferroelectric core-shell particle is presented to explain the
remanent domain structure found in the BNT-ST sample by a piezoresponse force microscopy
(Sec. 7.2). After introducing the flexoelectric phase-field model (Sec. 7.3), Sec. 7.4 explains
the domain-like nanoregions found in BNT-ST nanoparticle at an extreme temperature by a
phase-field flexoelectric-ferroelectric model.
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Chapter 4
Basic theories
The phase-field ferroelectric models developed in this thesis involve both the electrical and
mechanical quantities. In this chapter, the fundamental equations in electrostatics and mechan-
ics are introduced in Sec. 4.1 and Sec. 4.2, respectively. The coupling between electrical and
mechanical quantities can be categorized into piezoelectricity, electrostriction, and flexoelec-
tricity, which are discussed in Sec. 4.3. As a prerequisite for the ferroelectric phase-field model,
the Landau-Devonshire theory is introduced in Sec. 4.4. The phase-field theory is eloborated in
Sec. 4.5.
4.1 Electrostatics
The classical complete description of the electromagnetic fields can be covered by Maxwell
equations [133]. For ferroelectrics, the electrodynamic effect and electro-magnetic effect are
usually neglected, and hence the electric properties in ferroelectrics involve only the electrostat-
ics. In this section, The basic concepts of electrostatics are introduced, which can also be found
in the classic textbooks of Landau and Lifshitz [134], Morin and Purcell [135]. More attention
is paid here for the properties of polarization, since it plays an essential role in ferroelectric
behavior.
4.1.1 Charge, electric field, and electric potential
Electrons and protons possess charge. The electric charges are in nature quantized, which
means that it comes in integer multiples of individual small units. One unit charge is called the
elementary charge, with the magnitude equals to a single electron. This magnitude is denoted
by e, with the value of around 1.6021766208(98)×10−19 C [136]. The interaction between two
stationary electric charges is described by Coulomb’s law. The electrostatic force experienced by
a charge qa at position x
a
i in the vicinity of another charge qb at position x
b
i in vacuum equals
to
F ai =
qaqb
4piε0
(xai − x bi )
r3
, (4.1)
where r is the distance between the two positions. Equation 4.1 is called Coulomb’s equation.
The electrostatic force experienced by charge q0 from a group of charges (qa, qb ...) follows the
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simple superposition principle, i.e., the summation of the electrostatic force from all the other
charges. For a continuum description, discrete charges qi is replaced by a charge density %(x i).
A continuous and bounded charge density %(x i) can be defined using volume average over some
representative volume V R:
% =
1
V R
N∑
j=1
q j, (4.2)
where (q1, q2 ... qN) are the individual charges within the representative volume. The represen-
tative volume in dielectrics is usually much smaller than the region of interest, and much larger
than the charge couriers.
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FIGURE 4.1: The Coulomb interaction between a test charge q0 and a continuous charge distribution % within
the volume of interest.
The Coulomb’s equation thus can be generalized from point charges q to continuous charge
distributions. Considering a continuum body B , the electrostatic force experienced by test
charge q0 at position x
0
i in the vicinity of a charge density field %(x i) is
Fi = q0
∫
B
%
4piε0
(x0i − x i)
r3
dv . (4.3)
Here and below, the superscript 0 represents the reference position illustrated as “O” in Fig. 4.1.
From Eq. (4.3), one can find that the force is proportional to q0. Dividing out q0, one obtains a
vector field that depends only on the charge distribution of the system, which defines of electric
field Ei at point x0:
Ei :=
Fi
q0
=
∫
B
%
4piε0
(x0i − x i)
r3
dv . (4.4)
The distribution of the electric field can be calculated directly from Eq. (4.4), but usually it is
impossible due to the complex distribution of charges. On the other hand, the Maxwell equa-
tions describe the distribution and evolution of the electric field, which converts the calculation
of electric field into solving a partial derivative equation (PDE) sets with certain boundary con-
ditions. It provides a solution to describe the complex distribution of the charges in space. By
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ignoring the field and assuming that the electric field is static, the Maxwell equations are in a
reduced form
Ei,i =
%
ε0
, (4.5a)
"ei jk∇ jEk = 0, (4.5b)
where (),i is the partial derivative with respect to the Cartesian coordinate i, "ei jk the Levi-Civita
symbol, and ∇ j the derivative operator, i.e., ∇ j = ∂ j. Equation (4.5a) is called the Gauss’s law,
and Eq. (4.5b) is the simplified Faraday’s law when the magnetic field is static. For a curl-free
vector field in a simple connected space, the field is conservative. It can be expressed as the
gradient of a scalar field:
Ei = −φ,i, (4.6)
where φ is the electrostatic potential or simply the electric potential. Combining Eq. (4.6) with
Eq. (4.4), the electrostatic potential of a continuous volume charge distribution % can be de-
rived:
φ =
1
4piε0
∫
B
%
r
dv . (4.7)
Combination of Eq. (4.5a) and Eq. (4.6) leads to:
φ,ii = − %
ε0
. (4.8)
Equation 4.8 is the famous second-order partial differential equation known as Poisson’s equa-
tion. It is reduced to Laplace’s equation when there is no charge density:
φ,ii = 0. (4.9)
4.1.2 Dipole moment and polarization
As shown in the last section, Eq. (4.4) and Eq. (4.7) enables the calculation of the electric
field and the potential from the local charge density distribution %. However, the distribution
of % within a dielectric material is usually complicated, considering that Avogadro constant is
in the order of 10× 1023 mol−1. However, the potential distribution can be considered as the
superposition of some simple distribution cases, or “modes”. It can be realized by the Taylor
expansion of Eq. (4.7) with respect to r. According to the calculation in Appx. A, the first
expansion term gives rise to the average charge density of within the region. The second term
is the moment of the charge with respect to the distance to the reference point. And the third
term results in the second-momentum of the charge. Thus the distribution of the potential
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can be viewed as the superposition of the average charge density plus its moment, its second-
momentum and higher-order momentums. This moment is defined as the electric dipole, and its
norm is defined as the dipole moment.
Figure 4.2 shows the potential distribution of net charge, a dipole and a quadrupole. The
solid line indicates the electric field line of the potential field generated. Within this thesis,
only charges and dipole moments are taken into account, while moments of higher order are
neglected.
Let’s now focus on the properties of a dipole. The simplest example of a dipole is a pair of
electric charges of equal magnitude but opposite sign, separated by a small distance. The dipole
moment can be derived from Eq. (A.5) as
pi =
∫
B
−qδ(x1i ) + qδ(x2i )dv = q δ(x2i )−δ(x1i )= qdi, (4.10)
where δ is the Dirac function and di the distance vector pointed from negative charge to the
positive charge. From Eq. (4.10), the dipole moment depends only on the charge distribution,
not on the observation point. An idealization of this two-charge system is the electrical point
dipole consisting of two infinite charges only infinitesimally separated, i.e., ‖di‖  ‖x0i − x1i ‖,
where x0 is the place of interest and ri is the corresponding displacement vector. (See Fig. 4.3)
The potential originated from this pair of electric charges can be calculated by Eq. (A.4):
φ =
1
4piε0
pi(x0i − x1i )
‖x0i − x1i ‖3
=
pi ri
4piε0r3
, (4.11)
where r is the distance from the dipole to the place of interest. The electric field generated by
this pair of electric charges can be calculated by Eq. (4.6):
Ei = −φ,i = − 14piε0
p j r j
r3

,i
=
1
4piε0r3

3(p j r j)ri
r2
− pi

. (4.12)
Polarization density (or polarization) is used to describe the local dipole moment in a dielectric
material. It is defined as the dipole moment per volume:
Pi =
dpi
dv
. (4.13)
FIGURE 4.2: The potential distribution of a net charge, a dipole, and a quadrupole.
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4.1.3 Dielectric displacement
The above discussion enables the description of the system consists of the point charge and
charge densities in a vacuum. Consider the charge distribution within the matter. Equa-
tion (4.5a) and (4.5b) are still valid in a dielectric medium. However, in a dielectric medium
it is usually more convenient to distinguish the charges in the dielectric due to the different
behaviors/origins. For the charge which can be added to, or removed from a dielectric (e.g.,
the plate of a capacitor), it is often called free charge. For the charge which are integral parts of
the atoms or molecules of the dielectric (e.g., ions in ceramics) is often referred to as a bound
charge. Thus, Eq. (4.5a) can be rewritten as:
ε0Ei,i = %free +%bound. (4.14)
For dielectric materials, the cations and anions are bounded to the lattice. Assuming an
insulating dielectric material occupying the volume B with the electric field Ei. The electric
field makes the bound charges displaced, thus inducing the local polarization Pi. By using
Eq. (A.4) and Eq. (A.5) the potential due to the dipoles can be obtained using superposition
over the dielectric volume:
φ(x i) =
∫
B
x0i Pi
4piε0‖x0‖3 dv
=
1
4piε0
∫
B
Pi∇i
  1
‖x0‖

dv
=
1
4piε0
∫
B
−∇iPi
  1
‖x0‖

dv +
1
4piε0
∫
∂B
  1
‖x0‖

Pinids (Gauss theorem)
(4.15)
where ni is the normal vector to the boundary and ‖x0‖ is the distance between the position of
interest and the reference position “O”. Compare Eq. (4.15) with Eq. (A.3), the divergence of
the dipole moment gives the bound charge density:
− Pi,i = %bound. (4.16)
O
FIGURE 4.3: Dipole moment pi and electric field Ei of a charge pair.
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Inserting Eq. (4.16) into Eq. (4.14) yields
(ε0Ei + Pi),i = %free. (4.17)
Here a new field variable electric displacement can be naturally introduced,
Di := ε0Ei + Pi, (4.18)
such that
Di,i = %free. (4.19)
The second term on the right-hand side of Eq. (4.15) indicates that, at the material boundary, the
dielectric displacement exhibits a discontinuity in the normal direction if there exists a surface
charge density ω, i.e.,
Dini =ω. (4.20)
Overall, the distribution of Di measures the response of insulating materials on the applying
electric field.
For a linear, homogeneous, isotropic dielectric in the electric field, Pi depends linearly on the
constant electric field,
Pi = ε0χi jE j, (4.21)
where χi j is the electric susceptibility of the material. Equation 4.18 can be rewritten as
Di = ε0(δi j +χi j)E j = ε0ε
r
i jE j = εi jE j (4.22)
where εi j is the material permittivity and ε
r
i j is the dimensionless relative permittivity. The
permittivity εi j in the dielectric material is frequency dependent.
4.2 Continuum mechanics
For the ferroelectric model in the thesis, the electrical properties are fully coupled with me-
chanical properties, thus a brief introduction of basic concepts in continuum mechanics[137,
138] is necessary.
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4.2.1 Deformation and strain
The basic property of a body B in continuum mechanics is the occupation of regions of
Euclidean space E 3, or its configuration. The configuration ofB may change with a given open
time-interval. A reference configuration is an arbitrary chosen fixed configuration. The body is
referred to as the reference body Br with a point vector X i as a material point. The motion of
B is described by a smooth function χd (See Fig. 4.4) that maps each X i at time t to
x i = χ
d(X i, t). (4.23)
The smoothness of a function is a property measured by the number of continuous derivatives
it has. In this section, the continuity up to the first derivative, i.e., C1 continuity is required. For
a fixed time t, χd(X , t) describes the deformation from its reference configuration and can be
denoted by χdt (X ). The displacement is defined as
ui(x i, t) = x i(X i, t)− X i. (4.24)
The deformation gradient tensor at a given time is then defined as
Fi j :=
∂ x i
∂ X j
=
∂ ui
∂ X j
−δi j. (4.25)
The concept of strain is used to evaluate how much the displacement differs locally from
a rigid body displacement. One kind “measure” of strain at point X can be defined as the
difference between the distances of adjacent points in the deformed and undeformed state. The
square of the distance between two adjacent points in the deformed state is given by
ds2 = dx idx i =
∂ x i
∂ X j
∂ x i
∂ Xk
dX jXk. (4.26)
The square of the distance between two adjacent points in the undeformed state is given by:
dS2 = dX idX i = dX idX jδi j. (4.27)
The difference between Eq.( 4.26) and Eq.( 4.27) can be reformulated as
ds2 − dS2 =

∂ xk
∂ X i
∂ xk
∂ X j
−δi j

dX idX j = (FkiFk j −δi j)dX idX j. (4.28)
Replacing x i with ui + X i, one obtains
ds2 − dS2 =

∂ ui
∂ X j
+
∂ u j
∂ X i
+
∂ uk
∂ X i
∂ uk
∂ X j

dX idX j = 2Ei jdX idX j. (4.29)
4.2. Continuum mechanics 31
where
Ei j =
1
2

∂ ui
∂ X j
+
∂ u j
∂ X i
+
∂ uk
∂ X i
∂ uk
∂ X j

(4.30)
is the Green’s strain tensor. For sufficiently small (infinitesimal) displacement gradients (
∂ ui
∂ X j

1), the higher order terms can be ignored:
Ei j ≈ 12

∂ ui
∂ X j
+
∂ u j
∂ X i

= "i j, (4.31)
where "i j is the Cauchy strain tensor. In the entire thesis, the discussion is restricted to the
infinitesimal strain framework, since the strain of the subject of this thesis, ferroelectrics, is
usually below 0.5%.
O
FIGURE 4.4: Illustration of reference configuration, current configuration and the mapping of their differen-
tials Fi j.
4.2.2 Force balance and stress
Motions are accompanied by forces. Forces in continuum mechanics can be described by the
contacting forces acting on the surface and the body forces on the interior points. The contacting
forces and body forces can be measured per unit area and volume in the deformed bodyB .
The Cauchy’s hypothesis deals with the form of the contacting force. Cauchy introduced a
surface traction field t i(ni, x i, t) at a subregion ∂R ofB . The force balance can be written as:∫
R
ρv˙i =
∫
∂R
t i(n, x , t)ds+
∫
R
fidv , (4.32)
where ρ is the mass density, v˙i the velocity vector and fi the body force.
The Cauchy’s theorem states (see e.g. §19 in [137]), the consequence of balance of forces is
that there exists a spatial (second order) tensor field σi j in B , called the Cauchy stress, such
that
t j(ni) = σi jni. (4.33)
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The Cauchy stress maps one vector field (ni) to another vector field t i. Assuming that the
force and moment balances are satisfied and inertia contribution can be ignored, the divergence
theorem can be utilized to rewrite the force balance equation as∫
B
(σi j, j + fi)dv = 0. (4.34)
Since this must hold for all spatial regionsB , the following local force balance holds, i.e.,
σi j, j + fi = 0 in B (4.35)
According to the conservation of angular momentum, at the equilibrium state, the summation
of moments with respect to an arbitrary point is zero. It leads to the symmetry of the stress:
σi j = σ ji. (4.36)
For a continuous linear elastic material, the stress is linearly related to the strain by Hooke’s law:
σi j = ci jkl"kl , (4.37)
where ci jkl is the elastic stiffness tensor. The elastic stiffness tensor of an isotropic material
has two independent components. A transverse isotropic material (e.g., a poled ferroelectrics
ceramic) can be described by 5 independent elastic constants.
4.3 Electromechanical relations
As mentioned in section 2.1, ferroelectrics are intrinsically piezoelectrics, thus have piezo-
electric and inverse piezoelectric effect. At the same time, as an universal property for all
dielectrics, the electrostrictive effect and flexoelectric effect also contributes to the electrome-
chanical behaviors in ferroelectrics. To fully describe the electromechanical coupling effects
in ferroelectrics, all of these properties needs to be reviewed. The material coefficients for
piezoelectricity, electrostriction, and flexoelectricity relate the mechanical properties such as
stress and strain elaborated in Sec. 4.2 with the electric properties such as electric field and
electric displacement elaborated in Sec. 4.1 in different manners. In the following, they are
reinterpreted in the thermodynamic framework.
Depending on the choice of free variables, the piezoelectric constitutive law has different
forms. In the following discussion, the electric enthalpy is chosen as the characteristic state
function. With the consideration of Eq. (4.22) and Eq. (4.37), the electric enthalpy with piezo-
electric effect can be constructed as:
H2(Ei,"i j) =H ela +H ele +H piezo = ci jkl"i j"kl + εi jEiE j + ei jk"i jEk, (4.38)
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where the first two terms on the right-hand side represent the elastic energy and electric energy,
and the last term represents the piezoelectric contribution. With the expression of H2, the
constitutive relation with the piezoelectric effect can be derived in a stress-charge form:
Di = −∂H2
∂ Ei
= εi jE j − ei jk" jk, (4.39a)
σi j =
∂H2
∂ "i j
= −eki jEk + ci jkl"kl , (4.39b)
where ei jk is a third rank tensor. For a ferroelectric material, this piezoelectric constant is highly
dependent on polarization, i.e., ei jk = ei jk(Pi). The piezoelectric constant ei jk can be measured
based on the following partial derivatives:
ei jk =
  ∂ Di
∂ " jk
E
or ei jk = −
 ∂ σ jk
∂ Ei
"
. (4.40)
The other three types of piezoelectric constants can be defined as:
di jk =
  ∂ Di
∂ σ jk
E
or di jk =
 ∂ " jk
∂ Ei
σ
(4.41a)
gi jk = −
  ∂ Ei
∂ σ jk
D
or gi jk =
 ∂ " jk
∂ Di
σ
(4.41b)
hi jk = −
  ∂ Ei
∂ " jk
D
or hi jk = −
 ∂ σ jk
∂ Di
"
, (4.41c)
where the superscript E represents a zero or constant electric field condition or short circuit
condition, D a zero or constant dielectric displacement condition or open circuit condition, σ a
zero or constant stress condition or mechanically free condition, and " a zero or constant strain
condition or in other words, mechanically clamped.
Another kind of electro-mechanical coupling effect, electrostriction, is different from piezo-
electric effect. Electrostriction is caused by a slight displacement of ions in the crystal when
exposed to an external electric field. This displacement will accumulate and result in an over-
all strain in the direction of the field. The resulting strain is proportional to the square of
the polarization, and hence it represents a quadratic electro-mechanical coupling effect. Elec-
trostriction does not require any specific symmetry of the crystal structure, thus applies to all
crystal symmetries.
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One can regard the strain due to the electrostriction as an eigenstrain since it is not originated
from stress. The contribution to the eigenstrain in ferroelectrics from electrostriction can be
written in the following form:
"esi j =Q i jklEkEl . (4.42)
where the superscript ()es stands for electrostriction, and Q i jkl is the electrostrictive coefficient.
Thus the elastic energy can be modified in the following form:
H ela = ci jkl("i j − "esi j )("kl − "eskl) (4.43)
The constitutive equation with only electrostriction considered can be derived:
σi j = ci jkl("i j − "esi j ), (4.44)
where "esi j is regarded as an eigenstrain.
For the flexoelectric coupling effect, as one is expected to see in Sec. 7.3, the express of the
flexoelectric energy is (here Ei instead of Pi is treated as the unknown variable, and fi jkl is
replaced by µi jkl accordingly):
H f lexo = 1
2
µi jkl(Ei, j"kl − Ei"kl, j). (4.45)
The full expression of the electric enthalpy of a dielectric material with the consideration of
three kinds of electromechanical coupling effect (i.e. piezoelectric effect, electrostrictive effect,
and flexoelectric effect) can be obtained:
H2(Ei,"i j) = ci jkl("i j−"esi j )("kl−"eskl)+εi jEiE j+ eki j("i j−"esi j )Ek+ 12µi jkl(Ei, j"kl−Ei"kl, j). (4.46)
One should note that, in this form, the electrostriction-induced strain does not contribute
to the piezoelectric effect, while the total strain is used for the flexoelectric term. This choice
of strain is based on the physical origin of different coupling terms: piezoelectric effect and
electrostriction are linear and quadratic response of strain with respected to the electric field,
therefore these two contributions to the strain should be separated. However, for the flexoelec-
tric effect, the induced polarization is due to the lattice deformation. Considering that the total
strain "i j =
1
2
(ui, j + u j,i) can reflect the deformation of the lattices, the total strain is used in
the flexoelectric term. In some works (e.g., Ref. [139]), the electrostrictive-related energy is
expressed as Q˜ i jkl"i jPkPl .
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4.4 The Landau-Devonshire theory
The phase transition in ferroelectrics is a kind of structural phase transition. A general the-
ory describing structural phase transitions was developed by Landau in 1937. [140] Ginzburg
and Devonshire applied the Landau theory to barium titanate [141] and later to general fer-
roelectrics [142], where polarization is regarded as the order parameter. In this theory, the
thermodynamic potential is expanded as a function of polarization, temperature, and stress.
Following the derivation of Devonshire [141], the Gibbs free energy density F , at zero stress
and temperature T can be expanded in the following form:
F(P, T ) =
1
2
a(T )P2 +
1
4
bP4 +
1
6
cP6, (4.47)
where P is the total polarization, a, b and c are the phenomenological Landau coefficients. Here
a few assumptions are prescribed. First, the free energy at zero polarization is 0. Second, only
the first Landau coefficient is temperature dependent, i.e., a(T ) = a0(T − T0), where T0 is the
Curie-Weiss temperature. Third, the Landau polynomial is only written to the as a function of
P to the power of 6. The coefficient a0 is always positive, whereas b could be either positive or
negative depending on the phase transition type. The coefficient c is always positive to avoid
T > Tc
T = Tc
T < Tc
ﬁrst-order phase transition second-order phase transition
Ps Ps
T0=TcT0 Tc
a<0
b<0
a<0
b>0
FIGURE 4.5: Gibbs free energy F as a function of polarization P at different temperatures and spontaneous
polarization Ps as a function of temperature. Left: the first-order phase transition; Right: the second-order
phase transition.
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infinitesimal of F when P reaches its two extrema. The spontaneous polarization Ps at null field
results from the equilibrium condition:
∂ F
∂ P
= 0. (4.48)
Equation 4.48 has a trivial solution Ps = 0 and two nontrivial solutions:
P2s =

−b+pb2 − 2a0(T − T0)c
2c
, if b > 0
−b−pb2 − 2a0(T − T0)c
2c
. if b < 0
Figure 4.5 shows the Gibbs free energy as a function of P at different temperatures, and the
spontaneous polarization as a function of temperature. As one can observe from the calculation,
the first-order phase transition occurs if b < 0. In this case, there is a discontinuous drop of the
spontaneous polarization to zero at Tc. At the temperature above Tc, there is one minimum in
G at P = 0, which stands for the cubic or paraelectric state. As the temperature decreases, two
local minima appear. At Tc, the free energy for the polarization at these two local minima is
equal to the one at P = 0. At temperatures below Tc, the two local two local minima at ±Ps are
the stable states, which stands for the ferroelectric phase.
For second-order phase transition, b > 0 and Ps continuously decreases to zero. Similar to the
first-order phase transition, the free energy function G shows two minima below Tc. However,
at T = Tc, there is only one minimum at P = 0. The change of the order parameter Ps is
continuous during the phase transition. One can conclude that there is also no capacity heat
reserved during the second-order phase transition.
P
E
EC
FIGURE 4.6: Polarization hysteresis loop in the ferroelectric phase. The yellow point indicates the polarization
state. The red curves show the Helmholtz free energy landscape at the corresponding field loading.
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The Helmholtz free energy according to the expression in Eq. (4.47) is:
H = F − PE = 1
2
a0(T − T0)P2 + 14 bP
4 +
1
6
cP6 − PE (4.49)
The field E is then given by minimizing H:
∂ H
∂ P
= a0(T − T0)P + bP3 + cP5 − E = 0. (4.50)
With such relation, one can plot the polarization as the function of applied electric field. For
the first-order phase transition, at the temperature well above Tc, there is no hysteresis in the
P-E curve. At the temperature slightly above Tc, a strong electric field can induce ferroelectric
phase, which results in a double hysteresis. The case at the temperature well below Tc is shown
in Fig. 4.6. When the external field is not large enough (smaller than Ec shown in Fig. 4.6),
H has two minima, corresponding to two polarizations in the hysteresis loop. The polarization
state is dependent on its history state. If the external field increases above some specific value
(i.e., coercive field Ec), H has only one minimum, and the polarization reaches the saturation
state.
The above statements summarized the main concepts of the Landau-Devonshire theory. It can
describe a sample with a (spatially) uniformly distributed polarization, or a monodomain state.
However, in a realistic case, the polarization usually distributed with some spatial variations,
like domains and domain walls. The consideration of the spatial variation of the polarization
field involves the Ginzburg-Landau theory. In such case, an additional gradient energy term
should be considered:
H = 1
2
a0(T − T0)P2 + 14 bP
4 +
1
6
cP6 − PE︸ ︷︷ ︸
H bulk
+κ|∇P|2︸ ︷︷ ︸
H grad
, (4.51)
where κ is a coefficient for the gradient energy. Equation. (4.51) can be solved analytically.
The solution of the problem with the bulk energyH bulk extended to the fourth-degree is given
by Cahn (1958) [143] and Zhirnov (1959) [144]. The solution of the problem with H bulk
extended to the power of six can be found in Appx. B. As one can see from the analytical
solution, the domain wall width
γ∝
s
κ
a
, (4.52)
while the energy stored at the interface (or domain wall) is
G∝paκ. (4.53)
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From Eq. (4.52) and Eq. (4.53), one obtains
a∝ G
λ
(4.54a)
κ∝ λG. (4.54b)
As shown from Eq. (4.52) to Eq. (4.54), there are two sets of parameters. The first set of
parameters (a, κ) are model parameters which reflects the energy barrier in H bulk and the
magnitude ofH grad , respectively. The second set of parameters (γ, G) are physical parameters
related to the domain wall: γ stands for the domain wall width and G stands for the domain
wall energy density. In Chap. 5, parameters γ and G are used to formulate separation energy
coefficients and gradient energy coefficients for the ferroelectric model. In this approach, the
free energy density with only polarization contribution can be formulated in the following form:
H = G
λ
ψ˜(Pi) + Gλ|∇P|2, (4.55)
where ψ˜ is the Landau polynomial. Compared to other formulations (e.g. Ref. [131]), the
models formulated by γ and G have a clearer physical meaning.
It can be seen that the parameter κ has a great influence on the distribution of the order
parameter at the equilibrium state. Indeed, the gradient of the order parameter contributing to
the free energy is one of the core features for the phase-field theory. In the next section, the
basic concepts of phase-field theory is introduced.
4.5 Phase-field theory
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FIGURE 4.7: Schematic figure of the diffusive and sharp interfaces. Adapted from Ref. [145].
Phase-field model is a mathematical model dealing with the diffuse interface problems, which
are sometimes also called “diffuse interface models”. This model possesses two characteristic
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features. The first feature is that the interface is described by a steep, but continuous transition
of the phase-field variable ρ(x, t) between two states.[146] This parameter ρ(x, t), which dis-
tinguishes different phases or states of the microstructure is called order parameter. The idea
of the diffusive interface model first come from Van der Waals, when he tried to give the repre-
sentation of the surface tension at the interface of two phases. He realized that the equation of
surface tension could not be in consistent with observations if the change of the density along
the interface is ignored. Thus he proposed the surface tension,
γs∝
∫   dc
d x
2
dx (4.56)
where c is the density and x is the direction perpendicular to the surface tension. (See Fig. 4.7)
Rayleigh independently gave the same representation to Eq. (4.56). This idea, albeit half cen-
tury later, inspired Cahn and Hilliard when they considered the free energy at the interface for a
nonuniform system. [143] They proposed the local free energy density f in a region of nonuni-
form composition will depend on not only the local composition, but also local composition
derivatives,
f (c,∇c,∇2c . . . ) = f0(c) + κ1∇2c + κ2(∇c)2 + . . . (4.57)
It can be noted that in Eq. (4.57), only terms in even powers of the operator ∇ can appear,
by assuming the medium isotropic with respect to c. By integrating it over the whole volume,
applying the divergence theorem, and assuming∇n is zero at the boundary, the total free energy
over the volumeB occupied by the material,
F =
∫
B

f0(c) +
1
2
κ|∇c|2 + . . . dv (4.58)
where κ= −2∂ κ1
∂ c
+2κ2. Landau and Lifshitz derive the same form of the equation to Eq. (4.58)
for superconductors and ferromagnetic materials. [147, 148] The first part in Eq. (4.58) is the
local free energy, while the second part in Eq. (4.58) is the gradient energy. In ferroelectrics,
Eq. (4.58) results in the form of Eq. (4.51) shown in Sec. 4.4.
The second feature of the phase-field model is that it takes into account the kinetics of the
order parameter. For instance, in ferroelectrics, the evolution of the order parameter is subjected
to the following equation:
∂ Pi
∂ t
= −M δF
δPi
, (4.59)
where M is the kinetic coefficient. Equation 4.59 belongs to the type of Allen–Cahn equation.
In the ferroelectric community, it is referred to as time-dependent Ginzburg–Landau equation
(TDGL). The Allen–Cahn model can describe the system with non-conserved order parameters,
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e.g., multi-component alloy phase transformations [149], fracture propagation [150], ferroelec-
tric domain evolution [151].
For some specific problems, the order parameter field is conserved. The resultant equation is
referred to as the Cahn–Hilliard equation. The Cahn–Hilliard model can describe some systems,
e.g., spinodal decomposition [152], complex flow [153] and diffusion problems [154]. For the
ferroelectric system, the Allen–Cahn type, or TDGL equation is employed. The Cahn–Hilliard
model will not be in detail discussed here.
The phase-field modeling enables a full description of domain structure in ferroelectrics. Till
now, there is plenty of work on the modeling of ferroelectric in the phase-field approach. These
ferroelectric phase-field ferroelectric models mainly differ in the form of free energy functions
and the type of the order parameter (total polarization or spontaneous polarization). They
result in different constitutive relations thus reflect different physical mechanisms. The first
attempt of applying the phase-field model to the ferroelectric systems seems to be the work
by Cao and Barsch [155], where the rotation angle of BX6 in perovskite structure is chosen as
the order parameter. Later, Cao and Cross [156] used the material polarization as the order
parameter, in which the 90◦ domain wall was presented by an analytical solution. Nambu and
Sagala [157, 158] simulated the domain-wall structure by the finite difference scheme. Hu and
Chen [159] took the long-range dipole-dipole interaction into consideration. In the work of
Su and Landis [160], a set of micro-forces are postulated in conjunction with the order param-
eters, and the model was implemented by a finite element formulation. Other models based
on the phase-field concepts includes Li et al. [161, 162], Wang and Kamlah [163], Zhang and
Bhattacharya [164, 165] along with others. In the work of Skula et al. [166], the spontaneous
polarization is used as the order parameter, while the piezoelectric effect is ignored.
In the work of Xu et al. [15] and others [151], rather than material polarization (shown in
Eq. 4.18), the spontaneous polarization is used as the order parameter. By doing so, the elec-
trical and mechanical contribution to the material polarization can be separately considered.
Moreover, the elastic, piezoelectric and dielectric tensor can depend on the spontaneous polar-
ization. This choice of the order parameter reflects the fundamental merit of the Landau theory,
where the material variable rather than the sum of material and field dependent variable should
be chosen to reflect different phases in the material. [167]
In the end of this section, the following remarks to the phase-field theory are drawn:
• The order parameter usually characterizes the main feature of the system. The appropri-
ate chosen of the order parameter for the phase-field modeling can reveal the physical
nature, especially the symmetry of the system. For ferroelectric domain evolution, polar-
ization (either spontaneous polarization or total polarization) can be regarded as the order
parameter.
• The local bulk energy f0 reflects the symmetries of the system and is responsible for the
phase separation (sometimes f0 is also referred to as the phase separation energy).
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• In different cases, f0 can be a function of temperature (T), pressure (p), etc. Thus the
phase-field model can characterize the phase transition with respect to the above condition
changes.
• In ferroelectric phase-field model, f0 is a series of Taylor expansion from the ground state
with only even terms,
f0(P, T, p0) = α(T, p0) + β(T, p0)P
2 + γ(T, p0)P
4 + . . . (4.60)
where α, β and γ are coefficients dependent on temperature (T), hydrostatic pressure (p0)
and other variables. With these parameters considered, an electromechanical fully coupled
phase-field ferroelectric model could be achieved.
• For ferroelectric phase-field models, choosing different free energy functions and order
parameter (total polarization or spontaneous polarization) results in different constitutive
relations.
In the next chapter, a generic phase-field relaxor model is built, where the spontaneous polar-
ization is used as the order parameter and the terminology of the microforce [168] is adopted
for the implementation of the RF.
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Chapter 5
Phase-field relaxor model based on the random field
theory
A lot of theoretical [49, 50, 9, 51, 55, 11] and modeling [169, 71, 72, 18] development
have been made since the relaxor ferroelectric material first was discovered in 1950s. The main
feature of the relaxors compared with normal ferroelectrics is the randomness, regarding both
the chemical composition and the local polar/nonpolar properties. For phase-field modeling,
different approaches can be attempted. For instance, Wang et al. [72] used the point defect to
represent such disorder in the “doped ferroelectrics”. Li et al. [18] considered the disorder in the
relaxors originated from the structural inhomogeneity: the orthorhombic PNRs are surrounded
by the tetragonal matrix.
In the genius work by Imry and Ma [10], they ascribed the local disorder to the Random Field
(RF), and the long-range order is broken by the local RF. The concept of RF provides a direct, at
the same time simple way to model the disorder in the relaxor systems.
In this chapter, the phase-field model for relaxors based on the RF theory is introduced. The
derivation of the constitutive equations and the evolution equations are based on the Clausius-
Duhem inequality, and the microforce balance is utilized for the implementation of the RF within
the phase-field framework. The numerical results show that typical relaxor features, such as
domain miniaturization and small remanent polarization can be reproduced.
Parts of this chapter are based on the publication “S. Wang et al., A phase-field model of re-
laxor ferroelectrics based on random field theory. Int. J. Solid. Struct. 83, 142-153 (2016)”.
Here, I thank Dr. Min Yi for the fruitful discussion on the RF theory. The idea of the com-
parison between two RF models originated from the discussion with the reviewer of the above
mentioned paper, which is also acknowledged here.
5.1 Introduction
As motivated in Chap. 1, relaxors exhibit high permittivity [170], less hysteresis effect [171]
and large piezoelectric response [172]. The peculiar behavior of relaxors results from the abnor-
mal domain structures, in which the short-range order dominates. The origin for the short-range
order remains controversial. Besides the concept of polar nanoregions [47], the random field
model [11, 173] and the spherical random bond-random field model [54] have been used to
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explain the properties of relaxors. The RF model was firstly proposed by Westphal et al. [11],
referring to the original idea of Imry and Ma [10]. It was claimed that the relaxor behavior of
PMN is due to the quenched random electric fields. These quenched fields can originate from
charged compositional fluctuations. In fact, most of the relaxors with the perovskite structure
have heterovalent substitutions on the A- and/or B-site. For instance, in AB1B2O3 structure, the
differences in the charge and size of B1 and B2 cations make the structure asymmetric. When
cooling down from high temperature, the concentrations of B1 and B2 cation tend to fluctuate
and form chemical disorder. It can give rise to a random internal electric field [11, 173]. The
experiment in linear birefringence supported this theory [11, 173].
Nevertheless, the exact mechanism, i.e., how the RF influences the domain structure in re-
laxors, remains unclear. There are very few theoretical attempts in the literature. For instance,
Blinc and Pirc assumed Gaussian RF in their spherical random-bond-random-field model [174,
54], and showed analytically that these RFs could prohibit the phase transition from the para-
electric phase into ferroelectric phase. Instead, a long-range disordered phase forms. Using the
same model, the authors also explained the dielectric non-linearity in PMN and predict local po-
larization distribution. Since the model is based on the Landau theory [148] with homogeneous
domain assumption, it has no access to the domain structure. More recently, Ma et al. [71]
proposed a lattice-based Ginzburg-Landau-type Hamiltonian and performed Monte-Carlo sim-
ulations on relaxors, by considering the RF theory. They found that the higher the RF is, the
lower the freezing temperature will be. The influence of the RF on the hysteresis and domain
size were also studied. However, there is few reported literature for the study of the domain
structure on a larger scale, at the same time considering the electromechanical coupling effect
in relaxors.
Phase-field approaches have been successfully applied to model the polarization switching
in conventional ferroelectrics. [175, 139, 13, 176, 151, 177, 178, 179, 16, 180] In particular,
Su and Landis [160] proposed a phase-field model for ferroelectrics based on the microforce
theory [168]. Thereby the total polarization is treated as the order parameter. Keip et al. [181]
extended the phase-field [182, 183] simulation of ferroelectric single crystal into composites
and polycrystals by homogenization. These models have become a useful tool in the study [184]
and designing [185] of domain structures in ferroelectrics. However, due to the complexity of
relaxors, the phase-field models on relaxors are very limited in the literature.
In this chapter, an electromechanically fully coupled phase-field model is proposed for the
simulation of domain structures in relaxors. A continuum phase-field model is first established
in the framework of thermodynamics and the microforce theory. Particularly, the static RF is
introduced, and its influence on the electrostatic energy is considered. As a result, the evolution
equations of the polarization and the constitutive equations are modified accordingly. Follow-
ing the random field theory [173], a Gaussian distribution generator is employed to produce
the local random electric field. The Gaussian distribution is generated based on the Box-Muller
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formula [186]. Similar to our previous phase-field model for ferroelectrics [15, 178], the spon-
taneous polarization, instead of the total polarization, is taken as the order parameter, so that
the spontaneous polarization, electric field-induced polarization and the mechanically induced
polarization can be treated independently. Moreover, the physical parameters (domain wall
width γ and domain wall energy G) instead of model parameters (energy barrier height a and
gradient energy coefficient κ), are used for the as the parameters in the phase-field model.
These two features differentiate this phase-field model with other models, (e.g. [160]) and
make the model more physically sound. This phase-field model is implemented in the finite
element method (FEM) for its merit of robustness and flexible boundary condition. The model
and its implementation are used to analyze the influence of RF on the macroscopic response
and domain evolution under mechanical and/or electrical stimulation.
The phase-field model and FEM implementation are elaborated in Sec 5.2 and Sec. 5.3, re-
spectively, whereas Sec. 5.4 presents the simulation results based on the model, in order to
reveal the influence of the RF. In Sec. 5.4.1 the dependency of the equilibrium domain structure
on the variance of the RF is first revealed by numerical results. The domain structure evolution
under bipolar electric field is demonstrated in Sec. 5.4.2, along with the dielectric and butterfly
hysteresis. Section 5.4.3 is concerned with the ferroelastic switching of the domains in relaxors.
Finally, the electromechanical loading is considered in Sec. 5.4.4. Results show that the model
can predict characteristic features of relaxors, such as domain miniaturization, decreasing of
remanent polarization and increased electromechanical effect.
5.2 Phase-field model
5.2.1 Governing equations
Denote the space occupied by a relaxor ferroelectric body and its boundary by B and ∂B ,
respectively. At each point inB the mechanical equilibrium:
σi j,i + f j = 0 in B (5.1)
must be satisfied, where σi j is the Cauchy stress in the Cartesian space, and fi is the body
force in the ith direction. Hereafter, the Einstein notation is implied, the Latin symbols i, j, k, l
run from 1 to 3, and the comma in the subscript represents the spatial partial derivative. By
assuming small deformation, the following strain measures are used:
"i j =
1
2
(ui, j + u j,i), (5.2)
where ui the displacement vector. For the point at the boundary surface, displacement or force
boundary conditions can be applied:
ui = u¯i on ∂Bu, (5.3a)
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σi jni = t¯ j on ∂Bσ, (5.3b)
where ni is the normal vector on the surface, and t j the traction vector. Moreover, u¯i denotes the
displacement prescribed on the surface part ∂Bu, while t¯ j denotes the traction on the surface
part ∂Bσ.
The electric quantities such as electrical displacement Di and volume charge density q are
governed by the quasi-static equilibrium derived from the Maxwell equations, i.e.,
Di,i = q in B . (5.4)
The electric field can be given as
Ei = −φ,i. (5.5)
in which φ is the electric potential. The boundary conditions for the electric quantities can be
given as
φ = φ¯ on ∂Bφ, (5.6a)
Dini = −ω¯ on ∂BD, (5.6b)
where φ¯ is the electric potential applied on the surface part ∂Bφ, and ω¯ is the surface charge
density applied on the surface part ∂BD.
The microforce theory, originally proposed by Gurtin et al. [168], is utilized for the derivation
of the polarization evolution equation in the following subsection. Thereby the balance law
of the microforces is introduced first. In the aimed phase-field, the order parameter is chosen
to the spontaneous polarization Pi. The microforce system associated with Pi is characterized
by a generalized stress tensor ξi j together with related body forces pii and γi that represent,
respectively, the internal and external forces distributed over the volumeB . Given an arbitrary
control volume R (a subregion of B), with ni the unit normal vector on the surface ∂R , the
microforce balance holds, ∫
∂R
ξ jin jdS +
∫
R
piidv +
∫
R
γidv = 0. (5.7)
By using the Gauss law and noting that Eq. (5.7) should hold for any arbitrary volume, it
yields
ξ ji, j +pii + γi = 0. (5.8)
On the boundary, there lays
ξ jin j = µ¯i on ∂R , (5.9)
where µ¯ j is the surface microforce applied on the surface part ∂R . In the next subsection, these
microforces are adopted to derive the constitutive and the evolution equations.
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5.2.2 Constitutive and evolution equations
In order to get the constitutive relations and evolution equation, thermodynamic relations are
considered. According to the second law of thermodynamics, under the isothermal condition,
the change rate in the Helmholtz free energy in the control volume should not be greater than
the external power W ex t expended on the control volume, i.e.,∫
B
H dv
.
≤W ex t . (5.10)
The free energy H is a functional of "i j,Di, Pi, Pi, j and high order items of these parameters.
To simplify the model but not lost generality, one can writeH as
H =H ("i j,Di, Pi, Pi, j). (5.11)
Applying the Taylor expansion and retaining only the first order term, one has∫
B
H dv
.
=
∫
B
∂H
∂ "i j
"˙i j +
∫
B
∂H
∂ Di
D˙i +
∫
B
∂H
∂ Pi
P˙i +
∫
B
∂H
∂ Pi, j
P˙i, j

dv . (5.12)
The power done by external resources W ex t has contributes on the surface and in the body,
W ex t =
∫
B
( fiu˙i +φq˙+ γi P˙i)dv +
∫
∂B
( t¯ iu˙i +φ ˙¯ω+ µ¯i P˙i)ds, (5.13)
where the power related to Pi is represented by microforce γi and µ¯i. What should be noticed
is that the internal force pii do not contribute to the external power W
ex t . After the Legendre
transformation, the electric enthalpy H2("i j, Ei, Pi, Pi, j) can be derived as H2 = H − EiDi. In-
serting Eq. (5.12), (5.13), and (5.8) into Eq. (5.10) and applying the divergence theorem, one
arrives at ∫
B

(σ ji − ∂H2
∂ "i j
)"˙i j − (Di + ∂H2
∂ Ei
)E˙i − (∂H2
∂ Pi
− γi − ξ ji, j)P˙i+
(ξ ji − ∂H2
∂ Pi, j
)P˙i, j

dv ≥ 0.
(5.14)
Since Eq. (5.14) should hold for any arbitrary "˙i j, E˙i, and P˙i, one has
σ ji =
∂H2
∂ "i j
, Di = −∂H2
∂ Ei
, ξ ji =
∂H2
∂ Pi, j
, (5.15)
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and one inequality
(
∂H2
∂ Pi
− γi − ξ ji, j)P˙i ≤ 0 (5.16)
due to the dissipative process. The detailed calculation shows that using the electric enthalpy
or the Helmholtz free energy leads to the same results, see Appx. C.
To ensure the inequality, one can assume that
∂H2
∂ Pi
− γi − ξ ji, j = −β P˙i, (5.17)
where the non-negative constant β indicates the mobility parameter. Considering that ξ ji =
∂H2
∂ Pi, j
, one can rewrite Eq. (5.17) in the following form
β P˙i = −∂H2
∂ Pi
+ ξ ji, j + γi = −∂H2
∂ Pi
+

∂H2
∂ Pi, j

, j
+ γi. (5.18)
5.2.3 Electric enthalpy
In our model, the electric enthalpy consists of five parts, i.e.,
H2 =H ela +H ele +H coup +H sep +H grad , (5.19)
in whichH ela,H ele,H grad ,H sep andH grad represent the elastic energy density, the electrical
energy density, the electromechanical coupling energy density, the domain separation energy
density and the gradient energy density, respectively. These energy terms take the following
specific form, 
H ela = 1
2
ci jkl"
e
i j"
e
kl
H ele = −1
2
ki jEiE j − PiEi
H coup = −bi jk"i jEk
H sep = β1G
λ
ψ(Pi)
H grad = β2GλPi, jPi, j.
(5.20)
The quantities induced in the last equations are explained in the following. Firstly, "ei j stands for
the elastic strain, which is further given by the difference between the mechanical strain "i j and
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the spontaneous strain "0i j, i.e., "
e
i j = ("i j − "0i j(P)). The spontaneous strain "0i j(P) is caused by
the spontaneous polarization. According to [187],
"0i j(Pi) =
3
2
"sat
p‖P‖
P0
(nin j − 13δi j), (5.21)
where δi j is the Kronecker delta, ‖P‖ the norm of the vector Pi, ni the unit vector of Pi, "sat the
maximum remanent strain, and P0 the maximum remanent polarization. The stiffness tensor
ci jkl and the permittivity tensor ki j are assumed to be independent of the polarization. For the
piezoelectric tensor bi jk, the following representation is used [188]
bki j(Pi) =
p‖P‖
P0
¦
d33nin jnk + d31(δi j − nin j)nk
+
1
2
d15

(δki − nkni)n j + (δk j − nkn j)ni
©
,
(5.22)
in which d33, d31, d15 are the linear piezoelectric constants at the poled state. The parameter G
and λ are the specific energy and the width of the 180° domain wall [178], while the coefficients
β1 and β2 are used to calibrate the two parameters. [189] The function ψ(Pi) is the Landau-
Devonshire free energy function with potential wells. Some additional comments on this five
terms can be found in Appx. D.
It should be noted that the total electric field has three contributions, i.e.,
Ei = E
d
i + E
ex t
i + E
random
i , (5.23)
where Edi represents the depolarization field, E
ex t
i the applied electric field, and E
random
i the RF
induced by the chemical disorder. In this model, the first two terms Edi and E
ex t
i are derived
from the negative gradient of electric potential φ. The random electric field can also be related
to the negative gradient of a potential, see φ random. This potential is, however, excluded from
the electric potential φ defined here. The random electric field is assumed to be static and
independent from field variables. Therefore, the discussion is restricted only to the random
electric field. The only restriction on the random electric fields is the vanishing expectation. To
be in accordance with Eq. (5.5), the sum of Ed and Eex t is denoted as Eφ. It reveals
Ei = E
φ
i + E
random
i
Eφi = φ,i = E
d
i + E
ex t
i
E randomi =N (µ,∆).
(5.24)
Here, E randomi is assumed to be static and obeys the Gaussian distribution N (µ,∆) [190, 54].
The expectation of the RF Gaussian distribution is set to be zero, while the variance of the
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distribution is denoted by ∆. The numerical implementation is explained in Sec. 5.3. It should
be noted that when introducing the Gaussian random electric fields, the mathematical proof on
the existence of a corresponding potential is not discussed, which goes beyond the interest of
this paper.
Inserting the expression into Eqs. (5.15) and (5.18) and assuming γi = 0, the constitutive
equations and the evolution equation can be rewritten as,
σi j = ci jkl"
e
kl − b jikEφk − b jikE randomk
Di = ki jE
φ
j + ki jE
random
j + bi jk" jk + Pi
β P˙i = E
φ
i + E
random
i − β1Gλ
∂ψ
∂ Pi
+ 2β2Gλ(Pi, j), j.
(5.25)
As it was implied by Imry and Ma [10] that, the RFs should work conjugating to the order
parameter. From Eq. (5.12) one can further see that the random electric field E randomi , which is
contained inside the term
∂H
∂ Pi
, is conjugated with the order parameter in an internal sense.
Another approach to consider the relaxor nature is to include RFs as the microforce γi, instead
of introducing the random electric field in the formulation of the electric enthalpy H2. Even
though this approach can lead to the same form of the polarization evolution equation as the
last equation in Eq. (5.25), the corresponding constitutive equations are different from the first
two equations in Eq. (5.25). More precisely, the term −b jikE randomk and +ki jE randomj will not be
present. In other words, the piezoelectric and dielectric effects induced by the random fields
cannot be covered. In fact, both theoretical and experimental work [173, 17, 191] show that
RFs in relaxor are rather random electric fields induced by charged hetero lattice ions, defects,
and impurities. These RFs will inevitably affect the stress σi j and electric displacement Di in the
piezoelectric and dielectric sense, along with the influence on polarization.
One can still treat the RF as the external microforce γi. To differentiate these two models,
the model with RF as the internal microforce is named as model A, and the model with RF
as the external microforce is named as model B. For the model B, the constitutive equations
are different from model A. By regarding the RF as the external microforce, the constitutive
equations and the evolution equation of model B read as follows:
σi j = ci jkl"
e
kl − b jikEφk
Di = ki jE
φ
j + Pi + bi jk" jk
β P˙i = E
φ
i + γi − β1∂ψ∂ Pi + 2β2(Pi, j), j.
(5.26)
Comparison between these sets of equations with Eq. 5.25 shows clearly that model A includes
the piezoelectric and dielectric terms resultant from the random electric field automatically,
while these influences cannot be considered by model B. The domain configurations calculated
by the two models are compared in the next section.
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It is noted once more that the phase-field approach applied in this paper differentiates from
those phase-field models based on free energy expansion. See the works, e.g., Chen et al. [192],
Su and Landis [160], Wang et al. [139] and Wang et al. [163]. The fundamental difference lies
in the choice of the order parameter. In these models mentioned above, the order parameter Pi
is the total polarization, as in their models, the relation Di = κ0Ei + Pi holds with κ0 being the
vacuum permittivity. However, in our model, only the irreversible part of polarization, i.e. the
spontaneous polarization, is chosen to the order parameter, as it can be seen in the expression of
the electric displacement in Eq. (5.25). By using this type of phase-field approach, the number
of parameters is largely reduced, and the physical interpretation of these parameters is more
clear. For more details on the difference between these two types of phase-field models, one can
refer to the paper by Schrade et al. [189].
5.3 Numerical implementation
5.3.1 Weak form
The governing equations for the phase-field model are Eq. (5.1)-Eq. (5.9), Eq. (5.25). To
obtain solutions to these equations, the finite element method is adopted. Mechanical displace-
ment, electric potential, and spontaneous polarization are chosen as the degrees of freedom, by
following the choice of electric enthalpy as the energy type. The weak form of the field equation
can be given as ∫
B
β P˙iδPidv +
∫
B
(σ jiδ"i j − DiδEi +ηiδPi + ξ jiδPi, j)dv =∫
B
( fiδui − qδφ + γiδPi)dv +
∫
∂B
( t¯ iδui − ω¯δφ + µ¯iδPi)ds.
(5.27)
The left-hand of the equation represents the generalized virtual strain energy. The first part
of the right-hand stands for the virtual work done in the body, and the second part for the
virtual work done on the boundary. The stresses, electric displacements, and microforces can be
derived from Eqs. (5.25).
By considering that ui, Ei, Pi are the independent variables, one obtains from Eq. (5.27) the
following weak forms,
−
∫
B
σ jiδ"i jdv +
∫
B
fiδuidv +
∫
∂B
t¯ iδuids = 0
−
∫
B
DiδEidv +
∫
B
qδφdv +
∫
∂B
ω¯δφds = 0
−
∫
B
β P˙iδPidv −
∫
B
(
∂H2
∂ Pi
δPi +
∂H2
∂ Pi, j
δPi, j)dv +
∫
∂B
µiδPids = 0.
(5.28)
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5.3.2 2-Dimensional case
The Landau-Devonshire free energy functionψ for cubic-to-noncubic take the following form:
ψ= a1 + a2(P
2
1 + P
2
2 + P
2
3 ) + a3(P
4
1 + P
4
2 + P
4
3 ) + a4(P
2
1 P
2
2 P
2
3 ) + a5(P
6
1 + P
6
2 + P
6
3 ). (5.29)
With a proper choice of the Landau coefficients, ψ can represent different phases transition,
for instance, cubic-to-tetragonal (BTO), cubic-to-rhombohedral (PMN). Reads are referred to
Fig 2.1 for the landscape of ψ. With such implementation of the Landau-Devonshire free en-
ergy, the weak form of the field equation of 3-dimensional case can be derived. However, it is
adequate to explore the domain evolution in 2 dimensions, since in this chapter merely qual-
itative study of the relaxor behavior is intended. Meanwhile, this saves calculation time. It is
non-trivial to reduce the 3-dimensional rhombohedral system into a 2-dimensional one, while
the tetragonal and the orthorhombic system can be represented in two dimensions by limiting
the allowed polarization directions to one principal plane [10 0]. For the tetragonal structure,
polarization has six possible orientations. In 2-dimensional case, the plane with 4 possible ori-
entations is investigated, through which both 90° and 180° domain switching can be presented.
If one only focus on one principal plane [1 00], ψ is degraded to following form,
ψ= a1 + a2(P
2
1 + P
2
2 ) + a3(P
4
1 + P
4
2 ) + a4(P
2
1 P
2
2 ) + a5(P
6
1 + P
6
2 ). (5.30)
The parameters a1 to a5 are chosen properly to allow 90
◦and 180◦ domain switching. Mean-
while ψ must guarantee that it takes local minima at (±P0,0) and (0,±P0). The five parameters
used in the simulations are derived from the coefficients published in Ref. [193].
The discretization of the 2-dimensional model is achieved by four-node linear elements.
The spontaneous polarization P(P1, P2), the electric potential φ, and mechanical displacement
u(u1,u2) are taken as independent variables. Therefore, each node has five degrees of freedom:
dI = [P I1 , P
I
2 ,φ
I ,uI1,u
I
2]
T
,
in which the superscript I indicates the element nodal number and the underlined bold symbol
denotes a matrix. In this section, matrix instead of index notation is used to clearly shows
the components of the tensor. A Voigt notation is used in the discretized equations. Detailed
components of the matrix can be found in the Appx. E. By introducing the shape functions, the
values within the element can be expressed by nodal values,
u =
∑
I
N Iuu
I ; δu =
∑
I
N Iuδu
I ;
φ =
∑
I
N Iφφ
I ; δφ =
∑
I
N Iφδφ
I ;
P =
∑
I
N IPP
I ; δP =
∑
I
N IPδP
I ;
P˙ =
∑
I
N IP P˙
I
.
(5.31)
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The strain, the electric field, and the polarization gradient can be calculated by introducing
corresponding derivative matrices, and then the stress and the electric displacement can be
obtained through Eqs. 5.25," =
∑
I
BIuu
I ; "e = " − "0(P); E = −∑
I
BIφφ
I ; ∇P =∑
I
BI∇P I ;
σ = C" − bTE; D = b " + kE + P.
(5.32)
From Eqs. (5.28), the element residuals can be given by the integration over the element area
B e: 
RIu =−
∫
B e
BIu
T
σdv
RIφ =−
∫
B e
BIφ
T
Ddv
RIP =−
∫
B e
{βN IP P˙ + N IP ∂H∂ P + B
I∇
T ∂H
∂∇P }dv ,
(5.33)
where 
∂H2
∂ P
=− ∂ "
0T
∂ P
σ − ("0T ∂ b
T
∂ P
+ 1)(Eφ + E random) + β1
∂ψ
∂ P
∂H2
∂∇P =β2∇P.
(5.34)
The RF E random has two independent components, which are subject to the same Gaussian
distribution. To generate the RF, the Box-Muller method [186] is used to ensure the interdepen-
dency of the random values in each element and direction. Suppose U1(0, 1) and U2(0,1) are
independent samples chosen from the uniform distribution ranged from 0 to 1. Let
Z1 =
Æ−2 lnU1 cos(2piU2)
Z2 =
Æ−2 lnU1 sin(2piU2) (5.35)
Box and Muller [186] proved that Z1 and Z2 are independent random variables with a standard
Gaussian distribution N (0, 1). Figure 5.1 shows the generated Gaussian random number sets
by the Box-Muller equation. With the sampling number N = 1000, (Z1, Z2) are well fitted to the
Gaussian distribution. The statistic variables including the norm µ and the variance ∆2 of the
distribution as a function of sampling number N are also plotted for reference. As the sampling
number increases, the norm of the distribution approaches to zero and the variance approaches
to 1. One also finds that when the sampling number goes above 103, the distribution of the
collected points does not improve much with respect to the standard Gaussian distribution.
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The interdependency of the two random variable sets Z1 and Z2 can be measured by Pearson
correlation:
Corr(Z1, Z2) =
expected value[(Z1 −µZ1)(Z2 −µZ2)]
∆Z1∆Z2
(5.36)
As the sampling number increases, the correlation between the two random variable sets also
approaches to zero.
After obtaining N (0, 1), one can generate the Gaussian distributed numbers with a variance
of ∆2 by
Z ′1(0,∆2) = Z1∆2
Z ′2(0,∆2) = Z2∆2
(5.37)
The number sets Z ′1 and Z ′2 can be inserted into the history variable at the initial step, and be
assigned to the vector E random.
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FIGURE 5.1: Left: Generation of two independent Gaussian-distributed random variables by Box-Muller
equation. Red dots represent initial uniform random samples. Blue dots represent the generated Gaussian
distributed number sets. The green dots show the probability distributions in the corresponding direction.
The sampling number N = 1000. Right: some featured values of Gaussian distribution as a function of
sampling number.
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With the implementation of the RF, the stiffness matrix can be calculated thereafter by
K I Juu = −
∂ RIu
∂ uJ
; K I Juφ = −
∂ RIu
∂ φJ
; K I JuP = −
∂ RIu
∂ P J
;
K I Jφu = −
∂ RI
φ
∂ uJ
; K I Jφφ = −
∂ RI
φ
∂ φJ
; K I JφP = −
∂ RI
φ
∂ P J
;
K I JPu = −
∂ RIP
∂ uJ
; K I JPφ = −
∂ RIP
∂ φJ
; K I JPP = −
∂ RIP
∂ P J
.
(5.38)
For the only time-dependent term P˙i, implicit backward Euler time integration method can be
adopted. The non-zero damping matrix D I JPP can be calculated by
P˙ =
P t+τ − P t
τ
D I JPP =−
∂ RIP
∂ P˙ J
,
(5.39)
where τ is the time step, and t the current time. With stiffness and damping matrix, the element
iteration matrix S can be assembled, in which SI JPP = K
I J
PP+
1
τ
D I JPP . For a given set of nodal values
at time t, the non-linear algebraic equations can be solved by the Newton-Raphson method. The
model is implemented as a user element in the software FEAP [194].
5.4 Simulation results and discussion
Four cases are simulated based on the relaxor model presented above. First, the equilibrium
domain configurations of a relaxor single crystal with different RFs are simulated. Second, the
ferroelectric response under bipolar loading is analyzed. Domain evolution with various RFs
shows different features. Third, pure mechanical loading is applied, and the influence of the
RF is demonstrated. Finally, domain evolution under electromechanical loading is discussed. In
all the simulations, the body force fi and charge q are neglected. The parameters used in the
simulations are listed in Table 5.1.
5.4.1 Domain configuration in relaxors
In this section, the qualitative study of the influence of the RF on the domain configuration
is presented. The simulation parameters are shown in Table 5.1. The size of the simulated
sample is 100 × 100 nm2, with a mesh size of 1 nm. All the boundaries are traction-free and
charge-free. Initial polarization distribution is assumed to be random.
The equilibrium state of relaxor single crystal is first investigated. One of the key factors which
can influence the domain configuration is the local RF which obeys the Gaussian distribution
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FIGURE 5.2: Left: Probability diagram of the local random field distributions with different ∆. Right:
Random field distribution within the sample for the case of ∆= 5 kV mm−1. Legend unit: V/m.
Parameter Signal Value Unit
Elastic stiffness moduli C11 211 GPa
C12 107 GPa
C33 56.2 GPa
Piezoelectric moduli e31 −3.88 Cm−2
e33 5.48 Cm
−2
e51 32.6 Cm
−2
Dielectric permittivity ε11 1.75× 10−7 F m−1
ε22 1.75× 10−7 F m−1
Domain wall width coefficient λ 1 nm
Domain wall energy G 0.7× 10−3 J m2 C−2
Mobility β 7× 10−6 AV−1 m−1
Eigenpolarization P0 0.31 C m
−2
Eigenstrain "0 0.262 %
TABLE 5.1: Parameters used in the benchmark test of the RF relaxor model.
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(a) (b)
(c) (d)
(e) (f)
FIGURE 5.3: (a-d) Equilibrium domain configuration for four cases with different Gaussian distribution
variances: (a) ∆ = 0 kV mm−1; (b) ∆ = 1 kV mm−1; (c) ∆ = 5 kV mm−1; (d) ∆ = 10 kV mm−1. Four
colors represent four polarization orientations of domains: yellow-left; green-right; red-top and blue-down.
PFM images observed on a c-cut SBN single crystals with various compositions: (e) SBN61 and (f) SBN75.
The PFM images are taken from the paper by [65].
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N (0,∆). In the simulation, the mean value of the RFs is set to be zero, to ensure that there is
no macroscopic bias field. Thus, the variance ∆ of the Gaussian distribution accounts for the
strength of the local RF. Three values of ∆, i.e., 1 kV mm−1, 5 kV mm−1 and 10 kV mm−1, are
considered. The probability diagram is shown in Fig. 5.2a, while the random field distribution
in the sample for the case ∆ = 5 kV mm−1 is shown in Fig. 5.2b. It can be seen that although ∆
is 5 kV mm−1, most elements have the RF below 5 kV mm−1. The maximum value can reach as
high as 10 kV mm−1.
The equilibrium domain configuration for different values of ∆ can be found in Fig. 5.3. In
Fig. 5.3a-d four colors represent four polarization orientations, respectively. Both 90◦ and 180◦
domain walls are visible. Due to the force-free boundary condition, polarization at the edge of
the body tends to point parallel to the boundary. By comparing Figs. 5.3a-d, it can be concluded
that the domain size decreases with increasing ∆. In Fig. 5.3a, the variance of the RF ∆ =
0. It is the case representing a conventional ferroelectric material without RF. As the strength
of RF increases, the material behavior becomes more relaxor-like. When ∆ is increased to 5
kV mm−1, the domain distribution becomes much randomized, as shown in Fig. 5.3d. The size
of the domain becomes smaller and the shape becomes more twisted.
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FIGURE 5.4: Comparison of two different random field relaxor models. Left: the RF is regarded as the random
electric field; Right: the RF is regarded as the external microforce.
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The domain configuration can be compared with experimental results. In the work by Shvarts-
man et al. [65], the surface polarization status of Czochralski-grown relaxor relaxor single crys-
tal SrxBa1-xNb2O6 (SBNx) at 293 K was studied by Piezoresponse Force Microscopy (PFM). The
vertical PFM characterization mode shows the polar structures at the surface of the sample.
Fig. 5.3e and 5.3f are two PFM images, which demonstrate different domain structures on the
surfaces of the sample SBN61 and SBN75, respectively. Thereby, the tri-modal color code is
used: white stands for up, red for down, and yellow for unresolved fine-structured domains.
It can be seen that for higher Sr content, the domain size becomes smaller, and the domain
boundaries jag more. Comparison between the simulated equilibrium domain structures with
the PFM images shows that Fig. 5.3b is close to Fig. 5.3e, while Fig. 5.3c appears similar to
Fig. 5.3f. It can thus be suggested that the Sr content is positively correlated to the strength of
the RF.
In order to demonstrate the difference between model A and model B discussed in Sec. 5.2.3,
the simulations on the equilibrium domain configurations of the cases ∆ = 1 kV mm−1 and 5
kV mm−1 are presented. The simulation results of model B are shown in the left, while the
corresponding results for model A are shown in the right of Fig. 5.4. It can be seen that the
domain size calculated by model A is smaller than that of model B. The reason is that, in model
A, the RF has direct effects on the electric displacement and stress. Therefore the influence of
the randomness is stronger. It is an interesting topic to compare these two different models, but
it is beyond the topic of this thesis.
5.4.2 Hysteresis loop in relaxors
The influence of RF on the macroscopic behavior of relaxor ferroelectrics can be characterized
by polarization and strain hysteresis. Here 6 kV mm−1 bipolar loading is adopted for simulation.
Gaussian distribution variance (∆) of RF varies from 0 kV mm−1 to 50 kV mm−1.
In order to reveal the influence of the RF, dielectric hysteresis for the two cases∆= 5 kV mm−1
and 10 kV mm−1 are compared in Fig. 5.5. For small ∆ = 5 kV mm−1, the hysteresis tends to
be rectangular, which is typical for a ferroelectric single crystal. Whereas, for large ∆ = 10
kV mm−1, the hysteresis becomes very slim. Particularly, the remanent polarization Pr almost
vanishes. In order to examine this decrease of Pr , snapshots of domain structure and electric
potential distribution during the poling are compared in Fig. 5.5. Starting from initially random
distribution (Point 1), the polarization is fully poled at maximum field state (Point 2) for both
cases. It can be explained by the fact that for both cases the applied electric field is stronger
than the local fields at most sites. However, the domain structures at the remanent state (Point
3) are rather different from each other. When the applied field decreases, the influence of RF
becomes obvious. Specifically, for ∆ = 5 kV mm−1, the polarization distribution remains almost
unchanged, because the potential barrier prevents the domain switching. However, if the local
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RF is high enough (e.g., ∆ = 10 kV mm−1), this barrier can be overcome. Thus the polarization
distribution becomes randomized again, which explains the trivial remanent polarization.
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FIGURE 5.5: Dielectric hysteresis, snapshots of domain structure and electric potential distribution for two
different cases: ∆ = 5 kV mm−1 (left) and ∆ = 10 kV mm−1 (right).
In Fig. 5.6, the influence of the RFs on the dielectric and strain hysteresis is demonstrated in
detail. The calculated hysteresis can be classified into three types:
• If ∆ is less than 5 kV mm−1, the remanent polarization (Pr) is close to the maximum polar-
ization, while the coercive field (Ec) has a relatively high value of 4.5 kV mm
−1. These two
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phenomena are commonly found in conventional ferroelectric materials. Moreover, when
the external field reaches the critical value for the domain switching, the polarization ori-
entation changed simultaneously, which leads to a steep slope at the switching point. It is
one of the typical features for single crystals [170]. After the domain switching process,
both polarization and strain are in proportion to the external field.
• For the sample with a moderate RF (e.g., ∆ = 10 kV mm−1 and ∆ = 15 kV mm−1), Pr
decreases with the increase of RF. The hysteresis feature is less obvious (cf. the cases with
a lower RF). Due to the lost of hysteresis, the remanent strain becomes smaller, and the
difference between the maximum strain and the remanent strain becomes larger. Hence,
the existence of the RF makes the high-field piezoelectric coefficient (maximum strain
divided by maximum field) larger.
• For the sample with a very larger RF (e.g., 50 kV mm−1), the material shows a dielectric
feature and exhibit a nearly linear response to the external field. The RF, in this case, is
so high that the external field has little influence on the polarization distribution. The po-
larization direction is determined by the local RF distribution and stays unchanged during
the loading.
From the discussion above, a short conclusion can be drawn that with the increase of the RF,
Pr decreases, the hysteresis effect vanishes gradually, and the material behavior changes from
conventional ferroelectric to relaxor type.
(a) (b)
FIGURE 5.6: (a) Polarization hysteresis and (b) strain hysteresis under bipolar loading for different cases of
RF variance.
5.4.3 Ferroelastic response
In this subsection, the domain switching induced by pure mechanical loading is studied, and
the effect of the RF on this response is revealed. Figure 5.7 shows the evolution of the domain
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structure and of the stress distribution in a sample under linearly increased tensile loading up
to 0.6% in the vertical direction. Two cases of RFs, i.e., ∆ = 1 kV mm−1 and 5 kV mm−1 are
considered. Charge-free boundary conditions are prescribed.
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FIGURE 5.7: (a-f)Domain structure evolution under uniaxial tensile loading. (g) Mechanical stress v.s. strain
curves.
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FIGURE 5.8: (a-f)Domain structure evolution under uniaxial compression. (g) Mechanical stress v.s. strain
curves.
For the case of low RF ∆ = 1 kV mm−1, the initially random distributed polarization vectors
tend to align along the vertical direction, as it is demonstrated in Fig. 5.7a-c. Domains with
vertical polarization become larger. Due to the constraint of charge-free boundary conditions,
domain structure with multi vertices is formed at the end. This mechanical-induced domain
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switching can also be identified by stress-strain relation shown in Fig.5.7g. The slope of the
curve decreases during the tensile loading, which indicates that the domain switching happens
in this range. The slope then goes back to its original value after the domain switching process.
It can be explained by the assumption in the model that the stiffness tensor is independent of
polarization state. During the unloading process, the slope of the stress-strain curve remains
constant. Hence the remanent strain emerges, with the value of about 0.1%. This result is close
to the experimental measurement of the commercial ferroelectric ceramic PIC 151 [195].
For the sample with high RF ∆ = 5 kV mm−1, the coarsening of the domain is not visible,
and the tendency of the vertical polarization is not so obvious, as it can be seen in Fig. 5.7d-f.
Meanwhile, there is hardly slope change of the S-E curve shown in Fig. 5.7g. It indicates that
there is no apparent mechanical-induced domain switching. The RF counteracts the influence
of mechanical loading on polarization switching. A similar phenomenon can be found in the
case of compression loading, as it can be seen from the simulated domain structures and the
stress-strain relation shown in Fig. 5.8.
5.4.4 Relaxor response under electromechanical loading
As the last example, the relaxor behavior under the electromechanical loading is presented in
this subsection.
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FIGURE 5.9: (a)Illustration of the simulation setup; (b) Electric and mechanical loading history.
The hysteresis behavior of mechanically assisted bipolar poling on relaxors is studied. For
each of the two RFs with ∆ = 2.3 kV mm−1 and 7.5 kV mm−1, three loading scenarios are
simulated: 1) only bipolar electric loading, 2) bipolar electric loading combined with tensile
loading, 3) bipolar electric loading combined with mechanical compression. As illustrated in
Figs. 5.9a and 5.9b, mechanical loading in the last two scenarios are applied first along the
vertical direction. The electric bipolar loading is then applied in the same direction after the
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mechanical loading reached a constant. The maximum compression/tension is 0.6%, and the
amplitude of the electric field is 6 kV mm−1.
The three hystereses of the different loading scenarios shown in Fig. 5.10a are for the RF case
∆ = 2.3 kV mm−1. For this relatively low RF, the polarization at maximum field saturates at all
the three loading scenarios, and the polarization is fully poled. However, the remanent states of
the compressed and the tensile sample, marked as point 1 and point 2 in Fig. 5.10a, are rather
different, after the external field is removed. It can be seen that the remanent polarization
of the compressed sample is much less than that of the tensile one. This feature can be well
explained by the domain structure at the corresponding remanent states. The domain structure
at the remanent state of the compressed sample is shown in Fig. 5.10c, while that of the tensile
sample in Fig. 5.10d. It is clear that due to the compressive loading, part of the polarization is
switched to the lateral directions, which leads to the drop of the remanent polarization, whereas
in the tensile loading, the poled state is maintained. Moreover, Ec of the compressed sample is
much smaller than that of the tensile one. It can be simply explained by the switching energy
criterion [39]. The positive mechanical work reduces the work needed from the external field
for switching. In other words, more energy is needed for the compressed sample than for the
tensile sample to switch the polarization. Similar results can be found in the work by [14] on
the electromechanical coupling problems of ferroelectrics. Their simulation results show that
both Ec and Pr of compressed samples decrease.
For the case of a rather high RF ∆ = 7.5 kV mm−1, different features in this hysteresis are
observed, as shown in Fig. 5.10b. The polarization of the compressed sample at the maximum
electric field does not reach the saturation, because the imprint effect of the RF and the effect of
the compression loading is strong enough to prevent part of the dipoles switching to the vertical
direction. On the other hand, in the tensile sample, the driving force induced by the applied
field and by the tensile loading overruns the imprint effect of the random electric field, and
thus the polarization is fully poled. The domain structures at this state of the tensile and the
compressed sample, shown in Fig. 5.10e and Fig. 5.10f, verify this argument. Moreover, not
only the compressed sample but also the free sample has a decreased polarization. It implies
that the imprint effect of the RF is strong enough so that some of the dipoles are switched back
to the lateral directions. In the tensile sample, the imprint effect of RF is counteracted by the
mechanical loading. It explains the large remanent polarization.
5.5 Summary
In this chapter, a continuum phase-field model for relaxor ferroelectrics is constructed to simu-
late the domain structure evolution in relaxor ferroelectrics. Local RFs are introduced according
to the RF theory, which can appropriately reflect the influence of chemical disorder in relaxors.
The strength of the RF is controlled by the variance of the Gaussian distribution. The simulation
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FIGURE 5.10: Dielectric hysteresis for three loading scenarios for (a) the random field with∆= 2.3 kV mm−1
and (b) the RF with∆= 7.5 kV mm−1. (c) Domain structure at the remanent state of the compressed sample
(Point 1). (d) Domain structure at the remanent state Point 2 of the tensile sample (Point 2). (e) Domain
structure at the maximum field of the compressed sample (Point 3). (f) Domain structure at the maximum
field of the tensile sample (Point 4).
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results presented in this section and the comparison with experimental measurements demon-
strate that this model can reproduce typical relaxor features, such as domain miniaturization,
small remanent polarization, and large piezoelectric response.
Under a pure electric loading, the domain size decreases and the domain configuration is more
twisted, as the RF becomes stronger. The remanent polarization decreases with the increase
of RFs. Under pure mechanical loading, domains size also become smaller as random field
increases, and the strain-induced domain switching can be prevented in the presence of a larger
RF. When a bipolar loading is applied on a preloaded sample, the macroscopic properties such
as the remanent and the maximum polarization can be modified. These results are consistent
with the previous study on ferroelectric materials.
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Chapter 6
Enhanced large-signal response in relaxor/ferroelectric
layered composites
In this chapter, the phase-field relaxor model developed in Chap. 5 is modified by introducing
a new Landau energy polynomial. By doing so, the nonpolar-polar phase transition in some “in-
cipient” relaxor piezoceramics can be simulated. The trilayer composite composed of BNT-7BT
and BNT-6BT-3AN is compared to the experimental results. By introducing coherent/soft/charge
interfaces, the coupling effect in such lead-free relaxor/ferroelectric composites is investigated.
Results show the lateral strain coupling in the serial layer contributes considerably to the large-
signal piezoelectric response. The main mechanism is that the lateral mismatch lowers the
remanent strain in the ferroelectric layer. Moreover, the charge interphase layers in the compos-
ite can introduce an internal electric field, leading to a weaker large-signal response compared
with the composite with coherent interfaces.
This chapter are based on the manuscript “S. Wang et al., Phase-Field Study of Electrome-
chanical Coupling in Lead-Free Relaxor/Ferroelectric Layered Composites.” Here, I thank Prof.
Haibo Zhang and Mrs. Azatuhi Ayrikyan for providing the experimental data. The discussion
with Prof. Kyle G. Webber on the coupling mechanism is also acknowledged.
6.1 Introduction
Ferroelectric materials have received considerable attention in both industry and science due
to their electromechanical response, which is important for many applications such as sensors,
actuators, and data storage. [196] Due to the high strain response of lead-based piezoelectric
ceramics, they have dominated the piezoelectric transducer market. [197] Research on lead-
free piezoceramics, however, has dramatically increased in response to various international
regulations limiting the use of toxic metals in electronics and electric devices. For instance,
an early investigation showing electromechanical properties in textured KNN are competitive
with lead-based materials. [97] Afterwards, other lead-free material systems were proposed;
the readers can refer to the previous reviews for a detailed discussion of the various lead-free
ferroelectric materials and their electromechanical responses, see Rödel et al. [76, 78] Hong et
al. [198] and Shrout et al. [98].
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One promising lead-free ferroelectric system is BNT-based piezoceramics. A giant unipolar
strain of 0.45% at 8 kV mm−1 was first observed by Zhang et al. [79, 80, 199] in KNN-modified
BNT-BaTiO3 system (BNT-BT-KNN). Similar phenomena were found in other BNT-based systems
such as 0.72Bi1/2Na1/2TiO3 -0.28SrTiO3 (BNT-28ST) [200] and 0.92Bi1/2Na1/2TiO3 -0.08KNbO3
(BNT-8KN) [102]. The origin of the giant strain was found to be the electric field-induced
nonpolar to polar phase transition that is modulated by destabilization elements that enhanced
reversibility of the transition. [82] This effect, however, typically requires large electric fields to
induce the transition and results in significant hysteresis and frequency dependence. Recently,
Zhang et al. [93] designed a textured BNT-6BT-3AN, which exhibit superior strain response
compared to other BNT-based ceramics. The large signal piezoelectric coefficient d∗33 can be as
high as 766 pm/V at 5 kV mm−1 at room temperature, and it shows excellent frequency stability.
A more recent strategy has been to tailor the macroscopic electromechanical response us-
ing FE/RE ceramic composites. [22] It has been proposed that the electrical and mechanical
coupling between the constituents results in an enhanced strain response at a reduced electric
field. [21] These effects can be difficult to be decoupled in the 0-3 composites, making the
determination of their relative contributions non-trivial. In order to differentiate them, Zhang
et al. [23] designed elegantly two types of multilayer FE/RE ceramics composites with inter-
faces parallel and perpendicular to the poling direction, respectively. In the parallel case, the
strain in the poling direction is coupled through the interface, while in the perpendicular case
the polarization charge is deemed to be coupled. The authors reported that both polarization
coupling and strain coupling are important to the observed large electrochemical effect. This
work provided important insights on the strain and polarization coupling in the poling process.
Nevertheless, even in the perpendicular case, the lateral strain coupling is also present, as the
authors pointed out. Studies that further differentiate the contribution of lateral strain coupling
from the polarization coupling would be helpful. More recent work has also found that inter-
nal stresses due to different sintering shrinkages and thermal expansions between constituents
can result in changes in microstructure and porosity [25], which are expected to also affect the
electromechanical properties. The interface between the constituents can weaken both the me-
chanical and polarization coupling. The above experimental analyses of electric and mechanical
coupling effect in the FE/RE composites are time-consuming and require the careful control of
different influential factors, while numerical simulations with designed interfaces can be helpful
to reveal their potential impact.
To understand the electromechanical coupling behavior and to provide an improved design
strategy for better performance in ferroelectric-based piezoelectric devices, various models have
been proposed. For example, Hwang and McMeeking [201], as well as Kamlah et al. [202],
developed micromechanical models, in which the domain switching is controlled by an energy
criterion. Recently, phase-field models based on a time-dependent Ginzburg–Landau equation
(TDGL) have been employed to study the evolution of domain structure in conventional FE. [13,
68 6. Enhanced large-signal response in relaxor/ferroelectric layered composites
139, 14, 151, 203, 15, 204, 16] In a phase-field model, the thermodynamic energy is described
in terms of a set of order parameters, for instance, polarization in FE. The evolution of the
microstructure is obtained by a minimization process of the total electric enthalpy of the system,
which does not make any prior assumptions about the switching criteria of the order parameter.
There are few phase-field models of relaxors, due to the complexity of their domain structure
and its unclear origins. [205] In the work by Wang et al. [17], the point defects are regarded as
the disorder origin in “doped ferroelectrics”. The phase transition temperature is also influenced
by the point defects density. Li et al. [18] considered the disorder in the RE originated from the
structural inhomogeneity: the orthorhombic PNRs are surrounded by the tetragonal matrix.
They demonstrated that the rotation of collinear PNRs is responsible for the enhanced di/piezo-
electricity at room temperature. Nevertheless, these models have not been applied to study
electromechanical coupling. As shown in Chap. 5, mechanically coupled phase-field simulations
with the consideration of the RF have been carried out. The Gaussian random electric field [54,
48] which results phenomenologically from various disorder origins in RE, is included in the
phase-field free energy functional. Simulation results show that the model can reproduce certain
features of relaxors represented by SBNx [65], such as the domain miniaturization and decrease
of remanent polarization/strain.
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FIGURE 6.1: Comparison between measured hysteresis of relaxors BNT-6BT-3AN and BNKT-6BA. Relaxor
BNT-6BT-3AN undergoes field-induced nonpolar-polar phase transition (red square), while BNKT-6BA (blue
triangle) not. The featuring values ("max, "rem, Epol, Edep, Ppol, Pdep and d
∗
33) are shown. (a) Strain response
under unipolar electric field loading. The Epol for BNT-6BT-3AN is around 4.7 kV mm
−1. (b) Polarization
hysteresis under bipolar electric field loading, where Ppol and Pdep are the polarization at Epol and Edep,
respectively.
Relaxors BNT-6BT-3AN experience, however, a field-induced nonpolar-polar phase transi-
tion, and displayed pinched polarization-electric field hysteresis. In Fig. 6.1 the polariza-
tion and strain hysteresis loops of two typical lead-free RE materials are contrasted. Relax-
ors 0.94Bi1/2Na3/4K1/4TiO3-0.06BiAlO3 (BNKT-6BA) has trivial dielectric and strain hysteresis,
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while BNT-6BT-3AN has a large hysteresis effect. Even though the remanent polarization and
strain are small, there is a distinct nonpolar to polar phase transition at Epol and polar to non-
polar phase transition at Edep. Epol for BNT-6BT-3AN is around 4.6 kV mm
−1. For the study of
the electromechanical interface coupling in the composite of BNT-6BT-3AN, a suitable phase-
field model should be first developed. In the work of Franzbach [206], a Landau-type polyno-
mial bulk free energy was proposed, and the energy landscape over polarization is illustrated
in Fig. 6.2b, in comparison with the conventional double well Landau free energy shown in
Fig. 6.2a. As it is demonstrated, the proposed free energy has a single well but with inflection
points. The P-E loop has thus two snap-through points, which correspond to the two nonpolar-
polar phase transition fields, respectively. However, in that model, the inertia effect of the
polarization evolution and the domain-wall energy from the polarization gradient is not consid-
ered. Nevertheless, the bulk free energy proposed by Franzbach [206] can be adopted for the
phase-field theory, which allows the simulation of the domain structure by adding the gradient
term to the bulk one.
In this chapter, a new type of bulk free energy form is introduced inspired by the work of
Franzbach. [206] The energy is implemented into the mechanically coupled finite element
phase-field framework presented in Chap. 5. It is followed by the simulation of the impact
of interface on the electromechanical coupling of the RE/FE/RE trilayer composite, consisting
of a RE constitute that displays a field-induced nonpolar-polar phase transition. By designing
different interfaces in the simulation, the contribution of lateral strain coupling and the in-
terface charges are revealed. As a representative example, the relaxor BNT-6BT-3AN and the
ferroelectric BNT-7BT are regarded as the two composite end-members in the simulations.
Considering that in Chap.5, the phase-field conventional relaxor model is extensively elab-
orated, brief introduction to the ferroelectric model is given and more attention is paid to
the modified relaxor model. The relaxor model with nonpolar-polar phase transition is in-
troduced in Sec. 6.2. By fitting the measured dielectric and strain hysteresis, the parameters of
the phase-field models for the RE and FE end-members are determined in Sec. 6.2.2. By using
the parameterized phase-field models, finite element simulations are carried out on the lay-
ered composites, and results are presented in Sec. 6.3. The large-signal piezoelectric coefficient
d∗33, which is the total unipolar strain normalized by the applied maximum electric field, i.e.,
∆S/Emax, is calculated for composites with various FE content. An optimal thickness ratio is
determined and explained through the simulated domain configuration in Sec. 6.3.1. By intro-
ducing coherent/soft interfaces, the cases with/without mechanical coupling are compared in
Sec. 6.3.2, and thereby the influence of lateral strain coupling on d∗33 is addressed. By assuming
external interface charges, the effect of polarization coupling is analyzed in Sec. 6.3.3.
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FIGURE 6.2: Illustration of the Landau energy and the related P-E loops for (a) FE and for (b) RE with a
field-induced nonpolar-polar phase transition. The black lines shown in the 3D Landau landscapes indicate
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6.2 Models for the two composite end-members
Phase-field simulations serve as an important tool to reveal the domain structure and the
electromechancial coupling in ferroelectrics. As preparation for the simulation of the layered
BNT-6BT-3AN/BNT-7BT composites in the next section, the phase-field models for the two end-
members and the related parameters are introduced here. While BNT-7BT has conventional FE
features, the BNT-6BT-3AN is RE with a distinct field-induced nonpolar-polar phase transition.
Therefore, details on the phase-field models are given separately, while the parameterization
through fitting the measured hysteresis is presented side by side in the last subsection.
6.2.1 Phase-field model for FE and RE
For BNT-7BT, the previous phase-field models are employed [15], where the spontaneous
polarization, instead of the total polarization, is adopted as the order parameter, and physical
parameters, such as domain wall thickness and energy, instead of model parameters are used.
In the model, the electric enthalpy is expressed by the following independent variables: the
mechanical displacement (ui), the electric potential (ψ), and the spontaneous polarization (Pi).
The equations are exactly the same to the Eqs. (5.1-5.25), except that the RF is set to zero, and
the separation energy is set as:
H sep = a1 + a2(P21 + P22 ) + a3(P41 + P42 ) + a4P21 P22 + a5(P61 + P62 ) (6.1)
The relaxors BNKT-6BT-3AN, among other “incipient” piezoelectrics [46], can experience a
nonpolar-polar phase transition during application of the external field, and demonstrates large
pinched hysteresis, as shown in Fig. 6.1. The phase-field model presented in the last subsec-
tion was therefore modified. More particularly, the single well inflected Landau bulk energy
proposed by Franzbach [206] is applied to replace the double well one. The separation energy
function is modified to a polynomial of the spontaneous polarization up to the 8th order. In two
dimensional case:
H sep = b1(P21 + P22 ) + b2(P21 + P22 )2 + b3(P21 + P22 )3 + b4(P21 + P22 )4. (6.2)
The coefficients can be calculated by providing the featuring values of Ppol, Pdep, Epol, and Edep.
To be specific, at the transition field Epol (poling process) and Edep (unloading process), the
following criteria should be fulfilled.
Epol =
∂ψ
∂ P

P=Ppol
(6.3)
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Edep =
∂ψ
∂ P

P=Pdep
(6.4)
0 =
∂ 2ψ
∂ P21

P=Ppol
(6.5)
0 =
∂ 2ψ
∂ P22

P=Pdep
(6.6)
where Ppol and Pdep are the polarization at Epol and Edep, respectively. From Eqs. (6.3-6.6),
the coefficients in Eq. (6.2) can be determined. With this type of Landau energy, the material
remains nonpolar when the applied electric field is below Epol. Above Epol, the polarization is
trapped into the local minima of the Landau energy function (shown as green points in Fig. 6.2),
which reflects the field-induced nonpolar-polar phase transition. Note that even though the
pinched P-E loop resembles that of the antiferroelectrics, the formulation of their free energy
differs from each other. In particular, the free energy is assumed to depend on the sub-lattice
polarizations in antiferroelectrics [207], while the one used here relies on the spontaneous
polarization. In addition, in order to account for the RFs, which originate from the disorder in
relaxors, a similar concept to our previous model is adopted. In summary, the relaxor phase-
field model differs from the model presented in the last subsection mainly by two points. First,
the Landau free energy is replaced by the new form. Second, the electric field Ei is replaced by
Ei + E
random
i . The model framework and the finite element implementation remain similar. By
space discretization, a four-node linear element with five degrees of freedom (two displacement
components, one electric potential, and two polarization components) at each node is employed.
6.2.2 Parameterization
The phase-field models are able to provide detailed domain evolution at different external
loadings, and the traditional simulation was usually restricted to a single grain. [192] However
for piezoceramic devices, the critical length scale is on the scale of micrometers. In order to deal
with this scale issue, here an average method is introduced to acquire the proper simulation pa-
rameters. The adoption of those parameters enables the model to give the correct macroscopic
response, e.g., polarization hysteresis loops (P-E loops) and strain loops (S-E loops), while still
reflecting the microscopic coupling properties, such as polarization coupling and strain coupling
at the layer interfaces. The process is illustrated in Fig. 6.3. using BNT-7BT as an example. This
kind of material has been intensively studied, and some of the simulation parameters, such as
elastic stiffness and piezoelectric coefficients can be directly obtained from the literature. [208]
For the parameters that are not available, e.g., RF, eigenstrain, and eigenpolarization, etc., some
test values are used to run the simulation. For ceramics, crystallites of varying orientations
coexist. Hence, in our simulation, different angles θ between the external field and the “easy
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FIGURE 6.3: Flowchart of the calculation procedure.
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FIGURE 6.4: Comparison between the simulation results with experiments for both polarization and strain
hysteresis loops of BNT-7BT.
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FIGURE 6.5: Comparison between the simulation results with experiments for both polarization and strain
hysteresis loops of BNT-6BT-3AN.
76 6. Enhanced large-signal response in relaxor/ferroelectric layered composites
Parameter BNT-7BT BNT-6BT-3AN Unit
Piezoelectric coefficient e31 -1.7 -2.1 C m
−2
e33 12 15 C m
−2
e51 12.1 15 C m
−2
Elastic stiffness c11 159 177 GPa
c12 95 106 GPa
c44 75 71.3 GPa
Dielectric constant k11 6.2 6.2 10
−11 C V−1 m−1
k22 6.2 6.2 10
−11 C V−1 m−1
k12 0 0 10
−11 C V−1 m−1
Eigenpolarization P0 0.33 0.21 C m
−2
Eigenstrain "0 0.262 0.12 %
Variance of random field ∆ 0 2.3 106 V m−1
Landau coefficient a1 1 - N m
−2
a2 -11.1 - Nm
2C−2
a3 -69.3 - N m
2 C-2
a4 234.3 - N m
6 C-4
a5 803.8 - N m
6 C-4
b1 - 49.1 N m
2 C-2
b2 - -440.8 N m
6 C-4
b3 - 1344.7 N m
10 C-6
b4 - 757.2 N m
14 C-8
TABLE 6.1: Parameters used for BNT-7BT (FE) and BNT-6BT-3BA (RE).
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axis” (energetically favorable direction of spontaneous polarization) are used in the simula-
tion, from 0° to 180° with the interval of 10°. By a volume averaging of both polarization and
strain, the “averaged” P-E loop and S-E loop are obtained, which are further compared with
the experimental data. If the experimental data and the simulation diverge, the unknown pa-
rameters are updated for a new cycle of calculation, while the parameters from the literature
are unchanged. This process is repeated until an acceptable fitting is reached for both P-E and
S-E loops between the simulation and the experiment. After obtaining the parameters for both
end-members, a trilayer structure was studied. The domain-scale analysis can be operated at
this stage. In order to obtain the simulation results for the multigrain composite, a number of
simulations are performed on the trilayer structure with a random θ in each layer. An averaging
process is presented to get the macroscopic response of the composite. The detailed averaging
process can be found in Fig. 6.4 and Fig. 6.5. Note that, by using the method of angle average,
the grain boundary effect is ignored. The determined parameters for two end-member materials
are listed in Table 6.1.
6.3 Results and discussion of RE/FE/RE trilayer composites
Finite element phase-field simulations were carried out for the BNT-6BT-3AN/BNT-7BT/BNT-
6BT-3AN sandwich composites. By varying the thickness ratio, the content of the ferroelectric
BNT-7BT, indicated by ωFE, can be changed, and simulations were completed for various FE
content, respectively. If not particularly indicated, the Neumann boundary conditions for dis-
placement DOFs are set for all the boundaries. The electric field is applied with a Dirichlet
boundary condition for potential DOF at top and bottom. Charge free boundary conditions are
set for left and right boundaries. The layered composite is subjected to a triangle potential pol-
ing to simulate the unipolar behavior. Based on the work [23], two maximal poling fields Emax
are considered: 4 kV mm−1 and 6 kV mm−1. As an important figure of merit, the large-signal
piezoelectric constant d∗33 is evaluated from
d∗33 =
"max − "rem
Emax
. (6.7)
In this section, three kinds of interfaces between FE and RE layers are used to show the dif-
ferent coupling effects, which are illustrated in Fig. 6.6. In Sec. 6.3.1, coherent interfaces are
adopted, which assumes perfect continuity of displacements and charge. Depending on the
synthesis process, the interface between the RE and FE layer is not necessarily ideal. Xue et
al. [209] used a linear combination of parameters such as Landau coefficient and elastic mod-
ulus at the interface. In Sec. 6.3.2, the case in which the lateral strain coupling is excluded by
introducing soft interphase layers between layers is further regarded. Through comparison with
the coherent case, the effect of lateral strain coupling on the large-signal d∗33 is unveiled. The
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FIGURE 6.6: Schematic diagram of the simulated trilayer composites with three kinds of interfaces: (a)
coherent interface; (b) with soft interphase layers; (c) with charge interphase layers. The simulation results
for these three kinds of interfaces will be discussed in Sec, 6.3.1, Sec. 6.3.2 and Sec. 6.3.3, respectively.
charge continuity across the interface may also be weakened. For the interface between differ-
ent layers in piezoceramics, Stephanovich et al. [210] implemented Robin boundary conditions
for polarization at ferroelectric-paraelectric (FE/PE) interface, which was originally developed
by Kretschmer et al. [211]. In Sec. 6.3.3, two different charged interphase layers are regarded
in the finite element simulations, and the change of d∗33 is discussed.
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FIGURE 6.7: (a-e) S-E loop of the BNT-6BT-3AN/BNT-7BT/BNT-6BT-3AN trilayer structure under unipolar
loading with different FE volume content ωFE ranged from 10% to 50%. (f) Large-signal response as a
function of ωFE.
6.3.1 Influence of FE content
The unipolar strain-electric field loops of the trilayer composites with different FE content
ωFE are shown in Fig. 6.7a-e, along with the variation of the d
∗
33 in Fig. 6.7f. Results are given
for both poling fields of Emax = 4 kV mm
−1 and 6 kV mm−1. It is seen that d∗33 shows a peak
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value at ωFE = 30% in the case of small unipolar loading (Emax = 4 kV mm
−1), while there is
no such peak in the case of large unipolar loading (Emax = 6 kV mm
−1). This result agrees well
with our previous experimental study on the same material system. [23] With full numerical
access to the individual quantities related to the definition Eq. (6.7) of d∗33, this observation can
be explained.
ωFE
FIGURE 6.8: Large-signal response d∗33 as a function of FE content with different Emax.
From Fig. 6.7a-e it can be seen that the nonpolar-to-polar transition field Epol decreases with
increasing FE content ωFE, while the remanent strain "rem increases with ωFE. Starting with the
case without the FE layer, Epol is equal to the polar transition field of pure BNT-6BT-3AN, i.e.,
4.6 kV mm−1, and the remanent strain is negligible. If FE content increases up to 100%, Epol
approaches the coercive field of the ferroelectric phase BNT-7BT, i.e., around 2 kV mm−1, and
the remanent strain equals that of the BNT-7BT. Particularly, Epol is slightly above 4 kV mm
−1 at
ωFE = 20%, while below this value at ωFE = 30%. Thus there is a significant increase of the
maximal strain "max around ωFE = 30% in the case of Emax = 4 kV mm
−1. At the same time, the
remanent strain is still trivial. The resultant d∗33 is very large. As the FE content further increases,
the maximal strain remains almost unchanged, but the remanent strain increases significantly.
It leads hence a decrease of the d∗33. The situation is different in the case of Emax = 6 kV mm−1.
Due to the large field, the composite can undergo the nonpolar to polar phase transition for
all FE contents. In other words, the maximal strain shows little change with FE content, while
the remanent strain increases constantly. As a result, d∗33 decreases monotonically with the FE
content.
Fig. 6.8 shows the large-signal response d∗33 as a function of ωFE with different Emax. The
peak of individual Emax case is always found where Emax is close to Epol, if one compares Fig. 6.8
with Fig. 6.7a-e. For instance, for the case that Emax = 3 kV mm
−1, The closest value of Epol is
found at ωFE = 40% (see Fig. 6.7d). The peak of d
∗
33 is also found at ωFE = 40%. It indicates
that one can determine the best composition ratio for one specific Emax. In addition, the peak
of d∗33 increases with the decrease of Emax. And if Emax decreases to a very small value (e.g.,
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2 kV mm−1), the peak of d∗33 vanishes. For such small Emax, the composites cannot experience
nonpolar-polar phase transition, which results in a very small d∗33.
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FIGURE 6.9: Domain structure for the FE/RE trilayer structure and the polarization distribution at 4
kV mm−1, with FE content of (a) 10% and (b) 40%, respectively. The black arrows indicate the orien-
tation of the polarization. (c) and (d): Domain structure for the remanent state. The corresponding S-E
loops are shown on top for reference.
Domain structures for different FE content and different states (i.e., poled and remanent state)
help also to explain the coupling between the layers. Here, the cases of ωFE are chosen for a
better comparison: 10% where RE layer dominates the overall response feature under unipolar
loading and 40% where FE layer dominates and focus only on the case where the peak appears,
i.e., Emax = 4 kV mm
−1. The domain structures are shown in Fig. 6.9. The domain configuration
is the result of the competition between these two phases. For ωFE = 10%, the FE layer is more
influenced by the RE layer. The RF from the RE layer at the interface disturbs the alignment
of polarization in the FE layer, thus multi-domains are formed. For ωFE = 40%, the RE layer
is more influenced by the FE layer. Instead of keeping randomized at 4 kV mm−1, the RE layer
tends to align to the direction of the poling field, especially at the interface. The FE layer has a
positive effect on the poling process in the RE layer, which leads to the decrease of Epol as ωFE
increases. The domain structures at zero field for ωFE= 10% and 40% are shown in Fig. 6.9c
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and Fig. 6.9d, respectively. For the 10% case, the impact of the RF from RE is non-negligible.
Instead of forming a monodomain, several vortices appear. The FE layer cannot contribute much
to the vertical strain of the composite. While for the 40% case, the FE phase aligned to the same
direction of the poling field. At the interface region, the polarization vectors tend to align to the
poling direction, despite the interference of the RF.
6.3.2 Influence of lateral strain coupling
The above discussion is based on the assumption that the interfaces between different lay-
ers are coherent. However, in the experimental samples, the interfaces may not be ideally
bonded. Moreover, it is also meaningful to exam how significant the contribution of the me-
chanical coupling is, i.e., the coupling of the lateral strain in the trilayer composite, while still
polarization-coupled. To uncouple the mechanical deformation between the layers, a soft layer
with a certain thickness can be inserted between the layers in the finite element model. In the
simulation, Young’s modulus of the soft layer is three orders lower than that of the end-member
materials.
With the implementation of the soft interphase layers, a series of simulations are operated.
All the other conditions are exactly the same to those of the coherent interface cases shown in
Sec. 6.3.1. After removal of the poling field, the FE layer remains the poled state, while the
RE layers intend to become nonpolar. Assuming the coherent interfaces, internal lateral stress is
expected in all three layers near the interface, in order to compensate the strain mismatch in the
horizontal direction. Finite element simulations shown in the Fig. 6.10a demonstrate that the
FE layer is under tensile loading in the horizontal direction, while the two RE layers experience
compressive stress. The results agree with the prediction made in [93]. If the lateral stress in FE
is strong enough, it can even lead to 90 degree polarization switching by ferroelastic effect, as
it is demonstrated in Fig. 6.10b. In contrast, if a soft interphase layer is introduced, the layers
are mechanically uncoupled, as it is confirmed by the finite element results shown in Fig. 6.10c.
The poled state in the FE layer is preserved.
The tensile lateral stress in the FE layer can lower the remanent strain in the FE layer sig-
nificantly. Since the remanent strain in RE layers is negligible and not sensitive to the internal
stress, the effective remanent strain of the composites with coherent interfaces is smaller than
that of the composites with soft interphase layers, as it is confirmed by the finite element simula-
tion results shown in Fig. 6.10e. On the other hand, at the maximal field, both FE and RE layers
are poled, and thus there is trivial or decreased lateral mismatch. Thus, the lateral mechanical
coupling has hardly influence on the maximal strains, as it can be seen in Fig. 6.10e. Based
on the definition of the large-signal d∗33, it can be thus expected that the large-signal d∗33 of the
composite with soft interphase layers should be smaller than that of composites with coherent
interfaces, which is well confirmed by the simulation results shown in Fig. 6.11a. Around ωFE
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is 30%, the d∗33 decreases by almost 27% percent. In the case of 4 kV mm−1 unipolar loading,
similar results are observed. Additional simulations were performed in which Young’s modulus
of the soft layer is set to be 20% of the value of the FE layer. These results show values between
the two extreme cases, as the black dotted line in Fig. 6.11b shows. These results imply that
the lateral strain coupling in the trilayer composite contributes positively to the macroscopic
electromechanical coupling.
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FIGURE 6.10: (a)-(d) Stress and polarization distribution of the BNT-6BT-3AN/BNT-7BT/BNT-6BT-3AN tri-
layer structure at remanent state the FE content ωFE is 30%. (a) and (b) are the results for the coherent
interface case, while (c) and (d) are for the case with soft interphase layers. (e) Comparison of the maximum
strain "max and the remanent strain "rem between coherent and soft interfaces in trilayer composites with
different ωFE. The magnitude of the unipolar loading is Emax = 6 kV mm
−1.
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FIGURE 6.11: Comparison of the large-signal response d∗33 of trilayer composites with and without lateral
strain coupling. (a) 6 kV mm−1 unipolar loading. (b) 4 kV mm−1 unipolar loading.
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FIGURE 6.12: Large-signal response d∗33 as a function of FE content ωFE with charged interphase layers. (a)
Emax = 4 kV mm
−1. (b) Emax = 6 kV mm−1.
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FIGURE 6.13: (a-e) S-E loop of the BNT-6BT-3AN/BNT-7BT/BNT-6BT-3AN trilayer structure under unipolar
loading with different FE volume content ωFE ranged from 10% to 50%. (f) Large-signal response as a
function of ωFE.
6.3.3 Influence of interface charge
In thin films and layered ferroelectric composites [212], the charge at the interface between
different layers can affect its electrical properties significantly. Due to impurity or aging effect,
charges can accumulate at the interfaces of the layered composite. [213] Their existence leads
to uncoupling of the polarization between the layers. Phase-field simulations have shown that
the space charge can influence the stability of the domain structure [214, 215]. Here, the
thin charge interphase layers between FE/RE interfaces are introduced in the finite element
simulation to investigate the effect of electrical decoupling of layers, viz. layer A and B in
Fig. 6.12. In this situation, interphase A is positively charged while interphase B is negatively
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FIGURE 6.14: (a-e) S-E loop of the BNT-6BT-3AN/BNT-7BT/BNT-6BT-3AN trilayer structure under unipolar
loading with different FE volume content ωFE ranged from 10% to 50%. (f) Large-signal response as a
function of ωFE.
charged with the charge density of 0.8× 106 Cm−3. The thickness of the charge layer is 1 nm.
The induced internal field between the two interphase layers is around 1.25 kV mm−1.
The large signal response d∗33 is shown in Fig. 6.12 and the detailed P-E loops can be found
in Fig. 6.13 and Fig. 6.14. The large-signal performance for this situation does not show any
advantage over the coherent interface case. One interesting phenomenon found in Fig. 6.12a
is that the peak of d∗33 is shifted to the low ωFE region. The reason is that the internal field is
in the same direction to the applied field, hence Epol is reduced. For ωFE = 20%, Epol is around
4.2 kV mm−1, while with such charged interphase layers, Epol is dropped below 4 kV mm−1. As
a consequence, the peak appears at 20%. If the interface is engineered with the opposite charge
state (case 2 in Fig. 6.12), simulations still indicate no improvement of the d∗33. The vertical
strain first decreases due to the opposite internal field then increase when the applied field
overcomes the internal field. There is no increase of "max. As a consequence, d
∗
33 cannot benefit
from the modified charged interface.
The accumulation of positive charges in layer A and negative charges in layer B (case 1) can
be regarded as the aging effect. [216] Case 2 can be regarded as one type of interface charge en-
gineering. From the above simulation results, it is obvious that there is no apparent advantage
in aging or modifying interface of the composite for a better large-signal performance. How-
ever, the peak shifting effect found in Fig. 6.12 shows another factor which can influence the
optimized ωFE in such layered FE/RE composite.
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6.4 Concluding remarks
The interface coupling effect of multilayer lead-free relaxor (RE)/ferroelectric (FE) ce-
ramic/ceramic composite was studied by finite element phase-field simulations. To reflect the
field-induced NP-P phase transition in the RE layer, a new relaxor phase-field model is first de-
veloped in this work and parameterized by fitting the measured hysteresis loops. The influence
of different contributing factors, such as FE content, lateral strain coupling, and interface charge
on the large-signal response d∗33 is investigated by the simulations of coherent/softer/charged
interfaces in RE/FE/RE trilayer composite. Through the analysis of the strain and detailed do-
main structure under different conditions, e.g., differentωFE and Emax the following conclusions
can be drawn:
• For small unipolar loading (Emax = 4 kV mm
−1), the enhancement of d∗33 can be found at
ωFE = 30%. which agrees with the experimental observation. The further analysis of the
domain structure shows that, for the case with lower ωFE, the RF from RE leads to the
vortex domain structure in FE, thus lowers the remanent strain. While for the case with
higher ωFE, the polarization vector tends to align to the poling direction, which leads to
higher remanent strain.
• The peak of d∗33 is always found at the place where Emax is close to Epol. The peak of d∗33
increase with the decrease of Emax till some finite value.
• Both lateral strain coupling and charge interfaces between composite layers influence the
large-signal response.
– Mechanical coupling The different properties between FE and RE layers result in the
lateral strain at the interface. The compensated bias stress at the interface in gen-
eral has a positive effect on d∗33. Softer interphase layers hinders the stress coupling
between layers, thus reduces the large-signal performance.
– Charge effect The charges can accumulate at the interface, which can be regarded
as one of the aging effects after long-time unipolar cycling. The resultant charged
interfaces can induce an internal field with the same direction to the spontaneous po-
larization. This results in a weaker large-signal response compared with the composite
with a coherent interface.
This model can be further used to predict the electromechanical performance of FE/RE com-
posite with more complex microstructure, e.g., 0-3 composite. Note that the influential factors
on the FE/RE composite are more than above-mentioned ones. For instance, the oxygen va-
cancy may accumulate at the layer interfaces. In addition, previous experimental work has also
demonstrated the formation of constrained sintering-induced porosity in such composite struc-
tures as well as changes in the mechanical properties. The grain boundaries within each layer
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also affect the response of the poling process. The interfaces between layers cannot be ideally
polarization-coupled, which is also not intensively discussed in this work. More efforts could be
made to investigate coupling effects in such FE/RE composites based on the above discussions.
6.4. Concluding remarks 87

Chapter 7
Investigation of core-shell structure in relaxors
In this chapter, the abnormal phenomena observed in the core-shell structured relaxor ma-
terials are investigated using the phase-field model. This chapter is arranged as follows. The
introduction to the core-shell structure in relaxors is shown in Sec. 7.1. Special attention is
paid to the 0.75Bi1/2Na1/2TiO3 -0.25SrTiO3 (BNT-25ST) material system. It is followed by the
study of two specific cases: (i) abnormal domain configuration found in the poled core-shell re-
laxor, and (ii) abnormal domain-like nanoregions (DLNRs) found in core-shell nanoparticles. In
Sec. 7.2, the random field phase-field relaxor model is utilized to explain the abnormal domain
observed in a core-shell BNT-25ST. As a prerequisite for Sec. 7.4, the flexoelectric model within
the framework of the phase-field ferroelectric model is introduced in Sec. 7.3. In the last section
(Sec. 7.4), the flexoelectric-ferroelectric phase-field model is adopted to explain the DLNRs in
BNT-ST core-shell nanoparticle at extreme temperature.
Parts of this chapter are based on the publication “Liu et al. Revealing the core-shell interac-
tions of a giant strain relaxor ferroelectric 0.75Bi1/2Na1/2TiO3-0.25SrTiO3. Sci. Rep. 6, 36910.”
and “L. Molina-Luna, S. Wang et al. Enabling nanoscale flexoelectricity at extreme temperature
by tuning cation diffusion. Nat. Commun. 9 (1), 4445.” Here, I express my special gratitude my
collaborator Dr. Na Liu and Dr. Christian Dietz for the operation of PFM, Dr. Matias Acosta for
preparing the sample, Dr. Leo Molina-Luna and Mr. Alexander Zintler for the operation of TEM,
which are essential for the results presented in this chapter.
7.1 Introduction
The design of the core-shell structure in the material community has been utilized for a long
time. One of the pioneers in this field is Rawal et al. [26], who designed a grain core-grain shell
structure in BTO-based dielectrics in order to improve the material properties, such as increasing
the dielectric constant and the breakdown voltage. The core-shell structure is also used in other
fields, e.g., superconductor materials [217], lithium-ion battery materials [218], and magnetic
materials [219]. Recently, the core-shell structure in relaxor-ferroelectric composite [28, 108]
is also designed to modify its physical properties such as large-signal piezoresponse d∗33, relative
permittivity, and electric resistance, to name a few. One of the most promising application is the
improvement of the electromechanical property, as a result of the interaction between the core
and the shell.
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On the other hand, global awareness for the environment and sustainability has increased in
the past decades. [76, 78] Regulations have been proposed worldwide to minimize the usage
of toxic materials in end consumer products. [6] In the piezoelectric community, three main
solid solution families have been widely recognized as potential environmentally friendly candi-
dates to replace lead-content ones: KNN-based, BNT-based, and BT-based materials. However,
to date, there is no single class of lead-free piezoelectric material that can replace PZT entirely.
Recent work has shown that the core-shell structured piezoelectric ceramics possess unique
electromechanical properties thus provides another route to replace PZT for large-signal appli-
cations. Therefore, a clearer understanding of the role of the core-shell structure is in great
demand. [28]
Throughout this chapter, BNT-25ST is used as a representative model system to study the
properties of the core-shell structure. The fundamentals of the BNT-25ST system is introduced
in the next subsection.
7.1.1 BNT-25ST ceramic and BNT-25ST core-shell structure
BNT-25ST was first studied by Sakata et al. [220]. As introduced in Chap. 2, in some solid-
solution ferroelectric ceramics, for instance, PMN-xPT and BNT-xBT, tuning the composition x
leads to the significant change in their physical properties. It is ascribed to the misfit of different
crystal structures, or to the newly introduced crystal structure (e.g., monoclinic phase). [83, 84]
For (1-x)Bi1/2Na1/2TiO3-xSrTiO3, the compositional range 25-30 mol% ST features exceptional
electromechanical properties. [220, 27, 90]
The schematic phase diagram of (1-x)BNT-xST can be found in Fig. 7.1. The left figure shows
the different phases as a function of STO component x and temperature. The morphophonemic
phase boundary can be found at around 25 mol% ST at room temperature, which separates the
BNT rhombohedral phase to the STO tetragonal one. Upon heating up to a feature temperature
Td , piezoelectricity disappears. Sakata et al. [220] regards this phase as an antiferroelectric
phase. The maximum permittivity can be reached when the temperature increases to a higher
value Tm. In Fig. 7.1, the blue cross marks the state where the case (i) was investigated, while
the red cross designates the condition for case (ii). The right figure shows the schematic isother-
mal E-T phase diagram of (1-x)BNT-xST with x = 0.25. The solid line indicates a first-order
field-induced phase transition from relaxor phase to the ferroelectric phase. In the viewpoint of
the PNR model, as temperature increases, the barrier for activation and reorientation of PNRs
gets lower, which leads to the decrease of transition field. The threshold field increases again
with the increase of temperature, due to the rise of the instability of PNRs. [221]. When the
field is removed, the material is changed from the ferroelectric state to either nonergodic relaxor
or ergodic relaxor depending on the operation temperature. The first-order phase transition is
terminated at a higher temperature. This region is marked by the critical point (CP). The CPs
are usually related to the enhancement of material properties, such as piezoelectric response.
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The phase boundary between the rhombohedral and the pseudocubic phases has a consider-
able effect on the electromechanical properties of the BNT-xST system. The maximum dynamic
piezoresponse d33 = 130 pC N
−1 was reported to be around 22 mol% ST, followed by a decrease
leading to negligible values above 28 mol% ST. The maximum value of large-signal response d∗33
is found to be 500 pC N−1 at 28 mol% ST. [102]
In the work of Kuroza et al. [108] and Acosta et al. [28], core-shell structure within the grain
can be found and can be tuned with special treatment. The main reason for the formation of the
core-shell structure is the diffusion of the Sr2+ from the core to the shell. To be specific, during
the sintering process, the perovskite BNT phase is first formed at the temperature between 410
°C and 610 °C, while ST is formed approximately 200 °C higher. Further heated above 800 °C,
the diffusion between BNT and ST phases results in the formation of an inhomogeneous BNT-ST
solid solution. The different reaction temperatures of both phases are therefore suggested to be
the origin of the formation of the core-shell microstructure of BNT-ST, consisting of two solid
solutions: a BNT-rich core and ST-rich shell. [108] It is expected that the core-shell structure
in BNT-ST could potentially lead to a modification of the strain output, hysteresis, temperature
stability, and fatigue properties. [28]
The synthesis procedure of the BNT-25ST solid solution can be found in, for example,
Refs. [222, 223, 224, 225, 226]. The synthesis of core-shell structure in BNT-25ST needs some
special heating treatment which can be found in Refs. [108, 28].
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FIGURE 7.1: Schematic phase diagram of (1-x)BNT-xST. The information is collected from Ref. [224, 227,
228, 223]. The red and blue cross mark indicates the phases, that will be investigated in Sec. 7.2 and
Sec. 7.4, respectively.
In the following sections, the domain structure in the core-shell BNT-25ST particle is investi-
gated. Section 7.2 mainly focus on the domain structure near the core region at room tempera-
ture after field removal. Lateral distributed domains are formed due to the high potential region
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beneath the core. These field-induced domains act as pivotal points at the coherent core-shell
interface, reinforcing the phase transition in the non-polar shell and thus promoting the giant
strain. Section 7.4 focus on the domain-like structure in BNT-ST nanoparticle at extreme tem-
perature (800 °C). At this temperature, the nanoparticle is no longer in the state of ferroelectric
or relaxor phase, but rather a pseudocubic phase. The diffusion of the Sr2+ is in responsible
for the strain inhomogeneity within the nanoparticle. The flexoelectric effect is introduced to
explain the observed domain-like nanoregions. It provides a route in design high-temperature
flexoelectric nanomaterials.
7.2 Domain configuration of the core-shell structure at room temperature
As mentioned above, core-shell relaxor materials are characterized by an extraordinarily high
electric field-induced strain. An in-depth understanding of the interaction between core and
shell and the electromechanical coupling at their interface, however, is still lacking. In the
following, nanoscale relaxation behavior of field-induced domains is reported in the core-shell
specimen BNT-25ST with PFM at room temperature. The utilization of PFM enables the detailed
characterization of the domain structure, including the magnitude of the polarization (ampli-
tude mode) and the orientation of the polarization (phase mode). The domain structure near
the core-shell interface is of particular interest.
7.2.1 Experimental observation
The synthesis procedure is operated by our collaborator Dr. M. Acosta. The prepared sample
is placed onto the PFM holder and scanned by our collaborators Dr. N. Liu and Dr. C. Dietz. A
representative core-shell structure of an individual grain is captured by the vertical phase chan-
nel shown in Fig. 7.2a. This individual grain exhibits distinctive domain contrasts in the core,
whereas there is only a weak contrast in the surrounding areas. In the next step, the response
of the material to an external electric field (local poling) and the subsequent relaxation of the
tip-induced polarization were investigated. A surface area of 1.5 × 1.5 µm2 was poled within
the region of interest (ROI). After polling, the material is relaxed, and the domain configuration
is captured at 15 min 45 min and 90 min, as shown in Fig. 7.2b-e, respectively.
Figure 7.2b shows the virgin domain state, with a sharp image contrast in the core but a
negligible image contrast within the shell. Fig. 7.2c reveals that the virgin lateral domain con-
figuration completely disappeared after vertical poling. Moreover, new lateral domains were
formed at preferential nucleation spots around the core-shell interface, as indicated by the blue
arrows. Remarkably, 45 min after poling, these lateral domains became larger and more pro-
nounced. This observation indicates that lateral domains can be induced by the electrical field
and start to nucleate at the core-shell interface. These freshly induced domains continue to grow
in the lateral direction and propagate into the adjacent shell to compensate for the mismatch of
92 7. Investigation of core-shell structure in relaxors
stress and polarization between the irreversibly induced ferroelectric state in the core and the
ergodic shell, which is the driving force of the lateral domain propagation.
In the next subsection, the explanation for the formation of such domain structure in the
core-shelled BNT-ST is elaborated by the phase-field model.
(b) (c) (d) (e)
100 °
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(a)
500 nm
170 °
-130 °
FIGURE 7.2: (a) Core-shell structure of individual grains. PFM vertical phase image exhibiting a distinct
contrast in the core region. Inset: Typical TEM showing the core-shell microstructure (different location).
(b) Evolution of the lateral domain at the core-shell interface after poling. The blue arrows highlight the
newly formed lateral ferroelectric domain at the core-shell interface. TEM image ©2015 John Wiley & Sons,
Inc. PFM images ©2016 Springer Nature Limited.
7.2.2 Explanation of the lateral-aligned domains by the phase-field model
As shown above, under an external field, the entire virgin material can be poled. After re-
moving the field, the core remains at the poled state, whereas the shell reversibly relaxes to the
initial state. To gain further insights into the evolution of the domain distribution after poling,
and particularly at the interface, a continuum phase-field simulation was carried out.
In the simulations, The ergodic relaxor core region is regarded as the ferroelectric phase, and
the nonergodic shell region is regarded as a relaxor phase, using the relaxor model developed
in Chap. 5. The variance of the RF for the relaxor matrix∆= 2.3 kV mm−1. For the ferroelectric
phase, there is no RF, i.e., ∆= 0 kV mm−1.
Based on the measured geometric dimensions of the core-shell microstructure and assuming
that the region deeper than 500 nm from the surface was not affected by the biased-tip, a
nonergodic spherical core of radius 250 nm surrounded by an ergodic matrix of size 500 nm ×
1,000 nm (depth × width) was simulated. A coherent interface was assumed between the core
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and the shell. Due to the rotational symmetry, the system could be reduced to a 2-dimensional
configuration on the x-z plane for the simulation. The size of the finite elements should be fine
enough to resolve the domain structure and to guarantee the precision of the results. Moreover,
symmetric boundary conditions were set on the left and right edges of the box to ensure that
the simulation represents a periodic case without the boundary effect. The reference potential
at the bottom boundary was set to zero, and the electric field was assumed to undergo a linear
potential decrease with distance between the top and bottom boundaries. The simulations
revealed not only the polarization state of the sample surface but also the domain configuration
beneath the surface. For vertical poling, a + 10 V dc voltage difference was applied, similar to
the PFM experiment. A triangular potential vs. time distribution was employed for simulating
the increase and the subsequent decrease of the electric field. The quasi-static simulation was
performed with a potential increment of 0.1 V. Before poling, the equilibrium polarization
distribution in the nonergodic core and the ergodic shell was awaited.
The configuration of a core-shell microstructure was included in the model (see Fig. 7.3h).
The initial equilibrium state is shown in Fig. 7.3a, in which large domains are present in the non-
ergodic core and a structure with small-sized domains in the ergodic shell. The corresponding
potential distribution (Fig. 7.3b) shows a potential with small variations around zero through-
out the x-z plane. The random field distribution caused by the chemical disorder leads to some
hot spots with relatively high/low potential. The electric field loading was then applied by a
potential difference between the top and bottom boundary. Core and shell regions were fully
poled under the peak potential of +10 V (Fig. 7.3c), with the polarization pointing downwards.
The corresponding distribution of electric potential difference indicates an almost homogeneous
gradient (Fig. 7.3d). After the external potential is switched off, polarization and potential dis-
tribution represent the remanent state (Fig. 7.3e,f): the poled polarization state in the shell
region relaxes to a random state, whereas the field-induced ferroelectric domains within the
core region remain poled. The potential distribution also relaxes to zero, except for the bottom
of the core-shell interface (red area). The downward polarization of the ferroelectric domain
in the nonergodic core can thus not be compensated for and leads to the presence of a positive
charge beneath the core. As a result, the potential beneath the core is higher (red area) than
the one in the rests of the simulated areas (see Fig. 7.3f). The remanent domain configuration
is symbolized as polarization vectors (see Fig. 7.3g), in which black frames enclose regions with
predominantly lateral-oriented domains (red and green arrows), which is consistent with the
lateral domain phenomenon observed in the PFM experiment (cf. Fig. 7.2). The local poling
induced a transition from the relaxor states (ergodic – shell, nonergodic – core) to the ferroelec-
tric state in both regions, which was completely reversible in the shell area but caused the core
region to be permanently in the ferroelectric state. These findings and the appearance/growth
of a ferroelectric domain with a polarization direction perpendicular to the applied field into
the ergodic shell are in good agreement with the results obtained by the phase-field simulation
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FIGURE 7.3: Phase-field simulation of a formation of the field-induced polarization.(a,c,e,g) Domain dis-
tribution and respective orientation of the polarization. (b,d,f) Corresponding potential distribution. (h)
Designed mesh in the x-z plane through the sample volume miming the geometry of a core-shell structure.
The simulation evolves from the initial state (a,b) over a maximum potential state (c,d) to the remanent
state (e,f,g). The detailed polarization vector distribution at the remanent state is shown in (g). The marked
regions (black frames) have a preferential lateral domain orientation. The colours in (a,c,e) and the arrows
in (g) represent four polarization orientations of the domains: yellow - down; blue - up; green - left; red -
right. The length of the arrows indicates the magnitude of the polarization vector. The three upper charts on
the left illustrate the different stages of the simulation, in which red dots denote the current applied field and
the y- and x-axis represent the electric potential and the time step, respectively.
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based on a core-shell microstructure model. It revealed a strong gradient in the electric potential
at the interfacial area, which causes the nucleation and propagation of an in-plane polarization
The phase-field simulation demonstrated that the observed evolution of field-induced lateral
domains via PFM is due to a compensation of polarization charges at the core-shell interface be-
neath the sample surface. Transferring these local observations within an individual grain to the
macroscopic scale offers new insights into the performance and functionality of actuators: actu-
ator applications require materials with large, recoverable, electric field-induced strain outputs
executed at low fields. Macroscopically, an actuator based on a relaxor runs from the remanent
state (generally negligible) to a state where the entire material is held at the ferroelectric state
by a sufficiently strong external electric field and returns back to the remanent state. Interpret-
ing this cycle microscopically implies that the relaxed ergodic state of each shell is switched to
a ferroelectric state and back. The core, in contrast, permanently remains in the ferroelectric
state. Upon switching on the external field, the alignment of the “pivot points” at the inter-
face from a polarization direction perpendicular to the applied field to a parallel configuration
facilitates the domain orientation in the shell. These pivot points originate from the residual
high potential at the interface and generate domain nuclei at the adjacent shell. These nuclei
aggregate and the surrounding PNRs align with the external electric field. Consequently, the
energy barrier for the completion of the phase transition in the shell is reduced. Conversely,
upon switching off the external field, the pivot points reduce the mechanical stress at the in-
terface that was established during the relaxation process between the polarized core and the
arbitrarily distributed shell polarization. The formation of the lateral polarization thus plays the
central role in the compensation of the polarization and strain mismatches between the core
and the shell during the poling and relaxation processes.
7.2.3 A short conclusion
Our phase-field simulation provides detailed information of the evolution of the domain con-
figuration in the core-shell structure. Thus it provides theoretical insight into the mechanism
behind the macroscopic functionality of core-shell piezoceramics. The interaction of the polar-
ization between the core and the shell results in a local potential plateau beneath the core. Thus
change the behavior of the shell domains. It may provide a hint on explaining the unique elec-
tromechanical properties found in this core-shell structure. In the next section, the flexoelectric
model is introduced within the framework of the phase-field ferroelectric model. It is then
utilized for the study of the DLNRs of core-shell BNT-ST nanoparticle at extreme temperature.
7.3 Phase-field flexoelectric-ferroelectric model
The flexoelectric effect is a general property of materials with any crystal symmetry. It is
merely discussed in ferroelectric materials until a series of work by Ma and Cross [111, 112,
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229, 230, 231]. Some phenomenon (e.g., the twinned domain structure in Ref. [120] and do-
main switching with mechanical loading in Ref. [232, 233]) in ferroelectrics cannot be explained
without the consideration of flexoelectricity, especially in nanoscale. Here briefly the basic con-
cepts of the direct and converse flexoelectric effects are introduced within the framework of
thermodynamics.
7.3.1 Thermodynamics
Theoretical work on flexoelectricity dates back to the work by Mashkevich and Tolpygo [234,
235], who first proposed the effect in the study of the liquid crystal. It was further proposed by
Kogan [114], the first phenomenological theory on the polarization effect by the strain gradient.
The thermodynamic formulation of the flexoelectric effect described in this subsection is based
on the work of Maranganti et. al. [236] and Tagantsev et al. [109, 237]. The thesis focuses on
the static bulk flexoelectric effect. The dynamic flexoelectric effect and surface flexoelectricity are
beyond the scope of this thesis.
Within the assumption of the centrosymmetric crystal structure of the dielectrics and energy
only involves up to the first derivative of polarization and strain, the most general expression
for the internal energy density, can be written as:
U = 1
2
a˜i jPiPj +
1
2
b˜i jklPi, jPk,l +
1
2
ci jkl"i j"kl + d˜i jklPi, j"kl + g˜i jklPi"kl, j︸ ︷︷ ︸
flexoelectric contribution
+
1
2
h˜i jklmn"i j,k"lm,n. (7.1)
One may note that a˜i j is the second order reciprocal dielectric susceptibility, b˜i jkl is the analogy
to the gradient energy coefficient κ shown in Eq. (D.2e), ci jkl is the well-known elasticity ten-
sor. The last term
1
2
h˜i jklmn"i j,k"lm,n represents the strain-gradient energy coefficient
1 commonly
appeared in strain gradient elasticity (SGE) theory. [238, 239] The remaining coefficients d˜i jkl
and g˜i jkl correspond to higher order electro-elastic couplings which do not appear in the clas-
sical continuum elastic dielectric theory. The former tensor d˜i jkl , which was first introduced
by Mindlin [240] represents the coupling effect between the polarization gradient and strain
(or inverse flexoelectricity), while the latter tensor g˜i jkl represents the coupling effect between
the polarization and strain gradient (or direct flexoelectricity). These two coefficients can be
measured by a designed experiment. [112].
The flexoelectric-related energy density thus can be written as:
H f lexo = d˜i jklPi, j"kl + g˜i jklPi"kl, j (7.2)
1 see Eq. 5.1 in Mindlin [238] the full expression of the elastic energy.
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It can be reformulated as:
H f lexo = d˜i jklPi, j"kl + g˜i jklPi"kl, j + 12
 
d˜i jklPi"kl, j − d˜i jklPi"kl, j + g˜i jklPi, j"kl − g˜i jklPi, j"kl

=
1
2
(d˜i jkl − g˜i jkl)︸ ︷︷ ︸
flexocoupling tensor
(Pi, j"kl − Pi"kl, j) + 12(d˜i jkl + g˜i jkl)(Pi"kl, j + Pi, j"kl)
=
1
2
fi jkl(Pi, j"kl − Pi"kl, j) + 12(d˜i jkl + g˜i jkl)(Pi"kl) j
(7.3)
The Helmholtz free energy density takes strain and electric displacement (or polarization) as
the independent variable:
H (Pi,"i j, Pi, j,"i j,k) =U −σi j"i j (7.4)
The stationary solutions Pi(x i) and "i j(x i) for Eq. (7.3) can be given by:
δ
∫
VH dv
δPi
= 0
δ
∫
VH f lexodv
δ"i j
= 0
(7.5)
The integral of the last terms in Eq. (7.3) yields:∫
v
1
2
(d˜i jkl + g˜i jkl)(Pi"kl) jdv =
1
2
(d˜i jkl + g˜i jkl)
∫
s
Pi"kln jds (7.6)
It is transformed to the surface of the sample. Thus for the static bulk flexoelectric model,
this contribution can be safely neglected. The Euler-Lagrange equation can be applied to solve
Eqs. 7.5: 
∂H
∂ Pi
−  ∂H
∂ Pi, j

, j
= 0
∂H
∂ "i j
−  ∂H
∂ "i j,k

,k
= 0
(7.7)
Replacing the notation a˜i j by more commonly used notation χ
−1
i j , and ignoring the polarization
gradient and strain gradient energy part, one obtains the following equations:(
χ−1i j Pj − fi jkl"kl, j = 0
σi j − ci jkl"kl − fi jklPk,l = 0
(7.8)
Compare Eq. (7.8) with the constitutive equations (4.22) and (4.37) for elastic and linear di-
electric material, one finds
E f lexo = fi jkl"kl, j (7.9)
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is the electric field contributed by the strain gradient through the flexoelectric effect and
σ f lexo = fi jklPk,l (7.10)
is the stress contributed by the polarization gradient through the inverse flexoelectric effect.
From the above description, one can write one energy term which represents both the direct
and inverse flexoelectric effect,
H f lexo = 1
2
fi jkl(Pi, j"kl − Pi"kl, j) (7.11)
where fi jkl =
1
2
(di jkl − gi jkl). In some literatures [241, 130], the coupling coefficient µi jkl is
used which links the strain gradient with the electric field. This coefficient can be related to fi jkl
by multiplying the material susceptibility,
µi jkl = χkm fi jml . (7.12)
Inserting Eq. (7.11) into Eq. 5.19, one obtains the full expression of the electric enthalpy of a
ferroelectric material with flexoelectric effect taking into account,
H2 =H ela +H ele +H piezo +H sep +H grad +H f lexo. (7.13)
7.3.2 The influence of flexoelectric effect in ferroelectrics
In this subsection, the influence of the flexoelectric effect in the ferroelectric behaviors is dis-
cussed analytically, including the hysteresis and the phase transition. In order to simplify the
discussion, the above thermodynamics model is reduced to 1-dimensional. The typical ferro-
electric material BTO is taken as the example. Hence, only the first order phase transition is
discussed here. The parameters are listed in Table 7.1.
The 1-d Landau free energy with flexoelectric effect can be written as:
F = α1(T )P2 +α11P4 +α111P6 +α1111P8 − 12 f P∇", (7.14)
where α1(T ) = α0(T − Tc) Here the Landau coefficients are adopted from Li et al. [242]. The
spontaneous polarization Ps takes the value where F is minimized:
∂F
∂ P

P=Pc
= α0(T − Tc)Pc + 4α11P3 + 6α111P5 + 8α1111P7 − 12 f∇" = 0 (7.15)
By minimizing the Helmholtz free energyH =F − EP, one obtains the P-E hysteresis loop:
∂H
∂ P
= α0(T − Tc)Pc + 4α11P3 + 6α111P5 + 8α1111P7 − 12 f∇" − E = 0 (7.16)
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FIGURE 7.4: The influence of strain gradient on the Landau energy and P-E loop for BTO in the paraelectric
phase.
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Figure 7.4 shows the Landau energy and the P-E loop of BTO single crystal at 500 K, which
is above the Curie temperature. The flexocoupling coefficient f is set to 5 V. The three sets
of lines show the results with different strain gradient with the value of 0, 5×106 and 1×107.
As the strain gradient increases, the spontaneous polarization increases from zero to a finite
number, and the P-E loop is shifted to the left. It indicates that the flexoelectric effect induces a
bias electric field proportional to f∇".
Figure 7.5 shows the Landau energy and the P-E loop of BTO single crystal at 300 K. BTO is
in ferroelectric phase at this temperature with Ps ≈ 0.26 Cm−2 The flexocoupling coefficient f
is also set to 5 V. The three sets of lines show the results with different strain gradient. As the
strain gradient increases, the spontaneous polarization slightly increases, and the P-E loop is also
shifted to the left. Compared with Fig. 7.4, there is no abrupt change of Ps. In order to better
illustrate the temperature and strain gradient influence on the shifting of Ps. The spontaneous
polarization Ps as a function of strain gradient at different temperatures are presented in Fig. 7.6.
For the temperature below and above Tc, the spontaneous polarization changes roughly linear
with the strain gradient. One interesting result is found at the temperature slightly above Tc. The
spontaneous polarization abruptly increased to a large value (around 0.2 C m−2) at small strain
gradient value, which indicates that there is a flexoelectric-induced paraelectric-ferroelectric
phase transition.
Value Unit
α1 4.124(T-388) × 105 C−2m2N
α11 -209.7 × 106 C−4m6N
α111 129.4 × 107 C−6m10N
α1111 3.863 × 1010 C−8m14N
TABLE 7.1: Landau parameters for barium titanate from the collective work of Chen [243].
The above-mentioned phenomenon can be explained by the Landau-Devonshire theory intro-
duced in Sec. 4.4. For the first order phase transition, there is another feature temperature T1
above Tc, as shown in Fig. 7.6. When the temperature is above T1, the local free energy mini-
mum for some nonzero polarization state vanishes. Paraelectric phase is the only stable state.
While for the temperature between T1 and Tc, there are local free energy minima besides P = 0.
This energy is larger than F (P = 0), which indicates that there is a metastable state besides the
paraelectric phase. If there is an external electric field stimulus, the material can be transferred
to such metastable state. If there is a strain gradient generated in the material, the flexoelectric-
induced field can overcome the energy barrier and induce a ferroelectric phase. This phase
transition can thus only occur between Tc and T1, which indicates that the flexoelectric effect
may play an important role near the phase transition temperature.
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FIGURE 7.6: The influence of strain gradient and temperature on the spontaneous polarization.
7.3.3 Benchmark test of the flexoelectric model
By implementing the flexoelectric energy term Eq. (7.11) into the electric enthalpy, the con-
stitutive equations and the evolution equation can be modified accordingly:
σi j =
∂H2
∂ "i j
= ci jkl("
tot
kl − "0kl)− ei jkEk + fkli jPk,l (7.17)
Di = −∂H2
∂ Ei
= εi jE j + e jki("
tot
jk − "0jk) + Pi (7.18)
and
− β P˙i = −∂H
sep
2
∂ Pi
− Gi jklPk,l j − fi jkl"kl, j. (7.19)
The above equations can be implemented into the finite element method program. To val-
idate our model, the simulation results are first compared with the analytical solution with a
simple boundary value problem. If one set "0i j (here due to the spontaneous polarization in
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FIGURE 7.7: Comparison between the analytical solution and the finite element solution of a BVP for a
dielectric ring with the consideration of flexoelectric effect.
ferroelectrics), ei jk (from piezoelectric contribution) and Gi jkl to zero, the model is degraded to
a linear dielectric model with flexoelectric effect:¨
σi j = ci jkl"kl + ε fi jklEk,l
Di = εEi + ε fi jkl"kl, j
(7.20)
Considering a BVP of a 2-dimensional ring: the inner radius of the sample is 10 µm and 20
of outer radius. The voltage difference between the inner surface and outer surface is 1 V.
The radial displacement of the inner surface is 4.5 nm and 5.0 nm of the outer surface. The
analytical solution is given by Mao et al. [126]. The comparison between the analytical solution
and the simulation results are shown in Fig. 7.7. The simulation results agree well with the
analytical solution. The minimum values of the potential and radial displacement do not locate
at the boundary but within the ring, which differs from the pure dielectric material of which
potential and radial displacement increases monotonically.
The next example shows the polarization switching of the ferroelectric thin film under a
concentrated force. The example is motivated by the experimental work of Lu et al. [233]
In 2012, Lu et al. successfully accomplished a 180° domain switching of a BTO thin film by
pure mechanical loading. The mechanical loading is realized by an insulated AFM tip. The
PFM phase image proved the reversal of the ferroelectric polarization. The flexoelectric-based
simulation shows that there is a large strain gradient generated in the region near the tip. If the
flexoelectric effect is considered, the strain gradient-induced local electric field points out of the
surface. This flexoelectric-induced (or strain gradient-induced) electric field acts as the driving
force for the 180° domain switching. However, that model is only a mechanical model and there
is no electromechanical coupling evolved. The flexoelectric induced field is directed calculated
based on the strain distribution.
Here the ferroelectric-flexoelectric phase-field is utilized to calculate the polarization distribu-
tion under the same condition shown in the experiment of Lu et al. Here the strain distribution
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FIGURE 7.8: The strain and strain gradient distribution of a BTO thin film under a concentrated force.
of the elastic thin film under a concentrated force is calculated to see whether the concentrated
force can be successfully implemented in our finite element model. The distribution of strain in
the z-direction, "zz, and the corresponding strain gradient "zz,z is calculated for the thin films
with different thickness. It is compared with the Boussinesq’s solution, which provides the
distribution of the strain under a concentrated force in a semi-infinite plane. The results are
shown in Fig. 7.8. The analytical solution differs with the simulation only at the region near
the concentrated force. The reason is that the concentrated force in the finite element method
is implemented by a surface integral over a small region. This concentrated force is just an
approximation. However, for the rest of the thin film, the simulation agrees well with the ana-
lytical solution. In the following step, the same concentrated force is applied to the ferroelectric
thin film. As one can see from both the analytical solution and the numerical results, the strain
gradient induced by the 20 N loading near the surface is around −1× 106 m−1.
Figure 7.9 shows the domain configuration of a BTO thin film under a concentrated force.
The initial polarization is set to be (Px , Pz) = (0, P0). For the case where the concentrated force
is 5 N (Fig. 7.9b), the polarization does not change its direction. In the region near the concen-
trated force, the magnitude of the polarization decreases, due to both the linear piezoelectric
effect and the flexoelectric effect. However, this driving force is not large enough to trigger
the domain switching. Fig. 7.9c shows the final domain configuration with the 20 N concen-
trated force. The flexocoupling coefficient is set to 0, which means that only piezoelectric effect
is considered here. From Fig. 7.9c, one finds that the piezoelectric effect can only induce a
non-180° domain switching (in this particular case, from z-direction to x-direction). This result
agrees with the argument shown in Fig. 2.4. For the case with only flexoelectric effect evolved,
(see Fig. 7.9d). The flexoelectric effect induced a 180° domain switching. Considering that the
flexocoupling coefficient f11 is positive and the strain gradient "zz,z is negative, the flexoelec-
tric induced polarization component P f lexoz is therefore negative. The flexocoupling coefficient
for BTO varies from different literatures. [112, 244, 122] Here, the experimentally measured
flexoelectric coefficient of BTO by Ma et al. is adopted. [112] From Eq. 7.9, the flexoelectric-
induced polarization with 20 N concentrated force is around 0.27 Cm−2. (P f lexo = 0.27µCm−1
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FIGURE 7.9: Domain configuration of a BTO thin film under a concentrated force.
× 1× 106 m−1 = 0.27 Cm−2) The flexoelectric-induced polarization and the spontaneous polar-
ization of BTO is in the same magnitude. That explains the final domain configuration shown
in Fig. 7.9d, which also agree with the pure elastic simulation by Lu et al. [233]
The above phase-field flexoelectric model along with the ferroelectric framework is utilized in
Sec. 7.4 to explain the abnormal domain-like nanoregions observed at an extreme temperature
in a BNT-25ST nanoparticle.
7.4 Flexo-induced domain-like nanoregions in the core-shell structure
In this section, a possible explanation of observed abnormal phenomenon – DLNRs in the
BNT-25ST material system is demonstrated. The observed DLNRs is abnormal, in the sense
that the operation temperature is extreme (800 °C), and the sample is small (a nanoparticle
with a radius of around 50 nm). It cannot be explained by the conventional ferroelectric or
relaxor theory. The observed DLNRs is ascribed to the flexoelectric effect, and try to verify it by
a designed experiment. The theory and the observed phenomenon are self-consistent.
7.4.1 Introduction
Materials with switchable polarization are indispensable in memory devices [245], sen-
sors [246], actuators [247] and transducers [248]. As mentioned in Sec. 7.3, any dielectric
material under a strain gradient presents flexoelectricity [120], which is especially relevant at
the nanoscale [113]. Here, the BNT-25ST core-shell nanoparticles are synthesized via a solid-
state chemical reaction directly inside a transmission electron microscope (TEM) and observed
DLNRs up to an extreme temperature of 800 ◦C. This abnormal phenomenon is attributed to a
chemically induced lattice strain gradient. The strain was generated by controlling the diffusion
of Sr2+ cations to produce core-shell nanoparticles. By combined electrical biasing and temper-
ature dependent in situ TEM together with phase-field simulations, the resulting strain gradient
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and local polarization distribution within a single nanoparticle are analyzed. The analysis con-
firms that a local symmetry breaking, occurring due to a strain gradient (i.e., flexoelectricity),
accounts for switchable polarization beyond the conventional temperature range of existing po-
lar materials. These series of experiments and simulations show that the polar nanomaterials
can be obtained through flexoelectricity at extreme temperature by tuning the cation diffusion.
7.4.2 Experimental observation
In order to observe and manipulate a strain gradient at the nanoscale, the core-shell BNT-25ST
nanoparticles are directly synthesized inside a TEM. The solid-state solution BNT-25ST was cho-
sen as the model system for three reasons. First, BNT-25ST has a high dielectric constant, which
gives rise to a high flexocoupling coefficient. Second, the Sr2+ diffusion can be accelerated or
suppressed dramatically by modifying the A-site stoichiometry [249]. This renders an attractive
system to tune cation diffusion and to generate a strain gradient without additional mechanical
loading. Last, the nanoscale (∼100 nm) synthesis of particles makes it easier to generate large
strain gradients.
A microelectromechanical (MEMS) based electro-thermal nano-chip is used for the in situ
TEM experiments. The nano-chip consists of an encapsulated microheater and electrical biasing
electrodes. A suspension of raw powders with a stoichiometry of 75 mol % Na1/2Bi1/2TiO3-25
mol % SrTiO3 was placed on a silicon nitride electron transparent window. The powders were
heated using a defined temperature profile ramp based on the work of Koruza et al. [108]. With
this approach, core-shell BNT-25ST nanoparticles are directly synthesized inside the TEM. In
order to estimate the electric field and temperature distribution generated between the electrical
biasing electrodes, a finite element analysis using COMSOL Multiphysics is presented by our
colleagues in DENS solutions, Delft. The experimental setup is shown in Fig. 7.10.
Figures 7.10b and 7.10d show that the temperature and the applied electric field between
the electrodes are homogeneous at the sample region. Using this experimental setup, it was
possible to observe physical processes with atomic resolution while applying a temperature up
to 800 ◦C and simultaneously setting a potential up to 100 V. This bias corresponds to an electric
field up to 20 kV mm−1 for electrodes separated by a 5 µm gap.
By using scanning transmission electron microscopy (STEM) in combination with energy dis-
persive X-ray spectroscopy (EDS), the core-shell BNT-25ST formation process can be in situ
controlled at T = 300, 600 and 800 ◦C. After performing a careful structural analysis at 800 ◦C
on several nanoparticles, the formation of DLNRs is observed. An exemplary single nanoparticle
is shown in Fig. 7.11. DLNRs on the scale of few lattice spacings can be clearly recognized (Fig.
7.11a). It can be seen that they are similar to domain patterns commonly observed in ferro-
electrics. [250] From a previous study on bulk BNT-25ST [27], it is known that nanodomains
cease to exist around 350 ◦C. Thus, the DLNRs observed at 800 ◦C cannot be attributed to a
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FIGURE 7.10: Electro-thermal sample carrier for in situ transmission electron microscopy: (a) Schematics of
the electro-thermal chip, including the set of biasing electrodes surrounded by the encapsulated microheater
that is temperature controlled by Joule heating. (b) Corresponding simulated temperature distribution
profile generated by the microheater. (c) Magnified view of the biasing wires region, showing a close-up
of the 20 nm thick electron transparent window and the four surrounding biasing wires. The green plane
represents the cross-section where the sample is placed. (d) Finite element simulation of the electric field
strength and the electric field lines over the cross-sectional plane indicated in (c). A nanoparticle was placed
in the window area between the electrodes for modeling.
7.4. Flexo-induced domain-like nanoregions in the core-shell structure 107
long-range ferroelectric spontaneous polarization. Moreover, one might assume that they are
related to the presence of PNRs in a relaxor state [251, 252]. A recent quantitative analysis
demonstrated that the fraction of PNRs in BNT-6BT is negligible above 700 ◦C. [253] A detailed
quantification of the PNRs in BNT-25ST is beyond the scope of this work. However, by com-
paring the temperature-electric field phase diagrams of BNT-25ST and BNT-06BT [227], t the
existence of PNRs above 700 ◦C in BNT-25ST can be safely neglect due to its lower transition
temperatures. The observed DLNRs are thus a consequence of other physical mechanisms.
The mechanical factor (e.g. strain distribution) could be one of the explain to the observed
phenomenon. In the next step, the strain distribution within the particle is examined. Ele-
mental EDS mapping revealed that the synthesized BNT-25ST nanoparticles exhibit a core-shell
structure. The Sr2+ concentration increases towards the edge of the nanoparticles (Fig. 7.11b),
while the other elements are homogeneously distributed (Fig. 7.11c-f). This is a direct conse-
quence of the slow diffusion of the Sr2+ in stoichiometric BNT-25ST. A gradient of Sr2+ leads to
a chemically induced lattice strain because of the differences in ionic radii of the A-site cations.
This effect is usually referred to as the Vegard effect [254, 255]. In this case, the magnitude
of the eigenstrain increases from the center to the edge. This eigenstrain influences the to-
tal strain distribution in the nanoparticles. As shown in recent work on strontium titanate,
atomic scale measurements of local displacements due to the flexoelectric effect have been
reported [256]. However, for the BNT-25ST nanoparticle system, the measurement of atomic-
displacements for the whole nanoparticle is nontrivial. Nevertheless, a quantitative assessment
of the total strain distribution by atomic-displacement mapping in small regions of interest is
possible (see Fig. 7.12), which indicates large strain gradients within the single nanoparticle.
The value of strain ranges from -0.2% to 0.2 % at the distance of 3.8 nm. By the strain analysis,
the conclusion can be made that the DLNRs highlighted in the zoom-in image could either be a
result of the non-polar lattice strain mismatch or originate from flexoelectricity as a consequence
of the strain gradient.
7.4.3 Flexoelectric-ferroelectric simulation
7.4.3.1 Fitting the Landau parameters of BNT-25ST
In order to reveal the origin of the observed DLNRs, the flexoelectric model shown in Sec. 7.3
can be utilized. However, there is no Landau parameter available for BNT-25ST either from
first principle calculation or from the experiments. In this subsection, the Landau parameters of
BNT-25ST are derived from the based on the collected data from the published literature. This
method can also be applied to other material systems.
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FIGURE 7.11: In situ core-shell nanoparticle formation: (a) Bright-field TEM image of a core-shell nanopar-
ticle with DLNRs. (b) Energy-dispersive X-ray spectroscopy elemental mapping shown Strontium ion (Sr2+)
diffusion. (c)-(f), Elemental maps of the remaining homogeneously distributed elements.
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Assume the Landau energy under mechanical stress-free boundary condition take the form of
a sixth-degree polynomial
H sep = α1(P21 + P22 ) +α11(P41 + P42 ) +α12(P21 P22 ) +α111(P61 + P62 ) +α112(P41 P22 + P21 P42 ), (7.21)
and in such a sixth-degree polynomial only the first coefficient α1 is temperature dependent. For
ferroelectrics, it is related to the permittivity by the Curie-Weiss law. In the paraelectric phase:
2α1 =
∂ 2H sep
∂ P21
=
∂ E1
∂ P1
=
1
ε
=
T − T0
C
= 2α0(T − T0) (7.22)
where T0 is the Curie-Weiss temperature and C is the Curie constant. However, for relaxors
(e.g., BNT-25ST), the Curie-Weiss law is no longer valid. Instead, the permittivity follows:
1
ε
− 1
εm
=
(T − Tm)γ
C
(7.23)
where γ is the diffusion factor which takes the value between 1 and 2. [51, 257] The
permittivity-temperature graph is adopted from Gomah-Pettry et al. [222] and fit it to the
above modified Curie-Weiss law, the results are shown in Fig. 7.13. The diffusion factor γ =
1.004, which means that the dielectric behavior at high frequency is more like a ferroelectric.
As a simplification, γ is set to 1.0. The Landau coefficient is:
α0 = 5.14× 105(T − 216). (7.24)
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FIGURE 7.12: (a) High-resolution TEM image of the core-shell interface denoted in figure 4a. (b) geometrical
phase analysis (GPA) evaluation map, (c) The distribution of normal strain component "x x along the dashed
line in (a).
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FIGURE 7.13: Fitting the susceptibility as a function of temperature in logarithmic coordinates by using the
modified Curie-Weiss law for BNT-25ST. Blue dot: experimental data from Jean-Richard G., et al. [222]; red
line: fitting curve.
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Now consider the other Landau coefficients for BNT-ST. The coefficients α11 and α111 are
related to the phase transition temperatures. At Curie temperature (Strictly speaking, there is
no Curie temperature for relaxors. Here we use this terminology for convenience), the Landau
energy for paraelectric phase and ferroelectric phase are the same, i.e.,
α0(Tc − T0)P2sc +α11P4sc +α111P6sc = 0 (7.25)
where Psc is the spontaneous polarization at Tc. On the other hand, at Tc,
∂H sep
∂ P

P=Psc
= 2α0(Tc − T0)Psc + 4α11P3sc + 6α111P5sc = 0 (7.26)
Combining the above two equations, one obtains:
Tc − T0 = − α
2
11
2α111α0
(7.27)
and
P2sc = − α112α111 . (7.28)
The value of is obtained in the work by Krauss et al. [85]. The temperature with maximum
permittivity Tm is regarded as the Curie temperature Tc. Inserting all these values to Eq. (7.27)
and Eq. (7.28), one obtains α11 = −1.25× 1010 C−4m3N and α111 = 3.91× 1010 C−6m10N. The
value of α12 and α112 depends on the transition temperature between orthorhombic and tetrago-
nal phases. For BNT-25ST, there is no such phase transition. According to Watanabe et al. [224],
the rhombohedral-tetragonal phase transition temperature for BNT-25ST is 40◦C. If one assumes
that 40◦C is the orthorhombic-tetragonal phase transition temperature, then:
H sep(P1 = 0; P2 = Pt) =H sep(P1 = Pt ; P2 = 0) =H sep(P1 = P2 = Po) (7.29)
and
∂H sep
∂ P1

P1=P2=Po
= 2α0(Tc − T0)Po + 4α11P3o + 6α111P5o + 2α12P3o + 6α112P5o = 0 (7.30)
where Pt and Po are the components of the spontaneous polarization in one direction for the
tetragonal and the orthorhombic phase, respectively. By solving these two relationships simul-
taneously, one obtains the value of α12 = 3.52×1010C−4m6N and α112 = -1.25×1012C−6m10N.
Till now, all the coefficients of the Landau energy up to 6th order are derived, which are listed in
Table 7.2. Figure 7.14 shows the Landau energy as a function of P1 and P2 . The color indicates
the Landau free energyH sep. Three temperatures were chosen, 100 ◦C (at the tetragonal phase)
200 ◦C (near Curie temperature) and 800 ◦C (the probing temperature of the experiments) for
the phase-field simulations.
112 7. Investigation of core-shell structure in relaxors
Coefficients Value (T in Kelvin)
α1 (10
5C−2m2N) 5.14(T-216)
α11 (10
10C−4m6N) -1.25
α12 (10
10C−4m6N) 3.52
α111 (10
12C−6m10N) 3.91
α112 (10
12C−6m10N) -1.250
TABLE 7.2: Landau coefficients of BNT-25ST used for the phase-field simulation.
T = 0 °C T = 40 °C
T = 200 °C T = 800 °C
+
+ +
+
400000
FIGURE 7.14: The Landau energy as a function of the polarization by using the derived coefficients of BNT-
25ST. The rhombohedral-tetragonal-cubic phase transition can be captured.
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FIGURE 7.15: Polarization distribution of a nanoparticle with BNT-25ST Landau coefficient at different
temperatures and eigenstrain values.
114 7. Investigation of core-shell structure in relaxors
7.4.3.2 Ferroelectric-flexoelectric simulation results
In order to clarify the origin of the DLNRs shown in Fig. 7.11a, the finite element flexoelectric-
ferroelectric phase-field simulations are performed. The experimentally observed shape and size
of the nanoparticle was implemented in the simulation. Open-circuit [162] boundary conditions
are assumed for the freestanding nanoparticle without contacting the biasing electrodes. Ac-
cording to the Vegard law [255], the lattice parameter is linearly changed with the constituent’s
concentration. The Vegard strain is treated as the eigenstrain [258, 259] in the phase-field sim-
ulation. The Sr2+ concentration is assumed to increase linearly from the center to the edge.
Hence, the eigenstrain is set to increase from the center to the edge accordingly. The elastic
energy is modified in the following form:
H ela = 1
2
ci jkl("i j − "0i j)("kl − "0kl), (7.31)
and
"0i j = "
0P
i j + "
0−ion
i j (7.32)
where "0Pi j is the eigenstrain induced by the spontaneous polarization and "
0−ion
i j is the eigen-
strain induced from Sr2+ concentration. Based on the energy-dispersive X-ray spectroscopy
elemental mapping shown in Fig. 7.14, Sr2+ concentration increases from the center to the
boundary of the nanoparticle. For simulation, a linear increase of Sr2+ concentration is as-
sumed. The resultant eigenstrain distribution is assumed to be:
"0−ioni j (x) = ‖x− xcenter‖Wδi j, (7.33)
where Wδi j describes the isotropic mismatch strain induced by the ion and takes a positive
value since the radius of Sr2+is larger than those of Bi3+ and Na+. The symbols x and xcenter
position vector of the point under consideration and of the particle center, respectively.
With such implementation of the Vegard strain, one can simulate the polarization distribution
with different eigenstrain (by tuning parameter W ) at different temperature (by utilizing the
temperature dependent Landau parameters). The results are shown in Fig.7.15. Three charac-
teristic temperatures (T = 100 ◦C, 200 ◦C, and 800 ◦C, respectively) ranged from the tetragonal
to cubic phase and three eigenstrain values are chosen for the simulation.
For the case with lower temperature and without eigenstrain, the typical domain structure is
formed with both 180° and 90° domain walls. Since charge free boundary condition is set at
the edge of the nanoparticle, the polarization is oriented parallel to the boundary. At higher
temperature (T = 500 ◦C) the nanoparticle is still in the tetragonal phase and the spontaneous
polarization slightly decreases compared to the case with T = 25 ◦C, where the energy barrier
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H barrier is lower. The domain structure remains almost the same. Above the Curie temperature
(540 ◦C), no polarization can be seen since the energy minimum is located at P = 0 C m−2.
When a lower eigenstrain is implemented (second row), the domain structure is modified by
the heterogeneous strain. More domains are formed in the second row compared to the first
row. However, in the cubic phase, since the strain increases from the core to the shell, the
orientation of the strain gradient is radial-shaped. As a result, the polarization points radially
and a “seastar-like” polarization pattern is generated.
When a higher eigenstrain is implemented (third row), the influence of the eigenstrain on the
domain patterns at T = 25 ◦C is weak, while it is larger at T = 500 ◦C. It is mentioned above that
the Landau energy barrier is lower at T = 500◦C. This makes it easier to modify the domains
by the external loading, e.g., mechanical strain. As a result, a “seastar-like” polar nanoregion is
formed. Here, a rough estimation of the flexocoupling energy for a BNT-25ST nanoparticle is
given. The flexocoupling tensor f11 is set in the magnitude of 1 V. With the eigenstrain factor W
= 2 × 104, the strain gradient is in the magnitude of × 105. If the polarization is 0.06 C m−2,
the flexocoupling energyH flexo = 1× 105 J m−3 is in the same magnitude ofH barrier. At higher
temperature, the polarization distribution is the same as the one with low eigenstrain, but the
magnitude of the polarization is higher.
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FIGURE 7.16: Core-shell nanoparticle with DLNRs: (a) Elemental map showing the Sr2+ distribution. (b)-
(c), TEM image of the core-shell nanoparticle and the enlargement of the red box region in (b). (d) The linear
distribution of the eigenstrain along the radius direction according to (a). (e)-(f), Flexoelectric-ferroelectric
phase-field simulation results of the polarization with its enlargement of the red box region, showing similar
DLNRs as observed in the TEM images of (b) and (c).
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The strain mapping of the nanoparticle shown in Fig. 7.12 gives a rough estimate of the strain
distribution and its gradient. Figure 7.10 shows that the operating temperature within the
nanoparticle is around 800 ◦C. Therefore, the last image in Fig. 7.15 is used for the comparison
with the experiments. The results are shown in Fig. 7.16.
In Fig. 7.16e, polarization vector has its highest magnitude at the center of the nanoparti-
cle and decreases towards the edges. Multiple polarization vortices are also observed within
the particles. As shown in In Fig. 7.16e, a distinct polarization configuration composed by a
network of DLNRs is formed. The overall polarization configuration of the experiment and the
simulation slightly differ, which may be due to the simplified strain distribution needed for the
calculations. However, by comparison between the enlarged DLNRs observed in Fig. 7.16c and
the polarization distribution shown in Fig. 7.16f, it is clear that they are analogous. In the phase-
field simulation, Landau energy coefficients for the cubic phase were used, which indicates zero
ferroelectric spontaneous polarization at the given temperature. Therefore, the DLNRs in the
simulation can only be attributed to the high-order (gradient) coupling between mechanical
strain and electric polarization. It should be noted that in the paraelectric phase, electrostric-
tion still exists. The contribution of electrostriction to the polarization of the nanoparticles
is two orders of magnitude lower as compared to the polarization induced by flexoelectricity.
Hence, the electrostrictive effect is not responsible for the DLNRs and can be safely neglected.
The phase-field simulation shows that flexoelectricity can lead to the observed DLNRs.
7.4.3.3 Field-induced polarization switching in DLNRs
To examine the origin of the DLNRs experimentally, electric field in situ TEM at 800 ◦C was
performed. The core-shell structure of the in situ calcined BNT-25ST nanoparticle is revealed
by the TEM image shown in Fig. 7.17. The image was obtained along a [123]pc type zone axis
at 0 kV mm−1 and the coherency of core and shell can be observed in the corresponding Fast
Fourier Transforms (FFTs). As seen in the left inset of Fig. 7.17a, atomic resolution imaging was
possible. Though not obvious in some regions in the shell, the DLNRs within the nanoparticle
are observed, in which the selected regions are magnified to aid visualization in the top insets.
The strain gradient across the core-shell interface denoted in Fig. 7.17a was quantified using a
geometrical phase analysis (GPA). The analysis is operated in the software DigitalMicrograph™.
The core and shell DLNRs are in a stable configuration at the given conditions.
While keeping the temperature constant at 800 ◦C, an electric field was applied in a defined
direction (black arrows), as seen in the TEM images shown in Fig. 7.17b-c. The images were
Wiener filtered for noise reduction [260]. The bottom insets show the corresponding FFTs of
the core and shell areas, respectively. The bright spots observed in the FFT insets are analogous
to Bragg spots observed in conventional electron diffraction patterns [261]. They correspond
to crystallographic planes visible in the high-resolution TEM images. Variation in the FFTs can
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be used to monitor the changes in the local crystal structure and related switching processes.
The FFT patterns of the initial state (Fig. 7.17a) indicates that the particle is oriented along
the [12 3]pc zone axis and features a pseudocubic crystal structure. The observed DLNRs are
modified under the electric field shown in Fig. 7.17 b-c. The white arrow in the FFT inset of
Fig. 7.17 marks the electric field induced splitting in the (2 20) reflex along the electric field.
This indicates that there are two different polarities prevalent, e.g., the dark and bright regions
as shown in the top insets. The red arrow indicates a longer range ordering as expect for
DLNRs. Changes in the domain-like configuration in the core and the shell become apparent
at an electric field of 11.0 kV mm−1 (Fig. 7.17b). Moreover, the formation of some DLNRs also
occurs in the shell, as displayed in the top inset. Further increasing the electric field to 21.9
kV mm−1 (Fig. 7.17c) leads to more pronounced DLNRs, as displayed in the top insets of core
and shell. Besides, several DLNRs are nucleated within the shell.
In order to confirm the phenomena observed in Fig. 7.17a-c, phase-field simulations were car-
ried out by implementing the corresponding electric field applied to the particle (Fig. 7.17d-f).
The black arrows inside the simulated nanoparticle indicate the direction of the local polar-
ization and the color scheme shows the magnitude of the polarization vector. The initial
polarization configuration at zero electric field (Fig. 7.17d) changes with increasing electric
field. Coalescence of nanoregions is clearly observed as the electric field increases. The evolu-
tion of the polarization under electric field can be explained by the superposition of the initial
flexoelectricity-induced polarization and the one induced by the electric field. When the elec-
tric field is high enough, the polarization induced by flexoelectricity is overshadowed. This is
reflected in the evolution of the FFTs. Both the experimental and simulation results suggest that
the DLNRs observed at extreme temperature are polar. This implies that the flexoelectric effect
is the main reason for the formation of the DLNRs. The further experiments under a reversal
field prove that the process is fully reversible. The evolution and nucleation of DLNRs under
bias electric field the non-polar lattice strain mismatch is not responsible for this phenomenon.
In order to critically assess our hypothesis, the samples with a different A-site doping (Bi3+-
deficient 75 mol % Na1/2Bi0.49TiO3-25 mol % SrTiO3) are synthesized through a conventional
solid-state route. According to the work of Frömling et al.[249], this stoichiometry should lead
to a much more homogeneous Sr2+ distribution within the nanoparticle rendering no core-
shell structure and thus no noticeable strain gradient. The experimental setup and working
environment were identical. Although some minor chemical heterogeneities can be observed
(Fig. 7.18), the particles analyzed featured neither core-shell structure nor DLNRs. The lack
of long-range chemical gradient in this 75 mol % Na1/2Bi0.49TiO3-25 mol % SrTiO3 results in
negligible polarization.
One would argue that the role of oxygen vacancies under electric field should not be ne-
glected. In recent work of Das et al. [262], controlled manipulation of oxygen vacancies in STO
under mechanical loading was reported. In that case, flexoelectricity enabled the redistribution
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FIGURE 7.17: Demonstration of switchable flexoelectric based polarization at extreme temperature: (a)-(c),
TEM bright-field images taking along a [12 3]pc type zone axis, of a core-shell nanoparticle obtained at
800 ◦C with electric field of 0 kV mm−1, 11.0 kV mm−1 and 21.9 kV mm−1, respectively. The black arrows
indicate the direction of the electric field. The local strain gradient along the core-shell interface is presented
in (a). The top insets of a-c are magnifications showing DLNRs within the core and shell (a-c). The bottom
insets of a-c show the Fast Fourier Transforms (FFTs) of core and shell along a [12 3]pc type zone axis. The
white arrow indicates an electric field-induced splitting in the (2 20) reflex along the electric field indicating
that there are two different polarities prevalent. The red arrow indicates a longer range ordering as expect for
DLNRs. (d)-(f), Simulated domain patterns under the corresponding electric field. The color map indicates
the polarization magnitude, while the black arrows the polarization vector.
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of oxygen vacancies. In our case, the oxygen vacancies may similarly influence the strain dis-
tribution and therefore the polarization by the flexoelectric effect. However, the resistivity of
BNT-25BT bulk samples is relatively high even at 800 ◦C and it was not possible to measure the
standard semi-circles expected in Nyquist plots. In situ TEM measurements of such defects with
atomic resolution at 800 ◦C would be even more demanding. These tasks can be accomplished
in the future.
FIGURE 7.18: Z-contrast STEM image of a Bi-deficient BNT-25ST nanoparticle taken (a) before heating (b)
after 10 min at 800 ◦C. (c) RGB color map of the red box area in (b). (d) Energy-dispersive X-ray spectra at
the marked points in (a) and (b).
7.4.4 A brief summary
Through a combined experimental and phase-field modeling approach, the nanoscale flexo-
electricity at extreme temperature by tuning cation diffusion is reported and explained. BNT-
25ST core-shell nanoparticles with a Sr2+ chemical gradient were used as a model system to
tune local strain by controlled ionic diffusion. The in situ synthesis route yielded core-shell
nanoparticles that exhibit domain-like nanoregions at 800 ◦C and were found to be in a stable
configuration. Electric field and temperature dependent in situ TEM together with phase-field
flexoelectric simulations provide a detailed description and explanation of this phenomenon.
Our results indicate that the polarization distribution is a direct consequence of nanoscale flex-
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oelectricity and that it can be switched by an applied electric field. By comparing our results for
samples with differing Bi deficiencies, the importance of a chemical gradient to generate strain
and flexoelectric induced polarization at high temperature is affirmed. This contribution should
motivate the study and the development of other high-temperature flexoelectric nanomaterials.
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Chapter 8
Conclusions and Outlook
8.1 Conclusions
In this thesis, the phase-field model for relaxor ferroelectrics is built based on the random
field theory. It is further utilized to reveal the properties of ferroelectric/relaxor composites,
including the layered composites and the core-shell structures.
Due to the complexity of both the phenomenon and the relaxation mechanism, the phase-field
models for relaxor ferroelectrics are rare. Here, inspired by Imry and Ma, the random field is
introduced to the existed ferroelectric model. It was shown in Chap. 5 that the implementation
of the random field can successfully reflect the short-range disorder in relaxor, and therefore
some typical features found in relaxors. To be specific, the miniaturization of the domain can
be captured with the implementation of the random field, and the macroscopic P-E loops are
greatly influenced by it.
For the “incipient”-type relaxor, there is a nonpolar-polar phase transition under the elec-
tric field. Hence a new relaxor model is established In Chap. 6, with the modified phase-field
relaxor models, it is possible to investigate the large-signal piezoelectric response in the re-
laxor/ferroelectric layer composites. By applying an averaging process, the parameters used for
each end-member of the ferroelectric/relaxor layer composite is determined. The simulations
on the trilayer composite show that the overall response of the layered composite is the combi-
nation effect of mechanical coupling and the polarization coupling. For small unipolar loading
(Emax = 4 kV mm
−1), the enhancement of large-signal response can be found at FE content
of 30 %, which agrees with previous experimental observations. The further simulation with
different interphase layers shows that both lateral strain coupling and charge at the interface
between composite layers influence the large-signal electromechanical response in a complex
manner.
In Chap. 7, the properties and functionalities of core-shell structure in relaxor ferroelectrics
are investigated. The material system BNT-25ST is used as the representative research object.
Two cases are studied: one at room temperature and the other at 800 °C. At room temperature,
the domain structure around the core behaves differently from the normal ferroelectrics. By
the poling process operated by piezoelectric force microscopy, the evolution of the polarization
can be captured in real time. The phase-field simulations shown that there is a high potential
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region beneath the core, which is responsible for the laterally aligned polarization in the shell
around the core region. At 800 °C, the BNT-25ST nanoparticle is observed by a transmission
electron microscopy. It is found that the domain-like nanoregions at such a high temperature
and the nanoregions can be switched by the external field. This phenomenon is ascribed to the
flexoelectric effect. To study this effect, a flexoelectric model based on the current phase-field
ferroelectric framework is established. Phase-field simulation shows a similar arrangement of
polarization distribution to the experiments.
The above simulations show that the phase-field model serves as an efficient tool to analysis
and predict the evolution of the microstructure (domain and domain wall) in ferroelectric mate-
rials. By using the averaging process, it can also be used for the macroscopic behavior analysis,
in which the electromechanical coupling effect can be intrinsically considered. The phase-field
simulation can hence explain the observed phenomena, e.g., domain miniaturization in relaxors
(Fig. 5.3), lateral remnant domain structure around the core in BNT-25ST (Fig. 7.2), abnormal
domain-like nanoregions at extreme temperature (Fig. 7.11a) etc., obtain information that is
difficult for the experiments, e.g., the potential distribution beneath the core (Fig.7.3f), and
predict the material behaviors, e.g., the best ratio of FE/RE in layered composite (Fig. 6.8) and
large-signal response with different interfaces (Fig. 6.11).
8.2 Outlook
The phase-field model is established and successfully adopted to help the experimenters to
have a deeper understanding the material behaviors in relaxors. However, there are still plenti-
ful of unsettled questions and challenges, deserving more intense investigations.
In the layered composite structure, the grain boundary plays an important role in the over-
all microscopic behavior. The material properties at the grain boundary are different from the
grain, in the sense of elastic modulus, permittivity, leak voltage etc. Although several attempts
are made in modeling the grain boundary in ferroelectrics/relaxors (e.g., in the work of Choud-
hury et al. [263] the coherent interfaces are assumed between different grains, while Weng et
al. [180] assumes that the grain boundary behaves like a dielectric with higher permittivity), a
more precise and accurate description of grain boundary is needed. With such a model, many
problems, such as the influence of grain size on the hysteresis, the charge effect near the grain
boundary can be investigated.
The domain structure near the core-shell structure in BNT-25ST is studied. However, the
connection between the laterally aligned domains and the enhancement of the piezoelectric
response in such core-shell structure needs further investigation both experimentally and the-
oretically. One major challenge is that the behaviors of the core-shell structure can be greatly
influenced by the characterization techniques. For instance, the PFM characterization of the
sample will inevitably change the domain configuration. If different factors (e.g., mechanical
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coupling effect, strain mismatch between the core and the shell etc.) can be separately studied,
it will help to understand the unique electromechanical response in the core-shell structure.
Based on this, a better design strategy for the relaxor-type piezoceramics can be expected.
The observed domain-like nanoregions found in TEM at extreme temperature is explained by
our flexoelectric-ferroelectric phase-field model. However, the oxygen vacancy is not discussed
in the model. Defects, such as oxygen vacancies will have an impact on the polarization and
the dielectric response. Several questions are raised here: (1) Do the oxygen vacancies exist
in this diffuse process of Sr2+ and how are they distributed? (2) How do they change with
the temperature? (3) What is the influence of the oxygen vacancy on the relaxor behaviors,
such as the shifting of the peak in the permittivity curve? (4) Can we manipulate them? Either
mechanically or electrically? It is an interesting topic for not only the ferroelectric community
but also the whole condense matter community.
The model shown in the thesis is able to give a static response of the relaxors under external
mechanical loading and electric loading. Nonetheless, one of the main features of relaxors is its
relaxation process. The models developed by Refs. [17, 18] and the one shown here does not
reflect such a relaxation property.
In summary, even though a lot of work has been done, more efforts should be given to gain a
deeper understanding of relaxor ferroelectric. The current phase-field relaxor model can also be
extended with the consideration of more influential factors, e.g., thermo-fluctuations, defects,
and dynamics of PNRs. The flexoelectric effect in relaxors is also a promising field to explore.
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Appendix A
Derivation of the expression of charge, dipole, and quadrupole
For the sake of convenience, we use the tensor notation for this appendix.
Suppose there is a localized source %(x) confined to a region near the origin O. The Coulomb
potential at a point A(x0) far away from the source (See Fig. 4.1, x = ‖x‖  ‖x0‖= x0) is given
by Eq. (4.7). Considering that
‖x0 − x‖=
Æ
x02 − 2x0 · x+ x2 = x0
√√
1− 2 xˆ0 · x
x0
+
  x
x0
2 (A.1)
where xˆ0 =
x0
‖x0‖ , Eq. (4.7) can be reformulated by using binomial expansion,
φ(x) =
1
4piε0
∫
B
%(x)
‖x0 − x‖dv .
=
1
4piε0x0
∫
B
%(x)
 1r
1− 2xˆ0·xx0 +
 
x
x0
2
dv
=
1
4piε0x0
∫
B
%(x)

1− xˆ0 · x
x0
+
1
2x20

3(xˆ0 · x)2 − x2

+O

x
x0

dv
(A.2)
Equation A.2 gives the moments of the charge distribution with a different order. The first
integral represents the potential from the monopole moment or simply the net charge q of the
system:
φmon(x) =
1
4piε0x0
∫
B
%(x)dv =
q
4piε0x0
(A.3)
The second integral can be reformulated as
φdip(x) =
1
4piε0x
2
0
∫
B
%(x)(xˆ0 · x)dv = xˆ04piε0x20
·
∫
B
%(x)xdv (A.4)
The vector
p=
∫
B
%(x)xdv (A.5)
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is defined as electric dipole and its norm ‖p‖ dipole moment.
The third integral can be reformulated as
φquad(x) =
1
8piε0x
3
0
∫
B

3(xˆ0 · x)2 − x2

dv =
xˆ0 ⊗ xˆ0
8piε0x
3
0
:
∫
B
%(x)

3(xˆ0 ⊗ xˆ0)− Ix2

dv . (A.6)
The second rank tensor
ρ =
∫
B
%(x)

3(xˆ0 ⊗ xˆ0)− Ix2

dv (A.7)
is defined as quadrupole moment tensor. Figure 4.2 shows the potential distribution of net
charge, a dipole and a quadrupole. The solid line indicates the electric field lines of the potential
field generated. Within this thesis, only charges and dipole moments are taken into account,
while moments of higher order are neglected.
150 A. Appendix A
Appendix B
Analytical solution for 1D Ginzburg-Landau equation with 6th order bulk energy term
According to Cahn and Hilliard [143], with the bulk free energy and interface energy pro-
vided, the interface properties can be analytically obtained through a variational study. We first
try to simplify the problem into a 1D problem with two domains separated by a 180◦ domain
wall. The idea of the following calculation first comes from the work for shape memory alloy by
Falk [264], in spite that the Landau energy and the boundary condition are different. The distri-
bution of the polarization is represented by a distribution function P(x), where P(−∞) = −P0,
P(−∞) = P0. The bulk free energy density is assumed as a polynomial expended to the sixth
order,
ψ˜= aP2 + bP4 + cP6 = aQ+ bQ2 + cQ3, (B.1)
where a, b, c are the Landau coefficients. The interface energy density in 1 dimension can be
represented by
ψ˜int = κ(P ′)2, (B.2)
where κ is the reduced interface energy coefficient, and P ′ represents the spatial derivative, i.e.,
P ′ = dP
dx
.
-5 5
1
-1
0
(a)
(b)
(c)
d
κ = 0.5
κ = 1
κ = 2
FIGURE B.1: (a) and (b) Landau free energy as a function of (a) Polarization P and (b) its square Q = P2,
with Landau coefficients α = −1, β = −1, γ = 1. (c) The analytical solutions for 180◦ domain wall with
such Landau free energy. The domain wall coefficients κ= 0.5, 1 and 2 are plotted for comparison.
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One might want to find the distribution function P(x), where the total free energy of the
system
F (x , P, P ′) =
∫ +∞
−∞

aP2 + bP4 + cP6 + κ(P ′)2

dx (B.3)
is minimized. This leads to solving the associated Euler-Lagrange equation:
κP ′′ = aP + 2bP3 + 3cP5, (B.4)
with the boundary condition
lim
x→±∞ P(x) = ±P0. (B.5)
By considering that P ′′ = dP
′
dP
dP
dx
, Eq. (B.4) is reformulated as [264]:
κP ′ dP
′
dP
= aP + 2bP3 + 3cP5, (B.6)
The integration of Eq. (B.6) yields,
κ(P ′)2 = ψ˜− ψ˜0. (B.7)
where ψ˜0 = ψ˜(x = ±∞) (Considering that at x = ±∞, P ′ = 0). The inverse function of
Eq. (B.7) is
x ′(P) =
p
κÆ
ψ˜− ψ˜0
. (B.8)
The integration of Eq B.8 belongs to an indefinite ellipse integral of the first kind,
x(Q) =
1
2
∫ p
κdQÆ
Q(aQ+ bQ2 + cQ3 − ψ˜0)
= F(βQx; kQ). (B.9)
where βQ and kQ are coefficients only related to the roots of Eq. (B.10).
For the case below the Curie temperature, the following equation
aQ+ bQ2 + cQ3 − ψ˜0 = 0 (B.10)
has three solutions, one is negative, and two are identical (see Fig. B.1): Q1 < 0 < Q2 = Q3. Its
inverse function can be written by the Jacobian elliptic functions sn(x , k) and cn(x , k),
P(x) =
p−Q1Q2sn(κ−1βQx , kQ)Æ
Q2cn2(κ−1βQx , kQ)−Q1
, (B.11)
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Fig. B.1 shows the distribution of P(x) with three different κ and arbitrarily chosen Landau
coefficients. Qualitatively, the width of the interface increases with the increase of κ. If the
Landau energy is reduced to the fourth order:
ψ˜= aP2 + bP4 (B.12)
The distribution of polarization will result in a simple form (This result seems to be first achieved
by Cahn (1958) [143] and Zhirnov (1959) [144].):
P(x) = tanh
 
x
s
a
2κ

, (B.13)
and the domain wall width,
λ∝
s
κ
a
(B.14)
The energy stored at the interface (or domain wall) is
G =
2
3
P20
p
2κa∝pκa. (B.15)
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Appendix C
Clausius-Duhem inequality starting from Helmholtz free energy
For the derivation of the constitutive equations using Clausius-Duhem dissipation shown in
Sec. 5.2.2, the electric enthalpy is used as the energy form. Here we prove that using either the
electric enthalpy or the Helmholtz free energy, the same results can be reached.
For Helmholz free energy, the strain ("i j), electric field (Ei), polarization (Pi) and polariza-
tion gradient are used as the independent variable. The external work corresponding to these
independent variable can be written as:
W ex t =
∫
B
( fiu˙i +φq˙+ γi P˙i)dv +
∫
∂B
( t¯ iu˙i +φ ˙¯ω+ µ¯i P˙i)ds
(Neumann B.C.) =
∫
B
( fiu˙i +φq˙+ γi P˙i)dv +
∫
∂Bu
(σ jin ju˙i −φ D˙ini + ξ jin j P˙i)ds
(Gauss theorem) =
∫
B
( fiu˙i +φq˙+ γi P˙i)dv +
∫
B

(σ jiu˙i) j − (φ D˙i)i + (ξ ji P˙i) j

dv
=
∫
B
( fiu˙i +φq˙+ γi P˙i)dv+∫
B

σ ji, ju˙i +σ jiu˙i, j − (φ D˙i,i +φ,i D˙i) + (ξ ji, j P˙i + ξ ji P˙i, j)

dv
=
∫
B

( fi +σ ji, j)u˙i +φ(q˙− D˙i,i) + (γi + ξ ji, j)P˙i

dv+∫
B

σ jiu˙i, j −φi D˙i + ξ ji P˙i, j

ds
=
∫
B
(−pii P˙i +σ jiu˙i, j −φ,i D˙i + ξ ji P˙i, j)dv
=
∫
B
(−pii P˙i +σ jiu˙i, j + Ei D˙i + ξ ji P˙i, j)dv
(C.1)
By the Clausius-Duham inequality:
W ex t ≥
∫
B
H˙ ("i j,Di, Pi, Pi, j)dv , (C.2)
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whereH is Helmholtz free energy density. By utilizing the Legendre transformation:
H˙ ("i j,Di, Pi, Pi, j) = H˙2("i j, Ei, Pi, Pi, j) + E˙iDi + D˙iEi (C.3)
Inserting Eq. (C.1) and Eq. (C.3) into the inequality C.2, we have:∫
B

(−pii P˙i +σ ji "˙i j + Ei D˙i + ξ ji P˙i, j)− (H˙2 + E˙iDi + Ei D˙i)

dv ≥ 0 (C.4)
∫
B
(−pii P˙i +σ ji "˙i j + ξ ji P˙i, j − H˙2 − E˙iDi)dv ≥ 0 (C.5)
Considering that
H˙2 = ∂H2
∂ "i j
"˙i j +
∂H2
∂ Ei
E˙i +
∂H2
∂ Pi
P˙i +
∂H2
∂ Pi, j
P˙i, j (C.6)
one obtains:∫
B

−∂H2
∂ Pi
P˙i −pii P˙i +
 
σi j − ∂H2
∂ "i j

"˙i j +
 
ξi j − ∂H2
∂ Pi, j

P˙i, j −
 
Di +
∂H2
∂ Ei

E˙i

dv ≥ 0. (C.7)
Clausius-Duhem inequality starting from the electric enthalpy
For electric enthalpy (H2) free energy, the strain ("i j), electric displacement (Di), polariza-
tion (Pi) and polarization gradient are used as the independent variable. The external work
corresponding to these independent variables can be written as:
W ex t2 =
∫
B
( fiu˙i − φ˙q+ γi P˙i)dv +
∫
∂B
( t¯ iu˙i − φ˙ω¯+ µ¯i P˙i)ds
=
∫
B
( fiu˙i − φ˙q+ γi P˙i)dv +
∫
∂Bu
(σ jin ju˙i + φ˙Dini + ξ jin j P˙i)ds
=
∫
B
( fiu˙i − φ˙q+ γi P˙i)dv +
∫
B

(σ jiu˙i) j + (φ˙Di)i + (ξ ji P˙i) j

dv
=
∫
B
( fiu˙i − φ˙q+ γi P˙i)dv+∫
B

σ ji, ju˙i +σ jiu˙i, j + (φ˙Di,i + φ˙,iDi) + (ξ ji, j P˙i + ξ ji P˙i, j)

dv
=
∫
B

( fi +σ ji, j)u˙i − φ˙(q− Di,i) + (γi + ξ ji, j)P˙i

dv+∫
B

σ jiu˙i, j + φ˙iDi + ξ ji P˙i, j

dv
=
∫
B
(−pii P˙i +σ jiu˙i, j + φ˙iDi + ξ ji P˙i, j)dv
=
∫
B
(−pii P˙i +σ jiu˙i, j − E˙iDi + ξ ji P˙i, j)dv
(C.8)
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By Clausius-Duham inequality:
W ex t2 ≥
∫
B
H˙2("i j, Ei, Pi, Pi, j)dv , (C.9)
whereH2 is the electric enthalpy.
Inserting Eq. (C.8) into the inequality (C.9), we have:∫
B

(−pii P˙i +σ ji "˙i j − Ei D˙i + ξ ji P˙i, j)− H˙2dv ≥ 0 (C.10)
Considering that
H˙2 = ∂H2
∂ "i j
"˙i j +
∂H2
∂ Di
D˙i +
∂H2
∂ Pi
P˙i +
∂H2
∂ Pi, j
P˙i, j (C.11)
one obtains:∫
B

−∂H2
∂ Pi
P˙i −pii P˙i +
 
σi j − ∂H2
∂ "i j

"˙i j +
 
ξi j − ∂H2
∂ Pi, j

P˙i, j −
 
Di +
∂H2
∂ Di

E˙i

dv ≥ 0. (C.12)
One finds that both Eq. (C.7) and Eq. (C.12) lead to the same form of the constitutive relations
and evolution equation to Eq. (5.25).
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Some comments on the electric enthalpy of a ferroelectric system
In Chap. 5, the electric enthalpy [265] or phase-field potential is assumed to depend on the
strain, the electric field, the spontaneous polarization, and the polarization gradient. It consists
of five parts,
H2 =H ela +H ele +H piezo +H sep +H grad , (D.1)
in whichH ela,H ele,H piezo,H sep, andH grad represent elastic energy density, electric energy
density, piezoelectric coupling energy density, domain separation energy density and gradient
energy density, respectively. The domain separation energy density resembles the Landau-
Devonshire free energy and the interface energy density describes the energy stored in the
domain wall by a function of the gradient of the order parameter. These energy terms take the
following specific form: 
H ela = 1
2
ci jkl"
e
i j"
e
kl ,
H ele = −1
2
ki jEiE j − PiEi,
H coup = −bi jk"i jEk,
H sep = β1G
λ
ψ(Pi),
H grad = β2GλPi, jPi, j.
(D.2a)
(D.2b)
(D.2c)
(D.2d)
(D.2e)
In the following, we give some comments additionally to Chap. 5 for each of the five terms.
Equation D.2a represents the elastic energy where only the elastic strain contributes to this term.
For a poled ferroelectric single crystal, there is always an eigenstrain accompanied. The eigen-
strain highly depends on the spontaneous polarization. Since experimental findings indicate
that changes of the macroscopic strain state due to domain switching are volume preserving,
we constructed the spontaneous strain such that it yields a pure deviatoric strain state in the
direction of the spontaneous polarization. According to [43],
"0i j(P) =
3
2
"0
‖P‖
P0
 
nin j − 13δi j

, (D.3)
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where ni is the unit vector along P. P0 is the equilibrium polarization for zero applied loading.
Note that the spontaneous polarization Pi slightly changes with the applied loading, e.g., electric
field. In such case, the change of electric displacement Di has two contributions, the one directly
related to the electric field, i.e., εi jE j, and the one related to the change of the spontaneous
polarization. In contrast to that, P0 is rather a material related parameter which is invariant
under different loading. The symbol "0 is the normal strain for the poled state at a null field
with respect to the paraelectric phase (or cubic phase). The value of "0 can be obtained directly
from the calculation of lattice parameter, which is assumed only dependent on temperature.
The elastic strain is thus the difference between the strain calculated in Eq. (4.31) and the
eigenstrain:
"elai j = "
tot
i j − "0i j. (D.4)
The first term in Eq. (D.2b) represents the electric energy density stored in the material if
εi j represents the material permittivity rather than vacuum permittivity. If the polarization
is aligned with the same direction to the applied field, the energy will be reduced. Hence
the second terms in Eq. (D.2b) is introduced. It represents the interaction between the local
polarization and the electric field. In some works (e.g., Ref. [139]), the dipole-dipole interaction
is considered within a finite difference scheme. Different from that model, the distribution of E
in Eq. (D.2b) is rather from the global energy minimization.
1
2/3
P
E
P
E
(a) (b)
FIGURE D.1: Schematic graph of the strain under different electric field loading of a transverse isotropic
material poled in the 1-direction. (a) The electric field is parallel to the spontaneous polarization. (b) The
electric field is perpendicular to the spontaneous polarization.
Equation D.2c represents the electromechanical coupling energy with only piezoelectric con-
tribution considered. The eigenstrain does not contribute to the piezoelectric effect, thus it is
excluded from Eq. (D.2c). The piezoelectric constant e is highly dependent on the spontaneous
polarization. At the poled state, piezoelectricity is transversely isotropic, where the plane of
anisotropy is perpendicular to the poling direction. We used the representation [43],
eki j(P) =
‖P‖
P0
¦
e33nin jnk + e31(δi j − nin j)nk + 12e15

(δki − nkni)n j + (δk j − nkn j)ni
©
, (D.5)
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in which e33, e31, e15 are linear piezoelectric constants at the poled state, and eki j = (e)ki j. Sup-
pose the crystal is poled in the 1-direction, only the following components are non-zero:
e333 = e33 e311 = e322 = e31 e113 = e223 = e131 = e232 =
1
2
e51. (D.6)
The application of the electric field in the 1-direction will result in the deformation shown in
Fig. D.1, where we ignore the influence of the electric field to polarization.
Equation D.2d represents the phase separation energy (or bulk free energy [143]). Schrade
et al. [151, 182] used an artificial six-order polynomial, which is constructed to be invariant
at equivalent ferroelectric state to allow different domain structures. This bulk free energy
can also be measured/derived from experiments [193, 242, 266, 267] or from first principle
calculation [268, 269]. Fig. 2.2 is an example of the bulk free energy of barium titanium with
the Landau coefficients from Li et al. [242]. The bulk free energy, in general, take the following
form:
ψ= a0 + ai jPiPj + ai jklPiPjPkPl + ai jklmnPiPjPkPlPmPn + · · · (D.7)
Equation D.2e represents the gradient energy or interface energy [143]. Here, the gradient
energy only refers to the gradient of the order parameter P. The gradient energy from strain
gradient belongs to the topic of strain gradient elasticity theory (SGE), which is out of the scope.
The variable β1 and β2 are used to calibrate the phase separation energy and the gradient energy.
The coefficients G and λ can be identified as the domain wall energy and domain wall width,
respectively. Theoretically, the domain wall energy can be quantified by the integration over
the interface region. In some other phase field models, instead of physical parameters like
domain wall energy G and domain wall width λ, the parameters with simple Taylor expansion
are used. (See Sec. 4.5) Cao and Cross first attempt to obtain the coefficients κ and Landau
coefficients (See Eq.(4.19) and Eq.(5.1) in [156]) in an analytical way, by calculating energy
for 90◦ and 180◦ domain walls. Hlinka et al. [270] calculated the coefficient κ by soft-mode
theory. Moreover, the DFT calculations have been used to get these gradient parameters. There
are divergences between the values obtained through different methods.
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Tangent matrix for the random field relaxor model
The stiffness tangent matrices used in Chap. 5 have the following form:
S =

S11 S12 S13 S14
S21 S22 S23 S24
S31 S32 S33 S34
S41 S42 S43 S44
 . (E.1)
In each component in SI J ,
SI J =
SI Juu SI Juφ SI JuPSI Jφu S I Jφφ SI JφP
SI JPu S
I J
Pφ S
I J
PP
=

K I Juu K
I J
uφ K
I J
uP
K I Jφu K
I J
φφ K
I J
φP
K I JPu K
I J
Pφ K
I J
PP +
1
τ
D I JPP
 . (E.2)
For each tangent matrix:
SI Juu =
∫
B e
BIu
T
C BJudv (E.3)
SI Juφ =
∫
B e
BIu
T
eTBJφdv (E.4)
SI JuP = −
∫
B e
BIu
T

C
∂ "0
∂ P J
+
∂ bT
∂ P J
(Eφ + E rand)T

dv (E.5)
SI Jφu =
∫
B e
BIφ
T
eBJudv (E.6)
SI Jφφ = −
∫
B e
BIφ
T
εBJφdv (E.7)
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SI JφP =
∫
B e
BIφ
T

∂ e
∂ P J
"e + e
∂ "e
∂ P J
+ 1N J

dv (E.8)
SI JPu = −
∫
B e
N I

∂ "0
T
∂ P
C + (Eφ + E rand)
∂ e
∂ P

BJu
T
dv (E.9)
SI JPφ =
∫
B e
N I

"eT
∂ eT
∂ P
+
∂ "eT
∂ P
eT + 1

BJφdv (E.10)
SI JPφ = −
∫
B e

N I

∂ 2"0
T
∂ P∂ P J
− ∂ "
0T
∂ P
∂σT
∂ P J

− N I

∂ "eT
∂ P J
∂ eT
∂ P
+ "eT
∂ 2eT
∂ P∂ P J

(Eφ + E rand)T
(E.11)
+ β1N
I ∂
2ψ
∂ P∂ P J
+ β2B
I
P
T
BJP

− β
τ
N I1N J

dv . (E.12)
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