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STABILITY OF CRAMER’S CHARACTERIZATION
OF NORMAL LAWS IN INFORMATION DISTANCES
S. G. BOBKOV1,4,4
′
, G. P. CHISTYAKOV2,4, AND F. GO¨TZE3,4
Abstract. Optimal stability estimates in the class of regularized distributions are
derived for the characterization of normal laws in Cramer’s theorem with respect to
relative entropy and Fisher information distance.
1. Introduction
If the sum of two independent random variables has a nearly normal distribution,
then both summands have to be nearly normal. This property is called stability, and it
depends on distances used to measure “nearness”. Quantitative forms of this important
theorem by P. Le´vy are intensively studied in the literature, and we refer to [B-C-G3]
for historical discussions and references. Most of the results in this direction describe
stability of Cramer’s characterization of the normal laws for distances which are closely
connected to weak convergence. On the other hand, there is no stability for strong
distances including the total variation and the relative entropy, even in the case where
the summands are equally distributed. (Thus, the answer to a conjecture from the 1960’s
by McKean [MC] is negative, cf. [B-C-G1-2].) Nevertheless, the stability with respect to
the relative entropy can be established for regularized distributions in the model, where
a small independent Gaussian noise is added to the summands. Partial results of this
kind have been obtained in [B-C-G3], and in this note we introduce and develop new
technical tools in order to reach optimal lower bounds for closeness to the class of the
normal laws in the sense of relative entropy. Similar bounds are also obtained for the
Fisher information distance.
First let us recall basic definitions and notations. If a random variable X with finite
second moment has a density p, the entropic distance from the distribution F of X to
the normal is defined to be
D(X) = h(Z)− h(X) =
∫ ∞
−∞
p(x) log
p(x)
ϕa,b(x)
dx,
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where
ϕa,b(x) =
1
b
√
2pi
e−(x−a)
2/2b2 , x ∈ R,
denotes the density of a Gaussian random variable Z ∼ N(a, b2) with the same mean
a = EX = EZ and variance b2 = Var(X) = Var(Z) as for X (a ∈ R, b > 0). Here
h(X) = −
∫ ∞
−∞
p(x) log p(x) dx
is the classical Shannon entropy, which is well-defined and is bounded from above by the
entropy of Z, so that D(X) ≥ 0. The quantity D(X) represents the Kullback-Leibler
distance from F to the family of all normal laws on the line; it is affine invariant, and
so it does not depend on the mean and variance of X .
One of the fundamental properties of the functional h is the entropy power inequality
N(X + Y ) ≥ N(X) +N(Y ),
which holds for independent random variables X and Y , where N(X) = e2h(X) denotes
the entropy power (cf. e.g. [D-C-T], [J]). In particular, if Var(X + Y ) = 1, it yields an
upper bound
D(X + Y ) ≤ Var(X)D(X) + Var(Y )D(Y ), (1.1)
which thus quantifies the closeness to the normal distribution for the sum in terms of
closeness to the normal distribution of the summands. The generalized Kac problem
addresses (1.1) in the opposite direction: How can one bound the entropic distance
D(X+Y ) from below in terms of D(X) and D(Y ) for sufficiently smooth distributions?
To this aim, for a small parameter σ > 0, we consider regularized random variables
Xσ = X + σZ, Yσ = Y + σZ
′,
where Z, Z ′ are independent standard normal random variables, independent of X, Y .
The distributions of Xσ and Yσ will be called regularized as well. Note that the additive
white Gaussian noise is a basic statistical model used in information theory to mimic
the effect of random processes that occur in nature. In particular, the class of regular-
ized distributions contains a wide class of probability measures on the line which have
important applications in statistical theory.
As a main goal, we prove the following reverse of the upper bound (1.1).
Theorem 1.1. Let X, Y be independent random variables with Var(X +Y ) = 1. Given
0 < σ ≤ 1, the regularized random variables Xσ and Yσ satisfy
D(Xσ + Yσ) ≥ c1(σ)
(
e−c2(σ)/D(Xσ ) + e−c2(σ)/D(Yσ )
)
, (1.2)
where c1(σ) = exp{cσ−6 log σ}, c2(σ) = cσ−6 with an absolute constant c > 0.
Thus, when D(Xσ + Yσ) is small, the entropic distances D(Xσ) and D(Yσ) have to
be small, as well. In particular, if X + Y is normal, then both X and Y are normal,
so we recover Cramer’s theorem. Moreover, the dependence with respect to the couple
(D(Xσ), D(Yσ)) on the right-hand side of (1.2) can be shown to be essentially optimal,
as stated in Theorem 1.3 below.
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Theorem 1.1 remains valid even in extremal cases where D(X) = D(Y ) = ∞ (for
example, when both X and Y have discrete distributions). However, the value of D(Xσ)
for the regularized variables Xσ cannot be arbitrary. However, for the regularized dis-
tributions the value of D(Xσ) cannot be arbitrary. Indeed, Xσ has always a bounded
density pσ(x) =
1
σ
√
2pi
E e−(x−X)
2/2σ2 ≤ 1
σ
√
2pi
, so that h(Xσ) ≥ − log 1σ√2pi . This implies
an upper bound
D(Xσ) ≤ 1
2
log
eVar(Xσ)
σ2
≤ 1
2
log
2e
σ2
,
describing a general possible degradation of the relative entropy for decreasing σ. If
Dσ ≡ D(Xσ+Yσ) is known to be sufficiently small, say, when Dσ ≤ c21(σ), the inequality
(1.2) provides an additional constraint in terms of Dσ, namely,
D(Xσ) ≤ c
σ6 log(1/Dσ)
.
Let us also note that one may reformulate (1.2) as an upper bound for the entropy
power N(Xσ + Yσ) in terms of N(Xσ) and N(Yσ). Such relations, especially those of
the linear form
N(X + Y ) ≤ C (N(X) +N(Y )), (1.3)
are intensively studied in the literature for various classes of probability distributions
under the name “reverse entropy power inequalities”, cf. e.g. [C-Z], [B-M1], [B-M2],
[B-N-T]. However, (1.3) cannot be used as a quantitative version of Crame´r’s theorem,
since it looses information about D(X + Y ), when D(X) and D(Y ) approach zero.
A result similar to Theorem 1.1 also holds for the Fisher information distance, which
may be more naturally written in the standardized form
Jst(X) = b
2(I(X)− I(Z)) = b2
∫ ∞
−∞
(p′(x)
p(x)
− ϕ
′
a,b(x)
ϕa,b(x)
)2
p(x) dx (1.4)
with parameters a and b as before. Here
I(X) =
∫ ∞
−∞
p′(x)2
p(x)
dx,
denotes the Fisher information of X , assuming that the density p of X is (locally)
absolutely continuous and has a derivative p′ in the sense of Radon-Nikodym. Similarly
to D, the standardized Fisher information distance is an affine invariant functional, so
that Jst(α + βX) = Jst(X) for all α, β ∈ R, β 6= 0. In many applications it is used as
a strong mesure of X being non Gaussian. For example, Jst(X) dominates the relative
entropy; more precisely, we have
1
2
Jst(X) ≥ D(X). (1.5)
This relation may be regarded as an information theoretic variant of the logarithmic
Sobolev inequality for the Gaussian measure due to Gross. Indeed it may be derived from
an isoperimetric inequality for entropies due to Stam (cf. [S], [C], [B-G-R-S]). Moreover,
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in [S] Stam established an analog for the entropy power inequality, 1
I(X+Y )
≥ 1
I(X)
+ 1
I(Y )
,
which implies the following counterpart of the inequality (1.1)
Jst(X + Y ) ≤ Var(X)Jst(X) + Var(Y )Jst(Y ), (1.6)
for any independent random variables X and Y with Var(X + Y ) = 1. We will show
that this upper bound can be reversed in a full analogy with (1.2).
Theorem 1.2. Under the assumptions of Theorem 1.1,
Jst(Xσ + Yσ) ≥ c3(σ)
(
e−c4(σ)/Jst(Xσ) + e−c4(σ)/Jst(Yσ)
)
, (1.7)
where c3(σ) = exp{cσ−6(log σ)3}, c4(σ) = cσ−6 with an absolute constant c > 0.
Let us also describe in which sense the lower bounds (1.2) and (1.7) may be viewed
as optimal.
Theorem 1.3. For every T ≥ 1, there exist independent identically distributed random
variables X = XT and Y = YT with mean zero and variance one, such that Jst(Xσ)→ 0
as T →∞ for 0 < σ ≤ 1 and
D(Xσ − Yσ) ≤ e−c(σ)/D(Xσ ) + e−c(σ)/D(Yσ),
Jst(Xσ − Yσ) ≤ e−c(σ)/Jst(Xσ) + e−c(σ)/Jst(Yσ)
with some c(σ) > 0 depending on σ only.
The paper is organized as follows. In Section 2 we describe preliminary steps by
introducing truncated random variables X∗ and Y ∗. Since their characteristic functions
represent entire functions, this reduction of Theorems 1.1-1.2 to the case of truncated
random variables allows to invoke powerful methods of complex analysis. In Section 3,
D(Xσ) is estimated in terms of the entropic distance to the normal distribution for the
regularized random variables X∗σ, while an analogous result for the Fisher information
distance is obtained in Section 4. In Section 5, the product of the characteristic functions
of X∗ and Y ∗ is shown to be close to the normal characteristic function in a disk of large
radius depending on 1/D(Xσ + Yσ) in the proof of Theorem 1.1 and on 1/Jst(Xσ + Yσ)
in the proof of Theorem 1.2. In Section 6, we deduce by means of saddle-point methods
a special representation for the derivatives of the density of the random variables Xσ,
which is needed in Sections 7-8. Based on the resulting bounds for the density of X∗σ,
we establish the desired upper bounds for D(X∗σ) and Jst(X
∗
σ) in Sections 9 and 10,
respectively. In Section 11 we construct an example, showing the sharpness of the
estimates of Theorems 1.1-1.2.
2. Truncated random variables
Turning to the proof of Theorem 1.1, let us fix several standard notations. By
(F ∗G)(x) =
∫ ∞
−∞
F (x− y) dG(y), x ∈ R,
we denote the convolution of given distribution functions F and G. This operation will
only be used when G = Φb is the normal distribution function with mean zero and a
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standard deviation b > 0. We omit the index in case b = 1, so that Φb(x) = Φ(x/b) and
ϕb(x) =
1
b
ϕ(x/b).
The Kolmogorov (uniform) distance between F and G is denoted by
‖F −G‖ = sup
x∈R
|F (x)−G(x)|,
and ‖F−G‖TV denotes the total variation distance. In general, ‖F−G‖ ≤ 12 ‖F−G‖TV,
while the well-known Pinsker inequality provides an upper bound for the total variation
in terms of the relative entropy. Namely,
‖F −G‖2TV ≤ 2
∫ ∞
−∞
p(x) log
p(x)
q(x)
dx,
where F and G are assumed to have densities p and q, respectively.
In the required inequality (1.2) of Theorem 1.1, we may assume that X and Y have
mean zero, and that D(Xσ+ Yσ) is small. Thus, from now on our basic hypothesis may
be stated as
D(Xσ + Yσ) ≤ 2ε (0 < ε ≤ ε0), (2.1)
where ε0 is a sufficiently small absolute constant. By Pinsker’s inequality, this yields
bounds for the total variation and Kolmogorov distances
||Fσ ∗Gσ − Φ√1+2σ2 || ≤
1
2
||Fσ ∗Gσ − Φ√1+2σ2 ||TV ≤
√
ε < 1, (2.2)
where Fσ and Gσ are the distribution functions of Xσ and Yσ, respectively. Moreover,
without loss of generality, one may assume that
σ2 ≥ c˜(log log(1/ε)/ log(1/ε))1/3 (2.3)
with a sufficiently large absolute constant c˜ > 0. Indeed if (2.3) does not hold, the
statement of the theorem obviously holds.
In the inequality (1.7) of Theorem 1.2, we assume that X and Y have mean zero,
and that Jst(Xσ + Yσ) is small, i.e.,
Jst(Xσ + Yσ) ≤ 2ε (0 < ε ≤ ε0), (2.4)
where ε0 is a sufficiently small absolute constant. Then, according to the Stam inequality
(1.5), the relative entropy has to be small as well, namely D(Xσ + Yσ) ≤ ε.
Moreover, without loss of generality, we assume that
σ2 ≥ cˆ log log(1/ε)/(log(1/ε))1/3 (2.5)
with a sufficiently large absolute constant cˆ > 0.
We shall need some auxiliary assertions about truncated random variables. Let F
and G be the distribution functions of independent, mean zero random variables X and
Y with second moments EX2 = v21 , EY
2 = v22, such that Var(X + Y ) = 1. Put
N = N(ε) =
√
1 + 2σ2
(
1 +
√
2 log(1/ε)
)
with a fixed parameter 0 < σ ≤ 1.
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Introduce truncated random variables at level N . Put X∗ = X in case |X| ≤ N ,
X∗ = 0 in case |X| > N , and similarly Y ∗ for Y . Note that
EX∗ ≡ a1 =
∫ N
−N
x dF (x), Var(X∗) ≡ σ21 =
∫ N
−N
x2 dF (x)− a21,
EY ∗ ≡ a2 =
∫ N
−N
x dG(x), Var(Y ∗) ≡ σ22 =
∫ N
−N
x2 dG(x)− a22.
By definition, σ1 ≤ v1 and σ2 ≤ v2. In particular,
σ21 + σ
2
2 ≤ v21 + v22 = 1.
Denote by F ∗, G∗ the distribution functions of the truncated random variablesX∗, Y ∗,
and respectively by F ∗σ , G
∗
σ the distribution functions of the regularized random variables
X∗σ = X
∗+σZ and Y ∗σ = Y
∗+σZ ′, where Z,Z ′ are independent standard normal random
variables that are independent of (X, Y ).
Lemma 2.1. With some absolute constant C we have
0 ≤ 1− (σ21 + σ22) ≤ CN2
√
ε.
For the proof of Lemma 2.1, we use arguments from [B-C-G3]. It will be convenient
to divide the proof into several steps.
Lemma 2.2. For any M > 0,
1− F (M) + F (−M) ≤ 2 (1− Fσ(M) + Fσ(−M))
≤ 4Φ√1+2σ2(−(M − 2)) + 4
√
ε.
The same inequalities hold true for G.
Proof. Since both Fσ and Gσ are continuous functions, one may assume that ±M are
points of continuity for F and G. First note that
1
2
F (−M) = 1
2
∫ −M
−∞
dF (u) =
∫ −M
−∞
dF (u)
∫ 0
−∞
ϕσ(s) ds
≤
∫ ∞
−∞
dF (u)
∫ −M
−∞
ϕσ(s− u) ds = Fσ(−M).
In the same way, 1
2
(1 − F (M)) ≤ 1 − Fσ(M), thus proving the first inequality of the
lemma. For the second one, first note that EY 2σ = v
2
2 +σ
2 ≤ 2, so that P(|Yσ| ≥ 2) ≤ 12 ,
by Chebyshev’s inequality. Hence,
1
2
Fσ(−M) = 1
2
P(Xσ ≤ −M)
≤ P(Xσ ≤ −M, |Yσ| ≤ 2) ≤ P(Xσ + Yσ ≤ −M + 2)
= (Fσ ∗Gσ)(−M + 2) ≤ Φ√1+2σ2(−M + 2) +
√
ε,
where we used (2.2) on the last step. By a similar argument,
1
2
(1− Fσ(M)) ≤ Φ√1+2σ2(−M + 2) +
√
ε,
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thus proving the second inequality of the lemma for F . Similarly, one obtains the
assertion of the lemma for the distribution function G. 
Lemma 2.3. With some positive absolute constant C we have
||F ∗ − F ||TV ≤ C
√
ε, ||G∗ −G||TV ≤ C
√
ε,
||F ∗σ ∗G∗σ − Φ√1+2σ2 ||TV ≤ C
√
ε.
Proof. The distribution F ∗ ofX∗ is supported on the interval [−N,N ], where it coincides
with F as a measure up to an atom at zero of size P(|X| > N). Applying Lemma 2.2
with M = N , we therefore obtain that
||F ∗ − F ||TV ≤ 2P(|X| > N) ≤ 2
(
F (−N) + (1− F (N)))
≤ 8Φ√1+2σ2(−N + 2) + 8
√
ε.
By the choice of the function N , the latter expression does not exceed c
√
ε up to some
absolute constant c > 0, so ||F −F ∗||TV ≤ c
√
ε. Similarly, we have ||G−G∗||TV ≤ c
√
ε.
From this, using the triangle inequality, we conclude that
||Fσ ∗Gσ − F ∗σ ∗G∗σ||TV ≤ 2c
√
ε
and then, by (2.2), ||F ∗σ ∗G∗σ − Φ√1+2σ2 ||TV ≤ (2c+ 2)
√
ε. 
Proof of Lemma 2.1. Since E (X∗σ + Y
∗
σ ) = E (X
∗ + Y ∗) = a1 + a2, we have,
integrating by parts,
a1 + a2 =
∫ ∞
−∞
x d
(
(F ∗σ ∗G∗σ)(x)− Φ√1+2σ2(x)
)
= −
∫ ∞
−∞
(
(F ∗σ ∗G∗σ)(x)− Φ√1+2σ2(x)
)
dx.
The modulus of the last integral does not exceed∫ 4N
−4N
∣∣(F ∗σ ∗G∗σ)(x)− Φ√1+2σ2(x)∣∣ dx+
∫
|x|>4N
∣∣(F ∗σ ∗G∗σ)(x)− Φ√1+2σ2(x)∣∣ dx,
where, by Lemma 2.3, the first integral may be bounded by 8NC
√
ε. Using the property
that (F ∗ ∗G∗)(s) = 0 for s < −2N and (F ∗ ∗G∗)(s) = 1 for s > 2N , the second integral
may be bounded by∫
|x|>4N
dx
(∫ 2N
−2N
ϕ√2σ(x− s)|(F ∗ ∗G∗)(s)− Φ(s)| ds
+ 2
∫
|s|>2N
ϕ√2σ(x− s)(1− Φ(|s|)) ds
)
≤
∫
|x|>4N
dx
∫ 2N
−2N
ϕ√2σ(x− s) ds
+ 2
∫
|s|>2N
(1− Φ(|s|)) ds
∫
|x|>4N
ϕ√2σ(x− s) dx ≤ C
√
ε
with some positive absolute constant C. Hence
|a1 + a2| ≤ C1N
√
ε (2.6)
with an absolute constant C1.
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An estimation of the second moment E (X∗σ + Y
∗
σ )
2 is based on the identity
∫ ∞
−∞
x2 d
(
(F ∗σ ∗G∗σ)(x)− Φ√1+2σ2(x)
)
= −2
∫ ∞
−∞
x
(
(F ∗σ ∗G∗σ)(x)− Φ√1+2σ2(x)
)
dx.
Using the previous arguments, we obtain that
∣∣∣ ∫ 4N
−4N
x
(
(F ∗σ ∗G∗σ)(x)− Φ√1+2σ2(x)
)
dx
∣∣∣ ≤ 32N2C√ε,
while ∣∣∣ ∫
|x|>4N
x
(
(F ∗σ ∗G∗σ)(x)− Φ√1+2σ2(x)
)
dx
∣∣∣
≤
∫
|x|>4N
|x| dx
(∫ 2N
−2N
ϕ√2σ(x− s)|(F ∗ ∗G∗)(s)− Φ(s)| ds
+ 2
∫
|s|>2N
ϕ√2σ(x− s)(1− Φ(|s|)) ds
)
≤
∫
|x|>4N
|x| dx
∫ 2N
−2N
ϕ√2σ(x− s) ds
+ 2
∫
|s|>2N
(1− Φ(|s|)) ds
∫
|x|>4N
|x|ϕ√2σ(x− s) dx ≤ C1
√
ε.
Hence, we finally get
|E(X∗ + Y ∗)2 − 1| = |E(X∗σ + Y ∗σ )2 − (1 + 2σ2)| ≤ C2N2
√
ε (2.7)
with some absolute constant C2. The assertion of the lemma follows immediately from
(2.6) and (2.7). 
Corollary 2.4. With some absolute constant C, we have∫
|x|>N
x2 dF (x) ≤ CN2√ε,
∫
|x|>2N
x2 d(Fσ(x) + F
∗
σ (x)) ≤ CN2
√
ε,
and similarly for G replacing F .
Proof. By the definition of truncated random variables,
v21 = σ
2
1 + a
2
1 +
∫
|x|>N
x2 dF (x), v22 = σ
2
2 + a
2
2 +
∫
|x|>N
x2 dG(x),
so that, by Lemma 2.1,∫
|x|>N
x2 d(F (x) +G(x)) ≤ 1− (σ21 + σ22) ≤ CN2
√
ε.
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As for the second integral of the corollary, we have∫
|x|>2N
x2 dFσ(x) =
∫
|x|>2N
x2
[ ∫ ∞
−∞
ϕσ(x− s) dF (s)
]
dx
=
∫ ∞
−∞
dF (s)
∫
|x|>2N
x2ϕσ(x− s) dx
≤ 2
∫ N
−N
s2 dF (s)
∫
|u|>N
ϕσ(u) du+ 2
∫
|s|>N
s2 dF (s)
∫ ∞
−∞
ϕσ(u) du
+ 2
∫ N
−N
dF (s)
∫
|u|>N
u2ϕσ(u) du+ 2
∫
|s|>N
dF (s)
∫ ∞
−∞
u2ϕσ(u) du.
It remains to apply the previous step together with the estimate
∫∞
N
u2ϕσ(u) du ≤
cσNe−N
2/(2σ2). The same estimate holds for
∫
|x|>2N x
2 dF ∗σ (x). 
3. Entropic distance to normal laws for regularized random variables
We keep the same notations as in the previous section and use the relations (2.1)
and (2.4) when needed. In this section we obtain some results about the regularized
random variables Xσ and X
∗
σ, which also hold for Yσ and Y
∗
σ . Denote by pXσ and pX∗σ
the (smooth positive) densities of Xσ and X
∗
σ, respectively.
Lemma 3.1. With some absolute constant C we have, for all x ∈ R,
|p(k)Xσ(x)− p
(k)
X∗σ
(x)| ≤ Cσ−2k−1√ε, k = 0, 1, 2. (3.1)
Proof. Write
pXσ(x) =
∫ ∞
−∞
ϕσ(x− s) dF (s) =
∫ N
−N
ϕσ(x− s) dF (s) +
∫
|s|>N
ϕσ(x− s) dF (s),
pX∗σ(x) =
∫ ∞
−∞
ϕσ(x− s) dF ∗(s) =
∫ N
−N
ϕσ(x− s) dF (s)
+ (1− F (N) + F ((−N)−)ϕσ(x).
Hence
|pXσ(x)− pX∗σ(x)| ≤
1√
2piσ
(
1− F (N) + F (−N)).
But, by Lemma 2.2, and recalling the definition of N = N(ε), we have
1− F (N) + F (−N) ≤ 2(1− Fσ(N) + Fσ(−N)) ≤ C
√
ε
with some absolute constant C. Therefore, |pXσ(x) − pX∗σ | ≤ Cσ−1
√
ε, which is the
assertion (3.1) of the lemma in case k = 0. We obtain (3.1) for k = 1, 2 in the same
way. The lemma is proved. 
Lemma 3.2. With some absolute constant C > 0 we have
D(Xσ) ≤ D(X∗σ) + Cσ−3N3
√
ε. (3.2)
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Proof. In general, if a random variable U has density u with finite variance b2, then, by
the very definition,
D(U) =
∫ ∞
−∞
u(x) log u(x) dx+
1
2
log(2pie b2).
Hence,
D(Xσ)−D(X∗σ) =
∫ ∞
−∞
pXσ(x) log pXσ(x) dx−
∫ ∞
−∞
pX∗σ(x) log pX∗σ(x) dx
+
1
2
log
v21 + σ
2
σ21 + σ
2
=
∫ ∞
−∞
(pXσ(x)− pX∗σ(x)) log pXσ(x) dx
+
∫ ∞
−∞
pX∗σ(x) log
pXσ(x)
pX∗σ(x)
dx+
1
2
log
v21 + σ
2
σ21 + σ
2
. (3.3)
Since EX2 ≤ 1, necessarily F (−2) + 1− F (2) ≤ 1
2
, so
1
2σ
√
2pi
e−(|x|+2)
2/(2σ2) ≤ pX∗σ(x) ≤
1
σ
√
2pi
, (3.4)
and therefore
| log pX∗σ(x)| ≤ Cσ−2(x2 + 4), x ∈ R, (3.5)
with some absolute constant C. The same estimate holds for | log pXσ(x)|.
Splitting the integration in
I1 =
∫ ∞
−∞
(pXσ(x)− pX∗σ(x)) log pXσ(x) dx = I1,1 + I1,2
=
(∫
|x|≤2N
+
∫
|x|>2N
)
(pXσ(x)− pX∗σ(x)) log pXσ(x) dx,
we now estimate the integrals I1,1 and I1,2. By Lemma 3.1 and (3.5), we get
|I1,1| ≤ C ′σ−3N3
√
ε
with some absolute constant C ′. Applying (3.5) together with Corollary 2.4, we also
have
|I1,2| ≤ 4Cσ−2
(
1− Fσ(2N) + Fσ(−2N) + 1− F ∗σ (2N) + F ∗σ (−2N)
)
+ Cσ−2
(∫
|x|>2N
x2 dFσ(x) +
∫
|x|>2N
x2 dF ∗σ (x)
)
≤ C ′σ−2N2√ε.
The two bounds yield
|I1| ≤ C ′′σ−3N3
√
ε (3.6)
with some absolute constant C ′′.
Now consider the integral
I2 =
∫ ∞
−∞
pX∗σ(x) log
pXσ(x)
pX∗σ(x)
dx = I2,1 + I2,2
=
( ∫
|x|≤2N
+
∫
|x|>2N
)
pX∗σ(x) log
pXσ(x)
pX∗σ(x)
dx,
Entropic stability in Cramer’s theorem 11
which is non-negative, by Jensen’s inequality. Using log(1 + t) ≤ t for t ≥ −1, and
Lemma 3.1, we obtain
I2,1 =
∫
|x|≤2N
pX∗σ(x) log
(
1 +
pXσ(x)− pX∗σ(x)
pX∗σ(x)
)
dx
≤
∫
|x|≤2N
|pXσ(x)− pX∗σ(x)| dx ≤ 4Cσ−1N
√
ε.
It remains to estimate I2,2. We have as before, using (3.5) and Corollary 2.4,
|I2,2| ≤ C
∫
|x|>2N
pX∗σ(x)
x2 + 4
σ2
dx ≤ C ′σ−2N2√ε
with some absolute constant C ′. These bounds yield
I2 ≤ C ′′σ−2N2
√
ε. (3.7)
In addition, by Lemma 2.1,
log
v21 + σ
2
σ21 + σ
2
≤ v
2
1 − σ21
σ2
≤ Cσ−2N2√ε.
It remains to combine this bound with (3.6)-(3.7) and apply them in (3.3). 
4. Fisher information for regularized random variables
To compare the standardized Fisher information of Xσ and X
∗
σ, we need the following
simple lemmas. These lemmas hold for both random variables Yσ and Y
∗
σ .
Lemma 4.1. For j = 0, 1, 2,
p
(j)
Xσ
(x)(x2 + 1)→ 0, p(j)X∗σ(x)(x2 + 1)→ 0, as x→ ±∞; (4.1)∫ ∞
−∞
|p(j)Xσ(x)|(x2 + 1) dx <∞,
∫ ∞
−∞
|p(j)X∗σ(x)|(x2 + 1) dx <∞. (4.2)
Proof. In view of the formula p
(j)
Xσ
(x) =
∫∞
−∞ ϕ
(j)
σ (x−s) dF (s), x ∈ R, we have the simple
upper bound, for all x ∈ R,
|p(j)Xσ(x)| ≤ σ−2
(∫
|x−s|<|x|/2
+
∫
|x−s|≥|x|/2
)(
1 +
(x− s)2
σ2
)
ϕσ(x− s) dF (s)
≤ Cσ−2
(
1− F (|x|/2) + F (−|x|/2) +
(
1 +
(|x|/2)2
σ2
)
ϕσ(|x|/2)
)
, j = 0, 1, 2,
with some absolute constant C > 0. Since
∫∞
−∞ s
2 dF (s) <∞, the first relation of (4.1)
follows immediately from this bound. We prove the second relation of (4.1) in the same
way.
Let us prove the first inequality of (4.2). We have∫ ∞
−∞
|p(j)Xσ(x)|(x2 + 1) dx ≤
∫ ∞
−∞
(x2 + 1)
[ ∫ ∞
−∞
|ϕ(2)σ (x− s)| dF (s)
]
dx
≤ 2
∫ ∞
−∞
s2 dF (s)
∫ ∞
−∞
|ϕ(2)σ (u)| du+ 2
∫ ∞
−∞
dF (s)
∫ ∞
−∞
(u2 + 1)|ϕ(2)σ (u)| du <∞.
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The second relation in (4.2) follows similarly. 
Lemma 4.2. With some absolute constant C∫
|x|>2N
|p′′Xσ(x)|(x2 + 1) dx ≤ Cσ−2N2
√
ε,
∫
|x|>2N
|p′′X∗σ(x)|(x2 + 1) dx ≤ Cσ−2N2
√
ε.
Proof. Note that∫
|x|>2N
|p′′Xσ(x)|(x2 + 1) dx ≤
∫ ∞
−∞
dF (s)
∫
|x|>2N
(x2 + 1)|ϕ(2)σ (x− s)| dx
≤ 2
∫ N
−N
s2 dF (s)
∫
|u|>N
|ϕ(2)σ (u)| du+ 2
∫
|s|>N
s2 dF (s)
∫ ∞
−∞
|ϕ(2)σ (u)| du
+ 2
∫ N
−N
dF (s)
∫
|u|>N
(u2 + 1)|ϕ(2)σ (u)| du+ 2
∫
|s|>N
dF (s)
∫ ∞
−∞
(u2 + 1)|ϕ(2)σ (u)| du.
(4.3)
Since
|ϕ(2)σ (u)| ≤
1
σ2
(
1 +
u2
σ2
)
ϕσ(u), u ∈ R,
we get the following estimates∫
|u|>N
|ϕ(2)σ (u)| du ≤
1
σ2
∫
|u|>N
(
1 +
u2
σ2
)
ϕσ(u) du ≤ C N
σ3
e−N
2/(2σ2) ≤ C
σ2
ε,
∫
|u|>N
(u2 + 1)|ϕ(2)σ (u)| du ≤
1
σ2
∫
|u|>N
(
1 +
u2
σ2
)2
ϕσ(u) du ≤ CN
3
σ5
e−N
2/(2σ2) ≤ C
σ2
N2ε.
Applying these upper bounds and Collorary 2.4 to (4.3) we easily obtain the first as-
sertion of the lemma. We may prove the second assertion of the lemma in the same
way. 
The next representations are well-known; they are obtained, using Lemma 4.1 and the
bound (3.5), via integration by parts in the integral which defines the Fisher information.
Lemma 4.3. The following formulas hold
I(Xσ) = −
∫ ∞
−∞
p′′Xσ(x) log pXσ(x) dx, I(X
∗
σ) = −
∫ ∞
−∞
p′′X∗σ(x) log pX∗σ(x) dx. (4.4)
We are now prepared to prove the following bound.
Lemma 4.4. With some absolute constant C > 0 we have
(v21 + σ
2)−1Jst(Xσ) ≤ (σ21 + σ2)−1Jst(X∗σ) + Cσ−7N3
√
ε.
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Proof. Write
Jst(Xσ)
v21 + σ
2
− Jst(X
∗
σ)
σ21 + σ
2
= −
∫ ∞
−∞
p′′Xσ(x) log pXσ(x) dx+
∫ ∞
−∞
p′′X∗σ(x) log pX∗σ(x) dx
+
v21 − σ21
(v21 + σ
2)(σ21 + σ
2)
= −
∫ ∞
−∞
(p′′Xσ(x)− p′′X∗σ(x)) log pXσ(x) dx
−
∫ ∞
−∞
p′′X∗σ(x) log
pXσ(x)
pX∗σ(x)
dx+
v21 − σ21
(v21 + σ
2)(σ21 + σ
2)
. (4.5)
Splitting integration in the first integral on the right-hand side of (4.5),
J1 =
∫ ∞
−∞
(p′′Xσ(x)− p′′X∗σ(x)) log pXσ(x) dx = J1,1 + J1,2
=
(∫
|x|≤2N
+
∫
|x|>2N
)
(p′′Xσ(x)− p′′X∗σ(x)) log pXσ(x) dx,
we now estimate the integrals J1,1 and J1,2.
By Lemma 3.1 and (3.5),
|J1,1| ≤ C ′σ−7N3
√
ε (4.6)
with some absolute constant C ′, while, by (3.5) and Lemma 4.2,
|J1,2| ≤ C ′σ−4N2
√
ε. (4.7)
Now consider the integral
J2 =
∫ ∞
−∞
p′′X∗σ(x) log
pXσ(x)
pX∗σ(x)
dx = J2,1 + J2,2
=
(∫
|x|≤2N
+
∫
|x|>2N
)
p′′X∗σ(x) log
pXσ(x)
pX∗σ(x)
dx.
It is easy to verify that
p′′X∗σ(x) = −σ−2pX∗σ(x) + σ−4
∫ ∞
−∞
(x− s)2ϕσ(x− s)dF ∗(s).
Therefore, for x ∈ [−2N, 2N ],
|p′′X∗σ(x)| ≤ σ−2(1 + 9σ−2N2) pX∗σ(x),
which leads to the upper bound
|J2,1| ≤ σ−2(1 + 9σ−2N2)
( ∫
E−
pX∗σ(x) log
pX∗σ(x)
pXσ(x)
dx+
∫
E+
pX∗σ(x) log
pXσ(x)
pX∗σ(x)
dx
)
,
(4.8)
where E+ = {x ∈ [−2N, 2N ] : pXσ(x) > pX∗σ(x)} and E− = [−2N, 2N ] \ E+. As in the
proof of the estimate on I2,1 in the previous section, we obtain∫
E+
pX∗σ(x) log
pXσ(x)
pX∗σ(x)
dx ≤ 4Cσ−1N√ε. (4.9)
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From (3.4) and from the definition of pXσ(x) and pX∗σ(x), we see that, for x ∈ E−,
1
10
pX∗σ(x) ≥
(
1− F (N) + F ((−N)−))ϕσ(x) ≥
∫
|s|≥N
ϕσ(x− s) dF (s)
and we have pX∗σ(x)/pXσ(x) ≤ 2 for x ∈ E−. Therefore, as above, we get∫
E−
pX∗σ(x) log
pX∗σ(x)
pXσ(x)
dx ≤ 2
∫
E−
pXσ(x) log
pX∗σ(x)
pXσ(x)
dx ≤ 8Cσ−1N√ε. (4.10)
Applying (4.9) and (4.10) to (4.8), we finally obtain
|J2,1| ≤ C ′σ−5N3
√
ε (4.11)
with some absolute constant C ′.
It remains to estimate J2,2. We have, using (3.5) and Lemma 4.2,
|J2,2| ≤ C
∫
|x|>2N
p′′X∗σ(x)(x
2 + c2) σ−2 dx ≤ C ′′σ−4N2√ε (4.12)
with some absolute constant C ′′. Applying Lemma 2.1, (4.6)–(4.7) and (4.11)–(4.12) in
the representation (4.5), we arrive at the assertion of the lemma. 
5. Characteristic functions of truncated random variables
Denote by fX∗(t) and fY ∗(t) the characteristic functions of the random variables X
∗
and Y ∗, respectively. As integrals over finite intervals they admit analytic continuations
as entire functions to the whole complex plane C. These continuations will be denoted
by fX∗(t) and fY ∗(t), (t ∈ C).
Put T = 1
64
N = 1
64
√
1 + 2σ2
(
1 +
√
2 log 1
ε
)
. We assume without loss of generality
that 0 < ε ≤ ε0, where ε0 is a sufficiently small absolute constant.
Lemma 5.1. For all t ∈ C, |t| ≤ T ,
1
2
|e−t2/2| ≤ |fX∗(t)| |fY ∗(t)| ≤ 3
2
|e−t2/2|. (5.1)
Proof. For all complex t,∣∣∣ ∫ ∞
−∞
eitx d(F ∗σ ∗G∗σ)(x)−
∫ ∞
−∞
eitx dΦ√1+2σ2(x)
∣∣∣ ≤ ∣∣∣ ∫ 4N
−4N
eitx d(F ∗σ ∗G∗σ − Φ√1+2σ2)(x)
∣∣∣
+
∫
|x|≥4N
e−xIm(t) d(F ∗σ ∗G∗σ)(x) +
∫
|x|≥4N
e−xIm(t) ϕ√1+2σ2(x) dx.
(5.2)
Integrating by parts, we have∫ 4N
−4N
eitx d(F ∗σ ∗G∗σ − Φ√1+2σ2)(x) = e4itN (F ∗σ ∗G∗σ − Φ√1+2σ2)(4N)
− e−4itN (F ∗σ ∗G∗σ − Φ√1+2σ2)(−4N)− it
∫ 4N
−4N
(F ∗σ ∗G∗σ − Φ√1+2σ2)(x) eitx dx.
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In view of the choice of T and N , we easily obtain, using Lemma 2.3, for all |t| ≤ T ,
∣∣ ∫ 4N
−4N
eitx d(F ∗σ∗G∗σ−Φ√1+2σ2)(x)
∣∣∣ ≤ 2C√ε e4N |Im(t)|+8C|t|√ε e4N |Im(t)| ≤ 1
6
e−(1/2+σ
2)T 2 .
(5.3)
The second integral on the right-hand side of (5.2) does not exceed, for |t| ≤ T ,∫ 2N
−2N
d(F ∗ ∗G∗)(s)
∫
|x|≥4N
e−x Im(t)ϕ√2σ(x− s) dx
≤
∫ 2N
−2N
e−s Im(t) d(F ∗ ∗G∗)(s) ·
∫
|u|≥2N
e−u Im(t)ϕ√2σ(u) du
≤ e2NT · 1√
pi
∫ ∞
2N/σ
eσTu−u
2/4 du ≤ 1
6
e−(1/2+σ
2)T 2 . (5.4)
The third integral on the right-hand side of (5.2) does not exceed, for |t| ≤ T ,√
2
pi
∫ ∞
4N
eTu−u
2/6 du ≤ 1
6
e−(1/2+σ
2)T 2 . (5.5)
Applying (5.3)-(5.5) in (5.2), we arrive at the upper bound
|e−σ2t2/2fX∗(t)e−σ2t2/2fY ∗(t)− e−(1/2+σ2)t2 | ≤ 1
2
e−(1/2+σ
2)T 2 ≤ 1
2
|e−(1/2+σ2)t2 | (5.6)
from which (5.1) follows. 
The bounds in (5.1) show that the characteristic function fX∗(t) does not vanish in
the circle |t| ≤ T . Hence, using results from ([L-O], pp. 260–266), we conclude that
fX∗(t) has a representation
fX∗(t) = exp{gX∗(t)}, gX∗(0) = 0,
where gX∗(t) is analytic on the circle |t| ≤ T and admits the representation
gX∗(t) = ia1t− 1
2
σ21t
2 − 1
2
t2ψX∗(t), (5.7)
where
ψX∗(t) =
∞∑
k=3
ikck
( t
T
)k−2
(5.8)
with real-valued coefficients ck such that |ck| ≤ C for some absolute constant C. In the
sequel without loss of generality we assume that a1 = 0. An analogous representation
holds for the function fY ∗(t).
6. Derivatives of the density of the random variable X∗σ
We shall use the following inversion formula
p
(k)
X∗σ
(x) =
1
2pi
∫ ∞
−∞
(−it)ke−ixte−σ2t2/2fX∗(t) dt, k = 0, 1, . . . , x ∈ R,
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for the derivatives of the density pX∗σ(x). By Cauchy’s theorem, one may change the
path of integration in this integral from the real line to any line z = t+ iy, t ∈ R, with
parameter y ∈ R. This results in the following representation
p
(k)
X∗σ
(x) = eyxeσ
2y2/2fX∗(iy) · Ik(x, y), x ∈ R. (6.1)
Here
Ik(x, y) =
1
2pi
∫ ∞
−∞
(−i(t + iy))kR(t, x, y) dt, (6.2)
where
R(t, x, y) = fX∗(t + iy)e
−it(x+σ2y)−σ2t2/2/fX∗(iy). (6.3)
Let us now describe the choice of the parameter y ∈ R in (6.1). It is well-known, that
the function log fX∗(iy), y ∈ R, is convex. Therefore, the function ddy log fX∗(iy) + σ2y
is strictly monotone and tends to −∞ as y → −∞ and tends to ∞ as y →∞. By (5.7)
and (5.8), this function is vanishing at zero. Hence, the equation
d
dy
log fX∗(iy) + σ
2y = −x (6.4)
has a unique continuous solution y = y(x) such that y(x) < 0 for x > 0 and y(x) > 0
for x < 0. Here and in the sequel we use the principal branch of log z.
We shall need one representation of the solution y(x) in the interval x ∈ [−(σ21 +
σ2)T1, (σ
2
1 + σ
2)T1], where T1 = c
′(σ21 + σ
2)T with a sufficiently small absolute constant
c′ > 0. We see that
qX∗(t) ≡ d
dt
log fX∗(t)− σ2t = −(σ21 + σ2)t− r1(t)− r2(t)
= −(σ21 + σ2)t− tψX∗(t)−
1
2
t2ψ′X∗(t). (6.5)
The functions r1(t) and r2(t) are analytic in the circle {|t| ≤ T/2} and there, by (5.8),
they may be bounded as follows
|r1(t)|+ |r2(t)| ≤ C|t|2/T (6.6)
with some absolute constant C. Using (6.5), (6.6) and Rouche´’s theorem, we conclude
that the function qX∗(t) is univalent in the circle D = {|t| ≤ T1}, and qX∗(D) ⊃
1
2
(σ21 + σ
2)D. By the well-known inverse function theorem (see [S-G], pp. 159-160), we
have
q
(−1)
X∗ (w) = b1w + ib2w
2 − b3w3 + . . . , w ∈ 1
2
(σ21 + σ
2)D, (6.7)
where
in−1bn =
1
2pii
∫
|ζ|= 1
2
T1
ζ · q′X∗(ζ)
qX∗(ζ)n+1
dζ, n = 1, 2, . . . . (6.8)
Using this formula and (6.5)–(6.6), we note that
b1 = − 1
σ21 + σ
2
(6.9)
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and that all remaining coefficients b2, b3, . . . are real-valued. In addition, by (6.5)–(6.6),
− qX∗(t)
(σ21 + σ
2)t
= 1 + q1(t) and − q
′
X∗(t)
σ21 + σ
2
= 1 + q2(t),
where q1(t) and q2(t) are analytic functions in D satisfying there |q1(t)| + |q2(t)| ≤ 12 .
Therefore, for ζ ∈ D,
q′X∗(ζ)
qX∗(ζ)n+1
= (−1)n q3(ζ)
(σ21 + σ
2)nζn+1
≡ (−1)n 1 + q2(ζ)
(σ21 + σ
2)n(1 + q1(ζ))n+1ζn+1
,
where q3(ζ) is an analytic function in D such that |q3(ζ)| ≤ 3 · 2n. Hence, q3(ζ) admits
the representation
q3(ζ) = 1 +
∞∑
k=1
dk
ζk
T k1
with coefficients dk such that |dk| ≤ 3 ·2n. Using this equality, we obtain from (6.8) that
bn =
dn−1
(σ21 + σ
2)n T n−11
and |bn| ≤ 3 · 2
n
(σ21 + σ
2)n T n−11
, n = 2, . . . . (6.10)
Now we can conclude from (6.7) and (6.10) that, for |x| ≤ T1/(4|b1|),
y(x) = −iq(−1)X∗ (ix) = b1x− b2x2 +R(x), where |R(x)| ≤ 48 |b1|3|x|3/T 21 . (6.11)
In the sequel we denote by θ a real-valued quantity such that |θ| ≤ 1. Using (6.11),
let us prove:
Lemma 6.1. In the interval |x| ≤ c′′T1/|b1| with a sufficiently small positive absolute
constant c′′,
y(x)x+
1
2
σ2y(x)2 + log fX∗(iy(x)) =
1
2
b1x
2 +
c3b
3
1
2T
x3 +
cθb51
T 2
x4, (6.12)
where c is an absolute constant.
Proof. From (6.10) and (6.11), it follows that
1
2
|b1x| ≤ |y(x)| ≤ 3
2
|b1x|. (6.13)
Therefore,
1
2
y(x)2
∞∑
k=4
|ck|
( |y(x)|
T
)k−2
≤ C
(3
2
)4 b41x4
T 2
.
On the other hand, with the help of (6.10) and (6.11) one can easily deduce the relation
y(x)x+
1
2
(σ2 + σ21) y(x)
2 +
1
2
c3
y(x)3
T
=
1
2
b1x
2 +
1
2
c3b
3
1
x3
T
+
cθb51
T 2
x4
with some absolute constant c. The assertion of the lemma follows immediately from
the two last relations. 
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Now, applying Lemma 6.1 to (6.1), we may conclude that in the interval |x| ≤
c′′T1/|b1|, the derivative p(k)X∗σ(x) admits the representation
p
(k)
X∗σ
(x) = exp
{1
2
b1x
2 +
1
2
c3b
3
1
x3
T
+
cθb51
T 2
x4
}
· Ik(x, y(x)) (6.14)
with some absolute constant c.
As for the values |x| > c′′T1/|b1|, in (6.1) we choose y = y(x) = y(c′′T1/|b1|) for
x > 0 and y = y(x) = y(−c′′T1/|b1|) for x < 0. In this case, by (6.13), we note that
|y| ≤ 3c′′T1/2, and we have∣∣∣1
2
σ2y2 + log fX∗(iy)
∣∣∣ ≤ y2
2|b1| +
C
2
|y|3
T
∞∑
k=3
( |y|
T
)k−3
≤ 1
2
|y|
[
3c′′T1
2|b1| +
9
4
C(c′′)2
T 21
T
∞∑
k=3
(3c′′T1
2T
)k−3]
≤ 1
2
|y|
(3
2
|x|+ 1
4
|x|
)
≤ 7
8
|yx|.
As a result, we obtain from (6.1) an upper bound |p(k)X∗σ(x)| ≤ e−
1
8
|y(x)x| |Ik(x, y(x))| for
|x| > c′′T1/|b1|, which with the help of left-hand side of (6.13) yields the estimate
|p(k)X∗σ(x)| ≤ e−cT |x|/|b1||Ik(x, y(x))|, |x| > c′′T1/|b1|, (6.15)
with some absolute constant c > 0.
7. The estimate of the integral I0(x, y)
In order to study the behavior of the integrals Ik(x, y), we need some auxiliary results.
We use the letter c to denote absolute constants which may vary from place to place.
Lemma 7.1. For t, y ∈ [−T/4, T/4] and x ∈ R, we have the relation
log |R(t, x, y)| = −γ(y)t2/2 + r1(t, y), (7.1)
where
γ(y) = |b1|−1 + ψX∗(iy) + 2iyψ′X∗(iy) (7.2)
and
|r1(t, y)| ≤ ct2(t2 + y2)T−2 with some absolute constant c. (7.3)
Proof. From the definition of the function R(t, x, y) it follows that
log |R(t, x, y)| = 1
2
( 1
b1
− ψX∗(iy)− 2iyψ′X∗(iy)
)
t2 − 1
2
(ℜψX∗(t+ iy)− ψX∗(iy))(t2 − y2)
+ (ImψX∗(t+ iy) + itψ
′
X∗(iy))ty. (7.4)
Since, for t, y ∈ [−T/4, T/4] and k = 4, . . . ,
∣∣ℜ(ik(t+ iy)k−2 − ik(iy)k−2)∣∣ = ∣∣∣∣
(k−2)/2∑
l=0
(−1)k+1+l
(
k − 2
2l
)
t2lyk−2−2l − (−1)k+1yk−2
∣∣∣∣
≤ t2(T/4)k−4
(k−2)/2∑
l=1
(
k − 2
2l
)
≤ 4t2(T/2)k−4,
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we obtain an upper bound, for the same t and y, namely
|ℜψX∗(t+ iy)− ψX∗(iy)| ≤
∞∑
k=4
|ck|
T k−2
|ℜ(ik(t+ iy)k−2 − ik(iy)k−2)| ≤ 2
3Ct2
T 2
. (7.5)
Since, for t, y ∈ [−T/4, T/4] and k = 5, . . . ,
∣∣ Im(ik(t+ iy)k−2 − ik(k − 2)t(iy)k−3)∣∣ = ∣∣∣∣
(k−3)/2∑
l=1
(
k − 2
2l + 1
)
(−1)k+lt2l+1yk−3−2l
∣∣∣∣
≤ |t|3(T/4)k−5
(k−3)/2∑
l=1
(
k − 2
2l + 1
)
≤ 8|t|3(T/2)k−5,
we have
| ImψX∗(t+ iy) + itψ′X∗(iy)| ≤
∞∑
k=5
|ck|
T k−2
|Im(ik(t+ iy)k−2− tik(k− 2)(iy)k−3)| ≤ 2
4C|t|3
T 3
(7.6)
for the same t and y. Applying (7.5) and (7.6) in (7.4), we obtain the assertion of the
lemma. 
Lemma 7.2. For |t| ≤ c′′T/
√
|b1| and |y| ≤ c′′T/|b1|, we have the estimates
3
4|b1| ≤ γ(y) ≤
5
4|b1| (7.7)
and
|r1(t, y)| ≤ t2/(8|b1|). (7.8)
Proof. Recall that the positive absolute constant c′′ is chosen to be sufficiently small.
Using the following simple bounds
|ψX∗(iy)| ≤
∞∑
k=3
|ck|
( |y|
T
)k−2
≤ C |y|
T
∞∑
k=3
( c′′
|b1|
)k−3
≤ 1
8|b1| , (7.9)
2|yψ′X∗(iy)| ≤
2|y|
T
∑
k=3
|ck|(k − 2)
( |y|
T
)k−3
≤ C 2|y|
T
∞∑
k=3
(k − 2)
( c′′
|b1|
)k−3
≤ 1
8|b1| ,
(7.10)
we easily obtain
3
4|b1| ≤
1
|b1| − ψX
∗(iy)| − 2|yψ′X∗(iy)| ≤ γ(y)
≤ 1|b1| + |ψX
∗(iy)|+ 2|yψ′x∗(iy)| ≤
5
4|b1| ,
and thus (7.7) is proved. The bound (7.8) follows immediately from (7.3). 
Lemma 7.3. For t ∈ [−T/4, T/4] and x ∈ [−c′′T1/|b1|, c′′T1/|b1|], we have
Im logR(t, x, y(x)) =
i
2
t3ψ′X∗(iy(x)) + r2(t, x), (7.11)
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where
|r2(t, x)| ≤ c(|t|+ |y(x)|)|t|3T−2 with some absolute constant c. (7.12)
Proof. Write, for t, y ∈ [−T/4, T/4] and x ∈ R,
Im logR(t, y, x) = −tx+ 1
b1
ty − tyℜψX∗(t + iy)− 1
2
(t2 − y2)ImψX∗(t+ iy). (7.13)
Now we choose in this formula y = y(x), where y(x) is a solution of the equation of (6.4)
for x ∈ [−c′′T1/|b1|, c′′T1/|b1|]. For such x, in view of (6.13), we know that |y(x)| ≤ T/4.
Let us rewrite (6.4) (see as well (6.5)) in the form
− 1
b1
y(x) + y(x)ψX∗(iy(x)) +
i
2
y2ψ′X∗(iy(x))) = −x.
Applying this relation in (7.13), we obtain the formula
Im logR(t, x, y(x)) = −ty(x)(ℜψX∗(t + iy(x))− ψX∗(iy(x))) + i
2
t3ψ′X∗(iy(x))
− 1
2
(t2 − y(x)2)(ImψX∗(t+ iy(x)) + itψ′X∗(iy(x))).
In view of (7.5) and (7.6), we can conclude that
Im logR(t, x, y(x)) =
i
2
t3ψ′X∗(iy(x)) + r2(t, x),
where
|r2(t, x)| ≤ 8C |t|3|y(x)|T−2 + 8C|t|3(t2 + y(x)2)T−3 ≤ 16C(|t|+ |y(x)|)|t|3T−2
for |t| ≤ T/4 and |y(x)| ≤ T/4. Thus, the lemma is proved. 
Our next step is to estimate the integrals
Ip(x) ≡ ℜ
∫
R
(it)pR(t, x, y(x)) dt, p = 0, 1, 2.
To this aim, we need the following lemmas.
Lemma 7.4. For p = 0, 2,
(−1)p/2Ip(x) = p!
2p/2(p/2)!
√
2pi
γ(y(x))(p+1)/2
+ rp(x), |x| ≤ c′′T1/|b1|,
where
|rp(x)| ≤ c(|b1|7/2 + |b1|(p+3)/2y(x)2)T−2 (7.14)
with some absolute constants c.
Proof. For short we write y in place of y(x). Put T2 = c
′′T/
√
|b1| and write∫ ∞
−∞
tpℜR(t, x, y) dt = Ip1 + Ip2 =
(∫ T2
−T2
+
∫
|t|≥T2
)
tpℜR(t, x, y) dt.
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First consider the integral Ip1. We have
Ip1 = Ip1,1 − Ip1,2 ≡
∫ T2
−T2
tp |R(t, x, y)| dt
− 2
∫ T2
−T2
tp|R(t, x, y)| sin2
(1
2
Im logR(t, x, y)
)
dt.
By (7.1), we see that
Ip1,1 =
∫ T2
−T2
tp e−
γ(y)
2
t2 dt+
∫ T2
−T2
tp e−
γ(y)
2
t2
(
er1(t,x) − 1) dt.
Using the inequality |ez − 1| ≤ |z|e|z|, z ∈ C, and applying Lemma 7.1 together with
(7.3), (7.7), (7.8), we have∣∣∣ ∫ T2
−T2
tp e−
γ(y)
2
t2
(
er1(t,y) − 1) dt∣∣∣ ≤ ∫ T2
−T2
tp e−
γ(y)
2
t2 |r1(t, y)|e|r1(t,y)| dt
≤
∫ T2
−T2
tp e
− 1
4|b1|
t2 |r1(t, y)| dt ≤ c
∫ T2
−T2
tp+2 e
− 1
4|b1|
t2 t
2 + y2
T 2
dt
≤ c|b1|(p+3)/2(|b1|+ y2)T−2. (7.15)
On the other hand∫ T2
−T2
tp e−
γ(y)
2
t2 dt =
√
2pi p!
2p/2 (p/2)! γ(y)(p+1)/2
−
∫
|t|≥T2
tp e−
γ(y)
2
t2 dt, (7.16)
where, by (7.7) and by the assumption (2.3) in the proof of Theorem 2.1 and by the
assumption (2.5) in the proof of Theorem 2.2,∫
|t|≥T2
tp e−
γ(y)
2
t2 dt ≤ cT
p−1
2
γ(y)
e−
1
2
(T2
√
γ(y))2 ≤ c|b1|(3−p)/2T p−1e−c
′′2 γ(y)
2|b1|
T 2 ≤ cT−4. (7.17)
Therefore in view of (7.15)–(7.17), we deduce
Ip1,1 =
√
2pi p!
2p/2 (p/2)!γ(y)(p+1)/2
+ cθ
|b1|(p+3)/2(|b1|+ y2)
T 2
. (7.18)
Now let us turn to the integral Ip1,2. By (7.11), we have
|Ip1,2| ≤ 1
2
∫ T2
−T2
|R(t, x, y)| (Im logR(t, x, y))2 dt
≤ 2
∫ T2
−T2
|R(t, x, y)| (t6|ψ′X∗(iy)|2 + |r2(t, x)|2) dt.
By Lemmas 7.1–7.3 and by the assumptions (2.3) and (2.5), and by (7.10), we arrive at
the upper bound
|Ip1,2| ≤ c
T 2
∫ ∞
−∞
t6
(t2 + y2
T 2
+ 1
)
e
− 1
4|b1|
t2
dt ≤ c
T 2
|b1|7/2
( |b1|+ y2
T 2
+ 1
)
≤ c|b1|
7/2
T 2
.
(7.19)
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It remains to estimate the integral Ip2. By (2.3) in the proof of Theorem 2.1 and by
(2.5) in the proof of Theorem 2.2,
|Ip2| ≤ 2
∫ ∞
T2
tp|R(t, x, y)| dt ≤ 2
∫ ∞
T2
tpe−
σ2
2
t2 dt
≤ 2
∫ ∞
c′′σT
tpe−
σ2
2
t2 dt ≤ cσp−3T p−1e−(c′′)2σ4T 2 ≤ cT−4. (7.20)
The assertion of the lemma follows from (7.18)–(7.20). 
Let us return to the definition of the integrals Ik(x, y(x)), k = 0, 1, 2, see (6.2). We
note that I0(x, y(x)) =
1
2pi
I0(x) and, by Lemma 7.4, for |x| ≤ c′′T1/|b1|,
I0(x, y(x)) =
1√
2piγ(y(x))
+
1
2pi
r0(x), (7.21)
where r0(x) satisfies the inequality (7.14).
Since for |x| > c′′T1/|b1| we choose y(x) = y(±c′′T1/|b1|) and since |y(x)| ≤ c′′T/|b1|
for such x, we obtain, using Lemmas 7.1 and 7.2, and the assumptions (2.3) or (2.5),
that
|Ik(x, y(x))| ≤
∫
|t|≤T2
|t|k|R(t, x, y(x))| dt+
∫
|t|>T2
|t|k |R(t, x, y(x))| dt
≤
∫ ∞
−∞
|t|k e− t
2
4|b1| dt+
∫
|t|>T2
|t|k e−σ
2t2
2 dt ≤ c
(
|b1| k+12 + T k−12 σ−2e−
σ2T22
2
)
≤ c|b1| k+12
(7.22)
with some absolute constant c. The bound (7.22) holds for |x| ≤ c′′T1/|b1| as well. Thus
(7.22) is valid for all real x.
The relations (7.21) and (7.22) allow us to control the behaviour of the integral
I0(x, y(x)).
8. Estimation of the integrals I1(x, y(x)) and I2(x, y(x))
In Section 8 we assume that (2.5) holds. As before we use the letter c to denote
absolute constants which may vary from place to place.
In order to get estimates on I1(x, y(x)) and I2(x, y(x)), which would be similar to
(7.21) and (7.22), we need to bound the integral I1(x) = −
∫
R
t ImR(t, x, y(x)) dt. Let
us prove the following lemma.
Lemma 8.1. For |x| ≤ c′′T1/|b1|,
− I1(x) = 3
√
pi
2
γ(y(x))−5/2 iψ′X∗(iy(x)) + r1(x),
where
|r1(x)| ≤ c|b1|7/2(|b1|1/2 + |y(x)|) T−2 (8.1)
with some absolute constant c.
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Proof. Put T3 = c
′′T 1/3 and rewrite I1(x) in the form
− I1(x) = I11 + I12 ≡
(∫ T3
−T3
+
∫
|t|>T3
)
t ImR(t, x, y(x)) dt. (8.2)
Below in the proof of this lemma we simply write y instead of y(x). For |t| ≤ T3, by
Lemma 7.3,
sin(Im logR(t, x, y)) = sin
( i
2
t3ψ′X∗(iy)
)
− 2 sin
( i
2
t3ψ′X∗(iy)
)
sin2
(1
2
r2(t, x)
)
+ cos
( i
2
t3ψ′x∗(iy)
)
sin(r2(t, x)).
Using | sinx| ≤ |x| and | sin x− x| ≤ 1
6
|x|3 for x ∈ R, we have
sin(Im logR(t, x, y)) =
i
2
t3ψ′X∗(iy) + r1,1(t, x),
where
|r1,1(t, x)| ≤ 1
48
|t|9 |ψ′X∗(iy)|3 + |r2(t, x)|
(1
4
|r2(t, x)||t3ψ′X∗(iy)|+ 1
)
. (8.3)
Therefore, one can rewrite the integral I11 in the form
I11 =
i
2
ψ′X∗(iy)
∫ T3
−T3
t4|R(t, x, y)| dt+
∫ T3
−T3
t|R(t, x, y)| r1,1(t, x) dt, (8.4)
where the second integral on the right-hand side of (8.4) does not exceed, by (8.3) and
by (7.10) and (7.12), the quantity
c
∫ T3
−T3
[
t10
T 3
+
(|t|+ |y|)t4
T 2
((|t|+ |y|)|t|3
T 3
+ 1
)]
|R(t, x, y)| dt
with some absolute constant c. We see, by Lemmas 7.1 and 7.2 and by (2.5), that
|R(t, x, y)| ≤ e−( 38|b1|+ 18|b1| )t2 = e− 14|b1| t2 for |t| ≤ T3 ≤ c′′T/
√
|b1|, |y| ≤ c′′T/|b1|,
(8.5)
so, using again (2.5), the above integral does not exceed
c
T 2
(
|b1|5/2(|b1|1/2 + |y|) + |b1|
11/2
T
+
b41(|b1|+ y2)
T 3
)
≤ c
T 2
|b1|7/2(|b1|1/2 + |y|). (8.6)
Repeating the arguments which we used in the proof of (7.18), we easily obtain that the
first summand on the right-hand side of (8.4) is equal to
3
√
pi
2
γ(y)−5/2iψ′X∗(iy) + cθ|ψ′X∗(iy)|
|b1|7/2(|b1|+ y2)
T 2
= 3
√
pi
2
γ(y)−5/2iψ′X∗(iy) + cθ
|b1|7/2(|b1|+ y2)
T 3
. (8.7)
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It remains to estimate the integral I12 similarly as in the proof of (7.20). Namely, using
the assumption (2.5), we obtain that
|I12| ≤ 2
∫ ∞
T3
t|R(t, x, y)| dt ≤ 2
∫ ∞
T3
te−
1
2
σ2t2 dt =
2
σ2
e−
1
2
σ2T 23 =
2
σ2
e−
1
2
(σc′′)2T 2/3 ≤ 1
T 4
.
(8.8)
Taking into account (2.5), we see that the assertion of the lemma follows immediately
from (8.6)–(8.8). 
Recalling the definition of the integrals I1(x, y(x)) and I2(x, y(x)), we see that
I1(x, y(x)) =
1
2pi
(
y(x)I0(x)− I1(x)
)
,
I2(x, y(x)) =
1
2pi
(
y(x)2I0(x)− 2y(x)I1(x) + I2(x)
)
. (8.9)
Using Lemma 7.4 and Lemma 8.1, we conclude from that, for |x| ≤ c′′T1/|b1|,
I2(x, y(x)) =
1√
2piγ(y(x))
(
y(x)2 +
3y(x)
γ(y(x))2
iψ′X∗(iy(x))−
1
γ(y(x))
)
+
1
2pi
(r0(x)y
2(x) + 2r1(x)y(x)− r2(x)), (8.10)
where r0(x), r2(x) and r1(x) admit the upper bounds (7.14), (8.1), respectively.
9. End of the proof of Theorem 1.1
Starting from the hypothesis (2.1), we need to derive a good upper bound for D(Xσ),
which is equivalent to bounding the relative entropy D(X∗σ), according to Lemma 3.2.
This will be done with the help of the relations (6.14), (6.15) and (7.21), (7.22) for the
density pX∗σ(x) of the random variable X
∗
σ. First, let us prove the following lemma.
Lemma 9.1. For |x| ≤ c′′T1/|b1|,
log
pX∗σ(x)
ϕ√
1/|b1|(x)
=
c3
2T
(
(b1x)
3 + 3b1y(x)
)
+ r˜(x),
where with some absolute constant c
|r˜(x)| ≤ c
T 2
(
b21y(x)
2 + |b1|3 + |b1|5x4
)
. (9.1)
Proof. By (6.14) and (7.21), we have, for |x| ≤ c′′T1/|b1|,
log
pX∗σ(x)
ϕ
1/
√
|b1|(x)
=
1
2
c3b
3
1
x3
T
+
cθb51
T 2
x4 − 1
2
log(|b1|γ(y(x)) + log
(
1 +
√
γ(y(x))
2pi
r0(x)
)
.
(9.2)
Recalling (7.2) and (5.8), we see that
|b1|γ(y(x)) = 1+|b1|(ψX∗(iy(x))+2iy(x)ψ′X∗(iy(x))) = 1+3c3|b1|y(x)T−1+ρ1(x), (9.3)
where
ρ1(x) ≡ |b1|
∞∑
k=4
ik(2k − 3) ck
( iy(x)
T
)k−2
.
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It is easy to see that
|ρ1(x)| ≤ 8C|b1|
(y(x)
T
)2
≤ 1
4
. (9.4)
Since |3c3 b1y(x)|
T
≤ 1
4
, and using | log(1 + u)− u| ≤ u2 (|u| ≤ 1/2), we get from (9.3) that
log(|b1| γ(y(x))) = 3c3|b1|y(x)
T
+ cθ
(b1y(x)
T
)2
(9.5)
with some absolute constant c. Now we conclude from (7.7) and (7.14) that√
γ(y(x))
2pi
|r0(x)| ≤ c |b1|b
2
1 + y(x)
2
T 2
≤ 1
4
and arrive as before at the upper bound
∣∣ log(1 +
√
γ(y(x))
2pi
r0(x)
)∣∣ ≤ c |b1|b21 + y(x)2
T 2
. (9.6)
Applying (9.5) and (9.6) to (9.2), we obtain the assertion of the lemma. 
To estimate the quantity D(X∗σ), we represent it as
D(X∗σ) = J1 + J2 =
(∫ c′′T1/|b1|
−c′′T1/|b1|
+
∫
|x|>c′′T1/|b1|
)
pX∗σ(x) log
pX∗σ(x)
ϕ√
1/|b1|(x)
dx. (9.7)
First let us estimate J1. using the letters c, C
′ to denote absolute positive constants
which may vary from place to place. By Lemma 9.1,
J1 =
c3
T
J1,1 + J1,2 =
c3
2T
∫ c′′T1
|b1|
− c′′T1
|b1|
pX∗σ(x)
(
(b1x)
3 + 3b1y(x)
)
dx+
∫ c′′T1
|b1|
− c′′T1
|b1|
pX∗σ(x)r˜(x) dx.
(9.8)
Using (6.14) and (7.21), we note that∫ c′′T1/|b1|
−c′′T1/|b1|
x3pX∗σ(x) dx =
∫ c′′T1/|b1|
−c′′T1/|b1|
x3(pX∗σ(x)− ϕ√1/|b1|(x)) dx = J1,1,1 + J1,1,2 + J1,1,3
=
∫ c′′T1/|b1|
−c′′T1/|b1|
x3ϕ√
1/|b1|(x)
( 1√
γ(y(x))|b1|
− 1
)
ec3b
3
1x
3/(2T )+cθb51x
4/T 2 dx
+
∫ c′′T1/|b1|
−c′′T1/|b1|
x3ϕ√
1/|b1|(x)
(
ec3b
3
1x
3/(2T )+cθb51x
4/T 2 − 1
)
dx
+
1√
2pi|b1|
∫ c′′T1/|b1|
−c′T1/|b1|
x3ϕ√
1/|b1|(x)e
c3b31x
3/(2T )+cθb51x
4/T 2r0(x) dx.
It is easy to see that
|c3| |b1|3|x|3
2T
+
c|b1|5x4
T 2
≤ |b1|x
2
4
for |x| ≤ c
′′T1
|b1| . (9.9)
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With the help of (9.3)–(9.4) and using the bound |(1+u)−1/2− 1| ≤ |u|, |u| ≤ 1
2
, we get
| (γ(x)|b1|)−1/2 − 1| ≤ c |b1| |y(x)|
T
.
The last estimates and (6.13) lead to
|J1,1,1| ≤ c|b1|
T
∫ c′′T1
|b1|
− c′′T1
|b1|
|x|3|y(x)|
√
|b1| e−|b1|x2/4 dx ≤ cb
5/2
1
T
∫ ∞
−∞
x4e−|b1|x
2/4 dx ≤ c
T
.
(9.10)
Applying |eu − 1| ≤ |u|e|u|, we have, for |x| ≤ c′T1/|b1|,∣∣ec3b31x3/(2T )+cθb51x4/T 2 − 1∣∣ ≤ c|b1|3|x|3( 1
2T
+
b21|x|
T 2
)
e|b1|x
2/4.
Therefore, we deduce the estimate
|J1,1,2| ≤ c|b1|7/2
∫ ∞
−∞
x6
( 1
T
+
b21|x|
T 2
)
e−|b1|x
2/4 dx ≤ c
( 1
T
+
|b1|3/2
T 2
)
. (9.11)
By (6.13) and (7.14), we immediately get
|J1,1,3| ≤ c T−2
∫ c′′T1/|b1|
−c′′T1/|b1|
|x|3 (|b1|7/2 + |b1|3/2 y(x)2) e−|b1| x2/4 dx ≤ c|b1|3/2 T−2. (9.12)
Hence, by (9.10)–(9.12) and (2.3),∣∣∣ ∫ c′′T1/|b1|
−c′′T1/|b1|
x3pX∗σ(x) dx
∣∣∣ ≤ c( 1
T
+
|b1|3/2
T 2
)
≤ c
T
. (9.13)
In the same way, ∣∣∣ ∫ c′′T1/|b1|
−c′′T1/|b1|
xpX∗σ(x) dx
∣∣∣ ≤ c( |b1|
T
+
|b1|5/2
T 2
)
≤ c|b1|
T
. (9.14)
Recalling (6.11), we see that y(x) = b1x+ cθb
2
1x
2/T1. As a result, using (9.13)–(9.14)
and the property Var(X) ≤ 1, we come to the upper bound
|J1,1| ≤ c |b1|3T−1. (9.15)
In order to estimate J1,2, we employ the inequality (9.1). Recalling (6.14), (7.22) and
(9.9), we then have
|J1,2| ≤ c
T 2
∫ c′T1/|b1|
−c′T1/|b1|
(
b21y(x)
2 + |b1|3 + |b1|5x4
)√|b1| e−|b1|x24 dx ≤ c|b1|3 T−2. (9.16)
Combining (9.15) and (9.16), we arrive at
|J1| ≤ c|b1|3T−2. (9.17)
Let us estimate J2. From (6.15), 7.22), we have, for all |x| > c′′T1/|b1|,
pX∗σ(x) ≤ C ′
√
|b1| e−cT |x|/|b1| ≤ C ′
√
|b1| e−cc′c′′T 2/|b1|3 < 1. (9.18)
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Here we also used (2.3) and the assumption that 0 < ε ≤ ε0, where ε0 is a sufficiently
small absolute constant. Using (9.18) and (2.3), we easily obtain
J2 ≤ −
∫
|x|>c′′T1/|b1|
pX∗σ(x) logϕ
√
1/|b1|(x) dx =
1
2
log
2pi
|b1|
∫
|x|>c′′T1/|b1|
pX∗σ(x) dx
+
|b1|
2
∫
|x|>c′′T1/|b1|
x2pX∗σ(x) dx ≤ C ′
√
|b1|
∫
|x|>c′′T1/|b1|
1
2
(log(4pi) + |b1|x2)e−cT |x|/|b1| dx
≤ C ′ (|b1|3/2T−1 + |b1|3/2T ) e−cc′c′′T 2/|b1|3 ≤ C ′T−2. (9.19)
Thus, we derive from (9.17) and (9.19) the inequality D(X∗σ) ≤ c|b1|3T−2. Recalling
(3.2) and Lemma 2.1, we finally conclude, using (2.3), that
D(Xσ) ≤ c |b1|
3
T 2
+ c
(N
σ
)3√
ε ≤ c
(v21 + σ
2)3T 2
+ c
(N
σ
)3√
ε ≤ c
(v21 + σ
2)3T 2
. (9.20)
An analogous inequality also holds for the random variable Yσ, and so Theorem 1.1
follows from these estimates.
Remark 9.2. Under the assumptions of Theorem 1.1, a stronger inequality than (1.2)
follows from (9.20), namely
D(Xσ + Yσ) ≥ ecσ−6 log σ
[
exp
{
− c
(Var(Xσ))3D(Xσ)
}
+ exp
{
− c
(Var(Yσ))3D(Yσ)
}]
with some positive absolute constant c.
10. Proof of Theorem 1.2
The proof of Theorem 1.2 is very similar to the proof of Theorem 1.1. Therefore,
keeping the same notations, we omit some routine calculations.
Let Jst(Xσ+Yσ) ≤ ε < 1. Then, by (1.5), D(Xσ+Yσ) ≤ 12 ε, so that one can use the
previous arguments of the proof of Theorem 1.1. Without loss of generality we assume
that (2.5) holds. As before, we use the letter c to denote absolute constants which may
vary from place to place.
To derive an upper bound for the standardized Fisher information Jst(X
∗
σ), we rep-
resent it as
Jst(X
∗
σ)
(σ21 + σ
2)
= J1 + J2 =
(
−
∫ c′′T1
|b1|
− c′′T1
|b1|
−
∫
|x|> c′′T1
|b1|
)
p′′X∗σ(x) log
pX∗σ(x)
ϕ√
1/|b1|(x)
dx, (10.1)
which is analogous to (9.7).
Now, using (7.10), (7.14) and (8.1), rewrite (8.10) in the form, for |x| ≤ c′′T1/|b1|,
I2(x, y(x)) = Q1(x) +
cθ
T
Q2(x) +
cθ
T 2
Q3(x) ≡ 1√
2piγ(y(x))
(
y(x)2 − γ(y(x))−1)
+
cθ
T
y(x)
γ(y(x))5/2
+
cθ
T 2
(|b1|7/2(y(x)2 + 1 + |b1|1/2|y(x)|) + |b1|3/2y(x)4).
(10.2)
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Recalling (6.11), we see that y(x) = b1x +
cθb31x
2
T
and y(x)2 = b21x
2 +
cθb41x
3
T
. Therefore
from these relations and from (9.3)–(9.4), we deduce the representation
Q1(x) =
√
|b1|
2pi
|b1|(|b1| x2 − 1) + cθ
T
|b1|7/2|x|(|b1|x2 + 1). (10.3)
By Lemma 9.1, we obtain an analog of (9.8),
J1 = −c3
T
J1,1 − J1,2
=
c3
2T
∫ c′′T1
|b1|
− c′′T1
|b1|
p′′X∗σ(x)
(
(b1x)
3 + 3b1y(x)
)
dx+
∫ c′′T1
|b1|
− c′′T1
|b1|
p′′X∗σ(x)r˜(x) dx.
Put
J1,1 = J1,1,1 + J1,1,2
= −1
2
∫ c′′T1
|b1|
− c′′T1
|b1|
p′′X∗σ(x)
(
(b1x)
3 + 3b21x
)
dx− cb
4
1
T
∫ c′′T1
|b1|
− c′′T1
|b1|
p′′X∗σ(x) θx
2 dx.
Taking into account (6.14), (7.22) and (9.9), we obtain
|J1,1,2| ≤ c |b1|
11/2
T
∫ c′′T1/|b1|
−c′′T1/|b1|
x2e−|b1|x
2/4 dx ≤ cb
4
1
T
. (10.4)
Consider the integral
J˜1 =
1
2
∫ c′′T1
|b1|
− c′′T1
|b1|
|b1|(|b1|x2 − 1)((b1x)3 + 3b21x)ϕ√1/|b1|(x) e
c3b
3
1x
3
2T
+
cθb51x
4
T2 dx. (10.5)
Using (2.5), we obtain, for k = 0, 1, . . . ,∣∣∣ ∫ c′′T1/|b1|
−c′′T1/|b1|
x2k+1ϕ√
1/|b1|(x) e
c3b31x
3/(2T )+cθb51x
4/T 2 dx
∣∣∣
=
∣∣∣ ∫ c′′T1/|b1|
−c′′T1/|b1|
x2k+1ϕ√
1/|b1|(x) (e
c3b31x
3/(2T )+cθb51x
4/T 2 − 1) dx
∣∣∣
≤ c|b1|1/2
∫ c′′T1/|b1|
−c′′T1/|b1|
|x|2k+1(|b1|3|x|3T−1 + |b1|5x4T−2) e−|b1|x2/4 dx
≤ c(k)|b1|1−k
(
T−1 + |b1|3/2T−2
) ≤ c(k)|b1|1−kT−1
with some constants c(k) depending on k only. We easily conclude from this estimate
that
|J˜1| ≤ cb41 T−1. (10.6)
For the integral
J˜2 =
∫ c′′T1
|b1|
− c′′T1
|b1|
θ
T
|b1|3|x|(|b1|x2 + 1)((b1x)3 + 3b21x)ϕ√1/|b1|(x) e
c3b
3
1x
3
2T
+
cθb51x
4
T2 dx
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we have a straightforward upper bound
|J˜2| ≤ cb
11/2
1
T
∫ c′′T1
|b1|
− c′′T1
|b1|
x2(|b1|x2 + 1)2 e−|b1|x2/4 dx ≤ cb
4
1
T
. (10.7)
From (10.6), (10.7) we deduce the estimate
1√|b1|
∣∣∣ ∫
c′′T1
|b1|
− c′′T1
|b1|
Q1(x)
(
(b1x)
3 + 3b21x
)
ϕ√
1/|b1|(x) e
c3b
3
1x
3
2T
+
cθb51x
4
T2 dx
∣∣∣ ≤ cb41
T
. (10.8)
In the same way,
1√|b1|
∣∣∣ ∫
c′′T1
|b1|
− c′′T1
|b1|
Q2(x)((b1x)
3 + 3b21x)ϕ
√
1/|b1|(x) e
c3b
3
1x
3
2T
+
cθb51x
4
T2 dx
∣∣∣ ≤ cb41
T
(10.9)
and, taking into account (2.5),
1√|b1|
∣∣∣ ∫
c′′T1
|b1|
− c′′T1
|b1|
Q3(x)((b1x)
3 + 3b21x)ϕ
√
1/|b1|(x) e
c3b
3
1x
3
2T
+
cθb51x
4
T2 dx
∣∣∣ ≤ cb11/21
T 2
≤ cb
4
1
T
. (10.10)
The bounds (10.8)–(10.10) yield |J1,1,1| ≤ cb41T−1, and taking into account (10.4) we
have
|J1,1| ≤ cb41T−1. (10.11)
In view of (6.14), (7.22), (9.1) and (9.9), we get
|J1,2| ≤ c|b1|
9/2
T 2
∫ c′′T1/|b1|
−c′′T1/|b1|
(|b1|x2 + 1 + b21x4) e−|b1|x
2/4 dx ≤ cb41 T−2. (10.12)
To estimate the integral J2, we use (3.5), (6.15) and (7.22). We have, taking into
account (2.5),
|J2| ≤ c|b1|3/2
∫
|x|>c′′T1/|b1|
(x2 + 1
σ2
+ |b1|x2 + | log |b1||
)
e−cT |x|/|b1| dx
≤ c|b1|3/2
(
σ−2
( T
|b1|3 +
|b1|
T
)
+
T
b21
+
|b1|| log |b1||
T
)
e−cc
′c′′T 2/|b1|3 ≤ cT−2. (10.13)
Applying (10.11)–(10.13) to (10.1), we get
Jst(X
∗
σ) ≤ c|b1|3T−2.
Now, by Lemmas 2.1, 4.4 and by (2.5), the above inequality gives
Jst(Xσ) ≤
(
1 +
v21 − σ21
σ21 + σ
2
)
Jst(X
∗
σ) + cσ
−7N3
√
ε ≤ C
′
(v21 + σ
2)3T 2
(10.14)
with some positive absolute constants c, C ′. An analogous inequality also holds for the
random variable Yσ, and thus Theorem 1.2 is proved.
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Remark 10.1. Under the assumptions of Theorem 1.2, a stronger inequality than (1.7)
follows from (10.14),
Jst(Xσ+Yσ) ≥ ecσ−6(log σ)3
[
exp
{
− c
(Var(Xσ))3Jst(Xσ)
}
+exp
{
− c
(Var(Yσ))3Jst(Yσ)
}]
with some positive absolute constant c.
11. Proof of Theorem 1.3
In order to construct random variables X and Y with the desired properties, we need
some auxiliary results. We use the letters c, c′, c˜ (with indices or without) to denote
absolute positive constants which may vary from place to place, and θ may be any
number such that |θ| ≤ 1. First we analyze the function vσ with Fourier transform
fσ(t) = exp{−(1 + σ2) t2/2 + it3/T}, t ∈ R
Lemma 11.1. If the parameter T > 1 is sufficiently large and 0 ≤ σ ≤ 2, the function
fσ admits the representation
fσ(t) =
∫ ∞
−∞
eitxvσ(x) dx (11.1)
with a real-valued infinitely differentiable function vσ(x) which together with its all
derivatives is integrable and satisfies
vσ(x) > 0, for x ≤ (1 + σ2)2 T/16; (11.2)
|vσ(x)| ≤ e−(1+σ2)Tx/32, for x ≥ (1 + σ2)2 T/16. (11.3)
In addition, for |x| ≤ (1 + σ2)2 T/16,
C1e
−2(5−√7) |xy(x)|/4 ≤ |vσ(x)| ≤ C2e−4|xy(x)|/9, (11.4)
where
y(x) =
1
6
T
(− (1 + σ2) +√(1 + σ2)2 − 12x/T ). (11.5)
The right-hand side of the inequality (11.4) continues to hold for all x ≤ (1 + σ2)2T/16.
Proof. Since fσ(t) decays very fast at infinity, the function vσ is given according to the
inversion formula by
vσ(x) =
1
2pi
∫ ∞
−∞
e−ixt fσ(t) dt, x ∈ R. (11.6)
Clearly, it is infinitely many times differentiable and all its derivatives are integrable. It
remains to prove (11.2)–(11.4). By the Cauchy theorem, one may also write
vσ(x) = e
yxfσ(iy)
1
2pi
∫ ∞
−∞
e−ixtRσ(t, y) dt, where Rσ(t, y) =
fσ(t+ iy)
fσ(iy)
, (11.7)
for every fixed real y. Here we choose y = y(x) according to the equality in (11.5) for
x ≤ (1 + σ2)2 T/16. In this case, it is easy to see,
e−ixtRσ(t, y(x)) = exp
{
− (1 + σ
2)t2
2
(
1+
6y(x)
(1 + σ2)T
)
+ i
t3
T
}
≡ exp
{
− α(x)
2
t2 + i
t3
T
}
.
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Note that α(x) ≥ (1 + σ2)/2 for x as above.
For a better understanding of the behaviour of the integral in the right-hand side of
(11.7), put
I˜ =
1
2pi
∫ ∞
−∞
e−ixtRσ(t, y) dt
and rewrite it in the form
I˜ = I˜1 + I˜2 =
1
2pi
(∫
|t|≤T 1/3
+
∫
|t|>T 1/3
)
e−ixtRσ(t, y(x)) dt. (11.8)
Using | cosu− 1 + u2/2| ≤ u4/4! (u ∈ R), we easily obtain the representation
I˜1 =
1
2pi
∫
|t|≤T 1/3
(
1− t
6
2T 2
)
e−α(x)t
2/2 dt+
θ
4!T 4
1
2pi
∫
|t|≤T 1/3
t12e−α(x)t
2/2 dt
=
1√
2piα(x)
(
1− 15
2α(x)3 T 2
+
cθ
α(x)6T 4
)
− 1
2pi
∫
|t|>T 1/3
(
1− t
6
2T 2
)
e−α(x)t
2/2 dt.
(11.9)
The absolute value of last integral does not exceed c(T 1/3α(x))−1e−α(x)T
2/3/2. The inte-
gral I˜2 admits the same estimate. Therefore, we obtain from (11.8) the relation
I˜ =
1√
2piα(x)
(
1− 15
2α(x)3 T 2
+
cθ
α(x)6 T 4
)
. (11.10)
Applying (11.10) in (11.7), we deduce for the half-axis x ≤ (1 + σ2)2 T/16, the formula
vσ(x) =
1√
2piα(x)
(
1− 15
2α(x)3 T 2
+
cθ
α(x)6 T 4
)
ey(x)xfσ(iy(x)). (11.11)
We conclude immediately from (11.11) that (11.2) holds. To prove (11.3), we use (11.7)
with y = y0 = −(1 + σ2)T/16 and, noting that
x+
1 + σ2
2
y0 ≥ x
2
for x ≥ (1 + σ
2)2
16
T,
we easily deduce the desired estimate
|vσ(x)| ≤ e−(1+σ2)Tx/32 1
2pi
∫ ∞
−∞
e−5(1+σ
2)2t2/16 dt ≤ e−(1+σ2)Tx/32.
Finally, to prove (11.4), we apply the formula (11.11). Using the explicit form of
y(x), write
ey(x)xfσ(iy(x)) = exp
{
y(x)x+
1 + σ2
2
y2(x) +
y(x)3
T
}
= exp
{y(x)
3
(2x+
1 + σ2
2
y(x))
}
(11.12)
for x ≤ (1+σ2)2
16
T . Note that the function y(x)/x is monotonically decreasing from zero
to −4
3
(1+σ2)−1 and is equal to = −8
3
(−1+√7
4
)
(1+σ2)−1 at the point x = − (1+σ2)2
16
T .
Using these properties in (11.12), we conclude that in the interval |x| ≤ (1+σ2)2
16
T ,
e−2(5−
√
7)|y(x)x|/9 ≤ ey(x)xfσ(iy(x)) ≤ e−4|y(x)x|/9, (11.13)
32 S. G. Bobkov, G. P. Chistyakov and F. Go¨tze
where the right-hand side continues to hold for all x ≤ (1+σ2)2
16
T . The inequalities in
(11.4) follow immediately from (11.11) and (11.13). 
Now, introduce independent identically distributed random variables U and V with
density
p(x) = d0v0(x) I(−∞,T/16](x), d0 = 1/
∫ T/16
−∞
v0(u) du, (11.14)
where IA denotes the indicator function of a set A. The density p depends on T , but
for simplicity we omit this parameter. Note that, by Lemma 11.1, |1− d0| ≤ e−cT 2.
Consider the regularized random variable Uσ with density pσ = p ∗ ϕσ, which we
represent in the form
pσ(x) = d0vσ(x)− wσ(x), where wσ(x) = d0 ((v0I(T/16,∞)) ∗ ϕσ)(x).
The next lemma is elementary, and we omit its proof.
Lemma 11.2. We have
|wσ(x)| ≤ ϕσ(|x|+ T/16) e−cT 2, x ≤ 0,
|wσ(x)| ≤ e−cT 2, 0 < x ≤ T/16,
|wσ(x)| ≤ e−cTx, x > T/16.
Lemma 11.3. For all sufficiently large T > 1 and 0 < σ ≤ 2,
D(Uσ) =
3
(1 + σ2)3 T 2
+
cθ
T 3
.
Proof. Put EUσ = aσ and Var(Uσ) = b
2
σ. By Lemma 11.2, |aσ|+ |b2σ − 1− σ2| ≤ e−cT 2.
Write
D(Uσ) = J˜1 + J˜2 + J˜3 = d0
∫
|x|≤c′T
vσ(x) log
pσ(x)
ϕaσ ,bσ(x)
dx
−
∫
|x|≤c′T
wσ(x) log
pσ(x)
ϕaσ ,bσ(x)
dx+
∫
|x|>c′T
pσ(x) log
pσ(x)
ϕaσ ,bσ(x)
dx, (11.15)
where c′ > 0 is a sufficiently small absolute constant. First we find lower and upper
bounds of J˜1, which are based on some additional information about vσ.
Using a Taylor expansion for the function
√
1− u about zero in the interval −3
4
≤
u ≤ 3
4
, we easily obtain, for |x| ≤ (1 + σ2)2T/16,
6y(x)
(1 + σ2)T
= −1 +
√
1− 12x
(1 + σ2)2
T
= − 6x
(1 + σ2)2T
− 18x
2
(1 + σ2)4T 2
− 108x
3
(1 + σ2)6T 3
+
cθx4
T 4
,
which leads to the relation
y(x)x+
1 + σ2
2
y(x)2+
y(x)3
T
= − x
2
2(1 + σ2)
− x
3
(1 + σ2)3T
− 9x
4
2(1 + σ2)5T 2
+
cθx5
T 3
. (11.16)
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In addition, it is easy to verify that
α(x) = (1 + σ2)
(
1− 6x
(1 + σ2)2T
− 18x
2
(1 + σ2)4T 2
+
cθx3
T 3
)
. (11.17)
Finally, using (11.16) and (11.17), we conclude from (11.11) that vσ is representable as
vσ(x) = g(x)ϕ√1+σ2(x)e
h(x)
=
(
1 +
3x
(1 + σ2)2T
+
15
2
3x2 − (1 + σ2)
(1 + σ2)4T 2
+
cθ|x|(1 + x2)
T 3
)
ϕ√1+σ2(x) exp
{
− x
3
(1 + σ2)3T
− 9x
4
2(1 + σ2)5T 2
+
cθx5
T 3
}
(11.18)
for |x| ≤ (1 + σ2)2T/16.
Now, from (11.18) and Lemma 11.2, we obtain a simple bound
|wσ(x)/vσ(x)| ≤ 1/2 for |x| ≤ c′T. (11.19)
Therefore we have this relation, using again Lemma 11.1 and Lemma 11.2,
J˜1 =
∫
|x|≤c′T
vσ(x) log
vσ(x)
ϕaσ ,bσ(x)
dx+ 2θ
∫
|x|≤c′T
|wσ(x)| dx
=
∫
|x|≤c′T
vσ(x) log
vσ(x)
ϕ√1+σ2(x)
dx+ θe−cT
2
. (11.20)
Let us denote the integral on the right-hand side of (11.20) by J˜1,1. With the help of
(11.18) it is not difficult to derive the representation
J˜1,1 =
∫
|x|≤c′T
ϕ√1+σ2(x)e
h(x)
(
− x
3
(1 + σ2)3T
− 15x
4
2(1 + σ2)5T 2
+
3x
(1 + σ2)2T
+
54x2 − 15(1 + σ2)
2(1 + σ2)4T 2
+
cθ|x|(1 + x4)
T 3
)
dx. (11.21)
Since
|eh(x) − 1− h(x)| ≤ 1
2
h(x)2e|h(x)|,
and ϕ√1+σ2(x)e
h(x) ≤√ϕ√1+σ2(x) for |x| ≤ c′T , we easily deduce from (11.21) that
J˜1,1 =
∫
|x|≤c′T
ϕ√1+σ2(x)
(3(1 + σ2)x− x3
(1 + σ2)3T
+
54x2 − 15(1 + σ2)
2(1 + σ2)4T 2
− 21(1 + σ
2)x4 − 2x6
2(1 + σ2)6T 2
)
dx+
cθ
T 3
=
3
(1 + σ2)3T 2
+
cθ
T 3
. (11.22)
It remains to estimate the integrals J˜2 and J˜3. By (11.19) and Lemma 11.2,
|J˜2| ≤
∫
|x|≤c′T
|wσ(x)|(− logϕaσ ,bσ(x) + log
3
2
+ | log vσ(x)|) dx ≤ c˜T 3e−cT 2 ≤ e−cT 2,
(11.23)
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while by Lemma 11.1 and Lemma 11.2,
|J˜3| ≤
∫
|x|>c′T
(|vσ(x)|+ |wσ(x)|)(
√
2pibσ +
x2
2b2σ
+ | log(|vσ(x) + |wσ(x)|) dx
≤ c˜
∫
|x|>c′T
(1 + x2)e−cT |x|dx+
∫
|x|>c′T
(|vσ(x)| + |wσ(x)|)1/2 dx ≤ e−cT 2 . (11.24)
The assertion of the lemma follows from (11.22)–(11.24). 
To complete the proof of Theorem 1.3, we need yet another lemma.
Lemma 11.4. For all sufficiently large T > 1 and 0 < σ ≤ 2, we have
D(Uσ − Vσ) ≤ e−cT 2.
Proof. Putting p¯σ(x) = pσ(−x), we have
D(Uσ − Vσ) =
∫ ∞
−∞
(pσ ∗ p¯σ)(x) log (pσ ∗ p¯σ)(x)
ϕ√
2(1+σ2)
(x)
dx
+
∫ ∞
−∞
(pσ ∗ p¯σ)(x) log
ϕ√
2(1+σ2)
(x)
ϕ√
Var(Xσ−Yσ)(x)
dx. (11.25)
Note that p¯σ(x) = d0v¯σ(x)− w¯σ(x) with v¯σ(x) = vσ(−x), w¯σ(x) = wσ(−x), and
pσ ∗ p¯σ = d20(vσ ∗ v¯σ)(x)− d0(vσ ∗ w¯σ)(x)− d0(v¯σ ∗ wσ)(x) + (wσ ∗ w¯σ)(x). (11.26)
By the very definition of vσ, vσ∗v¯σ = ϕ√2(1+σ2). Since |Var(Uσ−Vσ)−2(1+σ2)| ≤ e−cT
2
,
using Lemma 11.1, we note that the second integral on the right-hand side of (11.25)
does not exceed e−cT
2
. Using Lemma 11.1 and Lemma 11.2, we get
|(vσ ∗ w¯σ)(x)|+ |(v¯σ ∗ wσ)(x)|+ |wσ ∗ w¯σ(x)| ≤ e−cT 2, |x| ≤ c˜T, (11.27)
|(vσ ∗ w¯σ(x)| + |(v¯σ ∗ wσ)(x)|+ |(wσ ∗ w¯σ)(x)| ≤ e−cT |x|, |x| > c˜T, . (11.28)
It follows from these estimates that
(pσ ∗ p¯σ)(x)
ϕ√
2(1+σ2)(x)
= 1 + cθe−cT
2
(11.29)
for |x| ≤ c′T . Hence, with the help of the Lemma 11.1 and Lemma 11.2, we may
conclude that ∣∣∣∣
∫
|x|≤c′T
(pσ ∗ p¯σ)(x) log (pσ ∗ p¯σ)(x)
ϕ√
2(1+σ2)(x)
dx
∣∣∣∣ ≤ e−cT 2. (11.30)
A similar integral over the set |x| > c′T can be estimated with the help of (11.27) and
(11.28), and here we arrive at the same bound as well. Therefore, the assertion of the
lemma follows from (11.25). 
Introduce the random variables X = (U − a0)/b0 and Y = (V − a0)/b0. Since
D(Xσ) = D(Ub0σ) and D(Xσ − Yσ) = D(Ub0σ − Vb0σ), the statement of Theorem 1.3 for
the entropic distance D immediately follows from Lemma 11.3 and Lemma 11.4.
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As for the distance Jst, we need to prove corresponding analogs of Lemma 11.3 and
Lemma 11.4 for Jst(Uσ) and Jst(Uσ − Vσ), respectively. By the Stam inequality (1.5)
and Lemma 11.3, we see that
Jst(Uσ) ≥ c(σ) T−2 for sufficiently large T > 1, (11.31)
where c(σ) denote positive constants depending on σ only. We estimate the quantity
Jst(Uσ − Vσ), by using the formula
Jst(Uσ − Vσ)
2Var(Uσ)
= −
∫ ∞
−∞
(pσ ∗ p¯σ)′′(x) log (pσ ∗ p¯σ)(x)
ϕ√
Var(Uσ−Vσ)(x)
dx. (11.32)
It is not difficult to conclude from (11.26), using our previous arguments, that
(pσ ∗ p¯σ)′′(x) = d20ϕ′′√2(1+σ2)(x) +Rσ(x), (11.33)
where |Rσ(x)| ≤ c(σ)e−cT 2 for |x| ≤ c˜T and |Rσ(x)| ≤ c(σ)e−cT |x| for |x| > c˜T . Applying
(11.33) in the formula (11.32) and repeating the argument that we used in the proof of
Lemma 11.4, we obtain the desired result, namely
Jst(Uσ − Vσ) ≤ c(σ)Var(Xσ)e−cT 2 for sufficiently large T > 1. (11.34)
By Theorem 1.2, Jst(Uσ) ≤ −c(σ)/(log Jst(Uσ − Vσ)), which implies Jst(Uσ) → 0 as
T → ∞. Since Jst(Xσ) = Jst(Ub0σ) and Jst(Xσ − Yσ) = Jst(Ub0σ − Vb0σ), the statement
of Theorem 1.3 for Jst follows from (11.31) and (11.34).
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