Recently binary optics has emerged as a rapidly developing technology to control light using its diffractive properties. The periodic surface relief structure of a binary optic also presents an interesting example of light scattering. Due to surface imperfections and fabrication errors some light will be diffracted into unwanted directions. We consider the scalar theory of scattering assuming a small perturbation of the boundary conditions. We also consider a perturbation of the periodicity of the binary surface pattern. The theoretical results are compared with near-angle scattering from a binary optic. It is seen that if the cause of scattering is "surface roughness' then the binary optic is effectively much rougher than Talystep profiles or phase-shifting interferometry would suggest.
INTRODUCTION
Binary optics is a relatively new technology begun at Massachusetts Institute of Technology/ Lincoln Laboratories (MIT/LL) under the direction of Wilfred Veldkamp. This technology combines computer aided design of wavefront shaping using diffraction and integrated circuit techniques, such as reactive ion etching and ion milling. The original optical elements designed at MIT/LL were two-level phase relief structures and therefore called binary.
We examined the far-field intensity distribution of one such binary optic. The optic was designed to split a Helium-Neon (HeNe) laser beam into seven beams of equal radiance. The central, first, second, and third diffraction orders were designed to have equal radiance, contrary to the pattern of a simple diffraction grating. Due to a manufacturing error in the sample tested the peak radiance of the central diffraction order is actually only about one fifth the peak radiance of the first diffraction order. The first, second, and third diffraction orders are of equal radiance. We shall first describe a simple instrument to measure light at angles very near the unscattered component of the light. Next we outline two theories to account for the measured scattered light. The first theory is a modification of the standard statistical first order perturbation of the boundary conditions, assuming an exponential autocorrelation function for the surface roughness. The second theory assumes a random perturbation in the binary surface pattern.
An earlier work1 reported the scattering from this binary optic and compared these measurements with the power spectral density function as determined by a WYKO phase-shifting interferometer. We have since learned that the WYKO does not sample a sufficient number of points to adequately determine the power spectral density for this binary optic. We also report here some improvements to the scattering measurement instrument.
SCATFERING MEASUREMENTS

Measurement instrument
A schematic of a light scattering measurement instrument is shown in Fig. 1 . A HeNe laser is used as the light source. Our instrument uses a Spectra-Physics Stabilite model 124A HeNe laser with an output of about 15 mW. Following the laser is a piano-convex lens, with the convex side facing the laser to minimize spherical aberration. An achromatic doublet will further reduce spherical aberration, but would introduce even more scattering from the additional glass surfaces. The focal length of this lens is chosen in combination with the focal length of the mirrors to give a collimated beam of the appropriate beam width. At the focal plane of the lens we place an aperture which blocks stray light from the laser. This aperture, as well as all other apertures in the system, should be at least three or four times the beam diameter. Smaller apertures make the beam look more uniform, but cause measurable scattering from diffraction.
A spherical mirror is used to collimate the beam. Some astigmatism is introduced by using a tilted spherical mirror which could be avoided using an off-axis paraboloid. Such an optic is much more expensive and it is difficult to align. In addition, the surface finish of an aspheric optical element is often not as good as the surface finish of a spherical mirror. The lower quality surface finish on a paraboloid would mean more scattering in the instrument. Since the scattering measurements are made in only one axis the astigmatism can be neglected. The symmetrical placement of two mirrors cancels out the odd order aberrations, such as coma. We use mirrors instead of lenses because mirrors generally scatter less than transmissive elements.
Measurements are made by scanning a pinhole in the focal plane of the second mirror. The pinhole, a narrow bandpass filter, and the detector are moved together on a translation stage. For these measurements a silicon detector with a pico-watt digital power meter made by Newport Corporation was sufficiently sensitive. The translation stage has a resolution of 0.0002 inches, and the focal length of the mirror is 71.6 inches, so the mechanical angular resoluion is 0.0002/71.6 or 2.8 microradians. In the measurements reported here a 25 micrometer pinhole was used and then the measurements were repeated with a 500 micrometer pinhole. The larger pinhole gives improved sensitivity, but at the expense of resolution.
Laboratory air currents and thermal gradients can cause angular beam deflections comparable to the resolution of the instrument, so most of the instrument was enclosed in Plexiglass. The laser was located outside of the enclosure in order to isolate the heat generated by the laser. The enclosure also helps to keep dust from settling on the optics and increasing the scattered light.
Scattering measurements of binary optic
Measurements of the instrument scatter" or background scatter are shown in Fig. 2 . Note that the data is presented in a log-log plot because of the large range in magnitudes. The ordinate is the Bidirectional Transmission Distribution Function (BTDF) defined by BTDF(P) = scat(I)/in Both the 25 micron and 500 micron data are shown in Fig. 2 . There is good agreement between the two measurements; the larger pinhole is obviously averaging the data taken with the small pinhole. At 0.01 radians the instrument scattered light is about nine orders of magnitude below the peak of the unscattered light.
Figs. 3, 4, 5 and 6 show BTDF for the central, first, second, and third diffraction orders. The actual scattering is the relative difference between the given BTDF and the background or instrument scattering levels. For example, the central order (also called here the main lobe) BTDF is about i06 of the peak at 0.001 radians. The background is about 108 of the peak at the same • angle. Therefore the scattering level is about 100 times higher than the background at this angle. For the first diffractiop order the scattering level is about 10 times the background at 0.001 radians. When the measured "scattering intensity' is about equal to the background level then the actual scattering is too low to be accurately measured.
THEORY
Random surface roughness theory
The traditional scalar theory of scattering form micro-irregularities starts with the Fraunhofer diffraction integral2: The amplitude in the source plane can be written as the product of the Fourier series expansion of the binary height variations, a random surface roughness term (x,y), which perturbs the phase, and a Gaussian amplitude incident beam. We have We multiply eq. (2) by its complex conjugate to determine the irradiance of the beam at the distance z. We then take the statistical ensemble average denoted by the symbol <... > . We assume that the roughness is small compared to the wavelength of light and that the autocorrelation function of the roughness can be expressed as G('r) = exp(-IrI/a) (4) where a is the correlation length and r is the distance between two points in the source plane. Solving for the average irradiance we find
where
= 2irp/D = 2irx'/Az f3,, = 2iry'/.Xz (10), (11), (12) S = RMS roughness of micro-irregularities.
Random binary pattern
Another source of scattered light from a binary optic may be the manufacturing and registration errors in the binary pattern. We assume that an edge in the pattern may be displaced from its nominal position by a random value between -E and + E, where E is the "registration error length". In the binary optic measured in this report there are four edges in every period and there are 100 periods. Since the Fraunhofer diffraction integral is the Fourier transform of the product of the incident beam amplitude and the binary optic phase relief pattern, we can rewrite the problem as the convolution of the Fourier transform of the Gaussian beam (which is another Gaussian function) and the Fourier transform of the binary optic phase relief pattern. We compute the Fourier transform directly as the sum of regions over which the binary optic is either at a height H (655.4 nanometers in this optic) or a height zero. The result along the x' axis is where
= a random number between -land +1; for 1 j 4 and -50 m 50 E = registration error length.
For this binary optic and in this measurement instrument we have: The conventional theory of surface roughness makes use of two statistical characteristics of the surface. The first is the root mean square (RMS) roughness value and the second is the correlation length. The correlation length is the distance over which two points on the surface are statistically correlated. Any two points within the correlation length are likely to have approximately the same height above the mean surface plane of either the upper or the lower level of the binary optic two-level surface.
Measurements made with a Talystep profilometer show that both the upper surface and the lower surface levels are relatively smooth. Typical surface measurements are shown in Figs. 7 and 8. The upper surface was slightly smoother than the lower surface. Statistical analysis shows that the correlation length was less than one micron in length with an RMS roughness of less than 0.4 nanometers. One limitation of this statistical analysis is that it is based on short scans across the upper and lower surfaces. It is possible that had the measurements been across the full surface (25 mm) then much longer statistical correlations might have been discovered. Also the calculated RMS roughness might be much greater than 0.4 nanometers in a full surface scan. The binary nature of the surface makes interpretation of long scans difficult; the surface is 'rough" unless you can factor out the binary optic pattern, and that is not easy.
When the Talystep values of correlation length and RMS roughness are substituted into eqs. (6), (8), and (9), we find that eq. (5) does not fit the data well. The best average fit seems to be when we assume an effective correlation length of 175 microns and an effective roughness of 8.0 nanometers. These values are 10 to 100 times greater than the Talystep measurements. The comparison of experiment with theory is shown in Figs. 9, 10, 11 and 12. The lit is worst for the central and third diffraction orders. Also the scattering data is higher than values calculated using eq. (5) for angles smaller than 10. radians. This is not significant for the first, second and third diffraction orders because the relative background and scattering levels are approximately equal for angles smaller than 10 radians. For the central diffraction order the background and scattering separate at 10. radians. Values of 750 microns for the correlation length and 25 nanometers for the RMS roughness would make the fit better for the central diffraction order.
The adjustable parameter in this theory is the value of E, the "registration error". A standard resolution tolerance is about 1 micron, and 0.05 microns is state-of-the-art. What we have called "registration error" can arise during a number of fabrication steps including mask making and etching. Fig. 13 compares the scattering levels for registration errors of 0.05 microns and 0.5 microns using eq. (13). It is evident that the scattering level is very sensitive to the registration error. Figs. 14, 15, 16, and 17 compare the scattering data with the calculated scattering assuming the registration error is just 0.1 microns. Again the fit is best for the first and second diffraction orders. The very small angle scattering is higher than predicted for the central and third diffraction orders.
CONCLUSIONS
Two theories have been developed and compared with scattering measurements on a binary optic. The first theory is similar to a conventional scalar first-order perturbation theory of surface roughness. It has been modified to account for the Gaussian beam profile of the incident beam. The diffraction from a uniform beam would have totally masked the scattering levels measured and calculated. The theory has been further modified to model the binary surfacerelief pattern. It was found that the effective roughness of the surface is 10 to 100 times the roughness measured with a Talystep profilometer in scans of 40 to 80 microns. It is not known whether longer scans would estir'ate more roughness and longer correlation lengths. The fit with the effective roughness parameters was fair.
The second theory assumes that the binary pattern has a random error in the placement of each edge. The error is assumed to be uniformly distributed and the error of one edge location is not correlated to the error in location of any other edge. It is found that a random error in edge location between -0.1 and +0.1 microns is sufficient to account for the scattering levels measured. This amount of error is typical of state-of-the-art manufacturing in binary optics. An increase in tolerance of an order of magnitude results in about two orders of magnitude more scattering.
The scattering levels reported here are very small, generally about six orders of magnitude below the peak irradiance levels. The random binary pattern theory uses a realistic registration error while the random roughness theory assumes large effective roughness and correlation length values. For this reason the random roughness theory is probably not as good a theory to explain the observed scattering as the random binary pattern theory. Some improvement in the theory could be made by assuming a Gaussian distribution rather than a uniform distribution of the registration error. The random binary pattern theory was simplified here by reducing the problem to onedimension; the assumption was made that there was no variation in edge location in the y-axis. A more complete theory would account for variations in the y-axis. Finally, a scalar theory is believed adequate for this problem since the wavelength oflight is small compared to the period of the binary pattern. Further investigation could be made by using the more exact vector theory. The results reported here should be considered preliminary.
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