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L’objectiu del treball e´s poder mesurar la ma`xima difere`ncia que hi ha entre la norma d’un automor-
fisme d’un grup finitament generat G i la norma del seu invers. Per fer-ho construirem normes pels grups
G, Aut G i Out G, que ens permetran definir, per a qualsevol grup finitament generat G, dues funcions de
complexitat αG i βG que mesuraran en funcio´ de la norma dels automorfismes, respectivament de l’outer
automorfisme, la pitjor inversio´ possible (i.e. la norma de l’automorfisme invers me´s gran possible).
Ens centrarem especialment en els grups lliures Fr de rang r, separant el cas de r = 2 de la resta de rangs.
Pel cas r = 2 trobarem el cara`cter assimpto`tic de α2 i l’expressio´ exacte de β2. Per r ≥ 3 aconseguirem
cotes inferiors polinomials per αr i βr i una cota superior per βr tambe´ polinomial.
A la part final del treball estudiarem el grup lliure abelia` que encara no havia estat tractat i trobarem el
cara`cter assimpto`tic de αr.
Abstract
Keywords: automorphism, outer automorphism, inverse automorphism , norm of an automorphism, free
group, free abelian group
MSC2000: 20E05, 20E36, 20F65
The goal of this project is to measure the maximum possible gap between the norm of an automorphism
of a finitely generated group G and the norm of its inverse. To achieve this, we are going to build norms
for G, Aut G and Out G, which will allow us to define, for any finitely generated group G, the two
complexity functions αG and βG. These two functions measure the worst possible inversion depending
on the norm of the automorphism, respectively of the outer automorphism (i.e. the biggest norm for the
inverse automorphism).
Focusing our attention on the free groups Fr of rank r, we will distinguish two cases: r = 2 and r ≥ 3. For
the rank 2 case we will find exact asymptotic behaviour of α2 and the exact value of β2, whereas for the
r ≥ 3 case, we are going to find a polynomial lower bound for αr and βr, and for βr we will find also a
polynomial upper bound.
In the final part of the project we will study the free abelian group that hasn’t been studied yet, and we
will find the exact asymptotic behaviour of α2.
I´ndex general
Cap´ıtol 1. Introduccio´ 1
1. Definicions 1
2. Invaria`ncia als canvis del conjunt de generadors 3
Cap´ıtol 2. El grup lliure 7
1. La p-norma d’un automorfisme 9
2. Abelianitzacio´ 12
Cap´ıtol 3. Grup lliure de rang 2 15
1. Bases de F2 15
2. Inversio´ dels automorfismes de F2 18
3. Funcions α2 i β2 20
Cap´ıtol 4. Grup lliure amb rang r ≥ 3 23
1. Cota inferior 23
2. Cota superior 26






Un problema recurrent en moltes branques de les matema`tiques e´s calcular l’aplicacio´ inversa
d’una aplicacio´ ja coneguda. La dificultat e´s que, sovint, aplicacions que poden semblar senzilles
tenen una inversa molt complexe de calcular. L’objetciu d’aquest treball e´s veure quina relacio´ hi
ha entre les normes dels automorfismes sobre grups i les seves inverses, centrant-nos sobretot en el
grup lliure. La major part del treball es basa en l’article Bounding the gap between a free group
(outer) automorphism and its inverse de Manuel Ladra, Pedro Silva i del professor Enric Ventura,
menys la part final, en la que analitzarem el cas del grup lliure abelia` que encara no ha estat tractat.
L’estructura del treball consistira`, primer, en definir una norma sobre un grup G i una altre
norma sobre els automorfismes d’aquest grup (Aut G). Gra`cies a aquesta norma definirem les
funcions αG i βG que mesuraran la complexitat de les inverses del elements de Aut G i Out G (que
definirem me´s endevant). A continuacio´ ens centrarem en el grup lliure, separant dos casos, quan el
rang e´s 2 o quan el rang e´s r ≥ 3. El motiu e´s que, com veurem, per r = 2 les eines que tenim ens
permeten arribar a resultats concrets mentre que per a rangs superiors nome´s podem aconseguir
cotes. Per finalitzar veurem el cas del grup lliure abelia` que sera` me´s fa`cil de tractar que no pas els
altres.
De moment, en aquest cap´ıtol introductori, definirem els conceptes que farem servir al llarg
del treball. Tambe´ veurem algunes propietats generals de les funcions de complexitat αG i βG.
1. Definicions
Sigui G un grup finitament generat per un conjunt A = {a1, . . . , ar}. Podem definir una
norma evident per qualsevol g ∈ G que e´s la longitud de l’element g escrit com a producte de ai’s
de la forma me´s curta possible. E´s a dir que |g|A ≤ n si i nome´s si existeix un m ≤ n tal que
g = a1i1 · . . . · amim , on i = ±1 i i1, . . . , im ∈ {1, . . . , r}. Algunes propietas ba`siques d’aquesta norma
so´n:
Lema 1.1. Propietats ba`siques de la norma |·|A:
(i) |1|A = 0,
(ii) |gn|A ≤ |n||g|A,
(iii) |gg′|A ≤ |g|A + |g′|A.
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2 1. INTRODUCCIO´
El conjunt d’automorfismes del grup G el notem Aut G que tambe´ e´s un grup. Per convencio´
direm que els automorfismes actuen per la dreta, i.e. ϕ : G → G, g 7→ gϕ. El grup Aut G te´ el
subgrup normal Λ = {λg | g ∈ G}, on λg e´s la conjugacio´ per g: xλg = g−1xg. E´s un subgrup
normal ja que
(1) xλgϕ = (g
−1xg)ϕ = (gϕ)−1(xϕ)(gϕ) = xϕλgϕ,
per qualsevol x ∈ G. Aquest subgrup e´s fonamental per tot el que vindra` me´s endevant, i ens permet
definir el grup Out G = (Aut)/Λ, on cada element [ϕ] = ϕΛ l’anomenem un outer automorfisme.
Tot automorfisme ϕ ∈Aut G queda un´ıvocament determinat per la imatge del conjunt de
generadors A. Per tant, una manera de definir una norma sobre Aut G e´s la suma de les normes





Aquest valor intenta representar la complexitat de cada automorfisme i evidentment nome´s
pren valors en N. En el cas que ϕ sigui un automorfisme sabem que aiϕ 6= 1, ja que sino´ no seria
injectiva, i consequ¨entment ‖ϕ‖A ≥ r per ∀ϕ ∈ Aut G. L’automorfisme me´s simple possible e´s la
identitat que te´ ‖IdG‖A = r. Una altre propietat que utilitzarem sovint e´s que ‖gϕ‖A ≤ |g|A‖ϕ‖A,
∀g ∈ G i ∀ϕ ∈ Aut G. Aixo` es veu ja que si |g| = m i g = a1i1 · . . . · amim , amb i = ±1 i
i1, . . . , im ∈ {1, . . . , r}, aleshores |akikϕ| < ‖ϕ‖ per k = 1, . . . ,m.
Construim ara tambe´ una norma per a qualsevol Φ ∈ Out G. Ho fem a trave´s de la norma que
acabem de definir per Aut G:
(3) ‖Φ‖A = min {‖ϕ‖A | ϕ ∈ Φ}.
E´s evident que ‖[ϕ]‖A ≤ ‖ϕ‖A.
Propietat 1.2. El conjunt d’elements de Aut G que compleixen que ‖ϕ‖A ≤ n, amb ϕ ∈ Aut
G, e´s finit. Respectivament tambe´ podem veure que el subconjunt de Out G amb ‖Φ‖A ≤ n e´s finit.
Demostracio´. Una manera senzilla de veure-ho e´s que com per tot i ∈ {1, . . . , r} tenim 1 ≤
|aiϕ| ≤ n − r + 1 i que |aiϕ| ∈ N, nome´s hi ha un nombre finit de maneres d’assignar valors a
|aiϕ| per tal que
n∑
i=1
|aiϕ|A ≤ n. A me´s a me´s el nombre expressions de aiϕ amb la seva norma
|aiϕ| fixada tambe´ es finita. Per tant tenim un conjunt finit del qual nome´s una petita part seran
automorfismes.
La demostracio´ per Out G e´s ara evident. uunionsq
L’objectiu del treball e´s poder donar alguna eina per saber com de complicada e´s la inversio´
d’un automorfisme. Amb les normes que acabem de definir volem saber quina relacio´ hi ha entre
‖ϕ‖A i ‖ϕ−1‖A. Si ‖ϕ−1‖A e´s molt me´s gran que ‖ϕ‖A voldra` dir que la inversa e´s me´s complicada
ja que les antiimatges dels generadors de ϕ−1 tindra`n unes expressions (mitjanc¸ant els mateixos
generadors) me´s llargues que no pas les imatges d’aquests generadors per ϕ. Com que el que volem
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fer e´s donar una idea general de com de dif´ıcils so´n d’invertir els automorfismes, el que farem e´s
buscar el pitjor dels casos per ‖ϕ‖A ≤ n. Tambe´ ens interessara` fer el mateix per Out G i buscar
la relacio´ entre ‖Φ‖A i ‖Φ−1‖A. Definim les funcions de complexitat d’inversio´ com:
αA(n) = max {‖ϕ−1‖A | ϕ ∈ AutG, ‖ϕ‖A ≤ n},
βA(n) = max {‖Φ−1‖A | Φ ∈ OutG, ‖Φ‖A ≤ n}.
(4)
Les funcions αA i βA estan definides de N → N. Com que volem que αA(n) = 0 i βA(n) = 0
per a tot n ≤ r − 1, agafem per convencio´ que max ∅ = 0. E´s evident que les dues funcions so´n no
decreixent, i.e. αA(n) ≤ αA(n+ 1) i βA(n) ≤ βA(n+ 1). I com que haviem vist que ‖[ϕ]‖A ≤ ‖ϕ‖A
tenim que βA(n) ≤ αA(n) ja que βA(n) = max {‖[ϕ−1]‖A | ϕ ∈ AutG, ‖ϕ‖A ≤ n}.
2. Invaria`ncia als canvis del conjunt de generadors
Fins ara, les normes que hem definit per G, Aut G i Out G o les funcions de complexitat αA
i βA, depenen del conjunt de generadors A que hem escollit al principi. Per exemple, un mateix
element ϕ ∈ Aut G pot tenir normes diferents depenent del conjunt de generadors que haguem
agafat pel grup G. En aquesta seccio´ demostrarem que la variacio´ del conjunt de generadors de G
nome´s varia la norma de Aut G i Out G per una constant multiplicativa. Tambe´ veurem que les
funcions de complexitat tenen el mateix cara`cter assimpto`tic malgrat els canvis.
Lema 1.3. Sigui G un grup i siguin A = {a1, . . . , ar} i B = {b1, . . . , bs} dos conjunts de
generadors finits. Aleshores existeix una constant C ≥ 1 tal que per a qualsevol ϕ ∈ Aut G i Φ ∈
Out G tenim les segu¨ents desigualtats:
(i) 1C ‖ϕ‖B ≤ ‖ϕ‖A ≤ C‖ϕ‖B,
(ii) 1C ‖Φ‖B ≤ ‖Φ‖A ≤ C‖Φ‖B.
Demostracio´. Agafem dues constants M = max {|bi|A | i = 1, . . . , s}, N = max {|ai|B | i =



















‖ϕ‖A ≤ NMs‖ϕ‖A ≤ C‖ϕ‖A
(5)
En la primera desigualtat utilitzem que |bi|B ≤ |bi|A max {|ai|B | i = 1, . . . , r} = |bi|AN i con-
sequ¨entment |biϕ|B ≤ |biϕ|AN per a tot i = 1, . . . , s. I en la segona desigualtat utilitzem la
propietat ‖gϕ‖A ≤ |g|A‖ϕ‖A que hem vist abans. Per simetria veiem que ‖ϕ‖A ≤ C‖ϕ‖B i (i)
queda demostrat.
Donat un Φ ∈ Out G existeix com a mı´nim un ϕ ∈ Φ tal que ‖ϕ‖A = ‖Φ‖A. I per tant,
(6) ‖Φ‖B = min {‖θ‖B | θ ∈ Φ} ≤ ‖ϕ‖B ≤ C‖ϕ‖A = C‖Φ‖A.
I utilitzem la simetria un altre com per veure que ‖Φ‖A ≤ C‖Φ‖B uunionsq
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Nota 1.4. Acabem de veure que canviar el conjunt de generadors d’un grup fa variar la norma
de ϕ ∈ Aut G i Φ ∈ Out G multiplicant-la o dividint-la com a molt per C = MNrs. Aquest C
depen exclusivament dels conjunts de generadors A i B, i com que estem treballant sempre amb
grups finitament generats C tambe´ sera` sempre finit. Aquest C tambe´ ens serveix per acotar el
canvi de les funcions de complexitat com veiem a continuacio´.
Proposicio´ 1.5. Sigui G un grup i siguin A = {a1, . . . , ar} i B = {b1, . . . , bs} dos conjunts
de generadors finits. Aleshores existeix una constant C ≥ 1 tal que per a qualsevol n ≥ 1 tenim les
segu¨ents desigualtats:





) ≤ αA(n) ≤ C · αB(Cn),





) ≤ βA(n) ≤ C · βB(Cn).
Demostracio´. Per a n = 0, . . . , r − 1 els dos primers termes de les dues desigualtats so´n iguals a
0 i per tant totes les desigualtats es compleixen. Si ara prenem n ≥ r i utilitzem la constant C que
hem definit en l’u´ltim lema veiem que:
αA(n) = max {‖ϕ−1‖A | ϕ ∈ AutG, ‖ϕ‖A ≤ n}
≤ max {‖ϕ−1‖A | ϕ ∈ AutG, ‖ϕ‖B ≤ Cn}
≤ max {C‖ϕ−1‖B | ϕ ∈ AutG, ‖ϕ‖B ≤ Cn}
= C ·max {‖ϕ−1‖B | ϕ ∈ AutG, ‖ϕ‖B ≤ Cn}
= C · αB(Cn)
(7)
En les dos desigualtats utilitzem l’u´ltim lema de la segu¨ent forma: ‖ϕ‖B ≤ C‖ϕ‖A ≤ Cn en la
primera i ‖ϕ−1‖A ≤ C‖ϕ−1‖B en la segona ja que ϕ−1 ∈ Aut G. Per simetria obtenim αB(n) ≤











≤ C · αA (n) .
Per a tot n ≥ r i aixo` completa la prova de la primera desigualtat.
Com que tot el que hem utilitzat e´s el lema anterior, que e´s igual tant per Aut G com per Out G,
la demostracio´ per β e´s ana`loga a la de α. uunionsq
Acabem de veure com acotar els canvis de les funcions αA i βA si canviem el conjunt de
generadors A pel conjunt B. El conjunt de funcions no decreixents de N → N tenen la relacio´







) ≤ f(n) ≤ C · g(Cn). Per tant les funcions αA i βA pertanyen a la mateixa classe d’equi-
valencia per a quasevol conjunt de generadors que agafem. A partir d’ara notarem les funcions de
complexitat αG i βG ja que les seves classes d’equivale`ncia nome´s depenen del grup G. A me´s a me´s,
qualsevol representant d’aquesta classe d’equivale`ncia ens dira` quin e´s el comportament assimto`tic
de αG(n) i βG(n). Comprovem ra`pidament que f ∼ g e´s una classe d’equivale`ncia. La relacio´ f ∼ f
















≤ g(n) ≤ C · f(Cn).
Finalment la demostracio´ de la propietat transitiva: si f ∼ g i g ∼ h existeix una constant C > 0
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≤ f(n) ≤ C · g(Cn) ≤ C ′C · g(C ′Cn).
La relacio´ f ∼ g e´s d’equivale`ncia.
Com acabem de dir, la importa`ncia de saber a quina classe d’equivale`ncia pertanyen les funcions
αG i βG e´s que ens diu com es comporten assimto`ticament. Ara definim una nomenclatura ba`sica
per algunes classes d’equivale`ncia que ens trobarem. Una funcio´ f creix com a mı´nim amb ordre
polinomic d si existeix una constant L ≥ 0 tal que Lnd ≤ f(n) per a qualsevol n 0 (si d = 1 diem
que creix com a mı´nim linealment, si d = 2 com a mı´nim quadra`ticament, etc.). Si existeix un d i
unes constants L i M tals que Lnd ≤ f(n) ≤Mnd per a qualsevol n 0, direm que la funcio´ f e´s
polino`mica d’ordre d i ho notarem f(n) ∼ nd.
A partir d’ara ens referirem a la difere`ncia en la inversio´ d’automorfismes o d’outer automor-
fismes del grup G com les classe d’equivalencies de les funcions αG(n) i βG(n). Per exemple direm
que la difere`ncia en l’inversio´ d’ outer automorfismes de G e´s quadra`tica si βG(n) ∼ n2.
Fixem-nos que si |AutG| < ∞ o |OutG| < ∞ aleshores αG(n) i respectivament βG(n) so´n
equivalents a constants. Per tant ens interessen els grups que tenen infinits (outer) automorfismes.
D’ara en endevant en aquest treball ens centrarem en el grup lliure de rang r, Fr i notarem
αr = αFr i βr = βFr . En el segu¨ent cap´ıtol obtindrem alguns resultats te`cnics que serveixen per
a qualsevol grup lliure Fr. Utilitzarem aquests resultats per calcular cotes superiors i inferiors de
les funcions αr i βr ja que no podem obtenir resultats exactes. Intentarem aproximar el ma`xim
les dues cotes per poder tenir una idea el me´s precisa possible de com e´s la complexitat d’inversio´
dels (outer) automorfismes. Com ja hem dit ens centrarem primer en el cas r = 2 que ens permet
utilitzar algunes eines me´s fortes i que per tant, ens duran a unes cotes superiors i inferiors de les
funcions α2 i β2 molt pro`ximes. Despre´s ja passarem al cas me´s general r ≥ 3 on obtenir resultats




Abans d’entrar en com es comporten les inversions en el grup lliure, farem alguns recordatoris
de notacions i definicions del grup lliure. Primer de tot comenc¸arem per com es construeix aquest
grup. Sigui Ar = {a1 . . . ar, a−11 , . . . , a−1r } un alfabet de 2r simbols contenint r simbols i els seus
inversos. El conjunt de paraules que podem formar amb l’alfabet Ar, i incloent-hi la paraula buida
que notem 1, e´s un monoide lliure A∗r , on l’operacio´ interna e´s la concatenacio´ de paraules. El
submonoide {a1 . . . ar}∗ de A∗r e´s el conjunt de totes les paraules positives de l’alfabet Ar.
Ara definem el grup lliure de rang r com Fr = 〈a1 . . . ar〉 = A∗r/ ∼ on la relacio´ d’equivale`ncia
e´s la reduccio´ de les paraules quan aia
−1
i ∼ a−1i ai ∼ 1. Una paraula de A∗r e´s redu¨ıda si no conte´




i ai. Diem ana`logament que una paraula de A
∗
r e´s c´ıclament
redu¨ıda si no conte´ c´ıclicament cap d’aquest dos factors. Llavors per a qualsevol w ∈ A∗r , existeix
una u´nica reduccio´ w¯ ∈ Fr que representa w dins de Fr. Utilitzarem l’abu´s de notacio´ de referir-nos
a paraules, especialment les redu¨ıdes, per referir-nos a elements de Fr. Per exemple la norma |w|A
d’un element w ∈ Fr e´s el nu´mero de lletres que te´ la paraula w¯. Com que a partir d’ara sempre
treballarem amb un mateix conjunt de generadors preseleccionat A = {a1 . . . ar}, simplificarem la
notacio´ i escriurem |w| per |w|A.
Com ja hem dit anteriorment, la imatge d’un automorfisme esta` determinada per les imatges
del conjunt de generadors. En el nostre cas, tot automorfisme ϕ ∈ Aut Fr esta` determinant per
les imatges de A = {a1 . . . ar}, que anomenem a1ϕ = u1, . . . , arϕ = ur. Per fer la notacio´ dels
automorfismes me´s compacte ho notarem ϕ = ηu1,...,ur . Quan tots els ui, per i = 0, . . . , r so´n
paraules positives, aleshores diem que l’automorfisme ηu1,...,ur e´s positiu. El conjunt de tots els
automorfismes positius forma un submonoide de Aut Fr que l’anomenem Aut
+ Fr. Ana`logament
tambe´ diem que un automorfisme ηu1,...,ur e´s c´ıclicament redu¨ıt si les imatges de ui, per i = 0, . . . , r
so´n paraules c´ıclicament redu¨ıdes.
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Tambe´ deixarem de fer refere`ncia del conjunt de generadors A en les normes dels elements de





‖Φ‖ = min {‖ϕ‖ | ϕ ∈ Φ},
αr(n) = max {‖ϕ−1‖ | ϕ ∈ Aut G, ‖ϕ‖ ≤ n},
βr(n) = max {‖Φ−1‖ | Φ ∈ Out G, ‖Φ‖ ≤ n}.
(11)
Nota 2.1. Hi ha exactament r!2r automorfismes amb ‖ϕ‖ = r, que so´n totes les permutacions
de lletres de Fr definides per a1 7→ a11pi, . . . , ar 7→ arrpi, on pi ∈ Sr e´s una permutacio´ de {a1, . . . , ar} i
i = ±1. Aquests automorfismes, que els utilitzarem en diverses demostracions, so´n els me´s simples
possibles i els anomenem permutacions de lletres.
Nota 2.2. Podem definir la inclusio´ natural Aut Fr ↪→ Aut Fr+1 mantenint fixat l’u´ltim
generador (∀ϕ ∈ Aut Fr definim ϕ′ ∈ Aut Fr+1 amb aiϕ = aiϕ′ per i = 1, . . . , r i ar+1ϕ′ = ar+1).
Consequ¨entment la segu¨ent desigualtat e´s evident: αr+1(n+ 1) ≥ αr(n) + 1.
En la introduccio´ ja hem vist que canviar el conjunt de generadors d’un grup G no feia canviar
la classe d’equivale`ncia de les funcions de complexitat αG i βG. A continuacio´ demostrarem un
resultat encara me´s fort per als grups lliures. Si agafem dues bases de Fr, A i B, les funcions αA(n)
i αB(n) so´n exactament iguals, i.e. αA(n) = αB(n) per n ≥ 0. I passa el mateix amb les funcions
βA(n) i βB(n). Aquesta e´s una propietat molt me´s forta que no pas la de les classes d’equivale`ncia,
i per tant, recolza la idea que la complexitat d’invertir un isomorfisme no depen de la base que
escollim. Amb aixo`, te´ encara me´s sentit no fer refere`ncia de la base en que` es treballa en les
notacions que utilitzem.
Propietat 2.3. Siguin A i B dues bases de Fr. Aleshores, αA(n) = αB(n) i βA(n) = βB(n),
∀n ≥ 0.
Demostracio´. Sigui ψ : Fr → Fr l’automorfisme definit com el canvi de base de B a A, i.e.
biψ = ai per i = 1, . . . , r. E´s evident que per a quasevol element w ∈ Fr, |w|B = |wψ|A. Llavors,











Obtenim un resultat similar per Φ ∈ Out Fr. Agafem [ψ] = Ψ ∈ OutFr i llavors:
‖Φ‖B = min {‖ϕ‖B | ϕ ∈ Φ}
= min {‖ψ−1ϕψ‖A | ϕ ∈ Φ}
= min {‖ν‖A | ν ∈ Ψ−1ΦΨ}
= ‖Ψ−1ΦΨ‖A.
(13)
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Amb aquestes igualtats sobre les normes ja podem demostrar les igualtats sobre les funcions de
complexitat.
αB(n) = max {‖ϕ−1‖B | ϕ ∈ Aut G, ‖ϕ‖B ≤ n}
= max {‖ψ−1ϕ−1ψ‖A | ϕ ∈ Aut G, ‖ψ−1ϕ−1ψ‖A ≤ n}
= max {‖ν−1‖A | ν ∈ Aut G, ‖ν‖A ≤ n}
= αA(n).
(14)
I similarment ho fem per βB
βB(n) = max {‖Φ−1‖B | Φ ∈ Out G, ‖Φ‖B ≤ n}
= max {‖Ψ−1Φ−1Ψ‖A | Φ ∈ Out G, ‖Ψ−1Φ−1Ψ‖A ≤ n}




1. La p-norma d’un automorfisme
Encara que ja hem definit una norma pels (outer) automorfismes anteriorment, es poden
definir me´s normes sobre aquest grup. Aquestes normes que definirem a continuacio´ ens per-
metran demostrar resultats me´s endavant. Per construir aquestes normes ens basem en les que
utilitzem sovint sobre vectors i matrius, com so´n per exemple per p ∈ R+: ‖·‖p : Rk → R ,
‖(x1, . . . , xk)‖ = (|x1|p + · · ·+ |xk|p)1/p. Per p =∞, ‖(x1, . . . , xk)‖ = max {|x1|, . . . , |xk|}. Aquests
exemples segueixen les condicions ba`siques per ser una norma:
(i) ‖x‖p ≥ 0 i ‖x‖p = 0 si i nome´s si x = 0,
(ii) ‖µx‖p = |µ|‖x‖p per µ ∈ R,
(iii) ‖x+ y‖p ≤ ‖x‖p + ‖y‖p.
Podem adaptar aquestes normes per a vectors formats d’elements de Fr. Per p ∈ R+ =
R+ ∪ {∞} i w = {w1, . . . , wk} ∈ F kr , definim:
‖(w1, . . . , wk)‖p = (|w1|p + · · ·+ |wk|p)1/p per p 6=∞,
‖(w1, . . . , wk)‖∞ = max {|w1|, . . . , |wk|}.
(16)
Aquesta norma es pot expressar en termes de la norma vectorial que hem vist abans: ‖(w1, . . . , wk)‖p =
‖(|w1|, . . . , |wk|)‖p. Per tant les condicions que hem escrit abans tambe´ es poden adaptar.
Lema 2.4. Totes les funcions ‖·‖p : F kr → R compleixen les propietats segu¨ents:
(i) ‖w‖p ≥ 0 i ‖w‖p = 0 si i nome´s si w = (1, . . . , 1),
(ii) ‖(wn1 , . . . , wnk )‖p ≤ |n|‖(w1, . . . , wk)‖p,
(iii) ‖(v1w1, . . . , vkwk)‖p ≤ ‖(v1, . . . , vk)‖p + ‖(w1, . . . , wk)‖p.
Demostracio´. La primera propietat e´s trivial ja que |wi| = 0 si i nome´s si wi = 1. La segona propi-
etat tambe´ es veu facilment ja que |wni | ≤ |n||wi|. Per tant ‖(wn1 , . . . , wnk )‖p = ‖(|wn1 |, . . . , |wnk |)‖p ≤
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‖(|n||w1|, . . . , |n||wk|)‖p = |n|‖(|w1|, . . . , |wk|)‖p. La desigualtat triangular surt ana`logament utilit-
zant la desigualtat |viwi| ≤ |vi|+ |wi|. uunionsq
Anomenarem a aquestes aplicacions les p-normes de F kr encara que no es tractin formalment
de normes. Lo`gicament hem agafat l’espai F kr ja que, com ja hem repetit diverses vegades, tot
automorfisme de Fr es caracteritza per les r imatges de la seva base. Per tant, si col·loquem
aquests r valors en un vector, les normes que hem definit so´n normes tambe´ pels automorfismes.
La p-normes d’un automorfisme ϕ ∈ Aut Fr o d’un outer automorfisme Φ ∈ Out Fr so´n:
‖ϕ‖p = ‖(a1ϕ, . . . , arϕ)‖p,
‖Φ‖p = min {‖ϕ‖p | ϕ ∈ Φ}.(17)
Evidentment, ‖ϕ‖1 = ‖ϕ‖ i ‖Φ‖1 = ‖Φ‖, on ‖ϕ‖ i ‖Φ‖ so´n les primeres normes que haviem definit.
Amb aquestes noves normes, tambe´ podem definir noves funcions de complexitat corresponents a
les noves normes.
αpr(n) = max {‖ϕ−1‖p | ϕ ∈ Aut G, ‖ϕ‖p ≤ n},
βpr (n) = max {‖Φ−1‖p | Φ ∈ Out G, ‖Φ‖p ≤ n}.
(18)
I tambe´ tenim α1r = αr i β
1
r = βr, on les funcions αr i βr so´n les primeres funcions de complexitat
que hem definit. Ara tenim, pero` que αpr i β
p
r so´n funcions de N a R. Ja hem vist que, per a qualsevol
grup lliure, el canvi de base no altera les funcions αr i βr si utilitzem la norma ‖·‖1. El que veurem
a continuacio´, e´s que el canvi de norma sobre els automorfismes no varia la classe d’equivalencia
αpr i β
p
r (les classes d’equivale`ncia que hem definit per funcions de N → N es poden extendre per
funcions de N→ R directement sense alterar la definicio´). Aixo` ens permetra` dir que el creixement
asimpto`tic de les funcions de complexitat no depen ni de la base ni de norma escollida. Per tant,
podrem treballar amb la norma que me´s ens convingui en cada moment sabent que el resultat no
s’alterara`.




‖ϕ‖q ≤ ‖ϕ‖p ≤ C‖ϕ‖q,
1
C
‖Φ‖q ≤ ‖Φ‖p ≤ C‖Φ‖q,
(19)














) ≤ βqr (n) ≤ C · βpr (Cn).
(20)
Demostracio´. La primera part de l’enunciat e´s consequ¨e`ncia del mateix resultat per vectors que
ja e´s conegut. Sabem que per a tot x ∈ Rr, i qualssevol p, q ∈ R+ existeix un C = Cp,q,r > 0 tal
que 1C ‖x‖q ≤ ‖x‖p ≤ C‖x‖q. Amb aixo` la demostracio´ de la primera desigualtat e´s directe ja que‖ϕ‖p = ‖(a1ϕ, . . . , arϕ)‖p = ‖(|a1ϕ|, . . . , |arϕ|)‖p que e´s un element de Rr.
Per la segona desigualtat utilitzem que per definicio´ existeix un θ ∈ Φ tal que ‖Φ‖p = ‖θ‖p.
Aleshores,
(21) ‖Φ‖q = min {‖ϕ‖q | ϕ ∈ Φ} ≤ ‖θ‖q ≤ C‖θ‖p = C‖Φ‖p,
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i per simetria obtenim la segona desigualtat.
Per demostrar la desigualtat de la funcio´ αr utilitzem les desigualtats que acabem de demostrar.
Per tot n ≥ 0
αqr(n) = max {‖ϕ−1‖q | ϕ ∈ Aut G, ‖ϕ‖q ≤ n}
≤ max {‖ϕ−1‖q | ϕ ∈ Aut G, ‖ϕ‖p ≤ Cn}
≤ C max {‖ϕ−1‖p | ϕ ∈ Aut G, ‖ϕ‖p ≤ Cn}
= Cαpr(Cn).
(22)
Per simetria obtenim αpr(n) ≤ Cαqr(Cn). Com que la funcio´ αr e´s no decreixent i definida nome´s





) ≤ αqr(n). La demostracio´ per la
funcio´ βr e´s totalment ana`loga. uunionsq
A continuacio´ demostrarem dos lemes amb resultats te`cnics pero` que ens serviran per les
demostracions dels segu¨ents cap´ıtols quan ens trobem en els casos particulars.
Lema 2.6. Siguin ϕ, θ, ψ1, ψ2 ∈ Aut Fr on ψ1 i ψ2 so´n dos permutacions de lletres i sigui
w ∈ Fr\1. Aleshores,
(i) ‖ϕ‖1r ≤ ‖ϕ‖∞ < ‖ϕ‖1,
(ii) ‖ψ1ϕψ2‖p = ‖ϕ‖p per a qualsevol p ∈ R+,
(iii) ‖ϕθ‖1 ≤ ‖ϕ‖1 · ‖θ‖∞ < ‖ϕ‖1 · ‖θ‖1,
(iv) ‖λwϕ‖1 ≤ (2r|w|+ r − 2)‖ϕ‖∞ < (2r|w|+ r − 2)‖ϕ‖1.
Demostracio´. Les dos primeres propietats, (i) i (ii), so´n evidents a partir de les definicions.








|aϕ| · ‖θ‖∞ = ‖ϕ‖1 · ‖θ‖∞ < ‖ϕ‖1 · ‖θ‖1.





|(w−1aiw)ϕ| ≤ (r − 1)(2|w|+ 1)‖ϕ‖∞ + (2|w| − 1)‖ϕ‖∞
= (2r|w|+ r − 2)‖ϕ‖∞ < (2r|w|+ r − 2)‖ϕ‖1.
(24)
uunionsq
Lema 2.7. Siguin Φ,Θ ∈ Out Fr, i ψ1, ψ2 ∈ Aut Fr so´n dos permutacions de lletres. Aleshores,
(i) ‖[ψ1]Φ[ψ2]‖1 = ‖Φ‖1,
(ii) ‖ΦΘ‖1 ≤ ‖Φ‖1‖Θ‖1.
Demostracio´. Observem que:
(25) [ψ1]Φ[ψ2] = ψ1ΛrΦψ2Λr = ψ1ΛrΦΛrψ2 = ψ1Φψ2,
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ja que el subgrup Λr de Aut Fr e´s normal i per tant Λrϕ = ϕΛr per a quaslevol ϕ ∈ Aut Fr. I com
que Φ ∈ Out Fr = Aut Fr/Λr, tenim que ΦΛr = ΛrΦ = Φ. I per tant, utilitzant el punt (ii) del
lema anterior demostrem el punt (i):
(26) ‖[ψ1]Φ[ψ2]‖1 = ‖ψ1Φψ2‖1 = min {‖ψ1ϕψ2‖1 | ϕ ∈ Φ} = min {‖ϕ‖1 | ϕ ∈ Φ} = ‖Φ‖1.
Per demostrar el punt (ii) utilitzarem en aquest cas el Lema 2.6.(iii):
‖ΦΘ‖1 = min {‖φ‖1 | φ ∈ ΦΘ}
= min {‖ϕθ‖1 | ϕ ∈ Φ, θ ∈ Θ}
≤ min {‖ϕ‖1‖θ‖1 | ϕ ∈ Φ, θ ∈ Θ}
= (min {‖ϕ‖1 | ϕ ∈ Φ})(min {‖θ‖1 | θ ∈ Θ})
= ‖Φ‖1‖Θ‖1.
(27)
I la demostracio´ de (ii) esta` acabada. uunionsq
El lema de continuacio´ e´s pra`cticament directe de les definicions, pero` e´s important enunciar-lo
per poder-lo utilitzar me´s endevant.
Lema 2.8. Sigui ϕ ∈ Aut Fr i sigui c´ıclicament redu¨ıt. Aleshores ‖ϕ‖ = ‖[ϕ]‖.
Demostracio´. Com que ‖[ϕ]‖ = min {‖ϕ′‖1 | ϕ′ ∈ [ϕ]}, i [ϕ] = {ϕλg | g ∈ Fr}, per qualsevol
element ai de la base de Fr i per a qualsevol g ∈ Fr tenim que |aiϕλg| = |g−1uig| ≥ |ui| = |aiϕ|, ja
que uig o be´ g
−1ui e´s redu¨ıt (o potser tots dos). La igualtat s’obte´ quan g = 1 i ϕλg = ϕ (no pot
ser que g = ui o g = u
−1
i per a tot i = 1, . . . , r). Per tant, veiem que ‖ϕ‖ = ‖[ϕ]‖. uunionsq
2. Abelianitzacio´
Ens referim a l’abelianitzacio´ d’un (outer) automorfismes, o d’un grup no abelia` qualsevol,
quan considerem que el mateix automorfisme o grup amb la propietat commutativa. Aquest eina
ens permetra` trobar cotes inferiors per ‖ϕ‖ i ‖[ϕ]‖ i, me´s endevant tambe´, per les funcions αr i βr.
Primer de tot comencem definint la norma ‖·‖1 per les matrius M ∈ GLr(Z) derivada de la norma







on els (mi,j) so´n els elements de la matriu. E´s immediat comprovar que aquesta norma compleix
les tres propietats ba`siques de les normes: ‖M‖1 ≥ 0, ‖xM‖1 ≤ ‖x‖1 · ‖M‖1 i ‖N + M‖1 ≤
‖N‖1 + ‖M‖1. A me´s a me´s tambe´ compleix que ‖NM‖1 ≤ ‖N‖1 · ‖M‖1.
Definim l’abelianitzacio´ com l’aplicacio´:
(·)ab : Fr −→ Zr
w 7→ wab = ([w]a1 , . . . , [w]ar ),
(29)






1 a2a1]a1 = 3 − 1 + 1 = 3.
L’abelianitzacio´ d’un automorfisme ϕ ∈ Aut Fr e´s un altre automorfisme de Zr que notarem ϕab.
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Podem representar ϕab com una matriu de r× r sobre Z i que, a me´s a me´s, ha de ser invertible ja
que e´s un automorfisme. Representem aquesta matriu per que els elements wab actuin per la dreta:
(30) ϕab =
[a1ϕ]a1 · · · [a1ϕ]ar... . . . ...
[arϕ]a1 · · · [arϕ]ar
 ∈ GLr(Z).
Nota 2.9. La matriu ϕab e´s invertible i sobre Z, per tant el determinant ha de ser igual a
±1. GLr(Z) e´s precisament el grup de matrius sobre Z amb determinant |M | = ±1 per a qualsevol
M ∈ GLr(Z)
Amb les notacions que estem utilitzant tenim que ∀w ∈ Fr, (wϕ)ab = wabϕab, (ϕθ)ab = ϕabθab
i (ϕ−1)ab = (ϕab)−1. E´s evident que quan abelianitzem estem simplificant els elements amb els que
treballem, per exemple, |w| ≥
r∑
i=1
|[w]ai | = ‖wab‖1. La igualtat es dona si i nome´s si cada element
ai apare`ix nome´s amb un signe en tota la paraula w¯. A continuacio´ enunciem el lema que demostra
que l’abelianitzacio´ simplifica(ente`s com que redueix la norma) els automorfismes.
Lema 2.10. Per qualsevol ϕ ∈ Aut Fr, aleshores ‖ϕ‖1 ≥ ‖[ϕ]‖1 ≥ ‖ϕab‖1. Tenim les igualtats
si i nome´s si a aiϕ no conte´ cap lletra amb signes oposats per i = 0, . . . , r. Un cas particular de la
igualtat e´s quan ϕ ∈ Aut+Fr.
Demostracio´. Per definicio´ ‖ϕ‖1 ≥ ‖[ϕ]‖1, i a me´s a me´s existeix un w ∈ Fr tal que ‖[ϕ]‖1 =
‖ϕλw‖1. Llavors:















|[aiϕ]aj | = ‖ϕab‖1.
(31)
En la segona desigualtat utilitzem que com que la conjugacio´ es defineix per vλw = w
−1vw, quan
abelianitzem, [vλw]ai = [w
−1vw]ai = [v]ai per qualsevol v, w ∈ Fr. Per tant hem vist que ‖ϕ‖1 =
‖ϕab‖1, i e´s evident que la igualtat es do´na si i nome´s si per i = 0, . . . , r la paraula aiϕ no conte´
cap lletra amb signes oposats. Si aixo` passa tambe´ tenim que ϕ e´s c´ıclicament redu¨ıda i per tant
‖ϕ‖1 = ‖[ϕ]‖1 com hem vist en el lema 2.8.. Per tant, els automorfimes positius so´n un cas particular
de la igualtat. uunionsq

Cap´ıtol 3
Grup lliure de rang 2
En aquest cap´ıtol estudiarem el grup lliure F2, que al ser el me´s simple possible (apart del
cas abelia`), podrem utilitzar alguns arguments que en rangs superiors no podrem. Per comenc¸ar
analitzarem com so´n les possibles bases del grup F2 ja que aixo` ens proporcionara` informacio´ de
com so´n els automorfismes d’aquest grup. Despre´s ens fixarem en els d’automorfismes positius i
c´ıclicament redu¨ıts, ja que al final expressarem un automorfisme qualsevol en funcio´ d’un automor-
fisme positiu, una conjugacio´ i dues permutacions de lletres. Finalment arribarem a fixar cotes per
la funcio´ α2, veurem que e´s sempre quadra`tica, i trobarem l’expressio´ exacte de la funcio´ β2. La
notacio´ que farem servir en tot aquest cap´ıtol e´s que A = A2 = {a, b, a−1, b−1}.
1. Bases de F2
En aquesta seccio´ volem demostrar el resultat principal de l’article What does a basis of F(a,b)
look like? ([2]). Com s’explica en l’article, no ens interessa trobar un me`tode per saber si dos
elements de F2 formen una base, sino´ que ens interessa saber quin aspecte te´ una base en general.
El resultat al que arribem e´s el segu¨ent:
Teorema 3.1. Suposem que una conjugacio´ de
(32) v = an1bm1 · . . . · anqbmq ,
i la mateixa conjugacio´ de
(33) w = aα1bβ1 · . . . · aαqbβq ,
formen una base de F2, on p ≥ 1 i q ≥ 1 i tots els exponents so´n diferents de 0. Aleshores, mo`dul
canvis trivials de notacio´ (subsitucio´ de a per a−1 o´ b per b−1 en les dues paraules), existeixen
enters n > 0 i  = ±1 tals que:
m1 = . . . = mq = β1 = . . . = βp = 1
{n1, . . . , nq, α1, . . . , αp} = {n, n+ 1},(34)
o sime`tricament,
n1 = . . . = nq = α1 = . . . = αp = 1
{m1, . . . ,mq, β1, . . . , βp} = {n, n+ 1}(35)
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Demostracio´. Considerem dos automorfismes ϕ i ψ de F2 i la seva composicio´ ϕψ. Utilitzem la
segu¨ent notacio´: ψ = ηv,w i ϕ = ηX(a,b),Y (a,b) on X i Y so´n paraules de F2. Aleshores la composicio´
s’escriu com ϕψ = ηX(v,w),Y (v,w). Ara abelianitzem aquests automorfismes i les abelianitzacions so´n
matrius de 2×2, ϕab = Aϕ, ψab = Aψ ∈ GL(2,Z). Com ja hem comentat en la seccio´ d’abelianitzacio´
d’automorfismes tenim que Aϕψ = AϕAψ. Demostrarem aquest teorema en diferents passos, els
primers so´n algunes propietats sobre les matrius 2× 2.
1r pas: Tot element de GL(2,Z) pot ser normalitzat a una matriu d’elements no negatius
(matriu no negativa) mitjanc¸ant multiplicacions de files i columnes per −1.
Demostracio´: Si la matriu A e´s triangular aquest resultat e´s evident ja que nome´s fa falta
fer positiu l’element que no esta` en la diagonal i despre´s podem multiplicar per −1 (si fa falta)
els termes de la diagonal utilitzant la fila o columna on estigui el 0. En el cas que els 4 elements
de la matriu siguin diferents de 0 podem utilitzar un me`tode similar al de la matriu triangular i










on + o − indica el signe de l’element de la matriu. Pero` el segon cas e´s impossible ja que el seu
determinant seria estrictament inferior a −1.
2n pas: En una matriu de GL(2,Z) sense elements nuls, el nombre d’elements positius e´s 0, 2
o 4. Consequ¨entment el nombre d’elements negatius e´s tambe´ 0, 2 o 4.
Utilitzem el mateix argument del determinant que acabem de fer servir en el primer pas i
obtenim el resultat.
3r pas: Sigui A ∈ GL(2,Z) una matriu no negativa i no diagonal, aleshores existeix una u´nica
resta d’una fila a l’altre fila tal que la matriu resultant e´s no negativa i la suma dels elements de la
matriu s’ha redu¨ıt.
Demostracio´: Si A e´s triangular el resultat e´s evident ja que els elements de la diagonal han
de ser 1 per tal que |det A| = 1 (no poden ser −1 perque` la matriu e´s no negativa). Si A no e´s
diagonal existeix un element estrictament superior a la resta ja que si no fos aix´ı seria impossible
que |det A| = 1. Si hi hagues dos elements iguals (els anomenem M) i estrictaments superiors als
altres dos (els anomenem p i q) podriem tenir dos casos: els dos M estan en una diagonal de la
matriu i aleshores |det A| = |M2 − pq| > 1, o els dos M estan en una mateixa fila o columna i
aleshores |det A| = |M(p− q)| > 1 ja que M > 1. Els casos de 3 elements iguals superiors al quart












, on ∗ e´s 0 o sino´ pel segon pas ha de ser positiu. La resta de la primera fila a
la segona hauria donat evidentment valors negatius.
4t pas: Sigui A ∈ GL(2,Z) una matriu no negativa, aleshores hi ha una u´nica sequ¨e`ncia de











Demostracio´: E´s una consequ¨encia directe del pas 3, ja que si anem aplicant aquesta resta
u´nica successivament (que disminueix la suma dels quatre elements de la matriu), hem d’acabar
arribant als casos me´s simples possibles que so´n aquests 2 ja que no hi ha cap matriu de GL(2,Z)
no negativa que els seus elements sumin 1.
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Ara podem pensar en el proce´s invers, e´s a dir, a constuir la matriu A sumant files. Sumar










. Per tant, si enunciem el pas 4
pero` en proce´s invers obtenim:










generen lliurement el semigrup lliure de matrius no
negatives de SL(2,Z) (matrius amb determinant 1). Si multipliquem tots els elements d’aquest se-





pel mateix costat, obtenim totes les matrius no negatives de GL(2,Z)
Demostracio´: E´s una consequ¨e`ncia directe del pas 4, nome´s hem reformulat l’enunciat.


























en la primera etapa sumem n vegades la segona fila a la primera, en la segona etapa sumem la
primera fila a la segona, i en la tercera fem la resta d’operacions. Aquesta sequ¨encia pot ser
modificada canviant els ı´ndexs de les files o columnes, si fos necessari, per obtenir els casos que no
comencen amb la identitat. E´s evident que aquesta sequ¨e`ncia representa el cas general, i per tant




nome´s s’utilitzara` la primera etapa.
Si ara tornem a l’inici de la demostracio´ i a la base {v, w} de F2, com que les matrius so´n
l’abelianitzacio´ dels automorfismes, cada fila representa un element de la base abelianitzada, i per
tant, la suma de files representa la multiplicacio´ d’elements de la base ja sigui per la dreta o per
l’esquerra. E´s a dir que la suma de la segona fila a la primera es pot escriure com {v, w} → {wv,w}
o {v, w} → {vw,w} i similarment amb la suma de la primera fila a la segona: {v, w} → {v, vw} o
{v, w} → {v, wv}. Com es veu, no utilitzem en cap moment cap inversio´.
7e` pas: Per tant, comencem amb la base {a, b} i reproduim la sequ¨e`ncia del pas 6. Gra`cies al
Teorema de Nielsen(que comentarem me´s endevant) nome´s necessitem multiplicar per l’esquerra i
obtenim:
(37) {a, b} → {abn, b} → {abn, abn+1} →, . . . , n ∈ N.
Quan tenim la base {abn, abn+1} aleshores podem fer tantes multiplicacions per la dreta i per
l’esquerra com vulguem, pero` els valor finals de {v, w} sempre estaran continguts en el semigrup
lliurement generat per abn i abn+1.
Queda demostrat per tant:
8e` pas: De´spre´s de possibles canvis de signes i/o permutacions de columnes i/o files, qualsevol
matriu A ∈ GL(2,Z) pot ser l’abelianitzacio´ de:
(i) la identitat de F2 si A e´s diagonal,
(ii) aϕ = abn, bϕ = b amb n ∈ N si A e´s estricatament triangular (no diagonal),
(iii) aϕ i bϕ en el semigrup lliurement generat per abn i abn+1 amb n ∈ N, si A no e´s triangular.
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El Teorema de Nieslen ([7]) diu que el nucli de l’aplicacio´ d’abelianitzacio´ ϕ → Aϕ consisteix
en les conjugacions per elements de F2. Aleshores, si dos automorfismes φ i ψ tenen la mateixa
abelianitzacio´, existeix un element g ∈ F2 tal que φλg = ψ. Per tant en el pas 7, hem multiplicat
nome´s per la dreta, ja que els altres resultats que podriem haver obtingut multiplicant per la dreta
i l’esquerra els obtindrem ara amb les conjugacions. Resumint, per passar de l’abelianitzacio´ als
automorfismes en general, nome´s hem de conjugar els valors obtinguts al pas 8 i arribem al resultat
que voliem:
9e` pas: Tot automorfisme positiu de F2 s’escriu com el de l’enunciat del Teorema.
Demostracio´: Si tenim un automorfisme positiu φ, la seva abelianitzacio´ sera` una matriu
Aφ no negativa. Com hem vist, aquesta matriu es pot descomposar com a multiplicacions de ma-
trius elementals. Cada una d’aquestes matrius elementals e´s l’abelianitzacio´ de dos automorfismes
elementals de F2, depenent de si es multiplica per la dreta o per la dreta. Triem que sempre multi-
pliquem per l’esquerra. Aleshores la composicio´ de tots aquests automorfismes elementals do´na un
nou automorfisme ϕ. Pel teorema de Nielsen aquests dos automorfismes so´n els mateixos llevat de
conjugacio´ ja que tenen la mateixa abelianitzacio´.
Un automorfisme qualsevol de F2 es pot normalitzar a un automorfisme positiu mitjanc¸ant
canvis de a−1 per a, b−1 per b o´ inversions dels elements de la base. Per tant el resultat tambe´ es
va`lid per qualsevol automorfisme de F2.
uunionsq
2. Inversio´ dels automorfismes de F2
Per tractar el cas d’un automorfisme qualsevol, primer ens fixarem en les inversions d’un
automorfisme positiu. En la demostracio´ del Teorema 3.1. hem demostrat en particular que el
conjunt d’automorfismes positius de F2 esta` generat, com a monoide, pels tres automorfismes
segu¨ents ∆ = {ηb,a, ηa,ab, ηa,ba} (ja que ηab,b = ηb,aηa,baηb,a i ηba,b = ηb,aηa,abηb,a). Una altre
manera d’escriure-ho e´s que Aut+F2 = ∆
∗.
Lema 3.2. Sigui ϕ ∈ Aut+F2, notem la seva inversio´ com ϕ−1 = ηu,v. Aleshores o be´
u ∈ {a, b−1}∗ i v ∈ {a−1, b}∗, o be´ u ∈ {a−1, b}∗ i v ∈ {a, b−1}∗. En particular ϕ−1 e´s c´ıclicament
redu¨ıt.





a,ba = ηa,ba−1 . Tots els automorfismes positius es poden escriure com una composicio´
d’elements de ∆, per aquest motiu, si demostrem que per a qualsevol ϕ ∈ Aut+F2 i θ ∈ ∆ l’enunciat
funciona per ϕθ sempre que ho fa per ϕ haurem acabat (ja que hem vist que funciona pels tres
elements de ∆). Per tant, escrivim ϕ−1 = ηu,v i suposem que compleix les condicions de l’enunciat,
aleshores
(ϕηb,a)
−1 = ηb,aηu,v = ηv,u,
(ϕηa,ab)
−1 = ηa,a−1bηu,v = ηu,u−1v,
(ϕηa,ba)
−1 = ηa,ba−1ηu,v = ηu,vu−1 .
(38)
En el primer cas si la parella (u, v) complia les condicions de l’enunciat e´s evident que llavors la
parella (v, u) tambe´. En el segon cas, si per exemple u ∈ {a, b−1}∗ i v ∈ {a−1, b}∗, aleshores
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u−1 ∈ {a−1, b}∗ i per tant (u, u−1v) tambe´ compleix les condicions de l’enunciat. La resta de casos
so´n totalment ana`legs uunionsq
Proposicio´ 3.3. Sigui ϕ ∈ Aut+F2, aleshores ‖ϕ−1‖1 = ‖ϕ‖1














I en resulta que ‖(ϕ−1)ab‖1 = ‖ϕab‖1. Com que ϕ ∈ Aut+F2, el Lema 2.10. ens diu que ‖ϕab‖1 =
‖ϕ‖1. Finalment, pel lema anterior, sabem que l’automorfisme ϕ−1 = ηu,v no te´ una lletra amb
signes oposats ni en u ni en v i per tant podem tornar a aplicar el Lema 2.10. per dir que
‖(ϕ−1)ab‖1 = ‖ϕ−1‖1. I per tant, ‖ϕ−1‖1 = ‖(ϕ−1)ab‖1 = ‖ϕab‖1 = ‖ϕ‖1. uunionsq
Lema 3.4. Sigui ϕ ∈ Aut F2 un automorfisme c´ıclicament redu¨ıt. Aleshores existeixen dos
permutacions de lletres ψ1, ψ2 ∈ AutF2 i θ ∈ Aut+F2 tals que ϕ = ψ1θψ2
Demostracio´. Hem estudiat com so´n les bases de F2 en la seccio´ anterior, i sabem que si tenim
un automorfisme ϕ = ηu,v c´ıclicament redu¨ıt aleshores pel Teorema 3.1. com a molt la paraula u
esta` composta per dos lletres, i v tambe´, encara que poden ser lletres diferents. Podem suposar,
sense perdua de generalitat que u conte´ dues lletres diferents, ja que si u i v estiguessin escrits els
dos per una sola lletra nome´s podria ser que ϕ = ηc,d o ϕ = ηd,c on c ∈ {a, a−1} i d ∈ {b, b−1}. I
amb una permutacio´ de lletres que faci que c = a i d = b obtenim un automorfisme positiu.
Ara descomposem ηu,v invertint totes les lletres negatives per les seves inverses positives. De-
finim u′ ∈ {a, b}∗ i , δ = ±1 tals que ηu,v = ηu′,v′ηa,bδ i |u| = |u′| i |v| = |v′|. Desglossem ara els
possibles casos de v′.
Si v′ ∈ {a, b}∗ aleshores l’automorfisme ηu′,v′ es positiu i ja hem acabat perque` ηa,bδ e´s una
permutacio´ de lletres. Si v′ ∈ {a−1, b−1}∗ aleshores ηu,v = ηa,b−1ηu′,v′−1ηa,bδ i tambe´ hem acabat.
Finalment veiem que no e´s possible que v′ ∈ {a−1, b}∗ o v′ ∈ {a, b−1}∗. Primer abelianitzem
u′ i v′: u′ab = ([u]a, [u]b) = (p, q) i v′
ab
= ([v]a, [v]b) = (r, s). Per com estan definides u
′ i v′ sabem
que p, q > 0 i que rs < 0, pero` |ηu′,v′ | = ps − qr 6= ±1 i arribem a una contradiccio´ en que ηu′,v′
sigui un automorfisme. Hem suposat que [v]a 6= 0 i que [v]b 6= 0, ja que si un dels dos fos 0 ens
trobariem en un dels dos primers casos que ja hem resolt. uunionsq
Tots aquests lemes que acabem de demostrar so´n casos concrets on ϕ e´s o be´ positiu o
c´ıclicament redu¨ıts. A continuacio´ tractem el cas general on ϕ e´s un automorfisme qualsevol.
Veurem que podem descomposar ϕ com una composicio´ de dos permutacions de lletres, un auto-
morfisme positiu i una conjugacio´. Gra`cies a haver vist abans com es comporten els elements de
la descomposicio´ podrem escriure una desigualtat de normes d’automorfismes que ens servira per
acotar superiorment α2.
Lema 3.5. Sigui ϕ ∈ Aut F2. Aleshores existeixen dos permutacions de lletres ψ1, ψ2 ∈ AutF2,
θ ∈ Aut+F2 i una g ∈ F2, tals que ϕ = ψ1θψ2λg i ‖θ‖1 + 2|g| ≤ ‖ϕ‖1.
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Demostracio´. Per demostrar aquest lema nome´s necessitem veure que existeix un ϕ′ ∈ Aut Fr
c´ıclicament redu¨ıt i una g ∈ Fr tal que ϕ = ϕ′λg i ‖ϕ′‖1 + 2|g| ≤ ‖ϕ‖1, ja que hem vist en l’ultim
lema que tot automorfisme c´ıclicament redu¨ıt es pot escriure com ϕ′ = ψ1θψ2 i pel lema 2.6.(ii)
‖ϕ′‖ = ‖ψ1θψ2‖ = ‖θ‖. Demostrarem la descomposicio´ de ϕ per induccio´ sobre la norma ‖ϕ‖1.
Si ‖ϕ‖ = 2 aleshores ϕ ja e´s directament c´ıclicament redu¨ıda. Suposem ara que ‖ϕ‖ = ‖ηu,v‖ >
2 i que per a qualsevol φ ∈ Aut Fr amb ‖ϕ‖ > ‖φ‖ podem descomposar φ = φ′λg per algun g ∈ Fr
i tenim la desigualtat ‖φ′‖1 + 2|g| ≤ ‖φ‖1. Si u i v so´n c´ıclicament redu¨ıdes la demostracio´ ha
acabat. Per tant podem suposar que u no e´s c´ıclicament redu¨ıda i notem u¯ = c−1u′c per algun
c ∈ A i u′ ∈ F2. Si v¯ no comenc¸a per c−1 ni acaba per c aleshores c no podria ser generat per
u i v i ϕ no seria un automorfisme (en la nota segu¨ent s’explica en detall aquest argument). Per
tant, v ∈ c−1A∗ ∪ A∗c i |cvc−1| ≤ |v|. Amb aquestes descomposicions de u i v podem factoritzar
ηu,v = ηu′,cvc−1λc ja que, c
−1(cvc−1)c = v. La norma de η
u′,cvc−1
(41) ‖η
u′,cvc−1‖1 = |u′|+ |cvc−1| ≤ |u| − 2 + |v| = ‖ηu,v‖1 − 2
Apliquem la hipo`tesis d’induccio´: η
u′,cvc−1 = ϕ
′λh i ‖ϕ′‖1 + 2|h| ≤ ‖ηu′,cvc−1‖1. Per tant,
(42) ηu,v = ηu′,cvc−1λc = ϕ
′λhλc = ϕ′λhc
I arribem al resultat que voliem demostrar:
(43) ‖ϕ′‖1 + 2|hc| ≤ ‖ϕ′‖1 + 2|h|+ 2 ≤ ‖ηu′,cvc−1‖1 + 2 ≤ ‖ηu,v‖1 = ‖ϕ‖1
uunionsq
Nota 3.6. En la demostracio´ anterior hem dit que si u = c−1u′c pero`, v no comenc¸a per c−1,
ni acaba per c aleshores c no pot ser generat per u i v. Primer excloem els casos trivials on u′ = 1 o
v = 1. Les pote`ncies un = c−1u′nc i vn per n 6= 0 compleixen les mateixes propietats: un comenc¸a
per c−1 i acaba amb c i v ni comenc¸a per c−1, ni acaba per c. Ara el subgrup generat per u i v esta`
formats per elements w de la forma:
(44) w = un1 · vm1 · . . . · unk · vmk
per ni,mi 6= 0 per i = 1, . . . , k. El subrgrup tambe´ conte´ tots els elements d’aquesta forma que
comencen per v i/o acaben en u. I aquestes expressions so´n ja redu¨ıdes perque` com hem dit vni
no comenc¸a per c−1, ni acaba per c. Per tant si en w no apareix cap pote`ncia de v, aleshores
w = un 6= c per qualsevol n 6= 0. I en el cas que w contingui almenys una pote`ncia de u i una
pote`ncia de v(si no conte´ cap pote`ncia de u ja sabem que vn 6= c) l’expressio´ de w conte´ una c i
una c−1 que no es cancel·len i per tant w 6= c.
3. Funcions α2 i β2
Amb tots els resultats que hem obtingut ara ja som capac¸os de donar per α2 una molt bona
cota superior i inferior i el valor exacte de la funcio´ β2(n). A continuacio´ demostrem tots aquests
resultats.
Teorema 3.7. Per a tot n ≥ 4 tenim que α2(n) ≤ (n−1)
2
2 .
Demostracio´. Sigui ϕ ∈ Aut F2, hem vist que existeixen dos permutacions de lletres ψ1, ψ2 ∈
AutF2, θ ∈ Aut+F2 i una g ∈ F2, tals que ϕ = ψ1θψ2λg i ‖θ‖1 + 2|g| ≤ ‖ϕ‖1. Tractem el cas de
3. FUNCIONS α2 I β2 21
g = 1 primer, ja que no podem utilitzar el Lema 2.6. (iv). Si invertim ϕ obtenim ϕ−1 = ψ−12 θ
−1ψ−11
i la seva norma e´s:
(45) ‖ϕ−1‖1 = ‖ψ−12 θ−1ψ−11 ‖1 = ‖θ−1‖1 = ‖θ‖1 = ‖ϕ‖1 ≤ n ≤
(n− 1)2
2
L’ultima desigualtat e´s certa nome´s per n ≥ 4. Hem utilitzat el Lema 2.6. (ii) i la Proposicio´ 2.1.
Pel cas general on g 6= 1 la inversio´ e´s ϕ−1 = λ−1g ψ−12 θ−1ψ−11 = λg−1ψ−12 θ−1ψ−11 . Utilitzem el
Lema 2.6. (iv) i (ii) per acotar la norma de ϕ−1:
‖ϕ−1‖1 = ‖λg−1ψ−12 θ−1ψ−11 ‖1 ≤ 4|g| · ‖ψ−12 θ−1ψ−11 ‖∞
= 4|g| · ‖θ−1‖∞ ≤ 4|g|(‖θ−1‖1 − 1) = 4|g|(‖θ‖1 − 1).
(46)
Com hem dit tambe´, tenim que ‖θ‖1 + 2|g| ≤ ‖ϕ‖1 ≤ n i en treiem que |g| ≤ n−‖θ‖12 . I llavors,
(47) ‖ϕ−1‖1 ≤ 2(n− ‖θ‖1)(‖θ‖1 − 1).
Com que la para`bola f(x) = 2(n− x)(x− 1) te´ el seu ma`xim absolut a x = n+12 podem acabar la
demostracio´ de la manera segu¨ent:















Per trobar una cota inferior el me´s gran possible, el que fem e´s buscar automorfismes concrets
que tinguin una inversa molt complicada. Per tant, es podria millorar la cota del treball(que e´s la
de l’article [1]) si es trobe´s un automorfisme me´s complicat que el que hem utilitzat.
Teorema 3.8. Per a tot n ≥ 10 tenim que α2(n) ≥ n24 − 6n+ 42.
Demostracio´. Per tot k ≥ 0 definim l’automorfisme segu¨ent:
(49) ψk = ηab2k,ab2k+1λa−kb = ηb−1ak+1b2ka−kb,b−1ak+1b2k+1a−kb,
que te´ norma ‖ψk‖1 = 8k + 7 i la seva inversa e´s:
(50) ψ−1k = λb−1akη
−1
ab2k,ab2k+1
= λb−1akηa(b−1a)2k,a−1b = ηu,v
Calculem les expressions de u i v en detall (no esta` fet a l’article):
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I aquestes expressions so´n redu¨ıdes per com les hem escrit. Per tant la norma de ψ−1k e´s:
‖ψ−1k ‖1 = |u|+ |v|
= ((2 · 2k + 1)k + 3 + 2 · 2k + 2 + (2 · 2k + 1)k) + ((2 · 2k + 1)k + 2 + (2 · 2k + 1)k)
= 16k2 + 8k + 7.
(52)
Si considerem que ‖ψk‖1 = 8k + 7 = n obtenim k = n−78 i:
(53) ‖ψ−1k ‖1 = 16
(n− 7)2
64
+ (n− 7) + 7 = n
2 − 10n+ 49
4
.
I per a tots els n tals que n ≡ 7 (mod 8) tenim α2(n) ≥ n2−10n+494 . Ens falta adaptar la funcio´
n2−10n+49
4 perque` sigui una cota per a tot n ≥ 0. Per a tot n ≥ 7, notem n′ l’u´nic enter n′ ≡ 7
(mod 8) del conjunt {n− 7, . . . , n− 1, n} i aleshores:
α2(n) ≥ α2(n′) ≥ n
′2 − 10n′ + 49
4
≥ (n− 7)





− 6n+ 42 .
(54)
La u´ltima desigualtat e´s certa per n ≥ 10 ja que la para`bola x2−10x+494 te´ el mı´nim en x = 5. Aixo`
vol dir que la desigualtat funciona directament per n ≥ 5 + 7 = 12 per ser una funcio´ creixent a
partir de 5, i tambe´ es certa per n ≥ 10 utilitzant la simetria de la para`bola respecte l’eix x = 5.
uunionsq
Teorema 3.9. Per a tot Φ ∈ Out F2 tenim que ‖Φ‖1 = ‖Φ−1‖1 i per tant β2(n) = n
Demostracio´. Per a qualsevol ϕ ∈ Φ tenim pel Lema que existeixen dos permutacions de lletres
ψ1, ψ2 ∈ AutF2, θ ∈ Aut+F2 i una g ∈ F2, tals que ϕ = ψ1θψ2λg. El Lema 2.7. i 2.8. ens permet
veure:
(55) ‖Φ‖1 = ‖[ϕ]‖1 = ‖[ψ1θψ2λg]‖1 = ‖[ψ1θψ2]‖1 = ‖[θ]‖1
I per una altre banda obtenim:
(56) ‖Φ−1‖1 = ‖[ϕ−1]‖1 = ‖[λg−1ψ−12 θ−1ψ−11 ]‖1 = ‖[ψ−12 θ−1ψ−11 ]‖1 = ‖[θ]‖1 = ‖[θ−1]‖1
Pel lema 2.1. sabem que θ−1 e´s c´ıclicament redu¨ıt i pel Lema 2.8. tenim ‖Φ−1‖1 = ‖[ϕ−1]‖1 =
‖ϕ−1‖1. A me´s a me´s pel lema 2.1., ‖ϕ−1‖1 = ‖ϕ‖1 i concloem que ‖Φ‖1 = ‖Φ−1‖1. Consequ¨ent-
ment:
(57) β2(n) = n.
uunionsq
Cap´ıtol 4
Grup lliure amb rang r ≥ 3
En l’anterior cap´ıtol ens hem centrat en r = 2, ara volem fer el mateix pero` per un grup lliure
de qualsevol rang. El problema e´s que no tenim tantes eines per treballar quan augmentem de rang,
i obtenir resultats e´s me´s dif´ıcil. Tot i aix´ı obtindrem cotes inferiors de grau r i r − 1 per αr i βr
respectivament (que encaixen, en grau, amb les que hem obtingut per r = 2 en el cap´ıtol anterior).
Anteriorment ja hem vist la inclusio´ de Aut Fr dins de Aut Fr+1, aix´ı doncs e´s lo`gic que quan me´s
gran sigui el rang, me´s gran siguin les funcions αr i βr. Obtenir cotes superior no sera` tan fa`cil,
de fet, nome´s n’obtindrem per βr i sera` molt complicat, ja que haurem de treballar amb l’Outer
space que definirem me´s endevant. En aquest cap´ıtol el rang r del grup lliure Fr el mantindrem
sempre fixat. En tot aquest cap´ıtol treballarem amb l’alfabet Ar = {a1 . . . ar, a−11 , . . . , a−1r } que
hem definit en el segon cap´ıtol.
1. Cota inferior
Com hem fet amb r = 2, per trobar una cota inferior per Fr buscarem un automorfisme concret
que la seva inversa tingui una norma molt me´s gran que la seva propia norma. Comenc¸arem per
abelianitzar un automorfisme positiu que ens donara` la cota per βr. Despre´s a trave´s d’aquest
automorfisme i una conjugacio´ adient obtindrem la cota per αr.




 1, si i = j,p, si j = i+ 1
0, altrament.
El determinant de la matriu e´s evidentment 1, i.e. ∀p ∈ Z det(M (p)) = 1. La matriu e´s per tant
invertible.




 1, si i = j,(−p)j−i, si i < j
0, altrament.
Aleshores N (p) = (M (p))−1
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Demostracio´. Per demostrar que e´s la inversa e´s suficient en veure que el seu producte e´s la













i,j + p · n(p)i+1,j , si i 6= r,
n
(p)
i,i = 1, si i = r.
Hem utilitzat que m
(p)
i,k e´s igual a 0 a tot arreu menys quan m
(p)
i,i = 1 i quan m
(p)
i,i+1 = p. Ara, si
i > j tenim que n
(p)
i,j + p · n(p)i+1,j = 0 + p · 0 = 0 i si i = j tenim que n(p)i,j + p · n(p)i+1,j = 1 + p · 0 = 1.
Finalment si i > j, obtenim n
(p)
i,j + p · n(p)i+1,j = (−p)i−j + p · (−p)j−i−1 = (−p)j−i − (−p)j−i = 0.
Ens queda veure que tambe´ tenim que N (p)M (p) = Idr. Per fer-ho utilizem el que acabem
demostrar:
(61) N (p)M (p) = N (p)M (p)N (p)(N (p))−1 = N (p)(N (p))−1 = Idr.
uunionsq
Lema 4.2. Per a tot p ∈ Z i r ≥ 2 tenim que ‖M (p)‖1 = r + (r − 1)p i ‖(M (p))−1‖1 > pr−1.
Demostracio´. La demostracio´ de ‖M (p)‖1 e´s immediata. La de ‖(M (p))−1‖1 tambe´ e´s totalment
immediata al veure que la posicio´ n
(p)
1,r = (−p)r−1 i per tant (−p)r−1 ≤ |p|r−1 < ‖(M (p))−1‖1. uunionsq
Definim l’automorfisme positiu que farem servir per trobar les cotes inferiors. Per a qualsevol





i+1, si 1 ≤ i < r
ar, si i = r
L’aplicacio´ ϕp e´s clarament exhaustiva, i existeix una propietat que diu que els endomorfismes
exhaustius del grup lliure de rang finit so´n automorfismes (en particular Hopfian, demostracio´ en
[5]). A continuacio´ demostrem una serie de propietats d’aquest automorfisme.
Lema 4.3. Per a tot p ≥ 2 i r ≥ 2:









−p per a i = 1, . . . , r − 1
(iii) aiϕ
−1
p ∈ aiA∗ra−1i+1 per a i = 1, . . . , r − 1
(iv) ‖ϕ−1p ‖1 < 2|a1ϕ−1p |






i+1 = ai per i < r (i = r e´s directe).
La demostracio´ de (iii) e´s per induccio´ inversa utilitzant el punt (ii). Per r − 1 veiem que
ar−1ϕ−1p = ar−1(arϕ−1p )
−p = ar−1a−pr , i es compleix que ar−1ϕ
−1
p ∈ ar−1A∗ra−1r . Ara suposem que
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Finalment per demostrar (iv) veiem que |aiϕ−1p | > p|ai+1ϕ−1p | per tot i < r, ja que per
(ii), ai+1ϕ
−1
p e´s c´ıclicament redu¨ıt. Pel cas i = r, tenim |arϕ−1| = |ar| = 1 i |ar−1ϕ−1| =
|ar−1(arϕ−1p )−p| = |ar−1a−pr | = p + 1, per tant p|arϕ−1p | < |ar−1ϕ−1p |. Aleshores si apliquem la
desigualtat successivament: |aiϕ−1p | < 1pi−1 |a1ϕ−1p | per i = 2, . . . , r i obtenim:
(63) ‖ϕ−1p ‖1 =
r∑
k=1
|aiϕ−1p | < (1 +
1
p
+ . . .+
1
pr−1
)|a1ϕ−1p | < 2|a1ϕ−1p |.
uunionsq
En el segu¨ent teorema demostrem les cotes inferiors per les funcions de complexitat αr i βr
que haviem dit.





Demostracio´. Sigui p ≥ r, pels dos u´tlims lemes i el 2.10. (ϕp e´s un automorfisme positiu) tenim:
(64) ‖ϕp‖1 = ‖[ϕp]‖1 = ‖ϕabp ‖1 = ‖M (p)‖1 = r + (r − 1)p ≤ rp
Amb l’inversa de ϕp obtenim:
(65) ‖ϕ−1p ‖1 ≤ ‖[ϕ−1p ]‖1 ≤ ‖(ϕ−1p )ab‖1 = ‖(ϕabp )−1‖1 = ‖(M (p))−1‖1 ≥ pr−1.














= p ≥ r que compleix
n−(r−1)
r ≤ p ≤ nr i per tant rp ∈ {n− (r − 1), . . . , n}. Aleshores tot [ϕp] ∈ OutFr satisfa`:
‖[ϕp]‖1 ≤ rp ≤ n
‖[ϕ−1p ]‖1 ≥ pr−1 ≥




(n− (r − 1))r−1
rr−1
(66)
Per poder reescriure aquesta desigualtat utilitzem els segu¨ents ca`lculs on n− a > 0:
(67) (n− a)s ≥ n
s
2




) ≥ a ⇐⇒ n ≥ a2
1/s
21/s − 1






, posem llavors a = s = r − 1 i obtenim:
(68) ‖ϕ−1p ‖1 ≥





Concluim que βr(n) ≥ 12rr−1nr−1 per n ≥ n0. Com que n0 e´s un nu´mero finit, podem disminuir la
constant 12rr−1 fins a K
′
r per tal que βr(n) ≥ K ′rnr−1 per n ≥ r. Aix´ı el punt (ii) queda demostrat.
Per demostrar (i) fixem p ≥ r i definim ψp = ϕpλap1 (en aquest cas r ≥ 3, en la resta de la




|a−p1 (aiϕp)ap1| ≤ 2rp+ ‖ϕp‖1 ≤ 3rp.
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I la norma de la inversa,





|(ap1aia−p1 )ϕ−1p | =
r∑
i=3
|(a1ϕ−1p )p(aiϕ−1p )(a−11 ϕ−1p )p|.














p acaba en a−12 , aiϕ
−1
p comenc¸a per ai i acaba en a
−1
i+1 amb i ≥ 3, i (a−11 ϕ−1p )p
comenc¸a per a2), per tant:
(71) |(a1ϕ−1p )p(aiϕ−1p )(a−11 ϕ−1p )p| = p|a1ϕ−1p |+ |aiϕ−1p |+ p|a−11 ϕ−1p |.
A me´s a me´s pel lema 3.3 (iv) tenim ‖ψ−1p ‖1 > 2(r− 2)p|a1ϕ−1p | > (r− 2)p‖ϕ−1p ‖1 ≥ (r− 2)pr. En
la primera desigualtat simplifiquem |aiϕ−1p | = 0 (encara que no e´s cert) i utilitzem que (a1ϕ−1p )−1 =
a−11 ϕ
−1
p i per tant |a1ϕ−1p | = |a−11 ϕ−1p |. Consequ¨entment, per a tots els n = 3rp i p ≥ r tenim:
(72) αr(n) > (r − 2)pr = r − 2
(3r)r
nr.
Com en el cas de r = 2 adaptem αr(n) per a tots els n. En aquest cas, com que els punts de la
forma n = 3rp estan distanciats per 3r, la cota adaptada e´s:
(73) αr(n) ≥ αr(n− 3r) > r − 2
(3r)r
(n− 3r)r,
per a tot n ≥ 3r(p + 1) ≥ 3r(r + 1). Com que αr(n) e´s no decreixent, i el nombre de punts no
acotats e´s finit(n < 3r(r + 1)), es pot adaptar la constant de nr per aconseguir que αr(n) > Krn
r
per a tot n ≥ r.
uunionsq
2. Cota superior
Trobar cotes superiors per αr i βr resulta ser molt dif´ıcil. Haurem de fer servir l’Outer space
per a poder trobar una cota de βr. A continuacio´ definirem aquest espai i algunes de les seves
caracter´ıstiques, encara que no demostrarem cap resultat degut a la seva enorme complexitat.
Notem l’Outer space de rang r ≥ 2 com χr.
A partir d’ara quans ens referim a un graf sera` a un graf de rang r i que tots els ve`rtexs tenen
com a mı´nim grau 3. Recordem que la formula del rang d’un graf Γ e´s r(Γ) = 1 + |EΓ| − |V Γ| on
|EΓ| e´s el nu´mero d’arestes i |V Γ| el nu´mero de ve`rtexs. E´s sabut que ∑
v∈V Γ
gr(v) = 2|EΓ|, tenim
que r(Γ) = 12
∑
v∈V Γ
gr(v)− |V Γ| = 12
∑
v∈V Γ
(gr(v)− 2). Per tant, com que el rang esta` fixat, i el grau
de tots els ve`rtex es me´s gran o igual que 3, nome´s hi ha un nu´mero finit de grafs amb aquestes
propietats un cop fixat r.




l(e) = 1. Aquesta me`trica ha de complir que el conjunt d’arestes de longitud 0 formi
un bosc(un conjunt d’arbres). Notem com ΣΓ l’espai de totes les me`triques l sobre Γ. Aquest espai
ens el podem imaginar com el s´ımplex de dimensio´ |EΓ| que li falten cares, ja que hi ha algunes
cares que no perta`nyen al s´ımplex per complir la condicio´ que el conjunt d’arestes nul·les formi
un bosc. Si obtenim Γ′ col·lapsant un bosc de Γ (definim col·lapsar un bosc per eliminar totes les
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arestes del bosc i ajuntar tots els ve`rtexs de cada arbre en un de sol), el rang de Γ′ segueix sent r
ja que, per a cada arbre A que col·lapsem, disminuim en |EA| el nombre d’arestes i en |V A|+ 1 el
nombre d’ve`rtexs, pero` el arbres compleixen la propietat que |EA| = |V A|+ 1. LLavors tenim una
inclusio´ natural de Σ′Γ dins de ΣΓ assignant un valor 0 a totes les arestes eliminades.
Fixem el graf de la rosa Rr com un graf amb un vertex o i r arestes (pe`tals). Identifiquem el
grup lliure Fr amb el grup fonamental pi1(Rr, o), de manera que cada pe`tal orientat correspon a
un generador ai de Fr. Aquesta identificacio´ fa que cada paraula de Fr correspongui a un camı´ en
bucle comenc¸ant i acabant o (el punt base de Rr).
Un graf marcat e´s una parella (Γ, f) on f e´s un marcador, e´s a dir, una equivale`ncia homoto`pica
entre Rr i Γ. Considerem la relacio´ d’equivale`ncia entre dos grafs marcats segu¨ent: (Γ, f) ∼ (Γ′, f ′)
si i nome´s si existeix un homeomorfisme µ : Γ→ Γ′ tal que fµ sigui homoto`pica a f ′. Notem aquest
espai mo`dul la relacio´ d’equivalencia com: MG/ ∼. Aquesta classe d’equivale`ncia s’enten com que
tots el representants d’una clase [(Γ, f)] ∈ MG/ ∼ comparteixen un mateix graf subjacent. Per






identificant certes cares de s´ımplexs amb certes d’altres segons la inclusio de natural de ΣΓ′ en ΣΓ,
comentada antriorment, per cada col·lapse d’un bosc de Γ per obtenir Γ′. Aquesta unio´ disjunta,
amb les identificacions, forma l’espai χr que e´s connex, pero` aquest resultat e´s complicat i no en
farem la demostracio´ ([5]). Amb aquesta definicio´ obtenim un punt x ∈ χr esta` representat per una
tripleta de la forma (Γ, f, l). Una manera intu¨ıtiva d’entendre aquest espai e´s que (Γ, f) defineix
un s´ımplex, i que l e´s un punt sobre aquest s´ımplex.
Hi ha una accio´ natural de Aut Fr sobre χr. Sigui ϕ ∈ Aut Fr, si l’entenem com un automor-
fisme sobre la rosa ϕ : Rr → Rr, llavors per a tot punt x = (Γ, f, l) ∈ χr definim l’accio´ ϕ · x com
(Γ, ϕf, l). E´s evident que aquesta accio´ compleix les propietats perque` sigui una accio´ de Aut Fr
sobre χr. La construccio´ d’aquesta accio´ fa que els outer automorfismes actuin de forma trivial ja
que no afecta l’accio´ perque` la relacio´ de conjugacio´ esta` inclosa en les identificacions de l’Outer
space. Aixo` permet que tinguem tambe´ una accio´ de Out Fr sobre χr definida igual que la de Aut
Fr, [ϕ] · x = (Γ, ϕf, l).
Sobre aquest espai χr s’hi pot definir la me`trica de Lipschitz. Siguin x, x
′ ∈ χr, agafem
dos representants (Γ, f, l) i (Γ′, f ′, l′) de x i x′ respectivament. Una difere`ncia de marcatge e´s
una aplicacio´ µ : Γ → Γ′ lineal en les arestes (una aresta s’aplica sobre la seva imatge a velocitat
constant) i tal que fµ sigui homoto`pica a f ′. Per una difere`ncia de marcatge podem definir σ(µ)
com el pendent ma`xim de µ sobre les aretes e ∈ EΓ. El pendent d’una aresta s’enten com el
quocient entre la longitud de la imatge de l’aresta (per la me`trica l′) i la longitud de la pro`pia
aresta (per la me`trica l). Amb tot aixo` podem definir la dista`ncia entre x i x′ com:
(75) d(x, x′) = min
µ
{log σ(µ)}.
El mı´nim s’agafa de tots les possibles difere`ncies de marcatges, i es pot demostrar que aquest mı´nim
s’assoleix gra`cies al Teorema d’Arzela-Ascoli.
A continuacio´ enunciem una se`rie de propietats d’aquesta dista`ncia sense entrar en les seves
demostracions.
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(i) d(x, y) ≥ 0 i d(x, y) = 0 si i nome´s si x = y,
(ii) d(x, z) ≤ d(x, y) + d(y, z) per a tots els x, y, z ∈ χr,
(iii) Out Fr actua per isometries: d([ϕ] · x, [ϕ] · y) = d(ϕ · x, ϕ · y) = d(x, y) per a tot x, y ∈ χr
i ϕ ∈ Aut Fr,
(iv) d(x, y) 6= d(y, x) en general.
Per tant d no es una dista`ncia en el sentit classic, pero li direm distancia igualment. I de fet,
aquesta assimetria e´s la que ens permetra` demostrar la desigualtat que volem.
Ja per u´ltim, definim per a tot  > 0 la -thick part de χr:
(76) χr() = {(Γ, f, l) ∈ χr | l(p) ≥  ∀p camı´ tancat no trivial deΓ}
El segu¨ent teorema e´s en el que ens basarem per trobar la cota superior de βr.
Teorema 4.5 (Algom-Kfir, Bestvina). Sigui r ≥ 2, per a tot  > 0 existeix una constant
M = M(r, ) > 0 tal que per a qualsevol x, y ∈ χr()
(77) d(x, y) ≤M · d(y, x)
La cota superior de βr e´s un corol·lari d’aquest teorema:
Lema 4.6. Per a qualsevol r ≥ 2 existeixen dos constants Kr,Mr > 0 tals que βr(n) ≤ KrnMr
per n ≥ 1
Demostracio´. Fixem l’automorfisme ϕ ∈ Aut Fr i prenem el punt x ∈ χr representat per
(Rr, id, l0) on l0 assigna longitud 1/r a cada petal. El marcador e´s la identitat i per aixo` Γ = Rr.
La imatge de x per l’accio´ de [ϕ] e´s [ϕ] · x = (Rr, ϕ, l0), i l’aplicacio´ µ : Rr → Rr e´s una difere`ncia
de marcatge (entre x i [ϕ] · x) si i nome´s si µ e´s homoto`pica a ϕ. Per la construccio´ de l’Outer
space i les identificacions que fa servir, aixo` succeeix si i nome´s si µ = ϕλwλp per algun w ∈ Fr
i per algun camı´ p del punt base o fins un punt interior d’un petal amb l0(p) ≤ 1/(2r). El motiu
que l0(p) ≤ 1/(2r) e´s que si p recorre menys d’un pe`tal aleshores en un sentit o un altre del pe`tal
arribariem a que l0(p) ≤ 1/(2r) (ja que per definincio´ de l0 cada pe`tal te´ longitud 1/r), i en el cas
que p recorregue´s me´s d’un pe`tal, podriem incloure aquests pe`tals complets en la paraula w ∈ Fr.
Amb aquesta definicio´ de µ tenim que l0(aiµ) = l0(p) + |aiϕλw| 1r + l0(p) ja que l’imatge de
l’aresta ai fa dos cops el camı´ p (en un sentit i en l’altre per la conjugacio´), i com que |aiϕλw| e´s
la longitud de la paraula aiϕλw per la definicio´ de l0 dividim per r. La definicio´ que σ(µ) e´s la
segu¨ent:












= 2rl0(p) + ‖aiϕλw‖∞.
I consequ¨entment,
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Per la propietat d’isometria de d tenim que,
(80) d([ϕ] · x, x) = d(x, [ϕ−1] · x) = log (‖[ϕ−1]‖∞).
Amb tots aquests resultats podem aplicar el teorema de Algom-Kfir i Bestvina ja que tots els punts
que estem considerant estan a la 1r -thick part de χr gra`cies a la definicio´ de l0. Per tant, el teorema
ens diu que existeix una constant Mr = M(r,
1
r ) tal que d([ϕ] · x, x) ≤Mr · d(x, [ϕ] · x) i substituint
log (‖[ϕ−1]‖∞) ≤ Mr log (‖[ϕ]‖∞), i arribem a ‖[ϕ−1]‖∞ ≤ ‖[ϕ]‖Mr∞ . Utilitzant la Proposicio´ 2.5. i
anomenant Cr = C∞,1,r obtenim,
(81) ‖[ϕ−1]‖1 ≤ Cr‖[ϕ−1]‖∞ ≤ Cr‖[ϕ]‖Mr∞ ≤ CMr+1r ‖[ϕ]‖Mr1
i concloem que βr(n) ≤ KrnMr si anomenem Kr = CMr+1r .
uunionsq
Arribem a la conclusio´ que existeixen dues constants Kr,K
′
r > 0 tals que K
′
rn
r−1 ≤ βr(n) ≤
Krn
Mr on Mr > 0 e´s una constant prou gran. Aixo` significa que la dista`ncia entre les cotes pot ser
molt gran i el me´s probable e´s que cap de les dues s’acosti gaire a βr(n). En el cas de la cota inferior
e´s degut a que hem utilitzat l’abelianitzacio´ d’automorfismes, i seria lo`gic que automorfismes no
abelianitzats poguessin donar cotes inferiors superiors a la que hem construit amb ϕp. Pel que fa
a la cota superior, hem vist que pel teorema de Algom-Kfir i Bestvina existeix una constant prou
gran per acotar el grau polino`mic de βr(n), pero` sembla raonable pensar que el grau de βr(n) mai
arribara` a ser tant gran.

Cap´ıtol 5
El grup lliure abelia`
Per realitzar aquest treball hem seguit principalment el que s’havia fet en l’article [1]. En canvi,
en aquest cap´ıtol, estudiem el grup lliure abelia` que encara no s’havia tractat. E´s tracte d’un cas
particular del que hem vist en l’anterior cap´ıtol, i per tant me´s senzill d’analitzar, ja que podrem
utilitzar alguns arguments que nome´s so´n va`lids en el cas que el grup sigui abelia`.
El grup lliure abelia` de rang r e´s isomorf a Zr. En els grups lliures abelia`ns no te´ sentit
diferenciar les funcions αZr i βZr ja que la conjugacio´ per a qualsevol element e´s la funcio´ identitat
i llavors αZr (n) = βZr (n) per a qualsevol n ≥ 1. Definim llavors la funcio´ de complexitat de Zr com
αZr = βZr = αr. Com ja hem vist anteriorment els automorfismes del grup lliure abelia de rang r
so´n Aut Zr = GLr(Z). Aleshores la definicio´ formal de αr e´s:
(82) αr(n) = max {‖A−1‖1 | A ∈ GLr(Z), ‖A‖1 ≤ n}
Definim αr(n) amb la 1−norma, ja que hem vist en la proposicio´ 1.5 que canviar la norma no altera
la classe d’equivalencia de βr(n) (per Fr), i e´s evident que passa el mateix per αr(n). Tambe´ e´s
evident que αr(n) e´s una funcio´ no decreixent. Com en els casos de αG i βG (per un grup qualsevol),
tenim que αr(n) = 0 per n = 0, . . . , r − 1.
En aquest cas tambe´ volem obtenir una cota inferior i superior el me´s pro`ximes possibles entre
elles. Comencem per la cota inferior que e´s me´s senzilla.
En el cap´ıtol anterior hem definit la matriu M (p) per trobar les cotes inferiors de αr i βr, ara
la farem servir tambe´ per acotar inferiorment la funcio´ αr(n). Recordem que en el lema 3.2 hem
vist que ‖M (p)‖1 = r + (r − 1)p i ‖(M (p))−1‖1 > pr−1.
Lema 5.1. Per a tot r ≥ 2 existeix una constant L > 0 tal que per a tot n ≥ r, αr(n) ≥ Lnr−1
Demostracio´. Gra`cies al lema 3.2 tenim que si ‖M (p)‖1 = r + (r − 1)p = n, aleshores per a tots
els n tals que p = n−rr−1 e´s enter tenim que:







(r − 1)r−1 (n− r)
r−1.
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Per adaptar la funcio´ per a qualsevol n enter utilitzem que nome´s hi ha un element n′ ∈ {n, n −
1, . . . , n− r + 2} tal que n′ ≡ r ≡ 1 (mod r − 1). Aleshores,
(84)
αr(n) ≥ αr(n′) ≥ 1
(r − 1)r−1 (n
′−r)r−1 ≥ 1
(r − 1)r−1 (n−r+2−r)
r−1 =
1
(r − 1)r−1 (n−2(r−1))
r−1.
Com que αr(n) e´s una funcio´ creixent podem canviar la constant
1
(r−1)r−1 per una altra constant
L > 0 tal que αr(n) ≥ Lnr−1. uunionsq
Amb continacio´ demostrem la cota superior de αr(n), que tambe´ e´s polino`mica de grau r − 1.
Lema 5.2. Per a tot r ≥ 2 existeix una constant U > 0 tal que per a tot n ≥ r, αr(n) ≤ Unr−1











i com que A ∈ GLr(Z), tenim que det A = ±1. Notem cof(A)T := (ci,j) = (−1)i+jdet (M(i, j)),
on M(i, j) e´s la matriu A si eliminem la fila i i la columna j (matriu de (r+ 1)× (r+ 1)). Calculem
el determinant de M(i, j) = (mk,l):






























(r − 1)r−1 ,
com que cap fila ni columna de A pot ser nul·la, |m1,σ1 |+ · · ·+ |mr−1,σr−1 | ≤ n− 1. Ara doncs ja
podem acotar el determinant de M(i, j),







(r − 1)r−1 (n− 1)
r−1
Ja que els elements mk,σk so´n elements de A. Amb tots aquests resultats ja podem acotar la funcio´
de complexitat αr,










|M(i, j)| ≤ r
2(r − 1)!
(r − 1)r−1 (n− 1)
r−1
I per tant, existeix una constant U > 0 tal que per a qualsevol n ≥ r, αr(n) ≤ Unr−1
uunionsq
Concluim que la funcio´ de complexitat αr(n) e´s una funcio´ polino`mica de grau r − 1.
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