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The Visual Mind: Art and Mathematics 
Michele Emmer (ed.) 
M.I.T. Press, Fitzroy House, 11, Chenies Street, 
London WClE 7ET, ISBN 0-262-05048-X, Cost 
35.95 Pounds Sterling 
Art and mathematics sometimes sit uneasily to- 
gether with occasionally people from both sides 
not accepting the relevence of one field to the 
other. However, in all forms of science, visuali- 
sation now plays an important role. Indeed, ad- 
vances in computer science and graphical inter- 
pretation of data now form a vital part of all sci- 
entific work. These advances in computing and 
other equally important areas, such as photogra- 
phy, have allowed artists to explore and develop 
the more nontraditional forms of artistic expres- 
sion. 
The book opens up with three introductory pa- 
pers on art and mathematics: the first is a general 
introduction by the editor on the background to 
the book and this is followed by a paper orig- 
inally published by Max Bill in 1949 on “The 
Mathematical Way of Thinking in the Visual Art 
of Our Time”. Of course, no book on the topic 
of art and mathematics would be complete with- 
out a contribution from Benoir Mandelbrot con- 
cerning fractal geometry and this topic concludes 
the introductory section. The book is then di- 
vided into four themes, each part containing its 
own introduction to that particular area. The 
four parts are concerned with: (I) Geometry and 
Visualization; (II) Computer Graphics, Geome- 
try and Art; (III) Sy mmetry; and (IV) Perspec- 
tive, Mathematics and Art. Contributions, in the 
form of short papers, are presented by both artists 
and mathematicians. Computers are used to help 
build sculptures of knots and complex topological 
surfaces (computer interactive sculptures) as well 
as to illustrate many mathematical shapes and 
surfaces. The book provides both a visual feast 
and a fascinating insight into the mathematics 
employed to generate many of the graphical im- 
ages displayed in the book. 
D.R. Emerson, Daresbury Laboratory 
From Logic to Logic Programming 
Kees Doets 
Foundations of Computing Series, The MIT 
Press, ISBN o-262-04142-1, xii+214 pages, Price: 
$43.95 / E29.95 
When writing about logic programming, one 
can choose to take a practical and application- 
oriented approach, teaching the reader how to 
program efficiently in Prolog for instance, or 
one can choose a theoretical and mathematically- 
oriented approach, emphasizing the connections 
with logic and proof-theory. As the title suggests, 
this book takes the second approach. The book 
can be roughly divided in three parts. 
In the first part, consisting of the first three chap- 
ters, the author explains the necessary basic con- 
cepts of discrete mathematics and logic: trees, 
ordinals, basics of propositional and first-order 
logic. Only those aspects are presented which are 
needed for the study of logic programming. As a 
consequence, many classical results of logic (like 
the Lowenheim-Skolem theorems, or the com- 
pactness theorem) are treated only very briefly, 
sometimes only as an exercise. Although essen- 
tially complete and self-contained, the exposition 
on first-order logic is probably too terse for read- 
ers with no prior exposure to mathematical logic. 
The main emphasis is on the resolution refutabil- 
ity technique, which is of central importance in 
logic programming. This technique is explained 
in a very clean and elegant way: starting from 
resolution for propositional logic which is easy to 
understand, the author shows the completeness of 
unrestricted resolution by reducing the first-order 
case to the propositional case. Unification solves 
the problem of choosing good substitutions in un- 
restricted resolution, and this finally leads to the 
resolution inference rule. 
The second part discusses the basic theory of logic 
programming. In chapter 4, the declarative as- 
pects of logic programs are treated: the existence 
of least Herbrand models, program-definability 
and some examples of representations of seman- 
tic domains as Herbrand universes. Chapter 5 
discusses the procedural aspects (linear resolu- 
tion and SLD-resolution), and the link between 
the procedural and declarative views (soundness 
and completeness theorems). The author clearly 
shows that theorem-proving is not only about 
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inference rules but also about a strategy that 
chooses which rules will be applied, and that a 
key issue of logic programming is trying to make 
it easy to find a good strategy (for instance by 
using only a single inference rule, by using uni- 
fication, and by restricting the attention to logic 
programs). 
The third part finally contains three more ad- 
vanced topics that can be read more or less in- 
dependently from eachother. Chapter 6 discusses 
resolution over non-standard algebras and infinite 
derivations. Chapter 7 shows that all computable 
functions can be computed by a logic program, 
and proves some other complexity-results. Chap- 
ter 8 finally discusses negation in logic programs, 
and SLDNF-resolution. This last part contains 
some very recent results and will also be of in- 
terest to researchers in the field of logic program- 
ming. 
The book contains many exercises, and some- 
times interesting theorems and results are only 
mentioned in these exercises. However, no solu- 
tions are provided, and some of the exercises are 
hard. 
F. Piessens 
Parallel Super-computing in MIMD Archi- 
tectures 
R. Michael Hord (ed.) 
Times Mirror International Publishers Ltd., c/o 
Excel Logistics, 3 Sheldon Way, Larkfield, Ayles- 
ford, Kent, ME20 6SF, England, ISBN 0-8493- 
4417-4, Price 61,00 Pounds Sterling, 
As the title suggests, the author is fo- 
cussing his attention on Multiple Instruction 
stream/Multiple Data stream (MIMD) parallel 
processing, as defined by Flynn’s taxonomy, and 
this book compliments an earlier volume dedi- 
cated to SIMD architectures. The book gives 
a very comprehensive review of MIMD architec- 
tures, both from the recent past and present, with 
the emphasis firmly on the high performance end 
of the market. However, there is no description of 
the Cray XMP or YMP series and this omission 
is entirely justified as they have already received 
much coverage in other books and journals. This, 
therefore, left much more room for the author to 
concentrate on more “novel” systems. 
Following a brief introduction and background 
to supercomputing, the 400 pages contained in 
the book are divided into three main areas: Part 
l- MIMD Computers is by far the main sec- 
tion of the book and detailed descriptions of the 
CM-5, NCUBE, BB N Butterfly, Intel Paragon, 
and a wide range of other architectures, includ- 
ing some research machines, are presented. Part 
2- MIMD Software deals with software associ- 
ated with MIMD systems, including operating 
systems, languages and software tools. Finally, 
MIMD Issues are presented in Part 3, such as 
scalability, partitioning and heterogeneous net- 
works. 
As with any book trying to produce a survey in 
this particular field, the author necessarily has to 
omit many new developments or the book would 
never get to print because the market is changing 
so rapidly. Since its recent publication, several 
other noteworthy systems have been developed 
and brought to market, notably the Cray T3D, 
IBM SPl/SPS and Meiko CS-2. However, this 
does not detract from the book’s value and it is 
clearly a welcome addition to the growing litera- 
ture on parallel computing. Its focus on the high 
performance computing end and detailed descrip- 
tion of the architectures will ensure that it rightly 
occupies an important corner of the market. 
D.R. Emerson, Daresbury Laboratory 
Neural Networks for Pattern Recognition 
Albert Nigrin 
M.I.T. Press, Fitzroy House, 11, Chenies Street, 
London WClE 7ET, ISBN o-262-14054-3, Cost 
40.50 Pounds Sterling, 
This book brings together an updated version of 
the work performed by the author in his Ph.D. 
dissertation. It provides a unifying approach to 
pattern classification within a framework which 
addresses both spatial pattern recognition (static 
patterns) and patterns that evolve over a period 
of time (dynamic patterns such as speech or mu- 
sic). 
The book is divided into 8 chapters. Chapter 
1 provides a general introduction to the subject 
and, apart from requiring a reasonable amount of 
mathematical knowledge, provides a very read- 
able account of the subject. The author also 
