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Abstract
The aim of this work is to derive the Gauss four-point quadrature formula using Euler-type identities. The advantage of this
approach is that it enables us to obtain estimates of the error for functions with low degree of smoothness and also to produce
quadrature formulae which contain values of derivatives at the end points of the interval.
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1. Introduction
The aim of this work is to derive the Gauss four-point quadrature formula using Euler-type identities. The advantage
of this approach is that it enables us to obtain estimates of the error for functions with low degree of smoothness and
also to produce quadrature formulae which contain values of derivatives at the end points of the interval.
The Gauss formulae are quadrature formulae of the highest degree of precision 2n − 1 and have for their n nodes
the roots of the Legendre polynomial of degree n (cf. [5]). It is customary to study Gauss formulae on the interval
[−1, 1] in order to make use of the symmetry of the nodes and coefficients. For some recent results on Gaussian-type
quadrature formulae see e.g. [4,3].
The main tools used here are the extended Euler formulae, obtained in [2]. Namely, for f : [a, b] → R such that
f (n−1) is continuous of bounded variation on [a, b] for some n ≥ 1, for every x ∈ [a, b] we have
1
b − a
∫ b
a
f (t) dt = f (x)− Tn(x)+ (b − a)
n−1
n!
∫ b
a
B∗n
(
x − t
b − a
)
d f (n−1)(t) (1)
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where T0(x) = 0 and for 1 ≤ m ≤ n
Tm(x) =
m∑
k=1
(b − a)k−1
k! Bk
(
x − a
b − a
)[
f (k−1)(b)− f (k−1)(a)
]
where Bk(t) is the kth Bernoulli polynomial and B∗k (t) = Bk(t − btc), t ∈ R. Recall that Bernoulli numbers are
defined by Bk = Bk(0), k ≥ 0. For further details on Bernoulli polynomials see [1] and [6].
2. Main results
Let f : [−1, 1] → R be such that f (2n) is continuous of bounded variation on [−1, 1] for some n ≥ 0. Assume
0 < x < y < 1. Put x ≡ −y, −x, x, y in (1), multiply by A(x, y), 1−A(x, y), 1−A(x, y), A(x, y), respectively,
and add. The following formula is obtained:∫ 1
−1
f (t) dt − A(x, y)[ f (−y)+ f (y)] − (1− A(x, y))[ f (−x)+ f (x)] + T2n(x, y)
= 2
2n
(2n + 1)!
∫ 1
−1
G2n+1(t) d f (2n)(t), (3)
where, for k ≥ 1 and t ∈ R,
Gk(t) = A(x, y)
[
B∗k
(−y − t
2
)
+ B∗k
(
y − t
2
)]
+ (1− A(x, y))
[
B∗k
(−x − t
2
)
+ B∗k
(
x − t
2
)]
,
T2n(x, y) =
2n∑
k=1
2k−1
k! Gk(−1) [ f
(k−1)(1)− f (k−1)(−1)].
It is easy to see that for k ≥ 1, G2k−1(−1) = 0 no matter which symmetrical convex combination it was obtained
from. Thus, applying (2) instead of (1) would produce identity (3) again. On the other hand, in general, G2k(−1) 6= 0.
To produce the four-point quadrature formula with the highest possible degree of exactness (see (8)), impose
conditions: G2(−1) = G4(−1) = G6(−1) = 0. The solution of this system produces the following quadrature
formula:∫ 1
−1
f (t) dt ≈ 18−
√
30
36
 f
−
√
15+ 2√30
35
+ f
√15+ 2√30
35

+ 18+
√
30
36
 f
−
√
15− 2√30
35
+ f
√15− 2√30
35
 ,
which is exactly the classical Gauss four-point formula.
To shorten notation, denote the right-hand side of the upper formula as QG4 and put x0 =
√
15−2√30
35 , y0 =√
15+2√30
35 .
Thus, under these conditions, identity (3) takes the form∫ 1
−1
f (t) dt − QG4 + T2n =
22n
(2n + 1)!
∫ 1
−1
G2n+1(t) d f (2n)(t), (4)
where, for k ≥ 1 and t ∈ R,
Gk(t) = 18−
√
30
36
[
B∗k
(
− y0
2
− t
2
)
+ B∗k
(
y0
2
− t
2
)]
+ 18+
√
30
36
[
B∗k
(
− x0
2
− t
2
)
+ B∗k
(
x0
2
− t
2
)]
(5)
T2n =
n∑
k=4
22k−1
(2k)! G2k(−1)[ f
(2k−1)(1)− f (2k−1)(−1)]. (6)
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Assuming f (2n−1) is continuous of bounded variation on [−1, 1] for some n ≥ 1, from (1) we obtain analogously∫ 1
−1
f (t) dt − QG4 + T2n =
22n−1
(2n)!
∫ 1
−1
G2n(t) d f (2n−1)(t), (7)
and if f (2n+1) is continuous of bounded variation on [−1, 1] for some n ≥ 0, from (2) we get∫ 1
−1
f (t) dt − QG4 + T2n =
22n+1
(2n + 2)!
∫ 1
−1
F2n+2(t) d f (2n+1)(t), (8)
where
Fk(t) = Gk(t)− Gk(−1), k ≥ 1. (9)
It is easy to check that for k ≥ 1, Gk(−t) = (−1)kGk(t) and G ′k(t) = − k2Gk−1(t). The following lemma is the
key step for obtaining the rest of the results in this work.
Lemma 1. For k ≥ 3, G2k+1(t) has no zeros in (0, 1). The sign of that function is determined by (−1)k+1G2k+1(t) >
0, 0 < t < 1.
Proof. We start from G7(t). For t ∈ [y0, 1), G7(t) = 164 (1− t)7, so obviously it has no zeros there. It is easy to check
that G ′7(0) > 0. Now, assume G7 has at least one zero in (0, 1). Then G7 has at least three local extrema in (0, 1).
This means G6 has at least three zeros and therefore at least three local extrema, since G6(1) = 0. This implies G5
has at least three zeros and since G5(0) = G5(1) = 0, it has at least four local extrema. From there we conclude G4
has at least four zeros and as G4(1) = 0, G4 has at least four local extrema as well. Therefore, G3 has at least four
zeros and since G3(0) = G3(1) = 0, it has at least five local extrema in this interval. Finally, this implies G2 has at
least five zeros which is obviously impossible — we know it has none on [y0, 1), so it could have four zeros at most.
Thus, we conclude G7 has no zeros and G7(t) > 0 on (0, 1). Assuming the opposite, by induction, it follows easily
that the assertion is true for all k ≥ 4.
The fact that G7(t) > 0 on (0, 1) implies that G9 is convex on (0, 1) and as it has no zeros, we have G9(t) < 0.
We can determine the sign of G2k+1(t) for k ≥ 5 with this procedure, which completes our proof. 
Remark 1. From Lemma 1 it follows immediately that for k ≥ 3, (−1)k+1F2k+2(t) is strictly increasing on (−1, 0)
and strictly decreasing on (0, 1). Since F2k+2(−1) = F2k+2(1) = 0, it has constant sign on (−1, 1) and obtains a
maximum at t = 0.
Theorem 1. Assume (p, q) is a pair of conjugate exponents, that is 1 ≤ p, q ≤ ∞, 1/p + 1/q = 1. Let
f : [−1, 1] → R be such that f (2n) ∈ L p[−1, 1] for some n ≥ 1. Then we have∣∣∣∣∣
∫ 1
−1
f (t) dt − QG4 + T2n
∣∣∣∣∣ ≤ K (2n, q) · ‖ f (2n)‖p. (10)
If f (2n+1) ∈ L p[−1, 1] for some n ≥ 0, then we have∣∣∣∣∣
∫ 1
−1
f (t) dt − QG4 + T2n
∣∣∣∣∣ ≤ K (2n + 1, q) · ‖ f (2n+1)‖p. (11)
If f (2n+2) ∈ L p[−1, 1] for some n ≥ 0, then we have∣∣∣∣∣
∫ 1
−1
f (t) dt − QG4 + T2n
∣∣∣∣∣ ≤ K ∗(2n + 2, q) · ‖ f (2n+2)‖p, (12)
where
K (m, q) = 2
m−1
m!
[∫ 1
−1
|Gm(t)|q dt
] 1
q
and K ∗(m, q) = 2
m−1
m!
[∫ 1
−1
|Fm(t)|q dt
] 1
q
.
These inequalities are sharp for 1 < p ≤ ∞ and the best possible for p = 1.
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Proof. Inequalities (10)–(12) follow immediately upon applying Ho¨lder’s inequality to the remainders in formulae
(4), (7) and (8). To prove the inequalities are sharp, put
f (m)(t) = sgn Gm(t) · |Gm(t)|1/(p−1) for 1 < p < ∞ and
f (m)(t) = sgn Gm(t) for p = ∞ in (10) and (11),
f (m)(t) = sgn Fm(t) · |Fm(t)|1/(p−1) for 1 < p < ∞ and
f (m)(t) = sgn Fm(t) for p = ∞ in (12).
The proof that these inequalities are the best possible for p = 1 is the same as the proof of Theorem 2 in [7]. 
Corollary 1. Let f : [−1, 1] → R be such that f (2n+1) ∈ L∞[−1, 1] for some n ≥ 3. Then we have∣∣∣∣∣
∫ 1
−1
f (t) dt − QG4 + T2n
∣∣∣∣∣ ≤ 22n+2(2n + 2)! |F2n+2(0)| · ‖ f (2n+1)‖∞. (13)
If f (2n+2) ∈ L∞[−1, 1] for some n ≥ 3, then we have∣∣∣∣∣
∫ 1
−1
f (t) dt − QG4 + T2n
∣∣∣∣∣ ≤ 22n+2(2n + 2)! |G2n+2(−1)| · ‖ f (2n+2)‖∞. (14)
Finally, if f (2n+2) ∈ L1[−1, 1] for some n ≥ 3, then we have∣∣∣∣∣
∫ 1
−1
f (t) dt − QG4 + T2n
∣∣∣∣∣ ≤ 22n+1(2n + 2)! |F2n+2(0)| · ‖ f (2n+2)‖1 (15)
where
F2n+2(0) = 18−
√
30
18
[
B2n+2
( y0
2
)
− B2n+2
(
1− y0
2
)]
+ 18+
√
30
18
[
B2n+2
( x0
2
)
− B2n+2
(
1− x0
2
)]
, (16)
G2n+2(−1) = 18−
√
30
18
B2n+2
(
1− y0
2
)
+ 18+
√
30
18
B2n+2
(
1− x0
2
)
. (17)
Proof. Inequality (13) follows immediately upon taking p = ∞ in (11) and using Lemma 1. Similarly, to obtain (14)
and (15), take p = ∞ and p = 1, respectively, in (12) and use Remark 1. 
Next, define
R2n+2( f ) = 2
2n+1
(2n + 2)!
∫ 1
−1
F2n+2(t) f (2n+2)(t) dt. (18)
Theorem 2. If f : [−1, 1] → R is such that f (2n+2) is continuous on [−1, 1] for some n ≥ 3, and does not change
sign on [−1, 1], then there exists θ ∈ (0, 1] such that
R2n+2( f ) = θ · 2
2n+1
(2n + 2)! F2n+2(0)
[
f (2n+1)(1)− f (2n+1)(−1)
]
, (19)
where F2n+2(0) is as in (16).
Proof. Suppose f (2n+2)(t) ≥ 0 on [−1, 1]. Then we have
0 ≤
∫ 1
−1
(−1)n+1F2n+2 (t) f (2n+2)(t) dt ≤ (−1)n+1F2n+2 (0) ·
∫ 1
−1
f (2n+2)(t) dt,
which means that there exists θ ∈ (0, 1] such that (19) is valid. When f (2n+2)(t) ≤ 0 on [−1, 1], the statement follows
similarly. 
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Theorem 3. If f : [−1, 1] → R is such that f (2n+2) is continuous on [−1, 1] for some n ≥ 3, then there exists a
point ξ ∈ [−1, 1] such that
R2n+2( f ) = − 2
2n+2
(2n + 2)! G2n+2(−1) · f
(2n+2)(ξ), (20)
where G2n+2(−1) is as in (17).
Proof. From Remark 1 we know that function F2n+2(t) has constant sign on (0, 1), so the claim follows from the
mean value theorem for integrals. 
Applying (20) to the remainder in (8) for n = 3 produces the classical Gauss four-point formula:∫ 1
−1
f (t) dt − QG4 =
1
3472875
f (8)(ξ), ξ ∈ [−1, 1].
As direct consequences of Theorem 1 and Corollary 1, the following estimations are obtained for p = ∞ and
p = 1:∣∣∣∣∣
∫ 1
−1
f (t) dt − QG4
∣∣∣∣∣ ≤ C(m, q) · ‖ f (m)‖p, 1 ≤ m ≤ 8
where
C(1, 1) ≈ 2.75994× 10−1, C(1,∞) = x0 ≈ 3.39981× 10−1,
C(2, 1) ≈ 2.18566× 10−2, C(2,∞) = G2(x0) ≈ 3.65261× 10−2,
C(3, 1) ≈ 2.3501× 10−3, C(3,∞) ≈ 2.92413× 10−3,
C(4, 1) ≈ 2.69484× 10−4, C(4,∞) = G4(0)/3 ≈ 3.73171× 10−4,
C(5, 1) ≈ 3.48131× 10−5, C(5,∞) ≈ 4.89802× 10−5,
C(6, 1) ≈ 5.25522× 10−6, C(6,∞) = 2|G6(0)|/45 ≈ 8.498485× 10−6,
C(7, 1) = 2F8(0)/315 ≈ 9.941993× 10−7, C(7,∞) ≈ 1.313805× 10−6,
C(8, 1) = 2|G8(−1)|/315 = 1/3472875 ≈ 2.8794587× 10−7,
C(8,∞) = F8(0)/315 ≈ 4.971× 10−7.
The above constants are obtained with the help of Wolfram’s Mathematica, as the expressions involved are rather
cumbersome. Similar estimations can be obtained for m ≥ 9 using Corollary 1. However, the values of the derivatives
(starting from the seventh) at the end points of the interval are then also included in the quadrature formula. In cases
where those values are easy to calculate, this is not an obstacle. Furthermore, in cases when f (k)(1) = f (k)(−1) for
k ≥ 7, we get a formula with an even higher degree of exactness.
For m = 1 and 1 < p ≤ ∞, we get
C(1, q) =
 2
q + 1
xq+10 +
(
18+√30
36
− x0
)q+1
+
(
y0 − 18+
√
30
36
)q+1
+ (1− y0)q+1
1/q .
When p = 1, i.e. when q = ∞, we obtain C(1,∞) = x0 as we did before by calculating directly.
Remark 2. The constant C(1,∞) coincides with the constant %V (RG4 ) obtained in Theorem 1.1. in [4].
Estimations for m = 2 and 1 < p ≤ ∞ are expressed in terms of hypergeometric functions. Namely,
C(2, q) = 1
2
[
2
2q + 1 (1− y0)
2q+1 + 2(γ − β)2q+1B(q + 1, q + 1)+ 2
q + 1
×
(
α2q+12qF
(
−q, q + 1; q + 2; 1
2
)
+ (x0 − α)q+1(2α)qF
(
−q, q + 1; q + 2;− x0 − α
2α
)
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+ (β − x0)q+1(γ − β)qF
(
−q, q + 1; q + 2;−β − x0
γ − β
)
+ (y0 − γ )q+1(γ − β)qF
(
−q, q + 1; q + 2;− y0 − γ
γ − β
))]1/q
,
where α, β and γ are zeros of G2(t) such that 0 < α < x0 < β < γ < y0. Here, the integral representation of a
hypergeometric function was used. It is given by
F(a, b; c; x) = 1
B(b, c − b)
∫ 1
0
tb−1(1− t)c−b−1(1− xt)−a dt,
if c > b > 0 and |x | < 1. B is the well-known Beta function.
Similar estimations could be obtained for higher derivatives but it is difficult to calculate the zeros of the integrand
for m ≥ 3.
References
[1] M. Abramowitz, I.A. Stegun (Eds.), Handbook of Mathematical Functions with Formulae, Graphs and Mathematical Tables, 4th printing,
in: Applied Math. Series, vol. 55, National Bureau of Standards, Washington, 1965.
[2] Lj. Dedic´, M. Matic´, J. Pecˇaric´, On generalizations of Ostrowski inequality via some Euler-type identities, Math. Inequal. Appl. 3 (3) (2000)
337–353.
[3] A. Ezzirani, A. Guessab, A fast algorithm for Gaussian type quadrature formulae with mixed boundary conditions and some lumped mass
spectral approximations, Math. Comp. 68 (225) (1999) 217–248.
[4] K.J. Fo¨rster, K. Petras, Error estimates in Gaussian quadrature for functions of bounded variation, SIAM J. Numer. Anal. 28 (1991) 880–889.
[5] F.B. Hildebrand, Introduction to Numerical Analysis, McGraw-Hill Book Company Inc., New York, 1956.
[6] V.I. Krylov, Approximate Calculation of Integrals, Macmillan, New York, London, 1962.
[7] J. Pecˇaric´, I. Peric´, A. Vukelic´, Sharp integral inequalities based on general Euler two-point formulae, ANZIAM J. 46 (2005) 555–574.
