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Abstract
Linear combinations of exponentials eiλkt in the case where the
distance between some points λk tends to zero are studied. D. Ull-
rich [30] has proved the basis property of the divided differences
of exponentials in the case when {λk} = ⋃Λ(n) and the groups
Λ(n) consist of equal number of points all of them are close enough
to n, n ∈ Z. We have generalized this result for groups with ar-
bitrary number of close points and obtained a full description of
Riesz bases of exponential divided differences.
1 Introduction
Families of ‘nonharmonic’ exponentials
{
eiλkt
}
appear in various fields of
mathematics such as the theory of nonselfadjoint operators (Sz.-Nagy–Foias
model), the Regge problem for resonance scattering, the theory of linear ini-
tial boundary value problems for partial differential equations, control theory
for distributed parameter systems, and signal processing. One of the central
problems arising in all of these applications is the question of the Riesz basis
property of an exponential family. In the space L2(0, T ) this problem was
considered for the first time in the classical work of R. Paley and N. Wiener
[27], and since then has motivated a great deal of work by many mathemati-
cians; a number of references are given in [18], [34] and [2]. The problem
was ultimately given a complete solution [26], [18], [23] on the basis of an
approach suggested by B. Pavlov.
The main result in this direction can be formulated as follows [26].
Theorem 1 Let Λ := {λk|k ∈ Z } be a countable set of the complex plane.
The family
{
eiλkt
}
forms a Riesz basis in L2(0, T ) if and only if the following
conditions are satisfied:
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(i) Λ lies in a strip parallel to the real axis,
sup
k∈Z
|ℑλk| <∞ ,
and is uniformly discrete (or separated), i.e.
δ(Λ) := inf
k 6=n
|λk − λn| > 0 ; (1)
(ii) there exists an entire function F of exponential type with indicator di-
agram of width T and zero set Λ (the generating function of the family
{
eiλkt
}
on the interval (0, T )) such that, for some real h, the function |F (x+ ih)|2
satisfies the Helson–Szego¨ condition: functions u, v ∈ L∞(IR), ‖v‖L∞(R) <
pi/2 may be found such that
|F (x+ ih)|2 = exp{u(x) + v˜(x)} (2)
Here the map v 7→ v˜ denotes the Hilbert transform for bounded functions:
v˜(x) =
1
pi
∫ ∞
−∞
v(t)
{
1
x− t −
t
t2 + 1
}
dt.
Remark 1 Note that (i) is equivalent to Riesz basis property of E in its span
in L2(0,∞) and (ii) is a criterion that the orthoprojector PT from this span
into L2(0, T ) is an isomorphism (bounded and boundedly invertible operator).
It is well known that the Helson–Szego¨ condition is equivalent to the
Muckenhoupt condition (A2):
sup
I∈J
{ 1
|I|
∫
I
|F (x+ ih)|2 dx 1|I|
∫
I
|F (x+ ih)|−2 dx
}
< ∞,
where J is the set of all intervals of the real axis.
The notion of the generating function mentioned above plays a central
role in the modern theory of nonharmonic Fourier series [18, 2]. This notion
plays also an important role in the theory of exponential bases in Sobolev
spaces (see [3, 16, 21]). It is possible to write the explicit expression for this
function
F (z) = lim
R→∞
∏
|λk|≤R
(1− zk
λk
)
(we replace the term (1− λ−1k z) by z if λk = 0).
The theory of nonharmonic Fourier series was successfully applied to con-
trol problems for distributed parameter systems and formed the base of the
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powerful method of moments ([11, 28, 2]). Recent investigations into new
classes of distributed systems such as hybrid systems, structurally damped
systems have raised a number of new difficult problems in the theory of ex-
ponential families (see, e.g. [15, 24, 17]). One of them is connected with
the properties of the family E =
{
eiλkt
}
in the case when the set Λ does not
satisfy the separation condition (1), and therefore E does not form a Riesz
basis in its span in L2(0, T ) for any T > 0.
Properties of such families in L2(0,∞) have been studied for the first time
in the paper of V. Vasyunin [31] (see also [25, Lec. IX]). In the case when
Λ is a finite union of separated sets, a natural way to represent Λ as a set
of groups Λ(p) of close points was suggested. The subspaces spanned on the
corresponding exponentials form a Riesz basis. This means that there exists
an isomorphism mapping these subspaces into orthogonal ones. This fact
together with Pavlov’s result on the orthoprojector PT (see Remark above)
gives a criterion of the Riesz basis property of subspaces of exponentials in
L2(0, T ): the generating function have to satisfy the Helson–Szego¨ condition
(2). Note that for the particular case when the generating function is a sine
type function (see definition in [20], [18], [2]), theorem of such a kind was
proved by Levin [20].
Thus, Vasyunin’s result and Pavlov’s geometrical approach give us de-
scription of exponential Riesz bases of subspaces. If we do have a Riesz
basis of subspaces, clearly, we can choose an orthonormalized basis in each
subspace and obtain a Riesz basis of elements. However, this way is not
convenient in applications when we need more explicit formulae. It is impor-
tant to obtain description of Riesz bases of elements which are ‘simple and
natural’ linear combinations of exponentials.
The first result in this direction was obtained by D. Ullrich [30] who
considered sets Λ of the form Λ =
⋃
n∈ZΛ
(n), where subsets Λ(n) consist of
equal number (say, N) real points λ
(n)
1 , . . . , λ
(n)
N close to n, i.e., |λ(n)j − n| < ε
for all j and n. He proved that for sufficiently small ε > 0 (no estimate of ε
was given) the family of particular linear combinations of exponentials eiλkt —
the so–called divided differences constructed by subsets Λ(n) (see Definition 1
in subsection 2.2) — forms a Riesz basis in L2(0, 2piN). Such functions arise
in numerical analysis [29], and the divided difference of eiµt, eiλt of the first
order is (eiµt−eiλt)/(µ−λ). In a sense, the Ullrich result may be considered as
a perturbation theorem for the basis family
{
eint, teint, . . . , tN−1eint
}
, n ∈ Z.
The conditions of this theorem are rather restrictive and it can not be
applied to some problems arising in control theory (see, e.g. [8, 12, 17, 22,
24]).
In the present paper we generalize Ullrich’s result in several directions:
the set Λ is allowed to be complex, subsets Λ(n) are allowed to contain an
arbitrary number of points, which are not necessarily ‘very’ close to each
other (and, moreover, to some integer).
Actually, we give a full description of Riesz bases of exponential divided
differences and generalized divided differences (the last ones appear in the
case of multiple points λn). To be more specific, we take a sequence Λ which
is ‘a union’ of a finite number of separated sets. Following Vasyunin we
decompose Λ into groups Λ(p), then choose for each group the family of the
generalized divided differences (GDD) and prove that these functions form
a Riesz basis in L2(0, T ) if the generating function of the exponential family
satisfies the Helson–Szego¨ condition (2). To prove that we show that GDD
for points λ1, . . . , λN lying in a fixed ball form ‘a uniform basis’, i.e. the basis
constants do not depend on the positions of λj in the ball. Along with that,
GDD depend on parameters analytically. Thus, this family is a natural basis
for the situation when exponentials eiλt, λ ∈ Λ do not form even uniformly
minimal family. For the particular case Λ = {nα} ∪ {nβ}, n ∈ Z, appearing
in a problem of simultaneous control, this scheme was realized in [7].
In the case when Λ is not a finite union of separated sets, we present
a negative result: for some ordering of Λ, GDDs do not form a uniformly
minimal family.
Remark 2 After this paper has been written, a result on Riesz bases of expo-
nential DD in their span in L2(0, T ) for large enough T has been announced
in [9]. There, though Λ is contained in IR. For more general results in this
direction see [5, 6].
Remark 3 In a series of papers [32], [33], [10], [13], [14]), the free interpo-
lation problem has been studied and a description of traces of bounded analytic
functions on a finite union of Carleson sets has been obtained in terms of di-
vided differences. In view of well known connections between interpolation
and basis properties, these results may be partially ([13], [14]) rewritten in
terms of geometrical properties of exponential DD in L2(0,∞).
2 Main Results
Let Λ = {λn} be a sequence in C ordered in such a way that ℜλn form a
nondecreasing sequence. We connect with Λ the exponential family
E(Λ) = {eiλnt, teλnt, . . . , tmλn−1eiλnt},
where mλn is the multiplicity of λn ∈ Λ.
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For the sake of simplicity, we confine ourselves to the case sup |ℑλn| <∞.
The multiplication operator f(t) 7→ e−atf(t) is an isomorphism in L2(0, T )
for any T and maps exponential functions eiλnt to ei(λn+ia)t. Since we are
interesting in the Riesz basis property of linear combinations of functions
treiλnt in L2(0, T ), we can suppose without loss of generality that Λ lies in a
strip S := {z| 0 < α ≤ ℑλ ≤ β <∞} in the upper half plane.
The sequence Λ is called uniformly discrete or separated if condition (1)
is fulfilled. Note that in this case all points λ are simple and we do not need
differentiate between a sequence and a set.
We say that Λ relatively uniformly discrete if Λ can be decomposed into a
finite number of uniformly discrete subsequences. Sometimes we shall simply
say that such a Λ is a finite union of uniformly discrete sets, however we
always consider a point λn to be assigned a multiplicity.
2.1 Splitting of the spectrum and subspaces of expo-
nentials
Here we introduce notations needed to formulate the main result. For any
λ ∈ C, denote by Dλ(r) a disk with center λ and radius r. Let G(p)(r),
p = 1, 2, . . . , be the connected components of the union ∪λ∈ΛDλ(r). Write
Λ(p)(r) for the subsequences of Λ lying in G(p), Λ(p)(r) := {λn| λn ∈ G(p)(r)},
and L(p)(r) for subspaces spanned by corresponding exponentials {tneiλt},
λ ∈ Λ(p)(r), n = 0, . . . , mλ − 1.
Lemma 1 Let Λ be a union of N uniformly discrete sets Λj,
δj := δ(Λj) := inf
λ6=µ; λ,µ∈Λj
|λ− µ|, δ := min
j
δj .
Then for
r < r0 :=
δ
2N
the number N (p)(r) of elements of Λ(p) is at most N .
Proof: Let points µk, k = 1, . . . , N + 1, belong to the same Λ
(p). Then
the distance between any two of these points is less than 2rN and so less
than δ. From the other hand, there at least two among N + 1 points which
belong to the same Λj and, therefore, the distance between them is not less
than δ. This contradiction proves the lemma.
We call by L-basis a family in a Hilbert space which forms a Riesz basis
in the closure of its linear span.
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The following statement is a small modification of the theorem of Vasyunin
[31].
Lemma 2 Let Λ be a relatively uniformly discrete sequence. Then for any
r > 0 the family of subspaces L(p)(r) forms an L-basis in L2(0,∞).
This statement is proved in [31] and [25, Lect. IX] for r = r0/16 and for
disks in so called hyperbolic metrics, however one can easily check that the
proof with obvious modifications remains valid for all r.
In applications we often meet the case of real Λ′s. Then a relatively
discrete set can be characterized using another parameter than in Lemma 1.
The following statement can be easily proved similar to Lemma 1.
Lemma 3 A real sequence Λ is a union of N uniformly discrete sets Λj if
and only if infn(λn+N−λn) := δ˜ > 0 for all n. Along with that, minj δ(Λj) ≤
δ˜
2.2 Divided differences
Let µk, k = 1, . . . , m, be arbitrary complex numbers, not necessarily distinct.
Definition 1 Generalized divided difference (GDD) of order zero of eiµt is
[µ1](t) := e
iµ1t. GDD of the order n− 1, n ≤ m, of eiµt is
[µ1, . . . , µn] :=


[µ1, . . . , µn−1]− [µ2, . . . , µn]
µ1 − µn , µ1 6= µn,
∂
∂µ
[µ, µ2, . . . , µn−1]
∣∣∣
µ=µ1
, µ1 = µn.
If all µk are distinct one can easily derive the explicit formulae for GDD:
[µ1, . . . , µn] =
n∑
k=1
eiµkt∏
j 6=k(µk − µj)
. (3)
For any points {µk} we can write [29, p. 228]
[µ1, . . . , µn] =
∫ 1
0
dτ1
∫ τ1
0
dτ2 . . .
∫ τn−2
0
dτn−1(it)
n−1
exp
(
it [µ1 + τ1(µ2 − µ1) + . . .+ τn−1(µn − µn−1)]
)
. (4)
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Theorem 2 The following statements are true.
(i) Functions ϕ1 := [µ1], . . . , ϕn := [µ1, . . . , µn], depend on parameters µj
continuously and symmetrically. If points µ1, . . . , µn are in a convex domain
Ω ⊂ C, then
|ϕj(t)| ≤ cneγt, γ := − inf
z∈Ω
ℑz. (5)
(ii) Functions ϕ1, . . . , ϕn, are linearly independent.
(iii) If points µ1, . . . , µn are distinct, then the family of GDD’s forms a
basis in the span of exponentials eiµ1t, . . . , eiµnt.
(iv) Translation of the set µ1, . . . , µn leads to multiplying of GDD’s by an
exponential:
[µ1 + λ, . . . , µn + λ] = e
iλt[µ1, . . . , µn].
(v) For any ε > 0 and any N ∈ IN, there exists δ such that the estimates
||[µ1, . . . , µj](t)− eiµttj−1/(j − 1)!||L2(0,∞) < ε, j = 1, . . . , N,
are valid for any µ in the strip S and all points µ1, . . . , µN belonging to the
disk Dµ(δ) of radius δ with the center at µ.
2.3 Bases of elements
Let Λ(p)(r) = {λj,p} , j = 1, . . . ,N (p)(r) be subsequences described in sub-
section 2.1 Denote by {E (p)(Λ, r)} the family of GDD corresponding to the
points Λ(p)(r):
E (p)(Λ, r) = {[λ1,p], [λ1,p, λ2,p], . . . , [λ1,p, . . . , λN (p),p]}.
Note that E (p)(Λ, r) depends on enumeration of Λ(p)(r), although every GDD
depends symmetrically on its parameters, see the assertion (i) of the last
theorem.
Theorem 3 Let Λ be a relatively uniformly discrete sequence and r < r0.
Then
(i) the family {E (p)(Λ, r)} forms a Riesz basis in L2(0, T ) if and only if
there exists an entire function F of exponential type with indicator diagram
of width T and zeros at points λn multiplicity mλn (the generating function
of the family E(Λ) on the interval (0, T )) such that, for some real h, the
function |F (x+ ih)|2 satisfies the Helson–Szego¨ condition (2);
(ii) for any finite sequence {ap,j} the inequality
‖∑
p,j
ap,je
iλj,pt‖2L2(0,T ) ≥ C
∑
p,j
|ap,j|2δ2(N (p)(r)−1)p
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is valid with a constant C independent of {ap,j}, where
δp := min{|λj,p − λk,p|
∣∣∣ k 6= j}.
Suppose now that Λ is not a relatively uniformly discrete sequence. Then,
sup
p
N (p)(r) =∞ for any r > 0.
It is possible also that there is an infinite set Λ(p).
We show that in this case the family of GDDs is not uniformly minimal
even in L2(0,∞) at least, for some enumeration of points.
Theorem 4 For any r > 0, there exists numbering of points in the sub-
sequences Λ(p) such that family {E (p)(Λ, r)} is not uniformly minimal in
L2(0,∞). Moreover, for any ε, there exists a pair ϕm, ϕm+1 of GDD, corre-
sponding to some set Λ(p)(r) such that
angle L2(0,∞)(ϕm, ϕm+1) < ε.
2.4 Application to an observation problem
Before starting the proofs of main results, we present an application of The-
orem 3 to observability of a coupled 1d system studied in [19]:

∂2
∂t2
u1 − ∂2∂x2u1 + Au1 +Bu2 = 0 in (0, pi)× IR,
∂2
∂t2
u2 +
∂4
∂x4
u2 + Cu1 +Du2 = 0 in (0, pi)× IR,
u1 = u2 =
∂2
∂x2
u2 = 0 for x = 0, pi,
u1 = y0 ∈ H10 (0, pi), ∂∂tu1 = y1 ∈ L2(0, pi), for t = 0,
u2 =
∂
∂t
u2 = 0 for t = 0
(A, B, C, D are constants).
We introduce the initial energy E0 of the system, E0 := ‖y0‖2H1 + ‖y1‖2L2.
In the paper of C. Baiocchi, V. Komornik, and P. Loreti [19] the partial
observability, i.e. inequality∥∥∥∥∥ ∂∂xu1(0, t)
∥∥∥∥∥
2
L2(0,T )
≥ cE0 (6)
with a constant c independent of y0 and y1, has been proved for almost all
4–tuples (A,B,C,D) and for T > 4pi. (It means that we can recover the
initial state via the observation
∥∥∥ ∂
∂x
u1(0, t)
∥∥∥2
L2(0,T )
during the time T and the
operator: observation → initial state is bounded. The authors conjectured
the system is probably partially observed for T > 2pi. Here we demonstrate
this fact using the basis property of exponential DD.
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Proposition 1 For almost all 4–tuples (A,B,C,D) and for T > 2pi the
estimate (6) is valid.
To prove this proposition we use the representation and properties of the
solution given in the paper [19]. To apply the Fourier method we introduce
the eigenfrequencies ωk, νk, k ∈ IN of the system, where ν2k and ω2k are the
eigenvalues of the matrix (
k2 + A B
C k4 +D
)
.
It is easy to see that the following asymptotic relations are valid:
νk = k + A/2k +O(k
−3), ωk = k
2 +D/2k2 +O(k−6). (7)
We suppose that all ωk and νk are distinct (this is true for almost all 4-tuples).
Then the first component of the solution of the system can be written in the
form
u1(x, t) =
∑
k∈K
[
αke
iωkt + βke
iνkt
]
sin kx, (8)
where K := Z \{0}, ω−k := −ωk, ν−k := −νk,
The coefficients αk, βk entered the last sum can be expressed via the
initial data, and the authors of [19] show that under zero initial condition for
u2, we have
|αk|2 + |α−k|2 ≺ k−8(|βk|2 + |β−k|2) (9)
and
E0 ≍
∑
k∈K
k2|βk|2. (10)
Relations (9) and (10) mean, correspondingly, one–sided and two–sided in-
equalities with constants which do not depend on sequences {αk} and {βk}.
We now have to study the exponential family
E = {eiλt}λ∈Λ, Λ =M ∪ Ω, M = {νk}, Ω = {ωk}, k ∈ K.
For r < 1 and for large enough |λ| the family Λ(p)(r) consist of one point νk
if k is not a full square or of two points νsign k k2 and ωk. Denote by E (p)(Λ, r)
the related family of exponential DD.
Suppose for a moment that there exists an entire function F of exponential
type with indicator diagram of width T > 2pi vanishing at Λ (F may also have
another zeros) such that |F (x+ ih)|2 satisfies the Helson–Szego¨ condition (2)
for some real h. Then, by Theorem 3, the family E (p)(Λ, r) forms an L-basis
in L2(0, T ). Expanding exponentials in DD of the zero and first order,
αeiλt + βeiµt = (α+ β)eiλt − β(λ− µ)[λ, µ],
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for finite sequences {pk}, {qk} we obtain the estimate∥∥∥∥∥∥
∑
k∈K
[
pke
iωkt + qke
iνkt
]∥∥∥∥∥∥
2
L2(0,T )
≍ ∑
k∈K,
√
|k|/∈N
|qk|2+
∑
k∈K [|pk + qsign k k2|2 + |ωk − νsign k k2 |2|qsignk k2|2] .
(11)
In the right hand side of this relation the first sum corresponds to one dimen-
sional subspaces L(p)(r) (this sum is taken for all k which are not full squares).
The second sum corresponds to two dimensional subspaces. Together with
(8), it follows
∥∥∥∥∥ ∂∂xu1(0, t)
∥∥∥∥∥
2
L2(0,T )
=
∥∥∥∥∥∥
∑
k∈K
k
[
αke
iωkt + βke
iνkt
]∥∥∥∥∥∥
2
L2(0,T )
≻ ∑
k∈K,
√
|k|/∈N
k2|βk|2 +
∑
k
[
|ωk − νsign k k2|2|k2βsign k k2|2 +
∣∣∣kαk + k2βsign k k2∣∣∣2
]
.
For R large enough using (9) we have∑
|k|>R
[
kαk + k
2βsign k k2
]
≻ ∑
|k|>R
k2|βsignk k2 |2.
Thus, we obtain∥∥∥∥∥ ∂∂xu1(0, t)
∥∥∥∥∥
2
L2(0,T )
≻ ∑
k∈K
k2|βk|2 ≍ E0.
In order to complete the proof of Proposition 1, it remains to construct the
function F . We do that using the following proposition which is interesting
in its own right.
Proposition 2 Let Λ = {λn} be a zero set of a sine type function (see
definition in [2, p. 61]), with the indicator diagram of with 2pi, {δn} a bounded
sequence of complex numbers, and F an entire function of the Cartwright
class ([2, p. 60]) with the zero set {λn + δn}. If
lim
N→∞
sup
n
1
N
∣∣∣ℜ (δn+1 + δn+2 + . . .+ δn+N ) ∣∣∣ =: d < 1
4
,
then F has the indicator diagram of with 2pi, and for any d1 > d, h, functions
u, v ∈ L∞(IR), ‖v‖L∞(R) < 2pid1 may be found such that
|F (x+ ih)|2 = exp{u(x) + v˜(x)}
for any real h such that |h| > sup |ℑ(λn + δn)|.
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For the proof of this assertion, one argues using [1, Lemma 1], and in a
similar way to the proof of [1, Lemma 2] that there exists a sine type function
with zeros µn such that, for any d1 > d,
d1ℜ(µn−1 − µn) ≤ ℜ(λn + δn − µn) ≤ d1ℜ(µn+1 − µn) .
Then Proposition 2 follows directly from [4, Lemmas 1, 2].
We begin to construct F putting
F1(z) := z
∏
n∈N
(1− z
2
ν2n
).
In view of the asymptotics (7) of νk and Proposition 2, F1(z) may be written
in the form
|F1(x+ ih)|2 = exp{u(x) + v˜(x)} (12)
with u, v ∈ L∞(IR), ‖v‖L∞(R) < ε for any positive ε.
Further, for any fixed δ > 0, we take the function sin piδz/2 and for every
k ∈ K find the zero 2nk/δ of this function which is the nearest to ωk. We set
F2(z) := z
∏
n∈N
(1− z
2
µ2n
) ,
where
µn =
{
2n/δ for n /∈ {nk} ,
ωk for n = nk.
Using again Proposition 2 we conclude that for any ε > 0 function |F2(x+
ih)|2 has the representation similar to (12) and the width of the indicator
diagram of F2 is 2δ.
Taking F = F1F2 we obtain the function with indicator diagram of width
2(pi + δ) vanishing on Λ and satisfying (2). Proposition 1 is proved.
3 Proofs
3.1 Proof of Theorem 2
(i) Continuity on parameters {µk} and estimate (5) follows immediately from
the representation (4). From (3) symmetry is clear if all {µk} are different.
Then, by continuity, we obtain symmetry for any points in the sense that if
σ is a permutation of {1, 2, . . . , n}, then [µ1, . . . , µn] = [µσ(1), . . . , µσ(n)].
Now we describe the structure of GDD. Let z1, z2, . . . , zn be complex
numbers, not necessarily different. Let us represent this set as the union of q
different points, ν1, . . . , νq, with multiplicities m1, . . . , mq; (m1 +m2 + . . .+
mq = n).
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Lemma 4 The GDD [z1, . . . , zn] of order n − 1 is a linear combination of
functions
tmeiνkt, k = 1, . . . , q, m = 0, 1, . . . , mk − 1
and the coefficients of the leading terms tmk−1eiνkt are not equal to zero.
Proof of the lemma. The statement is clear for n = 1. Let us suppose
that it is true for GDD of the order n− 2.
If z1 6= zn then, by definition, [z1, . . . , zn] = [z1, . . . , zn−1]− [z2, . . . , zn]
z1 − zn
and is a linear combination of the GDD’s of order n− 2. Multiplicity of the
point zn in the set {z2, . . . , zn} is more than in the set {z1, . . . , zn−1}. Let k
be such a number that zn = νk. Then the leading term t
mk−1eiνkt appears in
[z2, . . . , zn] by the inductive conjecture and does not appear in [z1, . . . , zn−1].
Let z1 = zn. Then [z1, . . . , zn−1] contains the leading term t
m1−2eiν1t.
After differentiation in z1 we get the leading term t
m1−1eiν1t with nonzero
coefficient. Using symmetry of GDD relative to points z1, ..., zn, we complete
the proof of the lemma.
We are able now, with knowledge of the structure of GDD, to continue
the proof of Theorem 2.
(ii) This assertion is the consequence of the ‘triangle’ structure of GDD:
if we add n-th point, then a GDD of the order n − 1, in comparison with a
GDD of the order n− 2, contains either a new exponential or a term of the
form tmeiνpt with the same frequency νp and larger exponent m.
(iii) If all points µ1, . . . , µn are different, then the family of GDD’s contains
all exponentials eiµ1t, . . . , eiµnt.
(iv) Immediately follows from the definition.
(v) As well known, divided differences approximate the derivatives of the
corresponding order. We use the following estimate [30].
Proposition 3 For any ε > 0, N ∈ IN, there exists δ such that for any set
{zj}Nj=1 belonging to the disk D0(δ) of a radius δ with center at the origin,
the estimates ∣∣∣[z1, . . . , zj](t)− tj−1/(j − 1)!∣∣∣ < ε, j = 1, . . . , N, (13)
are valid for t ∈ [−piN, piN ].
To proceed with (v) we choose T large enough that∥∥∥[µ1, . . . , µj]∥∥∥
L2(T,∞)
< ε/3,
∥∥∥eiµttj−1/(j − 1)!∥∥∥
L2(T,∞)
< ε/3,
j = 1, . . . , N, (14)
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for all µ, µ1, . . . , µj lying in the strip S.
Set ε1 = ε/3
√
T , and let δ be small enough in order to (13) be fulfilled
for such ε1, t ∈ [0, T ] and any set {zj}Nj=1 ∈ D0(δ). Set zj := µj − µ. In view
of (iv), we obtain
∣∣∣e−iµt[µ1, . . . , µj](t)− tj−1/(j − 1)!∣∣∣ < ε1, j = 1, . . . , N, t ≤ T,
that implies∣∣∣[µ1, . . . , µj](t)− eiµttj−1/(j − 1)!∣∣∣ < ε/3√T , j = 1, . . . , N,
for t ≤ T . Therefore, we have∥∥∥[µ1, . . . , µj](t)− eiµttj−1/(j − 1)!∥∥∥
L2(0,T )
< ε/3, j = 1, . . . , N.
Taking into account (14) we obtain the statement (v).
3.2 Proof of the Theorem 3.
(i) From Lemma 2 it follows that the family {L(p)} := {L(p)(r)} forms a Riesz
basis in the closure of its span (i.e. an L-basis) in L2(0,∞). Introduce the
projector PT from this closure into L
2(0, T ). Clearly, {L(p)} forms a Riesz
basis in L2(0, T ) if and only if PT is an isomorphism onto L
2(0, T ). This takes
a place if and only if the generating function of the family E(Λ) satisfies the
Helson-Szego¨ condition (2) (see [18]; [2], Theorems II.3.14, II.3.17).
The L-basis property of the subspaces L(p) means that for any finite
number of functions ψp ∈ L(p) we have the estimates:
‖∑
p
apψp‖2L2(0,∞) ≍
∑
p
|ap|2||ψp||2L2(0,∞). (15)
This relation means that there exist two positive constants c and C which
do not depend on a sequence {ap} such that
c‖∑
p
apψp‖2L2(0,∞) ≤
∑
p
|ap|2||ψp||2L2(0,∞) ≤ C‖
∑
p
apψp‖2L2(0,∞).
In each subspace L(p) we choose the family of GDD’s corresponding to
λj,p ∈ Λ(p): ϕ(p)j := [λ1,p, λ2,p, . . . , λj,p]. j = 1, . . . ,N (p). In view of Theorem
2, this family forms a basis in L(p).
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Let us expand ψp in the basis {ϕ(p)j }j=N
(p)
j=1 . Then statement (i) of the
theorem is equivalent to the estimates
‖∑
p,j
ap,jϕ
(p)
j ‖2L2(0,∞) ≍
∑
p,j
|ap,j|2. (16)
Taking into account (15), we see that (16) is equivalent to
‖∑
j
ajϕ
(p)
j ‖2L2(0,∞) ≍
∑
j
|aj|2, uniformly in p. (17)
We introduce the N (p) × N (p) Gram matrices Γ(p) corresponding to the
families E (p),
Γ(p) :=
{
(ϕ
(p)
k , ϕ
(p)
j )L2(0,∞)
}
k,j
.
For an N (p)-dimensional vector a we have
‖∑
j
ajϕ
(p)
j ‖2L2(0,∞) = 〈Γ(p)a, a〉,
where 〈·, ·〉 is the scalar product in IRN (p).
In terms of the Gram matrices, (17) is true if and only if matrices Γ(p)
and their inverses are bounded uniformly in p.
Lemma 5 Let different complex points µ1, µ2, . . . , µn lie in a disk Dµ(R) ⊂
C+ of radius R with the center µ, µ ∈ S; ϕ1, ϕ2, . . . , ϕn are corresponding
GDD’s, and Γ is the Gram matrix of this family in L2(0,∞). Then the norms
〈〈Γ〉〉 and 〈〈Γ(−1)〉〉 are estimated from above by constants depending only on
R and n.
Proof: By Theorem 2, functions ϕ1(t), ϕ2(t), . . . , ϕn(t) are estimated
above by constants depending only on R, n. Therefore the entries of Γ are
estimated by const (R, n) and, then, the estimate of Γ from above is obtained.
We shall prove the estimate for the inverse matrices by contradiction. Let
us fix a disk and assume that for arbitrary ε > 0 there exist different points
µ
(ε)
1 , µ
(ε)
2 , . . . , µ
(ε)
n lying in the disk, and normalized n-dimensional vectors a
(ε)
such that for the corresponding Gram matrix Γ(ε) we have
〈Γ(ε)a(ε), a(ε)〉 ≤ ε. (18)
Using compactness arguments we can choose a sequence εn → 0 such that
a(εn) → a0, µ(εn)j → µ0j .
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as n→∞. Then the Gram matrix tends to the Gram matrix Γ0 for the limit
family and from (18) we see that
〈Γ0a0, a0〉 = 0.
Then
∑
a0jϕ
0
j = 0 and the limit family of GDD’s is linearly dependent that
contradicts to Theorem 2.
Thus, we have proved that the norm of Γ(−1) is estimated from above
by constants depending only on R, n, and µ. In view of Theorem 2(iv) the
constant depends actually not on µ, but on ℑµ. Indeed, translation of the
disk on a real number, µ 7→ µ+ x, does not change the Gram matrix. Since
α ≤ ℑµ ≤ β, the norm of Γ(−1) is estimated uniformly in µ ∈ S.
From this lemma it follows that all Gram matrices Γp, Γ
(−1)
p are bounded
uniformly in p. (It was supposed in the lemma that all points µ1, µ2, . . . , µn
are distinct. For the case of multiple points we use the continuity of DD on
parameters.) The assertion (i) of the Theorem 3 is proved.
(ii) We need to estimate the Gram matrices Γ for the exponential family
{eiµ1t, . . . , eiµnt} in L2(0, T ) from below, where {µj} is a fixed set Λ(p) and
n = N (p). Since the projector PT is an isomorphism (see (i)), we may do it
for exponentials on the positive semiaxis, i.e., in L2(0,∞). Denote by ej(t)
the normalized exponentials
ej(t) :=
1√
2ℑµj
eiµjt.
For the Gram matrices Γ0, corresponding to the normalized exponentials, we
have
Γ = diag [
√
2ℑµj] Γ0 diag [
√
2ℑµj],
and we can estimate Γ0 instead Γ, since |ℑµj| ≍ 1. It can be easily shown
that the inverse matrix is the Gram matrix for the biorthogonal family e′j(t)
and
(Γ0)
(−1)
jj = ‖e′j‖2 = Π
k 6=j
∣∣∣µk − µ¯j
µk − µj
∣∣∣2
(see [25, 2]). Elementary calculations give
(Γ0)
(−1)
jj = ‖e′j(t)‖2 ≺ δ−2(n−1)p
Then
|(Γ0)(−1)jk | = (e′j , e′k) ≤ ‖e′j‖‖e′k‖ ≺ δ−2(n−1)p
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and so,
〈〈Γ(−1)0 〉〉 ≺ δ−2(n−1)p .
The theorem is proved.
3.3 Proof of Theorem 4.
As well known, the family {tn}, n = 0, 1, . . . , of powers is not minimal in
L2(0, T ) for any T . Moreover, direct calculations for ϕ0j := e
iµttj−1/(j − 1)!
give
angle L2(0,∞)(ϕ
0
m, ϕ
0
m+1)→ 0, m→∞,
uniformly in µ ∈ S. Since Λ is not a relatively uniformly discrete sequence,
for any δ > 0, m ∈ IN we are able to find a disk Dµ(δ) in the strip S,
which contains m points of Λ. In view of Theorem 2(v), GDD corresponding
to these points are ε–close to ‘unperturbed’ functions ϕ0j . This proves the
assertion of Theorem 4.
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