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We study the implications of the spontaneous and explicit Z(3) center symmetry breaking for the
Polyakov loop susceptibilities. To this end, ratios of the susceptibilities of the real and imaginary
parts, as well as of the modulus of the Polyakov loop are computed within an effective model using
a color group integration scheme. We show that the essential features of the lattice QCD results of
these ratios can be successfully captured by the effective approach. Furthermore we discuss a novel
scaling relation in one of these ratios involving the explicit breaking field, volume, and temperature.
I. INTRODUCTION
Understanding deconfinement and chiral symmetry
restoration, as well as exploring their far-reaching con-
sequences [1–3] remain challenging in the study of heavy
ion collisions. A robust description of the phenomenon
is necessary for reliably analyzing many observables of
experimental interests, such as fluctuation observables,
transport coefficients or the production rate of photon
and dilepton [1, 4, 5].
Although lattice QCD (LQCD) provides first-
principles calculations of many of these quantities [5–11],
phenomenological models [2, 12–26] remain essential for
gaining physical understandings and extending results to
large baryon chemical potential.
In the limit of infinitely heavy quarks, deconfinement
can be identified with the spontaneous breaking of the
Z(3) center symmetry [27, 28]. The Polyakov loop [29–32]
serves as an order parameter for the phase transition. In
some effective models [16–20] a potential is constructed
to describe its behavior. It is possible to constrain the
parameters of the potential using the LQCD results on
the thermodynamic pressure [33, 34] and the Polyakov
loop [35] in a pure gauge theory. In particular, the latter
dictates the locations of the minimum of the potential at
different temperatures.
There is another class of independent observables
which are sensitive to the Z(3) center symmetry – the
susceptibilities of the real and imaginary parts, as well as
of the modulus of the Polyakov loop [36]. These quanti-
ties measure the fluctuations of the order parameter field.
To describe them in an effective model, not only the lo-
cation, but also the curvatures around the minimum of
the Polyakov loop potential have to be adjusted [37].
In a pure gauge theory, ratios of these susceptibilities
have been demonstrated [36] to be excellent probes of
deconfinement. They display a θ-function like behavior
across the transition temperature Td, with well defined
low temperature limits deducible from general theoretical
constraints and the Z(3) symmetry.
In a recent study [38] these ratios have been computed
in numerical simulations of LQCD with 2+1 light fla-
vors. Unfortunately, the task of extracting useful infor-
mation from these quantities is more involved than orig-
inally thought. Most importantly, many pertinent fea-
tures of the ratios are smoothed out in the presence of
dynamical fermions, as well as after prescribing a renor-
malization. In addition, the results are still marred by
issues of renormalization scheme dependence and it is far
from clear how to connect them to calculations made in
an effective model.
Despite these difficulties, we stress that there are
strong theoretical motivations for studying and under-
standing these ratios. For one thing, the widely used or-
der parameter, i.e. the renormalized Polyakov loop com-
puted by LQCD, is a renormalization scheme dependent
quantity [35, 39]. This calls into question the physical rel-
evance of the deconfinement features deduced from it, for
example, the transition temperature Td [10, 11] extracted
from its inflection point. It is therefore crucial to study
the deconfinement phenomenon from the perspective of
these additional observables, and investigate whether a
coherent picture can be obtained. They can also be used
to signal the strength of the explicit symmetry breaking
field.
In this paper we compute the susceptibility ratios
within an effective model. This allows a transparent
study of how aspects of center symmetry breaking, ex-
plicit and spontaneous, manifests in the ratio observ-
ables. The approach also provides some simple expla-
nations to many features of the LQCD results.
The article is organized as follows: In Sec. II we review
the derivation of the Polyakov loop susceptibilities using
the color group integration approach. The method is il-
lustrated by computing one of the ratios, RA, in the pres-
ence of explicit symmetry breaking field for a Gaussian
model. In Sec. III we present the effective Polyakov loop
potential for this study and analyze the explicit breaking
field and volume dependence of the model susceptibility
ratios. A novel scaling relation for RA is also presented.
In Sec. IV, we compare the model results with LQCD
calculations. In Sec. V we present the conclusion.
II. COLOR GROUP INTEGRATION
A. formalism
In this work we compute the various susceptibility ob-
servables using a color group integration scheme [37, 40,
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241]. The partition function in this approach is expressed
as
Z =
∫
dxdy e−V T
3 U [x,y], (1)
where (x, y) stands for the real and imaginary 1 part of
the Polyakov loop, promoted to a (homogeneous) clas-
sical field degree of freedom. The actual Polyakov loop
potential (U [x, y]) of choice will be presented in Sec. III.
Expectation value of an arbitrary operator within this
approach is computed via
〈Oˆ〉 = 1
Z
∫
dxdyO(x, y) e−V T 3 U [x,y]. (2)
Thus, e.g., the expectation value of the Polyakov loop
can be readily obtained from
〈`〉 = 〈x〉+ i 〈y〉. (3)
Staying within the real sector and considering explicit
symmetry breaking along the real axis imply 〈y〉 = 0.
However, fluctuations of the order parameter can be ex-
plored along the longitudinal (real) and transverse (imag-
inary) directions, as well as that of its absolute value:
T 3χL = V T
3
(〈x2〉 − 〈x〉2) , (4)
T 3χT = V T
3
(〈y2〉 − 〈y〉2) , (5)
T 3χA = V T
3
(
〈(x2 + y2)〉 − 〈
√
x2 + y2〉2
)
. (6)
From these, two independent ratios are derived:
RA = χA/χL (7)
RT = χT /χL. (8)
Note that χA 6= χL + χT and RA 6= 1 +RT .
In the large volume limit, it can be shown that the
two susceptibilities in Eqs. (4)-(5) approach the mean-
field results
T 3χL →
(C−1)
11
T 3χT →
(C−1)
22
, (9)
where C is the correlation matrix [37, 42], defined as
C =
(
∂2U
∂x ∂x
∂2U
∂x ∂y
∂2U
∂y ∂x
∂2U
∂y ∂y
)
. (10)
1 In this study we shall stay exclusively in the real sector and there
is no ambiguity in identifying the longitudinal and transverse
directions with the real and imaginary axes, respectively.
This gives a transparent interpretation of the susceptibil-
ities as the inverse of curvatures of the effective Polyakov
loop potential. Note that all of these quantities are to be
evaluated at (x, y) → (x0, y0), determined from the gap
equations
∂U [x, y]
∂x
= 0 =
∂U [x, y]
∂y
. (11)
On the other hand, χA in Eq. (6) does not have a valid
mean-field limit. Nevertheless, it can be readily com-
puted in the current color group integration scheme.
B. Gaussian model with an explicit symmetry
breaking field
The Gaussian model has proved useful for understand-
ing the low temperature behavior of the susceptibility
ratios in a pure gauge system. Inserting a potential of
the form
U0 = α (x
2 + y2) (12)
in Eq. (1), the following non-trivial manifestations of the
Gaussian limit can be derived [36]:
RA = 2− pi/2 ≈ 0.43
RT = 1.
(13)
These low temperature relations have been verified by
lattice calculations in a pure gauge theory.
To investigate how these ratios behave in QCD with
dynamical quarks, we extend the discussion to include fi-
nite explicit symmetry breaking. To this end, we perform
a substitution
U0 → U0 − hx. (14)
It is straightforward to derive an exact expression for
RA.
2. The result reads,
RA = 2 + 2 ξ
2 − pi
2
e−ξ
2 ×F2, (15)
with
F = (1 + ξ2)× I0[ξ2/2] + ξ2 × I1[ξ2/2], (16)
where In(x) is the modified Bessel function of the first
kind of the n-th order, and
2 A more general case of a double-Gaussian model is considered in
the appendix A.
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FIG. 1. The ratio RA in the Gaussian model as a function of temperature at fixed volume (left) and at fixed explicit symmetry
breaking strength (right). We adopt the following scheme in presenting our results: different colors (and line types) correspond
to different explicit breaking strengths; while different symbols denote different volumes. In this numerical study, we fix α = 1,
h0 = 1, and V0 = (6.9 fm)
3.
ξ = h×
√
V T 3
2
√
α
. (17)
Especially we extract the following important limits:
RA =
{
(2− pi/2)× (1 + ξ2) ξ  1
1− 14ξ2 ξ  1
. (18)
This generalizes Eq. (13) to the case of a finite explicit
symmetry breaking.
To gain some familiarity with the ratio RA, we ex-
amine the quantity as a function of temperature: (1)
at fixed volume but for different h, and (2) at fixed h
but for different values of the volume. In this numerical
study, we fix α = 1, h0 = 1, and V0 = (6.9 fm)
3. The
results are shown in Fig. 1. As expected, the RA ratio
interpolates between the two known limits [36]: from the
Z(3)-symmetric phase (RA = 2−pi/2) to the Z(3)-broken
phase (RA = 1). At a fixed volume, increasing the break-
ing strength h makes the ratio approach unity at lower
temperature. The quantity also exhibits a strong volume
dependence, as seen in Fig. 1 right.
All the results presented in Fig. 1 originate from the
single expression Eq. (15). In the Gaussian model, the
breaking field h always enters via a combination of vol-
ume V and the parameter α dictated by Eq. (17). This
leads to a difficult situation that as V → ∞, RA → 1,
regardless of the value of h and temperatures. To obtain
useful information from this quantity, it is necessary to
work in a finite volume setting. Alternatively, one can
study RA as function of the scaling variable ξ. We shall
revisit some of these issues for the full effective model in
Sec. III.
III. POLYAKOV LOOP SUSCEPTIBILITY
RATIOS WITHIN AN EFFECTIVE MODEL
A. effective Polyakov loop potential
The Gaussian model discussed above, though general-
ized to include an explicit symmetry breaking field, does
not describe the spontaneous Z(3) symmetry breaking. 3
To examine the susceptibility ratios in a setting that is
relevant to QCD, a Polyakov loop potential [37], capable
of handling the latter aspect will be employed:
UG = −A
2
× ¯`` +B × lnMH(`, ¯`)
+
C
2
× (`3 + ¯`3) +D × (¯`` )2.
(19)
Here MH(l, l¯) is the SU(3) Haar measure
MH(l, l¯) = 1− 6 ¯`` + 4 (`3 + ¯`3)− 3 (¯`` )2, (20)
The temperature dependent model parameters
(A,B,C,D) are given in Ref. [37] and will not be
repeated here. Note that to implement the color group
integration scheme in Eq. (1), we use
` = x+ iy
¯`= x− iy. (21)
3 The Gaussian model gives RT = 1 for all temperatures.
4 0.3
 0.4
 0.5
 0.6
 0.7
 0.8
 0.9
 1
 1.1
 0.06  0.08  0.1  0.12  0.14  0.16  0.18  0.2
R A
T (GeV)
TUMQCD f=f0
(h0,8V0)
(2h0,V0)
(h0,V0)
(h0/2,V0)
(h0,V0/8)
PNJL,V0  0
 0.2
 0.4
 0.6
 0.8
 1
 1.2
 0.1  0.15  0.2  0.25  0.3
R T
T (GeV)
TUMQCD f=f0
h=h0/2
h=h0
h=2h0
PNJL
FIG. 2. The Polyakov loop susceptibility ratio RA (left) and RT (right) for the full model Eq. (19). We adopt the same
presentation scheme as in Fig. 1 for the results. The volume independence of RT is evident: results with different symbols
(but same color) all fall on the same line. In this study, h0 is given in Eq. (22), and V0 = (6.9 fm)
3. The “PNJL” line denotes
the result of a PNJL model for 2+1 light flavors described in Sec. IV. Also shown are the LQCD results at flow time f = f0
extracted from Ref. [38].
The potential UG in Eq. (19) is particularly suited for
the current study. Most importantly, the known sus-
ceptibilities at zero explicit breaking are reproduced by
construction. This is not the case for other commonly
used Polyakov loop potentials [16–18]. For example, the
polynomial potential introduced in Ref. [16] leads to the
result RT > 1 for T > Tc, which is another manifesta-
tion of the “negative susceptibility” problem discussed in
Ref. [14, 22]. Imposing the Haar measure to the poten-
tial [17, 18] effectively restricts the Polyakov loop to the
target region and thus improves the theoretical descrip-
tion. In fact, the present model builds on this observation
and further constrains the curvatures of the potential us-
ing the available LQCD results [36] on the susceptibilities
in a pure gauge theory.
Furthermore, we consider a linear explicit breaking
term h × x. The functional form of the breaking field
h is known within the approximation of a one-loop ex-
pansion of the fermionic determinant [42, 43]. As we aim
at understanding the ratios on the qualitative level, we
shall employ the following basic form for h = c×h0, with
h0 = 2hq(T,ml) + hq(T,ms) (22)
where
hq(T,m) =
6
pi2T 3
∫ ∞
0
dk k2
(
e−E(k)/T + e−2E(k)/T
1 + e−3E(k)/T
)
E(k) =
√
k2 +m2.
(23)
For quark masses we choose ml = 5 MeV for up and
down quarks and ms = 100 MeV for the strange quarks.
4
Eq. (23) improves on the previous study [42] by taking
the quantum statistics of quarks into account. In practice
this leads to an increase of ≈ 10% in the total strength
h0 over the one imposing a further Boltzmann approxi-
mation. We shall also allow for an arbitrary prefactor c
to manipulate the strength of h. In fact, an attempt will
be made to infer its magnitude from the LQCD results
on the ratio observables.
In a previous study [42] we have calculated the critical
strength of the breaking field, hcrit., for the phase transi-
tion to turn from the first order to the second order, that
is, the critical end point (CEP) for the Z(3) transition:
5
hcrit. ≈ 0.144. (24)
The breaking field h0 in Eq. (22) exceeds this limit for all
temperatures of interest, meaning that a crossover tran-
sition is expected. This is evident in the ratio observables
computed in the full model, as shown in Fig. 2.
Starting with the ratio RA, shown in Fig. 2 left, we
first notice the similarity between the full model results
and those from the Gaussian model. Indeed, the RA ratio
interpolates between the two known theoretical limits:
(2 − pi/2 ≈ 0.43) and 1. The expected behaviors from
varying the breaking strength and the volume are also
verified.
Turning now to the ratio RT , shown in Fig. 2 right,
the immediate observation is the volume independence
4 The case of a (2+1)-PNJL model is addressed in Sec. IV.
5 We correct a typographical mistake in Ref. [42].
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FIG. 3. Left: The RA ratio for the full model plotted as a function of the scaling variable ξ (Eq. (29)). Model results at
various (h, V ) collapse into a single line determined by the generalized Gaussian formula in Eq. (28). Right: Results of the
Polyakov loop computed in the model and the LQCD results from Ref [38]. The “PNJL” line denotes the result of a PNJL
model for 2+1 light flavors described in Sec. IV.
of the quantity. This is evident from the fact that re-
sults with different symbols (but same color) all fall
on the same line. This suggests that the finite volume
V0 = (6.9 fm)
3 we selected is sufficiently large. Indeed,
we have checked that the ratio RT approaches the mean
field value, dependent only on the intensive variables T
and h. Increasing the breaking strength hmakes the ratio
deviates from the known Z(3)-symmetric limit (RT = 1)
at lower temperature. On the other hand, the value of
RT at large temperatures is not dictated by the Z(3) sym-
metry. Instead, it can be related to the color screening
properties of the QCD medium.
Before proceeding to compare the effective model cal-
culations with LQCD (see Sec. IV), we first discuss an
interesting observation of RA ratio, namely, a scaling re-
lation inspired by the Gaussian model.
B. scaling relation of RA
The Polyakov loop potential UG employed in Eq. (19)
is clearly non-Gaussian. Nevertheless, we can consider
a generalized double-Gaussian approximation to the po-
tential:
U1 = α1 x
2 + α2 y
2 − h˜x, (25)
where the model parameters α1, α2, and h˜ are con-
structed to match
α1 =
1
2T 3 χ
(0)
L
α2 =
1
2T 3 χ
(0)
T
h˜ = h+
〈`〉(0)
T 3 χ
(0)
L
,
(26)
with
χ
(0)
L = χL(T, h = 0, V →∞)
χ
(0)
T = χT (T, h = 0, V →∞)
〈`〉(0) = 〈`〉(T, h = 0, V →∞).
(27)
These coefficients can be readily obtained by a mean-field
calculation of the original potential at vanishing breaking
field.
It is clear that the approximation scheme operates by
constructing local double-Gaussian potential along the
line of minima of UG. The advantage of performing such
an expansion is that it allows a direct computation of the
ratio RA with an equation analogous to the single Gaus-
sian limit studied previously in Eq. (15). The generalized
equation reads
RA(ξ,RT ) = 1 +RT + 2ξ
2 − 2
pi
RT e
−2ξ2 [F(ξ,RT )]2 ,
(28)
where F can be obtained with an integral involving the
modified Bessel function. (Details in the appendix A)
According to this equation, the functional dependence in
6(T, h, V ) of RA can be uniquely determined by the scaling
variable ξ(T, h, V ) and RT (T, h), via
ξ = h˜×
√
V T 3
2
√
α1
RT =
α1
α2
.
(29)
This translates to the following: Provided that the gen-
eralized Gaussian approximation is valid, all the data
point of RA(T, h, V ) will collapse on a single universal
line when plotted against ξ, with the choice a “physical”
RT = RT (T, h). A direct numerical computation con-
firms that it is indeed the case, and the result is shown
in Fig. 3 left.
While the observation is theoretically interesting, it
also indicates a rather limited information contained in
this observable. For example, the key information about
the magnitude of the explicit breaking field can as well
be extracted from RT . Nevertheless, Eq. (28) may serve
as a useful diagnostic for analyzing RA.
IV. COMPARISON WITH LQCD RESULTS
AND A PNJL MODEL
As discussed in the introduction, the renormalized
Polyakov loop computed by LQCD is a renormalization
scheme dependent quantity [38, 39]. It obscures the phys-
ical relevance of the derived deconfinement features, e.g.
the Td extracted from the inflection point, and compli-
cates the comparison of LQCD results with those ob-
tained in an effective approach.
One of the original motivations for introducing the sus-
ceptibility ratios as probe of deconfinement is the re-
moval of both the cutoff and the scheme dependence.
The assumption is that if the Polyakov loop susceptibili-
ties are renormalized the same way as the Polyakov loop,
the multiplicative renormalization factor will be canceled
against each other.
Contrary to this expectation, recent studies [38, 39]
report a substantial cutoff dependence in these ratios in
QCD with 2+1 light flavors. This is evident from the Nτ -
dependence observed in the “bare data” of RA and RT in
Ref. [38]. This seems to suggest that renormalizing the
Polyakov loop alone does not guarantee the renormaliza-
tion of the susceptibilities.
In the effective model, the behavior of RT is largely
determined by the explicit breaking field h. It is possible,
therefore, that the cutoff dependence observed in RT can
be associated with the cutoff dependence of h. In fact, it
is non-trivial to obtain a continuum extrapolation of the
explicit breaking strength h from LQCD that is suitable
for comparison with effective model [42, 44–47].
Furthermore, if we mimic the Nτ -dependence of the
ratio observables as a change of prefactor in h in the
effective model, we can reproduce the same trend in the
ordering of curves of RT and RA, namely, from top to
bottom for RA in increasing Nτ and the reverse order
for RT . (See Fig. 17 and 18 of Ref. [38].) This suggests
that the two sets of “bare” data are connected, and the
connection may be due to h.
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FIG. 4. The ratio of the effective breaking field (Eq. (22))
computed using the constituent quark masses obtained in a
(2+1)-PNJL model to the same quantity computed with the
current quark masses. This “prefactor” summarizes the ef-
fects of chiral symmetry (within the model) on the explicit
Z(3) breaking strength.
Using the gradient flow method [38, 39], it is possible to
renormalize the susceptibilities and the ratio observables.
We have selected LQCD results with the “f = f0” flow
time to compare with our effective model calculations.
They are presented in Fig. 2. We note that a reasonable
agreement can be attained if we choose an explicit break-
ing field of strength ≈ (1−2)×h0 and a physical volume
of V0 ≈ (6.9 fm)3.
It is straightforward to extend this study to incorpo-
rate effects from the spontaneous chiral symmetry break-
ing. For this purpose, we study a (2+1)-PNJL model,
combining the NJL model in Refs. [48, 49] and the
Polyakov loop potential UG in Eq. (19). The compu-
tation is similar to the one presented in Sec. II, and we
simply show the major results in Fig. 2 and 3. These re-
sults can be readily understood by studying an effective
Z(3) breaking strength for the PNJL model. It can be
computed via Eq. (22), except for using the constituent
quark masses in lieu of the current ones. The behavior of
such an effective breaking strength compared to h0, i.e.
the prefactor cPNJL(T ) for the PNJL model, is shown in
Fig. 4. It is evident that the PNJL model leads to a
smaller explicit Z(3) breaking, and the observables RT
and RA behave accordingly. However, the LQCD results
of ratio observables seem to indicate a stronger break-
ing strength. This suggests that a naive implementation
of the coupling between quarks and the Polyakov loop
may be inadequate and a more sophisticated treatment
including the back-reaction of dynamical quarks on the
gauge sector, which could modify the Polyakov loop po-
7tential UG, may be necessary.
Furthermore, there is still substantial “flow time” de-
pendence in these observables, reflecting a further renor-
malization prescription dependence. 6 In particular, the
large flow time (f = 3f0) result of RT shows a relatively
low value (≈ 0.7) at low temperatures, instead of the ex-
pected Z(3)-symmetric limit of unity. It is still possible
to describe such RT within our effective model, though it
requires a rather large h. This also naturally explains the
observation that RA → 1 at large flow time. We however
find this situation unsatisfactory, since it is more natu-
ral to expect the physical breaking field h to be free of
the renormalization scheme dependence. And it is this
quantity that we hope to extract from the LQCD.
For reference we also compute the Polyakov loop in the
effective model and compare with the LQCD result. This
is shown in Fig. 3 right. Unlike the case of the ratio ob-
servables, we see that the effective model essentially fails
to describe the LQCD result. Similar discrepancy has
been reported by the matrix model [13]. This may again
be due to the scheme dependence and we shall explore
this topic in more detail in a future publication.
V. CONCLUSION
This study has demonstrated how features of decon-
finement emerge in the ratios of Polyakov loop suscep-
tibilities within an effective model. For the ratio RA,
we find a characteristic volume dependence along with
temperature and the explicit Z(3) symmetry breaking
strength h. In a Gaussian approximation scheme, all
these can be subsumed into a single scaling equation.
For the ratio RT , we find a minimal volume dependence,
which makes it a robust probe of the strength of the ex-
plicit breaking term.
On a qualitative level, the effective model is capable
of describing many features of the LQCD results. These
include the low and high temperature limits of the ratios,
and the connection between RA and RT , possibly via h.
Nevertheless, it is important to bear in mind that the
LQCD results, which we compare our model results to
and estimate the effective strength of h from, still suffer
from a renormalization scheme dependence. This is an
urgent issue to be tackled to achieve a meaningful com-
parison of effective approaches with LQCD, and will be
pursued in future works.
It would also be interesting to investigate how the
susceptibility observables behave at large baryon densi-
ties [50] and react to other external fields, e.g. a magnetic
field [51, 52]. Since the curvatures dictate how reluctant
the system is to deviate from the equilibrium position
in the presence of external disturbances, we expect these
6 It was, however, reported [39] that the ratio observables exhibit
a milder flow time dependence than the susceptibility.
susceptibilities would be crucial to successfully describing
the system.
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Appendix A: Exact expression of RA(ξ,RT ) in a
Gaussian model
In this appendix, we present the analytic expression
of the ratio RA in the presence of external field within
a Gaussian model. Starting with the model partition
function
ZGauss =
∫
dxdy e−(A1x
2+A2y2−Hx), (A1)
the ratio RA can be computed by
RA =
〈(x2 + y2)〉 − 〈(√x2 + y2)〉2
〈x2〉 − 〈x〉2 , (A2)
where
〈O〉 = 1
ZGauss
∫
dxdyO(x, y) e−(A1x2+A2y2−Hx). (A3)
The ratio RA depends on the model parameters
{A1,A2,H} via the following combinations
RA(A1,A2,H)→ RA(ξ,RT ) (A4)
where
ξ =
H
2
√A1
RT =
A1
A2 .
(A5)
The exact expression reads
RA(ξ,RT ) = 1 +RT + 2ξ
2 − 2
pi
RT e
−2ξ2 [F(ξ,RT )]2 ,
(A6)
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FIG. 5. Left: Schematic plot of RA(ξ,RT ) as a function of ξ for a given RT (T ). Right: RT -dependence of various expansion
parameters of RA(ξ,RT ).
with
F(ξ,RT ) = 1√
pi
∫ ∞
−∞
dx e−x
2+2ξx × x
2
2RT
×
e
x2
2RT ×
(
K0[
x2
2RT
] +K1[
x2
2RT
]
)
,
(A7)
where Kn is the modified Bessel function of the second
kind of the n-th order.
It is instructive to study the limits of ξ  1 and ξ  1
for a general RT :
RA ≈
{
f1 + f2 × ξ2 ξ  1
1− g2 × 1ξ2 ξ  1
. (A8)
where
f1 = 1 +RT − 2
pi
(E[1−RT ])2
f2 = 2− 4
pi
E[1−RT ]
1−RT ×
(E[1−RT ]−RT ×K[1−RT ])
g2 =
(2−RT )RT
4
.
(A9)
Here K,E are the complete elliptic integral of the 1st and
2nd kind respectively, defined as
K(x) =
∫ pi/2
0
dθ (1− x sin2 θ)−1/2
E(x) =
∫ pi/2
0
dθ (1− x sin2 θ)1/2.
(A10)
For RT = 0, we obtain the SU(2) [36, 53] limit:
RA(ξ,RT = 0) ≈
{
(1− 2/pi)× (1 + 2 ξ2) ξ  1
1− 2√
pi
1
ξ e
−ξ2 ξ  1 .
(A11)
A schematic plot of RA(ξ,RT ) in Eq. (A6), as a func-
tion of ξ for a given RT (T ), is illustrated in Fig. 5 left,
together with the functional dependence on RT of various
expansion coefficients in Fig. 5 right.
[1] P. Braun-Munzinger, V. Koch, T. Schfer and J. Stachel,
Phys. Rept. 621, 76 (2016).
[2] K. Fukushima and C. Sasaki, Prog. Part. Nucl. Phys. 72,
99 (2013).
[3] H. Suganuma, T. M. Doi, K. Redlich and C. Sasaki, J.
Phys. G 44, 124001 (2017).
[4] H. T. Ding, F. Karsch and S. Mukherjee,
doi:10.1142/9789814663717-0001.
9[5] H. T. Ding, O. Kaczmarek and F. Meyer, Phys. Rev. D
94, no. 3, 034504 (2016).
[6] C. R. Allton, M. Doring, S. Ejiri, S. J. Hands, O. Kacz-
marek, F. Karsch, E. Laermann and K. Redlich, Phys.
Rev. D 71, 054508 (2005).
[7] S. Ejiri, F. Karsch and K. Redlich, Phys. Lett. B 633,
275 (2006).
[8] H. T. Ding, F. Karsch and S. Mukherjee, Int. J. Mod.
Phys. E 24, no. 10, 1530007 (2015).
[9] A. Bazavov et al., Phys. Rev. D 85, 054503 (2012).
[10] Y. Aoki, S. Borsanyi, S. Durr, Z. Fodor, S. D. Katz,
S. Krieg and K. K. Szabo, JHEP 0906, 088 (2009).
[11] Y. Aoki, Z. Fodor, S. D. Katz and K. K. Szabo, Phys.
Lett. B 643, 46 (2006).
[12] K. Fukushima and V. Skokov, Prog. Part. Nucl. Phys.
96, 154 (2017).
[13] R. D. Pisarski and V. V. Skokov, Phys. Rev. D 94, no.
3, 034015 (2016) doi:10.1103/PhysRevD.94.034015.
[14] P. Kovcs, Z. Szp and G. Wolf, Phys. Rev. D 93, no. 11,
114014 (2016).
[15] T. K. Herbst, M. Mitter, J. M. Pawlowski, B. J. Schaefer
and R. Stiele, Phys. Lett. B 731, 248 (2014).
[16] C. Ratti, M. A. Thaler and W. Weise, Phys. Rev. D 73,
014019 (2006).
[17] K. Fukushima, Phys. Lett. B 591, 277 (2004).
[18] S. Roessner, C. Ratti and W. Weise, Phys. Rev. D 75,
034007 (2007).
[19] C. Sasaki, I. Mishustin and K. Redlich, Phys. Rev. D 89,
no. 1, 014031 (2014).
[20] C. Sasaki and K. Redlich, Phys. Rev. D 86, 014007
(2012).
[21] R. D. Pisarski, Phys. Rev. D 62, 111501 (2000).
[22] C. Sasaki, B. Friman, and K. Redlich, Phys. Rev. D 75,
074013 (2007).
[23] A. Dumitru, Y. Hatta, J. Lenaghan, K. Orginos and
R. D. Pisarski, Phys. Rev. D 70, 034511 (2004).
[24] J. Maelger, U. Reinosa and J. Serreau, arXiv:1710.01930
[hep-ph].
[25] R. Stiele and J. Schaffner-Bielich, Phys. Rev. D 93, no.
9, 094014 (2016).
[26] A. N. Tawfik, A. M. Diab and M. T. Hussein, Int. J. Mod.
Phys. A 31, no. 34, 1650175 (2016).
[27] J. Greensite, Prog. Part. Nucl. Phys. 51, 1 (2003).
[28] E. S. Swanson, AIP Conf. Proc. 717, 636 (2004).
[29] A. M. Polyakov, Phys. Lett. B 72, 477 (1978).
[30] G. ’t Hooft, Nucl. Phys. B 138, 1 (1978).
[31] B. Svetitsky and L. G. Yaffe, Nucl. Phys. B 210, 423
(1982).
[32] L. D. McLerran and B. Svetitsky, Phys. Lett. B 98, 195
(1981); Phys. Rev. D 24, 450 (1981).
[33] S. .Borsanyi, G. Endrodi, Z. Fodor, S. D. Katz and
K. K. Szabo, JHEP 1207, 056 (2012).
[34] G. Boyd, J. Engels, F. Karsch, E. Laermann, C. Leg-
eland, M. Lutgemeier and B. Petersson, Nucl. Phys. B
469, 419 (1996).
[35] O. Kaczmarek, F. Karsch, P. Petreczky and F. Zantow,
Phys. Lett. B 543, 41 (2002).
[36] P. M. Lo, B. Friman, O. Kaczmarek, K. Redlich and
C. Sasaki, Phys. Rev. D 88, no. 1, 014506 (2013).
[37] P. M. Lo, B. Friman, O. Kaczmarek, K. Redlich and
C. Sasaki, Phys. Rev. D 88, 074502 (2013).
[38] A. Bazavov, N. Brambilla, H.-T. Ding, P. Petreczky, H.-
P. Schadler, A. Vairo and J. H. Weber, Phys. Rev. D 93,
no. 11, 114502 (2016).
[39] J. H. Weber [TUMQCD Collaboration], EPJ Web Conf.
137, 07028 (2017).
[40] D. E. Miller and K. Redlich, Phys. Rev. D 37, 3716
(1988).
[41] E. Megias, E. Ruiz Arriola and L. L. Salcedo, Phys. Rev.
D 74, 065005 (2006).
[42] P. M. Lo, B. Friman and K. Redlich, Phys. Rev. D 90,
no. 7, 074035 (2014).
[43] K. Kashiwa, R. D. Pisarski and V. V. Skokov, Phys. Rev.
D 85, 114029 (2012).
[44] C. Alexandrou, A. Borici, A. Feo, P. de Forcrand,
A. Galli, F. Jergerlehner and T. Takaishi, Phys. Rev.
D 60, 034504 (1999).
[45] M. Fromm, J. Langelage, S. Lottini, M. Neuman and
O. Philipsen, Phys. Rev. Lett. 110, no. 12, 122001
(2013).
[46] O. Philipsen, EPJ Web Conf. 137, 03016 (2017).
[47] C. S. Fischer, J. Luecker and J. M. Pawlowski, Phys. Rev.
D 91, no. 1, 014024 (2015).
[48] S. P. Klevansky, Rev. Mod. Phys. 64, 649 (1992).
[49] T. Hatsuda and T. Kunihiro, Phys. Rept. 247, 221
(1994).
[50] G. Baym, T. Hatsuda, T. Kojo, P. D. Powell, Y. Song
and T. Takatsuka, arXiv:1707.04966 [astro-ph.HE].
[51] A. Schfer, G. Endrdi and J. Wellnhofer, Phys. Rev. D
92, no. 1, 014509 (2015).
[52] J. O. Andersen, W. R. Naylor and A. Tranberg, Rev.
Mod. Phys. 88, 025001 (2016).
[53] J. Engels, and T. Scheideler, Nucl. Phys. B 539 (1999)
557.
