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Uniformisations partielles et crite`res a` la Hurewicz dans le plan.
Dominique LECOMTE
Trans. Amer. Math. Soc. 347, 11 (1995), 4433-4460
Re´sume´. On donne des caracte´risations des bore´liens potentiellement d’une classe de Wadge donne´e, parmi les bore´liens a`
coupes verticales de´nombrables d’un produit de deux espaces polonais. Pour ce faire, on utilise des re´sultats d’uniformisa-
tion partielle.
Cet article fait suite a` l’e´tude des classes de Wadge potentielles commence´e dans [Le1]. On
de´montre entre autres les re´sultats annonce´s dans [Le2]. Je renvoie le lecteur a` [Ku] pour ce qui est
des notions de base en topologie, et a` [W] pour ce qui concerne les classes de Wadge. On utilisera les
notations et notions standard de la the´orie descriptive des ensembles, ainsi que des notions de the´orie
descriptive effective, qui peuvent eˆtre trouve´es dans [Mo]. Rappelons les de´finitions de base :
De´finitions. (a) Soit Γ une classe de parties d’espaces polonais de dimension 0. On dit que Γ est une
classe de Wadge de bore´liens s’il existe un espace polonais P0 de dimension 0, et un bore´lien A0
de P0 tels que pour tout espace polonais P de dimension 0 et pour toute partie A de P , A est dans Γ
si et seulement s’il existe une fonction continue f de P dans P0 telle que A = f−1(A0).
(b) Soient X et Y des espaces polonais, et A un bore´lien de X × Y . Si Γ est une classe de Wadge,
on dira que A est potentiellement dans Γ (ce qu’on notera A ∈ pot(Γ)) s’il existe des topologies
polonaises de dimension 0, σ (sur X) et τ (sur Y ), plus fines que les topologies initiales, telles que
A, conside´re´ comme partie de (X,σ) × (Y, τ), soit dans Γ.
La motivation pour l’e´tude de ces classes de Wadge potentielles trouve son origine dans l’e´tude
des relations d’e´quivalence bore´liennes (ou plus ge´ne´ralement des structures bore´liennes a` plusieurs
variables). Par exemple, dans [HKL], on e´tudie le pre´-ordre qui suit. Si E (resp. E′) est une relation
d’e´quivalence bore´lienne sur l’espace polonais X (resp. X ′), on pose
E ≤ E′ ⇔ [il existe f bore´lienne de X dans X ′ telle que xEy ⇔ f(x)E′f(y)].
En d’autres termes, l’application f de´finit par passage au quotient une injection de X/E dans X ′/E′,
ce de manie`re bore´lienne. La relation E ≤ E′ peut s’e´crire : E = (f ×f)−1(E′), avec f bore´lienne ;
or si E′ est de classe de Wadge Γ (ou meˆme de classe de Wadge potentielle Γ), il est facile de ve´rifier
que E est de classe de Wadge potentielle Γ (alors queE n’est pas de classe Γ en ge´ne´ral). La classe de
Wadge potentielle est donc un invariant naturel du pre´-ordre ≤. Bien que cet invariant soit en ge´ne´ral
grossier, il fournit des informations sur≤ ; par exemple, dans [Lo1], A. Louveau montre que la classe
des relations d’e´quivalence Σ0ξ n’est pas co-finale dans les relations d’e´quivalence bore´liennes pour
le pre´-ordre ≤, en utilisant la notion de classe de Wadge potentielle.
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Il en de´duit une de´monstration simple de la non-existence d’une relation d’e´quivalence bore´lienne
maximum pour ≤. Ce re´sultat avait par ailleurs e´te´ de´montre´ ante´rieurement par H. Friedman et L.
Stanley, en utilisant les travaux de H. Friedman sur la diagonalisation bore´lienne.
L’un des principaux re´sultats concernant les classes de Wadge de bore´liens est l’existence de
“tests d’Hurewicz”, dont le principe est : un bore´lien n’est pas d’une classe de Wadge donne´e si et
seulement s’il est au moins aussi complique´ qu’un exemple type n’e´tant pas de cette classe. Hurewicz
a de´montre´ l’existence du test pour la classe Gδ. Le re´sultat pre´cis est le
The´ore`me 2.10 Soit X un espace polonais, et A un bore´lien de X. Alors A n’est pas Gδ si et
seulement s’il existe E de´nombrable sans point isole´ tel que E \ E ≈ ωω et E = A ∩ E.
Apre`s les travaux de nombreux auteurs, parmi lesquels J. R. Steel (voir [S]), ainsi que A. Louveau
et J. Saint Raymond, l’existence de tests a e´te´ e´tablie pour toutes les classes de Wadge ; dans [Lo-SR],
il est de´montre´ :
The´ore`me. Si ξ est un ordinal de´nombrable non nul, il existe un compact Pξ de dimension 0 et un
vrai Σ0ξ de Pξ , Aξ , tels que si A est un bore´lien de l’espace polonais X, on ait : A n’est pas Π0ξ de
X si et seulement s’il existe f : Pξ → X injective continue telle que Aξ = f−1(A).
L’ensemble Aξ est dit “test d’Hurewicz”. Un des objectifs de cet article est d’e´tudier la possibilite´
d’obtenir des re´sultats similaires, pour les classes de Wadge potentielles. Dans [Le1], il est de´montre´
un lemme qui sugge`re l’inte´reˆt qu’on pourrait avoir a` e´tudier les proble`mes d’uniformisation partielle,
en vue de caracte´riser les ensembles potentiellement ferme´s. Le test usuel pour savoir si un ensemble
A est ferme´ est de prendre une suite convergente de points de A et de regarder si la limite est dans A.
Un tel test ne peut pas convenir pour caracte´riser les ensembles potentiellement ferme´s, puisqu’un sin-
gleton peut eˆtre rendu ouvert-ferme´ tout en gardant des topologies polonaises. Cependant, on remar-
que que lorsqu’on raffine la topologie d’un espace polonais, tout en gardant une topologie polonaise,
les deux topologies coı¨ncident sur un Gδ dense pour la topologie initiale. D’ou` l’ide´e de remplacer
les points par des graphes de fonctions continues et ouvertes, objets qui rencontrent tout produit de
deux Gδ denses si les domaines et images des fonctions sont assez “gros”.
Lemme. Soient X et Y des espaces polonais, (Cn) (resp. (Dn)) des suites d’ouverts non vides de X
(resp. Y ), fn : Cn → Dn continues et ouvertes, B :=
⋃
n∈ω\{0}
Gr(fn), et A un bore´lien de X × Y
contenant B; si B \ A contient Gr(f0), alors A est non-pot(Π01).
La question est de savoir s’il y a une re´ciproque. Nous allons voir que c’est en partie le cas :
cette re´ciproque a lieu, modulo un changement de topologies, si A est a` la fois pot(Σ03) et pot(Π03), a`
ceci pre`s qu’on ne peut pas imposer le sens dans lequel se trouvent les graphes. Ceci signifie que les
fonctions partielles peuvent eˆtre de´finies sur une partie de X et arriver dans Y , ou eˆtre de´finies sur
une partie de Y et arriver dans X. Le re´sultat pre´cis est un cas particulier du the´ore`me 2.3 ; si fn est
une fonction partielle de X dans Y ou de Y dans X, on notera Gn la partie de X×Y e´gale au graphe
de fn si fn va de X dans Y , et e´gale a` {(x, y) ∈ X × Y / x = fn(y)} sinon.
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The´ore`me *. Soient X et Y des espaces polonais, et A un bore´lien pot(Σ03) ∩ pot(Π03) de X × Y .
A est non-pot(Π01) si et seulement s’il existe des espaces polonais Z et T parfaits de dimension 0,
des ouverts-ferme´s non vides An et Bn (l’un dans Z et l’autre dans T ), des surjections continues
ouvertes fn : An → Bn, et des injections continues u et v tels que
⋃
n∈ω\{0}Gn ⊆ (u × v)
−1(A),
G0 ⊆ (u× v)
−1(Aˇ), et G0 =
⋃
n∈ω\{0}Gn \ (
⋃
n∈ω\{0}Gn).
Le the´ore`me 2.3 e´tend ce re´sultat a` la caracte´risation des bore´liens potentiellement diffe´rence
transfinie d’ouverts, toujours parmi les bore´liens pot(Σ03) ∩ pot(Π03). On ne se rame`ne donc pas a`
un exemple type, comme dans le the´ore`me de A. Louveau et J. Saint Raymond, mais a` une situation
type. Pour de´montrer le the´ore`me 2.3, l’outil essentiel est le
The´ore`me 1.13 Soient X et Y des espaces polonais parfaits de dimension 0, A un Gδ l.p.o. non vide
de X × Y . Alors il existe des ensembles presque-ouverts non vides F et G, l’un contenu dans X et
l’autre dans Y , et une surjection continue ouverte de F sur G dont le graphe est contenu dans A ou
dans {(y, x) ∈ Y ×X / (x, y) ∈ A} selon le cas.
Pour le comprendre voici les
De´finitions 1.2 (a) Un Gδ d’un espace topologique est dit presque-ouvert (ou p.o.) s’il est contenu
dans l’inte´rieur de son adhe´rence (ce qui revient a` dire qu’il est dense dans un ouvert).
(b) Si X et Y sont des espaces topologiques, une partie A de X × Y sera dite localement a` projec-
tions ouvertes (ou l.p.o.) si pour tout ouvert U de X × Y , les projections de A ∩ U sont ouvertes.
Les ensembles l.p.o. se rencontrent par exemple dans la situation suivante : A est Σ 11 dans
un produit de deux espaces polonais re´cursivement pre´sente´s. Si on munit ces deux espaces de leur
topologie de Gandy-Harrington (celle engendre´e par les Σ 11 ),A devient l.p.o. dans le nouveau produit.
C’est essentiellement dans cette situation qu’on utilisera cette notion, au cours de la section 2.
On e´tudie donc dans un premier temps, et plus largement que ne´cessaire pour la seule e´tude des
classes de Wadge potentielles, les proble`mes d’uniformisation partielle, sur des ensembles “gros” au
sens de la cate´gorie, en essayant d’obtenir l’image de la fonction “grosse” e´galement. On obtient
essentiellement des re´sultats pour les Gδ. Il est a` noter que malgre´ des hypothe`ses syme´triques, la
conclusion du the´ore`me 1.13 ne l’est pas.
Dans [O], il est de´montre´, sous l’hypothe`se du continu, l’existence d’une bijection Φ de [0, 1] sur
lui meˆme e´changeant ensembles maigres et ensembles de mesure de Lebesgue nulle. En e´tudiant un
exemple ou` on trouve un graphe dans un sens et pas dans l’autre, dans le the´ore`me 1.13, on montre
qu’une telle application Φ ne peut pas avoir de proprie´te´ de mesurabilite´ projective (corollaire 1.8).
Une autre fac¸on de formuler le the´ore`me * est (voir [Le2]) le
The´ore`me. Soient X et Y des espaces polonais, A un bore´lien de X × Y a` coupes verticales
de´nombrables. Alors A est non-pot(Π01) si et seulement s’il existe des espaces polonais Z et T
parfaits de dimension 0 non vides, des fonctions continues u et v, des ouverts denses (An) de Z , des
applications continues ouvertes fn de An dans T , tels que pour tout x dans
⋂
n∈ω An, (fn(x))n>0
converge simplement vers f0(x), Gr(g0) ⊆ (u× v)−1(Aˇ) et
⋃
n>0 Gr(gn) ⊆ (u× v)−1(A).
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En d’autres termes, en chaque point du Gδ dense
⋂
n∈ω An, on retrouve sur la fibre le test usuel
pour les ferme´s. On a un phe´nome`ne analogue pour les Gδ :
The´ore`me 2.11 Soient X et Y des espaces polonais, A un bore´lien de X × Y a` coupes verticales
de´nombrables. Alors A est non-pot(Π02) si et seulement s’il existe des espaces polonais Z et T
parfaits de dimension 0 non-vides, des injections continues u et v, des ouverts denses (An) de Z , des
applications continues et ouvertes fn de An dans T , tels que pour tout x dans
⋂
n∈ω An, l’ensemble
Ex := {fn(x) / n ∈ ω} soit sans point isole´, Ex \Ex ≈ ωω , et Ex = (u× v)−1(A)x ∩ Ex.
1 Uniformisation partielle des Gδ.
Les proble`mes d’uniformisation partielle ont de´ja` e´te´ e´tudie´s dans [GM], ou` au lieu de conside´rer
la cate´gorie, il est question d’ensembles de mesure 1 sur chacun des facteurs. Les re´sultats qu’on
obtient sont e´galement a` rapprocher de re´sultats obtenus par G. Debs et J. Saint Raymond, ou` il est
question de fonctions totales et injectives, avec des hypothe`ses de compacite´ sur chacun des facteurs
(cf [D-SR]). Plus pre´cise´ment, il est de´montre´ dans [GM] le re´sultat suivant :
The´ore`me 1.1 Soient X et Y des espaces polonais, λ (resp. µ) une mesure de probabilite´ sur
X (resp. Y ), et A un bore´lien de X × Y ayant ses coupes horizontales (resp. verticales) non
de´nombrables µ-presque partout (resp. λ-presque partout). Alors il existe un bore´lien F de X (resp.
G de Y ) tels que λ(F ) = µ(G) = 1, et un isomorphisme bore´lien de F sur G dont le graphe est
contenu dans A.
On peut se demander si on a un re´sultat analogue en remplac¸ant “ensemble de mesure 0” par
“ensemble maigre”. On va voir que non. Pour ce faire on montre un lemme que nous re´utiliserons.
De´finitions 1.2 (a) Un Gδ d’un espace topologique est dit presque-ouvert (ou p.o.) s’il est contenu
dans l’inte´rieur de sn adhe´rence (ce qui revient a` dire qu’il est dense dans un ouvert).
(b) Si X et Y sont des espaces topologiques, une partie A de X × Y sera dite localement a` projec-
tions ouvertes (ou l.p.o.) si pour tout ouvert U de X × Y , les projections de A ∩ U sont ouvertes.
Lemme 1.3 Il existe un espace X polonais parfait de dimension 0, et un ferme´ A l.p.o. a` coupes
parfaites non vides de X2, tels que si F et G sont presque-ouverts non vides dans X et f : F → G
surjective continue ouverte, Gr(f) 6⊆ A.
De´monstration. Soient X = ωω, φ un home´omorphisme de X sur l’ensemble P∞ des suites de 0 et
de 1 ayant une infinite´ de 1, et ψ un home´omorphisme de X sur l’ensemble KP (2ω) des compacts
parfaits non vides de 2ω ; ψ existe car cet ensemble ne contient pas les compacts finis, est dense et est
Gδ de K(2ω) \ {∅} : en effet, si on de´signe par N(n, 2ω) le nie`me ouvert-ferme´ de base de 2ω , on a
K est parfait ⇔


∀m ∈ ω [(K ∩N(m, 2ω) = ∅) ou (∃ (p, q) ∈ ω2 N(p, 2ω) ∩N(q, 2ω) = ∅ et
N(p, 2ω) ∪N(q, 2ω)⊆N(m, 2ω) et N(p, 2ω) ∩K 6= ∅ et N(q, 2ω) ∩K 6= ∅)].
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Posons A := (φ× ψ)−1(A′), ou` A′ := {(x,K) ∈ P∞ × KP (2ω) / x ∈ K}. Il suffit de montrer
les proprie´te´s pour A′. Il est ferme´ :
x /∈ K ⇔ ∃ n ∈ ω ∃ U ∈ Σ01⌈2
ω N(n, 2ω) ∩ U = ∅ et x ∈ N(n, 2ω) et K ⊆ U.
Il est clairement a` coupes parfaites non vides, et il est l.p.o., car si Ns := {α ∈ 2ω/s ≺ α} et
WU,V0,...,Vn := {K ∈ KP (2
ω)/K ⊆ U et ∀i ≤ n Vi ∩K 6= ∅}
est l’ouvert-ferme´ de base de KP (2ω), on a
Π1[A
′ ∩ (Ns ×WU,V0,...,Vn)] = ∅ ou Ns ∩ U ∩ P∞, et
Π2[A
′ ∩ (Ns ×WU,V0,...,Vn)] = ∅ ou WU,V0,...,Vn,Ns ∩ KP (2
ω).
Raisonnons par l’absurde : il existe f : F → G surjective continue ouverte dont le graphe est contenu
dans A′, et des ouverts non vides U et V tels que F (resp. G) soit Gδ dense de U (resp. V).
L’ouvert V e´tant non vide contient un ouvert-ferme´ de base WU,V0,...,Vn, avec U , V0, ..., Vn
ouverts-ferme´s tels que les U ∩Vi soient non vides. De sorte qu’on peut supposer, quitte a` se restrein-
dre a` son image re´ciproque, que V =WU,V0,...,Vn.
Soit (Sj)j<n+3 une partition de U en ouverts-ferme´s telle que ∀ j < n+3, ∀ i ≤ n, Sj ∩Vi 6= ∅.
Posons, si I ∈ P(n + 3) \ {∅},
OI := {K ∈WU,V0,...,Vn / I = {j < n+ 3 / K ∩ Sj 6= ∅}}.
Alors (OI) est une partition en ouverts-ferme´s non vides de WU,V0,...,Vn, donc (f−1(OI)) est une
partition en ouverts-ferme´s non vides de F ; par proprie´te´ de re´duction, on trouve une suite d’ouverts
non vides de U deux a` deux disjoints, (WI), telle que f−1(OI) = F ∩WI .
Alors si j < n+3, W{j} ⊆ Sj , sinon on trouve x dans F ∩W{j} \Sj , et x ∈ f(x) ∈ O{j}, donc
f(x) ⊆ Sj , une contradiction.
Maintenant si I ⊆ n + 3 est de cardinal 2, il existe i ≤ n tel que Vi ∩
⋃
j∈I Sj ⊆ WI . En effet,
par ce qui pre´ce`de, si j ∈ I , Sj 6⊆WI sinon W{j} ∩WI 6= ∅. Donc si pour tout i ≤ n il existe j dans
I tel que Vi ∩ Sj 6⊆ WI , l’ensemble {K ∈ OI / K ⊆ WˇI} est ouvert non vide de G, donc rencontre
G en K = f(x) et x ∈ F ∩WI , donc K ∩WI est non vide, une contradiction.
En particulier, si 1 ≤ j ≤ n+ 2, il existe ij ≤ n tel que Vij ∩ (S0 ∪ Sj) ⊆W{0,j}. Soient j 6= j′
tels que ij = ij′ ; alors Vij ∩ S0 ⊆ W{0,j} ∩W{0,j′}, ce qui contredit la disjonction de W{0,j} et
W{0,j′}. 
The´ore`me 1.4 Soient X := K(2ω) \ {∅}, Y := 2ω , et A := {(K,x) ∈ X × Y / x ∈ K} ; alors A
est un ferme´ a` coupes horizontales non de´nombrables, a` coupes verticales non de´nombrables sur un
ensemble co-maigre de X, mais si F (resp. G) est un bore´lien co-maigre de X (resp. Y ), il n’existe
aucun isomorphisme bore´lien de F sur G dont le graphe soit contenu dans A.
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De´monstration. Comme on l’a vu dans la preuve du lemme pre´ce´dent, A est ferme´ dans X × Y , et
l’ensemble des compacts parfaits non vides est Gδ dense de X.
L’ensemble des compacts non de´nombrables est donc co-maigre dans X, et les coupes verticales
de A sont donc non de´nombrables, sauf sur un maigre.
Raisonnons par l’absurde : il existe des ensembles F et G, ainsi qu’un isomorphisme bore´lien f
comme dans l’e´nonce´.
Alors il existe unGδ dense F ′ (resp. G′) deX (resp. Y ) tels que F ′ ⊆ KP (2ω)∩F ,G′ ⊆ G∩P∞,
et que f : F ′ → G′ soit un home´omorphisme.
En effet, on remarque que si U est un ouvert dense de Y , alors {K ∈ X / K ⊆ U} est un ouvert
dense de X ; par suite, si M est maigre relativement a` G, on a l’inclusion
f−1(M) ⊆ ΠX [(X ×M) ∩A] = {K ∈ X / K ∩M 6= ∅}.
Donc f−1(M) est maigre relativement a` X, et aussi relativement a` F qui est co-maigre dans X.
Soit G1 un Gδ dense de Y , contenu dans G ∩ P∞, sur lequel f−1 est continue ; ce qui pre´ce`de
montre que f−1(G1) est co-maigre dans X.
Si (Un) est une base de la topologie de G1, f−1(Un) est bore´lien de X, donc e´gal a` un ouvert Vn
modulo un maigre Mn ; choisissons pour F ′ un Gδ dense de X contenu dans
KP (2
ω) ∩ F ∩ f−1(G1) \ (
⋃
n∈ω
Mn).
Il reste a` poser G′ := f ′′F ′.
En effet, on a f−1(Un ∩ G′) = F ′ ∩ f−1(Un) = F ′ ∩ Vn ; G′ = (f−1)−1(F ′) ∩ G1 est Gδ .
Et si G′ n’e´tait pas dense dans Y , on trouverait un ouvert non vide U de Y disjoint de G′ ; mais
{K ∈ X / K ⊆ U} serait un ouvert non vide, et rencontrerait donc F ′ en un point K qui ve´rifierait
f(K) ∈ K ⊆ U et aussi f(K) ∈ G′, ce qui est la contradiction cherche´e.
Mais ceci contredit la preuve du lemme 1.3. 
En analysant les raisons de ce re´sultat ne´gatif, nous allons maintenant montrer que l’application
transformant ensembles de mesure 0 en ensembles maigres n’a pas de proprie´te´s de mesurabilite´
projective, sous hypothe`se de de´termination des jeux projectifs.
Pour de´montrer le the´ore`me 1.1, les auteurs montrent le lemme suivant :
Lemme 1.5 Soient X un espace polonais, µ une mesure de probabilite´ sur X, et A un bore´lien de
X ×X ayant ses coupes horizontales non de´nombrables µ-presque partout. Alors il existe un Kσ de
X, F , et une application bore´lienne f : F → X tels que Gr(f) ⊆ A et
µ({y ∈ X / f−1({y}) est non de´nombrable}) = 1.
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Corollaire 1.6 Soient B := [0, 1], λ la mesure de Lebesgue sur B, A un bore´lien de B × B tel que
λ({y ∈ B / Ay est non de´nombrable}) = 1 ; alors il existe des bore´liens disjoints de B, B0 et B1,
tels que λ({y ∈ B / Bi ∩Ay est non de´nombrable}) = 1.
De´monstration. Soient F et f fournis par le lemme 1.5, et Gy une copie de 2ω contenue dans
f−1({y}), si ce bore´lien est non de´nombrable. Si x ∈ Gy \{min Gy, maxGy}, les ouverts [0, x[∩Gy
et ]x, 1] ∩Gy sont non vides, donc non de´nombrables ; posons donc
E(y, x) ⇔ x ∈ F et f(x) = y et [0, x[∩f−1({y}), ]x, 1] ∩ f−1({y}) sont non de´nombrables.
Alors E est analytique dans B×B, donc par le the´ore`me de von Neumann on trouve une application
g : B → B Baire-mesurable telle que si f−1({y}) est non de´nombrable, g(y) ∈ F , f(g(y)) = y, et
[0, g(y)[∩f−1({y}), ]g(y), 1] ∩ f−1({y}) sont non de´nombrables.
Soit alors G un bore´lien de B tel que λ(G) = 1, la restriction de g a` G soit bore´lienne, et contenu
dans {y ∈ B / f−1({y}) est non de´nombrable}. Il reste a` poser
B0 := {x ∈ F / f(x) ∈ G et x < g(f(x))}, B1 := {x ∈ F / f(x) ∈ G et x > g(f(x))}.
En effet, si y ∈ G, [0, g(y)[∩f−1({y}) ⊆ B0∩Ay , donc B0∩Ay est non de´nombrable, de meˆme
que B1 ∩Ay. 
Lemme 1.7 Il existe un Gδ de B×B, A, ou` B := [0, 1], tel que {y ∈ B / Ay est non de´nombrable}
soit co-maigre, alors que pour tout couple (B0, B1) de bore´liens disjoints de B,
{y ∈ B / Bi ∩A
y est non de´nombrable}
ne sont pas tous deux co-maigres.
De´monstration. [0, 1] \Q est home´omorphe a` P∞, qui est co-de´nombrable dans l’espace parfait 2ω .
Il suffit donc de trouver A dans 2ω × 2ω , ayant les proprie´te´s du lemme. D’autre part, K(2ω) \ {∅}
est un espace compact me´trisable parfait de dimension 0 et non vide, donc est home´omorphe a` 2ω ; il
suffit donc de trouver A dans 2ω ×K(2ω) \ {∅}. Reprenons l’exemple de 1.4 :
A = {(x,K) ∈ 2ω ×K(2ω) \ {∅} / x ∈ K}.
Raisonnons par l’absurde : B0 et B1 existent. Par la preuve de 1.4, ces deux ensembles sont
ne´cessairement non maigres ; on trouve donc des ouverts disjoints et non vides de 2ω , U0 et U1,
tels que B0∆U0 et Bˇ0∆U1 soient maigres.
Comme on l’a vu dans la preuve du the´ore`me 1.4, {K ∈ K(2ω) \ {∅} / K ∩ (B0∆U0) = ∅}
est co-maigre, ainsi que {K ∈ K(2ω) \ {∅} / B0 ∩ K est non de´nombrable}, donc que l’ensemble
{K ∈ K(2ω) \ {∅} / K ∩ U0 6= ∅} ; ce dernier rencontre donc l’ouvert non vide
{K ∈ K(2ω) \ {∅} / K ⊆ U1},
ce qui contredit la disjonction de U0 et U1. 
Il re´sulte imme´diatement du the´ore`me 19.6 de [O] que sous l’hypothe`se du continu, il existe
une bijection idempotente Φ de B := [0, 1] sur lui-meˆme telle que E est maigre si et seulement si
λ(Φ−1(E)) = 0. Ce qui pre´ce`de entraıˆne le
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Corollaire 1.8 Une telle fonction Φ n’est pas bore´lienne. De plus, sous hypothe`se de de´termination
des jeux ∆12n+3, Φ n’est pas Π12n+1-mesurable.
De´monstration. Le premier point re´sulte aussitoˆt du corollaire 1.6 et du lemme 1.7. SiΦ e´tait Π12n+1-
mesurable, et si A est le Gδ du lemme 1.7, l’ensemble A′ := (I × Φ)−1(A) serait Π12n+1, ainsi que
E := {(y,K) ∈ B × K(B) \ {∅} / K est parfait et K ⊆ A′y} ; par la de´termination des jeux ∆12n,
E serait uniformisable par un graphe partiel Π12n+1, et la fonction correspondante se prolongerait en
une fonction f totale ∆12n+3-mesurable. Par la de´termination des jeux ∆12n+3, f serait λ-mesurable,
donc il existerait un bore´lien G de B tel que λ(G) = 1, la restriction de f a` G soit bore´lienne, et
(y, f(y)) ∈ E si y ∈ G.
Posons A′′ := {(x, y) ∈ B ×B / y ∈ G et x ∈ f(y)} ; alors A′′ serait un bore´lien contenu dans
A′, et le corollaire 1.6 fournirait des bore´liens disjoints B0 et B1. Les ensembles
{y ∈ B / Bi ∩ (I × Φ)[A
′′]y est non de´nombrable}
seraient donc co-maigres, ainsi que {y ∈ B / Bi ∩ Ay est non de´nombrable}, ce qui contredirait le
lemme 1.7. 
Dans [Ma], la question suivante est pose´e : e´tant donne´ un bore´lien A de [0, 1] × [0, 1] dont
toutes les coupes sont non maigres, existe-t-il un isomorphisme bore´lien de [0, 1] sur lui-meˆme dont
le graphe soit contenu dans A ? La re´ponse est non, comme le montre le the´ore`me 3 de [D-SR]. On a
cependant le re´sultat suivant :
The´ore`me 1.9 Soient X et Y des espaces polonais parfaits non vides, A ⊆ X×Y ayant la proprie´te´
de Baire et ses coupes non maigres (sauf sur des ensembles maigres). Alors il existe un ensemble
Kσ ∪ Gδ, F (resp. G), co-maigre dans X (resp. Y ), et un isomorphisme de deuxie`me classe de F
sur G dont le graphe est contenu dans A.
Lemme 1.10 Soient (Cn), (Dn) des suites d’ouverts-ferme´s non vides de ωω , A dans ωω × ωω tel
que A∆(
⋃
n∈ω Cn × Dn) soit maigre ; alors il existe des suites (K0n) et (K1n) de copies de 2ω , des
suites (G0n) et (G1n) de Gδ de ωω ve´rifiant
(i) (K0n ×G0n) ∪ (G1n ×K1n) ⊆ A
(ii) K0n ⊆ Cn \ (
⋃
q<nK
0
q ), K
1
n ⊆ Dn \ (
⋃
q<nK
1
q )
(iii) G0n (resp. G1n) est dense dans Dn \ (
⋃
q<nDq ∪
⋃
p∈ωK
1
p) (resp. Cn \ (
⋃
q<nCq ∪
⋃
p∈ωK
0
p))
De´monstration. On construit d’abord la suite (K0n) et une suite (H0n) de Gδ de ωω ve´rifiant
K0n ×H
0
n ⊆ A ∩ [Cn \ (
⋃
q<n
K0q )×Dn \ (
⋃
q<n
Dq)],
H0n e´tant dense dans D′n := Dn \ (
⋃
q<nDq).
Admettons la construction effectue´e pour q < n. Soit C ′n := Cn \ (
⋃
q<nK
0
q ) ; A∩C
′
n×D
′
n est
co-maigre dans C ′n ×D′n, d’ou` l’existence de K0n et H0n.
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De meˆme, on construit des suites (K1n) et (H1n) ve´rifiant des proprie´te´s analogues :
H1n ×K
1
n ⊆ A ∩ [Cn \ (
⋃
q<n
Cq)×Dn \ (
⋃
q<n
K1q )],
etH1n est dense dansCn\(
⋃
q<nCq). Il reste a` poserG0n := H0n\(
⋃
p∈ωK
1
p),G
1
n := H
1
n\(
⋃
p∈ωK
0
p).
Ceci termine la preuve. 
De´monstration du the´ore`me 1.9. L’ensemble A ayant la proprie´te´ de Baire, il est re´union disjointe
d’un Gδ et d’un ensemble maigre, qui a ses coupes maigres, sauf sur des ensembles maigres ; on peut
donc supposer que A est Gδ a` coupes non maigres de ωω × ωω , X et Y e´tant parfaits non vides.
On trouve alors des suites (Cn) et (Dn) ve´rifiant les conditions du lemme 1.10, qui peut donc
s’appliquer. Posons I := {n ∈ ω / G0n 6= ∅}, F0 :=
⋃
n∈I K
0
n, G0 :=
⋃
n∈I G
0
n. Si n ∈ ω,
Dn \ (
⋃
q<nDq ∪
⋃
p∈ωK
1
p), donc G0n, sont denses dans Dn \ (
⋃
q<nDq) ; par conse´quent, G0 est
dense dans
⋃
n∈ωDn. D’autre part, G0 ∈ ∆01-PU(Gδ)⌈(
⋃
n∈ωDn), donc G0 est Gδ. Comme A est
a` coupes non maigres,
⋃
n∈ωDn est dense dans Y , donc G0 est Gδ dense dans Y .
Si n ∈ I , G0n est polonais non de´nombrable, donc il existe un isomorphisme de premie`re classe
fn de K0n sur G0n. Alors
g0 :
{
F0 → G0
x 7→ fn(x) si x ∈ K
0
n
est bien de´finie (par (ii)), injective (par (iii)) donc bijective, de premie`re classe par compacite´ de K0n,
et g−10 est aussi de premie`re classe car G0n = G0 ∩ [Dn \ (
⋃
q<nDq)]. Enfin, le graphe de g0 est
contenu dans A par (i).
De meˆme, on trouve un isomorphisme de premie`re classe g1, duKσ maigre de Y F1 :=
⋃
n∈J K
1
n
sur le Gδ dense de X, G1 :=
⋃
n∈J G
1
n, ou` J := {n ∈ ω / G
1
n 6= ∅}. Alors F := F0 ∪ G1,
G := F1 ∪G0, et
f :


F → G
x 7→


g0(x) si x ∈ F0
g−11 (x) si x ∈ G1
re´pondent au proble`me. 
Venons-en a` l’e´tude de la re´ciproque du lemme de l’introduction ; dans ce lemme, il est ques-
tion de fonctions continues et ouvertes, donc non ne´cessairement injectives. Le contre-exemple du
the´ore`me 1.4 n’est donc pas un obstacle a` la re´ciproque. De fait, l’application de´finie par
φ :
{
{K ∈ K(2ω) \ {∅} / K est parfait} → P∞
K 7→ max(K)
est surjective continue et ouverte et son graphe est contenu dans
{(K,x) ∈ K(2ω) \ {∅} × 2ω / x ∈ K}.
Cependant, φ n’est injective sur aucun Gδ dense. Plus ge´ne´ralement, on a la
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Proposition 1.11 Soient X un espace polonais, Y un espace se´pare´, f : X → Y continue et ouverte.
Si f n’est pas injective, f n’est injective sur aucun Gδ dense de X.
De´monstration. Posons E := {(x, x′) ∈ X2 / x 6= x′ et f(x) = f(x′)}. Alors E est Gδ, et l.p.o.,
car si U et V sont ouverts dans X, Π[E ∩ (U × V )] = U ∩ {x ∈ X / f(x) ∈ f [V \ {x}]}, comme
on le ve´rifie imme´diatement. Si f(x0) ∈ f [V \ {x0}], soit x1 ∈ V \ {x0} tel que f(x0) = f(x1).
On trouve des ouverts disjoints Wi de X tels que xi ∈ Wi, W1 ⊆ V . Si x ∈ f−1(f [W1]) ∩W0 (qui
est un ouvert contenant x0), f(x) = f(y), ou` y ∈ W1 ⊆ V , et x 6= y car W0 ∩W1 = ∅. Si E est
non vide, on applique le lemme 4.4 de [Le1] pour voir que E rencontre tout carre´ Gδ dense ; d’ou` le
re´sultat. 
Le lemme 1.3 montre qu’on ne peut pas avoir l’image “grosse” en ge´ne´ral, dans une uniformi-
sation du type von Neumann, meˆme pour un ferme´ l.p.o. non vide d’un produit d’espaces polonais
parfaits de dimension 0. Cependant, l’uniformisation souhaite´e a lieu dans au moins un sens (on l’a
vu avant 1.11 dans le cas particulier). Le the´ore`me 1.13 qui suit est le re´sultat essentiel de ce chapitre.
Il est a` noter que malgre´ des hypothe`ses comple`tement syme´triques, la conclusion ne l’est pas (cf le
lemme 1.3).
Lemme 1.12 Soient X et Y des espaces polonais, A un Gδ l.p.o. non vide de X × Y de projections
X et Y , et F (resp. G) un Gδ dense de X (resp. Y ). Alors les projections de A ∩ (F × G) sont
co-maigres.
De´monstration. Si ΠX [A ∩ (F ×G)] n’est pas co-maigre, soit U un ouvert non vide tel que
M := ΠX [A ∩ (F ×G)] ∩ U
soit maigre ; A∩ (U ×Y ) est Gδ l.p.o. non vide de U ×Y , donc par le lemme 4.4 de [Le1] rencontre
(U ∩ F \M)×G en un point (x, y) qui ve´rifie x ∈M \M . 
The´ore`me 1.13 Soient X et Y des espaces polonais parfaits de dimension 0, A unGδ l.p.o. non vide
de X × Y . Alors il existe des ensembles presque-ouverts non vides F et G, l’un contenu dans X et
l’autre dans Y , et une surjection continue ouverte de F sur G dont le graphe est contenu dans A ou
dans {(y, x) ∈ Y ×X / (x, y) ∈ A} selon le cas.
De´monstration.
Premier cas. Dans tout rectangle ouvert non vide U × V tel que les projections de A ∩ (U × V )
soient denses dans U et V , on trouve un sous-rectangle U ′ × V ′ de U × V ayant ces proprie´te´s et tel
que pour toute partie rare R de V ′, ΠX [A ∩ (U ′ ×R)] n’est pas dense dans U ′.
Soient (On) une suite d’ouverts de X × Y telle que A =
⋂
n∈ω On, et U∅ et V∅ fournis par la
proprie´te´ pre´ce´dente applique´e aux projections de A.
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On construit alors des suites d’ouverts non vides (Us)s∈ω<ω et (Vs)s∈ω<ω ve´rifiant
(i)
⋃
n∈ω Us⌢n est dense dans Us
(ii) Us × Vs ⊆ O|s|−1 si s 6= ∅
(iii) δ(Us), δ(Vs) < |s|
−1 si s 6= ∅
(iv) Us⌢n ∩ Us⌢m = ∅ si n 6= m
(v) Us⌢n ⊆ Us, Vs⌢n ⊆ Vs
(vi) Les projections de A ∩ (Us × Vs) sont denses dans Us et Vs
(vii) Si R est rare dans Vs,ΠX [A ∩ (Us ×R)] n’est pas dense dans Us
Admettons la construction effectue´e pour |s| ≤ p. Partitionnons ΠX [A∩ (Us × Vs)] (e´ventuellement
prive´ d’un point) en une infinite´ d’ouverts-ferme´s non vides, disons (Zn), et soit
Tn := ΠY [A ∩ (Zn × Vs)]
(c’est un ouvert non vide de Vs). Soit Hn l’ensemble des parties de Σ01⌈Zn \ {∅} × Σ01⌈Zn \ {∅}
telles que si (U, V ) et (U ′, V ′) sont distincts dans P , U et U ′ soient disjoints et U × V ⊆ O|s|, δ(U),
δ(V ) < (|s| + 1)−1, U ⊆ Zn, V ⊆ Tn, les projections de A ∩ (U × V ) soient denses dans U et V ,
et pour toute partie rare R de V , ΠX [A ∩ (U ×R)] ne soit pas dense dans U .
Alors Hn n’est pas vide, puisqu’il contient le vide, et est ordonne´ de fac¸on inductive par l’inclu-
sion, donc par le lemme de Zorn a un e´le´ment maximal Pn. Alors si Pn := {(Um, Vm) / m ∈ In},
l’ouvert u :=
⋃
m∈In
Um est dense dans Zn, sinon soit U un ouvert non vide de Zn disjoint de u, et
(x, y) dans A ∩ (U × Tn) ; on trouve des ouverts-ferme´s U ′′ et V ′′, de diame`tre au plus (|s|+ 1)−1,
tels que (x, y) ∈ U ′′ × V ′′ ⊆ O|s| ∩ (U × Tn). On applique alors la proprie´te´ du premier cas aux
projections de A ∩ (U ′′ × V ′′) pour obtenir la contradiction cherche´e avec la maximalite´ de P .
On obtient maintenant les Us⌢n en renume´rotant la suite des ouverts U pour lesquels on trouve
V et n tels que (U, V ) ∈ Pn, et Vs⌢n est le V correspondant. La construction est donc possible.
Soit F ′ :=
⋂
n∈ω
⋃
s∈ωn Us ; alors F ′ est Gδ dense de U∅, donc presque-ouvert. Si x est dans
F ′, on de´finit f(x) de la manie`re habituelle, et la fonction f est continue et uniformise partiellement
A. De plus, si un ouvert non vide de F ′ avait une image maigre, il contiendrait un ouvert non vide
d’image rare par le the´ore`me de Baire et la continuite´ de f . Mais ceci est exclus a` cause de la condition
(vii), puisque f [F ′ ∩ Us] ⊆ Vs.
Soit (Un) une base de la topologie de F ′, (Vn) une suite d’ouverts de Y , et Mn une suite de Fσ
maigres de Y tels que f [F ′ ∩ Un]∆Vn ⊆Mn. Posons F = F ′ \ (
⋃
n∈ω f
−1(Mn)) ; F est Gδ dense
de U∅ comme F ′ par ce qui pre´ce`de. Il est maintenant clair qu’on peut poser
G := (
⋃
n∈ω
Vn) \ (
⋃
n∈ω
Mn).
Second cas. Il existe un rectangle ouvert non vide U∅ × V∅ tel que les projections de A ∩ (U∅ × V∅)
soient denses dans U∅ et V∅, tel que pour tout sous-rectangle U ′×V ′ de U∅×V∅ ayant ces proprie´te´s,
on trouve une partie rare R de V ′ telle que ΠX [A ∩ (U ′ ×R)] soit dense dans U ′.
11
Soient n0 ∈ ω, ε > 0, et U ′ et V ′ des ouverts ayant ces proprie´te´s ; on montre qu’il existe des
suites d’ouverts non vides (Un) et (Vn) telles que
(i)
⋃
n∈ω Un est dense dans U ′,
⋃
n∈ω Vn est dense dans V ′
(ii) Un × Vn ⊆ On0
(iii) δ(Un), δ(Vn) < ε
(iv) Vn ∩ Vm = ∅ si n 6= m
(v) Un ⊆ U
′, Vn ⊆ V
′
(vi) Les projections de A ∩ (Un × Vn) sont denses dans Un et Vn
Soit (xn) une suite dense de ΠX [A ∩ (U ′ × V ′)] (donc de U’). On va commencer par construire des
suites d’ouverts-ferme´s non vides (Zn) et (Tn) ve´rifiant A ∩ (Zn × Tn) 6= ∅,
Zn × Tn ⊆ On0 ∩ [(U
′ ∩ B(xn, 2
−n))× V ′ \ (
⋃
p<n
Tp ∪R)],
de diame`tre au plus ε.
Admettons avoir trouve´ (Zp)p<n et (Tp)p<n ayant ces proprie´te´s. Comme R est rare et non vide,⋃
p<n Tp ⊂ 6= V
′ \ R, et les projections de A ∩ [U ′ × (V ′ \ (⋃p<n Tp))] sont co-maigres dans U ′ et
V ′ \ (
⋃
p<n Tp). Par le lemme pre´ce´dent, celles de An := A ∩ [U ′ × (V ′ \ (
⋃
p<n Tp ∪ R))] le sont
e´galement ; la projection sur X rencontre donc B(xn, 2−n) en zn ; soit yn tel que (zn, yn) ∈ An, et
Zn, Tn des ouverts-ferme´s de diame`tre au plus ε tels que l’on ait
(zn, yn) ∈ Zn × Tn ⊆ On0 ∩ [(U
′ ∩ B(xn, 2
−n))× V ′ \ (
⋃
p<n
Tp ∪R)].
La construction est donc possible.
Si
⋃
n∈ω ΠY [A ∩ (Zn × Tn)] est dense dans V ′, on de´finit Vn := ΠY [A ∩ (Zn × Tn)] ainsi que
Un := ΠX [A ∩ (Zn × Vn)],
et les conditions sont ve´rifie´es, par densite´ de la suite (zn) dans U ′. Sinon, la construction pre´ce´dente
montre que les autres conditions sont re´alise´es. On pose
Y ′ := ΠY [A ∩ (U
′ × V ′)] \
⋃
n∈ω
ΠY [A ∩ (Zn × Tn)].
Si (x, y) ∈ A ∩ (U ′ × Y ′), soit Zx,y × Tx,y un rectangle ouvert de diame`tre au plus ε tel que l’on
ait les inclusions (x, y) ∈ Zx,y × Tx,y ⊆ Zx,y × Tx,y ⊆ On0 ∩ (U ′ × Y ′) et tel que les projections
de A ∩ (Zx,y × Tx,y) soient Zx,y et Tx,y. On a Y ′ =
⋃
x,y Tx,y =
⋃
n∈ω Txn,yn . Re´duisons la suite
(Txn,yn) en (T
′
n), et posons Z ′n := ΠX [A∩ (Zxn,yn×T ′n)]. Alors en ne gardant que les T ′n non vides,
les Z ′n correspondants, et les Zn et Tn, on a ce qu’on veut.
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On recopie alors quasiment la construction du the´ore`me 5.2 de [Le1] : soit φ0 de ω dans {∅} et,
si n > 0, φn une bijection de ω sur ωn. On construit une suite (Us)s∈ω<ω d’ouverts non vides de X,
et une suite (Vs)s∈ω<ω d’ouverts non vides de Y ve´rifiant
(i)
⋃
n∈ω Us⌢n est dense dans Us,
⋃
n∈ω Vs⌢n est dense dans Vs
(ii) Us × Vs ⊆ O|s|−1 si s 6= ∅
(iii) δ(Us), δ(Vs) < |s|
−1 si s 6= ∅
(iv) Vs⌢n ∩ Vs⌢m = ∅ si n 6= m
(v) (
⋃
k∈ω Uφn(k)) ∩
⋃
q+p<n[Uφq(p) \ (
⋃
l∈ω Uφq(p)⌢l)] = ∅
(vi) Les projections de A ∩ (Us × Vs) sont denses dans Us et Vs
Admettons avoir construit les suites (Us)|s|≤n et (Us)|s|≤n, (Uφn(p)⌢k)p<m,k∈ω, (Vφn(p)⌢k)p<m,k∈ω
ve´rifiant (i)-(vi).
On construit, si ce n’est de´ja` fait, (Uφn(m)⌢k)k∈ω et (Vφn(m)⌢k)k∈ω en appliquant ce qui pre´ce`de
a` ε = (n+ 1)−1, V ′ := Vφn(m), U
′ := Uφn(m) \
⋃
q+p<n[Uφq(p) \ (
⋃
l∈ω Uφq(p)⌢l)].
Les conditions demande´es sont ve´rifie´es, la densite´ des projections de A ∩ (U ′ × V ′) dans U ′ et
V ′, donc dans Uφn(m) et Vφn(m), ne posant pas de proble`me a` cause du lemme pre´ce´dent. On de´finit
alors F et G comme dans le the´ore`me 5.2 de [Le1] ; ce sont des Gδ denses de V∅ et U∅, donc des
presque-ouverts non vides. On conclut alors comme dans le the´ore`me 5.2 de [Le1]. 
Sous les hypothe`ses du the´ore`me 1.13, il est faux en ge´ne´ral que A est uniformisable sur un
Gδ dense de sa projection par une application continue ouverte sur son image (bien que A soit uni-
formisable par une application continue). En effet, on prend l’exemple du lemme 1.3, ce qui fournit
A0 ⊆ N(0)×ω
ω ; si A1 est le graphe d’un home´omorphisme de ωω \N(0) sur ωω, A0 ∪A1 est ferme´
l.p.o. de ωω×ωω, de projections ωω. Raisonnons par l’absurde : il existe un Gδ dense G de ωω et une
application f continue sur G et ouverte sur f [G], qui uniformise A partiellement. Alors f [G ∩N(0)]
est Gδ rare, par construction de A0.
Mais comme f [G\N(0)] est Gδ dense de ωω, f [G] aussi, donc f [G∩N(0)] est ouvert non vide et
rare de f [G], ce qui est absurde. Cependant, l’uniformisation a lieu si A est le graphe d’une surjection
continue ouverte de Y dans X :
Proposition 1.14 SoientX et Y des espaces me´trisables se´parables de dimension 0, Y e´tant complet,
et f : Y → X une surjection continue ouverte ; alors il existe un home´omorphisme g de X sur son
image tel que f ◦ g = IdX .
De´monstration. On construit des suites d’ouverts-ferme´s (Us)s∈ω<ω et (Vs)s∈ω<ω ve´rifiant
(i)
⋃
n∈ω Us⌢n = Us
(ii) Us = f [Vs]
(iii) δ(Us), δ(Vs) < |s|
−1 si s 6= ∅
(iv) Us⌢n ∩ Us⌢m = Vs⌢n ∩ Vs⌢m = ∅ si n 6= m
(v) Vs⌢n ⊆ Vs
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On pose U∅ := X, V∅ := Y ; si on a Us et Vs, on partitionne Us en une suite (Un) d’ouverts-
ferme´s de diame`tre au plus (|s| + 1)−1 ; on partitionne ensuite l’ouvert-ferme´ Vs ∩ f−1(Un) en une
suite (V nm)m d’ouverts-ferme´s de diame`tre au plus (|s| + 1)−1. La suite double d’ouverts (f [V nm])
est ensuite re´duite en (W nm), et on renume´rote les W nm, l’ouvert-ferme´ correspondant dans Y e´tant
V nm ∩ f
−1(W nm).
Cette construction e´tant faite, elle de´finit de la manie`re habituelle une application continue
g : X → Y.
De plus, si α est tel que x ∈
⋂
n∈ω Uα⌈n, on a f(g(x)) ∈
⋂
n∈ω f [Vα⌈n] =
⋂
n∈ω Uα⌈n = {x}, d’ou`
le fait que f ◦ g = IdX et l’injectivite´ de g. Enfin, par la condition (ii), on a g[Us] = g[X] ∩ Vs, donc
g est ouverte sur son image. 
Bien suˆr, ce re´sultat est faux si on enle`ve la condition de dimension sur X.
Corollaire 1.15 Soient X et Y des espaces polonais parfaits de dimension 0, A un Gδ l.p.o. non
vide de X × Y . Alors A est uniformisable sur un presque-ouvert non vide de X par une application
continue et ouverte sur son image.
De´monstration. On applique le the´ore`me 1.13 : on a le re´sultat tout de suite ou alors on applique la
proposition pre´ce´dente. 
A cause du lemme 1.3, l’image de l’application fournie par ce corollaire est en ge´ne´ral rare.
2 Applications aux classes de Wadge potentielles.
On va maintenant appliquer les re´sultats d’uniformisation aux classes de Wadge potentielles :
on obtient pour commencer des caracte´risations des ensembles potentiellement diffe´rence d’ouverts
parmi les ensembles potentiellement Σ03 et Π03 (donc par exemple parmi les bore´liens a` coupes
de´nombrables).
Lemme 2.1 Soit X un espace polonais re´cursivement pre´sente´. Alors il existe un Gδ dense Σ 11 de X
sur lequel la topologie de X coı¨ncide avec la topologie ∆ engendre´e par les ∆11.
De´monstration. Il est prouve´ dans [Ke] que si A est ∆11, il existe un ∆11 ouvert U et un ∆11 a` coupes
ferme´es rares F de ω × X tels que A∆U ⊆
⋃
p∈ω Fp. Cette proprie´te´ s’e´crit de manie`re Π 11 ; on
peut donc associer, a` tout entier n codant un ∆11, un entier (f(n))0 codant un ouvert ∆11, et un entier
(f(n))1 codant un ∆11 a` coupes ferme´es rares de ω × X, en gardant l’inclusion ci-dessus, et ce par
une fonction Π 11 -re´cursive partielle f . De´signons par WX un ensemble Π 11 ⊆ ω de codes pour les
∆
1
1 de X et par CX ⊆ ω ×X un ensemble Π 11 dont les sections aux points de WX de´crivent les ∆11
de X (cf [Lo2]).
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On pose x ∈ G⇔ ∀ n ∀ p n /∈WX ou ((f(n))1, p, x) /∈ Cω×X . Alors G re´pond au proble`me,
car Gˇ est re´union de´nombrable de ferme´s rares, et si n code A ∈ ∆11, on a A∩G = CX(f(n))0 ∩G, qui
est ouvert dans G. 
Dans la suite, si fs est une fonction partielle de X dans Y ou de Y dans X, on notera G(fs) la
partie de X × Y e´gale au graphe de fs si fs va de X dans Y , et a` Gr(fs)∗ := {(x, y) / x = fs(y)}
sinon.
Lemme 2.2 Soient X un espace polonais parfait re´cursivement pre´sente´, G un universel pour les Π 11
deX, ϕ et ψ des Π 11 -ope´rateurs monotones surX, etΦξ les ope´rateurs surX de´finis par Φ0(A) = A,
et Φξ(A) = ϕ(
⋃
η<ξ Φ
η(A)) si ξ est impair, Φξ(A) = ψ(
⋃
η<ξ Φ
η(A)) si ξ > 0 est pair. Alors si
R(α, β, x) ⇔ α ∈WO et x ∈ Φ|α|(Gβ), la relation R est Π 11 .
De´monstration. Ce lemme est de´montre´ dans [Lo1] si ϕ = ψ = Φ. La de´monstration ici est
analogue. Pre´cisons-en les diffe´rences.
On sait qu’il existe une fonction ∆11-re´cursive g : ωω × ω → ωω telle que si α ∈ WO, g(α, n)
est dans WO et code l’odre ≤α restreint aux pre´de´cesseurs de n pour ≤α. On de´finit par re´currence
une fonction ∆11-re´cursive ε : ωω → ω telle que si α ∈WO, on ait l’e´galite´
ε(α) =
{
0 si |α| est pair,
1 si |α| est impair.
On de´finit alors un Π 11 -ope´rateur monotone Ψ par
(n, α, β, x) ∈ Ψ(P ) ⇔


(n = 0 et α ∈WO et ∀ p (0, g(α, p), β, x) ∈ P ) ou
(n = 1 et α ∈WO et ∃ q / q ≤α q et ∀ p (0, g(α, p), β, x) ∈ P et
[(ε(α) = 0 et x ∈ ψ({y ∈ X / ∃ q P (1, g(α, q), β, y)})) ou
(ε(α) = 1 et x ∈ ϕ({y ∈ X / ∃ q P (1, g(α, q), β, y)}))]) ou
P (n, α, β, x)
On montre alors comme dans [Lo1] que
(0, α, β, x) ∈ Ψξ(P0)⇔ α ∈WO et |α| ≤ ξ, et
(1, α, β, x) ∈ Ψξ(P0)⇔ α ∈WO et |α| ≤ ξ et x ∈ Φ|α|(Gβ), ou`
P0(n, α, β, x) ⇔
{
(n = 0 et α ∈WO et ∀ q q 6≤α q) ou
(n = 1 et α ∈WO et ∀ q q 6≤α q et G(β, x)).
Comme l’ope´rateur Ψ et P0 sont Π 11 , on a donc que Ψ∞(P0) est Π 11 , et aussi que (1, α, β, x) est dans
Ψ∞(P0) ssi (α ∈WO et x ∈ Φ|α|(Gβ)). On a donc le re´sultat, puique R = Ψ∞(P0)1. 
Soit ξ un ordinal de´nombrable non nul. On de´finit f : ω<ω → {−1}∪ (ξ+1), par re´currence sur
|s|, comme suit : f(∅) = ξ et
f(s⌢n) =


• − 1 si f(s) ≤ 0,
• θ si f(s) = θ + 1,
• un ordinal impair de f(s) tel que la suite (f(s⌢n))n soit co-finale dans
f(s) et strictement croissante si f(s) est limite non nul.
On de´finit alors des arbres : Tξ := {s ∈ ω<ω / f(s) 6= −1} et T ′ξ := {s ∈ Tξ / f(s) 6= 0}.
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The´ore`me 2.3 Soient X et Y des espaces polonais, A un bore´lien pot(Σ03) ∩ pot(Π03) de X × Y , et
ξ un ordinal de´nombrable.
(a) Si ξ est pair non nul, A est non-pot(Dξ(Σ01)) si et seulement s’il existe des espaces polonais
parfaits Z et T de dimension 0, des ouverts-ferme´s non vides As et Bs (l’un dans Z et l’autre dans T ,
pour s dans Tξ), des surjections continues ouvertes fs de As sur Bs, et des injections continues u et
v tels que si Bp :=
⋃
s∈Tξ / |s| paire G(fs) et Bi :=
⋃
s∈Tξ / |s| impaire G(fs), on ait Bp = Bp ∪Bi,
Bp ⊆ (u× v)
−1(A), Bi ⊆ (u× v)
−1(Aˇ), et G(fs) =
⋃
n∈ω G(fs⌢n) \ (
⋃
n∈ωG(fs⌢n)) si s ∈ T ′ξ .
(b) Si ξ est impair, A est non-pot(Dˇξ(Σ01)) si et seulement s’il existe des espaces polonais Z et T
parfaits de dimension 0, des ouverts-ferme´s non vides As et Bs (l’un dans Z et l’autre dans T , pour
s dans Tξ), des surjections continues ouvertes fs de As sur Bs, et des injections continues u et v
tels que si Bp :=
⋃
s∈Tξ / |s| paire G(fs) et Bi :=
⋃
s∈Tξ / |s| impaire G(fs), on ait Bi = Bp ∪ Bi,
Bi ⊆ (u× v)
−1(A), Bp ⊆ (u× v)
−1(Aˇ), et G(fs) =
⋃
n∈ω G(fs⌢n) \ (
⋃
n∈ωG(fs⌢n)) si s ∈ T ′ξ .
De´monstration. Montrons (a), la preuve de (b) e´tant analogue. Supposons que A est pot(Dξ(Σ01)),
en raisonnant par l’absurde ; alors Bp = Bp ∩ (u × v)−1(A), l’est aussi, cette classe e´tant stable
par intersection avec les ferme´s, et on trouve un Gδ dense F (resp. G) de Z (resp. T ) tels que
Bp ∩ (F × G) soit Dξ(Σ01) dans F × G. On trouve donc une suite croissante d’ouverts de F × G,
disons (Uη)η<ξ , telle que Bp ∩ (F ×G) =
⋃
η<ξ,η impair Uη \ (
⋃
θ<η Uθ).
Montrons que si η ≤ ξ, s ∈ Tξ et f(s) = η, alors G(fs) ∩ (F × G) ⊆ Uˇη si η < ξ, et
G(fs) ∩ (F ×G) ⊆
c(
⋃
θ<η Uθ) si η = ξ. On aura la contradiction cherche´e avec s = ∅ et η = ξ.
On proce`de par re´currence sur η. Remarquons que si s est dans Tξ , |s| est paire si et seulement si
f(s) est pair. Si η = 0, |s| est paire, donc G(fs) ∩ (F ×G) ⊆ Bp ∩ (F ×G) ⊆ Uˇ0.
Admettons le re´sultat pour θ < η. Si η est le successeur de θ, par hypothe`se de re´currence on a
G(fs⌢m) ∩ (F ×G) ⊆ Uˇθ pour tout m ; d’ou`, si on pose Cs :=
⋃
n∈ω G(fs⌢n),
Cs ∩ (F ×G) ⊆ Uˇθ
et Cs ∩ (F ×G)
F×G
⊆ Uˇθ. Mais comme dans la preuve du lemme 3.5 de [Le1], on a
Cs ∩ (F ×G)
F×G
= Cs ∩ (F ×G),
d’ou` l’inclusion cherche´e si η = ξ.
Si η < ξ et |s| est paire, f(s) est pair et θ est impair. On a les inclusions successives
G(fs) ∩ (F ×G) ⊆ Bp ∩ (F ×G) ⊆
⋃
ε<ξ,ε impair
Uε \ (
⋃
γ<ε
Uγ) ⊆ Uˇθ+1.
Si |s| est impaire, f(s) est impair et θ est pair. Mais si s ∈ T ′ξ est de longueur impaire, on a
G(fs) ∩ (F ×G) ⊆ (F ×G) \Bp = (F ×G) \ (
⋃
ε<ξ
Uε) ∪
⋃
ε<ξ,ε pair
Uε \ (
⋃
γ<ε
Uγ),
ceci parce que G(fs) ∩Bp = ∅. On a donc le re´sultat en appliquant l’hypothe`se de re´currence.
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Si η est un ordinal limite, (f(s⌢n))n est co-finale dans f(s), donc par hypothe`se de re´currence,
on a G(fs⌢n) ∩ (F × G) ⊆ Uˇf(s⌢n). Si θ0 < f(s), on trouve n(θ0) tel que f(s⌢n) > θ0 si
n(θ0) ≤ n. Donc G(fs⌢n) ∩ (F ×G) ⊆ Uˇθ0 de`s que n(θ0) ≤ n. Or
G(fs)∩(F ×G)⊆(F ×G)∩Cs \Cs=(F ×G)∩Cs
F×G
\Cs⊆
⋃
n(θ0)≤n
(F ×G)∩G(fs⌢n)
F×G
⊆ Uˇθ0.
Donc G(fs) ∩ (F ×G) ⊆ c(
⋃
θ<η Uθ). Si η < ξ, comme |s| est paire, on a l’inclusion
G(fs) ∩ (F ×G) ⊆
⋃
ε<ξ,ε impair
Uε \ (
⋃
γ<ε
Uγ),
donc G(fs) ∩ (F ×G) ⊆ Uˇη.
Inversement, soit A dans pot(Σ03) ∩ pot(Π03) \ pot(Dξ(Σ01)) dans X × Y , avec X et Y polonais.
Ne´cessairement X et Y sont non de´nombrables, donc bore´liennement isomorphes a` ωω, disons par
ϕ et ψ. Remarquons qu’on peut supposer X et Y parfaits. Soit alors β tel que ξ < ωβ1 , tel que X et
Y soient re´cursivement en β-pre´sente´s, tel que ϕ et ψ soient ∆11(β), et tel que A et Aˇ soient re´union
d’une ∆11(β)-suite de Gδ pour le produit ∆
β
X ×∆
β
Y (ou` ∆βX est la topologie engendre´e par les ∆11(β)
de X). Posons ΩβX := {x ∈ X / ω(ϕ(x),β)1 ≤ ωβ1 }, DβX := {x ∈ X / x /∈ ∆11(β)}, Z0 := ΩβX ∩DβX ,
T0 := Ω
β
Y ∩D
β
Y .
Ces espaces Z0 et T0, si on les munit des restrictions des topologies de Gandy-Harrington ΣβX
(resp. ΣβX), sont polonais parfaits de dimension 0. En effet, Z0 et T0 sont Σ 11 (β) comme intersection
de deux Σ 11 (β) (cf [Mo]). Ceci prouve qu’ils n’ont pas de point isole´. De plus, si E est Σ 11 (β)
contenu dans ΩβX , E est ouvert-ferme´ dans Ω
β
X pour la restriction de Σ
β
X : on a, si f est ∆11(β) telle
que x /∈ E ⇔ f(x) ∈WO,
x ∈ ΩβX \ E ⇔ ∃ ξ < ω
β
1 (f(x) ∈WO et |f(x)| ≤ ξ) et x ∈ Ω
β
X .
On en de´duit que ΩβX est a` base de´nombrable d’ouverts-ferme´s, donc me´trisable se´parable ; comme
il est ouvert d’un espace fortement α-favorable, il est lui-meˆme fortement α-favorable, donc polonais
(cf [Lo1] pour plus de de´tails).
On de´finit ΩβX×Y := {(x, y) ∈ X×Y / ω
(ϕ(x),ψ(y),β)
1 ≤ ω
β
1 } ; alors on sait que Ω
β
X×Y rencontre
tout ensemble Σ 11 (β) non vide de X × Y (cf [Lo1]).
On de´finit ensuite par re´currence
Fη :=


A ∩
⋂
θ<η Fθ si η est pair,
Aˇ ∩
⋂
θ<η Fθ si η est impair,
l’adhe´rence e´tant prise au sens de la topologie ∆βX ×∆
β
Y .
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Montrons que les Fη sont Σ 11 (β) pour η ≤ ξ. On de´finit des Π 11 (β)-ope´rateurs monotones sur
X × Y par les formules : ϕ(P ) = P ∪ Int(P ∪ A) et ψ(P ) = P ∪ Int(P ∪ Aˇ), ou` l’inte´rieur est
pris au sens de la topologie ∆βX × ∆
β
Y . Il est manifeste que, avec les notations du lemme 2.2, on a
Fˇη = Φ
η(Aˇ) si η est de´nombrable, par re´currence transfinie. Il suffit alors d’appliquer ce lemme 2.2.
Montrons que si C et D sont co-de´nombrables, alors Fξ ∩ (C ×D) 6= ∅. Pour ce faire, posons
A′ := A∩ (C ×D). Par la remarque 2.1 de [Le1], A′ est non-pot(Dξ(Σ01)). Soit γ tel que β, C et D
soient ∆11(γ), et posons
F γη :=


A′ ∩
⋂
θ<η F
γ
θ si η est pair,
Aˇ ∩
⋂
θ<η F
γ
θ si η est impair,
l’adhe´rence e´tant prise au sens de la topologie ∆γX ×∆
γ
Y . Alors il est clair que si η ≤ ξ,
F γη ⊆ Fη ∩ (C ×D),
ce par re´currence transfinie. Il suffit donc de voir que F γξ est non vide. En raisonnant par l’absurde, on
va montrer que si Uη = Fˇ γη , alors A′ =
⋃
η<ξ,η impair Uη \ (
⋃
θ<η Uθ). Si η est impair et successeur
de θ0, Uη \ (
⋃
θ<η Uθ) = F
γ
θ0
\ F γη = F
γ
θ0
\ Aˇ ∩ F γθ0 ⊆ A
′
. Si maintenant x est dans A′, x est
dans Uξ donc il existe un plus petit η ≤ ξ tel que x soit dans Uη. Si η est pair et successeur de
θ0, x est dans Uη \ (
⋃
θ<η Uθ) = F
γ
θ0
\ F γη = F
γ
θ0
\ A′ ∩ F γθ0 ⊆ Aˇ
′
. Si η est limite, x est dans
ˇ
A′ ∩
⋂
θ<η F
γ
θ \ (
⋃
θ<η Uθ) =
ˇ
A′ ∩
⋂
θ<η F
γ
θ ∩ (
⋂
θ<η F
γ
θ ) ⊆ Aˇ
′
. D’ou` le re´sultat.
On en de´duit que Fξ ∩ (DβX × D
β
Y ) est un Σ
1
1 (β) non vide, donc qu’il rencontre l’ensemble
ΩβX×Y ⊆ Ω
β
X ×Ω
β
Y , et que Fξ ∩ (Z0×T0) est non vide. On remarque alors que dans la de´finition des
Fη , pour η ≤ ξ, on peut tout aussi bien prendre l’adhe´rence au sens de ΣβX × Σ
β
Y car les ensembles
sous l’adhe´rence sont Σ 11 (β). On a donc que Fξ ∩ (Z0 × T0) = A ∩ (Z0 × T0) ∩
⋂
η<ξ Fη
Z0×T0
.
L’ensemble A ∩ (Z0 × T0) ∩
⋂
η<ξ Fη est donc re´union de Gδ l.p.o. de Z0 × T0, et le the´ore`me 1.13
peut s’appliquer a` l’un de ces Gδ qui est non vide ; ce qui fournit des presque-ouverts non vides a∅ et
b∅, ainsi que g∅ : a∅ → b∅ surjective continue ouverte.
On construit alors, pour s dans Tξ , des suites (as) et (bs) de presque-ouverts (l’un dans Z0, l’autre
dans T0), une suite (gs) de surjections continues ouvertes de as sur bs, des suites denses (xsn)n de as
ve´rifiant :
(i) G(gs) ⊆


(Z0 × T0) ∩
⋂
n∈ω Ff(s⌢n) ∩A si |s| est paire ((Z0 × T0) ∩A si f(s) = 0),
(Z0 × T0) ∩
⋂
n∈ω Ff(s⌢n) ∩ Aˇ si |s| est impaire,
(ii) G(gs⌢n) (ou G(gs⌢n)∗) ⊆ B[(xsn, gs(xsn)), 2−Σi≤|s| (s
⌢n(i)+1)] si s ∈ T ′ξ.
Admettons avoir construit gs pour |s| ≤ p, et soient s de longueur p, et (xsn)n une suite dense de as.
Alors si p est pair et n entier, G(gs) ⊆ Ff(s⌢n) ∩ (Z0 × T0), qui est e´gal a`
(Z0 × T0) ∩
⋂
m∈ω
Ff(s⌢n⌢m) \ A.
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D’ou` G(gs) ⊆ (Z0 × T0) ∩
⋂
m∈ω Ff(s⌢n⌢m) \A. On peut alors appliquer le the´ore`me 1.13 a`
l’un des ensembles Gδ et Σ 11 (β) non vides dont l’intersection⋂
m∈ω
Ff(s⌢n⌢m) \ A ∩ B[(x
s
n, gs(x
s
n)), 2
−Σi≤|s| (s
⌢n(i)+1)]
(ou alors l’intersection ⋂m∈ω Ff(s⌢n⌢m) \ A ∩ B[(gs(xsn), xsn), 2−Σi≤|s| (s⌢n(i)+1)]) est la re´union,
dans le produit Z0 × T0, ce qui fournit le graphe recherche´. De meˆme si p est impair.
On choisit alors α tel que Z0 et T0 soient re´cursivement en α-pre´sente´s, et tel que pour tout s ∈ Tξ
et pour tout p ∈ ω,
⋃
n∈ωG(gs⌢n), G(gs) et
⋃
s∈ω≤p G(gs) soient ∆11(α). On prend des notations
analogues aux pre´ce´dentes. Soit M0 (resp. N0) un Gδ dense Σ 11 (α) de Z0 (resp. T0), fourni par le
lemme 2.1, sur lequel la topologie de Z0 (resp. T0) coı¨ncide avec la topologie ∆αZ0 (resp. ∆αT0). On
de´finit maintenant les objets recherche´s :
Z := M0 ∩ Ω
α
Z0 ∩ D
α
Z0 , T := N0 ∩ Ω
α
T0 ∩ D
α
T0 ,
G(fs) :=


G(gs) ∩ (Z × T ) si f(s) = 0,
G(gs) ∩ Cs
Z×T
si s ∈ T ′ξ.
As et Bs sont les projections de G(fs), et u (resp. v) est l’application identique de Z dans X (resp. T
dans Y ). Ve´rifions que ces objets conviennent. Montrons que G(fs) = G(gs) ∩ (Z × T ) si s ∈ Tξ .
La relation est vraie par de´finition si f(s) = 0. Admettons-la pour f(s) < η ≤ ξ ; soit s ∈ Tξ tel
que f(s) = η > 0. On a bien suˆr que G(fs) ⊆ G(gs) ∩ (Z × T ). Mais on a
G(fs) = G(gs) ∩
⋃
n∈ω
G(fs⌢n)
Z×T = G(gs) ∩
⋃
n∈ω
G(gs⌢n) ∩ (Z × T )
Z×T
,
par hypothe`se de re´currence. Montrons donc queG(gs)∩(Z×T ) ⊆
⋃
n∈ωG(gs⌢n) ∩ (Z × T )
Z×T
.
On a G(gs) ⊆
⋃
n∈ωG(gs⌢n)
Z0×T0
car si O est ouvert-ferme´ et contient (x, gs(x)), on trouve une
suite strictement croissante (nq)q telle que (xsnq)q converge vers x. Par continuite´ de gs, la suite
image converge vers gs(x), et on trouve q tel que B[(xsnq , gs(x
s
nq)), 2
−Σi≤|s| (s
⌢nq(i)+1)] ⊆ O, et
G(gs⌢nq) ⊆ O (ou G(gs⌢nq) ⊆ O∗). On a que ΩαZ0 est co-maigre dans Z0. En effet, Z0 est polonais
parfait de dimension 0 et non vide, donc on peut choisir l’isomorphisme avec ωω de fac¸on a` pre´server
les ensembles co-maigres ; il suffit alors de consulter [Ke], ou` il est de´montre´ que Ωαωω est co-maigre
dans ωω. Donc Z (resp. T ) est co-maigre dans Z0 (resp. T0) et
G(gs) ∩ (Z × T ) ⊆
⋃
n∈ω
G(gs⌢n) ∩ (Z × T )
Z0×T0
∩ (Z × T ).
Or ce dernier ensemble est
⋃
n∈ωG(gs⌢n) ∩ (Z × T )
Z×T
, car sur Z (resp. T ), les topologies initiales
et ∆αZ0 (resp. ∆αT0) coı¨ncident, et car on a un Σ 11 (α) sous l’adhe´rence, donc les adhe´rences pour
∆
α
Z0
×∆αT0 et Σ
α
Z0
×ΣαT0 sont les meˆmes.
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Comme ΩαZ0 ∩ D
α
Z0
, muni de la restriction de la topologie de Gandy-Harrington, est polonais
parfait de dimension 0, Z l’est aussi puisqu’il en est un ouvert. De meˆme pour T . Les seules choses
non e´videntes a` ve´rifier sont que G(fs) n’est pas vide, l’inclusion Cs \ Cs ⊆ G(fs), et aussi que
Bp = Bp ∪Bi.
L’ensemble G(fs) est non vide puisqu’il est e´gal a` G(gs) ∩ (Z × T ) et que Z (resp. T ) est co-
maigre dans Z0 (resp. T0).
Soit (x, y) dans Cs
Z×T
\Cs, ((xn, yn)) dans Cs convergeant vers (x, y), et pn tel que (xn, yn) soit
dans G(fs⌢pn). Comme G(fs⌢pn) est ferme´ dans Z × T , on peut supposer la suite (pn) strictement
croissante. La distance de (xn, yn) a` G(gs), dans Z0× T0, est au plus 2−Σi≤|s| (s
⌢pn(i)+1)
, et comme
la convergence a lieu aussi dans Z0 × T0, on a (x, y) ∈ G(gs)
Z0×T0
.
Mais on a l’e´galite´ G(gs)
Z0×T0
∩ (Z × T ) = G(gs) ∩ (Z × T )
Z0×T0
∩ (Z × T ) car Z et T sont
co-maigres, d’ou` (x, y) ∈ G(fs)
Z×T
, comme pre´ce´demment. Comme le graphe de fs est ferme´, on
a bien (x, y) ∈ G(fs).
Montrons par re´currence sur p que G(f∅) ∪
⋃
|s|<p,s∈T ′
ξ
Cs est ferme´. C’est clair pour p = 0.
Admettons donc que c’est vrai pour p. On a les e´galite´s
G(f∅) ∪
⋃
|s|<p+1
Cs = G(f∅) ∪
⋃
|s|<p
Cs ∪
⋃
s∈ωp
Cs = G(f∅) ∪
⋃
|s|<p
Cs ∪
⋃
s∈ωp+1
G(fs).
Soit ((xm, ym)) ⊆ G(f∅) ∪
⋃
|s|<p+1Cs convergeant vers (x, y). Alors par hypothe`se de re´curren-
ce, on peut supposer que pour chaque m il existe (sm, nm) tel que (xm, ym) soit dans G(fs⌢mnm).
Les ensembles G(fs⌢n) e´tant ferme´s, on peut supposer que la suite (Σi≤p (s⌢mnm(i) + 1))m tend
vers l’infini. La distance de (xm, ym) a` G(gsm), dans Z0 × T0, est au plus 2−Σi≤p (s
⌢
mnm(i)+1), donc
comme la convergence a lieu aussi dans Z0 × T0, on a
(x, y) ∈ G(g∅) ∪
⋃
(s,n)∈ω<p×ω
G(gs⌢n)
Z0×T0
∩ (Z × T ).
Mais en raisonnant comme pre´ce´demment, on voit que
(x, y) ∈ G(f∅) ∪
⋃
s∈ω<p
Cs
Z×T
= G(f∅) ∪
⋃
s∈ω<p
Cs,
par hypothe`se de re´currence. Donc (x, y) ∈ G(f∅) ∪
⋃
s∈ω<p+1 Cs, qui est donc ferme´.
On a que G(f∅)∪
⋃
s∈T ′
ξ
Cs est ferme´. En effet, si ((zm, tm)) ⊆ G(f∅)∪
⋃
s∈T ′
ξ
Cs converge vers
(z, t), par ce qui pre´ce`de on peut supposer que pour chaque m il existe s′m tel que (zm, tm) soit dans
G(fs′m), et que la suite (|s
′
m|)m tend vers l’infini. Alors on trouve p tel que l’ensemble des s′m(p) soit
infini.
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En effet, si tel n’est pas le cas, {s ∈ Tξ / ∃ m s ≺ s′m} est un sous-arbre infini de Tξ , a`
branchements finis, donc a une branche par le lemme de Ko¨nig ; mais ceci contredit la bonne fondation
de Tξ . On peut donc supposer qu’il existe p tel que la suite (s′m⌈p)m soit constante, disons a` s, et
tel que la suite (s′m(p))m tende vers l’infini. Alors par l’ine´galite´ triangulaire on a que la distance de
(zm, tm) a` G(gs), dans Z0 × T0, est au plus 2−s
′
m(p), donc comme la convergence a lieu aussi dans
Z0 × T0, on a (z, t) ∈ G(gs)
Z0×T0
∩ (Z × T ). Mais comme avant, on en de´duit que (z, t) est dans
G(fs) ⊆ G(f∅) ∪
⋃
s∈T ′
ξ
Cs.
On a donc que Bp ⊆ G(f∅)∪
⋃
s∈T ′
ξ
Cs. Si |s| est paire, on montre que Cs ⊆ Bp, ce qui montrera
que Bp = G(f∅) ∪
⋃
s∈T ′
ξ
Cs = Bp ∪Bi. Or on a
Cs =
⋃
n∈ω
G(fs⌢n) ⊆
⋃
n∈ω
Cs⌢n ⊆
⋃
n∈ω
Cs⌢n ⊆ Bp.
Ceci termine la preuve. 
Par [Lo-SR], on a, pour ξ < ω1 impair, l’existence d’un compact Kξ et d’un vrai Dξ(Σ01) de Kξ ,
disons Bξ , tel que si A est bore´lien d’un espace polonais P , A n’est pas Dˇξ(Σ01) de P si et seulement
s’il existe f : Kξ → P injective continue telle que f−1(A) = Bξ . On a ici un analogue : si A est
bore´lien d’un produit d’espaces polonais, A est non-pot(Dˇξ(Σ01)) si et seulement s’il existe B dans
Dξ(Σ
0
1)⌈B \ pot(Dˇξ(Σ01)) et des injections continues u et v tels que B = B ∩ (u × v)−1(A). Bien
suˆr, B de´pend ici de A, mais est toujours du meˆme type (B = D((⋃f(s)≤η G(fs))η<ξ)).
On va maintenant donner des versions du the´ore`me 2.3 dans le cas ou` A est a` coupes verticales
de´nombrables, et dans le cas ou` ξ = 1.
Lemme 2.4 (a) Soient X et Y des espaces polonais, A (resp. B) un bore´lien de X (resp. Y ), et
f : A → B countable-to-one bore´lienne. Alors il existe une partition de A en ensembles bore´liens,
disons (An)n∈ω , telle que les restrictions de f a` An soient injectives.
(b) Soient X et Y des espaces polonais, A (resp. B) un presque-ouvert non vide de X (resp. Y ),
et g : B → A surjective continue ouverte countable-to-one. Alors il existe un presque-ouvert non
vide A′ (resp. B′) de X (resp. Y ), contenu dans A (resp. B), tel que la restriction de g a` B′ soit un
home´omorphisme de B′ sur A′.
De´monstration. (a) Par le the´ore`me de Lusin, l’ensemble Gr(f)∗ := {(y, x) / (x, y) ∈ Gr(f)} est
la re´union de´nombrable des graphes de fonctions bore´liennes partielles, disons fn, de´finies sur des
bore´liens. Puisque leur graphe est contenu dans Gr(f)∗, les fn sont injectives, donc leurs images Cn
sont bore´liennes. Il reste a` poser An := Cn \
⋃
p<nCp.
(b) Soit (Bn) une partition bore´lienne de B donne´e par le (a). Comme B est non maigre relativement
a` Y , l’un des Bn est non maigre. Ce dernier ayant la proprie´te´ de Baire s’e´crit comme re´union
disjointe d’un Gδ non maigre G de Y et d’une partie maigre M . Soit U un ouvert non vide de Y tel
que G∆U soit maigre, et posons B′′ := U ∩ G. Cet ensemble est un Gδ dense de B ∩ U , qui est
ouvert de B, donc g[B′′] est un analytique co-maigre de l’ouvert g[B ∩ U ] de A.
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Soient donc (Un) une base de la topologie de B′′, Vn des ouverts de g[B ∩U ] tels que g[Un]∆Vn
soit un maigre Mn dans g[B ∩ U ], et A′ un Gδ dense de g[B ∩ U ] contenu dans g[B′′] \
⋃
n∈ωMn.
Alors on peut poser B′ := B′′ ∩ g−1(A′), comme on le ve´rifie facilement. 
The´ore`me 2.5 Soient X et Y des espaces polonais, A un bore´lien a` coupes verticales de´nombrables
de X × Y , et ξ un ordinal de´nombrable non nul.
(a) Si ξ est pair, A est non-pot(Dξ(Σ01)) si et seulement s’il existe des espaces polonais parfaits Z
et T de dimension 0, des ouverts-ferme´s non vides As et Bs (l’un dans Z et l’autre dans T , pour s
dans Tξ , et dans cet ordre si |s| est paire), des surjections continues ouvertes fs de As sur Bs, et des
injections continues u et v tels que si Cs :=
⋃
n∈ω G(fs⌢n), on ait
G(fs) ⊆ Cs \ (
⋃
t∈T ′
ξ
/ parite´(|t|)=parite´(|s|)
Ct),
et si B :=
⋃
s∈Tξ / |s| paire G(fs), B = (u× v)
−1(A).
(b) Si ξ est impair, A est non-pot(Dˇξ(Σ01)) si et seulement s’il existe des espaces polonais Z et T
parfaits de dimension 0, des ouverts-ferme´s non vides As et Bs (l’un dans Z et l’autre dans T , pour
s dans Tξ , et dans cet ordre si |s| est impaire), des surjections continues ouvertes fs de As sur Bs, et
des injections continues u et v tels que si Cs :=
⋃
n∈ω G(fs⌢n), on ait
G(fs) ⊆ Cs \ (
⋃
t∈T ′
ξ
/ parite´(|t|)=parite´(|s|)
Ct),
et si B :=
⋃
s∈Tξ / |s| impaire G(fs), on ait B = (u× v)
−1(A).
De´monstration. Elle est identique a` la preuve du the´ore`me 2.3, a` ceci pre`s qu’on remplace la condi-
tion (ii) par Gr(gs⌢n) (ou Gr(gs⌢n)∗) ⊆ B[(xsn, gs(xsn)), 2−Σi≤|s| (s
⌢n(i)+1)] si s ∈ T ′ξ et f(s) 6= 1,
et A ∩ (Z0 × T0) =
⋃
n∈ω Gr(gs⌢n) si f(s) = 1. Si A est la ∆11(β)-re´union de (hn), on prend pour
la suite (Gr(gs⌢n))n la suite des traces de Gr(hn) sur Z0 × T0 qui sont non vides (ceci si f(s) = 1).
Si f(s) > 0 est pair, on raisonne comme dans la preuve de 2.3 pour construire gs, a` ceci pre`s que si
le graphe n’est pas contenu dans Z0 × T0 mais dans T0 × Z0, on applique le lemme 2.4 pour avoir le
graphe dans le sens souhaite´. 
The´ore`me 2.6 Soient X et Y des espaces polonais, A un bore´lien a` coupes verticales de´nombrables
de X×Y . Alors A est non-pot(Π01) si et seulement s’il existe des espaces polonais Z et T parfaits de
dimension 0, une suite d’ouverts-ferme´s (An) (resp. (Bn)) de Z (resp. T ), des surjections continues
ouvertes fn de An sur Bn, et des fonctions continues u et v tels que si B =
⋃
n>0 Gr(fn), on ait
∅ 6= Gr(f0) ⊆ B \B et B = (u× v)−1(A).
De´monstration. Elle est identique a` celle du the´ore`me 2.5 si a∅ ⊆ Z0. Dans le cas ou` a∅ ⊆ T0, on
montre comme dans 2.5 que l’ensemble
L := G(g∅) ∩ [(M0 ∩ Ω
α
Z0 ∩D
α
Z0)× (N0 ∩ Ω
α
T0 ∩D
α
T0)] ∩A ∩ (Z0 × T0)
Σα
Z0
×Σα
T0
est non vide.
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On de´finit alors A0 comme e´tant la projection de L sur T0, B0 := Z := T := A0 ; f0 est
l’application identique. Soient (hn)n>0 comme dans la preuve de 2.5, En le domaine de hn, D0 la
projection de L sur Z0, et g0 : A0 → D0 la restriction de g∅ a` A0. On de´finit An := g−10 (h−1n (A0)),
Bn := A0 ∩ hn[En ∩ D0], et fn comme e´tant la restriction de hn ◦ g0 a` An, si n > 0. Enfin, on
pose u := g0, v(y) = y si y ∈ A0. Ve´rifions que ces objets conviennent. Si x ∈ A0, (x, x) /∈ B
sinon (g0(x), x) ∈ A ∩ Gr(g∅)∗. Si U est un ouvert de A0 contenant x, g0[U ] × U est un ouvert de
(M0 ∩ Ω
α
Z0
∩DαZ0)× (N0 ∩ Ω
α
T0
∩DαT0) contenant (g0(x), x), donc rencontre A en un point (z, y) ;
z = g∅(t), ou` t ∈ U , et (t, y) ∈ U2 ∩B 6= ∅. Donc ∆(A0) = Gr(f0) ⊆ B \B.
Enfin, (x, y) ∈ B ⇔ ∃ n y = hn(g0(x))⇔ ∃ n (g0(x), y) ∈ Gr(hn)⇔ (g0(x), y) ∈ A. 
Soit C0 la classe des fonctions de la forme (x, y) 7→ (u(x), v(y)) ou (x, y) 7→(u(y), v(x)), ou` les
fonctions u et v sont bore´liennes.
The´ore`me 2.7 Soient X et Y des espaces polonais, A un bore´lien pot(Σ03) ∩ pot(Π03) de X × Y .
(a) A est non-pot(Π01) si et seulement s’il existe des espaces polonais Z ′ et T ′ parfaits de dimension
0, une suite d’ouverts-ferme´s (An) (resp. (Bn)) de Z ′ (resp. T ′), des surjections continues ouvertes
fn de An sur Bn, et une fonction continue f de C0 tels que si B =
⋃
n>0 Gr(fn), on ait
∅ 6= Gr(f0) = B \B
et B = f−1(A) ∩B.
(b) A est non-pot(Π01) si et seulement s’il existe des espaces polonais Z et T parfaits de dimension 0
non vides, une suite d’ouverts denses (En) de Z , des applications continues ouvertes gn de En dans
T , et une fonction continue g de C0 tels que (gn)n>0 converge uniforme´ment vers g0 sur
⋂
n∈ω En,
Gr(g0) ⊆ g−1(Aˇ) et
⋃
n>0 Gr(gn) ⊆ g−1(A).
De´monstration. (a) Dans le cas ou` a∅ ⊆ Z0, la preuve est identique a` celle du the´ore`me 2.3 jusqu’a`
la construction des gs comprise. Soient I0 := {n / a(n) ⊆ Z0}, I1 := {n / a(n) ⊆ T0},
J0 :=
⋃
n∈I0
Gr(g(n))
Z0×T0
,
J1 :=
⋃
n∈I1
Gr(g(n))∗
Z0×T0
. Alors Gr(g∅) ⊆ J0 ∪ J1, donc on trouve i et un ouvert-ferme´ U × V
de Z0 × T0 tels que ∅ 6= Gr(g∅) ∩ (U × V ) ⊆ Ji. Supposons par exemple que i = 0. Soit g0 la
restriction de g∅ a` U ∩ g−10 (V ), et B′ :=
⋃
n∈I0
Gr(g(n)) ; on a donc Gr(g0) ⊆ B′
Z0×T0
. On conclut
de manie`re analogue a` celle de 2.3 : on introduit α, on montre que l’ensemble
K := Gr(g0) ∩ (Z × T ) ∩B′ ∩ [(Z ∩ U)× (T ∩ V )]
Σ
α
Z0
×ΣαT0
est non vide, ce qui implique que I0 est infini ; on indexe alors B′ par ω. On de´finit A0 et B0 (resp.
An et Bn) comme e´tant les projections de K (resp. Gr(g(n)) ∩ [(Z ∩ U) × (T ∩ V )]), et on pose
f0 := g0⌈A0, fn := g(n)⌈An si n > 0, Z ′ := Z ∩ U , T ′ := T ∩ V , et f est l’application identique.
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Si maintenant i = 1, on montre comme dans 2.6 qu’on peut trouver deux fonctions continues u
et v, un espace polonais Z ′ parfait de dimension 0, et des applications continues et ouvertes de´finies
sur et d’images des ouverts-ferme´s de Z ′, ϕn, tels que si A′ :=
⋃
n>0 Gr(ϕn), on ait
∆(Z ′) ⊆ (v × u)−1(Gr(ϕ0)),
Gr(ϕ0) ⊆ Gr(g∅)∩ (U × V ), A′∗ ⊆ (v× u)−1(A), et ∆(Z ′) ⊆ A′ \A′. Soit (tn) une suite dense de
Z ′. Alors on construit des rectangles ouverts-ferme´s Wn de Z ′2 de diame`tre au plus 2−n et une suite
strictement croissante (mn) telle que l’on ait (tn, tn) ∈Wn,
∅ 6= Gr(ϕmn) ∩Wn ⊆ c(
⋃
p<n
Gr(ϕmp)).
Il est maintenant clair qu’on peut poser A0 := B0 := T ′ := Z ′, f0 := IdA0 ; si n > 0, An et Bn sont
les projections de Gr(ϕmn) ∩Wn, et fn est la restriction de ϕmn a` An ; enfin,
f(x, y) := (v(y), u(x)).
Le cas ou` a∅ ⊆ T0 se traite de fac¸on analogue.
(b) Supposons que A est pot(Π01), en raisonnant par l’absurde. Alors si on pose G :=
⋂
n∈ω En,⋃
n∈ω Gr(gn) ∩ (G × T ) est bore´lien a` coupes ferme´es, donc on trouve un Gδ dense H ⊆ G tel que⋃
n∈ω Gr(gn) ∩ (H × T ) soit ferme´ dans H × T . Par ailleurs,
g−1(A) ∩
⋃
n∈ω
Gr(gn) ∩ (H × T ) =
⋃
n>0
Gr(gn) ∩ (H × T )
est pot(Π01), donc on trouve un Gδ dense K ⊆ T tel que les coupes de E :=
⋃
n>0 Gr(gn)∩(H×K)
soient ferme´es dans K . Alors H ∩
⋂
n∈ω g
−1
n (K) est un Gδ dense de Z , et si x est dans ce Gδ, g0(x)
est dans Ex \Ex, au sens de K , ce qui est la contradiction cherche´e.
Inversement, soient Z ′, T ′, An, Bn, fn, f , fournis par le (a). Posons, si n > 0,
Hn:={P⊆∆
0
1⌈A0\{∅}/∀(U, V)∈P
2 (U 6=V⇒U∩V=∅) et∃p>0 (U⊆Ap et ∀x∈U d(f0(x), fp(x))<2−n)}.
Alors Hn est non vide, puisqu’il contient ∅, et il est ordonne´ de manie`re inductive par l’inclusion,
donc il admet un e´le´ment maximal Pn := {Unm / m ∈ In}. Posons En :=
⋃
m∈In
Unm ; En est dense
dans A0, par maximalite´ de Pn. On pose alors Z := A0, T := T ′, g := f⌈(Z × T ), E0 := A0,
g0 := f0, et si n > 0, gn(x) := fpm(x) si x ∈ Unm, ou` bien suˆr pm est minimal tel que Unm ⊆ Apm et
∀ x ∈ Unm d(f0(x), fpm(x)) < 2
−n
. Ces objets re´pondent clairement au proble`me. 
Lemme 2.8 Soient X et Y des espaces polonais, A un bore´lien a` coupes verticales de´nombrables
de X ×Y , et k un entier naturel non nul. Alors ΓA 6= Dk(Σ01)+, Dˇ2k(Σ01), et D2k−1(Σ01) (ΓA est la
plus petite classe de Wadge Γ telle que A ∈ pot(Γ), pour l’inclusion - cf [Le1] ; Γ+ est le successeur
de Γ).
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De´monstration. Elle repose sur le fait que si B est bore´lien a` coupes verticales de´nombrables et est
pot(Σ01), B est en fait pot(∆01) (puisque sa projection est de´nombrable).
Il suffit de montrer que ΓA 6= Dˇ2k(Σ01), la preuve de la troisie`me assertion e´tant analogue et celle
de la premie`re se de´duisant des deux autres.
Supposons que A = Uˇ2k−1 ∪ U0 ∪ (U2 \ U1) ∪ ... ∪ (U2k−2 \ U2k−3) ; on a alors aussi
A = c(U2k−1 \ U0) ∪ [(U2 \ U0) \ (U1 \ U0)] ∪ ... ∪ [(U2k−2 \ U0) \ (U2k−3 \ U0)].
Donc si on pose V2k−1 := X × Y et Vp := Up+1 \ U0 si p < 2k − 1, on a
A = (V1 \ V0) ∪ ... ∪ (V2k−1 \ V2k−2).
Ceci termine la preuve. 
Corollaire 2.9 Soient X et Y des espaces polonais, A un bore´lien a` coupes verticales de´nombrables
de X × Y , et k un entier naturel non nul. Alors on a les e´quivalences suivantes :
(a) A est non-pot(∆01)⇔ A est non-pot(Σ01)⇔ la projection de A sur Y est non de´nombrable.
(b) A est non-pot(Dˇ2k−1(Σ01))⇔ A est non-pot(Dˇ2k(Σ01))⇔ A est non-pot(D2k−1(Σ01)+).
(c) A est non-pot(D2k+1(Σ01))⇔ A est non-pot(D2k(Σ01))⇔ A est non-pot(D2k(Σ01)+).
Ce re´sultat, couple´ avec le the´ore`me 2.5, donne des caracte´risations des ensembles potentielle-
ment diffe´rences finies d’ouverts parmi les bore´liens a` coupes verticales de´nombrables. Les classes
{∅}, ∆01, D2n+2(Σ
0
1), et Dˇ2n+1(Σ
0
1) sont les seules de la forme ΓA, avec A bore´lien a` coupes verti-
cales de´nombrables potentiellement diffe´rences finies d’ouverts, comme on le voit avec les re´sultats
pre´ce´dents et les ensembles suivants :
A2n+2 := {(α, β) ∈ 2ω × 2ω / le nombre d’entiers ou` α et β diffe`rent est impair ≤ 2n+ 1},
A2n+1 := {(α, β) ∈ 2
ω × 2ω / le nombre d’entiers ou` α et β diffe`rent est pair ≤ 2n}.
Ve´rifions-le pour A2n+2, par exemple. Il est clairement D2n+2(Σ01), puisque si on pose
Up := {(α, β) ∈ 2
ω × 2ω / ∃ s ∈ ω2n+2−p i 6= j ⇒ s(i) 6= s(j) et ∀ i < |s| α(s(i)) 6= β(s(i))},
A2n+2 =
⋃
p<2n+2, p impair Up \ Up−1 ; pour voir qu’il est non-pot(Dˇ2n+2(Σ
0
1)), il suffit par le
corollaire 2.9 de voir qu’il est non-pot(Dˇ2n+1(Σ01)). On va pour ce faire appliquer le the´ore`me
2.5. On pose f∅(α) = α, et si |t| ≤ 2n, ft⌢m(α)(p) = ft(α)(p) ⇔ p 6= m. Posons e´galement
φm(α)(p) = α(p) ⇔ p 6= m. Alors φm est un home´omorphisme, et comme ft⌢m = φm ◦ ft,
on a par re´currence que les ft sont des home´omorphismes de 2ω sur lui-meˆme. Par re´currence sur
|t| ≤ 2n+ 1, on voit que le nombre de p tels que α(p) 6= ft(α)(p) a meˆme parite´ que |t| et est ≤ |t|.
On en de´duit que
⋃
s∈ω≤2n+1 / |s| paire Cs ⊆ A2n+2. Enfin, si α 6= β en n0 < n1 < ... < n2p, avec
p ≤ n, et si on pose α0 = α, αl+1 = φnl(αl) si l ≤ 2p, α2p+1 = β, et s = (n0, ..., n2p), on ve´rifie
que si q ≤ 2p+ 1, αq = fs⌈q(α) ; d’ou` (α, β) ∈ Cs⌈2p.
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Dans [SR], il est de´montre´ le re´sultat suivant, duˆ a` Hurewicz :
The´ore`me 2.10 Soit X un espace polonais, et A un bore´lien de X. Alors A est non-Π02 si et seule-
ment s’il existe E de´nombrable sans point isole´ tel que E \ E ≈ ωω et E = A ∩ E.
The´ore`me 2.11 Soient X et Y des espaces polonais, A un bore´lien de X × Y a` coupes verticales
de´nombrables. Alors A est non-pot(Π02) si et seulement s’il existe des espaces polonais Z et T
parfaits de dimension 0 non vides, des injections continues u et v, une suite (An) d’ouverts denses
de Z , une suite (fn) d’applications continues et ouvertes de An dans T , tels que pour tout x dans⋂
n∈ω An, l’ensemble Ex := {fn(x) / n ∈ ω} soit sans point isole´, Ex \ Ex ≈ ωω , et aussi
Ex = (u× v)
−1(A)x ∩ Ex.
De´monstration. Supposons que A soit pot(Π02), en raisonnant par l’absurde. Alors il existe un Gδ
dense K de T tel que les coupes verticales de (Z ×K)∩ (u× v)−1(A) soient Gδ dans K , donc dans
T . Par ailleurs,
⋂
n∈ω An∩
⋂
n∈ω f
−1
n (K) est Gδ dense de Z , puisque les fonctions fn sont continues
et ouvertes. Donc on trouve x dans ce Gδ , et Ex est polonais, puisque c’est une coupe verticale de
(Z ×K) ∩ (u × v)−1(A) intersecte´e avec Ex. De plus Ex est de´nombrable, non vide et sans point
isole´, ce qui est contradictoire.
Inversement, on peut supposer, pour simplifier l’e´criture, que X et Y sont re´cursivement pre´sen-
te´s, et que A est ∆11-re´union de graphes ∆11. De´signons par WX un ensemble Π 11 ⊆ ω de codes pour
les ∆11 de X, et par CX ⊆ ω × X un ensemble Π 11 dont les sections aux points de WX de´crivent
les ∆11 de X, et tel que la relation (n ∈ WX et (n, x) /∈ CX) soit Π 11 (cf [Lo1]). Soit e´galement
W ⊆ WX×Y un ensemble Π 11 de codes pour les ∆11 ∩ pot(Σ02) de X × Y (dont l’existence est
de´montre´e dans [Lo2]). Posons
H := ∪ { (E × F ) \A / E,F ∈ ∆11 et (E × F ) \ A ∈ pot(Σ02) }.
On a
H(x, y) ⇔ ∃ n ∈W ∃m : (m)0 ∈W
X et (m)1 ∈W Y et ∀ z ∀ t
[(n ∈WX×Y et (n, z, t) /∈ CX×Y ) ou
{((m)0, z) ∈ C
X et ((m)1, t) ∈ CY et (z, t) /∈ A}] et
[((m)0 ∈W
X et ((m)0, z) /∈ CX) ou ((m)1 ∈W Y et ((m)1, t) /∈ CY ) ou
(z, t) ∈ A ou (n, z, t) ∈ CX×Y ]
et ((m)0, x) ∈ CX et ((m)1, y) ∈ CY et (x, y) /∈ A.
Donc H est Π 11 . Posons N := Aˇ ∩ Hˇ ; N est Σ 11 et Gδ de X × Y muni de la topologie ∆X ×∆Y
(cf [Lo2]). Posons DX := {x ∈ X / x /∈ ∆11}, ΩX := {x ∈ X / ωx1 = ωCK1 }, et Z0 := ΩX ∩DX ,
T := ΩY ∩ DY . On munit Z0 (resp. T ) de la restriction de la topologie de Gandy-Harrington sur
X (resp. Y ), de sorte que Z0 et T sont polonais parfaits de dimension 0. On montre maintenant la
proprie´te´ qui sera la clef de la construction a` venir :
Si U (resp. V ) est Σ 11 et inclus dans Z0 (resp. T ), et si N ∩ (U × V ) 6= ∅, alors l’ensemble
A ∩N ∩ (U × V )
Z0×T
est un sous-Σ 11 non vide de U × V .
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En effet, U (resp. V ) est ouvert-ferme´ de Z0 (resp. T ), donc N ∩ (U × V )Z0×T ⊆ U × V ; A,
Z0, T , N , U , et V sont Σ 11 , donc A ∩N ∩ (U × V )
Z0×T
aussi, l’adhe´rence d’un Σ 11 pour le produit
des topologies de Gandy-Harrington restant Σ 11 , par double application du the´ore`me de se´paration.
Posons O := N ∩ (U × V ). Supposons que A ∩ OΣX×ΣY = ∅. Alors, par double application du
the´ore`me de se´paration, A ∩O∆X×∆Y = ∅, donc on a la triple inclusion
(U × V ) \ A ⊆ O ∪H ⊆ O
∆X×∆Y ∪H ⊆ Aˇ.
Donc (U × V ) \ A et A sont deux Σ 11 se´parables par un pot(Σ02) ; ils peuvent par conse´quent eˆtre
se´pare´s par un ensemble K ∈ ∆11 ∩ pot(Σ02) (cf [Lo2]). On a U × V ⊆ K ∪ A, donc on peut
trouver U et V , deux ∆11 tels que U × V ⊆ U × V ⊆ K ∪ A. On a donc (U × V)\A ⊆ H , puis
O ⊆ H \ H = ∅, ce qui est absurde. On a donc que A ∩ OΣX×ΣY 6= ∅. Or O ⊆ DX × DY ,
donc OΣX×ΣY ⊆ DX × DY . Donc (DX × DY ) ∩ A ∩ O
ΣX×ΣY 6= ∅ et est Σ 11 , donc rencontre
ΩX×Y ⊆ ΩX × ΩY , donc (Z0 × T ) ∩A ∩O
ΣX×ΣY 6= ∅.
Soit d1 (resp. d2) une distance ≤ 1/2 qui rende Z0 (resp. T ) complet, et d la distance sur Z × T
de´finie par d((x, y), (z, t)) := d1(x, z) + d2(y, t). Soit d′ une distance ≤ 1 sur N ∩ (Z0 × T ), qui le
rende complet (c’est un Gδ de Z0×T , donc un espace polonais). On ve´rifie sans peine que si on pose
d′x(y, t) := d
′((x, y), (x, t)), alors (Nx∩T, d′x) est me´trique complet. On pose, si s est une suite finie
d’entiers non nuls, ν(s) := Σi<|s| s(i) (ν(∅) = 0).
On construit, par re´currence sur |s|, des ouverts non vides de Z0, As, des Gδ denses Gs de As,
des applications continues et ouvertes gs : As → T , des ouverts a` coupes verticales ouvertes-ferme´es
de Z0 × T , ωs, et des ouverts de N ∩ (Z0 × T ), Gs, tels que
(a) Gr(gs) ⊆ A ∩ ωs ∩Gs
Z0×T
(b) ωs⌢n ⊆ ωs, ωs⌢n ∩ ωs⌢m = ∅ si n 6= m
(c) ∀ x ∈ Z0 Gxs⌢n
T
∩Nx ⊆ G
x
s ⊆ ω
x
s
(d) As∆As⌢n est maigre et ∀ x ∈ As⌢n ∩ Gs d2(gs(x), gs⌢n(x)) ≤ 21−ν(s
⌢n)
(e) ∀ x ∈ Z0 δ2(ω
x
s ) ≤ 2
−ν(s)
(f) ∀ x ∈ Z0 δ
′
x(G
x
s ) ≤ 2
−|s|
On pose ω∅ := Z0 × T , G∅ := (Z0 × T ) ∩ N . L’ensemble G∅ est non vide. En effet, N rencontre
DX × DY , sinon N serait pot(∆01) et A ∪ H aussi, donc A = (A ∪ H) ∩ Hˇ serait pot(Π02), ce
qui est exclus. Donc N ∩ (DX × DY ), qui est Σ 11 , rencontre ΩX×Y ⊆ ΩX × ΩY et G∅ 6= ∅. Par
la proprie´te´-clef, A ∩ G∅
Z0×T
est un sous-Σ 11 non vide de ω∅, donc A ∩ ω∅ ∩ G∅
Z0×T
est re´union
de graphes Σ 11 dont l’un, disons Gr(g∅), est non vide. Il reste a` appeler A∅ le domaine de g∅ pour
terminer la construction au premier cran. Admettons donc avoir construit As, gs, ωs, Gs pour |s| ≤ p
et Gs pour |s| < p ve´rifiant (a)-(f), et soit s de longueur p.
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On commence par construire, par re´currence sur n, les ωs⌢n, une suite de´croissante (En) de Gδ
denses de As, des applications continues hn : En → T , et des ouverts Vn de Z0 × T tels que
(1) Gr(hn) ⊆ ωs⌢n ∩Gs
(2) ωs⌢n ⊆ ωs et ωs⌢n ∩ ωs⌢m = ∅ si n 6= m
(3) ∀ x ∈ En d2(hn(x), gs(x)) < 2
−ν(s⌢n)
(4) ∀ x ∈ Z0 δ2(ω
x
s⌢n) < 2
−ν(s⌢n)
(5) Gr(gs⌈En) ⊆ Vn ⊆ c(
⋃
1≤m≤n ωs⌢m)
Admettons avoir construit ces objets pour 1 ≤ m ≤ n, ce qui est fait pour n = 0. Soit x un e´le´ment
deAs. Comme gs est continue en x, on trouve un voisinage ouvert Ux de x contenu dansAs tel que si
z ∈ Ux, d2(gs(x), gs(z)) < ε := 2
−ν(s⌢(n+1))−1
. De telle fac¸on que si (z, t) ∈ Ux×B(gs(x), ε), on
a d2(t, gs(z)) < 2
−ν(s⌢(n+1))
. Posons Un+1 := Vn ∩
⋃
x∈As
Ux × B(gs(x), ε), et soit On un ouvert
dense deAs contenant En tel que Gr(gs)∩Vn = Gr(gs⌈On). Soit kn+1 une fonction Baire-mesurable
uniformisant Un+1 ∩ ωs ∩Gs sur sa projection Π qui est un ouvert de Z0, et soit Fn+1 un Gδ dense
de Π sur lequel la restriction de kn+1 est continue. Alors On \Fn+1 est maigre car On ∩Π est ouvert
dense de On ; en effet, si U est ouvert non vide de On et x ∈ U , (x, gs(x)) ∈ (U × T ) ∩ ωs ∩ Un+1.
Donc, comme Gr(gs) ⊆ Gs
Z0×T
, on trouve (z, t) dans Gs ∩ (U × T ) ∩ ωs ∩ Un+1, et z ∈ U ∩ Π.
De tout ceci re´sulte que As \ Fn+1 est maigre, donc En+1 := Fn+1 ∩ En est Gδ dense de As et
hn+1 := kn+1⌈En+1 est continue. Si x ∈ En+1, (x, hn+1(x)) ∈ Un+1, donc
d2(hn+1(x), gs(x)) < 2
−ν(s⌢(n+1)).
Dans En+1×T , Gr(hn+1) et Gr(gs⌈En+1) sont deux ferme´s disjoints, donc se´parables par un ouvert-
ferme´ θ. Par la proprie´te´ de re´duction des ouverts, on trouve donc 2 ouverts disjoints de Z0×T , T et
W tels que θ = T ∩ (En+1 × T ), et (En+1 × T ) \ θ = W ∩ (En+1 × T ). Comme Gr(hn+1) ⊆ T ,
on trouve pour chaque x dans En+1 un rectangle ouvert-ferme´ Vx ×Wx tel que
(x, hn+1(x)) ∈ Vx ×Wx ⊆ T ∩ ωs ∩ Vn,
δ2(Wx) < 2
−ν(s⌢(n+1))
, et En+1 ∩ Vx ⊆ h−1n+1(Wx). On a
⋃
x∈En+1
Vx ×Wx =
⋃
p∈ω Vp ×Wp,
par Lindelo¨f. Re´duisons la suite (Vp) en (V ′p) ; on peut alors poser ωs⌢(n+1) :=
⋃
p∈ω V
′
p ×Wp et
Vn+1 := Vn ∩W , comme on le ve´rifie facilement.
Revenons a` la construction principale ; on a de´ja` assure´ (b) et (e). Si x ∈ En, on peut trouver un
ouvert-ferme´ de N , Ux := (Vx ×Wx) ∩N , de diame`tre au plus 2−|s|−1 pour d′, ve´rifiant
Vx ∩ En ⊆ h
−1
n (Wx),
et si Zs est ouvert de Z0 × T tel que Gs = Zs ∩N , on ait
(x, hn(x)) ∈ Vx ×Wx ⊆ ωs⌢n ∩ Zs ∩ (As × T ).
On a donc que Gr(hn) ⊆
⋃
x∈En
Ux =
⋃
m∈ω Um, par Lindelo¨f. On re´duit la suite (Vm) en (V ′m), et
on pose Gs⌢n :=
⋃
m∈ω(V
′
m×Wm)∩N , et les conditions (c) et (f) sont re´alise´es, puisque Gxs⌢n est
vide ou l’un des Wm ∩Nx, donc est ouvert-ferme´ de Nx. De plus, on a Gs⌢n ⊇ Gr(hn).
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A l’aide d’une nouvelle nume´rotation, on peut e´crire Gs⌢n =
⋃
p∈ω(Lp ×Mp) ∩ N , Lp et Mp
e´tant deux Σ 11 . Posons En,p := A ∩ N ∩ (Lp ×Mp)
Z0×T
∩ ωs⌢n ; En,p est re´union de graphes
Σ
1
1 . On peut donc trouver une suite de graphes Σ 11 , contenus dans En,p, dont les domaines sont
deux a` deux disjoints, et tels que la re´union de ces domaines, disons On,p forme un ouvert tel que⋃
q≤pOn,q soit dense dans
⋃
q≤pΠ
′′
XEn,p (une telle construction est possible avec le lemme de Zorn,
par exemple). On fait ceci par re´currence sur p, de sorte que As⌢n :=
⋃
p∈ω On,p est un ouvert
dense de
⋃
p∈ω Π
′′
XEn,p. On appelle gs⌢n le recollement des fonctions de´finies sur les On,p, et la
condition (a) est satisfaite, ainsi que la seconde partie de la condition (d), si on pose Gs :=
⋂
n≥1En,
par (4). Reste a` voir que As∆As⌢n est maigre pour clore la construction. Quitte a` remplacer As⌢n
par As ∩ As⌢n, il suffit de voir que As \ As⌢n est maigre. Posons Πp := Π′′X(Lp ×Mp) ∩ N et
Π′p := Π
′′
XEn,p. On a
As \ As⌢n ⊆ As \ (
⋃
p∈ω Π
′
p) ∪
⋃
p∈ω Π
′
p \ As⌢n
⊆ As \En ∪En \ (
⋃
p∈ω Π
′
p) ∪
⋃
p∈ω Π
′
p \ As⌢n
⊆ As \En ∪
⋃
p∈ω Πp \ Π
′
p ∪
⋃
p∈ω Π
′
p \ As⌢n.
Il suffit donc de voir que Πp ∩Π′p est ouvert dense de Πp ; mais ceci est une conse´quence facile de la
proprie´te´ clef.
On de´finit maintenant les objets recherche´s : Z := A∅, u et v sont les injections canoniques.
Soit ϕ : ω → (ω \ {0})<ω × ω bijective, et (U sm)m une suite d’ouverts denses de As telle que
Gs =
⋂
m∈ω U
s
m. On pose An := A∅ ∩ U
ϕ0(n)
ϕ1(n)
et fn := gϕ0(n)⌈An. L’ouvert An est dense dans
Z par la premie`re partie de (d), et Ex est sans point isole´ par la seconde partie de (d) (on a l’e´galite´⋂
n∈ω An =
⋂
s∈(ω\{0})<ω Gs).
La fin de la preuve est semblable a` la preuve du the´ore`me d’Hurewicz dans [SR]. Posons, si
x ∈
⋂
n∈ω An, Mk := {gs(x) / |s| ≤ k}. Alors Mk est ferme´ dans T , par re´currence sur k : si
M εk := {y ∈ T / d2(y,Mk) ≤ ε}, on a Mk+1 =
⋂
ε>0[M
ε
k ∪ (Mk+1 \M
ε
k)], et Mk+1 \M
ε
k est fini,
par (d).
Si k ∈ ω et y ∈ Ex \ Ex, y /∈ Mk, donc il existe ε > 0 tel que y /∈ M εk . Si s ∈ (ω \ {0})k et
(x, t) ∈ ωs, d2(t,Mk) ≤ d2(t, gs(x)) ≤ δ2(ω
x
s ) ≤ 2
−ν(s) ≤ ε de`s que ν(s) ≥ k0, donc ωxs ⊆ M εk ,
sauf pour un nombre fini de s dans (ω \ {0})k . Donc si H := {s ∈ (ω \ {0})k / ωxs 6⊆ M εk}, on
a Ex = Mk ∪ {gs(x) / |s| > k} ⊆ Mk ∪
⋃
|t|>k ω
x
t ⊆ Mk ∪
⋃
|s|=k ω
x
s ⊆ M
ε
k ∪
⋃
s∈H ω
x
s et
Ex ⊆ M
ε
k ∪
⋃
s∈H ω
x
s ⊆ M
ε
k ∪
⋃
|s|=k ω
x
s . Donc on trouve une unique suite σ dans (ω \ {0})ω telle
que y ∈
⋂
s≺σ ω
x
s . La suite de´croissante de ferme´s non vides dont les diame`tres tendent vers 0 de
(Nx∩T, d
′
x), (G
x
s∩Nx)s≺σ, converge vers ξ ∈ Nx∩T , et {ξ} =
⋂
s≺σG
x
s . D’ou` ξ ∈
⋂
s≺σ ω
x
s = {y}
et (x, y) ∈ N ⊆ Aˇ. Posons
h :
{
(ω \ {0})ω → T
σ 7→
⋂
s≺σG
x
s
La fonction h est bien de´finie, a` valeurs dans Nx ⊆ Eˇx. Si σ ∈ (ω \ {0})ω , h(σ) ∈
⋂
s≺σ ω
x
s et
ωxs ∩ Ex 6= ∅ ; par conse´quent, h est a` valeurs dans Ex. On a vu que Ex \ Ex ⊆ h′′(ω \ {0})ω .
Par (b), h est injective, et par (e), h est continue. Comme h′′Ns = ωxs ∩ (Ex \ Ex), h est bien un
home´omorphisme de (ω \ {0})ω sur Ex \ Ex. 
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Avec ce re´sultat et le the´ore`me 2.3, on a, pour chaque classe de Wadge Γ non auto-duale, un test
pour dire si un bore´lien a` coupes de´nombrables est pot(Γ) (en effet, un tel bore´lien est pot(Fσ)).
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