Abstract. Let N{x) be the distribution function of the integers in a Beurling generalized prime system. The Chebyshev type estimates for Beurling generalized prime numbers in the general case 71
Introduction
Let y/(x) be the weighted counting function of the ordinary prime numbers. Chebyshev was the first to establish the correct order of magnitude of y/(x) by showing that there exist two numbers a > 0 and ß < oo such that (1.1) liminf^l>a, limsup^U/3.
x-»oo X jc->oo X
The prime number theorem (P.N.T.) asserts that a = ß = 1. In [4] , Diamond established Chebyshev type estimates for Beurling generalized primes. Here we shall generalize Diamond's result. Let ¿P = {P;}/2i » wnere 1 < P\ < P2 < ■■■ , Pi: -* oo, be a set of Beurling generalized (henceforth, g-) prime numbers and *V = {A,}^0 be the associated set of ^-integers (see [1, 2] Beurling [2] proved that if (1.2) N(x) = Ax + 0(xlog~y x) for some constants A > 0 and y > 3/2, then the P.N.T. holds for <P. If y = 3/2 in (1.2), the P.N.T. need not hold as Diamond [4] showed by an example based on a continuous example of Beurling. Diamond [5] also showed that if y > 1 in (1.2) then (1.1) holds. On the other hand, (1.1) is not generally true if y < 1, as an example of Hall [7] shows. Beurling investigated also the more general case in which 7! (1.3) N(x) = x^^log^-1 x + 0(xlog~yx), i>=\ where px < p2 < ■ • ■ < p" and Ax, A2, ... , A" are arbitrary real numbers.
He showed that if (1.3) with 1 < p" = x < 2 holds for some An > 0 and y > 1 + t/2 then lim^oo y/(x)/x = x, a generalization of the P.N.T. However, if t > 2, even an 0(1) error term in (1.3) does not guarantee y/(x) ~ xx.
Still, Beurling proved that if (1. 3) holds with pn = x > 2 for some A" > 0 and y > 1 + t/2 then there exist 0 < tx < t2 < ■■ ■ < tq < oo with q < [t/2] such that y/(x) ~ x < t -2 ¿Z cos(/" log* -arctg tv) > .
This gave rise to the long standing question of generalizing Chebyshev type estimates for the case (1.3). In the present paper, we shall prove the following theorem which gives an affirmative answer to the question. holds with pn = x > 1 and A" = A > 0, then there exist numbers a > 0 and ß < oo for which (1.1) holds.
This theorem is a generalization of the results in [5, 8] . In particular, it has the following immediate consequence.
Corollary. 7/(1.3) holds with pn = x > 1 for some A" = A > 0 and y > 1, then (1.1) is true.
The proof of the Theorem will utilize Beurling's asymptotic analysis [2] , Diamond's approximate convolution inverse [5, 6] , and the author's idea in [8] . Elementary convolution techniques [3] play the main role in the proof. It would also be interesting to find an analytic proof.
We remark that (1.1) is not generally true if y < 1 in (1.3) as the example of Hall mentioned above shows.
Preliminaries
In the proof of the Theorem, we shall make frequent use of multiplicative convolution techniques which have been described in detail in [3] . In particular, we need the following preliminaries.
Let dt denote the Lebesgue measure on the Borel subsets of [1, oo) . Let p>0, 0 < e < 1. We define
where 5 represents point mass 1 at 1. We note that the left-hand side is a noninteger convolution power if p is not an integer. Hence,
Similarly,
We note that the sum on the right-hand side of (2.2) and (2.3) has only a finite number of terms and is easy to deal with if p is a positive integer. In the discussion below, special analysis will be required if p is not a positive integer. By the exponential representation [3], it is easy to prove the following formulas
which are generalizations of (3.2d) in [3] . Therefore, (a -ere i/z)"'+^ = (S-erE dt)Pi * (ô -sre dt)pï, (ô + dt)" * (S -ere dt)p = (S + (l-e)re dty, 
where logz = log|z| + z'argz with -n < arg z < n . Therefore r°° (9 -îv (2.7) / x~s(ô -ex~£ dx)p = , y " J xx for o > 1.
ii (i-(l-e))' Similarly, by (2. 3), we have s»
for er > 1 -e . Furthermore,
3. Asymptotic analysis
Instead of x £"=, ^v log''''"1 x on the right-hand side of (1.3) (or (1.4)), we shall use Y^=\ Bp fx(ä + dtf" which is easy to deal with by using convolution techniques. We first show that the latter is a good approximation of the former by using Beurling's idea [2] . 
// />• is not an integer, then, for any positive integer m,
holds as x->oo, where the Om-constant is uniform for e satisfying 0 < e < eo for each fixed £o < 1 • In the case p = r, the right-hand side of (3.3) equals £(V>'-«>'-'-'¿L<rriTâ nd (3.1) follows.
Hence, in the sequel, we assume that p is not an integer. As usual, we can shift the integration contour of the integral on the right-hand side of (3.3) to a loop, denoted by l"(\ -e), which consists of the half-line on the lower edge of the real axis from -co to 1 -e -n , the circle C,(l -e), cut at the point s = 1 -e -n, with center s = 1 -e and radius n sufficiently small, and the half-line on the upper edge of the real axis from 1 -e -n to -co. Thus we have (3.4) (ô + (l-e)r* dty = JL / ,,:,,,, ds.
J\ ¿m Jm-e) (s-1 +ey
Let en be fixed and 0 < e0 < 1. Assume 0 < e < eo • Let a = j(l -e0).
Let 0< n <a and l'"(l -e) = l"(l -e)n{\s-I + e\ < 1-e-a}. Let l'-(l-e) denote the remaining part of l"(l -e). Then it is easy to see that cV"1 ;(x-e)(s-l+ey where, and thereafter without repeat, the 0-constant depends only on e0 and is uniform for e satisfying 0 < e < eo . In the disk {\s -1 + e| < 1 -e -a), we have
j_ r x*R(s) ds lx'JiL(i-e)(s-l+e)p
We denote by /,(0) and l'"(0) the respective translations of l"(l -e) and /rç(l -e) via w = s -1 + e . It is easy to see that -. I -,-?¡--ds=:^r I ewXoêXw-pdw 2í"y/;(i-e) {s-l+e)P 2ni y/;(0)
In the same way we have
Finally, we have
Now, (3.2) follows from (3.4) to (3.9). D 
holds as x -> oo (where the Om-constant is uniform for e satisfying e0 < e < 1
for each fixed e0 > 0).
Proof. The proof is very close to the one of Lemma 3.1 and hence a sketch of it will be sufficient. The Mellin transform /oo
x-^á-ex-^x)"
is convergent in the half-plane Re s = a > 1 -e if p = r is an integer. Hence,
where (Jo > 1 -e , and (3.10) follows. If p is not an integer, then F(s) is convergent in the half-plane a > 1 and (3.12) holds for a > 1. Therefore, we have
where r/o > 1 • Then we shift the integration contour to a new one, denoted by l,,(l) with 0 < n < eo/4, which consists of the half-lines on the lower edge of the real axis from -co to -n and on the upper edge from -n to -co, the circle C, cut at points s = -n and s = 1-e + n, with center s = j(l-e) and radius j(l -e) + n, the two line segments on the lower edge of the real axis from 1-e + n to 1 -r\ and on the upper edge from 1 -n to 1-e + n, and the small circle c"(l), cut at the point s = 1 -n, with center s = 1 and radius n. Let r"(i) = l"(l) n {\s -l\ < £o/2} . Then, it is easy to see that Evaluating the integrals on the right-hand side of (3.14) as we did in the proof of Lemma 3.1, we arrive at (3.11 ). □
The following lemma is the main result of this section.
Lemma 3.3. Let 0 < px < p2 < ■■ • < pn . Then there exist 0 < xx < x2 < ■■■ < xm with xm = pn and xß = pv -k for some nonnegative integer k such that, as x -► oo, Similarly, by using (3.1), we can prove the truth of (3.15) when px is an integer. Moreover, Qx(x) is nonnegative and nonincreasing. Define Q(x) recursively by setting f Q,(l) for0<x<2, Q{X) \max{Ö,(22m"1),4-1ß(22m-1)} for22""'<x<22", meN.
Then we can verify that this function satisfies condition (4.5) to (4.9) as we did in the proof of Lemmas 1 and 2 of [8] .
Moreover, from Lemma 3 of [8] , we have, for x > 1, (4.12) I* xrxQ(x/t)Q(t)dt < CxxQ(x).
If x < 2, then
[XxrxQ(x/t)Q(t)dt<C2 fX Q(t)dt. Proof. We have Hence,
The lemma is certainly true for 1 < x < (Ke)~x , since the third convolution factor is everywhere nonnegative.
Therefore, we assume x > (Ke)~x and e < 1/2 and shall utilize all the convolution factors. We write, by (2. We then estimate |I2| and |I3|. By (4.8), large, we have C%y/(x) > \Ax . This completes the proof of the Theorem. D
