Abstract. If X and Y are independent random variables with distributions µ nd ν then U = ψ(X, Y ) and V = φ(X, Y ) are also independent for some transformations ψ and φ. Properties of this type are known for many important probability distributions µ and ν. Also related characterization questions have been widely investigated. These are questions of the form: Let X and Y be independent and let U and V be also independent. Are the distributions of X and Y necessarily µ and ν, respectively?
Introduction
In 2009 Koudou and Vallois (their paper, [17] , was published in 2012) tried to describe a class of distributions of independent and positive random variables X and Y (their distributions) and functions f such that V = f (X + Y ) and U = f (X) − f (X + Y ) are independent. Two special cases have already been known in the literature.
• Lukacs in [20] : X and Y are gamma distributed random variables and f (x) = log x, x > 0.
• Matsumoto and Yor in [25] : X and Y are generalized inverse Gaussian and gamma distributed random variables, respectively, and f (x) = 1/x, x > 0.
Interestingly, due to the restriction f > 0 imposed in [17] , the first case was not identified there. Related characterizations were obtained in [20] for the first property and in [19] for the second. Let us emphasize that neither smoothness of densities nor existence of moment assumptions were required in both these characterizations.
In [17] the following new interesting case was discovered: X has the Kummer distribution K(a, b, c) with the density f X (x) ∝ and V has the Kummer distribution, K(a + b, −b, c).
Note that the Kummer distribution K(α, β, γ) is well-defined iff α, γ > 0 and β ∈ R, Note that in the case β > 0 it is just the natural exponential family parameterized by γ and generated by the second kind beta distribution. It seems that the Kummer distribution appeared for the first time in 1953 in connection with Dyson's model of a disordered chain, [10] ; its connection with random continued fractions was observed in [23] ; it has been appearing in Bayesian models in queueing theory, [3] , reliability analysis, [30] or [28] and econometrics, [4] ; it has also been considered as a generalization of the gamma distribution, e.g. [1] , [12] or [27] (and applied to drought data in the latter paper); for α + β > 0 the distribution belongs to the generalized gamma convolutions and as such is infinitely divisible, see Th. 6.2.4 in the monograph [5] ; in [2] , where it appears in connection with gamma finite mixtures, it is called Kobayashi's gamma-type distribution and thus related to problems of diffraction theory, [22] .
The independence property (1) was extended to matrix variate Kummer and Wishart distributions in [14] . For more information on the matrix variate Kummer distribution one can consult [26] and Ch. 3 of [11] (the latter reference is for random matrices with complex entries). It is also known that in the univariate case, under appropriate smoothness assumptions on densities, a characterization counterpart of the property holds: if X and Y are independent positive random variables, and also U and V , given by (1), are independent then X ∼ K(a, b, c) and Y ∼ G(b, c) for some positive constants a, b, c. Originally this result was proved in [17] under requirements that the densities of X and Y are strictly positive and twice differentiable on (0, ∞). Then, in [16] it was proved under strict positivity of densities and local integrability of their logarithms. Letac in [18] (see also Remark 2.2. in [31] ) conjectured that such a characterization is possibly true with no assumptions on densities. In Section 3 we prove even a stronger result: instead assuming independence of X and Y and independence of U and V we impose weaker conditions which are expressed through certain relations between conditional moments of positive order of U given V , while the assumption of independence X and Y is kept. Since, by its definition U is bounded, no moment assumptions are necessary. This is a major difference when compared with [31] , where the constancy of regressions of U and U −1 given V was considered. In this paper an additional requirement E X −1 < ∞ was needed to assure that E(U −1 |V ) is well defined. Our main characterization result related to (1) is given in Th. 3.2. Through a proper change of measure the original regression problem is reduced to the one solved in [31] with the required moment assumption being automatically satisfied. Finally, we utilize the results obtained under regression assumptions to obtain the characterization by independence without any smoothness or integrability conditions.
Another independence property of the Kummer and gamma distributions has been recently discovered in [13] 
and
A related characterization assuming smoothness of densities (as well as its multivariate version with transformations defined in the language of directed trees) has been obtained in [29] (some preliminary observations have been made also in [15] 
Characterizations related to the Hamza and Vallois property
We consider a setting proposed in [13] and developed in [29] : X and Y are independent and U and V are defined in (2) . We begin with a characterization of Kummer and gamma laws by constancy of regression of V and V −1 given U . It is an analogue of Th. 3.1 from [31] .
Theorem 2.1. Let X and Y be independent positive non-degenerate random variables, such that EX < ∞, EY < ∞ and EX −1 < ∞. For U and V defined in (2) suppose that there exist real constants α and β such that
Then αβ > 1 and there exists a constant c > 0 such that
Proof. Note that
This observation and Eq. (3) allows us to write that
Now, we will show that EY k < ∞ for any k ∈ N. We rewrite Eq. (6) as
When we multiply both sides of (7) by Y /(1 + X) and take expectation, we get
and see that finitness of the second moment of Y is guaranteed by the fact that E Y < ∞, as assumed. If we multiply (7) again by the same factor, we conclude that E Y 2 < ∞ implies E Y 3 < ∞. So, we can obtain the finiteness of all the moments of Y by multiplying (7) by (Y /(1 + X)) k , k = 1, 2, . . . and taking expectations. (Of course, E(1 + X) −k < ∞ since, under assumptions of the theorem, 1/(1 + X) is bounded). Therefore, we can multiply Eq. (7) by (Y /(1 + X)) k and take expectation of both sides to obtain a recurrence relation
Again, since all required moments exist, we multiply the equation by (Y /(1 + X)) k , k ≥ 0 and take expectation to obtain
On the left-hand side of Eq. (9) we use an elementary identity
Thus we have
and it holds for k ≥ 0, with (10) we get
Now we subtract Eq. (10) from Eq. (11). The factor EX −1 cancels out and we have
where g k and h k were defined earlier. The left-hand sides of (8) and (12) are identical and so are the right-hand sides:
After simplification, and since g k > 0, we arrive at a linear relation of the form
Iterating the above equation one gets h k = In order to find the distribution of X, we insert into Eq. (8) the values of h k , and thus
Comparing the last result with recurrence relation for function
in Abramowitz and Stegun (13.4.16) we can read at least one of the solutions of (13):
Consequently X := X 0 where X 0 has a Kummer distribution: K (αp, c − αp, p), satisfies the assumptions of the theorem. The question is, if it is the only solution. To prove that, we define a function real F by
where the last equality follows from the definition of g k . Note, that F is well-defined at least for z ∈ (−1, 1). From the recurrence relation (13) we obtain a differential equation for F :
where d = c − αp and g 1 = E(1 + X) −1 .
As we have already observed, in the case g 1 = g
1
solves Eq. (14) . Suppose that there exists a solution of Eq. (14) when
1 , say F (z) = F 0 (z)+H(z), z ∈ (−1; 1) and that this solution has the representation F (z) = E 1+X 1+X−z for a positive random variable X. Then, the function H satisfies
1 . The general solution of (15) is of the form
where C is such that
We know that
and this value is well defined and finite. On the other hand
The integral on the left hand side is finite as e pz is bounded on [0, 1] and the rest of it is just a beta integral.
By the definition of H it follows that H is analytic in its domain covering a neighbourhood, say V, of 0. Therefore C(z) = |z| c−1 ∞ n=0 a n z n , z ∈ V, where a n ∈ R, n ≥ 0. Note, that (19) is impossible since the integral at the left hand side of (17) is finite. The third equality implies that this integral in (17) equals zero. Since, according to (16) , the integrand C ′ (z) has constant sign on (0, 1), it follows thatc = 0. Thus g 1 = g (0)
1 . Now, recurrence relation (13) with g 0 = 1 and Remark 2.1. Under exactly the same assumptions as in Th. 2.1 above, the equation
where h(t) = E(1 + X) −t , t > 0, has been recently derived in [15] as a first step in a search for the characterization.
Two important consequences of Th. 2.1 will be stated in the following theorems.
Define U and V through (2). If for s ∈ {r, r + 1}
for some real constants α r and α r+1 , then αr+1 αr+1−αr > r, α r+1 > α r and there exists a constant c > 0 such that
Proof. We first notice that Eq. (20) for s = r + 1 implies
which can be rewritten in the integral form as
Denote by X a random variable with distribution
EX r which is possibly defined on a different probability space than X and Y . By Y we denote a random variable with the same distribution as Y which is defined on the same probability space as X in such a way that X and Y are independent. Then we can rewrite last equality as
where U = Y /(1 + X) and V = X(1 + U ). Given that, we have
Again, Eq. (20) with s = r results in
With X, Y , U and V defined as before, the latter is equivalent to
By Eqs. (22) and (23), the assumptions of Th. The inequality αr+1 αr+1−αr − r > 0 follows from integrability of f .
Remark 2.2. Similar extensions of the Lukacs and the Matsumoto-Yor properties were given in [8]
and [9] , respectively. However these authors, instead of the change of measure method, which was applied above, used the standard but more cumbersome approach leading to differential equations for characteristic functions.
Corollary 2.3. Let X and Y be independent positive non-degenerate random variables. For U and V defined in (2) assume that there exist constants a and b such that
Then a > 0, b > a 2 and there exists c > 0 such that
Proof. Note that (24) implies (20) Proof. Note that (25) implies (20) This results can be compared with Th. 1.1 in [21] which is its analog for the Lukacs property.
2.1. Characterization through independence. In this subsection we answer the basic question: does the independence of U and V for independent, positive and non-degenerate X and Y (with no technical assumptions of smoothness of densities or integrability) characterizes Gamma and Kummer laws? Until now the only result from the literature is the equation
α, β ∈ R, σ ≤ 0, obtained in [15] (Lem. 5.1.). Below we give the complete solution of the characterization problem. Again we will use the change of measure technique. Theorem 2.5. Let X and Y be independent positive non-degenerate random variables. Define U and V by (2) . Suppose that U and V are independent. Then there exist a, b, c > 0 such that X ∼ K (a, b − a, c) ,
Proof. Take η < 0 and consider a random vector ( X, Y ) with distribution
Ee η(X+Y ) which is defined on some probability space, possibly different than the space X and Y are defined on.
We also set U = Y 1+ X and V = X(1 + U ). For s, t ≤ 0, due to (5) we have E e η(X+Y ) , and thus U and V are independent random variables.
Note that for r > 1
Similarly, one can obtain the finiteness of E( V r−1 ) and E( V r+1 ). Due to independence of U and V we conclude that E( V r−1 | U ), E( V r | U ) and E( V r+1 | U ) are nonrandom. Therefore, the assumptions of Th. 2.2 are satisfied with
2.2.
Remark on multivariate version. In [29] a multivariate analogue of the characterization of Kummer and gamma laws was considered. The approach was through a tree language and was in parallel to an earlier result of this kind involving a multivariate version of the Matsumoto-Yor property, see [24] and [6] . However the characterization given in [24] did not need any assumptions regarding density and its smoothness. Unfortunately, in the multivariate characterization given in [29] (Th. 4) we assumed that random vector X has density which is continuously differentiable. It was necessary for the first step in the inductive proof. Now, due to the result of Th. 2.5, we can omit this regularity condition. In order to state an improved version of Th. 4 from [29] , first, we have to recall some definitions.
A graph G = (V, E), where V is the set of nodes and E ⊆ {{u, v} : u, v ∈ V, u = v} is the set of edges, is called a tree, if it is connected and acyclic. A vertex of degree 1 is called a leaf.
Let T = (V, E) be a tree of size p ≥ 2. For a fixed root r ∈ V , we direct T from the root towards leaves and denote such a directed tree by T r . Having the tree directed, we can say that node i is a child of vertex j (or j is a parent of i) if and only if {i, j} ∈ E and the tree is directed from j to i (note that every node, unless it is a leaf, has at least one child and every node but the root has exactly one parent). The set of all children of i in T r will be denoted by c r (i) and the parent of vertex i by p r (i).
For any r ∈ V (and hence T r ) and fixed set of parameters c i,
, where (28) s i,(r) = s i
where by convention an empty product is equal to 1, i.e., if V ∋ i = r is a leaf then s i,(r) = s i . The definition (28) is inverse recursive with a starting point being any vertex with maximal distance from the root r.
Corollary 2.6. Let T = (V, E) be a tree of size p. Let C ∈ C T and Φ T r be defined by (27) and (28) . Let X = (X i , i ∈ V ) be a p-dimensional random vector. Suppose that for every r ∈ V , which is a leaf of T , the components of the random vector X (r) = Φ T r (X) = (X i,(r) , i ∈ V ) are independent. Then there exist a = (a i , i ∈ V ) ∈ (0, ∞) p and c > 0 such that
Proof. We use induction with respect to p = |V |. The case p = 2 can be obtained from Th. 2.5 in the same way as Th. 3 in [29] . Then we just follow the proof of Th. 4 of [29] .
Characterizations related to the Koudou and Vallois property
In this section we consider the property discovered in [17] and discussed also e.g. in [16] and [31] : X and Y are independent and U and V are defined through (1).
3.1. Characterization through constancy of regressions. Our point of departure is the main result of [31] which is a counterpart of Th. 2.1 in this paper. We recall it here.
Theorem 3.1. Let X and Y be independent positive non-degenerate random variables and E X −1 < ∞. Define U and V through (1). If (29) E(U |V ) = α and
for real constants α and β then 0 < α < 1 < β and there exists a constant c > 0 such that
Since U ∈ (0, 1) P-a.s. one can consider conditional moments E(U r |V ), r ≥ 0 without any additional assumptions. In the next result, we prove that some simple relations between such conditional moments characterize the Kummer and gamma laws of X and Y . It is an analogue of Th. 2.2 and the results o for the Lukacs and Matsumoto-Yor property obtained in [8] and [9] . Theorem 3.2. Let X and Y be independent positive non-degenerate random variables. Let r ∈ R be a fixed number. In case r < 1 assume E X r−1 < ∞. Define U and V through (1). Let for s ∈ {r, r + 1} and α s ∈ R
Then α r , α r+1 ∈ (0, 1),
> r − 1 and there exists c r > 0 such that
, c r and
, c r .
Proof. Note that if r ≥ 1 then all the moments we need: E U r+1 , E U r and E U r−1 are finite since U ∈ (0, 1) and in the case r < 1 finiteness of these moments follows from the assumption E X r−1 < ∞ since then U r−1 < X r−1 . Due to measurability of X+Y 1+X+Y with respect to σ(X + Y ) we can rewrite (30) as
Equivalently, for u ≤ 0 we have
Denote byX a random variable with distribution
which is defined on some probability space, possibly different than the probability space on which X and Y are defined. Note that
Consider a rvỸ , defined on the same probability space asX, in such a way thatX andỸ are independent andỸ d = Y . Then, dividing both sides of (31) andṼ =X +Ỹ and note that due to (33) we have
That is (34) and (35) are equivalent to
Then we see that (29) withX andỸ instead of X and Y , respectively, and with β = 1 αr and α = α r+1 , is satisfied. Consequently, Th. 3.1 implies α r , α r+1 ∈ (0, 1) and for some constant c r > 0
Finally, from (32) we conclude that the density of X exists and is of the form f (x) ∝ > r−1 and thus the distribution of X is as asserted.
Note that by taking a special positive value of r in Th. 3.2 the following result can be obtained immediately. Proof. Note that (36) implies (30) with r = 1, α 1 = a and α 2 = b a . This result can be compared with one of the main cases considered in [7] (see (i) od its Sec. 3), which is its analogue for the Lukacs property.
For a special negative value r in Th. 3.2 we obtain another interesting particular case.
Corollary 3.4. Let X and Y be independent positive non-degenerate random variables and E X −2 < ∞. For U and V defined in (1) assume that there exist constants a and b such that . Similarly, as Cor. 2.3 of the previous section, this result can be compared with Th. 1.1 in [21] which is its analogue for the Lukacs property.
3.2. Characterization through independence. We conclude the paper with the characterization of the Kummer and gamma laws by independence of U and V without any smoothness or moments conditions. We utilize the results obtained above for regressions.
Corollary 3.5. Let X and Y be independent positive non-degenerate random variables. If U and V defined in (1) are independent then X has a Kummer distribution and Y has a gamma distribution.
Proof. Since U is a [0, 1]-valued it has all moments finite. Consequently, independence of U and V implies that conditions (36) are satisfied and the result follows by Cor. 3.3.
