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Com este trabalho, pretende-se o estudo de um caso prático, aplicado ao ramo dos 
seguros, recorrendo às abordagens de SGD – Descoberta de Subgrupos e CS – 
Conjuntos de Contraste 
Pretende-se descobrir caraterísticas, regras individuais ou padrões de interesse que 
permitam descrever os indivíduos que apresentam menor sinistralidade no ramo dos 
seguros automóveis. 
O objetivo deste caso de estudo é a descoberta e seleção de grupos de clientes que 
contenham caraterísticas estatisticamente semelhantes entre si e apresentem uma baixa 
sinistralidade e consequentemente baixos custos para a Companhia.  
O conhecimento de padrões que permitam caraterizar o perfil dos clientes em termos 
de sinistralidade, permite a aplicação de tarifas mediante a localização geográfica, o 
género, o tipo de veículo ou outras caraterísticas importantes na subscrição do seguro 
automóvel. 
Neste trabalho são apresentado formas de usar a descoberta de subgrupos e conjuntos 
de contraste para gerar conhecimento passível de ser acionado como suporte de decisão. 
O principal objetivo deste trabalho consiste na aplicação de abordagens de data 
mining, nomeadamente descoberta de subgrupos e conjuntos de contraste num estudo de 
caso real onde se pretende caraterizar o perfil do cliente com base na sinistralidade 
automóvel de forma a canalizar as campanhas de marketing e aplicação de tarifários 
vantajosos para os clientes com baixa sinistralidade.  
Assim, pretende-se que a aplicação destas técnicas permita uma melhoria 













This paper aims to analyse a practical case, applied to the insurance business, using 
the SGD-subgroup discovery and CS-contrast set. 
We aim to discover characteristics, individual rules or interesting patterns which 
allow the description of individuals with the lowest accident rates in the insurance 
business. 
The purpose of this case study is the discovery and selection of groups of clients 
containing statistically similar characteristics and presenting a low accident rate and, 
consequently, lower costs for the insurance company. 
The knowledge of patterns that allow the profiling of clients in terms of their 
accident rate, permits the application of tariffs according to their geografical location, 
gender, type of vehicle or other important features to the subscription of an insurance 
policy. 
In this paper, ways of using the subgroup discovery and contrast sets to generate 
knowledge likely to be used to support decision making, are presented. 
The main objective of this paper is the application of data mining approaches, 
namely subgroup discovery and contrast sets to a real life case study, in which client 
profiling is intended, based on the accident rate, in order to direct the marketing 
campaigns and applying advantageous tariffs to clients with low accident rates. 
Therefore, the application of these techniques is intended to allow a significant 
improvement on the organization results. 
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A era da informação em que vivemos permite armazenar cada vez mais informação 
obtendo extensas bases de dados. Cada vez é mais difícil a tarefa de extrair 
conhecimento interessante dessas extensas bases de dados sem o recurso a técnicas e 
ferramentas especializadas.  
Neste trabalho, pretende-se apresentar as ferramentas de descoberta de subgrupos e 




A extração de conhecimento de base de dados, surge nos inícios dos anos 90 e é uma 
linha de pesquisa pertencente ao campo da Ciência da Computação que tem por objetivo 
oferecer estratégias automatizadas para a análise de grandes bases de dados. Surge da 
necessidade de, a partir de informação guardada, se consiga descobrir novos 
conhecimentos, novos padrões e novas tendências, tendo a utilidade e a novidade como 
critérios de validação. Abordagens recentes de descoberta de subgrupos ou conjuntos de 
contraste têm vindo a facultar argumentos favoráveis na criação de conhecimento 
acionável e operacional que auxilia e sustenta as tomadas de decisão. 
Diferentes domínios da ciência (saúde, biologia, economia,…), assim como várias 
áreas de negócio podem apresentar vantagens competitivas na descoberta de subgrupos 
interessantes. A principal motivação para o surgimento da análise de dados encontra-se 
no fato de as organizações terem armazenando de forma contínua  uma  enorme 
quantidade de dados a respeito dos seus negócios nas últimas décadas. 
Qualquer processo de tomada de decisão, quer seja a escolha do mestrado a 
frequentar ou a campanha de marketing de uma empresa que pretende conquistar quota 
de mercado, ou qualquer outra situação na gestão das organizações, dependem 
fortemente do conhecimento que os decisores têm da realidade (mercado, cliente e 
produtos) com que trabalham. 
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A transformação eficiente e eficaz dos dados, que são continuamente acumulados, 
pelos sistemas de informação transacionais, em conhecimento passível de ser acionado, 
que possa resultar num melhor desempenho da organização como suporte de decisão, 
passam pelo domínio da análise de dados. O conhecimento obtido pelas técnicas de 
análise de dados é geralmente expresso na forma de regras e padrões.  
Numa era em que a informação flui rapidamente e a atualização é uma constante, 
uma Companhia de Seguro Direto necessita de aprofundar e segmentar com o maior 
rigor o mercado onde atua e assim caracterizar os clientes para poder apresentar preços 
cada vez mais competitivos que dependem da minimização e redução do risco. 
Tendo uma base de dados que descreve as principais caraterísticas da apólice dos 
clientes de uma companhia de seguro direto, pretende-se descobrir caraterísticas, que 
permitam definir grupos estatisticamente significativos que contrastem com a restante 
população do conjunto de dados. O CS é uma particularidade da SGD uma vez que 
define subgrupos, que apresentem caraterísticas estatisticamente significativas entre si e 




A aplicação prática dos conhecimentos teóricos adquiridos ao longo do mestrado e a 
possibilidade de obter dados reais relacionados com a área profissional, motivaram a 
escolha deste tema. 
A perceção de que as técnicas de extração de conhecimento de dados são pouco 
utilizadas no meio profissional, e pouco recorrentes no ato de tomada de decisão 
aguçaram a curiosidade para efetuar um estudo aprofundado. 
Pretende-se, com uma base de dados real, extraída diretamente das apólices dos 
clientes de uma seguradora, aferir as principais características dos automobilistas em 
termos de sinistralidade. 
Pretende-se também conferir se alguns conhecimentos de “senso comum”, por 
exemplo: os indivíduos do sexo feminino apresentam maior sinistralidade que os 
indivíduos do sexo masculino, são efetivamente suportados pela informação contida nos 
dados. 
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Assim, após o devido tratamento da base de dados, que se encontrava em estado 
bruto, com irregularidade típicas de uma base de dados real, pretende-se a aplicação de 
abordagens de conceitos inovadores que têm sido melhorados de ano para ano. 
Neste trabalho, pretende-se encontrar subgrupos da população com menor risco, isto 
é, grupos de pessoas cujas características tendencialmente impliquem uma menor 
sinistralidade rodoviária. A abordagem de descoberta de subgrupos propõe como 
principal tarefa, encontrar características significantes de clientes que não têm sinistros, 
ou apresentem baixa sinistralidade. 
Este trabalho tem como principal objetivo apresentar ferramentas para a descoberta 
de subgrupos e conjuntos de contraste de forma a gerar conhecimento passível de ser 
acionado em futuras campanhas de marketing e/ou fidelização dos clientes. 
Pretende-se assim, com recurso à descoberta de subgrupos e conjuntos de contraste 
identificar as caraterísticas das apólice/indivíduos que apresentam maior ou menor 
sinistralidade. 
1.3. Visão global do trabalho 
 
Este trabalho encontra-se organizado em 5 capítulos, sendo o primeiro capítulo uma 
introdução à temática, expondo a motivação, o objetivo da escolha do tema proposto e a 
organização do trabalho. 
No segundo capítulo é apresentado de forma objetiva a abordagem da descoberta de 
subgrupos, organizada pelos princípios teóricos e devidamente fundamentada pelos 
principais autores com explicação das medidas de avaliação essenciais, e ainda uma 
breve descrição do open source utilizado na obtenção dos resultados. 
No capítulo seguinte é introduzido o conceito de Conjuntos de Contraste, também 
devidamente justificado pelos principais autores e com a introdução e descrição do 
software utilizado. 
No quarto capítulo são efetuadas análises objetivas e subjetivas, com base na opinião 
do analista na matéria, de alguns dos subgrupos descobertos e conjuntos de contraste de 
relevo. 
Por fim, no quinto capítulo, é apresentada a conclusão, a discussão assim como as 
contribuições deste trabalho. 
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2. A descoberta de subgrupos 
 
Nesta secção são apresentados de forma sumária os principais conceitos e definições 
que envolvem o processo da descoberta de subgrupos.  
O objetivo da descoberta de subgrupos (Sub Group Discovery - SGD) é encontrar 
regras descritivas de segmentos da população suficientemente grandes e 
estatisticamente incomuns. Pretende-se encontrar todos os subgrupos, dentro das 
restrições indutivas, que mostram um desvio significativo na distribuição do atributo 
alvo. Ao longo dos últimos anos, são vários os autores que se têm debruçado sobre o 
estudo desta ferramenta de extração de conhecimento dos dados, motivo pelo qual o 
desempenho dos algoritmos apresentados têm-se aperfeiçoado cada vez mais. 
A necessidade de obter modelos simples com elevado grau de interesse conduziu ao 
desenvolvimento de técnicas estatísticas que pesquisam relações invulgares. 
 
2.1. Definição e métodos base 
 
Inicialmente o problema da descoberta de subgrupos, foi introduzido da seguinte 
forma: dada uma população de indivíduos e uma determinada característica de interesse 
desses indivíduos, como encontrar subgrupos da população, tão amplos quanto possível, 
que são estatisticamente incomuns face à característica da população inicial [Willi 
Klosgen (1996) e Stefan Wrobel (1997, 2001)].  
Atualmente, pode ser definido como uma técnica de extração de conhecimento de 
dados destinada à descoberta de relações interessantes entre diferentes objetos de um 
conjunto de dados face à variável alvo. Os padrões extraídos são denominados por 
subgrupos e representado por regras [Herrera, F. et al. (2011)].  
Martin Atzmueller (2005) define SGD como a tarefa de indução e análise 
exploratória dos dados, de descobrir relações entre uma variável dependente e as várias 
variáveis independentes e posteriormente os subgrupos descobertos podem e devem ser 
aplicados pelo utilizador para apoio na tomada de decisão.  
SGD não se concentra necessariamente em encontrar relações completas, focando-se 
essencialmente em relações parciais, isto é, a descoberta de pequenos subgrupos com 
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características "interessantes" pode ser suficiente. Os padrões de subgrupos descobertos 
devem essencialmente satisfazer duas condições: têm de ser interpretáveis pelo analista 
e necessitam de ser interessantes de acordo com os critérios do utilizador.  
O principal objetivo da descoberta de subgrupos é identificar subgrupos de alta 
qualidade, ou seja, nem todos os subgrupos descobertos apresentam interesse para o 
analista. Após a descoberta de subgrupos na globalidade, o conjunto de todos os 
subgrupos precisa de ser refinado.  
De acordo com Lavrac, N. et al. (2004a) a descoberta de subgrupos é uma tarefa que 
conjuga simultaneamente a indução preditiva e descritiva. 
A aprendizagem de regras era mais frequentemente utilizada em contexto de regras 
de classificação, [Michalski, R. et al. (1986), Clark, P. e Niblett, T. (1989), Cohen, 
William W. (1995)] ou em contexto de regras de associação [Agrawal, R. et al. (1996)]. 
A aprendizagem de regras de classificação é uma abordagem para indução preditiva 
(aprendizagem supervisionada), com o objetivo de construir um conjunto de regras para 
classificar ou prever. Por sua vez, as regras de associação são uma abordagem para 
indução descritiva (indução não-classificatória ou aprendizagem não supervisionada) 
com vista à descoberta de regras individuais que definam padrões interessantes de 
dados.  
Nos últimos anos, a indução descritiva tem ganho uma especial atenção por parte da 
comunidade de investigação.  
Antes de serem apresentadas algumas das abordagens para a descoberta de 
subgrupos, é importante distinguir entre regras de associação e regras de classificação. 
As regras de associação representam combinações de itens que ocorrem com 
determinada frequência numa base de dados. Assim como o próprio nome indica, 
identifica grupos de itens tipicamente associados. Pela sua grande aplicabilidade 
encontram-se distinguidas como um dos principais conhecimentos obtidos através da 
análise e interpretação de dados.  
A aprendizagem de regras de associação foi introduzida por Agrawal et al. (1993) da 
seguinte forma: Sejam I = {i1, i2, …, im} um conjunto de m itens distintos e D uma 
base de dados formada por um conjunto de transações, onde cada transação T é 
composta por um conjunto de itens (itemset) tal que T I.  
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Uma regra de associação é uma expressão na forma  onde X e Y são 
conjuntos de itens que ocorrem juntos em uma transação e . De uma forma 
simplista, significa que se o item X for encontrado numa transação, então existem fortes 
possibilidades de encontrar o item Y na mesma transação.  
APRIORI foi uma das principais abordagens para descoberta de regras de associação 
tendo sido proposto o algoritmo com o mesmo nome por Agrawal, R. e Srikant, R. 
(1994). 
As regras de classificação encontram-se inseridas na aprendizagem supervisionada, 
(o conjunto de teste é classificado com base na estrutura gerada a partir do conjunto de 
treino, sendo o conjunto de treino o supervisor). O objetivo desta técnica é derivar uma 
regra que possa ser utilizada para classificar, de forma otimizada a uma classe já 
rotulada, uma nova observação. O principal objetivo destas regras é gerar modelos, um 
para cada classe, que consistam em conjuntos de regras descritivas das propriedades 
presentes nas hipóteses de treino. 
O algoritmo CN2-SD, desenvolvido através da modificação de algumas partes do 
algoritmo das regras de classificação CN2, foi proposto por Lavrac, N. et al. (2004a) 
onde é demonstrado que as regras de classificação podem ser adaptadas para descobrir 
subgrupos, uma área possível pela intersecção entre indução por previsão e indução por 
descrição. Esta abordagem foi inicialmente proposta por Willi Klösgen, (1996) e Stefan 
Wrobel, (1997, 2001) e formulada pelo algoritmo de aprendizagem de regras 
EXPLORA [Willi Klösgen, (1996)] e MIDOS [Stefan Wrobel, (1997, 2001)].  
A indução de descrições de subgrupo podem ser irrelevantes, se vistas de uma 
perspetiva classificativa, mas muito valiosas em termos do seu poder descritivo, pois 
permite visualizar de várias perspetivas as propriedades genuínas dos subgrupos. 
Nesse sentido, Kralj-Novak, P. et al. (2009) entendem que a descoberta de subgrupos 
se encontra entre aprendizagem supervisionada e não supervisionada.  
Portanto, consideram que a descoberta de subgrupos se situa entre a extração de 
regras de associação e obtenção de regras de classificação. 
Os algoritmos standard para classificação não resolvem totalmente a tarefa de 
descoberta de subgrupos uma vez que usam algoritmos de cobertura para construção de 
regras que limitam as aplicações das abordagens indutivas de classificação na 
descoberta de subgrupos. O simples facto de, na descoberta de subgrupos, serem 
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tolerados mais falsos positivos (exemplos negativos incorretamente classificados como 
positivos), onde tem como principal objetivo descobrir subpopulações de interesse em 
relação à tarefa de classificação. A tarefa das regras é maximizar a precisão da 
classificação, motivo pelo qual não tolera falsos positivos, o que espelha bem a 
diferença entre eles.  
A descoberta de subgrupos visa descortinar regras individuais ou padrões de 
interesse que devem ser representados de forma explicitamente simbólicas e 
relativamente simples, de modo a serem reconhecidos como acionáveis por potenciais 
utilizadores.  
No entanto, ambas as ferramentas, descoberta de subgrupos e regras de classificação, 
podem ser unificados sob a alçada da classificação cost-sensitive. Isto porque, quando 
se decide quanto ao classificador apropriado para um determinado pretexto, é 
indiferente se são penalizadas as falsas negativas (como no caso das classificações) ou 
se são recompensados os verdadeiros positivos (como na descoberta de subgrupos). 
Uma das principais abordagens da proposta de Lavrac et al. (2004a), CN2-SD, foi 
como adaptar as regras de classificação à descoberta de subgrupos propriamente ditas, 
ou seja, foram propostas várias alterações ao já conhecido algoritmo de classificação 
CN2 [Clark, P. e Niblett, T. (1989), Clark, P. e Boswell, R. (1991)] em prol de outros 
algoritmos de classificação. Ainda que existindo outras abordagens de regras de 
classificação mais avançadas, que incluem técnicas mais avançadas e que as tornam, 
como seria de esperar, mais eficientes em tarefas de classificação. Estas abordagens, 
mesmo melhorando a precisão classificativa não são de especial interesse para a 
descoberta de subgrupos.  
Ou seja, pretende-se um algoritmo que apresente conjuntos de regras mais pequenos, 
cujas regras individuais apresentam maior cobertura e significância. Podemos então 
descortinar as principais características para a descoberta de subgrupos: menor 
tamanho (permite um melhor entendimento), maior cobertura (implica um suporte 
maior) e maior significância (implica que as regras descrevem novos subgrupos com 
características distribuídas de forma significativamente diferente quando em 
comparação com a totalidade da população). 
A abordagem proposta por Lavrac et al. (2004a) para descoberta de subgrupos, CN2-
SD, efetuou as seguintes alterações ao algoritmo CN2 de Clark, P. e Niblett, T. (1989) e 
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Clark, P. e Boswell, R. (1991): (a) substituição da heurística de procura baseada na 
precisão por uma nova heurística de precisão relativa ponderada; (b) incorporação de 
exemplos de peso no algoritmo de cobertura; (c) incorporação de exemplos de peso na 
heurística de procura de precisão relativa ponderada; (d) utilização de classificação 
probabilística baseada na distribuição por classes de exemplos cobertos por regras 
individuais, quer no caso de conjuntos de regras desordenadas e listas desordenadas de 
decisões.  
A avaliação e comparação experimental efetuada ao CN2-SD demonstram que o 
algoritmo de descoberta de subgrupos produz conjuntos de regras mais pequenos em 
que as regras individuais têm maior cobertura e significância.  
Estas características, vão de encontro aos critérios para seleção de um conjunto de 
subgrupos propostos por, Martin Atzmueller (2005), que incluem uma baixa 
sobreposição, um reduzido número de subgrupos e uma cobertura elevada e qualidade 
nos subgrupos selecionados.  
 
2.2. Medidas de Avaliação 
 
Neste ponto, iremos apresentar as principais medidas de avaliação indicadas na 
literatura. Lavrac et al. (2004b), discute a criação de conhecimento acionável através da 
descoberta de Subgrupos. De acordo com Piatetsky-Shapiro et al. (1994) e Silberschatz, 
A. e Tuzhilin, A. (1995), acionável é definido como: “um padrão é interessante para o 
seu utilizador se o mesmo for passível de utilização para o seu benefício” ou seja 
acionável é uma medida de avaliação de interesse subjetiva.  
Num caso ideal, o conhecimento induzido deveria permitir ao decisor executar uma 
ação para seu benefício, por exemplo, selecionar os indivíduos apropriados para a sua 
campanha de marketing, o que é interessante, contudo impraticável, assim iremos 
considerar acionável como uma medida de avaliação (subjetiva). 
Podemos portanto distinguir entre medidas objetivas de qualidade e medidas 
subjetivas de interesse. Na tarefa de descoberta de subgrupos, ambas precisam de ser 
consideradas, embora, a escolha dos critérios de qualidade mais apropriado dependam 
da aplicação a ser utilizada. 
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Obviamente que para a indução de regra automática, apenas se aplicam os critérios 
objetivos de qualidade, mas, para avaliar a qualidade dos subgrupos induzidos e a 
respetiva utilidade para o apoio à decisão, os critérios subjetivos são mais importantes, 
contudo mais difíceis de avaliar. 
Cada regra descritiva de um subgrupo pode ser expandida com informação sobre a 
qualidade da regra, enquanto a informação básica da qualidade da regra é normalmente 
anexada à regra induzida, como output do algoritmo de aprendizagem, outras medidas 
de qualidade são geralmente calculadas separadamente, com objetivo de avaliar o 
output do processo de indução como um todo, permitindo assim a comparação da 
performance dos diferentes algoritmos. 
Uma medida típica de qualidade preditiva, capaz de aferir a qualidade de um 
conjunto de regras, é a precisão preditiva de um conjunto de regras, definida como a 
percentagem de exemplos corretamente previstos. 
Assim, de acordo com Lavrac, N. et al. (2004a, b) podemos distinguir entre medidas 
objetivas de qualidade e medidas subjetivas de interesse. Dentro das medidas objetivas 
de qualidade, podemos ainda distinguir entre medidas de qualidade descritivas e 
preditivas, que vão de encontro à distinção anteriormente efetuada entre indução 
preditiva e indução descritiva. 
De seguida, é apresentado a lista de medidas subjetivas de interesse: 
 
i. Utilidade  
 
Característica de interesse da regra relacionado com a descoberta de algo que se 




“Uma regra é interessante se o seu utilizador pode fazer algo de vantajoso com essa 
regra”, [Piatetsky-Shapiro et al. (1994)] e [Silberschatz, A. e Tuzhilin, A. (1995)]. 
 
 





Caso especial de acionável, isto é, o conhecimento operacional é a forma mais 
valiosa de conhecimento induzido, pois permite realizar uma ação que pode operar sob 
a população alvo. Se uma regra operacional é efetivamente executada, esta operação 




Uma regra é interessante se for surpreendente, isto é, apresentar algo inesperado para 





Uma descoberta é interessante se, se desvia do conhecimento prévio do utilizador, 
[Willi Klosgen (1996)]. 
Em contraste com as medidas preditivas de qualidade, as medidas descritivas de 
qualidade avaliam cada subgrupo individualmente e são assim apropriadas para avaliar 
o sucesso da descoberta de subgrupos. 
Estas medidas de qualidade, calculam a média sobre o conjunto induzido de 
descrições de subgrupos, que permitem a comparação entre diferentes algoritmos. 
Assim, de acordo com Lavrac, N. et al. (2004a) as seguintes medidas descritivas de 
qualidade são as mais apropriadas para a descoberta de subgrupos, uma vez que a tarefa 
de descoberta de subgrupos é induzir padrões individuais de interesse.  
Para explicar a Significância e originalidade (unusualness), que, de acordo com 
Lavrac, N. et al. (2004a,b) são as medidas de avaliação de subgrupos mais importantes, 
necessitamos de descrever e explicar as restantes. Portanto, de seguida é apresentada a 
lista de medidas descritivas de qualidade. 
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vi. Tamanho da regra   
 
Medida de complexidade (complexidade sintática das regras induzidas). O tamanho 
do conjunto de regras é calculado como o número de regras no conjunto de regras 
induzidas (incluindo a regra por defeito). SIZE = . Onde  é o número de regras 
induzidas. Lavrac, N. et al. (2004a) acrescenta que a complexidade também pode ser 
medida pelo número médio de regras/subgrupos por classe e o número médio de 
característica por regra. 
 
vii. Cobertura (coverage) 
 
Mede a frequência relativa de todos os exemplos cobertos pela regra. A cobertura de 
uma só regra Ri é definida assim: 
 





O suporte de uma regra é definido como a frequência relativa dos exemplos cobertos 
corretamente classificados. 
 
 Na descoberta de subgrupos é interessante calcular o suporte global como a 
percentagem de exemplos da variável target (positivos) cobertos pelas regras, calculada 
como a taxa de verdadeiros positivos para a união de subgrupos. 
O suporte global é calculado assim: 




Onde os exemplos cobertos por várias regras são contados apenas uma vez (motivo 
pelo qual é aplicado a disjunção das condições das regras com o mesmo valor da 




A significância (ou evidência, na terminologia de Willi Kloesgen (1996)) indica quão 
significante é uma regra/descoberta se medida por este critério estatístico e comparada 
com uma hipótese nula ou independência estatística. No algoritmo CN2, [Clark, P. e 
Niblett, T. (1989)], calculam a significância em termos do rácio estatístico da máxima 
verossimilhança da regra: 
     
Onde,  é o número esperado de exemplos da  , entre os 
quais que satisfazem a condição  sob a hipótese nula ou independência estatística 
de  e . 
 
x. Originalidade (unusualness) 
 
A originalidade de uma regra é calculada através da precisão relativa ponderada da 
regra, [Lavrac, N. et al. (1999)], definido como se segue: 
 
A precisão relativa ponderada pode ser interpretada como a troca entre a cobertura de 
regra  e o ganho de precisão .  
A originalidade média da regra é calculada como a média WRAcc sobre todas as 
regras: 




Para melhor compreensão da medida WRAcc, precisamos também de compreender o 
termo precisão e ganho de precisão. Ou seja, a precisão, , (denominada 
por confiança na aprendizagem de regras de associação) é a fracção dos exemplos 
previstos positivos que são verdadeiramente positivos. E o ganho de precisão, 
, é a diferença entre a precisão da regra  e a 
precisão por defeito  quando atingida pela regra trivial . 
Conforme já foi dito, a medida WRAcc e a medida de significância são as mais 
importantes medidas de qualidade da descoberta de subgrupos.  
No entanto, enquanto a significância apenas mede o carácter incomum da regra, 
calculado em termos dos exemplos cobertos corretamente classificados de todas as 
classes, a medida WRAcc toma especificamente em consideração a cobertura da regra, 
assim, [Lavrac, N. et al. (2004a, b)] considera a medida WRAcc, como a medida mais 
apropriada para avaliação da qualidade dos subgrupos descobertos. Motivo pelo qual, a 
heurística de significância do CN2 é modificado pela heurística WRAcc na 
implementação do CN2-SD. 
 
2.3. Avaliação de subgrupos no espaço da curva ROC 
 
Nesta secção descreve-se como a análise da curva ROC (Receiver Operating 
Characteristic), [Provost, J. e Fawcett, T. (2001)], pode ser utilizada para compreender, 
visualizar e avaliar a descoberta de subgrupos. 
A curva ROC é um espaço bidimensional, que permite traçar a performance dos 
classificadores, em termos do rácio dos falsos positivos (FPr) que são traçados no eixo 
X e o rácio dos positivos verdadeiros (TPr) que são traçados no eixo Y. Os pontos na 
diagonal principal, que conectam o ponto da origem (0,0) com o ponto (1,1) 
correspondem aos classificadores que realizam uma performance preditiva de suposição 
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aleatória, podendo assim, de acordo com Kavsec, B. e Lavrac, N. (2006), ser 
descartados como insignificantes.  
As regras identificadas na diagonal principal apresentam a mesma distribuição de 
exemplos positivos e negativos cobertos, como a distribuição do conjunto de dados do 
conjunto inteiro, motivo pelo qual estes subgrupos são considerados insignificantes. 
Inversamente, quanto mais distante da diagonal principal se encontrar o subgrupo, 
mais significativo este é.  
Assim, o convex hull da curva ROC é um método bastante simples de selecionar os 
melhores subgrupos descobertos, pois todos os outros encontram-se representados 
abaixo desta curva. 
Um exemplo de alguns subgrupos representados no espaço da curva ROC é 
apresentado na Fig. 1. 
 
 
Fig. 1 -  Subgrupos representados no espaço curva ROC  
 
2.4. Cortana – Open Source 
 
Desenvolvido pela Universidade de Leiden – Holanda, Cortana é uma ferramenta de 
extração de padrões locais nos dados. Possui um algoritmo genérico de descoberta de 
subgrupos que pode ser configurado de diversas formas e inclui uma panóplia de 
medidas de avaliação devidamente testadas e validadas. 
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Permite lidar com uma variedade de tipo de dados, tanto para a entrada de atributos, 
input, bem como para variável alvo, incluindo nominais, numéricos e binários.  
Uma característica exclusiva da ferramenta Cortana é a sua capacidade para lidar 
com uma gama de configurações de Descoberta de Subgrupos, determinada pelo tipo e 
número de atributos alvo. Algoritmos regulares de Descoberta de Subgrupos 
consideram apenas um único atributo alvo, nominal ou por vezes numérica, o Cortana é 
capaz de lidar com variável alvo constituído por vários atributos, numa configuração 
chamada de Modelo de Extração Excecional, [Meeng, M. e Knobbe, A. (2011)]. 
As principais vantagens do Cortana, além das já referidas, são a validação estatística 
dos resultados obtidos e a representação gráfica de curvas ROC, gráficos de dispersão e 
modelos execionais. 
 
A Fig. 2 representa alguns dos ecrãs do Cortana. 
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3. Conjuntos de Contraste 
 
Neste capítulo pretende-se introduzir a definição sumária de conjuntos de contraste, 
CS - Contrast Set. 
São uma ferramenta fundamental na análise de dados exploratória, pois é necessário 
compreender as diferenças entre vários grupos cujas caraterísticas contrastam entre si.  
 
3.1. Conceitos introdutórios 
 
O problema de pesquisa de CS foi inicialmente definido por [Bay, Stephen D. e 
Pazzani, Michael J. (2001)] como “A descoberta de conjunções de atributos e valores, 
que designam por CS, que diferem significativamente a sua distribuição entre os grupos, 
i.e., apresentam diferentes níveis de suporte em diferentes grupos”. Tinham como 
principal objetivo detetar automaticamente todas as diferenças entre grupos 
contrastantes de observação de dados multivariados.  
A aprendizagem sobre as diferenças entre grupos é um problema central em vários 
domínios, motivo pelo qual têm sido desenvolvidos vários algoritmos para a descoberta 
de CS. A descoberta de CS está estritamente relacionado com a extração de regras de 
associação e utiliza a mesma terminologia e notação das regras de associação, [Agrawal, 
R. et al. (1993)]. 
Um CS pode ser interpretado como o antecedente da regra X → Y e o grupo Gi, que 
o carateriza em contraste com o grupo Gj, como o consequente, originando regras da 
forma CS → Gi. 
Um algoritmo standart de descoberta de regras descritivas, como um sistema de 
regras de associação, [Agrawal, R. et al. (1996)], pode ser usado na tarefa se o 
consequente é restringido a uma variável cujos valores tendem a pertencer a um grupo. 
A Fig. 3, traduz os procedimentos gerais da descoberta de CS. 
 




Fig. 3 -  Procedimentos gerais na descoberta de CS 
 
O algoritmo STUCCO - Search and Testing for Understandable Consistent 
Contrasts, desenvolvido por [Bay, Stephen D. e Pazzani, Michael J. (2001)] é baseado 
no algoritmo de descoberta de regras Max-Miner desenvolvido por [Bayardo, Roberto J. 
(1998)]. 
STUCCO, considerado por muitos autores como a abordagem standard, descobre CS 
juntamente com os seus suportes nos grupos. Emprega um número de mecanismos de 
poda e é sujeito ao teste de produtividade [Webb, G. I. (2007)], isto é, a regra X → Y é 
produtiva se: 
 
Onde a confiança (X → Y) é a probabilidade máxima estimada da probabilidade 
condicional P(Y|X), estimada pelo rácio count(X,Y)/count(X), onde count(X,Y) 
representa o número de exemplos para os quais X e Y são verdadeiros e count(X) 
representa o número de exemplos para os quais X é verdadeiro.  
Usa o teste do qui-quadrado bidirecional para determinar CS significativos e os erros 
do tipo I são controlados através de um ajustamento de poda ao nível baseado no 
número de testes executados. Assim, um CS mais específico deve ter maior confiança 
que qualquer uma das suas generalizações. 
Webb, G. I. et al. (2003) demonstram que a descoberta de CS é um caso especial da 
tarefa geral da aprendizagem de regras e mostram também que quando o STUCCO e o 
sistema comercial de multifunções Magnum Opus de regras de aprendizagem sejam 
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executados com os seus parâmetros base, mas o consequente restringido à variável de 
contraste no caso do Magnum Opus, os contrastes encontrados difeririam, 
principalmente como consequência, apenas de diferenças nos testes estatísticos 
utilizados para filtrar as regras.  
Hilderman, Robert J. e Peckham, T. (2005), apresentam uma proposta diferente para a 
abordagem de descoberta de conjuntos de contraste, denominada por CIGAR - 
Contrasting Grouped Association Rules. Esta abordagem, usa diferentes testes 
estatísticos comparativamente a STUCCO e Magnum Opus, para garantir a 
independência e produtividade e introduz um teste para suporte mínimo. 
Na verdade, qualquer algoritmo de pesquisa de itens frequentes, capaz de derivar 
regras ao longo do processo de pesquisa, pode ser aproveitado para derivar regras 
descritivas de CS.   
Alguns dos algoritmos eficientes que exibem essas caraterísticas são descritos por 
[Goethals, B. e Zaki, M. J. (2003)]. 
Neste trabalho, a descoberta de CS será efetuada através de uma abordagem 
específica, RCS – Rules for Contrast Set, recorrendo ao Caren – Open Source, que será 
devidamente apresentado na secção 3.3. 
A abordagem utilizada neste trabalho é mais robusta na prevenção de derivação de 
falsas descobertas e especializações não relevantes que as abordagens anteriormente 
apresentadas. 
RCS, [Paulo Azevedo (2010)], adapta a abordagem de [Webb, G. I. (2006, 2007 e 
2008)] para derivação de regras de associação significativas ao problema de encontrar 
diferenças significativas através dos grupos. 
 Recorre também à noção de suporte dentro de um grupo, como o utilizado no 
STUCCO. 
Para descrever as diferenças significativas, Paulo Azevedo (2010) utiliza regras 
compostas de um conjunto de item no antecedente e uma lista de pares de grupo em 
contraste no consequente. O antecedente representa o CS e cada par no consequente 
exibe a diferença direcional entre dois grupos. 
RCS não executa uma procura nível por nível como o STUCCO, pelo contrário, 
explora o espaço de pesquisa usando a estrutura de pesquisa depth first como outras 
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abordagens de pesquisas de itens frequentes, propostas por Goethals, B. e Zaki, M. J. 
(2003). 
Assim que um conjunto de item frequente é encontrado, passa por uma série de 
procedimentos para avaliar se pode ser reportado como um CS. 
Contrariamente ao STUCCO, cada par de grupos é avaliado conjuntamente com o 
novo conjunto de itens derivados. Isto traduz-se num teste exato de Fisher para 
determinar a significância e um procedimento de poda para determinar se a 
especialização de um CS permite um valor adicional às diferenças entre os dois grupos.  
RCS também verifica a preservação do suporte, isto é, quando a especialização de 
um conjunto de itens preserva o suporte, então é descartado e não considerado para 
avaliação do CS. Esta poda é obtida incluindo a técnica PEP – Parent Equivalence 
Pruning. 
Dentro do mesmo algoritmo, as estatísticas descritivas da subpopulação da regra são 
calculadas e o necessário teste estatístico de significância é executado. 
A derivação de regras origina vantagens importantes relativamente aos algoritmos 
baseados em conjuntos de itens. Primeiro, porque pode-se podar ao longo do mesmo 
ramo da árvore de pesquisa, considerando os resultados dos testes estatísticos. Ao se 
derivar uma regra que satisfaz todas as necessidades estatísticas, pode-se determinar se 
qualquer especialização da regra também irá passará os testes. 
No caso negativo, o ramo da árvore depth-first pode ser podado e uma quantidade 
considerável de cálculos redundantes, que ocorreria num algoritmo baseado em itens do 
conjunto é evitado. Além disso, um algoritmo baseado em regras, [Li, J. et al. (2007)], é 
quase insensível ao número de grupos (do Conjunto de dados), em que os CS deverão 
ser procurados. 
Contrariamente ao STUCCO, que espera diferentes fontes de dados para diferentes 
grupos, RCS, assenta em regras de associação e portanto, os dados são concentrados 
num único repositório. 
Outra vantagem da abordagem RCS é que lida com todos os formatos de dados, 
enquanto o STUCCO apenas lida com dados atributo/valor. 
As regras, para descrever os CS entre os grupos, são formalmente definidas como: 
G1 >> G2 , …,  Gi >> Gj ← cs 
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Sedo cs o conjunto de itens que representa o CS e G1, G2, …, Gi e Gj a lista de 
grupos. A lista de pares da forma Gi >> Gj no consequente da regra, representam as 
diversas diferenças direcionais entre os grupos. 
Para cada conjunto de contraste cs, os pares de grupos em que o cs representa uma 
diferença significativa são reportados individualmente. Também são apresentados, para 
cada contraste, o suporte entre os grupos e o p-value do teste Fisher é também 
apresentado uma medida de associação para cs/grupos e a ocorrência absoluta de cs 
dentro dos grupos, embora não mostrado na Fig. 4. 
A Fig. 4 retrata um dos CS devolvido pela abordagem RCS, recorrendo ao Caren.  
Gsup  = 0.23289 | 0.08534   p = 1.0450846317E-201  NSiniAcumul=0 >> NSiniAcumul=1  
Gsup  = 0.23289 | 0.07498   p = 5.6802513453E-040  NSiniAcumul=0 >> NSiniAcumul=2  
Sup(CS) =  0.19309                                                                             <---      esc_idade_condutor=>55 
Fig. 4 -  Output de CS definido pelo Caren 
 
E deve ser lida da seguinte forma: 
A ocorrência do CS “esc_idade_condutor=>55” é significativamente maior entre 
apólices que apresentam sinistralidade = 0 do que apólices com sinistralidade = 1. 
Uma diferença significativa na mesma direção ocorre entre apólices com sinistralidade 
= 0 e sinistralidade = 2.  
O suporte do CS é de 19,3%. 
 
O algoritmo da abordagem RCS e sua explicação são apresentados de seguida: 
Na quinta linha do algoritmo, cada nó da árvore “depth first” é considerado, isto é, 
cada potencial antecedente. Qualquer antecedente é descartado preservando o suporte 
parental (técnica PEP). De seguida, na 6ª e 7ª linha, cada par de grupos juntamente com 
o candidato a contraste (antecedente i) são processados. O teste exacto de Fisher é 
executado para determinar a significância do contraste dentro do par. Nos casos 
positivos, processamento da 7ª até a 11ª linha, é aplicado a poda relevante confirmando-
se se a regra candidata é significante relativamente a todas as suas generalizações. 








 input: dataset D, list of groups G, minsup ms, cutoff α 
 output: ResultSet of contrast rules RS 
Compute α’1, α’2, …, α’n, for a supplied n or using number of frequent_items/attributes; 
RS :=  
foreach node i depth_first_search (D, ms): sup(i)  ms do 
 foreach pair ga, gb   G where sup(i, ga) >> sup(i, gb) do 
  if Fisherpvalue (ga, gb , i,  ) α’length(i)  then  
   if ga  >> gb  cs  RS :   
cs    i  & Fisherpvalue (ga, gb , i, cs) α’length(i)  then 
 RS := RS {ga   >>  gb }; 
end 
   end 
  end 
 end 
Fig. 5 -  Algoritmo RCS – Rules for Contrast set 
 
 
3.2. Medidas de interesse para ranking de CS 
 
Com o objetivo de distinguir e escolher os melhores CS que são encontrados, 
Simeon, M. e Hilderman, R. (2008) propõem quatro medidas de interesse que permite 
ordenar os CS: Suporte Geral (overall support); Taxa de Crescimento (growth rate); 
Cobertura e Originalidade (unusualness). 
Inicialmente o suporte de um conjunto de contraste, com respeito a um grupo G, foi 
definido como sendo a percentagem de exemplos em G onde o CS é verdadeiro, [Bay, 
Stephen D. e Pazzani, Michael J. (1999)]. O suporte geral é considerado como uma 
extensão desta medida. 
Assim, pode-se definir o suporte geral, de um conjunto de contraste, X, como o 
somatório dos suportes de X ao longo de todos os grupos.  
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A taxa de crescimento, de um conjunto de contraste, X, é definida como a razão 
máxima dos suportes em Gi sobre Gj para todos os pares de grupos. Jumping CS é 
definido como um caso especial da taxa de crescimento, isto é, quando o suporte de X 
em Gi é zero e o suporte de X em Gj não é igual a zero. 
A originalidade de X é definida como a probabilidade condicional máxima de um 
grupo Gi dado que X é satisfeito. 
A cobertura de um conjunto de contraste, X, é definida como a percentagem de 
casos, do conjunto de dados, coberto por X. 
A Fig. 5, traduz os novos procedimentos gerais na descoberta de CS, considerando os 
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3.3. Open source – Caren 
 
A abordagem RCS faz uso de uma implementação específica, CAREN – Class 
Project Association Rule Engine, desenvolvida por Paulo Azevedo, (2003), 
Universidade do Minho – Portugal. 
É uma implementação em Java, baseada no tão conhecido algoritmo Apriori, para 
fins de classificação. Implementa três diferentes métodos para lidar com atributos 
numéricos: binários, intervalos de classe e discretização Srikant. 
Implementa também diferentes métricas para filtro de regras e diversos formatos para 
output das regras. 
Para um CS específico, a regra definida descreve todos os pares de grupo onde o 
contraste é significativo. Também especifica a direção do contraste. 
Recorre ao teste exato de Fisher para determinar a significância e ao ajustamento de 
Bonferroni para controlar o reporte de falsas descobertas. 
Para além da abordagem de conjuntos de contraste que permite detetar diferenças 
entre grupos contrastantes, utilizadas neste trabalho, permite também derivar e lidar 
com problemas de previsão, classificação numérica e modelos recomendados. Um 
modelo de pré-processamento de atributos numéricos também se encontra incluído. 
A Fig. 6 apresenta um ecrã do Caren. Uma das 22 regras devolvidas neste exemplo 
encontra-se retratada na figura seguinte.  
Da análise da mesma, pode-se verificar que foi definido o suporte mínimo como 0,05 
e o nível de confiança mínimo como 0,1. 
Existem 33.124 exemplos, sendo que cada exemplo representa uma apólice 
caraterizada pelos 9 atributos ou variáveis do conjunto de dados. Extraiu-se 26 itens 
frequentes. 
O sistema necessitou de 2m15s968ms para encontrar os 22 CS. 
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4. Estudo de um caso Real 
 
Após terem sido abordados os principais tópicos, sobre a descoberta de subgrupos e 
conjuntos de contraste, pretende-se a aplicação prática dessa aprendizagem num 
conjunto de dados que espelha a situação das apólices numa Companhia de Seguro 
Direto. 
4.1. Descrição do Problema 
 
Atualmente, com a conjuntura económica, as Companhias de Seguro Direto são uma 
mais-valia para quem quer reduzir o custo na aquisição do seguro. Disponíveis via 
internet ou telefone são as mais procuradas para quem prefere a autonomia e dispensa a 
existência de um balcão de atendimento. Estão essencialmente centradas no ramo 
automóvel, uma vez que o seguro de responsabilidade civil automóvel é obrigatório, 
este é o principal produto comercializado pelas Companhias de Seguro Direto.  
Intitulam-se como Companhias low cost e como tal, têm necessidade de caracterizar 
verdadeiramente o perfil dos clientes, de forma a melhor definir as tarifas com base no 
maior ou menor risco e assim conseguirem apresentar preços competitivos face à 
concorrência do mercado. 
Existe uma ténue fronteira entre o risco garantido e o lucro das Companhias de 
Seguro Direto, motivo pelo qual é imperativo definir criteriosamente o perfil dos 
clientes.  
 O principal objetivo deste trabalho é encontrar determinadas caraterísticas das 
apólices que se distingam significativamente das restantes para se conseguir descrever o 
perfil dos clientes de uma Companhia de Seguros Direto.  
Esta caraterização, será feita, com aplicação das abordagens apresentadas neste 
trabalho, descoberta de subgrupos e conjuntos de contraste, de um conjunto de dados 
tendo em conta a sinistralidade dos clientes. 
A questão chave que se coloca é: como definir as tarifas mais reduzidas e aplica-las 
ao segmento de clientes promissores, ou seja, os que têm baixa sinistralidade e 
simultaneamente definir tarifas mais elevadas para os clientes que apresentam um perfil 
que indicie maior sinistralidade.  
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O conjunto de dados foi extraído diretamente de uma Companhia de Seguros Direto, 
e como todos os dados reais, encontrava-se em bruto sendo necessário efetuar um pré 
processamento. Esse tratamento dos dados encontra-se adequadamente justificado no 
anexo I.  
Após o pré-processamento, obteve-se um conjunto de dados constituído por 33.124 
exemplos, sendo que cada exemplo representa uma apólice, e cada apólice, é 
caraterizada por apenas 9 variáveis.  
Descrição das variáveis consideradas neste estudo: 
 Distrito: zona de residência do segurado 
 TipoVeiculo: descreve as caraterísticas do veículo, em termos de cilindrada  
 Esc_idade_condutor: descreve a idade do segurado em termos de escalões 
 Esc_anos_carta: descreve há quanto tempo o segurado possui a licença de 
condução, em termos de escalões 
 Esc_idade_veiculo: carateriza a idade do veiculo em termos de escalões 
 Sexo: feminino ou masculino 
 Apolice: é a variável chave, que permite identificar a observação 
 SitApl: descreve se a apólice está ou não em vigor. 
 NSiniAcumulTot: descreve o número de sinistros acumulados 
Recorreu-se ao GritBot cujo resultado encontra-se no anexo II, para eliminar 
eventuais distorções que poderiam adulterar o estudo.  
Detetou-se, por exemplo, que algumas apólices apresentavam sinistralidade e o 
respetivo custo com sinistro igual a zero
1
, entre outras anomalias expressas nas imagens 






1 Nos processos de sinistro cuja responsabilidade é declinada, não havendo portanto direito a 
indemnizações, o custo de sinistro é diferente de zero pois existem sempre custos administrativos 
(realização da peritagem, outras diligências, obtenção de documentos, etc). 
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case 2216: (label 1583)  [0.001] 
NSiniAcumulTot = 1  (24157 cases, 99.98% `0') 
SinTotal > -0.24 and <= 0 [0] 
Fig. 8 -  Exemplo extraído do GritBot  
 
case 27295: (label 7460)  [0.005] 
SitApl = ANULADA  (947 cases, 99.9% `EMVIGOR') 
PrmComApl > 203.07 and <= 437.8 [237.18] 
ReceitaBrutaAcumulTot > 536.1 [613.68] 
NSiniAcumulTot = 0 
Fig. 9 -  Exemplo GritBot  
 
4.2. Subgrupos Descobertos 
 
Os Subgrupos foram descobertos, conforme já foi dito no capítulo 2, recorrendo-se 
ao open source Cortana.  
As duas figuras seguintes, retratam o histograma da variável target em relação aos 
restantes atributos e, a frequência dos diversos atributos, face à variável target 
NSiniAcumul. 
Da análise das figuras 10 e 11, verifica-se que maioritariamente as apólices 
apresentam sinistralidade = 0 ou verifica-se a ocorrência de apenas 1 sinistro. Motivo 
pelo qual, o Cortana não nos devolve subgrupos descobertos para NSiniAcumul = 2 ou 
3.  
Tendo por base a medida de qualidade WRacc, que em termos de literatura é a mais 
apropriada, e os conhecimentos de quem trabalha na área, a escolha dos melhores 
subgrupos é descrita de seguida: 
 
 




Fig. 10 -  Histograma da variável target em relação aos restantes atributos 
 
 
Fig. 11 -  Histograma dos vários atributos, em relação à variável target 
 




 Sexo F vs M 
Em termos de género, verifica-se que as mulheres entre os 31 e 45 anos de idade e os 
homens com mais de 55 anos e com carta há mais de 20 anos apresentam sinistralidade 
igual a zero. 
 Tipo de Veículo 
As condições anteriores descritas, são válidas para veículo ligeiro de passageiro com 
baixa cilindrada, < 1500cc. 
Curiosamente, os indivíduos cuja idade do condutor está compreendida entre os 31 e 
45 aos e conduzem veículo de gama superior, cilindrada que varia entre 1500cc a 
2500cc, independentemente do género, apresentam sinistralidade igual a zero.  
Esta condição é curiosa pois contraria a opinião geral que se adquire quando se 
trabalha na área, que os veículos de alta cilindrada, geralmente apresentam maior 
sinistralidade. 
Na figura 12 pode-se observar a escolha dos melhores subgrupos, considerando 
sinistralidade = 0, descobertos pelo Cortana e selecionados pelo perito na matéria. 
 
 










As principais características dos subgrupos com sinistralidade igual a 1 são o escalão 
do tempo de carta, o distrito e o género.  
Assim, as melhores condições para gerar subgrupos com sinistralidade igual a 1 são 
descritas pelos indivíduos que se encontrem inseridos no escalão entre 5 a 10 anos de 
carta. Os indivíduos do sexo masculino residentes em Lisboa, ou, segmentando mais os 
subgrupos, com consideravelmente menor cobertura, pode-se dizer que os indivíduos do 
sexo masculino, residentes em Lisboa que conduzam veículos ligeiro de passageiros de 
cilindrada compreendida entre 500 a 1500cc apresentam sinistralidade igual a zero. 
Na Fig. 13 observa-se a escolha dos melhores subgrupos, em termos de sinistralidade 
=1, descobertos com recurso ao Cortana, e selecionados pelo perito na matéria. 
 
 
Fig. 13 -  Destaque dos principais subgrupos descobertos, para sinistralidade = 1 
 
A razão para selecionar exatamente estas regras, para sinistralidade = 0 e 
sinistralidade = 1, prende-se com a simplicidade - são constituídas no máximo por 
apenas 3 características, a generalidade - apresentam uma cobertura de exemplos 
positivos consideravelmente elevados. É ainda acionável e operacional, sendo 
considerada, por muitos autores das medidas de avaliação de interesse, mais 
importantes. 
Permitem fazer algo de vantajoso com essas condições quando colocadas em prática, 
pois é extremamente fácil, no ato de simular o prémio de seguro, verificar se o 
indivíduo apresenta ou não essas características e assim operar de forma direta sob a 
população alvo, obtendo compensações a curto prazo. 
Apesar de terem sido definidas várias medidas de qualidade, no capítulo 2, previstas 
na literatura e sendo usualmente utilizadas na avaliação de subgrupos, neste trabalho, 
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para se determinar quais as regras induzidas que são melhores em termos de 
compensação do rácio de positivos verdadeiros (TP), com positivos falso (FP) no 
espaço da curva ROC, serão consideradas apenas quatro medidas de qualidade: WRAcc, 




Os indivíduos, com idade superior a 55 anos e mais de 20 anos de carta, que 
conduzem ligeiro de passageiro de baixa cilindrada reúnem excelentes condições para 
definir os subgrupos com sinistralidade igual a 0. Por outro lado, a condição 
esc_idade_condutor 31_45anos individualmente, também define o convex hull do 
espaço da curva ROC, sendo assim também incluído na lista dos melhores subgrupos 
induzidos para NSiniAcumul=0.  




Os indivíduos do sexo masculino que residem em Lisboa cuja licença de condução 
foi obtida entre 5 a 10 ano são considerados, em termos do espaço da curva ROC, como 
os melhores subgrupos induzidos para sinistralidade = 1. Essa observação pode ser 
confirmada na Fig. 14.  
Em anexo (III, IV, V e VI), pode-se observar as tabelas com indicação das várias 
condições que definem o convex hull da curva ROC e respetivas medidas de avaliação. 
Da observação da fig. 13 e 14 verifica-se, com curiosidade, que todas as curvas 
ROC, referentes à mesma variável target, apresentam a mesma área sob a curva, exceto, 
para a medida correlação e a variável target NSini = 1 cuja área diminui ligeiramente.  
Esta observação, sabendo que quanto maior a área da curva ROC, melhor é o 
algoritmo, permite concluir que, independentemente da medida de avaliação 
considerada, as condições anteriormente indicadas, continuam a definir e muito bem o 
convex hull da curvo ROC.  




Fig. 14 -  Curva ROC para NSiniAcumul = 0, referente a diferentes medidas de qualidade 
 
 
4.3. Conjuntos de Contraste 
 
Os conjuntos de contraste foram descobertos recorrendo ao Caren – open source. 
Considerando NSiniAcumul a variável target, os resultados obtidos, variam mediante o 
nível de confiança escolhido e/ou o suporte mínimo. 
Alterando o nível de confiança, deriva-se mais ou menos itens frequentes e 
consequentemente origina mais ou menos conjuntos de contraste.  
Os pares de grupo em que o CS representa uma diferença significativa são reportados 
individualmente. Para cada contraste, é apresentado o suporte entre grupos e o valor do 
p-value do teste Fisher. Também é apresentado a medida de associação phi
2
 e ainda o 
suporte do CS dentro do conjunto de dados. 
Após alguns testes, verifica-se que o suporte mínimo = 0.01, ver anexos (VII, VIII, 
IX, X), considera como regra o NSiniAcumul = 2, portanto, para efeitos de reporte de 
resultados vamos ter sempre em conta o suporte mínimo = 0,01. 
Considere-se a seguinte situação: 
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Seja o CS definido por defeito pelo atributo: esc_idade_condutor=31_45 qual será o 
consequente obtido? A figura que se segue expõe o output obtido. Ou seja, definindo à 
priori o CS, verifica-se que o número de grupos declarados é insuficiente. 
 
 
Fig. 15 -  Output do caren quando se defini por defeito o CS 
 
Tendo como principal interesse, identificar eventuais caraterísticas dos clientes que 
mais interessam a companhia de seguros, vai-se debruçar sobre CS que originem grupos 
com o menor número de sinistro possível. 
Considerando suporte mínimo = 0,01 e nível de confiança = 0,1 observa-se 28 CS 
descobertos, ver anexo XI.  
Da sua análise, pode-se observar que:  
Em termos de Distrito, o CS “Aveiro” e “Setubal” são significativamente maiores 
para NSiniAcumul=0 face a NSiniAcumul=1.  
Com um suporte de aproximadamente de 36% (36,33%) tem-se o CS “Sexo = F” e 
com um suporte de cerca de 53% (52,9%) o CS definido pelo atributo 
“esc_idade_condutor=31_45”, onde a ocorrência de ambos os CS verifica-se 
significativamente maiores para apólices sem sinistros face a apólices com 1 ou 2 




2 phi(A → C) =  leve(A → C) / sqrt ( (s(C) * s(A)) * (1 - s(A)) * (1 -s(C)) ), 
  onde, leve(A → C) = s(A->C) - (s(A) * s(C)). 
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Diminuindo o suporte para aproximadamente de 23% (22,9%) observa-se a união 
dos atributos que isoladamente definem os dois CS anteriormente descritos: “Sexo=F e 
esc_idade_condutor=31_45” sendo que é também significativamente maior a sua 
ocorrência para apólices com zero sinistro do que apólices com 1 sinistro. Uma 
diferença significativa na mesma direção também ocorre entre apólice com sinistro = 0 
face a apólices com sinistro = 2.  
Por outro lado os indivíduos do sexo masculino residentes no distrito de Lisboa 
definem um CS que é significativamente maior para apólice com 1 ou 2 sinistros face a 
apólices com zero sinistros. Sendo que o CS apresenta um suporte de 25%. 
Em termos de género, a Figura 15 permite observar facilmente as principais 
diferenças dos CS descobertos. 
 
Gsup  = 0.69516 | 0.61402  p = 1.2484005425E-038 NSiniAcumul=1 >> NSiniAcumul=0  
Gsup  = 0.71665 | 0.61402  p = 8.6207595576E-012 NSiniAcumul=2 >> NSiniAcumul=0  
Sup(CS) =  0.63670                                                                              ←     Sexo=M 
 
Gsup  = 0.38598 | 0.30484  p = 1.2484005425E-038 NSiniAcumul=0 >> NSiniAcumul=1  
Gsup  = 0.38598 | 0.28335  p = 8.6207595577E-012 NSiniAcumul=0 >> NSiniAcumul=2  
Sup(CS) =  0.36330                                                                              ←     Sexo=F 
Fig. 16 -  Comparação do CS “Sexo=F” vs “Sexo=M” 
 
Sendo o suporte do CS “Sexo=M” quase o dobro do suporte do CS “Sexo=F” 
verifica-se que as direções são completamente opostas, isto é, a ocorrência do CS 
“Sexo=M” é estatisticamente maior nas apólices com sinistralidade igual a 1 ou 2 em 
relação às apólices sem sinistro, enquanto a ocorrência do CS definido pelo “Sexo=f” 
são estatisticamente maiores entre apólice onde a sinistralidade é igual a zero, face à 
apólice que apresentem sinistralidade maior ou igual a 1. 
Diminuindo o nível de confiança para 0,05 mantendo o suporte mínimo = 0,01, 
anexo X, obtém-se igualmente 28 CS e numa rápida observação constata-se a 
inexistência de diferenças consideráveis entre os CS obtidos, face ao suporte 
anteriormente definido. 
Em termos de maior suporte do CS dentro do conjunto de dados temos as seguintes 
regras: 




Gsup  = 0.69516 | 0.61402  p = 1.2484005425E-038  NSiniAcumul=1 >> NSiniAcumul=0  
Gsup  = 0.71665 | 0.61402  p = 8.6207595576E-012  NSiniAcumul=2 >> NSiniAcumul=0  
Sup(CS) =  0.63670                                                                              ←     Sexo=M 
 
Gsup  = 0.57877 | 0.39202  p = 1.3039008160E-179  NSiniAcumul=0 >> NSiniAcumul=1  
Gsup = 0.57877 | 0.40506  p = 4.7818914453E-028   NSiniAcumul=0 >> NSiniAcumul=2  
Sup(CS) =  0.52907                                                               ←     esc_idade_condutor=31_a_45 
Fig. 17 -  CS com maior suporte dentro do conjunto de dados 
 
Em relação aos maiores CS encontrados, verifica-se que apresentam direções opostas 
quanto à sinistralidade.  
Ora, a ocorrência do CS definido pela regra “Sexo=M”, com um suporte dentro do 
conjunto de dados superior a 63%, é significativamente maior para apólices com 1 ou 
sinistro, face a apólices que não apresentam sinistralidade. Por outro lado, o CS 
“esc_idade_condutor=31_a_45” apresenta um suporte de quase 53%  e a sua ocorrência 
é significativamente maior para apólice sem sinistralidade face a apólices com 1 ou 2 
sinistros. 
4.4. Análise dos Resultados 
 
Os SGD descortinam caraterísticas da variável target em relação aos restantes 
atributos enquanto, sendo uma particularidade dos SGS, os CS criam relação direciona e 
significativol entre os subgrupos descobertos, face à variável target. 
A ligeira diferença entre os subgrupos escolhidos pelo perito e os melhores 
subgrupos induzidos, com base na avaliação da área sob a curva ROC, permite 
assegurar como vantajosa as campanhas que favoreçam a fidelização de indivíduos com 
mais de 55 anos de idade e carta há mais de 20 anos, pois, independentemente da 
opinião do perito ou da melhor indução, claramente que estas condições indiciam 
sinistralidade igual a zero. 
Querendo segmentar um pouco mais o mercado, podem-se considerar os homens 
com mais de 55 anos e as mulheres com idade compreendida entre os 31 e os 45 anos. 
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Em termos de veículos, a novidade apresentada é para os indivíduos com idade entre 
os 31 e os 45 anos que conduzam um ligeiro de passageiros com cilindrada inferior a 
2500cc. Um veículo de cilindrada superior a 1.600cc já é considerado de alta cilindrada 
e usualmente os indivíduos que conduzem este tipo de veículo gostam de usufruir das 
suas qualidades e consequentemente aumentar a sinistralidade e portanto consideram-se 
inseridos no grupo de maior risco em termos de sinistros. Curiosamente, foi encontrado 
um subgrupo que contraria essa ideia. Trata-se portanto de uma novidade para o perito e 
uma condição muito útil, pois se colocada em prática, poderá ser benéfica para a 
Companhia. 
Quando se fala em sinistralidade igual a 1, em termos funcionais para a Companhia, 
considera-se baixa sinistralidade. Obviamente que um indivíduo que não apresente 
sinistro é o cliente ideal para a Companhia, contudo, os que apresentam apenas um 
sinistro não são considerados maus clientes, estando portanto inseridos na lista de 
clientes com interesse.  
Assim, comparando as regras escolhidas pelo perito e as melhores induções, pode-se 
resumir que os indivíduos do sexo masculino, residentes em Lisboa cujo tempo de carta 
se compreende entre 5 a 10 anos, representam as condições que melhor definem os 
subgrupos com sinistralidade igual a 1. 
Por outro lado, o Caren devolve regras que suportam as já escolhidas pelo Cortana e 
apresenta outras novidades. 
Em termos de distritos, Aveiro e Setúbal são os CS que apresentam menor ocorrência 
de sinistralidade. 
Com suportes mais reduzidos, tem-se os CS em relação aos anos de carta, indivíduos 
com anos de carta compreendido entre os 16 e 20 anos ou indivíduos com mais de 20 
anos de carta apresentam ocorrência significativamente maiores entre apólices sem 
sinistralidade face à apólice com sinistralidade. 
Em termos de género, verifica-se que as mulheres com idade entre 31 e 45 ocorrem 
com maior significância em apólices sem sinistralidade face a apólice com 1 ou 2 
sinistros. 
Contrariamente, os elementos do sexo masculino, especialmente os residentes em 
Lisboa, ocorrem mais significativamente em apólice com sinistralidade igual a 1 ou 2 
sinistros face a apólices com sinistralidade igual a zero. 
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Portanto, conjugando as duas abordagens empregues neste trabalho, os subgrupos 
com os conjuntos de contraste descobertos, pode-se afirmar que os indivíduos com 
idade compreendida entre os 31 e os 45 anos, ou que possuam licença de conduzir há 
mais de 20 anos são os indivíduos de maior interesse para uma Companhia de Seguros. 
Essa condição melhora se os indivíduos residirem na zona de Aveiro ou setúbal. 
Os sinistros ocorrem menos vezes em apólice que garantem veículo de baixa 
cilindrada, embora se verifique com surpresa que os veículos com alta cilindrada 
também indiciam baixa sinistralidade. 
Em relação ao género, os resultados obtidos contradizem o paradigma que as 
mulheres são “um perigo no volante”, uma vez que o sexo feminino ocorre 
significativamente mais em apólices com sinistralidade igual a zero do que em apólice 
com sinistralidade maior ou igual a 1. Contrariamente aos homens que ocorrem mais em 
apólice com sinistralidade maior ou igual a 1 face a apólice sem sinistralidade. 
Todas estas regras são acionáveis e operacionais, sendo certo que a sua 
implementação na tarifação de seguros, favorece os bons condutores, e 




















Vivemos numa sociedade cada vez mais competitiva, onde o cliente é exigente, 
autónomo e conhecedor dos seus direitos, procurando geralmente um serviço de 
excelência a baixo custo.  
O simples motivo do seguro automóvel ser de caráter obrigatório e ser um encargo 
dispendioso numa altura que a palavra crise e austeridade passeiam de mãos dadas e 
vive-se com uma diminuição constante do rendimento familiar e consequentemente do 
poder de compra, a procura por seguros low cost tem vindo a aumentar 
consideravelmente, sendo cada vez mais a primeira escolha pela vantagem competitiva 
do preço. 
Por outro lado, num mercado competitivo e de margens de lucro extremamente 
reduzidas, provocadas pelo grande aumento concorrencial dos últimos anos, urge a 
necessidade de aprofundar o conhecimento sobre o perfil do cliente e apostar na 
segmentação aplicando tarifas que privilegiem e favoreçam o cliente de menor risco. 
As abordagens de SGD e CS permitem, de forma objetiva e organizada, extrair novos 
conhecimentos e informação valiosa das extensas bases de dados que diariamente 
coletam e acumulam os dados dos seus clientes nas apólices de seguro automóvel. 
Neste trabalho, foi revisto as principais propostas relacionadas com a descoberta de 
subgrupos e conjuntos de contraste para serem aplicadas no estudo de dados reais, com 
aplicação ao ramo segurador. 
Tanto a descoberta de subgrupos como os conjuntos de contraste recorrem a regras 
de associação para identificar os atributos de interesse. Ou seja, descrevem padrões de 
relacionamento entre itens de uma extensa base de dados. 
A descoberta de subgrupos tem como principal objetivo, identificar atributos dos 
indivíduos, face a uma determinada caraterística (variável target), que permita gerar 
subgrupos da população que sejam tão grandes quanto possível e sejam estatisticamente 
incomuns face à caraterística da população inicial. 
Por outro lado, os conjuntos de contraste, identificam caraterísticas que permita 
contrastar os grupos entre sim, face à mesma variável target. Ou seja, os CS são uma 
particularidade da descoberta de subgrupos, permitindo assim direcionar os contrastes 
encontrados. 
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Verificou-se por exemplo que os indivíduos com idade compreendida entre os 31 e 
45 anos apresentam uma baixa sinistralidade, sendo um subgrupo identificado quando 
se procura NSiniAcumul = 0.  
A abordagem de CS permitiu direcionar essa regra, ou seja, os CS definidos pela 
regra: “31_a_45anos” ocorrem significativamente mais vezes em apólices com 
sinistralidade igual a zero, face a apólices com sinistralidade igual a 1 ou 2. 
Assim, a aplicação de ambas as abordagens, SGD e CS, permitiu não só identificar as 
caraterísticas para aplicar tarifas vantajosas como permitiu identificar as diferenças 
direcionais. 
A principal contribuição deste trabalho é a aplicação de abordagens relativamente 
recentes no estudo de um conjunto de dados real, com aplicação prática no ramo dos 
seguros automóveis. 
 Utilizar técnicas de extração de conhecimento para estudo de dados que retratam o 
panorama real, permite obter resultados reais e passíveis de serem aplicados no 
quotidiano. 
A abordagem de SDG e CS aplicada em dados reais permitiu obter resultados 
surpreendentes para o mundo dos seguros.  
A aplicação de tarifas especiais para os casos descobertos, poderá proporcionar uma 
maior aderência de novos clientes e simultaneamente uma fidelização de cliente 
interessantes, por esse motivo a proposta de trabalho futuro é estudar o impacto da 
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Conforme já terá sido dito, o conjunto de dados foi extraído diretamente da base de 
dados de uma companhia de seguros direto. Encontrava-se em estado bruto e o seu 
tratamento foi moroso. 
Os campos dos vários atributos encontravam-se dispersos e foi necessário torná-los 
coerente. Por exemplo, em vez de definir o Distrito de residência do segurado, 
encontrava-se definido o concelho ou por vezes a localidade.  
Também foi importante agrupar alguns atributos em escalões. Por exemplo, em vez 
de considerar a idade correta do condutor, agrupar em escalões estários. 
Cada apólice ficou devidamente identificada pelos seguintes atributos: 
 Distrito: Existem 20 distritos em Portugal continental e ilhas – (Açores, 
Aveiro, Beja, Braga, Bragança, Castelo Branco, Coimbra, Évora, Faro, 
Guarda, Leiria, Lisboa, Madeira, Portalegre, Porto, Santarém, Setúbal, Viana 
do Castelo, Vila Real e Viseu. 
 TipoVeiculo:  
 Ligeiro_Mercadoria_de_1501_a_2500cc; 
 Ligeiro_Mercadoria_de_500_a_1500cc;  
 Ligeiro_Mercadoria>2500cc; 
 Ligeiro_Passageiro_de_1501_a_2500cc; 
 esc_idade_condutor: <26; 26_a_30; 31_a_45; 46_a_55 ;>55 
 esc_anos_carta: <1ano; 2_anos; 3_anos; 4_anos; 5_a_10anos; 11_a_15anos; 
16_a_20anos; >20 
 esc_idade_veiculo: <3anos; 3_a_7anos; 8_a_10anos, 11_a_15anos; 
16_a_20anos; >20anos; 
 Sexo: F e M 
 Apolice: variável nominal que permite identificar o exemplo 
 SitApl: ANULADA; EMVIGOR 
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    Options: 
 Application `dados_junho' 
 
Read 33124 cases (13 attributes) from dados_junho.data 
 
    while checking ReceitaBrutaAcumulTot: 
 excluding high tail (401 cases above 928.02) 
 
    while checking SinTotal: 
 too many identical values -- excluded 
 
    while checking RacioTotal: 
 too many identical values -- excluded 
 
66 possible anomalies identified 
 
case 2216: (label 1583)  [0.001] 
 NSiniAcumulTot = 1  (24157 cases, 99.98% `0') 
     SinTotal > -0.24 and <= 0 [0] 
 
case 2221: (label 6475)  [0.001] 
 NSiniAcumulTot = 1  (24157 cases, 99.98% `0') 
     SinTotal > -0.24 and <= 0 [0] 
 
case 4903: (label 15090)  [0.001] 
 NSiniAcumulTot = 1  (24157 cases, 99.98% `0') 
     SinTotal > -0.24 and <= 0 [0] 
 
case 7548: (label 52828)  [0.001] 
 NSiniAcumulTot = 1  (24157 cases, 99.98% `0') 
     SinTotal > -0.24 and <= 0 [0] 
 
case 31792: (label 18737)  [0.001] 
 NSiniAcumulTot = 1  (24157 cases, 99.98% `0') 
     SinTotal > -0.24 and <= 0 [0] 
 
case 32214: (label 62365)  [0.001] 
 NSiniAcumulTot = 1  (24157 cases, 99.98% `0') 
     SinTotal > -0.24 and <= 0 [0] 
 
case 19709: (label 6205)  [0.001] 
 PrmComApl = 254.71  (205 cases, mean 131.39, 98.5% <= 145.51) 
     TipoVeiculo in {Ligeiro_Passageiro_de_1501_a_2500cc,  
                     Ligeiro_Passageiro>2500cc} 
     [Ligeiro_Passageiro_de_1501_a_2500cc] 
  
 
     esc_idade_condutor in {>55, 26_a_30, 31_a_45, 46_a_55} 
[31_a_45] 
     esc_idade_veiculo in {>20anos, 11_a_15anos, 16_a_20anos,  
                           8_a_10anos} [8_a_10anos] 
     ReceitaBrutaAcumulTot > 73.285 and <= 77.395 [74.53] 
 
case 25803: (label 35741)  [0.004] 
 PrmComApl = 189.97  (205 cases, mean 131.39, 98.5% <= 145.51) 
     TipoVeiculo in {Ligeiro_Passageiro_de_1501_a_2500cc,  
                     Ligeiro_Passageiro>2500cc} 
     [Ligeiro_Passageiro_de_1501_a_2500cc] 
     esc_idade_condutor in {>55, 26_a_30, 31_a_45, 46_a_55} 
[31_a_45] 
     esc_idade_veiculo in {>20anos, 11_a_15anos, 16_a_20anos,  
                           8_a_10anos} [16_a_20anos] 
     ReceitaBrutaAcumulTot > 73.285 and <= 77.395 [73.99] 
 
case 2790: (label 13674)  [0.004] 
 PrmComApl = 155.45  (173 cases, mean 118.44, 98.8% <= 129.54) 
     TipoVeiculo = Ligeiro_Passageiro_de_500_a_1500cc 
     esc_idade_condutor in {>55, 26_a_30, 31_a_45, 46_a_55} 
[>55] 
     esc_idade_veiculo in {>20anos, 11_a_15anos, 16_a_20anos,  
                           8_a_10anos} [8_a_10anos] 
     ReceitaBrutaAcumulTot > 127.3 and <= 131 [130.84] 
 
case 16026: (label 47116)  [0.004] 
 PrmComApl = 184.06  (205 cases, mean 131.39, 98.5% <= 145.51) 
     TipoVeiculo in {Ligeiro_Passageiro_de_1501_a_2500cc,  
                     Ligeiro_Passageiro>2500cc} 
     [Ligeiro_Passageiro_de_1501_a_2500cc] 
     esc_idade_condutor in {>55, 26_a_30, 31_a_45, 46_a_55} 
[31_a_45] 
     esc_idade_veiculo in {>20anos, 11_a_15anos, 16_a_20anos,  
                           8_a_10anos} [11_a_15anos] 
     ReceitaBrutaAcumulTot > 73.285 and <= 77.395 [77.39] 
 
case 32127: (label 6508)  [0.005] 
 SitApl = ANULADA  (1077 cases, 99.91% `EMVIGOR') 
     PrmComApl > 203.07 and <= 470.75 [442.58] 
     ReceitaBrutaAcumulTot > 631.6 [708.88] 
 
case 21433: (label 2271)  [0.005] 
 TipoVeiculo = Ligeiro_Passageiro_de_1501_a_2500cc  (535 
cases, 99.8% `Ligeiro_Passageiro_de_500_a_1500cc') 
     PrmComApl > 120.3 and <= 122.4 [121.64] 
 
case 23228: (label 68391)  [0.005] 
 PrmComApl = 264.54  (171 cases, mean 145.23, 97.7% <= 154.82) 
     esc_idade_condutor in {>55, 26_a_30, 31_a_45, 46_a_55} 
[31_a_45] 
     esc_idade_veiculo in {<3anos, 3_a_7anos} [<3anos] 
     SitApl = EMVIGOR 
     ReceitaBrutaAcumulTot > 77.03 and <= 87 [77.05] 
 
case 24405: (label 69230)  [0.005] 
  
 
 PrmComApl = 264.54  (171 cases, mean 145.23, 97.7% <= 154.82) 
     esc_idade_condutor in {>55, 26_a_30, 31_a_45, 46_a_55} 
[31_a_45] 
     esc_idade_veiculo in {<3anos, 3_a_7anos} [3_a_7anos] 
     SitApl = EMVIGOR 
     ReceitaBrutaAcumulTot > 77.03 and <= 87 [77.05] 
 
case 25297: (label 67264)  [0.005] 
 PrmComApl = 264.54  (171 cases, mean 145.23, 97.7% <= 154.82) 
     esc_idade_condutor in {>55, 26_a_30, 31_a_45, 46_a_55} 
[31_a_45] 
     esc_idade_veiculo in {<3anos, 3_a_7anos} [3_a_7anos] 
     SitApl = EMVIGOR 
     ReceitaBrutaAcumulTot > 77.03 and <= 87 [77.05] 
 
case 25377: (label 69110)  [0.005] 
 PrmComApl = 264.54  (171 cases, mean 145.23, 97.7% <= 154.82) 
     esc_idade_condutor in {>55, 26_a_30, 31_a_45, 46_a_55} 
[31_a_45] 
     esc_idade_veiculo in {<3anos, 3_a_7anos} [3_a_7anos] 
     SitApl = EMVIGOR 
     ReceitaBrutaAcumulTot > 77.03 and <= 87 [77.05] 
 
case 4050: (label 6850)  [0.005] 
 PrmComApl = 149.36  (173 cases, mean 118.44, 98.8% <= 129.54) 
     TipoVeiculo = Ligeiro_Passageiro_de_500_a_1500cc 
     esc_idade_condutor in {>55, 26_a_30, 31_a_45, 46_a_55} 
[31_a_45] 
     esc_idade_veiculo in {>20anos, 11_a_15anos, 16_a_20anos,  
                           8_a_10anos} [11_a_15anos] 
     ReceitaBrutaAcumulTot > 127.3 and <= 131 [127.42] 
 
case 21003: (label 38676)  [0.005] 
 PrmComApl = 167.69  (254 cases, mean 123.19, 99.6% <= 130.81) 
     TipoVeiculo = Ligeiro_Passageiro_de_500_a_1500cc 
     esc_idade_condutor in {>55, 26_a_30, 31_a_45, 46_a_55} 
[31_a_45] 
     esc_idade_veiculo in {>20anos, 11_a_15anos, 16_a_20anos,  
                           8_a_10anos} [16_a_20anos] 
     ReceitaBrutaAcumulTot > 69.4 and <= 72.9 [69.48] 
 
case 27295: (label 7460)  [0.005] 
 SitApl = ANULADA  (947 cases, 99.9% `EMVIGOR') 
     PrmComApl > 203.07 and <= 437.8 [237.18] 
     ReceitaBrutaAcumulTot > 536.1 [613.68] 
     NSiniAcumulTot = 0 
 
case 12673: (label 7462)  [0.007] 
 SitApl = ANULADA  (790 cases, 99.9% `EMVIGOR') 
     PrmComApl > 203.07 and <= 257.4 [238.13] 
     ReceitaBrutaAcumulTot > 421.4 and <= 536.1 [525.18] 
 
case 18176: (label 55591)  [0.007] 
 TipoVeiculo = Ligeiro_Passageiro_de_1501_a_2500cc  (788 
cases, 99.7% `Ligeiro_Passageiro_de_500_a_1500cc') 




case 6590: (label 30716)  [0.007] 
 PrmComApl = 150.47  (256 cases, mean 115.63, 98.4% <= 130.81) 
     TipoVeiculo = Ligeiro_Passageiro_de_500_a_1500cc 
     esc_idade_condutor in {>55, 46_a_55} [46_a_55] 
     esc_idade_veiculo in {>20anos, 11_a_15anos, 16_a_20anos,  
                           8_a_10anos} [11_a_15anos] 
     ReceitaBrutaAcumulTot > 120.7 and <= 131 [127.22] 
 
case 32314: (label 29078)  [0.007] 
 PrmComApl = 150.47  (256 cases, mean 115.63, 98.4% <= 130.81) 
     TipoVeiculo = Ligeiro_Passageiro_de_500_a_1500cc 
     esc_idade_condutor in {>55, 46_a_55} [46_a_55] 
     esc_idade_veiculo in {>20anos, 11_a_15anos, 16_a_20anos,  
                           8_a_10anos} [11_a_15anos] 
     ReceitaBrutaAcumulTot > 120.7 and <= 131 [127.22] 
 
case 6872: (label 13033)  [0.007] 
 SitApl = ANULADA  (717 cases, 99.9% `EMVIGOR') 
     PrmComApl > 203.07 and <= 238.1 [204.63] 
     ReceitaBrutaAcumulTot > 390.5 and <= 536.1 [421.26] 
 
case 418: (label 13947)  [0.007] 
 SitApl = ANULADA  (714 cases, 99.9% `EMVIGOR') 
     TipoVeiculo = Ligeiro_Passageiro_de_500_a_1500cc 
     PrmComApl > 203.07 and <= 470.75 [437.88] 
     ReceitaBrutaAcumulTot > 536.1 [606.02] 
 
case 22022: (label 56974)  [0.008] 
 TipoVeiculo = Ligeiro_Passageiro_de_500_a_1500cc  (237 cases, 
99.6% `Ligeiro_Passageiro_de_1501_a_2500cc') 
     Sexo = M 
     PrmComApl > 131.3 and <= 132.25 [132.19] 
 
case 4872: (label 19132)  [0.008] 
 ReceitaBrutaAcumulTot = 479.78  (1172 cases, mean 88.62, 
99.91% <= 292.29) 
     SitApl = ANULADA 
     PrmComApl <= 131 [115.74] 
 
case 30656: (label 2060)  [0.009] 
 TipoVeiculo = Ligeiro_Passageiro_de_1501_a_2500cc  (291 
cases, 99.7% `Ligeiro_Passageiro_de_500_a_1500cc') 
     Sexo = M 
     PrmComApl > 130 and <= 131.3 [130.94] 
 
case 20270: (label 58381)  [0.009] 
 PrmComApl = 194.03  (259 cases, mean 149.45, 98.8% <= 155.51) 
     TipoVeiculo in {Ligeiro_Passageiro_de_1501_a_2500cc,  
                     Ligeiro_Passageiro>2500cc} 
     [Ligeiro_Passageiro_de_1501_a_2500cc] 
     esc_idade_condutor in {>55, 26_a_30, 31_a_45, 46_a_55} 
[31_a_45] 
     esc_idade_veiculo in {>20anos, 11_a_15anos, 16_a_20anos,  
                           8_a_10anos} [11_a_15anos] 




case 1419: (label 4398)  [0.010] 
 SitApl = ANULADA  (2085 cases, 99.81% `EMVIGOR') 
     PrmComApl <= 203.07 [198.95] 
     ReceitaBrutaAcumulTot > 306.7 and <= 374.1 [313.19] 
 
case 3887: (label 2894)  [0.010] 
 SitApl = ANULADA  (2085 cases, 99.81% `EMVIGOR') 
     PrmComApl <= 203.07 [198.95] 
     ReceitaBrutaAcumulTot > 306.7 and <= 374.1 [328.89] 
 
case 11581: (label 4190)  [0.010] 
 SitApl = ANULADA  (2085 cases, 99.81% `EMVIGOR') 
     PrmComApl <= 203.07 [173.06] 
     ReceitaBrutaAcumulTot > 306.7 and <= 374.1 [358.12] 
 
case 13950: (label 1642)  [0.010] 
 SitApl = ANULADA  (2085 cases, 99.81% `EMVIGOR') 
     PrmComApl <= 203.07 [190.43] 
     ReceitaBrutaAcumulTot > 306.7 and <= 374.1 [315.8] 
 
case 8138: (label 7873)  [0.011] 
 SitApl = ANULADA  (1463 cases, 99.79% `EMVIGOR') 
     PrmComApl <= 131.2 [115.21] 
     ReceitaBrutaAcumulTot > 223.135 and <= 306.7 [242.42] 
 
case 21231: (label 8226)  [0.011] 
 SitApl = ANULADA  (1463 cases, 99.79% `EMVIGOR') 
     PrmComApl <= 131.2 [123.96] 
     ReceitaBrutaAcumulTot > 223.135 and <= 306.7 [259.92] 
 
case 21856: (label 22253)  [0.011] 
 SitApl = ANULADA  (1463 cases, 99.79% `EMVIGOR') 
     PrmComApl <= 131.2 [119.86] 
     ReceitaBrutaAcumulTot > 223.135 and <= 306.7 [292.29] 
 
case 16505: (label 3805)  [0.011] 
 SitApl = ANULADA  (1433 cases, 99.79% `EMVIGOR') 
     PrmComApl <= 147.6 [131.29] 
     ReceitaBrutaAcumulTot > 264 and <= 306.7 [274.58] 
 
case 28302: (label 8923)  [0.011] 
 SitApl = ANULADA  (1433 cases, 99.79% `EMVIGOR') 
     PrmComApl <= 147.6 [136.76] 
     ReceitaBrutaAcumulTot > 264 and <= 306.7 [285.52] 
 
case 16199: (label 23066)  [0.011] 
 SitApl = ANULADA  (2268 cases, 99.78% `EMVIGOR') 
     PrmComApl <= 190.42 [149.72] 
     ReceitaBrutaAcumulTot > 306.7 [374.18] 
 
case 32397: (label 1095)  [0.011] 
 SitApl = ANULADA  (2268 cases, 99.78% `EMVIGOR') 
     PrmComApl <= 190.42 [172.51] 




case 5134: (label 3777)  [0.012] 
 TipoVeiculo = Ligeiro_Passageiro_de_1501_a_2500cc  (1961 
cases, 99.54% `Ligeiro_Passageiro_de_500_a_1500cc') 
     PrmComApl <= 111.6 [107.53] 
 
case 15050: (label 5336)  [0.012] 
 TipoVeiculo = Ligeiro_Passageiro_de_1501_a_2500cc  (1961 
cases, 99.54% `Ligeiro_Passageiro_de_500_a_1500cc') 
     PrmComApl <= 111.6 [107.53] 
 
case 15529: (label 23651)  [0.012] 
 TipoVeiculo = Ligeiro_Passageiro_de_1501_a_2500cc  (1961 
cases, 99.54% `Ligeiro_Passageiro_de_500_a_1500cc') 
     PrmComApl <= 111.6 [103.41] 
 
case 20029: (label 4642)  [0.012] 
 TipoVeiculo = Ligeiro_Passageiro_de_1501_a_2500cc  (1961 
cases, 99.54% `Ligeiro_Passageiro_de_500_a_1500cc') 
     PrmComApl <= 111.6 [107.53] 
 
case 25466: (label 6247)  [0.012] 
 TipoVeiculo = Ligeiro_Passageiro_de_1501_a_2500cc  (1961 
cases, 99.54% `Ligeiro_Passageiro_de_500_a_1500cc') 
     PrmComApl <= 111.6 [107.53] 
 
case 26086: (label 1594)  [0.012] 
 TipoVeiculo = Ligeiro_Passageiro_de_1501_a_2500cc  (1961 
cases, 99.54% `Ligeiro_Passageiro_de_500_a_1500cc') 
     PrmComApl <= 111.6 [107.53] 
 
case 26196: (label 1810)  [0.012] 
 TipoVeiculo = Ligeiro_Passageiro_de_1501_a_2500cc  (1961 
cases, 99.54% `Ligeiro_Passageiro_de_500_a_1500cc') 
     PrmComApl <= 111.6 [107.53] 
 
case 31526: (label 69571)  [0.012] 
 TipoVeiculo = Ligeiro_Passageiro_de_1501_a_2500cc  (1961 
cases, 99.54% `Ligeiro_Passageiro_de_500_a_1500cc') 
     PrmComApl <= 111.6 [107.53] 
 
case 31567: (label 56518)  [0.012] 
 TipoVeiculo = Ligeiro_Passageiro_de_1501_a_2500cc  (1961 
cases, 99.54% `Ligeiro_Passageiro_de_500_a_1500cc') 
     PrmComApl <= 111.6 [107.53] 
 
case 19383: (label 31934)  [0.012] 
 PrmComApl = 115.74  (179 cases, mean 176, 97.8% >= 154.71) 
     TipoVeiculo in {Ligeiro_Passageiro_de_1501_a_2500cc,  
                     Ligeiro_Passageiro>2500cc} 
     [Ligeiro_Passageiro_de_1501_a_2500cc] 
     esc_idade_condutor in {>55, 26_a_30, 31_a_45, 46_a_55} 
[31_a_45] 
     esc_idade_veiculo in {>20anos, 11_a_15anos} [>20anos] 
     ReceitaBrutaAcumulTot > 179.35 and <= 194.5 [186.25] 
 
case 10345: (label 35262)  [0.012] 
  
 
 PrmComApl = 115.94  (179 cases, mean 176, 97.8% >= 154.71) 
     TipoVeiculo in {Ligeiro_Passageiro_de_1501_a_2500cc,  
                     Ligeiro_Passageiro>2500cc} 
     [Ligeiro_Passageiro>2500cc] 
     esc_idade_condutor in {>55, 26_a_30, 31_a_45, 46_a_55} 
[>55] 
     esc_idade_veiculo in {>20anos, 11_a_15anos} [11_a_15anos] 
     ReceitaBrutaAcumulTot > 179.35 and <= 194.5 [188.66] 
 
case 23276: (label 23347)  [0.012] 
 PrmComApl = 115.94  (179 cases, mean 176, 97.8% >= 154.71) 
     TipoVeiculo in {Ligeiro_Passageiro_de_1501_a_2500cc,  
                     Ligeiro_Passageiro>2500cc} 
     [Ligeiro_Passageiro>2500cc] 
     esc_idade_condutor in {>55, 26_a_30, 31_a_45, 46_a_55} 
[31_a_45] 
     esc_idade_veiculo in {>20anos, 11_a_15anos} [11_a_15anos] 
     ReceitaBrutaAcumulTot > 179.35 and <= 194.5 [188.66] 
 
case 25438: (label 21081)  [0.012] 
 PrmComApl = 115.94  (179 cases, mean 176, 97.8% >= 154.71) 
     TipoVeiculo in {Ligeiro_Passageiro_de_1501_a_2500cc,  
                     Ligeiro_Passageiro>2500cc} 
     [Ligeiro_Passageiro>2500cc] 
     esc_idade_condutor in {>55, 26_a_30, 31_a_45, 46_a_55} 
[31_a_45] 
     esc_idade_veiculo in {>20anos, 11_a_15anos} [11_a_15anos] 
     ReceitaBrutaAcumulTot > 179.35 and <= 194.5 [188.66] 
 
case 24550: (label 30189)  [0.013] 
 SitApl = ANULADA  (1209 cases, 99.75% `EMVIGOR') 
     PrmComApl > 203.07 and <= 470.75 [441.45] 
     ReceitaBrutaAcumulTot > 536.1 [570.67] 
     SinTotal <= 127 [0] 
 
case 27826: (label 56250)  [0.013] 
 TipoVeiculo = Ligeiro_Passageiro_de_1501_a_2500cc  (580 
cases, 99.5% `Ligeiro_Passageiro_de_500_a_1500cc') 
     PrmComApl <= 123.95 [119.86] 
     ReceitaBrutaAcumulTot <= 65.06 [31.73] 
 
case 15864: (label 23437)  [0.014] 
 PrmComApl = 115.94  (185 cases, mean 179.58, 97.3% >= 157.85) 
     TipoVeiculo in {Ligeiro_Passageiro_de_1501_a_2500cc,  
                     Ligeiro_Passageiro>2500cc} 
     [Ligeiro_Passageiro>2500cc] 
     esc_idade_condutor in {>55, 26_a_30, 31_a_45, 46_a_55} 
[31_a_45] 
     esc_idade_veiculo in {>20anos, 11_a_15anos, 16_a_20anos,  
                           8_a_10anos} [8_a_10anos] 
     ReceitaBrutaAcumulTot > 186.24 and <= 194.5 [188.66] 
 
case 5258: (label 1759)  [0.014] 
 SitApl = ANULADA  (753 cases, 99.7% `EMVIGOR') 
     PrmComApl > 203.07 and <= 294.83 [271.98] 




case 1067: (label 2145)  [0.014] 
 SitApl = ANULADA  (1505 cases, 99.73% `EMVIGOR') 
     PrmComApl > 203.07 and <= 437.8 [335.45] 
     ReceitaBrutaAcumulTot > 536.1 [626.76] 
 
case 8518: (label 19142)  [0.014] 
 SitApl = ANULADA  (1505 cases, 99.73% `EMVIGOR') 
     PrmComApl > 203.07 and <= 437.8 [411.93] 
     ReceitaBrutaAcumulTot > 536.1 [542.92] 
 
case 16106: (label 12001)  [0.015] 
 SitApl = ANULADA  (701 cases, 99.7% `EMVIGOR') 
     esc_idade_veiculo = 8_a_10anos 
     PrmComApl <= 147.6 [140.39] 
     ReceitaBrutaAcumulTot > 223.135 and <= 306.7 [225.34] 
 
case 19119: (label 1618)  [0.015] 
 SitApl = ANULADA  (701 cases, 99.7% `EMVIGOR') 
     esc_idade_veiculo = 8_a_10anos 
     PrmComApl <= 147.6 [145.51] 
     ReceitaBrutaAcumulTot > 223.135 and <= 306.7 [233.03] 
 
case 23707: (label 27985)  [0.015] 
 PrmComApl = 182.84  (259 cases, mean 149.45, 98.8% <= 155.51) 
     TipoVeiculo in {Ligeiro_Passageiro_de_1501_a_2500cc,  
                     Ligeiro_Passageiro>2500cc} 
     [Ligeiro_Passageiro_de_1501_a_2500cc] 
     esc_idade_condutor in {>55, 26_a_30, 31_a_45, 46_a_55} 
[31_a_45] 
     esc_idade_veiculo in {>20anos, 11_a_15anos, 16_a_20anos,  
                           8_a_10anos} [8_a_10anos] 
     ReceitaBrutaAcumulTot > 81.93999 and <= 87.15 [83.14] 
 
case 9018: (label 53524)  [0.015] 
 PrmComApl = 731.94  (174 cases, mean 234.55, 99.4% <= 265.33) 
     TipoVeiculo = Ligeiro_Passageiro_de_500_a_1500cc 
     esc_idade_condutor = <26 
     esc_anos_carta in {11_a_15anos, 2_anos, 3_anos, 4_anos,  
                        5_a_10anos} [2_anos] 
     ReceitaBrutaAcumulTot > 124.47 and <= 142.7 [139.9] 
 
case 30504: (label 14784)  [0.015] 
 SitApl = ANULADA  (1006 cases, 99.70% `EMVIGOR') 
     esc_idade_condutor = 31_a_45 
     PrmComApl > 203.07 and <= 470.75 [462.2] 
     ReceitaBrutaAcumulTot > 536.1 [602.78] 
 
case 23912: (label 25707)  [0.016] 
 TipoVeiculo = Ligeiro_Passageiro_de_1501_a_2500cc  (336 
cases, 99.4% `Ligeiro_Passageiro_de_500_a_1500cc') 
     Sexo = F 
     PrmComApl > 128.1 and <= 132 [129.86] 
     ReceitaBrutaAcumulTot > 139.3 [212.38] 
 
case 31154: (label 40556)  [0.019] 
  
 
 PrmComApl = 178.47  (259 cases, mean 149.45, 98.8% <= 155.51) 
     TipoVeiculo in {Ligeiro_Passageiro_de_1501_a_2500cc,  
                     Ligeiro_Passageiro>2500cc} 
     [Ligeiro_Passageiro_de_1501_a_2500cc] 
     esc_idade_condutor in {>55, 26_a_30, 31_a_45, 46_a_55} 
[31_a_45] 
     esc_idade_veiculo in {>20anos, 11_a_15anos, 16_a_20anos,  
                           8_a_10anos} [8_a_10anos] 
     ReceitaBrutaAcumulTot > 81.93999 and <= 87.15 [85.53] 
 
 























Condições que formam o convex hull da curva ROC 
NSiniAcumul = 0 
        VariávelTarget:NSiniAcumul=0           
medida de avaliação: Wracc 
    
  
condições medida 
esc_idade_condutor=>55 & TipoVeiculo=Ligeiro_Passageiro_500_a_1500cc 0,016181 
esc_idade_condutor=>55 & SitApl=EMVIGOR & esc_anos_carta=>20 0,019692 
esc_idade_condutor=>55 & SitApl=EMVIGOR 0,025573 
esc_idade_condutor=>55 0,02918 
esc_idade_condutor = 31_a_45 0,036437 
        Variável Target: NSiniAcumul =0           
medida de avaliação:  Accuracy 
    
  
condições medida 
esc_idade_condutor=>55 & TipoVeiculo=Ligeiro_Passageiro_500_a_1500cc 0,88931 
esc_idade_condutor=>55 & SitApl=EMVIGOR & esc_anos_carta=>20 0,888124 
esc_idade_condutor=>55 & SitApl=EMVIGOR 0,886615 
esc_idade_condutor=>55 0,884303 
esc_idade_condutor = 31_a_45 0,802054 
        Variável Target: NSiniAcumul =0           
medida de avaliação:  Cobertura 
    
  
condições medida 
SitApl=EMVIGOR & esc_anos_carta=>20 & esc_idade_condutor=>55 4210 
SitApl=EMVIGOR & esc_idade_condutor=>55 5521 
esc_idade_condutor=>55 6396 
esc_idade_condutor = 31_a_45 17525 
        Variável Target: NSiniAcumul =0           
medida de avaliação:  Correlação 
    
  
condições medida 
esc_idade_condutor=>55 & TipoVeiculo=Ligeiro_Passageiro_500_a_1500cc 0,120029 
esc_idade_condutor=>55 & SitApl=EMVIGOR & esc_anos_carta=>20 0,133671 
esc_idade_condutor=>55 & SitApl=EMVIGOR 0,155142 
esc_idade_condutor=>55 0,167138 





Condições que formam o convex hull da curva ROC,  
NSiniAcumul = 1 
        Variável Target: NSiniAcumul =1 
medida de avaliação: Wracc 
condições medida 
esc_anos_carta=5_a_10anos & Distrito=Lisboa 0,013514 
esc_anos_carta=5_a_10anos & Sexo=M & SitApl=EMVIGOR 0,014123 
esc_anos_carta=5_a_10anos & Sexo=M 0,01814 
esc_anos_carta=5_a_10anos 0,022107 
Sexo=M 0,013483 
        Variável Target: NSiniAcumul =1 
medida de avaliação:  Accuracy 
condições medida 
esc_anos_carta=5_a_10anos & Distrito=Lisboa 0,365194 
esc_anos_carta=5_a_10anos & Sexo=M & SitApl=EMVIGOR 0,364155 
esc_anos_carta=5_a_10anos & Sexo=M 0,35755 
esc_anos_carta=5_a_10anos 0,322206 
Sexo=M 0,251826 
        Variável Target: NSiniAcumul =1 
medida de avaliação:  Cobertura 
condições medida 
Sexo=M &  esc_anos_carta=5_a_10anos   4735 
esc_anos_carta=5_a_10anos 7998 
Sexo=M 21090 
        Variável Target: NSiniAcumul =1 
medida de avaliação:  Correlação 
condições medida 
esc_anos_carta=5_a_10anos & Distrito=Lisboa 0,106726 
esc_anos_carta=5_a_10anos & Sexo=M & SitApl=EMVIGOR 0,109007 







> caren DADOS.csv  0.05  0.1  -Att  -CS  -HNSiniAcumul  -d  -ovra  
-null?  -s,   
 
Computation Time = 0 hrs 2 mts 13 secs 234 millis   
 
 
Mining on dataset DADOS.csv with 26 frequent items and with 33124 
transactions. 
 
Contrast Sets Rules derived using Fisher exact test to evaluate 
difference between contrasting groups  
using minsup = 0.05000  and initial alpha value = 0.05  
Used Layered Bonferroni Adjusted Critical Values:  
        Level 1 Alpha' = 3.140103899757835E-8  
        Level 2 Alpha' = 6.414235209697257E-10  
        Level 3 Alpha' = 3.4321484568401566E-11  
        Level 4 Alpha' = 3.615743319906696E-12  
        Level 5 Alpha' = 6.883697775722129E-13  
        Level 6 Alpha' = 2.3687841140084124E-13  
        Level 7 Alpha' = 1.5979133389162636E-13  
        Level 8 Alpha' = 2.7298168609981797E-13  
 
   Sum{ Alpha'(i) x S(i) }   = 0.049999999999999996 
 
  




Obs =  001933 | 000044  Gsup  = 0.25301 | 0.00181  p = 
0.0000000000E0000  phi =  0.44468   NSiniAcumul=1 >> NSiniAcumul=0  
Sup(CS) =  0.06865                                                                              
<---     esc_idade_condutor=26_a_30 
 
Obs =  003480 | 000842  Gsup  = 0.14329 | 0.11021  p = 
3.2898296841E-014  phi =  0.04126   NSiniAcumul=0 >> NSiniAcumul=1  
Sup(CS) =  0.13398                                                                              
<---     Distrito=SETUBAL 
 
Obs =  002271 | 000321  Gsup  = 0.09351 | 0.04202  p = 
3.0122250805E-053  phi =  0.08044   NSiniAcumul=0 >> NSiniAcumul=1  
Sup(CS) =  0.07970                                                                              
<---     Distrito=SETUBAL  &  esc_idade_condutor=31_a_45 
 
Obs =  003778 | 000868  Gsup  = 0.15556 | 0.11361  p = 
1.0103324989E-020  phi =  0.05076   NSiniAcumul=0 >> NSiniAcumul=1  
Sup(CS) =  0.14440                                                                              




Obs =  004377 | 000928  Gsup  = 0.18023 | 0.12147  p = 
2.1092151905E-035  phi =  0.06735   NSiniAcumul=0 >> NSiniAcumul=1  
Sup(CS) =  0.16580                                                                              
<---     esc_idade_condutor=<26 
 
Obs =  005656 | 000652  Gsup  = 0.23289 | 0.08534  p = 
1.0450846317E-201  phi =  0.15811   NSiniAcumul=0 >> NSiniAcumul=1  
Sup(CS) =  0.19309                                                                              
<---     esc_idade_condutor=>55 
 
Obs =  002739 | 000504  Gsup  = 0.11278 | 0.06597  p = 
4.3953696974E-035  phi =  0.06612   NSiniAcumul=0 >> NSiniAcumul=1  
Sup(CS) =  0.10038                                                                              
<---     esc_anos_carta=11_a_15anos  &  Sexo=F 
 
Obs =  006166 | 001501  Gsup  = 0.25389 | 0.19647  p = 
1.3122844069E-025  phi =  0.05736   NSiniAcumul=0 >> NSiniAcumul=1  
Sup(CS) =  0.23798                                                                              
<---     esc_anos_carta=>20 
 
Obs =  002577 | 005040  Gsup  = 0.33730 | 0.20753  p = 
1.9265716875E-113  phi =  0.12991   NSiniAcumul=1 >> NSiniAcumul=0  
Sup(CS) =  0.24146                                                                              
<---     esc_anos_carta=5_a_10anos 
 
Obs =  001215 | 001913  Gsup  = 0.15903 | 0.07877  p = 
9.8873032947E-086  phi =  0.11519   NSiniAcumul=1 >> NSiniAcumul=0  
Sup(CS) =  0.10044                                                                              
<---     esc_anos_carta=5_a_10anos  &  Distrito=LISBOA 
 
Obs =  000799 | 000970  Gsup  = 0.10458 | 0.03994  p = 
2.1018110606E-090  phi =  0.12055   NSiniAcumul=1 >> NSiniAcumul=0  
Sup(CS) =  0.05769                                                                              
<---     esc_anos_carta=5_a_10anos  &  Distrito=LISBOA  &  Sexo=M 
 
Obs =  001693 | 002761  Gsup  = 0.22160 | 0.11369  p = 
1.3943149517E-114  phi =  0.13288   NSiniAcumul=1 >> NSiniAcumul=0  
Sup(CS) =  0.14295                                                                              
<---     esc_anos_carta=5_a_10anos  &  Sexo=M 
 
Obs =  002285 | 006267  Gsup  = 0.29908 | 0.25805  p = 
1.3259610528E-012  phi =  0.03953   NSiniAcumul=1 >> NSiniAcumul=0  
Sup(CS) =  0.26959                                                                              
<---     esc_idade_veiculo=3_a_7anos 
 
Obs =  001539 | 003632  Gsup  = 0.20144 | 0.14955  p = 
3.9093776039E-026  phi =  0.06009   NSiniAcumul=1 >> NSiniAcumul=0  
Sup(CS) =  0.16423                                                                              
<---     esc_idade_veiculo=3_a_7anos  &  Sexo=M 
 
Obs =  007064 | 001969  Gsup  = 0.29087 | 0.25772  p = 
8.9786850566E-009  phi =  0.03140   NSiniAcumul=0 >> NSiniAcumul=1  
Sup(CS) =  0.28134                                                                              




Obs =  009374 | 002329  Gsup  = 0.38598 | 0.30484  p = 
1.2484005425E-038  phi =  0.07184   NSiniAcumul=0 >> NSiniAcumul=1  
Sup(CS) =  0.36330                                                                              
<---     Sexo=F 
 
Obs =  006522 | 000925  Gsup  = 0.26855 | 0.12107  p = 
1.1394859097E-172  phi =  0.14879   NSiniAcumul=0 >> NSiniAcumul=1  
Sup(CS) =  0.22917                                                                              
<---     Sexo=F  &  esc_idade_condutor=31_a_45 
 
Obs =  003580 | 009265  Gsup  = 0.46859 | 0.38150  p = 
1.3269045299E-041  phi =  0.07578   NSiniAcumul=1 >> NSiniAcumul=0  
Sup(CS) =  0.40605                                                                              
<---     Distrito=LISBOA 
 
Obs =  001303 | 002389  Gsup  = 0.17055 | 0.09837  p = 
8.7354390561E-062  phi =  0.09630   NSiniAcumul=1 >> NSiniAcumul=0  
Sup(CS) =  0.11852                                                                              
<---     Distrito=LISBOA  &  
TipoVeiculo=Ligeiro_Passageiro_de_500_a_1500cc  &  Sexo=M 
 
Obs =  002477 | 005370  Gsup  = 0.32421 | 0.22112  p = 
1.0044477222E-071  phi =  0.10217   NSiniAcumul=1 >> NSiniAcumul=0  
Sup(CS) =  0.25009                                                                              
<---     Distrito=LISBOA  &  Sexo=M 
 
Obs =  014056 | 002995  Gsup  = 0.57877 | 0.39202  p = 
1.3039008160E-179  phi =  0.15973   NSiniAcumul=0 >> NSiniAcumul=1  
Sup(CS) =  0.52907                                                                              
<---     esc_idade_condutor=31_a_45 
 
Obs =  005311 | 014912  Gsup  = 0.69516 | 0.61402  p = 
1.2484005425E-038  phi =  0.07184   NSiniAcumul=1 >> NSiniAcumul=0  
Sup(CS) =  0.63670                                                                              







> caren DADOS.csv  0.05  0.1  -Att  -CS  -HNSiniAcumul  -d  -ovrb  
-null?  -s,   
 
Computation Time = 0 hrs 2 mts 14 secs 546 millis   
 
 
Mining on dataset DADOS.csv with 26 frequent items and with 33124 
transactions. 
 
Contrast Sets Rules derived using Fisher exact test to evaluate 
difference between contrasting groups  
using minsup = 0.05000  and initial alpha value = 0.05  
Used Layered Bonferroni Adjusted Critical Values:  
        Level 1 Alpha' = 3.140103899757835E-8  
        Level 2 Alpha' = 6.414235209697257E-10  
        Level 3 Alpha' = 3.4321484568401566E-11  
        Level 4 Alpha' = 3.615743319906696E-12  
        Level 5 Alpha' = 6.883697775722129E-13  
        Level 6 Alpha' = 2.3687841140084124E-13  
        Level 7 Alpha' = 1.5979133389162636E-13  
        Level 8 Alpha' = 2.7298168609981797E-13  
 
   Sum{ Alpha'(i) x S(i) }   = 0.049999999999999996 
 
  




Obs =  001933 | 000044  Gsup  = 0.25301 | 0.00181  p = 
0.0000000000E0000  phi =  0.44468   NSiniAcumul=1 >> NSiniAcumul=0  
Sup(CS) =  0.06865                                                                              
<---     esc_idade_condutor=26_a_30 
 
Obs =  003480 | 000842  Gsup  = 0.14329 | 0.11021  p = 
3.2898296841E-014  phi =  0.04126   NSiniAcumul=0 >> NSiniAcumul=1  
Sup(CS) =  0.13398                                                                              
<---     Distrito=SETUBAL 
 
Obs =  002271 | 000321  Gsup  = 0.09351 | 0.04202  p = 
3.0122250805E-053  phi =  0.08044   NSiniAcumul=0 >> NSiniAcumul=1  
Sup(CS) =  0.07970                                                                              
<---     Distrito=SETUBAL  &  esc_idade_condutor=31_a_45 
 
Obs =  003778 | 000868  Gsup  = 0.15556 | 0.11361  p = 
1.0103324989E-020  phi =  0.05076   NSiniAcumul=0 >> NSiniAcumul=1  
Sup(CS) =  0.14440                                                                              
<---     esc_anos_carta=16_a_20anos 
 
Obs =  004377 | 000928  Gsup  = 0.18023 | 0.12147  p = 
2.1092151905E-035  phi =  0.06735   NSiniAcumul=0 >> NSiniAcumul=1  
Sup(CS) =  0.16580                                                                              




Obs =  005656 | 000652  Gsup  = 0.23289 | 0.08534  p = 
1.0450846317E-201  phi =  0.15811   NSiniAcumul=0 >> NSiniAcumul=1  
Sup(CS) =  0.19309                                                                              
<---     esc_idade_condutor=>55 
 
Obs =  002739 | 000504  Gsup  = 0.11278 | 0.06597  p = 
4.3953696974E-035  phi =  0.06612   NSiniAcumul=0 >> NSiniAcumul=1  
Sup(CS) =  0.10038                                                                              
<---     esc_anos_carta=11_a_15anos  &  Sexo=F 
 
Obs =  006166 | 001501  Gsup  = 0.25389 | 0.19647  p = 
1.3122844069E-025  phi =  0.05736   NSiniAcumul=0 >> NSiniAcumul=1  
Sup(CS) =  0.23798                                                                              
<---     esc_anos_carta=>20 
 
Obs =  002577 | 005040  Gsup  = 0.33730 | 0.20753  p = 
1.9265716875E-113  phi =  0.12991   NSiniAcumul=1 >> NSiniAcumul=0  
Sup(CS) =  0.24146                                                                              
<---     esc_anos_carta=5_a_10anos 
 
Obs =  001215 | 001913  Gsup  = 0.15903 | 0.07877  p = 
9.8873032947E-086  phi =  0.11519   NSiniAcumul=1 >> NSiniAcumul=0  
Sup(CS) =  0.10044                                                                              
<---     esc_anos_carta=5_a_10anos  &  Distrito=LISBOA 
 
Obs =  000799 | 000970  Gsup  = 0.10458 | 0.03994  p = 
2.1018110606E-090  phi =  0.12055   NSiniAcumul=1 >> NSiniAcumul=0  
Sup(CS) =  0.05769                                                                              
<---     esc_anos_carta=5_a_10anos  &  Distrito=LISBOA  &  Sexo=M 
 
Obs =  001693 | 002761  Gsup  = 0.22160 | 0.11369  p = 
1.3943149517E-114  phi =  0.13288   NSiniAcumul=1 >> NSiniAcumul=0  
Sup(CS) =  0.14295                                                                              
<---     esc_anos_carta=5_a_10anos  &  Sexo=M 
 
Obs =  002285 | 006267  Gsup  = 0.29908 | 0.25805  p = 
1.3259610528E-012  phi =  0.03953   NSiniAcumul=1 >> NSiniAcumul=0  
Sup(CS) =  0.26959                                                                              
<---     esc_idade_veiculo=3_a_7anos 
 
Obs =  001539 | 003632  Gsup  = 0.20144 | 0.14955  p = 
3.9093776039E-026  phi =  0.06009   NSiniAcumul=1 >> NSiniAcumul=0  
Sup(CS) =  0.16423                                                                              
<---     esc_idade_veiculo=3_a_7anos  &  Sexo=M 
 
Obs =  007064 | 001969  Gsup  = 0.29087 | 0.25772  p = 
8.9786850566E-009  phi =  0.03140   NSiniAcumul=0 >> NSiniAcumul=1  
Sup(CS) =  0.28134                                                                              
<---     esc_idade_veiculo=11_a_15anos 
 
Obs =  009374 | 002329  Gsup  = 0.38598 | 0.30484  p = 
1.2484005425E-038  phi =  0.07184   NSiniAcumul=0 >> NSiniAcumul=1  
Sup(CS) =  0.36330                                                                              




Obs =  006522 | 000925  Gsup  = 0.26855 | 0.12107  p = 
1.1394859097E-172  phi =  0.14879   NSiniAcumul=0 >> NSiniAcumul=1  
Sup(CS) =  0.22917                                                                              
<---     Sexo=F  &  esc_idade_condutor=31_a_45 
 
Obs =  003580 | 009265  Gsup  = 0.46859 | 0.38150  p = 
1.3269045299E-041  phi =  0.07578   NSiniAcumul=1 >> NSiniAcumul=0  
Sup(CS) =  0.40605                                                                              
<---     Distrito=LISBOA 
 
Obs =  001303 | 002389  Gsup  = 0.17055 | 0.09837  p = 
8.7354390561E-062  phi =  0.09630   NSiniAcumul=1 >> NSiniAcumul=0  
Sup(CS) =  0.11852                                                                              
<---     Distrito=LISBOA  &  
TipoVeiculo=Ligeiro_Passageiro_de_500_a_1500cc  &  Sexo=M 
 
Obs =  002477 | 005370  Gsup  = 0.32421 | 0.22112  p = 
1.0044477222E-071  phi =  0.10217   NSiniAcumul=1 >> NSiniAcumul=0  
Sup(CS) =  0.25009                                                                              
<---     Distrito=LISBOA  &  Sexo=M 
 
Obs =  014056 | 002995  Gsup  = 0.57877 | 0.39202  p = 
1.3039008160E-179  phi =  0.15973   NSiniAcumul=0 >> NSiniAcumul=1  
Sup(CS) =  0.52907                                                                              
<---     esc_idade_condutor=31_a_45 
 
Obs =  005311 | 014912  Gsup  = 0.69516 | 0.61402  p = 
1.2484005425E-038  phi =  0.07184   NSiniAcumul=1 >> NSiniAcumul=0  
Sup(CS) =  0.63670                                                                              








> caren DADOS.csv  0.01  0.5  -Att  -CS  -HNSiniAcumul  -d  -ovrc  
-null?  -s,   
 
Computation Time = 0 hrs 2 mts 13 secs 546 millis   
 
 
Mining on dataset DADOS.csv with 41 frequent items and with 33124 
transactions. 
 
Contrast Sets Rules derived using Fisher exact test to evaluate 
difference between contrasting groups  
using minsup = 0.01000  and initial alpha value = 0.05  
Used Layered Bonferroni Adjusted Critical Values:  
        Level 1 Alpha' = 3.140103899757835E-8  
        Level 2 Alpha' = 6.414235209697257E-10  
        Level 3 Alpha' = 3.4321484568401566E-11  
        Level 4 Alpha' = 3.615743319906696E-12  
        Level 5 Alpha' = 6.883697775722129E-13  
        Level 6 Alpha' = 2.3687841140084124E-13  
        Level 7 Alpha' = 1.5979133389162636E-13  
        Level 8 Alpha' = 2.7298168609981797E-13  
 
   Sum{ Alpha'(i) x S(i) }   = 0.049999999999999996 
 
  




Obs =  001132 | 000153  Gsup  = 0.14817 | 0.00630  p = 
0.0000000000E0000  phi =  0.30797   NSiniAcumul=1 >> NSiniAcumul=0  
Obs =  000132 | 000153  Gsup  = 0.12853 | 0.00630  p = 
2.2429526440E-106  phi =  0.22856   NSiniAcumul=2 >> NSiniAcumul=0  
Sup(CS) =  0.04338                                                                              
<---     esc_idade_condutor=46_a_55 
 
Obs =  000512 | 000000  Gsup  = 0.06702 | 0.00000  p = 
0.0000000000E0000  phi =  0.22762   NSiniAcumul=1 >> NSiniAcumul=0  
Obs =  000061 | 000000  Gsup  = 0.05940 | 0.00000  p = 
2.2066529415E-086  phi =  0.23901   NSiniAcumul=2 >> NSiniAcumul=0  
Sup(CS) =  0.01766                                                                              
<---     esc_idade_condutor=46_a_55  &  Distrito=LISBOA 
 
Obs =  000756 | 000042  Gsup  = 0.09895 | 0.00173  p = 
0.0000000000E0000  phi =  0.26572   NSiniAcumul=1 >> NSiniAcumul=0  
Obs =  000087 | 000042  Gsup  = 0.08471 | 0.00173  p = 
7.7933783002E-090  phi =  0.22993   NSiniAcumul=2 >> NSiniAcumul=0  
Sup(CS) =  0.02711                                                                              
<---     esc_idade_condutor=46_a_55  &  Sexo=M 
 
Obs =  001250 | 000241  Gsup  = 0.05147 | 0.03154  p = 
4.1475031856E-014  phi =  0.04029   NSiniAcumul=0 >> NSiniAcumul=1  
  
 
Sup(CS) =  0.04583                                                                              
<---     Distrito=AVEIRO 
 
Obs =  001933 | 000044  Gsup  = 0.25301 | 0.00181  p = 
0.0000000000E0000  phi =  0.44468   NSiniAcumul=1 >> NSiniAcumul=0  
Obs =  000243 | 000044  Gsup  = 0.23661 | 0.00181  p = 
2.3169494316E-300  phi =  0.43755   NSiniAcumul=2 >> NSiniAcumul=0  
Sup(CS) =  0.06865                                                                              
<---     esc_idade_condutor=26_a_30 
 
Obs =  000886 | 000000  Gsup  = 0.11597 | 0.00000  p = 
0.0000000000E0000  phi =  0.30122   NSiniAcumul=1 >> NSiniAcumul=0  
Obs =  000137 | 000000  Gsup  = 0.13340 | 0.00000  p = 
2.2936495430E-195  phi =  0.35872   NSiniAcumul=2 >> NSiniAcumul=0  
Sup(CS) =  0.03152                                                                              
<---     esc_idade_condutor=26_a_30  &  Distrito=LISBOA 
 
Obs =  003480 | 000842  Gsup  = 0.14329 | 0.11021  p = 
3.2898296841E-014  phi =  0.04126   NSiniAcumul=0 >> NSiniAcumul=1  
Sup(CS) =  0.13398                                                                              
<---     Distrito=SETUBAL 
 
Obs =  002271 | 000321  Gsup  = 0.09351 | 0.04202  p = 
3.0122250805E-053  phi =  0.08044   NSiniAcumul=0 >> NSiniAcumul=1  
Sup(CS) =  0.07970                                                                              
<---     Distrito=SETUBAL  &  esc_idade_condutor=31_a_45 
 
Obs =  003778 | 000868  Gsup  = 0.15556 | 0.11361  p = 
1.0103324989E-020  phi =  0.05076   NSiniAcumul=0 >> NSiniAcumul=1  
Sup(CS) =  0.14440                                                                              
<---     esc_anos_carta=16_a_20anos 
 
Obs =  004377 | 000928  Gsup  = 0.18023 | 0.12147  p = 
2.1092151905E-035  phi =  0.06735   NSiniAcumul=0 >> NSiniAcumul=1  
Sup(CS) =  0.16580                                                                              
<---     esc_idade_condutor=<26 
 
Obs =  005656 | 000652  Gsup  = 0.23289 | 0.08534  p = 
1.0450846317E-201  phi =  0.15811   NSiniAcumul=0 >> NSiniAcumul=1  
Obs =  005656 | 000077  Gsup  = 0.23289 | 0.07498  p = 
5.6802513453E-040  phi =  0.07444   NSiniAcumul=0 >> NSiniAcumul=2  
Sup(CS) =  0.19309                                                                              
<---     esc_idade_condutor=>55 
 
Obs =  000245 | 000226  Gsup  = 0.03207 | 0.00931  p = 
4.6079846847E-040  phi =  0.08055   NSiniAcumul=1 >> NSiniAcumul=0  
Sup(CS) =  0.01552                                                                              
<---     esc_anos_carta=11_a_15anos  &  Distrito=LISBOA  &  Sexo=M  
&  TipoVeiculo=Ligeiro_Passageiro_de_500_a_1500cc 
 
Obs =  002739 | 000504  Gsup  = 0.11278 | 0.06597  p = 
4.3953696974E-035  phi =  0.06612   NSiniAcumul=0 >> NSiniAcumul=1  
Sup(CS) =  0.10038                                                                              




Obs =  006166 | 001501  Gsup  = 0.25389 | 0.19647  p = 
1.3122844069E-025  phi =  0.05736   NSiniAcumul=0 >> NSiniAcumul=1  
Sup(CS) =  0.23798                                                                              
<---     esc_anos_carta=>20 
 
Obs =  002577 | 005040  Gsup  = 0.33730 | 0.20753  p = 
1.9265716875E-113  phi =  0.12991   NSiniAcumul=1 >> NSiniAcumul=0  
Obs =  000313 | 005040  Gsup  = 0.30477 | 0.20753  p = 
5.0896031919E-013  phi =  0.04698   NSiniAcumul=2 >> NSiniAcumul=0  
Sup(CS) =  0.24146                                                                              
<---     esc_anos_carta=5_a_10anos 
 
Obs =  001215 | 001913  Gsup  = 0.15903 | 0.07877  p = 
9.8873032947E-086  phi =  0.11519   NSiniAcumul=1 >> NSiniAcumul=0  
Sup(CS) =  0.10044                                                                              
<---     esc_anos_carta=5_a_10anos  &  Distrito=LISBOA 
 
Obs =  000799 | 000970  Gsup  = 0.10458 | 0.03994  p = 
2.1018110606E-090  phi =  0.12055   NSiniAcumul=1 >> NSiniAcumul=0  
Sup(CS) =  0.05769                                                                              
<---     esc_anos_carta=5_a_10anos  &  Distrito=LISBOA  &  Sexo=M 
 
Obs =  001693 | 002761  Gsup  = 0.22160 | 0.11369  p = 
1.3943149517E-114  phi =  0.13288   NSiniAcumul=1 >> NSiniAcumul=0  
Obs =  000232 | 002761  Gsup  = 0.22590 | 0.11369  p = 
2.5742272999E-023  phi =  0.06857   NSiniAcumul=2 >> NSiniAcumul=0  
Sup(CS) =  0.14295                                                                              
<---     esc_anos_carta=5_a_10anos  &  Sexo=M 
 
Obs =  002285 | 006267  Gsup  = 0.29908 | 0.25805  p = 
1.3259610528E-012  phi =  0.03953   NSiniAcumul=1 >> NSiniAcumul=0  
Sup(CS) =  0.26959                                                                              
<---     esc_idade_veiculo=3_a_7anos 
 
Obs =  001539 | 003632  Gsup  = 0.20144 | 0.14955  p = 
3.9093776039E-026  phi =  0.06009   NSiniAcumul=1 >> NSiniAcumul=0  
Sup(CS) =  0.16423                                                                              
<---     esc_idade_veiculo=3_a_7anos  &  Sexo=M 
 
Obs =  007064 | 001969  Gsup  = 0.29087 | 0.25772  p = 
8.9786850566E-009  phi =  0.03140   NSiniAcumul=0 >> NSiniAcumul=1  
Sup(CS) =  0.28134                                                                              
<---     esc_idade_veiculo=11_a_15anos 
 
Obs =  009374 | 002329  Gsup  = 0.38598 | 0.30484  p = 
1.2484005425E-038  phi =  0.07184   NSiniAcumul=0 >> NSiniAcumul=1  
Obs =  009374 | 000291  Gsup  = 0.38598 | 0.28335  p = 
8.6207595577E-012  phi =  0.04168   NSiniAcumul=0 >> NSiniAcumul=2  
Sup(CS) =  0.36330                                                                              
<---     Sexo=F 
 
Obs =  006522 | 000925  Gsup  = 0.26855 | 0.12107  p = 
1.1394859097E-172  phi =  0.14879   NSiniAcumul=0 >> NSiniAcumul=1  
Obs =  006522 | 000129  Gsup  = 0.26855 | 0.12561  p = 
4.9695826209E-028  phi =  0.06408   NSiniAcumul=0 >> NSiniAcumul=2  
  
 
Sup(CS) =  0.22917                                                                              
<---     Sexo=F  &  esc_idade_condutor=31_a_45 
 
Obs =  003580 | 009265  Gsup  = 0.46859 | 0.38150  p = 
1.3269045299E-041  phi =  0.07578   NSiniAcumul=1 >> NSiniAcumul=0  
Obs =  000528 | 009265  Gsup  = 0.51412 | 0.38150  p = 
2.1948129841E-017  phi =  0.05373   NSiniAcumul=2 >> NSiniAcumul=0  
Sup(CS) =  0.40605                                                                              
<---     Distrito=LISBOA 
 
Obs =  001303 | 002389  Gsup  = 0.17055 | 0.09837  p = 
8.7354390561E-062  phi =  0.09630   NSiniAcumul=1 >> NSiniAcumul=0  
Sup(CS) =  0.11852                                                                              
<---     Distrito=LISBOA  &  
TipoVeiculo=Ligeiro_Passageiro_de_500_a_1500cc  &  Sexo=M 
 
Obs =  002477 | 005370  Gsup  = 0.32421 | 0.22112  p = 
1.0044477222E-071  phi =  0.10217   NSiniAcumul=1 >> NSiniAcumul=0  
Obs =  000378 | 005370  Gsup  = 0.36806 | 0.22112  p = 
1.3048066121E-025  phi =  0.06920   NSiniAcumul=2 >> NSiniAcumul=0  
Sup(CS) =  0.25009                                                                              
<---     Distrito=LISBOA  &  Sexo=M 
 
Obs =  014056 | 002995  Gsup  = 0.57877 | 0.39202  p = 
1.3039008160E-179  phi =  0.15973   NSiniAcumul=0 >> NSiniAcumul=1  
Obs =  014056 | 000416  Gsup  = 0.57877 | 0.40506  p = 
4.7818914453E-028  phi =  0.06926   NSiniAcumul=0 >> NSiniAcumul=2  
Sup(CS) =  0.52907                                                                              
<---     esc_idade_condutor=31_a_45 
 
Obs =  005311 | 014912  Gsup  = 0.69516 | 0.61402  p = 
1.2484005425E-038  phi =  0.07184   NSiniAcumul=1 >> NSiniAcumul=0  
Obs =  000736 | 014912  Gsup  = 0.71665 | 0.61402  p = 
8.6207595576E-012  phi =  0.04168   NSiniAcumul=2 >> NSiniAcumul=0  
Sup(CS) =  0.63670                                                                              








> caren DADOS.csv  0.01  0.1  -Att  -CS  -HNSiniAcumul  -d  -ovrd  
-null?  -s,   
 
Computation Time = 0 hrs 2 mts 14 secs 296 millis   
 
 
Mining on dataset DADOS.csv with 41 frequent items and with 33124 
transactions. 
 
Contrast Sets Rules derived using Fisher exact test to evaluate 
difference between contrasting groups  
using minsup = 0.01000  and initial alpha value = 0.05  
Used Layered Bonferroni Adjusted Critical Values:  
        Level 1 Alpha' = 3.140103899757835E-8  
        Level 2 Alpha' = 6.414235209697257E-10  
        Level 3 Alpha' = 3.4321484568401566E-11  
        Level 4 Alpha' = 3.615743319906696E-12  
        Level 5 Alpha' = 6.883697775722129E-13  
        Level 6 Alpha' = 2.3687841140084124E-13  
        Level 7 Alpha' = 1.5979133389162636E-13  
        Level 8 Alpha' = 2.7298168609981797E-13  
 
   Sum{ Alpha'(i) x S(i) }   = 0.049999999999999996 
 
  




Obs =  001132 | 000153  Gsup  = 0.14817 | 0.00630  p = 
0.0000000000E0000  phi =  0.30797   NSiniAcumul=1 >> NSiniAcumul=0  
Obs =  000132 | 000153  Gsup  = 0.12853 | 0.00630  p = 
2.2429526440E-106  phi =  0.22856   NSiniAcumul=2 >> NSiniAcumul=0  
Sup(CS) =  0.04338                                                                              
<---     esc_idade_condutor=46_a_55 
 
Obs =  000512 | 000000  Gsup  = 0.06702 | 0.00000  p = 
0.0000000000E0000  phi =  0.22762   NSiniAcumul=1 >> NSiniAcumul=0  
Obs =  000061 | 000000  Gsup  = 0.05940 | 0.00000  p = 
2.2066529415E-086  phi =  0.23901   NSiniAcumul=2 >> NSiniAcumul=0  
Sup(CS) =  0.01766                                                                              
<---     esc_idade_condutor=46_a_55  &  Distrito=LISBOA 
 
Obs =  000756 | 000042  Gsup  = 0.09895 | 0.00173  p = 
0.0000000000E0000  phi =  0.26572   NSiniAcumul=1 >> NSiniAcumul=0  
Obs =  000087 | 000042  Gsup  = 0.08471 | 0.00173  p = 
7.7933783002E-090  phi =  0.22993   NSiniAcumul=2 >> NSiniAcumul=0  
Sup(CS) =  0.02711                                                                              
<---     esc_idade_condutor=46_a_55  &  Sexo=M 
 
Obs =  001250 | 000241  Gsup  = 0.05147 | 0.03154  p = 
4.1475031856E-014  phi =  0.04029   NSiniAcumul=0 >> NSiniAcumul=1  
  
 
Sup(CS) =  0.04583                                                                              
<---     Distrito=AVEIRO 
 
Obs =  001933 | 000044  Gsup  = 0.25301 | 0.00181  p = 
0.0000000000E0000  phi =  0.44468   NSiniAcumul=1 >> NSiniAcumul=0  
Obs =  000243 | 000044  Gsup  = 0.23661 | 0.00181  p = 
2.3169494316E-300  phi =  0.43755   NSiniAcumul=2 >> NSiniAcumul=0  
Sup(CS) =  0.06865                                                                              
<---     esc_idade_condutor=26_a_30 
 
Obs =  000886 | 000000  Gsup  = 0.11597 | 0.00000  p = 
0.0000000000E0000  phi =  0.30122   NSiniAcumul=1 >> NSiniAcumul=0  
Obs =  000137 | 000000  Gsup  = 0.13340 | 0.00000  p = 
2.2936495430E-195  phi =  0.35872   NSiniAcumul=2 >> NSiniAcumul=0  
Sup(CS) =  0.03152                                                                              
<---     esc_idade_condutor=26_a_30  &  Distrito=LISBOA 
 
Obs =  003480 | 000842  Gsup  = 0.14329 | 0.11021  p = 
3.2898296841E-014  phi =  0.04126   NSiniAcumul=0 >> NSiniAcumul=1  
Sup(CS) =  0.13398                                                                              
<---     Distrito=SETUBAL 
 
Obs =  002271 | 000321  Gsup  = 0.09351 | 0.04202  p = 
3.0122250805E-053  phi =  0.08044   NSiniAcumul=0 >> NSiniAcumul=1  
Sup(CS) =  0.07970                                                                              
<---     Distrito=SETUBAL  &  esc_idade_condutor=31_a_45 
 
Obs =  003778 | 000868  Gsup  = 0.15556 | 0.11361  p = 
1.0103324989E-020  phi =  0.05076   NSiniAcumul=0 >> NSiniAcumul=1  
Sup(CS) =  0.14440                                                                              
<---     esc_anos_carta=16_a_20anos 
 
Obs =  004377 | 000928  Gsup  = 0.18023 | 0.12147  p = 
2.1092151905E-035  phi =  0.06735   NSiniAcumul=0 >> NSiniAcumul=1  
Sup(CS) =  0.16580                                                                              
<---     esc_idade_condutor=<26 
 
Obs =  005656 | 000652  Gsup  = 0.23289 | 0.08534  p = 
1.0450846317E-201  phi =  0.15811   NSiniAcumul=0 >> NSiniAcumul=1  
Obs =  005656 | 000077  Gsup  = 0.23289 | 0.07498  p = 
5.6802513453E-040  phi =  0.07444   NSiniAcumul=0 >> NSiniAcumul=2  
Sup(CS) =  0.19309                                                                              
<---     esc_idade_condutor=>55 
 
Obs =  000245 | 000226  Gsup  = 0.03207 | 0.00931  p = 
4.6079846847E-040  phi =  0.08055   NSiniAcumul=1 >> NSiniAcumul=0  
Sup(CS) =  0.01552                                                                              
<---     esc_anos_carta=11_a_15anos  &  Distrito=LISBOA  &  Sexo=M  
&  TipoVeiculo=Ligeiro_Passageiro_de_500_a_1500cc 
 
Obs =  002739 | 000504  Gsup  = 0.11278 | 0.06597  p = 
4.3953696974E-035  phi =  0.06612   NSiniAcumul=0 >> NSiniAcumul=1  
Sup(CS) =  0.10038                                                                              




Obs =  006166 | 001501  Gsup  = 0.25389 | 0.19647  p = 
1.3122844069E-025  phi =  0.05736   NSiniAcumul=0 >> NSiniAcumul=1  
Sup(CS) =  0.23798                                                                              
<---     esc_anos_carta=>20 
 
Obs =  002577 | 005040  Gsup  = 0.33730 | 0.20753  p = 
1.9265716875E-113  phi =  0.12991   NSiniAcumul=1 >> NSiniAcumul=0  
Obs =  000313 | 005040  Gsup  = 0.30477 | 0.20753  p = 
5.0896031919E-013  phi =  0.04698   NSiniAcumul=2 >> NSiniAcumul=0  
Sup(CS) =  0.24146                                                                              
<---     esc_anos_carta=5_a_10anos 
 
Obs =  001215 | 001913  Gsup  = 0.15903 | 0.07877  p = 
9.8873032947E-086  phi =  0.11519   NSiniAcumul=1 >> NSiniAcumul=0  
Sup(CS) =  0.10044                                                                              
<---     esc_anos_carta=5_a_10anos  &  Distrito=LISBOA 
 
Obs =  000799 | 000970  Gsup  = 0.10458 | 0.03994  p = 
2.1018110606E-090  phi =  0.12055   NSiniAcumul=1 >> NSiniAcumul=0  
Sup(CS) =  0.05769                                                                              
<---     esc_anos_carta=5_a_10anos  &  Distrito=LISBOA  &  Sexo=M 
 
Obs =  001693 | 002761  Gsup  = 0.22160 | 0.11369  p = 
1.3943149517E-114  phi =  0.13288   NSiniAcumul=1 >> NSiniAcumul=0  
Obs =  000232 | 002761  Gsup  = 0.22590 | 0.11369  p = 
2.5742272999E-023  phi =  0.06857   NSiniAcumul=2 >> NSiniAcumul=0  
Sup(CS) =  0.14295                                                                              
<---     esc_anos_carta=5_a_10anos  &  Sexo=M 
 
Obs =  002285 | 006267  Gsup  = 0.29908 | 0.25805  p = 
1.3259610528E-012  phi =  0.03953   NSiniAcumul=1 >> NSiniAcumul=0  
Sup(CS) =  0.26959                                                                              
<---     esc_idade_veiculo=3_a_7anos 
 
Obs =  001539 | 003632  Gsup  = 0.20144 | 0.14955  p = 
3.9093776039E-026  phi =  0.06009   NSiniAcumul=1 >> NSiniAcumul=0  
Sup(CS) =  0.16423                                                                              
<---     esc_idade_veiculo=3_a_7anos  &  Sexo=M 
 
Obs =  007064 | 001969  Gsup  = 0.29087 | 0.25772  p = 
8.9786850566E-009  phi =  0.03140   NSiniAcumul=0 >> NSiniAcumul=1  
Sup(CS) =  0.28134                                                                              
<---     esc_idade_veiculo=11_a_15anos 
 
Obs =  009374 | 002329  Gsup  = 0.38598 | 0.30484  p = 
1.2484005425E-038  phi =  0.07184   NSiniAcumul=0 >> NSiniAcumul=1  
Obs =  009374 | 000291  Gsup  = 0.38598 | 0.28335  p = 
8.6207595577E-012  phi =  0.04168   NSiniAcumul=0 >> NSiniAcumul=2  
Sup(CS) =  0.36330                                                                              
<---     Sexo=F 
 
Obs =  006522 | 000925  Gsup  = 0.26855 | 0.12107  p = 
1.1394859097E-172  phi =  0.14879   NSiniAcumul=0 >> NSiniAcumul=1  
Obs =  006522 | 000129  Gsup  = 0.26855 | 0.12561  p = 
4.9695826209E-028  phi =  0.06408   NSiniAcumul=0 >> NSiniAcumul=2  
  
 
Sup(CS) =  0.22917                                                                              
<---     Sexo=F  &  esc_idade_condutor=31_a_45 
 
Obs =  003580 | 009265  Gsup  = 0.46859 | 0.38150  p = 
1.3269045299E-041  phi =  0.07578   NSiniAcumul=1 >> NSiniAcumul=0  
Obs =  000528 | 009265  Gsup  = 0.51412 | 0.38150  p = 
2.1948129841E-017  phi =  0.05373   NSiniAcumul=2 >> NSiniAcumul=0  
Sup(CS) =  0.40605                                                                              
<---     Distrito=LISBOA 
 
Obs =  001303 | 002389  Gsup  = 0.17055 | 0.09837  p = 
8.7354390561E-062  phi =  0.09630   NSiniAcumul=1 >> NSiniAcumul=0  
Sup(CS) =  0.11852                                                                              
<---     Distrito=LISBOA  &  
TipoVeiculo=Ligeiro_Passageiro_de_500_a_1500cc  &  Sexo=M 
 
Obs =  002477 | 005370  Gsup  = 0.32421 | 0.22112  p = 
1.0044477222E-071  phi =  0.10217   NSiniAcumul=1 >> NSiniAcumul=0  
Obs =  000378 | 005370  Gsup  = 0.36806 | 0.22112  p = 
1.3048066121E-025  phi =  0.06920   NSiniAcumul=2 >> NSiniAcumul=0  
Sup(CS) =  0.25009                                                                              
<---     Distrito=LISBOA  &  Sexo=M 
 
Obs =  014056 | 002995  Gsup  = 0.57877 | 0.39202  p = 
1.3039008160E-179  phi =  0.15973   NSiniAcumul=0 >> NSiniAcumul=1  
Obs =  014056 | 000416  Gsup  = 0.57877 | 0.40506  p = 
4.7818914453E-028  phi =  0.06926   NSiniAcumul=0 >> NSiniAcumul=2  
Sup(CS) =  0.52907                                                                              
<---     esc_idade_condutor=31_a_45 
 
Obs =  005311 | 014912  Gsup  = 0.69516 | 0.61402  p = 
1.2484005425E-038  phi =  0.07184   NSiniAcumul=1 >> NSiniAcumul=0  
Obs =  000736 | 014912  Gsup  = 0.71665 | 0.61402  p = 
8.6207595576E-012  phi =  0.04168   NSiniAcumul=2 >> NSiniAcumul=0  
Sup(CS) =  0.63670                                                                              








> caren DADOS.csv  0.01  0.05  -Att  -CS  -HNSiniAcumul  -ovrl  -
null?  -s,   
 
Computation Time = 0 hrs 2 mts 22 secs 921 millis   
 
 
Mining on dataset DADOS.csv with 41 frequent items and with 33124 
transactions. 
 
Contrast Sets Rules derived using Fisher exact test to evaluate 
difference between contrasting groups  
using minsup = 0.01000  and initial alpha value = 0.05  
Used Layered Bonferroni Adjusted Critical Values:  
        Level 1 Alpha' = 3.140103899757835E-8  
        Level 2 Alpha' = 6.414235209697257E-10  
        Level 3 Alpha' = 3.4321484568401566E-11  
        Level 4 Alpha' = 3.615743319906696E-12  
        Level 5 Alpha' = 6.883697775722129E-13  
        Level 6 Alpha' = 2.3687841140084124E-13  
        Level 7 Alpha' = 1.5979133389162636E-13  
        Level 8 Alpha' = 2.7298168609981797E-13  
 
   Sum{ Alpha'(i) x S(i) }   = 0.049999999999999996 
 
  




Obs =  001132 | 000153  Gsup  = 0.14817 | 0.00630  p = 
0.0000000000E0000  phi =  0.30797   NSiniAcumul=1 >> NSiniAcumul=0  
Obs =  000132 | 000153  Gsup  = 0.12853 | 0.00630  p = 
2.2429526440E-106  phi =  0.22856   NSiniAcumul=2 >> NSiniAcumul=0  
Sup(CS) =  0.04338                                                                              
<---     esc_idade_condutor=46_a_55 
 
Obs =  000512 | 000000  Gsup  = 0.06702 | 0.00000  p = 
0.0000000000E0000  phi =  0.22762   NSiniAcumul=1 >> NSiniAcumul=0  
Obs =  000061 | 000000  Gsup  = 0.05940 | 0.00000  p = 
2.2066529415E-086  phi =  0.23901   NSiniAcumul=2 >> NSiniAcumul=0  
Sup(CS) =  0.01766                                                                              
<---     esc_idade_condutor=46_a_55  &  Distrito=LISBOA 
 
Obs =  000756 | 000042  Gsup  = 0.09895 | 0.00173  p = 
0.0000000000E0000  phi =  0.26572   NSiniAcumul=1 >> NSiniAcumul=0  
Obs =  000087 | 000042  Gsup  = 0.08471 | 0.00173  p = 
7.7933783002E-090  phi =  0.22993   NSiniAcumul=2 >> NSiniAcumul=0  
Sup(CS) =  0.02711                                                                              
<---     esc_idade_condutor=46_a_55  &  Sexo=M 
 
Obs =  001250 | 000241  Gsup  = 0.05147 | 0.03154  p = 
4.1475031856E-014  phi =  0.04029   NSiniAcumul=0 >> NSiniAcumul=1  
  
 
Sup(CS) =  0.04583                                                                              
<---     Distrito=AVEIRO 
 
Obs =  001933 | 000044  Gsup  = 0.25301 | 0.00181  p = 
0.0000000000E0000  phi =  0.44468   NSiniAcumul=1 >> NSiniAcumul=0  
Obs =  000243 | 000044  Gsup  = 0.23661 | 0.00181  p = 
2.3169494316E-300  phi =  0.43755   NSiniAcumul=2 >> NSiniAcumul=0  
Sup(CS) =  0.06865                                                                              
<---     esc_idade_condutor=26_a_30 
 
Obs =  000886 | 000000  Gsup  = 0.11597 | 0.00000  p = 
0.0000000000E0000  phi =  0.30122   NSiniAcumul=1 >> NSiniAcumul=0  
Obs =  000137 | 000000  Gsup  = 0.13340 | 0.00000  p = 
2.2936495430E-195  phi =  0.35872   NSiniAcumul=2 >> NSiniAcumul=0  
Sup(CS) =  0.03152                                                                              
<---     esc_idade_condutor=26_a_30  &  Distrito=LISBOA 
 
Obs =  003480 | 000842  Gsup  = 0.14329 | 0.11021  p = 
3.2898296841E-014  phi =  0.04126   NSiniAcumul=0 >> NSiniAcumul=1  
Sup(CS) =  0.13398                                                                              
<---     Distrito=SETUBAL 
 
Obs =  002271 | 000321  Gsup  = 0.09351 | 0.04202  p = 
3.0122250805E-053  phi =  0.08044   NSiniAcumul=0 >> NSiniAcumul=1  
Sup(CS) =  0.07970                                                                              
<---     Distrito=SETUBAL  &  esc_idade_condutor=31_a_45 
 
Obs =  003778 | 000868  Gsup  = 0.15556 | 0.11361  p = 
1.0103324989E-020  phi =  0.05076   NSiniAcumul=0 >> NSiniAcumul=1  
Sup(CS) =  0.14440                                                                              
<---     esc_anos_carta=16_a_20anos 
 
Obs =  004377 | 000928  Gsup  = 0.18023 | 0.12147  p = 
2.1092151905E-035  phi =  0.06735   NSiniAcumul=0 >> NSiniAcumul=1  
Sup(CS) =  0.16580                                                                              
<---     esc_idade_condutor=<26 
 
Obs =  005656 | 000652  Gsup  = 0.23289 | 0.08534  p = 
1.0450846317E-201  phi =  0.15811   NSiniAcumul=0 >> NSiniAcumul=1  
Obs =  005656 | 000077  Gsup  = 0.23289 | 0.07498  p = 
5.6802513453E-040  phi =  0.07444   NSiniAcumul=0 >> NSiniAcumul=2  
Sup(CS) =  0.19309                                                                              
<---     esc_idade_condutor=>55 
 
Obs =  000245 | 000226  Gsup  = 0.03207 | 0.00931  p = 
4.6079846847E-040  phi =  0.08055   NSiniAcumul=1 >> NSiniAcumul=0  
Sup(CS) =  0.01552                                                                              
<---     esc_anos_carta=11_a_15anos  &  Distrito=LISBOA  &  Sexo=M  
&  TipoVeiculo=Ligeiro_Passageiro_de_500_a_1500cc 
 
Obs =  002739 | 000504  Gsup  = 0.11278 | 0.06597  p = 
4.3953696974E-035  phi =  0.06612   NSiniAcumul=0 >> NSiniAcumul=1  
Sup(CS) =  0.10038                                                                              




Obs =  006166 | 001501  Gsup  = 0.25389 | 0.19647  p = 
1.3122844069E-025  phi =  0.05736   NSiniAcumul=0 >> NSiniAcumul=1  
Sup(CS) =  0.23798                                                                              
<---     esc_anos_carta=>20 
 
Obs =  002577 | 005040  Gsup  = 0.33730 | 0.20753  p = 
1.9265716875E-113  phi =  0.12991   NSiniAcumul=1 >> NSiniAcumul=0  
Obs =  000313 | 005040  Gsup  = 0.30477 | 0.20753  p = 
5.0896031919E-013  phi =  0.04698   NSiniAcumul=2 >> NSiniAcumul=0  
Sup(CS) =  0.24146                                                                              
<---     esc_anos_carta=5_a_10anos 
 
Obs =  001215 | 001913  Gsup  = 0.15903 | 0.07877  p = 
9.8873032947E-086  phi =  0.11519   NSiniAcumul=1 >> NSiniAcumul=0  
Sup(CS) =  0.10044                                                                              
<---     esc_anos_carta=5_a_10anos  &  Distrito=LISBOA 
 
Obs =  000799 | 000970  Gsup  = 0.10458 | 0.03994  p = 
2.1018110606E-090  phi =  0.12055   NSiniAcumul=1 >> NSiniAcumul=0  
Sup(CS) =  0.05769                                                                              
<---     esc_anos_carta=5_a_10anos  &  Distrito=LISBOA  &  Sexo=M 
 
Obs =  001693 | 002761  Gsup  = 0.22160 | 0.11369  p = 
1.3943149517E-114  phi =  0.13288   NSiniAcumul=1 >> NSiniAcumul=0  
Obs =  000232 | 002761  Gsup  = 0.22590 | 0.11369  p = 
2.5742272999E-023  phi =  0.06857   NSiniAcumul=2 >> NSiniAcumul=0  
Sup(CS) =  0.14295                                                                              
<---     esc_anos_carta=5_a_10anos  &  Sexo=M 
 
Obs =  002285 | 006267  Gsup  = 0.29908 | 0.25805  p = 
1.3259610528E-012  phi =  0.03953   NSiniAcumul=1 >> NSiniAcumul=0  
Sup(CS) =  0.26959                                                                              
<---     esc_idade_veiculo=3_a_7anos 
 
Obs =  001539 | 003632  Gsup  = 0.20144 | 0.14955  p = 
3.9093776039E-026  phi =  0.06009   NSiniAcumul=1 >> NSiniAcumul=0  
Sup(CS) =  0.16423                                                                              
<---     esc_idade_veiculo=3_a_7anos  &  Sexo=M 
 
Obs =  007064 | 001969  Gsup  = 0.29087 | 0.25772  p = 
8.9786850566E-009  phi =  0.03140   NSiniAcumul=0 >> NSiniAcumul=1  
Sup(CS) =  0.28134                                                                              
<---     esc_idade_veiculo=11_a_15anos 
 
Obs =  009374 | 002329  Gsup  = 0.38598 | 0.30484  p = 
1.2484005425E-038  phi =  0.07184   NSiniAcumul=0 >> NSiniAcumul=1  
Obs =  009374 | 000291  Gsup  = 0.38598 | 0.28335  p = 
8.6207595577E-012  phi =  0.04168   NSiniAcumul=0 >> NSiniAcumul=2  
Sup(CS) =  0.36330                                                                              
<---     Sexo=F 
 
Obs =  006522 | 000925  Gsup  = 0.26855 | 0.12107  p = 
1.1394859097E-172  phi =  0.14879   NSiniAcumul=0 >> NSiniAcumul=1  
Obs =  006522 | 000129  Gsup  = 0.26855 | 0.12561  p = 
4.9695826209E-028  phi =  0.06408   NSiniAcumul=0 >> NSiniAcumul=2  
  
 
Sup(CS) =  0.22917                                                                              
<---     Sexo=F  &  esc_idade_condutor=31_a_45 
 
Obs =  003580 | 009265  Gsup  = 0.46859 | 0.38150  p = 
1.3269045299E-041  phi =  0.07578   NSiniAcumul=1 >> NSiniAcumul=0  
Obs =  000528 | 009265  Gsup  = 0.51412 | 0.38150  p = 
2.1948129841E-017  phi =  0.05373   NSiniAcumul=2 >> NSiniAcumul=0  
Sup(CS) =  0.40605                                                                              
<---     Distrito=LISBOA 
 
Obs =  001303 | 002389  Gsup  = 0.17055 | 0.09837  p = 
8.7354390561E-062  phi =  0.09630   NSiniAcumul=1 >> NSiniAcumul=0  
Sup(CS) =  0.11852                                                                              
<---     Distrito=LISBOA  &  
TipoVeiculo=Ligeiro_Passageiro_de_500_a_1500cc  &  Sexo=M 
 
Obs =  002477 | 005370  Gsup  = 0.32421 | 0.22112  p = 
1.0044477222E-071  phi =  0.10217   NSiniAcumul=1 >> NSiniAcumul=0  
Obs =  000378 | 005370  Gsup  = 0.36806 | 0.22112  p = 
1.3048066121E-025  phi =  0.06920   NSiniAcumul=2 >> NSiniAcumul=0  
Sup(CS) =  0.25009                                                                              
<---     Distrito=LISBOA  &  Sexo=M 
 
Obs =  014056 | 002995  Gsup  = 0.57877 | 0.39202  p = 
1.3039008160E-179  phi =  0.15973   NSiniAcumul=0 >> NSiniAcumul=1  
Obs =  014056 | 000416  Gsup  = 0.57877 | 0.40506  p = 
4.7818914453E-028  phi =  0.06926   NSiniAcumul=0 >> NSiniAcumul=2  
Sup(CS) =  0.52907                                                                              
<---     esc_idade_condutor=31_a_45 
 
Obs =  005311 | 014912  Gsup  = 0.69516 | 0.61402  p = 
1.2484005425E-038  phi =  0.07184   NSiniAcumul=1 >> NSiniAcumul=0  
Obs =  000736 | 014912  Gsup  = 0.71665 | 0.61402  p = 
8.6207595576E-012  phi =  0.04168   NSiniAcumul=2 >> NSiniAcumul=0  
Sup(CS) =  0.63670                                                                              











“Nobody said it was easy…”  
 
