Proper cell function depends on networks of proteins that interact physically and functionally to carry out physiological processes. Thus, it seems logical that the impact of sequence variation in one protein could be significantly influenced by genetic variants at other loci in a genome. Nonetheless, the importance of such genetic interactions, known as epistasis, in explaining phenotypic variation remains a matter of debate in genetics. Recent work from our lab revealed that genes implicated from an association study of toxin tolerance in Saccharomyces cerevisiae show extensive interactions with the genetic background: most implicated genes, regardless of allele, are important for toxin tolerance in only one of two tested strains. The prevalence of background effects in our study adds to other reports of widespread genetic-background interactions in model organisms. We suggest that these effects represent many-way interactions with myriad features of the cellular system that vary across classes of individuals. Such gene-by-system interactions may influence diverse traits and require new modeling approaches to accurately represent genotype-phenotype relationships across individuals.
Perspective
The relative importance of epistasis, whereby the impact of a genetic polymorphism depends on other variants in the genome, has been a longstanding debate in genetics. The prevalence of epistasis is undeniable from empirical studies in model organisms, where systematic screens of combinatorial gene deletion and knockdown have shown pervasive epistasis in yeasts, bacteria, worms, and flies (Butland et al. 2008; Typas et al. 2008; Tong et al. 2001; Costanzo et al. 2010; Byrne et al. 2007 ; Lehner et al. 2006; Roguev et al. 2007; Horn et al. 2011) . Although it was initially unclear if the widespread epistasis was due to large effect sizes of gross laboratory mutations, the breadth of genetic interactions has been borne out through controlled crosses within and across natural populations of research organisms (Huang et al. 2012; Rand 2017; Sardi et al. 2016; Mackay 2014; Shao et al. 2008; Ehrenreich 2017; Monnahan and Kelly 2015; Malmberg et al. 2005; Hou and Schacherer 2016 ). Yet capturing epistasis has remained a statistical challenge in large-scale genome-wide association studies (GWAS). With the increase in sample sizes, the population-level genetic variation for myriad traits has been largely explained, at least statistically, by additive models Boyle et al. 2017; Bloom et al. 2015; Sackton and Hartl 2016) . These models often include many genes [and by some arguments all genes (Boyle et al. 2017) ] that independently augment the impact of major-effect players by contributing miniscule amounts to phenotype variation. The differential support for epistasis from GWAS versus molecular genetics and controlled crosses has fueled a continuing debate as to the relative importance of epistasis in phenotypic variation and evolution (Mackay 2014; Hill et al. 2008; Boyle et al. 2017; Sackton and Hartl 2016; Manolio et al. 2009) .
A recent study from our lab suggests an alternate perspective relevant to this debate (Sardi et al. 2018 mechanisms of tolerance to lignocellulosic toxins found in plant hydrolysate used for biofuel production. The rationale was to implicate both genetic variants and mechanisms of tolerance that could be used to engineer toxin resistance, for enhanced production of biofuels and chemicals from sustainable plant material (Sardi and Gasch 2017) . Our study identified 38 single-nucleotide variants (SNVs), linked to 33 genes, that correlate with toxin tolerance beyond kinship and population relationships. Consistent with the GWAS model, much of the population variation in toxin tolerance appears to be additive across loci, since strains carrying more deleterious alleles perform significantly worse in the presence of toxins, in a linear fashion (R 2 = 0.48, p = 2.2e−16). But we discovered a surprising result in the process of allele-swap validation experiments: most of the implicated genes played strain-specific roles in toxin tolerance. We knocked out 14 genes from two strains at the opposite ends of the tolerance spectrum: 57% (8 of 14) of the tested knockouts influenced toxin tolerance-but only in one of two tested strain backgrounds. In all but one case, there was no detectable allelic effect when the gene from the other strain was introduced. Thus, whether or not the gene was required for tolerance in a given background played a bigger role than the gene's allele, revealing a major interaction with the genetic background.
The one exception was the FLO1 flocculation gene important for yeast cell aggregation, but even this case was influenced by epistasis. Haploid cells of either strain background showed decreased flocculation and increased toxin tolerance if they carried a nonfunctional allele of FLO1 but the opposite phenotypes if they expressed a functional allele. The impact of FLO1 was also influenced by environment, since robust shaking could disrupt flocculation and improve toxin tolerance despite a functional FLO1 gene. However, when the strains were crossed for reciprocal hemizygosity analysis, neither the gene nor the allele influenced toxin tolerance in the hybrid diploid. This is likely because the FLO1 gene is not transcribed in the diploid (Watari et al. 1990 ). The complicated gene-by-environment-by-genotype interactions seen for FLO1 highlight the challenges in predicting an individual's phenotype from genetic sequence information.
An unanswered question from our study is how such pervasive interactions with the genetic background could be compatible with an additive model that led us to the genes and that can account for almost half of the phenotypic variation. Epistatic interactions can be statistically absorbed into the additive components (Mackay 2014; Sackton and Hartl 2016; Huang and Mackay 2016) . Furthermore, the statistical signal of epistasis uncovered from population-level variation also depends on allele frequencies: a gene whose contribution requires an unlinked interacting allele will only contribute significantly to population-level variation if the frequency of the interacting allele is relatively high (Mackay 2014; Hill et al. 2008; Sackton and Hartl 2016) . In our case, it is possible that the model incorrectly assigned epistatic interactions to an additive component, or that our validation strains at the phenotypic extremes also represent genotypes at the extremes of the frequency spectrum and thus overestimate the prevalence of epistasis.
But another possibility is that there are classes of genetic backgrounds, within which alleles contribute additively but across which we find extensive epistasis. If the classes are few, the population-level variation could be explained by apparently small additive effects, even if the additive effects pertain to only a subset of individuals (Sackton and Hartl 2016) . These classes of individuals may be defined by myriad differences in the cellular system, which comprises the suite of alleles, transcripts, proteins, metabolites, environmental variables, and the relevant interactions between them. In this scenario, a given gene product may contribute to a phenotype in one instantiation of the cellular system, but not in another (Fig. 1) . For example, yeast strains with a skewed balance of NAD+/NADH (for reasons that may be genetically complex) may be more susceptible to reactive oxygen species that cannot be rapidly reduced (Sardi et al. 2016) . In this cellular context, genes defending against oxidative damage may be crucial for surviving hydrolysate toxins, whereas in other strains the genes are dispensable. Another example is a prediction from other work from our lab (Berry et al. 2011) : yeast cells require stress-induced polyubiquitin gene UBI4 to acquire resistance to severe peroxide treatment, but Blue nodes represent proteins involved in toxin tolerance in both of two different strains, whereas red and green nodes represent proteins differentially required in the strains. The star represents a cofactor required for tolerance in both strains. If Strain 1 has a surplus of cofactor whereas Strain 2 lacks availability, then genes influencing cofactor abundance or recycling may be important in Strain 2 but not Strain 1. Genetic variants in the green protein nodes could produce additive phenotypic effects across strains in the same 'systems' class as Strain 2 while having no impact in strains from the same systems class as Strain 1 only if they have been previously exposed to a mild heat shock that depletes free ubiquitin [synthesized during nonstress conditions from a different gene, RPL40 (Finley et al. 1989) ]. One could imagine that differences in unconjugated ubiquitin availability across strains could underlie differential requirements for UBI4 or other genes involved in ubiquitin recycling. These scenarios imply that epistatic interactions with the cellular system are higher order than pairwise gene-gene interactions, making them even more difficult to define statistically. Such differences in cellular state need not correlate with natural populations, although population differences in the cellular context could explain why many human GWAS studies fail to replicate across ethnic groups Greene et al. 2009 ).
Systems biology may provide a useful framework for mechanistic predictions of an individual's phenotype. Indeed, 'systems genetics' aims to incorporate other cellular phenotypes including transcriptome, proteome, and metabolome differences into quantitative genetic models, by invoking subnetworks of genes whose encoded proteins physically or functionally interact (Civelek and Lusis 2014; Leiserson et al. 2013) . But an underlying assumption is that the same subnetworks are relevant across individuals. Our study reveals that different genes-and perhaps different cellular mechanisms-are important for toxin tolerance in different strain backgrounds (see Fig. 1 ). Ultimately, a full understanding of a variant's contribution to phenotype would benefit from modeling the entire cellular system. In this context, proteins, transcripts, metabolites, as well as environmental features such as nutrients, temperature, cellto-cell interactions, etc., are all part of the cellular system. Modeling each individual's cellular system is unrealistic for large-scale mapping studies. However, multi-omic data could be used to identify classes of individuals, even if a full understanding of their cellular systems is lacking, such that the classes could be incorporated into statistical models. Future work will be required to test these possibilities, and controlled genetics in model organisms could shed considerable light on the topic.
Our results have implications for understanding the architecture of complex traits, but they also have important practical importance for microbial strain engineering, which was a motivation for our study. High performance in an industrial setting requires complex phenotypes that are likely polygenic. For an industrial strain to be economically viable, cells need to maintain metabolic flux toward desired bioproducts, while growing at a target rate in conditions that may not be favorable to the organism. Given that these complex phenotypes are likely influenced by a large number of variants, and since engineering strategies that work in one strain may have no impact in another, choosing the appropriate genetic background for microbial engineering is an important consideration (Sardi and Gasch 2017; Snoek et al. 2016) . Exploring new hosts for engineering, either by sampling strains and species from nature or by generating recombinant candidates from laboratory crosses, could accelerate successful engineering efforts until we achieve a better predictive understanding of phenotype from genome sequence.
