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ABSTRACT
The road infrastructure conditions are directly related to the safety
and operational cost of transportation. Potholes are defects in the
paving that affect safety on the road. Therefore, identifying potholes
is an important step in defining road maintenance and intervention
strategies. Among the approaches used to detect defects in roads
are vibration techniques, laser scanning and 3D reconstruction, and
finally methods that are vision-based. These vision-based methods
utilize image processing, considered low cost and that can be per-
formed by common two-dimensional cameras. This research aims
to combine digital image processing and deep learning concepts fa-
cilitating the recognition of pothole-like defects in road images with
asphalt paving. In order to carry out these experiments, different
network architectures were used.
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1 INTRODUÇÃO
O estado de conservação das estradas influencia diretamente no
custo do transporte e na qualidade do produto transportado. Trechos
de estradas ruins (com buracos, falhas, etc) podem causar danos
aos veículos, impossibilidade de tráfego e acidentes. Nestes casos,
o uso de rotas alternativas, quando disponíveis, podem ser uteis.
Porém, essas podem ser mais longas, gerando um maior consumo
de combustível.
Em um país de dimensão continental como o Brasil, é impor-
tante o monitoramento da situação das rodovias, principalmente,
as condições de tráfego. Dado que a malha rodoviária é a respon-
sável pela movimentação da economia entre as regiões do país. De
acordo com a 23ª edição da Pesquisa CNT (Confederação Nacional
de Transportes) de Rodovias, 59% da malha rodoviária apresenta
problemas. Sendo que, em 2018, o percentual era 57%. Também foi
observada piora na situação do pavimento (52,4% com problema), da
sinalização (48,1%) e da geometria da via (76,3%). Em 2018, a avali-
ação foi de 50,9%, 44,7% e 75,7% com problemas, respectivamente
[1].
Na pesquisa da CNT, são avaliadas as condições de toda a malha
federal pavimentada e dos principais trechos estaduais, também
pavimentados. Em 2019, foram percorridas todas as cinco regiões
do Brasil, durante 30 dias (de 20 de maio a 18 de junho), por 24
equipes de pesquisadores. Estima-se que, na média nacional, as
inadequações do pavimento resultaram em uma elevação do custo
operacional do transporte em torno de 28,5%. O maior índice foi
registrado na região Norte, mais de 38,5% [1].
A presença de defeitos, tais como buracos, reduz a qualidade
da via, o que pode aumentar o número de acidentes, bem como o
custo do transporte. Portanto, a avaliação do estado do pavimento é
necessária para desenvolver sistemas de manutenção das estradas.
O processo de coleta de dados é feito automaticamente, mas a
avaliação dos dados é efetuada de forma manual por técnicos da
área [2].
A aquisição de imagens em rodovias é um fator que contribui para
a análise e manutenção das estradas. Entretanto, essa operação pode
ser demorada, subjetiva e de alto custo, pois depende de avaliadores
humanos para identificar e marcar os defeitos nas imagens. Como
consequência, os governos enfrentam desafios financeiros e físicos
para manter as condições das redes rodoviárias [3].
Roberts et al. [3] afirmam que os métodos para identificação de
defeitos em estradas presentes na literatura podem ser agrupados
em termos do equipamento utilizado, como lasers, imagens, sen-
sores e radares. Outros métodos, menos pesquisados, são baseados
em pressão, acústica e vibração. Os métodos baseados em vibrações
se destinam apenas a levantamentos preliminares já que carecem
de precisão e confiabilidade. Os métodos baseados em reconstrução
3D sofrem basicamente de custos elevados de equipamentos [4]. Os
métodos baseados em visão utilizam câmeras e imagens 2D para de-
tectarem os buracos e trincas presentes nas estradas asfaltadas. Essa
técnica propicia um baixo custo, já que câmeras comuns podem ser
utilizadas na captura das imagens [5].
De acordo com Cao et al. [6], dentre os algoritmos de processa-
mento digital de imagens utilizados para detecção de defeitos em
estradas destacam-se limiarização, detecção de bordas e métodos
de crescimento de região. Estes algoritmos são utilizados para com-
por um conjunto de características do objeto que, posteriormente,
são utilizados como dados de entrada para efetuar o treinamento
de classificadores, tais como rede neural e máquina de vetores de
suporte. Os classificadores são responsáveis pela identificação dos
defeitos presentes no pavimento.
Cao et al. [6] afirmam que métodos baseados em aprendizado
profundo (deep learning) mudam fundamentalmente a forma de
extração de descritores e melhoram o desempenho da detecção
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dos defeitos. Com base no exposto, esta pesquisa objetiva englobar
conceitos de Processamento Digital de Imagens (PDI) e deep learning
destinado a identificação de defeitos do tipo buraco em imagens de
estradas com pavimento asfáltico.
2 CONTEXTUALIZAÇÃO
Processamento digital de imagens digitais é o termo usado para
identificar técnicas de modificação e manipulação de imagens [7].
Dentre as áreas de aplicação de PDI, é possível destacar duas: mel-
horia de informação visual para a interpretação humana e o proces-
samento de dados de cenas para percepção automática através de
máquinas [8].
A Visão Computacional é o processo de modelagem e replicação
da visão humana que, utilizando software e hardware, imita a cog-
nição humana e a habilidade do ser humano em tomar decisões
de acordo com as informações contidas na imagem. A tomada de
decisões ocorre por meio da extração de informações do mundo real
ao efetuar o processamento digital de imagens e o reconhecimento
de padrões [9].
Deep Learning é uma abordagem de inteligência artificial baseada
em redes neurais na qual a rede possui um maior número de ca-
madas – conforme a Figura 1 ilustra — e de operações. Cada camada
da rede é responsável por extrair determinada característica do
objeto presente na imagem. A informação é passada através de cada
camada, com a saída da camada anterior fornecendo entrada para a
próxima camada [10]
Figura 1: Representação de uma rede neural simples e uma
rede neural profunda [10].
O reconhecimento de objetos é uma tarefa de Visão Computa-
cional que consiste em atribuir um rótulo a um objeto presente na
imagem. Diversos fatores contribuem para tornar esta tarefa com-
plexa, como a oclusão parcial do objeto, diferenças de iluminação,
variações em cenas de fundo, além das diferentes configurações que
objetos da mesma classe podem apresentar [11].
Os recentes avanços teóricos e tecnológicos permitiram o uso
eficiente de redes neurais de múltiplas camadas nessa tarefa. Uma
das principais motivações desses desenvolvimentos é a descoberta
automática de uma descrição mais apropriada das características
do objeto [10].
Na área de Visão Computacional, técnicas baseadas na extração
de descritores e aprendizado de máquina podem ser empregadas
para a solução dos problemas relacionados à identificação de de-
feitos em imagens de estradas asfaltadas.
3 SOLUÇÃO PROPOSTA
O presente trabalho propõe utilizar algoritmos de processamento
digital de imagem e deep learning para identificar e localizar bura-
cos presentes na cena. A solução proposta visa reduzir o trabalho
custoso e subjetivo dos técnicos responsáveis pela tarefa de iden-
tificação de defeitos na rodovia. A solução pode ser aplicada em
uma etapa anterior à análise manual, com o objetivo de diminuir a
quantidade de imagens que precisam ser analisadas pelos técnicos
ou como uma forma de substituição da análise manual.
Como existe uma relação direta entre as taxas de acidentes e
as condições do pavimento, sistemas automatizados para avaliar o
estado das estradas, principalmente, identificando e classificando
os defeitos da rodovia, colaboram com a manutenção de condições
rodoviárias adequadas aos habitantes [3].
4 PROJETO DO EXPERIMENTO
Para atingir o objetivo deste trabalho, foi desenvolvido um protótipo
de software, utilizando a linguagem Python, responsável pela tarefa
de identificação de buracos no pavimento. O protótipo é dividido
em 4 partes distintas, conforme está descrito na Figura 2.
Figura 2: Representação do protótipo.
Primeiramente, a imagemde entrada passa por umpré-processamento
como intuito de remover possíveis ruídos. Após o pré-processamento,
inicia-se a etapa de identificação dos objetos (defeitos no pavimento)
presentes na cena. Por fim, o protótipo retorna a localização do
objeto na imagem, quando o mesmo é detectado. Na sequência
são detalhados os procedimentos técnicos adotados nas principais
etapas do desenvolvimento do protótipo, a saber: a preparação do
dataset e o treinamento da arquitetura de rede.
A base de dados utilizada nesta pesquisa é composta por 2235
imagens, das quais 566 apresentam defeito do tipo buraco. No total,
a base de imagens possui 1534 amostras de buracos [12]. Abaixo
estão listadas as características da base de dados:
• As imagens utilizadas foram disponibilizadas pelo Departa-
mento Nacional de Infraestrutura de Transportes (DNIT) -
Protocolo 50650.003556/2017-28;
• As capturas foram realizadas nos anos de 2014 – 2017;
• As imagens são de rodovias dos estados do Espírito Santo,
Rio Grande do Sul e do Distrito Federal; e
• As imagens possuem resolução 1024×640 pixels.
A Figura 3 apresenta alguns exemplos de imagens da base de
dados.
A base de dados contém a anotação dos objetos (defeitos) pre-
sentes na imagem – ground-truth. Além da identificação dos buracos,
a base também possui anotações dos defeitos do tipo trinca, bem
como da rodovia. As marcações estão no formato de máscaras –
imagens binárias – separadas para cada tipo de anotação: estrada,
trincas e buracos.
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Figura 3: Imagens da base de dados [12].
A anotação da estrada possui a demarcação da região total cor-
respondente à via do veículo, conforme a Figura 4.
Figura 4: Exemplo de anotação da região da rodovia [12].
A anotação das trincas e dos buracos apresenta a seleção do
defeito como um todo, mantendo ao máximo sua forma, conforme
exposto na Figura 5.
Figura 5: Exemplo de anotação de buracos (azul) e
rachaduras (vermelho) [12].
A Figura 6 mostra as máscaras separadas para cada tipo de ano-
tação - estrada, buraco e trinca - que compõem esta base de dados.
Figura 6: Exemplo da imagem original (a) e das máscaras
correspondentes à região da estrada (b), buraco (c) e trinca
(d) [12].
O conjunto de imagens foi dividido, sendo que 70% das imagens
foram utilizadas para treinamento, 10% para validação e 20% para
testes. A base de dados foi dividida de forma randômica por meio da
biblioteca scikit-learn. Os dados de treinamento são utilizados para
que a rede aprenda, enquanto os dados de validação são respon-
sáveis por fornecer uma avaliação imparcial do modelo no conjunto
de dados de treinamento enquanto os hiperparâmetros são ajus-
tados. Por fim, a base de testes é utilizada para avaliar o modelo
gerado, portanto só é utilizada quando o treinamento finaliza.
A próxima etapa foi efetuar o treinamento da arquitetura de
deep learning. Nesta etapa, foi efetuado o treinamento, por meio
de transferência de aprendizagem, de 3 arquiteturas de detecção
de objetos, a saber: MobileNet [13], Inception [14] e Faster RCNN
Inception [15]. Para executar essa etapa, foi utilizada a API de
Detecção de Objetos do TensorFlow.
O TensorFlow disponibiliza uma API de Detecção de Objetos
que permite efetuar o treinamento, bem como a exportação da rede
treinada. Para efetuar o treinamento é necessário informar o local
onde serão salvos os arquivos de checkpoint gerados durante o
processo e o arquivo de configuração do treinamento.
No arquivo de configuração foram alterados os parâmetros refer-
entes ao número de classes do novo modelo, o diretório do arquivo
de checkpoint do modelo pré-treinado utilizado e os diretórios onde
se encontram as imagens e demais arquivos necessários para efetuar
o treinamento. Também foram alterados os parâmetros referentes
a quantidade de imagens lida por etapa (batch size) e o número de
etapas do treinamento (steps).
As redes treinadas foram avaliadas por meio de testes, com um
conjunto de imagens desconhecido (20% da base de dados), para
verificar sua capacidade de detecção dos defeitos no pavimento.
424
XII Computer on the Beach
7 a 9 de Abril de 2021, Baln. Camboriú, SC, Brasil Passos et al.
5 RESULTADOS E DISCUSSÃO
Nesta seção apresenta-se os resultados obtidos a partir dos experi-
mentos realizados com o protótipo responsável por identificar os
defeitos no pavimento, bem como discute-se sobre os resultados
obtidos.
Para efetuar a análise dos resultados foram aplicadas 3 métricas
de avaliação, a saber: precisão, recall e F1-score. A inferência da rede
foi submetida a avaliação humana para determinar o número de
falsos positivos (FP), verdadeiros positivos (VP), falsos negativos
(FN) e verdadeiros negativos (VN).
A precisão permite identificar problemas de falsos positivos,
enquanto o recall ou revocação permite detectar problemas de falsos
negativos. A métrica F1-score é a média harmônica entre a precisão
e a revocação. A média harmônica tende a punir valores baixos,
dessa forma é possível obter uma visão geral do desempenho do
classificador para uma determinada classe [16].
No total, foram efetuados 12 treinamentos, são eles: arquitetura
de rede MobileNet com 4.000, 10.000 e 50.000, arquitetura de rede In-
ception com 4.000, 10.000 e 50.000 épocas, arquitetura de rede Faster
RCNN Inception com 200, 500, 1.000, 4.000, 10.000 e 50.000 épocas.
No entanto, 6 treinamentos apresentaram resultados relevantes na
detecção dos defeitos, são eles: arquitetura de rede MobileNet com
50.000 épocas, arquitetura de rede Inception com 4.000, 10.000 e
50.000 épocas e arquitetura de rede Faster RCNN Inception com
10.000 e 50.000 épocas. A Tabela 1 apresenta a precisão, revocação
e F1-score obtidos.
Tabela 1: Precisão, recall e F1-score do treinamento.
Arquitetura Épocas Precisão Revocação F1-score
MobileNet 50.000 0.36 0.68 0.47
Inception 4.000 0.36 0.68 0.45
Inception 10.000 0.36 0.69 0.45
Inception 50.000 0.53 0.45 0.48
Faster RCNN Inception 10.000 0.43 0.27 0.33
Faster RCNN Inception 50.000 0.34 0.76 0.47
Os resultados mostram que as arquiteturas de rede testadas ger-
aram resultados melhores ao serem treinadas por mais épocas. Por
meio da análise da precisão é possível concluir que todas as redes
detectaram um número considerável de falsos positivos. Sendo que,
o treinamento efetuado com a arquitetura de rede Inception por
50.000 épocas gerou valores de precisão e revocação mais equilibra-
dos, conforme exposto pelo valor F1-score.
Os experimentos foram efetuados utilizando a imagem inteira
como entrada. Logo, é importante ressaltar que durante o treina-
mento ocorre um redimensionamento da imagem. Algumas arquite-
turas reduzem a imagem para uma resolução de 300x300, o que
pode prejudicar o aprendizado de objetos pequenos ou com detal-
hes sutis, como é o caso de defeitos no pavimento. Sendo assim é
possível que o treinamento, bem como a extração de características
foram comprometidos pela mudança de resolução. Serão efetuados
novos experimentos, dividindo a imagem em blocos de diferentes
resoluções para comparar com os resultados atuais.
A Figura 7, apresenta amostras da detecção de falsos positivos. É
possível observar que a ocorrência de falsos positivos possui relação
com regiões similares a defeitos do tipo buraco nas amostras de
trinca, bem como remendos. Sendo assim, infere-se que o treina-
mento a partir de blocos da imagem permitirá a extração de detalhes
do objeto para diferenciar essas regiões dos defeitos do tipo buraco.
Outra possibilidade, considerando as marcações disponíveis na base
de imagens, é efetuar novos testes utilizando arquiteturas de rede
para segmentação semântica (por exemplo, a rede pix2pix).
Figura 7: Amostras de falsos positivos.
Na Figura 8, podem ser observados exemplos da identificação
dos defeitos (verdadeiros positivos) no pavimento.
A partir dos resultados, foi observado que o score - percentual
de probabilidade do objeto pertencer a uma determinada classe foi
em média 82%, 65%, 77%, 82%, 59% e 75% para as arquiteturas de
rede MobileNet com 50.000 épocas, Inception com 4.000, 10.000 e
50.000 épocas e Faster RCNN Inception com 10.000 e 50.000 épocas,
conforme exposto na Tabela 2, respectivamente.
O número de épocas é um hiperparâmetro do gradiente descen-
dente que controla o número de passagens completas através do
conjunto de dados de treinamento. Logo, uma vez que toda a pop-
ulação é utilizada para encontrar o mínimo local de cada iteração,
o treinamento efetuado por mais épocas aumenta as chances de
convergência para o mínimo local.
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Figura 8: Resultado da identificação dos defeitos no pavi-
mento.






Faster RCNN Inception 10.000 59%
Faster RCNN Inception 50.000 75%
O tempo médio, utilizando um Processador Intel Core i7 3.5GHz
4MB, para detectar e inferir a qual classe o objeto presente na
imagem pertence, foi de 40ms, 90ms, 80ms, 80ms, 1060ms e 980ms
para as arquiteturas de redeMobileNet com 50.000 épocas, Inception
com 4.000, 10.000 e 50.000 épocas e Faster RCNN Inception com
10.000 e 50.000 épocas, conforme Tabela 3.
Tabela 3: Tempo médio de inferência.





Faster RCNN Inception 10.000 1060
Faster RCNN Inception 50.000 980
Os resultados obtidos forneceram um norte para a continuidade
da pesquisa. Serão feitos novos testes, treinando as arquiteturas
por mais épocas, bem como analisando os hiperparâmetros de cada
arquitetura. Dentre os resultados obtidos, é possível destacar o
resultado a partir da arquitetura de rede Inception e da arquitetura
Faster RCNN Inception, ambas treinadas por 50.000 épocas.
A arquitetura de rede Inception destacou-se por detectar um
menor número de falsos positivos (39% acima damédia) e apresentar
um tempo de treinamento e de inferência menor. Já a arquitetura
de rede Faster RCNN Inception destacou-se por obter um recall 17%
acima da média. Por fim, é importante destacar que a arquitetura
de rede Mobilenet apresentou o menor tempo de inferência (40
ms). Logo, novos testes com essa arquitetura são relevantes para a
utilização da mesma em sistemas mobile e embarcados.
6 CONCLUSÕES
As contribuições desta pesquisa estão relacionadas à análise das
técnicas de deep learning que podem ser empregadas na tarefa
de identificação de defeitos no pavimento. Outra contribuição é a
averiguação das limitações encontradas na utilização restrita das téc-
nicas de deep learning para extrair as características que descrevem
os objetos (defeitos). Tais limitações podem ser tanto computa-
cionais – tempo de processamento – quanto de performance – taxa
de acertos.
O trabalho atual teve como propósito efetuar a detecção de de-
feitos do tipo buraco no pavimento asfáltico, sendo possível o in-
cremento do mesmo para identificar remendos, trincas, bem como
diferentes categorias dentro de uma mesma classe de defeitos. Ex-
perimentos considerando o treinamento com um conjunto de dados
maior são relevantes para o aperfeiçoamento deste protótipo de
software, posto que técnicas baseadas em deep learning tendem a
se beneficiar de grandes volumes de dados.
Por fim, outros possíveis desmembramentos desse trabalho são:
efetuar o treinamento de outras arquiteturas, bem como fazer um
benchmark para analisar os resultados de diferentes parametriza-
ções para efetuar o treinamento das arquiteturas de deep learning e
utilizar métricas que consideram sobreposição de retângulos (IoU -
Intersection over Union) e sobreposição exata de pixels para avaliar
o resultado.
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