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ABSTRACT \ i f > . ' ^^tUf'' 
T h i s t h e s i s e n t i t l e d " Use of Ma thema t i ca l Programming i n 
M u l t i v a r i a t e P rob lems" i s s u b m i t t e d t o A l i g a r h Mus l im U n i v e r s i t y , 
A l i g a r h , f o r t h e award of P h . D . degree i n s t a t i s t i c s . I t c o n s i s t s 
o f the r e s e a r c h work c a r r i e d o u t by me i n t h e D e p a r t m e n t o f 
S t a t i s t i c s , A l i g a r h Mus l im U n i v e r s i t y , Al i g a r h . 
O p t i m i s a t i o n p rob lems i n many v a r i a b l e s a r i s e f r e q u e n t l y i n 
s t a t i s t i c s . The me th ods o f es t i ma. t i on su c h a s t h o s e o f l e a s t 
s q u a r e s , ma. >; i m u m 1 i k e 1 i h o o d , m i n i m u m M a. r i a. n c e a n d m i n i m u m c h i 
square , a l l r equ i r e max i m i sa t i on o r m i n i m i sa t i on o f c e n t a l n 
f u n c t i o n s . The p rob lems of opt imum (Neyman) a l l o c a t i o n . D e r i v i n g 
opt imum s t r a t i f i c a t i o n p o i n t s i n s a m p l i n g t h e o r y , o b t a i n i n g most 
p o w e r f u l t e s t s i n i n f e r e n c e , f i n d i n g opt imum d e c i s i o n r u l e s i n 
dec i s i on t h e o r y , mi n i m i s i n g some m e a s u r e o f e r r o r i n c u r v e 
f i t t i n g by r e g r e s s i o n -a n a l y s i s , m i n i m i s i n g 1 o s s f u n c t i o n i n 
d i s c r i m i n a n t a n - a l y s i s , m a x i m i s i n g u - a r i a t i o n i n p r i n c i p a l 
components - a n a l y s i s of mu 1 t i'..-'.ar i a t e data, and so f o r t h h.ave been 
s o l v e d by u s i n g c l a s s i c a l o p t i m i s a t i o n methods such as 1agrange 
m u l t i p l i e r t e c h n i q u e o r t h e v ^ t r i a t i o n a l t e c h n i q u e s p r o v i d e d by 
J .Neyman ?< E .S .Pearson o r some o t h e r a n a l y t i c a l me thods . 
I n t h e -absence o f p r o p e r c o n •-.•' e x i t y -a n d s m o o t h n a s s 
c o n d i t i o n s on t h e f u n c t i o n s invo lved-^ t h e above methods g e n e r a l l y 
f a i l . The r e q u i r e m e n t o f d i s c r e t e n e s s o f s o1 u t i o n a n d t h e 
p r e s e n c e o f i n e q u a l i t y and n o n - n e g a t i v i t y r e s t r i c t i o n s f u r t h e r 
c o m p l i c a t e t h e p r o b l e m . The t e c h n i q u e s o f m -a t h e m a t i c a, 1 
p r o g r arrirri i n g p r o v i d e an e x c e l l e n t t o o 1 t o c o p e w i t h s u c h 
s i t u a t i o n •=•. T h e ma. i n p r o b 1 em , h ow e v e r , c o n •=• i s t •=• i n t h e 
•f o r m u 1 a. t i o n o i the situ a. t i o n s s o as to -fit i n t o a, p r o p e r 
mathematical programming -format,. This -formulation requires IMUft 
the con-si dera. t i on o-f the clo-seness o-f the mathematical model to 
the real situation that it represents and the availability or 
derivation o-f an algorithm or- a program package -for obtaining the 
solution from the model » 
T h e a b o '•> e t w o c o n -s i d e r a t i o n •-• -f r e q u e n 11 >- -s t a n d i n c o n t r a •=• t 
t o eac h o t her . Th e t r u e r e p r e •=• en t a t i o n o f t h e r- ea. 1 -sit u a t i o n 
genera. 1 1 y 1 eads to c omp 1 i ca t ed f u n c t i on s in the mode 1 i or wh i c h 
on 1 y an appr-ox imat e so 1 u t i on c ou 1 d be ob t a i n ed b•/ using the 
S.VB.i 1 ab 1 e sol ut i on procedures . 
The dev e 1 opmen t o-f special p u r p o s e a l g o r i t h m s f o r s u c h 
p r- o b 1 em s h a s bee n d o n e b y ma. n y -s c h o 1 a r s i n -s t a t i s t i c s a n d o t h e r 
-field-s in the recent pa-st . In this work we have developed som* 
specialised optimisation procedures which ha've been shown to be 
u s e -f u 1 in s o 1 v i n g the p r o b 1 em s a r i s i n g in m u 1 t i v a. r i a. t e 
statistics. 
The thesis consists o-f -five chapters. Chapter I presents a 
brie-f historical sketch o-f the d e v e l o p m e n t o-f t e c h n i q u e s -for-
solving the various types o-f mathematical programming problems. 
Chapter II gives the -formulation o-f v.ar-ious multivariate 
problems in statistics as mathem.at i cal programming problems. It 
is observed that mo-st of the p r o b l e m s can be a p p r o x i m a t e d as 
1i near pr ogrammi n g, c on v ex pr ogramm i n g or c on v ex Max i mi sa t i on 
probiems. 
In c h a p t e r I I I u.ie d i s c u s s some m e t h o d s -for l i n e a r a n d 
c D n ':> e X p r o g r amrti i n g p r o b 1 em s . For T in ea r p r o g r amm i n g p r o b 1 em s u.i e 
deve lop c o n d i t i o n s under lAihich a n o n - b a s i c v a r i a b l e of a non -
op t i ma 1 s i rtip 1 ex tab 1 eau r ema i n s n on - b a s i c i n t he op t i ma 1 tab 1 eau 
wha teve r be t h e v a l u e of i t s shadow p r i c e . T h i s i d e n t i f i c a t i o n o f 
n a n - b a s i c column i n a d v a n c e , r e s u l t s i n f a i r enough s a v i n g i n t h e 
c om p u t a t i o n s i n s i m p 1 e x i t e r a t i o n s . A1 s o i n t h -i s c h a. p t e r w e 
deve lop two p r o c e d u r e s , o n e f o r s o l v i n g the p rob lem of optimum 
a l l o c a t i o n i n m u l t i v a r i a t e s t r a t i f i e d s a m p l i n g u s i n g some r e s u l t s 
o f n - d i m e n s i o n a l geomet ry and anDth6?r p r o c e d u r e f o r s o l v i n g t h e 
p rob lem of s t r a t i f i c a t i o n i n m u l t i v a r i a t e s u r v e y s t h r o u g h convex 
chebyshev approx imat i o n . 
I n c h a p t e r IV t h e methods f o r non-convex programming have 
been d i s c u s s e d . T h e s e m e t h o d s g e n e r a 1 1 y h a v e v e r y s 1 o w 
cony e r g e n c e . A rap i d l y con ver g i ng a1gor i thm has been deve1 oped 
f o r l i n e a r c o n s t r a i n t s . The c u t i n t r o d u c e d i s shown t o ensu re t h e 
conve rgence of t h e p r o c e d u r e . 
The c o m p u t a t i o n a l e x p e r i e n c e w i t h p rob lems f o r m u l a t e d i n 
chap te r I I s o l v e d by u s i n g the p r o c e d u r e s i n c h a p t e r s I I I and I'-.,' 
has been g i v e n i n c h a p t e r V . 
Fa. i r 1 y c orrtp r eh en s i v e r e f e r e n c e s o f v a r i o u s p u b ! i c a t i o n = 
r e f e r r ed i n t h i s t h e s i s h a v e been g i v e n a t t h e end o f t h i s 
man u sc r i p t . The r e f e r en c es a r « ,a,r r&n qed a>^ habe t i ca 1 1 v ac c or d i n q 
t o t h e a u t h o r ^s names « / i r ' A/^. . ., 
'*,V. 
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PREFACE 
This thesis entitled " Use o-f Mathematical Programming in 
Multivariate Problems" is submitted to Aligarh Muslim University, 
Al igarh , -for the award of Ph.D. degree in statistics. It consists 
o-f the research work carried out by me in the Department o-f 
Statistics, Al igarh Muslim University, Aligarh. 
Mathematical programming and Multivariate statistics are 
the disciplines in both o-f which one usually optimises a -function 
o-f several variables. In this work we have developed some 
specialised optimisation procedures which have been shown to be 
use-ful in solving the probl em s arising in multivariate 
statistics. 
The thesis consists o-f -five chapters. Chapter I presents a 
brie-f historical sketch of the development of techniques for 
solving the various types of mathematical programming problems. 
Chapter II gives the formulation of various multivariate 
problems in statistics as mathematical programming problems. It 
is observed that most of the problems can be approximated as 
linear programming, convex programming or convex Maximisation 
problems. 
In chapter III we discuss some methods for linear and 
convex programming problems. For linear programming problems we 
develop conditions under which a non-basic variable of a non-
optimal simplex tableau remains non-basic in the optimal tableau 
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wha teve r be t h e v a l u e o-f i t s shadow p r i c e . T h i s i d e n t i f i c a t i o n o f 
n o n - b a s i c co lumn i n a d v a n c e , r e s u l t s i n f a i r enough s a v i n g i n t h e 
c o m p u t a t i o n s i n s i m p l e x i t e r a t i o n s . A l s o i n t h i s c h a p t e r we 
deve lop two p r o c e d u r e s one f o r s o l v i n g t h e p rob lem of opt imum 
a l l o c a t i o n i n m u l t i v a r i a t e s t r a t i f i e d s a m p l i n g u s i n g some r e s u l t s 
o f n - d i m e n s i o n a l geomet ry and a n o t h e r p r o c e d u r e f o r s o l v i n g t h e 
p rob lem of s t r a t i f i c a t i o n i n m u l t i v a r i a t e s u r v e y s t h r o u g h convex 
chebyshev a p p r o x i m a t i o n . 
I n c h a p t e r IV t h e methods f o r non-convex programming have 
been d i s c u s s e d . T h e s e m e t h o d s g e n e r a l l y h a v e v e r y s l o w 
c o n v e r g e n c e . A r a p i d l y c o n v e r g i n g a l g o r i t h m has been deve loped 
f o r l i n e a r c o n s t r a i n t s . The c u t i n t r o d u c e d i s shown t o ensu re t h e 
conve rgence of t h e p r o c e d u r e . 
The c o m p u t a t i o n a l e x p e r i e n c e w i t h p r o b l e m s f o r m u l a t e d i n 
c h a p t e r I I s o l v e d by u s i n g the p r o c e d u r e s i n c h a p t e r s I I I and lU 
has been g i v e n i n c h a p t e r V . 
F a i r l y comprehens i ve r e f e r e n c e s o f v a r i o u s p u b l i c a t i o n s 
r e f e r r e d i n t h i s t h e s i s h a v e been g i v e n a t t h e e n d o f t h i s 
m a n u s c r i p t . The r e f e r e n c e s Are a r r a n g e d a l p h a b e t i c a l l y a c c o r d i n g 
t o t h e a u t h o r ' s names. 
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CHAPTER - I 
INTRODUCTION 
1 • 1 Problems in many ^^ ar tables 
Mathematical programming and Multivariate statistics are 
two particular branches o-f multivariate analysis which have been 
developed independently o-f each other. The -former is a younger 
discipline having its origin in the late -forties while the later 
has had a continuous development since the beginning o-f this 
century. In both the disciplines one deals with some optimal 
decisions regarding many variables. 
Optimisation problems in many variables arise frequently in 
statistics. The methods of estimation such as those of least 
squares, maximum likelihood, minimum variance and minimum chi 
square, all require maximisation or minimisation of certain 
functions. The problems of optimum (Neyman) allocation, Deriving 
optimum stratification points in sampling theory, obtaining most 
powerful tests in inference, finding optimum decision rules in 
decision theory, minimising some measure of error in curve 
fitting by regression analysis, minimising loss function in 
discriminant analysis, maximising variation in principal 
components analysis of multivariate data and so forth have been 
solved by using classical optimisation methods such as 1agrange 
multiplier technique or the variational techniques provided by 
J.Neyman S< E.S.Pearson or some other analytical methods. 
I n t h e a b s e n c e o f p r o p e r c o n v e x i t y a n d s m o o t h n e s s -
c o n d i t i o n s on t h e - f u n c t i o n s i n v o l v e d , t h e above methods g e n e r a l l y 
• f a i l . The r e q u i r e m e n t o-f d i s c r e t e n e s s o-f s o l u t i o n a n d t h e 
p resence o f i n e q u a l i t y and n o n - n e g a t i v i t y r e s t r i c t i o n s f u r t h e r 
c o m p l i c a t e t h e p r o b l e m . The t e c h n i q u e s o f m a t h e m a t i c a l 
p r o g r a m m i n g p r o v i d e an e x c e l l e n t t o o l t o c o p e w i t h s u c h 
s i t u a t i o n s . The ma i n p r o b1 em, h ow e y e r , c o n s i s t s i n t h e 
f o r m u l a t i o n o f t h e s i t u a t i o n s so a s t o f i t i n t o a p r o p e r 
m a t h e m a t i c a l programming f o r m a t . T h i s f o r m u l a t i o n r e q u i r e s two 
c o n s i d e r a t i o n s . 
1 . C loseness of t h e m a t h e m a t i c a l model t o t h e r e a l s i t u a t i o n t h a t 
i t r e p r e s e n t s . 
2 . A v a i l a b i l i t y or d e r i v a t i o n o f an a l g o r i t h m o r a p r o g r a m 
package f o r o b t a i n i n g t h e s o l u t i o n f r o m t h e m o d e l . 
The above two c o n s i d e r a t i o n s f r e q u e n t l y s t a n d i n c o n t r a s t 
t o each o t h e r . The t r u e r e p r e s e n t a t i o n o f t h e r e a l s i t u a t i o n 
g e n e r a l l y l e a d s t o c o m p l i c a t e d f u n c t i o n s i n t h e model f o r wh ich 
o n l y an a p p r o x i m a t e s o l u t i o n c o u l d be o b t a i n e d by u s i n g t h e 
a v a i l a b l e s o l u t i o n p r o c e d u r e s . 
The deve lopment o f s p e c i a l p u r p o s e a l g o r i t h m s f o r such 
p rob lems has been done by many s c h o l a r s i n s t a t i s t i c s and o t h e r 
f i e l d s i n t h e r e c e n t p a s t . The same endeavor has been t a k e n up i n 
t h e p r e s e n t t h e s i s . 
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1.2 M a t h e m a t i c a l programminQ p r o b l e m ; 
The m a t h e m a t i c a l p r o g r a m m i n g p r o b l e m c o n s i s t s o f t h e 
o p t i m i s a t i o n ( M a x i m i s a t i o n o r M i n i m i s a t i o n ) o-f a - f u n c t i o n o f 
v a r i a b l e s w h i c h d e s c r i b e t h e l e v e l s o f a c t i v i t i e s ( e . g . 
p r o d u c t i o n o f an i t e m , or d i s t r i b u t i o n o f f a c i l i t i e s ) s u b j e c t e d 
t o some c o n s t r a i n t s ( e . g . demand r e q u i r e m e n t s f o r t h e i t e m , or 
t h e l i m i t a t i o n on t h e c a p a c i t i e s o f commun i ca t i on c h a n n e l s ) . 
I n m a t h e m a t i c a l n o t a t i o n we a r e g i v e n t h e f u n c t i o n s f(x_> 
and g^ (X) , i = l , . . . , m . T h e p o i n t x^  i s a p o i n t i n E'^ , t h e 
n -d imens i onal E u c l i d e a n s p a c e , and f ( x . ) i s a p o i n t i n E . x. 
r e p r e s e n t s a column v e c t o r w i t h n components : X j , . . . , X p , . Our 
goal i s t o s e l e c t an x^  t h a t 
-\ 
Max im ises ( o r M i n i m i s e s ) f (> i ) I 
I . . . ( 1 . 2 . 1 ) 
Under t h e c o n s t r a i n s g j^ (x )<Oj i = l , . . . , m I 
J 
If the functions f and gi are all linear, the problem in 
(1.2.1) is called a linear programming (LP) problem. If one or 
more of the functions are non-linear the problem is called a non-
linear programming (NLP) problem. Any x^ that satisfies all the 
constraints is termed feasible. A point x* that achieves the 
maximum (or minimum) of f(><^ ) over the feasible set is called an 
optimal solution. The function f is known as the objective 
function. 
- 4 -
1.3 Convex proQramminQ p r o c e d u r e s 
The g e n e r a l n o n - l i n e a r p r o g r a m m i n g p r o b l e m d e f i n e d i n 
< 1 . 2 . 1 ) becomes a convex programming p rob lem when the - f u n c t i o n i 
t o be max im ised i s concave and a l l t h e - f u n c t i o n s g i a r e convex . 
The above c o n v e x i t y a s s u m p t i o n s g r e a t l y s i m p l i f y t h e p r o b l e m . The 
c o n v e x i t y o f g i i m p l i e s t h a t t h e s e t o f f e a s i b l e s o l u t i o n s i s a 
convex s e t . T h i s p r o p e r t y t o g e t h e r w i t h t h e c o n c a v i t y o f f 
i m p l i e s t h a t any l o c a l opt imum i s a l s o a g l o b a l op t imum. 
Most o f t h e i t e r a t i v e s o l u t i o n p r o c e d u r e s f o r c o n v e x 
programming p rob lems use t h e g r a d i e n t o f t h e o b j e c t i v e f u n c t i o n 
when p r o c e e d i n g t o s u c c e s s i v e s o l u t i o n s . T h i s i s b e c a u s e t h e 
maximum r a t e o f i n c r e a s e i n t h e f u n c t i o n s i s o b t a i n e d when we 
move i n t h e d i r e c t i o n o f t h e g r a d i e n t . 
One of t h e w e l l known app roaches t h a t uses t h e g r a d i e n t i s 
" Rosen ' s G r a d i e n t P r o j e c t i o n Method " see Rosen <1960 ) . T h i s 
method r e q u i r e s each s u c c e s s i v e p o i n t t o be a f e a s i b l e p o i n t t h a t 
y i e l d s a l a r g e r v a l u e o f f t h a n t h e p r o c e e d i n g p o i n t . The 
d i r e c t i o n f r o m one p o i n t t o t h e nex t i s t h a t o f t h e g r a d i e n t i f 
i t i s p o s s i b l e t o move a p o s i t i v e d i s t a n c e a l o n g i t , w i t h o u t 
becoming i n f e a s i b l e . On t h e o t h e r hand i f t h e d e p a r t i n g p o i n t 
l i e s on t h e boundary a n d t h e g r a d i e n t p o i n t s away f r o m t h e 
f e a s i b l e s e t then one moves a l o n g t h e p r o j e c t i o n of t h e g r a d i e n t 
upon t h e b o u n d a r y . The e x t e n t t o w h i c h o n e m o v e s i n t h i s 
d i r e c t i o n i s t h e f a r t h e s t f e a s i b l e p o i n t . However, i f t h i s does 
n o t i n c r e a s e -f t h e n t h e n e x t p o i n t i s choosen t o be t h a t - f e a s i b l e 
p o i n t in t h a t d i r e c t i o n w h i c h y i e l d s t h e l a r g e s t i n c r e a s e i n 
•f. T h i s p r o c e d u r e i s then r e p e a t e d -for s u c c e e d i n g p o i n t s u n t i l 
t h e op t ima l s o l u t i o n i s r e a c h e d . 
Ano the r a p p r o a c h b a s e d on t h e g r a d i e n t i s Z o u t e n d i j k ' s " 
Methods o-f - f e a s i b l e d i r e c t i o n s " , s e e Z o u t e n d i j k (1960) . The i d e a 
t h e me thods o-f - f e a s i b l e d i r e c t i o n i s t o t a k e s . teps th rough t h e 
• f e a s i b l e r e g i o n in t h e form 
X|... ^ j = X|... + a^^ dy , . . . ( 1 . 3 . 1 ) 
where d|^. is a direction uector- and ct^. is a non-negative scalar. 
The scalar is choosen to minimise the objective -function -f with 
the restriction that the point >{^.. + i and the 1 ine segment joining 
X|... and x^.. + i is -feasible. 
The other use-ful approaches for convex programming problems 
are the " cutting plane method " by Kelley (1960), the 
"sequential minimisation technique ", by Fiacco and McCor-mick 
(1968) and the " method o-f centres " by Huard(1963) . 
An important class of convex programs is that of convex 
quadratic programs. A programming problem in which the objective 
function is quadratic and the constraints are linear is called a 
quadratic programming (QP) problem. 
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The s t a n d a r d - f o r m u l a t i o n i s as - f o l l o w s 5 
M i n i m i s e -f tX) = C'' X + X'' D X 
S u b j e c t t o A X = b 
a n d >< > a - 5 
< 1 . 3 . 2 ) 
where £ i s a row vector- w i t h n components , D i s an nxn symmetr ic 
m a t r i x , bi i s an m v e c t o r , and A i s an mxn m a t r i x ' . 
I-f D i s p o s i t i v e semi-de-f i n i t e , or more p r e c i s e l y , i-f -f i s 
a convex - f u n c t i o n on t h e convex c o n s t r a i n t s e t 
S= ( X I A X = b , X > 0 . > , . . . < i . 3 . 3 ) 
t h e n ( 1 . 3 . 2 ) i s c a l l e d a convex q u a d r a t i c programming p r o b l e m . 
Q u a d r a t i c p rograms can a r i s e i n m u l t i v a r i a t e s t a t i s t i c s 
where one has t o f i n d t h e b e s t l e a s t squa re - f i t t o g i v e n d a t a , 
when c e r t a i n p a r a m e t e r s a r e known a p r i o r i t o s a t i s - f y l i n e a r -
i n e q u a l i t y c o n s t r a i n t s . T h e p r o c e d u r e s - for s o l v i n g a c o n v e x 
q u a d r a t i c p rogramming p rob lem have been s u r v e y e d by B o o t < 1 9 6 4 ) , 
K u n s i , K r e l 1 e and O e t t l i ( 1 9 6 6 ) , B e a l e ( 1 9 6 7 ) . The most commonly 
u s e d o f t h e s e p r o c e d u r e s a r e t h o s e by B e a l e < 1 9 ' 5 9 ) a n d 
UJo l fe<1959) . The B e a l e ' s method r e d u c e s t o t h e o r d i n a r y s i m p l e x 
method when t h e o b j e c t i v e f u n c t i o n i s l i n e a r . The method of Wo l fe 
i s d i s t i n g u i s h e d by t h e f a c t t h a t i t wo rks e x t e n s i v e l y w i t h t h e 
s i m p l e x method for- s o l v i n g v a r i o u s l i n e a r - p r o g r a m s . B o t h t h e 
p r o c e d u r e c o n v e r g e t o a s o l u t i o n i n a f i n i t e number o f s t e p s f o r 
s e m i - d e f i n i t e q u a d r a t i c f o r m s i n t h e o b j e c t i v e f u n c t i o n . 
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A more intuitive method has been developed by Theil and Van 
de panne <1961> -for which the convergence is proMed only -for 
strictly convex objectives. The -form of the problem considered is 
Minimise c."^  X +X''DX 
Subject to A X < b , 
Where the non-negativity restrictions are assumed to be included 
in the constraints. 
The method works on the ground that a problem in NLP could 
be solved by applying the classical 1 agrange method i-f we knew in 
advance which of the inequalities (constraints) &re: binding (i.e. 
satisfied in equality form) in the optimum and which are not, 
Theil and Uan de panne have derived a systematic procedure for 
exploring the possible combinations of binding and non-binding 
inequalities. Using the same rationale we have developed in 
chapter -III a procedure for solving a convex programming problem 
formulated in chapter -II for optimum allocation in multivariate 
stratified sampling. 
In chapter -II we formulate the problem of fixing strata 
boundaries in multivariate surveys as a non-linear programming 
problem. The objective function is then approximated by a 
quadratic function using Tchebyshev's approximation in chapter ~ 
III. The constraints of the problem can be linearised, using the 
device of Miller(1963), and we then have the approximated 
problem as a problem of quadratic programming which can be solved 
by the available techniques for quadratic programming. 
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1 .4 Non-conv^ex prooramminQ procedures 
The general problem considered is the -following: 
Minimise -f (X) ... (1 .4.1) 
X € S 
Where i CX) is any concave -function and S is a conuex 
(polytope). It is well known that the global minimum in problem 
(1.4.1) is attained at a vertex of S. This property is used in 
most algorithms -for concave minimisation problems. The major 
di-fficulty in the development o-f e-fficient algorithms -for this 
problem is due to the fact that the problem may have many local 
solutions and thus local solution seeking methods such as those 
developed by Rosen(1960) and Go!dfarb(1969) may not lead to an 
optimal solution. The algorithms -for concave programming may be 
characterised as general purpose and special purpose. For general 
purpose algorithms (see Tuy(1964), Hu(1969), Taha(1973), 
Cabot(1974), Zwart(1974), Falk and Ho-ffman(1976)) . In special 
purpose algorithms, assumption are made on either the objective 
function (see Konno(1976), R i 11 er ( 1 966) , Murty(1969) and 
Rosen(1983), or both the objective function and the constraint 
set see Lawler(1963), Grave and Whinston (1970). 
Two o-f the most important techniques in concave programming 
algorithms Are branch and bound and cutting plane methods (see 
Thoai and Tuy(1980) -for general approaches). 
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Tu>'<1964) shows how t o c o n s t r u c t a c u t w h i c h e x c l u d e s a 
known l o c a l s o l u t i o n f r o m t h e - f e a s i b l e s e t . Recent e f f o r t s i n t h e 
1980s i n c l u d e t h e a l g o r i t h m s o f K o n n o < 1 9 8 8 ) , T u y a n d H o r s t 
( 1 9 8 8 ) , K a l a n t a r i and Rosen<1987) , Ho f fman<1986) , B e n s o n ( 1 9 8 5 ) , 
Rcjsen (1983) , and Thoa i and T u y ( 1 9 8 0 ) . 
I n c h a p t e r - I ^ we h a v e d e v e l o p e d a new c u t t i n g p l a n e 
m e t h o d f o r c o n c a v e q u a d r a t i c p r o g r a m m i n g p r o b l e m . T h e 
c o m p u t a t i o n a l e x p e r i e n c e w i t h t h e above d e v e l o p e d methods have 
been d i s c u s s e d i n c h a p t e r c h a p t e r -M w h i c h i s a l s o t h e l a s t 
c h a p t e r . 
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CHAPTER-11 
MULTIVARIATE PROBLEMS ARISING IN STATISTICS 
In this chapter, we give the -formulations o-f various 
Multivariate problems arising in Statistics as optimization 
problems.lt turns out that most of the problems -fit in the 
Mathematical programming -format. The functions involved are 
linear, convex or concave. The existing algorithms for linear, 
convex, or non-convex programming problems can, in general,be 
applied for solving them. Some special purpose algorithms will , 
however, be developed in the succeeding chapters which solve the 
above problems more efficiently. 
The following situations have been formulated in the 
present chapter as mathematical programming problems : 
Optimum allocation in Multivariate Stratified Sampling. 
Fixing strata boundaries in Multivariate Surveys. 
Regression Analysis. 
Testing of hypothesis. 
Cluster Analysis. 
Principal Components Analysis, 
2.1 Problem of optimum allocation in Multivariate stratified 
sampli no 
Let us assume that p characters Yj,...,Y are defined on 
each unit of a population consisting of N units Yj Y|^ .^ The 
population divided into L strata, the size of i-th stratum is 
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denoted by N j , i = l,...,L. Let rij units be drawn without 
replacement -from the i-th stratum, the samples in di-f-ferent 
strata being independent. Without loss o-f generality, it may be 
assumed that we are interested in the study o-f population means 
By the theory o-f univariate strati-fied sampling an unbiased 
estimate o-f Yj is given by 
I-
Xj-gt ~ -^  '*'i ^ ji ' ^ ~^ ' »P • (2.1.1) 
i = l 
N j __ , 1 n j 
where Wj = , i=l,...,L. y.^ = Z y.^^ , j=l,...,p. 
N nj k=l 
yjj^ .^. is the measurement on the j-th character o-f k-th unit 
in the i-th stratum of the sample. The sampling variance of yj^t 
is given by 
L 
'^ '^ >'jst ^"^ ^ ^ii ^i ' 0 = 1....,P ... (2.1.2) 
1 = 1 
where a^j = W^ ^ij"^ ' i = l» ••.,!-; J = l , ,p ... (2.1.3) 
1 1 
and >:^  = ( - ) , i = l , . . . ,L ... (2.1.4) 
"i ^i 
Let Cj^  be the cost of measuring all the p-charac tens on 
a single unit in the i-th stratum. Then the. total cost of survey 
c is given by 
L 
c = CQ -H Z cj nj ... (2.1.5) 
i = l 
where c^ is the overhead cost » 
- i: 
From (2.1.4), we have 
1 1 
n^ = = ... <2.1.6) 
Xi + — Ni Mi + 1 
Substituting the value o-f n^ -from <2.1.6) in <2.1.5>. We 
get 
L 
N • c • 
c = CQ + 2 . ... (2.1.7) 
i=l l + N ^ x^ 
In each stratum the sample size must be greater than or 
equal to one, but less than or equal to the stratum size. 
This yields the restrictions s 
1 < n^  < Nj , i = 1 L 
or 
1 
— 
Ni 
< 1 -
1 
• , i = 1 , . . . , L . 
^i 
1 
0 < 
n 4 
Using (2.1.4) we can write the above inequalities as 
1 
0 < Xj < 1 
•^i 
It is desired to choose 1 < n^ < N^ <i=l,...,L) which 
minimise (2.1.7) 
subject to *^^ >'st ^ - ^j } i = i t ' - • fP > ••• <2.1.S) 
where Vj 's are the upper confidence bound o-f M<y^^i ) and 
•fixed according to the desired precision. 
13 -
As CQ i s - f i xed we can 
o r 
m i n i m i z e Z N j Cj / < 1 + N j x^ ) 
maximize m = - S Nj c^ / < 1 + N^ x^^ ) 
L 
i = l 
L 
Z
i = l 
From <2.1.2) the conditions (2.1.8) may be written as 
L 
Z A^j Xj < Mj , j = 1 , . . . , p 
i = l 
F i n a l l y t h e p r o b l e m o-f a l l o c a t i o n i n m u l t i v a r i a t e 
s t r a t i f i e d s a m p l i n g may be s t a t e d as the - f o l l o w i n g p rob lem o-f 
n o n - l i n e a r p r o g r a m m i n g . 
L 
Z 
i = l 
maximize m = - Nj Cj / <1 -^  Nj Xj ) ... <2.1.9> 
subject to L 
^ ^ i j •'^ i - '^j > J = i P 
i=l ... (2.1.10) 
and 
1 
0 < Xj < 1 , i = l L. ... <2.1.11) 
Ni 
The above -formulation is due to A.R.Kokan (1963). 
We will now show the objective function is concave. 
The function Nj c^ / (1 •+• Nj^  x^ ) is strictly convex in 
Xj b e c a u s e 
cT--
- - (N . c . ) / ( l - + - N . X. ) = 2N'^ . c . / ( l + N . X. )'^ > O 
.'7 1 1 1 1 1 1 1 1 
d-" X 
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L 
T h e r e - f o r e , t h e sum o-f L such - f u n c t i o n s i . e . Z Nj^  Cj / "^l+N^ Xj ) 
i = l 
w i n a l s o be s t r i c t l y c o n v e x , wh i ch i m p l i e s t h a t 
L 
* = - Z N^ Cj^  / < 1 +N j^ x^ ) i s s t r i c t l y concave . 
i = l 
The o b j e c t i v e - f u n c t i o n i n < 2 . 1 . 9 ) i s t h u s c o n c a v e . The 
c o n s t r a i n t s i n ( 2 . 1 . 1 0 ) a n d ( 2 . 1 . 1 1 ) a r e l i n e a r . T h u s a n y 
a l g o r i t h m f o r convex programming a p p l i e d t o t h e p r o b l e m ( 2 . 1 . 9 ) 
t o ( 2 . 1 . 1 1 ) w i l l y i e l d a u n i q u e s o l u t i o n , 
Kokan , A . R . and Khan , (1967) c o n v e r t e d t h e above p rob lem i n 
t h e f o l l o w i n g c o n v e n i e n t f o r m by p u t t i n g 
''i ~ '*'i " 
L 
Minimize K(X) = S (c^ / X^ ), X=C<^ , . . . , X^ ) ... (2.1.12) 
i = l 
L 
Subject to X Ajj X^ < bj ... (2.1.13) 
i = l 
and < Xj^  < 1 ... (2.1.14) 
The upper bound limit in the last inequalities is defined 
for integral values of n^  's. Since we shall consider the values 
of X^'s to be continuous, the upper limit of X^ is fixed at m, 
where m is a positive finite real number > 1. 
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Thus we have 
1 
< 
N i 
X^ < m a = l , . . . ,L) . . . <2.1 .15) 
E q u a t i o n s ( 2 . 1 . 1 2 ) r e p r e s e n t a h y p e r s u r f a c e i n L d i m e n s i o n s and 
( 2 . 1 . 1 3 ) w i t h e q u a l i t y s i g n s a r e h y p e r p i anes o-f L -1 d i m e n s i o n s . 
The o b j e c t i v e f u n c t i o n ( 2 . 1 . 1 2 ) i s s t r i c t l y convex f o r c^>0. 
The r e s t r i c t i o n s ( 2 . 1 . 1 3 ) a n d ( 2 . 1 . 1 5 ) p r o v i d e a b o u n d e d 
convex f e a s i b l e r e g i o n fo rmed by l i n e a r i n e q u a l i t i e s . 
1 1 1 
The r e g i o n i s non-empty as X = ( , » • • • ! > 
i s f e a s i b l e . 
Strict convexity of the objective function also implies 
uniqueness of the optimum solution. It has also been shown by 
Kokan, A.R. and Khan, S.U.(I967) that the optimum solution is 
attained at a boundary point of the convex set and they give 
analytical procedure for obtaining the solution using Lagrange 
Multipliers. 
Khan, S.U. and Islam, Z.(1980) formulated the problem of 
allocation in Multivariate Surveys with a fixed budget as a pro-
blem of nonlinear programming with Multiple objective as 
fol1ows : 
L a^j 
Minimize U^ = S 
i = l n^ 
Subject to S c^  n^ < c 
L 
i = l 
ind 1 < nj < N^ , i = 1 , . . ,P 
where c is the available budget-
ar 
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A method o-f solution has been given similar to STEP method 
for linear programming, Benayonn, R.J. et a1 (1971). 
The above problem of allocation in multivariate surveys may 
also be viewed as a problem of non-linear programming with linear 
objective function and mixed ( 1inear and non-1inear ) 
constraints. 
The formulation is as follows: 
L 
Minimize K = Cp + Z Cj n^ ... <2.1.16> 
i = l 
Subject to S < b. , j=l,...,p. ... <2.1.17) 
x = l n^ 
and 2 < nj < N^ , i=l L. ... (2.1.18) 
If the overhead cost Cj^  is d roped from the objective 
function of the minimization problem it becomes linear. The 
functions in < 2.1.17) are strictly convex for as a^  ^  >0 and 
L ^ 
nj >0. For, the Hessian matrix of the function S a^ j /"n^ 
i = l 
is diagonal with j-th diagonal element as 2 a^^ ^  ^ ^j which are 
positive as a^j > 0 and n^ > 0. 
Further the conditions (2.1.18) are linear. Thus (2.1.17) 
and (2.1.18) form a convex region. 
From (2.1.18) it is clear that the set of feasible 
solutions contains at least one point, viz, (Nj,...,Nj_), hence 
it is non-empty. 
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Further the solution will be unique i-f it lies on that 
portion of the boundary o-f the feasible region which involves at 
least one of 'strictly convsK' surfaces in (2.1.17) as active. 
A procedure for solving this problem will be developed in 
the next chapter. 
When the overhead cost c^ is also considered in the above 
problem, the objective function (2.1.16) becomes concave. 
A procedure for concave minimisation problems will be 
devoloped in chapter IV. 
2.2 Problem of fixing strata boundaries in multivariate 
surveys 
The problem of cutting the strata in multivariate surveys 
is that of choosing the strata bounderies so that the stratified 
sample thus choosen gives the maximum precision for the desired 
estimates. In practice this is done by the help of an auxiliary 
variable which is closely related with the estimation variables. 
The strata bounderies obtained by the help of the given 
auxiliary variable may produce better results for some of then 
while worst for the others. In such cases strategy would be to 
put some lower limit upon the precision of less important 
variables and maximize the precision for the most important one. 
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The case o-f two strata and where the estimation variable 
itself is considered as the auxiliary variable was discussed by 
Dalenius <1957>. Later, Block (1958) considered the problem when 
the estimation variable and the auxiliary variable have a joint 
1ognormal distribution-
In the -following we consider the situation involving 
several estimation variables and state the problem as a non-
1 inear programming problem. 
Let y^ <.j = l,...,p+l) be the estimation variable and 
consider one auxiliary variable x, known as the stratification 
variable. 
Assume that each Vj < j = l , . . . ,p+1) has, a two dimensional 
1 ognormal distribution with probability density -function f (;•; ,yj ) 
given as 
• f ( > ; , y j ) = e>jp C C ] 
( 2 , 2 . 1 ) 
1 1 1 ogK - hx 2 
SKSy 2 C l - r - ^ SxSy 2 ( l - r ^ ) S;< 
1 ogx - hx l o g y , - h y . l o g y . - h y . _ ,^  
- 2 r C 3C ] - C - ~ 3^ ) ^ . , . 
Sx S y j Sy^^ 
Where h x = E ( l o g x ) 
h y j = E (1 o g y j ) 
S-^- ; . ;=var iance o-f 1 ogx 
n 
B--y . = v a r i a n c e o-f 1 o g y j 
and r j = c o e - f f i c i e n t o f c o r r e l a t i o n between 1 ogx and l o g y . 
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The variance o-f sample mean o-f /; , g<x,yj), using Neyman 
allocation -from stratified population is given as 
1 
y<x,>'j)= < Z Pyjj SXjj)^ , ... (2.2.2) 
m i = l 
Where x is the vector o-f population partition with components 
x_ jX]^  t • • • )5<p. such that 
a=XQ < Xj < ... < Xj^=b ... (2.2.3) 
a and b being known constants, S'^ Xij is the variance of the j-th 
estimation variable in the i-th stratum and 
'^i 
="yij = J J -f <i< ,y i 
i^ 
j) dyj dx . ... (2.2.4) 
Let us assume that the (p+l)th estimation variable is the 
most important one. Our problem consists in finding a cut 
X=(XQ ,x J , . . . ,X|^ ) which minimizes the variance M(x,yp+j^) of the 
(p+l)th estimation variable, 
'^ '^ '^^ i (p+l) ^ - ~ *^  ^  '^yi(p+l) Syi (p+1) '''' ••• (2.2.5) 
m i = l 
under the constraints 
( S Py^j Sy^ j)-'- < b j , j = l p ... (2.2.4) 
m i = 1 
and the restrictions (2.2.3), where b.- is the specified upper 
limit upon the variance of yj , j==l , . .. ,p . 
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M i n i m i s a t i o n o-f 
V<x,yp+1> = < Z P / i ( p + i ) S / K p + i ) ) " 
m i = l 
is equivalent to minimizing 
n 
2 P>'i(p+1) Syi(p+i) ... <2.2.5> 
i = l 
(since P's and S's are positive), 
n 
Block <1958) gave an equivalent expression -for Z Pyi(p + i) ^y^^ ^ .jj 
as 
_ _ _ „ ;p-
1 = 1 
qi qi - 2rjSyj 
(2hy.+S^y.)n -^ Sy 
^ '^ >'i(p+l) ^=^i<p+l) ~ ^ S C e ,i g<u) du J gCu) du 
i=l ^ i=l qi_i qi„i - 2rjSyj 
q -Pj-Syj 
i 
-( J g(Li) du )2 ? = T(;<,yj), say,, ...• (2.2.6) 
where g(u) is the standard normal density, and 
1 og X j - h;-! 
q^ = , i=0,l,...,n. ... (2.2.7) 
Sx 
Thus -finally we are concerned with minimization of T(x,y_^.j) 
subject to the constraints (2-2.4) and the restrictions (2.2.3) . 
The -f unctions • in (2.2.5) or (2.2.6) are so involved that it 
is hard to test them -for convexity and too much e-fforts will be 
required in obtaining an absolute minimum by using the existing 
non-linear programming techniques. 
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We g i v e i n c h a p t e r I I I a c o m p u t a t i o n a l p r o c e d u r e - for 
a p p r o x i m a t i n g a g i v e n • f u n c t i o n by a q u a d r a t i c - f u n c t i o n . The 
p r o c e d u r e used i s t h a t o-f c o n v e x C h e b y s h e v a p p r o x i m a t i o n , 
Z u k h o v i s k y < 1 9 6 6 ) . I t h a s been o b s e r v e d i n p r a c t i c e t h a t t h e 
a p p r o x i m a t e d q u a d r a t i c f u n c t i o n t u r n s o u t t o be c o n v e x . T h e 
c o n s t r a i n t s a r e a p p r o x i m a t e d by l i n e a r - f u n c t i o n s . We can thus 
o b t a i n t h e s o l u t i o n t o t h e s t r a t i f i c a t i o n p rob lem by s o l v i n g a 
q u a d r a t i c p r o g r a m . 
2 . 3 Reg ress i on A n a l y s i s 
Q u a d r a t i c p rograms can a r i s e i n m u l t i v a r i a t e s t a t i s t i c s 
where one has t o f i n d t h e b e s t l e a s t s q u a r e f i t t o g i v e n d a t a , 
when c e r t a i n p a r a m e t e r s a r e known a p r i o r i t o s a t i s f y l i n e a r -
i n e q u a l i t y c o n s t r a i n t s . 
A common p rob lem i n s t a t i s t i c s i s t h a t o f e s t i m a t i n g the 
r e l a t i o n s h i p t h a t e x i s t s ( i f any) between two random v a r i a b l e s X 
and Y; f o r i n s t a n c e , h e i g h t and w e i g h t e t c . 
I f we h a v e n p a i r s o f o b s e r v a t i o n s < X j , Y ^ ) 
< i = l , 2 , . . . , n > , we can p l o t t hese p o i n t s , g i v i n g t h e so c a l l e d 
s c a t t e r d i a g r a m , and endeavor t o f i t smooth c u r v e t h r o u g h the 
p o i n t s so t h a t t h e s e are as " c l o s e " t o t h e c u r v e as p o s s i b l e . 
Le t Y be a random v a r i a b l e w h i c h f l u c t u a t e s a b o u t an 
unknown paramete r • ; t h a t i s , Y = <t> + ^ where € i s t h e 
f l u c t u a t i o n o r " e r r o r " . 
Suppose now that * can be expressed in the form 
where Xj ,X'^ !•••» Xp_j are known constants <-for example, 
experimental yariables which are controlled by experimenter and 
which are measured with negligible e r r o r ) , and Pj <j = 
0,1,...,p-1) are unknown parameters to be estimated. If Xj are 
varied and n values, Yj > ^2 J • • • » ^n J O'f Y are observed 
then , 
Y,=^^ + Pi X,. +...+ P 1 X,- i+€<i = l , . . . ,n) , ... (2.3.1) 1 'o "• ^1 Xil *•••* V l Xi,p-i + €<i = l n), 
where X^j is the i-th value of Xj . Then we have 
r -\ 
I X;, I 
I . ' I 
Y = X P + € , where X =| . I and 
I Xn I 
L J 
Xi^ = <1. Xil Xi^p_i), ^/ = <P^ , ^ 1 ^p_i ) 
and «/ = (^ 1 €f^  ) . 
The least squares method of estimating a consists of minimi-
zing, Z Cj-^ with respect to Pj ; that is, we minimize 
i 
€'' € = < !Y - X ^1 )2 with respect to Pj . 
Now ^^^ = <Y - XP)'' <Y - X^) 
=Y'' Y - 2.P^  X'' Y+F'' X^ X F 
Differentiating (. n with respect to P and equating d ^ ^ / d p 
to zero, we get 
-2X^Y + 2X^ X ^= 0, 
or 
X-^  X ^ = X'' Y . (2.3.2) 
(2.3.2) is called the set of normal equations. I-f X is o-f rank 
p then X X is positive definite, and so non-singular. Hence we 
have unique solution to (2.3.2) given by 
P = <X^ X )'"^ X^ Y 
The least squares regression problem can be stated equivalent!y 
as 
Minimize ^^ ^ 
Subject to XF+ € = Y ... <2.3.4) 
P , € unrestricted in sign. 
Problem (2.3.4) can also be written as 
Minimize ^ i 
or 
Subject to -^ < Y - X P < € 
P unrestricted in sign, € > 0. 
/, 
(2.3.5) 
Minimize € ^ 
Subject to X.e - e < Y 
-XP - e <-Y 
.P unrestricted in sign, €> 0. 
Further define ^ = ^j ~ ^2 ' ^ 1 ' ^ 2 
p p n 
(2.3.6) 
p 
= p 
n 
0 
0 
0 
0 
0 
0 
0 ! 
0 1 
I 1 
, A = 
2' = ( Pj , ^ 2 » ^ •* f^id b = 
X 
- X 
r 
! 
1 
L 
- X 
X 
-1 
Y 1 
- Y 1 
J 
- I I 
t 
1 
- 1 1 
J 
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So we have 
M i n i m i z e Z. Q Z. 
s u b j e c t t o A Z. < b . . . < 2 . 3 . 7 ) 
I t i s known t h a t t h e per - f o r m a n c e 0+ l e a s t s q u a r e s 
e s t i m a t i o n i s p o o r when n o r m a l i t y a s s u m p t i o n on e r r o r s i n 
v i o l a t e d . I n such cases we can e s t i m a t e t h e p a r a m e t e r s a by 
u s i n g a convex c o m b i n a t i o n o f t h e mean a b s o l u t e d e v i a t i o n and 
mean s q u a r e d e v i a t i o n . 
Le t a-j^  + 0^ 2 = 1 > " j - d , i = l , 2 , N o t i c e t h a t w i t h 
2p n n n 
C' = 1 ( 0 e^ > ,C^2 i s equal t o 2 I € ^^ I = S € j ^ , 
i = l 1=1 
as €j 's are non-negative. Thus we have 
Minimize ct^  €' € + a2 2 €j ... (2.3.8) 
""1 = 1 
Subject to -€ < Y - XP < ^ , 
P unrestricted in sign, € > o. 
Minimize a^ [ Z.'^  Q Z. ] + a2 C'^  Z. ...(2.3.?> 
Subject to AZ. < b 
Here, notice that Q is a positive semi-definite matrix, 
which implies that the objective function is a convex function as 
ttj > o and (x-i £ Z. is linear. 
The formulation (2.3.9) is due to Wolfe, P.(1959), 
2.4. Problem of testing o-f hypotheses 
In attempting to reach a decision, it is use-ful to make 
assumptions or guesses about the populations involved. Such 
assumptions which may or may not be true, are called statistical 
hypotheses and in general are statements about the probability 
distribution o-f the populations. 
A test of statistical hypotheses is a procedure which 
enables us to decide whether to accept or reject the hypotheses 
or to determine whether observed samples differ significantly 
from expected results. 
If we reject a hypothesis when it should be accepted we say 
that a type I error has been made. If, on the other hand we 
accept a hypothesis when it should be rejected, we say that a 
type II error has been made. Therefore, in general , it may not be 
possible to minimize both the errors simultaneously. While 
testing, natural 1y we try for tests that keep the probability of 
type 1 error at a certain level and minimize the type II error, 
or maximize the power function. 
The problem of determining a critical region such that for 
a given level of significance, the second kind of error is 
minimized or equivalently the power function is maximized is 
known as Neyman-Pearson problem. 
Any test partitions the sample space S into two regions, y 
and S-y , such that when x n y we reject the nul1 hypothesis Ho 
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and whenever x € S-y we do no t r e j e c t Ho. The r e g i o n y a s s o c i a t e d 
w i t h a t e s t i s c a l l e d t h e c r i t i c a l r e g i o n o f t h e t e s t . L e t 
P < Y / H Q > be t y p e I e r r o r and P < S - Y / H j ) be t y p e I I e r r o r , where S 
i s t h e sample s p a c e . 
We c a l l t h e f u n c t i o n 1 - P(S-y /H> de- f ined over a l l H ^ 
Ho, t h e power - f u n c t i o n o-f t he t e s t . When H i Ho, H i s c a l l e d an 
a l t e r n a t i v e h y p o t h e s i s . 
The Neyman-Pearson p r o b l e m i s t o 
Max im ize 1 - P ( S - y / H ) . . . ( 2 . 4 . 1 ) 
y € S 
S u b j e c t t o P (y /Ho ) = a . 
We approach t h i s p rob lem -from t h e m a t h e m a t i c a l p rogramming p o i n t 
o-f v i e w . We c o n s i d e r t h e Neyman-Pearson p r o b l e m where S i s f i n i t e 
and Ho, HI are s i m p l e , 
L e t S = (x J , x-7 I ' - ' , Mg ) be t h e f i n i t e sample space and 
r * = a , 2 , . . . , S) be t h e s e t o f a l l i n d i c e s of X € S. 
Le t ^^ be t h e i n d i c a t o r o f any y € S. t h a t i s , 
1 if i ^ y 
*i = 
0 o t h e r w i s e . 
L e t a be g i v e n , 0 < a < 1 . L e t P^^ d e n o t e t h e p r o b a b i l i t y 
t h a t t h e r e a l i z a t i o n i s X j , g i v e n t h a t Ho i s t r u e . S i m i l a r l y 
P-j j^ i s d e f i n e d . 
A r t h a n a r i , T . S . & D o d g e , Y . < 1 ? 8 1 > f o r m u l a t e d t h e a b o v e 
p r o b l e m a s 0 - 1 K n a p s a c k p r o b l e m a s f o l l o w s : 
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S 
Max im i ze 1 - 2 P^^ < 1 - f^ ) . . . ( 2 . 4 . 2 ) 
i = l 
S 
S u b j e c t t o Z PQJ^ <l>j^  = a J 
i = l 
"J>j = 0 or 1 -for a n i € I * 
Problem (2.4.2) can readily be seen as a linear programming 
problem with the additional restrictions that ^^ are 0 or 1 . 
Especially when we have only one constraint, as we have in 
(2.4.2), we call it a 0-1 Knapsack problem. 
2.5 Cluster Analysis : 
Clustering problems involve partitioning a -finite set o-f 
objects into subsets (clusters, group) so as to optimize some 
function which measures the homogeneity of objects in subsets. 
When an optimal partition is thought there are two common 
variations : 
(1) The number o-f clusters is fixed in advance and 
(2) the determination of the number of clusters is a part of 
the optimization problem. 
A principle difficulty in clustering problems is the 
selection of an objective function. It seems obvious that a 
recognizable good partition has two properties : 
(i) the objects contained in a single cluster are similar to 
the other objects in it; and 
(ii) a cluster ;should be dissimilar to other cluster. 
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Uinod, H.D.<1969) formulated the above problem as an 
integer programming problem. 
Let n = total number o-f el ements or objects to be grouped . 
Z^ = value of the ith elements: i = l,2,...,n. 
ni= number of elements in jth group: j = l , . . . ,m 
m 
Also n = Z n^ 
n^- the largest number of elements that can belong to a 
single group. If this is not specified, mQ=n, 
dj j=Loss of information, or cost involved in placing 
ith element into jth group. In the simplest case 
dij = I Zi - Zj I or <Zi - Zj )2 , 
Xjj = 1 if ith element belongs to the jth group 
= 0 otherwise 
n 
n j = S X ^ j is the column sum of the elements of the 
i=l 
>: j^  J matrix . 
The problem of cluster analysis is to 
n n 
Minimize 2 2 x^ j^ d^ j^ ... <2.5.1) 
i=l i=l 
which is the total cost of any scheme of grouping, subject to the 
following constraints from (2.5.2) to (2.5.5) : 
n 
Z Xjj = 1 for al1 i=l n, ... (2.5.2) 
j = l 
which means that an Xj cannot be put in more than one group at 
the same time. 
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n 
Z >'j = m , . . . <2.5.3) 
j = l 
which means that there are exactly m groups. 
•for all j = l,2,...,n. This says that be-fore the ith element can 
belong to a group where the jth element is the leader, we must 
make sure that it is indeed a leader. 
n 
n Xj > 2 Xj for al1 j=l,...,n. ... <2.5.4') 
i = l 
K^i and y^ with i and j = l,. . , ,n are variables ... (2.5.5) 
The above problem can thus be solved as a 0-1 integer-
programming problem. 
2.6 Principal Components Analysis <PCA> : 
In statistical practice, while conducting exploratory 
studies, the number of variables under consideration is. too large 
to handle. 
Since it is the deviation in these studies which are o-f 
interest, a way of reducing the number of variables is to 
consider only those linear combinations of the variables which 
have large variations and discard others. The method of principal 
components consists in transforming the vector X into a set of 
orthogonal components. This, in effect, amounts to breaking down 
the covariance matrix of X into characteristic roots and 
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vectors. The orthogonal components are the linear combinations o-f 
X with the characteristic vectors, and characteristic roots 
corresponding to the variances o-f these components. These new 
components have the property that the sum of their variances is 
the same as the sum o-f the vaniances o-f the components o-f X. 
Thus, if only a few components are to be used to summarize the 
data, then those with smaller variances can be ignored. However, 
the method is useful only if all the variables Xj_ of the vector 
X= <Xj^  , . . . ,X ) are measured in the same unit. 
Let X be distributed with mean 0 and covariance matrix S, 
where Z is real positive-definite. Let it's eigen-values be 
It is known from the theory of matrices that there exist an 
orthogonal p x p matrix B=0^^^ ?•.., ^^^^ > 
such that ZB = B D 
or 
S = B D B^ , 
where D = diagonal < V-^ »•••? *^n "^ Consider the orthogonal 
transformat ion 
U = B-^  X 
Then u ^ , . . . , u - , t h e e l e m e n t s o f U , a r e c a l l e d t h e 
p r i n c i p a l components o f X . U j , w h i c h c o r r e s p o n d s t o t h e 
maximum r o o t t-^ j , i s c a l l e d t h e f i r s t p r i n c i p a l component and so 
on . 
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R a o , C . R . C 1 9 6 4 ) - f o r m u l a t e d t h e p r o b l e m o f p r i n c i p a l 
components as a n o n - l i n e a r programming p rob lem as f o l l o w s : 
Le t u. be t h e v e c t o r o f P l i n e a r f u n c t i o n s , P -^  X , 
^^2 ^ »" • •» ^^p ^» where g ^ ^ X £ j = 1 , P'^ i ^ E'^j = 0 , i = j . 
The r e s i d u a l v a r i a n c e i n p r e d i c t i n g X j , t h e i - t h e lement of X, 
. « 
by Uj i s 
<?ij - <.e'^ (3i Z j ) 2 - . . . - ( F^Qp Zj )2 < e^^ ( g i v e n ) , . . . < 2 . 7 . 1 > 
where S^j is the i-th column vector of X. We impose the 
conditions 
or 
<^ ii - <^^ol ^ i >^ -•••- ^ '^'op ^i >^ ^ ^i^ 
<^^ol2^i>^-^----^<^^op2i>^^<^ii-^i^ =^i^ ^^^y^' ••• <2.7.2> 
The sum of square of residual variances is 
2 <^ ii - ^^ ''ol ^ 2 ^^ol ^ ••• -^  ^''op 2 2 '^'op> 
The problem is one of maximizing 
< 2 . 7. 3 > 
'^'ol ^ ^ '^'ol ^ •••-^  •^ ''op 2 S ^^op ••• ^2.7.4) 
Subject to the conditions 
^^oi 2 ^^i = 1, i = l,...,p ... (2.7.5) 
^^oi 2 P„j = 0 , i = j ... (2.7.6) 
O^'ol S^ )2 +...+ ( ^ /(^ p Z^ )2>£j^, i = l p ... (2.7.7) 
It is known that Z is positive semi-definite. Therefore, 
the function in (2.7.4) is convex. The constraints (2.7.7) are 
non~linear. 
The methods of maximising convex function subject to some 
constraints will be discussed in chapter-IV. 
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CHAPTER-II I 
LINEAR AND CONVEX OPTIMIZATION METHODS 
3 . 1 I n t r o d u c t i o n : 
I t has been obse rved i n c h a p t e r - I I t h a t a w i d e v a r i e t y of 
m u l t i v a r i a t e p rob lems i n s t a t i s t i c s r educe t o l i n e a r o r n o n l i n e a r 
o p t i m i z a t i o n p r o b l e m s . The g e n e r a l - f o r m o-f a n o n l i n e a r 
o p t i m i z a t i o n p rob lem i s t o 
M i n i m i z e f<X) . . . O . l . l ) 
S u b j e c t t o 9 j (X) < 0 , i = l , . . . , m . . . < 3 . 1 . 2 ) 
h ^ (X) = 0 , j = 1 , . . . , p . . . < 3 . 1 . 3 ) 
and X € S . . . ( 3 . 1 . 4 ) 
where f , [ Q J ] and ih^l a r e t h e r e a l v a l u e d f u n c t i o n s of t h e 
d e c i s i o n v a r i a b l e s <Xj , . . . , X ^ > = X and S i s a subse t o f R"^  . 
When S = R" and t h e f u n c t i o n s f , [QJ^3 and Chj3 a r e a l l 
l i n e a r t h e p r o b l e m ( 3 . 1 . 1 ) t o ( 3 . 1 . 4 ) i s c a l l e d a l i n e a r 
p rogramming p r o b l e m . I f t h e f u n c t i o n s f and Cg^ 3 are convex 
and p=0 , t he above p r o b l e m i s c a l l e d a c o n v e x p r o g r a m m i n g 
p r o b l em. 
S imp lex Method ( a l o n g w i t h i t s v a r i a n t s s u c h a s r e v i s e d 
s i m p l e x or dual s i m p l e x ) s t a n d s t o be t h e most e f f i c i e n t method 
f o r s o l v i n g l i n e a r p rogramming p r o b l e m . For some l i n e a r p rob lems 
w i t h s p e c i f i c s t r u c t u r e s u c h a s o f t r a n s p o r t a t i o n p r o b l e m o r 
ass ignmen t p r o b l e m , t h e s t e p s o f t h e s i m p l e x p r o c e d u r e have been 
f u r t h e r s p e c i f i e d so a s t o s o l v e t h e p r o b l e m s t i l l m o r e 
e f f i c i e n t ! y , 
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In t h e nex t s e c t i o n , we d e v e l o p t h e c o n d i t i o n s w h i c h 
p r o v i d e some economy o+ c o m p u t a t i o n s i n t h e v a r i o u s s i m p l e x 
i t e r a t i o n s o f a g e n e r a l l i n e a r programming p r o b l e m . 
When fCX) i s a semi -de- f i n i t e q u a d r a t i c - f o r m , a n d t h e 
c o n s t r a i n t s Cgj (X)3 and C h j ( X ) ] are l i n e a r , t h e p rob lem i s c a l l e d 
a q u a d r a t i c programming p r o b l e m . The a l g o r i t h m s o-f Beal e (1951) 
and W o l f e < i959 ) a r e w e l l known f o r q u a d r a t i c p r o g r a m m i n Q . 
S p e c i a l m e t h o d s h a v e been d e v e l o p e d w h e n f < X > i s c o n v e x 
s e p a r a b l e f u n c t i o n and t h e c o n s t r a i n t s a r e l i n e a r ; Charnes and 
Lemke ( 1 9 5 4 ) , M i l l e r ( 1 9 6 3 ) . 
Rosen ' s G r a d i e n t Method (1965) d e a l s w i t h convex o b j e c t i v e 
f u n c t i o n and l i n e a r c o n s t r a i n t s . Kokan and Khan <19<S7) and Khan 
(1971) have deve loped a method f o r s o l v i n g convex programming 
p rob lems i n w h i c h t h e o b j e c t i v e f u n c t i o n i s convex s e p a r a b l e and 
t h e c o n s t r a i n t s are l i n e a r . 
I n s e c t i o n 3 . 3 , we g i v e a s p e c i a l p u r p o s e a l g o r i t h m t o 
s o l v e the convex p r o g r a m m i n g p r o b l e m a r i s i n g i n m u l t i v a r i a t e 
s t r a t i f i e d s a m p l i n g f o r m u l a t e d i n c h a p t e r - I I i n w h i c h t h e 
o b j e c t i v e f u n c t i o n i s l i n e a r and some of c o n s t r a i n t s a r e convex 
s e p a r a b l e . 
The methods o f non-convex programming w i l l be d i s c u s s e d i n 
t h e n e x t c h a p t e r . 
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3.2 A Generalized Criterian -for the Basis Vectors of the Final 
Simplex Tableau : 
Cheng (1980) presented two "new criteria -for simplex 
method", using which columns (variables) o-f a simplex tableau can 
be identified that may be dropped from further consideration as 
they do not appear in the basis of the optimal solution. These 
criteria are applicable to those non-basic variables, for which 
the corresponding shadow price Zj - Cj , in a maximization non-
degenerate problem, is positive. 
Brosius (1981) extended these conditions for degenerate 
problems. Tel gen (1981) proved these results through a different 
approach. We develop here the conditions under which a non-basic 
variable of a non-optimal simplex tableau remains non-basic in 
the optimal tableau whatever be the value of its shadow price. 
Derivation of the condition : Consider the 1inear program 
Maximize ,Z = C X 
Subject to A X = b , 
X > 0 
(3.2.1) 
where 
C; / _ 
1 and X' = ( Xi , Xo , . . . , x^^ ) 
We assume that the problem in (3.2.1) has a finite optimal 
value Z* . Let B be the current basis and 1et A = (B,N) and 
c/ = ( c / ii p J k. N C^M) 
Then , 
Zj = c/ ^ ^ &^ <j = l , 2 n) . 
Cons ide r a n o n - b a s i c y a r i A b l e Xj . Le t < £ j ~ sLj >i deno te 
i th e lement o f ^ ' ' a j , and - f i nd a n o n - z e r o . 
e = Min 
i < ^ ^ b >j 
No te t h a t ^ " ^ b > 0. and ( P~^ ^ ^ i > ° ^^^ ^ * l e a s t 
one i so t h a t 0 i s d e - f i n e d . 
Then , 
• 1 ^ . _ . . - 1 p '• a, - e F ^ b > a ; 
and i-f P"^ a j > 0 , then e > 0 . . . ( 3 . 2 . 2 ) 
Suppose ^ i s t h e b a s i s m a t r i x c o r r e s p o n d i n g t o t h e 
o p t i m a l s o l u t i o n , t h e n f r o m t h e K u h n - T u c k e r c o n d i t i o n s f o r 
p r o b l e m ( 3 . 2 . 1 ) we have 
C' '^ p - l * p > cf'^ . . . . ( 3 . 2 . 3 ) 
From ( 3 . 2 . 2 ) and ( 3 . 2 . 3 ) we o b t a i n 
c'^ ^^ ^~^*^(^~^aj-e^~^ b)>c^ o~^ aj-e p~^ b) 
o r 
Z j * - e z * > Zj - ^ ZQ ' 
where Z j * - C^^ ^ " ~ 1 * ^ ^ 
and I^ is the value of the objective function for the current 
solution. By adding Cj to both sides we obtain, as in Brosius 
(1981) and Cheng (1980) s 
Zj* - Cj > e ( Z* - ZQ > + 2j - Cj. ...(3.2.4) 
Remark : " If P is any basis of (3.2.1) and D any dual 
feasible basis, then we have Zj-,j - Cj > o if for some 
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e, P~l a^ > e Xp and Z^^ - C^ - e < ZpQ - Z^ ) > o." 
Statement o-f the criterion : Applying the above remark to <3.2.4) 
we conclude that X^ is non-basic in the -final simplex tableau if 
e L + Zj - Cj > 0 , 
where L is any number known to satis-fy 
Ci) 0 < L < Z* - 2^ whenever e > 0, 
and 
<ii> L > Z - ZQ whenever 0 < 0. 
Or, in other words, Xj does not appear in the final basis if 
e < - -±- . 
3 . 3 A P r o c e d u r e f o r t h e p rob lem of Qptinrium A l l o c a t i o n i n M u l t i -
v a r i a t e S t r a t i f i e d Samp l i ng : 
We f o r m u l a t e d t h e p r o b l e m o f o p t i m u m a l l o c a t i o n i n 
m u l t i v a r i a t e s t r a t i f i e d random s a m p l i n g i n c h a p t e r - I I as f o l l o w s : 
L 
M i n i m i z e Z c^ n^=a <say> . . . ( 3 . 3 . 1 > 
i = l 
•- ^ i j 
Subject to S < bj , j = l p ... <3.3.2) 
i = l n^ 
and 2 < n^ < N^ ,i=l,...,L ...<3.3.3) 
The objective function (3.3.1) is linear . The functions in 
(3.3.2) are strictly convex for a^jXI) and nj^>0. 
Further the conditions in (3.3.3) Are linear. Since the 
objective function (3.3.1) is linear, the optimum Solution will 
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be attained at some boundary point o-f the -feasible region -formed 
by <3.3.2) and <3.3.3). In order to identi-fy this point o-f the 
boundary sur-face, we start -from the objective hyper plane 
represented by <3.3.1> for a = 0, and then shift it upward by 
increasing the value of oc until it first meets any one, say, jth, 
of the hypersurfaces in (3.3.2). 
Using the results of L dimensional geometry the point of 
contact of (3.3.1) and j-th hyperplanes surface in (3.3.2) can be 
found in the following way: 
The objective hyperplanes (3.3.1) is 
L 
S c j^  n j^  = a . 
i = l 
The equation of the j-th constraints hypersurface in (3.3.2) is 
^i 1 
Z = bj . ... (3.3.4) 
1 = 1 Hi 
L 
M u l t i p l y i n g ( 3 . 3 . 4 ) by it n^ ^ we g e t 
i = l 
Z ^ i j lt n^ = b j It n i . 
i = l i = l 1 = 1 
i = r 
Consider the equation, 
L L L 
li <n.>= S a^ j^ It n^ - bj It nj =0 ... (3.3.5) 
i=l i=l i=l 
i=^ r 
The e q u a t i o n of t h e h y p e r p l a n e s t o u c h i n g ( 3 . 3 . 2 ) a t 
a = ( n J J • . . >ri|_ ) i s 
- 38 
L d m 
Z < Hj - n/) =0. ... (.3.3.6) 
i=l d n^ 
d * 
Obtaining , i=l,...,L from (3.3.6) and substituting 
d n.j 
in (3.3.8) we get the equation of the required hyperplanes as 
L L L L L 
Z n. CZ a ^ . It n^^ - b. it n.'^ > + b . it n_ '=0 . . . ( 3 . 3 . 7 ) 
1=1 1=1 S=l S=l S = l 
s ^ i s i * r Sifci 
s # i 
( 3 . 3 . 7 ) w i n r e p r e s e n t ( 3 . 3 . 1 ) i f 
L L L L 
/ / / 
{ Z a ^ j It n^ - b j It n^ ' y/c^=-(.hj If n^ > / a , i = l , . . . , L , j = l , . . ,p , 
i = l s = l s = l s = l . . . ( 3 . 3 , 8 ) 
s 4 r s=ifci 
s ^ i 
T h e r e l a t i o n ( 3 . 3 . 8 ) i s o b t a i n e d b y c o m p a r i n g t h e 
c o e f f i c i e n t s o f n^ i n < 3 . 3 . 2 > a n d ( 3 . 3 . 3 ) s i m p l i f i c a t i o n o f 
( 3 . 3 . 8 ) g i v e s 
nj^ = - AJ ( A ^ J a / Cj^  '-'j ^ » ^~^ '-• • • • ( 3 . 3 . 9 ) 
We d i s c a r d t h e n e g a t i v e r o o t a s i t l i e s o u t s i d e t h e 
f e a s i b l e r e g i o n . Now t h e p o i n t ( 3 . 3 . 1 1 ) a l s o l i e s on ( 3 , 3 . 1 ) and 
t h e r e f o r e , 
L 
Z Cj i-i ( a ^ j a / c^ b j ) J = a , 
i = l 
o r 
L 
.la = Z Ci U ( a ^ j / Ci b j )> 
1 = 1 
L 
= Z iA ( a ^ j c ^ / b j ) . . . . ( 3 . 3 . 1 0 ) 
i = l 
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L 
/ izi 
If (3.3.11) satisfies (3.3.2) and (3.3.3) it will provide 
an optimum solution. The case where (3.3.2) are satisfied but one 
on more restrictions in (3.3.3) are violated is discussed below. 
If some of the constraints in (3.3.2) are violated then we 
choose that constraint, say s-th, for which the difference 
between R.H.S and L.H.S of (3.3.2) is maximum. Then the point of 
contact of <3.3.1) with the intersection of jth and sth 
constrained hypersurfaces is calculated. The equation of the 
family of hypersurfaces passing through the intersection of the 
jth and sth hypersurfaces is 
L a . . L b. ^  
IJ IS 
<X - b . > - V- (.X - b- ) = 0 
i = l nj i = l r\j^ 
Rearranging we get 
•- ^ ij - ^ *is 
2 = bj- H bg, ... (3.3.12) 
i = l n^ 
Where 1* is an arbitrary parameter to be determined such that 
(3.3.12) touches (3.3.1), 
The point of contact of (3.3.7) and (3.3.2) is 
<t.j - ^' b^) Ci 
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(3.3.13) also lies on each of the two hypersurfaces corresponding 
to j and s. Substituting <3.3.13) in the equation o-f the two 
hypersurfaces we get 
S {^ Tc'i (a^j bg - a.^^ b^y y/i^fC^U'^^^n^j^^') ^=0 . ... (3.3.14) 
i = l 
f can be eliminated from <3.3.13) and <3.3.14) and we get the 
required values of n'^. If these values of n ^  satisfy <3.3.2) 
then the point given by (3.3.13) will be optimal. If some of the 
constraints in (3.3.2) are again violated we proceed further in 
the same manner and calculate the point of contact of (3.3.1) 
with the intersection of the three hypersurfaces of (3.3.2) which 
correspond to j's and r where r is such that the difference 
between the two sides of (3.3.2) is maximised for r. 
Proceeding in this way if we arrive at a stage where the 
point of contact of (3.3.1) lies on the intersection of t 
hypersurfaces, t>2, then (t-1) arbitrary parameters t-^j ,...,|A^_J 
are to be eliminated by some successive approximation method. 
The restrictions (3.3.3) are seldom violated in practice by 
the solution obtained. However, if some of them are violated we 
may use the following heuristic rule to find the solution. 
(i) If for any i, n^ > N^, we put ni=Ni for that 'i' and solve 
again the problem for the remaining L-1 strata. 
(ii) If for any i, n^ < 2, we put n^=2 for that 'i' and solve 
again the problem for the remaining L-1 strata. 
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3.4 A Procedure f o r problem of f i x i n g s t r a t a bounder ies i n m u l t i -
v a r i a t e surveys 
The prob lem of f i n d i n g s t r a t a b o u n d e r i e s in m u l t i v a r i a t e 
s u r v e y s was f o r m u l a t e d in c h a p t e r - I I a s t h a t of f i n d i n g t h e 
p o i n t s X Q , K J , . . . , X ^ which min imize t h e f u n c t i o n 
..........j.,,..,, .„,..., 
f ' 
Where Py i ( p + l ) J J ^<>' 'yp+i> dyp+i dx , 
4 - 1 - ^ 
and ^yno+i) i s t h e s t a n d a r d d e v i a t i o n of ( p + l ) t h e s t i m a t i o n 
v a r i a b l e s in i t h s t r a t u m , Under t h e c o n s t r a i n t s 
1 " 
- < 2 P>'ij s x i j ) - i b j , i = i 
m i = l 
<3.4 .2> 
and the conditions 
a =XQ<X3^<X2^ ... ^Xn=bj ••. <3.4.3) 
where bj's a.re the required upper limits upon the variances of 
VJ, j=l,...,P. 
Below we give a computational procedure for approximating 
the functions appearing in (3.4.1) and (3.4.2) by quadratic 
functions. 
Consider 'P' convex smooth functions 
f£(X)=f^(Xi ,..., Xp,) , t = l,...,P ... <3.4.4) 
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de-fined on a convex region j. The convex Chebysheb approximation 
problem (Zukhov i sky, 1966) for the function "^^^t^ consists in 
finding a point X* n j for which 
Max f^<X*)=Min Max ft^X), ... (3.4.5) 
t x€0 t 
since the function Max f^<X> is convex, the convex Chebyshev 
t 
approximation problem is also a convex programming problem. 
Our object is to approximate the non-linear function 
* <X, Yp^ .1 ) = * <a) , say, 
given as 
J n 2hyj+Syj n ^Vj'^ 2 P>'i(p + 1) Syi(p+i) = e Z ie J 9(u)du 
i=l i=l qi_i 
qj -2rj Syj J^i-^j ^Yj 
j g(u)du - ( i g(u)du)^ }^ 
qi-l-^-^j Syj qi-i-i-j Syj . . (3.4.6) 
by a quadratic function 
n n N 
S S a^j qj qj= 2 a^ <l'|_<a> J S^>' ••• (3.4.7) 
i=0 i=0 L=l 
where qr(.q^, q^ q^ > j 
%. = *ij 
*L = q^  q j , L=<n+l)i + j + l , i=0,l,...,n, j=0 n; and N=<n + l)'^. 
Since the components of a , as defined in <3.4.6), are the limits 
of integrals of the standard normal density it may be assumed 
that -4 i q < 4. Let m represent a narrow spaced grid of the 
- 43 -
points £. We evaluate the -functions *j ^^ > t L=l , . . . ,N 
and *<q^^'> at each point q^^^ o-f * . 
Then the ChebysheM problem o-f approximating the -function 
N 
*<a> by the quadratic -function S lx^_ *|_ <a> consists in -finding 
1 = 1 
,w, •¥• • -M* 
ct = (.a-j^ 5 «2 J • • • > «|^  ) , such that 
N 
Max 1 S * <Q}^^ > - * <i9.^ *^  ) i 
t^ fi L=l 
N 
S 
C3(i t€0 L=l 
= Min Max Z a^ ^^_<.q^^'* >-<(>(. q^^^ ^ . . . (3.4.8) 
It. can be seen that the -function 
F<a)=F<aj , a^ ^ s-'-j a^ '' 
N 
= Max ! 2 a^ *|_< q ^^^  >-*< q ^ ^^ > ! , ... (3.4.9) 
teO L=l 
IS conve;' 
Consider- a^ ^  ^  =(0-.^  ^  ^  ^  ,..., oc^., ^  ^  ' ) , a^^^=< a^ ^ ^^ , ..., a^ /'^ ^ ) 
and a = J^  c< ^  ^  ^  -t- (1-H) o: ^ -^^  , where 0 < 1^  < 1 . Then we must 
show that 
N N 
Max I 2 ctL *L^^^^^ )-<t>(q ^ ^^ ) I U^ Max | Za,^^^ *(a^ ''^ -^ ) 
ten L=i ten L=i 
-*(a''''^ b l-Kl - H) Max I S OCL''-^ ^ *,_ (a^^^ )-*<a^^^ > I ••• (3.4.lO) 
ten L=i 
»Le-ft hand side o-f (3.4.10) gives 
4 4 
N N 
Max I S a, *L (^^^ ^ ) -*«;a^^^ > !=Max ! S <H «!_ ^ ^ ^  + 
N 
= Max m { 2 ttL^^^ *|_(a^^^ >-Y*^-a^^^ ^^ + 
t € 0 L=l 
N 
L = l 
Now -from t r i a n g u l a r i n e q u a l i t y , we have 
N N ^ 
ItA { S a | _ ^ ^ ^ 4»L.*^a''^ ^ >-*<a^*^ >> + <l-t^> I S cy-L^^' "^L ^^^^^ '> 
L=l • L=l 
N 
L=l 
N 
L = l 
s i n c e V-, 1-V- > 0 . T a k i n q maximum o v e r t^O on b o t h s i d e s , we g e t 
N ' N ^ 
Max I \^ C S a^^^^ ^^<Q_^^h-<^<Q,^^'^ ^ y+< l-\^y i X a-^ ^^'> $<Q_^^^ ) 
t € 0 L=l L=l 
N 
- <l»(a^^^>> 1^  ^^  Max I Z CXL^^^ 4-^^^^^^ ^~**^' '^^^^ I 
t € 0 L=l 
N 
+ (1 - t^ ) Max I Z ffL^'"^ •L*^*^^^^ ' ' " * L ' ' ^ ^ ^ ^ ^ ' • " • < 3 . 4 . 1 2 > 
teo L=l 
Which i s ( 3 . 4 . 1 0 ) . 
We may t h u s s o l v e t h e p r o b l e m i n < 3 . 4 . 8 > by t h e c l a s s i c a l 
o p t i m i z a t i o n t e c h n i q u e s . T h e v a r i o u s s t e p s o f a r a p i d l y 
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c o n v e r g i n g a l g o r i t h m d u e t o F l e t c h e r a n d Powel ( 1 9 6 3 ) a r e a s 
•f o l 1 Dws : 
1- We s t a r t w i t h a p o s i t i v e d e - f i n i t e m a t r i x G a n d some 
i n i t i a l p o i n t a . For c o n v e n i e n c e Gj can be choosen t o be 
t h e i d e n t i f y m a t r i x a l s o compute 
& -f 
— ) i<o> = < ) 
£ a a 
At the computation o-f i-th iteration one will have values o-f 
G/i^ and d<i> 
2- Calculate S^^^ = - 6^ ^^ ^ d^ ^^  
3- Find a^ i-*-!^  = a^^' + e^^^ S^i> , 
where e^^^ is scalar such that it minimizes F ( a^^^+ e^^^ S^ '^*) 
I-f F< a^ '^')-F<a'^ '^*'^ '')< i , -for € sufficiently small than go 
to step 6. Otherwise go to step 4. 
£ f 
(i + i) 4- Calculate d^ "^^ '^ = < > £ a a' 
s(i) = a^ i"^ l> - a^^^ 
and t<i^ = d^ i-^ 1^  - d<i> 
Calculate G^ "^^ ^^  = G^^^ 
^ ( i ) (3(1) ^(i) 
c.(i)/ Q(i>/ 
g (i) / Q<i ) 
The steps 2 to 5 are the repeated at the values pertaining 
to (i+1). The process is continued until from step 3 sre required 
to go to step 6. 
6- a.^_ = a 
m a 
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* = a<i+l^ 
is the required solution. 
Minimisation in step 3 is done as follows : 
Let F < ct^ '-^  + e S^^' ) = $ < e^^^ > 
(i> Find Nj_ = MAX 1 S J ^ I and divide each component o-f 
S^^^ by N^ 
(ii) If (tCl) > *<o), calculate * (.^^ ) for 0^ = >4,>4,, 
until * <e^ > < ^(o). Let a = 0, bj = 0 and^ Cj^  = 20 
and go to step (iv) . 
<iii> If * (1) < * (o), calculate * < ^i > +or- e^ = 0, 
2,4,..., a, b, c, until * (b) < * <c>. 
<iv> Calculate O^ from 
*<a) <c^ - b-^  )+ « <b) (a^-c^ >+ (f (c > (b^ ^ - c' 
e. = -
IXa) <c - b> + *<b) <a-c) + (Kc) C b - c ) 
<v) If * (Oj^  ) < * <b) accept ^^ is the desired Malue 
^^^' , otherwise accept b as the desired value of O^ -"-' 
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CHAPTER-IV 
CONCA<v>E OPTIMIZATION METHODS 
4 . 1 I n t r o d u c t i o n : 
The gene ra l -form of concave m i n i m i s a t i o n p rob lem i s t o 
M i n i m i z e •f(X) . . . ( 4 . 1 , 1 ) 
S u b j e c t t o 9 i<X) < 0 , i = l , . . . , n . . . < 4 . 1 . 2 ) 
h j^<X)=0, i = l , . . . , p . . . ( 4 . 1 . 3 ) 
and X € S € R" 
where -f i s a concave - f u n c t i o n o f t h e d e c i s i o n v a r i a b l e s 
(X I , . . . ,Xn)=X and C QJ > a n d i h^ > some r e a l v a l u e d 
f u n c t i o n s o f X . 
The p r i n c i p l e d i f f i c u l t y i n concave m i n i m i s a t i o n a r i s e s due 
t o t he f a c t t h a t a l o c a l minimum i s no t n e c e s s a r i l y an a b s o l u t e 
min imum. Howev e r , i t i s known t h a t t h e a b s o l u t e m i n i m u m o f a 
concave f u n c t i o n over a bounded p o l y h e d r a l s e t i s o b t a i n e d a t an 
e x t r e m e p o i n t o f i t , Charnes and Cooper ( 1 9 6 1 ) . I n 1964 , T u i gave 
a p r o c e d u r e f o r s o l v i n g concave m i n i m i z a t i o n p rob lems w i t h l i n e a r 
c o n s t r a i n t s . R i t t e r ( 1 9 6 5 , 1966) p r e s e n t e d a p r o c e d u r e wh ich i s 
c l a i m e d t o s o l v e t h e p r o b l e m o f m i n i m i z a t i o n o f n o n - c o n v e x 
f u n c t i o n s w i t h l i n e a r c o n s t r a i n t s . I n t h e c a s e w h e r e t h e 
o b j e c t i v e f u n c t i o n f ( X ) i s Q u a d r a t i c , R i t t e r ' s Method i s c l o s e l y 
r e l a t e d t o t h a t g i v e n by T u i . F u r t h e r i m p r o v e m e n t s a n d 
d i s c u s s i o n s over t h e s e p r o c e d u r e s w e r e g i v e n by C o t t l e a n d 
M y l a u d e r (1970) and Zwar t ( 1 9 7 4 ) . 
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4.2 Methods for n on-con vex proorammiriQ 
A substantial amount o-f research e-f-fort over the past 20 
years has been devoted to the concave minimization problem, much 
of this research is based on Tuy's (1964) paper. An important 
idea in Tuy's paper is the construction o-f a cut <hyperplane> 
which can be used to exclude part of the feasible domain (now 
known as the Tuy cut). Tuy also proposed partitioning the 
feasible domain by cone splitting. The Tuy cut was subsequently 
generalized by Glover (1973), who also provided a theoretical 
basis for what he calls a convexity cut. 
A significantly new approach is the algorithm for the same 
class of problems developed by Fa Ik and Hoffman<1976> , which 
effectively uses piecewise linear under estimation functions. 
Since 1975, a number of new algorithm have appeared, 
including that of Horst<197<6), who developed a global 
minimization branch and bound algorithm, and McCormick((1976), 
who described procedures for obtaining tight under estimation 
convex functions for factorable nonlinear programming problem-
Thoai and Tuy(1980) described an improved global optimization 
algorithm for linearly constraint problem based on Tuy (1964) work 
Recent efforts in 1980s includes algorithms of Hoffman(1981 ) , 
Rosen (1983), Benson (1985), Falk & Hoffman (1986) and Kalantari 
8< Rosen (1987) . 
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4.3 A new Cuttino Plane •for Linearly Constrained Conca^^e Quadratic 
minimisation proorams : 
We deriMe in this section a new cutting plane and then 
develop a rapidly converging algorithm -for linearly constrained 
concave programs. At each iteration, the new cutting plane 
removes -from the feasible region a local minimum al ongwith its m 
adjacent vertices. At the various iterations we require only the 
simplex pivot operations. 
We s.re concerned with the problem of finding 
Minimise f<X) ... <4.2.1> 
X € S 
where f ( X ) = C'' X+ X^ DX . . . < 4 . 2 . 2 ) 
and S=tX !AX<b, X >0> € R" . . . ( 4 . 2 . 3 ) 
Here A i s an M x n m a t r i x , b i s an M v e c t o r , D i s n x n n e g a t i v e 
s e m i - d e f i n i t e m a t r i x , C and X a r e n column v e c t o r s . As s t a t e d 
e a r l i e r t h e G loba l m i n i m u m o f t h e p r o b l e m i s a t t a i n e d a t a n 
ex t reme p o i n t of t he bounded convex p o l y h e d r o n d e f i n e d by l inear -
c o n s t r a i n t s . 
T u i (1964) shows how t o c o n s t r u c t a c u t f o r t he p rob lem 
( 4 . 2 . 1 ) t o ( 4 . 2 . 3 ) wh i ch e x c l u d e s a known l o c a l s o l u t i o n f rom 
f e a s i b l e s e t . 
However , t h e i n t r o d u c t i o n o f T u y ' s c u t may i n c r e a s e t h e number of 
ex t reme p o i n t s o f t h e f e a s i b l e r e g i o n . The m e t h o d , t h e r e f o r e , may 
n o t be f i n i t e . Zwar t (1973) was a b l e t o show an example of such 
n o n - c o n v e r g e n c e o f t h e T u i ' s m e t h o d . He a l s o e s t a b l i s h e d t h e 
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c y c l i n g o f R i t t e r ' s m e t h o d [ 1 9 6 6 ] - for t h e g e n e r a l q u a d r a t i c 
p rogramming p r o b l e m . Some improvements i n t h e p r o c e d u r e -for t h e 
p rob lem de- f ined i n ( 4 . 3 . 1 ) t o ( 4 . 3 . 3 ) were g i v e n by Cabot (1974) , 
Zwar t < 1 9 7 4 ) , Ho rs t ( 1 9 7 6 ) , T h o a l a n d T u i ( 1 9 8 0 ) , a n d Rosen 
(1983) . 
The c u t t i n g p l a n e d e v e l o p e d i n t h i s s e c t i o n i s based on t h e 
second a d j a c e n t , ex t reme p o i n t s t o t h e c u r r e n t l o c a l s o l u t i o n . 
These a r e d i r e c t l y a v a i l a b l e -from t h e s i m p l e x t a b l e of a l i n e a r 
p rogram s i m p l y t h r o u g h p i v o t o p e r a t i o n s . 
D e r i v a t i o n o-f t h e C u t t i n g P lane s 
Le t XQ be a l o c a l s o l u t i o n t o t h e p rob lem < 4 . 3 . 1 ) - ( 4 . 3 . 3 > . 
I t i s known t h a t X_ s h o u l d be a v e r t e x o-f t h e f e a s i b l e domain 
—KJ 
S ^ R" . 
We assume that the feasible vertices adjacent to X^ are 
exactly, n. Denote by Xj » • • • » Hn* , the n« adjacent 
feasible vertices to X- . Each of the points Xi* ,..., K.* 
also has some feasible vertices adjacent to it. Note that there 
may be some vertices adjacent Xj* which are again , from the 
set X^ .We define the second adjacent extreme points to X,., 
•wJ " " " O 
as those vertices which are adjacent to and different from X., 
Let the distinct second adjacent extreme points to X be 
><1**> • • • » ^ * * » where 
51 
*•* 
X 
u J 
) J — l j . . . 5 r l i < 4 . 2 . 4 > 
w i t h X j ^ > 0 , i = 1 , . . . , n 
* 
i s a l o c a l s o l u t i o n , we n o t e t h a t none o-f t he 
p o i n t s X j " j - . ' 5 X^ i s a c a n d i d a t e f o r a n o t h e r l o c a l 
s o l u t i o n t o ou r p r o b l e m . We, t h e r e - f o r e , c o n s t r u c t a c u t t i n g p l a n e 
which w i l l e x c l u d e X^ a l o n g w i t h a l l i t s a d j a c e n t e x t r e m e 
p o i n t s -from S, 
An (n-1) dimensional hyperplane in n dimensions through 
a point X = < Xj , . . . , Xj^  )' is given by 
tj Xi + ... -H t^ X^ = 1 
where t 1 » 
(4.2.5) 
, t|^  are arbitrary constant. Let this hyperpl ane 
pass through n o-f the M distinct points in (4.3.4). Denote the 
set o-f these n distinct points by CSAAN} . Then we have 
tj Xj-* +...+ t^  X^ ,^  =1 , j € CSAAN) , 
where X- =<Xj"' ,..., Xj^ "') is the .j-th second adjacent extreme 
point to XQ. In matrix notation, 
e" < x^ ) x**= 1 (4.2.6) 
where t'(XQ)=(tj , tr,)j 1=(1,1,..., 1)^ and X** is ma.tr ix 
whose column Are t h e v e c t o r s X J * * j € CSAAN} w h i c h a r e 
a-ffinity independent. Then the columns o-f X will be indepen-
dent so that (X**)"-"- BKist. Let t be the solution to (4.3.6). 
Then we consider the cutting plane, 
***=<:X I i**^ X=l > ... <4.2.7) 
Let XQ € C** , where 
C** = { X I i**/ X < 1 > ... (4.2.8) 
We will introduce the cut C into the constraint set S. The 
constraint <4.2.8) is assumed to eliminate the point X^ -from S. 
We show that (4-2.8) also eliminates some o-f Xj* ,...,X^ from S. 
^ C , we have 
First we consider the case o-f two dimensions. 
Ule want to show that i i^i >1 , i = l , . . . ,n . Consider 
the LP problem. 
Minimize t_ X 
Subject to X ^ S ... (4.2.10) 
and i**^ X >1 
Since for Xj** , j € {SAAN>, we have 
i**/ Xj**=l, j € {SAAN>, ... (4.2.11) 
the minimum in the LP problem (4.2.11) lies at some j € tSAAN}. 
Now let us move the hyperplanes *** parallel to itself, toward 
>^ , see fig.l. It follows from the definitions of the first 
and second adjacent extreme points to X_, that while moving 
m towards >C, , i t wi 1 1 cross the first adjacent 
4 -i-JU 
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p o i n t s , g i z . X ^ * » • • - » X ^ * , b e - f o r e r e a c h i n g t h e p o i n t X^^ 
T h u s HFrom < 4 . 2 . 8 ) a n d ( 4 . 2 . 1 0 ) , 1 * * ' X^ * > 1 , i = l n . 
Q . E . D . 
The same argument may be used in higher dimensions to see 
at least some o-f X*^ . Below we depict an extreme case in 
three dimensions where out of three -first adjacent points at 
1 east one has been eliminated by our cut. 
Let 0 be the current vertex which must be cut off. A,B,C 
are adjacent vertices, while E,F,G are the second adjacents. 
The only possible cut of the type considered is the plane 
through E,F,G which eliminate at least the second adjacent point 
A , see f ig .2 . 
The cutting plane defined in (4.2.8) will be unique if f1=n. 
M 
In case M > n, the total number of possible cuts is . We 
n 
require a cut which does not eliminate from the feasible region 
any other extreme point except for the n•^ l points X^jXj , . . j'/-^ 
M 
So out of the cut we choose the one which does not 
n 
el iminate any second adjacent extreme point from S. This cut will 
then be valid. A heuristic method to choose such a cut is to 
start from the set of points ^ j * * which have lexico-
graphically least deviation from their corresponding adjacent 
points X J , . . . ,Xj^  . 
Finding a local solution : Denote 
df df 
f ( X^ ) = < — , . . . , — ) = x . 
dXi dXn X„ 
^ 
^ 
? 
«CA/V 
v>^V^ 
F^'i•^ 
A l i n e a r f u n c t i o n g^ <X> a t a -Feas ib le p o i n t X € S i s 
c o n s t r u c t e d as f o l l o w s s 
9o<><>=-f<X„> iX-X^)*iiX^^ 
=<C+2D X ^ ) ^ < X - X Q ) + C / XQ+XQ ^ DX„ 
= (C+2D X^>^ X->C,^ D >C, . . . < 4 . 3 . 1 1 > 
— O — —TJ — T J 
S i n c e f i s conve;; , we have 
g^^<X)>-f<X) -for a l l X ^ R" 
Now consider the 1inear program : 
Minimize < C + 2D X„ )'^  X ... (4.2.12) 
X € S 
where S is the linear constraint set defined in (4.3.3). Let 
X^^°^ be the solution to' LP problem <4.3.12). From XQ^"'* 
we move along the various binding edges of S in the search for a 
local minimum XQ^°^ of the problem (4.3.1) - (4.3.3). This 
search is made by moving to the various adjacent vertices until a 
vertex is reached such that there is no adjacent extreme point 
with a value of f less than f( X_, >. 
4.4 The AlQori thm : Set 3^ = 8 and K = 1. Start from a feasible 
vertex X^ and construct the linear objective function 
=•0 (X) given in (4.3.11). 
Step 1. Find the solution X^ '" to the linear program 
(4,3.10). 
Step 2. Starting from X^^^^~^^ we determine a local solution 
XQ^'''"^^ to the problem (4.3.1) - (4.3.3) by adjacent 
vertices search method, see Cabot (1974) and Zwart (1974). 
step 3. Obtain the distinct second adjacent yertices to X^ ^^ '^"'^ ' , 
which are different -from the -first adjacent vertices, by 
executing the piyot operations on the simplex table at 
^^(k-1) _ j^ there is no second adjacent point to X^ ,^ *^ "^  , 
the process terminates. Otherwise construct the cut Cj., 
given in <4.3.8> with n of the M^ '^ '* , say, second 
adjacent extreme points. The selection of the n points is 
made as pointed out in section <3) .Introducing the cut 
Cy into the constraint set ^y-i we obtain S|^, 
Step 4. Sol ye the linear program (4.3.10> with X^ replaced by 
XQ*'^-""^^ and denote the solution by X^ ^^ '^  . Set k = 
k + l and go to step 2. 
4.5 Conyerpence : A new cut is introduced at each iteration 
which eliminates from the feasible region set the current local 
solution along with some of the n adjacent vertices. Further, 
the cut does not develop new vertices in the feasible region when 
it passes through a unique set of n second adjacent extreme 
point to the current local solution. 
In cases where the number M of distinct second adjacent 
vertices to a local solution is greater than n, the cut may 
create some new vertices. However, when M-n is small , the number 
of eliminated points is expected to be quite large than the 
number of newly created ones. 
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CHAPTER V 
Computational Exper ience 
I n t h i s c h a p t e r we s o l v e n u m e r i c a l e x a m p l e s f o r s o m e 
m u l t i v a r i a t e p rob lems i n s t a t i s t i c s - f o rmu la ted i n c h a p t e r - 1 1 by 
u s i n g t h e a l g o r i t h m s d e v e l o p e d i n c h a p t e r s I I I and IV 
5 .1 S o l u t i o n o f opt imum a l l o c a t i o n i n mu 1 t i ^^ar i a t e s t r a t i f i e d 
samp l i n o 
Cons ide r a p o p u l a t i o n d i v i d e d i n t o 4 s t r a t a i . e . L=4 and 
assume t h a t on each u n i t o f t h e p o p u l a t i o n 4 c h a r a c t e r s a r e 
d e f i n e d , i . e . p = 4 . 
L e t t h e c o n s t a n t s o f t h e p r o b l e m be g i v e n as f o l l o w s : 
Nj=150, N2=250, 1M3=400, N4=200, N=1000, 
C< —ii., C'ji—2 , Co~J , C/i—3 
-i 
11.3600 2.0000 I 
7.3600 1.2800 1 
5.6000 2.4400 1 
and 
^ i j 
^J= 
r 
1 0.3375 
1 2.0025 
= 1 0.2700 
1 0.8325 
L 
r -1 
1 0.5961 1 
1 0.8889 1 
1 0.6281 ! 
1 0.9025 1 
L J 
0.6875 
3,4375 
0.5625 
2.5625 11.2000 1.7600 I 
J 
The v a l u e s o f n^^s o b t a i n e d f r o m ( 3 . 3 , 1 1 ) are 
n j = 6 , n 2 = 3 1 , n3=209 , n4=37 . . . . ( 5 . 1 . 1 ) 
T h i s v a l u e s s a t i s f y a l l t h e o t h e r c o n s t r a i n t s as w e l l as t h e non-
n e g a t i v i t y r e s t r i c t i o n . T h e n ( 5 . 1 . 1 ) , t h e r e f o r e , r e p r e s e n t ' 
o p t i m a l s o l u t i o n and t h e t o t a l c o s t g i v e n i s 8 1 2 . 0 . 
5 . 2 F i x i n Q s t r a t a b o u n d e r i e s i n mu 1 t i ' ^ a r i a t e s u r v e y s 
The p r o b l e m o-F - f i x i n g s t r a t a i n m u l t i M a r i a t e s u r v e y s Wc 
•f o r m u l a t e d a s 
1 n 
M i n i m i s e U<>c ,yp+ i> = < S P y ^ p + i ) ^Yup + l))^ • • • < 5 . 2 . 1 ) 
m i = l 
1 n 
— ( Z 
m i = l 
s u b j e c t t o  P y ^ j S y ^ j ) ^ < b j , j = l p . . . < 5 . 2 . 2 > 
a n d ^ ~ ^ o - X j ^ • • • - ^ n " ' - ' • • • < 5 . 2 . 3 > 
F i r s t we c o n s i d e r t h e p r o b l e m o-f a p p r o x i m a t i n g t h e - f u n c t i o n s 
2 h y j + S y j L 
S 
i = l 
{ 
q 
syjf 
e j Q(i 
q 
i - 1 
j ) d u 
q -
q - : 
i - 1 
r j S y j 
u) du 
2 r j S y j 
L 
Z P i ( p + l ) S y i ( p + 1 ) = e 
i = l 
q - r j S y j 
i 
f 2 J^  
- (*i g ( u ) du ) } 
q - r j S y j 
i - 1 
b y a q u a d r a t i c - f u n c t i o n . 
2 h y j + S y j 
S i n c e t h e - f a c t o r e i s - f r e e - f rom t h e v a r i a b l e q^^ , w i t h 
r e s p e c t t o w h i c h we Are s e e k i n g t h e s o l u t i o n , we c o n s i d e r t h e 
p r o b l e m o f a p p r o x i m a t i n g t h e f u n c t i o n 
q q - r j S y j q - r j S y j 
i i i 
2 h y j • ^ S y j L S y j f * f f 2 i4 
e Z C e J g < u > d u j g < u > d u -<] g < u ) d u ) } 
i = l q q - 2 r j S y j q - r J S y j 
i - 1 i - i i - 1 
- so -8
by t h e q u a d r a t i c - f u n c t i o n 
L L 
S aj^j q^ q j = S oc^ , *|.. <a^» where k= (n+1 ) i + j + 1 . 
i = l " k = l " 
For numerical computations let €=0.05, Sy=2, r=l and n=6. 
The initial matrix 6^ '-^  is taken to be identity matrix and the 
initial point 
"k ~ "7i+j + l =^-^ i"f i=0,l,...,6, j=0,l,...,6 
=0.0 other wise, 
which is equiMalent to take << a^ j " )) as an identity matrix, 
since the standard normal curve below -4 and above +4 is almost 
zero, the limits which are not expected to be crossed by the 
various q^, 1=0,1,2,3,4,5,6 are as -follows: 
M{_) ^ 
-3 < q/*-^ < 0 
-2.5 < q2^"^"M 0.5 
-1 < q3^t^ < 2 
0.5 < q4^ ''^ -^  < 2.5 
0 < qp/^^ ^ 3 
and ^6^*'^ =^ 
we h a v e c o n s i d e r e d t h e a l l p o s s i b l e c o m b i n a t i o n o f q ^ , 
i = l , 2 , 3 , 4 , 5 < because qg*"*^ ^r id q^*'*"^ a r e - f i xed ) w i t h space 0 .5 
such t h a t 
_ <t) .... _, ( t ) ,. „ ( t ) ... „ <t) . . •„ ( t ) 
q i -• q 2 '••• ^ 3 •••• ^4 '••• ^ s 
The r e s u l t o-f v a r i o u s i t e r a t i o n s o f t h e c o m p u t a t i o n 3.re a s 
f o l 1 ows 
Iteration 1 
<(a <0) i j )) = 
1 1 
1 0 
! 0 
1 0 
! 0 
1 0 
1 0 
L 
0 
1 
0 
0 
0 
0 
0 
0 
0 
1 
0 
0 
0 
0 
0 
0 
0 
1 
0 
0 
0 
0 
0 
0 
0 
1 
0 
0 
0 
0 
0 
0 
0 
1 
0 
0 1 
0 ! 
0 1 
0 ! 
0 1 
0 1 
1 ! 
J 
F(a (0) ) = 62.5 
<<d (0) i j )) = 
16 
12 
10 
-8 
-10 
-12 
-16 
12 
09 
7.5 
-6 
-7.; 
-9 
-12 
10 
7.5 
6.25 
-5 
-6.25 
-7.5 
-10 
-8 
-6 
-5 
4 
5 
6 
-10 
-7.5 
-6.25 
5 
6.25 
7.5 
10 
-12 
-09 
-7.5 
6 
7.5 
9 
12 
-161 
-121 
-10 I 
8 I 
101 
121 
161 
J 
e (0) 0.1025815 
Iteration 2 
F<a 
( < a i j ^ l > ) ) = j 
L 
^^ ) = 1 . 7 0 5 4 2 1 
0 . 8 9 
- 0 . 0 7 
- 0 . 0 6 
0 . 0 5 
0 . 0 6 
0 . 0 7 
0 . 0 1 
- 0 . 0 7 
0 . 9 4 
- 0 . 0 4 
0 . 0 3 
0 . 0 4 
0 . 0 5 
0 . 0 7 
- 0 . 0 6 
- 0 . 0 4 
0 . 9 5 
0 . 0 3 
0 . 0 4 
0 . 0 4 
0 . 0 6 
0 . 0 5 
0 . 0 3 
0 . 0 3 
0 . 9 7 
- 0 . 0 3 
- 0 . 0 3 
- 0 . 0 5 
0 . 0 6 
0 . 0 4 
0 . 0 4 
- 0 . 0 3 
0 . 9 5 
- 0 . 4 8 
- 0 . 0 6 
0 . 0 9 
0 . 0 5 
0 . 0 4 
- 0 . 0 3 
- 0 . 0 4 
0 . 9 4 
- 0 . 0 7 
0 . 1 0 
0 . 0 7 
0 . 0 6 
- 0 . 0 5 
- 0 . 0 6 
- 0 . 0 7 
0 . 8 9 
F<a (0) F<a (1) )=62.5-l.705421=60.794579 
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< ( d ( 1 ) 
i j ) ) = 
r 
1 16 
1 12 
1 10 
I 4 
1 - 2 
! 0 
1 - 1 6 
12 
09 
7 . 5 
3 
- 1 . 5 
0 
- 1 2 
10 4 
7 . 5 - 6 
6 . 2 5 - 5 
2 . 5 1 
- 1 . 2 5 - . 5 
0 0 
- 1 0 - 4 
- 2 
- 7 . 5 
- 6 . 2 5 
- . 5 
. 2 5 
0 
2 
0 
0 
0 
0 
0 
0 
0 
-1 
- 1 6 ! 
- 1 2 1 
- 1 0 1 
- 4 1 
2 1 
0 i 
16 1 
e^  , 0 3 1 2 5 
< <a ( 2 ) i j ) ) = 
F<a ( 2 ) 
0 
-0 
-0 
0 
0 
0 
0 
,67 - 0 . 0 7 - 0 . 0 6 0 . 0 5 0 . 0 6 0 . 0 7 0 . 1 0 1 
07 0 . 8 1 - 0 . 0 4 0 . 0 3 0 . 0 4 0 . 0 5 0 . 0 7 | 
,06 - 0 . 0 4 0 . 8 7 0 . 0 3 0 . 0 4 0 . 0 4 0 . 0 6 1 
0 5 0 . 0 3 0 . 0 3 0 . 9 6 - 0 . 0 3 - 0 . 0 3 - 0 . 0 5 1 
06 0 . 0 4 0 . 0 4 - 0 . 0 3 0 . 9 6 - 0 . 0 4 - 0 . 0 6 ! 
,07 0 . 0 5 0 . 0 4 - 0 . 0 3 - 0 . 4 8 0 .94 - 0 . 0 7 1 
,01 0 . 0 7 0 . 0 6 - 0 . 0 5 - 0 . 0 6 - 0 . 0 7 0 . 6 7 1 
J 
)= 1 . 7 0 5 4 2 1 
F<a^'-'^ > - F<a^^^ =1 . 7 0 5 4 2 1 - 1 . 7= . 0 0 5 
T h e m a t r i x '-.(.A"^ ^^')) i s s e e n t o b e p o s i t i v e d e - f i n i t e s o t h a t t h e 
a p p r o x i m a t e d f u n c t i o n i s s t r i c t l y c o n v e x . 
5 . 3 A n u m e r i c a l e x a m p l e -for n r i i n i m i s a t i o n o-f a c o n c a v e q u a d r a t i c 
•f unc t i o n . 
We o b s e r v e d i n c h a p t e r - I I t h a t s e v e r a l m u l t i v a r i a t e 
p r o b l e m s i n s t a t i s t i c s r e d u c e t o m a t h e m a t i c a l p r o g r a m m i n g 
p r o b l e m s i n w h i c h t h e o b j e c t i v e - f u n c t i o n t o b e m i n i m i s e d i s 
c o n c a v e a n d c o n s t r a i n t s s e t i s c o n v e x . An a l g o r i t h m -for s o l v i n g 
s u c h p r o b l e m s w i t h l i n e a r c o n s t r a i n t s was d e v e l o p e d i n 
c h a p t e r -IK>. In t h i s s e c t i o n we s o l v e a n u m e r i c a l e x a m p l e by t h e 
a b o v e m e t h o d . 
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C o n s i d e r t h e Problems 
5 . 3 S o l u t i o n o-f concave q u a d r a t i c proaramiTiinQ 
Numer i ca l examp!e . C o n s i d e r t h e P r o b l e m : 
Minimise f<X)=-2Xj^-X2^-2X3^-X4^+2X3X^+XJ-X2+X3-X4 ( 5 . 3 . 1 ) 
S u b j e c t t o 
Xj+X2+2X3+2X4<10 
2Xj+2X2+X3+X4<10 
3.5Xi+X2+X3+X4<iO 
Xj+4X2+X3+X4<10 
X3+X2+X3+4X4<10 
Xj^+X2+X3+X4<8 
3Xj-5X2+4X3-X4<10 
6Xi-3X2+X3+X4<10 (5.3.2) 
-3Xj-2X2+4X3+2X4<10 
3XJ + 2X2-X3+ 3X4 <10 
3Xi-X2+2X3-X4<10 
Xl -^1 
X2 > 1 
X3 1^ 
X4 >1 
A basic solution to this problem is obtained as 
^3~^Xj5X2,X3,X4=<1,1,3,1). We take it as our starting point. 
-- 6 2 
I t e r a t i o n 1 . 
S t e p 1 . T h e f u n c t i ori -f (X> 1 i n e r i i e d a t t h i s p o i n t i s 
9:;, <i> = -3X, -3X2-9X3 + 3X^. . 
The 5 D ' i u t i o n t o t h e l i n e a r p rograms 
M i n i m i z e Qa^-^^' s u b j e c t t o t h e c o n s t r a i n t s (6.2') i s f ound 
t o be a t the? same verte);-; , i . e . t h e s t a r t i n g p o i n t . Thus 
X^3^-'=< 1 , 1 , 3 , 1 ) . 
Step 2 . By the a d j a c e n t p o i n t sea rch we - f ind t h a t a • 'oca' 
s o l u t i o n t o t he p r o b l e m O . S . I ) - ( 5 . 3 . 2 ^ ^ i -
— 0 ~ •'•••• 1 ' 2 ' 3 ' • ' • •4 » J •-• M ••' • 
The s i m p l e x t a b l e a t X^-/-^^' . 
TABLE-1 
BASIC SOLLITION-PHASE 2 -1TER . 10 
MAR. NAME VALUE STATUS 
1 Xj 1 BASIC-1,2 
2 X^ 1 E^ASIC-13 
3 X3 3 BASIC-14 
4 X4 1 BASIC-15 
5 SLK-1 0 NON-BASIC 
6 SLK-2 2 BASIC-2 
7 SLK-3 1.5 BASIC-3 
9 SL!<-4 1 BASIC-4 
9 SLK-5 1 BASIC-5 
10 SLK-6 2 BASIC-6 
11 SLK-7 1 BASIC-7 
12 SLK-8 3 BASIC-9 
13 SLK-9 1 BASIC-9 
14 SLK-10 5 BASIC-10 
15 SLK-11 3 BASIC-11 
16 SLK-12 0 NON-BASIC 
17 ART-12 0 NON-BASIC 
18 SLK~i3 0 NON-BASIC 
19 ART-13 0 NON-BASIC 
20 SLK-14 2 BASIC--1 
21 ART-14 0 NON-BASIC 
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Step 3. From the simplex table at X^-, ^ , we obtain the first 
adjacent vertices to ><<-, .The four adjacent vertices, 
A,B,C and D obtained by pivoting on the non-basic variables X5 
,X16 ,X18 and X22 respectively are as follows: 
Xp,= n,1,1,1) 
Xg=(l .5,1 ,2.75,1) 
Xf3=(l ,1 .285714,2.85714,1) 
Xj-,= ( 1,1,2.666667,1.333333) 
From the simplex tables at A , B , C and D we obtain, by single pivot 
operations, the distinct second adjacent points to X^ , .There 
are only six such points,viz., 
1. (1.833333,1,1 ,1) ,(1,1.75,1,1) , 
2. (1 ,1 ,1 ,1 .75) ,(1 .6,1,2.4,1) , 
3. (1.463414,1.219512,2.658536,1) , 
4. (1.5,1,2.5,1.25) 
and 
5. (1,1.285714,2.571428,1.285714). 
The first cutting plane is 
Hj:.5827e06*Xi+l.119204*X2".6423823*X3+.4900651*X4>1 . 
Then Sj=S,-, * Hj^  .It may be noted th^ at by introducing 
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Hj in S(-, we have eliminated 4 extreme points -from the feasible region 
Step 4. Next linearizing f at X,-/-^ ' we get 
g^l (X>=-3Xj-3X2-9X3 + 3X4 
The solution to the linear program 
Minimize gi<X) subject to X E Sj 
is obtained as X<-/^ ^ = < 1 .46341 5,1 .219512,2.658536,1) . 
Iteration 2. 
Step 2. By the adjacent point search method we -find that a 
local solution isX<-,^^' = < 1 . 46341 5,1 . 21 951 2 , 2.658536 ,1 > , 
adjacent vertices E,F,G and H as indicated in table 2. 
Table 2. 
VAR. 
1 
•y 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
NAME 
^1 
X, 
^3 
X4 
SLK-1 
SLK-2 
SLK-3 
SLK-4 
SLK-5 
SLK-6 
SLK-7 
SLK-a 
SLK:-9 
SLK-10 
SLK-11 
SLK-12 
ART-12 
SLK-13 
ART-13 
SLK-14 
ART-14 
SLK-15 
ART-15 
SLK-16 
ART-16 
VALUE 
1.463412 
1.219513 
2.658538 
1 
0 
.9756135 
8.940697E-06 
0 
.6585385 
1 .658537 
2.073179 
1 .21953 
4.195112 
2.829276 
.4634118 
0 
.2195128 
0 
1.658538 
0 
0 
0 
0 
0 
0 
STATUS 
BASIC-14 
BASIC-16 
BASIC-13 
BASIC-15 
NON-BASIC 
BASIC-2 
BASIC-3 
NON-BASIC 
BASIC-5 
BASIC~6 
BASIC-7 
BASIC-S 
BASIC-9 
BASIC-10 
BASIC-11 
NON-BASIC 
BASIC-4 
NON-BASIC 
BASIC-12 
NON-BASIC 
NON-BASIC 
NON-BASIC 
NON-BASIC 
NON-BASIC 
NON-BASIC 
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Step 3 . From the s i m p l e x t a b l e a t Xj-, . we o b t a i n t he f i r s t 
a d j a c e n t v e r t i c e s t o X^-/-^^ .The -four a d j a c e n t v e r t i c e s , 
E,F,G and H o b t a i n e d by p i v o t i n g on t h e n o n - b a s i c v a r i a b l e s 
X5,X8,X22 and X24 r e s p e c t i v e l y are as - f o l l o w s : 
X £ = < 1 , 1 . 3 7 3 4 2 9 , 2 . 5 0 6 2 8 6 , 1 ) 
X p = ( l . 4 6 3 4 1 5 , 1 . 2 1 9 5 1 1 , 2 . 6 5 8 5 3 7 , 1 ) 
X Q = ( 1 , 1 . 2 8 5 7 1 5 , 2 . 5 7 1 4 3 , 1 . 2 8 5 7 1 2 ) 
X H = ( 1 . 4 6 3 4 1 5 , 1 . 2 1 9 5 1 2 , 2 . 6 5 8 5 3 6 , 1 ) 
From t h e simple;-; t a b l e s a t E , F , G and H we o b t a i n , by s i n g l e p i v o 
o p e r a t i o n s , t h e d i s t i n c t second a d j a c e n t p o i n t s t o Xj-, . T h e r e 
are o n l y s i x such p o i n t s , v i z . , 
1 . ( 1 , 1 , 1 . 8 5 5 6 6 9 , 1 ) , ( 1 , 1 . 7 5 , 1 ,1) , 
2 . ( 1 . 6 , 1 , 2 . 4 , 1 ) , 
3 - ( 1 . 7 7 7 7 7 8 , 1 . 4 8 1 4 8 2 , 1 . 2 9 6 2 9 7 , 1 ) , 
4 . ( 1 . 5 , 1 , 2 . 5 , 1 . 2 5 ) 
and 
5 - ( 1 . 4 6 3 4 1 5 , 1 . 2 1 9 5 1 3 , 2 . 4 3 9 0 2 7 , 1 . 2 1 9 5 1 ) . 
The second cut is 
H2: -4.400212X1-+-.0999225X2+4.85025X3-3.700184X4>1 
Then 82=8^ -* H2 • It may be noted that by introducing 
H2 in Sj we have eliminated 5 extreme points from the feasible region 
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(2) Step 4. Next linearizing -f at Xfj"^' we get 
g^ <X)=-4.85366Xi-3.439026X2-6.317O5X3+1.439012X4 
The solution to the linear program 
Minimize g2<X) subject to X tf S2 
is obtained as X^/^^=<1.562378,1.26797,2.342015,1). 
Step 2. By the adjacent point search method we find that a 
1 oca! sol 
X,-"iM on IS =<1.562378,1.26797,2.342015,1) 
TABLE-3 
VAR 
1 
3 
4 
5 
6 
7 
8 
9 
10 
H 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
BASIC SOLUTION-PHASE 2-
NAME 
Xl 
^3 
X4 
SLK-1 
SLK-2 
SLK-3 
SLH::-4 
SLK-5 
SLK~6 
SLK-7 
SLK-8 
SLV<-9 
SLK-10 
SLK-11 
SLK-12 
ART-12 
SLK-13 
ART-13 
SLK-14 
ART-14 
SLK-15 
ART-15 
SLK-16 
ART-16 
SLK-17 
VALUE 
1 .562378 
1 .26797 
2.342015 
1 
.4501312 
.9642409 
0 
0 
.8256433 
1 .825642 
3.158647 
1.307895 
5.783748 
2.123825 
2.999288 
.562378 
0 
.2679698 
0 
1.342015 
0 
0 
0 
. 3034605 
0 
0 
ITER. 11 
STATUS 
BASIC-14 
BASIC-16 
BASIC-13 
BASIC-15 
BASIC-1 
BASIC-2 
NON-BASIC 
NON-BASIC 
BASIC-5 
BASIC-6 
BASIC-7 
BASIC-4 
BASlC-9 
BASIC-10 
BASIC-11 
BASIC-17 
NON-BASIC 
BASIC-3 
NON-BASIC 
BASIC-12 
NON-BASIC 
NON-BASIC 
NON-BASIC 
BASIC-a 
NON-BASIC 
NON-BASIC 
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( 3 ) Step 3 . From the s i m p l e x t a b l e a t Xj-, 
a d j a c e n t v e r t i c e s t o XQ^"^ .The -four a d j a c e n t v e r t i c e s , 
we o b t a i n t he f i r s t 
I , J ,K and L o b t a i n e d by p i v o t i n g on t h e n o n - b a s i c v a r i a b l e s X7 
,X8 ,X9 and X26 r e s p e c t i v e l y a r e as f o l l o w s : 
X j = ( l , 1 . 5 3 6 1 4 5 , 1 . 8 0 7 9 4 6 , 1 ) 
Xj=( l . 6 , 1 , 2 . 4 , 1 ) 
X^ j = (l . 4 8 9 8 8 6 , 1 . 2 1 4 3 6 3 , 2 . 4 3 3 6 3 3 , 1 .200047) 
X L = < 1 . 4 8 9 8 8 6 , 1 . 2 1 4 3 6 3 , 2 . 4 3 3 6 3 3 , 1 . 2 0 0 0 4 7 ) 
From the simplex tables at E , F , G and H we obtain, by single pi' 
operations, the distinct second adjacent points to X^-, .There 
are only eight such points,viz., 
1,1,1 .855672,1) , 
1,1.731326,1,1) , 
1 ,1.369071,2.111989,1.379049) , 
1.970588,1.028672,1 .011766,1) , 
3. 
4. 
5. 
6. 
7. 
and 
1.5,1,2.5,1.25) , 
1 .457131,1.219013,2.42249,1.224934) , 
1.647281,1.339556,1.623771,1.327668) 
8. (1.604381,1.581775,1,1) 
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The t h i r d c u t i s 
H 3 : .10679Xj+.10021X2+.092781X3+.40611X4>l 
Then 33=82 * H3 . I t may be n o t e d t h a t by i n t r o d u c i n g 
H3 i n S-, we have e l i m i n a t e d 5 ex t r eme p o i n t s -from t h e - f e a s i b l e r e g i o n 
Step 4 . Nex t l i n e a r i z i n g -f a t X^-/*^' we g e t 
gQ<X)=-2.1247X1-3.5359X2-1.6840X3+1.6840X4 
The s o l u t i o n t o t h e l i n e a r p rog ram 
M i n i m i z e Q3<X) s u b j e c t t o X n S3 
i s o b t a i n e d a s 
XQ^"*' = <! .463461 ,1 .219551 , 2 . 4 3 8 9 6 4 , 1 .219373) . 
Step 2 . By the a d j a c e n t p o i n t s e a r c h method we - f ind t h a t a 
l o c a l s o l u t i o n i s ' = « ; i . 
VAR 
1 
**? 
3 
4 
c:-
6 
7 
8 
9 
10 
1 1 
12 
13 
14 
15 
16 
17 
18 
19 
20 
2!1 
22 
23 
24 
'^ c:* 
26 
'75"7 
28 
463461,1.219551,2.438964 
TABLE-3 
BASIC SOLUTION-PHASE 2-
NAME 
^1 
X2 
^3 
X4 
SLK-1 
SLK-2 
SLK-3 
SLK-4 
SLK-5 
SLK-6 
SLK-7 
SLK-S 
SLK:-9 
SLK-10 
SLK-11 
SLK-12 
ART-12 
SLK-13 
ART-13 
SLK-14 
ART-14 
SLK-15 
ART-15 
SLK-16 
ART-16 
SLK-17 
SLK-18 
ART-18 
VALUE 
1 .463461 
1.219551 
2.438964 
1.219373 
3.14/125E-
.9756403 
0 
0 
5.331487E' 
1.658652 
3.170889 
1.219551 
4.634884 
1.95136 
3.170615 
.4634607 
0 
. 2195507 
0 
1.438964 
0 
.2193731 
0 
.2486286 
0 
0 
0 
0 
,1.219373). 
ITER.12 
STATUS 
BASIC-14 
BASIC-16 
BASIC-13 
BASIC-15 
-04 BASIC-1 
BASIC-2 
NON-BASIC 
NON-BASIC 
-04 BASIC-5 
BASIC-6 
BASIC-7 
BASIC-8 
BASIC-9 
BASIC-17 
BASIC-11 
BASIC-10 
NON-BASIC 
BASIC-4 
NON-BASIC 
BASIC-3 
NON-BASIC 
BASIC-18 
NON-BASIC 
BASIC-12 
NON-BASIC 
NON-BASIC 
NON-BASIC 
NON-BASIC 
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Step 3 . From the s i m p l e x t a b l e a t X^^^^ . we o b t a i n t he - f i r s t 
a d j a c e n t v e r t i c e s t o X,-/^^ .The -four a d j a c e n t v e r t i c e s , 
0 ,P ,Q and W o b t a i n e d by p i v o t i n g , on t h e n o n - b a s i c v a r i a b l e s X7 
,X8 ,X26 and X27 r e s p e c t i v e l y a r e as - f o n o w s : 
X Q = < 1 , 1 . 3 7 3 5 2 , 2 , 1 3 2 7 0 1 , 1 . 3 7 3 2 1 9 ) 
Xp=(l . 5 , 1 , 2 , 5 , 1 ,25) 
X Q = ( 1 . 6 3 0 1 9 4 , 1 . 3 5 8 4 7 , 1 , 6 0 3 7 8 6 , 1 . 3 3 2 0 5 2 ) 
Xj^ =(l ,463461 ,1 .219551 ,2.438964,1 .219373) 
The process comes to an end and the local minimum to the 
problem were encountered at the vertices (1,1,3,1), 
(1 .463412,1 .219513,2,658538,1) ,(1,562378,1.26797,2.342015,1) and 
( 1 . 4 6 3 4 1 5 , 1 . 2 1 9 5 1 2 , 2 . 4 3 9 0 1 9 , 1 . 2 1 9 5 1 3 ) . 
The g l o b a l minimum i s a t t a i n e d a t Xj=l,X2=15X3=3 and X4=l . 
5 . 4 Sav ing i n s i m p l e x i t e r a t i o n s 
We have seen t h a t i n o p t i m i s a t i o n p r o c e d u r e s and e s p e c i a l l y 
i n concave m i n i m i s a t i o n a l a r g e number o-f l i n e a r p r o g r a m m i n g 
p r o b l e m s a r e r e q u i r e d t o be s o l v e d r e p e a t e d l y . The m e t h o d o f 
i d e n t i f y i n g t he n o n - b a s i c co lumns o f t he f i n a l s i m p l e x t a b l e a u 
< i n advance) t h u s l e a d s t o s a v i n g i n a b o v e m e t h o d s . I n t h i s 
s e c t i o n we s o l v e a l i n e a r p rogramming p rob lem and show how t h e 
n o n - b a s i c c o l u m n s o f t h e f i n a l s i m p l e x t a b l e a u a r e b e i n g 
i d e n t i f i e d by u s i n g t h e c r i t e r i o n g i v e n i n s e c t i o n 3 . 2 . 
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Example 1. Consider the following linear programming problems 
Maximise Z=Xi+3X2+X3+3X4+19X5+5X^+2X7+16Xg+6X9+10Xi(-, 
subject to Xj +Xi=; +X-7 + XjQ=70 
X3 + X5 +Xg+X<5, = 5 0 
X4 +Xg + X<5,+ Xj<-,=60 
X^ > 0 , i = l , 2 , . . . , 1 0 . 
T h e s t a n d a r d s i m p l e x a l g o r i t h m f o r s o l v i n g t h e a b o v e p r o b l e m 
y i e l d s T a b l e s 1 , 2 , 3 , 4 and 5 . 
T a b l e 1 
^1 
Xo 
X4 
7 0 
8 0 
5 0 
60 
5 4 0 
Xirj 
1 
0 
1 
0 
— 17 
^6 
0 
1 
0 
0 
- 2 
^7 
1 
1 
0 
0 
f^ 
^8 
0 
0 
1 
1 
- 1 2 
X9 
0 
1 
1 
1 
1 
''*'10 
1 
0 
0 
1 
- 6 
Tab! e 
^1 
x ; 
^ 5 
X4 
T a b l e 3 
^10 4 
^ 5 
X4 
2 0 
8 0 
5 0 
60 
1390 
2 0 
8 0 
5 0 
4 0 
1510 
X3 
- 1 
0 
1 
0 
^3 
- 1 
0 
1 
1 
17 
11 
^6 
0 
1 
0 
0 
- 2 
^6 
0 
1 
0 
0 
*y 
X7 
1 
1 
0 
0 
*? 
x-7 
1 
1 
0 
- 1 
8 
% 
- 1 
0 
1 
1 
5 
Xs 
- 1 
0 
1 
0 
- 1 
^9 
- 1 
1 
1 
1 
18 
X D 
- 1 
1 
1 
"y 
12 
^ 1 0 
1 
0 
0 
1 
- 6 
Xl 
1 
0 
0 
- 1 
6 
T a b ! e 4 
''"'in 
^ 6 
X cr 
x ; 
2 0 
8 0 
50 
AQ 
^3 
- 1 
0 
1 
1 
X''"> 
0 
1 
0 
0 
X - , 
t 
1 
1 
0 
- 1 
Xq 
- 1 
0 
1 
'7 
X(y 
- 1 
1. 
1 
.1. 
o 
^1 
1 
0 
0 
- 1 
1670 11 10 •1 14 6 
Tab !e 5 
Xo ^2 7 4 9 1 
HO 
> < 6 
• • • •4 
20 
go 
50 
40 
O 1 1 
i-i 
0 
^ 
1 
- 0 
1 
0 
1 
(J 
1690 ll.i4- 15 5ii 
A p p l y i n g t h e c r i t e r i o n ( 3 „ 2 » 5 ) -for X-? i n t a b l e 1 we h a v e , 
Zy - £-y— 2 > 0 , Z*=16 '?0 , 0 = - 0 = 0 5 8 8 2 3 5 5 
Z*-Z Q=^  1 690--540=^ 1 150 , L^ 1150 , -- ( Z -^-C-;,) /L.=- . 0 1 7 3 9 1 3 
A s e < - . 0 1 7 3 9 1 3 we -f ind t h a t X^ i s n o n - b a s i c in t h e -fina^ 
t a b l e ( 5 „ 5 ) = B i m i l a r - i y -for X<^  i n t a b l e 1 we h a v e lc^-Zc)~l>0 ,. 
Z* = 1 6 9 0 , e = - 0 . 0 5 8 8 2 3 5 , Z*-Z,^=l 6 9 0 - 5 4 0 = 1 150 , L=1150,, 
~ < Zo - Co) /L=-- ,. 0 0 0 8 6 9 . 
•9 
IS e < - . 0 0 0 8 6 9 we -Find t h a t Xo i s n o n - b a s i c in t h e - f ina l 
t a b l e ( 5 . 5 ) 
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