We present a shape-optimization problem under acoustic, aerodynamic and geometric constraints. The acoustic specification concerns the generated sonic boom. The aim is to see the validity of incomplete sensitivities when a nonlinear CFD model is coupled with a nonlinear wave-transport model to define pressure rise on the ground.
Motivation and objectives
In shape design for transonic aircraft under cruise conditions, multi-criteria aspects mainly concern the aerodynamic and elastic characteristics of the aircraft. For instance, the aim can be to reduce the drag at given lift and with given maximum cross-section thickness, which would ensure structural realizability. Shape optimization for civil supersonic transports includes another main ingredient: the control of the sonic boom (Whitham 1952) . This makes the problem harder than in the transonic case, as drag and sonic boom reductions are by nature incompatible (in supersonic regime low drag geometries are sharp and have high boom level as shocks are attached then).
A large effort is currently being made on the improvement of the potential of supersonic transport. As an example, in the United States, the DARPA Quiet Supersonic Platform (QSP) program is directed towards development and validation of critical technology for long-range advanced supersonic aircraft with substantially reduced sonic boom, reduced takeoff and landing noise, and increased efficiency relative to current generation supersonic aircraft. Improved capabilities include supersonic flight over land without adverse sonic boom consequences with boom overpressure rising less than 0.3 pounds per square foot (psf) (about 14 Pa), increased unrefueled range approaching 6,000 nmi, gross take-off weight approaching 1,000,000 pounds, increased area coverage and lower overall operational Similar efforts are made in Europe. In France, the Committee for Scientific Orientation for Supersonic Transport directs studies on the feasibility of the next generation of the Concorde jetliner.
Sonic boom
The sound heard on the ground as a "sonic boom" is the sudden onset and release of pressure after the buildup by the shock wave or "peak overpressure." The change in pressure caused by a sonic boom is only a few pounds per square foot -about the same pressure change we experience in an elevator as it descends two or three floors, but in a much shorter time period. It is the magnitude of this peak overpressure that describes a sonic boom.
There are two types of booms: N-waves and U-waves. The N-wave is generated from steady flight conditions, and its pressure wave is shaped like the letter "N". N-waves have a front shock to a positive peak overpressure, which is followed by a linear decrease in pressure until the rear shock returns to ambient pressure. In principle, a supersonic civil transport in cruise condition produces only N-waves. For today's supersonic aircraft in normal operating conditions, the peak overpressure varies from less than one pound to about 10 pounds per square foot for an N-wave boom (15 to 150 Pascal).
Governing equations
In this work, the flow in the regions close to the aircraft, or the near field, is computed using the Euler equations for gas dynamics in conservation form. The solution method is based on a finite-volume Galerkin method and is described in Mohammadi (1994) . The variables at the lower boundary of this domain are then used to define waveform parameters which are propagated to the ground using the waveform parameter method (Thomas 1972) . A schematic of the approach is shown in figure 1. As the propagation in this work is performed only in post-processing, the use of a more complete propagation tool does not change the current optimization methodology.
CAD-Free shape parameterization
We use a CAD-Free control space to specify shape deformations (Mohammadi & Pironneau 2001) . In this approach all the nodes of the surface mesh over the shape are control parameters. One particular property of this parameterization comes from the fact that, unlike the case of a CAD-based parameter space, regularity requirements have to be specified and handled by the user (see figure 2) . Indeed, if the shape is described using a CAD tool and if we use the same parameterization to specify the deformations, the two entities belong to the same space in term of regularity.
From a practical point of view, this inconvenience is compensated by the fact that a CAD-based parameter space might not be suitable for optimization. In fact, our experience shows that optimization in the CAD-Free framework helps improve the CAD Figure 2 . Sketch of a CAD-Free deformation without and with the regularization operator. The initial deformation is only C 0 (Γ), and to have a C 1 (Γ) variation we need to project it, for instance, into H 5/2 (Γ) if Γ is a surface in IR 3 . definition of the shape. This is interesting, as the final shape has to be expressed through CAD in all cases. Concerning mesh-dependence of the optimization, the same remark holds when using a CAD-based parameter space. Indeed, it is obvious that the optimization might converge to different shapes in different CAD-based parameter spaces. Finally, the new generation of CAD tools are able to fit CAD parameters into a surface mesh if the initial correspondence between CAD parameters and surface mesh is known. Theoretical justification for the introduction of smoothing operators for the CAD-Free parameter space comes from the consistent approximation theory (Polack 1997).
Gradient evaluation
We consider two types of functionals: those using shape-based information and those involving information away from the surface. Examples are, for the first type, aerody- namic coefficients such as lift and drag coefficients, or geometric quantities such as the volume and the maximum cross-section of the aircraft, and for the second type the sonic boom defined by the ground-pressure signature.
There is a major difference between these two classes concerning the evaluation of sensitivities. Indeed, we will see that the first class is suitable for the use of the so-called incomplete sensitivity technique while a functional involving information on the ground requires the linearization of state equations.
Incomplete sensitivities
One of the main purposes of this paper is to see if we can use, for sonic boom reduction, a redefinition of the cost function compatible with incomplete sensitivity evaluations. Indeed, in the past we have applied this approximation to functionals involving aerodynamic coefficients. The redefinition is designed to be used only for sensitivity evaluation.
We briefly recall the incomplete-sensitivity approach. Consider a general simulation loop linking the control parameter x to a functional J:
where q represents all geometrical entities and U all state-related variables. The gradient of J with respect to x is:
The major part of the cost of this evaluation is due to ∂U/∂x in the last term. Consider the following context for shape optimization:
• 1. both the cost function and the control space are defined on the shape (or on some part of it),
• 2. J is of the form
• 3. the local curvature of the shape is not too large (this needs to be quantified for each case: for a wing we typically consider regions away from leading and trailing edges).
If these requirements hold, we can use an incomplete evaluation of this gradient, neglecting the sensitivity with respect to the state in (5.2). This does not mean that a precise evaluation of the state is unnecessary, but that for a small change in the shape the state will remain almost unchanged, while geometrical quantities have variations of the same order as the shape variation.
Illustrations of incomplete sensitivities
A first simple example concerns the application of the incomplete sensitivity technique to the evaluation of the sensitivity of functionals involving the solution of the following Burgers equation:
We consider the steady solution of (5.3) and take the left hand side frontier a as control parameter. Suppose the functional is J(a) = au x (a); then the gradient is given by
We are in the validity domain for incomplete sensitivities. Without computing the solution, it is clear from the equation that in regions where the solution is regular, u x = µ x. The exact gradient is therefore J a (a) = µa + aµ, to be compared with the incomplete gradient µa. We see that the sign of the incomplete gradient is always correct, and there is only a factor of 2 missing; something which is not important when using an optimal descent step size in minimization. Obviously, the condition for this analysis to hold for any functional of the form f (a)g(u), where u is a solution of (5.3), is that there exists > 0 such that (log(g)) a = (log(f )) a . This is something we can verify a priori before using the incomplete sensitivity in optimization.
Another interesting example is to consider the sensitivity analysis for an expression of the form p(x)u ∞ n(x) with respect to a parameterization x (for the sake of simplicity, we formally consider the case of scalar quantities). This expression appears in the definition of the aerodynamic drag coefficient, for instance. Suppose the pressure is given by the
The gradient of this expression with respect to x is
On the other hand, the incomplete sensitivity is given by
We see that the two gradients have the same sign, but that there is a factor of 3 missing in the incomplete sensitivity. From a fluid-dynamic point of view this is a worst case, as we know that small changes in the geometry in high-curvature area where the Newton model is valid (leading edges for instance) have important effects on the flow, much more than changes in area where the shape is flat. Below, we reconsider this analysis for the sensitivity of sonic boom with respect to the shape. Other analytical examples of the comparison of incomplete and exact sensitivities are shown in (Mohammadi & Pironneau 2001) .
5.2.
Reduced-complexity models and incomplete sensitivities One cheap way to improve the incomplete evaluation of sensitivities is to use the linearization of models of reduced complexity to approximate the last term in (5.2). In other words, consider the following reduced model for the definition ofŨ (x) ∼ U (x). Suppose for instanceŨ is the Newton formula for the pressure and U the pressure from the Euler system. Consider the following approximate simulation loop:
The incomplete gradient of J with respect to x can be improved by evaluating the last term in (5.2) linearizing (5.4) instead of (5.1) freezing U/Ũ .
U is used only in the definition of the gradient and not the state. The reduced model need be valid only over the support of the control parameters. A simple example shows the importance of the scaling introduced in (5.4). Consider U = log(1 + x) scalar for simplicity and j = U 2 with dj/dx = 2U U = 2 log(1 + x)/(1 + x) ∼ 2 log(1 + x)(1 − x + x 2 ...) and considerŨ = x as the reduced complexity model, valid around x = 0. Without the scaling factor incomplete sensitivity gives j ∼ 2UŨ = 2 log(1 + x) while after introducing the local correction j ∼ 2UŨ (U/Ũ ) = 2 log(1 + x)(log(1 + x)/x) ∼ 2 log(1 + x)(1 − x/2 + x 2 /3...). Here the scaling is taken linear in U but higher order approximations can be introduced as well.
Sensitivity of sonic boom to the near field pressure
Consider the simulation loop for the calculation of a cost function to measure the sonic boom for a given parameterization x of the shape:
where p H is the near-field pressure distribution at altitude H, which is a function of the state variables (solution of the Euler equations), and p g is the solution of the waveformpropagation method on the ground.
The gradient of B with respect to x requires the linearization of the different operators involved:
This evaluation is of course expensive when the dimension of the control space is large. Usually an adjoint approach is used to make the cost of the evaluation independent of the size of the control space (Alonso et al. 2002; Mohammadi & Pironneau 2001) . This is done in particular in the case of steady flows, where the storage of intermediate states is not required and the adjoint is developed around the steady solution. This can be done in either continuous or discrete forms using automatic differentiation (AD).
In the context of sonic-boom evaluation using the waveform-propagation method, due to coalescing shocks, one would prefer to perform the adjoint development at the discrete, not the continuous level, using automatic differentiation in reverse mode. Indeed, the nondifferentiability of some operators involved and the presence of discontinuity are naturally taken into account in this approach. This is because in discrete form a discontinuity is always represented by a continuous function. In any event, it would be necessary to save all intermediate solutions of the waveform parameter method between the flight altitude and the ground to be able to integrate backward for the adjoint using the reverse mode of automatic differentiation (Gilbert et al 1991 , Griewank 2001 , Faure 1996 , Rostaing et al. 1993 , Mohammadi & Pironneau 2001 . Sonic boom can be monitored minimizing, for instance, one of the following functionals:
with 0 < a < 1 and p 0 g the pressure signature on the ground for the original shape and
where p target g is a user-specified target pressure distribution on the ground. But the target pressure might be unrealizable and the optimization problem without solution.
B min is a measure of the accumulation of pressure jumps on the ground and the aim is to reduce these jumps. a cannot be 0 as we cannot completely remove the boom.
On the other hand, by minimizing B inv , we realize a target pressure signature on the ground having less boom. In B inv , the second integral in the cost function is used to avoid the functional being flat close to the minimum. 0 < δ < 1 is also an optimization parameter and has to be chosen. In this work, we consider δ = 0.3. We studied the importance of such functionals in Cabot & Mohammadi (2002) and Mohammadi & Saiac (2002) for a model problem.
The difficulty with B inv is that the prescribed ground pressure might not be associated to a feasible flow field while B min does not involve an a priori ground-pressure distribution. In addition, we will see that ∂B min /∂p H is less sensitive to discrepancies in the near-field flow prediction, due for instance to the mesh quality.
Once ∂B/∂p H is computed (for either B min or B inv , see figure 5 ), we evaluate its product with the operator ∂p H /∂x. This latter evaluation requires the linearization of the Euler system which we would like to avoid. We have two alternatives:
• to use reduced complexity models for sensitivity analysis,
• to redefine the functional and adapt the problem to the context of incomplete sensitivities.
Reduced-complexity models
The first approach to reduce the complexity of the sensitivity analysis is to replace, only for sensitivity analysis, the Euler system by the waveform-propagation method, propagating the wall pressure distribution (p x ) directly to the ground (instead of just from altitude H). We require p x to be a solution of the Euler equations: Figure 5 . ∂Bmin/∂pH (left) and ∂Binv/∂pH (right) in the plane of symmetry close to (plane curves) and far from (dashed curves) from the aircraft. We see that ∂Bmin/∂pH is less sensitive to the altitude (only a shift is observed in the location of the delta functions). This also shows that the waveform-propagation model is a suitable reduced-complexity model, to be considered instead of the Euler system in the analysis of the sensitivity of the sonic boom to the aircraft shape.
To compute dp g /dx we need finally to find an approximation linking p x and the shape x to be used in the linearization (instead of the Euler system). For inviscid flows, in regions of high curvature, a good approximation is given by the Newton formula for the pressure distribution over walls. We therefore account only for the effect of the pressure distribution on the shape of the near-field pressure signature. We therefore have to account for the part of the boom coming from the shocks away from the wall. By keeping the shocks bow and the leading edges as smooth as possible, this requirement is satisfied.
Cost function definition
The functionals B min and B inv accounting for the sonic boom have been introduced above. In this work, we also consider constraints on aerodynamic coefficients as well as geometric characteristics of the aircraft.
More precisely, we consider the problem of drag (C d ) minimization with constraints on the lift (C l ), volume (V ) and maximum cross-section thickness (d) defined for each node. In our approach the mesh is unstructured and the surface mesh is made of triangles. In the cross-sectional definition of the shape the number of sections is arbitrary and depends on the complexity of the geometry. The sections are obtained by intersecting vertical planes with the shape. The maximum thickness d of each section is evaluated. Then, each node in the surface mesh is associated with two sections and linear interpolation is used to define the maximum cross-section thickness associated with this node (see figure 6 ). The cost function is given by:
Notation 0 denotes initial shape values. C Figure 6 . Cross-section definition of the shape used to enforce the maximum cross-section thickness constraint for the original and optimized aircraft.
coefficient. B(x) is either B min or B inv from (5.7). (.) + = max r (0, .) where max r is a regularized max. The aim is to avoid the volume and lift coefficient from decreasing.
Redefinition of J for incomplete sensitivity evaluation
We said that a cost function based on informations away from the wall is not suitable for incomplete sensitivity evaluation. In particular, since B inv and B min are defined on the ground and not on the shape, we propose a reformulation of the functional linking the pressure signature on the ground to wall-based quantities. This is done together with the use of the waveform propagation method for the evaluation of ∂p g /∂x as seen above. We think that bow shocks introduce less pressure jump than attached shocks. Bow shocks are usually associated with smooth geometries. On the other hand, shape optimization based on drag reduction in supersonic regime leads to sharp leading edges. Therefore, to avoid an increase in the boom, it is important to keep the leading edges of the aircraft smooth while doing drag reduction. We introduce the following requirements:
• Specify that the wall near leading edges has to remain smooth. This is monitored through the smoother in the CAD-free framework see above.
• Ask for the local drag force C loc d due to the leading edge to remain unchanged or to increase while the global drag force decreases.
The cost function therefore becomes:
is the measure of the drag force over regions where n. u ∞ < 0 ( n being the local outward normal to the shape). Introducing a differentiable localization function
is defined as:
This differentiable localization term is used to avoid non-differentiability for C loc d and to allow for integration over the whole shape.
In addition to the previous modification of the functional, we introduce regularity requirements for areas where (f (s + ) = 0). This is also monitored through the smoothing operator available in the CAD-free parameterization.
Full aircraft optimization
We consider a supersonic business jet geometry provided by Dassault Aviation company (see figure 4 and 4). The cruise speed is Mach 1.8 at zero incidence and the flight altitude is 55000 ft. The results show the performance of the optimization method including the validity of the incomplete sensitivity approach and the reformulation of the functional we use for this configuration.
We performed 1000 steepest-descent minimization iterations. At each iteration, an incomplete evaluation of the state (10 explicit Runge-Kutta iterations of the Euler solver) is performed. The global cost of this optimization is comparable to one flow analysis with this code (about 10000 explicit RK iterations) and takes about 4 hours on a 1GHz PC with 500 MB of RAM. In figure (7) we show a cross-section of the close field CFD pressure signature close to the aircraft in the symmetry plane and a the ground pressure signature for the initial and optimized shapes. Figure (8) shows upper and lateral views of aircraft surface iso-Mach contours. Picture (9) shows iso-contours of normal deformations with respect to the original shape. During optimization, the drag has been reduced by 20 percent while the lift has been increased by 10 percent. Geometric constraint on the volume and maximum cross-section thickness has been satisfied and the value of C loc d maintained.
Conclusions
Shape optimization in a CAD-Free framework using incomplete state and gradient evaluations has been presented for a multi-criteria optimization problem involving requirements for the acoustic, aerodynamic and geometric characteristics of jetliners. It has been shown that this platform is suitable for such a realistic design and that the complexities of the optimization and simulation are now comparable. In particular, it has been shown that incomplete sensitivities give satisfactory results after a reformulation of the cost functional. This allows a better understanding of sonic boom origins and mechanisms, and provides useful input to the design of future supersonic civil transports with a controlled boom and reduced drag.
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