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E-mail address: melanie.osl@umit.at (M. Osl).The identiﬁcation of a set of relevant but not redundant features is an important ﬁrst step in building pre-
dictive and diagnostic models from biomedical data sets. Most commonly, individual features are ranked
in terms of a quality criterion, out of which the best (ﬁrst) k features are selected. However, feature rank-
ing methods do not sufﬁciently account for interactions and correlations between the features. Thus,
redundancy is likely to be encountered in the selected features. We present a new algorithm, termed
Redundancy Demoting (RD), that takes an arbitrary feature ranking as input, and improves this ranking
by identifying redundant features and demoting them to positions in the ranking in which they are
not redundant. Redundant features are those that are correlated with other features and not relevant
in the sense that they do not improve the discriminatory ability of a set of features. Experiments on
two cancer data sets, one melanoma image data set and one lung cancer microarray data set, show that
our algorithm greatly improves the feature rankings provided by the methods information gain, ReliefF
and Student’s t-test in terms of predictive power.
 2009 Elsevier Inc. All rights reserved.1. Introduction
Feature selection is an important ﬁrst step in building predic-
tive and diagnostic models from biomedical data sets. The chal-
lenge is to select, from a given set of features, those that best
distinguish between two or more predeﬁned classes. The beneﬁts
of a well selected predictor set are lower computational costs due
to a reduction of dimensionality, higher classiﬁcation accuracy
due to a reduction of noise, and improved interpretability [1,2].
In biomedical data analysis these aspects may lead to a cost reduc-
tion since fewer diagnostic tests are necessary to arrive at a reliable
diagnosis, and an improved patient management [3].
Feature selection strategies are divided into ﬁlter and wrapper
approaches [4]. Filter approaches [5] use an evaluation criterion,
such as mutual information or statistical testing, to assess the dis-
criminatory ability of features. Wrapper approaches [6] utilize the
machine learning algorithm that is subsequently used for classiﬁ-
cation to score features according to their discriminatory ability.
To ﬁnd an optimal set of features, search strategies, such as for-
ward selection, are used to guide the search through the space of
possible feature subsets. While the two approaches are able to
evaluate both individual features as well as feature sets, ﬁltersll rights reserved.are commonly used to rank individual features and wrappers are
commonly used to ﬁnd optimal feature sets.
Well suited to the learning algorithm, feature sets selected by
wrappers are very accurate, but at an extensive computational
cost [7]. Filters are more efﬁcient and generalize well to any clas-
siﬁer. To build a feature set from a feature ranking, commonly the
best (ﬁrst) k features are selected. However, a major disadvantage
of feature ranking algorithms is that they do not sufﬁciently ac-
count for interactions and correlations between the features.
Thus, redundancy is likely to be encountered in the selected
features.
Ideally, the selected features must be not only highly discrimi-
nant with regard to the target classes but also uncorrelated to each
other in order to achieve optimal performance [8]. The ﬁrst part of
this statement, commonly referred to as relevance, is the key func-
tion of feature ranking methods. The aspect addressed in the sec-
ond part, redundancy, refers in general to a pairwise relationship
between features, e.g. deﬁned by Pearson correlation coefﬁcient.
However, correlation should be only seen as an indicator for redun-
dancy. The pitfalls of equating correlation and redundancy are
illustrated in Fig. 1.
The two features shown in this ﬁgure are highly correlated
ðq ¼ 0:8616Þ. Each of the two feature f1 and f2, taken individually,
is not able to distinguish the two classes. However, when consid-
ered in combination, they separate the two classes perfectly.
Hence, we deﬁne a feature fi to be pair-redundant (w.r.t. a fea-
ture ranking F ¼ ðf0; . . . ; fnÞ, where fi is ranked higher than fiþ1) if
the following holds:
Fig. 1. A toy problem of distinguishing between two classes, one represented by
circles, the other represented by crosses. The projections of the two-dimensional
points (the individual features f1 and f2) are shown next to the axes.
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^ disc-abilityðfiÞ<disc-abilityðfjÞ
^ disc-abilityðfi; fjÞ<disc-abilityðfjÞþD:
This means that a feature fi is pair-redundant iff
 it is correlated with a more relevant feature (a feature which has
a higher predictive power) and
 it does not improve classiﬁcation accuracy with that feature by
more than D.
Having redundancy within a set of features means that the
same performance could possibly be achieved with a smaller sub-
set of complementary features. Correlated features may also indi-
cate redundancy in feature sets, but one has to compare the
performance of the feature set with and without the correlated fea-
ture in order to assess if the correlated feature is really redundant.
Doing this for every feature is very costly. To check for redundancy
status more efﬁciently, we utilize a heuristic approach based on
the assumption that information on the pairwise discriminatory
ability and correlation of two features can be combined to infer rel-
evance and redundancy information for a whole set of features.
In our feature demotion algorithm, we make use of the follow-
ing concept, which is an extension of pair-redundancy. As above,
F ¼ ðf0; . . . ; fnÞ is a feature ranking, where fi is ranked higher than
fiþ1.
set-redundantðfi;FÞ : ()pair-redundantðfi;FÞ
^8fk2F disc-abilityðfi; fkÞ<disc-abilityðfkÞþD:
A feature fi is thus set-redundant (w.r.t. to a feature ranking F) iff
 it is pair-redundant (w.r.t. F) and
 it does not improve classiﬁcation accuracy in combination with
any other feature in the set by more than D.
Based on our deﬁnitions above, we propose a new algorithm to
improve a given feature ranking that speciﬁes the relevance of each
individual feature. In detail, we search for redundant features and
demote them to subsequent positions in the ranking in which they
are not set-redundant. Consequently, features in lower positions in
the ranking, which are less relevant but not set-redundant, are pro-
moted and yield higher accuracy in combination with highly rele-vant features. Also, highly relevant features which were set-
redundant in their original position improve accuracy in their
new position in which they are not set-redundant.2. Related work
In the literature there are mainly two approaches to considering
redundancy of features. One approach identiﬁes redundant fea-
tures in a preprocessing step; the other incorporates redundancy
in assessing a feature’s quality.
When identifying redundant features in a preprocessing step,
clustering algorithms are applied to ﬁnd groups of similar features.
Then, the best representative feature from each group is selected.
Shin et al. [9] and Knijnenburg et al. [10] use a hierarchical cluster-
ing with correlation as distance measure, while Jaeger et al. [11]
apply a fuzzy clustering algorithm. The most relevant features of
each cluster are assessed by common statistical tests or by their
correlation to the class attribute.
To incorporate redundancy in feature assessment, the two crite-
ria of relevance and redundancy are combined. Ding et al. [12] con-
sider simple ways of combining criteria, such as maximizing the
difference or the quotient of relevance and redundancy for discrete
and continuous features. The relevance and redundancy of discrete
features are calculated by mutual information, where relevance is
deﬁned by means of mutual information with the class attribute
and redundancy is deﬁned as the mean mutual information of all
feature pairs. For continuous features, they use an F-test to judge
the features’ relation with the class attribute. Redundancy for con-
tinuous features is deﬁned by Pearson correlation coefﬁcient and
Euclidian distance. Moreover, they apply inverse distance as a sim-
ilarity measure and, in this case, maximize the product of rele-
vance and redundancy.
Ooi et al. [13] link relevance and redundancy by a weighted
combination; one can thus variably emphasize one of the two cri-
teria. In detail, they propose two schemes: one based on maximiz-
ing relevance and minimizing redundancy, deﬁned by pair-wise
correlation qðfi; fjÞ, and one based on maximizing relevance and
maximizing anti-redundancy, deﬁned by 1 qðfi; fjÞ.
Knijnenburg et al. [10] and Jaeger et al. [11] suggest two greedy
algorithms to consider redundancy in feature selection. Knijnen-
burg et al. maximize a weighted product, where the ﬁrst factor is
the correlation with the class attribute and the second factor is
the product of the lack of correlation with the features already se-
lected. The greedy algorithm proposed by Jaeger et al. iteratively
selects features with highest p-value among all features, and
whose correlation to each of the already selected features is below
a speciﬁed threshold.3. Methods
In contrast to the approaches described in the literature, our ap-
proach identiﬁes set-redundant features in a postprocessing step.
Given a feature ranking that speciﬁes the relevance of each individ-
ual feature, we re-order the ranking by demoting set-redundant
features to positions in which they are no longer set-redundant.
Thus, we improve feature ranking methods so that the k top ranked
features yield a higher discriminatory ability. For simplicity, we
will from now on use the term ‘‘redundant” in the sense of ‘‘set-
redundant” as deﬁned above.
Although feature ranking methods rank-order a given feature
set in its entirety, it is rarely of interest to know the ranking of
all but ﬁrst few (and thus important) features. The number of these
features is problem-speciﬁc and often not known in advance, but
determined from the relative merits of the features in the ranking.
Therefore, our algorithm provides a parameter Nf that determines
Fig. 2. Illustration of the three different cases for demoting redundant features. See
text for explanation.
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the search for redundant features, we specify that two features
are correlated if their correlation coefﬁcient exceeds a threshold
Tq. Moreover, an improved classiﬁcation accuracy is achieved
when the combined discriminatory ability of two correlated fea-
tures exceeds the individual discriminatory ability of the features
by more than Da.
Our algorithm is divided into two major steps: testing for
redundant features, and subsequent demoting of features identi-
ﬁed as redundant. Indicating the list of ranked features by
F ¼ ðf0; . . . ; fNf1Þ, where fi is ranked higher than fiþ1, we apply these
two steps to each feature fj with j ¼ 1; . . . ;Nf  2. Step 1 consists of
three conditions that all have to be satisﬁed for a feature to be
redundant. In case we identiﬁed a feature as redundant, we apply
Step 2, in which we demote the redundant feature to a position in
the ranking in which it is no longer redundant. This means that a
lower ranked feature has to be found with which the redundant
feature achieves an improved classiﬁcation accuracy, so that condi-
tion 1(c) no longer holds. We distinguish the three cases 2(a), 2(b)
and 2(c) to determine the new position of this feature; these
checks are necessary to take features that had previously been de-
moted into consideration. The output of Step 2 is a re-ordered
ranking that is used in the next iteration step.
1. Testing for redundant features:
(a) For each pair of features ðfi; fjÞ with i < j the Pearson cor-
relation coefﬁcient qi;j is calculated. If qi;j P Tq, then
ðfi; fjÞ is deemed to be correlated.
(b) If fj is correlated with at least one feature fi ahead in the
ranking, logistic regression analysis is applied to the pair
ðfi; fjÞ, and the area under the ROC curve AUCcomb is deter-
mined as a measure of combined discriminatory ability.
The individual discriminatory ability of feature fi and fea-
ture fj, referred to as AUCi and AUCj, respectively, is also
calculated by ROC analysis. If AUCcomb- AUCi 6 Da, then
fj is pair-redundant w.r.t. the current feature ranking.
(c) If fj is pair-redundant, it is determined if fj does not achieve
an improved discriminatory ability with any other feature
fi with i < j. If so, fj is set-redundantw.r.t. the current rank-
ing. We call the procedure described in Step 2 to deter-
mine a more appropriate position in the ranking.
2. Demoting of redundant features:
(a) The ﬁrst feature fs, s > j, with which fj has an improved
accuracy is found. The position sþ 1 is the new position
for the redundant feature.
(b) If the new position sþ 1 is already occupied by a redun-
dant feature that had previously been demoted, the new
position moves down by one (new position = s+2).
(c) If fj is succeeded by a block of already processed redun-
dant features, then the redundant feature fj and its suc-
ceeding block are moved to the new position.
Figure 2 provides an example that illustrates the three cases
2(a)–(c) in the algorithm above for identifying the new position
of redundant features. In the example, the number of considered
features Nf is 10. The features are referred to by letters from a to
j, with the redundant features underlined. The three parts of the
ﬁgure are not independent, but show a sequence of operations.
The ﬁrst demotion illustrates case 2(a), the second case 2(b), and
the third case 2(c).
(a) The ﬁrst redundant feature b is demoted to a new position.
Because f is the ﬁrst feature with which b achieves an
improvement of accuracy, the new position of b is after f.Because the position after b is not occupied by a previously
demoted feature, b is placed immediately after f. Note that
the fact that f is also redundant is chosen speciﬁcally for this
example; a demoted feature may also be placed after a non-
redundant feature (as shown in case (c)).
(b) The ﬁrst feature with which the redundant feature c
achieves an improvement of accuracy is again f. However,
the position after f is already occupied by b, which had pre-
viously been demoted to this position. Therefore, the new
position of c moves down by one, to the position after b.
(c) The redundant feature f is demoted. In this case, all three fea-
tures f, b and c are demoted, because b and c are already pro-
cessed redundant features that occupy the positions after f.4. Results
We validated our algorithm, termed Redundancy Demoting (RD),
on two different cancer data sets: one melanoma image data set,
and one publicly available lung cancer microarray data set.
The image data set [14] was collected at the pigmented lesion
unit of the Department of Dermatology at the Medical University
of Vienna, Austria. It contains 1619 lesion images divided into
two classes: 105 images of patients with melanomas, and 1514
images of patients with common naevi. The diagnosis of the lesions
was established by histopathology (for melanoma) and 1-year fol-
low-up examinations (for common nevi), respectively. Each image
is described by 107 morphometric features.
The microarray data set [15] is publicly available in Gene
Expression Omnibus (GEO) under accession number GSE4115. It
contains 192 gene expression proﬁles gathered in the course of a
diagnostic study for clinical suspicion of lung cancer. The class dis-
tribution is 97 samples from patients diagnosed with lung cancer,
90 samples from participants without lung cancer, and 5 samples
from individuals without ﬁnal diagnoses (suspect lung cancer).
Each gene expression proﬁle is described by the expression levels
of 22215 genes. In our experiments, we investigated the dichoto-
mous problem of distinguishing cancer from no cancer.
We applied RD as a post-processing step to the three well-
established feature selection algorithms t-test (TT), information
Table 1
Summary of improvement using RD: the sum of improvement (SI) over all
k ¼ 1; . . . ;15 best ranked attributes, the maximum improvement (MI) within the
k ¼ 1; . . . ;15 best ranked attributes, and the number k of best ranked attributes for
which the maximum improvement is achieved for all three methods on the two data
sets. Values are denoted in absolute AUC.
Melanoma Lung cancer
SI MI k SI MI k
TT 0.1437 0.0328 3 0.2788 0.0467 2
IG 0.0914 0.0209 4 0.1134 0.0260 3
RF 0.0804 0.0276 4 0.1022 0.0511 2
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tion ranks each feature according to its p-value, expressing the sta-
tistical signiﬁcance of a feature to distinguish between two classes.
The information gain [16] of a feature reﬂects the amount of entro-
py of the class labels that can be explained by the feature. The main
idea of ReliefF [17] is that the values of a signiﬁcant feature are cor-
related with the feature values of k instances of the same class, and
uncorrelated with the feature values of k instances of other classes
(typically, k is chosen in the range of ﬁve to 15).
A well-established method to assess the quality of a ranking is
to determine the classiﬁcation performance of the k best ranked
features. In our experiments, we applied logistic regression analy-
sis to each feature subset containing k ¼ 1 to 15 best ranked fea-
tures. We then used the area under the ROC curve (AUC) to
compare the predictive power before and after applying RD. We
set Tq to 0.5 to consider sufﬁciently many candidates for redundant
features. Moreover, Da was set to 0.05.
Figure 3 shows the effect of RD on TT, IG and RF. Figure a, b and
c depict the feature ranking on the image data set, and Figure d, e
and f depict the feature ranking on the microarray data set. It can
be seen that RD improves all three ranking methods on both data
sets. The greatest increase is achieved on TT. On the image data
set, TT reaches its highest AUC with 10 features. After applying
RD, an equally high AUC is achieved with only four top ranked fea-
tures. The same effect occurs for IG on the image data set. Applying
RD on RF reduces the number of features necessary for a high AUC
from eight to six or even four top ranked features, when accepting
a slightly lower AUC. For the microarray data set, the ranking
determined by applying RD to TT outperforms the ranking speci-
ﬁed by TT on each subset including the k ¼ 1; . . . ;14 best ranked
features. On the microarray data set, RD applied to IG attains, for
each feature subset, a higher AUC, although the improvement is
less than the improvement for TT. For RF on the microarray data
set, postprocessing by RD only leads to a minor improvement.Fig. 3. The discriminatory ability of the k ¼ 1; . . . ;15 best ranked attributes before and
feature ranking algorithms that provide input to RD (columns). The black bars indicate a
text for detailed explanations.Table 1 summarizes the quantitative information of the
improvements shown graphically in Fig. 3.
All experiments were run on a Intel Pentium 4 (3 GHz) PC with
2048 MB RAM. For the image data set, RD took roughly 6 s to im-
prove the rankings of TT, IG and RF. For the microarray data set,
RD took roughly 2 s to improve the rankings of TT, IG, and RF.
The complexity of our algorithm is OðN2f Þ. Thus the complexity is
independent of the number of features of the data sets. The differ-
ence in runtimes for the image data set and the microarray data set
arise from the different runtimes needed to built the classiﬁer to
assess the discriminatory ability of the feature pairs.
5. Discussion
Our approach to considering redundancy in feature selection is
based on demoting features to more suitable positions in a given
ranking. To the best of our knowledge, there is no method compa-
rable to our approach of dealing with redundancy in feature sets in
a postprocessing manner. The methods described in the literature
either consider redundancy in a preprocessing step, using cluster-
ing algorithms, or consider redundancy in the assessment of a fea-after applying RD. Shown are the results on the two data sets (rows) and the three
n increase in accuracy, and the white bars indicate an decrease in accuracy. See the
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pared with these methods.
Ideally, a feature set has to be composed of highly relevant but
not redundant features in order to achieve optimal discriminatory
performance. A commonly used notion of redundancy is correla-
tion, e.g. as deﬁned by the Pearson correlation coefﬁcient. How-
ever, discarding all correlated features reduces the predictive
power of a feature set. One possible explanation for this observa-
tion is that a feature’s quality depends on both: its relevance to dis-
tinguish target classes, and its redundancy w.r.t. other features.
Thus, discarding a feature based on one of the two criteria ignores
the other one.
A further difﬁculty with equating the concepts of correlation
and redundancy is that correlation is a continuous concept, and
redundancy is dichotomous (a feature is either redundant or
not). This requires the use of a threshold, beyond which correlated
features are considered redundant. In our work, we use correlation
only as an indicator for redundancy. To distinguish our way of han-
dling redundancy from the other deﬁnitions of redundancy given
in the feature selection literature [9–13], we deﬁned the notions
of pair-redundant and set-redundant to make explicit our use of
discriminatory ability in assessing the redundancy of a feature.
As can be observed from Figure 3 and Table 1, our results show
less improvement for the multivariate feature ranking method Re-
liefF. We expect this to extrapolate to multivariate feature ranking
methods in general, since these methods indirectly consider corre-
lations and interactions between the features, and are thus less
amenable to improvements that focus on identifying redundant
features.
Our approach produces feature sets of k best features which are
highly relevant but not redundant. Thus, an improved classiﬁcation
accuracy, similar to that of wrapper methods, can be achieved.
However, our postprocessing approach is more efﬁcient than
wrapper approaches. We utilize in our approach the heuristic of
approximating the improvement of discriminatory ability of the
whole feature set by the improvement of discriminatory ability
of a pair of features. This approximation is meaningful for few
dimensions, as can be seen from the fact that the discriminatory
ability of two features can be no less than that of one feature.
Although this approximation is not feasible for many dimensions
due to the curse of dimensionality, this aspect can be neglected
when searching for a predictor set composed of few k top features.
In this work, we considered only linear correlation and thus
used logistic regression, which seeks for linear separation of the
classes. In our further work we intend to extend our approach to
non-linear correlation in combination with a non-linear classiﬁer,
such as support vector machines. Furthermore, the concept of cor-
relation is deﬁned for pairs only; future work could be based on an
extension of correlation to sets of features.
6. Conclusion
In this paper, we proposed a new approach to improve feature
ranking methods by demoting redundant features. In contrast tomethods described in the literature, we implemented our approach
to dealing with redundancy as a postprocessing step. We take an
arbitrary feature ranking, and improve the discriminatory ability
of the k best features by demoting redundant features to lower
positions in the ranking, in which they are not redundant.
Our experiments on two different cancer data sets show that RD
is a powerful tool for improving several well-known feature rank-
ing algorithms at little computational cost. It allows the identiﬁca-
tion of small cancer marker sets with greatly improved
discriminatory ability.Acknowledgments
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