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Abstract. We discuss a recent bosonization method developed to study clean Fermi
gases with repulsion in any dimensions. The method enables one to consider both
density and spin excitations. It is demonstrated that due to a non-abelian structure of
the effective theory, the spin excitations interact with each other, which leads to new
logarithmic in temperature corrections to physical quantities. Using a renormalization
group scheme constructed for the effective low energy field theory these logarithms are
summed up in all orders. Temperature dependent corrections to the specific heat and
spin susceptibility are obtained for all dimensions d = 1, 2, 3.
PACS numbers: 71.10.Ay, 71.10.Pm
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1. Introduction
Landau theory of the Fermi liquid (FL) [1] is by now one of the most established theories
describing a system of interacting fermions. The main statement of this theory is that
the low energy behavior of the system is similar to that for the ideal Fermi gas. This
gives a possibility to discuss experimental systems omitting the interactions and using
phenomenological constants for the effective mass of the particles, density of states at
the Fermi surface and other physical quantities.
A phenomenological description of the FL developed in the first works [1] was
supported by a diagrammatic analysis [2], which was a very good confirmation. However,
the microscopic Landau theory of Ref. [2] is based on a very strong assumption that
one can single out a singular particle-hole channel and sum proper ladder diagrams.
Irreducible vertices entering the ladder diagrams should remain finite and be analytic
in the limit of small momenta and frequencies. It is generally believed that for a Fermi
gas with repulsion this assumption is correct and such a system should behave as the
Fermi liquid in dimensions d > 1.
Of course, the similarity between the FL and ideal Fermi gas cannot be exact and
there should be corrections at finite temperatures, frequencies or momenta. Study of
unconventional metals like high temperature superconductors, heavy fermion materials,
etc., have revealed considerable deviations of their properties from those predicted by
the FL. As a result, quite a few theoretical works have appeared recently where the
Landau FL theory was discussed [3, 4, 5, 6, 7].
The corrections to physical quantities become especially interesting when they
are non-analytic functions of temperature, frequency or momentum. This means
that physical quantities like C (T ) /T, where C (T ) is the specific heat and T is the
temperature, χ (T ), where χ (T ) is the spin susceptibility, etc., cannot be represented
at low temperatures as a series in T 2, which contrasts the ideal Fermi gas. Such non-
analytical corrections were studied in a number of publications using diagrammatic
expansions in the electron-electron interaction [8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18]. As
a result of this investigation, it is well known by now that in d = 3 the next-to-leading
term in C (T ) /T is proportional to T 2 lnT [8, 9, 10, 11]. In 2d, the non-analytical
corrections to C (T ) /T and χ (T,Q) scale as T and max {T, v0Q}, respectively (Q is the
wave vector of the external magnetic field) [13, 14, 15, 16, 17, 18, 19].
The existence of the non-analytic corrections to the physical quantities is not
accidental. In fact, all the singular corrections to the thermodynamic quantities may be
understood in terms of contributions of low lying collective excitations, see e.g., Refs.
[19, 17]. At the same time, explicit calculations with the conventional diagrammatic
technique are not simple already in the lowest orders of the perturbation theory.
Therefore, selecting diagrams in order to group them into the collective modes is a
rather difficult task.
In this paper we present a new method of calculations for a clean Fermi gas
with a repulsion that enables us to “integrate out” electron degrees of freedom in
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the beginning of all calculations and reduce the initial fermionic model to a model
of low lying excitations. The method is based on using equations for quasiclassical
Green functions and includes both the density and spin excitations. We call loosely
our method bosonization but it differs from earlier higher dimensional bosonization
schemes [20, 21, 6, 22, 23, 24, 25, 26, 5] based on the assumption a long range electron-
electron interaction. As a result, only density excitations were considered, while the spin
excitations were not included in those schemes (to be more precise, the spin excitations
are not affected by the long range interaction and therefore they were not included to
the scheme).
The density excitations are described by a scalar function and the effective
interaction Vc (k, ω) between them vanishes in the limit ω, k → 0. This means that the
interaction may lead only to a renormalization of parameters characterizing physical
quantities (unless Vc (k, ω) is long ranged) but not to new effects. In other words, the
bosonization of [20, 21, 6, 22, 23, 24, 25, 26, 5] enables one to reduce a system with a
long range interaction to a model of free bosons, which is very similar to writing the
Tomonaga-Luttinger model for one dimensional electron systems (see e.g. [27]). This
method is often referred to as bosonization.
What we want to present now is a scheme that enables one to consider for arbitrary
interactions both the density and spin excitations on equal footing. The relevant variable
describing the spin excitations is a 2 × 2 matrix and our method resembles to some
extent a non-abelian bosonization. The effective interaction between the spin excitations
does not vanish in the limit ω, k → 0 and leads to new logarithmic contributions to
scattering amplitudes coming from low energies of the order of T . As a result, physical
quantities depend on the logarithmically renormalized amplitudes, which changes their
temperature dependence. It is important to emphasize that the “infrared” logarithmic
divergencies that we find in the limit T → 0 exist in any dimensions (including d = 1)
and have nothing in common with the “ultraviolet” logarithmic divergency (divergency
originating from short distances) discussed for 2d systems long ago [28]. The latter
does not lead to any additional dependence on temperature and can be absorbed into
parameters characterizing FL.
We display in the subsequent Sections the main idea of our method and new
results that have been obtained recently. In Sec.2 we make a Hubbard-Stratonovich
transformation and derive quasiclassical equations for the density and spin excitations
representing their solution in terms of an integral over supervectors. The interaction
between the spin excitations gives logarithms that are summed in Sec.3 using a
new renormalization group (RG) scheme. We calculate the specific heat and spin
susceptibility in Sec.4 and discuss the results in Sec.5.
The method and the calculation of the specific heat has been presented for the
first time in Ref. [29]. Using this method the calculation of the spin susceptibility was
carried out later in Ref. [30]. Our presentation here is based on these publications but
we concentrate rather on explaining the main steps of the derivation than on explicit
calculations. All necessary details can be found in Refs. [29, 30].
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2. Spin and density excitations and their contribution to thermodynamics.
2.1. Singling out slow pairs and Hubbard-Stratonovich transformation.
In this Section we show how one can reduce calculation of the partition function of
the interacting fermions to calculation of the partition function of the density and spin
excitations. It will be demonstrated that the density excitations are described by a
model of free bosons, whereas spin excitations interact with each other.
We start the discussion writing the original partition function Z in terms of a
functional integral over classical anticommuting variables χσ (x) (x = {r,τ} and σ labels
the spin)
Z =
∫
exp (−S)DχDχ∗ (1)
The action S entering Eq. (1) has the form
S = S0 + Sint, (2)
where the term S0,
S0 =
∑
σ
∫
χ∗σ (x)
(
− ∂
∂τ
− pˆ
2
2m
+ ǫF
)
χσ (x) dx (3)
stands for the action of free fermions (ǫF is the Fermi energy, m is the mass and pˆ is
the momentum operator). Eqs. (2, 3) are written in the Matsubara representation with
the imaginary time τ, such that the field variables χ (r,τ) are antiperiodic in τ
χ (r,τ) = −χ (r, τ + 1/T ) (4)
The term Sint is Eq. (2) describes the fermion-fermion interaction,
Sint = 1
2
∑
σ,σ′
∫
χ∗σ (x)χ
∗
σ′ (x
′) v (x− x′)χσ′ (x′)χσ (x) dxdx′, (5)
where v (x− x′) = V (r− r′) δ (τ − τ ′) and V (r− r′) is the potential of the interaction.
Presence of a magnetic field b acting on spin can be accounted for by adding an
addition term Sb to the action
Sb =
∫
dx χ∗σ(x)bσσσ′χσ′(x), (6)
Inclusion of this term is necessary for calculation of the spin susceptibility χ (T ).
The functional integral over χσ (x) in Eq. (1) is too complicated to be calculated
exactly and we restrict ourselves with the case of a weak interaction. A stronger
interaction may renormalize the coupling constants but does not seem to change the
temperature behavior.
In order to reduce the fermionic model to the model of the low lying excitations we
single out in the interaction term Sint, Eq. (5), pairs χ∗χ slowly varying in space and
write the effective interaction Sint as
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Sint→1
2
∑
σ,σ′
∫
dP1dP2dK{V2χ∗σ (P1)χσ (P1 +K)χ∗σ′ (P2)χσ′ (P2 −K)
− V1 (p1 − p2)χ∗σ (P1)χσ′ (P1 +K)χ∗σ′ (P2)χσ (P2 −K)} (7)
In Eq. (7), Pi = (pi,εni) , where pi is the momentum and εni = πT (2ni + 1) are
Matsubara fermionic frequencies (i = 1, 2). As concerns K, it has the form K = (k,ωn),
where ωn = 2πTn are Matsubara bosonic frequencies.
The symbols of the integration
∫
dPi and
∫
dK in Eq. (7) read as follows∫
dPi (...) = T
∑
εni
ddp
(2π)d
(...) ,
∫
dK (...) = T
∑
ωn 6=0
f (k)
ddk
(2π)d
(...) (8)
where
f (k) = f0 (kr0) (9)
and k = |k|. The function f0 (t) has the following asymptotics: f0 (t) = 1 at t = 0 and
f (t)→ 0 at t→∞.
The function f (k) in Eq. (9) is written in order to cut off large momenta k. The
parameter r0 is the minimal length in the theory and we assume that r0 & p
−1
F . So, the
momenta k are cut by the maximal momentum kc = r
−1
0 and we avoid double counting
when calculating the partition function Z.
Introducing the cutoff r0 means that the pairs written in Eq. (7) vary slowly in
space. Accordingly, we neglect the dependence of V1 and V2 on the momentum k in Eq.
(7). Although being smaller than the Fermi momentum pF and the Fermi energy εF ,
the cutoff kc is larger than all other momenta in the model.
Additional decoupling in the Cooper channel is not included, since this would
amount to overcounting of relevant scattering processes [29]. To be short, the most
important is parallel or antiparallel motion of the particles and one needs to consider
only forward and backward scattering. In this limit, adding the Cooper channel would
mean double counting. This is not so for disordered systems where all scattering angles
are important and where one should take into account the Cooper channel [31].
For a short range potential we can further simplify our considerations be setting
V2 = V (|q| ≪ pF ). Since important momenta are close to the Fermi surface we can
write V1(θ12) = V (p1 − p2) = V (2p0 sin( θ122 )), where θ12 is the angle between momenta
p1 and p2, θ12 = p̂1p2.
For the further development of the theory it will be crucial to separate explicitly
interactions in the triplet and singlet channel. Making the notations
Vs(θ12) = V2 − 1
2
V1(θ12), Vt(θ12) =
1
2
V1(θ12) (10)
one can represent the interaction term in a form of a sum of charge and a spin parts,
S˜int = Sint,s + Sint,t , (11)
Sint,s = 1
2
∫
dp1dp2dq ρ(p1,−q)Vs(θ12)ρ(p2, q) , (12)
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Sint,t = − 1
2
∫
dp1dp2dq S(p1,−q)Vt(θ12)S(p2, q) , (13)
where the charge ρ(p, q) and spin densities S(p, q) are
ρ(p, q) = χ†
(
p− q
2
)
χ
(
p+
q
2
)
, S(p, q) = χ†
(
p− q
2
)
σχ
(
p+
q
2
)
, (14)
and we turned to a spinor notation χ = (χ↑, χ↓).
In order to simplify the presentation we do not write for a while the function f
assuming that the variables ρ and S are not equal to zero for small q only, which
corresponds to a slow variation of these variables in space.
Having written the interaction term S˜int in the form of Eq. (11) we next decouple
it using a Hubbard-Stratonovich transformation with a field
φn(x) ≡ iϕn(x) + σhn(x) (15)
Here ϕn(x) and hn(x) are real bosonic fields, so that φn(r, τ) = φn(r, τ+β) and n is the
direction of momentum p on the Fermi surface, n = p/|p|. The result is the following
representation of the partition function (we omit for a while the external field b)
Z =
∫
Dφ Ws[ϕ]Wt[h]Z[h, ϕ] . (16)
The weight functions Ws, Wt are shown below in Eqs. (20, 21). The partition
function Z[h, ϕ] describes the fermion motion for a fixed configuration of fields h, ϕ
Z[φ] =
∫
D(χ∗, χ) exp(−Seff [φ]). (17)
where the effective action Seff has the form
Seff [φ] = S0+
∫
dpdr1dr2χ
†(r1, τ)φn
(
r1 + r2
2
)
χ(r2, τ)e
ip(r1−r2) . (18)
Now we can write down a representation of the partition function in the presence of the
magnetic field as a weighted integral over field configurations
Z =
∫
Dφ Ws[ϕ]Wt[h]Z[φ] , (19)
where the weights Ws[ϕ] and Wt[h] are
Ws[ϕ] = exp
[
− 1
2
∫
dnˆ1dnˆ2dqdτϕ
∗
n1
(q, τ)V −1s (θ12)ϕn2(q, τ)
]
(20)
Wt[h] = exp
[
− 1
2
∫
dnˆ1dnˆ2dqdτh
†
n1
(q, τ)V −1t (θ12)hn2(q, τ)
]
(21)
Eqs. (16-21) is the final result of this subsection. We see that the original problem of
the electron with interaction is replaced by a problem of electron motion in a potential
and a magnetic field slowly varying in space. The condition of the slow variations
follows from our separation into slow pairs. As we will see, at low temperature and
weak interactions the slow variations of the fields h and ϕ give the main contribution
into the physical quantities.
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2.2. Quasiclassical equations
What we should do is to calculate quantities for any h and ϕ and integrate these
quantities over these fields. First, we introduce the Green functions Gφσ,σ′ (x, x
′)
corresponding to the action Seff [φ] , Eq. (18), as follows
Gφσ,σ′ (x, x
′) = Z−1 [φ]
∫
χσ (x)χ
∗
σ′ (x
′) exp (−Seff [φ])DχDχ∗ (22)
As the fluctuating field φ, Eq. (15), varies slowly in space one can derive
quasiclassical equations for the function Gφσ,σ′ (x, x
′). The method of the derivation
is well known [32]. One should perform the Fourier transform with respect to the
difference r− r′ and assume that the Green function slowly depends on R =(r+ r′) /2.
Introducing the quasiclassical Green function gφn (R,τ, τ
′) in the standard way [32, 33]
gφn (R,τ, τ
′) = i
∫ ∞
−∞
Gφp (R,τ, τ
′)
dξ
π
, ξ =
p2
2m
− ǫF (23)
we come to the following equation for this function(
∂
∂τ
+
∂
∂τ ′
− ivFn∇
)
gφn (R,τ, τ
′)
+ gφn (R;τ, τ
′)φn (R,τ
′)− φn (R,τ) gφn (R;τ, τ ′) = 0 (24)
where n2 = 1, such that pFn is a vector on the Fermi surface.
In principle, one could derive Eq. (24) more accurately, which would produce
additional terms containing space derivatives of the functions φn (R,τ) and g
φ
n (R;τ, τ
′)
in the second line. However, the additional derivatives would compensate infrared
singularities we are interested in. This is the reason why we neglect them. At the
same time, no higher derivatives arise in the first line in Eq. (24) and this term is exact.
The function gφn (R,τ, τ
′) must obey the antiperiodicity conditions
gφn (R,τ, τ
′) = −gφn (R,τ + 1/T, τ ′) = −gφn (R,τ, τ ′ + 1/T ) (25)
that follow from Eq. (4).
Eq. (24) is linear and therefore is not sufficient to find gφn (R,τ, τ
′) unambiguously.
However, the same equation as Eq. (24) can be written for the function g2
g2 (R,τ, τ ′) =
∫ 1/T
0
gφn (R,τ, τ
′′) gφn (R,τ
′′, τ ′) dτ ′′ (26)
An obvious solution for g2 can be written as
g2 (R,τ, τ ′) = cδ (τ − τ ′) (27)
where c is an arbitrary constant. It can be fixed assuming that the fermion-fermion
interaction is present only in a finite, although macroscopic part of the space. Then,
outside this space we come to the Green function of a free fermion gas satisfying Eq.
(27) with c = 1. So, we come to the equation∫ 1/T
0
gφn (R,τ, τ
′′) gφn (R,τ
′′, τ ′) dτ ′′ = δ (τ − τ ′) (28)
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Eq. (28) complements Eq. (24) and these equations are sufficient to find the function
gφn (R,τ, τ
′) for any function φp (R, τ). After that, in order to calculate physical
quantities, one should perform a proper averaging over φp (R, τ) with the weights
Ws,t [φ], Eqs. (20, 21). In the next subsection we will show how to express the partition
function Z [φ], Eq. (17), in terms of the solution of these equations but now let us
reduce Eqs. (24, 28) to a more simple form.
Now we come to the main point of the method proposed here. We notice that the
quasiclassical Green function of the free fermion gas is singular and can be written as
g0n (τ − τ ′) = −iTRe
[
sin−1 πT (τ − τ ′ − iδ)] (29)
where δ → +0. Of course, the Green function g0n (τ − τ ′) satisfies Eqs. (24, 25, 28).
As concerns arbitrary φn (R, τ) , we look for the general solution of Eqs. (24, 28)
in the following form
gφn (R,τ, τ
′) = Tn (R, τ) g0 (τ − τ ′) T−1n (R,τ ′) (30)
where Tn (r,τ) is a spin matrix satisfying the condition
Tn (R,τ) = Tn (R,τ + 1/T ) (31)
The representation of the Green function in the form of Eq. (30) is a generalization
of the Schwinger Ansatz [34]. The form given by Eq. (30), is consistent with Eq. (28)
and what remains to be done is to find the proper matrix Tn (R, τ), such that Eq. (24)
is satisfied.
A straightforward manipulation [29] enables one to reduce Eqs. (24, 28) to the
following form(
− ∂
∂τ
+ ivFn∇R
)
Mn (x) + [φn (x) ,Mn (x)] = −∂φn (x)
∂τ
(32)
where
Mn (x) =
∂Tn (x)
∂τ
T−1n (x) (33)
and the symbol [, ] stands for the commutator.
Using the representation, Eq. (15), for the matrix φn (x) and writing the matrix
Mn (x) as
Mn (x) = ρn (x) + Sn (x) σ, (34)
where ρn (x) is a scalar function and Sn (x) is a three dimensional vector, we reduce Eq.
(32) to two independent equations for ρn (x) and Sn (x)(
− ∂
∂τ
+ ivFn∇R
)
ρn (x) = −i∂ϕn (x)
∂τ
(35)(
− ∂
∂τ
+ ivFn∇R
)
Sn (x) + 2i [hn (x)×Sn (x)] = −∂hn (x)
∂τ
(36)
Eqs. (35, 36) are the final quasiclassical equations that will be used for further
calculations. We emphasize that Eqs. (35, 36) are obtained from Eqs. (24, 28) without
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making any approximation. The variable ρn (x) describes collective density excitations,
whereas the variable Sn (x) stands for spin ones.
Eqs. (35, 36) describing these excitations are remarkably different from each other.
Eq. (35) for the density is rather simple. This is what one obtains using the high
dimensional bosonization of Refs. [20, 21, 6, 22, 23, 24, 25, 26, 5] from an eikonal
equation. Of course, we could take into account gradients of the field ϕn (x) and this
would lead to additional terms in the L.H.S. of Eq. (35). However, this does not lead
to new physical effects.
In contrast, Eq. (36) is highly non-trivial due to the presence of hn (x) in the L.H.S
of the equation. Actually, the homogeneous part of Eq. (36) is just the equation of
motion of a classical magnetic moment in the external magnetic field. We will see that
the form of Eq. (36) will result in very non-trivial effects that will be considered later.
The presence of the second term in the L.H.S. of Eq. (36) is a consequence of a
non-abelian character of the variables describing the spin excitations. In this respect our
method resembles the non-abelian bosonization well known for one-dimensional systems
[27].
It is important to emphasize that the variables ρn (x) and Sn (x) depend not
only on the time and coordinate but also on the position of the vector n, that
determines the position on the Fermi surface. This dependence is usual for kinetic
equations. In the previous attempts to construct a higher dimensional bosonization
[20, 21, 6, 22, 23, 24, 25, 26, 5] the corresponding variable arose from a “patching” of
the Fermi surface.
2.3. Partition function.
What remains to be done is to express the partition function Z [Φ], Eq. (17, 18), in
terms of the variables ρn (x) and hn (x). Integrating over χ, χ
∗ in Eq. (17) and using
Eqs. (18, 3) for Seff [φ] we write Z [φ] in the form
Z [φ] = exp
[
Tr
∫
ln
(
− ∂
∂τ
− pˆ
2
2m
+ ǫF + φn (x)
)
dx
]
(37)
Eq. (37) can further be represented as
Z [φ] = Z0 exp
[
Tr
∫ ∫ 1
0
Gφ (x, x; u)φn (x) dxdu
]
(38)
where the Green function Gφ (r, r;τ, τ ; u) is the solution of the equation(
− ∂
∂τ
− pˆ
2
2m
+ ǫF + uφn (x)
)
Gφ (x, x′; u) = δ (x− x′) (39)
We see that the calculation of the partition function reduces to the calculation of the
Green function Gφ (x, x′; u) that differs from the Green functions calculated in the
preceding subsection by the replacement φ (x) → uφ (x), where u is a parameter in
the interval (0, 1). This means that calculating the Green function we can repeat all the
transformations we have performed previously.
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The Green function Gφ (r, τ ; r, τ ′; u) at coinciding points can be written in terms
of the quasiclassical Green function gφn as
Gφ (x, x′; u) = −iπν
∫
gφn (r;τ, τ
′;u) dn (40)
where ν is the density of states on the Fermi surface (without taking into account the
double degeneracy due to spin).
Next, we use the representation, Eq. (30), and expand the function T−1n (r, τ
′) in
τ ′−τ . The contribution from g0n (τ − τ ′), Eq. (29), vanishes at τ = τ ′. Using Eqs. (33,
34) we obtain finally
Z [φ] = Z0ZϕZh (41)
where
Zϕ = exp
[
−2iν
∫ ∫ 1
0
ρn (x, u)ϕ (x) dxdndu
]
, (42)
Zh = exp
[
−2ν
∫ ∫ 1
0
Sn (x, u)hn (x) dxdndu
]
(43)
The functions ρn (x, u) and Sn (x, u) should be found from the equations
Lˆu=0 (n) ρn (x) = −iu∂ϕn (x)
∂τ
, Lˆu (n)Sn (x) = −u∂hn (x)
∂τ
(44)
In Eqs. (44), the operator Lˆu has the form
Lˆu (n) = − ∂
∂τ
+ ivF (n∇r) + 2iuhˆ (45)
where the matrix hˆ is
hˆ =
 0 −hz hyhz 0 −hx
−hy hx 0
 (46)
and hx, hy, and hz are the components of the vector h (hˆa = [h× a] for any vector a).
The functions Sn (x) and ρn (x) are periodic in τ
Sn (r,τ) = Sn (r,τ + 1/T ) (47)
The accuracy of Eqs. (20, 21) can be somewhat improved by making the
substitution Vs,t → Γˆs,t/ν, where Γˆs,t is the scattering amplitude for the singlet and
triplet channel respectively.
Thus, we have reduced the study of the system of the interacting fermions to
investigation of a system of bosonic density and spin excitations. Therefore the word
“bosonization” is most suitable for our approach. We see that the method should work
in any dimension. At the same time, it is more general than the scheme of the high
dimensional bosonization of Refs. [20, 21, 6, 22, 23, 24, 25, 26, 5] because we can
consider the spin excitations that are much more interesting than the density ones. The
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presence of the non-trivial third term in Eqs. (36, 45) is a consequence of the non-
abelian character of the excitations. In contrast, the previous schemes worked only for
abelian density excitations and it is simply impossible to write any interaction of ρ with
an external field ϕ without using time or space derivatives.
3. Effective field theory and renormalization group equations
3.1. Infrared logarithmic divergences.
Eqs. (41-47), (19-21) are sufficient for calculating low energy contributions to the
thermodynamic quantities. Calculation for the density excitations is not difficult
because the first equation (44) can easily be solved explicitly. As concerns the spin
excitations one may seek for the solution of the second equation (44) expanding the
operator Lu, Eq. (44), in hˆ. It turns out that in the limit T → 0 terms of the
perturbation theory for scattering amplitudes are logarithmically divergent in any
dimension and one has to sum an infinite series.
In order to see the origin of this divergency, let us consider the expression
K (n,−n′) = ∫ L−1u (n;x, x′)L−1u (−n′;x′, x) dx′. Using the Fourier transform in the
coordinates and time we bring this expression in the limit T → 0 to the form
K (n,−n′) =
∫
dωddk
(2π)d+1
1
iω − vFkn
1
iω + vFkn
′ (48)
If n is parallel to n′ we can integrate separately over the parallel k‖ and perpendicular
k⊥ (with respect to the vector n) components of the vector k. In this case the integrand
does not depend on k⊥ and formally diverges at large |k⊥|. However, we assumed that
the momenta cannot be very large and therefore the maximal |k⊥| are of the order of
r−10 from Eq. (9), which provides the convergence of the integral over k⊥.
In contrast, the integral over ω and k‖ diverges at small values of these variables.
These are infrared divergences and they lead to important contributions to the
thermodynamic quantities. Estimating the value of K we come to the following
expression
K (n,−n′) ∼ r1−d0 v−1F ln
(
max
{
Tv−1F r0, |n− n′|
})
(49)
Products of the function K (n,−n′) arise when calculating scattering amplitudes with
the help of the perturbation theory and we see that in the limit T → 0 one should
sum an infinite series. This is not an easy task but the consideration simplifies if we
reformulate the problem of calculation of the partition function in terms of a field theory.
Then we will be able to use for summation of the logarithms a renormalization group
technique.
3.2. Low energy supersymmetric field theory.
Now, our task is to solve Eqs. (44), substitute the solution into Eqs. (41, 43) and,
using the obtained expression for Z [φ], calculate the integral over the fields ϕn and hn.
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This procedure is somewhat similar to what one does in theory of disordered metals. A
convenient way of calculations is to represent the solutions of Eqs. (44) in a form that
would allow one to integrate over the fields ϕn in the beginning of all the calculations.
Integration over supervectors, Refs. [35, 36], is most convenient for this purpose and
we follow now this method. As the contribution of the density fluctuations is simple,
we consider from now on the spin excitations only. The contribution of the density
excitations will be added in final results.
Using supervectors ψ and formulae for gaussian integration we represent the
partition function Zh, Eq. (43), as follows [29]
Zh =
∫
exp[2ν
√
2i
∫
ψ (X)F (X) dX ] exp [−Sh [ψ]]Dψ (50)
where
Sh [ψ] = −2iν
∫
ψ (X)Hψ (X) dX, H = H0 − 2iuhˆ (X) τ3 (51)
The weight denominator in the gaussian integral, Eq. (50), is absent because ψ are
supervectors. Although the general form of Eqs. (50, 51) is simple (it is a gaussian
integral), the detailed structure of the vectors and matrices is not. The supervectors ψ
have 48 components. The number of components comes from the necessity to consider 1)
3 spin components (s-space), 2) bosonic and fermionic variables (g-space), 3) “particles”
and “holes” (eh-space) , 4) “left” and “right” motion (n-space), 5) one should double
the number of the components to “hermitize” the space (H-space). The operator Lˆu (n),
Eq. (45), is not hermitian and the “hermitization” of the space of the supervectors is
necessary to provide convergence of the gaussian integral in Eq. (50).
The supervectors ψ are assumed to satisfy the bosonic periodicity conditions
ψ (τ) = ψ (τ + 1/T ) (52)
We emphasize that Eq. (52) holds for both the bosonic and fermionic components of
the supervectors ψ.
The generalized coordinate X contains the components
X = (x, z) , z = (n,u) (53)
where n is now a unit vector, n2 = 1, parallel to the original vector n but having
only positive x components nx > 0. Negative x-components are taken into account by
doubling the number the components of the supervector ψ (n-space).
The operator H0 in Eq. (51) can be written as
H0 = −ivF (n∇) τ3Σ3 − Λ1 ∂
∂τ
(54)
where Λ1 is the first Pauli matrix in the hermitized space (it is unity in all the other
spaces) and the matrices τ3 and Σ3 are the third Pauli matrices in the eh and n spaces
respectively
Λ1 =
(
0 1
1 0
)
H
, τ3 =
(
1 0
0 −1
)
eh
, Σ3 =
(
1 0
0 −1
)
n
(55)
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The matrix hˆ (X) has the spin structure of Eq. (46) (the replacement n→ nΣ3
should be made) and is unity in all other spaces. The action Sh [ψ] is supersymmetric
and is invariant under homogeneous rotations in the superspace.
The supervector ψ¯ in Eq. (50) is conjugated with respect to ψ (see for the definition
Ref. [29]). The vector F has the form
Fh (X) = F1h (X) + F2h (X) (56)
where
F1hγ =
1√
2
(
0
1
)
g
⊗
(
1
1
)
H
⊗
(
0
1
)
eh
⊗
(
hγ (n)
hγ (−n)
)
n
F2hγ =
1√
2
(
0
1
)
g
⊗
(
1
−1
)
H
⊗
(
1
0
)
eh
⊗
(
u∂τhγ (n)
u∂τhγ (−n)
)
n
and γ = x, y, z stands for the spin indices.
We see (50, 51, 56) that the Hubbard-Stratonovich field h (X) enters both H and F
linearly. We write the contribution of the spin excitations Zt into the partition function
as
Zt =
∫
ZhWt [h]Dh, (57)
(c.f. Eq. (19)), which enables us to integrate immediately over h.
The integration over h is gaussian and can easily be performed. As a result, we
obtain an effective action S containing non only the free quadratic part but also cubic
and quartic interactions
Zt =
∫
Dψ exp (−S) , S = S0 +
∑
a=1,2,3
Sa (58)
The interaction-independent part S0 equals
S0 = −2iν
∫
dX ψα (X)H0ψα (X) (59)
The three different interaction terms present in the theory can be written as
S2 = − iν
4∑
i,j=1
λij
∫
dXdX1 (60)
× (ψδ (X) τ3Πj∂XF0) ΓiX,X1 (F0∂X1Πjτ3ψδ (X1))
S3 = − 2
√−2iν
4∑
i,j=1
λij εδβγ (61)
×
∫
dXdX1
(
ψδ (X)uτ3Πjψβ (X)
)
ΓiX,X1
(F0∂X1τ3ψγ (X1))
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S4 = − 2ν
4∑
i,j=1
λij εδβγεδβ1γ1 (62)
×
∫
dXdX1
(
ψβ (X) uτ3Πjψγ (X)
)
ΓiX,X1
(
ψβ1 (X)u1τ3Πjψγ1 (X1)
)
Summation over spin indices α, β, δ, γ is implied and we use the absolutely antisymmetric
tensor εαβγ with ε123 = 1. The action S, Eqs. (58-62), is sufficient for calculation of the
thermodynamic potential in the absence of a magnetic field. The operator ΓiX,X′ has
the form
ΓiX,X′ = γi
(
n̂n′
)
f(r− r′) δ(τ − τ ′) (63)
and
γ1(n̂n1) =
(
νVˆt
1− 2νVˆt
)
(n̂,n1) ≡ γf (64)
γ2(n̂n1) =
(
νVˆt
1− 2νVˆt
)
(n̂,−n1) ≡ γb (65)
where f (r) is the cutoff function introduced in Eqs. (8, 9). The operator ∂X in Eqs.
(60-62) has the form
∂X(α) =
(
1 0
0 u∂τ
)
eh
(66)
As we will see, the most interesting contribution comes from n and n1 nearly parallel
to each other. This justifies the notations γf and γb standing for the bare forward and
backward scattering.
The matrices Πi equal
Π1 = 1, Π2 = Σ3, Π3 = Λ1τ3, Π4 = Λ1τ3Σ3 (67)
and
λij =

1 1 −1 −1
1 1 1 1
1 −1 1 −1
1 −1 −1 1
 (68)
The vector F0 in Eqs. (60-62) has the form
F0 = 1√
2
(
0
1
)
g
(
1
1
)
n

(
1
1
)
eh(
−1
1
)
eh

H
(69)
The vector F0 projects on the bosonic sector and its presence violates the supersymmetry
of the terms Sa, a = 2, 3.
The action S, (59-62) has the cubic and quartic interaction terms and looks
quite complicated. Nevertheless, explicit calculations are not very difficult because
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perturbation theory in the interaction is logarithmic (see Eqs. (48, 49) in all dimensions
d = 1, 2, 3. In order to sum up the logarithms we use a renormalization group scheme.
At the end of this subsection we write additional terms in the action arising due
to an external magnetic field b acting on spins. Writing these terms is necessary for
calculation of the spin susceptibility. These terms can be brought to the form [30]
Sb0 = −ν η
∫
dx b2(x) (70)
Sb1 = −2ν
√−2i η
∫
dX bδ(x)
(
ψX,δτ3∂XF0
)
(71)
Sb2 = 4ν εδβγ η
∫
dX bδ(x)
(
ψX,βuτ3ψX,γ
)
(72)
In these expressions
η =
1
1− 2νVt
, (73)
where the bar in Vt means averaging over the full solid angle.
3.3. Renormalization group equations and their solutions.
We use a standard momentum shell renormalization group scheme. Separating fast and
slow fields in the action we integrate over the fast fields and determine in this way the
flow of coupling constants as a function of a running cutoff. In our case this amounts
to a re-summation of the perturbation theory in the leading logarithmic approximation.
We assume during the renormalization that the coupling constants γ are small, γ ≪ 1.
In our case it convenient to define fast Φ and slow Ψ fields with respect to the
frequency only. The reason is the anisotropy in momentum. As one can see, relevant
momenta p‖ are of the order of ω/vF , while momenta p⊥ do not contribute to the
logarithm and enter as parameters. Thus, we write
ψ(X) = Ψ(X) + Φ(X), (74)
where the fast fields Φ have the frequencies ω in the interval,
κωc < |ω| < ωc
while the slow ones Ψ carry frequencies
|ω| < κωc,
where ωc is the running cut-off and κ < 1. Fast modes are integrated over in the
Gaussian approximation using averages of the form
〈. . .〉0 =
∫
dΦ (. . .) exp (−S0[Φ]) . (75)
This results in a change in S
δS[Ψ] = − ln 〈exp (−S[Ψ + Φ])〉0 − S[Ψ], (76)
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that will now be determined explicitly.
The main object of the RG calculations that we start now is the Green function
G0 (k,n,ω) corresponding to the bare action S0, Eq. (59). Calculating a gaussian integral
we obtain easily the form of the Green function in the Fourier representation
G0 (k,n,ω) = −4iν
〈
ψψ¯
〉
0
=
1
iωΛ1 + vFknτ3Σ3
(77)
where 〈...〉0 stands for averaging with S0, Eq. (59).
The bare Green function, Eq. (77) has a non-trivial matrix structure. Therefore
renormalized vertices are also complicated and the form of the quadratic S2 and cubic
terms S3 in the action, Eqs. (60-61), is not most general. At the same time, the
supersymmetric terms S0 and S4 do not change their form under the renormalization.
Actually, S0 does not change in the first order and therefore we write the corresponding
equations first for the effective vertices γi (ξ) , i = 1, 2, 3, 4, of the quartic interaction,
where ξ is the running logarithmic variable.
A detailed calculation has been performed in Ref. [29]. It turns out that only
the vertices γ1 and γ3 are non-trivially renormalized, whereas γ2 and γ4 remain equal
to their bare values γ02 = γf and γ
0
4 = γb. At the same time, only γ3 (ξ) enters the
thermodynamic potential and we write here the RG equation for γ3 (ξ) only
dγ3 (ξ)
dξ
= − [γ3(ξ)]2 (78)
The renormalization of the S2 and S3 terms is more complicated. In order to obtain
a closed system of RG equations one should write a more general form of the quadratic
and cubic interactions. This is because the renormalization of different elements in
the particle-hole space runs in a different way. As a result [29], there are 2 different
cubic vertices β+i and β
−
i and 3 quadratic vertices ∆
++
i , ∆
−−
i and ∆
+−
i = ∆
−+
i for all
i = 1, 2, 3, 4. The bare values of all these vertices can be found from Eqs. (60, 61) and
they are equal to γf for i = 1, 2 and γb for i = 3, 4.
The vertices βi and ∆i do not renormalize for i = 2, 4 and remain equal to their bare
values. Moreover, the vertices ∆i do not renormalize for i = 1, too. The thermodynamic
potential is determined solely by ∆3 (ξ) and we write down the RG equations for i = 3
only. We remind the reader that this value of i corresponds to the backward scattering.
The equations for the cubic vertices β±3 (ξ) can be written as
dβ+3 (ξ)
dξ
= −2γ3 (ξ)β+3 (ξ) ;
dβ−3 (ξ)
dξ
= −γ3 (ξ)β−3 (ξ) ; (79)
The equation for ∆++3 (ξ) takes the form
d∆++3 (ξ)
dξ
= −2∆++3 (ξ) γ3 (ξ)− 2
[
β+3 (ξ)
]2
; (80)
whereas the equation for ∆±3 (ξ) is
d∆−+3 (ξ)
dξ
=
d∆+−3 (ξ)
dξ
= −2β−3 (ξ)β+3 (ξ) . (81)
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Equation for ∆−−3 (ξ) can be written from the condition of the absence of ultraviolet
divergencies, which follows from the invariance of the system under spin rotations. It
takes the form
∆−−3 (ξ)γ3(ξ) =
[
β−3 (ξ)
]2
(82)
Eqs. (78-82) can easily be solved and their solutions satisfying the boundary
conditions at ξ = 0 (when the vertices are equal to their bare values) take the form
γ3 (ξ) = β
−
3 (ξ) = ∆
−−
3 (ξ) =
1
ξ∗b + ξ
; (83)
β+3 (ξ) = ∆
+−
3 (ξ) = ∆
−+
3 (ξ) =
ξ∗b
(ξ∗b + ξ)
2 ; (84)
∆++3 (ξ) =
2ξ∗2b
(ξ∗b + ξ)
3 −
ξ∗b
(ξ∗b + ξ)
2 , (85)
where we introduced the notation
ξ∗b ≡
1
γb
> 0.
with the backscattering amplitude γb defined in Eq. (65). In Eqs. (83-85) one should
write the final value of the ξ at which the renormalization stops. Its value can be written
as
ξ (θ; u, u1; r⊥) = u1uµdf¯ (r⊥) ln
[
min
(
1
θ
,
vF
r0T
)]
(86)
where θ is the angle between the vectors n and n1 and the function f¯ is the Fourier
transform of the function f
(
k‖ = 0,k⊥
)
, Eq. (9), with respect to k⊥. The parameter
µd equals: µ1 = 2; µ2 = 4 (pF r0)
−1 ; µ3 = 4π (pF r0)
−2 .
One can see from Eqs. (83-85) that all the relevant vertices decay as ξ grows. This
is usually referred to as the “zero charge” situation. If we start from small values of the
vertices (weak coupling) they become even smaller in the process of the renormalization
and the one loop approximation used here is sufficient for writing the final results.
4. Thermodynamic quantities.
4.1. Specific heat.
Calculation of thermodynamic quantities can be performed starting with a standard
relation for the thermodynamic potential Ω (T )
Ω (T ) = −T lnZ (87)
where Z is the partition function.
We have performed the renormalization group calculations for the case when
the vectors n and n′ of two spin excitations were close to each other (parallel or
antiparallel motion). Only in this limit one obtains large logarithms that determine
the renormalization of the vertices. A crucial question is whether or not this narrow
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region of the parameters can bring an important contribution to thermodynamic or
other physical quantities. This is not a trivial question because the system was not
assumed to be one- or quasi-one-dimensional and one could imagine that all the effect
of the singularities in the vertices would be washed out after the summation over the
whole phase space.
In fact, this almost parallel motion of the spin excitations does not contribute much
into the thermodynamic potential Ω (T ) itself. Fortunately, this is not a very interesting
quantity and what one would like to know are derivatives of the thermodynamic
potential with respect to temperature and other parameters. One of the most important
thermodynamic quantities is the specific heat C that can be expressed through the
thermodynamic potential Ω as
C = −T ∂
2Ω
∂T 2
(88)
What we need is to calculate not the thermodynamic potential Ω (T ) itself but the
difference δΩ (T ) ,
δΩ (T ) = Ω (T )− Ω (0) (89)
Using the diagrammatic method of the calculations we should be able to express the
thermodynamic potential Ω (T ) in terms of sums of products of the Green functions
over bosonic Matsubara frequencies ωn
Ω (T ) =
∑
ωn
R (ωn) (90)
where R (ωn) is a function of the frequency.
The sums of the type of Eq. (90) are very often divergent at high frequencies. This
problem can be avoided calculating the quantity δΩ (T ) , Eq. (89).
Using the Poisson formula we represent δΩ (T ) in the form
δΩ (T ) = 2
∞∑
l=1
∫
dω
2π
R (ω) exp
(
−ilω
T
)
(91)
which improves drastically the convergence. The essential frequencies in Eq. (91) are of
the order T and are smaller then those frequencies that form logarithms in the vertices.
We calculate the partition function Zt using Eq. (58). If we kept in the action
S [ψ] the supersymmetric part S0 [ψ] + S4 [ψ], Eqs. (59, 62), only, we would get zero for
the thermodynamic potential Ω. The terms S2 [ψ] and S3 [ψ] , Eqs. (60, 61), violate the
supersymmetry and, as a result, one obtains finite contributions to Ω.
The thermodynamic potential Ω (T ) can be expanded in terms of the renormalized
action S2 [ψ] and the lowest orders of the expansion take the form
Ω (T ) = Ω1 (T ) + Ω2 (T ) , (92)
where
Ω1 (T ) = T 〈S2 [ψ]〉0 , Ω2 (T ) = −
T
2
〈
(S2 [ψ])2
〉
0
(93)
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and 〈...〉0 means averaging over ψ with the Lagrangian S0 [ψ] , Eq. (59). The quantities
δΩ1,2 (T ) are obtained for Ω1,2 (T ) by subtracting Ω1,2 (0) .
It turns out that the terms δΩ1 (T ) and δΩ2 (T ) lead to qualitatively different
types of contributions. In the first order in the interaction, only the forward scattering
contributes. As we have found in the previous subsection, the part of S2 corresponding
to the forward scattering is not renormalized and one may use just Eq. (60) for it.
Then, we come to the expression
δC1
T
=
π (3γf)
6vFλ
d−1
0
(94)
where λ0 differs from r0, Eq. (9), by a numerical coefficient. Actually, λ0 should be
of the order of the wave length if one wants to make estimates for the initial model
of the interacting fermions. The factor 3 in the numerator is due to the fact that the
spin-1 excitations have 3 projections. A similar contribution comes also from the density
excitations but, of course, with the factor 1. Eq. (94) describes a contribution of the
interaction to the coefficient in front of the linear dependence of the specific heat on
temperature.
The part δΩ2 consists of the part further renormalizing the coefficient C/T of the
linear dependence on T and a part giving corrections non-analytic in T 2. A general
expression for δΩ2 (T ) can be brought to the form
δΩ2 (T ) = −6 lim
η→+0
∞∑
l=1
∫
dω
(2π)
exp
(
−i lω
T
− η |ω|
)
×
∫
dn1dn2
∫
ddk
(2π)d
Y
(
θ;k⊥, k‖
)Pd (ω,k;n1,n2) (95)
where θ is the angle between the vectors n1 and n2. The main interesting contribution
will come from small θ, which justifies the decomposition of the momentum k into
perpendicular k⊥ and parallel k‖ with respect to n1,2 components.
The function Y
(
θ;k⊥, k‖
)
defined as
Y
(
θ;k⊥, k‖
)
=
∫ 1
0
∫ 1
0
u1u2du1du2 (96)
×
{[
∆+−3
(
θ; u1, u2;k⊥, k‖
)]2
+∆++3
(
θ; u1, u2;k⊥, k‖
)
∆−−3
(
θ; u1, u2;k⊥, k‖
)}
is the most important entry in the final expression for the specific heat. The vertices
∆3 should be taken from Eqs. (84-86).
The formfactor
Pd (ω,n1,n2) = (iω + vFn2) (iω − vFn1)
(iω − vFn2 ) (iω + vFn1) (97)
depends on the dimensionality of the system and it describes basically the free
propagation of the two spin excitations in almost opposite directions. The non-analytic
contributions originate from the small region of the phase space |n1 − n2| ≪ 1.
The result of the calculation depends on the dimensionality of the system but the
non-trivial corrections exist in both d = 2 and d = 3. The details of the calculations
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can be found in Ref. [29] but the final results for the non-analytic corrections δC to the
specific heat look for d = 2 and d = 3 as
δCd=2 = −3ζ (3) T
2
πε2F
{
[γρb ]
2
+
12γ2b ln
2 [1 + X (T ) /2]
X 2 (T )
}
(98)
δCd=3 = −3π
4
10
(
T
εF
)3{
[γρb ]
2 ln
εF
T
+
6πγb
µ3
∫ X(T )
2pi
0
dz
z2
[Li2 (−z)]2
}
(99)
where X (T ) = µdγb ln (ε0/T ) (ε0 = vF/r0 ≃ εF and Li2 (x) =
∑∞
k=1 x
k/k2 is the
polylogarithm function. The first terms in the circular brackets in Eqs. (98, 99) describe
the density excitations and γρb is the coupling constant for the backward scattering of
these excitations. The second terms originate from the spin excitations. The final result,
Eqs. (98, 99), was written for a special choice of the cutoff function f¯ (r⊥), Eq. (86)
f¯ (r⊥) = Ω
−1
d exp (−r⊥/r0) (100)
where Ωd is the d− 1 dimensional solid angle (Ω1 = 2,Ω2 = 2π).
In the limit of not very low temperatures when X (T ) ≪ 1, Eqs. (98, 99) take a
simpler form
δCd=2 = −3ζ (3)
π
(
T
εF
)2 (
[γρb ]
2 + 3γ2b
)
(101)
δCd=3 = −3π
4
10
(
T
εF
)3
ln
(εF
T
)(
[γρb ]
2
+ 3γ2b
)
(102)
Eqs. (101, 102) agree with results obtained by a direct diagrammatic expansions (see
for a recent discussion Refs. [17, 18]. At the same time, the general equations (92, 93)
have been obtained for the first time in Ref. [29] using the bosonization scheme. We
see that in the limit T → 0 the contribution of the spin excitations vanishes and only
the density excitations contribute to the specific heat.
The bosonization method presented here gives a possibility to make calculations
also for one-dimensional systems. Surprisingly, the calculation of the specific heat 1d
is more complicated than for d = 2, 3. This is because the function Pd (ω,n1,n2), Eq.
(97), is exactly equal to unity and the contribution of Eq. (95) to the specific heat
vanishes. In order to obtain a non-vanishing contribution one should consider terms of
higher orders in the effective vertices. As a result, one comes to the following expression
for the correction to the specific heat in d = 1
δCd=1 =
πT
vF
1(
1 + 2γb ln
εF
T
)3 (103)
The correction to the specific heat for 1d can be extracted from the exact solution for
spin chains of Ref. [37]. This correction agrees with our result, Eq. (103), and we
see that our supersymmetric low energy theory reproduces all the previously known
physical effects despite the fact that the intermediate degrees of freedom differ from the
conventional bosonization.
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4.2. Spin susceptibility
Calculation of the spin susceptibility has been performed in a recent work [30]. The
bosonization scheme of Ref. [29] was used and it was shown that the logarithmic
contributions arise as well. An external magnetic field b leads to the additional terms
Sb0,Sb1 and Sb2, Eqs. (70-72), in the effective action.
We proceed as before integrating over the fast variables Φ, Eq. (74) and thus
deriving renormalization group equations. In principle, one should renormalize not
only the terms S2,S3,S4, Eqs. (60-62), as it was done previously, but also the terms
Sb0,Sb1 and Sb2, Eqs. (70-72) and S0, Eq. (59). Again, the calculations should be done
separately for d = 1 and d = 2, 3.
It turns out that in the higher dimensions d = 2, 3 the terms Sb0,Sb1 and Sb2, and
S0 do not change under the renormalization and what remains to be done is to express
the susceptibility χ in terms of the renormalized vertices γ (ξ), β (ξ) and ∆ (ξ). The
computation is somewhat more cumbersome than the one for the specific heat and there
are many contributions that have to be combined together. As for the specific heat, only
the vertices with i = 3 contribute and one can express the susceptibility through γ3 (ξ),
β3 (ξ) and ∆3 (ξ).
Using the solutions of the RG equations, Eqs. (83-85), one can bring the expression
for the susceptibility to a form containing the function Y
(
θ;k⊥, k‖
)
, Eq. (96). Choosing
again the cutoff function f¯ in the form of Eq. (100) we bring the temperature dependent
correction δχ (T ) to the spin susceptibility to the form [30]
δχd=2 (T ) = 8η
2γ2b
T
εF
χ
(0)
d=2
ln2 [1 + X (T ) /2]
X 2 (T ) (104)
δχd=3 (T ) =
(2π2η)
2
3
γ2b
(
T
εF
)2
χ
(0)
d=3
{Li2 [−X (T ) /2π]}2
X 2 (T ) (105)
where η is given by Eq. (73). The susceptibility χ
(0)
d is the Pauli susceptibility in d
dimensions.
In the limit X (T ) ≪ 1 one can neglect the logarithmic contributions and obtain
the following form of the corrections δχd
δχd=2 (T ) = 2η
2γ2b
T
εF
χ
(0)
d=2 (106)
δχd=3 (T ) =
π2
3
η2γ2b
(
T
εF
)2
χ
(0)
d=3 (107)
The linear dependence on T of the correction χ (T ), Eq. (106), agrees with those
obtained by conventional methods [13, 14, 15, 19]. At the same time, the proportionality
of δχ (T ) to T 2 in d = 3 is analytical in T 2 and Eq. (107) describes a renormalization
of a coefficient in front of the T 2. As the T 2 -term is present already in the temperature
dependence of the susceptibility of the ideal Fermi gas, the correction is not very
interesting. The first non-analytical term T 2 ln (εF/T ) in the temperature dependence
in d = 3 is proportional to γ3b .
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Calculation of the susceptibility for one dimensional systems is somewhat more
involved because on should consider corrections to the terms Sb0,Sb1 and Sb2, Eqs. (70-
72) and S0, Eq. (59). Nevertheless, one can proceed in a rather straightforward way
and, as a results, the following dependence of the susceptibility is obtained [30]
δχd=1 (T ) =
2νγb
1 + 2γb ln (εF/T )
(108)
This result agrees the with the one obtained long ago [38] by a completely different RG
method developed for the electron problem in 1d. So, Eq. (108) serves as one more
check of the bosonization method reviewed here.
5. Discussion.
In the previous sections we reviewed the new method of bosonization for a clean Fermi
gas in any dimensions suggested in Ref. [29] and further used in Ref. [30]. In contrast
to previous attempts [20, 21, 6, 22, 23, 24, 25, 26, 5] we do not restrict ourselves with
the case of a long range electron-electron interaction and include into the scheme spin
degrees of freedom. This enables us to consider not only density excitations but also
the spin ones. In contrast to the density excitations that can be described by a scalar,
the spin excitations are described by 3-component vectors and one may speak about a
new version of the non-abelian bosonization.
The non-abelian character of the effective theory leads to the non-trivial interaction
between the spin modes. Making the perturbation theory in this interaction new
logarithmic contributions (diverging in the limit T → 0) to vertices were discovered
and summed up using a RG scheme. As a result of this consideration we have
found temperature dependent corrections δC (T ) /T to the specific heat and to the
susceptibility δχ (T ) in all dimensions, Eqs. (98, 99, 103, 104, 105). The results for
d = 1 agree with those obtained earlier by completely different methods. In higher
dimensions, d = 2, 3 the lowest order of the expansion of our formulae in the coupling
constant agree with known results obtained previously using conventional diagrammatic
techniques, see e.g. [17, 18, 13, 14, 15, 19]. All these agreements serve as a good check
of our approach.
The new contributions to the specific heat and susceptibility originate from an
almost parallel motion of the spin excitations. Although both the forward and
backward scattering amplitudes are renormalized, only the backward scattering enters
the thermodynamic quantities.
In the language of conventional diagrams the logarithmic contributions to the
thermodynamic quantities come from both Cooper and particle-hole loops because they
originate from quasi-one-dimensional processes. The fact that the forward scattering
amplitude drops out from the final results corresponds to what happens in 1d.
Although we have agreement in the limiting cases with almost all the results we
could compare with, there is a disagreement with an old work [39], where an instability
of the Fermi liquid against superconducting pairing with a high angular momentum was
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found. This is especially strange because the main contribution to the formation of the
superconductivity comes from almost parallel electron motion such that only forward
and backward scattering enter the superconducting critical temperature. This is just the
region that we considered. As we do not see any such effect, this can mean that either 1)
the accuracy of our method is not sufficient (we summed the terms like (γ ln (εF/T ))
n ,
whereas (γ2 ln (εF/T ))
n
were summed in Ref. [39]) or 2) summing the Cooper ladder
as was done in Ref. [39] is a bad approximation for the quasi-one-dimensional process.
We believe that 2) is the explanation of the contradiction but a more careful analysis
should be performed.
We have developed and applied the bosonization scheme for the simplest model of
the interacting Fermi gas. One can add other terms to the Hamiltonian of this model
to take into account different features relevant for experimental systems. We hope that
our scheme may be useful in this study.
References
[1] L.D. Landau, Zh. Eksp. Teor. Fiz. 30, 1058 (1956) (Sov. Phys. JETP, 3, 920 (1956)); ibid 32, 59
(1957) (Sov Phys. JETP 5, 101, (1957))
[2] L.D. Landau, Zh. Eksp. Teor. Fiz. 35, 97 (1958) (Sov. Phys. JETP, 8, 70 (1959))
[3] P.W. Anderson, Phys. Rev. Lett. 66, 3226 (1991)
[4] R. Shankar, Rev. Mod. Phys. 66, 129 (1994)
[5] W. Metzner, C. Castellani and C. Di Castro, Adv. Phys. 47, 317 (1998)
[6] A. Houghton, H.-J. Kwon, and B. Marston, Adv. Phys. 49, 141 (2000)
[7] A. Abanov, A. Chubukov, and J. Schmalian, Adv. Phys. 52, 119 (2003)
[8] G.M. Eliashberg, Sov. Phys. JETP 16, 780 (1963)
[9] S. Doniach and S. Engelsberg, Phys. Rev. 17, 750 (1966)
[10] W.F. Brinkman and S. Engelsberg, Phys. Rev. 169, 417 (1968)
[11] D.J. Amit, J.W. Kane, and H. Wagner, Phys. Rev. 175, 313 (1968); ibid 175, 326 (1968)
[12] D. Belitz, T.R. Kirkpatrick, and T. Vojta, Phys. Rev. B 55, 9452 (1997)
[13] D. Coffey and K.S. Bedell, Phys. Rev. Lett. 71, 1043 (1993)
[14] A.V. Chubukov and D.L. Maslov, Phys.Rev. B 68, 155113 (2003); ibid 69, 121102 (2004)
[15] V.M. Galitski and S. Das Sarma, Phys. Rev. B 70, 035111 (2004)
[16] A.V. Chubukov, C. Pepin, and J. Rech, Phys. Rev. Lett. 92, 147003 (2004)
[17] A.V. Chubukov, D.L. Maslov, S. Gangadharaiah, L.I. Glazman, Phys. Rev. B 71, 205112 (2005)
[18] A.V. Chubukov, D.I. Maslov, and A. Millis, Phys. Rev. B 73, 45128 (2006)
[19] G. Catelani and I.L. Aleiner, Zh. Eksp. Teor. Fiz. 127, 372 (2005); [JETP, 100, 331 (2005)]
[20] F.D.M. Haldane, Helv. Phys. Acta. 65, 152 (1992)
[21] A. Houghton and J.B. Marston, Phys. Rev. B 48, 7790 (1993); A. Houghton, H.-J. Kwon, and
J.B. Marston, Phys. Rev. B50, 1351 (1994)
[22] A.H. Castro Neto and E. Fradkin, Phys. Rev. Lett. 72, 1393 (1994); Phys. Rev. B 49, 10877 (1994)
[23] P. Kopietz and K. Scho¨nhammer, Z. Phys. B100, 259 (1996)
[24] P. Kopietz, Bosonization of Interacting Fermions in Arbitrary Dimensions, Springer Verlag, Berlin
(1997)
[25] D.V. Khveshchenko, R. Hlubina, and T.M. Rice, Phys. Rev. B48, 10766 (1994)
[26] D.V. Khveshchenko, Phys. Rev. B 49, 16893 (1994); ibid. 52, 4833 (1995)
[27] A.O. Gogolin, A.A. Nersesyan, and A.M. Tsvelik, Bosonization and Strongly Correlated Systems,
(Cambridge University Press, UK, 1998)
[28] V.M. Galitskii, Zh. Eksp. Teor. Fiz. 34, 151 (1958) [Sov. Phys. JETP 7, 104 (1958)]
Collective mode description 24
[29] I.L. Aleiner, K.B. Efetov, Phys. Rev. B 74, 075102 (2006)
[30] G. Schwiete, K.B. Efetov, cond-mat/0606389
[31] A.M. Finkel’stein, Zh. Eksp. Teor. Fiz. 84, 168 (1983) (Sov. Phys. JETP 57, 97 (1983)); A.M.
Finkel’stein, in Electron Liquid in Disordered Conductors, edited by I.M. Khalatnikov, Soviet
Scientific Reviews, Vol. 14 (Harwood, London, 1990)
[32] A. I Larkin and Yu. N. Ovchinnikov, Zh. Eksp. Teor. Fiz. 55, 2262 (1968) (Sov. Phys. JETP 28,
1200 (1969)); Nonequilibrium superconductivity, Elsevier, Amsterdam (1984)
[33] G. Eilenberger, Z. Phys. 214, 195 (1968)
[34] J. Schwinger, Phys. Rev. 128, 2425 (1962)
[35] K.B. Efetov, Adv. in Phys., 32, 53 (1983)
[36] K.B. Efetov, Supersymmetry in Disorder and Chaos, Cambridge University Press, New York (1997)
[37] S. Lukyanov, Nucl. Phys. B 522, 533 (1998)
[38] I.E. Dzyaloshinskii and A.I. Larkin, Zh. Eksp. Teor. Fiz. 61, 791 (1971) [Sov. Phys. JETP 34, 422
(1972)]
[39] W. Kohn and J.M. Luttinger, Phys. Rev. Lett. 15, 524 (1965); J.M. Luttinger, Phys. Rev. 150,
202 (1966)
