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ANALYSIS OF THE TIME-DOMAIN PML PROBLEM FOR MAXWELL’S
EQUATIONS IN A WAVEGUIDE
YANLI CHEN, PEIJUN LI, AND XU WANG
Abstract. This paper is concerned with the mathematical analysis of the time-domain electromag-
netic scattering problem in an infinite rectangular waveguide. A transparent boundary condition
is developed to reformulate the problem into an equivalent initial boundary value problem in a
bounded domain. The well-posedness and stability are obtained for the reduced problem. The per-
fectly matched layer method is studied to truncate the waveguide. It is shown that the truncated
problem attains a unique solution. Moreover, an explicit error estimate is given between the so-
lutions of the original scattering problem and the truncated problem. Based on the estimate, the
stability and exponential convergence are established for the truncated problem. The optimal bound
is achieved for the error with explicit dependence on the parameters of the perfectly matched layer.
1. Introduction
Time-domain scattering problems have attracted much attention because of their capability of
capturing wide-band signals and modeling more general materials and nonlinearities, and have been
widely studied for various scenarios. We refer to [13,20,21,25,26] on the well-posedness and stability
analysis for the time-domain electromagnetic scattering in different problem geometries including
bounded obstacles, open cavities, periodic and unbounded structures, and refer to [1, 12, 22, 24, 35]
on the mathematical analysis and numerical solutions of the scattering problems for acoustic waves
and the acoustic-elastic interaction problems.
This paper is concerned with the mathematical analysis of an electromagnetic scattering prob-
lem in an infinite rectangular waveguide, where the wave propagation is governed by time-domain
Maxwell’s equations. A waveguide is a structure that may be utilized to confine and convey the prop-
agation of acoustic or electromagnetic waves so that the energy can be transported from one region
to another with minimal loss. Waveguides have important applications in optics and communica-
tions industry. There is extensive literature on the subject of field theory in waveguides [17,28,29].
This work contains three new contributions to the field:
(1) develop a transparent boundary condition (TBC) for the unbounded waveguide and estab-
lish the well-posedness and stability for the three-dimensional electromagnetic scattering
problem;
(2) propose a time-domain perfectly matched layer (PML) method to truncate the waveguide
and obtain the well-posedness and stability of the truncated PML problem;
(3) deduce an explicit error estimate between the solutions of the original scattering problem
and the truncated PML problem, and achieve the optimal bound for the PML error.
Our first goal is to study the well-posedness and stability of the waveguide problem for three-
dimensional time-domain Maxwell’s equations. This problem is challenging due to the unbounded
nature of the domain and the temporal dependence. We present a time-domain TBC on both
sides of the waveguide to reduce the original problem into an equivalent initial boundary value
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problem in a bounded domain. The well-posedness and stability are established by examining the
well-posedness of time-harmonic Maxwell’s equations with complex wavenumbers and applying the
abstract inversion theorem of the Laplace transform. We refer to [37] on a numerical method based
on the time-domain TBC for the waveguide problem of the two-dimensional acoustic wave equation.
The PML was first introduced by Be´renger as a technique of free-space simulation to numerically
solve time-domain Maxwell’s equations [3, 4]. Due to its effectiveness, simplicity and flexibility, the
PML technique has been widely used in the field of computational wave propagation [18,19,33,34].
Under the assumption that the exterior solution is composed of outgoing waves only, the basic idea of
the PML method is to surround the computational domain by a layer of finite thickness with specially
designed model medium that either slows down or attenuates all the waves that propagate from inside
the computational domain. In practical simulation, the PML medium must be truncated and the
artificial boundary may generate reflected waves which may pollute the solution in the computational
domain. Therefore, it is crucial to study the error estimate in the computational domain between
the solutions of the original scattering problem and the truncated PML problem. For time-harmonic
scattering problems, convergence analysis of the PML method has been extensively investigated
by many authors. For example, the exponential convergence has been established in terms of the
thickness and medium parameter of the PML in [6, 15,23,27] for time-harmonic acoustic scattering
problems, and the convergence analysis of the PML method for the three-dimensional time-harmonic
electromagnetic obstacle scattering problems can be found in [2, 7, 8, 11].
Compared with the time-harmonic PML method, the convergence analysis of the PML method for
time-domain scattering problems is more challenging since the artificially designed absorbing medium
depends on the frequency. For the two-dimensional time-domain acoustic scattering problem, the
exponential convergence in terms of the thickness and medium parameter of the PML is obtained
in [10] for a circular PML method taking advantage of the exponential decay of the modified Bessel
function, and in [14] for an uniaxial PML method by using the Laplace transform and complex
coordinate stretching in the frequency domain. We also refer to [36] on the convergence analysis of
the PML method for the time-domain electromagnetic obstacle scattering problem, and to [5] for the
stability and convergence analysis of the PML method for the wave equation in circular waveguides.
Our second goal is to examine the PML method for the waveguide problem of three-dimensional
time-domain Maxwell’s equations. Specifically, the PML regions are utilized on two lateral sides
of the waveguide to enclose the domain of interest and get the truncated PML problem. It is
worth pointing out that we adopt the real coordinate stretching for the PML formulation in order
to handle the time-domain problem more effectively, which is different from the commonly used
complex coordinate stretching for solving time-harmonic problems. Under a proper assumption on
the medium parameter of the PML, we show that the truncated PML problem attains a unique
solution, and deduce an explicit error estimate between the solutions of the truncated PML problem
and the original scattering problem inside the domain of interest. Base on the error estimate, we
establish the stability and exponential convergence of the truncated PML problem. Moreover, the
optimal bound is achieved for the PML error which depends on the thickness and medium parameter
of the PML.
The paper is organized as follows. In Section 2, we introduce the problem formulation and develop
a time-domain TBC to show the well-posedness and stability of the scattering problem in a bounded
domain. Section 3 is devoted to the well-posedness and stability of the truncated PML problem,
where a time-domain TBC for the PML problem is presented. The optimal convergence of the PML
method is established in Section 4. The paper is concluded with some general remarks in Section 5.
2. The scattering problem
This section is to address the well-posedness and stability of the electromagnetic waveguide prob-
lem.
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Figure 1. The problem geometry of the electromagnetic scattering in a rectangular waveguide.
2.1. Problem formulation. Let us first specify the problem geometry, which is shown in Figure
1. Consider an infinite waveguide Ω∞ := (−∞,∞) × D, where the cross section D = [0, b] × [0, c]
is a rectangle with b and c being two positive constants. Let the surface of the waveguide ∂Ω∞ be
a perfect electric conductor. The waveguide is assumed to be made of some homogeneous medium
characterized by the dielectric permittivity ε and the magnetic permeability µ. Let Ω := (−a, a)×D,
Ω+ := (a,∞) × D, and Ω− := (−∞,−a) × D, where a > 0 is a constant. Let r = (x, y, z) ∈ R3.
Define Γ+ = {r ∈ R3 : x = a, (y, z) ∈ D} and Γ− = {r ∈ R3 : x = −a, (y, z) ∈ D}. Denote by S
the union of all the other boundary surfaces of Ω.
Consider the system of time-domain Maxwell’s equations in Ω∞ for t > 0:{
∇×E(r, t) + µ∂tH(r, t) = 0,
∇×H(r, t)− ε∂tE(r, t) = J(r, t), (2.1)
where E is the electric field, H is the magnetic field, and J is the electric current density which is
assumed to be compactly support in Ω. The system (2.1) is constrained by the initial conditions
E|t=0 = H |t=0 = 0 in Ω∞. (2.2)
Since the waveguide surface is perfectly electrically conducting, we have
n×E = 0 on ∂Ω∞, t > 0, (2.3)
where n is the unit outward normal vector on ∂Ω∞. In addition, the fields are required to satisfy
the Silver–Mu¨ller radiation condition
rˆ × (∂tE × rˆ) + rˆ × ∂tH = o(|x|−1) as |x| → ∞, t > 0,
where rˆ = r/|r|.
2.2. Transparent boundary condition. We introduce a transparent boundary condition to re-
duce the scattering problem from the open domain into a bounded domain. In what follows, we
derive the formulation of the boundary operators on Γ+ and Γ−. Since the steps are similar, we
show only how to deduce the transparent boundary condition on Γ+, and state the corresponding
transparent boundary condition on Γ− without giving the details.
Recall that J is supported in Ω, the Maxwell equations (2.1) become
∇×E(r, t) + µ∂tH(r, t) = 0, H(r, t)− ε∂tE(r, t) = 0, r ∈ Ω+, t > 0. (2.4)
Taking the Laplace transform of (2.4), we obtain the Maxwell equations in the frequency domain
∇× E˘ + µsH˘ = 0, ∇× H˘ − εsE˘ = 0 in Ω+, (2.5)
where E˘(r, s) = L (E) and H˘(r, s) = L (H) are the Laplace transform of E(r, s) and H(r, s) with
respect to t, respectively, the complex variable s = s1 + is2, s1, s2 ∈ R, s1 > 0 (cf. Appendix A).
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Denote E = (E1, E2, E3), H = (H1,H2,H3), E˘ = (E˘1, E˘2, E˘3) and H˘ = (H˘1, H˘2, H˘3). Let
n = (1, 0, 0) be the unit outward normal vector on Γ+. Denote by E˘Γ+ = n× (E˘ × n) and H˘ × n
the tangential component of the electric field E˘ and the tangential trace of the magnetic field H˘ on
Γ+, respectively. Explicitly, we have
E˘Γ+ = (0, E˘2(a, y, z, s), E˘3(a, y, z, s)), H˘ × n = (0, H˘3(a, y, z, s),−H˘2(a, y, z, s)).
Our goal is to represent H˘3(a, y, z, s) and −H˘2(a, y, z, s) in terms of E˘2(a, y, z, s) and E˘3(a, y, z, s).
Clearly, we have from (2.5) that{
H˘3(a, y, z, s) = (µs)
−1(∂yE˘1(a, y, z, s) − ∂xE˘2(a, y, z, s)),
−H˘2(a, y, z, s) = (µs)−1
(
∂zE˘1(a, y, z, s)− ∂xE˘3(a, y, z, s)
)
.
(2.6)
Next is to replace ∂yE˘1(a, y, z, s) and ∂zE˘1(a, y, z, s) by E˘2(a, y, z, s) and E˘3(a, y, z, s).
On the plane surfaces y = 0 and y = b, the unit outward normal vectors are n = (0,−1, 0) and
n = (0, 1, 0), respectively. Using the perfectly electrically conducting condition (2.3), we get the
homogeneous Dirichlet boundary condition for E˘1 and E˘3:{
E˘1(x, 0, z, s) = E˘1(x, b, z, s) = 0,
E˘3(x, 0, z, s) = E˘3(x, b, z, s) = 0.
(2.7)
Recall the divergence free condition ∇ · E˘ = ∂xE˘1 + ∂yE˘2 + ∂zE˘3 = 0, which, together with (2.7),
implies the homogeneous Neumann boundary condition for E˘2:
∂yE˘2(x, 0, z, s) = ∂yE˘1(x, b, z, s) = 0. (2.8)
Similarly, on the plane surfaces z = 0 and z = c, we may derive the homogeneous Dirichlet
boundary condition for E˘1 and E˘2:{
E˘1(x, y, 0, s) = E˘1(x, y, c, s) = 0,
E˘2(x, y, 0, s) = E˘2(x, y, c, s) = 0.
(2.9)
Following (2.9) and the divergence free condition again gives the homogeneous Neumann boundary
condition for E˘3:
∂zE˘3(x, y, 0, s) = ∂zE˘3(x, y, c, s) = 0. (2.10)
By the boundary conditions (2.7)–(2.10), it is easy to show that E˘j admits the following Fourier
series expansion: 
E˘1(x, y, z, s) =
∑
k∈N2
E˘k1 (x, s) sin (kby) sin (kcz) ,
E˘2(x, y, z, s) =
∑
k∈N2
E˘k2 (x, s) cos (kby) sin (kcz) ,
E˘3(x, y, z, s) =
∑
k∈N2
E˘k3 (x, s) sin (kby) cos (kcz) ,
(2.11)
where k = (k1, k2) ∈ N2, kb = k1π/b, kc = k2π/c. Substituting (2.11) into (2.6) yields
H˘3(a, y, z, s) = (µs)
−1 ∑
k∈N2
(
kbE˘
k
1 (a, s)− ∂xE˘k2 (a, s)
)
cos (kby) sin (kcz) ,
−H˘2(a, y, z, s) = (µs)−1
∑
k∈N2
(
kcE˘
k
1 (a, s)− ∂xE˘k3 (a, s)
)
sin (kby) cos (kcz) .
(2.12)
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Eliminating the magnetic field in (2.5) and noting the divergence free condition, we arrive at the
modified Helmholtz equation for the electric field E˘j :
∆E˘j − εµs2E˘j = 0 in Ω+. (2.13)
Plugging (2.11) into (2.13) yields a second order ordinary differential equation
∂2xE˘
k
j − η2k(s)E˘kj = 0 for x > a, (2.14)
where
ηk(s) = (k
2
bc + εµs
2)1/2 = αk(s) + iβk(s), kbc =
(
k2b + k
2
c
)1/2
, αk(s) > 0. (2.15)
Using the radiation condition and noting αk(s) > 0, we obtain the solution of (2.14):
E˘kj (x, s) = E˘
k
j (a, s)e
−ηk(s)(x−a),
which gives
∂xE˘
k
j (a, s) = −ηk(s)E˘kj (a, s). (2.16)
Combining the divergence free condition and (2.16) leads to
E˘k1 (a, s) = −η−1k (s)∂xE˘k1 (a, s) = −η−1k (s)
(
kbE˘
k
2 (a, s) + kcE˘
k
3 (a, s)
)
.
Therefore, we obtain from (2.12) that
H˘3(a, y, z, s) = (µs)
−1 ∑
k∈N2
(
ηk(s)E˘
k
2 (a, s)− η−1k (s)kb(
kbE˘
k
2 (a, s) + kcE˘
k
3 (a, s)
))
cos (kby) sin (kcz) ,
−H˘2(a, y, z, s) = (µs)−1
∑
k∈N2
(
ηk(s)E˘
k
3 (a, s)− η−1k (s)kc(
kbE˘
k
2 (a, s) + kcE˘
k
3 (a, s)
))
sin (kby) cos (kcz) .
Or equivalently 
H˘3(a, y, z, s) = (µs)
−1 ∑
k∈N2
η−1k (s)
(
εµs2E˘k2 (a, s)− kc
(
kbE˘
k
3 (a, s)− kcE˘k2 (a, s)
))
cos (kby) sin (kcz) ,
−H˘2(a, y, z, s) = (µs)−1
∑
k∈N2
η−1k (s)
(
εµs2E˘k3 (a, s) + kb
(
kbE˘
k
3 (a, s)− kcE˘k2 (a, s)
))
sin (kby) cos (kcz) .
For any given tangential vector u = (0, u2, u3) on Γ
+, denote by u˘ = (0, u˘2, u˘3) its Laplace
transform which admits the Fourier series expansion
u˘2(a, y, z, s) =
∑
k∈N2
u˘k2(a, s) cos (kby) sin (kcz) ,
u˘3(a, y, z, s) =
∑
k∈N2
u˘k3(a, s) sin (kby) cos (kcz) .
We define the boundary operator
B
+[u˘] = v˘ on Γ+, (2.17)
6 YANLI CHEN, PEIJUN LI, AND XU WANG
where v = (0, v2, v3), v˘ = (0, v˘2, v˘3) , and
v˘3(a, y, z, s) = (µs)
−1 ∑
k∈N2
B
k,+
2 [u˘] cos (kby) sin (kcz) ,
−v˘2(a, y, z, s) = (µs)−1
∑
k∈N2
B
k,+
3 [u˘] sin (kby) cos (kcz) .
Here
B
k,+
2 [u˘] = ηk(s)u˘
k
2(a, s)− η−1k (s)kb
(
kbu˘
k
2(a, s) + kcu˘
k
3(a, s)
)
,
B
k,+
3 [u˘] = ηk(s)u˘
k
3(a, s)− η−1k (s)kc
(
kbu˘
k
2(a, s) + kcu˘
k
3(a, s)
)
,
(2.18)
or equivalently
B
k,+
2 [u˘] = η
−1
k (s)
(
εµs2u˘k2(a, s)− kc
(
kbu˘
k
3(a, s)− kcu˘k2(a, s)
))
,
B
k,+
3 [u˘] = η
−1
k (s)
(
εµs2u˘k3(a, s) + kb
(
kbu˘
k
3(a, s)− kcu˘k2(a, s)
))
.
(2.19)
Similarly, for any tangential vector u = (0, u2, u3) on Γ
−, define the boundary operator
B
−[u˘] = v˘ on Γ−. (2.20)
More specifically, 
v˘3(−a, y, z, s) = (µs)−1
∑
k∈N2
B
k,−
2 [u˘] cos (kby) sin (kcz) ,
−v˘2(−a, y, z, s) = (µs)−1
∑
k∈N2
B
k,−
3 [u˘] sin (kby) cos (kcz) ,
where
B
k,−
2 [u˘] = ηk(s)u˘
k
2(−a, s)− kbη−1k (s)
(
kbu˘
k
2(−a, s) + kcu˘k3(−a, s)
)
,
B
k,−
3 [u˘] = ηk(s)u˘
k
3(−a, s)− kcη−1k (s)
(
kbu˘
k
2(−a, s) + kcu˘k3(−a, s)
)
,
or equivalently
B
k,−
2 [u˘] = η
−1
k (s)
(
εµs2u˘k2(−a, s)− kc
(
kbu˘
k
3(−a, s)− kcu˘k2(−a, s)
))
,
B
k,−
3 [u˘] = η
−1
k (s)
(
εµs2u˘k3(−a, s) + kb
(
kbu˘
k
3(−a, s)− kcu˘k2(−a, s)
))
.
Using the boundary operators (2.17) and (2.20), we propose the transparent boundary condition
in the frequency domain:
B
±[E˘Γ± ] = H˘ × n on Γ±. (2.21)
Taking the inverse Laplace transform of (2.21) yields the transparent boundary condition in the
time-domain:
T
±[EΓ± ] = H × n on Γ±, (2.22)
where T ± = L −1 ◦B± ◦L .
Based on the time-domain transparent boundary condition (2.22), the electromagnetic scattering
problem in the infinite waveguide Ω∞ can be reformulated equivalently into the following initial
boundary value problem in the bounded domain Ω:
∇×E + µ∂tH = 0 in Ω, t > 0,
∇×H − ε∂tE = J in Ω, t > 0,
n×E = 0 on S, t > 0,
T
±[EΓ± ] = H × n on Γ±, t > 0,
E|t=0 = H |t=0 = 0 in Ω.
(2.23)
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2.3. Well-posedness and stability. Taking the Laplace transform of (2.23) and eliminating the
magnetic field H˘ , we obtain the boundary value problem for the electric field E˘:
∇× ((µs)−1∇× E˘) + εsE˘ = −J˘ in Ω,
n× E˘ = 0 on S,
(µs)−1(∇× E˘)× n+B±[E˘Γ± ] = 0 on Γ±.
(2.24)
Multiplying a test function V ∈ HS(curl,Ω) and using the integration by parts, we arrive at the
variational formulation of (2.24): find E˘ ∈ HS(curl,Ω) such that
a(E˘,V ) = −
∫
Ω
J˘ · V dr ∀V ∈ HS(curl,Ω), (2.25)
where the sesquilinear form a(·, ·) : H(curl,Ω)×H(curl,Ω)→ C is defined by
a(U ,V ) =
∫
Ω
(µs)−1(∇×U) · (∇× V )dr +
∫
Ω
εsU · V dr + 〈B±UΓ± ,V Γ±〉Γ± .
Let us begin with a trace regularity result in order to study the well-posedness of the variational
problem (2.25). We refer to Appendix A for the definitions of the function spaces used in the paper.
Lemma 2.1. Let C = max{(1 + a−1)1/2,√2}. The following inequality holds:
‖u‖H−1/2(curl,Γ±) ≤ C‖u‖H(curl,Ω) ∀u ∈ HS(curl,Ω).
Proof. We only show the proof for the result on Γ+ since the proof is the same as that on Γ−. First
we have
a|ζ(a)|2 =
∫ a
0
|ζ(x)|2dx+
∫ a
0
∫ a
x
∂t|ζ(t)|2dtdx
≤
∫ a
0
|ζ(x)|2dx+ a
∫ a
0
2|ζ(x)||ζ ′(x)|dx,
which implies by the Cauchy–Schwarz inequality that
(1 + k2bc)
−1/2|ζ(a)|2 ≤ C2
∫ a
0
|ζ(x)|2dx+ (1 + k2bc)−1
∫ a
0
|ζ ′(x)|2dx. (2.26)
Given u ∈ HS(curl,Ω), it follows from (A.4) that
‖u‖H−1/2(curl,Γ+) =
∑
k∈N2
(1 + k2bc)
−1/2
(
|uk2(a)|2 + |uk3(a)|2 + |kbuk3(a)− kcuk2(a)|2
)
.
Using (2.26), we obtain
(1 + k2bc)
−1/2
(
|uk2(a)|2 + |uk3(a)|2 + |kbuk3(a)− kcuk2(a)|2
)
≤ I1 + I2,
where
I1 = C
2
∫ a
0
(
|uk2(x)|2 + |uk3(x)|2 + |kbuk3(x)− kcuk2(x)|2
)
dx
and
I2 = (1 + k
2
bc)
−1
∫ a
0
(
2|∂xuk2(x)− kbuk1(x)|2 + 2k2b |uk1(x)|2
+ 2|kcuk1(x)− ∂xuk3(x)|2 + 2k2c |uk1(x)|2
+ |kb∂xuk3(x)− kbkcuk1(x) + kbkcuk1(x)− kc∂xuk2(x)|2
)
dx.
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A simple calculation yields
I2 = 2(1 + k
2
bc)
−1
∫ a
0
(
(1 + k2c |∂xuk2(x)− kbuk1(x)|2
+ (1 + kc)
2|kcuk1(x)− ∂xuk3(x)|2 + k2bc|uk1(x)|2
)
dx
≤ 2
∫ a
0
(
|∂xuk2(x)− kbuk1(x)|2 + |kcuk1(x)− ∂xuk3(x)|2 + |uk1(x)|2
)
dx.
The proof is completed by combining the above estimates and noting the norm (A.2). 
The following two lemmas concern the properties of the boundary operators B± and are useful
in our subsequent analysis.
Lemma 2.2. The boundary operators B± : H−1/2(curl,Γ±)→ H−1/2(div,Γ±) are continuous.
Proof. For any u = (0, u2, u3),w = (0, w2, w3) ∈ H−1/2(curl,Γ±), let B±[u] = (0, v2, v3). It follows
from (A.5) and (2.19) that
〈B±[u],w〉Γ± =
∑
k∈N2
(
vk2 w¯
k
2 + v
k
3 w¯
k
3
)
=
∑
k∈N2
1
µsηk
(
εµs2
(
uk2w¯
k
2 + u
k
3w¯
k
3
)
+
(
kbu
k
3 − kcuk2
)(
kbw¯
k
3 − kcw¯k2
))
.
To prove the lemma, it is required to estimate(
1 + k2bc
)1/2
|ηk| ∀ k ∈ N
2.
By (2.15), we have∣∣∣∣∣(1 + k2bc)1/2|ηk|
∣∣∣∣∣
4
=
(1 + k2bc)
2
|ηk|4 =
(1 + k2bc)
2(
k2bc + εµs
2
1 − εµs22
)2
+ 4(εµs1s2)2
.
Noting the inequality
(t+ 1)2
(t+ a)2 + b2
≤ max
{
1
a2 + b2
,
(a− 1)2 + b2
b2
}
∀ t ≥ 0,
we get ∣∣∣∣∣(1 + k2bc)1/2|ηk|
∣∣∣∣∣
4
≤ max
{
1
(εµ)2|s|4 ,
(εµ)2|s|4 + 1− 2(εµs21 − εµs22)
4(εµs1s2)2
}
= C1(s).
Combining the above estimates yields
|〈B±[u],w〉Γ± | ≤ C2(s)‖u‖H−1/2(curl,Γ±)‖w‖H−1/2(curl,Γ±) ∀w ∈ H−1/2(curl,Γ±),
where C2(s) = max
{
ε|s|C1/41 (s), (µ|s|)−1C1/41 (s)
}
. Using the duality of the spaces ofH−1/2(curl,Γ±)
and H−1/2(div,Γ±), we get
‖B±[u]‖H−1/2(div,Γ±) ≤ C‖u‖H−1/2(curl,Γ±).
which completes the proof. 
Lemma 2.3. It holds that
ℜ〈B±[u],u〉Γ± ≥ 0 ∀u ∈ H−1/2(curl,Γ±).
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Proof. It follows from (A.5) and (2.18) that
〈B±[u],u〉Γ± =
1
µs
∑
k∈N2
(
ηk
(|uk2 |2 + |uk3 |2)− η−1k ∣∣kbuk2 + kcuk3∣∣2)
=
1
µ|s|2
∑
k∈N2
(
s¯ηk
(|uk2 |2 + |uk3 |2)− s¯η¯k|ηk|2 ∣∣kbuk2 + kcuk3∣∣2
)
.
Taking the real part of the above identity leads to
ℜ〈B±[u],u〉Γ± =
1
µ|s|2
∑
k∈N2
(
(αks1 + βks2)
(|uk2 |2 + |uk3 |2)
−
(
αks1 − βks2
α2k + β
2
k
) ∣∣kbuk2 + kcuk3∣∣2).
Noting (2.15), we get from a simple calculation that
α2k(s)− β2k(s) = εµ(s21 − s22) + k2bc, αk(s)βk(s) = εµs1s2, (2.27)
which give
αks1 + βks2 =
s1
αk
(α2k + εµs
2
2), αks1 − βks2 =
s1
αk
(α2k − εµs22).
If α2k − εµs22 ≤ 0, we obtain
ℜ〈B±[u],u〉Γ± =
1
µ|s|2
∑
k∈N2
s1
αk
(
(α2k + εµs
2
2)(|uk2 |2 + |uk3 |2)
− α
2
k − εµs22
α2k + β
2
k
∣∣kbuk2 + kcuk3∣∣2) ≥ 0.
If α2k − εµs22 > 0, we have from the Cauchy–Schwarz inequality that(
α2k − εµs22
α2k + β
2
k
) ∣∣kbuk2 + kcuk3∣∣2 ≤ (α2k − εµs22α2k + β2k
)
k2bc
(|uk2|2 + |uk3 |2).
which gives
ℜ〈B±[u],u〉Γ± ≥
1
µ|s|2
∑
k∈N2
s1
αk
(
(α2k + εµs
2
2)
−
(
α2k − εµs22
α2k + β
2
k
)
k2bc
)(|uk2 |2 + |uk3 |2). (2.28)
Substituting (2.27) into (2.28), we get
ℜ〈B±[u],u〉Γ± ≥
1
µ|s|2
∑
k∈N2
s1
αk(α
2
k + β
2
k)
(
(α2k + εµs
2
2)(β
2
k + εµs
2
2)
+ (α2k − εµs22)(β2k + εµs21)
)(|uk2 |2 + |uk3 |2) ≥ 0,
which completes the proof. 
Hereafter, the expressions a . b and a & b stand for a ≤ Cb and a ≥ Cb, where C > 0 is a generic
positive constant whose value is not required but should be clear from the context.
Lemma 2.4. The variational problem (2.25) has a unique weak solution E˘ ∈ HS(curl,Ω), which
satisfies
‖∇ × E˘‖L2(Ω)3 + ‖sE˘‖L2(Ω)3 . s−11 ‖sJ˘‖L2(Ω)3 .
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Proof. It suffices to show the coercivity of a(·, ·) since the continuity follows directly from the Cauchy–
Schwarz inequality and Lemmas 2.1–2.2. A simple calculation yields
a(E˘, E˘) =
∫
Ω
(µs)−1|∇ × E˘|2dr +
∫
Ω
εs|E˘|2dr + 〈B±[E˘Γ± ], E˘Γ±〉Γ± .
Taking the real part of a(E˘, E˘) and using Lemma 2.3, we obtain
ℜa(E˘, E˘) & s1|s|2
(
‖∇ × E˘‖2L2(Ω)3 + ‖sE˘‖2L2(Ω)3dr
)
. (2.29)
It follows from the Lax–Milgram lemma that the variational problem (2.25) has a unique weak
solution E˘ ∈ HS(curl,Ω). Moreover, we obtain from (2.25) that
|a(E˘, E˘)| ≤ |s|−1‖J˘‖L2(Ω)3‖sE˘‖L2(Ω)3 . (2.30)
Combining (2.29) and (2.30) leads to
‖∇ × E˘‖2L2(Ω)3 + ‖sE˘‖2L2(Ω)3 . s−11 ‖sJ˘‖L2(Ω)3‖sE˘‖L2(Ω)3 ,
which completes the proof after applying the Cauchy–Schwarz inequality. 
To show the well-posedness of the reduced problem (2.23), we make the following assumptions for
the current density J :
J ∈ H1(0, T ;L2(Ω)3), J |t=0 = 0. (2.31)
Theorem 2.5. Let assumption (2.31) be satisfied. The reduced problem (2.23) has a unique solution
(E,H) which satisfies
E ∈ L2(0, T ;HS(curl,Ω)) ∩H1(0, T ;L2(Ω)3),
H ∈ L2(0, T ;H(curl,Ω)) ∩H1(0, T ;L2(Ω)3),
and the stability estimate
‖∂tE‖L2(0,T ;L2(Ω)3) + ‖∇ ×E‖L2(0,T ;L2(Ω)3)
+ ‖∂tH‖L2(0,T ;L2(Ω)3) + ‖∇ ×H‖L2(0,T ;L2(Ω)3) . T 1/2‖J‖H1(0,T ;L2(Ω)3).
Proof. Since ∫ T
0
(
‖∇ ×E‖2L2(Ω)3 + ‖∂tE‖2L2(Ω)3
)
dt
≤
∫ T
0
e−2s1(t−T )
(
‖∇ ×E‖2L2(Ω)3 + ‖∂tE‖2L2(Ω)3
)
dt
= e2s1T
∫ T
0
e−2s1t
(
‖∇ ×E‖2L2(Ω)3 + ‖∂tE‖2L2(Ω)3
)
dt
.
∫ ∞
0
e−2s1t
(
‖∇ ×E‖2L2(Ω)3 + ‖∂tE‖2L2(Ω)3
)
dt,
it suffices to estimate the integral∫ ∞
0
e−2s1t
(
‖∇ ×E‖2L2(Ω)3 + ‖∂tE‖2L2(Ω)3
)
dt.
Taking the Laplace transform of (2.23) gives
∇× E˘ + µsH˘ = 0, ∇× H˘ − εsE˘ = J˘ in Ω,
n× E˘ = 0 on S,
B
±[E˘Γ± ] = H˘ × n on Γ±.
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By Lemma 2.4, we have
‖∇ × E˘‖L2(Ω)3 + ‖sE˘‖L2(Ω)3 . s−11 ‖sJ˘‖L2(Ω)3 . (2.33)
By (2.32),
‖∇ × H˘‖L2(Ω)3 + ‖sH˘‖L2(Ω)3 . s−11
(
‖J˘‖L2(Ω)3 + ‖sJ˘‖L2(Ω)3
)
. (2.34)
It follows from [32, Lemma 44.1] that (E˘, H˘) are holomorphic functions of s on the half plane
s1 > s0 > 0, where s0 is any positive constant. Hence we have from Lemma A.2 that the inverse
Laplace transform of E˘ and H˘ exist and are supported in [0,∞).
Since E˘ = L (E) = F (e−s1tE), where F is the Fourier transform in s2, we have from the Parseval
identity and (2.33) that ∫ ∞
0
e−2s1t
(
‖∇ ×E‖2L2(Ω)3 + ‖∂tE‖2L2(Ω)3
)
dt
= 2π
∫ ∞
−∞
(
‖∇ × E˘‖2L2(Ω)3 + ‖sE˘‖2L2(Ω)3
)
ds2
. s−21
∫ ∞
−∞
‖sJ˘‖2L2(Ω)3ds2.
Using the Parseval identity again and noting J |t=0 in Ω, we obtain∫ ∞
0
e−2s1t
(
‖∇ ×E‖2L2(Ω)3 + ‖∂tE‖2L2(Ω)3
)
dt
. s−21
∫ ∞
0
e−2s1t‖∂tJ‖2L2(Ω)3dt.
which shows that
E ∈ L2(0, T ;HS(curl,Ω)) ∩H1(0, T ;L2(Ω)3).
Similarly, we can show from (2.34) that
H ∈ L2(0, T ;H(curl,Ω)) ∩H1(0, T ;L2(Ω)3).
Next we prove the stability. Let E˜ be the extension of E with respect to t in R such that E˜ = 0
outside the interval [0, t]. By Lemma A.1, we get
ℜ
∫ t
0
e−2s1t
∫
Γ±
T [EΓ± ] ·Edydzdt = ℜ
∫
Γ±
e−2s1t
∫ ∞
0
T [E˜Γ± ] · E˜dydzdt
=
1
2π
ℜ
∫ ∞
−∞
〈B[ ˘˜EΓ± ], ˘˜EΓ±〉Γ±ds2 ≥ 0,
which yields after taking s1 → 0 that
ℜ
∫ t
0
∫
Γ±
T [EΓ± ] ·Edydzdt ≥ 0. (2.35)
For any 0 < t < T , consider an energy function
e(t) = ‖ε1/2E(·, t)‖2L2(Ω)3 + ‖µ1/2H(·, t)‖2L2(Ω)3 .
From (2.2), it is easy to note that∫ t
0
e′(τ)dτ = ‖ε1/2E(·, t)‖2L2(Ω)3 + ‖µ1/2H(·, t)‖2L2(Ω)3 .
On the other hand, we have from (2.23) and (2.35) that∫ t
0
e(τ)dτ = 2ℜ
∫ t
0
∫
Ω
(
ε∂tE ·E + µ∂tH ·H
)
drdt
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= 2ℜ
∫ t
0
∫
Ω
(
(∇×H) ·E − (∇×E) ·H)drdt− 2ℜ ∫ t
0
∫
Ω
J ·Edrdt
= −2ℜ
∫ t
0
∫
Γ+
T [EΓ+ ] ·Edrdt− 2ℜ
∫ t
0
∫
Γ−
T [EΓ− ] ·Edrdt
− 2ℜ
∫ t
0
∫
Ω
J ·Edrdt
≤ −2ℜ
∫ t
0
∫
Ω
J ·Edrdt ≤ 2 max
t∈[0,T ]
‖E(·, t)‖L2(Ω)3‖J(·, t)‖L1(0,T ;L2(Ω)3). (2.36)
Taking the derivative of (2.23) with respect to t, we know that (∂tE, ∂tH) satisfy the same set
equations with the source and the initial condition replaced with ∂tJ , ∂tE|t=0 = ∂tH |t=0 = 0.
Hence we may follow the same steps as above to obtain (2.36) for (∂tE, ∂tH), which completes the
proof after combining the above estimate and taking the L2-norm with respect to t. 
3. The PML problem
In this section, we first present the time-domain PML formulation and then establish the well-
posedness and stability as well as the error estimate of the solution for the PML problem.
3.1. PML formulation. In order to introduce the PML method, we need to set up a domain
of interest and surround it with an artificial medium which may absorb the outgoing wave in an
exponential fashion so as to avoid the wave reflection. Since the electric current density J is sup-
ported in Ω, we let Ω be the domain of interest. The PML layers are imposed when |x| > a and
have length L in the x direction on both sides of Ω. More specifically, denote the PML layers by
Ω+σ := (a, a + L) × D, Ω−σ := (−a − L,−a) × D, and let Ωσ = Ω+σ ∪ Ω−σ . Finally, we denote by
ΩL = Ω ∪ Ωσ the bounded domain in which the truncated PML problem is formulated. The PML
geometry is also shown in Figure 1.
Now, let s1 > 0 be an arbitrarily fixed parameter but it will be specified later. Define the PML
medium property as α(x) = 1 + s−11 σ(x), which satisfies the following assumption
σ ∈ L∞(R); 0 ≤ σ ≤ σ0; σ(x) = 0 for |x| < a; σ(−x) = σ(x),
where σ0 is a positive constant.
The PML formulation is based on the change of variable
x˜ =
∫ x
0
α(τ)dτ, (3.1)
which can be viewed as a real coordinate stretching and is different from the usual complex coordinate
stretching introduced in [3, 16]. The change of variable (3.1) is also adopted in [36] on the PML
method for solving the time-domain electromagnetic obstacle scattering problem. Under the new
coordinates, it follows from a simple computation that the stretched curl operator is defined by
∇˜ × u = A(x)∇× (B(x)u) , (3.2)
where A,B are diagonal matrices and given by
A(x) = diag
{
1,
(
1 +
σ
s1
)−1
,
(
1 +
σ
s1
)−1}
, B(x) = diag
{(
1 +
σ
s1
)
, 1, 1
}
.
By (3.2), the Maxwell equations (2.5) can be written as
∇× (BE˘) + µs(BA)−1(BH˘) = 0,
∇× (BH˘)− εs(BA)−1(BE˘) = J˘s,
in Ω∞, (3.3)
where J˘s = A
−1J˘ .
THE TIME-DOMAIN PML PROBLEM IN A WAVEGUIDE 13
We point out that s1 appearing in the matrices A and B is an arbitrary but fixed positive
parameter. Taking the inverse Laplace transform of (3.3), we obtain the PML problem in the
infinite waveguide:
∇× (BEPML) + µ(BA)−1∂t(BHPML) = 0 in Ω∞, t > 0,
∇× (BHPML)− ε(BA)−1∂t(BEPML) = Js in Ω∞, t > 0,
n×EPML = 0 on ∂Ω∞, t > 0,
EPML|t=0 = HPML|t=0 = 0 in Ω∞.
The truncated PML problem is to find (EP,HP), which is an approximation to (E,H) in the
bounded domain ΩL such that
∇× (BEP) + µ(BA)−1∂t(BHP) = 0 in ΩL, t > 0,
∇× (BHP)− ε(BA)−1∂t(BEP) = Js in ΩL, t > 0,
n×EP = 0 on ∂ΩL, t > 0,
EP|t=0 = HP|t=0 = 0 in ΩL.
(3.4)
3.2. TBC for the PML problem. In this section, we introduce a transparent boundary condition
for the PML problem. Again, we only show to deduce the transparent boundary condition on Γ+,
and state the corresponding transparent boundary condition on Γ− without the details.
Taking the Laplace transform of (3.4), we obtain the Maxwell equations in the frequency domain:
∇˜ × E˘P + µsH˘P = 0, ∇˜ × H˘P − εsE˘P = 0 in Ω+σ . (3.5)
Let EP = (EP1 , E
P
2 , E
P
3 ),H
P = (HP1 ,H
P
2 ,H
P
3 ) and E˘
P
= (E˘P1 , E˘
P
2 , E˘
P
3 ), H˘
P
= (H˘P1 , H˘
P
2 , H˘
P
3 ). The
tangential component of the electric field E˘
P
and the tangential trace of the magnetic field H˘
P
on
Γ+ are
E˘
P
Γ+ =
(
0, E˘P2 (a, y, z, s), E˘
P
3 (a, y, z, s)
)
,
H˘
P × n = (0, H˘P3 (a, y, z, s),−H˘P2 (a, y, z, s)).
We aim to represent H˘P3 (a, y, z, s) and −H˘P2 (a, y, z, s) in terms of E˘P2 (a, y, z, s) and E˘P3 (a, y, z, s).
Clearly, we have from (3.5) that{
H˘P3 (a, y, z, s) = (µs)
−1(∂yE˘P1 (a, y, z, s) − ∂x˜E˘P2 (a, y, z, s)),
−H˘P2 (a, y, z, s) = (µs)−1
(
∂zE˘
P
1 (a, y, z, s)− ∂x˜E˘P3 (a, y, z, s)
)
.
(3.6)
Next is to replace ∂yE˘
P
1 and ∂zE˘
P
1 in (3.6) by E˘
P
2 and E˘
P
3 .
As shown from (2.7)–(2.10), E˘Pj admits the following Fourier series expansion:
E˘P1 (x˜, y, z, s) =
∑
k∈N2
E˘P,k1 (x˜, s) sin (kby) sin (kcz) ,
E˘P2 (x˜, y, z, s) =
∑
k∈N2
E˘P,k2 (x˜, s) cos (kby) sin (kcz) ,
E˘P3 (x˜, y, z, s) =
∑
k∈N2
E˘P,k3 (x˜, s) sin (kby) cos (kcz) .
(3.7)
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Substituting (3.7) into (3.6) yields
H˘P3 (a, y, z, s) = (sµ)
−1 ∑
k∈N2
(
kbE˘
P,k
1 (a, s)− ∂x˜E˘P,k2 (a, s)
)
cos (kby) sin (kcz) ,
−H˘P2 (a, y, z, s) = (sµ)−1
∑
k∈N2
(
kcE˘
P,k
1 (a, s)− ∂x˜E˘P,k3 (a, s)
)
sin (kby) cos (kcz) .
(3.8)
Eliminating the magnetic field in (3.5) and noting the divergence free condition, we arrive at the
equation for the electric field E˘Pj :
∆˜E˘Pj − εµs2E˘Pj = 0 in Ω+σ , (3.9)
where ∆˜ = ∂2x˜+∂
2
y+∂
2
z . Plugging (3.7) into (3.9) yields a second order ordinary differential equation:
∂2x˜E˘
P,k
j − η2k(s)E˘P,kj = 0, a < x < a+ L. (3.10)
Note that the general solution of (3.10) is
E˘P,kj (x, s) = C
k
j,−e
−ηk(s)x˜(x) + Ckj,+e
ηk(s)x˜(x),
where the coefficients Ckj,± can be computed from the following boundary conditions:
∂x˜E˘
P,k
1 (a, s) = kbE˘
P,k
2 (a, s) + kcE˘
P,k
3 (a, s), ∂x˜E˘
P,k
1 (x˜(a+ L), s) = 0,
and
E˘P,kj (a, s) = E˘
P,k
j (a, s), E˘
P,k
j (x˜(a+ L), s) = 0, j = 2, 3.
A straightforward calculation yields
E˘P,k1 (x, s) = −
eηk(s)(γ+a)e−ηk(s)γ
ηk(s)
(
1− e−2ηk(s)γ)(kbE˘P,k2 (a, s) + kcE˘P,k3 (a, s))e−ηk(s)x˜(x)
− e
−ηk(s)(γ+a)e−ηk(s)γ
ηk(s)
(
1− e−2ηk(s)γ)(kbE˘P,k2 (a, s) + kcE˘P,k3 (a, s))eηk(s)x˜(x) (3.11)
and
E˘P,kj (x, s) = −
eηk(s)(γ+a)e−ηk(s)γ
e−2ηk(s)γ − 1 E˘
P,k
j (a, s)e
−ηk(s)x˜(x)
+
e−ηk(s)(γ+a)e−ηk(s)γ
e−2ηk(s)γ − 1 E˘
P,k
j (a, s)e
ηk(s)x˜(x), j = 2, 3, (3.12)
where
γ = x˜(a+ L)− x˜(a) = L
(
1 +
σ¯
s1
)
, σ¯ =
1
L
∫ a+L
a
σ(x′)dx′.
By (3.12), we have
∂x˜E˘
P,k
j (a, s) = ηk(s)χk(s)E˘
P,k
j (a, s), j = 2, 3,
where
χk(s) =
e−2ηk(s)γ + 1
e−2ηk(s)γ − 1 .
Therefore, we obtain from (3.8) that
H˘P3 (a, y, z, s) = (sµ)
−1 ∑
k∈N2
B
k,+
2,σ [E˘
P
Γ+ ] cos (kby) sin (kcz)
−H˘P2 (a, y, z, s) = (sµ)−1
∑
k∈N2
B
k,+
3,σ [E˘
P
Γ+ ] sin (kby) cos (kcz) .
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where
B
k,+
2,σ [E˘
P
Γ+ ] = χk(s)
(
− ηk(s)E˘P,k2 (a, s) + η−1k (s)kb
(
kbE˘
P,k
2 (a, s) + kcE˘
P,k
3 (a, s)
))
,
B
k,+
3,σ [E˘
P
Γ+ ] = χk(s)
(
− ηk(s)E˘P,k3 (a, s) + η−1k (s)kc
(
kbE˘
P,k
2 (a, s) + kcE˘
P,k
3 (a, s)
))
.
For any given tangential vector u = (0, u2, u3) on Γ
+, denote by u˘ = (0, u˘2, u˘3) its Laplace
transform which admits the expansion
u˘2(a, y, z, s) =
∑
k∈N2
u˘k2(a, s) cos (kby) sin (kcz) ,
u˘3(a, y, z, s) =
∑
k∈N2
u˘k3(a, s) sin (kby) cos (kcz) .
We define a boundary operator:
B
+
σ [u˘] = v˘,
where v = (0, v2, v3), v˘ = (0, v˘2, v˘3), and
v˘3(a, y, z, s) = (sµ)
−1 ∑
k∈N2
B
k,+
2,σ [u˘] cos (kby) sin (kcz) ,
−v˘2(a, y, z, s) = (sµ)−1
∑
k∈N2
B
k,+
3,σ [u˘] sin (kby) cos (kcz) .
Here
B
k,+
2,σ [u˘] = χk(s)
(
− ηk(s)u˘k2(a, s) + η−1k (s)kb
(
kbu˘
k
2(a, s) + kcu˘
k
3(a, s)
))
,
B
k,+
3,σ [u˘] = χk(s)
(
− ηk(s)u˘k3(a, s) + η−1k (s)kc
(
kbu˘
k
2(a, s) + kcu˘
k
3(a, s)
))
.
Similarly, for any tangential vector u = (0, u2, u3) on Γ
−, define the boundary operator
B
−
σ [u˘] = v˘,
where 
v˘3(−a, y, z, s) = (µs)−1
∑
k∈N2
B
k,−
2,σ [u˘] cos (kby) sin (kcz) ,
−v˘2(−a, y, z, s) = (µs)−1
∑
k∈N2
B
k,−
3,σ [u˘] sin (kby) cos (kcz) .
Here
B
k,−
2,σ [u˘] = χk(s)
(
− ηk(s)u˘k2(−a, s) + η−1k (s)kb
(
kbu˘
k
2(−a, s) + kcu˘k3(−a, s)
))
,
B
k,−
3,σ [u˘] = χk(s)
(
− ηk(s)u˘k3(−a, s) + η−1k (s)kc
(
kbu˘
k
2(−a, s) + kcu˘k3(−a, s)
))
.
3.3. Well-posedness and stability of the PML problem. This section concerns the well-
posedness and stability for the solution of the truncated PML problem. The main result is stated
as follows.
Theorem 3.1. Let the assumption (2.31) be satisfied. Then the truncated PML problem (3.4) has
a unique solution (EP,HP) which satisfies
EP ∈ L2(0, T ;H0(curl,ΩL)) ∩H1(0, T ;L2(ΩL)3),
HP ∈ L2(0, T ;H(curl,ΩL)) ∩H1(0, T ;L2(ΩL)3),
and the stability estimates
‖∂tEP‖L2(0,T ;L2(Ω)3) + ‖∇ ×EP‖L2(0,T ;L2(Ω)3)
. max(1, (a + L)−1)max(1, (
√
εµ/T )−1)T 1/2‖J‖H1(0,T ;L2(Ω)3), (3.13)
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‖∂tEP‖L2(0,T ;L2(Ωσ)3) + ‖∇ ×EP‖L2(0,T ;L2(Ωσ)3)
. max(1, (a + L)−1)max(1, L−1)max(1, (
√
εµ/T )−2)T 1/2‖J‖H1(0,T ;L2(Ω)3). (3.14)
In order to show the existence and uniqueness of the solution to the truncated PML problem (3.4),
we define (E˜, H˜) := B(EP,HP). By this notation, the problem (3.4) can be written equivalently
as 
∇× E˜ + µ(BA)−1∂tH˜ = 0 in ΩL, t > 0,
∇× H˜ − ε(BA)−1∂tE˜ = Js in ΩL, t > 0,
n× E˜ = 0 on ∂ΩL, t > 0,
E˜|t=0 = H˜|t=0 = 0 in ΩL.
(3.15)
Taking the Laplace transform of (3.15) and eliminating the magnetic field
˘˜
H , we have∇× ((µs)
−1BA∇× ˘˜E) + εs(BA)−1 ˘˜E = −J˘s in ΩL,
n× ˘˜E = 0 on ∂ΩL.
(3.16)
Multiplying the problem (3.16) with the test function V ∈ H0(curl,ΩL), we obtain the variational
problem: find a solution
˘˜
E ∈ H0(curl,ΩL) such that
aPML(
˘˜
E,V ) = −
∫
ΩL
J˘s · V dr ∀V ∈ H0(curl,ΩL), (3.17)
where the sesquilinear form aPML(·, ·) : H(curl,ΩL)×H(curl,ΩL)→ C is defined by
aPML(U ,V ) =
∫
ΩL
(µs)−1BA(∇×U) · (∇× V )dr +
∫
ΩL
εs(BA)−1U · V dr.
Lemma 3.2. Variational problem (3.17) has a unique solution
˘˜
E ∈ H0(curl,ΩL) which satisfies
‖∇ × ˘˜E‖L2(ΩL)3 + ‖s
˘˜
E‖L2(ΩL)3 . s−11 (1 + s−11 σ0)‖sJ˘‖L2(ΩL)3 .
Proof. For any vector U ∈ C3, let U = Uxxˆ+U yyˆ +U zzˆ, where xˆ, yˆ, zˆ are the unit vectors along
with the positive direction of the coordinate axis. Noting that BA = diag{1 + σs1 , (1 + σs1 )−1, (1 +
σ
s1
)−1}, we may easily show that
ℜaPML( ˘˜E, ˘˜E) =
∫
ΩL
s1
µ|s|2
(
(1 +
σ
s1
)|(∇× ˘˜E)x|2 + (1 + σ
s1
)−1|(∇× ˘˜E)y|2
+ (1 +
σ
s1
)−1|(∇× ˘˜E)z|2
)
dx
+
∫
ΩL
εs1
(
(1 +
σ
s1
)−1| ˘˜Ex|2 + (1 + σ
s1
)| ˘˜Ey|2 + (1 + σ
s1
)| ˘˜Ey|2
)
dx
≥ (1 + σ0
s1
)−1
s1
|s|2
(
‖∇ × ˘˜E‖2L2(ΩL)3 + ‖s
˘˜
E‖2L2(ΩL)3
)
, (3.18)
which implies the coercivity of the sesquilinear form aPML(·, ·). It follows from the Lax–Milgram
lemma that the variational problem (3.17) has a unique solution for each s = s1 + is2 with s1, s2 ∈
R,ℜs = s1 > 0. Moreover, we have from (3.17) that
|aPML( ˘˜E, ˘˜E)| ≤ |s|−1‖J˘‖L2(ΩL)3‖s
˘˜
E‖L2(ΩL)3 . (3.19)
Combining (3.18) and (3.19) yields
‖∇ × ˘˜E‖2L2(ΩL)3 + ‖s
˘˜
E‖2L2(ΩL)3 . s−11 (1 + s−11 σ0)‖sJ˘‖L2(ΩL)3‖s
˘˜
E‖L2(ΩL)3 .
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which completes the proof after applying the Cauchy–Schwarz inequality. 
For a fixed ℜs = s1 > 0, the uniqueness and existence of the solution to problem (3.15) follows
from Lemmas A.2 and 3.2. Because the matrix B is invertible, the uniqueness and existence of the
solution to problem (3.4) is guaranteed. We remark that the well-posedness and stability of the
PML problem can be established by the energy method (cf. [13, Theorem 3.1]). However, in order
to pave the path for the convergence analysis of the PML problem, we take a different approach and
show the stability by using the explicit representation of the error between the solutions to the PML
problem and the original scattering problem.
Taking the Laplace transform of (3.4) and using the PML boundary operators B±σ , the PML
system in the frequency domain can be reduced into an equivalent boundary value problem
∇× E˘P + µsH˘P = 0 in Ω,
∇× H˘P − εsE˘P = J˘ in Ω,
n× E˘P = 0 on S,
(∇× E˘P)× n+ µsB±σ [E˘
P
Γ± ] = 0 on Γ
±.
(3.20)
On the other hand, it follows from the Laplace transform and the definition of the boundary operators
B± that we can rewrite the system (2.23) into the following form:
∇× E˘ + µsH˘ = 0 in Ω,
∇× H˘ − εsE˘ = J˘ in Ω,
n× E˘ = 0 on S,
(∇× E˘)× n+ µsB±[E˘Γ± ] = 0 on Γ±.
(3.21)
Explicitly, the error between the PML boundary operator B±σ and the original boundary operator
B± is given by
B±[uΓ± ] = (B±σ −B±)[uΓ± ] =

0∑
k∈N2
Bk,±2 [u˘Γ± ] cos (kby) sin (kcz)∑
k∈N2
Bk,±3 [u˘Γ± ] sin (kby) cos (kcz)
 , (3.22)
where
Bk,±2 [u˘Γ± ] =
(
− ηk(s)u˘k2(±a, s) + η−1k (s)kb
(
kbu˘
k
2(±a, s) + kcu˘k3(±a, s)
)) 2e−2ηk(s)γ
e−2ηk(s)γ − 1 ,
Bk,±3 [u˘Γ± ] =
(
− ηk(s)u˘k3(±a, s) + η−1k (s)kb
(
kbu˘
k
2(±a, s) + kcu˘k3(±a, s)
)) 2e−2ηk(s)γ
e−2ηk(s)γ − 1 .
Let E˘ = E˘P − E˘ and H˘ = H˘P − H˘ be the error of the solutions between the PML problem
and the original scattering problem. It follows from (3.20)–(3.22) that E˘ and H˘ satisfy the following
system: 
∇× E˘ + µsH˘ = 0 in Ω,
∇× H˘ − εsE˘ = 0 in Ω,
n× E˘ = 0 on ∂Ω\(Γ±),
(∇× E˘)× n = −µsB±σ [E˘Γ± ]− µsB±[E˘Γ± ] on Γ±.
(3.23)
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Eliminating H˘ in (3.23) and noting the divergence free condition, we obtain
∆E˘ − εµs2E˘ = 0 in Ω, (3.24)
n× E˘ = 0 on ∂Ω\(Γ±), (3.25)
(∇× E˘)× n = −µsB±σ [E˘Γ± ]− µsB±[E˘Γ± ] on Γ±. (3.26)
As shown in (2.7)–(2.9), the field E˘ = (E˘1, E˘2, E˘3) also admits the following Fourier series expansion:
E˘1(x, y, z, s) =
∑
k∈N2
E˘k1 (x, s) sin (kby) sin (kcz) ,
E˘2(x, y, z, s) =
∑
k∈N2
E˘k2 (x, s) cos (kby) sin (kcz) ,
E˘3(x, y, z, s) =
∑
k∈N2
E˘k3 (x, s) sin (kby) cos (kcz) .
(3.27)
Substituting (3.27) into the Helmholtz equation (3.24) yields
∂2xE˘kj − η2k(s)E˘kj = 0, x ∈ (−a, a), j = 1, 2, 3. (3.28)
Substituting (3.27) into (3.26), we obtain
kbE˘k1 (a, s)− ∂xE˘k2 (a, s) = Bk,+2,σ [E˘Γ+ ] + Bk,+2 [E˘Γ+ ], (3.29)
kcE˘k1 (a, s)− ∂xE˘k3 (a, s) = Bk,+3,σ [E˘Γ+ ] + Bk,+3 [E˘Γ+ ], (3.30)
kbE˘k1 (−a, s)− ∂xE˘k2 (−a, s) = −Bk,−2,σ [E˘Γ− ]−Bk,−2 [E˘Γ− ], (3.31)
kcE˘k1 (−a, s)− ∂xE˘k3 (−a, s) = −Bk,−3,σ [E˘Γ− ]− Bk,−3 [E˘Γ− ]. (3.32)
The boundary conditions (3.29)–(3.32) are not enough to determine E˘kj . The additional informa-
tion can be obtained from the divergence free condition
∂xE˘1 + ∂yE˘2 + ∂z E˘3 = 0 on Γ±. (3.33)
Substituting (3.27) into (3.33), we have
∂xE˘k1 (a, s)− kbE˘k2 (a, s)− kcE˘k3 (a, s) = 0, (3.34)
∂xE˘k1 (−a, s)− kbE˘k2 (−a, s)− kcE˘k3 (−a, s) = 0. (3.35)
It can be verified that the general solutions of the homogeneous second order equations (3.28) are
E˘kj = Dkj,+eηk(s)x +Dkj,−e−ηk(s)x, j = 1, 2, 3.
By tedious but straightforward calculations, we may deduce from (3.29)–(3.35) that
E˘k1 =
e−2ηk(s)γ
−1 + e−4ηk(s)γe−4ηk(s)a η
−1
k (s)
(
kbE˘
k
2 (a, s) + kcE˘
k
3 (a, s)
)
eηk(s)(x−a)
− e
−4ηk(s)γe−2ηk(s)a
−1 + e−4ηk(s)γe−4ηk(s)a η
−1
k (s)
(
kbE˘
k
2 (−a, s) + kcE˘k3 (−a, s)
)
eηk(s)(x−a)
− e
−2ηk(s)γ
−1 + e−4ηk(s)γe−4ηk(s)a η
−1
k (s)
(
kbE˘
k
2 (−a, s) + kcE˘k3 (−a, s)
)
e−ηk(s)(x+a)
+
e−4ηk(s)γe−2ηk(s)a
−1 + e−4ηk(s)γe−4ηk(s)a η
−1
k (s)
(
kbE˘
k
2 (a, s) + kcE˘
k
3 (a, s)
)
e−ηk(s)(x+a) (3.36)
and
E˘kj =
e−2ηk(s)γ
−1 + e−4ηk(s)γe−4ηk(s)a E˘
k
j (a, s)e
ηk(s)(x−a)
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− e
−4ηk(s)γe−2ηk(s)a
−1 + e−4ηk(s)γe−4ηk(s)a E˘
k
j (−a, s)eηk(s)(x−a)
+
e−2ηk(s)γ
−1 + e−4ηk(s)γe−4ηk(s)a E˘
k
j (−a, s)e−ηk(s)(x+a)
− e
−4ηk(s)γe−2ηk(s)a
−1 + e−4ηk(s)γe−4ηk(s)a E˘
k
j (a, s)e
−ηk(s)(x+a), j = 2, 3. (3.37)
Let
P k(s) =
e−2ηk(s)γ
−1 + e−4ηk(s)γe−4ηk(s)a , R
k(s) = − e
−4ηk(s)γe−2ηk(s)a
−1 + e−4ηk(s)γe−4ηk(s)a .
For convenience of notation, we define
U˘−+1,k = η
−1
k (s)
(
kbE˘
k
2 (a, s) + kcE˘
k
3 (a, s)
)
eηk(s)(x−a),
U˘−−1,k = η
−1
k (s)
(
kbE˘
k
2 (−a, s) + kcE˘k3 (−a, s)
)
eηk(s)(x−a),
U˘+−1,k = −η−1k (s)
(
kbE˘
k
2 (−a, s) + kcE˘k3 (−a, s)
)
e−ηk(s)(x+a),
U˘++1,k = −η−1k (s)
(
kbE˘
k
2 (a, s) + kcE˘
k
3 (a, s)
)
e−ηk(s)(x+a),
and
U˘−+j,k = E˘
k
j (a, s)e
ηk(s)(x−a), U˘−−j,k = E˘
k
j (−a, s)eηk(s)(x−a),
U˘+−j,k = E˘
k
j (−a, s)e−ηk(s)(x+a), U˘++j,k = E˘kj (a, s)e−ηk(s)(x+a),
for j = 2, 3. With these notations, E˘kj can be rewritten as
E˘kj = P k(s)U˘−+j,k +Rk(s)U˘−−j,k + P k(s)U˘+−j,k +Rk(s)U˘++j,k , j = 1, 2, 3. (3.38)
It follows from (3.27) and (3.38) that
E˘ =

∑
k∈N2
(
P k(s)U˘−+1,k +R
k(s)U˘−−1,k + P
k(s)U˘+−1,k +R
k(s)U˘++1,k
)
sin (kby) sin (kcz)∑
k∈N2
(
P k(s)U˘−+2,k +R
k(s)U˘−−2,k + P
k(s)U˘+−2,k +R
k(s)U˘++2,k
)
cos (kby) sin (kcz)∑
k∈N2
(
P k(s)U˘−+3,k +R
k(s)U˘−−3,k + P
k(s)U˘+−3,k +R
k(s)U˘++3,k
)
sin (kby) cos (kcz)
 . (3.39)
In what follows, we derive the stability by estimating E(t). Let us introduce some auxiliary
problems. For brevity, define the set of indices
Λ = {−+,−−,+−,++}
and define
U˘
λ
=

∑
k∈N2
U˘λ1,k sin (kby) sin (kcz)∑
k∈N2
U˘λ2,k cos (kby) sin (kcz)∑
k∈N2
U˘λ3,k sin (kby) cos (kcz)
 , V˘ λ = − 1µs∇× U˘λ,
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where λ ∈ Λ. Let I− = (−∞, a), I+ = (−a,+∞), D− = I− ×D and D+ = I+ ×D. Consider the
system of time-domain Maxwell’s equations
∇×U ~ℓ + µ∂tV ~ℓ = 0 in D~, t > 0,
∇× V ~ℓ − ε∂tU~ℓ = 0 in D~, t > 0,
n×U ~ℓ = 0 on ∂D~ \ Γ−~, t > 0,
n×U ~ℓ = n×E|Γℓ on Γ−~, t > 0,
U~ℓ|t=0 = V ~ℓ|t=0 = 0 in D~,
rˆ × (∂tU~ℓ × rˆ)+ rˆ × ∂tV ~ℓ = o (|x|−1) as |x| → ∞, t > 0.
(3.40)
where ~, ℓ ∈ {+,−}. We refer to Appendix B for the following stability results.
Theorem 3.3. The problem (3.40) has a unique solution (Uλ,V λ), λ ∈ Λ which satisfies
Uλ ∈ L2(0, T ;HS(curl,Ω)) ∩H1(0, T ;L2(Ω)3),
V λ ∈ L2(0, T ;H(curl,Ω)) ∩H1(0, T ;L2(Ω)3),
Moreover, the following stability estimates hold:
‖∂tUλ‖L2(0,T ;L2(Ω)3) + ‖∇ ×Uλ‖L2(0,T ;L2(Ω)3)
+ ‖∂tV λ‖L2(0,T ;L2(Ω)3) + ‖∇ × V λ‖L2(0,T ;L2(Ω)3) . T 1/2‖J‖H1(0,T ;L2(Ω)3), λ ∈ Λ.
Lemma 3.4. The following estimates hold:
{|P k(s)|, |Rk(s)|} ≤ CLmax(1, (√εµs1)−1)e−2L
√
εµs1 ,
where CL = 2max(1, (a + L)
−1).
Proof. Since αk(s) > 0, for any s = s1+is2 with s1, s2 ∈ R, s1 > 0, we have |e−2ηk(s)a| = e−2αk(s)a ≤ 1
and
ℜηk(s)γ = αk(s)L+ αk(s)Lσ¯
s1
> 0.
Therefore,
|Rk(s)| ≤ |P k(s)|. (3.41)
It remains to show the estimate for P k(s) only.
Noting (2.15), we have from a straightforward calculation that
αk(s)
2 − εµs21 =
1
2
(
k2bc − (εµs21 + εµs22)
)
+
1
2
((
k2bc + εµs
2
1 − εµs22
)2
+ 4(εµs1s2)
2
)1/2
≥ 0,
which implies
αk(s) ≥ √ǫµs1. (3.42)
Hence
|e−ηk(s)γ | = e−αk(s)L−αk(s)
Lσ¯
s1 ≤ e−L
√
εµs1 (3.43)
and
|e−ηk(s)a| ≤ e−a
√
εµs1 . (3.44)
It follows from (3.43) that
|P k(s)| ≤ e
−2L√εµs1
| − 1 + e−4ηk(s)γe−4ηk(s)a| . (3.45)
By (3.43) and (3.44), we also have
| − 1 + e−4ηk(s)γe−4ηk(s)a| ≥ 1− e−4(a+L)
√
εµs1 .
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For x > 0, it is easy to verify that
1− e−x ≥ 1
2
min(log 2, x) >
1
2
min(1, x).
Thus
| − 1 + e−4ηk(s)γe−4ηk(s)a|−1 ≤ 2max(1, (a + L)−1)max(1, (√εµs1)−1). (3.46)
Combining (3.45) and (3.46) yields
|P k(s)| ≤ 2max(1, (a + L)−1)max(1, (√εµs1)−1)e−2L
√
εµs1 ,
which completes the proof. 
Now we are ready to prove Theorem 3.1. We show the estimates in Ω and Ωσ, respectively. First
we prove (3.13).
Proof. For T ≥ 0, we have∫ T
0
e−2s1t‖∇ ×EP‖2L2(Ω)3dt
.
∫ T
0
e−2s1t
(
‖∇ ×E‖2L2(Ω)3 + ‖∇ × E‖2L2(Ω)3
)
dt. (3.47)
It follows from (3.39), (3.41) and Lemma 3.4 that
‖∇ × E˘‖2L2(Ω)3 . C2Lmax(1, (
√
εµs1)
−2)
∑
λ∈Λ
‖∇ × U˘λ(s)‖2L2(Ω)3 . (3.48)
Using the Parseval identity and (3.48), we have∫ ∞
0
e−2s1t‖∇ × E‖2L2(Ω)3dt =
1
2π
∫ +∞
−∞
‖∇ × E˘‖2L2(Ω)3ds2
. C2Lmax(1, (
√
εµs1)
−2)
∑
λ∈Λ
(
1
2π
∫ +∞
−∞
‖∇ × U˘λ(s)‖2L2(Ω)3ds2
)
.
Using the Parseval identity again gives∫ ∞
0
e−2s1t‖∇ × E‖2L2(Ω)3dt
. C2Lmax(1, (
√
εµs1)
−2)
∑
λ∈Λ
∫ ∞
0
e−2s1t‖∇ ×Uλ(t)‖2L2(Ω)3dt.
By the classical causality argument [5, Lemma A.1], we get for T ≥ 0 that∫ T
0
e−2s1t‖∇ × E‖2L2(Ω)3dt
. C2Lmax(1, (
√
εµs1)
−2)
∑
λ∈Λ
∫ T
0
e−2s1t‖∇ ×Uλ(t)‖2L2(Ω)3dt.
Combining the above estimate with (3.47) and taking s1 = 1/T , we obtain∫ T
0
e−
2t
T ‖∇ ×EP‖2L2(Ω)3dt
.
∫ T
0
e−
2t
T
(
‖∇ ×E(t)‖2L2(Ω)3 +C2Lmax
(
1, (
√
εµ/T )−2
)
∑
λ∈Λ
∫ T
0
‖∇ ×Uλ(t)‖2L2(Ω)3
)
dt,
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which together with Theorems 2.5 and 3.3 implies
‖∇ ×EP‖2L2(0,T ;L2(Ω)3) . C2Lmax(1, (
√
εµ/T )−2)T‖J‖2H1(0,T ;L2(Ω)3). (3.49)
Since EP|t=0 = E|t=0 = 0, we have from (A.1) and (3.48) that
‖L(∂tEP − ∂tE)(s)‖2L2(Ω)3 = ‖sE˘(s)‖2L2(Ω)3
. C2Lmax(1, (
√
εµs1)
−2)
∑
λ∈Λ
‖sU˘λ(s)‖2L2(Ω)3 .
By the Plancherel identity, we obtain∫ ∞
0
e−2s1t‖∂tEP − ∂tE‖2L2(Ω)3dt =
1
2π
∫ +∞
−∞
‖L(∂tEP − ∂tE)(s)‖2L2(Ω)3ds2
. C2Lmax(1, (
√
εµs1)
−2)
∑
λ∈Λ
1
2π
∫ +∞
−∞
‖sU˘λ(s)‖2L2(Ω)3ds2.
Because Uλ ∈ C1(0,∞;L2(Ω)3) and Uλ|t=0 = 0, we have∫ T
0
e−2ηt‖∂tEP − ∂tE‖2L2(Ω)3dt
. C2Lmax(1, (
√
εµs1)
−2)
∑
λ∈Λ
∫ T
0
‖∂tUλ(t)‖2L2(Ω)3dt.
Choosing s1 = 1/T and using Theorems 2.5 and 3.3, we obtain
‖∂tEP‖2L2(0,T ;L2(Ω)3) . C2Lmax(1, (
√
εµ/T )−2)T‖J‖2H1(0,T ;L2(Ω)3). (3.50)
The proof is completed by combining (3.49) and (3.50). 
Next, we prove (3.14).
Proof. We show the estimate for EP in Ω+σ and omit the proof of the stability in Ω
−
σ since the latter
follows almost immediately from the corresponding result in Ω+σ .
In the PML region Ω+σ , we have from (3.11) that
E˘P,k1 (x, s) =
e−ηk(s)(a+2γ−x˜(x))
ηk(s)
(
e−2ηk(s)γ − 1)(kbE˘P,k2 (a, s) + kcE˘P,k3 (a, s))
+
eηk(s)(a−x˜(x))
ηk(s)
(
e−2ηk(s)γ − 1)(kbE˘P,k2 (a, s) + kcE˘P,k3 (a, s)). (3.51)
Note that
a+ 2γ − x˜(x) = (a+ L− x) + γ + 1
s1
∫ a+L
x
σ(x′)dx′,
a− x˜(x) = (a− x)− 1
s1
∫ x
a
σ(x′)dx′.
Let
P kσ := (e
−2ηk(s)γ − 1)−1e−ηk(s)γ exp
(
−ηk(s)
s1
∫ a+L
x
σ(x′)dx′
)
,
Rkσ := −(e−2ηk(s)γ − 1)−1 exp
(
−ηk(s)
s1
∫ x
a
σ(x′)dx′
)
.
With the above notations, (3.51) can be rewritten as
E˘P,k1 (x, s) = P
k
σ η
−1
k (s)e
ηk(s)(x−a−L)(kbE˘P,k2 (a, s) + kcE˘P,k3 (a, s))
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−Rkση−1k (s)e−ηk(s)(x−a)
(
kbE˘
P,k
2 (a, s) + kcE˘
P,k
3 (a, s)
)
. (3.52)
Evaluating (3.36) at x = a and using the notations P k(s) and Rk(s), we obtain
E˘k1 (a, s) = P k(s)η−1k (s)
(
kbE˘
k
2 (a, s) + kcE˘
k
3 (a, s)
)
+Rk(s)η−1k (s)
(
kbE˘
k
2 (−a, s) + kcE˘k3 (−a, s)
)
− P k(s)η−1k (s)
(
kbE˘
k
2 (−a, s) + kcE˘k3 (−a, s)
)
e−2ηk(s)a
−Rk(s)η−1k (s)
(
kbE˘
k
2 (a, s) + kcE˘
k
3 (a, s)
)
e−2ηk(s)a. (3.53)
It is easy to see that
E˘P,k1 (a, s) = E˘
P,k
1 (a, s)− E˘k1 (a, s) + E˘k1 (a, s) = E˘k1 (a, s) + E˘k1 (a, s). (3.54)
It follows from (3.52)–(3.54) that
E˘P,k1 (x, s) = P
k
σ
(
1 + P k(s) +Rk(s)e−2ηk(s)a
)
U˘−+1σ,k
+ P kσ
(
Rk(s) + P k(s)e−2ηk(s)a
)
U˘−−1σ,k
+Rkσ
(
1 + P k(s) +Rk(s)e−2ηk(s)a
)
U˘++1σ,k
+Rkσ
(
Rk(s) + P k(s)e−2ηk(s)a
)
U˘+−1σ,k,
where
U˘−+1σ,k = e
ηk(s)(x−a−L)η−1k (s)
(
kbE˘
k
2 (a, s) + kcE˘
k
3 (a, s)
)
,
U˘−−1σ,k = e
ηk(s)(x−a−L)η−1k (s)
(
kbE˘
k
2 (−a, s) + kcE˘k3 (−a, s)
)
,
U˘++1σ,k = −e−ηk(s)(x−a)η−1k (s)
(
kbE˘
k
2 (a, s) + kcE˘
k
3 (a, s)
)
,
U˘+−1σ,k = −e−ηk(s)(x−a)η−1k (s)
(
kbE˘
k
2 (−a, s) + kcE˘k3 (−a, s)
)
.
Similarly, for j = 2, 3, we have
E˘P,kj (x, s) = P
k
σ
(
1 + P k(s) +Rk(s)e−2ηk(s)a
)
U˘−+jσ,k
+ P kσ
(
Rk(s) + P k(s)e−2ηk(s)a
)
U˘−−jσ,k
+Rkσ
(
1 + P k(s) +Rk(s)e−2ηk(s)a
)
U˘++jσ,k
+Rkσ
(
Rk(s) + P k(s)e−2ηk(s)a
)
U˘+−jσ,k,
where
U˘−+jσ,k = e
ηk(s)(x−a−L)E˘kj (a, s), U˘
−−
jσ,k = e
ηk(s)(x−a−L)E˘kj (−a, s),
U˘++jσ,k = e
−ηk(s)(x−a)E˘kj (a, s), U˘
+−
jσ,k = e
−ηk(s)(x−a)E˘kj (−a, s).
First we need to obtain an estimate for ‖∇×EP‖L2(0,T ;L2(Ω+σ )3), which can be shown in the same
way as that for (3.49). For brevity, we sketch the steps and omit the details. The proof consists of
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three steps: (1) let
U˘
λ
σ =

∑
k∈N2
U˘λ1σ,k sin
(
k1πy
b
)
sin
(
k2πz
c
)
∑
k∈N2
U˘λ2σ,k cos
(
k1πy
b
)
sin
(
k2πz
c
)
∑
k∈N2
U˘λ3σ,k sin
(
k1πy
b
)
cos
(
k2πz
c
)
 , λ ∈ Λ,
which is the Laplace transform of Uλσ. We may follow the ideas of Appendix B to estimate U
λ
σ; (2)
apply the results of Lemma 3.4 for the estimates on ‖P kσ (s, ·)‖L∞(Ω+σ ) and ‖Rkσ(s, ·)‖L∞(Ω+σ ), which
are uniform with respect to k and s for a fixed ℜs > 0; (3) repeat the same process of showing (3.49)
to get the estimate for ‖∇ ×EP‖L2(0,T ;L2(Ω+σ )3).
Next is to show the estimate for ‖∂tEP‖L2(0,T ;L2(Ω+σ )3), which can be proved in the same way as
that for (3.50). The details are omitted here for brevity. 
4. Convergence analysis
This section is devoted to the convergence analysis of the time-domain PML method for the
electromagnetic scattering problem of Maxwell’s equations in the infinite waveguide. We begin with
the following Lemma.
Lemma 4.1. Let E and EP be the solutions of the problems (2.23) and (3.4), respectively. The
following estimate holds for the error E = EP −E:
‖E‖L2(0,T ;L2(Ω)3) + ‖∇ × E‖L2(0,T ;L2(Ω)3)
. T 1/2max{1, T}‖J‖H1(0,T ;L2(Ω)3)max{1, (a + L)−1}max{1, (
√
εµs1)
−1}eAk(s1,T ),
where
Ak(s, T ) = ℜ
(
sT − 2Lηk(s)− 2Lσ¯ηk(s)
s1
)
, Ak(s1, T ) = sup
s∈{s1+iR}
sup
k∈N2
Ak(s, T ).
Proof. It follow the Parseval identity and the representation (3.39) of the error E˘ that∫ ∞
0
e−2s1t‖E‖2L2(0,T ;L2(Ω)3)dt+
∫ ∞
0
e−2s1t‖∇ × E‖2L2(0,T ;L2(Ω)3)dt
.
(
sup
s∈{s1+iR}
sup
k
|P k(s)|2
)
1
2π
∫ +∞
−∞
(
‖U˘−+(s)‖2L2(Ω)3 + ‖U˘
+−
(s)‖2L2(Ω)3
)
ds2
+
(
sup
s∈{s1+iR}
sup
k
|Rk(s)|2
)
1
2π
∫ +∞
−∞
(
‖U˘−−(s)‖2L2(Ω)3 + ‖U˘
++
(s)‖2L2(Ω)3
)
ds2
+
(
sup
s∈{s1+iR}
sup
k
|P k(s)|2
)
1
2π
∫ +∞
−∞
(
‖∇ × U˘−+(s)‖2L2(Ω)3
+ ‖∇ × U˘+−(s)‖2L2(Ω)3
)
ds2
+
(
sup
s∈{s1+iR}
sup
k
|Rk(s)|2
)
1
2π
∫ +∞
−∞
(
‖∇ × U˘−−(s)‖2L2(Ω)3
+ ‖∇ × U˘++(s)‖2L2(Ω)3
)
ds2.
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By (3.41), the above estimate can be rewritten as:∫ ∞
0
e−2s1t‖E‖2L2(0,T ;L2(Ω)3)dt+
∫ ∞
0
e−2s1t‖∇ × E‖2L2(0,T ;L2(Ω)3)dt
.
(
sup
s∈{s1+iR}
sup
k
|P k(s)|2
)
1
2π
∫ +∞
−∞
∑
λ∈Λ
‖U˘λ(s)‖2L2(Ω)3ds2
+
(
sup
s∈{s1+iR}
sup
k
|P k(s)|2
)
1
2π
∫ +∞
−∞
∑
λ∈Λ
‖∇ × U˘λ(s)‖2L2(Ω)3ds2.
It follows from the Parseval identity and the causality argument [5, Lemma A.1] that we have∫ T
0
e−2s1t‖E‖2L2(0,T ;L2(Ω)3)dt+
∫ T
0
e−2s1t‖∇ × E‖2L2(0,T ;L2(Ω)3)dt
.
(
sup
s∈{s1+iR}
sup
k
|P k(s)|2
)∫ T
0
e−2s1t
∑
λ∈Λ
‖Uλ(t)‖2L2(Ω)3dt
+
(
sup
s∈{s1+iR}
sup
k
|P k(s)|2
)∫ T
0
e−2s1t
∑
λ∈Λ
‖∇ ×Uλ(t)‖2L2(Ω)3dt.
Since s1 > 0, we obtain∫ T
0
‖E‖2L2(0,T ;L2(Ω)3)dt+
∫ T
0
‖∇ × E‖2L2(0,T ;L2(Ω)3)dt
. e2s1T
(
sup
s∈{s1+iR}
sup
k
|P k(s)|2
)∫ T
0
∑
λ∈Λ
‖Uλ(t)‖2L2(Ω)3dt
+ e2s1T
(
sup
s∈{s1+iR}
sup
k
|P k(s)|2
)∫ T
0
∑
λ∈Λ
‖∇ ×Uλ(t)‖2L2(Ω)3dt.
It is clear to note from Uλ(0) = 0 that
‖Uλ(t)‖2L2(0,T ;L2(Ω)3) ≤ T 2‖∂tUλ(t)‖2L2(0,T ;L2(Ω)3).
By Theorem 3.3, we have∫ T
0
‖E‖L2(0,T ;L2(Ω)3)dt+
∫ T
0
‖∇ × E‖L2(0,T ;L2(Ω)3)dt
. T max{1, T 2}‖J‖2H1(0,T ;L2(Ω)3)e2s1T
(
sup
s∈{s1+iR}
sup
k
|P k(s)|2
)
. (4.1)
By the definition of P k(s), we have
sup
k
(
e2s1T sup
s∈{s1+iR}
|P k(s)|2
)
= sup
k
(
e2s1T sup
s∈{s1+iR}
e−4ℜ(ηk(s)γ)
| − 1 + e−4ηk(s)γe−4ηk(s)a|2
)
= sup
k
sup
s∈{s1+iR}
e2A
k(s,T )
| − 1 + e−4ηk(s)γe−4ηk(s)a|2 ,
which together (3.46) implies
sup
k
(
e2s1T sup
s∈{s1+iR}
|P k(s)|2
)
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≤ 4max{1, (a + L)−2} sup
k
sup
s∈{s1+iR}
max{1, (√εµs1)−2}e2Ak(s,T )
= 4max{1, (a + L)−2}max{1, (√εµs1)−2}e2Ak(s1,T ). (4.2)
Combining (4.1) and (4.2) yields∫ T
0
‖E‖2L2(0,T ;L2(Ω)3)dt+
∫ T
0
e−2s1t‖∇ × E‖2L2(0,T ;L2(Ω)3)dt
. T max{1, T 2}‖J‖2H1(0,T ;L2(Ω)3)max{1, (a + L)−2}max{1, (
√
εµs1)
−2}e2Ak(s1,T ),
which completes the proof. 
The following theorem concerns the convergence of the time-domain PML problem and is the main
result of this section. It also reveals that the optimal error bound in Lemma 4.1 can be achieved by
choosing a proper s1.
Theorem 4.2. Let E and EP be solutions of problems (2.23) and (3.4), respectively. The following
estimates hold:
(1) If T ≤ 2L√εµ, then E ≡ EP.
(2) If T > 2L
√
εµ, then
‖EP −E‖L2(0,T ;L2(Ω)3) + ‖∇ × (EP −E)‖L2(0,T ;L2(Ω)3)
. T 1/2max{1, T}‖J‖H1(0,T ;L2(Ω)3)
max{1, (a + L)−1}√
ǫµM
e−2Lσ¯
√
ǫµ+(T−2L√ǫµ)M ,
where M = min{ 2Lσ¯
√
εµ
T−2L√εµ ,
1√
εµ ,
1
T−2L√εµ}.
Proof. (1) First we consider the case T ≤ 2L√εµ. From (3.38), we recall that
E˘kj = P k(s)U˘−+j,k +Rk(s)U˘−−j,k + P k(s)U˘+−j,k +Rk(s)U˘++j,k . (4.3)
It follows from (4.3) and Lemma 3.4 that
‖e2L
√
εµsE˘kj ‖H1(I) ≤ CLmax{1,
√
εµℜs}
∑
λ∈Λ
‖U˘−+j,k ‖H1(I),
where I = (−a, a). By Lemma A.2, we deduce that e2L√εµsE˘kj is the Laplace transform of Ekj (t +
2L
√
εµ). Following the argument in [31, Proposition 3.6.1], we know that
Ekj (t) ≡ 0 for T ≤ 2L
√
εµ,
which implies E(t) = EP −E ≡ 0.
(2) Next is to consider the case T > 2L
√
εµ. It follows from (3.42) that
Ak(s1, T ) = sup
s∈{s1+iR}
sup
k∈N2
Ak(s, T )
= sup
s∈{s1+iR}
sup
k∈N2
(
s1T − 2L
(
1 +
σ¯
s1
)
αk(s)
)
≤ (T − 2L√εµ)s1 − 2Lσ¯√εµ. (4.4)
Define
f(s1) := max{1, (√εµs1)−1}e(T−2L
√
εµ)s1−2Lσ¯√εµ.
For simplicity, we denote α :=
2Lσ¯
√
εµ
T−2L√εµ , β :=
1√
εµ and δ :=
1
T−2L√εµ . Then
f(s1) = max{1, βs−11 }e(s1−α)δ
−1
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and M = min{α, β, δ}. Note that α > 0 based on the condition T − 2L√εµ > 0. It then suffices to
show that there exists an appropriate s∗1 ∈ (0, α] such that f(s∗1) ≤ f(s1) for all s1 ∈ (0, α].
In fact, the minimum point of the function f depends on the relationship among α, β and δ. If
α < β, then s1 < β for all s1 ∈ (0, α] and hence
f(s1) = βs
−1
1 e
(s1−α)δ−1 ,
which admits the minimum point s∗1 = min{α, δ}. If α ≥ β, then
f(s1) =
{
βs−11 e
(s1−α)δ−1 , s1 ∈ (0, β),
e(s1−α)δ
−1
, s1 ∈ [β, α].
A simple calculation yields
f ′(s1) =

(
1
δ
− 1
s1
)
βs−11 e
(s1−α)δ−1 , s1 ∈ (0, β),
1
δ
e(s1−α)δ
−1
, s1 ∈ [β, α],
which implies that f admits the minimum s∗1 = min{β, δ}. Combining the above two cases α < β
and α ≥ β, we conclude that f achieves the minimum at s∗1 =M , i.e.,
f(s1) ≥ f(M) = 1√
ǫµM
e−2Lσ¯
√
ǫµ+(T−2L√ǫµ)M ∀ s1 ∈ (0, α]. (4.5)
The error estimate in (2) of the theorem is then obtained by combining (4.4)–(4.5) and Lemma
4.1, which completes the proof. 
5. Conclusions
In this paper, we have studied time-domain Maxwell’s equations in an infinite rectangular waveg-
uide. The original scattering problem is reduced to an equivalent initial-boundary value problem in
a bounded domain by using the exact TBC. The reduced problem is shown to have a unique solution
and the stability is also obtained. Under some proper assumptions on the medium parameter of the
PML, it is shown that the truncated PML problem attains a unique solution. Based on an explicit
error estimate between the solutions of the original scattering problem and the truncated PML prob-
lem inside the domain of interest, the stability and the optimal convergence of the the truncated
PML problem are established. The optimal bound is achieved for the PML error. Computationally,
the variational approach reported here leads naturally to a class of finite element methods. As a
time-dependent problem, a fast and accurate marching technique shall be developed to deal with
the temporal discretization. We will report the work on the numerical analysis and computation
elsewhere in the future.
Appendix A. Laplace transform and function spaces
For any s = s1 + is2 with s1, s2 ∈ R, s1 > 0, define by u˘(s) the Laplace transform of the vector
field u(t), i.e.,
u˘(s) = L (u)(s) =
∫ ∞
0
e−stu(t)dt.
It is easy to verify that the Laplace transform satisfies
L (ut)(s) = sL (u)(s)− u(0),
∫ t
0
u(τ)dτ = L −1(s−1u˘)(t), (A.1)
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where L −1 denotes the inverse Laplace transform. It can also be verified from the inverse Laplace
transform that
u(t) = F−1(es1tL (u)(s1 + is2)),
where F−1 denotes the inverse Fourier transform with respect to s2.
The following result concerns the Plancherel identity for the Laplace transform (cf. [9, (2.46)]).
Lemma A.1. If u˘ = L (u) and v˘ = L (v), then
1
2π
∫ ∞
−∞
u˘(s) · v˘(s)ds2 =
∫ ∞
0
e−2s1tu(t) · v(t)dt ∀ s1 > s0,
where s0 is the abscissa of convergence for the Laplace transform of u and v.
Recall the following result (cf. [32, Theorem 43.1]), which is an analogue of the Paley–Wiener–
Schwarz theorem for the Fourier transform of the distributions with compact support in the case of
the Laplace transform.
Lemma A.2. Let w˘ denote a holomorphic function in the half plane s1 > σ0 and be valued in the
Banach space E. The following statements are equivalent:
(1) there is a distribution w ∈ D′+(E) whose Laplace transform is equal to w˘(s);
(2) there is a σ1 with σ0 ≤ σ1 <∞ and integer m ≥ 0 such that for all complex numbers s with
s1 > σ1, it holds that ‖w˘(s)‖E . (1 + |s|)m,
where D′+(E) is the space of distributions on the real line which vanish identically in the open negative
half line.
Let Ω ⊂ R3 be an open and bounded domain with Lipschitz boundary Γ. Define
H(curl,Ω) := {u ∈ L2(Ω)3 : ∇× u ∈ L2(Ω)3},
which is a Hilbert space equipped with the norm
‖u‖H(curl,Ω) =
(
‖u‖2L2(Ω)3 + ‖∇ × u‖2L2(Ω)3
)1/2
.
Let S ⊂ Γ, the subspace of H(curl,Ω) with zero tangential trace on S is denoted by
HS(curl,Ω) := {u ∈ H(curl,Ω) : u× n = 0 on S},
where n is the unit normal vector on S. Denote H0(curl,Ω) := HΓ(curl,Ω).
Given u = (u1, u2, u3) ∈ HS(curl,Ω) with S being the surface of the waveguide, as shown from
(2.7)–(2.10), it has the Fourier series expansions
u1(x, y, z) =
∑
k∈N2
uk1(x) sin (kby) sin (kcz) ,
u2(x, y, z) =
∑
k∈N2
uk2(x) cos (kby) sin (kcz) ,
u3(x, y, z) =
∑
k∈N2
uk3(x) sin (kby) cos (kcz) .
It follows from a straightforward calculation that we have an explicit characterization of the norm
in HS(curl,Ω) via the Fourier coefficients:
‖u‖2H(curl,Ω) =
∑
k∈N2
∫ a
−a
(
|uk1(x)|2 + |uk2(x)|2 + |uk3(x)|2 + |kbuk3(x)− kcuk2(x)|2
+ |kcuk1(x)− ∂xuk3(x)|2 + |∂xuk2(x)− kbuk1(x)|2
)
dx. (A.2)
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For any vector field u = (u1, u2, u3), denote its tangential component on the surface Γ± by
uΓ± = n× (u× n) = (0, u2(±a, y, z), u3(±a, y, z)),
where n is the unit outward normal vector on Γ±. For any smooth vector field u = (u1, u2, u3)
defined on Γ±, denote by divΓ±u = ∂yu2 + ∂zu3 and curlΓ±u = ∂yu3 + ∂zu2 the surface divergence
and the surface scalar curl of the field u, respectively. For a smooth scalar function u, denote by
∇Γ±u = (0, ∂yu, ∂zu) the surface gradient.
Denote by H−1/2(Γ±) the standard Sobolev trace space on Γ±, which is the completion of L2(Γ±)
in the norm characterized by
‖u‖2
H−1/2(Γ±)
=
∑
k∈N2
(1 + k2bc)
−1/2|uk|2.
Introduce two tangential vector trace spaces
H−1/2(div,Γ±) = {u ∈ H−1/2(Γ±)3 : u1 = 0, divΓ±u ∈ H−1/2(Γ±)},
H−1/2(curl,Γ±) = {u ∈ H−1/2(Γ±)3 : u1 = 0, curlΓ±u ∈ H−1/2(Γ±)}.
The norms on H−1/2(div,Γ±) and H−1/2(curl,Γ±) can be characterized via the Fourier coefficients:
‖u‖2
H−1/2(div,Γ±)
=
∑
k∈N2
(1 + k2bc)
−1/2
(
|uk2 |2 + |uk3 |2 + |kbuk2 + kcuk3|2
)
, (A.3)
‖u‖2
H−1/2(curl,Γ±)
=
∑
k∈N2
(1 + k2bc)
−1/2
(
|uk2 |2 + |uk3 |2 + |kbuk3 − kcuk2|2
)
. (A.4)
The spaces H−1/2(div,Γ±) and H−1/2(curl,Γ±) are mutually adjoint (cf. [30, Lemma 5.3.1]) under
the scalar product in L2(Γ±)3 given by
〈u,v〉Γ± =
∫
Γ±
u · v¯ dydz =
∑
k∈N2
(uk2 v¯
k
2 + u
k
3 v¯
k
3 ). (A.5)
Appendix B. Four auxiliary problems
In this section, we study four auxiliary problems which are used in the paper.
Let I− = (−∞, a) and D− = I− × D. The first auxiliary problem is an initial boundary value
problem of the time-domain Maxwell equations:
∇×U−+ + µ∂tV −+ = 0 in D−, t > 0,
∇× V −+ − ε∂tU−+ = 0 in D−, t > 0,
n×U−+ = 0 on ∂D− \ Γ+, t > 0,
n×U−+ = n×E|Γ+ on Γ+, t > 0,
U−+(x, 0) = V −+(x, 0) = 0 in D−,
xˆ× (∂tU−+ × xˆ)+ xˆ× ∂tV −+ = o (|x|−1) as x→ −∞, t > 0.
(B.1)
Taking the Laplace transform of (B.1), eliminating the field V˘
−+
, and noting the divergence free
condition, we have 
∆U˘
−+ − εµs2U˘−+ = 0 in D−,
n× U˘−+ = n× E˘|Γ+ on Γ+,
n× U˘−+ = 0 on ∂D− \ Γ+.
(B.2)
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Following the same proof as that of Lemma 2.4, we may show that the weak solution of the boundary
value problem (B.2) satisfies
‖∇ × U˘−+‖L2(Ω)3 + ‖sU˘
−+‖L2(Ω)3 ≤ C‖E˘‖H−1/2(div,Γ+), (B.3)
where C > 0 is a constant depending on s, ε, µ. Moreover, we may follow the similar calculations in
Section 2.2 and show that U˘
−+
admits the following expression:
U˘
−+
=

∑
k∈N2
η−1k (s)
(
kbE˘
(k)
2 (a, s) + kcE˘
(k)
3 (a, s)
)
eηk(s)(x−a) sin (kby) sin (kcz)∑
k∈N2
E˘
(k)
2 (a, s)e
ηk(s)(x−a) cos (kby) sin (kcz)∑
k∈N2
E˘
(k)
3 (a, s)e
ηk(s)(x−a) sin (kby) cos (kcz)
 .
Let V˘
−+
= −(µs)−1∇×U˘−+. It follows from [32, Lemma 44.1] that (U˘−+, V˘ −+) are holomorphic
functions of s on the half plane s1 > s0 > 0, where s0 is any positive constant. Hence we have from
Lemma A.2 and (B.3) that the inverse Laplace transform of (U˘
−+
, V˘
−+
) exist and are supported
in [0,∞]. Denote by U−+ = L −1(U˘−+) and V −+ = L −1(V˘ −+) the inverse Laplace transform
of U˘
−+
and V˘
−+
, respectively. It follows from (B.2) that (U−+,V −+) are the solutions of (B.1).
The stability estimate of the problem (B.1) follows immediately from the stability estimate of the
original problem (2.1).
Theorem B.1. The problem (B.1) has a unique solution (U−+,V −+), which satisfies
U−+ ∈ L2(0, T ;HS(curl,Ω)) ∩H1(0, T ;L2(Ω)3),
V −+ ∈ L2(0, T ;H(curl,Ω)) ∩H1(0, T ;L2(Ω)3),
and the stability estimate
‖∂tU−+‖L2(0,T ;L2(Ω)3) + ‖∇ ×U−+‖L2(0,T ;L2(Ω)3)
+ ‖∂tV −+‖L2(0,T ;L2(Ω)3) + ‖∇ × V −+‖L2(0,T ;L2(Ω)3) . T 1/2‖J‖H1(0,T ;L2(Ω)3).
Proof. Let U−+ = E + U and V −+ = H + V, where (U ,V) satisfies the initial boundary value
problem 
∇× U + µ∂tV = 0 in D−, t > 0,
∇× V − ε∂tU = −J in D−, t > 0,
n× U = 0 on ∂D−, t > 0,
U(x, 0) = V(x, 0) = 0 in D−,
xˆ× (∂tU × xˆ) + xˆ× ∂tV = o
(|x|−1) as x→ −∞, t > 0.
(B.4)
The desired stability and regularity result for (U ,V) follows from the stability and regularity result
for the solution of the original scattering problem. 
Consider the second auxiliary problem, which is the system of time-domain Maxwell’s equations
∇×U−− + µ∂tV −− = 0 in D−, t > 0,
∇× V −− − ε∂tU−− = 0 in D−, t > 0,
n×U−− = 0 on ∂D− \ Γ+, t > 0,
n×U−− = n×E|Γ− on Γ+, t > 0,
U(x, 0) = V (x, 0) = 0 in D−,
rˆ × (∂tU−− × rˆ)+ rˆ × ∂tV −− = o (|x|−1) as x→ −∞, t > 0.
(B.5)
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Taking the Laplace transform of (B.5), eliminating the field V˘
−−
, and noting the divergence free
condition, we obtain 
∆U˘
−− − εµs2U˘−− = 0 in D−,
n× U˘−− = n× E˘|Γ− on Γ+,
n× U˘−− = 0 on ∂D− \ Γ+.
(B.6)
It is easy to check that U˘
−−
enjoys the following form:
U˘
−−
=

∑
k∈N2
1
ηk(s)
(
kbE
k
2 (−a, s) + kcEk3 (−a, s)
)
eηk(s)(x−a) sin (kby) sin (kcz)∑
k∈N2
Ek2 (−a, s)eηk(s)(x−a) cos (kby) sin (kcz)∑
k∈N2
Ek3 (−a, s)eηk(s)(x−a) sin (kby) cos (kcz)
 .
Let V˘
−−
= −(µs)−1∇ × U˘−−. Denote by U−− = L −1(U˘−−) and V −− = L −1(V˘ −−) the
inverse Laplace transform of U˘
−−
and V˘
−−
, respectively. Similarly, we may obtain the following
well-posedness and stability for the solution of (B.5).
Theorem B.2. The problem (B.5) has a unique solution (U−−,V −−) satisfying
U−− ∈ L2(0, T ;HS(curl,Ω)) ∩H1(0, T ;L2(Ω)3),
V −− ∈ L2(0, T ;H(curl,Ω)) ∩H1(0, T ;L2(Ω)3),
and the stability estimate
‖∂tU−−‖L2(0,T ;L2(Ω)3) + ‖∇ ×U−−‖L2(0,T ;L2(Ω)3)
+ ‖∂tV −−‖L2(0,T ;L2(Ω)3) + ‖∇ × V −−‖L2(0,T ;L2(Ω)3) . T 1/2‖J‖H1(0,T ;L2(Ω)3).
Next is to consider the third auxiliary problem. Let I+ = (−a,∞) and D+ = I+ ×D. Consider
the system of time-domain Maxwell’s equations
∇×U+− + µ∂tV +− = 0 in D+, t > 0,
∇× V +− − ε∂tU+− = 0 in D+, t > 0,
n×U+− = 0 on ∂D+ \ Γ−, t > 0,
n×U+− = n×E|Γ− on Γ−, t > 0,
U+−(x, 0) = V +−(x, 0) = 0 in D+,
rˆ × (∂tU+− × rˆ)+ rˆ × ∂tV +− = o (|x|−1) as x→ +∞, t > 0.
(B.7)
Taking the Laplace transform of (B.7), eliminating the field V˘
+−
, and noting the divergence free
condition, we have 
∆U˘
+− − s2εµU˘+− = 0 in D+,
n× U˘+− = n× E˘|Γ− on Γ−,
n× U˘+− = 0 on ∂D+ \ Γ−.
(B.8)
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It can also be verified that U˘
+−
has the following form:
U˘
+−
=

∑
k∈N2
−1
ηk(s)
(
kbE
(k)
2 (−a, s) + kcE(k)3 (−a, s)
)
e−ηk(s)(x+a) sin (kby) sin (kcz)∑
k∈N2
E
(k)
2 (−a, s)e−ηk(s)(x+a) cos (kby) sin (kcz)∑
k∈N2
E
(k)
3 (−a, s)e−ηk(s)(x+a) sin (kby) cos (kcz)
 .
Let V˘
+−
= −(µs)−1∇×U˘+−. Denote by U+− = L −1(U˘+−) and V +− = L −1(V˘ +−) the inverse
Laplace transform of U˘
+−
and V˘
+−
, respectively. We may similarly show the well-posedness and
stability of the solution for (B.5), which are stated as follows.
Theorem B.3. The problem (B.7) has a unique solution (U+−,V +−) satisfying
U+− ∈ L2(0, T ;HS(curl,Ω)) ∩H1(0, T ;L2(Ω)3),
V +− ∈ L2(0, T ;H(curl,Ω)) ∩H1(0, T ;L2(Ω)3),
and the stability estimate
‖∂tU+−‖L2(0,T ;L2(Ω)3) + ‖∇ ×U+−‖L2(0,T ;L2(Ω)3)
+ ‖∂tV +−‖L2(0,T ;L2(Ω)3) + ‖∇ × V +−‖L2(0,T ;L2(Ω)3) . T 1/2‖J‖H1(0,T ;L2(Ω)3).
Now we consider the last auxiliary problem, which is the system of time-domain Maxwell’s equa-
tions 
∇×U++ + µ∂tV ++ = 0 in D+, t > 0,
∇× V ++ − ε∂tU++ = 0 in D+, t > 0,
n×U++ = 0 on ∂D+ \ Γ−, t > 0,
n×U++ = n×E|Γ+ on Γ−, t > 0,
U(x, 0) = V ++(x, 0) = 0 in D+,
rˆ × (∂tU++ × rˆ)+ rˆ × ∂tV ++ = o (|x|−1) as x→ +∞, t > 0.
(B.9)
It follows from taking the Laplace transform of (B.9), eliminating the field V˘
++
, and noting the
divergence free condition that U˘
++
satisfies the boundary value problem
∆U˘
++ − εµs2U˘++ = 0 in D+,
n× U˘++ = n× E˘|Γ+ on Γ−,
n× U˘ = 0 on ∂D+ \ Γ−.
(B.10)
Again, we may verify that U˘
++
admits the following expression:
U˘
++
=

∑
k∈N2
− 1ηk(s)
(
kbE
(k)
2 (a, s) + kcE
(k)
3 (a, s)
)
e−ηk(s)(x+a) sin (kby) sin (kcz)∑
k∈N2
E
(k)
2 (a, s)e
−ηk(s)(x+a) cos (kby) sin (kcz)∑
k∈N2
E
(k)
3 (a, s)e
−ηk(s)(x+a) sin (kby) cos (kcz)
 .
Let V˘
++
= −(µs)−1∇×U˘++. Denote by U++ = L −1(U˘++) and V ++ = L −1(V˘ ++) the inverse
Laplace transform of U˘
++
and V˘
++
, respectively. We can show the well-posedness and stability of
the solution for (B.5). The results are given as follows.
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Theorem B.4. The problem (B.9) has a unique solution (U++,V ++), which satisfies
U++ ∈ L2(0, T ;HS(curl,Ω)) ∩H1(0, T ;L2(Ω)3),
V ++ ∈ L2(0, T ;H(curl,Ω)) ∩H1(0, T ;L2(Ω)3),
and the stability estimate
‖∂tU++‖L2(0,T ;L2(Ω)3) + ‖∇ ×U++‖L2(0,T ;L2(Ω)3)
+ ‖∂tV ++‖L2(0,T ;L2(Ω)3) + ‖∇ × V ++‖L2(0,T ;L2(Ω)3) . T 1/2‖J‖H1(0,T ;L2(Ω)3).
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