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Abstract
Criteria for the existence of T -periodic solutions of nonautonomous parabolic
equation ut = ∆u+ f(t, x, u), x ∈ RN , t > 0 with asymptotically linear f will
be provided. It is expressed in terms of time average function f̂ of the non-
linear term f and the spectrum of the Laplace operator ∆ on RN . One of
them says that if the derivative f̂∞ of f̂ at infinity does not interact with the
spectrum of ∆, i.e. Ker(∆ + f̂∞) = {0}, then the parabolic equation admits
a T -periodic solution. Another theorem is derived in the situation, where the
linearization at 0 and infinity differ topologically, i.e. the total multiplicities
of positive eigenvalues of the averaged linearizations at 0 and ∞ are different
mod 2.
MSC: 35K55, 35B10, 35A16
1 Introduction
We shall be concerned with time T -periodic solutions of the following parabolic
problem {
∂u
∂t
(x, t) = ∆u(x, t) + f(t, x, u(x, t)), x ∈ RN , t > 0,
u(·, t) ∈ H1(RN), t ≥ 0,
(1)
where ∆ is the Laplace operator (with respect to x) and a function f : [0,+∞)×
RN × R→ R is T -periodic in time:
f(t, x, u) = f(t+ T, x, u) for all t ≥ 0, u ∈ R and a.e. x ∈ RN . (2)
Periodic problems for parabolic equations were widely studied by many authors by
use of various methods. Some early results are due to Brezis and Nirenberg [5],
Amman and Zehnder [2], Nkashama and Willem [18], Hirano [15, 16], Prüss [21],
Hess [14], Shioji [24] and many others; see also [27] and the references therein. These
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results treat the case where Ω is bounded and are based either on topological degree
and coincidence index techniques in the spaces of functions depending both on x and
time t or on the translation along trajectories operator to which fixed point theory
is applied. In this paper we shall study the case Ω = RN by applying translation
along trajectories approach together with fixed point index and Henry’s averaging
(see [13]) as in [7] (for a general reference see also [8]). In this case the semigroup
compactness arguments are no longer valid (since the Rellich-Kondrachov theorem
on RN does not hold and the semigroup of bounded linear operators generated by
the linear heat equation ut = ∆u on RN is not compact). Therefore adequate
topological fixed point theory for noncompact maps and the adaptation of proper
averaging techniques is required.
We shall assume that f : [0,+∞)×RN×R→ R is such that, for all t, s ∈ [0,+∞),
u, v ∈ R and a.e. x ∈ RN , one has
f(t, ·, u) is measurable and |f(t, x, 0)| ≤ m0(x); (3)
|f(t, x, u)− f(s, x, v)| ≤
(
k˜(x) + k(x)|u|
)
|t− s|θ + l(s, x)|u− v|; (4)
(f(t, x, u)− f(t, x, v)) (u− v) ≤ −a|u− v|2 + b(x)|u− v|2 (5)
where m0 ∈ L2(RN), θ ∈ (0, 1), k˜ ∈ L2(RN ), k = k0 + k∞, l = l0 + l∞ with
k0, l0(t, ·)∈Lp(RN), k∞, l∞(t, ·)∈L∞(RN), supt≥0(‖l0(t, ·)‖Lp+‖l∞(t, ·)‖L∞)<+∞,
a > 0 and b ∈ Lp(RN) where, if not stated otherwise,
2 < p <∞ for N = 1, 2 and N ≤ p <∞ for N ≥ 3
(see Remark 1.3 for examples of functions satisfying these assumptions).
We shall consider the following linearization property of f at zero
lim
u→0
f(t, x, u)
u
= α(t, x) := α0(t, x)− α∞(t, x) (6)
and at infinity
lim
|u|→∞
f(t, x, u)
u
= ω(t, x) := ω0(t, x)− ω∞(t, x) (7)
for all x ∈ RN and t ≥ 0, where α0(t, ·), ω0(t, ·) ∈ Lp(RN), α∞, ω∞(t, ·) ∈ L∞(RN),
α∞(t, x) ≥ α¯∞, ω∞(t, x) ≥ ω¯∞, for all t ≥ 0 and a.a. x ∈ RN , with some α¯∞, ω¯∞ > 0
and
sup
t≥0
(‖α0(t, ·)‖Lp + ‖α∞(t, ·)‖L∞ + ‖ω0(t, ·)‖Lp + ‖ω∞(t, ·)‖L∞) < +∞.
We shall also assume that, for all t, s ≥ 0 and a.e. x ∈ RN ,
|α0(t, x)− α0(s, x)| ≤ k0(x)|t− s|ν and |α∞(t, x)− α∞(s, x)| ≤ k∞(x)|t− s|ν ,
|ω0(t, x)− ω0(s, x)| ≤ k0(x)|t− s|ν and |ω∞(t, x)− ω∞(s, x)| ≤ k∞(x)|t− s|ν
with k0 ∈ Lp(RN), k∞ ∈ L∞(RN ) and ν ∈ (0, 1).
Our main results are the following criteria for the existence of T -periodic solu-
tions.
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Theorem 1.1. Suppose that f satisfies conditions (2), (3), (4), (5) and (7). If{
∂u
∂t
(x, t) = λ∆u(x, t) + λω(t, x)u(x, t), x ∈ RN , t > 0,
u(·, t) ∈ H1(RN), t ≥ 0,
(8)
has no nonzero T -periodic solutions, for λ ∈ (0, 1] and Ker (∆ + ω̂) = {0}, where
ω̂ : RN → R is the time average function of ω, given by ω̂(x) := 1
T
∫ T
0
ω(t, x) dt,
then the equation (1) admits a T -periodic solution
u ∈ C([0,+∞), H2(RN )) ∩ C1([0,+∞), L2(RN)).
Our second result applies in the case where there exists a trivial periodic solution
u ≡ 0 and the previous theorem does not imply the existence of a nontrivial periodic
solution.
Theorem 1.2. Suppose that all the assumptions of Theorem 1.1 are satisfied and
additionally that (6) holds. If the equation{
∂u
∂t
(x, t) = λ∆u(x, t) + λα(t, x)u(x, t), x ∈ RN , t > 0,
u(·, t) ∈ H1(RN), t ≥ 0,
(9)
has no nonzero T -periodic solutions for λ ∈ (0, 1] and Ker (∆+ α̂) = Ker (∆+ ω̂) =
{0} and m(0) 6≡ m(∞) mod 2, where m(0) and m(∞) are the total multiplicities of
the positive eigenvalues of ∆+α̂ and ∆+ω̂, respectively, then the equation (1) admits
a nontrivial T -periodic solution u ∈ C([0,+∞), H2(RN)) ∩ C1([0,+∞), L2(RN)).
Remark 1.3.
(a) Let us give an example of a class of functions satisfying (3), (4) and (5).
Consider f : [0,+∞)× RN × R→ R given by
f(t, x, u) := U(t, x) + V (t, x)u+ g(W (t, x)u)
with U, V,W : [0,+∞) × RN → R such that U(t, ·) ∈ L2(RN) for all t ≥ 0,
supτ≥0 ‖U(τ, ·)‖L2 < +∞, V = V0 + V∞, W = W0 + W∞, V0(t, ·),W0(t, ·) ∈
Lp(RN) for all t ≥ 0 and supτ≥0 (‖V0(τ, ·)‖Lp + ‖W0(τ, ·)‖Lp) < ∞ and V∞,W∞ ∈
L∞([0,+∞) × RN). Moreover we assume that there are LU ∈ L2(RN), LV , LW ∈
Lp(RN) + L∞(RN) such that, for all t, s ≥ 0 and a.e. x ∈ RN , |U(t, x)− U(s, x)| ≤
LU(x)|t−s|θ, |V (t, x)−V (s, x)| ≤ LV (x)|t−s|θ and |W (t, x)−W (s, x)| ≤ LW (x)|t−
s|θ. Furthermore, g : R → R is assumed to be a bounded Lipschitz function
with a constant L > 0 such that g(0) = 0 and g′(0) exists. Then the assump-
tions (3) and (4) are satisfied. If additionally there is a > 0 such that we have
V∞(t, x) + L|W∞(t, x)| ≤ −a for all t ≥ 0 and a.e. x ∈ RN , then (5) holds. As a
concrete example one may give f(t, x, u) := −2au + sin (au+ bu(1 + |x|)−ρ| cos t|)
where a, b > 0 and ρ > 1 if N = 1, 2 and ρ > N/p if N ≥ 3. Moreover, in this
particular case ω∞ ≡ 2a, ω0 ≡ 0, α∞ ≡ a, α0(t, x) = b(1 + |x|)−ρ| cos t|.
(b) The appearance of terms from the space Lp(RN ) is essential for our consid-
erations. The function α0 (or ω0) assures that the positive part of the spectrum
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σ(∆+ α̂) (or σ(∆+ ω̂)) consists of a finite number of eigenvalues with finite dimen-
sional eigenspaces (see Remark 6.2 for a more detailed discussion). That makes the
numbers m(0) and m(∞) well-defined, i.e. the formulation of the above result is
correct. Note that in Theorem 1.2 the appearance of the nontrivial term either α0 or
ω0 belonging to Lp(RN) is necessary to satisfy the desired condition m(0) 6≡ m(∞)
mod 2.
(c) In this paper we focus on the case when there is no resonance both at 0
and at ∞, i.e. when the nonexistence assumptions for (8) and (9) hold, respec-
tively. From the technical point of view they enable us to use continuation along
the parameter λ up to λ = 1. For small parameter λ > 0 the lack of T -periodic
assumptions of (8) and (9) is implied by the conditions Ker(∆ + ω̂) = {0} and
Ker(∆ + α̂) = {0}, respectively. The lack of nontrivial T -periodic solutions for the
problem ∂u
∂t
= λ(∆u − α∞(t, x)u + α0(t, x)u), u(·, t) ∈ H1(RN), x ∈ RN , t > 0, is
obvious if α is independent of time (which is possible also when f depends on time).
Moreover the nonexistence condition also holds in the general case if, for instance
sup
t∈[0,T ]
‖α0(·, t)‖Lp <

p1/2pα¯
1−1/2p
∞
21/2p
, if N = 1, p > 2,
p1/pα¯
(1−1/p)
∞
41/p
, if N = 2, p > 2,
α¯
1−N/2p
∞
(N/2p)N/2pC(N)N/p
, if N ≥ 3, N ≤ p <∞,
where C(N) > 0 is the constant in the Sobolev inequality ‖u‖
L
2N
N−2
≤ C(N)‖∇u‖L2,
u ∈ H1(RN) (for details see Remark 5.6).
(d) The resonant case was considered in [9]. 
Following the tail estimates techniques of Wang [28], who studied attractors, and
Prizzi [20], who studied stationary states and connecting orbits by use of Conley in-
dex, we develop a fixed point index setting applicable to parabolic equations on
R
N . We shall show that the translation along trajectories operator ΦT : H1(RN)→
H1(RN) for (1) is ultimately compact, i.e. belongs to the class of maps for which
the fixed point index Ind(ΦT , U), with respect to open subsets of H1(RN), can be
considered (see e.g. [1]). Clearly the nontriviality of that index will imply the exis-
tence of the fixed point of ΦT in U , which is the starting point of the corresponding
periodic solution. In order to determine the index Ind(ΦT , U), we use an averaging
method, i.e. we embed the equation (1) into the family of problems
∂u
∂t
(x, t) = ∆u(x, t) + f
(
t
λ
, x, u(x, t)
)
, x ∈ RN , t > 0, λ > 0,
u(·, t) ∈ H1(RN), t ≥ 0.
(10)
According to Henry’s averaging principle solutions of (10) converge as λ→ 0+ to a
solution of the averaged equation{
∂u
∂t
(x, t) = ∆u(x, t) + f̂(x, u(x, t)), x ∈ RN , t > 0,
u(·, t) ∈ H1(RN), t > 0,
(11)
where the time average function f̂ : RN × R→ R of f is given by
f̂(x, u) :=
1
T
∫ T
0
f(t, x, u) dt.
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Exploiting the tail estimate technique of Wang and Prizzi together with an extension
of Henry’s averaging principle we prove that asymptotic assumptions on f imply a
sort of a priori bounds conditions, i.e. that there are no λT -periodic solution of
(10), for λ ∈ (0, 1], with initial states of large H1 norm (in case of Theorem 1.1)
and also of small H1 norm (in case of Theorem 1.2), i.e. initial states of λT -periodic
solutions are located outside some open bounded set U ⊂ H1(RN). This enables us
to use a sort of the averaging index formula stating that
Ind(ΦT , U) = lim
t→0+
Ind(Φ̂t, U) (12)
where Φ̂t is the translation along trajectories operator for (11). In computation
of Ind(Φ̂t, U), for small t > 0, the spectral properties of the operators ∆ + α̂ and
∆ + ω̂ are crucial. We strongly use the fact that their essential spectrum is con-
tained in (−∞, 0) and the rest consists of positive eigenvalues with finite dimensional
eigenspaces and that numbers m(0) and m(∞) are well-defined (i.e. finite).
The paper is organized as follows. In Section 2 we recall the concept of ultimately
compact maps and fixed point index theory. In Section 3 we strengthen in a general
setting of sectorial operators the initial condition continuity property and Henry’s
averaging principle. Section 4 is devoted the ultimate compactness property of the
translation operator. In Section 5 we adapt the ideas of [7] to the case Ω = RN ,
proving the averaging index formula (12) as well as verify a priori bounds conditions
for λT -periodic solutions of (10) with λ ∈ (0, 1]. Finally, in Section 6 the main
results are proved.
2 Preliminaries
Notation. If X is a normed space with the norm ‖ · ‖, then, for x0 ∈ X and r > 0,
we put BX(x0, r) := {x ∈ X | ‖x−x0‖ < r}. By ∂U and U we denote the boundary
and the closure of U ⊂ X. conv V and convX V stand for the convex hull and the
closed (in X) convex hull of V ⊂ X, respectively. By (·, ·)0 is denoted the inner
product in X.
Measure of noncompactness. If X is a Banach space and V ⊂ X is bounded,
then by βX(V ) we denote the infimum over all r > 0 such that V can be covered
with a finite number of open balls of radius r. Clearly βX(V ) is finite and it is called
the Hausdorff measure of noncompactness of the set V in the space X. It is not hard
to show that βX(V ) = 0 implies that V is relatively compact in X. More properties
of the measure of noncompactness can be found in [10] or [1].
Fixed point index. Below we recall basic definitions and facts from the fixed point
index theory for ultimately compact maps. For details we refer to [1].
We say that a map Φ : D → X, defined on a subset D of a Banach space X is
ultimately compact if V ⊂ X is such that conv Φ(V ∩D) = V , then V is compact.
We shall say that an ultimately compact map Φ : U → X, defined on the closure of
an open bounded set U ⊂ X, is called admissible if Φ(u) 6= u for all u ∈ ∂U . By
an admissible homotopy between two admissible maps Φ0,Φ1 : U → X we mean a
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continuous map Ψ : U × [0, 1]→ X such that Ψ(·, 0) = Φ0, Ψ(·, 1) = Φ1, Ψ(u, µ) 6=
u for all u ∈ ∂U and µ ∈ [0, 1], and, for any V ⊂ X, if convΨ((V ∩U)× [0, 1]) = V ,
then V is relatively compact. Φ0,Φ1 are called homotopic then. A fixed point index
for ultimately compact maps was constructed in [1, 1.6.3 and 3.5.6]. Basic properties
of the fixed point index are collected in the following
Proposition 2.1.
(i) (existence) If Ind(Φ, U) 6= 0, then there exists u ∈ U such that Φ(u) = u.
(ii) (additivity) If U1, U2 ⊂ U are open and Φ(u) 6= u for all u ∈ U \ (U1 ∪ U2), then
Ind(Φ, U) = Ind(Φ, U1) + Ind(Φ, U2).
(iii) (homotopy invariance) If Φ0,Φ1 : U → X are homotopic, then
Ind(Φ0, U) = Ind(Φ1, U).
(iv) (normalization) Let u0 ∈ X and Φu0 : U → X be defined by Φu0(u) = u0 for all
u ∈ U . Then Ind(Φu0 , U) is equal 0 if u0 6∈ U and 1 if u0 ∈ U .
Remark 2.2. If Φ : U → X is a compact map then Ind(Φ, U) is equal to the
Leray-Schauder index IndLS(Φ, U) (see e.g. [12]).
3 Remarks on abstract continuity and averaging prin-
ciple
Let A : D(A)→ X be a sectorial operator such that for some a > 0, A+ aI has its
spectrum in the half-plane {z ∈ C | Re z > 0}. Let Xα, 0 ≤ α < 1, be the fractional
power space determined by A + aI. It is well-known that there exist C0, Cα > 0
such that for all t > 0
‖e−tAu‖α ≤ C0eat‖u‖α for all u ∈ Xα,
‖e−tAu‖α ≤ Cαt−αeat‖u‖0 for all u ∈ X
where {e−tA}t≥0 is the semigroup generated by −A. Consider the equation{
u˙(t) = −Au(t) + F (t, u(t)), t > 0,
u(0) = u¯,
(13)
where u¯ ∈ Xα and F : [0,+∞)×Xα → X is such that there exists C ≥ 0 with
‖F (t, u)‖ ≤ C(1 + ‖u‖α) for all u ∈ X, t > 0, (14)
and, for any bounded V ⊂ Xα × [0,+∞) there exist D,L ≥ 0 and θ ∈ (0, 1) with
the property
‖F (t, u)− F (s, v)‖ ≤ D|t− s|θ + L‖u− v‖α for all (u, t), (v, s) ∈ V. (15)
We shall say that u : [0,+∞)→ Xα is a solution of above initial value problem if
u ∈ C([0,+∞), Xα) ∩ C((0,+∞), D(A)) ∩ C1((0,+∞), X)
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and satisfies (13). By classical results (see [6] or [13]), the problem (13) admits a
unique global solution u ∈ C([0,+∞), Xα) ∩ C((0,+∞), D(A)) ∩ C1((0,+∞), X).
Moreover, it is known that u being solution of (13) satisfies the following Duhamel
formula
u(t) = e−tAu(0) +
∫ t
0
e−(t−s)AF (s, u(s)) ds, t > 0. (16)
Remark 3.1. Assume that u : [0, T ] → Xα is a solution of (13) with T > 0. Then
clearly, by (14) and (16), there is a constant C˜ = C˜(C,C0, Cα, a, T ) > 0 such that
for all t ∈ (0, T ]
‖u(t)‖α ≤ C0eat‖u¯‖α +
∫ t
0
Cα(t− s)−αea(t−s)‖F (s, u(s))‖ ds
≤ C˜(1 + ‖u¯‖α) + C˜
∫ t
0
(t− s)−α‖u(s)‖α ds.
This in view of [6, Lemma 1.2.9] implies that there exists C¯ = C¯(C,C0, Cα, a, T, α) >
0 such that
‖u(t)‖α ≤ C¯(1 + ‖u¯‖α) for all t ∈ [0, T ]. (17)
Theorem 3.2. Assume that (αn) is a sequence of positive numbers such that αn →
α0 as n → +∞ for some α0 > 0 and that An := αnA for n ≥ 0. Let Fn :
[0, T ]×Xα → X, T > 0 , n ≥ 0, satisfy (14) and (15) with common constants C,L
(independent of n) and let, for each u ∈ Xα,∫ t
0
Fn(s, u) ds→
∫ t
0
F0(s, u) ds in X as n→ +∞
uniformly with respect to t ∈ [0, T ]. If un : [0, T ]→ Xα, n ≥ 0, are solutions of
u˙(t) = −Anu(t) + Fn(t, u(t)), t ∈ [0, T ],
and un(0)→ u0(0) in X, then un(t)→ u0(t) in Xα uniformly with respect to t from
compact subsets of (0, T ].
Remark 3.3. Recall that Henry’s result from [13] states that, under the above
assumptions with αn ≡ 1, if un(0) → u0(0) in Xα, as n → +∞, then un(t) →
u0(t) in Xα uniformly on compact subsets of [0, T ). Here, inspired by the proof of
Proposition 2.3 of [20], we modify Henry’s proof.
In the proof we shall use the following lemma.
Lemma 3.4. Under the assumptions of Theorem 3.2, for any continuous u : [0, T ]→
Xα,∫ t
0
e−(t−s)AnFn(s, u(s)) ds→
∫ t
0
e−(t−s)A0F0(s, u(s)) ds in X
α as n→ +∞,
uniformly with respect to t ∈ [0, T ].
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Proof: We shall adjust arguments from the proof of [13, Lemma 3.4.7]. First observe
that due to the assumptions concerning the constant L for Fn’s it is sufficient to
show the assertion for u ≡ u¯ where u¯ ∈ Xα. Take any ε > 0. There exist δ > 0,
C˜ > 0 and a˜ > 0 such that, for any n ≥ 0 and t ∈ [0, δ]∥∥∥∥∫ t
0
e−(t−s)AnFn(s, u¯) ds
∥∥∥∥
α
≤
∫ t
0
Cαα
−α
n (t− s)−αeαna(t−s)C(1 + ‖u¯‖α) ds
≤ C˜
∫ t
0
τ−αea˜τ dτ ≤ C˜ea˜T (1− α)−1δ1−α ≤ C˜ea˜T δ1−α < ε/4 (18)
and, for any n ≥ 0 and t ∈ [δ, T ],∥∥∥∥∫ t
t−δ
e−(t−s)AnFn(s, u¯) ds
∥∥∥∥
α
≤ C˜
∫ δ
0
τ−αea˜τ dτ ≤ C˜ea˜T (1− α)−1δ1−α < ε/4. (19)
Observe that, for any n ≥ 0 and t ∈ [δ, T ],∫ t−δ
0
e−(t−s)AnFn(s, u¯) ds = e
−tAn
∫ t
0
Fn(τ, u¯) dτ − e−δAn
∫ t
t−δ
Fn(τ, u¯) dτ
+
∫ t−δ
0
Ane
−(t−s)An
∫ t
s
Fn(τ, u¯) dτ ds.
Clearly,
e−tAn
∫ t
0
Fn(τ, u¯) dτ → e−tA0
∫ t
0
F0(τ, u¯) dτ, in Xα,
uniformly with respect to t ∈ [δ, T ]. Note also that, for all t ∈ [δ, T ] and all n ≥ 1,∥∥∥∥e−δAn ∫ t
t−δ
Fn(τ, u¯) dτ
∥∥∥∥
α
≤ C˜ea˜δδ1−α ≤ ε/4.
Finally, for large n and all t ∈ [δ, T ] and s ∈ [0, t− δ], one has∥∥∥∥Ane−(t−s)An∫ t
s
Fn(τ, u¯) dτ−A0e−(t−s)A0
∫ t
s
F0(τ, u¯) dτ
∥∥∥∥
α
≤ |αn − α0|
∥∥∥∥Ae−(t−s)An∫ t
s
Fn(τ, u¯) dτ
∥∥∥∥
α
+α0
∥∥∥∥Ae−(t−s)An∫ t
s
Fn(τ, u¯) dτ−Ae−(t−s)A0
∫ t
s
F0(τ, u¯) dτ
∥∥∥∥
α
≤ C¯|αn − α0|
∥∥∥∥e−(t−s)An∫ t
s
Fn(τ, u¯) dτ
∥∥∥∥
1+α
+C¯α0
∥∥∥∥e−(t−s)An (∫ t
s
Fn(τ, u¯) dτ −
∫ t
s
F0(τ, u¯) dτ
)∥∥∥∥
1+α
+C¯α0
∥∥∥∥(e−(t−s)An − e−(t−s)A0) ∫ t
s
F0(τ, u¯) dτ
∥∥∥∥
1+α
≤ |αn − α0|C¯C1+αe
a˜T
δ1+α
∥∥∥∥∫ t
s
Fn(τ, u¯) dτ
∥∥∥∥+ α0 C¯C1+αea˜Tδ1+α
∥∥∥∥∫ t
s
Fn(τ, u¯) dτ −
∫ t
s
F0(τ, u¯) dτ
∥∥∥∥
+α0
C¯C1+αe
a˜T
(α0δ/2)1+α
∥∥∥∥(e−((t−s)αn/α0−δ/2)A0 − e−(t−s−δ/2)A0) ∫ t
s
F0(τ, u¯) dτ
∥∥∥∥
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where C¯ > 0 is such that ‖Aw‖α ≤ C¯‖w‖1+α for all w ∈ X1+α. Therefore for large
n and all t ∈ [δ, T ]∥∥∥∥∫ t−δ
0
e−(t−s)AnFn(s, u¯) ds−
∫ t−δ
0
e−(t−s)A0F0(s, u¯) ds
∥∥∥∥
α
≤ ε/4 + ε/4 + ε/4 = 3ε/4,
which together with (18) and (19) ends the proof. 
Proof of Theorem 3.2: By the Duhamel formula, for t ∈ (0, T ] and n ≥ 1,
un(t)−u0(t) = e−tAnun(0)− e−tA0u0(0) +
+
∫ t
0
e−(t−s)AnFn(s, u0(s))− e−(t−s)A0F0(s, u0(s))) ds
+
∫ t
0
e−(t−s)An(Fn(s, un(s))− Fn(s, u0(s))) ds.
This gives, for all t ∈ (0, T ] and n ≥ 1,
‖un(t)− u0(t)‖α ≤ γn(t) + CαL
∫ t
0
eaαn(t−s)(αn(t− s))−α‖un(s)− u0(s)‖α ds
with
γn(t) :=
Cαe
aαnt
(αnt)α
‖un(0)− u0(0)‖0 +
∥∥(e−tAn − e−tA0)u0(0)∥∥α
+
∥∥∥∥∫ t
0
(
e−(t−s)AnFn(s, u0(s))−e−(t−s)A0F0(s, u0(s))
)
ds
∥∥∥∥
α
.
This means that there are a˜ > 0 and C˜ > 0 such that, for all t ∈ (0, T ] and n ≥ 1,
‖un(t)− u0(t)‖α ≤ γn(t) + C˜
∫ t
0
ea˜(t−s)(t− s)−α‖un(s)− u0(s)‖α ds.
By use of Lemma 7.1.1 of [13], we get
‖un(t)− u0(t)‖α ≤ γn(t) +K
∫ t
0
(t− s)−αγn(s) ds
for some constant K > 0. Now let us fix t ∈ [0, T ] and take an arbitrary δ ∈ (0, t).
Observe also that∫ t
0
(t− s)−αγn(s) ds ≤ 2
α
δα
∫ t−δ/2
0
γn(s) ds+
∫ t
t−δ/2
(t− s)−αγn(s) ds
≤ 2
α
δα
∫ T
0
γn(s) ds+
(δ/2)1−α
1− α · sups∈[δ/2,T ]
γn(s).
Since, in view of Lemma 3.4, γn(t) → 0 uniformly with respect to t from com-
pact subsets of (0, T ] and the functions γn, n ≥ 1, are estimated from above
by an integrable function we infer, by the dominated convergence theorem, that
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‖un(t)− u0(t)‖α → 0 as n→ +∞ uniformly with respect to t ∈ [δ, T ]. 
The above theorem allows us to strengthen Henry’s averaging principle. We
assume that mappings Fn : [0,+∞)× Xα → X, n ≥ 1, satisfy (14) and (15) with
common constants C,L (independent of n) and that there exists F̂ : Xα → X such
that, for all u¯ ∈ Xα,
lim
τ→+∞, n→+∞
1
τ
∫ τ
0
Fn(t, u¯) dt = F̂ (u¯) in X. (20)
Theorem 3.5. Suppose Fn and F̂ are as above, u¯n → u¯0 in X, λn → 0+ as
n→ +∞, and un : [0,+∞)→ Xα, n ≥ 1, are solutions of{
u˙(t) = −Au(t) + Fn(t/λn, u(t)), t > 0,
u(0) = u¯n.
Then un(t)→ û(t) in Xα uniformly with respect to t from compact subsets of (0,+∞)
where û : [0,+∞)→ Xα is the solution of{
u˙(t) = −Au(t) + F̂ (u(t)), t > 0,
u(0) = u¯.
Proof: Let F˜n := Fn(·/λn, ·) and F˜0 := F̂ . Observe that, using (20), we get, for
any u¯ ∈ Xα and t > 0,∫ t
0
F˜n(s, u¯) ds = λn
∫ t/λn
0
Fn(ρ, u¯) dρ→ tF̂ (u¯) =
∫ t
0
F˜0(u¯) ds in X, as n→ +∞.
Clearly, F˜n, n ≥ 1, and F˜0 satisfy (14) and (15) with the common constants C,L. It
can be easily verified that the convergence above is uniform with respect to t from
bounded subintervals of [0,+∞). Now, an application of Theorem 3.2 yields the
assertion. 
Remark 3.6.
(a) The above result is an improvement of the continuation theorem and the
Henry averaging principle [13, Th. 3.4.9] to the case when initial values from Xα
converge in the topology of X (not Xα). This will appear crucial when establishing
the ultimate compactness property and verifying a priori estimates in the proofs of
main results. We shall need to consider solutions in the phase space X1/2 = H1(RN)
(cf. Remark 1.3) while the compactness of sequences of initial values is possible with
respect to the L2(RN ) topology only.
(b) An averaging principle for parabolic equations on RN was also proved in [3]
where time dependent coefficients of the elliptic operator were considered. Here we
have provided a general abstract approach.
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4 Continuity, averaging and compactness for the
parabolic equation
We transform (1) into an abstract evolution equation. To this end define an operator
A : D(A)→ X in the space X := L2(RN) by
Au := −
N∑
i,j=1
aij
∂2u
∂xj∂xi
, for u ∈ D(A) := H2(RN),
where aij ∈ R, i, j = 1, . . . , N , are such that
N∑
i,j=1
aijξiξj > 0, for any ξ ∈ RN ,
and aij = aji for i, j = 1, . . . , N . It is well-known that A is a self-adjoint, positive
and sectorial operator in L2(RN).
Suppose that f is as in Section 1 and define F : [0,+∞)×H1(RN)→ L2(R2) by
[F(t, u)](x) := f(t, x, u(x)) for a.e. x ∈ RN .
Lemma 4.1. Under the above assumptions there are constants D > 0, depending
only on k, k˜, N and p, L > 0, depending only l, N and p, and C > 0, depending
only on m0, l, N and p, such that, for all t1, t2 ≥ 0 and u1, u2 ∈ H1(RN),
‖F(t1, u1)− F(t2, u2)‖L2 ≤ D(1 + ‖u1‖H1)|t1 − t2|θ + L‖u1 − u2‖H1 and
‖F(t, u)‖L2 ≤ C(1 + ‖u‖H1) for any t ≥ 0 and u ∈ H1(RN).
Before we pass to the proof of Lemma 4.1 we shall provide the following technical
lemma.
Lemma 4.2. There exist constants C1 = C1(N, p) > 0 and C2 = C2(N, p) > 0 such
that for any u ∈ H1(RN )
‖u‖L2p/(p−1) ≤ C1‖u‖H1. (21)
and
‖u‖L2p/(p−2) ≤ C2‖u‖H1. (22)
Proof. Take any u ∈ H1(RN). IfN = 1, then by use of the Hölder and interpolation
inequalities together with the continuity of the embedding H1(R) into L∞(R), one
gets
‖u‖L2p/(p−1) ≤ ‖u‖1−1/pL2 ‖u‖1/pL∞ ≤ C‖u‖H1
and
‖u‖L2p/(p−2) ≤ ‖u‖1−2/pL2 ‖u‖2/pL∞ ≤ C‖u‖H1,
where C > 0 is such that ‖v‖L∞ ≤ C‖v‖H1 for all v ∈ H1(R). If N = 2, then
‖u‖L2p/(p−1) ≤ ‖u‖1−2/pL2 ‖u‖2/pL4 ≤ C‖u‖H1,
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where C > 0 is the constant from the inequality ‖v‖L4 ≤ C‖v‖H1 for all v ∈ H1(R2).
Similarly,
‖u‖L2p/(p−2) ≤ ‖u‖1−2q/(pq−2p)L2 ‖u‖2q/(pq−2p)Lq ≤ C‖u‖H1,
where q is an arbitrary fixed number from ( 2p
p−2
,+∞) and C > 0 is the constant
coming from the fact that H1(R2) embeds continuously into Ls(R2) for any s ∈
[2,+∞). Finally, if N ≥ 3, then, by the same techniques, we get
‖u‖L2p/(p−1) ≤ ‖u‖1−N/2pL2 ‖u‖N/2pL2N/(N−2) ≤ C‖u‖H1
and
‖u‖L2p/(p−2) ≤ ‖u‖1−N/pL2 ‖u‖N/pL2N/(N−2) ≤ C‖u‖H1,
where C > 0 is the constant in the Sobolev inequality ‖v‖L2N/(N−2) ≤ C‖v‖H1 for all
v ∈ H1(RN).
Proof of Lemma 4.1: By use of (4), the Hölder inequality and Lemma 4.2, one
finds constants D = D(k, k˜, N, p) > 0 and L = L(l, N, p) > 0 such that, for any
t1, t2 ≥ 0 and u1, u2 ∈ H1(RN),
‖F(t1, u1)− F(t2, u2)‖L2≤(‖k˜‖L2 + C2‖k0‖Lp‖u1‖H1 + ‖k∞‖L∞‖u1‖L2)|t1 − t2|θ
+C2‖l0(t2, ·)‖Lp‖u1 − u2‖H1 + ‖l∞(t2, ·)‖L∞‖u1 − u2‖L2
≤ D(1 + ‖u1‖H1)|t1 − t2|θ + L‖u1 − u2‖H1.
Furthermore, by (4), one also has |f(t, x, u)| ≤ |f(t, x, 0)| + l(t, x)|u| for t ≥ 0,
x ∈ RN , u ∈ R. This gives the existence of C = C(m0, l, N, p) > 0 such that
‖F(t, u)‖L2 ≤ ‖m0‖L2 + C2‖l0(t, ·)‖Lp‖u‖H1 + ‖l∞(t, ·)‖L∞‖u‖L2 ≤ C(1 + ‖u‖H1)
for any t ≥ 0 and u ∈ H1(RN). 
Consider now the evolutionary problem
u˙(t) = −Au(t) + F(t, u(t)), t ≥ 0, u(0) = u¯ ∈ H1(RN). (23)
Due to Lemma 4.1 and standard results in theory of abstract evolution equations (see
[13] or [6]), the problem (23) admits a unique global solution u ∈ C([0,+∞), H1(RN))
∩ C((0,+∞), H2(RN)) ∩ C1((0,+∞), L2(RN)). We shall say that u : [0, T0) →
H1(RN), T0 > 0, is a solution (H1-solution) of{
∂u
∂t
(x, t) = Au(x, t) + f(t, x, u(x, t)), x ∈ RN , t ∈ (0, T0),
u(x, 0) = u¯(x), x ∈ RN ,
for some u¯ ∈ H1(RN), where A =∑Ni,j=1 aij ∂2∂xj∂xi , if
u ∈ C([0,+∞), H1(RN)) ∩ C((0,+∞), H2(RN)) ∩ C1((0,+∞), L2(RN))
and (23) holds. In this sense we have global in time existence and uniqueness of
solutions for the parabolic partial differential equation.
The continuity of solutions properties are collected below.
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Proposition 4.3. (compare [20, Prop. 2.3]) Assume that functions fn : [0,+∞)×
R
N × R → R, n ≥ 0, satisfy the assumptions (3) with common m0 and (4) with
common l and that fn(t, x, u) → f0(t, x, u), for all t ≥ 0, u ∈ R, a.e. x ∈ RN ,
and fn(t, ·, 0) → f0(t, ·, 0) in L2(RN) for all t ≥ 0. Suppose that (αn) is a sequence
of positive numbers such that αn → α0, as n → +∞, for some α0 > 0. Let
un : [0, T ]→ H1(RN), n ≥ 0, be a solution of
∂u
∂t
(x, t) = αnAu(x, t) + fn(t, x, u(x, t)), x ∈ RN , t ∈ (0, T ],
such that, for some R > 0, ‖un(t)‖H1 ≤ R, for all t ∈ [0, T ] and n ≥ 0. Then
fn(t, ·, u(·))→ f0(t, ·, u(·)) in L2(RN) for any u ∈ H1(RN ) and t ≥ 0 and
(i) if un(0)→ u0(0) in L2(RN ) as n→∞, then un(t)→ u(t) in H1(RN) for t from
compact subsets of (0, T ].
(ii) if un(0)→ u0(0) in H1(RN) as n→∞, then un(t)→ u0(t) in H1(RN) uniformly
for t ∈ [0, T ].
Proof: Define Fn : [0,+∞) × H1(RN) → L2(RN), n ≥ 0, by [Fn(t, u)](x) :=
fn(t, x, u(x)). Note that, in view of (4), for any t ≥ 0 and u ∈ H1(RN ) and a.e.
x ∈ RN
|fn(t, x, u(x))−f0(t, x, u(x))|2≤2|fn(t, x, 0)− f0(t, x, 0)|2+4|l(x, t)u|2.
Since, for any t ≥ 0, fn(t, ·, 0) → f0(t, ·, 0) in L2(RN) as n → +∞, the right hand
side can be estimated by an integrated function, which due to the Lebesgue dom-
inated convergence theorem implies Fn(t, u) → F0(t, u) in L2(RN) as n → +∞.
Moreover, by use of Lemma 4.1, we may pass to the limit under the integral to get∫ t
0
Fn(s, u) ds →
∫ t
0
F0(s, u) ds in L2(RN) for any u ∈ H1(RN) and t ≥ 0. This
in view of Theorem 3.2 implies the assertion (i). The assertion (ii) comes from the
standard continuity theorem from [13]. 
Let us also state an averaging principle.
Proposition 4.4. Assume that functions fn : [0,+∞)×RN×R→ R, n ≥ 0, satisfy
the assumptions of Proposition 4.3 and additionally (2). Suppose that u¯n → u¯0 in
L2(RN ), λn → 0+ as n → +∞ and that un : [0,+∞) → H1(RN), n ≥ 1, are
solutions of {
∂u
∂t
= Au+ fn(t/λn, x, u), x ∈ RN , t > 0,
u(x, 0) = u¯n(x), x ∈ RN .
Then un(t) → û(t) in H1(RN) uniformly on compact subsets of (0,+∞), where
û : [0,+∞)→ H1(RN) is the solution of{
∂u
∂t
= Au+ f̂0(x, u), x ∈ RN , t > 0,
u(x, 0) = u¯0(x), x ∈ RN ,
with f̂0 : R
N × R→ R given by f̂0(x, u) := 1T
∫ T
0
f0(t, x, u) dt for all u ∈ R and a.e.
x ∈ RN .
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Proof: Define Fn : [0,+∞) × H1(RN) → L2(RN), n ≥ 0, by [Fn(t, u)](x) :=
fn(t, x, u(x)) and F̂0 : H1(RN) → L2(RN) by F̂0(u) := 1T
∫ T
0
F0(t, u) dt. Clearly, for
all u ∈ H1(RN ), F̂(u)(x) = f̂(x, u(x)) for a.e. x ∈ RN . Fix any u¯ ∈ H1(RN) and
(τn) in (0,+∞) such that τn → +∞. Clearly, Fn, n ≥ 1, are T -periodic in time.
Consequently, one has
In :=
1
τn
∫ τn
0
Fn(t, u¯) dt =
[τn/T ]
τn/T
· 1
T
∫ T
0
Fn(t, u¯) dt +
1
τn
∫ τn−[τn/T ]T
0
Fn(t, u¯) dt.
Hence, to see that In → F̂0(u¯) it is is sufficient to prove that
I(T )n :=
1
T
∫ T
0
Fn(t, u¯) dt→ F̂0(u¯) in L2(RN), as n→ +∞.
To this end observe that, for a.e. x ∈ RN ,
I(T )n (x) =
1
T
∫ T
0
fn(t, x, u¯(x)) dt→ 1
T
∫ T
0
f0(t, x, u¯(x)) dt = f̂0(x, u(x)) = [F̂0(u¯)](x).
Moreover, by use of the assumptions on fn’s, one has
|I(T )n (x)| =
∣∣∣∣ 1T
∫ T
0
fn(t, x, u¯(x)) dt
∣∣∣∣ ≤ m0(x) + g(x)
where g(x) := 1
T
∫ T
0
|l(t, x)||u¯(x)| dt. and, by use of Jensen’s inequality,∫
RN
|g(x)|2 dx ≤ 1
T
∫
RN
∫ T
0
|l(t, x)|2|u¯(x)|2 dt dx < +∞
(see the proof of Lemma 4.1). Hence, by the dominated convergence theorem we
infer that I(T )n → F̂0(u¯) in L2(RN). Since (τn) was arbitrary it follows that
lim
τ→+∞, n→+∞
1
τ
∫ τ
0
Fn(t, u¯) dt→ F̂0(u¯).
Finally, we get the assertion by use of Theorem 3.5. 
Now we pass to compactness issues that we treat with use of tail estimates
technique.
Lemma 4.5. Assume that f : [0,+∞) × RN × R → R satisfies (3), (4) and (5).
Suppose that u : [0, T ]→ H1(RN) is a solution of (1) such that ‖u(t)‖H1 ≤ R for all
t ∈ [0, T ]. Then there exists a sequence (αn) with αn → 0 as n→∞ such that∫
RN\B(0,n)
|u(t)|2 dx ≤ R2e−2at + αn for all t ∈ [0, T ], n ≥ 1,
where α′ns depend only on N, p, R,m0, a, b and a
′
ijs.
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Proof: it goes along the lines of [20, Prop. 2.2]. The only difference is that here we
have the modified dissipativity condition (5), i.e., (5) implies
f(t, x, u)u ≤ −a|u|2 + b(x)|u|2 + f(t, x, 0)u
for t ≥ 0, x ∈ RN , u ∈ R, and one needs to modify the proof in a rather obvious
way. 
Now suppose that aij ∈ C([0, 1],R), i, j = 1, . . . , N , are such that
∑N
i,j=1 aij(µ)ξiξj >
0 for any ξ ∈ RN and µ ∈ [0, 1]. Let A(µ) : D(A(µ)) → L2(RN), µ ∈ [0, 1], be given
by
A
(µ)u := −
N∑
i,j=1
aij(µ)
∂2u
∂xj∂xi
, u ∈ D(A(µ)) := H2(RN).
Let h : [0,+∞)×RN×R×[0, 1] → R be such that, for all t, s ≥ 0, u, v ∈ R, µ, ν ∈ [0, 1]
and a.e. x ∈ RN ,
h(t, ·, u, µ) is measurable and |h(t, x, 0, µ)| ≤ m0(x), (24)
|h(t, x, u, µ)− h(s, x, v, µ)| ≤ (k˜(x) + k(x)|u|)|t− s|θ + l(s, x)|u− v|, (25)
|h(t, x, u, µ)− h(t, x, u, ν)| ≤ l(t, x) |u| |ρ(µ)− ρ(ν)|, (26)
(h(t, x, u, µ)− h(t, x, v, µ))(u− v) ≤ −a|u − v|2 + b(x)|u− v|2 (27)
where m0 ∈ L2(RN), θ ∈ (0, 1), k˜ ∈ L2(RN), k = k0 + k∞ with k0 ∈ Lp(RN),
k∞ ∈ L∞(RN), l = l0+l∞ with l0(t, ·) ∈ Lp(RN), l∞(t, ·) ∈ L∞(RN) for all t ≥ 0, and
supt≥0 (‖l0(t, ·)‖Lp + ‖l∞(t, ·)‖L∞) < +∞, ρ ∈ C([0, 1],R), a > 0 and b ∈ Lp(RN ).
Under these assumptions consider
u˙(t) = −A(µ)u(t) +H(t, u(t), µ), t > 0, (28)
where H : [0,+∞)×H1(RN)× [0, 1]→ L2(RN) is defined by
[H(t, u, µ)](x) := h(t, x, u(x), µ) for t ≥ 0, u ∈ H1(RN), µ ∈ [0, 1], a.e. x ∈ RN .
Clearly, due to Lemma 4.1, we get the existence and uniqueness of solutions on
[0,+∞). Denote by u(·; u¯, µ) the solution of (28) satisfying the initial value condi-
tion u(0) = u¯.
The following tail estimates will be crucial in studying the compactness proper-
ties of the translation along trajectories operator of (28).
Lemma 4.6. Take any u¯1, u¯2 ∈ H1(RN) and µ1, µ2 ∈ [0, 1] and suppose that there
are solutions u(·; u¯i, µi) : [0, T ] → H1(RN), i = 1, 2 of (28), for some fixed T > 0.
If ‖u(t; u¯1, µ1)‖H1 ≤ R and ‖u(t; u¯2, µ2)‖H1 ≤ R for all t ∈ [0, T ] and some fixed
R > 0, then there exists a sequence (αn) with αn → 0 as n→∞ such that∫
RN\B(0,n)
|u(t; u¯1, µ1)− u(t; u¯2, µ2)|2 dx ≤ e−2at‖u¯1 − u¯2‖2L2 +Qη(µ1, µ2) + αn,
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for all t ∈ [0, T ] and n ≥ 1, where αn ≥ 0 and Q > 0 depend only on N, p, R, l, a, b
and a′ijs,
η(µ1, µ2) := max
{
|ρ(µ1)− ρ(µ2)|, max
i,j=1,...,N
|aij(µ1)− aij(µ2)|
}
.
Proof: Let φ : [0,+∞) → R be a smooth function such that φ(s) ∈ [0, 1] for
s ∈ [0,+∞), φ|[0, 1
2
] ≡ 0 and φ|[1,+∞) ≡ 1 and let φn : RN → R be defined by
φn(x) := φ(|x|2/n2), x ∈ RN . Put u1 := u(·; u¯1, µ1), u2 := u(·; u¯2, µ2) and v :=
u1 − u2. Observe that
1
2
d
dt
(v(t), φnv(t))0 =
1
2
((v(t), φnv˙(t))0 + (v˙(t), φnv(t))0) = (φnv(t), v˙(t)))0
= I1(t) + I2(t) + I3(t)
where
I1(t) := (φnv(t),−A(µ1)u1(t) +A(µ1)u2(t))0,
I2(t) := (φnv(t),−A(µ1)u2(t) +A(µ2)u2(t))0,
I3(t) := (φnv(t),H(t, u1(t), µ1)−H(t, u2(t), µ2))0.
As for the first term we notice that
I1(t) = (φnv(t),−A(µ1)v(t))0
= −
∫
RN
N∑
i,j=1
aij(µ1)
∂
∂xj
(φn(x)v(t))
∂
∂xi
(v(t)) dx
= −
∫
RN
φn(x)
N∑
i,j=1
aij(µ1)
∂
∂xj
(v(t))
∂
∂xi
(v(t)) dx
− 2
n2
∫
RN
N∑
i,j=1
φ′(|x|2/n2)v(t)xjaij(µ1) ∂
∂xi
(v(t)) dx
≤ 2Lφ
n2
∫{√
2
2
n≤|x|≤n
} N∑
i,j=1
aij(µ1)|x||v(t)||∇xv(t)| dx
≤ 2LφMN
2
n
‖v(t)‖L2‖v(t)‖H1
where Lφ := sups∈[0,+∞) |φ′(s)| < ∞ (as φ′ is smooth and nonzero on a bounded
interval) and M := max1≤i,j≤N,µ∈[0,1] |aij(µ)|. Further, in a similar manner
I2(t) = −
∫
RN
N∑
i,j=1
∂
∂xj
(φnv(t))(aij(µ1)− aij(µ2)) ∂
∂xi
(u2(t)) dx
= −
∫
RN
φn(x)
N∑
i,j=1
(aij(µ1)− aij(µ2)) ∂
∂xj
(v(t))
∂
∂xi
(u2(t)) dx
− 2
n2
∫
RN
N∑
i,j=1
φ′(|x|2/n2)v(t)xj(aij(µ1)− aij(µ2)) ∂
∂xi
(u2(t)) dx
≤ η(µ1, µ2)‖v(t)‖H1‖u2(t)‖H1 + 4Lφη(µ1, µ2)N
2
n
‖v(t)‖L2‖u2(t)‖H1 .
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To estimate I3(t) we see that (27) implies
I3(t) =
∫
RN
φn(x) (H(t, u1(t), µ1)−H(t, u2(t), µ2)) v(t) dx
≤
∫
RN
φn(x) (H(t, u1(t), µ1)−H(t, u2(t), µ1)) v(t) dx
+
∫
RN
φn(x) (H(t, u2(t), µ1)−H(t, u2(t), µ2)) v(t) dx
≤ −a
∫
RN
φn(x)|v(t)|2 dx+
∫
RN
φn(x)b(x)|v(t)|2 dx
+
∫
RN
l(t, x)|ρ(µ1)− ρ(µ2)||u2(t)||v(t)| dx.
By use of the Hölder inequality together with Lemma 4.2 one can get
I3(t) ≤−a
∫
RN
φn(x)|v(t)|2 dx+ C1‖v(t)‖2H1
(∫{
|x|≥
√
2
2
n
} b(x)p dx)1/p
+η(µ1, µ2)(C2‖l0(t, ·)‖Lp‖u2(t)‖H1 + ‖l∞(t, ·)‖L∞‖u2(t)‖L2)‖v(t)‖L2.
(29)
Hence we get, for any n ≥ 1,
d
dt
(v(t), φnv(t))0 ≤ −2a(v(t), φnv(t))0 + C˜η(µ1, µ2) + αn
for some constant C˜ = C˜(l, p, N,R) > 0, where (αn)n∈N is a sequence such that
αn → 0 as n→ +∞. Multiplying by e2at and integrating over [0, τ ] one obtains
e2aτ (v(τ), φnv(τ))0 − (v(0), φnv(0))0 ≤ (2a)−1(e2aτ − 1) (C˜η(µ1, µ2) + αn),
which gives
(v(τ), φnv(τ))0 ≤ e−2aτ‖v(0)‖2L2 + (2a)−1
(
C˜η(µ1, µ2) + αn
)
.
And this finally implies the assertion as ‖φnv(τ)‖2L2 ≤ (v(τ), φnv(τ))0. 
Let Ψt : H1(RN )× [0, 1]→ H1(RN ), t > 0, be the translation operator for (28),
i.e. Ψt(u¯, µ) = u(t; u¯, µ) for u¯ ∈ H1(RN ) and µ ∈ [0, 1].
Proposition 4.7. Suppose that (24), (25), (26) and (27) are satisfied.
(i) For any bounded V ⊂ H1(RN ) and t > 0, βL2(Ψt(V × [0, 1])) ≤ e−atβL2(V );
(ii) If a bounded V ⊂ H1(RN) is relatively compact as a subset of L2(RN), then
Ψt(V × [0, 1]) is relatively compact in H1(RN);
(iii) If V ⊂ convH1Ψt(V × [0, 1]) for some bounded V ⊂ H1(RN) and t > 0, then V
is relatively compact in H1(RN).
Proof: (i) Observe that, for each n ≥ 1,
Ψt(V × [0, 1]) ⊂ {u(t; u¯, µ) | u¯ ∈ V, µ ∈ [0, 1]} ⊂Wn +Rn
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where Wn := {χnu(t; u¯, µ) | u¯ ∈ V, µ ∈ [0, 1]} and Rn := {(1 − χn)u(t; u¯, µ) |
u¯ ∈ V, µ ∈ [0, 1]} where χn is the characteristic function of the ball B(0, n). Note
that Wn may be viewed as a subset of H1(B(0, n)). Therefore, due to the Rellich-
Kondrachov theorem, Wn is relatively compact in L2(RN ). Hence
βL2(Ψt(V × [0, 1])) ≤ βL2(Rn), for all n ≥ 1. (30)
Now we need to estimate the measure of noncompactness of Rn in L2(RN). To
this end fix an arbitrary ε > 0. Choose a finite covering of V consisting of balls
BL2(u¯k, rε), k = 1, . . . , mε, with rε := βL2(V ) + ε and such that u¯k ∈ V for each
k = 1, . . . , mε and cover [0, 1] with intervals (µl−δ, µl+δ), l = 1, . . . , nδ where δ > 0
is such that η(µ1, µ2) < ε whenever |µ1 − µ2| < δ. Put u¯k,l := (1 − χn)u(t; u¯k, µl),
k = 1, . . . , mε, l = 1, . . . , nδ.
Now take any v¯ ∈ Rn. There are u¯ ∈ V and µ ∈ [0, 1] such that v¯ = (1 −
χn)u(t; u¯, µ). Clearly there exist k0 ∈ {1, . . . , mε} and l0 ∈ {1, . . . , nδ} such that
‖u¯− u¯k0‖ < rε and |µ− µl0| < δ. In view of Lemma 4.6
‖v¯ − u¯k0,l0‖2L2 =
∫
RN\B(0,n)
|u(t; u¯, µ)− u(t; u¯k0, µl0)|2 dx
≤ e−2at‖u¯− u¯k0‖2L2 +Qη(µ, µl0) + αn
≤ rε,n := e−2atr2ε +Qε+ αn,
which means that Rn is covered by the balls BL2(u¯k,l,
√
rε,n), k = 1, . . . , mε, l =
1, . . . , nδ. This means that βL2(Rn) ≤ √rε,n for any ε > 0, and, in consequence,
βL2(Rn) ≤ (e−2at(βL2(V ))2 + αn)1/2. Using (30) we get
βL2(Ψt(V × [0, 1])) ≤ (e−2at(βL2(V ))2 + αn)1/2, for n ≥ 1.
Finally, by a passage to the limit with n→∞ we obtain the required inequality as
αn → 0+.
(ii) Take any (u¯n) in V and (µn) in [0, 1]. We may assume that µn → µ0 for some
µ0 ∈ [0, 1], as n → +∞ . Since (u¯n) is bounded, by the Banach-Alaoglu theorem,
we may suppose that (u¯n) converges weakly in H1(RN ) to some u¯ ∈ H1(RN). By
the relative compactness of V in L2(RN) we may assume that u¯n → u¯ in L2(RN).
Therefore, by use of Proposition 4.3, one has Ψt(u¯n, µn) → Ψt(u¯, µ0) in H1(RN),
which ends the proof.
(iii) Observe that here, by use of (i), one gets
βL2(V ) ≤ βL2(Ψt(V × [0, 1])) ≤ e−atβL2(V ).
This implies βL2(V ) = 0, i.e. that V is relatively compact in L2(RN). To see that
V is relatively compact in H1(RN ) observe that, by (ii), Ψt(V × [0, 1]) is relatively
compact in H1(RN). 
5 Averaging index formula
Consider the following parameterized equation{
∂u
∂t
(x, t) = ∆u(x, t) + h(t/λ, x, u(x, t), µ), t > 0, x ∈ RN ,
u(·, t) ∈ H1(RN ), t > 0,
(31)
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where h is as in the previous section and λ > 0. Combining the compactness result
with averaging principle we get the following result.
Lemma 5.1. Suppose h satisfies conditions (24), (25), (26) and (27) and is T -
periodic in the time variable (T > 0). If (u¯n) is a bounded sequence in H1(RN), (µn)
in [0, 1], (λn) in (0,+∞) with λn → 0+ as n → +∞ and un : [0,+∞) → H1(RN)
are solutions of (31) with λ = λn, µ = µn such that un(0) = un(λnT ) = u¯n, then
there are a subsequence (u¯nk) of (u¯n) converging in H
1(RN) to some u¯0 ∈ H2(RN)
and a subsequence (µnk) of (µn) converging to some µ0 ∈ [0, 1], as k → +∞, such
that u¯0 is a solution of
∆u(x) + ĥ(x, u(x), µ0) = 0, x ∈ RN ,
where ĥ :RN×R×[0, 1]→R, ĥ(x, u, µ) := 1
T
∫ T
0
h(t, x, u, µ) dt, (x, u, µ)∈RN×R×[0, 1].
Moreover, unk(t) → u¯0 in H1(RN), as k → +∞, uniformly with respect to t from
compact subsets of (0,+∞).
Proof: Recall that un are solutions of u˙ = −Au + H(t/λn, u, µn) with un(0) =
un(λnT ) = u¯n, n ≥ 1, where A and H are as in the previous section (with aij = 0
if i 6= j and aij = 1 if i = j). Clearly, by the sublinear growth, there exists R > 0
such that ‖un(t)‖H1 ≤ R for all t > 0 and n ≥ 1. For an arbitrary M > 0 and n ≥ 1
take kn ∈ N such that knλnT > M . In view of Lemma 4.5, for all m ≥ 1 and n ≥ 1,
‖(1− χm)u¯n‖2L2 = ‖(1− χm)un(knλnT )‖2L2 ≤ R2e−2aknλnT + αm ≤ R2e−2aM + αm,
where χm is the characteristic function of B(0, m). Since M > 0 is arbitrary we
see that ‖(1 − χm)u¯n‖L2 ≤ √αm. Since, due to the Rellich-Kondrachov for any
m ≥ 1, the set {χmu¯n}n≥1 is relatively compact in L2(RN), we infer that {u¯n}n≥1
is relatively compact in L2(RN). And since it is bounded in H1(RN) we get a
subsequence (u¯nk), denoted in the sequel again by (u¯n), such that u¯nk → u¯0 in
L2(RN ) for some u¯0 ∈ H1(RN). We may also assume that µnk → µ0 for some
µ0 ∈ [0, 1]. Hence, in view of Theorem 3.5, un(t) → û(t) uniformly for t from
compact subsets of (0,+∞) where û : [0,+∞)→ H1(RN ) is a solution to
u˙ = −Au+ Ĥ(u, µ0), t > 0,
with Ĥ(u, µ) := 1
T
∫ T
0
H(t, u, µ) dt for u ∈ H1(RN ), µ ∈ [0, 1]. Here note that, for
each u ∈ H1(RN) and µ ∈ [0, 1],
[Ĥ(u, µ)](x) = ĥ(x, u(x), µ) for all a.a. x ∈ RN .
Finally, for any t > 0, we put kn := [t/λnT ], n ≥ 1, and see that
u¯n = un(0) = un(knλnT )→ û(t) in H1(RN ), as n→ +∞.
Hence û(t) = û(0) = u¯0 and u¯n → u¯0 in H1(RN ). 
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Remark 5.2. Clearly that it follows from the proof of Lemma 5.1 that if fn :
[0,+∞)×RN ×R→ R are as in Proposition 4.3 and satisfy (5) with common a and
b, then for any bounded sequence (u¯n) in H1(RN), (λn) in (0,+∞) with λn → 0+
as n→ +∞ and un : [0,+∞)→ H1(RN) being λnT -periodic solutions of{
∂u
∂t
= ∆u+ fn(t/λn, x, u), x ∈ RN , t > 0,
u(x, 0) = u(x, λnT ) = u¯n(x), x ∈ RN ,
there is a subsequence (u¯nk) of (u¯n) converging in H
1(RN ) to some u¯0 ∈ H2(RN)
being a solution of
∆u(x) + f̂0(x, u(x)) = 0 on RN .
Moreover, unk(t) → u¯0 in H1(RN), as k → +∞, uniformly with respect to t from
compact subsets of (0,+∞). 
Now consider the following problem
∂u
∂t
(x, t) = ∆u(x, t) + f
(
t
λ
, x, u(x, t)
)
, t > 0, x ∈ RN ,
u(·, t) ∈ H1(RN), t > 0,
(32)
where f satisfies conditions (2), (3), (4) and (5). We intend to prove an averag-
ing index formula that allows to express the fixed point index of translation along
trajectories operator for (32) in terms of the averaged equation{
∂u
∂t
(x, t) = ∆u(x, t) + f̂(x, u(x, t)), t > 0, x ∈ RN ,
u(·, t) ∈ H1(RN), t ≥ 0,
(33)
where f̂ : RN × R→ R is defined by
f̂(x, u) :=
1
T
∫ T
0
f(t, x, u) dt, x ∈ RN , u ∈ R.
Theorem 5.3. Let U ⊂ H1(RN) be an open bounded set and by Φ(λ)t and Φ̂t, t > 0,
denote the translation along trajectories operators (by time t) for the equations (32)
and (33), respectively. If the problem{
−∆u(x) = f̂(x, u(x)), x ∈ RN ,
u ∈ H1(RN), (34)
has no solution in ∂U , then there exists λ0 > 0 such that, for all λ ∈ (0, λ0],
Φ
(λ)
λT (u¯) 6= u¯, Φ̂λT (u¯) 6= u¯ for all u¯ ∈ ∂U , and
Ind(Φ
(λ)
λT , U) = Ind(Φ̂λT , U).
Proof: Define H : [0,+∞)×H1(RN)× [0, 1]→ L2(RN) by
[H(t, u, µ)](x) := (1− µ)f(t, x, u(x)) + µf̂(x, u(x)), for a.e. x ∈ RN ,
20
and all t > 0, u ∈ H1(RN). For a parameter λ > 0 consider
u˙(t) = −Au(t) +H(t/λ, u(t), µ), t ∈ [0, T ], (35)
and the parameterized translation operatorΨ(λ)t : H1(RN )×[0, 1]→ H1(RN) defined
by
Ψ
(λ)
t (u¯, µ) := u(t)
where u : [0, T ] → H1(RN) is the solution of (35) with u(0) = u¯. Observe that for
µ = 0, (35) becomes
u˙(t) = −Au(t) + F(t/λ, u(t)), t ∈ [0, T ],
and we have Φ(λ)t = Ψ
(λ)
t (·, 0). In the same way for µ = 1 the equation (35) becomes
u˙(t) = −Au(t) + F̂(u(t)), t ∈ [0, T ]
and one has Φ̂t = Ψ
(λ)
t (·, 1) (it does not depend on λ).
We claim that there exists λ0 > 0 such that, for all λ ∈ (0, λ0],
Ψ
(λ)
λT (u¯, µ) 6= u¯ for all u¯ ∈ ∂U, µ ∈ [0, 1]. (36)
Suppose the claim does not hold. Then there exist (u¯n) in ∂U , (µn) in [0, 1] and
(λn) with λn → 0+ as n→∞ such that
Ψ
(λn)
λnT
(u¯n, µn) = u¯n for all n ≥ 1.
This means that for each n ≥ 1 there is a λnT -periodic solution un : [0,+∞) →
H1(RN) of (35) with λ = λn, µ = µn and un(0) = u¯n. By Lemma 5.1 we may assume
that u¯n → u¯0 in H1(RN ). Therefore u¯0 ∈ ∂U ∩ D(A) and 0 = −Au¯0 + F̂(u¯0), a
contradiction with the assumption. This proves the existence of λ0 > 0 such that,
for all λ ∈ (0, λ0], (36) holds.
Now, due to Proposition 4.7 (iii), for each λ ∈ (0, λ0], Ψ(λ)λT is an admissible
homotopy in the sense of fixed point index theory for ultimately compact maps.
Finally, by Proposition 2.1(iii), we get the desired equality of the indices. 
As a consequence we get the following continuation principle.
Corollary 5.4. Suppose that an open bounded U ⊂ H1(RN) is such that (34) has
no solution in ∂U , and for any λ ∈ (0, 1) the problem
∂u
∂t
= λ∆u+ λf(t, x, u), x ∈ RN , t > 0,
u(·, t) ∈ H1(RN), t ≥ 0
u(x, 0) = u(x, T ), x ∈ RN ,
(37)
has no solution u : [0,+∞)→ H1(RN) with u(·, 0) ∈ ∂U . Then
Ind(ΦT , U) = lim
t→0+
Ind(Φ̂t, U)
where ΦT is the translation along trajectories operator for (1).
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Proof: Let λ0 > 0 be as in Theorem 5.3. Since there are no solutions to (37), we
infer that
Φ
(λ)
λT (u¯) 6= u¯ for any u¯ ∈ ∂U, λ ∈ (0, 1).
Now by Proposition 4.7 (iii) and the homotopy invariance of the index, for any
λ ∈ (0, 1], we get Ind(ΦT , U) = Ind(Φ˜(1)T , U) = Ind(Φ˜(λ)T , U) = Ind(Φ(λ)λT , U), where
Φ˜
(λ)
T is the translation along trajectories operator for the parabolic equation in (37)
with the parameter λ and the last equality comes from a time rescaling argument
saying that Φ˜(λ)T = Φ
(λ)
λT . Now an application of Theorem 5.3 completes the proof. 
The rest of the section is devoted to methods of verification the a priori bounds
conditions occurring in the above corollary and computation of fixed point index.
We shall use a linearization approach.
Proposition 5.5. Suppose that f satisfies conditions (2), (3), (4), (5) and f(t, x, 0) =
0 for all x ∈ RN and t ≥ 0.
(i) If (7) holds, Ker (∆ + ω̂) = {0} and the linear equation{
∂u
∂t
(x, t) = λ∆u(x, t) + λω(t, x)u(x, t), x ∈ RN , t > 0,
u(·, t) ∈ H1(RN), t ≥ 0,
(38)
has no nonzero T -periodic solutions for λ ∈ (0, 1], then there exists R > 0
such that, for any λ ∈ (0, 1] the problem (37) has no T -periodic solutions
u : [0,+∞)→ H1(RN) with ‖u(0)‖H1 ≥ R.
(ii) If (6) holds, Ker (∆ + α̂) = {0} and the linear equation{
∂u
∂t
(x, t) = λ∆u(x, t) + λα(t, x)u(x, t), x ∈ RN , t > 0,
u(·, t) ∈ H1(RN), t ≥ 0,
(39)
has no nonzero T -periodic solutions, then there exists r > 0 such that, for any
λ ∈ (0, 1] the problem (37) has no T -periodic solutions u : [0,+∞)→ H1(RN)
with 0 < ‖u(0)‖H1 ≤ r.
Proof: (i) Suppose to the contrary, i.e. that for any n ≥ 1 there exist λn ∈ (0, 1)
and a time T -periodic solution un : [0,+∞)→ H1(RN) of
∂u
∂t
= λn∆u+ λnf(t, x, u), x ∈ RN , t > 0
with ‖un(0)‖H1 → +∞. This means that zn given by zn(t) := unρn , ρn := 1 +
‖un(0)‖H1, is a T -periodic solution of
∂z
∂t
= λn∆z + λnρ
−1
n f(t, x, ρnz), x ∈ RN , t > 0. (40)
It is also clear that vn : [0,+∞)→ H1(RN) given by vn(t) := zn(t/λn) satisfies
∂v
∂t
= ∆v + ρ−1n f(t/λn, x, ρnv), x ∈ RN , t > 0, (41)
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and that ρn → +∞. Define gn : [0,+∞)×RN×R→ R, gn(t, x, v) := ρ−1n f(t/λn, x, ρnv),
n ≥ 1, t ≥ 0, x ∈ RN , v ∈ R. Since the functions gn, n ≥ 1, satisfy (3) with a
common m0 and (4) with common l and {vn(0)}n≥1 is bounded, by use of Lemma
4.1 and Remark 3.1, we obtain a constant R0 > 0 such that ‖vn(t)‖H1 ≤ R0 for all
n ≥ 1 and t ≥ 0. For a moment fix an arbitrary M > 0 and for any n ≥ 1 take an
integer kn ≥ 1 such that knλnT > M . Observe that Lemma 4.5 gives, for all m ≥ 1
and n ≥ 1,
‖(1− χm)vn(0)‖2L2 = ‖(1− χm)vn(knλnT )‖2L2 ≤ R20e−2aknλnT + αm ≤ R20e−2aM + αm
with αm → 0+ as m → +∞. Since M > 0 is arbitrary we see that ‖(1 −
χm)vn(0)‖L2 ≤ √αm for m,n ≥ 1. Due to the Rellich-Kondrachov for any m ≥ 1,
the set {χmvn(0)}n≥1 is relatively compact in L2(RN). Therefore {vn(0)}n≥1 is rela-
tively compact in L2(RN ), since αm → 0+ as m→ +∞. As a bounded sequence in
H1(RN), (vn(0)) contains a subsequence convergent in L2(RN ) to some v¯0 ∈ H1(RN).
Therefore we may assume that vn(0) → v¯0 in L2(RN). Moreover, we may suppose
that λn → λ0, as n→ +∞ for some λ0 ∈ [0, 1].
First consider the case when λ0 ∈ (0, 1]. Let fn : RN × R→ R, n ≥ 1, be given
by
fn(t, x, z) := ρ
−1
n f(t, x, ρnz), for all t ≥ 0, z ∈ R and a.e. x ∈ R.
Note that (7) and (3) yield
lim
n→+∞
fn(t, x, z) = ω(t, x)z, for all t ≥ 0, z ∈ R and a.e. x ∈ R,
and ‖fn(t, ·, 0)‖L2 = ρ−1n ‖f(t, ·, 0)‖L2 ≤ ρ−1n ‖m0‖L2 → 0, as n → +∞. It allows us
to apply Proposition 4.3 to (41). As a result we infer that zn(t)→ z0(t) in H1(RN)
uniformly with respect to t from compact subsets of (0,+∞), where z0 : [0,+∞)→
H1(RN) is a T -periodic solution of
∂z
∂t
= λ0∆z + λ0ω(t, x)z.
Since ‖z(0)‖H1 = ‖v(0)‖H1 6= 0, we get a nontrivial T -periodic solution of (38) with
λ = λ0, a contradiction proving the desired assertion.
In the situation when λ0 = 0, we apply Proposition 4.4 to (41) to see that
vn(t) → v̂(t) uniformly with respect to t from compact subsets of [0,+∞), where
v̂ : [0,+∞)→ H1(RN) is a nontrivial solution of
∂v
∂t
= ∆v + ω̂(x)v, x ∈ RN , t > 0.
Now observe that, for any t > 0 and kn := [t/λnT ], n ≥ 1, one has
vn(0) = vn(knλnT )→ v̂(t) in H1(RN), as n→ +∞.
Hence v̂ ≡ v¯0 and, as a consequence,
0 = ∆v¯0(x) + ω̂(x)v¯0(x), x ∈ RN ,
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which contradicts the assumption and completes the proof of (i).
To see (ii), suppose that assertion does not hold. Then there exist λn ∈ (0, 1)
and a T -periodic solutions un : [0,+∞)→ H1(RN) of
∂u
∂t
= λn∆u+ λnf(t, x, u), x ∈ RN , t > 0
with ‖un(0)‖H1 > 0, n ≥ 1, and ‖un(0)‖H1 → 0+ as n→ +∞. Put zn := unρn and let
vn(t) := zn(t/λn) with ρn := ‖un(0)‖H1. Then, for each n ≥ 1, zn is a solution of
∂z
∂t
= λn∆z + λnρ
−1
n f(t, x, ρnz), x ∈ RN , t > 0.
and vn is a solution of
∂v
∂t
= ∆v + ρ−1n f(t/λn, x, ρnv), x ∈ RN , t > 0.
The rest of the proof goes along the lines of the proof for (i). 
Remark 5.6.
Let us remark that the nonexistence of solutions for (38) or (39) may be also verified
if α or ω are time dependent. Assume that
sup
t∈[0,T ]
‖ω0(·, t)‖Lp <

p1/2pω¯
1−1/2p
∞
21/2p
, if N = 1, p > 2,
p1/pω¯
(1−1/p)
∞
41/p
, if N = 2, p > 2,
ω¯
1−N/2p
∞
(N/2p)N/2pC(N)N/p
, if N ≥ 3, N ≤ p <∞,
(42)
where C(N) > 0 is the constant in the Sobolev inequality ‖u‖
L
2N
N−2
≤ C(N)‖∇u‖L2,
u ∈ H1(RN). Suppose that u is a nonzero T -periodic solution of (38). Then , for all
t > 0,
d
dt
1
2λ
‖u(t)‖2L2 = −
∫
RN
|∇u(t)|2 dx−
∫
RN
ω∞(t, x)|u(t)|2 dx+
∫
RN
ω0(t, x)|u(t)|2 dx.
(43)
Assume first that N = 1. Then, by use of the Hölder inequality,∫ T
0
(‖∇u(t)‖2L2 + ω¯∞‖u(t)‖2L2) dt ≤ ∫ T
0
‖ω0(t, ·)‖Lp‖u(t)‖2−2/pL2 ‖u(t)‖2/pL∞ dt,
≤ 21/p
∫ T
0
‖ω0(t, ·)‖Lp‖∇u(t)‖1/pL2 ‖u(t)‖2−1/pL2 dt,
where the latter inequality follows by the fact that ‖u‖2L∞ ≤ 2‖∇u‖L2‖u‖L2 for
u ∈ H1(R). In the Young inequality ab ≤ ar
ǫrr
+ b
sǫs
s
where a, b ≥ 0, ǫ > 0 and
r ∈ (1,+∞) such that 1
r
+ 1
s
= 1, put a := ‖ω0(·, t)‖Lp‖∇u(t)‖1/pL2 , b := ‖u(t)‖2−1/pL2
and r := 2p to obtain
‖ω0(t, ·)‖Lp‖∇u(t)‖1/pL2 ‖u(t)‖2−1/pL2 ≤
‖ω0(t, ·)‖2pLp‖∇u(t)‖2L2
2pǫ2p
+
ǫ2p/(2p−1)‖u(t)‖2L2
2p/(2p− 1)
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for any ǫ > 0 and fixed t ∈ [0, T ]. If we take ǫ = ǫ(t) so that 21/p ‖ω0(t,·)‖
2p
Lp
2pǫ2p
= 1, i.e.
ǫ(t) :=
(
2(1−p)/p
p
)1/2p
‖ω0(t, ·)‖Lp and apply (42), then
ω¯∞
∫ T
0
‖u(t)‖2L2 dt ≤ 21/p
2p− 1
2p
∫ T
0
ǫ(t)2p/(2p−1)‖u(t)‖2L2 dt
≤ 21/p
(
2(1−p)/p
p
)1/(2p−1)
sup
t∈[0,T ]
‖ω0(t, ·)‖2p/(2p−1)Lp
∫ T
0
‖u(t)‖2L2 dt
=
(
2
p
)1/(2p−1)
sup
t∈[0,T ]
‖ω0(t, ·)‖2p/(2p−1)Lp
∫ T
0
‖u(t)‖2L2 dt
< ω¯∞
∫ T
0
‖u(t)‖2L2 dt,
a contradiction proving that (38) has no nontrivial T -periodic solutions. Assume
now that N = 2. Then by (43) and the Hölder inequality it follows that∫ T
0
(‖∇u(t)‖2L2 + ω¯∞‖u(t)‖2L2) dt≤∫ T
0
‖ω0(t, ·)‖Lp‖u(t)‖4/pL4 ‖u(t)‖2−4/pL2 dt,
which in view of the Sobolev inequality ‖u‖2L4 ≤ 2‖u‖L2‖∇u‖L2, u ∈ H1(R2) implies∫ T
0
(‖∇u(t)‖2L2 + ω¯∞‖u(t)‖2L2) dt≤22/p∫ T
0
‖ω0(t, ·)‖Lp‖∇u(t)‖2/pL2 ‖u(t)‖2−2/pL2 dt.
(44)
By use of the Young inequality, we obtain for any ǫ > 0 and fixed t ∈ [0, T ],
‖ω0(t, ·)‖Lp‖∇u(t)‖2/pL2 ‖u(t)‖2−2/pL2 ≤
‖ω0(t, ·)‖pLp‖∇u(t)‖2L2
pǫp
+
ǫp/(p−1)‖u(t)‖2L2
p/(p− 1) .
(45)
Choose ǫ = ǫ(t) > 0 such that 2
2/p
pǫp
‖ω0(·, t)‖pLp = 1, i.e. ǫ(t) := 2
2/p2
p1/p
‖ω0(·, t)‖Lp.
Then, by applying (42), we have
ω¯∞
∫ T
0
‖u(t)‖2L2 ≤ 22/p
(p− 1)
p
∫ T
0
ǫ(t)p/(p−1)‖u(t)‖2L2 dt
≤
(
4
p
)1/(p−1)
sup
t∈[0,T ]
‖ω0(t, ·)‖p/(p−1)Lp
∫ T
0
‖u(t)‖2L2 dt
< ω¯∞
∫ T
0
‖u(t)‖2L2 dt,
which contradicts the existence of nonzero T -periodic solution for (38). Finally, for
N ≥ 3, by use of the Hölder and the Sobolev inequalities we get∫ T
0
(‖∇u(t)‖2L2 + ω¯∞‖u(t)‖2L2) dt≤∫ T
0
‖ω0(t, ·)‖Lp‖u(t)‖N/pL2N/(N−2)‖u(t)‖
2−N/p
L2 dt
≤C(N)N/p
∫ T
0
‖ω0(·, t)‖Lp‖∇u(t)‖N/pL2 ‖u(t)‖2−N/pL2 dt.
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In view of the Young inequality, for any ǫ > 0 and fixed t ∈ [0, T ],
‖ω0(·, t)‖Lp‖∇u(t)‖
N
p
L2‖u(t)‖
2−N
p
L2 ≤
N/2p
ǫ
2p
N
‖ω0(·, t)‖
2p
N
Lp‖∇u(t)‖2L2+
(
1−N
2p
)
ǫ
2p
2p−N‖u(t)‖2L2
Take ǫ = ǫ(t) so that N
2p
·C(N)N/p
ǫ(t)
2p
N
‖ω0(·, t)‖
2p
N
Lp = 1, i.e. ǫ(t) = (N/2p)
N/2pC(N)N
2/2p2‖ω0(·, t)‖Lp
and apply (42), then
ω¯∞
∫ T
0
‖u(t)‖2L2 dt ≤ C(N)N/p
(
1− N
2p
)∫ T
0
ǫ(t)
2p
2p−N ‖u(t)‖2L2 dt
≤ (N/2p)N/(2p−N)C(N)2N/(2p−N)
∫ T
0
‖ω0(·, t)‖
2p
2p−N
Lp ‖u(t)‖2L2 dt
≤ (N/2p)N/(2p−N)C(N)2N/(2p−N) sup
t∈[0,T ]
‖ω0(·, t)‖
2p
2p−N
Lp
∫ T
0
‖u(t)‖2L2 dt
< ω¯∞
∫ T
0
‖u(t)‖2L2 dt,
a contradiction proving that (38) has no nontrivial T -periodic solutions.
6 Proofs of Theorems 1.1 and 1.2
We start with a linearization method for computing the fixed point index of the
translation operator in the autonomous case.
Proposition 6.1. Assume that f : RN×R→ R satisfies conditions (3), (4) and (5)
(in their time-independent versions) and let Φt be the translation along trajectories
for the autonomous equation{
∂u
∂t
(x, t) = ∆u(x, t) + f(x, u(x, t)), x ∈ RN , t > 0,
u(·, t) ∈ H1(RN), t ≥ 0.
(i) If (7) holds and Ker(∆+ω) = {0}, then there exists R0 > 0 such that −∆u(x) =
f(x, u(x)), x ∈ RN , has no solutions u ∈ H1(RN) with ‖u‖H1 ≥ R0 and there exists
t¯ > 0 such that, for all t ∈ (0, t¯], Φt(u¯) 6= u¯ for all u¯ ∈ H1(RN) \ BH1(0, R0) and,
for all and all t ∈ (0, t¯] and R ≥ R0,
Ind(Φt, BH1(0, R)) = (−1)m(∞)
where m(∞) is the total multiplicity of the positive eigenvalues of ∆+ ω.
(ii) If (6) holds and Ker(∆+α) = {0}, then there exists r0 > 0 such that −∆u(x) =
f(x, u(x)), x ∈ RN , has no solutions with 0 < ‖u‖H1 ≤ r0 and there exists t¯ > 0
such that, for all t ∈ (0, t¯], Φt(u¯) 6= u¯ for all u¯ ∈ BH1(0, r0) \ {0} and, for each
t ∈ (0, t¯],
Ind(Φt, BH1(0, r0)) = (−1)m(0)
where m(0) is the total multiplicity of the positive eigenvalues of ∆+ α.
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Remark 6.2. Recall the known arguments on the spectrum of −∆− ω0 + ω∞. To
this end, define B0 : D(B0) → L2(RN) with D(B0) := H1(RN) by B0u := ω0u and
B∞ : L
2(RN) → L2(RN) by B∞u := ω∞u. By [19], A∞ := A − B0 + B∞ is a C0
semigroup generator and its spectrum σ(A∞) is contained in an interval (−c,+∞)
with some c > 0. It is clear that σ(A + B∞) ⊂ [ω¯∞,+∞). Moreover, it is known,
that B0(A+B∞)−1 : L2(RN)→ L2(RN) is a compact linear operator – for the proof
we refer to [20, Lem. 3.1], where the result is obtained under assumption N ≥ 3.
However a proper restatement, i.e. exploiting Sobolev embeddings H1(R) ⊂ L∞(R)
for N = 1 and H1(R2) ⊂ L4(R2) - in case N = 2 together with the Rellich-
Kondrachov Theorem, leads to the same conclusion. Therefore, by use of the Weyl
theorem on essential spectra, we obtain σess(A∞) = σess(A+B∞) ⊂ σ(A+B∞) ⊂
[ω¯∞,+∞) (see e.g. [22]). Hence, by general characterizations of essential spectrum,
we see that σ(A∞)∩ (−∞, 0) consists of isolated eigenvalues with finite dimensional
eigenspaces (see [22]).
Proof of Proposition 6.1: (i) We start with an observation that there exists
R0 > 0 such that the problem
0 = ∆u+ (1− µ)f(x, u) + µω(x)u, x ∈ RN , (46)
has no weak solutions in H1(RN) \BH1(0, R0). To see this, suppose to the contrary
that there exist a sequence (µn) in [0, 1] and solutions u¯n, n ≥ 1, of (46) with
µ = µn such that ‖u¯n‖H1 → +∞ as n → +∞. Put ρn := 1 + ‖u¯n‖H1 and observe
that v¯n := u¯nρn are solutions of
0 = ∆v + (1− µn)ρ−1n f(x, ρnv) + µnω(x)v, x ∈ RN .
Clearly
ρ−1n f(x, ρnv)→ ω(x)v as n→ +∞ for all t ≥ 0 and a.a. x ∈ RN .
Hence, by use of Remark 5.2 we see that (u¯n) contains a sequence convergent to
some u¯0 ∈ H1(RN) being a weak nonzero solution of 0 = ∆u + ω(x)u, x ∈ RN , a
contradiction proving that (46) has no solutions outside some ball BH1(0, R0).
Now consider the equation
∂u
∂t
= ∆u+ (1− µ)f(x, u) + µω(x)u, x ∈ RN , t > 0, (47)
where µ ∈ [0, 1] is a parameter. Let Ψt : H1(RN) × [0, 1] → H1(RN), t > 0, be
the parameterized translation along trajectories operator for the above equation. In
view of Theorem 5.3, there exists t¯ > 0 such that
Ψt(u¯, µ) 6= u¯ for all t ∈ (0, t¯], u¯ ∈ ∂BH1(0, R0).
By Proposition 4.7 (iii), the homotopyΨt is admissible in the sense of the fixed point
theory for ultimately compact maps (see Section 2). Therefore using the homotopy
invariance one has, for t ∈ (0, t¯],
Ind(Φt, BH1(0, R0)) = Ind(e
−tA∞ , BH1(0, R0)) (48)
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where A∞ := A−B0 +B∞.
It is left to determine the fixed point index of e−tA∞ . We note that the set
σ(A∞)∩(−∞, 0) is bounded and closed. Hence, in view of the spectral theorem (see
[26]) there are closed subspaces X− andX+ of L2(RN) such thatX−⊕X+ = L2(RN),
dimX− < +∞, A∞(X−) ⊂ X−, A∞(D(A∞) ∩ X+) ⊂ X+, σ(A∞|X−) = σ(A∞) ∩
(−∞, 0), σ(A∞|X+) = σ(A∞)∩ (0,+∞). Define Θt : H1(RN )× [0, 1]→ H1(RN) by
Θt(u¯, µ) := (1− µ)e−tA∞ u¯+ µe−tA∞P−u¯,
where P− : H1(RN )→ H1(RN ) is the restriction of the projection ontoX−∩H1(RN)
in L2(RN). Since dimX− < +∞ we infer that P− is continuous. W also claim that
Θt is ultimately compact. To see this take a bounded set V ⊂ H1(RN) such that
V = convH
1
Θt(V × [0, 1]). This means that V ⊂ convH1e−tA∞(V ∪ P−V ). Since
V ∪ P−V is bounded, Proposition 4.7 (ii) implies that V is relatively compact in
H1(RN), which proves the ultimate compactness ofΘt. SinceKer(I−Θt(·, µ)) = {0}
for µ ∈ [0, 1], by the homotopy invariance and the restriction property of the Leray-
Schauder fixed point index, one gets
Ind(e−tA∞ , BH1(0, R0)) = IndLS(e
−tA∞P−, BH1(0, R0))
= IndLS(e
−t(A∞ |X−), BH1(0, R0) ∩X−) = (−1)m(∞).
The latter equality comes from the fact that σ(A∞|X−) ⊂ (−∞, 0) consists of iso-
lated eigenvalues of finite dimensional eigenspaces. This ends the proof of (i) together
with (48).
(ii) First we shall prove the existence of r0 > 0 such that the problem
0 = ∆u+ (1− µ)f(x, u) + µα(x)u, x ∈ RN , (49)
has no solutions in BH1(0, r0) \ {0}. Suppose to the contrary that there exist a
sequence (µn) in [0, 1] and solutions u¯n : [0,+∞) → H1(RN), n ≥ 1, of (49) with
µ = µn such that ‖u¯n‖H1 → 0+ as n → +∞ and ‖u¯n‖H1 6= 0, n ≥ 1. Put
ρn := ‖u¯n‖H1. Then v¯n := u¯nρn are solutions of
0 = ∆v + (1− µn)ρ−1n f(x, ρnv) + µnα(x)v, x ∈ RN .
Observe that
ρ−1n f(x, ρnv)→ α(x)v as n→∞ for a.a. x ∈ RN .
Using again Remark 5.2 one can see that (u¯n) (up to a subsequence) converges to
some nonzero solution of 0 = ∆u + α(x)u, x ∈ RN , a contradiction. Summing up,
there is r0 > 0 such that (49) has no solutions u ∈ H1(RN ) with 0 < ‖u‖H1 ≤ r0.
The rest of the proof runs as before: by Ψt : H1(RN)× [0, 1] → H1(RN), t > 0 we
denote the translation along trajectories operator for the equation
∂u
∂t
= ∆u+ (1− µ)f(x, u) + µα(x)u, x ∈ RN , t > 0, µ ∈ [0, 1], (50)
and, by applying Theorem 5.3 we obtain the existence of t¯ > 0 such that
Ψt(u¯, µ) 6= u¯ for all t ∈ (0, t¯], u¯ ∈ ∂BH1(0, r0).
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Next Proposition 4.7 (iii) ensures the admissibility of Ψt and by homotopy invari-
ance, for t ∈ (0, t¯], we have
Ind(Φt, BH1(0, r0)) = Ind(e
−tA0 , BH1(0, r0)) (51)
where A0 := A − C0 + C∞ and operators Ci : D(Ci) → L2(RN) with D(Ci) =
H1(RN) are given by Ciu := αiu, i ∈ {0,∞}. Now one can easily determine
fixed point index of e−tA0 by arguing as in part (i) (with A∞ replaced by A0 and
BH1(0, R0) replaced by BH1(0, r0)) and, as a consequence, obtain that
Ind(e−tA0 , BH1(0, r0)) = IndLS(e
−tA0P−, BH1(0, r0))
= IndLS(e
−t(A0|X−), BH1(0, r0) ∩X−) = (−1)m(0).
This completes the proof. 
Now we are ready to conclude and provide proofs of our main results.
Proof of Theorem 1.1: Let Φt, t > 0, be the translation operator for (1). It is
clear that
lim
|u|→+∞
f̂(x, u)
u
= ω̂(x), for any x ∈ RN .
Hence, by applying Proposition 6.1 (i) we obtain R0 > 0 such that
∆u(x) + f̂(x, u(x)) = 0, x ∈ RN ,
has no solutions in the set H1(RN) \ BH1(0, R0) and there exists t0 > 0 such that,
for t ∈ (0, t0],
Ind(Φ̂t, BH1(0, R0)) = (−1)m(∞). (52)
Due to Proposition 5.5 and the assumption, increasing R0 if necessary, we can assume
that (38) has no T -periodic solutions starting from H1(RN) \ BH1(0, R0). Taking
U := BH1(0, R0) and applying Corollary 5.4 we get
Ind(ΦT , BH1(0, R0)) = lim
t→0+
Ind(Φ̂t, BH1(0, R0)),
which along with (52) yields Ind(ΦT , BH1(0, R0)) = (−1)m(∞). This and the exis-
tence property of the fixed point index imply that there exists u¯ ∈ BH1(0, R0) such
that ΦT (u¯) = u¯, i.e. there exists a T -periodic solution of (1). 
Proof of Theorem 1.2: First use Proposition 6.1 to get R0, r0 > 0 such that
lim
t→0+
Ind(Φ̂t, BH1(0, R)) = (−1)m−(∞) if R ≥ R0 (53)
and
lim
t→0+
Ind(Φ̂t, BH1(0, r)) = (−1)m(0) if 0 < r ≤ r0. (54)
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Now, due to Proposition 5.5 there exist R ≥ R0 and r ∈ (0, r0] such that, for any
λ ∈ (0, 1], (37) has no solutions with u(0) ∈ BH1(0, r)∪
(
H1(RN) \BH1(0, R)
)
. Next
we put U := BH1(0, R) \BH1(0, r) and apply Corollary 5.4 to get
Ind(ΦT , U) = lim
t→0+
Ind(Φ̂t, U).
This together with (53) and (54), by use of the additivity property of the fixed point
index, yields
Ind(ΦT , U) = lim
t→0+
Ind(Φ̂t, BH1(0, R))− lim
t→0+
Ind(Φ̂t, BH1(0, r))
= (−1)m(∞) − (−1)m(0) 6= 0,
which gives the existence of the fixed point of ΦT in U . 
References
[1] R.R. Akhmerov, M.I. Kamenskii , A.S. Potapov, A.E. Rodkina, B.N. Sadovskii,
Measures of Noncompactness and Condensing Operators, Birkhäuser 1992.
[2] H. Amman, E. Zehnder , Nontrivial solutions for a class of nonresonance prob-
lems and applications to nonlinear differential equations, Annali della Scuola
Superiore di Pisa, t. 7 (4), 1980, 539–603.
[3] F. Antoci, M. Prizzi, Attractors and global averaging of non-autonomous
reaction-diffusion equations in RN , Topol. Methods Nonlinear Anal. 20 (2002),
no. 2, 229–259.
[4] R.R. Becker, Periodic solutions of semilinear equations of evolution of compact
type, J. Math. Anal. Appl. 82 (1981) 33–48.
[5] H. Brezis, L. Nirenberg, Characterizations of the ranges of some nonlinear op-
erators and applications to boundary value problems, Ann. Scuola Norm. Sup.
Pisa Cl. Sci. (4) 5 (1978), no. 2, 225–326.
[6] J. Cholewa, T. Dłotko, Global Attractors in Abstract Parabolic Problems, Cam-
bridge University Press, 2000.
[7] A. Ćwiszewski, Positive periodic solutions of parabolic evolution problems: a
translation along trajectories approach, Centr. Eur. J. Math., vol. 9, no. 2
(2011), 244–268.
[8] A. Ćwiszewski, Periodic and stationary solutions of nonlinear evolution equa-
tions: translation along trajectories method, habilitation report, Toruń, 2011,
http://arxiv.org/pdf/1309.6295.pdf.
[9] A. Ćwiszewski, R. Łukasiak, A Landesmanďż˝Lazer type result for periodic
parabolic problems on RN at resonance, Nonlinear An. TMA 125 (2015), 608–
625.
30
[10] K. Deimling, Multivalued Differential Equations, Walter de Gruyter, Berlin,
New York, 1992.
[11] N. Dunford, J. T. Schwartz, Linear Operators, Parts I and II, Wiley-
Interscience, New York 1966.
[12] A. Granas, J. Dugundji, Fixed Point Theory, Springer-Verlag, New York 2003.
[13] D. Henry, Geometric Theory of Semilinear Parabolic Equations, Springer Ver-
lag, 1981.
[14] P. Hess, Periodic-parabolic boundary value problems and positivity, Pitman Re-
search Notes in Mathematics Series, 247, Longman Scientific & Technical, John
Wiley & Sons, 1991.
[15] N. Hirano, Existence of multiple periodic solutions for a semilinear evolution
equations, Proc. Amer. Math. Soc. 106 (1989), 107-114.
[16] N. Hirano, Existence of periodic solutions for nonlinear evolution equations in
Hilbert spaces, Proc. Amer. Math. Soc. 120, no. 1 (1994), 107–114.
[17] S. Hu, N. S. Papageorgiou N., On the existence of periodic solutions for a class
of nonlinear evolution inclusions, Boll. Unione Mat. Ital., 7B, 1993, 591–605.
[18] M. N. Nkashama, M. Willem, Time-periodic solutions of boundary value prob-
lems for nonlinear heat, telegraph and beam equations, in Differential Equations:
Qualitative Theory, Szeged (Hungary); Coll. Math. Soc. Jďż˝nos Bolyai, 1984,
47, 809–845.
[19] A. Pazy, Semigroups of linear operators and applications to partial differential
equations, Springer Verlag 1983.
[20] M. Prizzi, On admissibility of parabolic equations in RN , Fund. Math. 176
(2003), 261–275.
[21] J. Prüss, Periodic solutions of semilinear evolution equations, Nonlinear Anal.
3, (1979), 221–235.
[22] M. Schechter, Spectra of partial differential operators, North-Holland 1986.
[23] G. Sell, Y. You, Dynamics of Evolutionary Equations, Springer Verlag, 2002.
[24] N. Shioji, Existence of periodic solutions for nonlinear evolution equations with
nonmonotonic perturbations, Proc. Amer. Math. Soc., 125 (1997), 2921–2929.
[25] H. Tanabe, Equations of evolution, Monographs and Studies in Mathematis no.
6, Pitman 1979.
[26] A. E. Taylor, Functional Analysis, Wiley, New York 1961.
[27] O. Vejvoda, L. Herrmann, V. Lovicar, M. Sova, I. Straškraba, M. Štědrý, Partial
differential equations: time-periodic solutions, Martinus Nijhoff Publishers, The
Hague, 1981.
31
[28] B. Wang, Attractors for reaction-diffusion equations in unbounded domains,
Phys. D 128 (1999), 41–52.
32
