Communication is vital to complete tasks coordinately for robot swarms. In this paper, we investigate massive MIMO enabled robot swarms. Specifically, for the robot swarms, the transceiver beamforming not only needs to maximize the rate, but also has to restrict the interference on other receivers. Therefore, the transceiver design of robots is critical to optimize the sum-rate performance under the restriction of the interference on the a specific robot. Currently, only exhaustive search is able to provide the optimal solution for the problem, whereas its complexity is unacceptable. In this paper, to address the intractable issue, based on the max-plus approach, we consider each transmitter or receiver as an independent decision agent, and all robots coordinately choose the optimal joint beam combination by max-plus algorithm. In the multi-agent framework, each agent learns the policy of choosing analog beam by reinforcement learning (RL). Furthermore, to improve the learning efficiency of RL and reduce the transmission latency, we exploit the efficient ELM network to replace the deep network of deep RL, and propose a ELM-based RL method to conduct the transmission between robots in robot swarm. Analysis and simulation results reveal that, the proposed method is able to achieve a near-optimal sum-rate performance, while the complexity is acceptable.
I. INTRODUCTION
Robot swarm [1] , [2] is one of the hottest fields, since it can be widely used in artificial intelligence and the internet of things. As the critical technique in real-world robot swarms, wireless communication is attracting a lot of attention. Currently, a large amount of problems about wireless communications [3] , [4] need to be solved in robot swarms. One of the most urgent problems is to develop high-efficiency intelligent transmission technologies to achieve the high-rate transmission in wireless-connected robot swarms.
In parallel, millimeter wave (mmWave) communication [5] , [6] with broad bandwidth is a promising technology for high-capability transmission. What is more, the mmWave massive MIMO [7] , [8] with shorter wavelength is able to make dozens or hundreds of antennas to be packed into a small size [9] , [10] , thus it is very suitable to be employed The associate editor coordinating the review of this manuscript and approving it for publication was Jinming Wen . in robots. Moreover, it can exploit hybrid precoding (HP) [11] , [12] to concentrate the signal in a narrow direction range. Therefore, this gives us a brand new clue and inspiration to improve the transmission rate and restrict the interference from other robot by sophisticatedly adjusting the beam of the other robot's transmitter and the beam of the received robot.
The HP technique has obtained considerable attention for mmWave massive MIMO systems [13] , [14] , where the amount of radio frequency (RF) chains is smaller than that of antennas. Its key idea is to implement precoding in highdimensional analog domains but low-dimensional digital domains [15] , [16] .
In this paper, since HP is able to concentrate the beams on a narrow direction range, we apply massive MIMO and HP into robot communications to restrict the interference of each other. More than that, we investigate HP design for massive MIMO employed on robots. In HP based robot communications, for the transceiver on robots, the beam combination not only needs to maximize the rate of its transmission, but also has to consider the interference on other robots. Therefore, the HP design is highly important to optimize the sum-rate performance and restrict the interference. Currently, only exhaustive search can provide the optimal solution for this problem, but its complexity is very massive. Here, to address the intractable issue, based on the multi-agent framework, we consider each robot as an independent decision agent, and all agents coordinately choose the optimal joint beam combination by max-plus algorithm [17] , [18] . In max-plus algorithm, each agent learns the policy of choosing suitable analog beam by reinforcement learning (RL) [19] . Moreover, to improve the learning efficiency of RL and reduce the transmission delay of robot swarm, we use the efficient ELM model to replace the deep model of deep RL, and propose a ELM-based RL method to implement the multiagent based HP. Analysis and simulation results reveal that, the proposed is able to achieve a near-optimal sum-rate performance under interference restrict, while the complexity would be reduced by several orders of magnitude, compared with exhaustive search.
To the best of our knowledge, this paper is the first attempt to solve the communications between robots by multi-agent decision approach. Our main contributions are as follows:
1) We apply the massive MIMO and HP on robot communications to restrict interference. Since the HP is able to produce the narrow beam with high directivity, the interference from transmitters can be restricted by suitable beamformer. This would be a novel and promising solution for robot communications. 2) To address the intractable issue of maximization of sum rate of whole robot swarm, we bring in the multiagent framework where each robot is considered as an independent decision agent, and all agents coordinately choose the optimal joint beam combination by maxplus algorithm. 3) To improve the learning efficiency of each agent and reduce the transmission delay, we propose a novel efficient RL system, where Q network is built by ELM network. Since only a least square problem need to be solved in the update of weights in ELM-network-based learning, the consumption of training time is extremely small. Hence, the proposed HP design method has a low time consumption. Thus, the latency of robot communications could be very low. The reminder of this paper is organised as follows. In Section II, we introduce the system model. In Section III, we discuss the problem formulation. In Section IV, HP based on multi-agent framework is proposed. In Section V, the efficient ELM-network-based RL for HP is proposed. Simulation results are presented in Section VI. Finally, the paper is summarized in Section VII.
Notations: x, x and X denote scalar, vector and matrix, respectively. x T represents the transpose of vector x. diag[x 1 , x 2 , · · · , x k ] denotes a matrix whose diagonal elements are composed by x 1 , x 2 , · · · , x k while the rest of elements are zero. · represents Forbinius norm. S denotes a set, and |S| is the cardinality of set S.
II. SYSTEM MODEL
Let us consider a robot communication system with two pairs of transmitter and receiver. We classify the two pairs as the primary transmitter and primary receiver and the secondary transmitter and secondary receiver. A mmWave MIMO apparatus is equipped on each robot. Therefore, the secondary transmitter has to take the interference caused on primary receiver into the consideration of precoder design, while the secondary receiver has to take the interference from primary transmitter into the consideration of combiner design. Firstly, let us see the system model of the primary pair.
A. SYSTEM MODEL OF PRIMARY PAIR
In the primary pair, the receiver and the transmitter are equipped with N P R and N P T antennas, respectively. Assume N P S is the amount of transmit data streams, and let s P ∈ C N P s be the symbol vector needed to be transmitted and E s P (s P )
Here, under the assumption that only primary pair exists in the robot swarm system, the received signal of the primary receiver y P ∈ C N P R can be written as
where n ∈ C N P R denotes the additive white Gaussian noise (AWGN) with n ∼ CN 0, σ 2 n I N P
We use the geometric channel model as the mmWave channel model in robot swarm. Furthermore, we assume the amount of scattering path is L P . To be more specific, H P can VOLUME 8, 2020
be written as
where α i is the complex gain of the ith path and the variables θ rec i and θ tran i are the AoAs of robot's receiver and DoAs of the robot's transmitter of ith path, respectively. Here, the azimuth is considered only, thus, a P rece (θ rece i ) and a P tran (θ tran i ) are the antenna array response vectors at the transceiver. Here, we use ULA model to represent them. Thus, a P rec (θ rec k,i ) and a P tran (θ tran k,i ) can be expressed as
respectively, where λ is the signal wavelength and d is the antenna space.
For the receiver of robot, the signal is received by the robot and processed by analog and digital combiners as
R_P is the analog combiner and W P B ∈ C N RF R ×N P S denotes the digital combiner. So far, the spectral efficiency of this pair of robot can be written as
is the covariance matrix of the second term in (4).
B. RECEIVED SIGNAL
In practice, the received signal of the primary receiver y P ∈ C N P R can be written as
where
T is the mmWave channel from primary transmitter to secondary receiver.
Then, by analog and digital combiners, the signal can be further expressed as
So far, the achievable rate can be written as
In (9), B P is the interference power caused by the secondary transmitter, C P is the interference power caused by noise.
On the other side, the received signal of the secondary receiver y s ∈ C N P R can be written as
where H ps ∈ C N P R ×N s T is the mmWave channel from primary transmitter to secondary receiver.
So far, the achievable rate of the secondary pair can be written as
III. PROBLEM FORMULATION
We formulate the HP design problem according to the interference where the interference is considered with a specific interference power constraint. Specifically, the aim of this problem is to maximize the sum rate of the two pairs of robot transmissions, in the meanwhile constraint the interference on the receiver of the primary robot from the transmitter of the secondary robot, which can be formulated as
Note that the design of the analog precoder and digital precoder is coupling. Each computation of the sum-rate can be performed only after both the analog precoder and digital precoder are determined, which leads to the intractable computational complexity to solve it. According to the existing methods, a typical method to decouple the design of the analog precoder and digital precoder is the first determining F R and f R while fixing F B , and then determining F B based on zero-forcing or minimum mean-squared error (MMSE) criterion.
In the current solutions, the transmitter RF precoder and the RF combiners are jointly designed to maximize the equivalent channel gain, neglecting the resulting interference among users.
However, different to the conventional methods for multireceiver hybrid precoding, not only the digital precoder is exploited to manage the interference in the unlicensed spectrum hybrid precoding, but also the analog precoder is considered to suppress the interference. Specifically, the best analog precoder and best analog combiner not only need to maximize the equivalent channel gain for each pair, in the meanwhile need to minimize the interference between the primary pair and secondary pair. Since we adopt maximum ratio transmission criterion, we use the similarity between the equivalent channels to measure the interference between the primary pair and secondary pair. Therefore, the equation (14) can be reformulated as [20] maximize
whereh
Similar to the previous works, the joint design described above can be conducted by exhaustive search, which causes the massive time consumption. In what follows, we propose an efficient and novel method to address the problem.
IV. HYBRID PRECODING BASED ON MULTI-AGENT FRAMEWORK
In order to determine the optimal joint action for the problem (15), we use multi-agent framework to realize the selection of optimal beam of each terminal.
A. MAX-PLUS ALGORITHM
We can take the interference between the primary pair and the secondary pair as the exchange of payoff messages. Then, the decision process can be realized by max-plus algorithm, where the robots keep sending payoff messages each other before the value remains stable. The max-plus algorithm is a widely used approach for calculating maximum a posteriori (MAP) value in a complicated graphic without direction.
Similar to Bayesian networks, the max-plus algorithm is conducted by keeping with sending value µ ij (a j ) to neighbours, which is considered as a local payoff value.
We can refine the above conclusion to our multi-robot decision issue, since computing MAP is same to obtain the optimal joint action in a connected graphic. The global payoff function of whole robot swarm system can be expressed as
Here, (i, j) ∈ E denotes a pair of robots connected by an edge, and f ij is a local payoff function that maps the combination of two actions (a i , a j ) to a real value f ij (a i , a j ). Then, our goal is to derive the optimal joint action a * which is able to male (17) maximum. Robot i sends a value µ ij to its neighbor node j ∈ (i) again and again, where µ ij is a following value of taking action a j by robot j, (18) where (i)\j denotes the set of the all connected neighbors of i besides j and c ij represents a normalization parameter.
One may take this message as the approximation of the maximum payoff when robot i chooses action j. And this message can be calculated by maximizing the total payoff value f ij and other message from the connected neighbors besides robot j. Each robot keeps sending the massage to each other before the value remains stable.
B. PAYOFF DESIGN
Here, we use the equivalent channel gain w P R H P F P R as the payoff of the coordinated action of primary pair. Then, we use the equivalent channel gain w s R H s F s R as the payoff of the coordinated action of the secondary pair. On the other side, for the interference link, we use − h H Ph Ps as the payoff of the coordinated action of the primary transmitter and the secondary receiver. Then, we use − h H sh sP as the payoff of the coordinated action of the secondary transmitter and the primary receiver.
According to the metric derived above, the payoff of each robot and pair can be presented in the following.
C. REINFORCEMENT LEARNING BASED DECISION MAKING
RL is a state-of-art approach in the way of self-learning from the surrounding state and environment state and rather than from the label or target data. In robot swarm, each robot takes decision by RL where robots would take action or action sequence by observing the environment so as to maximize their corresponding cumulative reward. In this problem, we consider the corresponding transmission channel as the environment, and take the above payoff as the reward for each robot. Detailedly, the elements of RL-based robot transmission system can be listed as: 1) S: state set whose element s is a specific state (s ∈ S); 2) A: the action set of robot whose element a is an action (a ∈ A); 3) R: the reward set whose element r s,a represents the reward when the robot takes action a at state s; One of the most important areas of artificial intelligence (AI) field stemmed from the above content is deep RL. After the milestone of RL combining with deep learning, deep RL has turned into one of the most cutting-edge fields of AI research, and it is able to perform rather incredible ability in complicated tasks of robot. However, to obtain a same ability, deep RL may need many orders of magnitude more training time and training samples than human beings. Therefore, it is rather laggard to achieve a suitable policy model for deep RL. The massive transmission latency caused by the slow learning is unacceptable in the communication between robot swarm. Therefore, to address the requirement of learning speed in the communication between robot swarm, we propose a new RL scheme, where Q network in RL is constructed by extreme learning machine (ELM) [21] , [22] . In ELM, the weight update is by a least square manipulation so the training time is very efficient. Hence, the ELM-based RL scheme has a better learning efficiency [23] , [24] .
V. ELM BASED REINFORCEMENT LEARNING A. INTRODUCTION OF ELM
ELM gives an alternative method of deep learning model which has the drawback of time-consuming training for the great number of the bias and weights. In ELM, the initial data x is turned into the activation vector by multiplying initial data with input weights a i and adding bias b i . Then, thus the final output result can be derived by multiplying the activation vector with the output weight [25] , [26] .
Detailedly, provided the training data pair {x, y}, input weights a i and bias b i , the ith activation vector h i (x) can be written as
where G is the activation function, input weights a and adding bias b are both static but generated randomly. Then, the output can be written as
where w i is the ith output weights, and also call it model weights, and A is the number of hidden nodes.
When we have N training samples, the above process can be described in a matrix format:
Based on the ridge regression, the objective function of ELM can be written as min w 1 2
Hw − y 2 +
The Moore-Penrose generalized inverse of the matrix H can be the solution of the above objective function can be written as
B. INCREMENT OF INPUT DATA IN ELM
In the incremental form, when the new batch data H k+1 comes, the updated weights can be written as
Therefore, in the proposed scheme, we exploit the increment ELM to fit the Q function to replace the deep model. Besides, We still adopt the experience memory for training our the ELM-based RL. The experience memory stores the previous experienced events of an individual robot. By obtaining samples from the experience memory randomly, the obtained samples can establish a training data batch consisting of decorrelated samples. We can consider a new training data batch as H k+1 in the above equation.
VI. SIMULATIONS
Here, simulation results are provided to demonstrate the performance and effective of the max-plus based coordinated transmission for robot swarms. Firstly, we set β = 4.2 and the distance between each robot is D = 20. Apart from that, we let the transmit data streams on a robot N S = 5, N T = 18, N RF T = 8, N R = 14, N RF R = 6, and the amount of scattering path L = 5. More than that, we let the received power on robot receiver P R = 10 dB. For the parameters of ELM model, we let A = 30 and let the activation function G as sigmoid function. In addition, the associated entry of a i , b i , for i = 1, · · · ,A is distributed from the standard uniform distribution on the interval [−1, 1].
A. EXPERIMENTAL RESULTS
In Fig. 3 and Fig. 4 , DQN-1 uses deep learning model with two layer and 32 nodes in each hidden layer where the dropout probability is 0.5, DQN-2 exploits deep learning model with two layer and 20 nodes in each hidden layer. The average spectral efficiency is derived across 1000 realizations.
One may see in Fig. 3 , the average spectral efficiency of every scheme boosts as the amount of training epoch grows, which demonstrate every scheme has the learning ability by the interaction with environment. Besides, we can observe that the proposed max-plus based coordinated transmission, DQN-1 have almost the same increments of the average spectral efficiency. Hence, we are able to reckon that the max-plus based coordinated transmission, DQN-1 share the same performance of spectral efficiency, i.e., the almost same learning ability. So, we can take DQN-1, as the baseline approach to do the detailed comparisons. Apart from that, the spectral efficiency of DQN-2 in Fig. 3 is obviously inferior to the proposed and DQN-1 methods. The reason for this is that DQN-2 exploits deep network with one hidden layer only, thus it has inferior function-fitting ability. Fig. 4 , one may see that, the spectral efficiency of DQN-1 method and the exhaustive search are less than that of the proposed max-plus based coordinated transmission within the same simulation time consumption, which proves the proposed max-plus based coordinated transmission can get more reward of spectral efficiency than DQN-1 within the same simulation time consumption. Consequently, the proposed max-plus based coordinated transmission is much more efficient than the DQN-1 and the exhaustive search. Hence, the feasibility of the proposed max-plus based coordinated transmission for robot swarm is verified.
The further demonstration for our proposed max-plus based coordinated transmission of robot swarm is conducted, where the spectral efficiency under different training times and several network size for the proposed max-plus based coordinated transmission of robot swarm and DQN-1 are shown in Tab 1 and Tab 2, respectively. In Tab 1 and Tab 2, the spectral efficiency is abbreviated as SE, the all amount of hidden nodes are denoted by A, respectively. Firstly, by observing Tab 1, we can see that, when the ELM network size is very tiny, the spectral efficiency of the proposed max-plus based coordinated transmission increases with the amount of hidden nodes. For instance, the spectral efficiency at 2700s of the ELM network with A = 30 is 25.94, and it boosts to 27.42 when A = 70. Moreover, one may notice that, the increment of the spectral efficiency with the amount of hidden nodes may hold on until the ELM network size increases to a larger situation. For instance, the spectral efficiency at 2700s of the network with A = 70 is 27.42, while the average reward at 2700s of the ELM network with A = 75 is 23.66. The reason is the learning efficiency of the proposed max-plus based coordinated transmission is nothing to do with the amount of hidden nodes. So the training time consumption would be boosted as the amount of hidden nodes. Fig. 5 reveals the cumulative spectral efficiency within 200s. As shown in Fig. 5 , the proposed max-plus based coordinated transmission of robot swarm is able to obtain higher spectral efficiency within 200s than other methods.
VII. CONCLUSION
In this paper, we investigate HP design for massive MIMO employed on robots. In HP based robot communications, for the transceiver on robots, the beam combination not only needs to maximize the rate of its transmission, but also has to consider the interference on other robots. Therefore, the HP design is highly important to optimize the sum-rate performance and restrict the interference. Currently, only exhaustive search can provide the optimal solution for this problem, but its complexity is very massive. Here, to address the intractable issue, based on the multi-agent framework, we consider each robot as an independent decision agent, and all robots coordinately choose the optimal joint beam combination by max-plus algorithm. In max-plus algorithm, each agent learns the policy of choosing suitable analog beam by reinforcement learning. Moreover, to improve the learning efficiency of reinforcement learning and reduce the transmission delay of robot swarm, we use the efficient ELM model to replace the deep model of deep RL, and propose a ELM-based RL method to implement the multi-agent based HP. Analysis and simulation results reveal that, the proposed is able to achieve a near-optimal sum-rate performance under interference restrict, while the complexity would be reduced by several orders of magnitude, compared with exhaustive search. In the future, we will apply this method into multirobot scenarios.
