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Abstract
We show that binary search trees of a given size tend to have smaller height when the root
division is into two subtrees of more balanced sizes. We deduce that the expectation of the
absolute value of the di.erence in height of two binary search trees of the same number of
nodes is less than 3.135 in/nitely often. We also deduce strong upper bounds on the probability
of large deviations from the median. Putting together these two conclusions and a simple and
plausible conjecture on critical nodes leads to O(1) bounds on all moments of binary search
tree heights. c© 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
A binary search tree of n nodes is constructed from n distinct keys in random order
by inserting each key in turn into an initially empty tree by the familiar algorithm
which inserts a key into an empty tree by constructing a new root node with this key
and otherwise inserts the key into the left or right subtree depending on whether it is
smaller or larger than the key at the root. Two other equivalent de/nitions are often
useful in considering the shape or, in particular, the height of such a tree:
• A random tree of n nodes is empty if n is zero and otherwise consists of a root
node and a left subtree of l nodes and a right subtree of n− 1− l nodes, where l is
an integer chosen uniformly on 0 : : : n− 1; the subtrees are constructed in the same
way, all the random choices being independent.
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• The ith node is inserted into the tree by choosing one of the i external nodes of the
tree, each with the same probability 1=i, and replacing it by a new internal node.
Hence we have the important result that the probability of this insertion increas-
ing the height of the tree is 1=i times the number of external nodes at the deepest
level containing any external nodes, or alternatively 2=i times the number of inter-
nal nodes at the deepest level containing any internal nodes; we call these internal
nodes at the deepest level critical nodes and their external “sons” critical external
nodes.
We use the word tree in the sequel to mean a binary tree with the distribution of
shapes produced by these construction processes. The height is the length of the longest
(simple) path from the root to any node; thus the one node tree has height zero and
we take the height of the empty tree to be −1. A tree of height h has a maximum of
2h+1 − 1 nodes.
We are interested in the distribution of the random variable h(n) which is the height
of a tree. h(n) is also the stack depth used by a straightforward version of Quicksort
to sort n randomly ordered distinct values.
The mean value of h(n) is known to be close to c log n, where c≈ 4:31107 is the
larger root of c=2e1−1=c. An upper bound of the form (c + o(1)) log n was shown
in [4]; a lower bound of the form (c − o(1)) log n was shown in [1]; and /nally the
height was shown with high probability to lie within the bounds c log n±O(log log n)
in [2].
2. Conjectures
Direct calculation for small to moderate values of n and random construction of
larger trees [3] have shown that the variance of the height remains small for quite
large n and shows no sign of diverging. These results are partly explained by an upper
bound of O(log2 log n) on the variance in [2]. Robson [5] proves a 6:25:: bound on the
expected value of the absolute di.erence between the heights of two trees of the same
size valid for in/nitely many such sizes and a smaller bound subject to a conjecture
that the expected number of critical nodes converges. We conjecture that the variance
and all other moments are bounded by constants for all n; the results of this paper
strengthen those of [5] and increase the plausibility of this conjecture.
We will make frequent reference to the convergence conjecture of [5]. This states
that the expected number of critical external nodes converges as n goes to in/nity. The
fact that the probability of increasing the height in increasing from size n− 1 to size
n is 1=n times this expectation together with the known asymptotic behaviour of the
height implies that the mean number of critical external nodes must either converge to
c or oscillate about c; direct calculation shows that after decreases from n=3–4 and
6–7 it increases up to n=100 000 without having reached c. Thus, the convergence
conjecture is very plausible.
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We also refer to the much weaker boundedness conjecture that the expected number
of critical external nodes is bounded for all n. We denote this conjectured bound by
c′. The /nal result of this paper shows that the boundedness conjecture is equivalent
to the conjecture of the existence of O(1) bounds on all moments of h(n).
3. The division theorem
3.1. Statement
We start with some de/nitions:
h∗(n) another random variable with the distribution of h(n) but independent of h(n),
E(n) the expectation of h(n),
c(n; h) the average proportion of external nodes in an n node tree of height6h lying
at depth h + 1. Note that c(n; h) is the probability that adding a node into a tree of
size n and height6h increases its height to h+ 1.
P(n; h) is the probability that an n node tree has height6h,
p(n; h)=P(n; h− 1) is the probability that h(n)¡h,
Q(n; h)= 1− P(n; h),
P(n; l; h) is the probability that an n node tree with a left subtree of size l has
height6h,
split(n; l; h) the probability that an n node tree of height6h has left subtree of size l,
choose(n; l; h) the probability that a randomly chosen external node in an n node
tree of height6h lies in a subtree of size l,
choose6(n; l; h) the probability that a randomly chosen external node in an n node
tree of height6h lies in a subtree of size6l,
m(n)= the median of h(n).
Now, we can state a theorem which expresses the intuitively plausible notion that a
tree tends to be higher if the split at the root is uneven.
Theorem 1. For l1¡l2¡n=2 and for all h;
P(n; l1; h)6 P(n; l2; h):
Before we can prove this we need a lengthy excursion to prove a simple lemma.
3.2. The monotonicity of critical nodes lemma
This states that between two random trees of height less than or equal to h, the
probability of increasing the height to h + 1 when adding a node is greater for the
larger tree.
Lemma 2. If X¡Y62h+1 − 1; then c(X; h)6c(Y; h).
This result refers to trees of sizes X and Y with height restricted to be less than or
equal to h. We strongly suspect that the same result holds for height restricted to be
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exactly equal to h but we have not been able to prove this and the lemma as stated is
suJcient for our purposes.
We will proceed by induction on h. The result is clearly true when h=1; the only
possible values of X and Y are 0; 1 (c(0; 1)= c(1; 1)=0), 2 (c(2; 1)=2=3) and 3
(c(3; 1)=1).
3.2.1. The inductive step
Within this subsection we assume that the lemma holds for h − 1. We also use X
and Y with no further explanation as the X and Y in the statement of the lemma.
The split ratio: split(X; l; h)=split(Y; l; h) is monotonically decreasing (in l).
The probability that a tree of size n has both left subtree of size l and the height6h
can be written as P(n; h)split(n; l; h) or P(n; l; h)=n since the probability of left subtree
size l is 1=n.
Hence
split(n; l; h) = P(n; l; h)=nP(n; h) = P(l; h− 1)P(n− 1− l; h− 1)=nP(n; h);
so the ratio is
ratio(l) = P(X − l− 1; h− 1)YP(Y; h)=XP(X; h)P(Y − l− 1; h− 1):
Hence,
ratio(l)=ratio(l− 1) = P(X − l− 1; h− 1)P(Y − l; h− 1)
P(X − l; h− 1)P(Y − l− 1; h− 1)
=
P(Y − l; h− 1)=P(Y − l− 1; h− 1)
P(X − l; h− 1)=P(X − l− 1; h− 1) :
The denominator is the probability that adding a node to a X − l − 1 node tree of
height6h − 1 does not increase its height to h, namely 1 − c(X − l − 1; h − 1) and
the numerator is similarly 1− c(Y − l− 1; h− 1). Hence by the inductive hypothesis
the numerator is less than or equal to the denominator proving that the split ratio is
decreasing with l.
The choose ratio: choose(X; l; h)=choose(Y; l; h) is monotonically decreasing (in l).
Since choose(X; l; h) is twice the probability that the X node tree of height6h has
a left subtree of size l and one of the external nodes in that subtree is chosen, namely
2split(X; l; h)× (l+ 1)=(X + 1).
The choose (less than or equal) ratio: choose6(X; l; h)=choose6(Y; l; h) is monoton-
ically decreasing (in l).
Since choose6(X; l; h)= choose6(X; l−1; h)+choose(X; l; h), we can show by induc-
tion that choose6(X; l − 1; h)=choose6(Y; l − 1; h) ¿ choose(X; l − 1; h)=choose(Y; l −
1; h) which in turn is¿choose(X; l; h)=choose(Y; l; h). Now it is clear that the ratio
choose6(X; l − 1; h)=choose6(Y; l − 1; h) is decreased (or unchanged) by the addition
of choose(X; l; h) and choose(Y; l; h) to the numerator and the denominator.
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Monotonicity of choose:
choose6(X; l; h)¿ choose6(Y; l; h); (1)
since choose6(X; Y − 1; h)= 1 and choose6(Y; Y − 1; h)= 1 so that choose6(X; l; h)=
choose6(Y; l; h) decreases to 1 at l=Y − 1.
Monotonicity of c: We can now complete the inductive step of the proof of the
lemma. We assert
c(X; h)6c(Y; h).
Proof.
c(n; h) =
2h−1∑
l=0
choose(n; l; h) ∗ c(l; h− 1)
=
2h−1∑
l=0
(choose6(n; l; h)− choose6(n; l− 1; h)) ∗ c(l; h− 1)
= 1 +
2h−2∑
l=0
choose6(n; l; h)(c(l; h− 1)− c(l+ 1; h− 1))
since choose6(n;−1; h)c(0; h − 1)=0 and choose6(n; 2h − 1; h)c(2h − 1; h − 1)=1.
Hence
c(Y; h)− c(X; h)
=
2h−2∑
l=0
(choose6(Y; l; h)− choose6(X; l; h))(c(l; h− 1)− c(l+ 1; h− 1))
¿ 0
since each term in the sum is greater than or equal to zero by the inductive hypothesis
and inequality 1.
3.3. Proof of the theorem
We will prove that P(n; l − 1; h)6P(n; l; h) for l¡n=2. Since an n node tree with
left subtree of size l can be formed from an n−1 node tree with left subtree size l−1
by adding a node to the left subtree, we have P(n; l; h)=P(n−1; l−1; h)×P[adding a
node into l−1 node tree of height6h−1 does not increase its height to h] =P(n−1; l−
1; h)(1−c(l−1; h−1)). Similarly, P(n; l−1; h)=P(n−1; l−1; h)(1−c(n−l−1; h−1)).
Hence by the lemma, the claim holds since l− 1¡n− l− 1.
The fact that P(n; l1; h)6P(n; l2; h) follows immediately completing the proof of the
theorem.
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4. Concentration about the mean
4.1. A stronger upper bound on absolute deviation
Corollary 3. (i) For any b greater than b0 = 3:134876 : : : ; there are an in:nite number
of n such that E[|h∗(n)− h(n)|]¡b.
(ii) If the convergence conjecture holds; then for any b greater than b0; E[|h∗(n)−
h(n)|]¡b for all su;ciently large n.
(iii) If the boundedness conjecture holds; then there exists a constant b such that
E[|h∗(n)− h(n)|]¡b for all n.
Proof. Part (iii): By the boundedness conjecture, E(2n + 1)¡E(n) + c′ log 2 +
O(1=n) and by the division theorem we have E(2n + 1) greater than or equal to the
height of a tree with two subtrees of size n which is 1 + E(n) + E[|h(n)− h∗(n)|]=2.
Putting these two together, E[|h(n)− h∗(n)|]=2¡c′ log 2− 1+O(1=n) which gives the
conclusion.
Parts (i) and (ii): For any n such that every n′ satisfying (n − 1)=2	6n′¡n also
satis/es E(n)−E(n′)¡c log (n=n′)+, where  is a positive number less than (b−b0)=5,
let n be the size of the larger subtree of a tree of size n. If ¿k (where k¿1=2), the
expected height of the tree is at least 1+E(n) which is at least 1+E(n)+ c log − 
by the choice of n; otherwise by the theorem it is at least the height of a tree with
two subtrees of size (n − 1)=2	, namely 1 + E((n − 1)=2	) + E[|h((n − 1)=2	) −
h∗((n − 1)=2	)|]=2 which by the choice of n is at least 1 + E(n) + c log (1=2) −
O(1=n) + E[|h((n − 1)=2	) − h∗((n − 1)=2	)|]=2 − . Putting the two together and
approximating the mean by an integral, we have an expected height of at least 1+E(n)+
2
∫ 1
k c log  d+(2k−1)(c log (1=2)+E[|h((n−1)=2	)−h∗((n−1)=2	)|]=2)−O(1=n)−
but this cannot exceed E(n) so we must have (2k − 1)E[|h((n − 1)=2	) − h∗((n −
1)=2	)|]=262 ∫ 1k c log (1=) d+(2k−1)c log 2−1+O(1=n)+. Choosing k ≈ 0:719 : : :
minimises this upper bound to E[|h((n− 1)=2	)− h∗((n− 1)=2	)|])¡b0 + O(1=n) +
2=(2k − 1) which is less than b for suJciently large n.
The choice of n: By the known fact that E(n)= log n tends to c, there must be an
in/nite number of n such that the required property holds (for any k, it holds for the
smallest n such that E(n)¡(c+ ) log n− k). Moreover, if the convergence conjecture
holds, this property will hold for all but a /nite number of n. Hence for all of these
n which are suJciently large we have E[|h((n− 1)=2	)− h∗((n− 1)=2	)|]¡b.
Each of the three parts of this corollary implies that for the same conditions and
values of b, we also have E[|h((n− 1)=2	)− E((n− 1)=2	)|]¡b.
The bound on E[|h(n) − h∗(n)|] in parts (i) and (ii) is the latest and lowest of a
sequence of bounds obtained by similar arguments [5]. Further improvement is limited
by the fact that empirical studies show E[|h(n) − h∗(n)|] approximately equal to 2:5
for n=1000 000.
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5. Concentration about the median
5.1. Preliminary results
Remark. From the results of [2] it is clear that |m(n)− c log n|=O( log log n).
Claim 4. P(2n+ 1; h+ 1)6P(n; h)2 and p(2n+ 1; h+ 1)6p(n; h)2.
A simple consequence of the division theorem.
Claim 5. P((n+ 1)2i − 1; h+ i)6P(n; h)2i and p((n+ 1)2i − 1; h+ i)6p(n; h)2i .
By repeated application of Claim 4.
Claim 6. For N =(n + 1)2i − 1; if m(N )6m(n) + (k log 2 + )i + ; P(N;m(N ) +
x)6P(n; m(n)+(k log 2−1+)i+x+)2i and p(N;m(N )+x)6p(n; m(n)+(k log 2−
1 + )i + x + )2
i
.
A simple consequence of Claim 5 and monotonicity of P(n; h) and p(n; h) with
respect to h.
We have stated this claim for arbitrary k but we are interested only in the cases
k = c and c′.
5.2. Upward variation
Corollary 7. Given ¿0; there are an in:nite number of n such that for all x¿0;
P(n; m(n) + x)¿ 1− 2(2−x=(c log 2−1+)):
(The numerical value of the bound is about 1–2× 0:7056x for small .)
Proof. We choose n so that the condition of claim 6 holds for =0; k = c and all
i¿0; we can choose an in/nite number of n with this property (since, for any y¡0,
the largest n with m(n)¿(c log 2 + ) log n + y exists and has the property; then
y′=m(n + 1) − (c log 2 + ) log (n + 1) is a smaller value of y which will give a
larger such n).
Then we apply Claim 6 with x=0
P(N;m(N ))6 P(n; m(n) + (c log 2− 1 + )i)2i :
But the left-hand side is ¿ 12 by the de/nition of the median. So
P(n; m(n) + (c log 2− 1 + )i)2i ¿ 12 ;
(1− Q(n; m(n) + (c log 2− 1 + )i))2i ¿ 12 ;
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Q(n; m(n) + (c log 2− 1 + )i))× 2i 6 1;
Q(n; m(n) + (c log 2− 1 + )i))6 2−i
which gives the result claimed (for i= x=(c log 2− 1 + )	).
5.3. Downward variation
Corollary 8. Given ¿0; there are an in:nite number of n such that for all x¿0;
p(n; m(n)− x)6
√
2
−2x=(c log 2−1+)
:
Proof. We choose N one less than a power of 2 and so that the condition of claim 6
holds for =0; k = c and all i¿0 up to log2 N ; we can choose an in/nite number of
N with this property (since, for any y¡0, the smallest N which is one less than a
power of 2 and satis/es m(N )¡(c log 2 + ) log N + y exists and has the property;
then y′=m(N )− (c log 2 + ) log (N )− 1 is a smaller value of y which will give a
larger such N ).
Then we apply Claim 6 with x=−(c log 2− 1 + )i:
p(N;m(N )− (c log 2− 1 + )i)6p(n; m(n))2i
6 2−2
i
by the de/nition of the median. This gives the result claimed (for i= x=(c log 2 −
1 + )	).
6. Conclusion
6.1. Combining the two results
Theorem 9. Provided the boundedness conjecture holds; all moments of h(n) are O(1).
Proof. By part (iii) of Corollary 3 the probability of h(n) exceeding (or falling short
of) E(n) by 2b is less than 12 . Hence m(n) di.ers from E(n) by at most 2b.
Moreover, the boundedness conjecture tells us that for N¿n, E(N ) − E(n)¡c′
log (N=n), implying that m(N ) − m(n)¡c′ log (N=n) + 4b. Thus, we can use Claim
6 with =4b; k = c′ to deduce weaker variants of Corollaries 2 and 3, namely,
P(n; m(n) + x)¿ 1− 2(2−(x−4b)=(c′ log 2−1+))
and
p(n; m(n)− x)6
√
2
−2(x−4b)=(c′ log 2−1+)
:
These bounds are suJcient to give constant bounds on all moments of h(n).
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If the convergence conjecture holds we can replace c′ by c and take the value
3:134876 : : : for b to give numeric values for the bounds which hold for all suJciently
large n. In the simplest case a bound on the variance can be calculated as follows
(omitting the “n; m(n)±” in P and p and writing 0 instead of b since ∑(x − x0)2 is
minimised when x0 is the mean): The bounds on P and p are respectively, ¡ 12 for
x¡4 and ¿ 12 for x¡2 so we bound the variance by
(P(4)− 12 )32 +
∞∑
x=4
(P(x + 1)− P(x))x2
+ (12 − p(3))32 +
∞∑
x=4
(p(x − 1)− p(x))x2
giving an upper bound of 36:35 : : : :
6.2. The opposite implication
Lemma 10. E(n+ 1)− E(n) is monotonically decreasing.
Proof. E(n + 1) − E(n) is the probability of increasing the height when adding the
(n+1)th element. If the left subtree size is i the probability that this (n+1)th element
is added into the left subtree and increases the tree height to h+1 is (i+1)P [adding
(i+1)th node increases height to h] P(n− 1− i; h− 1)=(n+1), namely (i+1)P(i; h−
1)c(i; h− 1)P(n− 1− i; h− 1)=(n+ 1). Thus
E(n+ 1)− E(n) = 2
n−1∑
i=0
∑
h
1
n
i + 1
n+ 1
P(i; h− 1)c(i; h− 1)P(n− 1− i; h− 1):
Similarly,
E(n+ 2)− E(n+ 1)
= 2
n∑
i=0
∑
h
1
n+ 1
i + 1
n+ 2
P(i; h− 1)c(i; h− 1)P(n− i; h− 1)
= 2
n−1∑
i=0
∑
h
1
n+ 1
i + 1
n+ 2
P(i; h− 1)c(i; h− 1)P(n− i; h− 1)
+2P[left subtree size is n and insertion is into
this subtree and increases its height]
6 2
n−1∑
i=0
∑
h
1
n+ 1
i + 1
n+ 2
P(i; h− 1)c(i; h− 1)P(n− 1− i; h− 1)
+2
1
n+ 1
n+ 1
n+ 2
(E(n+ 1)− E(n))
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= (E(n+ 1)− E(n))
(
n
n+ 2
+
2
n+ 2
)
= E(n+ 1)− E(n)
proving the monotonicity.
Theorem 11. If the variance of h(n) is bounded then the boundedness conjecture holds.
Proof. Suppose the contrary, namely that the variance is bounded but the expected
number of critical nodes is not. We will deduce a contradiction.
Firstly, the di.erence |m(n) − E(n)| must be bounded. Otherwise, there would be,
for some n, a probability of at least 1=2 of an unbounded di.erence between h(n) and
E(n), immediately implying an unbounded variance.
Secondly, E(n) − E(2n=3	) must be unbounded. This is because for any C there
must be an n such that E(n+1)−E(n)¿C=n so for all n′¡n, E(n′+1)−E(n′)¿C=n
giving E(n)− E(2n=3	)¿C=3.
Thirdly, P[h(n)¡m(2n=3	)+1]¿1=12. An n node tree has a probability of at least
1=3 of having two subtrees of size less than or equal to 2n=3	 and these two subtrees
have probability, at least 1=4 of each having height less than or equal to m(2n=3	).
Putting these three facts together we see that, for some n, an n node tree has proba-
bility, at least 1=12 of a height with an unbounded di.erence from E(n), immediately
giving an unbounded variance.
6.3. Equivalence of three conjectures
Theorems 9 and 11 show that the three conjectures (i) bounded number of critical
nodes, (ii) bounded variance and (iii) all moments bounded are all equivalent.
The boundedness conjecture (i) seems to be the one most likely to be proved by
the type of methods used in this paper.
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