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The origin of strange metallic phase is shown to exist due to these two conditions—(i) the electrons
are strongly interacting such that there are no band and Mott-Hubbard gaps, and (ii) the electronic
energy levels are crossed in such a way that there is an electronic energy gap between two energy
levels associated to two different wave functions. The theory is also exploited to explain (i) the
upward- and downward-shifts in the T -linear resistivity curves, and (ii) the spectral weight transfer
observed in the soft X-ray absorption spectroscopic measurements of the La-Sr-Cu-O Mott insulator.
PACS numbers: 74.72.-h, 71.10.Hf, 74.25.F-, 74.25.Jb
Keywords: Strange metallic phase, T-linear resistivity, Ionization energy theory
I. INTRODUCTION
Zero electrical resistance in conventional superconduc-
tors is an impressive quantum mechanical effect first dis-
covered in 1911 by Kamerlingh Onnes [1]. Rightly so, the
physics behind this effect also turned out to be some-
what complicated [2]. Subsequently, the discovery of
cuprate superconductors [3] was a shock because such a
discovery is not possible on the basis of Bardeen-Cooper-
Schrieffer theory [2] where the critical temperatures (Tsc)
for these cuprates are relatively “high”, about 93 K for
a YBa2Cu3O7 material [4]. The physical notion relevant
to high-temperature superconductivity is equally com-
plicated and remains mysterious [5]. But in any case, if
high-temperature superconductors are found to be super-
conducting near room temperatures, then they will rev-
olutionize our current technologies beyond recognition,
which can also lead to the much-needed eco-friendly tech-
nologies. To predict such materials, we need a proper and
consistent theory, and for now, we have two main com-
peting theories to explain the origin of high temperature
superconductivity—one is based on the spin-fluctuation
superglue [6], while the other relies on the resonating va-
lence bonds [7–11]. These theories should predict and
explain why Tsc can be high, and why there is a pseu-
dogap phase at a certain transition temperature (T ∗).
Further details and excellent reviews on these competing
and other exotic theories can be found here [12].
In this work, we will not propose a new mechanism
for high-temperature superconductivity, nor any new ex-
planations as to why Tsc in cuprates are high, or why
T ∗ exists. Our primary objective is to investigate the
normal state resistivity of cuprates above Tsc, and above
T ∗ if Tsc < T ∗. In particular, we focus on the origin of
strange metallic phase using the ionization energy theory
(IET) and the Hubbard model in the atomic limit where
IET is shown to provide additional features required to
understand the strange metals microscopically, such that
the strange metallic phase does not exclusively belongs
to cuprates. Here, we will need to ignore the origin of (i)
superconductivity, and (ii) the pseudogap phase because
our theory lacks the specific interaction terms required
to obtain the superconductivity and pseudogap effects.
In fact, we do not attempt to address the origin of high-
temperature superconductivity. In contrast, we research
on these two things—(a) the origin of strange metallic
phase above Tsc such that the “strangeness” is shown
to be independent of the T -linear resistivity and (b) the
upward and downward shifts of resistivity versus tem-
perature curves with doping. Even though the second
point has been explained earlier within IET (for details,
see Refs. [13–18]), but the major ingredient (the crossed
energy levels giving rise to non-zero energy level spac-
ing, ξ 6= 0) is still missing, which will be incorporated
in this work. Obviously, the “strangeness” here refers to
systematic changes to the T -linear resistivity for differ-
ent doping, x (not temperature, T ). For example, the
whole curve, ρ(T, x) either shifts upward or downward
with respect to x in La1−xSrxCuO4. Such shifts are sup-
posedly strange for any metals within the Fermi liquid
theory because the changes to the electron-electron (e-e)
and e-phonon (e-ph) scattering do not shift the resistivity
curves systematically with respect to the types of chem-
ical elements or ξ. We will explain why this strangeness
occurs in cuprates and why it is not unique to cuprates
such that other strongly correlated matter can exhibit
such shifts, including the T -linear resistivity effect.
In the following sections, we will first introduce the
notion of energy-level spacing (ξ) within the ionization
energy theory (IET), including the details on how to ap-
proximate the values for ξ in a given system, and for sys-
tems with different elemental compositions in the pres-
ence of, and in the absence of energy-level crossing. Sub-
sequently, we will rewrite the standard one-band Hub-
bard model within IET, and derive the relevant Green
function as a function of ξ. We will then discuss the phys-
ical implications of this new Green function in the pres-
ence of, and in the absence of energy level crossing, Mott-
Hubbard and band gaps. We will then go on to explain
why and how the non-zero ξ in the presence of energy-
level crossing (zero Mott-Hubbard and band gaps) can
be postulated to give rise to a strange metallic phase.
To make contact with the experimental data, we make
use of the resistivity curves for different elemental com-
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2positions, in which, we will show that systematic changes
to ξ nicely correspond to the upward or(and) downward
shift(s) in the resistivity curves.
Moreover, the changes in ξ are also used to capture
the red- and blue-shift, and the changes in the X-ray
absorption spectra peak intensities measured for the La-
Sr-Cu-O system without any inconsistency and/or self-
contradiction. For example, we will exploit our knowl-
edge on ξ to show that the origin of strange metallic
phase in cuprate superconductors is due to crossed en-
ergy levels such that the band and Mott-Hubbard gaps
are zero, but ξ 6= 0. Additional information are also pro-
vided based on the proof developed by Parameswaran,
Shankar and Sondhi [19], which can be used to general-
ize ξ such that ξ = 0 and ξ = irrelevant-constant imply
free-electron and Fermi-liquid metals, respectively.
II. THEORETICAL DETAILS
In the introduction, we have conveniently denoted the
variable ξ as the real (means unique and true) energy
level spacing, which simply means, the energy spacing
between real energy levels. We now define ξ properly.
A. Energy-level spacing, ξ
To technically understand ξ, we start from the IET-
Schro¨dinger equation,
i~
∂Ψ(r, t)
∂t
=
[
− ~
2
2m
∇2 + VIET
]
Ψ(r, t)
= HIETΨ(r, t) = (E0 ± ξ)Ψ(r, t), (1)
which has been proven to be exact for atoms [20] where
Ψ(r, t) is the time-dependent many-body wave function,
~ = h/2pi, h denotes Planck constant and m is the mass
of electron. Here E0 ± ξ is the real (true and unique)
energy levels (or the total energy if all the occupied levels
are summed over) for a given quantum system (atom or
molecule or solid). Even though Eq. (1) is exact, but it
does not have specific interaction terms to address a high-
temperature superconductor or any specific system. For
example, to study superconductivity and the pseudogap
phenomena in cuprates, we need to find and introduce
the appropriate interaction terms into Eq. (1).
From Eq. (1), ξ can be related to every observable,
provided that these observables can be evaluated from
their corresponding renormalized operators. For exam-
ple, we can renormalize the screening potential opera-
tor to study the screening strength as a function of ξ.
Anyway, for free-electron systems, Eq. (1) non-trivially
reduces to the standard Schro¨dinger equation because
(E0 ± ξ) → E. Hence, Eq. (1) is valid for systems with
(i) non-degenerate energy levels or (ii) energy-level cross-
ings (including degenerate energy levels) [20]. Here, E0 is
the energy levels at zero temperature and in the absence
of any external disturbances. Moreover, ξ is known as
the ionization energy or the energy-level spacing (proven
elsewhere [21]) where +ξ is for electrons while −ξ is for
holes.
Now, we can define the renormalized electron self-
energy (Σ˜) using the renormalized screened Coulomb po-
tential embedded in VIET, which is given by [20]
VIET = V
ion
electron + V˜sc(σIET)
= − e
2
4pi0
∑
i,j,I
[
Z
|ri −RI | −
1
|ri − rj |e
−σIET(ri+rj)
]
,
(2)
where Z is the atomic number, e is the charge of elec-
tron, and 0 denotes the permittivity of free space. Here,
V˜sc denotes the renormalized screened Coulomb poten-
tial, giving rise to
Σ˜(ξ)
= − e
2
4pi0
〈
Ψ(ri,j)
∣∣∣∣∑
i,j
1
|ri − rj |e
−σIET(ri+rj)
∣∣∣∣Ψ(ri,j)〉,
(3)
where
σIET = µ exp
[
− 1
2
λξ
]
, (4)
µ is the constant of proportionality, λ = (12pi0/e
2)aB,
and aB is the Bohr radius [22] and Ψ(ri,j) is the time-
independent many-body wave function. Observe that
Σ˜(ξ) ∝ ξ, and each renormalized variable carries a
tilde. The above renormalization procedure is exact
and is based on the energy-level spacing renormalization
group method [23], which can be related (exactly) to the
Shankar renormalization technique [24–26]. The term,
V˜sc(σIET) in Eq. (2) and in Eq. (3) has been renormal-
ized (see Eqs. (2.1) and (2.2) in Ref. [23]). In addition,
V˜sc(σIET) approaches the Thomas-Fermi approximation
when ξ → 0, and when ri + rj is replaced by |ri − rj |,
which is suitable for Fermi metals. Here, ξ = 0 means the
ith electron can occupy jth energy level, and vice versa
without any energy penalty, and therefore, forms a Fermi
metal. Consequently, we do not require discussion on the
basis of |ri − rj |.
In the most general sense, ξ is defined to be a real
energy level spacing, which can be taken to mean the
energy cost that needs to be overcome when an elec-
tron from one energy level tries to occupy another energy
level. If these energy levels refer to an occupied level (in
the valence band) and an empty level (in the conduc-
tion band), then ξ refers to the band gap (Eg). On the
other hand, if the energy levels now refer to two occupied
levels, such that if any one of the electron attempts to
occupy the other occupied energy level, then ξ refers to
the Mott-Hubbard gap (UH). Here, both Eg and UH deal
with energy levels residing in two energetically isolated
3bands where (i) the valence and conduction bands are
separated by an energy gap, Eg and (ii) the upper and
lower Mott-Hubbard bands are separated by an energy
gap of a different kind, UH. Moreover, there is not a single
energy level that connects the two bands—between the
valence and conduction bands or between the lower and
upper Mott-Hubbard bands. Therefore, ξ is a general-
ized gap such that the band (Eg) and the Mott-Hubbard
(UH) gaps are special cases.
If we allow the two energetically isolated bands to over-
lap by means of proper alloying, then one can obtain
one of these three metals (due to some infinite or fi-
nite numbers of energy level crossings), namely, (i) non-
interacting Fermi metal (Fermi gas (with infinite num-
bers of energy level crossings), ξ = 0, Eg = 0, UH = 0),
(ii) weakly interacting Fermi metal (Fermi liquid, ξ =
irrelevant constant, Eg = 0, UH = 0), and (iii) strongly in-
teracting metal (strange metal, ξ 6= 0, Eg = 0, UH = 0).
We attribute the origin of a strange metal to ξ, which
is neither a zero nor an irrelevant constant. This means
that the electron conduction in a strange metal still re-
quires the electron-flow between crossed energy levels,
such that a conduction electron needs to overcome the
gap introduced by ξ at the energy-level crossing points.
The conditions UH = 0 = Eg and ξ 6= 0 can be under-
stood by noting that an energy-level crossing at a certain
k-point, say at k1 may imply Ea(k1) = Eb(k1) but ξ 6= 0
due to interactions where Ea and Eb are the eigenvalues
for the solved two-level Hamiltonian
H(k)ϕa(k) = [H0(k) + V(k)]ϕa(k)
= [ha(k) + va(k)]ϕa(k) = Ea(k)ϕa(k),
(5)
H(k)ϕb(k) = [H0(k) + V(k)]ϕb(k)
= [hb(k) + vb(k)]ϕb(k) = Eb(k)ϕb(k). (6)
Here, H0(k) is the non-interacting Hamiltonian, whereas
V(k) contains all the interaction terms, and H(k) does
not have to be a mean field operator. Obviously we have
Ea(k), ha(k), va(k), hb(k), vb(k) and Eb(k) as eigenval-
ues. Degeneracy due to energy level crossing in k-space
implies Ea(k1) = Eb(k1) at a certain k point (k1), and
at other k points, they are not degenerate. If they are al-
ways degenerate, then ha(k) = hb(k), va(k) = vb(k) and
Ea(k) = Eb(k), which physically mean ϕa(k) = ϕb(k):
this strictly implies that there are two electrons occupy-
ing the degenerate energy level throughout the k-space
(UH = 0 and ξ = 0). As a consequence, degeneracy
due to energy level crossing requires ha(k1) 6= hb(k1),
va(k1) 6= vb(k1) and Ea(k1) = Eb(k1). In other words,
UH = 0 (because Ea(k1) = Eb(k1)) and ξ 6= 0 (because
ϕa(k) 6= ϕb(k)). The above logical exposition originates
from Ref. [27].
B. One-band IET-Hubbard model and its Green
function
To derive the IET version of the Hubbard model, we
start from the one-band Hubbard Hamiltonian [28–30]
HH = E(0)
∑
R,σ
c†RσcRσ + t
∑
R+d,σ
c†R+dσcRσ
+UH
∑
R
nR↑nR↓, (7)
where nR↑ and nR↓ are the number operators with
spin-up and spin-down, respectively, E(0) is the non-
interacting atomic energy levels, R is the lattice-point
coordinate, and d is the distance between two nearest
ions with a certain spin configuration. The hopping or
transfer matrix elements is denoted by t. Here, σ can be
spin-up or -down where σ (or σ′) and −σ (or −σ′) denote
spin-up and -down, respectively. We now use Eqs. (1)
and (3) to rewrite Eq. (7), and we obtain the one-band
IET-Hubbard model Hamiltonian,
HHIET = E0
∑
R,σ
c†RσcRσ + ξ(σ, Σ˜)
∑
R
nR↑nR↓. (8)
Fortunately, the condition associated to ξ (ξ 6= 0 even
if Eg = 0 and UH = 0) explained earlier using Eq. (6)
actually simplify Eq. (7) “mathematically” such that t
is irrelevant, but the difficulty of solving Eq. (8) still
remains. The above condition is not a “simplifying
condition” invoked to simplify Eq. (7). For example,
E0 6= E(0) where E0 is the real energy levels (or the
real bandwidth) of a particular system (in the absence
of disturbances at T = 0 K), and all the changes to the
electron-electron, electron-ion and spin-exchange interac-
tions come as a result of external disturbances, and are
taken into account by the self-energy, Σ˜(ξ) = ξ(σ, Σ˜)−1
where ξ(σ, Σ˜)−1 6= 1/ξ(σ, Σ˜). Therefore, the complexity
remains intact because we still need to determine E0 and
ξ(σ, Σ˜). However, E0 is a constant by definition, and
we know exactly how to handle ξ(σ, Σ˜) by means of the
ionization energy approximation, ξquantummatter ∝ ξconstituentatoms .
What we did to transform Eq. (7) to Eq. (8) was to
acknowledge that ξ(σ, Σ˜) is the real (true and unique)
energy level spacing such that[
t
∑
R+d,σ
c†R+dσcRσ + UH
∑
R
nR↑nR↓
]
−→ ξ(σ, Σ˜)
∑
R
nR↑nR↓. (9)
This means that, ξ(σ, Σ˜) is by definition different for each
different value from the left-hand side term in Eq. (9) and
vice versa. For example, to use the original Hubbard
model (Eq. (7)), one requires to know both t and UH in
order to determine the hopping probability, in contrast,
Eq. (8) only requires ξ(σ, Σ˜) to find the same hopping
4probability. Later, we will show why and how ξquantummatter ∝
ξconstituentatoms is not always true for solids, for instance, when
ξquantummatter → 0 (Fermi gas) or when ξquantummatter → irrelevant
constant (Fermi liquid).
  
FIG. 1: Predicted density of states, D(σ,E) based on
Eq. (11). Diagram (A) depicts the usual insulating behavior
where ξ = UH 6= 0. In this case, both ξ and UH represent the
Mott-Hubbard gap. Whereas, diagram (B) shows the Fermi
gas or free-electron metallic behavior. Here, the upper and
lower Mott-Hubbard bands overlap such that ξ = 0 = UH. If ξ
is an irrelevant (non-zero) constant and UH = 0, then diagram
(B) refers to Fermi liquid. The strange metallic behavior is
obtained when the energy levels are crossed in such a way
that ξ 6= UH = 0, where ξ remains finite (ξ 6= 0), and ξ is not
an irrelevant constant, as indicated in diagrams (C) and (D).
The diagrams drawn in (E) and (F) indicate the band struc-
ture for a strange metal and a Fermi gas, respectively, where
EF is the Fermi level or the chemical potential, which repre-
sents the highest occupied energy level. The energy levels in
strange metals are crossed (see (E)), and we have indicated
two crossing points (k1 and k2) using two . For k points
other than k1 and k2, ξ(k) 6= 0 as shown in (E), for example,
ξ(k) is the energy level spacing between the highest occupied
level (EF ) and the lowest empty level. However, one should
note that ξ(k) is not always zero at the crossing points (see
Eq. (12) and text for details).
The Green function for the one-band IET-Hubbard
model (given in Eq. (8)) can be derived from [30–32],
G(t− t′) = − i
~
θ(t− t′)〈{cα(t), c†α(t′)}〉, (10)
where, cα(t) and c
†
α(t) denote the usual annihilation and
creation operators for fermions, while the curly bracket
denotes anti-commutator. The final result is (see the
Appendix for a sketched derivation)
G(E, ξ) = 1− 〈n−σ〉
E − E0 + iδ +
〈n−σ〉
E − [E0 + ξ(σ, Σ˜)] + iδ
. (11)
Using Eq. (11) we plot Fig. 1, which captures the pre-
dicted density of states when ξ ≥ 0. Here, the condition
UH = 0 and ξ 6= 0 originated from Eq. (6), and this condi-
tion is postulated to be responsible for the strange metal-
lic phase in cuprates above Tsc—provided that ξ is not an
irrelevant constant. In Fig. 1(E), we can see why ξ 6= 0
throughout the momentum space, except at the crossing
points (). Earlier, we have given the technical reason
why ξ 6= 0 can exist even at the points where two en-
ergy levels cross, namely (see Eq. (6)), ha(k1) 6= hb(k1),
va(k1) 6= vb(k1) and Ea(k1) = Eb(k1), which means
ξ(k) =
∑
i
Ea(ki)−
∑
i
Eb(ki) 6= 0,∑
i
Ea(ki) <
∑
i
Eb(ki). (12)
Here,
∑
iEa(ki) is the highest occupied energy level,
while
∑
iEb(ki) is the lowest unoccupied energy level,
or
∑
iEa(ki) is the second highest occupied energy level,
whereas,
∑
iEb(ki) is the highest occupied energy level.
To understand why ξ 6= 0 even if Ea(k1) = Eb(k1), we
need to acknowledge that one requires to overcome an
energy cost (see Eq. (12)) due to a wave function trans-
formation, ϕa(k) −→ ϕb(k) (see Eq. (6)). However, note
here that this energy cost is not equal to ξ(k) given in
Eq. (12), but due to
∑
iEa(ki) −
∑
iEb(ki) 6= 0, which
implies ϕa(k) 6= ϕb(k). In contrast, one does not require
such a wave function transformation for Fermi gas met-
als because ϕa(k) = ϕb(k) (Fig. 1(F)) because the energy
levels are crossed in such a way that there are no space be-
tween crossing points, throughout the momentum space.
On the other hand, one can still use Fig. 1(E) to repre-
sent the Fermi liquid metals, in this case however, ξ(k)
given in Eq. (12) is an irrelevant constant. This means
that, there is no energy cost that needs to be overcome
because both Fermi-liquid and Fermi-gas metals do not
require any wave function transformation at the crossing
points, and throughout the k-space, respectively.
III. STRANGE METALLIC PHASE ABOVE Tsc
Using the elementary resistivity formula, ρ =
m∗/ne2τee and the carrier density (derived from
IET) [13],
n(T, ξ) =
∫ ∞
0
f(E0, ξ)D(E0)dE0
=
m∗ekBT
pi~2
exp
[−ξcuprates + E(0)F
kBT
]
, (13)
one can arrive at
ρ(T, ξ) ∝ 1
n(T, ξ)
∝ exp
[
ξcuprates
kBT
]
. (14)
5where m∗ is the electron effective mass, f(E0, ξ) denotes
the ionization energy based Fermi-Dirac statistics (FDS)
and D(E0) = m
∗
e/pi~2, which is the two-dimensional den-
sity of states, kB is the Boltzmann constant, and E
(0)
F is
the undisturbed Fermi energy for T = 0 K (hence, it is
also a constant). In FDS, the chemical potential, µch
is for T = 0K, which is equal to E
(0)
F . We have defined
E
(0)
F /kBT as the temperature-dependent chemical poten-
tial. In FDS, when the exponential term (in the denom-
inator) is much larger than one, then FDS approaches
the Maxwell-Boltzmann statistics (MBS). In such cases,
both FDS and MBS happen to give the same probability,
but this does not imply that the electrons are now clas-
sical particles obeying MBS. Moreover, ξ cannot exist in
MBS.
For a given composition, ξcuprates can be taken as a
temperature independent constant, but this is not always
the case. For example, from the ionization energy ap-
proximation, ξcuprates ∝ ξconstituentatoms , and ξconstituentatoms can
be determined from [13–15]
ξconstituentatoms =
∑
j
z∑
i
1
z
ξj,i(X
i+
j ), (15)
where each subscript j represents one type of chemical el-
ement (Xj) in a particular cuprate, while i = 1, 2, · · · , z,
where i counts the number of valence electrons com-
ing from each chemical element. Equation (15) implies
ξconstituentatoms can be T -dependent if the valence state of a
multi-valent element changes with decreasing tempera-
ture. If the valence-state fluctuates due to some external
disturbances, then so does ξ (from Eq. (15)). The ex-
perimental proofs for this effect (changing valence state
with decreasing temperature) were reported by Dioni-
cio [33] using the results of Fukuda et al. [34] (see Fig.6.5
in Ref. [33]). This additional T -dependence gives rise
to an increasing ξ with decreasing T . In the following
paragraphs, we apply Eqs. (13), (14) and (15) to the re-
sistivity data obtained from La2−xSrxCuO4.
There are two distinct normal state electronic proper-
ties that we will tackle here—(a) why and how ρ(T, x)
shifts downward with increasing x, and (b) the origin of
a strange metallic phase. Here, the “strangeness” has
got nothing to do with T -linear resistivity, but it is due
to non-zero and relevant ξ, and therefore, we will not
develop a resistivity formula to fit the resistivity curves.
In other words, any association that may exist between
a T -linear resistivity and a strange metal is just another
“lucky coincidence”. For example, the T -linear resistivity
originates from the T -dependent scattering-rate [35, 36]
and carrier density (n(T )) [13, 14].
The inequality, ξSr2+ < ξLa3+ is responsible for the
downward shift of ρ(T ) with increasing x (see Fig.2 in
Ref. [35]). For example, ξSr2+ = 807 kJmol
−1 is less
than ξLa3+ = 1152 kJmol
−1, and therefore, when one
substitutes Sr for La, the energy level spacing (ξ) for
La2−xSrxCuO4 decreases systematically with increasing
x, hence promotes electron conduction, which shifts the
whole ρ(T, ξ) curve downward following Eq. (14). Here,
we used the raw experimental ionization energy values
from Ref. [37], and have them averaged using Eq. (15),
and we obtained these values, 807 kJmol−1 and 1152
kJmol−1 for ξ(Sr2+) and ξ(La3+), respectively.
Now, the strange metallic phase arises when ξcuprates <
kBT . However, we cannot theoretically determine the
value for ξcuprates, which is a real (unique and true) quan-
tity of La2−xSrxCuO4, for a given x. In short, what we
did was to invoke the ionization energy approximation,
calculate the averaged constituent atomic ionization en-
ergies for the relevant chemical elements (for Sr2+ and
La3+) and substitute these values into Eq. (14). Con-
sequently, we obtained the correct resistivity shift with
x (see Fig.2 in Ref. [35]), and the origin of the metallic
phase has been postulated to be due to ξ 6= 0 and ξ is a
relevant constant.
A. Fermi gas and Fermi liquid are special cases
Here, we justify that the Fermi gas and Fermi liquid are
special cases within the ionization energy theory by ex-
ploiting the proof developed by the trio, Parameswaran,
Shankar and Sondhi with respect to the bare coupling
constant (g0) such that the Fermi gas exists in the limit
g0 → 0, while g0 > 0 refers to Fermi liquid [19]. The
relevant result is the two-point Cooper-pair correlation
function [19],
Γ(Ω¯; g0,ΛShankar) =
1
2pivF
[
a| log (Ω¯/ΛShankar)|
1 + ag0| log (Ω¯/ΛShankar)|
]
,
(16)
where Ω is the s-wave Cooper-pair frequency, Ω¯ = (Ω2 +
P2)1/2, P is the s-wave Cooper-pair momentum, a de-
notes a positive constant, ΛShankar is the Shankar cutoff
parameter, vF denotes the Fermi velocity, and Eq. (16)
must satisfy Ω¯ < ΛShankar. For Fermi gas (free or non-
interacting electrons), g0 = 0 and for T = 0 K, one has
Γ(Ω¯; g0,ΛShankar) ∝ | log (Ω¯/ΛShankar)|, which diverges
logarithmically as Ω¯ → 0. On the contrary, for Fermi
liquid (g0 > 0), Γ(Ω¯; g0,ΛShankar) → 1/2pivFg0, which
converges to a constant as Ω¯ → 0. This result clearly
indicate that Fermi gas is indeed a special case within
the Fermi liquid formalism, which can also be associated
to IET. In particular, if ξ ceases to be relevant, one can
take ξ = 0 because ξ is now an irrelevant constant, giving
rise to Fermi gas, similar to g0 = 0. Obviously, there is a
one-to-one correspondence between the Fermi liquid and
Fermi gas when ξ transforms from being an irrelevant
(non-zero) constant (Fermi liquid) to zero (Fermi gas).
This result is also in agreement with our earlier claim [23]
that a Fermi gas metal (or a free-electron metal) has got
to be an emergent phase. For example, we can write [23]
ΛShankar = (~k2/2m∗)ΛIET and replacing ΛShankar with
(~k2/2m∗)ΛIET in Eq. (16) does not change the above
divergence or convergence in any way. In particular, for
6the Fermi liquid systems, ΛIET = exp (λξ) is a constant
because ξ is itself a constant, while λ = (12pi0/e
2)aB
is just a collection of constants defined earlier. As for
the Fermi gas, ΛIET → 1 as ξ → 0. Therefore, replacing
ΛShankar with (~k2/2m∗)ΛIET within a Fermi gas or a
Fermi liquid system does not change anything physically,
as it should be [20, 23], except that the Fermi gas is a
special case exists when and only when ξ = 0. On the
other hand, Fermi liquid is a special case exists when ξ
is an irrelevant (non-zero) constant.
IV. FURTHER ANALYSIS: SOFT X-RAY
ABSORPTION SPECTRA
Contrary to our models derived earlier [38–40], the par-
ticles responsible for the strange metallic behavior dis-
cussed in this work are still electrons, but with strong
correlation such that it requires ξ 6= 0 and ξ is relevant
(not an irrelevant constant). Free-electron metals sim-
ply require ξ = 0, while Fermi liquid embeds the condi-
tion, ξ 6= 0 but its magnitude is an irrelevant constant.
Therefore, our strange metal is due to strongly correlated
electrons requiring ξ 6= 0, where ξ is the energy that an
electron has to pay when it hops from one energy-level to
another. These energy levels are crossed in the strange
metallic phase.
In this section, we will demonstrate why and how
ξ captures the hopping of particles with different ele-
ments and elemental composition, without violating the
particle-hole symmetry, without any ad hoc physical in-
terpretation. Our analyses follow Ref. [41]. We show
Eq. (11) correctly captures the spectral weight transfer
mechanism in accordance with the data obtained from
the soft X-ray absorption spectra, measured by Chen et
al. [42]. These spectra correspond to the changes in the
concentrations of Sr2+, La3+, Cu2+, Cu3+ and O2− in the
compound, La3+2−xSr
2+
x Cu
2+
1−yCu
3+
y O
2−
4+δ. Substituting
Sr2+ into La2+2 Cu
2+
1−yCu
3+
y O
2−
4.005 will give rise to chang-
ing δ and y, which have been discussed in detail elsewhere
for other oxides and multi-element solids [15, 18, 43–45].
For example, such changes can be due to defects and the
type of such defects. In particular, since δ = 0.005, we
need y = 0.01/3 to preserve stoichiometry. In the pres-
ence of Sr (0 ≤ x ≤ 0.15), both y and δ can change,
satisfying the linear equation,
x− y − 8 = 2δ, (17)
where {x, y} ∈ [0, 1] and δ ∈ [0, 12 ].
There are four interesting features in the spectra plot-
ted in Fig. 2. The first being p and q for x > 0 appear
at energies lower than r and s where ILE = 0 if x = 0
(undoped sample). Second, the normalized intensities,
ILE increases, while IHE decreases with x. Third, the
red (∆redshift) and blue (∆
blue
shift) shifts appear for the low-
and high-energy peaks, respectively, with increasing x,
and finally there are some asymmetric changes to the
normalized intensities for the range 0 ≤ x ≤ 0.15, such
that ∆ILE > ∆IHE (see Fig. 2). In other words, ILE
increases faster than |dIHE/dx|. Recall here that the
doping concentration, x refers to Sr2+ content, which
means x ∝ ξ(Sr2+), y ∝ ξ(Cu3+), and the normalized
carrier density, 〈n−σ〉 ∝ n(T, ξ) in the IET Green func-
tion (see Eqs. (13) and (11)) is inversely proportional to
ξ. This means that, increasing x increases ILE, while re-
duces IHE, which give rise to an increasing or decreasing
carrier density (〈n−σ〉) with increasing x or increasing
y, respectively. Here, 〈n−σ〉 decreases with increasing y
because ξ(Cu3+) > ξ(Sr2+).
  
FIG. 2: Soft X-ray absorption spectra at the oxygen-K edge
for the sample, La3+2−xSr
2+
x Cu
2+
1−yCu
3+
y O
2−
4+δ obtained by Chen
et al. [42]. The main figure with experimental data points was
carbon-copied from Ref. [42]. The intensities (I) for these
peaks have been normalized, backgrounds subtracted, and
the data were fitted with a Gaussian function. There are
two main peaks, one being the high-energy (HE) peak (oc-
curring between 530 and 531 eV), while the one to the left
is the low-energy (LE) peak occurring slightly below 529 eV.
The photon energies labeled with p and q show the red-shift
(from q to p) in the LE peak for increasing x, while the blue-
shift occurs from r to s in the HE peak for the same doping
concentration (0 ≤ x ≤ 0.15). These shifts satisfy the in-
equality, p < q < r < s where q − p = ∆redshift, s − r = ∆blueshift,
r−q = ∆min, and s−p = ∆max. Here, ∆redshift and ∆blueshift denote
the total red and blue shifts for the stated doping levels, while
∆min and ∆max are the minimum and maximum changes to
the electrons energy levels, again within the investigated dop-
ing range. The change in the normalized intensities for the
high- and low-energy sectors are denoted by ∆IHE and ∆ILE,
respectively.
The answer to the first feature is straightforward, it is
due to the fact that ξSr2+ (807 kJmol
−1) < ξLa3+ (1152
kJmol−1), which is also in agreement with ρ measure-
ments presented earlier. This means that the electrons
with low ionization energies (from Sr2+) need low pho-
ton energies to be excited, compared to the electrons with
large ionization energies (from La3+). The change in the
normalized intensities are due to increasing x and de-
7creasing 2 − x for the low- and high-energy sectors, re-
spectively. The red and blue shifts in the spectral weight
transfer are also depicted in Fig. 2 with appropriate ar-
rows. The red-shift originates from the concentration of
Sr2+, or due to increasing x. This implies that more elec-
trons from Sr2+ are needed to establish this LE peak at
the lowest possible energy as a result of ξSr2+ < ξLa3+ .
Recall that IET requires electrons with the lowest
atomic ionization energies to form the valence electrons
in a non-Fermi gas compound containing that particu-
lar atom. These (valence) electrons also interact weakly
with the core electrons (coming from La and Cu), giving
rise to smaller energy level spacings. The core electrons
form large energy level spacings due to strong interaction
among the core electrons [20]. As a consequence, the HE
peak corresponds to the core electrons (due to large ion-
ization energy values) coming from La3+2−x. These core
electrons interact more strongly with other core electrons
coming from Cu2+1−y and Cu
3+
y (ξCu2+ = 1352 kJmol
−1
and ξCu3+ = 2086 kJmol
−1) giving rise to HE peak. This
strong electron-electron interaction also explains why the
energy distribution can and will spread from low to high
energies as a result of the interaction among the core
electrons and between the valence and core electrons.
We know from Eq. (17) that increasing x causes y to
increase to maintain stoichiometry (even in the presence
of defects), and therefore, the decreasing number of large
ionization energy electrons from La3+2−x are systematically
being compensated by the large ionization energy elec-
trons from Cu3+ (due to increasing y). This scenario is
further enhanced if δ is also found to increase with in-
creasing x. Therefore, we can now see the reason why
HE peak blue shifts and ∆ILE > ∆IHE; they are due to
increasing y, 2 − x ≥ 1 and/or increasing δ. For exam-
ple, in the absence of this compensation effect, the HE
peak should red shift with decreasing 2 − x. But this is
not the case, as confirmed by the fact that when y in-
creases, the peak will not disappear even when x = 1
because 2 − x 6= 0 and y ∝ x. Note here that we did
not assume La3+ contribute three electrons, while each
Sr2+ gives two electrons. As a matter of fact, the car-
rier density increases with increasing Sr2+ in accordance
with Eq. (13). Therefore, the compensation effect slows
down IHE from decreasing as fast as the increasing ILE,
and consequently ∆ILE > ∆IHE. Indeed, the blue-shift
is due to ξCu2+,3+ (1352, 2086 kJmol
−1) > ξLa3+ (1152
kJmol−1), which means, Cu2+ also contributes to the HE
peak.
One may wonder what will happen to ξcuprates due to
this compensation effect, will it still decrease with x?
to maintain the downward-shift of the resistivity curves
with increasing x (see Fig.2 in Ref. [35]). The value
for ξcuprates will decrease as required if and only if (i)
y < 0.0248 (Cu3+ content is less than 2.48% and Cu2+
> 97.52% for x = 0.15), and (ii) 4 + δ < 4− 0.0372 (oxy-
gen vacancies should be more than 0.042 where 0.042
= 0.0372 + 0.005 for x = 0.15). These values in the in-
equalities were obtained from Eq. (17) and the ionization
energy averaging. We can use the same linear equation
and the averaging to calculate the above inequalities for
y and 4 + δ, for each different x. These are our quanti-
tative predictions. For more examples, see Ref. [15] and
references therein.
Finally, the above-stated values (x, y and δ) can be
confirmed experimentally following the chemical tech-
nique developed by Mahendiran et al. [44]. More-
over, the systematic doping-dependent spectrum de-
picted in Fig. 2 indirectly measures the real ξcuprate such
that ξ(La3+2−xSr
2+
x Cu
2+
1−yCu
3+
y O
2−
4+δ) ≈ (p + q)/2 where
ξ(La3+2−xSr
2+
x Cu
2+
1−yCu
3+
y O
2−
4+δ) is the top most occupied
energy level (for example see Refs. [41, 46] for more ex-
amples other than cuprates).
V. CONCLUSIONS
We have shown the existence of a new generalized en-
ergy gap, which is related to the energy level spacing, ξ
such that (i) ξ refers to a band gap (Eg) if the energy
level spacing is between an occupied level in the valence
band and an empty level in the conduction band, and (ii)
ξ refers to the Mott-Hubbard gap (UH) if the energy level
spacing is between two occupied levels. These two points
mean ξ = Eg and ξ = UH. However, there is an additional
gap between energy levels at the points where they are
crossed in momentum space due to different wave func-
tions (ψa(k) 6= ψb(k), a 6= b) associated to these energy
levels, such that ξ 6= 0 even if Eg = 0 and UH = 0. There-
fore, ξ is indeed a generalized gap in which, the band
and the Mott-Hubbard gaps are special cases. We have
evaluated that these conditions do exist using the one-
band IET-Hubbard model Hamiltonian and the Green
function formalism.
The strange metallic phase is postulated to obey this
special condition, ξ 6= 0 (and ξ is a relevant constant),
Eg = 0, and UH = 0. We also have provided sufficient
arguments using IET that the strange metallic phase in
cuprates is not unique as it is believed to be because the
“strangeness” is not due to the T -linear resistivity. Us-
ing the proof developed by Parameswaran, Shankar and
Sondhi, we have further justified that ξ = 0 (and Eg = 0,
UH = 0) lead us to a Fermi gas (non-interacting elec-
trons). Whereas, a Fermi liquid satisfies the condition,
ξ 6= 0 and ξ is an irrelevant constant. Therefore, both
Fermi gas and Fermi liquid are special cases within the
ionization energy theory.
All of our analyses were shown to obey the resistiv-
ity measurements, and the soft X-ray spectra obtained
from La2−xSrxCuO4 self-consistently. This means that
we can readily extend our experimental analyses on
La2−xSrxCuO4 to other correlated systems. We also ex-
plained why and how the spectral weight transfer evolves
when one changes the types of chemical elements and
their concentrations. It would be interesting however, if
we could find ways to exploit this energy-level spacing
such that it can be associated to the origin of super-
8conductivity and the pseudogap phase, which have been
excluded systematically for convenience. But this is an-
other story for another day. However, we anticipate (due
to the existence of a strange metallic phase as a result
of a special energy-level spacing, ξ 6= 0) that a Fermi
liquid (or a Fermi gas) is a prerequisite for high-Tsc su-
perconductivity, somewhat in agreement with Anderson
and Casey [35, 36].
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Appendix A: Derivation of Eq. (11)
We start from Eq. (10)
G(t− t′)
= − i
~
θ(t− t′)〈{cα(t), c†α(t′)}〉
= − i
~
θ(t− t′)〈cα(t)c†α(t′) + c†α(t′)cα(t)〉. (A1)
∂G(t− t′)
∂t
= − i
~
∂θ(t− t′)
∂t
〈cα(t)c†α(t′)〉 −
i
~
θ(t− t′)
〈
∂cα(t)
∂t
c†α(t
′)
〉
− i
~
∂θ(t− t′)
∂t
〈c†α(t′)cα(t)〉 −
i
~
θ(t− t′)
〈
c†α(t
′)
∂cα(t)
∂t
〉
.
(A2)
Using
θ(t− t′) =
∫
δ(t− t′)dt, (A3)
i~
∂G(t− t′)
∂t
= δ(t− t′)〈{cα(t), c†α(t′)}〉
− i
~
θ(t− t′)
〈{
i~
∂cα(t)
∂t
, c†α(t
′)
}〉
. (A4)
Next, we use
〈cα(t)〉 = 〈ϕ(t)|cα(t1)|ϕ(t)〉, (A5)
i~
∂〈cα(t)〉
∂t
=
(
i~
∂〈ϕ(t)|
∂t
)
cα(t1)|ϕ(t)〉
+〈ϕ(t)|cα(t1)
(
i~
∂|ϕ(t)〉
∂t
)
. (A6)
Subsequently, we invoke (i~∂〈ϕ(t)|)/∂t = 〈ϕ(t)|(−H),
i~
∂〈cα(t)〉
∂t
= 〈ϕ(t)|(−H)cα(t1)|ϕ(t)〉+ 〈ϕ(t)|cα(t1)H|ϕ(t)〉
= 〈ϕ(t)|[cα(t1), H]|ϕ(t)〉. (A7)
The dummy time label t1 is replaced with t, using
Eq. (A7) and Eq. (A4),
i~
∂G(t− t′)
∂t
= 1− i
~
θ(t− t′)
〈{
[cα(t), H], c
†
α(t
′)
}〉
. (A8)
We further invoke H = HHIET, and δ(t − t′) = 1 −→
{cjσ(t), c†jσ(t′)} = 1 to evaluate
[cα(t), H
H
IET] = ciσ
(
E(0)c†jσ′cjσ′ + ξc
†
jσ′cjσ′c
†
j−σ′cj−σ′
)
−(E(0)c†jσ′cjσ′ + ξc†jσ′cjσ′c†j−σ′cj−σ′)ciσ
= E(0)
(
ciσc
†
jσ′cjσ′ − c†jσ′cjσ′ciσ
)
+ξ
(
ciσc
†
jσ′cjσ′c
†
j−σ′cj−σ′ − c†jσ′cjσ′c†j−σ′cj−σ′ciσ
)
,
(A9)
where i and j are dummy indices replacing R,
E(0)
(
ciσc
†
jσ′cjσ′ − c†jσ′cjσ′ciσ
)
= E(0)ciσ. (A10)
Next,
ξ
(
ciσc
†
jσ′cjσ′c
†
j−σ′cj−σ′
)
= ξ
(
cjσ′c
†
j−σ′cj−σ′δijδσσ′ + c
†
jσ′cjσ′cj−σ′δijδσσ′δσ−σ′
+c†jσ′cjσ′c
†
j−σ′cj−σ′ciσ
)
. (A11)
We used ciσc
†
jσ′ = 1− c†jσ′ciσ, ciσcjσ′ = −cjσ′ciσ, njσ′ =
c†jσ′cjσ′ and nj−σ′cjσ′ = cjσ′nj−σ′ . Therefore,
ξ
(
ciσc
†
jσ′cjσ′c
†
j−σ′cj−σ′ − c†jσ′cjσ′c†j−σ′cj−σ′ciσ
)
= ξni−σciσ. (A12)
In the last step, we have replaced j, −σ′ and σ′ with i, −σ
and σ, accordingly via the Kronecker deltas and niσciσ =
c†iσciσciσ = 0. Applying the creation and annihilation
operators to the left or the right will give two Kronecker
deltas one for the site and one for the spin indices. We
can now write
i~
∂G(t− t′)
∂t
= 1− i
~
θ(t− t′)〈{(E(0)ciσ + ξni−σciσ), c†jσ(t′)}〉
= 1− E(0) i
~
θ(t− t′)〈{ciσ(t), c†jσ(t′)}〉 −
ξ
i
~
θ(t− t′)〈{ni−σciσ(t), c†jσ(t′)}〉. (A13)
9Using Eq. (A1)[
i~
∂
∂t
− E(0)
]
G(t− t′) = 1 + ξG(1)(t− t′). (A14)
We define
G(1)(t− t′) = − i
~
θ(t− t′)〈{ni−σciσ(t), c†jσ(t′)}〉,(A15)
i~
∂G(1)(t− t′)
∂t
= δ(t− t′)〈{ni−σciσ(t), c†jσ(t′)}〉
− i
~
θ(t− t′)
〈{
ni−σi~
∂ciσ(t)
∂t
, c†jσ(t
′)
}〉
. (A16)
We have dropped ξ from Eq. (A16) for the time being
(because it is an eigenvalue), and we will tack ξ back
into the final equation after finding G(1)(t − t′). Now,
using Eq. (A7)
i~
∂G(1)(t− t′)
∂t
= 〈ni−σ〉
− i
~
θ(t− t′)
〈{
[ni−σciσ(t), HHIET], c
†
jσ(t
′)
}〉
.
(A17)
Next,
[ni−σciσ(t), HHIET]
= E(0)
(
ni−σciσc
†
jσ′cjσ′ − c†jσ′cjσ′ni−σciσ
)
+ξ
(
ni−σciσc
†
jσ′cjσ′c
†
j−σ′cj−σ′
−c†jσ′cjσ′c†j−σ′cj−σ′ni−σciσ
)
.
(A18)
E(0)ni−σ
[
ciσc
†
jσ′cjσ′ − c†jσ′cjσ′ciσ
]
= E(0)ni−σciσ.
(A19)
ξ
[
ni−σciσc
†
jσ′cjσ′c
†
j−σ′cj−σ′ − c†jσ′cjσ′c†j−σ′cj−σ′ni−σciσ
]
= ξni−σciσ, (A20)
we used
(
ciσ
)2
= 0 and
n2i−σ = c
†
i−σci−σc
†
i−σci−σ = c
†
i−σ
(
1− c†i−σci−σ
)
ci−σ
= c†i−σci−σ − c†i−σc†i−σci−σci−σ = ni−σ. (A21)
Therefore
[ni−σciσ(t), HHIET] = ξni−σciσ(t) + E
(0)ni−σciσ(t),
(A22)
using Eq. (A22) and Eq. (A17)
i~
∂G(1)(t− t′)
∂t
= 〈ni−σ〉 − ξ i~θ(t− t
′)
〈{
[ni−σciσ(t), c
†
jσ(t
′)
}〉
−E(0) i
~
θ(t− t′)
〈{
[ni−σciσ(t), c
†
jσ(t
′)
}〉
. (A23)
Using Eq. (A15)
i~
∂G(1)(t− t′)
∂t
= 〈ni−σ〉+ ξG(1)(t− t′) + E(0)G(1)(t− t′),[
i~
∂
∂t
− E(0) − ξ
]
G(1)(t− t′) = 〈ni−σ〉. (A24)
Therefore (after using i~∂/∂t→ E)
G(1)(t− t′) = 〈ni−σ〉
E − E(0) − ξ . (A25)
Using Eq. (A25) and Eq. (A14)
(
E − E(0))G(t− t′) = 1 + ξ〈ni−σ〉
E − E(0) − ξ . (A26)
Consequently
G(t− t′) = 〈ni−σ〉
E − (E(0) + ξ) + iδ +
1− 〈ni−σ〉
E − E(0) + iδ ,
(A27)
after introducing the arbitrary convergence factor, δ.
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