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1. INTRODUCTION 
A common aim in mathematical investigation is to break a large problem 
into several smaller ones and conclude that the solution of the large problem 
is some combination of the solutions of the small problems. For example, we 
are pleased that a + b + c = (a + b) + c, that J‘k [f(s) + g(s)] ds = 
(bf(s) ds + j; g(s) ds, and that a particular solution of the linear differential 
equation L@(t)) = CF=,fi(t) is given by a sum of solutions of L(x(t)) =fi(t), 
and many others. 
In this paper we investigate conditions under which boundedness and 
stability properties of the integrodifferential equations 
x’(f) =fi(f, X(f)) + Jf gi(fv SF X(S)) ds 
0 
for i = l,..., n will imply similar properties for 
X’(f) = 2 &(t, X(f)) + I,’ $, gi(f, S, X(S)) ds* 
i=l 
(1) 
Our investigation is by way of construction of Liapunov functionals for 
(I) and combining these to make a Liapunov functional for (II). As 
comparatively few such functionals are known, our n is not large. However, 
it becomes clear that when functionals for (I) have a certain property in 
common then a functional for (II) is readily obtained. Thus, there is much 
incentive for proving fairly isolated or special results for (I) as each such 
result will add to the generality of (II) which can be handled. 
In the process we construct new types of Liapunov functionals for (I). 
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2. PRELIMINARIES 
We first consider a scalar equation of the form 
- C(t, s) h(x(s)) - w7 s> ~(X(S))l ds (1) 
under suitable continuity and smoothness assumptions and look at the 
simplified equations 
Y(t) = ~(f)f(X(t)) + if ~(t, S) g(X(S)) h, 
-0 
x’(t) = - f C(t, s) h(x(s)) ds, 
-0 
(2) 
(3) 
and 
X’(t) = - if D(t, S) T(x(s)) ds. 
-0 
(4) 
It is assumed that 
d(x) > 0, XII(X) > 0, and XT(X) > 0 (5) 
when .Y # 0, while 
A(f)GO, C(t, s) 2 0, and D(t, s) > 0. (6) 
In Eq. (2) it is assumed that B is small and, hence, the integral is viewed 
as a small perturbation of the stable equation x’ =A(t)f(x). A Liapunov 
functional V, is constructed yielding several types of stability. 
In Eq. (3) it is assumed that l/C(t, t) is well-behaved and that 
%C(t, s>/at = -A(t) C(t, s), (7) 
where A(t) is continuous and non-negative. A Liapunov functional V, is 
constructed yielding various stability properties. No restriction on the size of 
C is made or implied. 
Equation (4) is essentially the one considered by Levin [4] and, to begin 
with, we merely state his result relative to a certain Liapunov functional V3. 
The functionals V, , V,, and V, are then combined to yield a functional V 
for (1). 
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Extensions to vector systems are then given. 
If C, > 0 is given, then to specify a solution of (1) on an interval [to, 
t, + T), an initial function 4: [0, t,] +‘Ont R is required with the solution 
x(t, 4) = 4(t) for t in [O, t,]. We make the covering assumption that functions 
in (1) are well enough behaved that continuous initial functions generate 
solutions and that solutions which remain bounded can be continued. The 
reader may consult Driver [3] for information concerning such properties. 
Definitions of stability and general properties of Liapunov functionals are 
found in the same place. 
3. SCALAR EQUATIONS 
Throughout this section we suppose that 
A, B, C, and D are continuous for 0 < s < t < co 
(f-9 
andf, g, h, and rare continuous on (-00, co), 
and we suppose that 
.m J lB(u, s)ld u is defined and continuous for 0 < s < t < co. (9) t 
THEOREM 1. Let (5~(9) hold and suppose there exist m > 0 and M > 0 
such that g*(x) < mZfZ(x) if Ix/& M. Let 
a(t, k) = A(t) + k 1” IB(u, t)ldu + (l/2) j; ] B(t, s)l ds. 
t 
(i) If there exists k > 0 with m2 Q 2k and a(t, k) < 0 for t > 0, then 
the zero solution of (2) is stable. 
(ii) Zf (i) holds, M = 00, and ja y(s) ds + co with 1x1, then all 
solutions of (2) are bounded. 
(iii) Zf (i) holds with a(t, k) < -a, < 0 then IF f 2(x(s)) ds < 0~). Zf, in 
addition, df(x)/dx is continuous, then all bounded solutions tend to zero. 
Proof We refine a functional constructed in [ 1 ] and define 
V, (t, x( . )) = lx f (s) ds + k 1’ Irn I B(u, s)l du f 2(x(s)) ds 
0 0 t 
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so that along a solution x(t) of (2) we have 
~‘,,~,(t, x( + )) = 4)f2(4 +.0x) f W, s)g(x(s)) ds 
‘0 
+ k fm IB(u, t)l duf*(x) -k 1; lB(t, s)lf’(x(s)) ds 
.I 
G 
[ 
A(t) + k \“j lB(u, f)l du 1 f’(X) -I 
+ f f IW, Nf*WN + g*(W)1 ds 
-0 
- k 1’ IW, s)lf’(W) ds 
-0 
,< 
I 
A(t) + k fm IB(u, t)l du + (l/2) it IB(& S)I ds 1 f*(X) -I -0 
+ b*P) -kl j; IN, W-‘(x(s)) ds 
yielding 
V’,,2,@, 4 - ) < 4~ W-*(x) 
+ [(m*/2) - k] j; IB(t, s)lf’(W) ds. (10) 
BY (ih vic2, l < 0. As V is postive definite, it follows that the zero solution 
of (2) is stable. Also, (ii) follows readily. 
Now (iii) can be proved directly with some effort, but with a slight 
additional hypothesis the proof becomes trivial. We suppose that A(t) is 
bounded. Then Ix’(t)1 is bounded whenever x(t) is a bounded solution. Thus, 
if a(t, k) < -a0 < 0, then V’,,,,(t,x( . )) < -a,,f*(x(t)) and, as V, > 0, it 
follows that j;f’(x(S)) ds ( 00. NOW df*(x(t)))’ is bounded, sof’(x(t)) --t 0 
yielding x(t) -+ 0 as r + 00. 
EXAMPLE 1. By Theorem 1 the zero solution of 
X’(f) = -X(f) + 1’ [I + (f-S)]-’ [X”(S) + dx(s)] ds 
-0 
for Id\ suffkiently small will be asymptotically stable. 
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In preparation for Theorem 2 we suppose that the function u(t) defined by 
u(t) = { [ 1/q, f>] ’ ) +, 
where q’(f) = max[q(f), 01, satisfies 
I 
Co 
u(t) C(f, f) df < 03 
0 
and that a function A is defined by 
X(f, syat = -A(f) C(f, s), 
where A(t) is continuous on [0, co) and satisfies 
l(f) > 0. 
We also partially define a function H(f, s) for 0 < s < f < a by 
N(f, syat = -C(f, s) 
with Z-Z(r, s) - H(s, s) < 0. 
Note that for to = 0, then (3) may be written as 
x(f) = x(0) + I’ [H(t, s) - H(s, s)] h(x(s)) ds, 
0 
(11) 
(12) 
(13) 
(14) 
(15) 
(16) 
as may be seen by differentiation. 
THEOREM 2. Let C(t, s) > 0, xh(x) > 0 if x # 0, and let (1 1 )-( 14) hold. 
(i) The zero solution of (3) is stable. 
(ii) If j”t h(s) ds-+ a with 1x1, all solutions of (3) are bounded. 
(iii) If there is a positive constant 1, with L(f)>A,, if (15) and (16) 
hold, and if C(f, f) and x(f) are bounded, then l: x’(f)2 df < 00. 
(iv) If (iii) holds, if l/C(t, t) and C,(t, s) are bounded, if H(f, s) is 
bounded, and if for fixed T > 0 then J’i [H(t, s) - H(s, s)] ds -+ --co us 
t+ co, then x(t)+0 as f-, co. 
ProoJ Define 
V,(t, x( . )) = lx h(s) ds + [ 1/2C(t, t)] (1’ C(f, s) h(x(s)) ds) ’ 
0 0 
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so that along a solution of (3) we have 
&,(t, 4 * 1) = -h(x) j; C(t, s) 44s)) ffs 
+ [ 1/2C(t, f)]’ (![ C(t, s) h@(s)) ds) 
+ [ l/C@, t)] 
[ 
[! C(t, s) h(x(s)) ds 
-0 1 
x C(t, f) h(x) + [’ C,(t, s) h(x(s)) ds 
-0 
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< u(t) - (f C(t, s) h(x(s)) ds)’ 
’ 2 -0 
- [W/W, t)] (Jo’ C(t, s) W(s)) ds) * 
< u(t) C(t, t) WY x( * )) 
- {A(t)/C(t, [)I (!I C(t, s) W(s)) ds) *. 
As we have V’ 2,3,(t, x( . )) < u(t) C(t, t) V,(t, .u( . )), it follows that 
v,(t, 4 . )) < V,(t,, 4) exp )-I u(s) C(s, s) ds 
. fo 
yielding stability of the zero solution of (3). If J’t h(s) ds + co with 1x1, then 
solutions are bounded. This proves (i) and (ii). 
Now for (iii), if l(f) > A, > 0, then 
vi,,, < u(t) C(t, t) v, - [&/C(t, t>] (I; C(t. s> Ws)) ds) *. 
As Vz is bounded, the first term on the right is integrable on [O, US) and, as 
b(t, f))is bounded above (jh C(t, s) h(x(s)) ds)* = x’(t)* is also integrable on 
300. 
We prove (iv) for a solution on [0, co) for simplicity. In the proof of (iii) 
we have (J’A C(t, s) h(x(s)) ds)* =x’(t)* integrable on [0, co) and solutions 
are bounded. As C,(f, s) is bounded, x’(r)* -+ 0 as t + co; hence, with 
I/C(t, t) bounded, V,(t, x( - )) + J’t h(s) ds. Now if V-, 0 then x -+ 0. Thus, 
we suppose there exists E > 0 with 1:“’ h(s) ds > E for all large t and so there 
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exists 6 > 0 with Ih(x(t))l > 6 on an interval [J, co). From (16) we have the 
bounded integral 
+ j-- [H(t, s) - H(s, s)] h@(s)) ds. 
The first term on the right is bounded as N(t, s) is bounded. As Ih(x(s))l > 6 
on [J, a), the second term on the right tends to infinity. This is a 
contradiction and x(t) + 0. 
Remark 1. It is obvious that if 
x’ = - ; [C,(f, s) + C,(t, s)] h(x(s)) ds, I 
where C, and C, satisfy the conditions of Theorem 2, then a suitable 
functional is 
IX 4) ds + [l/X,(& 01 (i’ C,(f, s) h(x(s)) ds) * 
0 0 
+ [ v2w 91 ( j-i w, s) h(x(s)) ds) z. 
Remark 2. In Theorem 2 notice that if C(t, s) is a positive constant hen 
(i) and (ii) are satisfied and solutions are periodic. Thus, something stringent 
is needed to make solutions tend to zero. Part (iii) essentially requires that 
C(t, s) tend to zero exponentially in some sense such as for s fixed and 
f -+ co. Theorem 3 will accomplish the same thing by asking that several 
derivatives of C behave very well. 
EXAMPLE 2. With Remark 1 in mind we suppose that 
C,(t, s) = a(t)/I(s), where 01 and /3 are continuous and non-negative with 
a’(f) = - L(t) a(f) and A(f) > b. Then X,(f, s)/af = --A(f) a(f)P(s) as 
required. 
EXAMPLE 3. Continuing with Remark 1 we take C,(f, s) = y(s), a 
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positive continuous function. Then A(t) = 0 as X,(t, s)/& = 0. Now, the 
equation 
x’ = - I ; [a(t) /3(s) + y(s)] x(s) ds 
will have bounded solutions when (1 I) and (12) are satisfied for C, and Cl. 
Now Theorems 1,2, and Remark 1 are new, but the next result is simply a 
special case of a result by Levin [4; Theorem 1, p. 1781. 
THEOREM 3 (Levin). Let D(t, s) E C* for o<s<t<co with 
D,(t, s) < 0, D,,(t, s) > 0, D,(t, s) >/ 0, and Dfr(t, s) < 0. Then the zero 
solution of (4) is stable. Zf, in addition, 1: r(s) ds + a) with (xl, then all 
solutions are bounded. 
Proof: Levin defines 
Vz(t, x( . )) = ix r(s) ds + (l/2) D(t, 0) ( [’ r@(s)) ds) * 
0 -0 
+(1/2)J~D,(f,s)(/ir(x(u))du)*ds 
-s 
and obtains 
&,(t, x( . )) = f Df(k 0) (1: Ws)) ds) * 
+ (l/2) If D& s) (f r@(u)) du) * ds < 0. 
0 s 
From this the result follows. 
Levin proves much more, under additional assumptions. In fact, he gives 
conditions yielding x(t) + 0 and x’(f) + 0 as t + co. 
Now from the form of these Liapunov functionals it is obvious that fairly 
general theorems may be proved in case h(x) = r(x) and h is comparable to 
g. For simplicity we ask that 
h(x) = r(x) =f(x) = g(x). (17) 
THEOREM 4. Let (17) hold and suppose that A, B, C, D, and f satisfy the 
conditions of Theorems l(i), 2(i), and 3. 
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(i) Then the zero solution of 
x’ = A(t)&) + J-I [B(t, s) - C(t, s) - D(t, s>]f(x(s>) ds (1)’ 
0 
is stable. 
(ii> If Ikf(s) d s + OX with 1x1, all solutions of (1)’ are bounded. 
(iii) If for a(t, k) d f d e me in Theorem 1 we have a(t, k) < -a0 < 0, 
then Jrf*(x(t)) dt < 00. 
ProoJ Take 
v(t,X(*)) = vl(t, x(-j> + V,(t, x(a)) + V,(t, x(m)) - 2 j)-(s) ds 
so that 
Yl,& 4’)) = V’,(2)@, 4’)) + C,& -4’)) + C(& 4’)) 
< +a(& W-*(x(t)) + 2u(t) C(t, t) Vz(t, 4.)). 
As a(t, k) < 0, stability of the zero solution follows just as in the proof of 
Theorem 2. Boundedness in (ii) is as before. 
As to (iii), we have 
W, x(a)) <Wo, 4) + f a@, k)f*(x(s)) ds
0 
+ 2 f u(s) C(s, s) V,(s, x(a)) ds 
0 
and, as the second integral converges and V> 0, the result follows. 
Remark 3. One may not state immediately that solutions of (1)’ tend to 
zero when jFf’(x(t)) dt < co, as x’ may not be bounded for x bounded. 
However, if A(t) and C(t, t) are bounded and if D(t, s) = 0, then x bounded 
implies x’ bounded so solutions of (1)’ will tend to zero. 
EXAMPLE 4. With the aid of Remark 1, if f(x) =x, C,(t, s) = +l, 
C,(f, s) = e-‘e*‘, B(t, s) = (d sin(t - s)]/[ 1 + (t -s)*] with IdI small enough, 
and D(t, s) = l/[ 1 + (t - s)], then all parts of Theorem 4 are satisfied. 
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4. VECTOR SYSTEMS 
We now suppose that A, B, C = CT, and D = 0’ are n x n matrices, x is 
an n-vector, and 
d-u) = E(x) x, (18) 
where E(x) is an n x n matrix of continuous functions of X. It is also 
assumed that 
A is constant and all characteristic 
roots have negative real parts. 
The equations of interest become 
-u’(f) = Ax(f) + [’ [B(t, s) 15(x(s)) - C(t, s) - D(t, s)] x(s) ds, 
-0 
x’(f) = Ax(f) + 1’ B(t, s) E(x(s)) x(s) ds, 
-0 
x’(f) = - [’ C(r, s) F@(s)) ds, 
-0 
and 
x’(f) = - )-I D(t, s) F(x(s)) ds. 
-0 
(19) 
(20) 
(21) 
(22) 
(23) 
The basic assumption for (22) and (23) is that F is a continuous function 
from R” to R” and that there is a differentiable function 
G: R”+ [0, co) with G(O)=O, 
G(x) > 0 if x # 0, grad G(x) = 2F(x). 
(24) 
In the linear case, G(x) =x7x. 
From (19) there is a unique positive definite symmetric matrix L with 
A’L+LA=-I. (25) 
For (21) we define 
VJf, x(e)) = x*Lx + k j’ \a 1 B(u, s)l du IE(x(s))l XT(s) x(s) ds 
0 -f 
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and obtain 
~df~ 4’)) 
= x’A T + 
[ J 
t x’(s) Z?(x(s)) B’(t, s) ds Lx 
0 I 
+ xTL 
[ J 
Ax + : B(t, s) E(x(s)) x(s) ds] 
+ k I : IB(u, t)lduIE(x)IxTx - k f IB(t, s)l IE(x(s))l xT(s)x(s) ds 0 
< -xrx + 2xrL 
I 
’ B(t, s) E(x(s)) x(s) ds 
0 
+k~~~l~(~,~)ld~I~(x)lxTx-k~~l~(~,~)ll~(x(~))l~T(~)~(~)d~ 
< 
[ 
-1 + k ,itm IZ?(u, t)l du IE(x xTx 
+ j; IL& s) W(s))l(x’(s) x(s) + xr(t)x(f)) ds 
- k 1’ I B(t, s)l l~Ws))l XT@) 4s) ds 
-0 
= O” IB(u, t)l du IE(x)~ + 1’ ILB(t, s)E(X(s))l ds] XTX 
0 
- (k - IL I) i,’ IW, s)l l~(-+))l xTW 4s) ds. 
THEOREM 5. Let (18), (19), and (25) hold and define 
E(t, k) = -1 + k f= IB(u, t)j du IE(x)l + 1’ I LB(t, s) E(x(s))j ds. 
I 0 
Suppose that for some k > IL 1, there exists M > 0 such that Ix I< M implies 
E(t, k) < 0. 
(i) Then the zero solution of (21) is stable. 
(ii) Zf M = 00, all solutions of (21) are bounded. 
(iii) Zf fi(t, k) < -a, < 0, all bounded solutions tend to zero and 
J’: XT(S) X(S) dS < co. 
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(iv) Ifj(t) = J’L J’,” IB(u, s)/ du ds is boundedfor 0 < t < 00, then x = 0 
is uniform!v stable. 
Proof. As V4 is positive definite and Vi,,,, Q 0, x = 0 is stable. Also, (ii) 
is clear. As the right side of (21) is bounded for x bounded, (iii) follows 
readily. 
When j(t) is bounded, say, by K, then for a given E > 0, if Q is a 
continuous initial function on an interval [0, t,,] with l#(t)j < 6. then 
and this will yield uniform stability. 
The nonlinearities in (22) and (23) are very important, and they can be 
handled exactly as in the scalar case. 
For (22) we ask that there exist a matrix L(t) satisfying 
aqt, syat = /l(t) C(t, s), (26) 
where 
L(t) is continuous for 0 < t < ol). (27) 
In case C(t, s) is invertible, then (26) defines L(t) as before. In fact, we ask 
that 
C(t, t)- ’ exist for 0 < t < co 
(28) 
and be positive semi-definite, 
while 
[ C(t, t) - ’ ] ’ + 2C(t, I) - ’ A(t) 
be negative semi-definite for all t > 0. 
We then define 
(29) 
= G(x) + 1’ F’(x(s)) C(t, s) dsC(t, I)-’ j’ C(t, s) F(x(s)) ds 
0 0 
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+ 
[ 
P(X) + Jf FT(x(s))(C,(t, s) dsC(t, t) - ’ 
0 I 
x if C(f, s) F(x(s)) ds 
-0 
+ 
[ 
1; P(X(S)) C(t, s) ds 
I[ 
C’(f, f)-’ 
x 
I 
-f C(f, s) F(x(s)) ds 
0 
+ F(x) + C(f, t)-’ 1; C,(f, s) F(x(s)) ds] 
= f 2Fr(x(s)) C,(f, s) dsC(f, f) - ’ I’ C(t, s) F(x(s)) ds 
0 0 
+ j; F’(x(s)) C(f, s) dsC’(t, f) - ’ 1’ C(t, s) F(x(s)) ds 
0 
= 2 1’ Fr(x(s)) C(f, s) dsC(r, f) - ’ 1’ C,(t, s) F(x(s)) ds 
0 -0 
+ 1; F’(x(s)) C(f, s) ds(C(t, f) - I)’ If C(t, s) F(x(s)) ds 
0 
= 
I 
-’ F’(x(s)) C(f, s) ds [2C(t, t) - ’ A(t) 
0 
+ [C(f, f,-‘I’] 1’ C(f, s)F’(x(s)) ds < 0. 
0 
From this we immediately have 
THEOREM 6. Let (26), (27), (28), and (29) hold. 
(i) The zero solution of (2) is stable. 
(ii) Zf G(x) + 00 as ( XJ + a), then all solutions of (22) are bounded. 
The linear form of (23) was treated by the author in [2] and is easily 
extended to the nonlinear form. 
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We define 
V&r x(.)) = G(x) + f F'(x(s)) dsD(t, 0) it t-(x(s)) ds 
-0 -0 
and find, upon integration by parts as in [2] that 
Thus. if 
D(t, 0) and D&t, s) are positive semi-definite (30) 
while 
dH(t, O)/dt and H,,(r, s) are negative semi-definite (31) 
then V, is positive definite and I&,, < 0. 
From this follows 
THEOREM 7. Let (30) and (31) hold. Then the zero solution of (23) is 
stable. If G(x) -+ 00 with 1x1, all solutions of (23) are bounded. 
From our knowledge of linear constant coefftcient systems it is clear that 
strong relations between A, C, and D will be required if stability of (20) is to 
follow from stability of (21), (22), and (23). For example, if A, and A, are 
constant n x n matrices with x’ =,4,x and y’ = A,y being stable, then 
2’ = (A, + A *) z is stable provided A, and A z commute. For in that case 
and 
x = eA “x0, ,421 4’=e Y,, 
On the other hand, the system 
x’(t) = - 1’ [C(t, s) + D(t, s)] F(x(s)) ds 
-0 
(32) 
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is stable if the conditions of Theorems 6 and 7 hold. The appropriate 
Liapunov functional is 
v,O, 4.)) = V& 4.1) + V&, 4.)) - G(x). 
The reader may show that under appropriate conditions 
V, = V, + I’, + V6 - 2G(x) 
will serve as a Liapunov functional for (20). We now give the details for 
x’(t) = Ax(t) + f [B(t, s) E(x(s)) - C] x(s) ds, (33) 
0 
where A, B, and E are as in (20), while C = CT is a constant n x n matrix 
which is positive semi-definite. 
Define V,(t, x(.)) 
’ =x’Lx+ k 
II 
w 1 B(u, s)l du IE(x(s))l x’(s) x(s) ds 
0 t 
+f x’(s) CdsH ‘Cx(s) ds, 
0 i 0 
where H = HF is a constant matrix which is positive semi-definite and is to 
be determined, while L is defined in (25). Then the derivative of V, along a 
solution of (33) will be given by 
%& X(*)> = &,,(t, x(e)) - f x’(s) CdsLx 
0 
I 
t +xFL - Cx(s) ds + xFCH t Cx(s) ds 
0 I 0 
+s 
x’(s) CdsHCx 
0 
= &,,(C x(m)) - 2 j-:x’(s) CLx(r) ds 
+ 2 1; x’(s) CHCx(t) ds. 
Thus, we need 
CHC = CL (34) 
LIAPUNOV FUNCTIONALS 105 
or. if C is nonsingular, then we need 
H= LC-‘. (35) 
We then have 
THEOREM 8. Let the conditions of Theorem 5(i) hold and suppose there 
is a symmetric matrix H which is positive semi-definite and satisfies (34) or 
(35). where L is defined by (25). 
(i) The zero solution of (33) is stable. 
(ii) If M= 00, all solutions of (33) are bounded. 
(iii) If C(t, k) < -a, < 0, as defined in Theorem S(iii), then anv 
solution of (33) on [0, 00) satisfies If, xr(s) x(s) ds < 03. 
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