ABSTRACT For batch process fault detection, regular data-driven methods cannot distinguish quality-irrelevant faults from quality-relevant faults. To solve such problem, we propose a multiway multisubspace canonical variate analysis (MMCVA) method for the batch processes. First, the combination of batch-wise unfolding and variable-wise unfolding is adopted to unfold the three-way process and quality data in to two-way data. Then, we use CVA to project the process and quality data spaces to three subspaces, a process-quality correlated subspace, a quality-uncorrelated process subspace, and a process-uncorrelated quality subspace. Fault detection statistics are developed based on the three subspaces. The proposed MMCVA method is capable of indicating the normality or abnormality of the quality variables, while detecting a process fault. The simulation results of a fed-batch penicillin fermentation process illustrate the effectiveness of the proposed method.
I. INTRODUCTION
Batch processes have been widely used in many fields such as biopharmaceutical, fine chemical engineering, injection molding, etc. Compared to the continuous processes, the batch processes have more complex mechanism and operations conditions. The quality variables of the batch processes are vulnerable to production conditions, raw materials, equipment, and other uncertain factors. However, the changes of process variables do not necessarily lead to the changes of quality variables within a batch. If a process fault is detected without affecting quality variables, then, it is unnecessary to take any actions or stop the production, which can avoid the waste of raw materials as well as guarantee the product quality. Quality-relevant process fault detection methods can detect process faults and distinguish the quality-irrelevant faults from the quality-relevant faults. Therefore, qualityrelevant process fault detection attracts increasing attention in recent years [1] , [2] .
Data based analysis techniques such as multivariate statistical analysis method [3] , neural network [4] , Bayesian network [5] - [8] and support vector machine [9] have been popular tools for batch process fault diagnosis. Multivariate statistical analysis method such as multiway principal component analysis (MPCA) [10] - [13] and multiway partial least squares (MPLS) [14] , [15] have been widely applied to batch processes with many successful applications. In order to tackle serial correlations [16] , [17] , process nonlinearity [16] - [18] , multi-phase characteristic [21] - [23] , multi-mode characteristic [25] , [26] and uneven-length problem [27] , many modified methods have been developed as extensions of the regular MPCA/MPLS methods. Quality variables are usually sampled off-line with a low frequency and a time delay. To achieve the real-time fault detection, MPCA based methods only use the process variables, and can only indicate whether the process variables are abnormal or not. Although MPLS based methods use both the process variables and quality variables in off-line modeling, they fail to analyze the effects of process faults on the quality variables on line. Lv et al. employed mutual information and K-means to derive the segmentation rule of variable subspaces, after which variables were divided into several subspaces [28] . However, the correlations between the process variables and quality variables were not analyzed. Mori and Yu [1] searched for latent directions by maximizing mutual information between the measurement and quality spaces. The proposed method improved the fault detection rate, but failed to analyze whether the quality variables are affected by the fault or not.
Batch process faults can be divided into three types according to the combined state of the process measured variables and quality measured variables. 1) The process variables are abnormal, and the quality variables are abnormal casually.
2) The process variables are abnormal, and the quality variables are not affected. This kind of fault doesn't need alarms. However, most batch process fault detection methods raise the nuisance alarm in time, because they cannot distinguish this kind of fault from the first kind of fault.
3) The quality variables are abnormal, and the process variables are normal. It is due to some key process variables that are relevant to the quality variables are not measured. These three types of fault can be discriminated by analyzing the correlations between the process variables and quality variables. According to the correlations, the process data space can be decomposed into two subspaces, one is relevant to the quality data, and the other is not. The quality data space can also be decomposed into two subspaces, one is relevant to the process data, and the other is not. Therefore, it is worth studying on how to decompose and monitor above subspaces.
Canonical correlation analysis (CCA) is a dimensionality reduction technique. When CCA is used to extract state vectors by maximizing the correlations between the past data and future data, it is called canonical variate analysis (CVA) [29] . Since CVA takes serial correlations into account during the dimensionality reduction, it has been used for the continuous process fault detection [30] - [36] . However, CVA based fault detection methods use the squared prediction error (SPE) statistic to measure the variations inside the residual space. The residual space may still contain large variations, which may influence the monitoring performance of the SPE statistic. To solve the statistic problem and identify the quality-irrelevant faults, we proposed a dynamic input-output canonical variate analysis (DIOCVA) method for the continuous processes [37] . After that, we developed a kernel inputoutput canonical variate analysis method to tackle process nonlinearity [38] . Compared to the continuous processes, CVA is seldom used in the batch process fault detection. Moreover, the research on batch process quality-relevant fault detection is limited. In order to extend CVA to a batch process quality-relevant fault detection method, we propose a multiway multi-subspace canonical variate analysis (MMCVA) method in this paper. The proposed MMCVA uses CVA to capture the correlations between the process variables and quality variables. Also, the quality data and process data spaces are projected to three subspaces, a process-quality correlated subspace, a quality-uncorrelated process subspace, and a process-uncorrelated quality subspace. Monitoring indices are developed based on the three subspaces. Compared to the traditional batch process monitoring methods, MMCVA is capable of indicating the normality or abnormality of the quality variables while detecting a process fault.
The remainder of this paper is organized as follows. Section II introduces CVA based approach. The proposed MMCVA method is presented in section III for qualityrelevant batch process fault detection. Simulations involving a fed-batch penicillin fermentation process are given in section IV to compare the performance of the proposed method with that of the multiway CVA. The concluding remarks are summarized in section V.
II. PROCESS FAULT DETECTION BASED ON CVA
CVA extracts predictive canonical variables by maximizing the correlations between the past data and future data for continuous processes [28] . Given an input vector u ∈ R m×1 and an output vector v ∈ R n×1 , at a particular time instant i = 1, . . . , N , the future vector is
where h and l are the number of lags to include. Projection vectors α and β can be computed by solving the optimization problem
where c = α T p and d = β T f are canonical variables, C pf is the cross covariance matrix of p and f , C pp is the covariance matrix of p, and C ff is the covariance matrix of f . Use all projection vectors to comprise projection matrices
Then canonical vectors can be calculated as c = A
T p and d = B T f . Projection matrices A and B can be computed by solving the singular value decomposition (SVD)
where
Assuming the order of the process state space model is s, the state vector corresponding to a new sample p new can be computed via
contains the first s columns of A, and U s contains the first s columns of U. Statistics T 2 s , T 2 r and SPE are usually utilized for process monitoring [25] ,
s statistic measures the variations inside the state space, while the T 2 r statistic measures the variations outside the state space. The SPE statistic measures the variations in the residual space. Although the residual space is less predictive to the future vector, it can contain large variations. Thus, it is not appropriate to use the SPE statistic to monitor the residual space. VOLUME 5, 2017 FIGURE 1. Unfolding of the three-way data matrices into two-way data matrices.
Until now, CVA is seldom used for batch process fault detection. If CVA is used to extract batch process features, three-way process data should be unfolded into two-way data firstly. It is called multiway CVA.
III. QUALITY-RELEVANT BATCH PROCESS FAULT DETECTION BASED ON MMCVA
Multiway CVA based batch process monitoring method only uses the process data sampled on-line, and fails to analyze whether a detected fault affects the quality variables or not. To distinguish the quality-irrelevant faults from the quality-relevant faults, the quality and process data spaces are projected to three subspaces, a process-quality correlated subspace, a quality-uncorrelated process subspace, and a process-uncorrelated quality subspace. Each subspace is monitored with proper indices.
Given Q batches, G sampling instants for each batch, J process variables, and K quality variables, batch data can be expressed as three-way matrices X 3d ∈ R Q×J ×G and Y 3d ∈ R Q×K ×G for process variables and quality variables, respectively. We adopt the AT approach to unfold the threeway matrices into two-way matrices, as shown in Fig.1 [39] . Firstly, two-way data matrices X 2db ∈ R Q×GJ and Y 2db ∈ R Q×GK can be obtained by using batch-wise unfolding [40] . Each column of X 2db and Y 2db is scaled to zero mean and unit variance. Then, the matrices X 2db and Y 2db are rearranged in variable-wise form to obtain the modeling data X ∈ R QG×J and Y ∈ R QG×K . For the preprocess algorithm, data from the uneven-length batches can also be used. Furthermore, it is unnecessary to estimate future data in a new batch.
A. QUALITY-CORRELATED PROCESS MONITORING
The correlations between the process vector x and quality vector y are captured by using canonical variate analysis. By substituting p with x, and f with y in section II, s pairs of the most correlated canonical vectorsc andd can be obtained viac
where C xx is the covariance matrix of x, and C yy is the covariance matrix of y. The subspace spanned by canonical vectorsc andd is called a process-quality correlated (PQC) subspace xy . The PQC subspace xy contains the correlation information between the process variables and quality variables. Sincec andd are correlated, andc is projected from real time process data. We only use canonical vectorc to develop a monitoring statistic
The T 2 s statistic measures the variations inside the PQC subspace. A violation of the T 2 s statistic indicates that there are abnormal variations in the process variables which are correlated with the quality variables. It can be reasoned that the variations of the quality variables are abnormal. Since the process variables are usually measured more frequently than the quality variables, the T 2 s statistic can identify qualityrelevant faults earlier than the statistic using the quality variables.
B. QUALITY-UNCORRELATED PROCESS MONITORING
By projectingc back into the observation space, the estimation of x can be obtained viâ
Then, the estimation residual e x = x −x and its data matrix E x ∈ R QG×J can be yield via
whereX ∈ R QG×J is the estimation of X. The subspace spanned by e x is called a quality-uncorrelated process (QUP) subspace ex . For regular CVA, the SPE statistic in (4) is used to monitor the variations in the QUP subspace ex . However, the low dimensional canonical vectorc is computed by maximizing the correlations, not the variance. There is still covariance contained in the QUP subspace ex , which can influence the monitoring performance of the SPE statistic. For such problem, we use principal component analysis to capture the variance information in the QUP subspace ex . Firstly, each column of E x is scaled to zero mean and unit variance. Assuming the number of principal components is s ex , the principal component subspace P ex and residual subspace R ex of the QUP subspace can be obtained via PCA decomposition
where P ex ∈ R J ×s ex is the loading matrix, T ex = E x P ex is the score matrix,Ê x is the projection of T ex back into the QUP subspace ex , while E R x is the residual matrix. We use the score vector t ex = P
where ex is a diagonal matrix comprised of s ex eigenvalues corresponding to principal components. We use the residual vector e R x = e x −ê x = e x − P ex t ex to develop a SPE statistic
The T 2 ex statistic measures the system variations of the QUP subspace. The random variations of the QUP subspace are measured by the SPE ex statistic. A violation of the T 2 ex or SPE ex statistics indicates that there are abnormal variations in the process variables which are uncorrelated with the quality variables. It can be reasoned that quality variables will not be affected by the detected process faults. One case is that the detected process fault is compensated by a controller. Since the process variables are sampled on line, qualityuncorrelated process monitoring can be conducted in real time.
C. PROCESS-UNCORRELATED QUALITY MONITORING
By projectingd back into the observation space, the estimation of y can be obtained viâ
Then, the estimation residual e y = y −ŷ, and its data matrix E y ∈ R QG×K can be yield via
whereŶ ∈ R QG×K is the estimation of Y . The subspace spanned by e y is called a process-uncorrelated quality (PUQ) subspace ey . Similar to the QUP subspace, the squared prediction error statistic of the quality variables is inappropriate for fault detection. We also adopt principal component analysis to capture the variance information in the PUQ subspace ey . Each column of E y is preprocessed to zero mean and unit variance. The principal component subspace P ey and residual subspace R ey of the PUQ subspace can be obtained via PCA decomposition
Assuming the number of principal components is s ey , P ey ∈ R K ×s ey is the loading matrix, T ey = E ey P ey is the score matrix,Ê y is the projection of T ey back into the PUQ subspace ey , while E R y is the residual matrix. We use the score vector t ey = P T ey e ey to develop a T 2 ey statistic
ey t ey (16) where ey is a diagonal matrix comprised of s ey eigenvalues corresponding to principal components. We use the residual vector e R y = e y −ê y = e y − P ey t ey to develop a SPE statistic
The T 2 ey statistic measures the system variations of the PUQ subspace. The random variations of the PUQ subspace are measured by the SPE ey statistic. A violation of the T 2 ey or SPE ey statistics indicates that the variations of the quality variables uncorrelated with the measured process variables are abnormal. Maybe some key process variables are not measured.
In summary, both the process data X and quality data Y can be finely decomposed as follows, respectively
Subspace decomposition and monitoring statistics of the proposed MMCVA method are shown in Fig.2 . The control limit of each monitoring statistic can be calculated by using kernel density estimation [41] .
The quality-relevant batch process monitoring strategy can be summarized as follows.
Step 1. Sample new process data, and calculate the T 2 s , T 2 ex and SPE ex statistics.
Step 2. Distinguish quality-irrelevant faults from qualityrelevant faults. If values of the T 2 s statistic violate the control limit, then a process fault occurs, and the fault can cause quality to abnormal. Operators should pay attention to the fault. If values of the T 2 s statistic are under the control limit, and values of the T 2 ex or SPE ex statistics violate their control limits, then a process fault occurs, but the fault has no or little effect on the quality variables.
Step 3. When new quality data are available, the T 2 ey and SPE ey statistics can be used to monitor variations in the PUQ subspace. Also, the reasoning about the quality variables obtained in Step 2 can be verified by the quality data. 
IV. SIMULATION RESULTS

A. FED-BATCH PENICILLIN FERMENTATION PROCESS
In this work, a fed-batch penicillin fermentation (FBPF) process is utilized to examine the performance of the proposed MMCVA method for quality-relevant batch process fault detection [42] . At the beginning of a batch operation, small amount of biomass and substrate are added to a fermenter. After about 40h, the substrate is fed into the fermenter continuously. Meanwhile, acid and base are fed into the fermenter continuously to maintain a constant pH value. The flow ratio of cold water and hot water is controlled to maintain a constant temperature value.
All the process variables and quality variables are listed in Table 1 . Each batch lasts for 400h, and the sampling interval of all variables is 0.5h. A list of process faults is given in Table 2 . All the faults occur from the 100h. The simulation data are downloaded from Penisim 2.0 on the website.
Firstly, the quality data under the normal operating condition are compared with those under failure operating conditions. The comparison results are shown in Fig. 4 . It can be seen that the quality variables under Fault 1 and Fault 2 operating conditions are different from those under the normal operating condition. The quality variables are affected by Fault 1 and Fault 2. Fig. 3 shows that the quality variables under Fault 3 and Fault 4 operating conditions have the same trajectory as those under the normal operating condition.
Although the process variables under Fault 3 and Fault 4 operating conditions are abnormal, the quality variables are not affected. Regular process monitoring methods can detect Fault 3 and Fault 4. But, no quality information can be predicted. Operators will be misled to take actions. The proposed MMCVA method not only detects them, but also labels them as quality-irrelevant faults. Then, operators will not be misled. Fault 2 is a +20% step change in the substrate feed flowrate, and this fault leads the quality variables to abnormal. The process monitoring results for multiway CVA method are shown in Fig. 7 . It can be seen that multiway CVA can detect the fault successfully. The monitoring results for MMCVA method are shown in Fig. 8 and 9 . Fig.8 shows that the values of the T 2 s statistic violate the control limit. It can be reasoned that the quality variables can be affected by Fault 2. The analysis results are consistent with the description of Fault 2 in section IV. A. Fault 3 is a +10% step change in the aeration rate, and this fault does not affect the quality variables. The process monitoring results for multiway CVA and MMCVA methods are shown in Fig.10, 11 and 12 , respectively. For multiway CVA, T 2 r and SPE detect the fault. However, multiway CVA based monitoring cannot indicate that this disturbance is qualityirrelevant. Operators may take unnecessary actions to remove the fault. For MMCVA, T 2 s shows that the fault is qualityirrelevant. T 2 ex and SPE ex detect the fault in the principal component subspace and residual subspace of the qualityuncorrelated process subspace. Therefore, MMCVA shows its superior performance over multiway CVA in filtering out the quality-irrelevant fault.
Fault 4 is +0.03 W/h ramp change in the agitator power, and the quality variables are not affected by this Fault. The process monitoring results for multiway CVA and MMCVA methods are shown in Fig.13, 14 and 15 , respectively. For multiway CVA, T 2 r and SPE detect the fault. However, the normality of the quality variables cannot be observed. For MMCVA, T 2 s shows that the fault is quality-irrelevant. T 2 ex and SPE ex detect the fault in the quality-uncorrelated process subspace. In this example, MMCVA is better than multiway CVA in that it successfully indicates the normality of the quality variables while detecting the process fault.
In summary, both multiway CVA and MMCVA can detect all of the 4 faults successfully. Compared with multiway CVA, MMCVA can furtherly label Fault 1 and Fault 2 as quality-relevant faults, and label Fault 3 and Fault 4 as quality-irrelevant faults. Quality-relevant fault analysis will help operators to make right decisions.
V. CONCLUSION
In this paper, we propose a multiway multi-subspace canonical variate analysis method called MMCVA for the batch process quality-relevant fault detection. The motivation for MMCVA is to filter out the quality-irrelevant fault for batch processes. The proposed MMCVA uses CVA to decompose the process data into a quality-relevant subspace and a quality-irrelevant subspace. And PCA is utilized to analyze variance information in the quality-irrelevant subspace. The evaluation based on the fed-batch penicillin fermentation process is conducted to demonstrate the effectiveness of the proposed method. The evaluation results illustrate that the MMCVA method can distinguish the quality-irrelevant faults from the quality-relevant faults accurately.
