Absfraa-Document anaylsis and ils associated research underpins web intelligence and the envisaged 'semantic web'. A key issue is how to encode a document without losing salient information. Current research almost always uses fixed.length vectors based on word (term) frequency (TF) andlor variants thereof. We explore the question of alternative eneadings, and we search for such encodings using an evolutionary algorithm (EA). These alternatives consider a variety of other features that can be extracted from a document, and the EA explores the space of weighted combinations of these. Tests on the B m e a r c h dataset were able to find encodings which outperformed previous results using TF-based encodings. Among several tentative fmdings it seem clear that the ideal encoding is highly taskdependent, and we can recommeud certain features as useful for specific types of document clustering tasks.
INTXODLICT~ON
With the continued rapid expansion in the size of the World Wide Web, the task of retrieving relevant -as well as accurate -information is becoming less and less trivial.
Currently, the most common method of retrieving desired web documents is via the use of an internet search engine. The vast majority of search engines function by mapping requested keywords and/or phrases to a set of web documents and their associated URLs. However, keyword matching is known to be only suggestive of the document's relevance, and hence most researchers agree that advances in keyword matching are needed to enable the World Wide Web to reach its full potential.
To this extent. a significant global research effort exists to find methods of retrieving web documents that provide the user with greater relevance than is currently achieved using the existing, but arguably improvable, techniques of keyword matching.
A general search on most internet search engines treats the entire web as a vely large, single category One such proposed improvement is to panition the web into subjectsimilar subsets, which would then allow a given search engine user to 'restrict' a given keyword search to specified 'subject subset'. This method of restricting searching to (correctly classified) subject-grouped subsets is inherently superior due to the reduction in 'noise' that is otherwise present when treating the entire web as a single with 4.2 billion web documents, provides a concrete lower bound. It should be noted, however. that no search engine indexes the entire web and the coverage overlap between any two search engines is far from total, therefore any estimate should be significantly higher than the stated lower bound. In fact, quite a few estimates put it between 5 and 8 billion.
Even manual classification of hl newly created web documents proves too great when studies have shown that up to 1.5 million documents are added to tbe web each day [Z]. With manual classification unachievable,' most researchers agree that some sort of autonomous, or semiautonomous method is the way forward.
Another commonly employed method is to train supervised machine-learning techniques, such as Neural Networks, etc. to classify web documents into specific categories. However, this has one major drawback; it requires a training set of pre-classified web documents to be created. When this is expanded to the task of classifying the entire web, a suitable taxonomy is required, and here is where the problem lies. Any such taxonomy of the World Wide Web would be difficult to generate, very subjective, and would not answer the problems that arise when new categories emerge or when others splitlmerge. As the World Wide Web is continually evolving, any taxonomy would need almost continual changing, and any dependant techniques would require re-training.
Unsupervised leaning doesn't suffer from these problems, and therefore is our chosen method of autonomous categorisation. Our particular research area (web information retrieval) closely overlaps with established research efforts such as information However, the simple extraction of the plain text (i.e. the removal of all HTML tags) from a web document, further increases the overlap between text-based information retrieval and web based information retrieval.
An important point to note is that even the plain extracted text from a web document is different to classical text-retrieval documents -and we have proved this ourselves in terms of the performance of traditional text-retrieval based stoplists compared to newly created, weh-optimised, stoplists [7] .
However. while the differences do exist. they are small, and therefore our research question is can we take the existing techniques of text-based information retrieval and combine them somehow with the web-specific properties of HTML documents.
Further, by postulating that there exists an 'optimal' set of web-based features that (when extracted and processed) provides improvement over the accuracy of text-based retrieval techniques on web-based datasets, we can treat the process of feature selection as an optimisation problem that we can attempt to solve using proven optimisation algorithms, namely EAs.
In section II we discuss the wealth of potential features that can he extracted from web documents, and list our chosen candidate features in section 111. Section IV outlines our chosen optimisation algorithm design. section V lists the experiments selected to answer our particular research questions, whilst the results are displayed in section VI. Finally. we conclude in section VII.
WEBDOCUMENTFEATURES
The. standard way of representing a document (for document processing purposes such as clustering, supervised leaming, and so on), is to use a vector based on word frequencies. For example, in a given a collection of 1,000 documents, there may he a total of 5,000 distinct words. A particular document in that collection may then be encoded as a vector in 5,000-dimensional space (each dimension associated with a particular word). The first three entries in such a vector might he, for example, "[32, 0, 14, ...", which may encode a document containing the word 'a' 32 times, the word 'ablate' 0 times, and the word 'about' 14 times. That is meant to illustrate the basic idea of a term frequency vector, although in practice there are many variations. For example, the entries are normally not alphabetical (as suggested here) but in order of overall frequency in the document collection. or in some cases an entropy measure is used to order them. Also, the terms are usually normalised in some way to lie between 0 and I, or individual entries in a document vector may represent the frequency of the term in that document as a proportion of its frequency in the collection as a whole. Also (and which has been the topic of our previous research in this area), it is universally recognised as beneficial to remove so-called 'noise' words (collections of which appear in a Small variety of well-known 'stoplists', as previously mentioned) from consideration. These are words which are so common that they are unlikely to convey any salient information ahout the content or category of a document. So, for example, there will almost certainly not he a vector entry given over to represent the frequency of the word 'a' (unlike the case in our example).
Clearly, however, there are potentially hundreds of different candidate features of a web (or any) document that can he extracted, many of which may be helpful elements in a document's encoding. However, with an eye on computational processing time when it comes to evolving candidate sets of features, we consider a relatively small set of such in this feasibility study.
We believe the 'ideal' document encoding for many purposes will be a combination of a term-frequency based vector (known as the vector-space model [SI) and extra features. In our experiments, we therefore explicitly investigate encodings which incorporate the standard vector in addition to other features (hut also explore the discriminatory power o f ' other features alone). In particular, regarding the 'new' features. we are interested in exploring web-specific features. with a view towards potential use of our techniques in semantic web and web search applications. We now describe the 'old and candidate 'new' features in more detail.
Firstly, regarding text-based information retrieval applied to the pure text from a web document. there are a variety of frequency-vector based techniques to choose from. Chief among these are term frequency (TF), document frequency (DF), and term frequency x inverse document frequency (known as TFIDF). Each is simply a way to encode a document as a list of word-frequency related numbers. differing only in the way the individual numbers are calculated. For a mixture of pragmatic and scholarly reasons, we allowed both TF and TFIDF in our space of possible encodings (this will he explained later). We already use a version of TF which we call normalised TF [9]; meanwhile. TFIDF is generally considered to he the hest frequency-vector method for document processing; extensive work has been done by many researchers in the area of information retrieval, and it has been shown by Salton & Buckley [IO] . Harman [ I l l , and others, that TFIDF consistently out-performs other encodings on text-retrieval datasets. In addition. we allow arguably the simplest technique of representing a document: a Boolean vector with a hit for each word, denoting the presence ( I ) or absence (0) of that word in the document.
The main reason we left out the potential use of standard DF and standard TF encodings was that these term weightings suffer from the fact that the individual elements in the vector can sometimes he very high (>loo) which introduces a level of skew in the collection of vectors, which is likely to confound typical clustering or retrieval tasks. We generally preferred to use features whose elements were in the range 0 to 1 or thereabouts.
In addition to the three word based term vectors, there are plenty of other features that can he extracted from the pure text of a web document. Such features include average word length, average sentence length, and so on.
The following is a representative list of things which may count as a 'feature' of a docummt. in the sense that each may or may not have good discriminatory value when used within a feature vector for document clustering or similar tasks: Clearly many more are possible; this list is meant just to indicate the kinds of features which we can extract from any document, and which may or may not he valuable in autonomous web intelligence tasks. For example, the relative proportion of question marks may be higher in tutorials than in other documents, while a high mean sentence length may help discriminate scientific texts from others.
Ill. h7UREEXTRACTION
Once the decision to extract certain features had been made (Table I) , certain pre-processing issues had to he addressed such as normalisation to avoid vector skewing. Normalisation for the three term-weighting vectors is not needed as the first two vectors will always have elements between 0 and 1. The TF 'IDF term weighting algorithm will return values between 0 and 1 most of the time hut not always. Our TFIIDF function was computed as follows: TF (Term frequency) is the number of times a word appears in the document, multiplied by IDF, where this is calculated as log,,(2000/DF), where DF is the number of documents in the collection which have at least one occurrence of the given term, and 2000 is the total number of documents in the collection for all experiments.
Since this generally turned out to yield numbers between 0 and 75, the result was divided by 100.
Other normalisation issues were encountered and addressed individually. For example, preliminary experimentation and discussion led us to scale the 'total number of words' feature by 100000; meanwhile, the 'length of sentence' features were scaled according to the longest .sentence found in the entire collection. The completed list of extracted features, along with their normalisation factors, are listed in table 1. We used a straightforward EA [12, 13. 141 to evolve candidate document encodings. Our particular choice of algorithm design was motivated by the need for relatively fast optimisation, and simplicity (given that other aspects of our approach are rather complex). A straightforward steady-state EA with binary tournament selection was therefore employed, with mutation only, and a population size of IO. We opted not to employ a tournament size in excess of "2" in order to promote a diverse population.
Here are salient details of the method we adopted:
The mutation operator picked a feature at random, selected a random number between 0 and 0.005 and then randomly either added or subtracted that number from the weighting of the chosen feature.
Each run of an EA was started with a 'seed' chromosome -explained later in the experiments section. Each of the remaining 9 of the initial population was created as 10% mutated from the seed chromosome.
V. EXPERIMENTS
In this initial study, a series of four experiments were designed to explore the hypothesis that we could evolve combinations of features that could rival, or outperform, standard document representation schemes. In simple terms, a chromosome encoded a set of candidate features, and the evaluation of such a chromosome involved a series of steps which eventually yielded a measure of how good we might expect that set of features to perform when used as the basis for representing documents. Fulther details of the documents used and the way fitness was evaluated will now be described. before we discuss the actual experiments.
The most computationally costly element of this research was the fitness function needed to evaluate each prospective document encoding. The evaluation time for each potential encoding involves several mandatory steps, most of which are very time-consuming. Ultimately, however, if by doing this we can eventually arrive at good suggestions for document encodings for use in web intelligence research in general, then the payoff should justify the means. The basic idea of the fitness function is to estimate the quality of an encoding by perfonning nontrivial machine leaming tasks on sets of documents encoded in the specified way. This is necessarily timeintensive for several reasons. The machine-leaming task needs to he non-trivial, otherwise we would have no confidence in the general usefulness of encodings which performed well. In our case, the machine-leaming task is unsupervised clustering of large document sets and there needed to be several trials of the same task within a single evaluation, since we are using a non-deterministic clustering method (as is quite common). K-means is a popular method of unsupervised leaming that attempts to cluster a collection of vectors into k clusters. It is particularly useful in the domain of web document categorisation. as it doesn't require a training set, or suitable taxonomy of web documents, in order to function.
The unsupervised clustering experiments used straightforward 2-means clustering of pairs of categories from the BankSearch dataset [9], which is available from http://www.pedal.reading.ac.u!&anksearchdataset. In this dataset, specifically designed to support a wide range of web document processing experiments, there are ten categories each containing 1,000 web documents. The experiments (within each fitness evaluation) involved 2-means clustering of a set of 2,000 documents, combining two categories from the BankSearch dataset. In some cases, these were similar categories (categories B:
Building Societies, and C: Insurance Agencies), and in others they were quite distinct categories (category A:
Commercial Banks, and category I: Soccer). Clustering similar categories is clearly a more difficult machinelearning task. and we expected to see differences in the document encoding strategies that were evolved Our implementation of k-means clustering was standard, although certain issues tend to vary between implementations and we clarify those here.
Each random cluster centre was created by copying the contents of a randomly chosen document feature vector from the vector space. Another important issue is the treatment of 'dead' cluster centres (containing no assigned documents, since all vectors are closer to some other cluster centre). We chose to do nothing when a cluster centre died, in case a vector became re-assigned to it in the future. Again, this stressed simplicity, although other options are generally more favourable, especially when k is low. We then performed four experiments as detailed.
Experimenl I: This experiment allowed only the first 16 features in Table I to be used in a document encoding;
i.e. the chance to use word vectors was turned off (the genes for the l7"', 18"' and 191h features set to zero). The task within the fitness function was unsupervised 2-means clustering of the 2.000 documents comprising categories A and I from the BankSearch dataset. The EA ran for 5000 (steady state) generations, and the initial population was seeded with all zeroes (the population was always built from 10% mutants of the seed, which means in this case that just, I or 2 features were non-zero in each chromosome in the initial population).
Experiment 2: This experiment was identical to experiment 1. with the exception that categories B and C (quite similar sets of documents) were used in place of categories A and 1.
Experimenl 3: All 19 features were allowed in document encodings (i.e. with word vectors included). and the task was unsupervised 2-means clustering of the 2.000 documents comprising categories A and I from the Banksearch dataset. The EA ran for only 100 generations owing to the greatly increased computational complexity of the word vector calculations.
Experiment 4:
This experiment was identical to experiment 3, with the exception that the seed chromosome contained a 1 in the gene for normalized term frequency, and Os elsewhere. Normalised term frequency was found to be the best encoding on this task in previous work [7] , so the idea ofthis experiment was to see if such seeding could help the feature discovery process find even better encodings.
In all experiments employing word vectors, stemming [6] was not used, and the stoplist was the standard Van Rijsbergen list [3] , and all words were converted to lowercase before being counted. The combination of nonstemming and Van Rijsbergen stoplist was chosen since it gave the best results in 
VI. RESULTS
The results of experiments 1 4 are respectively summarized in Tables II-V . In each case, the results of 10 trials are reported, and the best chromosome emerging from these 10 trials is shown along with the best and mean fitness. The comparative result from previous work using a normalized term frequency encoding [15] is also shown. I n experiment 3, which included the use of word vectors, document encodings produced were able to achieve better results on the given clustering task than ever achieved before using this dataset. The best chromosome only used, (i.e. with non-zero weights), these five elements:
Boolean term occurrence word vector Mean sentence length (words) I 10000 Question mark : Punctuation ratio Non image links per page Number of images per page Finally, experiment (4) investigated whether seeding with the prior best known encoding (normalized term frequency with weight set at 1) could lead to even better results. However, this clearly unduly restricted the search within a locally optimal region of feature combination space, and results were worse than in the unseeded experiments. The features evolved with nonzero weight to assist the normalized term frequency vector were: 
VII. DISCUSSION
We first remark that this feasibility study seems to show that non-word features can have some clear discriminatory value in document encodings. The experiments which omitted word vectors, particularly in the case of clustering distinct categories, attained far better than random accuracies with such features.
In experiments 3 and 4, a much higher accuracy was achieved than in all previous work where the same task was investigated (in [7] and [151, in the context of investigating the use and non-use of stemming and standard stoplists, and in [9] in the context of evolving novel stoplisls). Hence it seems that the notion of finding improved document encodings via evolutionary computation i s feasible.
It is interesting and instructive to review the features and their relative weightings which were chosen by the EA for the most successful document encodings. In experiment 3, which is usefully viewed in contrast to experiment 4, it was found that considerably demoting the weight of the normalised term frequency vector and including the Boolean term frequency produced significantly more chromosomes with an accuracy above 98.00. This is despite experiment 4 producing the chromosome with the highest fitness of all experiments and a mean fitness (over the entire population) higher than in experiment 3. The clear suggestion resulting from the Boolean vector is that the presence of particular lowfrequency words (which is the most affected aspect in this case) needs to be a part of a useful document encoding for unsupervised document learning tasks.
Meanwhile. mean sentence length seems to be a universally useful feature, and appeared in all experiments (either in the guise of number of words or number of characters). It is also interesting that, in experiments which used word vectors, web-specific features were present, in particular the number of images per page, the number of these that are links and the total number of non-image links per page.
It is also interesting to see the difference between the features evolved for tho similar categorisation tasks versus those evolved for the distinct category separation task.
Interestingly, 'Mean word length / 10000' appeared as the most pertinent feature (for both similar and distinct categories tasks) when the option of word frequency vectors was withheld. Meanwhile, the feature 'mean sentence length (words)' was more highly weighted for the similar-categories task than for the distinct-categories task.
Such findings point to possibilities down the line for (among other things) highly capable search engines and the way in which they report their results (e.g., unsupervised clustering of document sets might employ the useful 'similar category' features to help distinguish into categories or clusters the results from a relatively specific search query, Le. one that can be expected to retum a narrow range ofdocuments).
However, having found that evolving new document encodings is feasible, much more work needs to be done to establish generally useful encodings. It is unclear to what extent the improvement in accuracy of experiment (3) arises from findmg combinations of features that will be generally useful in distinct-categories clustering (however we suspect this is the case to a significant extent), and to what extent this is a result of training specifically to the features of the document collection under study. We are investigating this by expanding the fitness function to include clustering experiments on several different distinct pairs of categories.
