We introduce a discretized coherent state representation ͑DCSR͒ for quantum dynamics. Expansion of a wave function in the nonorthogonal slightly overcomplete set is made with an identity operator computed using an iterative refinement method. Calculating the inverse of the overlap matrix is not necessary. The result is an accurate and efficient representation, where you only put basis functions in the region of phase space where the wave function is nonvanishing. Compared to traditional spatial grid methods, fewer grid points are needed. The DCSR can be viewed as an application of the Weyl-Heisenberg frame and extends it into a useful computational method. A scheme for fully quantum mechanical propagation is constructed and applied to the realistic problem of highly excited vibration in the heavy diatomic molecule Rb 2 . Compared to split-operator propagation in a conventional spatial grid, an order of magnitude longer time steps can be taken and fewer grid points are needed. The computational effort scales linearly with the number of basis functions. Nonreflecting boundary conditions are a natural property of the representation and is illustrated in a model of predissociation.
I. INTRODUCTION
Time dependent methods are frequently used for studying quantum dynamics in molecules, e.g., chemical reactions, ultrafast laser spectroscopy, and laser control of reactions. Most schemes used are based on a spatial grid representation, i.e., discrete variable representation ͑DVR͒/ pseudospectral representation, 1,2 in combination with split operator, 3 Chebychev, 4 or short iterative Lanczos 5 propagation schemes. Derivatives are computed using, e.g., fast Fourier transform or differentiation matrices. This representation usually consists of an equidistant spatial grid whose step size determines the maximum momentum that can be represented,
The spatial length is L and the number of grid points is N. This gives us a rectangular phase space with area A ps ϭ2បN. ͑2͒
For realistic problems wave functions do not fill this volume and the oversampling lessens the sampling efficiency of the grid method, as shown, e.g., by Kosloff. 6 For an example which will be studied in the present article see Fig. 1 . This oversampling becomes even more of a concern as the number of dimensions increases.
Spatial mapping techniques have been invented [6] [7] [8] to better match the grid to the phase space shape. This has the cost of making the propagation more difficult and only simply connected, momentum symmetric regions in phase space can be handled.
In this article we use a phase space representation to overcome the efficiency problem of the spatial grid representation. Fewer basis functions are needed since we can adapt to the phase space shape of the wave function. The discretized coherent state representation ͑DCSR͒ introduced consists of two parts. First, a discrete Weyl-Heisenberg set of functions, 9, 10 here Gaussian wave packets, which have the desired phase space localization. Second, an identity operator constructed by a proposed iterative method. The identity operator allows computation of the expansion coefficients and solves the problem of nonorthogonal and linearly dependent basis functions. The method is inspired by the concept of tight frames. 10, 11 Most importantly, the overlap matrix does not have to be diagonalized. A quantum propagator capable of long time steps is proposed.
In a recent article by Shalashilin and Child 12 a phase space approach is used for quantum propagation. There are connections with the present work, especially the discussion on the density of the phase space grid could be relevant for their scheme.
The article is organized as follows. First, we review some properties of coherent states in Sec. II. In Sec. III we develop tools to efficiently discretize the coherent state representation without having to orthogonalize the basis. The fully quantum time propagation scheme presented in Sec. IV is built on short time linearized motion approximation for Gaussian wave packets. A recipe for a numerical algorithm is given in Sec. V and in Sec. VI the method is applied to two important problems in chemical physics: vibrational wave packets ͑here the Rb 2 diatom͒ and predissociation. The Rb 2 vibrational motion illustrates both the gain in sampling efficiency and the convergence properties of the quantum propagator. The predissociation model problem shows the natural nonreflecting boundary conditions of the representation.
II. COHERENT STATES
In this section we briefly review some properties of coherent states and state all necessary formulas for the later sections.
Generalized coherent states 13, 14 are defined by having a continuous label and by admitting a resolution of identity. The most well known coherent states are Gaussian wave packets which are parametrized by a phase space position (q,k). 15, 16 In the position representation a Gaussian wave packet can be written as
where ␣ϭ͕q,k;A,s͖ is a joint index ͑continuous in q and k͒ containing the center position and momentum, the widthsqueeze A and normalization-phase s. The imaginary part of s is given by normalization
͑4͒
and the real part of s is the overall phase. The parameter A is a complex number defining the shape of the Gaussian wave function. The spatial and momentum widths are given by
and we will have a minimum uncertainty Gaussian wave packet if the real part of A is zero. See Fig. 4 for an example of both a minimum uncertainty and a rotated and squeezed Gaussian wave packet. A phase space density of a general wave function can be defined via the overlap
This definition is the smoothed Wigner density due to Husimi. 17 It is a positive definite distribution which we will use as a tool for determining which phase space grid points are important.
The overlap of two Gaussian wave packets as defined by Eq. ͑3͒ can be calculated to be 
͑8͒
This expression will be used in Sec. IV in the computation of the propagator. Note that Eq. ͑8͒ is slightly more complicated than the overlap of two states with equal shape. 13 Gaussian states allow a resolution of identity with a simple integration measure 1ϭ͑2ប ͒ Ϫ1 ͵ ͉␣͗͘␣͉dqdk.
͑9͒

III. DISCRETIZING THE REPRESENTATION
The basic idea is to set up a grid of coherent states in the phase space and to use this set ͕͉␣ i ͖͘ for representing the wave function. We use minimum uncertainty Gaussians, all with identical width, centered at the grid points. This set is a special case of what is called a discrete Weyl-Heisenberg set, 9,10 and here we extend it to a practical computational scheme for quantum dynamics.
The phase space grid points are defined as
where n,m run over all integers, hence i can be thought of as a joint index consisting of n,m. The aspect of the grid is determined by the length a, which will be chosen as a ϭ⌬xͱ2 here to match the shape of the basis functions. D will be the density of grid points in units of 2ប. Using a complete set we can write any state as
͑11͒
where we use the Einstein summation convention. The c i :s are expansion coefficients, which are to be computed using the method developed in the next two subsections. Note that they are not given by ͗␣ i ͉⌿͘, as is the case for an orthonormal basis. The overlap matrix is given by
and with ͉␣ i ͘ normalized to unity the scalar product between two states can be computed as
͑13͒
where d j are the expansion coefficients for ͉⌽͘.
A. Completeness of the Weyl-Heisenberg set and the concept of frames
Dϭ1 is precisely the density needed for a complete set as proved by Bacry et al. 18 using frames 10, 11 and the Zak transform. 19 If DϽ1 the set is not complete, and if DϾ1 it will be overcomplete. If we have DϽ1, i.e., undercompleteness, least square minimization can be used to find the best expansion coefficients. This corresponds to diagonalizing the overlap matrix in Eq. ͑12͒. However, if D is much less than 1 we will not get an accurate representation because of undercompleteness and if we let D approach unity the overlap matrix becomes singular. This can be solved by using singular value decomposition as demonstrated by Davis and Heller. 20 In this regime diagonalization gives rise to a full transformation matrix, which can be difficult to compute and store. Diagonalization is also a hard problem which scales as
Here another route is taken. First, we need to review the concept of frames. 10, 11 For any set ͕͉ f i ͖͘ the operator
can be constructed. ͑Again, we are using Einstein summation convention.͒ In the case of a complete orthonormal basis this is trivially equal to the identity operator. For general ͑e.g., nonorthonormal͒ sets this is not necessarily the case and one makes the following definitions. 11 If F is bounded from above and below the set ͕͉ f i ͖͘ is called a frame,
where a and b are positive numbers. If aϭb the set is called a tight frame and we have the following
i.e., a multiple of the identity operator. Hence, computing the expansion coefficients will be ''painless''. 11 A frame can always be transformed into a tight frame, 9 although a general analytic construction is not known.
For D being an integral number Daubechies et al. 11 used the Zak transform 19 to study the properties of the coherent state set ͕͉␣ i ͖͘ and found that for integral Dϭ2,3,4...,F will indeed be a frame operator, but not a tight frame. Using the Zak transform, a transformation to a tight frame was constructed, but only for integral Dу2. They also showed that as D increases the frame will converge to a tight frame, which agrees with the intuitive idea that the discretization of the integral in Eq. ͑9͒ eventually converges to the identity.
With the background presented above we see that we could use the operator ͉␣ i ͗͘␣ i ͉ as an approximative identity operator, but the price to pay is that the grid point density D has to be large; the number of grid points used are proportional to D and hence it is preferable to stay as close to D ϭ1 as possible. On the other hand, it is plausible, since the Weyl-Heisenberg set is complete if Dу1 and an explicit transformation to a tight frame exists for integer Dу2, that in principle it should also be possible to find an identity operator in the regime 1ϽDϽ2. Since no analytical transformation to the tight frame exists for nonintegral D we develop a numerical iterative method below.
B. Iterative refinement of frame operator for computing expansion coefficients
The main idea of the present method is to construct an identity operator without having to orthogonalize, staying in the regime of only slightly overcomplete set, i.e., 1ϽDϽ2. Assuming the ansatz
͑17͒
we make an iterative refinement of the frame operator ͉␣ i ͗͘␣ i ͉ into the identity operator,
This identity operator will allow us to calculate the expansion coefficients in Eq. ͑11͒,
͑19͒
An operator can also be expressed in the DCSR
The iterative refinement is constructed from the following. Assume that F i j (n) is an approximation of the identity
͑21͒
The zero order guess
, is assumed to be an approximative identity operator. The division by D comes from the discretization in Eq. ͑10͒ together with the integration measure in Eq. ͑9͒. We find a better approximation of the state by calculating the error using the approximated identity,
and finally arrives at
which gives us Eq. ͑18͒.
C. Numerical convergence tests
Here the convergence of the above iterative scheme is explored numerically. We study the accuracy of the representation as a function of the density of basis functions. Remember that Dϭ1 is the equivalent density for the ordinary spatial grid, see Eq. ͑2͒. The overlap between the exact wave function and the expanded is given by the following relation:
͑24͒
The error in overlap is defined as 1Ϫ͉͗⌿͉⌿ approx ͉͘. As test wave functions we have chosen differently squeezed Gaussians since we then can calculate the overlap ͗⌿͉␣ i ͘ analytically using Eq. ͑12͒. The resulting error is more or less independent of the width and squeeze, which is notable. A squeezed and rotated state could, in principle, be hard to represent since is has a wide range of spatial oscillations. An indirect test of convergence for states in a Morse oscillator is also performed in Sec. VI A when time propagation is made. As can be seen in Fig. 2 the iterative refinement converges very fast as soon as the basis is slightly overcomplete. For example using a density of Dϭ1.2 only five iterations are needed for an error in the overlap on the order of 10
Ϫ14
. All computations are performed in double precision.
The ''locality'' of the representation is an important parameter to consider, i.e., how many nearby coherent states are needed to describe a certain wave packet. This number M will not depend on the total number of grid points N and F i j will in principle have a size NϫM . An illustration is given in Fig. 3 .
To summarize, the DCSR works as soon as the density is slightly higher than Dϭ1 corresponding to a slightly overcomplete set. Furthermore, all matrices involved will be sparse, e.g., F i j in Eq. ͑18͒.
IV. TIME EVOLUTION
We now construct a fully quantum mechanical propagation scheme. Knowing how the basis function evolves with time we can find the evolution of an arbitrary state ͉⌿͘. In the DCSR the time evolution can be obtained as
where ͉␣ k ;⌬t͘ are the time evolved coherent state. This means that G i j (⌬t)ϭF ik Id g k j (⌬t) will be the propagation matrix in the DCSR.
For short times and smooth potentials a Gaussian wave packet evolves into a state resembling a Gaussian wave packet. By approximating the evolution of the basis functions with that of a Gaussian wave packet, which is allowed only to move and squeeze but stay Gaussian, it is possible to find an analytical expression for g i j (⌬t)ϭ͗␣ j ͉␣ k ;⌬t͘. Formally, the evolution can be linearized using a semiclassical approximation 16 and a few formulas are repeated below for convenience.
The time evolution of a Gaussian wave packet is governed by the classical trajectory and the stability ͑mono-dromy͒ matrix M(t). For classical trajectories with an initial phase space distance (␦ p 0 ,␦x 0 ) the distance evolves according to
͑26͒
The stability matrix evolves according to
and determines the evolution of the width parameter A according to
͑29͒
Finally, the phase of the Gaussian wave packet increases by the classical action
LdtЈ. ͑30͒
The imaginary part of s is determined from Eq. ͑4͒. See Fig.  4 for an illustration of how a Gaussian wave packet moves under the linearized motion approximation. Note that for a harmonic oscillator the linearized evolution is exact for arbitrary long times. The evolution matrix seems to have a size N 2 , but since the coherent states are localized the matrix elements will decrease with the phase space distance as a quadratic exponent, hence G i j (t) will be fairly sparse as can be seen in Fig.  3 . This means that in principle the matrix has a size N ϫM , where M is a fixed number independent of N corresponding to the number of coherent state neighbors in phase space. This means that the number of floating point operations required in each time step scales linearly with the number of grid points.
It should be noted that the time propagation scheme is not explicitly unitary, i.e., it might be necessary to renormalize the wave function.
V. NUMERICAL ALGORITHM
Below an example algorithm is presented for quantum propagation in the DCSR built on the above discussed short time linearized motion propagator.
͑1͒ Set up phase space grid points. Choose density D and width ⌬x, put up the grid according to Eq. ͑10͒. Each basis point can be associated with an energy E i ϭk i 2 ϩV(q i ). Select those in a specified energy range and surrounding neighbors within a specified distance. See Fig. 1 for an example. ͑2͒ The overlap matrix S i j of the resulting basis functions is computed from Eq. ͑8͒ and stored.
͑3͒ Iterative refinement according to Eq. ͑18͒ is made using the overlap matrix to find the matrix F i j . Choose number of iterations to get the required accuracy.
͑4͒ Compute the propagation matrix as follows. Choose time step ⌬t. For each basis point the classical trajectory, action, and monodromy matrix are propagated using a fourth order symplectic integrator. 21 The time evolved coherent states ͉␣ i ;⌬t͘ϭ͉q i (⌬t),k i (⌬t);A i (⌬t),s i (⌬t)͘ can now be calculated using the formulas for linearized motion.
The overlap matrix g i j between time evolved Gaussian wave packets and the original basis functions is computed and then F i j is multiplied with g i j to get propagation matrix G i j .
͑5͒ Chose the initial state and expand in the DCSR. The expansion coefficients c i for the initial wave function is calculated according to Eq. ͑19͒. ͑If the initial state is a Gaussian wave packet then the overlaps ͗␣ j ͉⌿͘ can be calculated analytically.͒ 
VI. APPLICATIONS
To illustrate the properties of the DCSR, two realistic problems are studied. The first concerns wave packet dynamics in Rb 2 where many grid points are needed in a conventional DVR due to the high mass. The second example is a model for predissociation. Traditionally, an absorbing potential is added to the Hamiltonian. In the DCSR the outgoing boundary conditions are built in.
A. Highly excited vibration in Rb 2 : Sampling efficiency and convergence properties of the quantum propagator
Since high amplitude vibration close to the dissociation limit is relevant for, e.g., photoassociation and cold molecule formation, we test the DCSR with the short time linearized propagator on the realistic problem of high amplitude vibration in the electronic ground state of the heavy diatom Rb 2 . The ground state potential is approximated with a Morse potential with the parameters D e ϭ0.018 84, ␣ϭ0.358 49, and x e ϭ7.70 a.u. The high mass of 77 392 a.u. means that high momentum may be involved in the vibrational motion if the outer turning point is located far out, hence a perfect example of an anharmonic oscillator with distorted phase space trajectories. For a conventional spatial grid many grid points are needed since they have to be dense and cover a large space. For more discussion see also Kokoouline et al. 8 The initial wave function is a Gaussian of width 1.0 a.u. centered at 20.0 a.u. with zero momentum. The Husimi phase space distribution for the state after 6.3 ps is illustrated in Fig. 1 . Compare this to the rectangular area that the spatial grid can represent, which is wasteful especially at the outer parts. The phase space grid used for the DCSR is shown in Fig. 1 where we as an example chose the density to be 1.3 and use ⌬xϭ0.23 a.u. resulting in 280 grid points. Note that the grid points for low momentum near the equilibrium is unnecessary since we do not have to be able to represent the states with lowest energy, hence the ''hole'' in the grid.
As a reference solution we choose to diagonalize the full hamiltonian matrix in the spatial grid representation with the kinetic operator computed using the pseudospectral sinc-DVR.
1,2 The error in overlap between the reference solution and propagation with different time steps are shown in Fig. 5 for both split-operator and DCSR/short time linearized motion propagation. The relevant error to study is the accumulated error up to a specific time, since smaller time steps require more steps to reach a given final time. We show the average of the accumulated error up to 400 000 a.u. ͑9.6 ps͒. The points for split-operator propagation follows a slope of 2, due to the O (dt 3 ) convergence for a single time step. The DCSR propagation shows considerably faster convergence with a slope of approximately 3 and also starts converging at more than an order of magnitude longer time steps. In this case explicit normalization was performed. The propagation remains accurate also for long times as shown in Fig. 6 .
Why the convergence levels out at short time steps requires more investigation but is probably related to that the error in representability is bigger than the error in propagation for each time step. This would imply that there exists an optimal time step for each choice of DCSR.
B. Predissociation model: Nonreflecting boundary conditions
We model predissociation using a potential due to Moiseyev et al. 22 The potential is shown in Fig. 7 and corresponds to an oscillator with finite barriers to the left and right. The mass is chosen to be 100 a.u., V͑x ͒ϭ͑ 0.5x 2 Ϫ0.8͒e Ϫ0.1x 2 ϩ0.8. ͑31͒
The problem can be thought as a model for predissociation along a reaction coordinate in an excited state of a molecule. The phase space grid is located in the region Ϫ7Ͻx Ͻ7 a.u. with a density of 1.3 as can be seen in Fig. 7 . The momentum range is adapted to the potential and extends from approximately Ϫ45 to 45 a.u. In order to study what happens if the wave function encounters the left and right end of the grid we start with an initial wave packet centered at xϭϪ3.3 a.u. with a width of 0.3 a.u. With this initial choice the wave function can expand both to the left and to the right through/over the barriers. After a time of 40 a.u. the wave function has spread out to encounter the left grid boundary, as shown in Fig. 8 . Later, at time 100 a.u., the wave has propagated to the right grid boundary, Fig. 9 . In both these figures the magnitudes of the expansion coefficients in the phase space are shown and illustrates both the phase space dynamics and which grid points that are impor- 10 . Illustration of the nonreflecting boundary conditions. The middle figure shows the probability density as a function for time zero to 400 a.u. The probability density flux is computed at xϭϪ6 a.u. ͑lower figure͒ and at xϭϪ6 a.u. ͑upper figure͒. Notice that in the latter case the flux is always positive and in the former case always negative, both cases corresponding to outward flux only. Reflections would have been revealed by a sign change in the flux. Notice also how characteristic interference from counterpropagating waves is present in the region Ϫ3 to 3 whereas outside the density is smooth and without nodes. tant in the DCSR. The full evolution is shown using the spatial probability distribution in Fig. 10 .
In order to study if reflections occur we compute the probability flux close to the left and right boundary, as shown in Fig. 10 . The flux at the position xϭϪ6 a.u. is always negative and at xϭ6 a.u. the flux is always positive. Both cases correspond to outward flux only and no reflection.
The above nonreflecting property is a consequence of both the phase-space localized representation and the chosen propagator. A basis state close to the grid boundary ͑e.g., positive momentum state at the right boundary͒ simply moves out of the grid and can no longer be represented on the grid, hence no reflection. For reflection to occur its coefficient must somehow be transferred to the opposite momentum state, which the propagator does not do. In the present example no renormalization was performed since we want the propagation to be nonunitary.
The two ranges of grid points corresponding to positive momentum at the left and negative momentum to the right describes inward flux and were included in the propagation so that reflections, if they had occurred, could have been represented. As we see from the figures these grid points are unnecessary and rejecting them would have made no difference. Thus, the DCSR is well suited for scattering problems.
VII. DISCUSSION
The present method can be capable of reducing the amount of grid points needed for a quantum dynamical computation. Only phase space grid points pertaining to a specific energy range and Husimi distribution is needed. The presented fully quantum propagation method is capable of long time steps, compared to split-operator propagation. A notable feature of the representation is that the boundary of the grid is reflection free.
One possible improvement of the algorithm is to have grid points added and removed as the wave function moves. This would be of use, e.g., for chemical reactions where one has incoming and outgoing channels. Another extension could be to allow the coherent states to have phase space position dependent widths. This implies more adaptability but requires development of an integration measure for these ''morphed'' coherent states. The short time linearized motion approximation could also benefit from this since the basis functions can be more adapted to the local potential.
One should note that the DCSR is separate from the propagation method. Other time evolution methods can be applicable, e.g., the short iterative Lanczos method.
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