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Sums of reciprocals and the three distance
theorem
Victor Beresnevich∗ Nicol Leong
Abstract
In this paper we investigate the sums of reciprocal to an arithmetic
progression in R/Z, in particular,
∑
N
n=0
{nα − γ}−1 , where α and γ are
real parameters and { · } is the fractional part of a real number. Bounds for
these sums have been studied for a long while. In this paper we develop
an alternative technique using the so-call three distance theorem which
allows us to recover some of the known results in a more efficient form and
obtain new bounds.
1 Introduction
Throughout, given an x ∈ R, we write [x] for its integer part, {x} = x − [x]
for its fractional part and ‖x‖ for the distance of x from the nearest integer.
Throughout α, γ ∈ R and α is irrational. The key object of interest of this
paper is the following sum
TN (α, γ) :=
∑
0≤n≤N
n 6=n′
1
{nα− γ}
where N ∈ N and 0 ≤ n′ ≤ N is an integer such that
{n′α− γ} = min
0≤n≤N
{nα− γ} . (1)
Note that n′ depends on α, γ and N . However, since α is irrational n′ depends
uniquely on these parameters. One obvious reason for imposing the condition
n 6= n′ is that the denominator in the above sum can otherwise be zero. But
even if it never vanishes there is no way of bounding above the term 1/{n′α−γ}
by a function of N and α since γ can be as close to one of the points {nα} with
0 ≤ n ≤ N zero as we wish for any given N and α. We shall also consider the
sums of reciprocals with {nα− γ} replaced by ‖nα− γ‖.
There are various applications of the above sums, e.g. for counting lattice
points in polygons, in the theory of uniform distribution, metric theory of Dio-
phantine approximation and so on. The above sums have therefore been studied
∗Supported by EPSRC grant EP/J018260/1
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in depth for a long while, see, for example, [2], [3], [4], [5], [9], [12], [13], [14],
[16, pp. 108-110], [18], [17], [26], [28], [34], [35].
The purpose of this paper is to introduce yet another technique for studying
the above sums and obtain some new results as well as recover known bound
in a more precise form. The technique we propose makes use of the so-called
Three Distance Theorem, which will be discussed in §2. This theorem relies
on the theory of continued fractions. All of the fact form the theory of contin-
ued fractions we use in this paper can be found in any textbook on continued
fractions, for example, [15], [19] or [25].
From now on, unless otherwise stated, [a0; a1, a2, . . . ] will denote the simple
continued fraction expansion of a fixed real irrational number α, where the ak
are partial quotients. Thus, a0 ∈ Z, a1, a2, · · · ∈ N are the unique integers such
that
α = a0 +
1
a1 +
1
a2 + .. .
.
Further, pk/qk = [a0; a1, a2, . . . , ak] will denote the kth convergent to α. Recall
that the numbers pk and qk are coprime integers that satisfy the following
recurrence relations:
qk+1 = ak+1qk + qk−1, pk+1 = ak+1pk + pk−1 (k ≥ 0) (2)
with p0 = a0, p−1 = 1, q0 = 1, q−1 = 0, and
qk+1pk − qkpk+1 = (−1)
k+1 (k ≥ −1). (3)
Our key results concerting upper bounds on TN (α, γ) is as follows.
Theorem 1. Let N ∈ N, α ∈ R\Q, pk/qk denote the convergents to α and
K = K(N,α) be the largest integer satisfying qK ≤ N . Further, let γ ∈ R and
n′ be given by (1). Then
TN (α, γ) < 4N (log qK + 1) + 2qK+1
(
log
(
N
qK
)
+ 1
)
(4)
and furthermore ∑
0≤n≤N
n 6≡n′ (mod qK)
1
{nα− γ}
< 4N (log qK + 1) . (5)
Remark 1. The sequence (qk)k≥1 of the denominators of the convergents to α
is the unique largest increasing sequence of positive integers such that ‖q1α‖ >
‖q2α‖ > ‖q3α‖ > . . . . Since for any positive integer q we have that ‖q(−α)‖ =
‖, we have that qk(−α) = qk(α) for all α. Therefore Theorem 1 is applicable
to −α, resulting in the same bounds. Further for any real number x note that
‖x‖ = min({x}, {−x}) and furthermore that 12 ≤ max({x}, {−x}) ≤ 1. Hence
1 <
1
{x}
+
1
{−x}
−
1
‖x‖
≤ 2 . (6)
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The above observations can be used to obtain a similar result regarding sums
of ‖nα− γ‖−1. In particular, we have the following
Corollary 1. Let N ∈ N, α ∈ R\Q, pk/qk and K be the same as in Theorem 1.
Further, let γ ∈ R and n∗ ∈ [0, N ] be an integer such that
‖n∗α− γ‖ = min
0≤n≤N
∥∥nα− γ‖.
Then ∑
0≤n≤N
n 6=n∗
1
‖nα− γ‖
≤ 8N(log qK + 1) + 4qK+1
(
log
(
N
qK
)
+ 2
)
. (7)
Proof. Let n′ be the same as in Theorem 1 and similarly let n′′ be the unique
integer in [0, N ] such that {n′′(−α) + γ} = min0≤n≤N{n(−α) + γ}. Then, by
Theorem 1 and inequalities (6), we have that∑
0≤n≤N
n 6=n′,n′′
1
‖nα− γ‖
≤
∑
0≤n≤N
n 6=n′
1
{nα− γ}
+
∑
0≤n≤N
n 6=n′′
1
{−(nα− γ)}
≤ 8N (log qK + 1) + 4qK+1
(
log
(
N
qK
)
+ 1
)
. (8)
Note that n∗ is either n′ or n′′. If n′ 6= n−γ then we also have that ‖n
′α−n′′α‖ ≥
‖qKα‖ since qK is the largest best approximation ≤ N and 1 ≤ |n
′ − n′′| ≤ N .
Therefore, the further distance mod 1 of γ from n′α and n′′α is ≥ 12‖qKα‖.
Recall also that ‖qKα‖ ≥ 1/(2qK+1). Hence
min
{
1
‖n′α− γ‖
,
1
‖n′′α− γ‖
}
≤ 4qK+1 .
The proof is thus complete.
2 The Three Distance Theorem
The main question we discuss in this section is the following: given an N ∈ N
and α ∈ R, what can we say about the distribution of the points
{α}, {2α}, . . . , {Nα} (9)
in the unit interval [0, 1)? Equivalently this question can be posed using circle
rotations on identifying [0, 1) with the unit circle in the usual way via the map
α 7→ e2πiα. The following statement conjectured by Hugo Steinhaus is widely
known as the three distance theorem or three gaps theorem.
Theorem 2 (The Three Distance Theorem). For any α ∈ R\Q and any integer
N ≥ 1 the points (9) partition [0, 1] into N + 1 intervals which lengths take at
most 3 different values δA, δB and δC with δC = δA + δB.
3
There are various generalisations of the above fact and several independent
proofs, in particular in [11, 22, 23, 29, 30, 31, 32, 33]. Remarkably, the length of
the gaps as well as the number of gaps of every length can be exactly specified
using the continued fraction expansion of α. Within this paper we will use
an even more refined statement which in addition specifies the order in which
the intervals of each length appear. The theorem will require the theory of
continued fractions. Some basic notation and facts of this theory have already
been recalled in the introduction above. In addition, for k ≥ 0, we define the
following quantities, which measure how the kth convergent approximates α:
Dk = qkα− pk. (10)
By (2) and the definition of Dk, we clearly have that
ak+1Dk = Dk+1 −Dk−1 (k ≥ 1). (11)
The following well known statement, that can be found in [19], reveals the
approximation properties of the convergents to α:
Lemma 1. The sequence of even convergents p2k/q2k is strictly increasing, the
sequence of odd convergents p2k+1/q2k+1 is strictly decreasing. Both converge
to α and furthermore we have that
1
2qk+1
<
1
qk+1 + qk
< |Dk| <
1
qk+1
. (12)
Since qk ≥ 2 for k ≥ 2, we have from the above lemma that Dk =
(−1)k‖qkα‖ for all k ≥ 1. Also we have that Dk alternates the sign, that
is
DkDk+1 < 0 (k ≥ 0). (13)
In particular, in view of (11) and (13) we have that
ak+1|Dk|+ |Dk+1| = |Dk−1| (k ≥ 1). (14)
We are now ready to state the full version of the three distance theorem that
we will use in this paper.
Theorem 3. Let α ∈ R \Q, [a0; a1, a2, . . . ] be the continued fraction expansion
of α, pk/qk be the convergents to α and Dk = qkα − pk. Then for any N ∈ N
there exists a unique integer k ≥ 0 such that
qk + qk−1 ≤ N < qk+1 + qk (15)
and unique integers r and s satisfying
N = rqk + qk−1 + s, 1 ≤ r ≤ ak+1, 0 ≤ s ≤ qk − 1, (16)
such that the points {α}, {2α}, . . . , {Nα} split [0, 1] into N+1 intervals, namely
J0 :=
[
0, {n1α}
]
, J1 :=
[
{n1α}, {n2α}
]
, . . . , JN :=
[
{nNα}, 1
]
, (17)
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of which
NA := N + 1− qk are of length δA := |Dk|, (18)
NB := s+ 1 are of length δB := |Dk+1|+ (ak+1 − r)|Dk|, (19)
NC := qk − s− 1 are of length δC := δA + δB. (20)
Furthermore, the unique permutation (n1, . . . , nN ) of (1, . . . , N) such that
0 < {n1α} < {n2α} < . . . < {nN−1α} < {nNα} < 1 (21)
can be found by setting n0 := 0 and then defining
ni+1 := ni +∆i for i = 0, . . . , N − 1, (22)
where
∆i :=


(−1)kqk if ni ∈ A ,
(−1)k−1
(
qk−1 + rqk
)
if ni ∈ B ,
(−1)k−1
(
qk−1 + (r − 1)qk
)
if ni ∈ C
(23)
and
A :=
{
n ∈ Z ∩ [0, N ] : 0 ≤ n+ (−1)kqk ≤ N
}
,
B :=
{
n ∈ Z ∩ [0, N ] : 0 ≤ n+ (−1)k−1
(
qk−1 + rqk
)
≤ N
}
,
C :=
{
n ∈ Z ∩ [0, N ] : n /∈ (A ∪B)
} (24)
are disjoint subsets of integers; the length of the intervals (17) is given by
|Ji| =


δA if ni ∈ A,
δB if ni ∈ B,
δC if ni ∈ C.
(25)
Remark 2. Strictly speaking Theorem 3 is not new and can be assembled from
published results. The closest versions can be found in [1]. However, given that
Theorem 3 underpins our approach, in §2.1 we present a complete yet short
proof of the result, which also makes this paper self-contained.
Remark 3. Throughout this paper the length of the interval Ji will be referred
to as the ith gap. It is clear from (12) that |Dk+1| < |Dk|. Hence, δB < δA if
and only if r = ak+1, and if r 6= ak+1, δA will be the smallest (of δA, δB and
δC) possible gap.
Remark 4. As α is irrational, δA, δB and δC are distinct. In fact, while the
two gaps δA and δB always appear, δC-gaps exist if and only if s < qk − 1.
There are infinitely many integers N for which there are only two gaps. The
structure and the transformation rules for partitioning intervals are studied in
details in [23]. Other in-depth studies involving the two-gaps case can be found
in [6, 7, 8, 24, 27].
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2.1 Proof of Theorem 3
Observe that (qk+qk−1)k≥0 is a strictly increasing sequence of integers starting
from q0 + q−1 = 1, whence the existence of k satisfying (15) readily follows.
Next, observe that qk ≤ N −qk−1 < qk+1+qk−qk−1 = (ak+1+1)qk. Therefore,
by division with remainder, r and s satisfying (16) exist and are unique.
Now we verify that A∩B = ∅. Indeed, if there existed n ∈ A∩B, then for
even k we would have that
rqk + qk−1
n∈B
≤ n
n∈A
≤ N − qk = rqk + qk−1 + s− qk
s<qk
< rqk + qk−1 ,
while for odd k we would have that
qk
n∈A
≤ n
n∈B
≤ N − (rqk + qk−1) = s < qk.
In both instances we would get a contradiction. In addition, note that C is
disjoint from A and from B simply by its definition.
Now we show that
0 ≤ ni ≤ N for all 0 ≤ i ≤ N . (26)
We use induction on i. Clearly, n0 = 0 satisfies the inequalities. Now assuming
that i < N and 0 ≤ ni ≤ N we shall verify that 0 ≤ ni+1 ≤ N . Indeed, if
ni ∈ A∪B this claim follows immediately from the definitions of A and B and
(22). Thus we only need to consider ni ∈ C. First assume that k is even. Then,
since ni 6∈ A, we have that ni > N − qk and therefore
ni+1
(22)
= ni −
(
qk−1 + (r − 1)qk
)
≥ N − qk −
(
qk−1 + (r − 1)qk
)
(16)
= rqk + qk−1 + s− qk −
(
qk−1 + (r − 1)qk
)
= s ≥ 0
while clearly ni+1 < ni ≤ N as required. Now assume that k is odd. Then,
since ni 6∈ A, we have that ni < qk and therefore
ni+1
(22)
= ni +
(
qk−1 + (r − 1)qk
)
< qk +
(
qk−1 + (r − 1)qk
) (16)
= N − s ≤ N
while clearly 0 ≤ ni < ni+1. This completes the proof of (26). The disjointness
of A, B and C together with (26) imply that ni given by (22) is well defined.
Next, by (18), (19), (20) and (24), we have that
NA = #A, NB = #B, NC = #C and NA +NB +NC = N + 1. (27)
Furthermore,
NAδA +NBδB +NCδC = (N − s)δA + qkδB
= (rqk + qk−1)|Dk|+ qk(|Dk+1|+ (ak+1 − r)|Dk|)
=
(
ak+1qk + qk−1
)
|Dk|+ qk|Dk+1|
(2)
= qk+1|Dk|+ qk|Dk+1|
(13)
= |qk+1Dk − qkDk+1|
(10)
= | − qk+1pk + qkpk+1|
(3)
= 1 . (28)
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In particular, it means that δA, δB and δC are all strictly less than 1, except
when N = 1 in which case NC = 0 and δC = 1.
Next we will show that for 0 ≤ i < N
{(ni+1 − ni)α} =


δA if ni ∈ A,
δB if ni ∈ B,
δC if ni ∈ C.
(29)
We shall use (22) and (23). In the case ni ∈ A we have that
{(ni+1 − ni)α} = {(−1)
kqkα} = {(−1)
k(qkα− pk)} = {|Dk|} = {δA} = δA ,
since 0 < δA < 1. In the case ni ∈ B we have that
{(ni+1 − ni)α} = {(−1)
k−1
(
qk−1 + rqk
)
α}
(2)
= {(−1)k−1
(
qk+1 − (ak+1 − r)qk
)
α}
= {(−1)k−1
(
qk+1α− pk+1 − (ak+1 − r)(qkα− pk)
)
}
= {|Dk+1|+ (ak+1 − r)|Dk|} = {δB} = δB ,
since 0 < δB < 1. Finally, in the case ni ∈ C we have that
{(ni+1 − ni)α} = {(−1)
k−1
(
qk−1 + (r − 1)qk
)
α}
(2)
= {(−1)k−1
(
qk+1 − (ak+1 + 1− r)qk
)
α}
= {(−1)k−1
(
qk+1α− pk+1 − (ak+1 + 1− r)(qkα− pk)
)
}
= {|Dk+1|+ (ak+1 + 1− r)|Dk|} = {δC} = δC ,
since in this case NC 6= 0 and so 0 < δC < 1.
Now, we prove (21). First of all note that 0 < {n1α} since α is irra-
tional. The proof continues by induction. Suppose that 1 ≤ i < N and that
0 < {n1α} < · · · < {niα} . This means that n0, n1, . . . , ni are all different.
Therefore, by (29) and the disjointness of A, B and C, we get that
i∑
j=0
{(nj+1 − nj)α} < NAδA +NBδB +NCδC
(28)
= 1 . (30)
Therefore,∑i
j=0{(nj+1 − nj)α} = {
∑i
j=0(nj+1 − nj)α} = {(ni+1 − n0)α} = {ni+1α} .
Similarly,
∑i−1
j=0{(nj+1 − nj)α} = {niα} and thus
{ni+1α} = {(ni+1 − ni)α}+ {niα} > {niα}. (31)
This completes the proof of (21). Furthermore, since n0 = 0, by (21) and(26),
we have that (n1, . . . , nN ) is the required permutation of (1, . . . , N).
Finally, (29) and (31) verify (25) for 0 ≤ i ≤ N − 1, while the facts that
n0, . . . , nN are all different and lie in the disjoint sets A, B and C put together
with (28) implies (25) for i = N . In turn, (18), (19) and (20) are a consequence
of (25) and (27), namely that NA = #A, NB = #B, NC = #C. The proof of
Theorem 3 is thus complete.
⊠
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Remark 5. Since 0 ≤ nN ≤ N , one can formally define nN+1 using (22) and
(23). This number is however easy to compute, since as we perform our recur-
rent calculations according to (22) and (23), by then we will have visited every
element of the sets A, B and C exactly once, meaning that nN+1 is exactly
(−1)kqkNA + (−1)
k−1
(
qk−1 + rqk
)
NB + (−1)
k−1
(
qk−1 + (r − 1)qk
)
NC .
Substituting the values for NA, NB and NC into the above expression and also
taking into account that N = rqk + qk−1 + s one readily verifies that actually
nN+1 = 0 .
This means that the sequence ni can be continued for i beyond N and that it
will always be well defined. Furthermore it will satisfy the property that
ni = nj ⇐⇒ i ≡ j (mod N + 1) .
3 Proof of Theorem 1
3.1 Semi-homogeneous case
We begin by establishing Theorem 1 in the case {n′α − γ} = 0. Without loss
of generality we may assume that γ = n′α. In what follows we will use the
following basic estimate
T∑
t=1
1
t
≤ 1 +
∫ T
1
dt
t
= log T + 1 . (32)
Let (ni)i≥0 be the sequence defined by (22) and (23), see also Remark 5. Then,
there exists a unique integer ℓ ∈ [0, N ] such that nℓ = n
′. By Theorem 3 and
Remark 5, (nℓ, . . . , nℓ+N ) is the permutation of integers (0, . . . , N) such that
0 = {(nℓ − n
′)α} < {(nℓ+1 − n
′)α} < · · · < {(nℓ+N − n
′)α} < 1 . (33)
Hence ∑
0≤n≤N
n 6=n′
1
{(n− n′)α}
=
N∑
j=1
1
{(nℓ+j − n′)α}
, (34)
where the sum on the right of (34) is of decreasing terms. We shall be consid-
ering two cases depending on the relative size of δA and δB.
Case (i): δA < δB. Note that this means that r 6= ak+1 and that K = k, where
k is as in Theorem 3. Given ℓ ≤ j ≤ ℓ + N , let hj denote the largest integer
such that 0 ≤ hj ≤ max{0, ℓ+N − j} and
{(nj+i − n
′)α} − {(nj+i−1 − n
′)α} = δA for all 1 ≤ i ≤ hj . (35)
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By (22) and (23), we have that {(nj+i − n
′)α} − {(nj+i−1 − n
′)α} = δA if and
only if nj+i − nj+i−1 = (−1)
kqk. Hence nj+hj = n
′ + hj(−1)
kqk. Now, since
0 ≤ nj+hj , ni ≤ N , we must have that
hj =
(−1)k(nj+hj − ni)
qk
=
|nj+hj − ni|
qk
≤
[
N
qk
]
=: H . (36)
Hence, by (32) and the fact that δA = |Dk|, we have that the first H terms on
the right of (34) in total give us at most
H∑
j=1
1
jδA
<
1
|Dk|
(logH + 1)
(12)
< 2qk+1
(
log
(
N
qk
)
+ 1
)
(37)
which is the right most term in (4).
Now consider the remaining terms of (34):
∑N
j=H+1{(nℓ+j − n
′)α}−1. By
the definition of hℓ, we have that
{(nℓ+hℓ+1 − n
′)α} − {(nℓ+hℓ − n
′)α} ≥ min{δB, δC} = δB . (38)
By (36), amongst any H + 1 consecutive gaps in (33), there will be at least
one of length δB or δC . Therefore, writing j by division with remainder as
t(H + 1) + u with 0 ≤ u ≤ H we get that
{(nℓ+j − n
′)α} =
j∑
i=1
(
{(nℓ+i − n
′)α} − {(nℓ+i−1 − n
′)α}
)
︸ ︷︷ ︸
gaps
≥ t(δB +HδA).
Observe that
t =
[
j
H + 1
]
≤
[
N
[N/qk] + 1
]
≤ qk
and that t ≥ 1 if and only if j ≥ H + 1. Then
N∑
j=H+1
1
{(nℓ+j − n′)α}
≤
qk∑
t=1
H∑
u=0
1
t(δB +HδA)
≤
H + 1
δB +HδA
qk∑
t=1
1
t
. (39)
Note that r = [(N − qk−1)/qk] ≤ H. The using the explicit values for δA and
δB given in Theorem 3 and inequalities (12) we get that
H + 1
δB +HδA
≤
H + 1
(ak+1 +H − r)|Dk|
≤
H + 1
ak+1|Dk|
≤
(qk+1 + qk)(H + 1)
ak+1
. (40)
By (2), we have that
qk+1 + qk
ak+1
= qk +
1
ak+1
(qk + qk−1) . (41)
Since r 6= ak+1 we must have that ak+1 ≥ 2 and since qk−1 < qk we then
conclude that (41) is bounded above by 2qk. Putting this together with (40)
and the facts that H ≤ N/qk and qk ≤ N we get that
H + 1
δB +HδA
≤ 2qk(N/qk + 1) ≤ 4N .
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Putting this together with (39) and (32) completes the proof of (4) in Case (i).
Case (ii): δA < δB. Note that this means that r = ak+1 and that K = k + 1.
Since in this case δB = |Dk+1| is the smallest gap, we have that
1
{(nℓ+1 − n′)α}
≤ δB
(12)
≤ 2qk+2 = 2qK+1 ≤ 2qK+1
(
log
(
N
qK
)
+ 1
)
, (42)
which gives the right most term in (4). Now consider the remaining terms of
(34):
∑N
j=2{(nℓ+j − n
′)α}−1.
Given ℓ ≤ j ≤ ℓ + N , let hj denote the largest integer such that 0 ≤ hj ≤
max{0, ℓ+N − j} and
{(nj+i − n
′)α} − {(nj+i−1 − n
′)α} = δB for all 1 ≤ i ≤ hj . (43)
By (22) and (23), we have that {(nj+i−n
′)α}−{(nj+i−1−n
′)α} = δB if and only
if nj+i − nj+i−1 = (−1)
k−1
(
qk−1 + rqk
)
. Hence nj+hj = n
′ + hj(−1)
k−1
(
qk−1 +
rqk
)
. Now, since 0 ≤ nj+hj , ni ≤ N , we must have that
hj =
(−1)k(nj+hj − ni)
qk
=
|nj+hj − ni|
qk−1 + rqk
≤
[
N
qk−1 + rqk
]
(16)
= 1 . (44)
Hence, there may not be two consecutive δB-gaps in (33) and every other gap
in there is of length at least δA. Therefore, writing j by division with remainder
as 2t+ u with 0 ≤ u ≤ H we get that
{(nℓ+j − n
′)α} =
j∑
i=1
(
{(nℓ+i − n
′)α} − {(nℓ+i−1 − n
′)α}
)
︸ ︷︷ ︸
gaps
≥ t(δB + δA).
Observe that
t =
[
j
2
]
≤
[
N
2
]
≤
[
qk+1 + qk
2
]
< qk+1 = qK
and that t ≥ 1 if and only if j ≥ 2. Then
N∑
j=2
1
{(nℓ+j − n′)α}
≤
qK∑
t=1
1∑
u=0
1
t(δB + δA)
≤
2
δB + δA
qK∑
t=1
1
t
. (45)
The using the explicit values for δA and δB given in Theorem 3 and inequalities
(12) we get that
2
δB + δA
≤
2
|Dk|+ |Dk+1|
≤
2
|Dk|
(12)
≤ 2(qk+1 + qk). (46)
Since r = ak+1 we must have that N = rqk + qk−1 + s ≥ qk+1. Putting this
together with (46) we get that
2
δB + δA
≤ 4N .
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This together with (45) and (32) completes the proof of (4) in Case (ii).
Finally, note that the condition n ≡ n′ (mod qK) excludes the terms con-
tributing to the right most sum of (4). Hence (5) follows and the proof of
Theorem 1 is complete in the semi-homogeneous case.
3.2 The case of arbitrary γ
Without loss of generality assume that 0 < γ < 1. For x ∈ R, let 〈x〉 be the
unique point in [γ, γ + 1) such that 〈x〉 − x ∈ Z.
{nα− γ} =
{
{nα} − γ if {nα} ≥ γ ,
{nα} − γ + 1 if {nα} < γ .
(47)
Let ℓ be the largest integer in the range 1 ≤ ℓ ≤ N such that {nℓα} < γ.
Clearly ℓ exists. First assume that ℓ < N . Set n′ = nℓ+1. Then, for ℓ+1 ≤ i ≤
N we get that
{niα− γ}
(47)
= {niα} − γ ≥ {niα} − {nℓ+1α} = {(ni − n
′)α} ,
while for 0 ≤ i ≤ ℓ we get that
{niα− γ}
(47)
= {niα} − γ + 1 ≥ {niα} − {nℓ+1α}+ 1 = {(ni − n
′)α} .
Now assume that ℓ = N . Define n′ = 0. Then for all 0 ≤ i ≤ N
{niα− γ} = {niα} − γ + 1 ≥ {niα} = {(ni − n
′)α} .
In either case we have that TN (α, γ) ≤ TN (α, {n
′α}) and we finish the proof by
appealing to the case considered in §3.1.
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