We propose a new test based on a Fourier series to approximate the unknown form of a nonlinear time-series model. The test has good size and power properties to detect structural breaks, seasonal parameters and random coefficients. Moreover, it has reasonable power to discriminate between nonlinearity in variables and nonlinearity in parameters. We use the test to show that U.S. inflation is appropriately estimated with a time-varying intercept that jumps in the late 1960's, peaks in the early 1980's and then begins to decline. German income and consumption data is used to illustrate the ability of the test to suggest the form of the nonlinearity.
Introduction
This paper proposes a test for time dependence in parameters that can approximate the unknown functional form of a time-varying regression coefficient. The null hypothesis is a linear model with time-invariant parameters and the alternative hypothesis is a model that is linear in variables but has time-varying coefficients. The issue is important since timevarying coefficients may result from structural breaks, seasonality or stochastic parameter variation. The proposed test is capable of detecting each of the alternative hypotheses.
Rigorous implementation of this testing strategy has to deal with the presence of an unidentified parameter under the null hypothesis (see Davies, 1987 , Andrews and Ploberger, 1994 , Hansen 1996 and Stinchcombe and White, 1998 ) but this problem is easily handled in a bootstrapping environment. It is also shown that a version of the test based on OLS is very simple to implement.
The paper is structured as follows. Section 2 reviews some popular tests for timevarying parameters. Section 3 introduces our trigonometric testing approach and Section 4 discusses the relevant literature concerning inference in the presence of a parameter that is unidentified under the null hypothesis. In Section 5, a number of Monte Carlo simulation exercises are performed to document the empirical performance of our proposed test. Since many software packages do not readily perform bootstrapping, Section 6 presents a simplified version of the test. To preview our main findings, the test has the correct size and good power to detect structural breaks, seasonality and stochastic parameter variation. It is interesting that the test has poor power to detect nonlinearity in variables. As such, it can help identify the form of the nonlinearity. Moreover, the use of a Fourier approximation to 'mimic' the time-varying parameter can also help identify the nature of the nonlinearity. Section 7 presents two examples that illustrate how the method works in practice. The U.S. inflation rate, as measured by the CPI, is shown to have a time-dependent intercept term. In addition, we compare the ability of our procedure to detect seasonal coefficients to that of Lütkepohl and Herwartz (1996) by re-examining their data on German per-capita income and consumption. Section 8 contains brief concluding comments.
Testing for parameter variation
Perhaps, the most common reason given for time variation in the parameters of an econometric model is that of structural breaks (see Perron, 1989, Clements and Hendry, 1999) . Let β it be the i-th element of the (k x 1) parameter vector t â from a classical regression model. If there is a single breakpoint at t = τ, we can write: 
If the date of the breakpoint τ is known, it is straightforward to test for a change in the regression coefficients using a Chow test. One variant of the Chow test splits the sample into two periods and uses an F-test to determine whether the coefficients in each period are distinct. Alternatively, a dummy variable may be employed and a simple t-test can be used to detect time variation in a particular coefficient it β . An attractive feature of the Chow test is that it is possible to investigate multiple breaks at known breakpoints in a similar way.
If the breakpoint is not known, the testing strategy is more complex since, under the null hypothesis, τ is an unidentified nuisance parameter. The optimal test turns out to be a weighted average of F-statistics, called F(τ) , which can be used to test the null hypothesis of parameter constancy. While it is straightforward to calculate the sample value of F(τ), the theoretical distribution is nonstandard so that it is necessary to use the asymptotic critical values tabulated by Andrews and Ploberger (1994) . Note that is necessary to use a different set of critical values when testing for m breakpoints and the situation will be even more complex should m be left unspecified.
The CUSUM and CUSUM 2 tests were also designed to detect structural change.
These tests involve the cumulated sums of standardized one-step-ahead prediction errors. If the sum of these errors is statistically significant, it is possible to conclude that there is a structural break. Brown et al. (1975) describe how the significance of the resultant test statistics can be evaluated.
A second reason for parameter variation is the presence of seasonality. If it is suspected that β it is subject to seasonal variation of periodicity S, we can write:
The usual testing procedure is to define a seasonal dummy variable, d t , which takes the value 1 for observations 1, 1+S, 1+2S, etc. Then, premultiply the i-th variable in the regression by d t and evaluate the significance of seasonal variation in β it by means of a standard t-test. Of course, more general types of seasonal variation can be accommodated within this simple framework. It is instructive to note that tests for seasonal parameter variation can also be achieved by using trigonometric functions instead of dummy variables. Harvey (1989) and Herwartz (1995) show that, in certain circumstances, trigonometric functions can provide a very parsimonious representation of seasonal variation.
A third type of time dependence in parameters allows β it to vary stochastically:
Modeling parameter variation of this sort is a signal-extraction problem that is amenable to the Kalman filter (Harvey, 1989) . Two early tests to detect stochastic parameter variation are due to Watson and Engle (1985) and Nyblom (1989 Nyblom test is that the parameter vector β β is a martingale process.
All the tests outlined above are concerned with parameter variation in the time domain. Another general class of tests is concerned with detecting parameter variation in the frequency domain using band spectrum regressions (Engle, 1974) . In essence, the mechanics of the test resembles that of the Chow test. Consider the null hypothesis:
where: under the null hypothesis, the parameter vector β β is constant.
The discrete Fourier transform of y is created by pre-multiplying equation (4) with the (T x T) matrix F with typical element given by:
to yield:
Since F is an orthogonal matrix, FF'=I. Hence, equation (6) may be rewritten as:
If a Chow breakpoint test is applied to equation (7), it is possible to evaluate whether the parameter vector is constant across different frequency ranges (Engle, 1974) . For 2 It transpires that the value of the test statistic depends critically on the value of α 2 , which is in fact unidentified under the null hypothesis. The range of values over which estimate the test statistic, however, follows naturally given the stationarity assumption. Watson and Engle (1985) recognize that the resultant test statistic has a nonstandard distribution and describe an upper bound for the critical value under the validity of the null hypothesis.
example, one might test for seasonality by excluding seasonal frequencies, or, alternatively, one could attempt to differentiate between contributions from high and low frequencies. This general approach has recently been developed further by Tan and Ashley (1999) , who allow β β in equation (4) to take on a number of different values.
The following section takes up the idea of testing for parameter variation using a test based on a trigonometric expansion with a single frequency to capture time dependence in regression parameter. As such, the test remains within the time domain. The important contribution, however, is that by treating the frequency of the trigonometric approximation as an unidentified parameter, the test is able to detect parameter variation due to any of the three major reasons for time invariance discussed above.
A test based on a trigonometric approximation
Consider the simple null hypothesis given by
where x t is assumed to be weakly stationary, while the alternative hypothesis specifies a model which is linear in variables but with a time-varying coefficient:
Instead of specifying the form of the nonlinearity, our test makes use of the fact that any absolutely-integrable function β t can be approximated by means of the Fourier-series 
It is possible to use grid search methods to obtain estimates of the parameters β 0 , β 1 , β 2 and f. Note, however, that the frequency, f, is unidentified under the null hypothesis β 1 = β 2 = 0 so test statistics involving these parameters will not have a standard distribution.
Before proceeding to discuss the problem of dealing with the unidentified parameter in detail, it is useful to consider how the range of the frequency parameter will affect the power of the test. Should the parameter of interest follow a seasonal pattern with periodicity S (where 1 < S < T/2) it is straightforward to see that this will be captured by the trigonometric expansion with frequency f = T/S.
The situation is less obvious when there are structural breaks or random coefficients.
Panel a of Figure 1 illustrates a one-time structural break occurring halfway through a sample of 100 observations. It is also shown that a scaled sine function of frequency 1 can approximate this structural break. Panel a also illustrates the point that optimizing the fit of the sine function by choice of the frequency improves the approximation considerably. In this case, a frequency of 0.8242 (found via a simple grid search) best approximates the structural break. More generally, frequencies less than 1 can be useful in the approximation of structural breaks and should be considered when using our test to detect breaks. Panel b
illustrates the approximation of a temporary structural break using a single integer frequency.
It should be apparent that, for integer frequencies, the approximation fits best when the break is near the center of the sample.
Panel c of Figure 1 illustrates the situation when β t is generated as 0.5β t-1 + ε t . Here a relatively large frequency integer frequency (f = 8) best characterizes the nature of the process. In Panel d, β t is a unit-root process; as in the case of a structural break, a low frequency best mimics the stochastic trend. Hence, when considering stochastic parameters, a simple strategy is to include a wide range of possible frequencies. Extending the range of frequencies, however, comes at a cost in the form of reducing the power of the test. This effect is well illustrated by Davies (1987) .
The distribution of the test statistic
The appropriate method for dealing with the fact that the frequency, f, is unidentified under the null hypothesis is to use the methods developed by Davies (1987) , Andrews and Plogerger (1994) and Hansen (1996) . Consider the discrete set Γ containing G frequencies as its elements. One therefore has to consider G tests of the null hypothesis, H 0 :
each constructed on the basis of a different frequency f j ∈ Γ, j = 1, … G. For each fixed frequency, the model under both the null and alternative hypotheses is easy to estimate. As such, for each frequency f j , it is convenient to use a likelihood ratio test:
where T l is the log-likelihood of the restricted model (i.e., the linear model) and j f T l is the log-likelihood of the model which includes the trigonometric terms with frequency f j .
It is now necessary to distil the information contained in these G values into one test statistic. This may be achieved by a mapping ( )
Three variations of ( ) φ g have been proposed, namely, the sup -norm, unweighted average and exponentially weighted average (Davies, 1987, Andrews and Ploberger, 1994) . The resultant test statistics are given by:
The LR ave and LR exp tests are likely to be most useful when time variation in the parameter of interest is not exactly of a trigonometric type. Here, several frequencies might indicate deviations from the null hypothesis but any one frequency alone might not trigger a clear rejection. In these situations, averaging strategies may be superior in detecting deviations from the null hypothesis.
To ease the exposition slightly, let LR φ refer to the general case of a test statistic constructed using one of the three mappings. Note that the distribution of LR φ under the null hypothesis depends on four factors, namely, the set Γ, the mapping ( ) φ g , the distribution of each individual LR( f j ) and the covariance between LR( f i ) and LR( f j ) for i ≠ j which may be denoted Σ. In general, the construction of critical values for this distribution is non-trivial (Andrews and Ploberger, 1994) and bootstrapping becomes the only realistic alternative.
The solution to the problem of determining the significance of the test statistic may be overcome by using the bootstrapping approach suggested by Hansen (1999) as follows.
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First, n replications of the data, * t y , may be generated using the general scheme:
where the bootstrapped residuals, * t ε , are resampled (with replacement) from the empirical distribution of residuals obtained by estimating the model under the null hypothesis [ i.e., the residuals from equation (8)].
5 Should x t contain lags of the independent variable, as is the case in the simulations and the empirical examples to follow, the realizations * t y will need to be generated recursively. Second, for each of the n bootstrap samples, This parametric bootstrap is known to deliver consistent inference in regression problems (Bose, 1988 , Horowitz, 1997 under the assumption of homoskedastic residuals and the LR test statistic is asymptotically pivotal (Li and Maddala, 1996) . 6 Here, however, the test statistic is a mapping of correlated LR statistics and the theoretical consistency of the bootstrap in this environment is, as yet, unchartered water. However, for integer frequencies, sin(2πf i t/T) and cos(2πf i t/T) are orthogonal to each other and to the series sin(2πf j t/T) and
Hence, intuition suggests that the correlations between the LR statistics should be small. The empirical results from the various Monte Carlo exercises provided in the next section justify this conjecture. 4 The test for the significant frequencies could be accomplished in the frequency domain, using the approach of Tan and Ashley (1999) , for example. There seems little advantage in pursuing this avenue, however, seeing that the bootstrapping needs to be done in the time domain. 5 Note the resampling is done by drawing from the rescaled and centered residuals (Mammen, 1993 , Flachaire, 1999 , Bergström, 1999 . 6 Although the assumption of homoskedastic residuals is maintained in this particular testing strategy, there are well-known techniques to address this problems arising from potential heteroskedasticity (Horowitz, 1997) .
Empirical performance of the test
The previous section has asserted that a test based on a trigonometric expansion of a potentially time-varying regression parameter is capable of detecting departures from the null hypothesis of time invariance. This assertion is now investigated empirically in the form of a range of simulation experiments that are designed to demonstrate the following points. First, the test, which will be referred to as the Trig -test for ease of reference, has the correct statistical size under the null hypothesis of a linear time-invariant autoregressive process.
Second, the test has satisfactory power properties for the alternative hypotheses of timevarying coefficients. Third, the test can distinguish between specifications involving timevarying coefficients and nonlinearity in variables.
Empirical size
With the exception of the section dealing with structural breaks, the null hypothesis in the simulations experiments will be an autoregressive process of some predetermined order.
This section therefore simulates two linear autoregressive processes with constant parameters to evaluate the size of the test. Consider: 
The first process is a standard AR(1) model. The second process, adapted from Lütkepohl and Herwartz (1996) , is an autoregressive AR[4] process often used to capture seasonality. 7 The lengths of the simulated processes are T = 50, 100 and 200, respectively.
The autoregressive coefficients of both these models and the constant of the AR[4] model are 7 Square brackets denote that the fourth-order process has the parameters on the first three lags set to zero, to distinguish it from the traditional AR (4) the size of the test should be correct for any choice of Γ, as the primary influence of the range of Γ is on the power of the test rather than on the size.
The results reported in Table 1 clearly illustrate the excellent size properties of the proposed Trig -test. Regardless of the mapping utilized and the length of the process (as one would expect for a bootstrapped significance level), the actual empirical size is very close to the nominal size.
Power against structural breaks
In order to evaluate the Trig -test's ability to detect structural breaks, its performance will be compared against that of the optimal test for one breakpoint proposed by Andrews, Lee and Ploberger (1996) -ALP hereafter -and the CUSUM and CUSUM 2 tests (Brown et al., 1975) . Although the ALP test is optimal for a single break, Figure 1 suggests that the Trig -test might do well in detecting multiple breaks. For this reason the ensuing simulation experiment will entail models with one and two changes in parameter values. The basic processes used in this simulation are those used by Clements and Hendry (1999b) 
with six different specifications for β 1t : 
In all the models, β 0 , is set to zero, the values for x t are drawn from a normal distribution with mean and variance equal to unity and the length of the simulated series T = Before discussing the results reported in Table 2 , it is useful to point out some issues that are noted by Clements and Hendry (1999b) . The scale of the random variable x t matters as it transpires that the power of tests for structural breaks improves as the mean of x t increases.
9 They also demonstrate how the power increases with increasing the size of the break and how detection of the break is made more difficult as the breakpoint moves to either end of the sample. The results reported in 
Power against seasonal variation
The Trig -test is expected to have power against seasonal parameter variation as the inclusion of the relevant trigonometric terms is identical to the use of seasonal dummy
variables. An important difference is that the Trig -test does not require the frequency to be fixed to fit a certain seasonal pattern. 
The second process, SP2, is used by Lütkepohl and Herwartz (1996) 
The final process, SP3, is similar to SP2 but has been altered slightly to display a symmetrical seasonal pattern:
10 Note that the ALP test is not an optimal test for multiple breakpoints. The autoregressive parameter is tested for time variation in all three processes. In addition, the constant term in SP2 and SP3 is also tested. The frequency set used for the Trigtest is Γ = [ 1, 49 ] with a step size of 1. In testing for seasonality using dummy variables, statistical significance is assessed by means of a t-test if only one coefficient is involved and by means of an F-test if both the constant and the autoregressive parameter are being tested.
In a sense, our head-to-head comparison of the Trig-test is unfair since the dummy variables used to test for seasonality correspond to the actual seasonal pattern. In contrast, we do not force the frequency of the Trig-test to equal T/S. Table 3 . First, of the three versions of the Trig-test the LR ave has the lowest power. This accords with our intuition since averaging across all frequencies will dilute the detection of the strong single seasonal frequency. Of course, the frequency associated with the LR sup test will provide useful information concerning the nature of the dominant seasonal frequency. Second, when the seasonal process is reasonably simple, as in SP1, the power of the Trig -test is indistinguishable from the power of the t-test using seasonal dummy variables. In other words, not knowing the exact periodicity of the seasonal pattern is, for all practical purposes, not penalised in these situations. Third, for more complex seasonal patterns (SP2 and SP3), not knowing the exact periodicity causes a reduction in power, particularly if the pattern of seasonality is asymmetric (SP2). Fourth, it transpires that the Trig -test detects periodicity in the autoregressive coefficients more easily than periodicity in the constant term.
Several conclusions may be drawn from the results reported in
In summary, therefore, it appears that the Trig -test is a useful tool in testing for seasonality in the behavior of the coefficients of regression equations. It reliably detects seasonal parameter variation even when the periodicity is not imposed a priori and whenever it is found to reject the null hypothesis, the frequency of the LR sup test is always that of the simulated seasonality.
Power against stochastic parameter variation
Testing for s tochastic parameter variation is not as common as testing for seasonality or for structural breaks. The only suitable tests implemented in most standard software packages are the CUSUM and CUSUM 2 tests. Although the Watson and Engle (1985) and Nyblom (1989) tests have not attracted much attention in empirical work, we include them in our comparisons.
The power of the Trig -test to detect stochastic parameter variation is tested using two 
The power results for the five tests against these alternatives are presented in 
Power against nonlinearity in variables
If a test for nonlinearity is to be useful, it has to be able to help identify the form of the nonlinearity. Barnett et al. (1997) and Ashley and Patterson (2000) demonstrate how difficult it is to detect the form of a nonlinear model. One advantage of the Trig -test is that the form of the nonlinearity can be visualized by a graphical representation of the approximated function. Moreover, the test seems to be able to discriminate between nonlinearity in coefficients versus nonlinearity in variables. The following bilinear (BL), threshold autoregressive (TAR) and logistic smooth-transition autoregressive (LSTAR) processes that are nonlinear in variables have been used by Lee et al. (1993) , Teräsverta et al. (1993) and Dahl (1998) 
A simple implementation of the test
The previous section has emphasised that the significance of the test statistic is correctly evaluated by means of bootstrapping because the distribution of this statistic is sensitive to the particular data set being considered, or in other words, is not invariant under the null hypothesis. In one special case, established by Davis (1987) , the distribution of the test statistic is invariant to nuisance parameters under the null hypothesis.Using the notation from equation (12), an invariant distribution under the null hypothesis is obtained when E[
where ε t is independently normally distributed.
In these circumstances, a simple OLS procedure may be used to generate a test for β 1 = β 2 = 0. Estimate equation (26) 
where RSS r is the residual sum of squares with the restriction imposed.
Since the OLS trig F statistic is calculated for the frequency that minimizes the residual sum of squares, this is equivalent to using the sup-norm mapping of the previous section. Note, however, the distribution of the test statistic under the null hypothesis, although invariant, does not follow a standard F-distribution. Davies (1987) approximation to the asymptotic distribution or the tabulated critical values by Ludlow and Enders (2000) can be used to perform the test.
11 For convenience, Table 5 reports critical values for standard prob -values and sample sizes using a maximum frequency of T/2 -1.
It can be shown that these critical values are invariant to the present of an intercept term. A natural extension is to extend equation (26) to allow for lagged dependent variables.
Towards this end, we generated critical values for the following three autoregressive models:
AR (2):
11 Davis (1987) reparameterizes (26) such that:
where: the values of {x t } are zero-mean, unit-variance i.i.d normally distributed random variables with a period of oscillation equal to 2π /k (since θ = 2πk/T). In practice, Davies recommends demeaning and standardizing the sample to obtain the {x t } sequence. For the possible values of θ in the range
If fractional frequencies are used, Davies shows that:
can be approximated by:
If only integer frequencies are used, Davies shows that the approximation to use is:
Each model was simulated for the parameter ranges shown and the coefficients were tested for time variation. For example, for each potential frequency in the interval [1, T/2 -1], the AR(1) specif ication was estimated as:
Now, let ** 12 and ββ be the estimates of β 1 and β 2 associated with the integer frequency yielding the smallest residual sum of squares. Sample values of F statistic for the hypothesis ** 12 = ββ = 0 using 50000 repetitions were tabulated. Note that the AR(2) model allows the test to be conducted on both α 1 and α 2 . The results for the 5% significance level are presented in Table 6 .
Since the effect of changing the parameters of the underlying linear model are small, the OLS-based procedure can be a useful approximation to the bootstrapped critical values.
The key to this result is the restriction of the domain of the frequency, f j , to only integer values between 1 and T/2. As the approximate distribution changes very little with changes in the parameters, the critical values tabulated in Ludlow and Enders (2000) , where variations the sample size for given Γ are considered, can be used.
Empirical Illustrations

The OLS Test: A Structural Break in the Inflation Rate
It is well known that inflation rates, measured by the CPI, act as long-memory processes. For example, Hall (1986) presents evidence that the U.K. CPI is I(2), and Hatanaka (1996) presents similar evidence for the U.S. More recently, Baillie, Han and Kwon (2002) review a number of papers indicating that U.S. inflation is fractionally integrated. Clements and Mizon (1991) argue that structural breaks can explain such findings; a break in a time-series can cause it to behave like a unit -root process. The key point to note is that standard diagnostic checks of the residual series {e t } indicate that the model is adequate. If ρ i denotes the residual autocorrelation for lag i, the correlogram is: The 24-th autocorrelation is -0.148 and so that Q(24) has a low prob-value. However, all other autocorrelations are quite low and, since the data is seasonally adjusted, most researchers would ignore this value of ρ 24 . 
German per-capita income
In order to demonstrate the use of the Trig -test in its correct bootstrapped form, seasonally unadjusted quarterly per-capita income and consumption data for Germany from 1960 .I to 1988 observations are used. 14 Lütkepohl and Herwartz (1996) use these data over the identical time period to illustrate a modeling strategy known as flexible 13 Clearly, the use of integer frequencies only yielded f j = 1.0. 14 The authors wish to thank Hiltrud Nehls of the Rhine-Westphalia Institute for Economic Research for providing the data.
generalized least squares (FGLS); as such, we can provide a useful benchmark against which to compare the results of the Trig -test.
The first log difference of the quarterly per-capita income data is plotted in Figure 3 .
There appears to be a strong seasonal pattern, with growth rates being negative in the first quarter and highest in the fourth quarter. The modeling problem posed by these data is that this pattern is capable of being generated by a variety of models. If we estimate a standard AR(4) model, we obtain: This conclusion concurs with that reached by Lütkepohl and Herwartz (1996) . Using FGLS, they find that that the intercept displays a seasonal pattern. Given the pattern in the data, we apply the Trig -test to the intercept but leave the frequency unspecified. The frequency selected by the LR sup statistic is 34.77 and presence of the trigonometric coefficients is significant that the 5% level. In a sense, we agree with Lütkepohl and Herwartz (1996) in finding a time-varying intercept. An interesting aspect of our results, however, is that the frequency f = 34.77 is too high to indicate quarterly seasonal behavior. It may be that the time dependence in the constant term is due to seasonality plus some other neglected influence on the behavior of per-capita income.
German per-capita consumption
The first log difference of German per-capita consumption is plotted in Figure 4 with a marked seasonal pattern once again in evidence. Just as for the income data, the null hypothesis of time invariance in the parameters of an AR(1) model is strongly rejected (probvalues of 0.00) with seasonal frequencies of 28 and 29 respectively recorded by the LR sup tests on the intercept and autoregressive parameter. When testing the coefficients of an AR(4) model for time constancy, however, the results are markedly different to those obtained for per-capita income. In this instance, the null hypothesis is strongly rejected for the first, second and fourth autoregressive coefficients. This result is different from that reported by Lütkepohl and Herwartz (1996) who argue that the first and second autoregressive coefficients may be treated as constant, but the third and fourth should be modeled as timevarying.
It is also interesting to note that the frequency, 10, chosen by the sup -norm mapping with 111 usable observations in the model, hints at cycles in the autoregressive parameters of approximately 3 years. Following up on this information, when the AIC and SIC are used to find the optimal AR lag structure for a linear autoregressive model for these data, both criteria select lag 12. While it is not the aim of this paper to pursue the optimal time-series model for the data, the information obtained from the Trig testing strategy suggests that a low order periodic AR model, which can generate autocorrelation patterns at multiples of the number of seasons, is a suitable starting point for a more substantive investigation.
Conclusion
The framework presented in this paper develops a straightforward way to approach the problem of testing regression parameters for time dependence. A test based on a trigonometric expansion of the coefficient believed to be time varying is shown to capture the effects of variation in parameters due to either structural breaks, seasonality or stochastic parameter variation. The only econometric problem encountered is that of an unidentified parameter under the null hypothesis. As a result, the test statistic has a non-standard distribution and it is necessary to assess the significance of the statistic by bootstrapping.
Nevertheless, the test is implemented in the time domain and the critical values can be wellapproximated by OLS.
The Monte Carlo experiments reported in the paper provide strong empirical evidence that the Trig -test has the correct size and good power against all the alternative models considered. The Trig -test detects one-time structural breaks almost as reliably as the Andrews, Lee and Ploberger test and can have better power than the test in cases with multiple breaks. In the context of seasonal models, it is demonstrated that the use of prior information about the periodicity of the seasonality results in tests that are more powerful than the Trig -test. In the absence of this information, the Trig -test can be a valuable tool for the detection of seasonality. The test also proved to have better power against stochastic parameter processes than other commonly used tests. This includes tests that were specifically designed to detect the type of process used in the simulation. The test was used to detect structural breaks in the U.S. CPI and seasonality in German income and consumption data. Our Trig -test captures the sharp rise in U.S. inflation rates in the 1970's. Moreover, the test indicates that the parameter instability in the German income is likely due to one or more breaks while that in the consumption data is likely due to seasonality. 
