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Resum
Els neonats nascuts entre 24 i 32 setmanes de gestació pateixen habitualment
problemes de salut. Recórrer a una Unitat de Cures Intensives Neonatal
(NICU) és, en molts dels casos, fonamental per a la seva supervivència.
Actualment se sap que quan un neonat prematur passa de l’estat ideal
(ventre de la mare) a un ambient artificial amb estímuls com ara llum o
sons, el seu desenvolupament neorològic pot veure’s afectat.
En les últimes dues dècades s’han realitzat molts estudis en aquesta
àrea. Generalment, s’ha optat per solucions físiques com ara canviar la
distribució de la sala o protegir al neonat amb accessoris especials. Els
estudis d’anàlisi dels sons de la unitat s’han centrat gairebé exclusivament
en una sola característica dels sons: la seva intensitat.
El nostre objectiu és anar més enllà, analitzar el contingut sencer d’aquests
sons ambientals. En aquest Projecte Final de Carrera s’ha treballat en dues
tasques que persegueixen aquesta finalitat.
La primera tasca és de classificació dels escenaris acústics que tenen lloc a
una NICU. Donat un conjunt de senyals d’àudio de referència per a cada un
dels escenaris acústics predefinits (p.ex. “mesura de la pressió sanguínia”),
s’ha desenvolupat i testejat un sistema que classifica els nous senyals gravats.
La segona tasca es centra en un tipus particular d’esdeveniment acústic:
els sons de les alarmes de la NICU. Consisteix en detectar la presència o
absència d’algun so d’alarma dins d’un segment d’àudio determinat.
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Abstract
Newborns delivered at a gestational age of 24-32 weeks commonly have
health problems. The use of a Neonatal Intensive Care Unit (NICU) is, in
most of the cases, crucial for their survival.
Nowadays, it is known that when prematures pass from the ideal in-
trauterine environment to an artificial one with multiple stimuli such as light
and sounds, their neurological development might be negatively affected.
In the last two decades lots of studies related to the area have been
carried out. Generally, physical solutions like changing the distribution of
the room or protecting the newborn with special accessories were adopted.
Studies based on analyzing the sounds of the unit were mostly focused ex-
clusively on their intensity.
Our goal is to go beyond that, to analyze the entire content of these
environmental sounds. In this Final Project, two tasks were developed to
pursuit that objective.
The first task is classification of the acoustic scenarios that occur in a
NICU. Given a set of audio reference audio signals from a pre-defined set of
acoustic scenarios (e.g. “blood pressure measuring”), a system that classifies
a new recorded signal has been developed and tested.
The second task is focused on a particular acoustic event type: NICU
equipment alarms. It consists of detecting whether there is a sound alarm
or not in a given audio segment.
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Resumen
Los neonatos nacidos entre 24 i 32 semanas de gestación padecen normal-
ment problemas de salud. Recurrir a una Unidad de Cuidados Intensivos
Neonatales (NICU) es, en muchos casos, fundamental para su supervivencia.
Actualmente se sabe que cuando un neonato prematuro pasa del estado
ideal (vientre de la madre) a un ambiente artificial con estímulos como luz
o sonidos, su desarrollo neorológico puede verse afectado.
En las últimas dos décadas se han realizado muchos estudios en este área.
Generalmente, se ha optado por soluciones físicas como cambiar la distribu-
ción de la sala o proteger al neonato con accesorios especiales. Los estudios
de análisis de los sonidos de la unidad se han centrado casi exclusivamente
en una sola caraterística de los sonidos: su intensidad.
Nuestro objetivo es ir más allá, analizar el contenido entero de estos
sonidos ambientales. En este Proyecto Final de Carrera se ha trabajado en
dos tareas que persiguen esta finalidad.
La primera tarea es de classificación de los escenarios acústicos que tienen
lugar en una NICU. Dado un conjunto de señales de audio de referencia para
cada uno de los escenarios acústicos predefinidos (p.ej. “medir la presión
sanguínea”), se ha desarrollado y testeado un sistema que clasifica los nuevos
señales gravados.
La segunda tarea se centra en un tipo particular de evento acústico:
los sonidos de las alarmas de la NICU. Consiste en detectar la presencia o
ausencia de algun sonido de alarma en un segmento de audio determinado.
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Chapter 1
Introduction
The acoustic environment of a typical NICU contains a large number of
different sounds coming not only from the human activities but also from the
existing equipment. There exists a medical concern about the effect of that
acoustical environment on preterm infants, since loud sounds or particular
sounds may be harmful for their further neurological development.
The objective of this thesis is to build a robust recognition system for
analyzing the acoustic environment of the NICU. That objective was ad-
dressed by solving two different tasks. The work first concentrated on the
classification of the nursery care related scenarios. Further, we focused on
detecting only equipment alarms.
This document is organized as follows. The Databases Description chap-
ter gives an idea to the reader of how the recordings used to perform the
experiments were acquired, processed and organized. It also gives a glimpse
about the diversity of sounds occurring in the NICU environment, as well as
describes spectro-temporal characteristics of the typical sounds. Following
this, both classification and audio enhancement techniques employed during
the thesis are described in the Techniques Applied chapter. The core of the
thesis lies in the following two chapters: Scenario Classification and Alarms
Detection. Both chapters have a similar structure. In the first place they
introduce the task to be solved, followed by the description of the baseline
recognition system. The improvements to enhance the systems performance
are explained and justified afterwards along with the results obtained. Both
chapters provide conclusions at the end. The thesis brings down the curtain
with a Conclusion and Future Lines of Research chapter.
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Chapter 2
Databases Description
2.1 Databases Production
The audio data was recorded using two electret unidirectional microphones.
One of them was placed inside the incubator close to the infant’s ear while
the other one was placed outside the incubator, at approximately 50cm
distance above it. Only one set of microphones was used at a time. Incubator
distribution is shown in Figure 2.1.
Initially, ten recording sessions were performed, half of them in the morn-
ing and half of them in the afternoon. The overall duration of the acquired
audio data is 108.7 minutes. Every recording session contains samples of
what we called Acoustic Scenarios (AS). These were nursery care related
activities. Therefore, AS were named following the tasks performed. Also,
a Neutral scenario was defined for including the time periods when no other
scenario takes place and the doors of the incubator are closed. For the
detailed information about the recording sessions and AS see Table 2.1.
The audio data was manually annotated using the ELAN tool. For
each relevant audio event (see Figure 2.2) it’s time boundaries and identity
(event code) were specified. For each scenario a single annotation which
corresponds to both types of recordings (inside and outside) was produced.
Later, three more sessions were recorded considering both audio and
video data. However, only Neutral scenario was recorded. Thus, no AS take
place in the incubator where the microphones were situated (AS are still
possible to take place in the neighboring incubators). The video signal from
a monitor screen was recorded to be able to annotate posteriorly the phys-
iological variables of the preterm. Video and audio data were labelled and
synchronized along time using the Camtasia Studio tool. Two sessions were
recorded in the morning while one of them was recorded in the afternoon.
The overall duration of the acquired new data set is 236.5 minutes. The
very same labelling protocol was applied to the new sessions’ audio data.
Audio data sampling rate is 44.1 KHz. Video data was recorded in
13
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Advanced Video Coding High Definition (AVCHD) format.
Figure 2.1: The layout of the NICU room with the four positions of the
incubators and other equipment.
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Sessions S3 S4 S11 S12 S13 S14 S15 S16 S17 S18 Number of samples per scenario
Scenario code Scenario
AS1 Changing a diaper 1 1 1 1 1 1 1 1 1 0 9
AS2 Measuring blood pressure 1 1 1 1 1 1 1 1 1 0 9
AS3 Changing an oxygen sensor 1 1 1 0 0 1 1 1 1 0 7
AS4 Cleaning respiratory secretions 1 1 1 1 1 0 0 0 0 1 6
AS5 Measuring temperature 1 1 1 1 1 1 1 1 1 1 10
AS6 Changing temperature sensors 1 1 1 1 0 1 1 0 1 0 7
AS7 Weighting a newborn 1 0 1 0 1 1 0 0 1 0 5
AS8 Pediatric observations 1 1 1 1 1 1 1 1 0 1 9
AS9 Changing medications 1 1 1 1 1 1 1 1 1 1 10
AS10 Neutral 0 1 1 1 2 2 1 2 2 2 14
Number of samples per session 9 9 10 8 9 10 8 8 9 6 86
Table 2.1: Number of scenario samples for the nursery care related scenarios
database.
Category N Event Code
Voices
1 Foreground voices fv
2 Background voices bv
3 Baby crying/voice bc
4 Cough co
5 Laugh lg
Alarms
6 Monitor Phillips (Agillent V24C) a1
7 Ventilator Infinity C500 (Dräger) a2
8 Incubator Atom a3
9 Respirator of non-invasive ventilation a4
10 Incubator Atom 2 a5
11 Respirator Babylog Drager a6
12 Monitor Phillips V24C, desaturation a7
13 Agillent V24C (changing sensors) a8
14 Thermometer a9
15 Monitor infusion pump, ASENA GH a10
16 Three short high-frequency beeps a11
17 Respirator a12
18 Incubator Kaleo a13
Table 2.2: List of acoustic events considered during annotation.
2.2 Audio Description
Apart from the acoustic events presented in Table 2.2 more than 45 different
acoustic events happening in the NICU environment were found.
These sounds have diverse spectro-temporal characteristics. Regarding
the time domain, we observe continuous sounds like chair moving, impulsive
sounds such as knocks or door slams, periodic sounds like alarms or ape-
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riodic ones like sprays or plastic wrapping. With respect to the frequency
domain, acoustic events are spread over a wide range, from lower frequency
events such as chair moving to higher frequency ones like baby squeaks.
Concerning alarms, their fundamental frequencies are distributed up to 5-6
KHz, however, most of them are around 1.5KHz.
In the NICU environment sound sources are extensively overlapped in
time. Alarm sounds, for example, are overlapped with other sounds or be-
tween them in most cases. For the data used throughout the experiments,
the statistics of time when several alarms happen simultaneously is the fol-
lowing: 2 alarms - 8.54%, 3 alarms - 0.88%, 4 alarms - 0.14% of total time
labelled as alarm.
During the acoustic analysis of the recordings we found two specific
types of noise produced by equipment. In most of the cases these noises are
simultaneous, but may also happen individually, and are present throughout
the recordings. The first type of noise is a narrow-band noise at 15 kHz
frequency. This noise has short temporal interruptions and can be considered
periodic: 5.5s of noise are followed by 1-1.5s of pause. In the vast majority
of the cases the noise is stronger outside than inside the incubator. The
second type of noise is the ventilation noise, which is usually spread over a
wide frequency range. Depending on the recording session (i.e. equipment
used) the noise is stronger either inside or outside the incubator. There are
several different types of ventilation equipment in the NICU, having noises
with different spectral characteristics. Depending on the particular needs
of a preterm infant a corresponding type of ventilation is used, thus this
introduces a lot of variability to the data.
Chapter 3
Techniques Applied
3.1 Classification Techniques
3.1.1 Gaussian Mixture Models
Gaussian Mixture Models (GMM) are quite popular in speech and speaker
recognition. In the training step, we have to find the probability density
functions that most likely have generated the training patterns of each of
the classes, assuming that they can be modelled by the mixture of gaussians.
In the GMM framework, the likelihood function is defined as
p(x) =
P∑
i=1
wiN(x;µi,Σi) (3.1)
where P is the number of gaussians, the weights wi verify
P∑
i=1
wi = 1 and wi ≥ 0, ∀i (3.2)
and N(x;µ,Σ) denotes the multivariate gaussian distribution
N(x;µ,Σ) = 1
(2pi)
|x|
2
√|Σ|e(−
1
2 (x−µ)TΣ−1(x−µ)) (3.3)
being µ the mean vector and Σ the covariance matrix. As the goal is to
maximize the likelihood, the parameters of the GMM (wi, µi andΣi) are
obtained via the Expectation-Maximization (EM) algorithm [1].
3.1.2 Support Vector Machines
Support Vector Machines (SVM) are a discriminative model classification
technique that mainly relies on two assumptions. First of all, transform-
ing data into a high-dimensional space may convert complex classification
17
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problems, with complex decision surfaces, into simpler problems that can
use linear discrimination functions. Secondly, SVM are based on using only
those training patterns that are near the decision surface assuming they
provide the most useful information for classification.
Unlike GMM, which can handle an arbitrary number of classes, SVM
classifiers are two-class based. SVM classifiers belong to the discriminative
classifiers group, unlike GMM-Maximum Likelihood (ML), which are gener-
ative ones. Therefore, SVM generally need a smaller training set than GMM
and so they are usually considered a more simple technique [2].
Let us assume a typical two-class problem in which the training patterns
(vectors) xi ∈ <n are linearly separable, as in [3], where the decision sur-
face used to classify a pattern as belonging to one of the two classes is the
hyperplane H0. If x is an arbitrary vector (xi ∈ <n), we define
f(x) = w · x+ b (3.4)
where wi ∈ <n and (·) denotes the dot product. H0 is the region of vectors x
which verify the equation f(x) = 0 [4], and H1 and H−1 are two hyperplanes
parallel to H0, and defined by f(x) = 1 and f(x) = −1, respectively. The
distance separating the H1 and H−1 hyperplanes is
2
‖w‖ (3.5)
which is called margin. The margin must be maximal in order to obtain a
classifier that is not much adapted to the training data, i.e. with good gener-
alization characteristics. As we will see, the decision hyperplane H0 directly
depends on the vectors that are closest to the two parallel hyperplanes H1
and H2, which are called support vectors.
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H1
H-1
Separating hyperplane H0
w
Figure 3.1: Two-class linear classification. Support vectors are orange col-
ored.
Consider a set of training data vectors X = {x1, ..., xL} , xi ∈ <n, and
a set of corresponding labels Y = {y1, ..., yL} , yi ∈ {1,−1}. We consider
that the vectors are optimally separated by the hyperplane H0 if they are
classified without error and the margin is maximal. In order to be correctly
classified, the vectors must verify
f(xi) ≥ +1 for yi = +1
f(xi) ≤ −1 for yi = −1
(3.6)
Or, more concisely,
yif(xi) ≥ 1, ∀i (3.7)
Thus, the problem of finding the SVM classifying function H0 can be stated
as follows
Minimize
1
2 ‖w‖
2
Subject to yif(xi) ≥ 1, ∀i
(3.8)
This is called the primal optimization problem [3] [4] [5]. In order to solve
it, we form the following Lagrange function
L(w, b) = 12 ‖w‖
2 −
L∑
i=1
αi[yif(xi)− 1] (3.9)
where the Lagrange multipliers αi verify
αi ≥ 0, ∀i (3.10)
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The Lagrangian L(w, b) must be minimized with respect to w and b, so its
gradient must vanish, i.e.
δ
δb
L(w, b) = 0
δ
δw
L(w, b) = 0
(3.11)
From the two above equations, it follows, respectively, that
L∑
i=1
αiyi = 0
and w =
L∑
i=1
αiyixi
(3.12)
Substituting the Condition 3.12 into the Lagrangian 3.9, we arrive at the
so-called dual optimization problem
Maximize
L∑
i=1
αi − 12
L∑
i=1
L∑
j=1
αiαjyiyjxi · xj
Subject to
L∑
i=1
αiyi = 0 and αi ≥ 0, ∀i
(3.13)
The dual optimization problem is a (convex [6]) quadratic programming
problem that can be efficiently solved with a number of mathematical algo-
rithms [7]. In our work we use the decomposition method with conventional
modifications [5].
Data observed in real conditions are frequently affected by outliers.
Sometimes they are caused by noisy measurements. If the outliers are taken
into account, the margin of separation decreases so the solution does not
generalize well, and the data patterns may no longer be linearly separable.
To account for the presence of outliers, we can soften the decision bound-
aries by introducing a slack positive variable ξi for each training vector [4].
Thus, we can modify the Equations 3.6 in the following way
wTxi + b ≥ +1− ξi for yi = +1
wTxi + b ≤ −1 + ξi for yi = −1
(3.14)
Obviously, if we take ξi large enough, the Constraints 3.14 will be met for
all i. To avoid this trivial solution, we introduce a penalization cost in
the objective function in 3.8, and thus the primal optimization formulation
becomes
Minimize (12 ‖w‖
2 + C
L∑
i=1
ξi)
Subject to yi(wTxi + b) ≥ 1− ξi, ∀i
(3.15)
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where C is a positive regularization constant which controls the degree of
penalization of the slack variable ξi so that, when C increases, fewer training
errors are permitted, though the generalization capacity may degrade. The
resulting classifier is usually called soft margin classifier. If C =∞, no value
for ξi except 0 is allowed; this is the so-called hard margin SVM case.
The Formulation 3.15 leads to the same dual problem as in 3.13 but
changing the positivity constraints αi by the constraints 0 ≤ αi ≤ C. Thus,
it can be shown that the optimal solution has to fulfil the following conditions
known as Karush-Kuhn-Tucker conditions [5].
αi = 0 ⇒ yif(xi) ≥ 1 and ξi = 0 (3.16)
0 < αi < C ⇒ yif(xi) = 1 and ξi = 0 (3.17)
αi = C ⇒ yif(xi) ≤ 1 and ξi > 0 (3.18)
The above equations reveal one of the most important features of SVM:
since most patterns lie outside the margin area, their optimal αi’s are zero
(Equation 3.16). Only those training patterns xi which lie on the mar-
gin surface (Equation 3.17) or inside the margin area (Equation 3.18) have
non-zero αi, and they are named support vectors. Consequently, the classi-
fication problem consists of assigning to any input vector x one of the two
classes according to the sign of
f(x) =
M∑
j=1
αjyjxj · x+ b (3.19)
being M the number of support vectors. The fact that the support vec-
tors are a small part of the training data set makes SVM implementation
practical for large data sets [5].
In real situations, the distribution of the data among the classes is of-
ten not uniform, so some classes are statistically under-represented with
respect to other classes. To cope with this problem, in the two-class SVM
formulation, we can introduce different cost functions for positively and
negatively-labelled points in order to have asymmetric soft margins, so that
the class with smaller data size obtains a larger margin [8]. Consequently,
the conventional soft margin approach can be generalized as
Minimize (12 ‖w‖
2 + C−
∑
i:yi=−1
ξi + C+
∑
i:yi=1
ξi)
Subject to yi(wTxi + b) ≥ 1− ξi, ∀i
(3.20)
As the Formulation 3.20 suggests, when C+ increases, the number of allowed
training errors from positively-labelled data decreases, but at the expenses of
increasing the allowed number of training errors from the negatively-labelled
data. And the opposite occurs when C− increases.
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The resulting dual problem has the same Lagrangian as in Equation 3.13,
but positively constraints in αi now become
0 ≤ αi ≤ C+ for yi = +1
0 ≤ αi ≤ C− for yi = −1
(3.21)
For a non-linearly separable classification problem we have first to map the
data onto a higher dimensional feature space where the data are linearly
separable. Accordingly, the Lagrangian of the dual optimization problem
3.13 must be changed to
L∑
i=1
αi − 12
L∑
i=1
L∑
j=1
αiαjyiyjφ(xi) · φ(xj) (3.22)
Notice the input vectors are involved in the expression through a kernel
function
K(xi, xj) = φ(xi) · φ(xj) (3.23)
which can be thought as a non-linear similarity measure between two data
points. According to the Mercer’s theorem [9], any (semi) positive definite
symmetric function can be regarded as a kernel function, that is, as a dot
product in some space, so we will look for (semi) positive definite symmetric
functions that imply a data transformation to a new space where the classes
can be linearly separated. Note that there is no need to know the mapping
function φ explicitly, but only the kernel K(xi, xj).
The most often used kernel functions in SVM applications are the fol-
lowing two
Radial Basis Function (RBF ) : K(xi, xj) = e−
|xi−xj |2
2σ (3.24)
Polynomial : K(xi, xj) = (xi · xj)d (3.25)
Thus, from Equation 3.19 and the kernel concept, it follows that the two-
class classification process with a SVM consists of assigning a positive/negative
label to each input vector x through the following equation
y(x) = sgn(
M∑
j=1
αjyjK(x, xj) + b) (3.26)
being M the number of support vectors.
3.2 Audio Enhancing Techniques
3.2.1 Basic principles of Spectral Subtraction
Assuming additive noise, one can obtain an estimate of the clean signal
spectrum by subtracting an estimate of the noise spectrum from the noisy
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signal spectrum [10]. The noise spectrum can be estimated and updated
during periods when the desired signal is absent. The assumption made is
that noise is stationary or a slowly varying process so that that its spectrum
does not change significantly between updating periods.
The enhanced signal is obtained by computing the inverse discrete Fourier
transform of the estimated signal spectrum using the phase of the noisy sig-
nal. The algorithm is computationally simple as it only involves a forward
and an inverse Fourier transform.
The simple subtraction processing comes at a price. The process needs to
be done carefully to avoid any signal distortion. If too much is subtracted,
some desired information may be removed and much more musical noise
added, whereas if too little is subtracted, then much of the interfering noise
remains.
Musical noise is a perceptual phenomenon that occurs when isolated
peaks are left in a spectrum after processing with a Spectral Subtraction (SS)
type algorithm. In the sections of signal where the desired signal is absent,
these isolated components sound like musical tones to our ears.
Let us assume that y(n), the noise-corrupted input signal, is composed
of the desired signal x(n) and the additive noise signal d(n), that is,
y(n) = x(n) + d(n) (3.27)
Taking the discrete-time Fourier transform of both sides gives
Y (ω) = X(ω) +D(ω) (3.28)
We can express Y(ω) in polar form as follows
Y (ω) = |Y (ω)|ejφy(ω) (3.29)
Since the noise is additive, we can obtain an estimate of the noise when the
desired signal is not present:
Dˆ(ω) = Y (ω) (3.30)
Finally, we are able to generate a basic estimate of the clean desired signal:
Xˆ(ω) = |Xˆ(ω)|ejφy(ω) (3.31)
where
|Xˆ(ω)| =
{
|Y (ω)| − |Dˆ(ω)| if |Y (ω)| > |Dˆ(ω)|
0 else
(3.32)
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3.2.1.1 Spectral Subtraction using Over-Subtraction
The very basic SS algorithm explained in the previous section is usually
not used because it cannot deal with musical noise. Spectral Subtraction
using Over-Subtraction (SS-OS), however, offers two parameters that can
potentially tune the musical noise.
To proceed with the method explanation, the equation that describes
the power spectrum subtraction algorithm needs to be introduced.
|Xˆ(ω)|2 = |Y (ω)|2 − |Dˆ(ω)|2 (3.33)
This short-term power spectrum of the noisy signal can be obtained by
multiplying Equation 3.28 by Y ∗(ω) which is Y (ω) complex conjugate.
|Y (ω)|2 = |X(ω)|2 + |D(ω)|2 +X(ω) ·D∗(ω) +X∗(ω) ·D(ω) (3.34)
The terms |D(ω)|2, X(ω) ·D∗(ω) and X∗(ω) ·D(ω) cannot be obtained di-
rectly and are approximated as E
{|D(ω)|2}, E {X(ω) ·D∗(ω)} and
E {X∗(ω) ·D(ω)}, where E {·} denotes the expectation operator. If we as-
sume that d(n) is zero mean and uncorrelated with the clean signal x(n), then
the terms E {X(ω) ·D∗(ω)} and E {X∗(ω) ·D(ω)} reduce to zero. Thus, af-
ter using the preceding assumptions, Equation 3.33 is justified.
Now we can rewrite Equation 3.32 in the power spectrum domain as
|Xˆ(ω)|2 =
{
|Y (ω)|2 − |Dˆ(ω)|2 if |Y (ω)|2 > |Dˆ(ω)|2
0 else
(3.35)
Finally, with the introduction of the two parameters mentioned to control
the musical noise, we obtain
|Xˆ(ω)|2 =
{
|Y (ω)|2 − α|Dˆ(ω)|2 if |Y (ω)|2 > (α+ β)|Dˆ(ω)|2
β|Dˆ(ω)|2 else (3.36)
where α is the over-subtraction factor (α ≥ 1) and β is the spectral floor
parameter (0 < β << 1).
The two parameters α and β offer a great amount of flexibility to the
spectral subtraction algorithm. The parameter β controls the amount of
remaining residual noise and the amount of musical noise perceived. If the
spectral floor β is too large, then the residual noise will be audible but the
musical noise will not be perceptible. Conversely, if β is too small, the mu-
sical noise will become annoying but the residual noise will be significantly
reduced.
The parameter α affects the amount of desired signal spectral distortion
caused by the subtraction in Equation 3.36. If α is too large, then the
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resulting signal will be severely distorted. Berouti et al. [11] suggested that
the parameter α should vary from frame to frame according to
α = α0 − 320SNR − 5dB ≤ SNR ≤ 20dB (3.37)
where α0 is the desired value of α at 0dB Signal to Noise Ratio (SNR) and
SNR is the short-time SNR estimated in each frame.
3.2.2 Recursive-Averaging Algorithms Based on Signal-Presence
Uncertainty
We now turn our attention to a new class of noise estimation algorithm,
which is formulated using a detection theory framework. The presence or
absence of desired signal in a frequency bin k, which belongs to temporal
frame λ, is cast as a detection problem using the following two hypotheses:
Hk0 : desired signal absent : Y (λ, k) = D(λ, k)
Hk1 : desired signal present : Y (λ, k) = X(λ, k) +D(λ, k)
(3.38)
where D(λ, k) is the spectrum of the noise. The noise psd is given by σˆ2d =
E
{|D(λ, k)|2}. The optimum σˆ2d, in terms of minimum Mean Squared Error
(MSE), estimate of the noise psd is given by
σˆ2d(λ, k) = E[σ2d(λ, k)|Y (λ, k)]
= E[σ2d(λ, k)|H0]P (H0|Y (λ, k)) + E[σ2d(λ, k)|H1]P (H1|Y (λ, k))
(3.39)
where P (Hk0 |Y (λ, k)) denotes the conditional probability of the desired sig-
nal being absent in frequency bin k given the noisy signal spectrum Y (λ, k).
Similarly, P (Hk1 |Y (λ, k)) denotes the conditional probability of the desired
signal being present in bin k, given the noisy signal spectrum. Equation
3.39 represents the general form of this class of noise-estimation algorithms.
The conditional probability terms turn out to be the smoothing factors, es-
timated under a statistical detection framework. The method used in this
thesis work for estimating the conditional probabilities of the desired signal
absence is introduced in the next section.
3.2.2.1 Minima-Controlled Recursive-Averaging Algorithm
In Minima-Controlled Recursive-Averaging (MCRA) [12], the probability
P (Hk1 |Y (λ, k)) is computed by comparing the ratio of the noisy speech power
spectrum to its local minimum against a threshold value. Following [13],
the estimation of the noise power spectrum is based on the following two
modified hypothesis:
Hk0 : σˆ2d(λ, k) = ασˆ2d(λ− 1, k) + (1− α)|Y (λ, k)|2
Hk1 : σˆ2d(λ, k) = σˆ2d(λ− 1, k)
(3.40)
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As before, Equation 3.40 is based on the principle that the noise estimate is
updated whenever the desired signal is absent, otherwise it is kept constant.
The mean-square estimate of the noise psd is given as before by
σˆ2d(λ, k) = E[σ2d(λ, k)|Y (λ, k)]
= E[σ2d(λ, k)|H0]p(H0|Y (λ, k)) + E[σ2d(λ, k)|H1]p(H1|Y (λ, k))
(3.41)
Based on the two hypotheses stated in Equation 3.40, we can express σˆ2d(λ, k)
as
σˆ2d(λ, k) = [ασˆ2d(λ− 1, k) + (1− α)|Y (λ, k)|2]p(Hk0 |Y (λ, k))
+ σˆ2d(λ− 1, k)p(Hk1 |Y (λ, k))
= [ασˆ2d(λ− 1, k) + (1− α)|Y (λ, k)|2](1− p(λ, k))
+ σˆ2d(λ− 1, k)p(λ, k)
(3.42)
where p(λ, k) ≡ P (Hk1 |Y (λ, k)) denotes the conditional probability of the
desired signal presence. After simplifying Equation 3.42, we get
σˆ2d(λ, k) = αd(λ, k)σˆ2d(λ− 1, k) + [1− αd(λ, k)]|Y (λ, k)|2 (3.43)
where
αd(λ, k) ≡ α+ (1− α)p(λ, k) (3.44)
Having the smoothing factors α, αs, αp and a threshold value δ, the steps to
compute Equation 3.43 can be summarized as follows:
1. Compute the smooth noisy signal psd S(λ, k) using
S(λ, k) = αsS(λ− 1, k) + (1− αs)Sf (λ, k) (3.45)
where
Sf (λ, k) =
Lw∑
i=−Lw
w(i)|Y (λ, k − i)|2 (3.46)
and w(i) is a windowing function (Hamming window was used).
2. Perform minimal tracking on S(λ, k) over a fixed window length of D
frames by sample wise comparison of the past values of S(λ, k) to ob-
tain Smin(λ, k). Afterwards, the following normalization is performed
Sr(λ, k) =
S(λ, k)
Smin(λ, k)
(3.47)
3. Determine the probability of the desired signal presence p(λ, k) com-
paring Sr to the fixed threshold δ.
if Sr(λ, k) > δ
p(λ, k) = 1 desired signal present
else
p(λ, k) = 0 desired signal absent
(3.48)
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Then smooth it over time using the following recursion
pˆ(λ, k) = αppˆ(λ− 1, k) + (1− αp)p(λ, k) (3.49)
4. Compute the time-frequency-dependent smoothing factor αd in Equa-
tion 3.44.
5. Update the noise psd in Equation 3.43
Chapter 4
Scenario Classification
4.1 Introduction
A subset of acoustic scenarios, which mostly correspond to the daily nursery
care related activities, is considered throughout the experiments. These
scenarios are the ones introduced in Table 2.1 in the Databases Description
chapter.
The corpus is composed of ten recording sessions (only the first nursery
care scenarios database is used) which contain 86 samples of the above ten
defined scenarios. Except for the Neutral scenario, the possibility to acquire
a sample of the concrete scenario during the recording session was dependent
on the preterm’s state and needs.
The main goal of this task is to build a system able to correctly classify
an unknown scenario sample as belonging to one of the defined scenario
classes.
This chapter is organized as follows. Firstly, in the Baseline systems sec-
tion, the basic parameters and setup of the systems which will remain fixed
throughout the experiments are defined. Evaluation metric section contains
the description of how the performance of the systems is measured. The dif-
ferent strategies to enhance the systems’ performance and the corresponding
results are presented in the Experimental Setups section. The chapter ends
with a Conclusions section which sums up the results obtained and states
the task complicating factors encountered.
4.2 Baseline Systems
Every result for the scenario classification problem was obtained either by
using a GMM based classifier or a SVM based classifier. Every scenario
class was modelled with 16 Gaussians. The HTK toolkit [14] was employed
for training and testing the GMM system while LIBSVM [15] was employed
for testing the SVM system. LIBSVM uses the one-versus-one approach to
28
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deal with multiclass problems. Classification is done by a max-wins voting
strategy, in which every classifier assigns the instance to one of the two
classes, then the vote for the assigned class is increased by one vote, and
finally the class with the most votes is assigned to the sample being classified.
LIBSVM weighting option was used in order to solve unbalanced data issues
for the SVM based classifier.
The original 44.1 kHz audio data was used for the experiments. The
input signal is successively framed with a Hamming window, being the frame
length 30ms and frame shift 10ms. Concerning the features, 24 Frequency-
Filtered Log Filter-Bank Energies (FF-LFBE) [16] means and their 24 first
temporal derivatives were used for both baseline systems.
For the SVM case, all features were normalized to fit the range [-1,1] in
order to reduce the time to find support vectors using
xNormalized =
2(x−Minimum)
Maximum−Minimum − 1 (4.1)
where x is a vector of samples andMaximum andMinimum are, respectively,
the global maximum and minimum feature value (over all the sessions).
Regarding the SVM classifier parameters, Radial Basis Function (RBF)
was used as the kernel function with regularization parameter C 1, slack
variable ξi 0.001 and γ equal to the inverse of the number of features (Equa-
tions 3.15, 3.24)
γ = 12σ =
1
NFeatures
(4.2)
4.3 Evaluation Strategy
The model validation technique Leave-One-Out Cross-Validation (LOO-CV)
was utilized to limit problems like over-fitting and to provide more statisti-
cally relevant results.
As the name suggests, LOO-CV involves using a single observation from
the original dataset as the testing data, and the remaining observations as
the training data. This is repeated so that each observation is used once as
the testing data. Thus, regarding the dataset we have, ten sub-experiments
are performed using nine recording sessions as the training data while leaving
one recording session as the testing data. These ten results are averaged to
obtain an overall accuracy.
The recognition performance is calculated either by sessions or by sce-
narios following
Accuracy SX =
CorrectScenariosSX
TotalScenariosSX
Accuracy ASY =
CorrectScenarioY
TotalScenarioY
(4.3)
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where CorrectScenariosSX is the number of correctly classified scenarios
in session X and TotalScenariosSX is the number of scenarios present in
the very same session. CorrectScenarioY is the number of times scenario
Y is classified correctly over all the database and TotalScenarioY the total
number of its samples across the entire database.
Overall accuracies are calculated as
Overall accuracy by sessions =
∑NumberSessions
X=1 Accuracy SX
NumberSessions
Overall accuracy by scenarios =
∑NumberScenarios
Y=1 Accuracy ASY
NumberScenarios
(4.4)
where NumberSessions is the total number of sessions and NumberScenarios
is the number of different scenarios.
4.4 Experimental Results
4.4.1 GMM-based Classification with the Outside Record-
ings
This very first approach is directly the realization of the GMM baseline
system stated in section Baseline systems. The original 44.1 KHz record-
ings made with the microphone outside the incubator were used initially
because it is supposed to retain more acoustic events than the one inside
the incubator.
Test session Overall accuracy by sessions, % ScenariosAS1 AS2 AS3 AS4 AS5 AS6 AS7 AS8 AS9 AS10
S3 0,00 0 0 0 0 0 0 0 0 0 -
S4 11,11 0 0 0 0 1 0 - 0 0 0/1
S11 10,00 0 0 0 0 0 0 0 1 0 0/1
S12 0,00 0 0 - 0 0 0 - 0 0 0/1
S13 11,11 0 0 - 1 0 - 0 0 0 0/2
S14 10,00 0 0 0 - 0 0 1 0 0 0/2
S15 0,00 0 0 0 - 0 0 - 0 0 0/1
S16 0,00 0 0 0 - 0 - - 0 0 0/2
S17 11,11 1 0 0 - 0 0 0 - 0 0/2
S18 16,67 - - - 0 0 - - 0 0 1/2
Total 7,00 11,11 0 0 16,67 10 0 20 11,11 0 7,14
Overall accuracy by scenarios, % 7,603
Table 4.1: Baseline GMM-based system results for the outside microphone
recordings.
Every Scenarios cell contains 1 if the scenario was recognized correctly
and 0 otherwise. Since sometimes we have more than one sample per session
for the Neutral scenario, we represent the cell number as scenario samples
recognized correctly over the number of samples of that scenario in the given
session.
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Actual scenarios Predicted scenariosAS1 AS2 AS3 AS4 AS5 AS6 AS7 AS8 AS9 AS10
AS1 1 0 0 3 0 3 0 1 1 0
AS2 1 0 0 2 0 1 1 1 2 1
AS3 1 1 0 0 0 2 0 0 1 2
AS4 2 0 0 1 0 0 1 1 1 0
AS5 1 0 0 2 1 2 0 2 1 1
AS6 0 2 0 1 0 0 1 1 1 1
AS7 1 0 0 1 0 2 1 0 0 0
AS8 0 0 0 3 0 3 2 1 0 0
AS9 3 1 0 2 1 0 1 1 0 1
AS10 3 1 1 3 1 3 0 1 0 1
Table 4.2: Baseline GMM-based system confusion matrix for the outside
microphone recordings.
A confusion matrix shows if scenarios were classified correctly whereas,
if not, it shows which ones were they mistaken for. For example, in this
experiment, AS1 was mistaken for AS4 and AS6 three times and one time for
AS8 and AS9 (see Table 4.2). It was recognized properly one time. Ideally,
one would like to have the total number of samples of a given scenario in
the orange diagonal, meaning every scenario sample was correctly classified.
This very first approach performed quite poorly. In the next section we
try to see if this baseline system performs the same on the inside incubator
recordings.
4.4.2 GMM-based Classification with the Inside Recordings
After obtaining the results with the outside recordings, it was worth trying
to perform the same experiment with the inside recordings instead to see
if the recognition performance remains low. The rest of the experimental
setup was left as in the previous sections experiment.
Test session Overall accuracy by sessions, % ScenariosAS1 AS2 AS3 AS4 AS5 AS6 AS7 AS8 AS9 AS10
S3 22,22 0 1 0 0 1 0 0 0 0 -
S4 11,11 0 0 0 1 0 0 - 0 0 0/1
S11 10,00 0 1 0 0 0 0 0 0 0 0/1
S12 12,50 0 0 - 0 0 1 - 0 0 0/1
S13 11,11 0 0 - 1 0 - 0 0 0 0/2
S14 10,00 0 0 0 - 0 0 1 0 0 0/2
S15 12,50 1 0 0 - 0 0 - 0 0 0/1
S16 0,00 0 0 0 - 0 - - 0 0 0/2
S17 11,11 0 1 0 - 0 0 0 - 0 0/2
S18 0,00 - - - 0 0 - - 0 0 0/2
Total 10,06 11,11 33,33 0 33,33 10 14,28 20 0 0 0
Overall accuracy by scenarios, % 12,2
Table 4.3: Baseline GMM-based system results for the inside microphone
recordings.
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Actual scenarios Predicted scenariosAS1 AS2 AS3 AS4 AS5 AS6 AS7 AS8 AS9 AS10
AS1 1 4 0 3 0 0 0 1 0 0
AS2 0 3 0 4 0 0 1 1 0 0
AS3 2 2 0 2 0 0 0 1 0 0
AS4 0 3 0 2 1 0 0 0 0 0
AS5 0 2 0 3 1 2 1 1 0 0
AS6 1 1 0 1 2 1 1 0 0 0
AS7 0 1 0 0 1 2 1 0 0 0
AS8 1 3 0 3 0 1 1 0 0 0
AS9 1 2 0 2 1 3 1 0 0 0
AS10 1 2 0 5 1 3 2 0 0 0
Table 4.4: Baseline GMM-based system confusion matrix for the inside mi-
crophone recordings.
Results are slightly better, but still remain poor. This might be because
equipment noises are attenuated due to the incubator cabin and, therefore,
more accurate models are trained. However, we might be losing some acous-
tic events that characterize the scenarios.
4.4.3 SVM-based Classification with the Outside Recordings
Due to the recognition results of the two previous setups being low, trying a
different classifier seemed a good idea, specially because this time, instead of
using a generative classifier, we would use a discriminative one. This setup
is the realization of the SVM baseline system stated in the section Baseline
systems.
Unfortunately, the results are as poor as they were for the GMM-based
classifier.
Test session Overall accuracy by sessions, % ScenariosAS1 AS2 AS3 AS4 AS5 AS6 AS7 AS8 AS9 AS10
S3 0,00 0 0 0 0 0 0 0 0 0 -
S4 11,11 0 1 0 0 0 0 - 0 0 0/1
S11 10,00 1 0 0 0 0 0 0 0 0 0/1
S12 25,00 1 1 - 0 0 0 - 0 0 0/1
S13 11,11 0 0 - 0 0 - 0 1 0 0/2
S14 0,00 0 0 0 - 0 0 0 0 0 0/2
S15 25,00 1 1 0 - 0 0 - 0 0 0/1
S16 12,50 0 1 0 - 0 - - 0 0 0/2
S17 0,00 0 0 0 - 0 0 0 - 0 0/2
S18 0,00 - - - 0 0 - - 0 0 0/2
Total 9,47 33,33 44,44 0 0 0 0 0 11,11 0 0
Overall accuracy by scenarios, % 8,88
Table 4.5: Baseline SVM-based system results for the outside microphone
recordings.
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Actual scenarios Predicted scenariosAS1 AS2 AS3 AS4 AS5 AS6 AS7 AS8 AS9 AS10
AS1 3 3 0 0 0 0 0 3 0 0
AS2 2 4 0 0 0 0 0 3 0 0
AS3 4 1 0 0 0 0 0 2 0 0
AS4 3 2 0 0 0 0 0 1 0 0
AS5 3 4 0 0 0 0 0 3 0 0
AS6 2 4 0 0 0 0 0 1 0 0
AS7 1 3 0 0 0 0 0 1 0 0
AS8 3 5 0 0 0 0 0 1 0 0
AS9 2 7 0 0 0 0 0 1 0 0
AS10 3 7 0 0 0 0 0 4 0 0
Table 4.6: Baseline SVM-based system confusion matrix for the outside
microphone recordings.
At this point, we thought that the problem we were facing was too
complex so we tried to make it more simple. The idea is to start considering
only two classes, (preferably the most different ones so that it is easier for
the classifier to make the decision) optimize the results and proceed adding
the others until the whole problem is considered.
4.4.4 Binary SVM-based Classification with the Outside Record-
ings
The two acoustic scenarios we compared in this approach are AS1 and AS2.
Five-fold cross-validation was used this time to obtain the optimal value for
parameters C and γ.
Test session Overall accuracy by sessions, % ScenariosAS1 AS2
S3 50,00 1 0
S4 50,00 0 1
S11 50,00 1 0
S12 100,00 1 1
S13 50,00 1 0
S14 50,00 0 1
S15 100,00 1 1
S16 50,00 0 1
S17 50,00 1 0
S18 - - -
Total 61,11 66,67 55,56
Overall accuracy by scenarios, % 61,11
Table 4.7: Binary classification SVM-based system results for the outside
microphone recordings.
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Actual scenarios Predicted scenariosAS1 AS2
AS1 6 3
AS2 4 5
Table 4.8: Binary classification SVM-based system confusion matrix for the
outside microphone recordings.
After simplifying the problem, the results improved when looking at
both average scores in Table 4.7. Nevertheless, they might still have a quite
random behaviour because results are not much higher than 50%.
Other two class combinations such as AS5 versus AS9 and AS4 versus
AS10 were tried. However, they led to results around 50% as well.
4.4.5 Binary SVM-based Classification with the Outside Nor-
malized Recordings
The volume level of the recorder may have been changed unintentionally
between session recordings which might have influenced the results. There-
fore, DC component was removed and energy normalization was performed
on the recordings.
Test session Overall accuracy by sessions, % ScenariosAS1 AS2
S3 50,00 1 0
S4 50,00 0 1
S11 50,00 1 0
S12 100,00 1 1
S13 50,00 1 0
S14 50,00 0 1
S15 100,00 1 1
S16 50,00 0 1
S17 50,00 1 0
S18 - - -
Total 61,11 66,67 55,56
Overall accuracy by scenarios, % 61,11
Table 4.9: Binary classification SVM-based system results for the normalized
outside microphone recordings.
Actual scenarios Predicted scenariosAS1 AS2
AS1 6 3
AS2 4 5
Table 4.10: Binary classification SVM-based system confusion matrix for
the normalized outside microphone recordings.
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Normalization did not have any effect on the result, at least for these
two scenarios. Exactly the same predicted label vector was obtained as in
the previous setup.
4.4.6 Binary SVM-based Classification with the Outside Record-
ings using Alternative Features
In this approach two features sets are tried. The first one consists of using
exclusively the FF-LFBE means, without their derivatives (24 features).
The second feature set combines FF-LFBE means with mean values of the
1Hz in the Modulation Frequency Domain (MFD) [17] (48 features).
Test session Overall accuracy by sessions, % ScenariosAS1 AS2
S3 50,00 1 0
S4 50,00 0 1
S11 50,00 1 0
S12 100,00 1 1
S13 50,00 1 0
S14 50,00 0 1
S15 100,00 1 1
S16 50,00 0 1
S17 50,00 1 0
S18 - - -
Total 61,11 66,67 55,56
Overall accuracy by scenarios, % 61,11
Table 4.11: Binary classification SVM-based system results for the outside
microphone recordings using FF means only.
Actual scenarios Predicted scenariosAS1 AS2
AS1 6 3
AS2 4 5
Table 4.12: Binary classification SVM-based system confusion matrix for
the outside microphone recordings using FF means only.
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Test session Overall accuracy by sessions, % ScenariosAS1 AS2
S3 0,00 0 0
S4 50,00 0 1
S11 50,00 1 0
S12 50,00 0 1
S13 50,00 0 1
S14 0,00 0 0
S15 50,00 0 1
S16 0,00 0 0
S17 50,00 0 1
S18 - - -
Total 33,33 11,11 55,56
Overall accuracy by scenarios, % 33,33
Table 4.13: Binary classification SVM-based system results for the outside
microphone recordings using FF means and 1Hz in the MFD means.
Actual scenarios Predicted scenariosAS1 AS2
AS1 1 8
AS2 4 5
Table 4.14: Binary classification SVM-based system confusion matrix for
the outside microphone recordings using FF means and 1Hz in the MFD
means.
The first experiment brings some surprising results. They denote that
the FF-LFBE first derivatives do not provide useful information for classi-
fication, at least between the two classes considered. Of course, they might
be useful for the 10-class problem or to distinguish between other scenar-
ios. 1Hz MFD features worsened the results. This probably means that the
frequency region we chose to extract the features from is pretty similar for
both scenarios and the models become more dispersed.
4.5 Conclusions
4.5.1 Summarized Experimental Results
Table 4.15 summarizes the main experimental results obtained in the Ex-
perimental Results section.
Experiment Overall accuracy by scenarios, %
GMM classifier (10 classes) 7,60
SVM classifier (10 classes) 8,88
SVM classifier (2 classes) 61,11
Table 4.15: Recognition results by scenarios for the main experiments per-
formed.
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As it has been commented through the different approaches, the systems
performed very poorly. The following section states our opinion about what
phenomena may be making the classification task so difficult.
4.5.2 Task Complication Factors
1. The acoustic scenarios defined are very similar. This results in classes
being very overlapped in the features space and thus, really hard to
distinguish. Scenario-specific events are present in some scenarios but,
neither are they present in every same scenarios along different record-
ing sessions, nor their presence is significant enough in comparison to
other acoustic events.
2. Figure 4.1 shows the distribution of energy along filter-bank for differ-
ent scenarios in a given recording session. In total 24 filter-banks were
applied to the original 44.1 kHz outside microphone recordings.
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Figure 4.1: Average filter-bank energies for a given scenario in different
recording sessions.
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Figure 4.2: Average filter-bank energies for the scenarios in a given session.
SC1
SC2
SC3
SC4
SC5
SC6
SC7
SC8
SC9
SC10
Figure 4.3: Legend for Figure 3.1 and Figure 3.2.
Figure 4.2 shows the same information as Figure 4.1 the other way
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round, namely the distribution of the energy along filter-bank for a
particular scenario in different recording sessions.
In order that the scenario classification task could be solved, one would
like that the same scenario is similar along recording sessions, whereas
within one session different scenarios have very different characteris-
tics. However, there is a strong similarity between them. In principle,
Figure 4.1 and Figure 4.2 show that the difference between recording
sessions is more significant than between scenarios. So the task of
scenario classification is hard to solve.
3. We find that the main reason making scenarios so hard to distinguish
is the ventilation/incubator noise, which is strongly present in every
recording session. This phenomenon makes the acoustic scenarios very
similar within one recording session and, therefore, worsens the results.
Figure 4.4 shows the spectrogram of scenario 10 (Neutral) in session
13. Ventilation/incubator noise bands can be seen clearly especially
from 250 to 1500 Hz. Figure 4.5 shows the same scenario 10 in session
16.
These are typical samples of the ventilation/incubator noise from these
sessions and it can be seen that it makes two samples of the same
scenario very different.
Figure 4.4: Spectrogram of the neutral scenario for session S13.
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Figure 4.5: Spectrogram of the Neutral scenario for session S16.
4. There exists a strong inter-session variability caused by differences in:
incubators used during recording sessions, their position (there are
four different positions used), nursing procedures depending on the
nurse personal style of work and the particular preterm needs, acous-
tic environment in general (number of people in the room, sounding
alarms, etc.).
5. The amount of data is insufficient to train accurate models.
Chapter 5
Alarms Detection
5.1 Introduction
In some studies related to the area, the sounds coming from human activ-
ities are separated from those coming from the equipment. In the scenario
classification problem we tried to classify the whole piece of audio consisting
of a set of different sounds. In this chapter, on the other hand, we concen-
trate on detecting a particular class of sounds in a piece of audio, namely
equipment alarms, which are one of the most common sounds of the NICU
environment.
The problem is considered as a binary class one. Consequently, every
alarm in Table 2.2 is labelled with a generic label Alarm (AL) while every
other acoustic event present in the table is labelled as Other (OT).
Therefore, the main objective of this task is to build a system able to
detect whether there is an alarm or not in an audio segment.
The database used is the very same as in the Scenario Classification
task. However, only 31 files out of 86 were used, the part of the database
that was completely labelled. The total duration of these 31 files is 36,55
minutes.
This chapter is organized as follows. In the first place, the initial setup of
the system is defined in the Baseline system section. In Evaluation metrics
section we describe the two ways to evaluate the system’s performance used
in the chapter. The Experimental Results section contains the different
experimental attempts tried during the work of this task along with the
results obtained. Finally, the summarized results and an idea of what could
be done next are stated in the Conclusions and Future Lines of Research
section.
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5.2 Baseline System
The baseline result for the alarms detection problem was obtained using a
GMM-based classifier. There are two models: the AL model, and the OT
model. Each model consists of 8 Gaussians with diagonal covariance matrix.
The HTK toolkit was employed for training and testing this GMM-based
system. With the likelihoods obtained from the two models, each frame is
classified as either AL or OT.
The original 44.1 KHz nursery care related scenarios database was used
for the baseline experiment. The input signal is successively framed with a
Hamming window, being the frame length 30ms and the frame shift 10ms.
Concerning the features, 18 FF-LFBE along with their 18 first temporal
derivatives are extracted from each frame. Therefore, the dimension of the
feature vector is 36.
At the output of the classifier, the resulting time string of hypothesized
labels is smoothed to force grouping of frame labels in order to obtain event
labels. Within each of the consecutive non-overlapping smoothing windows
of odd length the class to which the majority of the output frames belongs is
determined. Then, all the frames within the window are assigned the label
of that winner class. This baseline system used a smoothing window equal
to 3 frames.
5.3 Evaluation Metrics
5.3.1 Frame-based Metric
The frame-based or frame-level accuracy metric is defined as one minus the
relative system error:
FB −ACC = 1− FalseAlarms+Misses
TotalFramesNumber
(5.1)
whereMisses and FalseAlarms are the numbers of misclassified frames corre-
sponding, respectively, to AL and OT reference labels. TotalFramesNumber
is the total number of frames evaluated.
5.3.2 Block-based Metric
In evaluation campaigns about acoustic event detection that have taken
place so far, an event-based metric was defined, typically using the F-score
[18, 19]. In those cases, the classification task was not binary but multi-
class, and several classes could happen simultaneously. In our application,
to define an event level metric, we could use as event definition either an
alarm period or a whole alarm sound. None of them is much meaningful for
the purposes of our application, as there are alarm sounds that span over a
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long time interval. Therefore, we decided to use a metric with a time span
that is a trade-off between them. Inspired by [20], we call it a block-based
metric.
To compute the block-based metric, the input audio stream is divided
into consecutive non-overlapping blocks of 5 seconds length. For each of
them a label (AL or OT) is assigned using the following criterion: the block
is labelled as AL in case it has more than one alarm signal, otherwise, it is
labelled as OT. The basic idea that is being pursued is that neither the staff
nor the preterm baby respond to only one alarm signal, but there should
occur several of them (we believe from 2 to 4 periods of signal-silence are
enough) in order that the sound is perceived as alarm.
The defined block-based metric is based on the detection cost function
(CDet) used in National Institute of Standards and Technology (NIST) eval-
uations [21], and is computed using the formula:
BB−ACC = 1−α·(CMiss·PMiss|Target·PTarget+CFA·PFA|NonTarget·PNonTarget)
(5.2)
where PTarget and PNonTarget are the fractions of AL and OT blocks calcu-
lated over all the database, CMiss and CFA are estimated application-specific
costs of misses and false alarms errors, α is a normalization factor and
PMiss|Target and PFA|NonTarget are computed by the following expressions:
PMiss|Target =
Misses
TotalOTBlocksNumber
(5.3)
PFA|NonTarget =
FalseAlarms
TotalALBlocksNumber
(5.4)
where Misses and FalseAlarms are defined similarly to the FB-ACC metric
(Equation 5.1). TotalALBlocksNumber and TotalOTBlocksNumber are the
total number of reference blocks labelled as AL and OT.
5.4 Experimental Results
5.4.1 Baseline System (44,1 KHz audio)
Initially, we tried the baseline system with the original 44,1 KHz recordings.
Metric Accuracy, %
Frame-based 53,36
Block-based 44,26
Table 5.1: Detection results for the baseline system using the 44,1 KHz
recordings.
We think the results were pretty poor, partially because of the noise lo-
cated at 15 KHz (see Figure 4.5) which is present throughout the recordings.
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5.4.2 Baseline System (24 KHz audio)
Due to the alarm fundamental frequencies and harmonics being concen-
trated in the lower frequencies, we further discard the higher frequencies
and work with the audio downsampled to 24 KHz. This allows to remove
the high-frequency equipment noise at 15 KHz, still preserving all the rele-
vant information.
Metric Accuracy, %
Frame-based 61,82
Block-based 41,37
Table 5.2: Detection results for the baseline system using the 24 KHz record-
ings.
Despite having an improvement for the frame-based metric, the block-
based one became lower.
5.4.3 Baseline System (24 KHz audio) + SS
Although we had eliminated the narrow band noise at 15 KHz, the ventila-
tion noise was still present over a wide frequency range. To deal with it, we
decided to apply some denoising techniques, starting with SS. The values
used for the parameters α and β that optimized the performance are the
following:
if SNR ≥ −5.0 and SNR ≤ 20 α = 4− 320SNR
if SNR < −5.0 α = 5
if SNR > 20 α = 1
β = 0, 06
(5.5)
Metric Accuracy, %
Frame-based 69,28
Block-based 52,08
Table 5.3: Detection results for the 24 KHz recordings after applying the SS
denoising technique.
5.4.4 Baseline System (24 KHz audio) + SS + MCRA
Instead of employing the classical noise estimation used in the SS-OS we
tried a recursive averaging one. MCRA should offer a more consistent esti-
mate because it uses both present and all past frames to estimate the noise
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instead of using exclusively the actual frame. Figure 5.1 shows the spectro-
grams of a given scenario sample (session S3, scenario "Changing a diaper")
before and after applying SS and SS plus MCRA.
Figure 5.1: From top to bottom: the initial spectrogram, after applying SS
and after applying SS+MCRA.
After searching for the MCRA parameter values that provided the best
performance we obtained
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α = 0, 98
αs = 0, 6
αp = 0, 15
(5.6)
Metric Accuracy, %
Frame-based 56,14
Block-based 44,23
Table 5.4: Detection results for the baseline system using the 24 KHz record-
ings applying the SS denoising technique with MCRA noise estimation al-
gorithm.
Surprisingly enough, the results obtained were almost as poor as the ones
from the first experimental approach. However, we still had two parameters
to tune: the number of gaussians to model a class and the smoothing factor.
5.4.5 Baseline System (24 KHz audio) + SS + MCRA +
Parameters Tuning
When we got to this point we realized that we probably were using too
many gaussians to model the AL and OT classes. In fact, we were using
16, the very same amount we were using to model scenarios, which are in
principal much harder to describe. After observing the histograms of the
feature values for every filter-bank and for every scenario present in every
session, we concluded that two gaussians should be enough to model the
classes properly (see Figure 5.2 and 5.3 for some examples). Normally,
adding more gaussians to represent a class when it is already well-modelled
does not worsen the models. However, in our case, reducing the number of
Gaussians led to a better recognition performance of the system (see Table
5.7).
Metric Accuracy, %
Frame-based 70,45
Block-based 43,66
Table 5.5: Detection results for the baseline system using the 24 KHz record-
ings applying the SS denoising technique with MCRA noise estimation al-
gorithm using 2 gaussians to model the classes.
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Figure 5.2: Histogram of the feature values for the 9th filter-bank in every
scenario present in session S12.
CHAPTER 5. ALARMS DETECTION 49
Figure 5.3: Histogram of the feature values for the 4th filter-bank in every
scenario present in session S13.
Regarding the smoothing factor, we performed a search for the value
that gave less false alarms and misses. This value has to be an odd number
to be able to apply the democracy policy explained in the Baseline System
section. The value obtained was 39.
Metric Accuracy, %
Frame-based 77,76
Block-based 66,75
Table 5.6: Detection results for the baseline system using the 24 KHz record-
ings applying the SS denoising technique with MCRA noise estimation al-
gorithm using 2 gaussians to model the classes and smoothing factor 39.
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Number of Gaussians Metric Accuracy, %
1 Frame-based 74,97Block-based 63,95
2 Frame-based 77,76Block-based 65,75
4 Frame-based 74,71Block-based 60,59
8 Frame-based 55,01Block-based 58,85
Table 5.7: Behaviour of the system regarding the number of Gaussians used
to model the classes (smoothing factor fixed to 39).
5.5 Conclusions
5.5.1 Summarized Experimental Results
Table 5.8 summarizes the main results obtained during the Experimental
Results section.
Experiment Metric Accuracy, %
Baseline system (24 KHz) Frame-based 61,82Block-based 41,37
Baseline system (24 KHz) + SS(optimal) Frame-based 69,28Block-based 52,08
Baseline system (24 KHz) + SS(optimal) + MCRA(optimal) + parameter tuning Frame-based 77,76Block-based 66,75
Table 5.8: Alarms detection summarized results.
Far from being excellent, the results proved that the task can be solved ef-
ficiently using a GMM-based system, a technique commonly used for speech
recognition. We were also able to prove that audio enhancement techniques
may improve the results and preserve the intelligibility of the recordings at
the same time.
5.5.2 Future Lines of Research
As we were thinking of a way to improve the results obtained, we had to
consider expanding the database i.e. adding new recording sessions. Figures
5.4 and 5.5 show the evolution of the frame-based and block-based metric
accuracies upon increasing the number of training sessions. One session for
testing is always considered. All session combinations were considered when
calculating the values e.g. for the 6 training sessions case, 210 different
groups of 6 sessions were formed and, thus, 210 experiments were run. The
value marked as a dot in the graph is the mean accuracy value obtained over
those experiments. Maximum and minimum accuracy values are shown as
top and bottom y axis interval values.
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Figure 5.4: Frame-based accuracy trend upon increasing the number of
training sessions.
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Figure 5.5: Block-based accuracy trend upon increasing the number of train-
ing sessions.
Due to the trend observed in the graphs, we believe adding more training
data could improve the results.
Using a more sophisticated classifier could also lead to a better recogni-
tion performance of the system. Particularly, a Deep Belief Network (DBN)-
based classifier used in a parallel research work, provided improved results.
Chapter 6
Conclusions and Future
Lines of Research
While working on the Scenario Classification problem, we aimed at elabo-
rating the set of features that were able to effectively capture the peculiar
characteristics of each scenario, and, also, several classification algorithms
were tried. Nevertheless, it was not possible to achieve acceptable recogni-
tion results due to several reasons, which were discussed in the corresponding
section.
Regarding the Alarms Detection task, much more acceptable results
were obtained. However, other classifiers or feature types could be tried
to achieve a better recognition performance. As future work, pitch-based
and modulation-based features will be investigated.
The next steps of the project would be to consider a multi-class alarm
detection problem i.e. detect the alarm and proceed to classify the sample
as belonging to one of the possible 13 alarms classes we introduced in the
Databases Description chapter.
The other type of sounds that is present extensively in the NICU environ-
ment are the vocalizations (speech, baby crying, cough, laugh). Therefore,
a possible next task could be Voices Detection [22]. Alarms Detection and
Voices Detection tasks could complement each other to pursuit a more global
characterization of the environment.
The content of the Alarms Detection chapter contributed to the elabo-
ration of a paper accepted at Interspeech [23].
In regard with my personal experience towards the elaboration of this
thesis I learnt lots of concepts and techniques related to pattern recognition.
This is very helpful because I never had the chance to learn anything about
this area during my degree. I was also able to learn some programming
languages such as python or shell script and put in practice the knowledge
acquired during my studies by using software like matlab or praat. I am
also very grateful I had the opportunity to contribute in such a humanistic
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project.
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