Introduction {#sec1}
============

The process by which eukaryotic DNA is hierarchically packaged into the cell nucleus is epicentric to cell function and introduces steric barriers for DNA processes such as replication, transcription, and repair. At the smallest length scales, 147 base pairs of DNA are wrapped 1.7 times superhelically around a histone octamer comprised of an H3--H4 tetramer and two H2A--H2B dimers. The resulting packaging unit is known as the nucleosome core particle (NCP).^[@ref1]−[@ref3]^ These NCPs then form a "beads-on-a-string" fiber that can self-associate into the chromatin fiber.^[@ref3]^ The dynamic ability of chromatin to locally condense and decondense is central to epigenomic regulation. Despite its crucial role in biology, we have a limited understanding of chromatin's condensed structure and condensation mechanism.

Available evidence on the secondary condensed chromatin structure has led to debate over the last several decades.^[@ref3]−[@ref8]^ Two primary secondary structures of chromatin have been observed in vitro: the one-start solenoid fiber^[@ref9]^ and the two-start zigzag.^[@ref10]^ Discussion has gradually shifted from a defined secondary structure in vitro toward a disordered, but dynamic, network of proteins and DNA in vivo.^[@ref11]^ Such a disordered state is supported by recent results from advanced imaging techniques.^[@ref12]−[@ref14]^

Attempts to measure different structural and energetic features of the condensed DNA fiber have relied on approaches that capture the energetics of deformation, such as optical and magnetic tweezers. These tools probe the energetics of chromatin through extension of a single fiber.^[@ref15]^ More specifically, the groups of Bustamante and van Noort have extracted the average association energy of nucleosomes under varying tensions and pull rates.^[@ref16],[@ref17]^ Differing experimental conditions such as salinity, fiber length, and relaxed chromatin fiber ultimately incur into discrepancies in the average nucleosome--nucleosome interaction energy (3.2*k*~B~*T* and 13.4*k*~B~*T*, respectively). As previously mentioned, the condensed fiber is not a well-defined structure, which introduces additional sources of uncertainty. As a result, we have yet to develop a comprehensive and definitive understanding of the nucleosome--nucleosome interaction energy. An important feature that must also be taken into account is the highly anisotropic distribution of charges that comprise the nucleosome, which results in anisotropic interactions between nucleosomes. With this in mind, it is difficult to define internucleosome energies by relying on an individual order parameter.

The anisotropic and dynamic distribution of charges on the NCP can be partially attributed to the flexibility and availability of the N-terminal domain (NTD) histone tails. These tails are rich in positively charged lysine and arginine residues that attract negatively charged DNA and negatively charged histone residues.^[@ref18]^ The H3 and H4 tails have been studied in the context of their positively charged residues and positioning on the NCP;^[@ref19]−[@ref21]^ they are grafted at the dyad axis and the sides of the nucleosome, respectively, which is of particular importance for chromatin fiber condensation.^[@ref1]^ Recently, these tails have been reported to be mobile in the presence of highly dense chromatin fibers, further supporting that the availability of these tails serves to stabilize condensed fibers.^[@ref22]^ Despite its length and flexibility, the H3 tail is believed to predominantly stabilize intranucleosome interactions, rather than internucleosome interactions in the absence of divalent salt.^[@ref23]^ In contrast, the H4 tail predominantly contributes to internucleosome interactions; it interacts with the H2A acidic patch at the 16th lysine residue (H4K16), which provides a strong electrostatic contribution to internucleosome energetics.^[@ref18],[@ref21],[@ref24],[@ref25]^ Removal of this interaction can be accomplished through methods such as acetylation or tail removal, which lead to a decrease in internucleosome energetics and chromatin fiber unfolding. It has also been shown through chromatin array cross-linking studies that H4K16 acetylation provides the same energetic decrease as acetylation of the H4 tail at the 5th, 8th, 12th, and 16th lysines combined.^[@ref26]^ This is further supported by a recent study which demonstrated that removal and acetylation of the H4 tail leads to a significant decrease in the internucleosome interaction energy.^[@ref27]^

The histone tails also serve as hosts to epigenetic processes. These tails contain specific residues that are subject to post-translational modifications (PTMs), including methylation, acetylation, and ubiquitination,^[@ref28],[@ref29]^ which regulate and maintain nuclear functions such as transcription and DNA repair. Of particular interest to this work are the charged residues (e.g., lysine, arginine, histidine) that lose their charge upon acetylation. Electrostatic interactions are inherently long-ranged and play a significant role in regulating biological functionality. These charged residues can mediate nucleosome--nucleosome and nucleosome--DNA interactions, contributing to fiber condensation. Of these charged residues, lysines, especially those occurring on the H4 and H3 NTD, have been the focus of numerous epigenetic studies for their potential to be acetylated or methylated.^[@ref19],[@ref29]−[@ref33]^ It has also been proposed that acetylation of the tails reduces their flexibility and therefore diminishes their ability to reach other nucleosomes.^[@ref21],[@ref34]^ Note that irregular methylation or acetylation of lysine residues, such as H3K4 and H3K27, has also been linked to carcinogenesis.^[@ref35],[@ref36]^

The innate connection between PTMs and internucleosome energetics implies that epigenetic states can be linked to the structure of the chromatin fiber. Thus, an understanding of the energetics at play in the condensation of the chromatin fiber is important for studies of epigenetic states. Despite this connection, concrete links between epigenetic state and chromatin structure have yet to be drawn. The chromatin fiber is dynamic and sensitive to environmental conditions, making it difficult to disentangle the various energetic contributions to structure by relying solely on experimental deformation studies. Theoretical and computational studies could help elucidate a number of molecular-level processes that, until now, have been hidden in the experimental data.

It is important to emphasize that chromatin modeling efforts have relied extensively on available chromatin fiber experiments.^[@ref37]−[@ref41]^ In particular, the three site per nucleotide (3SPN) combined with the atomic-interaction-based coarse-grained (AICG) model has been useful in studies of the nucleosome.^[@ref37],[@ref38]^ The model has shown good agreement with experimental results on nucleosome energetics and dynamics, including competitive reconstitution experiments that study binding strength of DNA sequence to the histone octomer,^[@ref42]^ force-induced nucleosome--DNA unraveling,^[@ref43]^ and nucleosome repositioning mechanism analyses.^[@ref44]^

Building on that work, in what follows we use the 3SPN and AICG nucleosome models to examine the interaction energy landscape between unmodified and modified nucleosomes, and we study the effects of several modifications on chromatin structure. In doing so, we aim to identify some of the key internucleosome interactions that are relevant to chromatin condensation. Here we note that similar work at the atomistic scale has allowed researchers to extract key structural aspects of the tails when the nucleosomes are stacked.^[@ref21],[@ref45]^ Building on that work, here we quantify the anisotropic internucleosome free energy landscape and provide new insights into previously reported nucleosome interaction energies by considering the roles of varying orientations, salt concentrations, and counterion condensation. We also consider the effects of lysine acetylation on the H4 tails, which lead to energetic decreases that are consistent with experimental findings.^[@ref46]^ Finally, we examine how H4 lysine acetylation induces chirality of the nucleosome interaction energy landscape, away from a left-handed superhelical motif.^[@ref5],[@ref10]^

Methods {#sec2}
=======

Nucleosome Core Particle Model {#sec2.1}
------------------------------

Our work is carried out with the 3SPN.2C^[@ref42]^ coarse-grained DNA model, parametrized using X3DNA.^[@ref47]^ The 3SPN.2C model represents a nucleotide with three sites: one for the sugar, one for the phosphate, and one for the base. We make use of the most recent version of the model, where there is no attractive Lennard--Jones potential added between the DNA and histones.^[@ref44]^ As 3SPN.2C is a sequence-dependent model, we use the strongly binding 601 DNA sequence in view of its extensive use in experiments.^[@ref48]^ In future efforts, we will consider the effect of DNA sequence on the results reported here. The histone octomer is represented using the AICG protein model applied to the 1KX5 nucleosome crystal structure, generated using CafeMol.^[@ref38],[@ref49]−[@ref51]^ Electrostatics are treated at the level of Debye--Hückel theory. A temperature of 300 K and a salt concentration of 150 mM are used in all calculations unless otherwise noted, resulting in a Debye length of λ~d~ = 7.84 Å. The simulation time step in all calculations is 20 fs. Post-translational acetylations are incorporated into our model by setting the charges of those amino acids to zero. Note that evaluation of the results for different methods of acetylation are discussed in the [Supporting Information](http://pubs.acs.org/doi/suppl/10.1021/acscentsci.8b00836/suppl_file/oc8b00836_si_001.pdf).

In order to quantify the pair potential between nucleosomes, we make use of a second coarse-grained NCP realization. The second NCP is a copy of the first, and we move and rotate it into its designated orientation and location. The system is then restrained at those relative orientations, varying only the center of mass separation for our calculations. This approach is justified given the symmetry of the nucleosome core particle. Before gathering statistics, the nucleosomes are equilibrated for 20 ns at their respective orientations.

Nucleosome Orientation and Restraint {#sec2.2}
------------------------------------

We define six distinct groups of histone residues that serve to restrain the two nucleosomes at their designated orientation. These six groups are located at the nucleosome dyad, the nucleosome center of mass, and an edge orthogonal to the dyad axis of the nucleosome. We provide a detailed description of the specific protein sites that comprise these groupings in the [Supporting Information](http://pubs.acs.org/doi/suppl/10.1021/acscentsci.8b00836/suppl_file/oc8b00836_si_001.pdf). For any calculation, a center of mass separation vector of any two groupings serves to define the orientational vectors, (***f̂***, ***û***,***v̂***), which we use to define the orientation of each NCP. For our system, ***f̂*** corresponds to the vector orthogonal to the face of the nucleosome, ***û*** corresponds to the vector through the dyad, and ***v̂*** corresponds to the vector orthogonal to both ***û*** and ***f̂***. Any given free energy calculation makes use of five orientational restraints between the two nucleosomes. These restraints are applied by attaching harmonic springs to a specific value of the angle between subsequent vectors in the nucleosomes. The vector combinations and values that correspond to each orientation are given in [Table [1](#tbl1){ref-type="other"}](#tbl1){ref-type="other"}.

###### Definition of Nucleosome--Nucleosome Orientations for Pair-Potential Calculations

  orientation                            A   B   C   D
  -------------------------------------- --- --- --- ---
  ***û***~***i***~ · ***û***~***j***~    1   0   1   0
  ***û***~***i***~ · ***r̂***~***ij***~   0   1   0   0
  ***û***~***j***~ · ***r̂***~***ij***~   0   0   0   0
  ***v̂***~***i***~ · ***r̂***~***ij***~   0   0   1   1
  ***v̂***~***j***~ · ***r̂***~***ij***~   0   0   1   1

The orientations highlighted in the snapshots in [Figure [1](#fig1){ref-type="fig"}](#fig1){ref-type="fig"} are defined by the center of mass separation distance, *r*~com~, and the orientations of the nucleosome reference unit vectors, ***f̂***, ***û***, and ***v̂***. The "stacked" interaction is reminiscent of nucleosome stacking in the 30 nm fiber proposed by Finch and Klug^[@ref9]^ and maximizes internucleosome tail interactions. Every other orientation favors unique histone tail interactions (e.g., rotated interaction highlights the interactions of the H2A or H2B). Additionally, the nucleosome pair orientations were held away from the dyad so as to avoid DNA unwrapping events that may alter the calculations. To keep DNA from unwrapping, a small spring force was included between the ends of the DNA and the dyad. We note that this spring diminishes the effect of intranucleosomal positioning on these calculations, which is a parameter that will be considered in future calculations using a more coarse grained representation of DNA.

![Nucleosome pair potential system orientations and resulting energetic landscape. Orientations of the nucleosomes considered here are shown on the left. The axes represent each nucleosome's coordinate system. The red axis is the nucleosome dyad vector, the blue is orthogonal to the face of the nucleosome, and the green is orthogonal to the other two. (A) The "stacked" nucleosome orientation. (B) The "side--side" nucleosome orientation. (C) The "rotated-stack" orientation. (D) The "rotated-side" orientation. (E) Free energy landscape, where the colors correspond to the orientation shown to the left. Error bars shown are approximately the same order as the thickness of the lines.](oc-2018-008368_0001){#fig1}

Free Energy Calculations {#sec2.3}
------------------------

For free energy calculations, we use umbrella sampling with the weighted histogram analysis method (WHAM).^[@ref52],[@ref53]^ Convergence was determined by calculating the free energy of the system from a subset of the time series. When each subset overlapped with the overall curve, the simulation was deemed converged. The error bars on each curve originate from an average over three independent umbrella sampling calculations.

The primary order parameter for the simulations was the center of mass distance, *r*~com~, ranging from 50 to 150 Å, which was divided into 20 umbrella sampling windows. The 2D surface was generated from a 2D umbrella calculation that varied *r*~com~ and ϕ, the offset angle from restraint orientation A, where

This was calculated over 112 umbrella sampling windows, 14 for distances by 8 for angles. The rotational free energy simulation held ***r***~**com**~ fixed at the calculated global nucleosome minimum of 63.3 Å with the same restraints at orientation A, except θ, defined by [eq [2](#eq2){ref-type="disp-formula"}](#eq2){ref-type="disp-formula"}, which was varied from −180 to +180°.

In order to ensure unique states for ±θ, the negative sign criteria was determined by (***û***~***i***~ × ***û***~***j***~)·***r***~**com**~ ≤ 0. For the case of \>0, the positive sign was chosen.

The contact probabilities in [Figure [2](#fig2){ref-type="fig"}](#fig2){ref-type="fig"} were calculated through analysis of the resulting umbrella trajectories. For each trajectory, the center of mass distance was calculated and binned over the collective variable distance from 50 to 150 Å. In the event that the farthest any charged histone tail residue was within one Debye length of the opposite nucleosome, that interaction was recorded. The probabilities were evaluated over a range of at least three umbrella trajectories, each of 2 μs. Contacts were recorded every 50000 time steps to ensure that they corresponded to uncorrelated configurations.

![Coordination analysis of the tails with regards to the "stacked" orientation. Results were calculated on the basis of sites within 1 Debye length for each snapshot, λ~d~. (A) Percentage of interactions with the other nucleosome, including both DNA and histone contacts. (B) Fraction of contact sites that were histone contacts as compared to DNA. (C) Schematic of histone tails in the dinucleosome system from the front to highlight positioning of the H3 and H4 tails. (D) Histone tail snapshot from the back to highlight positioning of the H2A and H2B tails. The colors of the tails correspond to the graphs, and the histone core is removed for ease of viewing.](oc-2018-008368_0002){#fig2}

Results {#sec3}
=======

A schematic representation of the orientations used in this work is shown in [Figure [1](#fig1){ref-type="fig"}](#fig1){ref-type="fig"}. With the orientations chosen, the systems are subsequently restrained so that only *r*~com~ varies. This allows us to evaluate not only the energy of attraction between two nucleosomes at unique orientations but also the inherent range of the interactions.

The strongest internucleosome interaction occurs at the stacked configuration, with a potential minimum of 15.0*k*~B~*T* at a separation of 63.3 Å ([Figure [1](#fig1){ref-type="fig"}](#fig1){ref-type="fig"}E). This result agrees with previous experimental and computational work that cites accessibility of positively charged sites on the histone tails as significant contributors to internucleosome interactions.^[@ref30],[@ref31]^ Here, we notice a decay to zero after ∼2.5 Debye lengths (λ~d~ = 7.84) from the minimum at a separation of 83 Å. The other notable minima show that the \"rotated-stack\" orientation exhibits a well of 11.2*k*~B~*T* at a slightly larger separation of 80.8 Å, and the \"side-by-side\" orientations both show a much reduced interaction minimum of 4.5*k*~B~*T* at a separation of 116.0 Å. The \"rotated-stack\" form has more histone tail contacts in comparison to either the \"rotated-side\" or the \"side-side\" orientations. We note that the energy scales obtained from this first-order calculation are in quantitative agreement with the 13.4*k*~B~*T* reported by Kruithof et al.^[@ref16]^

Degree of Freedom Reduction {#sec3.1}
---------------------------

We extend our nucleosome interaction free energy definition by also evaluating the effect of nucleosomal rotation. The results of Funke et al. demonstrate that rotation of the nucleosomes results in little change to the pair potential. In this vein, we expect that a rotation of one nucleosome relative to the other (while the positional orientation is kept unchanged) should not alter the number of histone contacts and therefore the energetics of the system. Through this order parameter, we strengthen our results by demonstrating that rotation of the nucleosomes at their energetic minima does not significantly influence the internucleosome interactions.

To accomplish this, we generate a free energy surface for rotation at the global simulation minima (stacked orientation, 63.3 Å). In this orientation the top nucleosome is rotated 360°, as shown in [Figure [3](#fig3){ref-type="fig"}](#fig3){ref-type="fig"}. The curve ([Figure [3](#fig3){ref-type="fig"}](#fig3){ref-type="fig"}) shows that this rotation result in a very low energetic change. We notice that the largest change is ∼2*k*~B~*T*, which is a minimal change relative to the minimum of 15.0*k*~B~*T*. This demonstrates that a rotational change is not a key determinant of the interaction landscape, which motivates us to analyze the histone tails further.

![Reduction of degrees of freedom through stacked rotation of the nucleosomes. On the left is a schematic representation of the definitions of ±θ used from simulation. On the right panel is the free energy of rotation of two stacked nucleosomes. At most the interaction is a difference of ∼2*k*~B~*T*. We show through this graph that separation distance and orientations are a much more dominant determinant of nucleosome interactions than relative rotation.](oc-2018-008368_0003){#fig3}

Histone Tail Contributions {#sec3.2}
--------------------------

Of particular importance for this dinucleosome system is the ability to connect physical changes in the interaction landscape to modifications to the nucleosomes. The most relevant of these modifications are post-translational modifications. Through chemical modifications to the histone tails, chromatin can be regulated to become more accessible or even further condensed. With this system, we link PTMs, namely histone H4 acetylation, to free energy landscape modifications.

We first break down the contribution of each histone tail on the free energy landscape to determine the relative importance of each tail. The role played by the histone tails in mediating internucleosome energetics is analyzed here through a set of contact probability curves for each tail on the opposing nucleosome ([Figure [2](#fig2){ref-type="fig"}](#fig2){ref-type="fig"}). These curves are calculated by assessing the probability that a residue is in contact with an opposite nucleosome. To expand upon these results, the calculations are separated into two categories: histone tail--protein internucleosome contacts and total contact probability ([Figure [2](#fig2){ref-type="fig"}](#fig2){ref-type="fig"}). Both are provided to demonstrate that a greater fraction of total internucleosome interactions come from histone--histone interactions.

Looking at the breakdown of the most common tail interactions, we find that the H4 and H2A tails have the greatest probability of reaching the opposite nucleosome. We note that the long and flexible H3 tail provides significantly fewer contacts than either the H4 or H2A tails. This observation is consistent with recent evidence that the H3 tail mediates linker DNA and intranucleosome interactions, rather than internucleosome interactions in the absence of divalent salt.^[@ref23],[@ref33]^

A surprising feature of this analysis is the number of contacts of the H2A tail relative to the H4 tail. To understand this result, we consider the structure of the nucleosome and the histone tails. Despite its strong coordination to the opposite nucleosome, the H2A tail contains the smallest number of positive residues. In order of lowest to highest in number of positively charged residues, the histone tails are H2A (5) \< H4 (8) = H2B (8) \< H3 (10).^[@ref1]^ The contributions of these tails to the free energy are a result of the number of positive residues and the accessibility of these tails to the opposing nucleosome. The positioning of the H2A and H4 tails on the nucleosome face make them highly accessible to the opposing nucleosome, as can be seen in [Figure [2](#fig2){ref-type="fig"}](#fig2){ref-type="fig"} C and D. These results suggest that accessibility of the histone tails and, to a lesser extent, the number of positively charged residues influence the coordination probability of the tails. Here we conclude that the H4 tail contributes the most to the free energy results in [Figure [1](#fig1){ref-type="fig"}](#fig1){ref-type="fig"}, followed by the H2A tail.

While coordination and the number of positive residues is a qualitative argument for the free energy, we still lack a quantitative understanding of these tails on the free energy surface. The free energy provided by these tails is an important metric for understanding the physical basis of biological processes such as transcription. From our results of tail contacts, we show that the H4 tail has the highest amount of contacts and residues. The literature suggests that post-translational modifications contribute greatly to chromatin dynamics, including fiber condensation. In particular, the acetylation of the H4 tail is highly associated with regions of transcriptionally active chromatin. Through this modification, positively charged lysine amino acids become neutral acetyl-lysine. This modification suggests that transcriptional regulation can be linked to internucleosome energetic changes. As a result, we incorporate such modifications of the nucleosome into the workflow and evaluate their effect on the potential landscape.

To evaluate this effect, we calculate the free energy surface for nucleosomes with acetylated tails ([Figure [4](#fig4){ref-type="fig"}](#fig4){ref-type="fig"}). It can be seen from the modified interaction landscape that the "stacked" configuration changes from 15.0*k*~B~*T* to 10.4*k*~B~*T*. Additionally, minor reductions are calculated in the minimum of the other interactions. The "rotated--stack" in this case reduces to 10.2*k*~B~*T*, the "side--side" reduces to 4.21*k*~B~*T*, and the "rotated--side" reduces to 3.99*k*~B~*T*. This result suggests that the acetylated H4 tail predominantly affects the "stacked" orientation.

![Free energy contributions of the histone tails. (A) The full landscape subject to H4 histone acetylation. The unmodified landscape is shown for comparison as dashed lines. The comparison shows that acetylation predominantly affects the stacked pair potential. (B) Effect of removing H3, H4, both H3 and H4, and all the histone tails. The energy decreases with each tail removal. The H4 tail provides a larger energy of 3.8*k*~B~*T* contribution in comparison to the H3 tail of 1.5*k*~B~*T*. Removal of all tails decreased the energy to 2.72*k*~B~*T*.](oc-2018-008368_0004){#fig4}

Building on this finding, we choose only the stacked configuration as the focal point for studying the effects of further modifications. We decide to highlight the energetics of the histone tails through both the removal of a small contact tail (H3) and a large contact tail (H4) and assess the resultant free energy landscape ([Figure [4](#fig4){ref-type="fig"}](#fig4){ref-type="fig"}). By removing the H3 and H4 tails and all of the tails, we notice that the H4 tail does indeed provide a larger energetic effect on the pair potential in comparison to the H3 tail. We also note that removal and acetylation of the H4 tail shows no difference in free energy (see the [Supporting Information](http://pubs.acs.org/doi/suppl/10.1021/acscentsci.8b00836/suppl_file/oc8b00836_si_001.pdf)). Additionally, even when the H3 and H4 tails are removed, a significant energy well of 8*k*~B~*T* persists. We expect a large portion of this to correspond to H2A interactions and, to a lesser extent, H2B. This is consistent with previous findings that the H2A tail provides a non-negligible interaction to the pair potential, as well as to a lesser extent the H2B. As expected, the pair potential interaction drops significantly upon removal of all tails, further proving that the energetic contribution is predominantly in the flexible histone tails. The effect of acetylations are further examined through multiple charge-removal analyses.

To understand modifications further, we analyze the potential chirality induced in the "stacked" interactions. We determined that the stacked interactions are predominantly modified but are unsure if this is a symmetric change across the face of the NCP. Prior analysis of NCP crystal structures has shown that the chromatin fiber exhibits a preferred left-handed superhelical structure.^[@ref5],[@ref10]^ We expect that decondensed fibers must have some inherent energetics that preserve this structure. To examine the potential of transcription further, we assess the H4 modified landscape through multiple continuous orientations of the two nucleosomes. A 2D surface is constructed to highlight this area of largest attraction under both acetyl-H4 and unmodified nucleosome interactions. A comparison of the two and the difference between the two surfaces are shown in [Figure [5](#fig5){ref-type="fig"}](#fig5){ref-type="fig"}.

![Analyzing the effect of H4 acetylation on the stacked nucleosome interaction. On top are snapshots of the different configurations for the calculations. A positive value of ϕ corresponds to a right-handed superhelical structure, and a negative value of ϕ corresponds to a left-handed motif. Below is the 2D internucleosome surface free energy difference calculated using two-dimensional umbrella sampling with nucleosome separation distance, *r*, and angle, ϕ. The free energy of the standard surface with no modifications is in the leftmost panel. In the middle is the free energy of the acetylated surface with reference color bar to the left for both the left and middle panels. The free energy difference between the two surfaces is shown as the rightmost panel with reference color bar shown to the right.](oc-2018-008368_0005){#fig5}

It can be seen in [Figure [5](#fig5){ref-type="fig"}](#fig5){ref-type="fig"} that there are small lobes above and below the center, corresponding to the "stacked" orientation seen in [Figure [1](#fig1){ref-type="fig"}](#fig1){ref-type="fig"}. Upon acetylation of the H4 tail in [Figure [5](#fig5){ref-type="fig"}](#fig5){ref-type="fig"}, it can also be noticed that the bottom lobe disappears relative to the minimum, which is highlighted by the difference spike in the same area in [Figure [5](#fig5){ref-type="fig"}](#fig5){ref-type="fig"}. This suggests that the bottom lobe corresponds to H4 tail contacts providing a significant free energy reduction to the surface. Specifically, this region, what we are referring to as the "H4-contact lobe", highlights the energetics that must arise at the nucleosome for local transcription of the fiber to occur. Consistent with theory, these interactions support a left-handed superhelical structure and are disrupted upon acetylation of the H4 tail, demonstrating an induced repulsive chirality.^[@ref32]^

Ionic Environment on Dinucleosome Interactions {#sec3.3}
----------------------------------------------

With a better understanding of the direct internucleosome energetics, we now turn our attention to environmental effects. The cell heavily regulates ionic conditions, as disruptions or stresses can result in cell death.^[@ref54]^ We investigate how the structure of chromatin can be altered in the event of deviations in ionic environment. For all prior calculations we used a salt concentration of 150 mM, representing physiological salt strength. Experimental work has pointed to the salt concentration playing a significant role in changing the chromatin fiber structure.^[@ref55],[@ref56]^ These effects propagate from modifying local to global chromatin structure. We examine the effect of local and long-range solution effects with two approaches: changing both the environmental salt concentration and including localized ionic coordination. Keeping close to physiological concentrations, the resultant nucleosome--nucleosome interaction strength is evaluated at 150 ± 25 mM. We show the effect of salt concentrations changes in [Figure [4](#fig4){ref-type="fig"}](#fig4){ref-type="fig"}. Of importance, we see a minimal shift of ∼1 Å/25 mM in terms of separation distance, showing that the monovalent salt slightly affects the range of these interactions, but not significantly. However, we observe large changes in the interaction depth. The minima depth for a 25 mM decrease in the monovalent salt shows a 5.73*k*~B~T increase in strength, while a 25 mM increase in salt concentration results in a decrease in depth by 4.25*k*~B~*T*. These results suggest that the NCP physics are highly sensitive to changes in monovalent salt concentration and implicate altered chromatin structure in cell death.

We have thus far neglected the effects of counterion condensation on the pair potential landscape. The charge distribution from exposed DNA on opposing nucleosomes satisfies the condition required by Manning counterion condensation theory.^[@ref37],[@ref57]^ From Hinckley et al. it is suggested that 3SPN.2 carries a counterion effective charge of 0.6.^[@ref37]^ As such, the landscape is re-evaluated with the inclusion of counterion condensation as a means to incorporate local ion effects into the system. Counterion condensation in this model consists of a reduction in potential between internucleosome histone--DNA contacts shown in the [Supporting Information](http://pubs.acs.org/doi/suppl/10.1021/acscentsci.8b00836/suppl_file/oc8b00836_si_001.pdf). The results can be observed in [Figure [6](#fig6){ref-type="fig"}](#fig6){ref-type="fig"}.

![Effects of ionic conditions on nucleosome interaction. (A) Energetic changes to the stacked nucleosome energy with varying salt concentrations. (B) Comparison of our results to experiment. This comparison shows good quantitative agreement for both the depth and location of the minima of the normal and H4-acetylated simulations.](oc-2018-008368_0006){#fig6}

It can be seen from [Figure [6](#fig6){ref-type="fig"}](#fig6){ref-type="fig"}B that the energy minimum shifts significantly with counterion condensation from 63.3 to 68.8 Å and include drops of the interaction potential from 15.0 to 2.69*k*~B~*T*. This significant reduction is in quantitative agreement with the results from Funke et al. and Cui et al.^[@ref17],[@ref27]^ The incorporation of post-translational modifications into the landscape shows that the deepest minimum reduces even further to 1.70*k*~B~*T* showing good agreement with experimental results. We show in [Figure [6](#fig6){ref-type="fig"}](#fig6){ref-type="fig"}B that both the depths of the wells and the location of the minimum from experiment agree with those of the counterion condensation calculations. While we note the quantitative agreement with experiment for the location and depth of the wells, we find these results to be of shorter range than in experiments. We note that Manning condensation and Debye--Hückel electrostatics are only a first-order approximation of the environment; more rigorous electrostatic treatments will be considered in the future. Additionally, we acknowledge that divalent salts are present in the cell nucleus. Such salts are likely to influence the interactions examined in this work and will also be investigated in a future study.

Conclusion {#sec4}
==========

In this work we have examined the primary factors that govern the strength and shape of the interaction landscape between two nucleosomes. The underlying pair potentials are highly anisotropic, but their strength is well correlated with histone tail contacts. Predominantly, we show that the H4 and H2A NTD provide more tail contacts and a greater contribution to internucleosome interactions. We also demonstrate that acetylation of the H4 tail, an epigenetic mark associated with active genes, is directly related to a free energy change in chromatin structure, which has been theorized for decades.^[@ref29],[@ref58]^ We have also uncovered an induced chirality in the strongest interaction configuration upon acetylation of the H4 histone tail, suggesting that acetylation of the H4 tail disrupts the left-handed superhelical organization of the chromatin fiber. Upon consideration of local and global ion effects, one arrives at a free energy landscape that is in good agreement with available experimental reports. The results further predict a high sensitivity of the chromatin fiber structure to the ionic environment in the cell. The results reported here agree quantitatively with experiment. Taken together, the internucleosome interactions studied in this work paint a clearer picture of the energies associated with the chromatin fiber and pave the way for studies of higher length scale chromatin toward an energetic analysis of the 30 nm fiber.

The Supporting Information is available free of charge on the [ACS Publications website](http://pubs.acs.org) at DOI: [10.1021/acscentsci.8b00836](http://pubs.acs.org/doi/abs/10.1021/acscentsci.8b00836).Detailed description of simulation restraints and considerations ([PDF](http://pubs.acs.org/doi/suppl/10.1021/acscentsci.8b00836/suppl_file/oc8b00836_si_001.pdf))
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