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Estimador del valor agregado de las instituciones de educación superior en modelos con
error en las variables vía algoritmo EM.
Title in English
Estimation of value-added of higher education institutions in models with error in the va-
riables via EM algorithm.
Resumen: Este trabajo es una extensión de la metodología propuesta por Polo (2018) para
estimar el valor agregado de las instituciones de educación superior usando modelos lineales
jerárquicos mixtos con error en las variables, donde los parámetros asociados al modelo se
estimaron por máxima verosimilitud y usando la función optim de R. En este trabajo se
desarrolla una metodología alternativa de estimación de los parámetros del modelo vía algo-
ritmo EM y se implementa en R a través de funciones que automatizan la estimación de los
valores agregados de las instituciones y el cálculo de sus errores estándar vía bootstrap. Este
procedimiento se aplica a estudiantes de Ingeniería, Administración, Psicología y Humani-
dades que presentaron las pruebas Saber 11 en el periodo 2006-2009 y la prueba Saber Pro
en los años 2012 y 2013. Finalmente, al comparar ambas metodologías, se evidencia que las
estimaciones del valor agregado usando el algoritmo EM son más precisas que las obtenidas
por medio de la función optim.
Abstract: This work is an extension of the methodology proposed by Polo (2018) to esti-
mate the value-added of higher education institutions using mixed hierarchical linear models
with error in the variables, where the parameters associated to the model were estimated
by maximum likelihood and using the optim function of R. In this work an alternative met-
hodology of estimation of the parameters of the model is developed via EM algorithm and
implemented in R through functions that automate the estimation of the value-added of the
institutions and the calculation of their standard errors via a bootstrap procedure. This met-
hod is applied to engineering, business administration, psychology and humanities students
who took the Saber 11 test in the period 2006-2009 and the Saber Pro test in the years
2012 and 2013. Finally, when comparing both methodologies, it is evident that the estimates
of the value-added using the EM algorithm are more precise than those obtained using the
optim function.
Palabras clave: Valor agregado, algoritmo EM, efectividad escolar, modelos lineales jerár-
quicos mixtos.
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1. Introducción
La discusión sobre la efectividad escolar en el mundo constituye uno de los desafíos metodo-
lógicos de mayor complejidad de la investigación educacional contemporánea, ya que puede
juzgar y responsabilizar a algunas instituciones, subestimando su contribución al logro del
aprendizaje de sus estudiantes o sobreestimando el de aquellas que solo aparentemente ob-
tienen buenos resultados (San Martin & Carrasco (2012) [24]). El proceso de asignar una
medida a cada institución que cuantifique el crecimiento que han tenido sus estudiantes
gracias a su política escolar, depende de la metodología de modelación y estimación que se
adopte, así como de la disponibilidad de los datos. (Milla, San Martin & Vellegem (2018)
[17]).
Previamente se ha propuesto en la literatura que un buen análisis de valor agregado debe
tener en cuenta dos tipos de exámenes aplicados a los estudiantes: un examen que presenten
antes de iniciar su formación en educación superior (pre-test) y un examen que presenten co-
mo estudiantes de la institución cuando van a finalizar sus carreras profesionales (post-test)
(Kim & Lancette (2015) [13]).
Afortunadamente en Colombia, el sistema de educación superior cuenta con estas dos prue-
bas estandarizadas, las cuales permiten realizar un buen análisis de valor agregado de las
instituciones de educación superior. El Instituto Colombiano para la Evaluación de la Edu-
cación (ICFES) es el encargado de aplicar estos dos tipos de exámenes. El pre-test se conoce
como prueba Saber 11 y busca comprobar el grado de desarrollo de las competencias de los
estudiantes que están por finalizar el grado undécimo de la educación media en las áreas de
matemáticas, lenguaje, química, física, biología, filosofía y ciencias sociales. Por otro lado,
el post-test es la prueba Saber Pro, construida con el fin de comprobar el desarrollo de los
estudiantes próximos a culminar los programas académicos de pregrado, en competencias
genéricas en razonamiento cuantitativo, comunicación escrita, inglés y competencias ciuda-
danas; y en competencias comúnes a grupos de programas de pregrado con características
de formación similares, los cuales reciben el nombre de grupos de referencia. El ICFES ha
clasificado todos los programas de pregrado del país en los siguientes 19 grupos de refe-
rencia: Administración y afines, Arquitectura y Urbanismo, Bellas artes y Diseño, Ciencias
agropecuarias, Ciencias militares y navales, Ciencias naturales y exactas, Ciencias sociales,
Comunicación Periodismo y Publicidad, Contaduría y afines, Derecho, Economía, Educación,
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Enfermería, Humanidades, Medicina, Normales superiores, Psicología, Recreación y deportes
y Salud.
En 2018, Polo en sus tesis de doctorado (no publicada) Value added in hierarchichal linear
mixed model with error in variables propone una nueva metodología para la estimación del
valor agregado de las instituciones de educación superior usando un modelo lineal jerárquico
mixto con error en las variables. El método de estimación de los parámetros de este mode-
lo fue máxima verosimilitud y se implementó usando el algoritmo iterativo que emplea la
función optimx del paquete estadístico R, no obstante, las estimaciones obtenidas por este
método dependen fuertemente de la escogencia de los valores iniciales, ya que este algoritmo
converge a los máximos locales más cercanos y esto puede llevar a estimaciones fuera de los
espacios paramétricos definidos. La principal motivación de este trabajo es adaptar una nueva
metodología de estimación de los parámetros vía algoritmo Esperanza-Maximización (EM,
por sus siglas en inglés) en R y posteriormente estimar el valor agregado en las institucio-
nes de educación superior colombianas y sus respectivos errores estándar vía procedimiento
bootstrap.
La metodología de estimación consiste en proponer la función de verosimilitud de los pará-
metros del modelo lineal jerárquico mixto con error en las variables, encontrar expresiones
iterativas para el cálculo de las estimaciones por Máxima Verosímilitud (ML) y por Máxima
Verosimilitud Restringida (REML) de cada parámetro vía algoritmo EM e implementar un
algoritmo en R que permita hacer este proceso de estimación automáticamente y que incluya
la estimación de valores agregados y sus errores estándar. Asimismo, analizar los tiempos
de convergencia del algoritmo teniendo en cuenta los valores iniciales de los parámetros, el
nivel de confiabilidad de las covariables medidas con error y el número de covariables que
se incluyen en el modelo. Adicionalmente, observar las diferencias en las estimaciones de los
parámetros, en las estimaciones de los valores agregados y sus errores estándar con respecto
al número de estudiantes de cada institución y al nivel de confiabilidad de las covariables
medidas con error.
Por otro lado, se aplica el algoritmo a datos reales colombianos, para estimar los valores
agregados de las instituciones de educación superior que ofertan programas de pregrado en
los grupos de referencia de Ingeniería, Administración y afines, Psicología y Humanidades. La
estimación del valor agregado se hace de forma independiente para cada grupo de referencia.
Los resultados del grupo de referencia de Ingeniería se comparan con los obtenidos por Polo
(2018). Los estudiantes seleccionados por cada universidad son aquellos que presentaron la
Prueba Saber Pro en los años 2012 o 2013 y la prueba Saber 11 entre los años 2006 y 2009.
No obstante, el ICFES recomienda que se utilicen las pruebas Saber 11 aplicadas entre 4 y 6
años antes de la prueba Saber Pro, ya que debido a cambios en la estructura de los examenes
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no se puede garantizar comparabilidad y esto puede traer consecuencias determinantes sobre
los resultados. (ICFES,2014) [12].
En 2012 la Organización para la Cooperación y el Desarrollo Económico (OCDE) y el Banco
Mundial, presentaron un reporte en el que argumentan que los puntajes de las áreas eva-
luadas en la prueba Saber 11 tienen errores de medición por lo que presentan problemas de
confiabilidad. Además, especifican cuál es el grado de confiabilidad de cada una de las áreas
que evalúa el examen. Este informe es una base para utilizar el modelo propuesto por Polo
(2018) que considera que las covariables incluidas en el modelo lineal jerárquico mixto tienen
errores de medición.
El documento está organizado de la siguiente forma. En el capítulo 1 se presenta una in-
troducción donde se menciona la motivación de esta investigación y se plantea un enfoque
general de la propuesta que se desarrolló en el presente trabajo. En el capítulo 2 se presentan
las principales definiciones y metodologías requeridas para la implementación del algoritmo
EM. En el capítulo 3, se plantea la función de verosimilitud y se desarrollan los pasos E
(Esperanza) y M (Maximización) necesarios para el cálculo de las estimaciones de los pa-
rámetros del modelo lineal jerárquico mixto con error en las variables vía algoritmo EM.
Posteriormente, en el capítulo 4 se documentan las funciones creadas en R que automatizan
el proceso de estimación y se hace un estudio de simulación donde se analizan los tiempos
de convergencia del algoritmo y se muestran las diferencias obtenidas en las estimaciones del
valor agregado y sus errores estándar según el nivel de confiabilidad de las covariables. En
el capítulo 5, se aplica el algoritmo a los puntajes de las pruebas Saber 11 y Saber Pro para
los grupos de referencia de Ingeniería, Administración y afines, Psicología y Humanidades en
Colombia. El grupo de Ingeniería se compara con los resultados propuestos por Polo (2018).
Por último, en el capítulo 6 se presentan las conclusiones y algunas mejoras que pueden
realizarse en trabajos futuros.
2. Marco conceptual
2.1. Antecedentes
Un primer acercamiento a los modelos lineales jerárquicos para la estimación de los valores
agregados de las escuelas, surge en el año 1989, donde los autores Wilms & Raudenbush [29]
plantearon un modelo longitudinal jerárquico que permite analizar la estabilidad de los va-
lores agregados a través del tiempo. Ellos proponen dos tipos de efectos escuela y presentan
un modelo que es capaz de separar los verdaderos cambios de los errores muestrales y los de
medición. El modelo planteado estima los valores agregados controlando estadísticamente el
impacto que tienen los factores exógenos del sistema escolar.
Algunos autores que incluyeron en la estimación de los valores agregados el concepto de error
de medición en las covariables fueron Goldstein, Rasbash & Yang (1996) [8]. Ellos propo-
nen un modelo multinivel y además consideran que las variables explicativas y la variable
respuesta presentan errores de medición. En su artículo, el proceso de estimación para los
efectos fijos y los componentes de varianza del modelo se realiza utilizando lo propuesto en el
artículo escrito por Woodhouse (1996) [30]. Otros autores como Buonaccursi, Demidenko &
Tosteson (2000) [3] presentaron un método de estimación alterno al utilizado por Goldstein
et al., en un modelo longitudinal mixto con error de medición en covariables que cambian con
el tiempo. En su artículo presentan el desarrollo del modelo estadístico considerando error
de medición, proponen un método que mejora la eficiencia de los estimadores y estudian sus
propiedades asintóticas.
En la búsqueda de métodos alternativos de estimación en los modelos mixtos con error de
medición en las covariables, en el año 2004 Cui, Kai & Zhu [4] plantean estimadores para los
parámetros y los componentes de varianza de este tipo de modelos por medio del método
de los momentos. Además, estudian las propiedades asintóticas de los estimadores y hacen
énfasis en que los obtenidos tanto por máxima verosimilitud como por el método de los mo-
mentos pueden perder su consistencia si no se tiene en cuenta en el modelo el componente
de error de medición.
Más recientemente, otro autor que quiso cuantificar el impacto que tiene no considerar el
error de medición en la estimación del valor agregado es Televantou (2015) [25], quien pro-
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puso el artículo llamado Efectos fantasmas en la investigación escolar: las fallas en el control
de sesgos debido al error de medición en las variables en los modelos multinivel. Su objetivo
fue medir el impacto que tiene no considerar el error de medición en la estimación de los
componentes del valor agregado, utilizando ecuaciones estructurales en modelos multinivel
para controlar el error de medición y el error muestral. Además, menciona que sus hallazgos
presentan implicaciones teóricas, ya que los anteriores modelos multinivel utilizados para el
análisis del valor agregado, se ven positivamente sesgados por la falla al controlar los errores
de medición.
En diferentes países de latinoamérica también se han hecho intentos por controlar los sesgos
en los modelos de valor agregado, por ejemplo, Troncoso, Pampaka & Olsen (2015) [26],
plantearon un modelo multinivel para la estimación de los efectos escuela en Chile. En su
artículo, incluyen en el modelo elementos para mejorar significativamente la sobreestima-
ción del efecto escuela que dan los métodos tradicionales. Además, utilizan la base de datos
nacional de alumnos de los años 2004 a 2006 para analizar el progreso en matemáticas de
los estudiantes, incluyendo el efecto aula, el efecto localidad, y considerando otros factores
estructurales importantes como familia, ingresos y tipo de escuela.
Todos los modelos utilizados para la estimación de los valores agregados de las escuelas que
se han visto hasta ahora, no han utilizado el algoritmo EM como técnica alternativa para
encontrar estimadores máximo verosímiles de los parámetros, sin embargo, un acercamiento
fue propuesto por Raudenbush, Rowan & Kang (1991) [21], quienes plantearon un modelo
multinivel para estudiar el clima escolar estimando los parámetros vía algoritmo EM y pro-
pusieron una aplicación a los datos escolares de Estados Unidos. El análisis de este modelo
lineal utiliza el control del maestro sobre la escuela e incluye la moral del profesor y la política
de su clase como una variable latente bivariada que se puede predecir mediante variables a
nivel de escuela (sector, tamaño) y a nivel del maestro (educación, sexo, raza). Sin embargo
en este estudio, no se tiene en cuenta el error de medición en las covariables.
Al indagar en la literatura sobre la implementación del algoritmo EM en los modelos multi-
nivel, se encuentra que en el año 2011 Bentler & Liang [2] estiman por máxima verosimilitud
vía algoritmo EM los parámetros de un modelo multinivel, exponen el error estándar apro-
ximado de la estimación por máxima verosimilitud y proponen una estadística ji-cuadrado
para probar el ajuste del modelo. Además, por estudios de simulación, muestran que el algo-
ritmo propuesto converge rápidamente y no necesita técnicas de aceleración propuestas en
la literatura.
Un artículo más reciente sobre la implementación del algoritmo EM y su eficiente compu-
tacional en modelos mixtos, fue escrito por Diffey, Smith, Welsh & Culish (2017) [6] y se
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enfoca en el proceso de estimación utilizando REML (Máxima Verosimilitud Restringida).
Ellos utilizaron dos métodos para comparar la eficiencia de los algoritmos EM, el método
PX-EM (Parámetros Extendidos) y el método REML PX-EM (Parámetros Extendidos con
Máxima Verosimilitud Restringida) evaluando el número de iteraciones necesarias para la
convergencia de las estimaciones.
Finalmente, hasta el momento se han presentado diferentes algoritmos encontrados en la li-
teratura utilizados en el proceso de estimación de parámetros en modelos jerárquicos para el
análisis del valor agregado. Sin embargo, se encuentra un vacío bibliográfico en la implemen-
tación del algoritmo EM para hallar las estimaciones de los efectos fijos y de los componentes
de varianza en los modelos jerárquicos mixtos con error en las covariables.
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2.2. Algoritmo EM
El algoritmo EM (Esperanza-Maximización) es un algoritmo iterativo general que se utiliza
para la estimación de parámetros por máxima verosimilitud cuando alguna de las varia-
bles aleatorias tiene datos no observados, perdidos o incompletos. Esta idea fue inicialmente
planteada por Orchard & Woodbury (1972) [19] en su artículo Missing information principle
donde se provee toda la base teórica del algoritmo. El término EM fue introducido en Dem-
pster, Lair & Rubin (1977) [23] donde se prueban las propiedades generales del algoritmo y
se plantean un gran número de aplicaciones.
Dempster, Lair & Rubin (1977) (1977) [23] presentan una aproximación general al cálculo
de estimadores máximo verosímiles cuando las bases de datos presentan datos incompletos.
Debido a que cada iteración del algoritmo consiste en un paso de cálculo de Esperanzas y
un paso de maximización, es llamado algoritmo E-M (Esperanza-Maximización). Este algo-
ritmo resalta por la simplicidad y generalidad de la teoría asociada y por la amplia gama de
ejemplos prácticos en los que puede utilizarse.
El término “datos incompletos” se refiere a la existencia de dos espacios muestrales Ω1 y Ω2 y
una función f definida de Ω1 a Ω2. Los datos observados, notados como y son una realización
de Ω1 y los x en Ω2 corresponden a los datos completos no observados directamente, pero si
observados indirectamente a través de y.
Sea f(x | θ) una familia de densidades muestrales dependientes del vector de parámetros θ de
los datos completos (función de verosimilitud de los datos completos) y de la cual se deriva
una familia de densidades g(y | θ) para los datos incompletos (función de verosimilitud de
los datos incompletos), de la siguiente forma




El algoritmo EM permite encontrar el valor de θ que maximiza g(y | θ) dado un vector de
datos observados y, haciendo uso de la familia de distribuciones asociada f(x | θ). Cada
iteración de este algoritmo incluye dos pasos: el paso Expectation (E-Step) y el paso Maxi-
mization (M-Step).
En el E-Step, se introduce la funciónQ() definida como el valor esperado de la log-verosimilitud
de los datos completos dados los datos observados
Q(θ | θ′) = E(log(f(x | θ)) | y, θ′)
donde se asume que f(x | θ) > 0 casi en toda parte de Ω2 para todo θ ∈ Θ (donde Θ es el
espacio paramétrico) y que θ′ es un vector de valores conocidos del vector de parámetros θ.
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La t-ésima iteración del algoritmo EM, que se nota por θ(t) → θ(t+1) se define como
E-step: Calcule Q(θ | θ(t)).
M-step: Escoja θ(t+1) como el valor θ ∈ Θ que maximiza Q(θ | θ(t)).
La idea heurística es que se podría escoger θ∗ que maximice el log(f(x | θ)), sin embargo ya
que log(f(x | θ)) no se conoce, se maximiza su valor esperado dados los datos observados y
y el valor actual ajustado θ(t). Los pasos E - step y M - step se repiten alternativamente
hata que
f(x | θ(t+1))− f(x | θ(t)) < δ
donde f(x | θ) es la función de verosimilitud de θ basada en la distribución de los datos
completos y δ es una cantidad pequeña previamente descrita.
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2.3. Algoritmo EM en modelos lineales mixtos
En el documento Statistics 580. The EM Algorithm se especifica la teoría del algoritmo EM
para los modelos lineales mixtos. Un modelo lineal mixto general está dado por




donde Yn×1 es un vector aleatorio, X es una matriz n × p y Zi son matrices de constantes
conocidas de dimensión n× qi, βp×1 es un vector de parámetros desconocido y ui son vecto-
res de efectos aleatorios no observables. εn×1 se asume que distribuye normal multivariada
n-dimensional Nn(0, σ20In) y cada vector ui distribuye normal multivariada qi-dimensional
Nqi(0, σ
2
iΣi) para i = 1, ..., r independientes entre sí e independientes de ε.
En este caso el vector de datos completos es (Y,u1, ...,ur) y el vector de datos observados

































qi donde q0 = n. La función de densidad conjunta de Y y u1, ...,ur es
f(Y,u1,u2, ...,ur) = (2π)
− 1
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(Y −Xβ)T ,uT1 , ...,uTr .
]
. A partir de esta densidad conjunta se obtiene la log-
















Derivando la log-verosimilitud de los datos completos e igualando a cero, se encuentran
los estimadores de máxima verosimilitud para β y σ2i con i = 0, 1, ..., r; los cuales vienen
dados por:





i = 0, 1, ..., r




Especificación del algoritmo EM para un caso especial de un modelo lineal mixto:
Modelo con dos componentes de varianza
En este caso el modelo se reduce a
Y = Xβ + Z1u1 + ε donde ε ∼ N(0, σ20I) y u1 ∼ N(0, σ21In)





i = 0, 1
β̂ = (XTX)−XT (y − Z1u1)
Se necesita encontrar los valores esperados de las tres estadísticas suficientes uiTui, para
i = 0, 1 y y−Z1u1 condicionados al vector de datos observados y. Dado que ui | y distribuye
normal multivariada qi-dimensional
ui | y ∼ N(σ2iZiV−1(y −Xβ), σ2i Iqi − σ4iZTi V−1Zi)
Se tiene que
E(ui
Tui | y) = σ4i (y −Xβ)TV−1ZiZiTV−1(y −Xβ) + tr(σ2i Iqi − σ4iZi
TV−1Zi)
y
E(y − Z1u1 | y) = Xβ + σ20V−1(y −Xβ)
Para el caso de u0, Z0 = In, luego
E(u0 | y) = σ20V−1(y −Xβ)
E(u0
Tu0 | y) = σ40(y −Xβ)TV−1V−1(y −Xβ) + tr(σ20Iqi − σ40V−1)
Finalmente, para un modelo lineal mixto con dos componentes de varianza, las expresiones
de los estimadores para las iteraciones del algoritmo EM son:








i (y −Xβ(t))TV(t)ZiZiTV(t)(y −Xβ(t)) + tr(σ
2(t)






ŵ(t) = Xβ(t) + σ2(t)V(t)
−1
(y −Xβ(t))
Paso M: A partir de ŝi(t) para i = 0, 1 y ŵ(t) calculados en el paso E, se obtienen








β(t+1) = (XTX)−1XT ŵ(t)
Los Pasos E y M se repiten hasta que el criterio de convergencia definido se cumpla.
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2.4. Algoritmo EM para modelos lineales mixtos
jerárquicos
Bentler & Liang (2011) [2], desarollaron el algoritmo EM para el siguiente modelo lineal
mixto jerárquico
Ygi = µ+ ug + vgi
donde Ygi, ug y vgi son vectores aleatorios p-dimensionales, µ es el promedio general asu-
mido como un parámetro fijo, {ygi : i = 1, ..., Ng ; g = 1, ..., G} son los vectores de datos
observados del modelo, donde ygi es un vector p-dimensional que corresponde a la observa-
ción del individuo i en el grupo g. Es evidente que en el mismo grupo g, las observaciones
{ygi : i = 1, ..., Ng} no son usualmente independientes debido a la variable a nivel de grupo
ug.
Sea θ = (θ1, ..., θq)′ el vector columna que contiene todos los parámetros de interés. Los
autores consideran los siguientes supuestos para el desarrollo del algoritmo:
Los individuos son indexados por i = 1, ..., Ng y los grupos son indexados por g =
1, ..., G.
Los vectores aleatorios a nivel de grupo, denotados por ug son independientes e idén-
ticamente distribuidos y tienen una distribución normal multivariada p-dimensional
ug ∼ Np(0,ΣB)
Los vectores aleatorios a nivel de individuo y nivel {vgi : i = 1, ..., Ng} son indepen-
dientes e idénticamente distribuidos para cada grupo g, tienen una distribución normal
multivariada p-dimensional vgi ∼ Np(0,ΣgW ) y vg1i y vg2i son independientes entre si
para todo g1 6= g2.
Los vectores aleatorios ug son asumidos independientes de los vectores vgi.







) : g = 1, ..., G
}
como las observaciones completas de los G grupos y omitiendo las constantes aditivas se




















∗), Σ∗B = Σ∗B(θ∗) y µ∗ = µ(θ∗)


















Con la función de log-verosimilitud del modelo ya definida, se procede a desarrollar el primer
paso del algoritmo.
Step - E: En este paso se debe calcular la función Q definida como:
Q(θ∗ | θ) = E(−2logML | y, θ)



























g | y, θ
}














1Ng ⊗ΣB (INg ⊗ΣgW ) + (JNg ⊗ΣB)
)
donde




Por la independencia de las observaciones {Yg : g = 1, ..., G}, la función utilizada Q puede
re-escribirse como:
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donde, para k = g = 1, ..., G se tiene que:
Nk = Ng y NG+1 = G
Σ∗k = Σ
∗
gW y Σ∗G+1 = Σ∗B
Ck = SgW y CG+1 = SB
Fg(µ
∗) = µ ∗ µ ∗′ +aygµ ∗′ +µ ∗ a′yg
ayg = NgΣBΣ
−1
g (ȳg − µ)− ȳg























Y′g0Yg0 −Ngȳg(ȳg − µ)′Σ−1g ΣB −Ng
[







g (ȳg − µ)(ȳg − µ)′Σ−1g
]
ΣB









Σg = ΣgW +NgΣB
Step - M: En este paso se maximiza la función Q encontrada en el paso anterior. Para esto,














































si k = G+ 1
El proceso de maximización puede ser implementado por medio de la fórmula recurrente
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θi+1 = θi − αI(θi)−1d10M(θi | θi)
donde α es una constante en (0, 1], θi denota el valor de θ en la i-ésima iteración del algoritmo,
y con el vector gradiente dado por:
d10M(θi | θi) = d10M(θ∗ | θ) |θ∗=θ=θi
donde



























− 2∆µΣ∗−1gW (ayg + µ
∗)
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2.5. Modelo lineal mixto jerárquico con error en las
variables
Especificación del modelo
La notación y la especificación del modelo lineal jerárquico mixto con error en las variables
están basadas en lo propuesto por Polo (2018). La autora utiliza las siguientes notaciones:
Yij es el puntaje del estudiante i en la universidad j.
Xij es un vector k -dimensional de variables explicatorias medidas con error, a nivel de
estudiante.
ηij es un vector k -dimensional de covariables no observables.
En la teoría de la efectividad escolar, se asume que la heterogeneidad de los puntajes de los
estudiantes (Yij’s) están explicadas por las variables explicativas observadas (o covariables)
(Xij) y un efecto a nivel de universidad que no es observable y es llamado efecto escuela,
notado como (θj).
En la estructura de este modelo se asumen las siguientes hipótesis:
H1: Independencia condicional entre Yj y Xj dado el efecto escuela θj y la verdadera
covariable ηj. Este tipo de independencia se nota como: Yj⊥Xj | θj, ηj.
H2: Las respuestas de los estudiantes son todas independientes condicionalmente entre
sí, dados la verdadera covariable y el efecto escuela. Se nota como: ⊥iYij | ηj, θj.
H3: Independencia condicional entre las covariables observadas Xj y el efecto escuela
θj dadas las verdaderas covariables ηj. Se nota como: Xj⊥θj | ηj.
H4: Independencia condicional entre las covariables observadas Xij y ηj dadas las
veraderas covariables a nivel de estudiante ηij. Esto es: Xij⊥ηj | ηij.
H5: El efecto escuela y las verdaderas covariables no observables son mutuamente
exógenas, se nota como: θj⊥ηj.
Además, se asume que el efecto escuela no está correlacionado con las covariables observadas
Xij. La estructura de este modelo es lineal, y se representa por
E(Yij | ηij, θj) = α + ηTijβ + θj
donde α ∈ R. El modelo multidimensional para la universidad j puede escribirse como
Yj | ηj, θj ∼ N (α1nj + ηjβ + θj1nj , σ2Inj) (2-1)
donde
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α ∈ R
nj representa el número total de estudiantes en la escuela j.
1nj es un vector de unos de dimensión nj × 1.
ηj es una matriz de dimensión nj × k.
β es un vector de dimensión k × 1.
θj es un escalar y σ2 > 0.
Inj es la matriz identidad de dimensión nj × nj.
El modelo multidimensional para todas las escuelas está dado por
Y | η, θ ∼ N (α1N + ηβ + θ1N , σ2IN) (2-2)
donde
J es el número total de escuelas.














T es una matriz de dimensión N ×K.
θ = (θ1, θ2, ..., θJ)
T es un vector de dimensión J × 1.
η = (ηT1 , η
T
2 , ..., η
T
J )
T es una matriz de dimensión N ×K.
Por otro lado, un modelo de error de medición está dado por
Xj = ηj + u (2-3)
donde vec(ηj) es un vector de verdaderas variables de dimensión Knj × 1 con distribución
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Además, vec(u) es un vector del error de medición de dimensión knj × 1 que sigue la
distribución
vec(u) ∼ N (0,TK×K ⊗ Inj) (2-6)
donde TK×K = diag(τ 21 , τ 22 , ..., τ 2K). Además, se tiene que
Xj | ηj ∼ N (ηj,ΨK×K ⊗ Inj) (2-7)
Finalmente, se asume que los efectos escuela son independientes con distribución normal
θj ∼ N (0, ω2) (2-8)
Valor agregado bajo el modelo lineal mixto jerárquico con error en las variables
La expresión del valor agregado obtenida por Polo (2018) a partir de la definición propuesta







[E(Yij | Xij, θj)− E(Yij | Xij)]
}
En el modelo con K variables explicativas medidas con error, se puede escribir el valor
esperado condicional como
E(Yij | Xij, θj) = α + E(ηTijβ | Xij) + θj
y
E(Yij | Xij) = α + E(ηTijβ | Xij)
Por lo tanto, se obtiene que el valor agregado de la escuela j es igual al efecto escuela, esto
es
V Aj = θj
La predicción del valor agregado se obtiene a través del estimador empírico de Bayes mediante
la siguiente expresión
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Finalmente, Polo (2018) afirma que la definición del valor agregado de las escuelas dada en
2-9 depende de la confiabilidad (Rk) de las k covariables Xijk, a través de la varianza del
vector (Yj, vec(Xj))t, puesto que la submatriz T + Ψ puede re-escribirse como:
T + Ψ =

1/R1 ρ12 . . . ρ1K
ρ21 1/R2 . . . ρ2K
...
... . . .
...
ρK1 ρK2 . . . 1/RK
 (2-10)
donde ρkk′ es el coeficiente de correlación entre las covariables latentes ηijk y ηijk′ . Adicio-





y asumiendo que Ψ2k = 1 para
todo k, se pueden identificar todos los parámetros del modelo. Para mayor información ver
Polo (2018).
3. Algoritmo EM para un modelo
lineal jerárquico mixto con error de
medición en las covariables
3.1. Función de verosimilitud
Siguiendo las ideas de Battauz, Belli & Gori (2011) [1] relacionadas con la implementación
del algoritmo EM, en el cual, se considera como datos faltantes el vector de efectos aleatorios
y las covariables medidas sin error, se encontrará una expresión matemática para la función
de verosimiltud asociada al modelo considerado en el presente trabajo, usando las hipótesis
propuestas por Polo (2018).
La función de verosimiltud asociada al vector de parámetros Γ = (α, σ2, ω2, βk, τ 2k , ρkk′),
donde α es el intercepto de la recta de regresión, σ2 es la varianza de los errores, ω2 es la
varianza de los efectos aleatorios, βk es el coeficiente de regresión de la covariable latente ηk,
τ 2k es la varianza del error de medición de la covariable latente ηk y ρkk′ es el coeficiente de
correlación entre las covariables latentes ηk y ηk′ ; puede ser calculada como la productoria
de las funciones de densidad conjunta de la variable respuesta (Yj), el vector de variables
explicativas medidas con error (vec(Xj)), el vector de variables verdaderas (vec(ηj)) y el




f(Yj, vec(Xj), vec(ηj), θj; Γ) (3-1)




f(Yj | vec(Xj), vec(ηj), θj; Γ) f(vec(Xj) | vec(ηj), θj; Γ) f(vec(ηj) | θj; Γ) f(θj; Γ)
Con base en los cinco supuestos propuestos por Polo (2018) y especificados en la sección 2.6,
se tiene que:
Por H1, Yj⊥Xj | θj, ηj, luego f(Yj | vec(Xj), vec(ηj), θj; Γ) = f(Yj | vec(ηj), θj; Γ).
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Por H3, Xj⊥θj | ηj, luego f(vec(Xj) | vec(ηj), θj; Γ) = f(vec(Xj) | vec(ηj); Γ)
Por H5, θj⊥ηj, luego f(vec(ηj) | θj; Γ) = f(vec(ηj); Γ)




f(Yj | vec(ηj), θj; Γ) f(vec(Xj) | vec(ηj); Γ) f(vec(ηj); Γ) f(θj; Γ) (3-2)
Las densidades condicionales en la ecuación 3-2 son obtenidas como sigue.
1. Por propiedades de la distribución normal multivariada se tiene que:
E(Yj | vec(ηj), θj) = α1nj + (βt ⊗ Inj)vec(ηj) + θj1nj
V (Yj | vec(ηj), θj) = σ2Inj
luego
Yj | vec(ηj), θj ∼ N (α1nj + (βt ⊗ Inj)vec(ηj) + θj1nj , σ2Inj) (3-3)
2. Usando las propiedades de esperanza y varianza condicional y la teoría clásica del error
de medición, se tienen las siguientes expresiones:
E(vec(Xj) | vec(ηj)) = E(vec(ηj) + vec(u) | vec(ηj))
= vec(ηj) + E(vec(u))
= vec(ηj) + 0knj×1 = vec(ηj)
V (vec(Xj) | vec(ηj)) = V (vec(ηj) + vec(u) | vec(ηj))
= V (vec(u)) = Tk×k ⊗ Inj
luego
vec(Xj) | vec(ηj) ∼ N (vec(ηj),Tk×k ⊗ Inj) (3-4)
3. Por los supuestos distribucionales del modelo lineal jerárquico mixto especificados en 2.6,
se tiene que:
vec(ηj) ∼ N (0knj×1,ΨK×K ⊗ Inj) (3-5)
θj ∼ N (0, ω2) (3-6)
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Finalmente, usando las ecuaciones 3-3, 3-4 , 3-5 y 3-6 y aplicando el logaritmo natural a la
función de verosimilitud en 3-2, se obtiene la siguiente expresión
− 2l(Γ) = Nlog(σ2) +N
K∑
h=1
log(τ 2h) +Nlog(| Ψ |) + Jlog(ω2) + log(2π)
J∑
j=1





















La cual, es equivalente a
− 2l(Γ) = Nlog(σ2) +N
K∑
h=1
log(τ 2h) +Nlog(| Ψ |) + Jlog(ω2) + log(2π)
J∑
j=1
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3.2. Paso - E
En este paso del algoritmo se calcula la función Q(Γ | Γ(t)) definida como la esperanza
condicional de la función de verosilimitud de los datos completos dados los datos observados.
A continuación, se presentan los desarrollos matemáticos requeridos para obtenerla. Los
datos observados son la variable respuesta Yj y las covariables medidas con error vec(Xj).
Por definición, la función Q(Γ | Γ(t)) puede expresarse como
Q(Γ | Γ(t)) = E(−2l(Γ) | Yj, vec(Xj); Γ(t))








cuenta las propiedades del valor esperado para formas cuadráticas y las propiedades del






















T ⊗ Inj)− vecT (Xj)(T−1K×K ⊗ Inj)
)






















































V (vec(ηj) | Yj, vec(Xj),Γ(t)) +B
donde B son constantes aditivas que no dependen de Γ. Para encontrar una expresión ma-
temática para Q(Γ | Γ(t)), se requiere el conocimiento de las siguientes distribuciones condi-
cionales:
1. Los efectos aleatorios (efectos escuela) del modelo dados los datos observados. Esto es:
θj | Yj, vec(Xj)
2. Las verdaderas covariables (no observadas) del modelo dados los datos observados.
Esto es: vec(ηj) | Yj, vec(Xj)
Ambas distribuciones condicionales se obtendrán teniendo en cuenta el siguiente teorema
demostrado en Rencher (2002) [22].
Teorema 3.1: Sean X e Y vectores aleatorios con distribución normal multivariada de
dimensión p× 1 y q × 1 respectivamente, donde













ΣY X ΣY Y
))
Si X e Y son NO independientes, esto es ΣY X 6= 0, entonces la distribución condicional de
X dado Y viene dada por
X | Y ∼ N (µX + ΣXY Σ−1XX(Y − µY ),ΣXX − ΣXY Σ
−1
Y Y ΣY X)
Con base en el terorema anterior, se obtiene el siguiente resultado para la esperanza y la
varianza condicional de vectores aleatorios normalmente distribuidos.
Resultado 3.1 Sean X, Y y Z vectores aleatorios con distribución normal multivariada. Se
tiene que la esperanza y la varianza condicional del vector aleatorio Y | X,Z están dadas
por


















A partir del resultado 3.1, se presentan las esperanzas y las varianzas condicionales requeri-
das en la función Q(Γ | Γ(t)). Ver detalles de la demostración en el Apéndice A.
1. Densidad condicional de θj | Yj, vec(Xj).
La esperanza condicional de los efectos aleatorios θj dados los datos observados, usando
el resultado anterior puede verse como













y la varianza condicional de los efectos aleatorios θj dados los datos observados, es igual a
V (θj | Yj, vec(Xj); Γ(t)) = (ω2)(t)

























(βT (t)Ψ(t)β(t) + σ2(t))Inj + ω
2(t)Jnj β
T (t)Ψ(t) ⊗ Inj
ΨT (t)β ⊗ Inj (T (t) + Ψ(t))⊗ Inj
)
(3-10)
243 Algoritmo EM para un modelo lineal jerárquico mixto con error de medición en las covariables
En la función Q(Γ | Γ(t)) aparece el valor esperado de los efectos aleatorios al cuadrado dados
los datos observados E(θ2j | Yj, vec(Xj),Γ(t)) y por propiedades de la esperanza condicional
puede obtenerse como
E(θ2j | Yj, vec(Xj),Γ(t)) = E(θj | Yj, vec(Xj); Γ(t))2 + V (θj | Yj, vec(Xj) (3-11)
2. Densidad condicional de vec(ηj) | Yj, vec(Xj).
La esperanza condicional del vec(ηj) dados los datos observados E(vec(ηj) | Yj, vec(Xj); Γ(t)),

















Y usando las propiedades de la varianza condicional se tiene que la varianza condicional del























3. Densidad condicional de θj, vec(ηj) | Yj, vec(Xj).
Teniendo en cuenta las propiedades de la covarianza condicional, se tiene que
E(θjvec(ηj) | Yj, vec(Xj); Γ(t)) = cov(θj, vec(ηj) | Yj, vec(Xj); Γ(t))
+ E(θj | Yj, vec(Xj); Γ(t))E(vec(ηj) | Yj, vec(Xj); Γ(t))
(3-14)
donde la cov(θj, vec(ηj) | Yj, vec(Xj); Γ(t)) es el bloque de dimensión knj × 1 fuera de la
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3.3. Paso - M
En este paso se obtienen todas las expresiones iterativas para cada uno de los estimadores
del vector de parámetros Γ = (α, σ2, ω2, βk, τ 2k , ρkk′). Primero, se encuentran los estimadores
de máxima verosimilitud de cada uno de los parámetros y luego se calcula la esperanza
condicional de estos estimadores dados los datos observados.









(−2yTj 1nj + 2αnj + 21Tnj(β
T ⊗ Inj)vec(ηj) + 2θjnj)






(yTj 1nj − 1Tnj(β
T ⊗ Inj)vec(ηj)− θjnj)
La esperanza condicional del estimador de máxima verosimilitud de α con respecto a






(yTj 1nj − 1Tnj((β





njE(θj | Yj, vec(Xj); Γ(t))
(3-15)
donde E(vec(ηj) | Yj, vec(Xj),Γ(t)) y E(θj | Yj, vec(Xj),Γ(t)) fueron dados en 3-12 y
en 3-8 respectivamente.
2. Parámetro σ2: Derivando la función de verosimilitud dada en 3-7 con respecto a σ2
















(yj−α1nj− (βT ⊗Inj)vec(ηj)−θjnj)T (yj−α1nj− (βT ⊗Inj)vec(ηj)−θjnj)
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La esperanza condicional del estimador de máxima verosimilitud de σ2, con respecto










j | Yj, vec(Xj); Γ(t)) + yTj yj + α(t)(α(t)nj − 2yTj 1nj)
+ 2(α(t)nj − yTj 1nj)E(θj | Yj, vec(Xj); Γ(t))
+ 21TnjE(θjηj | Yj, vec(Xj); Γ
(t))β(t)
+ njtr(β
(t)βT (t)V (vec(ηj) | Yj, vec(Xj); Γ(t)))
+ ET (vec(ηj) | Yj, vec(Xj); Γ(t))(β(t)βT (t) ⊗ Inj)E(vec(ηj) | Yj, vec(Xj); Γ(t))
+ 2(α(t)1Tnj − y
T
j )(β
T (t) ⊗ Inj)E(vec(ηj) | Yj, vec(Xj); Γ(t))
donde E(vec(ηj) | Yj, vec(Xj),Γ(t)), E(θj | Yj, vec(Xj),Γ(t)), E(θ2j | Yj, vec(Xj),Γ(t)),
E(θjvec(ηj) | Yj, vec(Xj),Γ(t)) y V (vec(ηj) | Yj, vec(Xj),Γ(t)) fueron dados en 3-12,
3-8, 3-11, 3-14 y 3-13 respectivamente.






















La esperanza condicional del estimador de máxima verosimilitud de ω2, con respecto a














E(θj | Yj, vec(Xj); Γ(t))2 + V (θj | Yj, vec(Xj); Γ(t)) (3-17)
donde E(θj | Yj, vec(Xj),Γ(t)) y V (θj | Yj, vec(Xj),Γ(t)) fueron dados en 3-8 y 3-9
respectivamente.
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4. Vector de parámetros β: Derivando con respecto a β la función de verosimilitud















igualando a cero, se obtiene que
J∑
j=1
















ηTj (yj − α1nj − θj1nj)
)
Calculando el valor esperado condicional dados los datos observados del estimador de




E(ηTj ηj | Yj, vec(Xj),Γ(t))β(t+1) =
J∑
j=1






j | Yj, vec(Xj),Γ(t))1nj)
(3-18)
donde E(ηTj | Yj, vec(Xj),Γ(t)) y E(θjηTj | Yj, vec(Xj),Γ(t)) se obtienen a partir de
3-12 y 3-14 respectivamente.








Por lo tanto, se obtiene que





ij | Yj, vec(Xj); Γ(t)) (3-19)
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Teniendo en cuenta que si Y es un vector aleatorio normal con media µ y matriz
de varianzas y covarianzas Σ, entonces por definición de Σ se obtiene que E(YYt) =
Σ + µµt; por lo tanto cada sumando de la ecuación 3-19 puede verse como
E(ηijη
T
ij | Yj, vec(Xj); Γ(t)) = Σηij |Yj ,vec(Xj)
+ E(ηij | Yj, vec(Xj); Γ(t))ET (ηij | Yj, vec(Xj); Γ(t))
con Σηij |Yj ,vec(Xj) la matriz de covarianzas de la variable aleatoria ηij | Yj, vec(Xj). Por
el resultado 3.1. se tiene que










luego E(ηij | Yj, vec(Xj); Γ(t)) es












Σηij |Yj ,vec(Xj) = Ψ











donde ei es el i-ésimo vector canónico en Rnj .
5. Matriz de parámetros TK×K: Derivando la función de verosimilitud dada en 3-7
con respecto a la matriz T , teniendo en cuenta las derivadas presentadas por Dutilleul
(1999) [7] para matrices con distribución normal, se tiene que
∂l(T )
∂T





















igualando a cero y despejando T , se obtiene que el estimador de máxima verosimilitud






(Xj − ηj)T (Xj − ηj)
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La esperanza condicional del estimador de máxima verosimilitud dados los datos ob-

















E(ηTj ηj | Yj, vec(Xj),Γ(t))
(3-22)
donde E(ηj | Yj, vec(Xj),Γ(t)) y E(ηTj ηj | Yj, vec(Xj),Γ(t)) se obtienen a partir de 3-12
y 3-19 respectivamente.
6. Matriz de parámetros Ψ: Derivando la función de verosimilitud dada en la ecuación
3-7 con respecto a la matriz Ψ, teniendo en cuenta las derivadas presentadas por
Dutilleul (1999) [7] para matrices con distribución normal, se tiene que
∂l(Ψ)
∂Ψ





















igualando a cero y despejando Ψ, se obtiene que el estimador de máxima verosimilitud







La esperanza condicional del estimador de máxima verosimilitud es la expresión itera-






E(ηTj ηj | Yj, vec(Xj),Γ(t)) (3-23)
donde E(ηTj ηj | Yj, vec(Xj),Γ(t)) fue dado en 3-19.
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3.4. Máxima Verosimilitud Restringida vía
Algoritmo EM
Las estimaciones obtenidas por Máxima Verosimilitud Restringida (REML, por sus
siglas en inglés) también pueden implementarse a través del Algoritmo EM. Siguiendo
la teoría propuesta por Davidian & Giltinan (1995) [5], el vector de datos completos
sigue siendo el mismo (Yj, vec(Xj), θj, vec(ηj)) y las ecuaciones obtenidas en el Paso-M
(sección 3.3) para cada uno de los estimadores también se conservan. Sin embargo, las
esperanzas condicionales cambian ya que se debe condicionar con respecto a los datos
observados sin tener en cuenta los efectos fijos.
En esta sección se tiene en cuenta el siguiente resultado presentado en las notas del
curso de Análisis de datos longitudinales de González [9]. Para más información ver
Davidian & Giltinan (1995) [5].
Resultado 3.2 Para un modelo lineal general mixto dado por
Y = Xβ + Zb + ε
donde
E(Y) = Xβ E(b) = 0 V ar(ε) = Σ V ar(b) = D V ar(Y) = ZDZt + Σ
El estimador REML se basa en la transformación lineal Aty tal que
E(Aty) = 0 V (Aty) = AtV ar(Y)A cov(b,Aty) = DZtA














Por lo tanto, la distribución condicional de b dado Aty es
b | Aty ∼ N (DZtA(AtV ar(Y)A)−1Aty,D−DZtA(AtV ar(Y)A)−1AtZD)
Por otro lado, se tiene que
A(AtV ar(Y)A)−1At = V ar−1(Y)−V ar−1(Y)X(XtV ar−1(Y)X)−1XtV ar−1(Y) = P
ver detalles en Lamotte (2007) [15]. Finalmente, la distribución condicional de b dado
y utilizada para encontrar el estimador REML es
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b | y ∼ N (DZtPy,D−DZtPZD)
Usando el resultado 3.2. en el caso particular de los modelos lineales jerárquicos mix-




se usa en todas las nuevas densidades












































es una inversa generalizada






Asimismo, por notación se define a ER() y VR() como la esperanza condicional y la







A continuación se presentan cada una de las densidades condicionales necesarias para
la implementación del Algoritmo EM, obtenidas a través de REML.
1. Densidad condicional de θj | Yj, vec(Xj)
La esperanza y la varianza condicional por REML del efecto aleatorio θj dados los
datos observados, pueden expresarse como
ER(θj | Yj, vec(Xj); Γ(t)) = ω2(t)ZtPV (t)j Y (3-26)





está dada en 3-24 y Y en 3-25, ω2(t) es la varianza de los efectos aleatorios
en la iteración t y Zt = (1tnj ,0
t
knj
) es un vector de dimensión nj(k + 1)× 1.
2. Densidad condicional de vec(ηj) | Yj, vec(Xj)
La esperanza y la varianza condicional por REML del vector de covariables latentes
vec(ηj) dados los datos observados, son iguales a
ER(vec(ηj) | Yj, vec(Xj); Γ(t)) = (Ψ(t) ⊗ Inj)ZtPV (t)j Y (3-28)
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VR(vec(ηj) | Yj, vec(Xj); Γ(t)) = (Ψ(t) ⊗ Inj)− (Ψ(t) ⊗ Inj)ZtPV (t)j Z(Ψ





está dada en 3-24, Y en 3-25 y Zt = (β ⊗ Inj , Iknj×knj) es una matriz de
dimensión knj × nj(k + 1).
3. Densidad condicional de θj, vec(ηj) | Yj, vec(Xj).
Teniendo en cuenta las propiedades de la covarianza condicional, se tiene que
ER(θjvec(ηj) | Yj, vec(Xj); Γ(t)) =covR(θj, vec(ηj) | Yj, vec(Xj); Γ(t))+
ER(vec(θj) | Yj, vec(Xj); Γ(t))ER(vec(ηj) | Yj, vec(Xj); Γ(t))
(3-30)
donde la covR(θj, vec(ηj) | Yj, vec(Xj); Γ(t)) es el bloque de dimensión knj × 1 fuera de
la diagonal principal de la matriz VR(θj, vec(ηj) | Yj, vec(Xj); Γ(t)) definida como






está dada en 3-24, V (t) es la matriz de varianzas y covarianzas del vector
(θj, vec(ηj))














4. Densidad condicional de ηij | Yj, vec(Xj)
Para obtener una expresión de la esperanza condicional ER(ηTj ηj | Yj, Xj; Γ(t)) se tiene
en cuenta que puede re-escribirse como
ER(η
T





ij | Yj, vec(Xj); Γ(t)) (3-32)
Por propiedades de la distribución normal multivariada, cada sumando de la ecuación
3-32 puede verse como
ER(ηijη
T
ij | Yj, vec(Xj); Γ(t)) = VR(ηij | Yj, vec(Xj); Γ(t))
+ ER(ηij | Yj, vec(Xj); Γ(t))ETR(ηij | Yj, vec(Xj); Γ(t))
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La esperanza y la varianza condicional por REML para el vector ηij dados los datos
observados, están dadas por
ER(ηij | Yj, vec(Xj); Γ(t)) = Ψ(t)ZtPV (t)j Y (3-33)






está dada en 3-24, Y en 3-25 y Zt = (βt ⊗ ei, Ik ⊗ ei) es una matriz de
dimensión nj(k + 1)× k donde ei es el i-ésimo vector canónico en Rnj .
4. Estudio de simulación
4.1. Construcción del algoritmo en R
El código construido en R tiene tres principales objetivos: encontrar los estimadores de
máxima verosimilitud del modelo planteado en la ecuación 2-2 a través del algoritmo
EM, predecir los valores agregados de cada escuela a partir de los estimadores de
máxima verosimilitud y calcular el error estándar de cada una de las predicciones a
través del procedimiento Bootstrap. A continuación se detallan cada uno de ellos.
4.1.1. Implementación del algoritmo EM
A continuación, se presenta el algoritmo EM propuesto en este trabajo de investiga-
ción para encontrar los estimadores de máxima verosimilitud del vector de parámetros
Γ = (α, σ2, ω2, βk, τ
2
k , ρkk′). Cada uno de los parámetros fueron definidos en la Sección
3.1 del capítulo 3.
Algoritmo EM












dado en la ecuación 3-8.
2) Step - E: Calcular para j = 1, ..., J
E(θj | Yj, vec(Xj); Γ(t)), escalar.
V (θj | Yj, vec(Xj); Γ(t)), escalar.
E(vec(ηj) | Yj, vec(Xj); Γ(t)), vector de dimensión knj × 1.
V (vec(ηj) | Yj, vec(Xj); Γ(t)), matriz de dimensión knj × knj.
E(ηTj ηj | Yj, vec(Xj),Γ(t)), matriz de dimensión k × k.
E(θjvec(ηj) | Yj, vec(Xj); Γ(t)), vector de dimensión knj × 1.
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3) Step - M: Calcular Γ(t) = (α(t), β(t), ω2(t), σ2(t), τ 2k (t), ρ
(t)
kk′) en función de Γ
(t−1).
4) Calcular δ(t) = δ(Γ(t),Γ(t−1)) para t ≥ 1.
5) Si δ(t) < ε entonces Γ̂ = Γ(t). En caso contrario, repetir los pasos 1), 2), 3) y
4) hasta que δ(t) < ε.
Valores iniciales
Para definir Γ(0), el algoritmo utiliza los valores iniciales sugeridos por Laird, Lan-
ge & Stram (1997) [14] para un modelo lineal mixto general, luego
α(0) y β(0) se obtienen por Mínimos Cuadrados Ordinarios (MCO) al ajustar una
regresión múltiple entre Y variable respuesta y X covariables independientes.
















(yj − α̂1nj −Xjβ̂)
N − J −K − 2


















K = 1 para todo K.
Ψ(0) es la matriz de correlación de las K covariables medidas con error dadas en
X.








Con el fin de optimizar el algoritmo EM propuesto, se utiliza el siguiente lema pro-
puesto por Miller (1981) [18] para el cálculo de la inversa de la suma de matrices.
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Lema 4.1. Sean A y A + B matrices invertibles. Si B es de rango 1, entonces
g = traza(BA−1) con g 6= −1 y
(A+B)−1 = A−1 − 1
1 + g
A−1BA−1





definida en 3-10 puede verse como
V
(t)




βT (t)Ψ(t)β(t) + σ2(t) βT (t)Ψ(t)
ΨT (t)β (T (t) + Ψ(t))
)
(4-1)













por el Lema 4.1 puede verse como
((V ⊗ Inj) +Cj)−1 = (V −1⊗ Inj)−
1
1 + g
(V −1⊗ Inj)Cj(V −1⊗ Inj) (4-2)












A11 = (B11 ⊗ Inj)(Inj − gω2(t)Jnj(B11 ⊗ Inj)), es de dimensión nj × nj.
A12 = (B12 ⊗ Inj)− (B11 ⊗ Inj)(gω2(t)Jnj(B12 ⊗ Inj)), es de dimensión nj ×Knj.
A21 = (B21 ⊗ Inj)(Inj − gω2(t)Jnj(B11 ⊗ Inj)), es de dimensión Knj × nj.
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es la inversa de la matriz dada en 4-1, donde B11 es un escalar, B12 es un vector de
dimensión 1×k, B21 es un vector de dimensión k×1 y B22 es una matriz de dimensión
k × k.
Criterio de convergencia
Teniendo en cuenta lo planteado por Vanegas [28] en las notas de clase del curso
Modelos Lineales Generalizados, δ(t) = δ(Γ(t),Γ(t−1)) con t ≥ 1, es una función no ne-
gativa que permite observar cuando la diferencia entre Γ(t) y Γ(t−1) se puede considerar
pequeña, para asumir que el valor de Γ(t) se estabiliza. En este caso se definen dos
funciones δ(t) para verificar la convergencia del algoritmo.



















el número total de parámetros.


































































Para mayor información sobre las funciones creadas en R y requeridas en el algoritmo
EM propuesto, ver Anexo B.
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4.1.2. Errores estándar de las predicciones de los valores
agregados
El procedimiento Bootstrap, adaptado por Polo (2018) y basado en Rie Van der Lee-
den, Busing & Meijer (1997) [27], para modelos jerárquicos mixtos con error en las
covariables, se utiliza para calcular los errores estándar de las predicciones de los valo-
res agregados.
Procedimiento Bootstrap
1) Para cada escuela j, se selecciona una muestra con reemplazamiento de tamaño
nj estudiantes, con sus respectivas variables respuesta y sus covariables medidas con
error a nivel de estudiante o escuela.
2) Para cada muestra de tamaño nj, se calcula la predicción del valor agregado dado
en la ecuación 2-9 reemplazando los parámetros por su respectiva estimación máximo
verosímil.
3) Los pasos 1 y 2 se repiten 1.000 veces para j = 1, ...J .















con θb,j la predicción del valor agregado para la escuela j en la b-ésima repetición.
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4.2. Resultados simulación








Con el objetivo de verificar la eficiencia en el tiempo de procesamiento al calcular
la inversa de la matriz dada en la ecuación 3-10, se midió cuánto tiempo tarda la
función solve en invertir la matriz original y cuánto tiempo tarda la descomposición
descrita en la ecuación 4-3. En las pruebas se utilizan varios tamaños de escuela y 4
covariables medidas con error. Los resultados se presentan en la tabla 4-1.
Tamaño de escuela Dimensión matriz Tiempo solve Tiempo descomposición
30 150 × 150 0.0053 seg 0.0029 seg
50 250 × 250 0.0260 seg 0.0084 seg
100 500 × 500 0.1591 seg 0.0450 seg
200 1000 × 1000 1.4800 seg 0.5140 seg
300 1500 × 1500 4.5210 seg 1.0500 seg
500 2500 × 2500 20.116 seg 4.3535 seg
1000 5000 × 5000 156.60 seg 34.510 seg
4000 20000 × 20000 8748.2 seg 942.30 seg
Tabla 4-1.: Comparación de tiempos en el cálculo de la inversa de la matriz V (t)j .
El tiempo que tarda la descomposición propuesta en la ecuación 4-3 siempre es menor
que el tiempo que tarda la función solve del paquete R. Para tamaños de escuela gran-
des se observa una mejora considerable en el tiempo de procesamiento, por lo tanto,
se crea la función VDC en R con base en la descomposición de la ecuación 4-3 (ver
Anexo B) y se utiliza en la implementación del algoritmo.
Pruebas sobre los valores iniciales de τ 2k
Con el propósito de verificar el impacto que tienen estos valores iniciales en las estima-
ciones obtenidas por el algoritmo EM y en los tiempos de convergencia, se realizaron
pruebas para calcular las estimaciones máximo verosímiles de los parámetros variando
los valores iniciales de τ 2k . Se generó una población conformada por J=50 escuelas,
con un tamaño promedio de 90 estudiantes, 4504 estudiantes, con 4 covariables medi-
das con error y con los siguientes valores iniciales: α(0) = 2.017, β(0)1 = 0.6352, β
(0)
2 =
0.4307, β(0)3 = 0.3456, β
(0)
4 = 0.8546, σ2(0) = 8.1213, ω2(0) = 5.7320, ρ
(0)
12 = -0.0048, ρ
(0)
13
= 0.0032, ρ(0)14 = -0.00001, ρ
(0)
23 = -0.0157, ρ
(0)
24 = 0.0109, ρ
(0)
34 = 0.01172. Se ejecuta el
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algoritmo EM considerando un nivel de confiabilidad de 0.4 y un valor de ε = 0.01.
τ 2k Iteraciones Tiempo de convergencia
0.1 6 3.58 min
1 6 3.43 min
2 6 3.46 min
100 6 3.55 min
1000 6 3.56 min
Tabla 4-2.: Tiempos de convergencia para valores iniciales de τ 2k .
Las estimaciones de máxima verosímiltud obtenidas (tabla 4-3) fueron exactamente
iguales para todos los diferentes valores de τ 2k , sin embargo, si hubo diferencias en los
tiempos de convergencia como se evidencia en la tabla 4-2. Por esta razón y teniendo
en cuenta el incremento en el tiempo de convergencia para escuelas más grandes o
modelos con más covariables, se recomienda que el algoritmo se inicie con los valores



















Tabla 4-3.: Estimaciones máximo verosímiles para valores iniciales de τ 2k .
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Diferencias en las estimaciones de máxima verosimilitud según nivel de con-
fiabilidad
Con el fin de verificar sí las estimaciones obtenidas por Máxima Verosimilitud (ML) y
Máxima Verosimilitud Restringida (REML) cambian cuando el nivel de confiabilidad
de las covariables medidas con error varía, se ajustan 6 modelos con confiabilidad 1,
0.8, 0.6, 0.5, 0.4 y 0.2, se ejecuta la función est que calcula las estimaciones de máxima
verosimilitud de los parametros vía algoritmo EM y se observan las diferencias.
Se simula una población con 153 escuelas, donde cada tamaño de escuela nj fue tomado
de los datos reales del grupo de referencia de Administración y Afines utilizado en el
capitulo 5. Esta población tiene 4 covariables medidas con error y fue generada a partir
de los parámetros fijos utilizados por Polo (2018): α = 2, β1 = 2, β2 = 1.4, β3 = 1.5,
β4 = 1.6, σ2 = 1, ω2 = 2.5, τ 21 = 1.4, τ 22 = 1.6, τ 23 = 1.8, τ 24 = 1, ρ12 = 0.49, ρ13 =
0.47, ρ14 = 0.55, ρ23 = 0.42, ρ24 = 0.41, ρ34 = 0.51.
Las variables en la población se simulan para cada escuela, con el fin de conservar
la estructura jerárquica de los datos. La variable respuesta Yj se genera teniendo en
cuenta la relación dada en la ecuación 2-1, las verdaderas covariables ηij a partir de
la ecuación 2-4, las covariables medidas con error Xij de la ecuación 2-7 y los efectos
aleatorios θj con base en la ecuación 2-8.
Los valores iniciales para todos los niveles de confiabilidad son α(0) = 2.017, β(0)1 =
0.6952, β(0)2 = 0.3916, β
(0)
3 = 0.3448, β
(0)
4 = 0.8158, σ2(0) = 8.079, ω2(0) = 5.912, τ 2k = 1,
ρ
(0)
12 = -0.0078, ρ
(0)
13 = -0.015, ρ
(0)
14 = 0.0048, ρ
(0)
23 = 0.0094, ρ
(0)
24 = 0.0129, ρ
(0)
34 = 0.0094.
Con el objetivo de comparar el tiempo requerido por las funciones δ1 y δ2 propuestas en
los criterios de convergencia, se ejecutó el algoritmo para un nivel de confiabilidad R =
0.4 con un ε=0.01 y se observó que, las estimaciones obtenidas son iguales, que ambas
funciones necesitaron 8 iteraciones para converger y que tardaron un tiempo total de
1.29 h. Por lo tanto, se utilizará en las siguientes implementaciones del algoritmo EM
la función δ2 basada en normas matriciales.
Las estimaciones máximo verosímiles por nivel de confiabilidad se presentan en la
tabla C-1 del Anexo C y las estimaciones obtenidas por REML en la tabla C-2 del
Anexo C. Se observa que:
1. El intercepto α es cercano a 2 y no presenta cambios considerables ni cuando el
nivel de confiabilidad cambia ni cuando el método de estimación cambia.
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2. La estimación de la varianza de los efectos aleatorios ω2 es más pequeña cuan-
do se ajusta un modelo sin error y va aumentando cuando el nivel de confiabilidad
disminuye. Cuando se estima por REML se obtienen valores muy cercanos para todos
los niveles de confiabilidad (difieren a partir del quinto decimal).
3. La estimación por ML de la varianza de los errores σ2 varía entre 6 y 9 en los
modelos ajustados con error y va disminuyendo cuando el nivel de confiabilidad tam-
bién disminuye. Sin embargo, cuando se estima por REML, varía entre 21 y 22 en los
modelos con error y aumenta cuando el nivel de confiabilidad disminuye.
4. Como se observa en la figura 4-1, los parámetros βk estimados por ML conser-
van el mismo orden en los modelos ajustados con error (o sea β2 siempre es mayor) y
van distanciándose entre sí cuando el nivel de confiabilidad decrece.
Figura 4-1.: Estimaciones ML de β por nivel de confiabilidad
Por otro lado, aunque las estimaciones por REML dadas en la figura 4-2 conservan el
orden entre sí, no se alejan de la misma forma que en ML cuando el nivel de confiabi-
lidad disminuye.
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Figura 4-2.: Estimaciones REML de β por nivel de confiabilidad
5. El comportamiento de los parámetros τ 2k se muestra en las figuras 4-3 y 4-4. Cuando
se ajusta el modelo sin error, τ 2k=0 ya que no hay error de medición en las covariables,
pero cuando se ajustan modelos con error de medición, las varianzas τ 2k van creciendo
cuando el nivel de confiabilidad de las covariables va disminuyendo. Además, conservan
un orden entre sí para niveles de confiabilidad entre [0,5, 1), pero este orden se invierte
totalmente en niveles de confiabilidad entre (0, 0,5). Este comportamiento es similar
en las estimaciones obtenidas por ML y REML.
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Figura 4-3.: Estimaciones ML de τ 2k por nivel de confiabilidad
Figura 4-4.: Estimaciones REML de τ 2k por nivel de confiabilidad
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6. Las estimaciones de los coeficientes de correlación ρkk′ se presentan en las figuras
4-5 y 4-6 obtenidas por ML y por REML respectivamente. Inicialmente en el modelo
ajustado sin error las covariables presentan correlaciones muy cercanas a cero, pero en
el caso de ML cuando el nivel de confiabilidad disminuye, estas correlaciones siempre
van aumentando. En contraste, en el caso de REML cuando el nivel de confiabilidad
es menor a 0.5 las correlaciones empiezan a decrecer.
Figura 4-5.: Estimaciones ML de ρkk′ por nivel de confiabilidad
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Figura 4-6.: Estimaciones REML de ρkk′ por nivel de confiabilidad
Finalmente, los tiempos de convergencia del algoritmo por nivel de confiabilidad se
presentan en las tablas 4-4 y 4-5. Se evidencia que entre menor es la confiabilidad de
las covariables medidas con error, mayor es el tiempo requerido para que el algoritmo
converja. Además, cuando la confiabilidad es 1, el modelo no tiene error de medición,
la convergencia es mucho más rapida ya que las covariables Xij coinciden exactamente
con ηij, por lo que no se deben calcular los valores esperados relacionados con ηj y los
parámetros τ 2k son de antemano cero.
Confiabilidad Iteraciones ML Tiempo de convergencia ML
0.2 13 2.340 h
0.4 6 58.27 min
0.5 5 44.52 min
0.6 4 34.58 min
0.8 4 34.40 min
1 3 28 seg
Tabla 4-4.: Tiempos de convergencia de las estimaciones ML por confiabilidad
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Confiabilidad Iteraciones REML Tiempo de convergencia REML
0.2 7 1.280 h
0.4 5 49.91 min
0.5 5 48.76 min
0.6 4 36.71 min
0.8 4 36.50 min h
1 3 3.956 min
Tabla 4-5.: Tiempos de convergencia de las estimaciones REML por confiabilidad
Diferencias en las estimaciones de los valores agregados según nivel de con-
fiabilidad
Con base en las estimaciones de máxima verosimilitud obtenidas por ML y REML,
se calculan las estimaciones de los valores agregados dados en la ecuación 2-9 por me-
dio de la función VAP y sus respectivos errores estándar con la función EEB para
verificar si cambian cuando el nivel de confiabilidad varía. Las funciones VAP y EEB
fueron creadas en el algoritmo EM propuesto. Para más detalles ver Anexo B.
En las figuras 4-7 y 4-8 se observa que en las escuelas con tamaños superiores a
400, las estimaciones de los valores agregados no presentan diferencias considerables
cuando varía el nivel de confiabilidad, sin embargo, las escuelas con menos de 200 estu-
diantes presentan diferencias entre las estimaciones y son cada vez más visibles cuando
el tamaño de la escuela es menor.
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Figura 4-7.: Valores agregados obtenidos por estimaciones ML
Figura 4-8.: Valores agregados obtenidos por estimaciones REML
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Las diferencias entre los valores agregados obtenidos en los modelos con error de me-
dición y el valor agregado obtenido en el modelo ajustado sin error, se presentan en
las figuras 4-9 y 4-10 por nivel de confiabilidad. Se evidencia que en las escuelas con
menos de 200 estudiantes, los valores agregados que mas difieren son los obtenidos de
covariables con confiabilidad baja (0.2 y 0.4), en contraste, las escuelas con más de 400
estudiantes presentan diferencias pequeñas cercanas a cero.
Figura 4-9.: Diferencias entre valores agregados por ML
Figura 4-10.: Diferencias entre valores agregados por REML
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En las figuras 4-11 y 4-12 se presentan los errores estándar de las estimaciones de los
valores agregados, se observa que son altos para tamaños de escuela pequeños (menores
a 100) y que van disminuyendo cuando el tamaño de escuela crece. Además, los errores
estándar de los valores agregados predichos son más bajos en los modelos sin error
de medición y va aumentando según el nivel de confiabilidad de las covariables en los
modelos ajustados con error de medición.
Figura 4-11.: Errores estándar de los valores agregados obtenidos por estimaciones ML
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Figura 4-12.: Errores estándar de los valores agregados obtenidos por estimaciones REML
Finalmente, se construyen intervalos de confianza para las estimaciones de los valores
agregados siguiendo lo propuesto por Polo (2018). En las figuras 4-13 y 4-14 se pre-
sentan los intervalos de confianza para un modelo ajustado sin error y un modelo con
error y confiabilidad de R=0.2. Se evidencia que para tamaños de escuela pequeños
los intervalos son amplios y las estimaciones difieren entre sí según el nivel de confia-
bilidad, sin embargo, en escuelas grandes las predicciones y los intervalos de confianza
practicamente coinciden.
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Figura 4-13.: Intervalos de confianza de los valores agregados obtenidos por ML
Figura 4-14.: Intervalos de confianza de los valores agregados obtenidos por REML
5. Estimación del valor agregado
de las Instituciones de Educación
Superior colombianas
5.1. Fuente de información
La metodología desarrollada en el presente trabajo es aplicada a un conjunto de datos
reales con el fin de analizar los efectos del error de medición sobre las estimaciones del
valor agregado. En particular, el análisis se centró en las pruebas estandarizadas Saber
11 y Saber Pro, que presentan los estudiantes colombianos en distintos periodos de
tiempo. Estas pruebas son diseñadas por el Instituto Colombiano para la Evaluación
de la Educación (ICFES), el cual es una entidad vinculada al Ministerio de Educación
de Colombia encargada de producir información confiable para la evaluación de la edu-
cación y de adelantar investigaciones sobre factores que inciden en la calidad educativa.
La Prueba Saber 11 es una prueba estandarizada que evalúa competencias en ma-
temáticas, lenguaje, física, química, biología, filosofía y ciencias sociales a estudiantes
que cursan el último grado en secundaria (grado once). Esta prueba tiene como objeti-
vo monitorear la calidad de la formación que ofrecen los establecimientos de educación
media, servir de criterio para la entrada de estudiantes a las IES y producir informa-
ción para la estimación del valor agregado de la educación superior. (ICFES, 2013) [10].
La Prueba Saber Pro es una prueba estandarizada presentada por estudiantes de pre-
grado que han cursado al menos el 75% de los créditos de su carrera. Esta prueba es
de carácter obligatorio. En esta prueba se evalúan dos tipos de competencias; com-
petencias genéricas que todo estudiante debe desarrollar independiente del énfasis de
formación de su carrera universitaria y otras competencias comúnes a grupos de progra-
mas con características de formación similares, los cuales reciben el nombre de grupos
de referencia. Las competencias genéricas se evalúan por medio de 5 pruebas: lectura
crítica, razonamiento cuantitativo, comunicación escrita, inglés y competencias ciuda-
danas. (ICFES,2013) [11].
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El ICFES proporcionó las bases de datos de las pruebas Saber 11 y Saber Pro, las
cuales contienen información geográfica del estudiante, la universidad y el colegio don-
de estudió; los puntajes obtenidos en ambas pruebas, información sociodemográfica,
algunas características del colegio como jornada, origen, y método y una llave que per-
mitió asignar a cada estudiante sus respectivos puntajes en ambas pruebas.
Se tuvieron en cuenta las universidades colombianas que ofrecen algún programa de
pregrado con más de 30 estudiantes en los grupos de referencia de Ingeniería, Adminis-
tración y afines, Psicología y Humanidades. La estimación del valor agregado se hizo
de forma independiente para cada grupo de referencia.
Los estudiantes seleccionados son aquellos que presentaron la Prueba Saber Pro en
los años 2012 o 2013 y la prueba Saber 11 entre los años 2006 y 2009. No obstante, el
ICFES recomienda que se utilicen las pruebas Saber 11 aplicadas entre 4 y 6 años antes
de la prueba Saber Pro, ya que debido a cambios en la estructura de los examenes no
se puede garantizar comparabilidad [12], por lo tanto, no se incluyen los estudiantes
que presentaron la prueba Saber 11 en el 2009 y la prueba Saber Pro en el 2012, y los
que presentaron la prueba Saber 11 en el 2006 y la prueba Saber Pro en el 2013.
Las variables utilizadas en la estimación del valor agregado corresponden a los puntajes
de los estudiantes en la prueba Saber 11, en las áreas de matemáticas, lenguaje, física,
química, biología, ciencias sociales y filosofía; la universidad donde estudió su pregrado
(denominada de ahora en adelante como escuela) y finalmente, el puntaje de razona-
miento cuantitativo de la prueba Saber Pro para los grupos de referencia de Ingeniería
y Administración o el puntaje de lectura crítica de la prueba Saber Pro para los grupos
de referencia de Psicología y Humanidades. Todos los registros que tenían por lo menos
un valor faltante en alguna de las variables mencionadas fueron eliminados. En la tabla
5-1 se presentan las características de las bases de datos después de la depuración por
grupo de referencia.





Tabla 5-1.: Características de las bases de datos depuradas por grupo de referencia
El nivel de confiabilidad de las covariables R utilizado en el ajuste de los modelos con
error de medición se considera que es el mismo para todas y es el promedio de los
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niveles de confiabilidad de las áreas utilizadas de la prueba Saber 11, expuestos por la
Organización para la Cooperación y el Desarrollo Económico (OCDE) en el informe
técnico Reviews of national policies for education: Tertiary education in Colombia pu-
blicado en 2012. Cabe resaltar que en muchos estudios no se cuenta con los valores de
la confiabilidad asociados a las variables medidas con error, en este caso, un estimador
de la confiabilidad es requerido.
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5.2. Valores agregados en Ingeniería
La estimación del valor agregado en este grupo de referencia se realizará según lo pro-
puesto por Polo (2018) con el objetivo de comparar las valores agregados obtenidos
y sus errores estándar. Se utilizaron los puntajes de la prueba Saber 11 de las áreas
de matemáticas, lenguaje, ciencias sociales y química y el puntaje de la prueba Saber
Pro de razonamiento cuantitativo. Las funciones desarrolladas en R fueron est, VAP
y EEB disponibles en el Anexo B.
Análisis descriptivo
En la figura 5-1 se observa el comportamiento del puntaje de razonamiento cuan-
titativo de la prueba Saber Pro para todos los 32022 estudiantes en las 105 escuelas
a nivel nacional. La distribución de este puntaje parece ser simétrica con respecto al
puntaje medio 10.87. El máximo puntaje es de 16.3 y el mínimo de 5.8.
Figura 5-1.: Histograma del puntaje en razonamiento cuantitativo en Ingeniería
Los histogramas de los puntajes de la prueba Saber 11 se presentan en la figura 5-2. Se
evidencia que la distribución de los puntajes es simétrica entorno al puntaje medio de
cada área; 52.79 para matemáticas, 55.36 en lenguaje, 51.93 en ciencias sociales y 51.44
en química. El puntaje más variable es el de matemáticas y el de menor dispersión es
el de lenguaje.
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Figura 5-2.: Histograma de los puntajes de la prueba Saber 11 en Ingeniería
Los coeficientes de correlación entre los puntajes de la prueba Saber 11 y el puntaje de
razonamiento cuantitativo se presentan en la figura 5-3. Las correlaciones más altas son
entre el puntaje de razonamiento cuantitativo de la prueba Saber Pro con los puntajes
de matemáticas y química del saber 11 con coeficientes de 0.61 y 0.52 respectivamente,
y entre los puntajes de matemáticas y química del Saber 11 con 0.54.
Figura 5-3.: Diagrama de correlación de los puntajes de ambas pruebas - Ingeniería
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Estimación de valores agregados
Los puntajes de las pruebas se estandarizan a nivel de escuela para que las estima-
ciones de los valores agregados puedan ser comparables con las obtenidas por Polo
(2018). Se ajustan 4 diferentes modelos que siguen la estructura propuesta en 2-2, con
las siguientes características:
Modelo 1: La variable respuesta es el puntaje de razonamiento cuantitativo de
la prueba Saber Pro para cada estudiante, las 4 covariables se consideran medidas
sin error de medición (R = 1) y son los puntajes a nivel estudiante de las pruebas
Saber 11 en las áreas de matemáticas, lenguaje, ciencias sociales y química.
Modelo 2: La variable respuesta es el puntaje de razonamiento cuantitativo de la
prueba Saber Pro para cada estudiante, las 4 covariables se consideran medidas
con error de medición (R = 0,715) y son los puntajes a nivel estudiante de
las pruebas Saber 11 en las áreas de matemáticas, lenguaje, ciencias sociales y
química.
Modelo 3: La variable respuesta es el puntaje de razonamiento cuantitativo de
la prueba Saber Pro para cada estudiante, las 8 covariables se consideran medidas
sin error de medición (R = 1) y son los puntajes a nivel estudiante de las pruebas
Saber 11 en las áreas de matemáticas, lenguaje, ciencias sociales y química, y los
puntajes promedio de cada una de las 4 áreas a nivel de escuela.
Modelo 4: La variable respuesta es el puntaje de razonamiento cuantitativo de
la prueba Saber Pro para cada estudiante, las 8 covariables se consideran medidas
con error de medición (R = 0,715) y son los puntajes a nivel estudiante de las
pruebas Saber 11 en las áreas de matemáticas, lenguaje, ciencias sociales y química
y los puntajes promedio de cada una de las 4 áreas a nivel de escuela.
Los modelos 3 y 4 se ajustan siguiendo lo propuesto por Raudenbush & Brik [20] sobre
efectos composicionales, los cuales consisten en incluir los promedios a nivel de escuela
en el modelo como predictores y verificar si influyen sobre la variable respuesta, incluso
después de haber agregado los puntajes a nivel de estudiante.
En la figura 5-4 se presentan las estimaciones de los valores agregados para los 4
modelos ajustados. Se observa que los valores agregados obtenidos al ajustar un mode-
lo sin error de medición (modelo 1), tienen un coeficiente de correlación de -33% con
los obtenidos al ajustar un modelo con error de medición (modelo 2). Asimismo, cuan-
do se incluyen los promedios a nivel de escuela como predictores, el comportamiento
es similar, los valores agregados del modelo sin ajustar error de medición (modelo 3),
difieren en magnitud y en el signo de los obtenidos al ajustar el modelo con error de
medición (modelo 4), con un coeficiente de correlación del 37%. Lo anterior permite
concluir que cuando el error de medición no se tiene en cuenta en la estimación del
5.2 Valores agregados en Ingeniería 59
valor agregado, se puede llegar a conclusiones incorrectas con respecto al aporte que
tienen las escuelas al desempeño de sus estudiantes.
Los puntos azules en la figura 5-4 representan las escuelas cuya interpretación del
valor agregado debe hacerse con cuidado, ya que la estimación obtenida del modelo
que tiene en cuenta el error de medición, es del signo opuesto a la obtenida por el
modelo que no considera este error. Entre los modelos 1 y 2, en 57 escuelas el valor
agregado cambia de signo al ajustar el error de medición (54% de todas las escuelas)
y entre los modelos 3 y 4, 48 valores agregados cambian de signo (45% de todas las
escuelas). Se puede apreciar una leve reducción del número de escuelas cuyos valores
agregados cambian de signo en el modelo (modelo 3) que no consideran el error de
medición y el modelo (modelo 4) que ajusta el error de medición, cuando se incluye
los promedios de los puntajes a nivel de escuela como predictores en el modelo.
Figura 5-4.: Estimación de valores agregados en los modelos 1-4 - Ingeniería
Los intervalos de confianza de los valores agregados se presentan en la figura 5-5. Los
modelos 1 y 2 producen estimaciones del valor agregado muy similares entre sí y la
amplitud de los intervalos de confianza también es muy cercana. No obstante, en el
caso de los modelos 3 y 4, la amplitud de los intervalos cambia de forma considerable,
ya que los errores estándar en el modelo 3 crecen mucho cuando no se ajusta el error
de medición de las covariables.
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Figura 5-5.: Intervalos de confianza para valores agregados en los modelos 1-4 - Ingeniería
De los 4 modelos ajustados, el modelo 4 permite obtener estimaciones del valor agre-
gado más precisas, por lo tanto, se sugiere que es el mejor. De hecho, este mismo
resultado fue obtenido por Polo (2018), donde además se valida el cumplimiento de los
supuestos. En su tesis se pueden consultar los detalles sobre por qué este modelo es
adecuado para este conjunto particular de datos.
En la tabla 5-2 se presenta la estimación de máxima verosimilitud de β obtenida
en el modelo 4. Se observa que:
Las áreas de matemáticas y química a nivel de estudiante tienen una ponderación
más alta que las demás áreas en el modelo ajustado para los estudiantes del grupo
de referencia de Ingeniería.
En el caso del área de matemáticas, 1.33287 representa la diferencia esperada
en el puntaje de razonamiento cuantitativo de la prueba Saber Pro, entre dos
estudiantes que pertenecen a la misma escuela, que tienen los mismo puntajes en
áreas diferentes a matemáticas, y que difieren en una unidad en su puntaje de
Matemáticas en el Saber 11.
En el caso del área de matemáticas a nivel de escuela, -1.00277 representa la
diferencia esperada en los resultados entre dos estudiantes que tienen el mismo
puntaje en las pruebas del Saber 11, pero que asistieron a distintas escuelas que
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difieren entre sí por una unidad en el promedio del puntaje del área de matemá-
ticas.
Áreas del saber 11 Puntaje a nivel de estudiante Puntaje promedio por escuela
Lenguaje 0.66753 -0.69673
Matemáticas 1.33287 -1.00277
Ciencias Sociales 0.92284 -0.84069
Química 0.96911 -0.82452
Tabla 5-2.: Estimación de máxima verosimilitud de β en el Modelo 4 - Ingeniería
En la tabla 5-3 se comparan los valores agregados obtenidos en los modelos 2 y 4,
diferenciando por el método por el que se obtuvieron las estimaciones de máxima
verosimilitud de los parámetros, a través de la función optim o vía algoritmo EM.
Se evidencia que las estimaciones máximo verosímiles obtenidas vía algoritmo EM
conllevan a estimaciones de los valores agregados más precisas que cuando se utiliza la
función optim. Sin embargo, aunque son más precisas, son muy cercanas a cero y en
la práctica, no son muy útiles ya que no permiten identificar cuál es el aporte de las
escuelas al rendimiento de sus estudiantes.
Comparación de valores agregados con Polo (2018)
nj
Modelo 2 vía EM Modelo 4 vía EM Modelo 2 vía optim Modelo 4 vía optim
θ̂j ŜE(θj) θ̂j ŜE(θj) θ̂j ŜE(θj) θ̂j ŜE(θj)
434 -2.65e-14 0.043 2.229e-14 0.042 0.00265 6.56 -1.42 0.117
45 3.31e-15 0.131 1.20e-15 0.128 0.00022 2.12 -0.87 0.190
38 1.58e-15 0.1336 -1.05e-15 0.129 0.00024 2.40 -1.03 0.259
71 -9.75e-16 0.0971 -3.76e-15 0.0977 0.00041 3.45 -1.12 0.182
55 1.17e-15 0.1107 4.38e-16 0.1021 0.00027 2.15 -0.88 0.200
121 1.25e-14 0.0772 -5.82e-15 0.0761 0.00063 3.50 -1.10 0.249
407 -1.51e-13 0.0423 3.70e-14 0.0364 0.00189 8.03 -1.08 0.160
48 -1.34e-15 0.1221 -1.08e-15 0.1334 0.00022 2.00 -0.84 0.160
171 2.21e-14 0.0620 1.08e-15 0.0611 0.00089 4.12 -1.14 0.178
Tabla 5-3.: Valores agregados y errores estándar para 9 escuelas - Comparación con Polo
(2018)
Adicionalmente, mediante el estudio de distintos escenarios, se observó que las esti-
maciones del valor agregado cercanas a cero reportadas por Polo (2018) dependían
del tipo de estandarización considerada en cada una de las variables. Con relación al
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grupo de referencia de Ingeniería, para garantizar la comparabilidad con los resultados
encontrados por Polo (2018), se estandarizaron los puntajes a nivel de cada escuela,
esto es, la estandarización de los puntajes se obtuvo restando a cada puntaje en una
escuela especifica el promedio del puntaje en esa escuela y dividiendo entre la desvia-
ción estándar de los puntajes por escuela, sin embargo, esto genera que dos estudiantes
que tuvieron el mismo rendimiento en las pruebas Saber 11 pero que estudiaron su
pregrado en escuelas diferentes no sean comparables y se pierda información para es-
timar el valor agregado. Por lo tanto, las estimaciones de los valores agregados de los
próximos grupos de referencia se calcularán estandarizando los puntajes a nivel nacio-
nal, es decir, cada puntaje de una escuela es restado por el promedio de los puntajes
considerando todas las escuelas y dividido por la desviación estándar de los puntajes
de todas las escuelas incluidas en el estudio.
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5.3. Valores agregados en Administración y Afines
La estimación del valor agregado en el grupo de referencia de Administración y afines
se hizo utilizando como covariables del modelo, los puntajes de la prueba Saber 11 en
las áreas de matemáticas, lenguaje, física, química, biología, filosofia y ciencias sociales
y como variable respuesta el puntaje de razonamiento cuantitativo de la prueba Saber
Pro. Las funciones utilizadas en R fueron est, VAP y EEB disponibles en el Anexo B.
Análisis descriptivo
Los histogramas de todos los puntajes de la prueba Saber 11 se presentan en las figu-
ras 5-6 y 5-7. El puntaje medio más alto es el del área de lenguaje con 51.31, seguido
de matemáticas con 50.39 y el más bajo es el de filosofía con 45.62. El puntaje más
disperso es el de matemáticas y el menos variable es el de química. Las distribución
del puntaje de matemáticas está ligeramente sesgada a la derecha.
En la figura 5-7 se observa el comportamiento del puntaje de razonamiento cuan-
titativo de la prueba Saber Pro para los 11665 estudiantes en las 91 escuelas a nivel
nacional. El puntaje promedio es 10.10, la mediana es 10 y la desviación estándar es
0.982. El puntaje mínimo es de 5.9 y el máximo es de 15.9. La distribución de este
puntaje aparentemente es simétrica con respecto al puntaje medio.
Figura 5-6.: Histograma de los puntajes de la prueba Saber 11 en Administración
64 5 Estimación del valor agregado de las Instituciones de Educación Superior colombianas
Figura 5-7.: Histograma de los puntajes de ambas pruebas en Administración
En la figura 5-8 se observa que los coeficientes de correlación entre los puntajes de la
prueba Saber 11 y el puntaje de razonamiento cuantitativo de la prueba Saber Pro son
bajos, todos menores al 20%, siendo el más alto el de la correlación con el puntaje de
matemáticas con 18%. Los coeficientes de correlación más altos entre los puntajes de
la prueba Saber 11, son entre biología y ciencias sociales, y química y matemáticas.
Figura 5-8.: Diagrama de correlación de los puntajes en ambas pruebas - Administración
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Estimación de valores agregados
Los puntajes de las pruebas se estandarizan a nivel nacional (todos los estudiantes
en todas las escuelas) con el objetivo de que los estudiantes en diferentes escuelas si-
gan siendo comparables y se tenga más información para la estimación de los valores
agregados. Se ajustan 4 diferentes modelos que siguen la estructura propuesta en 2-2,
con las siguientes características:
Modelo 1: La variable respuesta es el puntaje de razonamiento cuantitativo de
la prueba Saber Pro para cada estudiante, las 7 covariables se consideran medidas
sin error de medición (R = 1) y son los puntajes a nivel estudiante de las pruebas
Saber 11 en las áreas de lenguaje, matemáticas, ciencias sociales, filosofía, biología,
química y física.
Modelo 2: La variable respuesta es el puntaje de razonamiento cuantitativo de
la prueba Saber Pro para cada estudiante, las 7 covariables se consideran medidas
con error de medición (R = 0,685) y son los puntajes a nivel estudiante de las
pruebas Saber 11 en las áreas de lenguaje, matemáticas, ciencias sociales, filosofía,
biología, química y física.
Modelo 3: La variable respuesta es el puntaje de razonamiento cuantitativo de la
prueba Saber Pro para cada estudiante, las 14 covariables se consideran medidas
sin error de medición (R = 1) y son los puntajes a nivel estudiante de las pruebas
Saber 11 en las áreas de lenguaje, matemáticas, ciencias sociales, filosofía, biología,
química y física; y los puntajes promedio de cada una de las 7 áreas a nivel de
escuela.
Modelo 4: La variable respuesta es el puntaje de razonamiento cuantitativo de la
prueba Saber Pro para cada estudiante, las 14 covariables se consideran medidas
con error de medición (R = 0,685) y son los puntajes a nivel estudiante de las
pruebas Saber 11 en las áreas de lenguaje, matemáticas, ciencias sociales, filosofía,
biología, química y física; y los puntajes promedio de cada una de las 7 áreas a
nivel de escuela.
Los modelos 3 y 4 se ajustan siguiendo lo propuesto por Raudenbush & Brik [20] sobre
efectos composicionales, los cuales consisten en incluir los promedios a nivel de escuela
en el modelo como predictores y verificar si influyen sobre la variable respuesta, incluso
después de haber agregado los puntajes a nivel de estudiante.
En la figura 5-9 se presentan las estimaciones de los valores agregados para los 4
modelos ajustados. Se observa que los valores agregados obtenidos al ajustar un mo-
delo sin error de medición (modelo 1), son muy similares a los obtenidos al ajustar un
modelo con error de medición (modelo 2). Sin embargo, cuando se incluyen los pro-
medios a nivel de escuela como predictores, se observa que los valores agregados del
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modelo sin ajustar error de medición (modelo 3), difieren en magnitud y en el signo de
los obtenidos al ajustar el modelo con error de medición (modelo 4), con un coeficiente
de correlación del 74%.
Los puntos azules en la figura 5-9 representan las escuelas cuya interpretación del
valor agregado debe hacerse con cuidado, ya que la estimación obtenida del modelo
que tiene en cuenta el error de medición, es del signo opuesto a la obtenida por el
modelo que no considera este error. Entre los modelos 1 y 2 un valor agregado cambia
de signo al ajustar el error de medición (1% de todas las escuelas) y entre los modelos
3 y 4, 16 valores agregados cambian de signo (17.5% de todas las escuelas).
Figura 5-9.: Estimación de valores agregados en los modelos 1-4 - Administración
Los intervalos de confianza de los valores agregados se presentan en la figura 5-10. Los
modelos 1 y 2 producen estimaciones del valor agregado muy similares entre sí y la
amplitud de los intervalos de confianza también es muy cercana. No obstante, en el caso
de los modelos 3 y 4, las estimaciones cambian de forma considerable y la amplitud de
los intervalos se ve que es mayor en el caso del modelo 3 cuando no se ajusta el error
de medición de las covariables.
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Figura 5-10.: Intervalos de confianza para los valores agregados en los modelos 1-4 - Admi-
nistración
En la tabla 5-4 se presentan las estimaciones de los valores agregados para 5 escuelas y
sus respectivos errores estándar. El error estándar de la estimación del valor agregado
aumenta cuando el número de estudiantes de la escuela disminuye, como se ratificó en
el estudio de simulación.
Administración y afines
nj
Modelo 1 Modelo 2 Modelo 3 Modelo 4
θ̂j ŜE(θj) θ̂j ŜE(θj) θ̂j ŜE(θj) θ̂j ŜE(θj)
163 0.0939 0.0688 0.0884 0.0698 0.1261 0.0945 0.0988 0.0655
59 -0.2597 0.1082 -0.2555 0.1065 -0.1326 0.1744 -0.2465 0.1045
76 0.1921 0.1065 0.1973 0.1111 0.3162 0.2054 0.1955 0.1048
419 0.1398 0.0444 0.1361 0.0458 0.1419 0.0735 0.1354 0.0435
133 -0.0888 0.0737 -0.0881 0.0721 0.0486 0.1105 -0.0780 0.0712
Tabla 5-4.: Valores agregados y errores estándar para 5 escuelas - Administración
Las estimaciones del Modelo 4 son las más precisas para la mayoría de las 91 escuelas,
por lo que se sugiere que puede ser el mejor modelo para obtener estimaciones del valor
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agregado ajustando el error de medición de las covariables. En la tabla 5-5 se presenta
la estimación de máxima verosimilitud de β obtenida en el modelo 4.
Áreas del saber 11 Puntaje a nivel de estudiante Puntaje promedio por escuela
Lenguaje 0.18336 -0.16766
Matemáticas 0.32807 -0.23080





Tabla 5-5.: Estimación de máxima verosimilitud de β en el Modelo 4 - Administración
Con base en las estimaciones dadas en la tabla 5-5, se puede afirmar que:
Las áreas de matemáticas, ciencias sociales y química a nivel de estudiante tienen
una ponderación más alta que las demás áreas en el modelo ajustado para los
estudiantes del grupo de referencia de Administración y afines.
En el caso del área de matemáticas a nivel de estudiante, 0.32807 representa
la diferencia esperada en el puntaje de razonamiento cuantitativo de la prueba
Saber Pro, entre dos estudiantes que pertenecen a la misma escuela, que tienen los
mismos puntajes en áreas diferentes a matemáticas, y que difieren en una unidad
en su puntaje de matemáticas en el Saber 11.
En el caso del área de matemáticas a nivel de escuela, -0.23080 representa la
diferencia esperada en los resultados entre dos estudiantes que tienen el mismo
puntaje en las pruebas del Saber 11, pero que asistieron a distintas escuelas que
difieren entre sí por una unidad en el promedio del puntaje del área de matemá-
ticas.
5.4 Valores agregados en Psicología 69
5.4. Valores agregados en Psicología
La estimación de los valores agregados en el grupo de referencia de Psicología se hizo
utilizando como covariables del modelo, los puntajes de la prueba Saber 11 en las áreas
de matemáticas, lenguaje, física, química, biología, filosofia y ciencias sociales y como
variable respuesta el puntaje de lectura crítica de la prueba Saber Pro. Las funciones
utilizadas en R fueron est, VAP y EEB disponibles en el Anexo B.
Análisis descriptivo
El histograma del puntaje de lectura crítica de la prueba Saber Pro para los 3369
estudiantes en las 39 escuelas a nivel nacional se presenta en la figura 5-12. La distri-
bución de este puntaje es simétrica con respecto al puntaje medio 10.43 y a la mediana
10.4. El puntaje mínimo es de 6.3, el máximo es de 15.8 y la desviación estándar es de
0.94. Los histogramas de los puntajes de la prueba Saber 11 se presentan en las figuras
5-11 y 5-12. Los puntajes medios más altos son los de lenguaje y ciencias sociales, y
los más bajos los de física y filosofía. Los puntajes más dispersos son matemáticas y
ciencias sociales, y los menos variables son química y biología. En todos los puntajes
el promedio, la mediana y la moda son muy cercanos entre sí.
Figura 5-11.: Histograma de los puntajes de la prueba Saber 11 - Psicología
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Figura 5-12.: Histograma de los puntajes de la prueba Saber 11 - Psicología
Los coeficientes de correlación entre los puntajes de las Pruebas Saber 11 y el puntaje
de lectura crítica de la prueba Saber Pro se presentan en la figura 5-13. Se observa que
el puntaje de lectura crítica tiene coeficientes de correlación cercanos al 50% con los
puntajes de ciencias sociales, lenguaje y biología. Además, los puntajes de la prueba
saber 11 más correlacionados entre sí son ciencias sociales, lenguaje y biología con
coeficientes de 45% y 48%.
Figura 5-13.: Diagrama de correlación de los puntajes en ambas pruebas - Psicología
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Estimación de valores agregados
Los puntajes de las pruebas se estandarizan a nivel nacional (todos los estudiantes
en todas las escuelas) con el objetivo de que los estudiantes en diferentes escuelas si-
gan siendo comparables y se tenga más información para la estimación de los valores
agregados. Se ajustan 4 diferentes modelos que siguen la estructura propuesta en 2-2,
con las siguientes características:
Modelo 1: La variable respuesta es el puntaje de lectura crítica de la prueba
Saber Pro para cada estudiante, las 7 covariables se consideran medidas sin error
de medición (R = 1) y son los puntajes a nivel estudiante de las pruebas Saber 11
en las áreas de lenguaje, matemáticas, ciencias sociales, filosofía, biología, química
y física.
Modelo 2: La variable respuesta es el puntaje de lectura crítica de la prueba
Saber Pro para cada estudiante, las 7 covariables se consideran medidas con
error de medición (R = 0,685) y son los puntajes a nivel estudiante de las pruebas
Saber 11 en las áreas de lenguaje, matemáticas, ciencias sociales, filosofía, biología,
química y física.
Modelo 3: La variable respuesta es el puntaje de lectura crítica de la prueba
Saber Pro para cada estudiante, las 14 covariables se consideran medidas sin
error de medición (R = 1) y son los puntajes a nivel estudiante de las pruebas
Saber 11 en las áreas de lenguaje, matemáticas, ciencias sociales, filosofía, biología,
química y física; y los puntajes promedio de cada una de las 7 áreas a nivel de
escuela.
Modelo 4: La variable respuesta es el puntaje de lectura crítica de la prueba
Saber Pro para cada estudiante, las 14 covariables se consideran medidas con
error de medición (R = 0,685) y son los puntajes a nivel estudiante de las pruebas
Saber 11 en las áreas de lenguaje, matemáticas, ciencias sociales, filosofía, biología,
química y física; y los puntajes promedio de cada una de las 7 áreas a nivel de
escuela.
Los modelos 3 y 4 se ajustan siguiendo lo propuesto por Raudenbush & Brik [20] sobre
efectos composicionales, los cuales consisten en incluir los promedios a nivel de escuela
en el modelo como predictores y verificar si influyen sobre la variable respuesta, incluso
después de haber agregado los puntajes a nivel de estudiante.
En la figura 5-14 se presentan las estimaciones de los valores agregados para los 4
modelos ajustados. En los modelos donde las covariables son únicamente los puntajes
de la prueba Saber 11 a nivel de estudiante (modelos 1 y 2), las estimaciones de los
valores agregados son muy similares, tienen un coeficiente de correlación del 97.7%.
Sin embargo, cuando se incluyen los promedios de los puntajes a nivel de escuela como
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covariables (modelos 3 y 4), las estimaciones de los valores agregados difieren más entre
sí, con un coeficiente de correlación del 63.4%.
Los puntos azules en la figura 5-14 representan las escuelas cuya interpretación del
valor agregado debe hacerse con cuidado, ya que la predicción obtenida del modelo que
tiene en cuenta el error de medición, es del signo opuesto a la obtenida por el modelo
que no considera este error. Entre los modelos 1 y 2 tres valores agregados cambian de
signo al ajustar el error de medición (7.7% de todas las escuelas) y entre los modelos
3 y 4, 17 valores agregados cambian de signo (43.5% de todas las escuelas).
Figura 5-14.: Estimación de valores agregados en los modelos 1-4 - Psicología
En la figura 5-15 se muestran los intervalos de confianza de las estimaciones de los
valores agregados. En los modelos 3 y 4 las estimaciones difieren entre sí considerable-
mente, además, la amplitud de los intervalos es mayor en el modelo 3 que no tiene en
cuenta el error de medición. Por otro lado, las estimaciones de los modelos 1 y 2 son
cercanas entre sí y la amplitud de los intervalos de confianza es similar.
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Figura 5-15.: Intervalos de confianza para los valores agregados - Modelos 1-4 - Psicología
Las estimaciones de los valores agregados para 5 escuelas y sus respectivos errores
estándar se presentan en la tabla 5-6. Se observa que el error estándar del estimador
del valor agregado aumenta cuando el número de estudiantes de la escuela disminuye.
Psicología
nj
Modelo 1 Modelo 2 Modelo 3 Modelo 4
θ̂j ŜE(θj) θ̂j ŜE(θj) θ̂j ŜE(θj) θ̂j ŜE(θj)
51 0.2634 0.1146 0.2803 0.1237 0.1800 0.1940 0.2853 0.1122
31 -0.4486 0.1572 -0.5026 0.1471 -0.3231 0.1955 -0.5954 0.1360
139 0.0776 0.0653 0.0609 0.0654 0.1539 0.0971 0.0071 0.0645
80 -0.0098 0.0848 0.1907 0.0911 -0.094 0.1174 0.2603 0.0846
59 0.2092 0.1038 0.2110 0.1077 -0.0017 0.1632 0.2772 0.1018
Tabla 5-6.: Valores agregados y errores estándar para 5 escuelas - Psicología
Las estimaciones del Modelo 4 son las más precisas para la mayoría de las 39 escuelas,
por lo que se sugiere que puede ser el mejor modelo para obtener estimaciones del valor
agregado ajustando el error de medición de las covariables. En la tabla 5-7 se presenta
la estimación de máxima verosimilitud de β obtenida en el modelo 4.
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Áreas del saber 11 Puntaje a nivel de estudiante Puntaje promedio por escuela
Lenguaje 0.93537 -0.63229
Matemáticas 0.47991 -0.47040





Tabla 5-7.: Estimación de máxima verosimilitud de β en el Modelo 4 - Psicología
Con base en las estimaciones dadas en la tabla 5-7, se puede afirmar que:
Las áreas de lenguaje, ciencias sociales y biología a nivel de estudiante tienen
una ponderación más alta que las demás áreas en el modelo ajustado para los
estudiantes del grupo de referencia de Psicología.
En el caso del área de ciencias sociales a nivel de estudiante, 0.97853 representa
la diferencia esperada en el puntaje de razonamiento cuantitativo de la prueba
Saber Pro, entre dos estudiantes que pertenecen a la misma escuela, que tienen
los mismos puntajes en áreas diferentes a ciencias sociales, y que difieren en una
unidad en su puntaje de ciencias sociales en el Saber 11.
En el caso del área de ciencias sociales a nivel de escuela, -0.64458 representa la
diferencia esperada en los resultados entre dos estudiantes que tienen el mismo
puntaje en las pruebas del Saber 11, pero que asistieron a distintas escuelas que
difieren entre sí por una unidad en el promedio del puntaje del área de ciencias
sociales.
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5.5. Valores agregados en Humanidades
La estimación de los valores agregados en el grupo de referencia de Humanidades se
hizo utilizando como covariables del modelo, los puntajes de la prueba Saber 11 en las
áreas de matemáticas, lenguaje, física, química, biología, filosofia y ciencias sociales
y como variable respuesta el puntaje de lectura crítica de la prueba Saber Pro. Las
funciones utilizadas en R fueron est, VAP y EEB disponibles en el Anexo B.
Análisis descriptivo
El histograma del puntaje de lectura crítica de la prueba Saber Pro para los 559
estudiantes en las 7 escuelas a nivel nacional se presenta en la figura 5-17 . La distri-
bución de este puntaje es simétrica con respecto al puntaje medio 10.98 y a la mediana
11. El puntaje mínimo obtenido es de 7.7, el máximo de 14.2 y la desviación estándar
del puntaje es de 0.98.
Los histogramas de los puntajes de la prueba Saber 11 se presentan en las figuras
5-16 y 5-17. Los puntajes medios más altos son los de lenguaje, ciencias sociales y
biología, y los puntajes medios más bajos son los de física y filosofía. Los puntajes más
dispersos son los de matemáticas y ciencias sociales y los menos variables son los de
química y biología. Las distribuciones de los puntajes de matemáticas, química y física
se encuentran ligeramente sesgadas a la derecha.
Figura 5-16.: Histograma de los puntajes de la prueba Saber 11 - Humanidades
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Figura 5-17.: Histograma de los puntajes de la prueba Saber 11 - Humanidades
Los coeficientes de correlación entre los puntajes de la prueba Saber 11 y el puntaje
de lectura crítica de la prueba Saber Pro se presentan en la figura 5-18. El puntaje
de lectura crítica tiene coeficientes de correlación cercanos al 50% con los puntajes
de ciencias sociales, lenguaje y biología. Además, los puntajes más correlacionados de
la prueba Saber 11 son lenguaje y biologia con un coeficiente del 58% y biología y
química con 57%.
Figura 5-18.: Diagrama de correlación de los puntajes de ambas pruebas - Humanidades
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Estimación de valores agregados
Los puntajes de las pruebas se estandarizan a nivel nacional (todos los estudiantes
en todas las escuelas) con el objetivo de que los estudiantes en diferentes escuelas si-
gan siendo comparables y se tenga más información para la estimación de los valores
agregados. Se ajustan 4 diferentes modelos que siguen la estructura propuesta en 2-2,
con las siguientes características:
Modelo 1: La variable respuesta es el puntaje de lectura crítica de la prueba
Saber Pro para cada estudiante, las 7 covariables se consideran medidas sin error
de medición (R = 1) y son los puntajes a nivel estudiante de las pruebas Saber 11
en las áreas de lenguaje, matemáticas, ciencias sociales, filosofía, biología, química
y física.
Modelo 2: La variable respuesta es el puntaje de lectura crítica de la prueba
Saber Pro para cada estudiante, las 7 covariables se consideran medidas con
error de medición (R = 0,685) y son los puntajes a nivel estudiante de las pruebas
Saber 11 en las áreas de lenguaje, matemáticas, ciencias sociales, filosofía, biología,
química y física.
Modelo 3: La variable respuesta es el puntaje de lectura crítica de la prueba
Saber Pro para cada estudiante, las 13 covariables se consideran medidas sin
error de medición (R = 1) y son los puntajes a nivel estudiante de las pruebas
Saber 11 en las áreas de lenguaje, matemáticas, ciencias sociales, filosofía, biología,
química y física; y los puntajes promedio de cada una de áreas a nivel de escuela
excepto física.
Modelo 4: La variable respuesta es el puntaje de lectura crítica de la prueba
Saber Pro para cada estudiante, las 14 covariables se consideran medidas con
error de medición (R = 0,685) y son los puntajes a nivel estudiante de las pruebas
Saber 11 en las áreas de lenguaje, matemáticas, ciencias sociales, filosofía, biología,
química y física; y los puntajes promedio de cada una de áreas a nivel de escuela
excepto física.
Los modelos 3 y 4 se ajustan siguiendo lo propuesto por Raudenbush & Brik [20] sobre
efectos composicionales, los cuales consisten en incluir los promedios a nivel de escuela
en el modelo como predictores y verificar si influyen sobre la variable respuesta, incluso
después de haber agregado los puntajes a nivel de estudiante. El puntaje promedio a
nivel de escuela del área de física no se incluye en los modelos 3 y 4, ya que resulta ser
una combinación lineal de las demás covariables y genera problemas en las estimaciones.
En la figura 5-19 se presentan las estimaciones de los valores agregados para los 4
modelos ajustados. La relación entre las estimaciones de los valores agregados obteni-
dos de los modelos 1 y 2 es alta, con un coeficiente de correlación del 91.3%. Los valores
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agregados del modelo 1 están entre -0.2 y 0.2 y los obtenidos por el modelo 2 están
entre -0.4 y 0.4. Por otro lado, los valores agregados obtenidos por el modelo 3 son muy
cercanos a cero, a diferencia de los obtenidos por el modelo 4 que están entre -0.6 y 0.4.
Los puntos azules en la figura 5-19 representan las escuelas cuya interpretación del
valor agregado debe hacerse con cuidado, ya que la estimación obtenida del modelo que
tiene en cuenta el error de medición, es del signo opuesto a la obtenida por el modelo
que no considera este error.
Figura 5-19.: Estimación de valores agregados en los modelos 1-4 - Humanidades
Los intervalos de confianza de los valores agregados se presentan en la figura 5-20.
Las estimaciones obtenidas de los modelos 1 y 2 son muy cercanas para cada escuela
y la amplitud de los intervalos también es similar. En contraste, las estimaciones en
los modelos 3 y 4 cambian bastante, de hecho, las estimaciones del modelo 3 son muy
cercanas a cero y poco precisas.
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Figura 5-20.: Intervalos de confianza para valores agregados - Modelos 1-4 - Humanidades
En la tabla 5-8 se presentan las estimaciones de los valores agregados y sus respectivos
errores estándar para todas las escuelas en cada uno de los 4 modelos ajustados. Se
observa que las escuelas que son susceptibles a cambios en el signo cuando no se ajusta
el error de medición, tienen menos de 70 estudiantes. Además, que el error estándar
en los 4 modelos aumenta cuando el número de estudiantes en la escuela disminuye.
Humanidades
nj
Modelo 1 Modelo 2 Modelo 3 Modelo 4
θ̂j ŜE(θj) θ̂j ŜE(θj) θ̂j ŜE(θj) θ̂j ŜE(θj)
34 -0.2415 0.1627 -0.4776 0.1650 -5.62e-06 0.3019 -0.5707 0.1699
39 0.0983 0.1186 0.1510 0.1121 -3.02e-06 0.3603 0.1371 0.0993
63 -0.0326 0.1103 0.2273 0.1113 4.95e-06 0.2500 0.2992 0.1106
68 -0.0539 0.0834 -0.2278 0.0899 -4.41e-06 0.2210 -0.2701 0.0872
76 0.1066 0.0820 0.2111 0.0880 6.03e-07 0.2272 0.2785 0.0858
128 0.2006 0.0659 0.3478 0.0661 3.03e-06 0.1722 0.3917 0.0702
151 -0.1543 0.0564 -0.3076 0.0613 -8.60e-06 0.1409 -0.3517 0.0598
Tabla 5-8.: Valores agregados y errores estándar para 5 escuelas - Humanidades
Con base en la información de la tabla 5-8 se procede a seleccionar el mejor modelo
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para el grupo de referencia de Humanidades. De los 4 modelos ajustados, el modelo
1 permite obtener las estimaciones del valor agregado más precisas, sin embargo, no
tiene en cuenta el error de medición de las covariables, por lo que sus estimaciones
pueden llevar a conclusiones incorrectas. En consecuencia, el siguiente modelo con las
estimaciones más precisas, es el modelo 4 y se sugiere que es el mejor. En la tabla 5-9
se presenta la estimación de máxima verosimilitud de β obtenida en el modelo 4.
Áreas del saber 11 Puntaje a nivel de estudiante Puntaje promedio por escuela
Lenguaje 0.48917 -0.35526
Matemáticas 0.41776 -0.42404





Tabla 5-9.: Estimación de máxima verosimilitud de β en el Modelo 4 - Humanidades
Con base en las estimaciones dadas en la tabla 5-9, se puede afirmar que:
Las áreas de biología, lenguaje y ciencias sociales a nivel de estudiante tienen
una ponderación más alta que las demás áreas en el modelo ajustado para los
estudiantes del grupo de referencia de Humanidades.
En el caso del área de biología a nivel de estudiante, 0.59902 representa la diferen-
cia esperada en el puntaje de razonamiento cuantitativo de la prueba Saber Pro,
entre dos estudiantes que pertenecen a la misma escuela, que tienen los mismos
puntajes en áreas diferentes a biología, y que difieren en una unidad en su puntaje
de biología en el Saber 11.
En el caso del área de biología a nivel de escuela, -0.39019 representa la diferencia
esperada en los resultados entre dos estudiantes que tienen el mismo puntaje en
las pruebas del Saber 11, pero que asistieron a distintas escuelas que difieren entre
sí por una unidad en el promedio del puntaje del área de biología.
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6.1. Conclusiones
En el presente trabajo, se propone una adaptación del algoritmo EM para obtener los
estimadores de máxima verosimillitud de los parámetros del modelo lineal jerárquico
mixto con error en las variables propuesto por Polo (2018), utilizado para predecir el
valor agregado de las Instituciones de Educación Superior colombianas (IES).
En el Capítulo 3, se desarrollan las expresiones matemáticas requeridas para adap-
tar el algoritmo EM utilizando un modelo lineal jerárquico mixto con errores en las
variables. En particular, se obtiene la función de verosimilitud del vector de paráme-
tros a partir de la función de densidad conjunta entre los datos faltantes y los datos
observados. En este caso, los datos faltantes corresponden a los efectos aleatorios (θj)
y a las variables verdaderas no observadas (vec(ηj)). Los datos observados están con-
formados por la variable respuesta (Yj) y las covariables medidas con error (vec(Xj)).
Ver Battauz et al. (2011) [1].
En el capítulo 4, se describe cada una de las etapas relacionadas con la implemen-
tación del algorirmo EM. Adicionalmente, se presentan los resultados del estudio de
simulación realizado para ilustrar el algoritmo EM propuesto, obtener el valor agregado
de las instituciones universitarias y aplicar el procedimiento Boostrap para calcular los
errores estándar de los estimadores del valor agregado.
En el capítulo 5 se utilizan las funciones desarrolladas en R para predecir el valor
agregado de las instituciones de educación superior colombianas en los grupos de refe-
rencia de Ingeniería, Administración y afines, Psicología y Humanidades. La aplicación
al grupo de referencia de Ingeniería se hizo con el fin de comparar los resultados de
este trabajo con los obtenidos por Polo (2018).
6.1.1. Conclusiones importantes
Las siguientes conclusiones están relacionadas con el estudio de simulación presentado
en el capítulo 4:
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En la implementación del algoritmo EM, se observó que la velocidad de conver-
gencia del algoritmo EM depende de tres factores importantes. Primero, de los
valores iniciales seleccionados para cada uno de los parámetros, segundo, del nivel
de confiabilidad de las covariables medidas con error, ya que entre menor nivel
de confiabilidad más iteraciones requiere el algoritmo para converger, y por últi-
mo, del número de covariables que se incluyan en el modelo, dado que entre más
covariables mayor es el tiempo que tarda el algoritmo.
Se evidenció que las diferencias entre las estimaciones obtenidas por máxima ve-
rosimilitud (ML) y por máxima verosimilitud restringida (REML) no representan
cambios importantes en las estimaciones del valor agregado y de sus errores es-
tándar.
Se detectó que las predicciones obtenidas de los valores agregados según el nivel
de confiabilidad de las covariables, cambian considerablemente cuando la escuela
tiene menos de 200 estudiantes, mientras que para el caso de las escuelas con
un número mayor de estudiantes, las diferencias entre los valores agregados son
pequeñas.
Se encontró que los errores estándar de las predicciones de los valores agregados
obtenidos por el procedimiento bootstrap, varían según el número de estudiantes
que tenga la escuela, por lo que entre menos estudiantes mayor es el error estándar
de la predicción. En consecuencia, los intervalos de confianza de las predicciones
son más amplios para escuelas con pocos estudiantes.
Finalmente, las últimas conclusiones surgen de la aplicación del algoritmo EM en la
estimación del valor agregado de las universidades colombianas desarrollada en el ca-
pítulo 5.
Al comparar los resultados obtenidos en este trabajo con los reportados por Polo
(2018), se encontró que las estimaciones máximo verosímiles de los parámetros
del modelo obtenidas vía algoritmo EM, predicen valores agregados más precisos
que cuando se utiliza la función optim.
En términos de eficiencia computacional, las funciones creadas en R en este traba-
jo, permiten que las estimaciones de máxima verosimilitud, las predicciones de los
valores agregados y sus errores estándar, puedan replicarse de manera automática
y más rápida que al usar la función optim para otros conjuntos de datos.
Siguiendo lo propuesto por Polo (2018), los puntajes de las pruebas Saber 11 y
Saber Pro para Ingeniería fueron estandarizados a nivel de escuela, sin embargo,
esto generó que el algoritmo estimara valores agregados muy cercanos a cero y
no se pudiera concluir acerca del verdadero efecto de la escuela sobre los estu-
diantes. Por lo tanto, los puntajes para los grupos de Administración, Psicología
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y Humanidades, fueron estandarizados a nivel nacional, lo que permitió que los
estudiantes que tuvieron un rendimiento similar en la prueba Saber 11 y fueron
a escuelas distintas pudieran ser comparables y se tuviera más información para
estimar el verdadero aporte de cada escuela. En efecto, las estimaciones de los
valores agregados en estos grupos de referencia ya no eran tan cercanos a cero y
oscilaban entre -1 y 1.
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6.2. Trabajos futuros
A continuación se relacionan algunos trabajos futuros que pueden desarrollarse para
explorar la implementación del algoritmo EM en los modelos jerárquicos mixtos con
error en las variables:
Demostrar que la función de verosimilitud propuesta es una función cóncava y
que su matriz Hessiana es una matriz definida negativa en los máximos locales
encontrados.
Explorar la paralelización en R del código propuesto en este trabajo para optimi-
zar el tiempo de procesamiento cuando el nivel de confiabilidad de las covariables
es bajo, cuando hay muchas covariables o cuando hay varias escuelas con dema-
siados estudiantes.
Desarrollar la teoría de las pruebas de hipótesis que permitan evaluar la signifi-
cancia de cada uno de los coeficientes de las k covariables βk, en un modelo lineal
jerárquico mixto con error en las variables.
Considerar un modelo heterocedástico, desarrollar la implementación del algo-
ritmo EM y replicar el análisis en los grupos de referencia, incluyendo variables
socioeconómicas a nivel de estudiante y a nivel de escuela, para medir su impacto
en la predicción del valor agregado de las escuelas.
Estudiar nuevas metodologías que permitan obtener predicciones del valor agre-
gado para los grupos de referencia donde la mayoría de las escuelas tienen menos
de 30 estudiantes.
A. Anexo: Demostraciones
A.1. Densidad de f (yj | vec(ηj), θj; Γ)
Para obtener f(yj | vec(ηj), θj; Γ) se necesita la densidad conjunta del vector (vec(ηj), θj)T







































Por otro lado, se tiene que E(Yj | vec(ηj), θj) es











cov(Y j, (vec(ηj), θj)) = (cov(Yj, vec(ηj)), cov(Yj, θj)))
La covarianza entre la variable respuesta y el efecto aleatorio es
cov(Yj, θj) = cov(E(Yj | ηj, θj), θj) = cov(α1nj+ηjβ+θj1nj , θj) = cov(θj, θj)1nj = ω21nj
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La covarianza entre la variable respuesta y el vector de covariables no observadas es
cov(Yj, vec(ηj)) = cov(E(Yj | ηj, vec(ηj)), θj) = cov(α1nj + ηjβ + θj1nj , vec(ηj))
= cov(Injηjβ, vec(ηj)) = cov(β
t ⊗ Injvec(ηj), vec(ηj))
= (βt ⊗ Inj)V ar(vec(ηj))
= (βtΨK×K ⊗ Inj)














E(Yj | vec(ηj), θj) = α1nj + (βt ⊗ Inj)vec(ηj) + θj1nj
La varianza de f(yj | vec(ηj), θj; Γ), V (Yj | vec(ηj), θj) se obtiene teniendo en cuenta
que







cov(Y j, (vec(ηj), θj))
T
teniendo en cuenta que Polo (2018) demuestra que V (Yj) = (βtΨK×Kβ + σ2)⊗ Inj +
ω2Jnj , se tiene que
V (Yj | vec(ηj), θj) = σ2Inj
luego
Yj | vec(ηj), θj ∼ N (α1nj + (βt ⊗ Inj)vec(ηj) + θj1nj , σ2Inj)
A.2. Esperanza y varianza condicional de
θj | Yj, vec(Xj)
Para obtener la densidad condicional de θj | Yj, vec(Xj), se sabe que
E(θj) = 0 y V ar(θj) = ω2 para todo j = 1, ..., J
cov(θj, (Yj, vec(Xj)) = (cov(θj, Yj), cov(θj, vec(Xj))
cov(θj, Yj) = cov(E(Yj | ηj, θj), θj) = cov(α1nj +ηjβ+θj1nj , θj) = cov(θj, θj)1nj =
ω21nj
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V (θj | Yj, vec(Xj); Γ(t)) = (ω2)(t)






















(βT (t)Ψ(t)β(t) + σ2(t))Inj + ω
2(t)Jnj β
T (t)Ψ(t) ⊗ Inj
ΨT (t)β ⊗ Inj (T (t) + Ψ(t))⊗ Inj
)
A.3. Esperanza y varianza condicional de
vec(ηj) | Yj, vec(Xj)
Para obtener la densidad condicional de vec(ηj) | Yj, vec(Xj), se sabe que
E(vec(ηj)) = 0knj×1
cov(vec(ηj), (Yj, vec(Xj)) = (cov(vec(ηj), Yj), cov(vec(ηj), vec(Xj))
cov(vec(ηj), Yj) = cov(vec(ηj), E(Yj | ηj, θj)) = cov(vec(ηj), βT ⊗ Injvec(ηj)) =
βTΨk×k ⊗ Inj
cov(vec(ηj), vec(Xj)) = cov(vec(ηj), vec(ηj) + u) = var(vec(ηj)) = Ψk×k ⊗ Inj
E(Yj) = α1nj
E(vec(Xj)) = 0knj×1
















La varianza condicional es
V (vec(ηj) | Yj, vec(Xj),Γ(t)) = V (t)
donde V (t) es
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(Ψ
(t)
k×k ⊗ Inj)− (Ψ
(t)
k×kβ
















B. Anexo: Código en R
B.1. Estimaciones máximo verosímiles de los
parámetros via algoritmo EM
est es la función construida para obtener los estimadores de máxima verosimilitud del
modelo especificado en 2-2 a través del algoritmo EM. La sintaxis es
est(vrta,mcov,alphain,betain,omega2in,sigma2in,taoin,psiin,J,K,ve,e,R,D)
Argumentos
vrta vector de la variable respuesta ordenado por escuela.
mcov matriz de covariables medidas con error ordenada por escuela.
alphain valor inicial para α.
betain vector de valores iniciales para βk, k = 1, ..., K.
omega2in valor inicial para ω2.
sigma2in valor inicial para σ2.
taoin matriz diagonal de valores iniciales para τ 2k , k = 1, ..., K.
psiin matriz de valores iniciales para Ψ.
J número de escuelas.
K número de covariables medidas con error.
ve vector con los tamaños de cada escuela ordenado según vrta y mcov.
e ε fijo para considerar convergencia.
R confiabilidad de las covariables medidas con error. Valor en (0, 1].
D Tipo de estimación. 1 estimación por ML, 2 estimación por REML.
La función est utiliza δ2(Γ(t),Γ(t−1)) como criterio de convergencia, para utilizar el
criterio δ1(Γ(t),Γ(t−1)) se puede usar la función est2 que tiene los mismos argumentos.
Salida
est imprime en una lista los estimadores máximo verosímiles de los parámetros del
modelo y el número de iteraciones que necesitó el algoritmo según el valor e especifi-
cado.










[,1] [,2] [,3] [,4]
[1,] 1.606991 0.00000 0.000000 0.000000
[2,] 0.000000 1.63285 0.000000 0.000000
[3,] 0.000000 0.00000 1.720721 0.000000
[4,] 0.000000 0.00000 0.000000 1.329395
$psi
[,1] [,2] [,3] [,4]
[1,] 1.0000000 0.4619864 0.6716620 0.4682027
[2,] 0.4619864 1.0000000 0.4395411 0.6599098
[3,] 0.6716620 0.4395411 1.0000000 0.4500295
[4,] 0.4682027 0.6599098 0.4500295 1.0000000
$Iteraciones
[1] 8
Finalmente, en la consola irá apareciendo el tiempo que gastó el algoritmo en el cálculo
de inversas, en el Step-E y en el Step-M por cada iteración. Cuando finalice, mostrará
el tiempo total que gastó antes de converger.
B.2. Predicción de valores agregados de las
escuelas
La función VAP predice los valores agregados por escuela dados en 2-9, a partir de las
estimaciones de máxima verosimilitud de los parámetros. La sintaxis es
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VAP(vrta,mcov,emv,J,K,ve,R,VAR)
Argumentos
vrta vector de la variable respuesta ordenado por escuela.
mcov matriz de covariables medidas con error ordenada por escuela.
emv lista con las estimaciones máximo verosímiles de los parámetros.
J número de escuelas.
K número de covariables medidas con error.
ve vector con los tamaños de cada escuela ordenado según vrta y mcov.
R confiabilidad de las covariables medidas con error. Valor en (0, 1].
VAR lista con las matrices dadas en 4-3 por escuela.






donde emv es la lista con las estimaciones máximo verosímiles de los parámetros obte-
nida a través de la función est. La función VAP imprime un vector con la predicción
del valor agregado para cada escuela.
La función VDC calcula la inversa en la iteración t de la matriz dada en 3-10 te-




omega2 valor de ω2(t)
sigma2 valor de σ2(t)
tao matriz T (t)
psi matriz Ψ(t)
n tamaño de la escuela.
K número de covariables medidas con error.
R confiabilidad de las covariables medidas con error. Valor en (0, 1].
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B.3. Errores estándar del valor agregado vía
Bootstrap
La función EEB calcula los errores estándar para cada una de las predicciones de los




emv lista con las estimaciones máximo verosímiles de los parámetros.
N número total de estudiantes.
vrta vector de la variable respuesta ordenado por escuela.
mcov matriz de covariables medidas con error ordenada por escuela.
VAR lista con las matrices dadas en 4-3 por escuela.
R confiabilidad de las covariables medidas con error. Valor en (0, 1].
J número de escuelas.
B.4. Código
El código presentado a continuación define las funciones necesarias para poder encon-
trar las estimaciones de máxima verosimilitud vía algoritmo EM de los parámetros del
modelo jerárquico mixto con error en las variables (función est), las predicciones de







unos<- function(n){unos <- matrix(rep(1,n),nrow=n,ncol=1)
return(unos)}
ceros<- function(n){ceros <- matrix(rep(0,n),nrow=n,ncol=1)
return(ceros)}


















{VDE <- VDC + (diag((K+1))*0.000001)













IF[(1:n),(1:n)] <- T1%*%(diag(n) - T2)
IF[(1:n),((n+1):(n*(K+1)))] <- T4 - (T1%*%T5)
IF[((n+1):(n*(K+1))),(1:n)] <- T3%*%(diag(n) - T2)




#Funcion P_V para REML.
PF <- function(V,n,K)
{X <- matrix(0,nrow=(n*(K+1)),ncol=(K+1))
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X[(1:n),1] <- unos(n)
A <- t(X)%*%V%*%X



























VCT = omega_2 - P1%*%V%*%P3
return(VCT)}












{for(i in 0:(K-1) )
{P[((1+(n*h)):(n+(n*h))),((1+(n*i)):(n+(n*i)))] <- psi[(1+h),(1+i)]*diag(n)}}
P1[,(n+1):(n*(K+1))] = P













VCE = kronecker(psi,diag(n)) - P1%*%V%*%P3
return(VCE)}
VEETA <- function(VEVE,n,K){VEETA <- matrix(0,nrow=n,ncol=K)
for(j in 1:K)
{ VEETA[(1:n),j] <- VEVE[((1+n*(j-1)):(n+n*(j-1))),1]}
return(VEETA)}






P3[(1:n),1] = Y - alpha*unos(n)
P3[((n+1):(n*(K+1))),1] = X
VEIJ = P1 %*% V %*% P3
return(VEIJ)}
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VCEIJ = psi - P1 %*% V %*% t(P1)
return(VCEIJ)}
#Varianza conjunta de theta_j y eta_ij dadas los datos obs. ij.












VCTEIJ = P1 - P2%*%VDC%*%t(P2)
VCTEIJ1 = matrix(VCTEIJ[1,(2:((K*n)+1))],nrow=(K*n),ncol=1)
return(VCTEIJ1)}
#Valor esperado de theta_j POR eta_ij
VETPV <- function(beta,omega_2,sigma_2,tao,psi,K,R,V,n,VET,VEVE)
{VETPEIJ = COVTV(beta,omega_2,sigma_2,tao,psi,K,R,V,n) + (VET[1,1]*VEVE)
return(VETPEIJ)}





























{JV[i] = (VET[[i]])^2 + VCT[[i]]
h = veac[i]}
w2 <- sum(JV)/J
if(w2<1){rw2 <- exp(w2)}else{rw2 <- w2}
return(rw2)}
##############################




{cat(" Voy en beta ")
if(R==1)
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for(n in 1:J){T1F = T1F + T1[,,n]}
# para hacer el termino 2
for(n in 1:J){T2F = T2F + T2[,,n]}
T3F <- matrix(0,nrow=K,ncol=1)}
else{veac <- cumsum(ve)
# para hacer el termino 1
T1F <- matrix(rep(0,K),nrow=K,ncol=K)
for(i in 1:J)
{T1F = T1F + VETE[[i]]}









{T2F = T2F + T2[,,n]}








{T3F = T3F + T3[,,n]} }
if(det(T1F)==0)
{VAA <- T1F + (diag(K)*0.000001)
GI <- solve(VAA,tol=1e-500)}
else{ GI <- solve(T1F,tol=1e-500)}
salida <- list()



























{T1F = T1F + VETE[[i]]}}
V <- (1/N)*T1F
C <- matrix(0,nrow=K,ncol=K)
for(i in 1:K){for(j in 1:K){C[i,j] = (V[i,j])/(sqrt(V[i,i])*sqrt(V[j,j]))}}
return(C)}
##############################
# MATRIZ DE PARAMETROS T
##############################
Tf <- function(Y,X,alpha,beta,omega_2,sigma_2,tao,psi,J,K,ve,R,VEVE,VETE)

















T2[[i]] = t(X[(h+1):(h+ve[i]),]) %*%VEETA(VEVE[[i]],ve[i],K)
h = veac[i]}





for(i in 1:J){T3[[i]] <- VETE[[i]]}
for(i in 1:J){T3F = T3F + T3[[i]]}






































for(i in 1:J){JV[i] = t(Y[(1+h):(ve[i]+h)])%*%Y[(1+h):(ve[i]+h)] +




+ 2*(alpha*ve[i] + (t(unos(ve[i]))%*%X[(1+h):(ve[i]+h),]%*%beta) -
sum(Y[(1+h):(ve[i]+h)])*VET[[i]])
+ ve[i]*((VET[[i]])^2 + VCT[[i]])}}
else{h=0
for(i in 1:J){tit <- Sys.time()
JV[i] = (t(Y[(1+h):(ve[i]+h)])%*%Y[(1+h):(ve[i]+h)]
+ alpha*(alpha*ve[i] - 2*sum(Y[(1+h):(ve[i]+h)]))
+2*((alpha*ve[i] - sum(Y[(1+h):(ve[i]+h)]))*VET[[i]])
+ ve[i]*((VET[[i]])^2 + VCT[[i]])
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itera <- function(Y,X,alpha,beta,omega_2,sigma_2,tao,psi,J,K,ve,R,D)
{if(D==1){if(R==1){cat(" INICIO DE ITERACIÓN ")
tini <- Sys.time()
cat(" Cálculo de inversas ")
tiinv <- Sys.time()
VAR <- list()
for(i in 1:J){cat(" Inversa ",i)
VAR[[i]] <- VDC(beta,omega_2,sigma_2,tao,psi,ve[i],K,R)}
tfinv <- Sys.time()
cat(" Tiempo inversas ",tfinv - tiinv)
cat(" PASO - E ")
tipe <- Sys.time()
cat(" Valores esperados condicionales de theta_j ")
VET <- list()
h=0




cat(" Varianzas condicionales de theta_j ")
VCT <- list()
h=0




cat(" Tiempo E-Step ", tfpe - tipe)


















cat(" Tiempo M-Step ",tfpm - tipm)
cat(" Tiempo iteración ", tfpm - tini)}
else{cat(" INICIO DE ITERACION ")
tini <- Sys.time()
cat(" Cálculo de inversas ")
tiinv <- Sys.time()
VAR <- list()
for(i in 1:J){cat(" Inversa ",i)
VAR[[i]] <- VDC(beta,omega_2,sigma_2,tao,psi,ve[i],K,R)}
tfinv <- Sys.time()
cat(" Tiempo inversas ",tfinv - tiinv)
cat(" PASO - E ")
tipe <- Sys.time()
cat(" Valores esperados condicionales de theta_j ")
VET <- list()
h=0




cat(" Varianzas condicionales de theta_j ")
VCT <- list()
h=0
for(i in 1:J){cat(" Varianza ",i)
VCT[[i]] <- VCT(beta,omega_2,sigma_2,tao,psi,ve[i],K,R,VAR[[i]])
h = veac[i]}
cat(" Valores esperados del vec(eta_j) ")
VEVE <- list()
h=0




cat(" Varianzas condicionales del vec(eta_j) ")
VCVE <- list()
h=0
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for(i in 1:J){cat(" Varianza ",i)
VCVE[[i]] <- VCVE(beta,omega_2,sigma_2,tao,psi,ve[i],K,R,VAR[[i]])
h = veac[i]}
cat( " Valores esperados de theta_j*vec(eta_j) ")
VETPE <- list()
for(i in 1:J){cat(" Valor esperado ",i)
VETPE[[i]] <- VETPE(beta,omega_2,sigma_2,tao,psi,K,R,VAR[[i]],ve[i],
VET[[i]],VEVE[[i]])}
cat( " Valores esperados de eta_j^t eta_j ")
VETE <- list()
h=0





cat(" Tiempo E-Step ", tfpe - tipe)

















cat(" Tiempo M-Step ",tfpm - tipm)
cat(" Tiempo iteración ", tfpm - tini)}}
else{if(R==1){cat(" INICIO DE ITERACIÓN ")
tini <- Sys.time()




for(i in 1:J){cat(" Inversa ",i)
VAR[[i]] <- VDC(beta,omega_2,sigma_2,tao,psi,ve[i],K,R)}
tfinv <- Sys.time()
cat(" Tiempo inversas ",tfinv - tiinv)
cat(" Calculo matrices P ")
MP <- list()
for(i in 1:J){cat(" Matriz P ",i)
MP[[i]] <- PF(VAR[[i]],ve[i],K)}
cat(" PASO - E ")
tipe <- Sys.time()








cat(" Varianzas condicionales de theta_j ")
VCT <- list()
h=0




cat(" Tiempo E-Step ", tfpe - tipe)


















cat(" Tiempo M-Step ",tfpm - tipm)
cat(" Tiempo iteración ", tfpm - tini)}
else{cat(" INICIO DE ITERACION ")
tini <- Sys.time()
cat(" Cálculo de inversas ")
tiinv <- Sys.time()
VAR <- list()
for(i in 1:J){cat(" Inversa ",i)
VAR[[i]] <- VDC(beta,omega_2,sigma_2,tao,psi,ve[i],K,R)}
tfinv <- Sys.time()
cat(" Tiempo inversas ",tfinv - tiinv)
cat(" Calculo matrices P ")
MP <- list()
for(i in 1:J){cat(" Matriz P ",i)
MP[[i]] <- PF(VAR[[i]],ve[i],K)}
cat(" PASO - E ")
tipe <- Sys.time()
cat(" Valores esperados condicionales de theta_j ")
VET <- list()
h=0




cat(" Varianzas condicionales de theta_j ")
VCT <- list()
h=0
for(i in 1:J){cat(" Varianza ",i)
VCT[[i]] <- VCT(beta,omega_2,sigma_2,tao,psi,ve[i],K,R,MP[[i]])
h = veac[i]}
cat(" Valores esperados del vec(eta_j) ")
VEVE <- list()
h=0





cat(" Varianzas condicionales del vec(eta_j) ")
VCVE <- list()
h=0
for(i in 1:J){cat(" Varianza ",i)
VCVE[[i]] <- VCVE(beta,omega_2,sigma_2,tao,psi,ve[i],K,R,MP[[i]])
h = veac[i]}
cat( " Valores esperados de theta_j*vec(eta_j) ")
VETPE <- list()
for(i in 1:J){cat(" Valor esperado ",i)
VETPE[[i]] <- VETPE(beta,omega_2,sigma_2,tao,psi,K,R,MP[[i]],ve[i],
VET[[i]],VEVE[[i]])}
cat( " Valores esperados de eta_j^t eta_j ")
VETE <- list()
h=0





cat(" Tiempo E-Step ", tfpe - tipe)

















cat(" Tiempo M-Step ",tfpm - tipm)
cat(" Tiempo iteración ", tfpm - tini)}}






























paramit <- list(alpha = italpha[i],beta = itbeta[,,i],omega_2 = itomega_2[i],
sigma_2 = itsigma_2[i],
tao = ittao[,,i],psi = itpsi[,,i],Iteraciones=i)
parad <- list(alpha=0)
if(R==1){ if((abs((italpha[i]/italpha[i-1])-1)<e) &&
(max(abs((itbeta[,,i]/itbeta[,,i-1])-(1*unos(K)))) < e) &&











ntt <- ntfin - tiini
cat(" Tiempo total ",ntt)
break }}
else{if((abs((italpha[i]/italpha[i-1])-1)<e) &&
(max(abs((itbeta[,,i]/itbeta[,,i-1])-(1*unos(K)))) < e) &&











ntt <- ntfin - tiini
















cat(" alpha ", italpha[i])































paramit <- list(alpha = italpha[i],beta = itbeta[,,i],omega_2 = itomega_2[i],
sigma_2 = itsigma_2[i],tao = ittao[,,i],psi = itpsi[,,i],Iteraciones=i)

















ntt <- ntfin - tiini


















ntt <- ntfin - tiini






































































C. Anexo: Estimaciones de máxima
verosimilitud
Estimaciones de máxima verosimilitud
Parámetro R = 0.2 R = 0.4 R = 0.5 R = 0.6 R = 0.8 R = 1
α 2.01859 2.01847 2.01843 2.01836 2.01843 2.01853
β1 1.5645 1.12964 0.95448 0.80534 0.60237 0.68754
β2 0.19224 0.2535 0.23692 0.21581 0.17447 0.39752
β3 0.03091 0.11474 0.11433 0.11333 0.09415 0.35393
β4 0.76735 0.64889 0.55663 0.47965 0.35597 0.79964
σ2 6.29252 7.73158 8.24184 8.56228 9.02812 7.19622
ω2 5.94511 5.93688 5.93643 5.93785 5.9375 5.92776
τ 21 2.48556 1.65006 1.26368 0.92671 0.43493 0
τ 22 2.86086 1.75436 1.25293 0.80308 0.07453 0
τ 23 3.19341 1.85001 1.22986 0.66275 0.30836 0
τ 24 1.8913 1.42514 1.24199 1.11057 1.02035 0
ρ12 0.5293 0.34875 0.3155 0.29459 0.28055 -0.07700
ρ13 0.68214 0.58934 0.57616 0.56454 0.56192 -0.01513
ρ14 0.54062 0.3456 0.31058 0.29006 0.27719 0.00491
ρ23 0.49699 0.3389 0.31038 0.29124 0.27814 0.00943
ρ24 0.67539 0.58359 0.57032 0.55894 0.55594 0.01315
ρ34 0.51439 0.34503 0.31425 0.29456 0.28105 0.00940
Tabla C-1.: Estimaciones máximo verosímiles por nivel de confiabilidad.
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Estimaciones obtenidas por REML
Parámetro R = 0.2 R = 0.4 R = 0.5 R = 0.6 R = 0.8 R = 1
α 1.98278 1.99331 1.9953 1.99717 1.99875 2.01791
β1 0.56337 0.7491 0.74167 0.69865 0.59201 0.69256
β2 0.23094 0.2011 0.18128 0.17305 0.14751 0.39167
β3 0.20622 0.11644 0.08449 0.08138 0.06717 0.34486
β4 0.37845 0.46711 0.4584 0.43079 0.36399 0.81585
σ2 22.9095 21.94691 21.69098 21.42849 21.25696 7.12418
ω2 5.91294 5.91294 5.91294 5.91294 5.91294 5.91294
τ 21 2.66247 1.67071 1.27457 0.93562 0.43096 0
τ 22 3.03646 1.79614 1.27372 0.81313 0.07577 0
τ 23 3.40914 1.91549 1.26689 0.68233 0.30296 0
τ 24 2.09413 1.4808 1.27519 1.13032 1.02637 0
ρ12 0.19511 0.27137 0.28175 0.27783 0.27635 -0.07700
ρ13 0.35431 0.52443 0.55466 0.55393 0.55928 -0.01513
ρ14 0.20213 0.26955 0.27825 0.27442 0.27339 0.00491
ρ23 0.19365 0.26801 0.27881 0.27523 0.27384 0.00943
ρ24 0.36402 0.52152 0.54928 0.54842 0.55237 0.01315
ρ34 0.20192 0.27268 0.28221 0.27848 0.27687 0.00940
Tabla C-2.: Estimaciones por REML por nivel de confiabilidad.
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