A common problem in optical motion capture is the so-called missing marker problem. The occlusion of markers can lead to significant loss of tracking accuracy unless continuous data flow is guaranteed by computationally demanding interpolation or extrapolation schemes. Since interpolation algorithms require data sampled before and after an occlusion, they cannot be used for real-time applications. Extrapolation algorithms only require data sampled before an occlusion. Other algorithms require statistical data and are designed for post-processing. In order to bridge sampling gaps caused by occluded markers and hence to improve 3D real-time motion capture, we suggest a real-time extrapolation algorithm. The realization of this prediction algorithm does not need statistical data or rely on an underlying cinematic human model with pre-defined marker distances. Under the assumption that natural motion can be linear, circular, or a linear combination of both, a prediction method is suggested and realized. The paper presents linear and circular movement measurements for use when a marker is briefly lost. The suggested extrapolation method seems to behave well for a reasonable number of frames, not exceeding 200 milliseconds.
INTRODUCTION
While real-time motion capture is a comprehensive field of application, there are several alternative technologies available for motion tracking. One of these is optical marker-based tracking, which uses cameras together with active or passive infrared-reflecting markers to detect motion. Typical application fields of such tracking systems are animations in entertainment [1] , sports [2] , or medicine [3] . All these applications suffer from the fact that markers can be temporarily occluded resulting in no measurement data from the system. Such occlusions can occur for several reasons, depending on the specific application. The most commonplace occurrence is self-occlusion, which can happen when the markers are used for person tracking. The other type is an object-person or object-object occlusion that is caused by additional objects in the optical path of the tracking system. In order to overcome these problems, various approaches were proposed to meaningfully close the gaps in which no measurements are available. While some approaches only work off-line, others have real-time capability. These approaches typically use statistical data or some simplified rigid body assumptions for approximating human behavior [4] . In this paper, we propose a new algorithm that needs neither a simplified geometry of a human (kinematics) nor a huge amount of statistical data for a filtering process. Our method may be of particular use for trajectories with a dominant linear and/or circular part, but together with a constraint matrix different and more complex trajectories are likely to be predictable as well.
The following section presents related work in the area of offline and real-time methods. The following section shows the theoretical basis for our contribution. Then a measurement section presents the experimental setup, followed by a presentation of collected data for a linear and for a circular movement.
Copyright © 2009 by ASME 2 RELATED WORK Since the issue of missing markers has been relatively well researched, a number of methods have been proposed. However, most of these methods are either computationally expensive procedures suitable for post-processing only, or they have unsatisfactory prediction accuracy. Some commonly used off-line methods, such has those suggested in [5] [6] [7] , interpolate data using linear or non-linear approaches. However, these approaches cause noticeable latencies and thus cannot be used in real-time applications. Another off-line approach is presented in [8] , where a geometric skeleton structure is automatically generated in order to bridge existing gaps in the measurement series. Herda et al. [9] describe a real-time method in which a sophisticated anatomic human model is used to predict the position of the markers. However, this model is too complex for envisioned integration into the human modeling and simulation program, 'Jack' [10] , which already has a sophisticated anatomic human model. Hornung and Sar-Dessai [11] take advantage of the fact that the markers on a limb have fixed inter-marker distances. Among others, Aristidou et al. [4] use Kalman filters for predicting marker positions, which are simple and take measurement noise into consideration. However, they require statistical data about the noise and its covariance. Kalman filters were designed for estimating flying objects' trajectories, which are typically more predictable than human body movement.
3
CONTRIBUTION In principle, there are two approaches to closing the gaps resulting from missing marker positions in the measurement: interpolation and extrapolation. For the interpolation, special algorithms such as Catmull-Rom splines [12] are used since they go through all measurement points that are used as control points. However, such interpolation requires future measurements also; otherwise it can only be used in a postprocessing step after all measurement data is available. Extrapolation, on the other hand, does not depend on future information. The accuracy of an extrapolated point strongly depends on how it is determined from the measurements that already exist. This paper presents a method of extrapolating a missing point out of previously measured points by assuming the most common motion behaviors, such as circular or linear movement. Using a decision threshold, our algorithm decides out of the acquired measurements whether a missing point is considered to be on a circular or linear extrapolated curve. After describing the algorithm, the following section presents early measurements showing the accuracy of the algorithm.
Prediction Procedure
All prediction is typically based on the Taylor series:
The further the prediction goes into the future, the more derivatives are available. Typically, only the position is available at discrete points in time, and thus the derivatives can only be obtained by a numerical differentiation. However, the higher derivatives become too noisy to use without any additional filtering, so here we use position and velocity only. In order to further improve accuracy, we do not take subsequent measures, but at a distance of 30 frames in the backlog of the system (Fig. 1 ). This typically means that the velocity is calculated over the last 250 ms. However, using only equation (1) with the terms for position and velocity would only allow a linear extrapolation. In order to predict more complex motions in addition to a linear one, a simple but quite effective approach was used. The basic assumption is that for short time intervals -and thus also for short periods in which a marker is not visible -a human motion can be approximated relatively well by two predefined movements: linear and circular.
Instead of finding a line and a circle that best describe the path of the marker using the least squares method (for which the calculation might be time consuming), a missing marker's position is calculated as follows: three evenly spaced samples are taken from the tracking system's backlog (Fig. 2) . Index 1 denotes the latest (newest) frame, 2, the 'middle' frame in the backlog, and, 3, the last (oldest) frame. P 1 , P 2 , and P 3 denote the positions while , , and denote the velocities.
Choosing a line. The algorithm approximates a line into the historical data that would be extended to predict future coordinates. For this case, it is assumed that a missing marker will move with the same velocity as the last known one. Thus, it is:
where (3) Choosing a circle. For a circular movement, four things must be known:
•
Figure 2. Calculation of the center of rotation (C).
Assuming that the motion is non-linear, the vectors , , and are not parallel. Each pair of vectors defines a plane with the normal vectors:
Better approximations to the actual velocities in P 1 and P 2 are and . Using this, we can find two vectors, and , both pointing approximately towards the center of rotation (Fig. 2) . (4) The center of rotation, C, can be found at the point where the two vectors intersect. Using the line distance algorithm [14] , which calculates the minimum distance of two nonintersecting lines, we find two points, H and Q, that approximate C:
Finally, the radius, r, of the rotation is obtained as: (6) Linear or circular motion? In the next step, we must determine how a line or a circle approximates the measured points in the backlog. Using the least squares method, the resulting errors for the line or the circle are calculated.
In the case of a line, the deviation is the shortest distance between one of the samples, P 1 , P 2 , or P 3 , and the line, as found using the following equation:
From this, the 'line error' can be calculated as:
In case of the circle, the resulting 'circle error' is:
In order to find out which approximation fits best, a matching factor, α, is defined to be:
Note that:
can be interpreted as '100% linear' and as '100% circular'.
Estimation of position.
Like before, let P 1 denote the last known position from the backlog, and in addition, let denote the extrapolated position that we want to find. The linear estimate is: (12) In order to find the circular estimate, we first have to calculate the angular velocity, ω. It is:
The vector:
gives the direction, P 1, relative to C. Next, an approximation of the rotation axis can be calculated by:
Now, the angular velocity, ω, can be calculated by:
Copyright © 2009 by ASME (18) in which sgn is the sign function. The cross product results in a tangent vector to the circle. The dot product in combination with the sign function shows whether the rotation orientation is clockwise or counterclockwise. The circular estimate can now be found using quaternions [15] :
where q, p, and p' are quaternions, denotes the quaternion conjugate of q, and is the circular estimate. Finally, the estimated position is the result of a linear interpolation between and using α:
4 MEASUREMENTS As mentioned before, the system is built upon the assumption that the trajectories are either linear, circular, or a linear combination of the two. The prediction presented next is a linear combination of the two, as shown in (17). After a short experiment with a linear test, we set up a circular test providing most of the data presented here. The set-up of the experiment consisted of the Qualisys Motion Capture System with six ProReflex cameras [13] . The frequency of the cameras was 120 frames per second (fps).
Linear Setup
The linear setup was realized using a sloped groove, in which a spherical marker was rolled, thus providing an almost linear trajectory (Fig. 3) . At one point along the groove, the marker was hidden from the camera in order to apply our algorithm. It must be noted that the sloped groove allowed some unwanted marker movements to the side (along the y-axis). The velocity of the marker on the slope was approximately v lin = 30 cm/s. 
Circular Setup
In the same way, we also realized a setup to measure a circular motion of the marker. Again, the marker was hidden from the camera at a certain point of the circle (Fig. 4) . However, due to the simplified setup, the movement is not an ideal circular motion in the horizontal plane only. The circular velocity of the marker is v circ = 17 cm/s. 
Measurement Results
In order to demonstrate the efficiency of the proposed algorithm, we show the results for a linear (Fig. 5 ) and a circular movement (Figs. 6 -10 ) of a single marker. Data is predicted as soon as the marker disappears; an arrow in each of the figures indicates this frame. The prediction is based on the 30 latest tracked frames, stored in the backlog of the system. The marker reappears after a few frames only. However, in order to examine for how many frames the introduced prediction algorithm is useful, prediction stays active. For the linear setup, Fig. 5 shows the measurement results. As mentioned, undesired movements introduced a circular component, which influenced the prediction. This explains why measured and predicted data diverge quite early. Figure 5 . Linear movement along the x-axis: measured points (red) and predicted line (green). Due to setup imperfections (IR transparency of the occluding object), the prediction was influenced by a small circular amount.
For the circular setup, most of the graphs presented below show a reduced data set (Figs. 6 -9) ; frame number 500 -700. One graph only shows the complete data set (Fig. 10) ; frame number 0 -1200. According to the motion capture system used, the marker disappeared at frame number 531 (or: number 31) and re-appeared in the next frame. The prediction algorithm is then triggered. For all the graphs, measured data is shown as points (red) while predicted data is shown in as a line (green). Before the missing data frame, predicted data is a copy of measured position values. The three-dimensional plot of the reduced data set (Fig. 6) shows that when the marker disappears, the prediction estimates a fairly circular movement. This indicates that the α coefficient used to combine linear and circular movement is close to, but not exactly equal to, one due to an imperfect setup. While an absolutely circular movement of the marker corresponds to an absolutely constant frequency, an absolutely linear movement would correspond to a frequency equal to zero. Thus, an elliptic movement is a superposition of a constant frequency and a constant component. Due to the recursive character of the prediction algorithm, the constant value is superimposed again and again, even if it is a very small amount. This explains the observed growing cycle duration (Figs. 7 -9 ), which becomes even clearer in the complete data set (Fig. 10) . In the horizontal plane (Figs. 7, 8 ), the prediction algorithm seems to work well for about 150 frames corresponding to approximately 125 ms of missing data. Along the vertical axis (Fig. 9) , it becomes even more evident that the α-coefficient correctly mediates between the linear and circular estimation. According to the experimental results, the suggested prediction algorithm delivers valuable data for up to approximately 150 ms after the tracked marker disappears. For periods of time longer than 150 ms, prediction may lose some accuracy for the given speed. One explanation for this limitation is the α-coefficient, combining linear and circular movement (17). Due to this coefficient, an initially small linear or circular component may yield predicted data that is increasingly different from a perfect circle or line. However, it is quite unusual under normal working conditions of tracking systems for markers to disappear over a longer period of time. Thus, the proposed prediction algorithm should cope with most of the existing missing marker problems.
In the future, we want to study the case of multiple marker registration on a rigid or partly rigid body. For this case, we believe that the correctness of extrapolated data can be further improved by combining our method with a constraint matrix. Using such a matrix, positions relative to other tracked markers may be taken into account. We expect that even larger occlusions of a marker could be extrapolated from last known values, because other -still visible -markers are also taken into account. Taking the constraint matrix into account will also allow extrapolating more complex trajectories, which is not possible if only one marker is used.
In addition, future work will also focus on the speeddependency of a single marker's prediction accuracy. While we do not expect any problems for a simple linear trajectory, there might significant errors for the circular trajectory if the movement is oversampled or undersampled. Since only the last 30 frames from the backlog are taken, the first case might lead to a linear extrapolation instead of a circular one, while in the second case random prediction errors could occur. However, we also expect that these errors could be removed by utilizing the constrain matrix.
