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INTRODUCTION.
In 1914, Kempner proved [3] that if we delete from the harmonic series all terms whose denominators have the digit 9 (that is, 1/9, 1/19, 1/29, ...), then the remaining series converges. This is surprising because it appears that this process removes only every 10 th term from the harmonic series, so the sum of what remains would seem to diverge.
Nonetheless, Kempner's series converges to about 22.92067661926415034816 [1] . The convergence is so slow that the sum of all terms with denominators < 10 30 is still less than 22. The following generalization also holds: if we delete from the harmonic series all terms whose denominators have any set of numbers with one or more digits, we also get convergent series. Schmelzer and Baillie [5] show how to compute sums of these slowly-converging series.
In 1916, Irwin [2] generalized Kempner's result in a different way. He showed that we also get convergent series if we sum over those n that have at most a fixed number of occurrences of one or more digits. It seems that, until now, no one has computed sums of these series. This note shows how to do so.
For example, we can calculate that the sum of 1/n where n has exactly one 9 is about 23.04428708074784831968. It is surprising that this is larger than the sum with no 9, given above, because the series with one 9 begins 1/9 + 1/19 + ..., while the series with no 9 begins 1/1 + 1/2 + ... + 1/8 + 1/10 + ... . The partial sums of the series with one 9 remain less than the full sum with no 9 until we reach terms whose denominators have 70 digits. There are A more complicated example: the sum of 1/n where n has at most one 1, two 2's, three 3's, four 4's and five 5's (with no conditions placed on the other digits) is about 27.56008294889636705754. The sum where n has exactly one 1, two 2's, three 3's, four 4's, and five 5's is about 0.0046539022540563815564. (All sums are rounded to the number of places shown).
THE ALGORITHM.
It's easy to add terms having denominators up to, say, 7 digits, but we must use extrapolation to get much beyond that point. It turns out that we can use sums over denominators with i digits to compute the needed sums over denominators with i + 1 digits. Then we repeat the process. The basic idea goes back to Kempner, and it is the key to accurately computing these sums. We will illustrate the method when there are two conditions for 1/n to be included in the series: we show how to compute the sum of 1/n where n has (exactly) n 1 occurrences of the digit d 1 and n 2 occurrences of d 2 . The idea extends in the obvious way to conditions on three or more digits, and easily generalizes to bases other than 10. Step (a) starts with an i-digit number having k 1 -1 occurrences of d 1 and appends d 1 as the final digit, forming an (i+1) digit number having k 1 occurrences of d 1 .
Step (b) does the same for k 2 and d 2 . In step (c), the i-digit numbers already have the desired number of d 1 and d 2 , so in this step, we create (i+1)-digit numbers by appending all other digits except d 1 and d 2 . Together, these steps generate ) , , 1 (
. If k 1 is 0, we omit step (a). If k 2 is 0, we omit step (b).
Next, define
. We will show how to compute ) , , , 1 ( . A similar expansion holds for higher powers:
Now, recalling step (a), we sum these expansions for all x in ) , 1 , ( 
The sum in (3) is over digits
Together, the sets generated by steps (a) -(c) comprise ) , , 1 (
. We have just computed a needed sum over (i+1) digit numbers by using sums over i-digit numbers. Programming detail: we take 0 0 = 1.
In order to compute ) , , , 1 ( 0 n k ≤ ≤ , then we get the sum of 1/n where n has at most n 1 occurrences of d 1 and at most n 2 occurrences of d 2 .
If there are three conditions (n 1 , d 1 ), (n 2 , d 2 ), (n 3 , d 3 ), the procedure is similar, except that we have three steps in place of (a) and (b) above, and that for each i and j, we must compute ) 1 )( 1 )( 1 (
values for the t array. The time and memory requirements increase accordingly. Still, on a personal computer, we can specify a condition for each of the ten digits, provided the product
is not too large.
To summarize, our calculation goes as follows. We start by calculating ) , , , ( values become small enough to be neglected. Of course, the more decimal places we want, the larger the range of i and j values we will need.
CONFIRMING THE CALCULATIONS.
Generally, the series considered here converge very slowly. However, there are a few special cases where they converge rapidly. These special cases can serve as a check on the algorithm. For example, the sum of 1/n where n has no 0 in base 2 is This series converges rapidly to 1.60669 51524 ... . Likewise, the sum of 1/n where n has a single 1 in base 2, is equal to 2. One can also construct special cases in other bases.
We can also test the extrapolation procedure as follows. First, for a given set of conditions (n 1 , d 2 ) , ..., we explicitly compute the sums over denominators of, say, 1, 2, ..., 7 digits. Then, we explicitly compute the sums through, say, 4 digits, then use equations (1) - (3) to estimate the sums for 5, 6, and 7 digits. In all cases, we get good agreement. This algorithm produces good agreement with Weisstein's result in Example 1 (b) below. Finally, when the conditions specify only the absence of one or more digits (that is, n 1 = ... = n m = 0), the results match those obtained by the algorithms in [1] and [5] .
MORE EXAMPLES.
Example 1 (a). Set n 1 = n 2 = ... = n 10 = 1. Because we are limiting the number of occurrences of every digit, this series has only a finite number of terms. In every denominator of this series, each digit occurs exactly once. This means the denominators have exactly 10 digits, all distinct. There are 3265920 10 / 9 ! 10 = ⋅ such numbers. The sum of this finite series is about 0.00082589034791925293861.
Example 1 (b).
In order obtain the sum in 1 (a), we had to compute the 2 10 sums over those n which have either 0 or 1 occurrence of each of the ten digits. Together, these n comprise the positive integers that have distinct digits. There are 8877690 of them between 1 and 9876543210. The sum of their reciprocals is about 8.92994817475544342417. This is a more precise answer to Monthly Problem E2533 than the bounds given in [4] . Interestingly, Weisstein [7] used Mathematica to compute the exact value of this finite sum, a fraction whose numerator and denominator have 14816583 and 14816582 digits.
Example 2 (a). Set n 1 = n 2 = ... = n 10 = 2. Here, each denominator has exactly two of every digit, so all denominators in this finite series have 20 digits.
This sum is about 0.000054406219429099091465. Example 2 (b). As part of the calculation in 2 (a), we also computed the 3 10 sums of 1/n where n has exactly 0, 1, or 2 occurrences of each of the ten digits. Together, these sums comprise a finite sum that terminates after 20-digit denominators. Adding these sums together gives the sum of 1/n where n has at most two of every digit.
This sum is about 20.58988677491808564961. Example 3. Wadhwa [6] considers s k = sum of 1/n where n has exactly k 0's. He shows that s k is strictly decreasing and that s k > 19. 28 
