Coneixement semàntic i relacions temporals aplicat a la mineria de processos by Gil Amat, Arnau
 Coneixement semàntic i         
relacions temporals aplicat a la 
mineria de processos 
 
TREBALL FINAL DE GRAU 
Arnau Gil Amat 
 
 
DIRECTORS: 
Lluís Padró Cirera i Josep Carmona Vargas 
DATA DE LA DEFENSA: 
Abril del 2016 
   
2 
 
 
RESUM 
Cada cop més, les empreses destinen més diners a estratègies basades en l’anàlisi de dades i 
l’intel·ligència de negocis. Una de les seves prioritats en aquest àmbit és poder analitzar i optimitzar 
els  seus processos de negoci. El problema que es troben moltes empreses és que tenen la major part 
de la seva informació en forma de text pla, cosa que dificulta enormement el seu anàlisi automàtic. 
És per això que els camps del Processament de Llenguatge Natural i la Mineria de Processos treballen 
conjuntament per desenvolupar eines de software que siguin capaces de modelitzar processos de 
negoci a partir de la seva descripció textual. 
Una part molt important en aquesta modelització és determinar quin és l’ordre cronològic dels 
esdeveniments que s’esmenten en el text. Tot i que és molt important, actualment es resol d’una 
manera poc eficaç. En aquest projecte millorem aquest aspecte mitjançant models de classificació 
SVM i tècniques de Machine Learning. 
 
 
ABSTRACT 
Increasingly, companies spend more money on strategies based on data analysis and business 
intelligence. One of their priorities in this area is to analyze and optimize their business processes. 
The problem that many companies come across is that they have most of their information in plain 
text format, which greatly hinders its automatic analysis. This is why Natural Language Processing 
and Mining Processes fields work together to develop software tools able to model business 
processes from its textual description. 
A very important part of this modelling task is to set the chronological order of the events mentioned 
in the text. Although it is a very important task, currently it is approached in a very ineffective way. In 
this project we improve this task by using SVM classification models and Machine Learning 
techniques.  
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1. Contextualització del projecte 
1.1. Introducció 
No és difícil adonar-se que actualment vivim en l’era de la informació, una era marcada en gran 
mesura per les noves tecnologies i les telecomunicacions; i que ha influït dràsticament en la nostra 
manera de treballar i comunicar-nos. La informació s’ha convertit en un recurs de gran valor, perquè 
sovint juga un paper decisiu en la presa de decisions del dia a dia de moltes organitzacions. Tant és 
així, que existeixen empreses que es dediquen a comprar i vendre informació. 
Recentment el món de la informació s’ha vist impulsat gràcies a l’accelerat creixement d’Internet. 
Cada dia es pugen a Internet més de 15 milions de gigabytes de dades provinent de milions d’usuaris 
d’arreu del món [2]. Moltes d’aquestes dades poden arribar a convertir-se en informació d’interès 
per altres persones, empreses, grups científics, etc. 
Paradoxalment, un gran problema apareix quan tenim moltes dades: no sabem com tractar-les 
eficientment; és a dir que no sabem com convertir aquest gran volum de dades en informació. La 
acumulació massiva de dades, concepte conegut actualment com Big Data, fa que per una persona 
que fa servir eines convencionals li sigui impossible extreure i fer servir eficientment informació útil, 
fiable i estructurada. 
El segon problema que ens trobem és que la majoria d’aquestes dades són textos plans no 
estructurat escrits en llenguatge natural. Entenem aquí llenguatge natural com a llenguatge humà, 
com per exemple el català, l’anglès, el rus o el xinès. És a dir el que comunament es coneix 
simplement com a text.  Això és un problema per al tractament massiu i automàtic de dades perquè 
el llenguatge humà acostuma a estar ple d’ambigüitats, redundàncies, incoherències, parts 
incompletes donat que ja es donen per sabudes, i fins i tot a vegades errors. Aquestes inevitables 
característiques del llenguatge humà dificulten el seu processament. 
Actualment les estratègies basades en anàlisi de dades estan guanyant cada vegada més espai a les 
empreses, les quals estan incrementant significativament les seves inversions en projectes i eines 
d'intel·ligència de negocis. Afegint això al fet que s’estima que en mitjana el 85% dels processos de 
negoci d’una empresa està en forma de text, és fàcil veure que una eina que permetés processar 
aquests textos automàticament seria de gran interès. L’objectiu seria modelitzar formalment els 
processos de negoci per tal de poder entendre’ls, monitoritzar-los, analitzar-los i optimitzar-los. 
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1.2. Actors implicats 
Les persones o entitats implicades en aquest projecte són les següents: 
 L’autor del projecte, jo mateix: Arnau Gil Amat. 
 Els directors del projecte: Lluis Padró i Josep Carmona, professors del departament de 
Ciències de la Computació de la Universitat Politècnica de Catalunya (UPC). 
 Diverses organitzacions que ens han promès facilitar-nos textos que descriuen processos, 
per a que puguem testejar les diferents versions del sistema que desenvoluparem. 
 Els usuaris finals: tot i que no serà un dels objectius principals del projecte, la idea seria que 
l’eina que es desenvolupes pogués estar a la disposició de qualsevol persona que la 
necessités. Tot i això els usuaris més probables d’una aplicació com aquesta seran mitjanes i 
grans empreses amb una gran varietat de processos de negoci complexos i extensos; i que 
estiguessin interessades en analitzar-los formalment per a la seva possible optimització. 
 
1.3. Formulació del problema 
Els processos de negoci es poden entendre com a successions de tasques i activitats (esdeveniments 
en general). Però sovint, l’ordre cronològic en que han de tenir lloc aquests esdeveniments per 
arribar a completar el procés no és el mateix que l’ordre en que apareixen esmentats en el text. 
Per això, el principal repte d’aquest projecte es aconseguir establir l’ordre cronològic real dels 
esdeveniments que tenen lloc en el procés que es vol modelitzar tot i que no s’esmentin en l’ordre 
corresponent en el text. 
 
Exemple 
En la següent oració: 
Abans de tancar el sobre, s’ha de comprovar que les dades siguin correctes. 
        A            B 
hi ha dues activitats: tancar el sobre (activitat A), i comprovar les dades (activitat B). 
Tot i que l’activitat A s’esmenta abans en el text que l’activitat B, el nostre sistema detectarà que 
cronològicament és l’activitat B la que té lloc primer en la línea temporal del procés que es vol 
modalitzar: primer es comproven les dades (B) i després es tanca el sobre (A). 
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L’objectiu final és integrar aquesta funcionalitat en una aplicació ja existent que generi 
representacions gràfiques de processos de negoci a partir de la seva descripció textual, però que 
encara no tingui en compte que sovint l’ordre en que s’esmenten les tasques i activitats en el text no 
és el correcte. 
Aquesta integració pretén millor la qualitat dels models de processos generats per l’aplicació. 
 
1.4. Abast 
 Ser capaç de determinar quines paraules del text corresponent a esdeveniment del món real. 
 
 Per totes aquelles paraules que corresponguin a esdeveniment del món real, determinar 
quines parelles d’aquestes paraules tenen alguna relació temporal. 
 
 Per aquelles parelles de paraules que tinguin alguna relació temporal, determinar 
exactament quin tipus de relació temporal tenen: abans, després o simultàniament. 
 
 A partir de les relacions temporals entre parelles d’esdeveniments, establir l’ordre cronològic 
real de tots els esdeveniments del text. 
 
 Integrar els passos anterior en una aplicació ja existent que generi models de processos a 
partir de les seves descripcions textuals. 
 
 Millorar la generació de representacions gràfiques de processos d’aquesta aplicació a partir 
de la utilització explicita de relacions temporals. 
 
1.5. Àrees de coneixement 
1.5.1. Processament de llenguatge natural  
El processament de llenguatge natural (PLN) és una disciplina informàtica que té com a objectiu 
crear sistemes computacionals que siguin capaços de comprendre i/o generar llenguatge natural en 
totes les seves formes.  
És a dir que el PLN és una disciplina que permet crear eines de processament de dades, on aquestes 
dades són frases generades per persones en algun idioma, tant de forma oral com per escrit. 
Alguns exemples d’eines de PLN que s’han desenvolupat i que es segueixen estudiant i perfeccionant 
són: la traducció automàtica, la recuperació de informació, l’extracció de informació, la cerca de 
respostes, la generació de resums i el reconeixement de la parla.  
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1.5.2. Mineria de processos 
La Mineria de Processos és un conjunt de tècniques que tenen com a objectiu la construcció 
automàtica de models formals de processos a partir d’un registre de dades. 
Un procés de negoci és un conjunt d’activitats i tasques relacionades lògicament, dutes a terme per a 
generar productes i/o serveis específics, per a uns usuaris o consumidors determinats. 
Un model de procés és una representació gràfica d’un procés de negoci que descriu les 
dependències i restriccions entre les diferents activitats que necessiten ser executades 
col·lectivament per arribar a assolir el seu objectiu. Els models de processos també solen incloure 
altres aspectes com ara els actors que intervenen a cada activitat o els temps d’execució. 
El fet de modalitzar un procés es fa sovint per poder-lo analitzar millor, optimitzar-lo en termes de 
temps i recursos i/o comparar-lo amb altres processos. 
Els models de processos poden ser representats mitjançant diversos llenguatges de modelatge. La 
següent imatge correspon al model de procés d’un procés de compra molt senzill, usant el llenguatge 
de modelització BPMN (simplificat). 
 
 
Figura 1: Model de procés d'un procés de compra senzill 
 
 
1.5.3. Descobriment de processos a partir de text pla 
Una de les aplicacions més importants de la Mineria de Processos és el descobriment de nous 
models de processos que a priori són desconeguts o que la documentació que es té d’ells és escassa 
o de poca qualitat.  
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Podem considerar que un text escrit en llenguatge natural que descriu un procés de negoci és en 
general un document de poca qualitat en el sentit que: 
 el llenguatge natural acostuma a ser ambigu, 
 sovint es donen coses per sobreenteses, 
 hi ha redundàncies 
 estan en un format poc pràctic per el seu anàlisi.  
És per això que una àrea molt interessant dins de la Mineria de Processos, i que enllaça amb el camp 
del Processament de Llenguatge Natural (PLN), és el descobriment de processos de negoci a partir 
de textos que descriuen un procés fent servir llenguatge natural. 
 
 
1.6. Estat de l’art 
Tant el Processament de Llenguatge Natural com la Mineria de Processos són camps força estudiats. 
Sobretot el primer, que va néixer a la dècada  del 1960 sent una subàrea de la Intel·ligència Artificial i 
la Lingüística. La Mineria de Processos és un camp més contemporani, però igualment s’ha fet molta 
recerca degut a que s’ha vist que té un gran impacte positiu en la gestió de grans empreses. El que sí 
que és més innovador, ja que els primers articles que parlen del tema daten del 2011, és combinar 
aquestes dues disciplines, per crear sistemes que construeixin models de processos a partir de textos 
que els descriguin en llenguatge natural. 
Actualment existeixen alguns sistemes que desenvolupen aquesta tasca, però per el que hem pogut 
observar són versions molt simples i per tant amb molt marge de millora per endavant. En particular, 
per portar a terme el nostre projecte hem decidit no partir des de zero, i fer servir com a base del 
nostre sistema, la implementació d’en Dídac Martínez, estudiant de la Facultat d’Informàtica de 
Barcelona, que com a Treball Final de Grau, el 2015 va desenvolupar un sistema que construeix 
models de processos en format BPMN a partir de text en llenguatge natural. Al seu torn aquest 
sistema fa ús d’un analitzador lingüístic extern anomenat FreeLing creat i liderat actualment per un 
dels directors d’aquest projecte, en Lluís Padró. [12] 
Una part important en la generació de models de processos és determinar quin és l’ordre cronològic 
dels esdeveniments i les activitats que hi tenen lloc. Actualment l’aplicació d’en Dídac Martínez no té 
en compte aquest fet i per tant considera que l’ordre real del esdeveniment és l’ordre en que 
apareixen en el text. 
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Actualment, les mètriques de qualitat de l’aplicació d’en Dídac són les següent: 
Corpus Número de textos Puntuació mitjana 
1 4 0.4685 
3 8 0.4744 
5 4 0.5307 
6 4 0.4809 
9 6 0.4568 
10 3 0.4649 
Total 29 0.4776 
 
Un corpus és un conjunt de textos, en el nostre cas textos que descriuen processos. Les puntuacions 
s’obtenen a partir de comparar els models BPMN generats per l’aplicació amb uns models BPMN de 
referència. Si el model BPMN generat és idèntic al model de referència, la puntuació seria de 1. 
Concretament la puntuació de cada corpus s’ha obtingut de fer el promig de les puntuacions de cada 
un dels textos que l’integren. 
 
El nostre objectiu serà aconseguir millor aquestes puntuacions i per tant millorar la generació de 
models de processos en format BPMN. 
 
Aquests corpus, així com els seus respectius models de referència han estat cedits per Inubit BPM, de 
l’empresa alemanya Bosch [5].  
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2. Preliminars 
En aquest apartat s’explicaran i es detallaran alguns dels conceptes, coneixements i tècniques que es 
faran servir al llarg del projecte. Els següents paràgrafs tant sols contindran definicions i exemples 
d’aquests elements. L’ús concret que se’ls hi donarà en el marc d’aquest projecte s’explicarà a l’apart 
de Metodologia.  
 
2.1. BPMN 
BPMN són les sigles en anglès de Business Process Model and Notation, una notació gràfica de 
modelització que serveix per crear representacions gràfiques de processos de negoci. Aquestes 
representacions gràfiques les anomenarem models BPMN. 
En la següent imatge es pot veure un exemple de model BPMN d’un procés de negoci que explica en 
que consisteix una recaptació de vots. 
 
Figura 2: Model BPMN d’un procés de recaptació de vots 
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El modelatge en BPMN es realitza mitjançant diagrames molt simples amb un conjunt molt petit 
d'elements gràfics. Amb això es busca que per als usuaris del negoci i els desenvolupadors tècnics 
sigui molt fàcil entendre el flux i el procés.  
Donat que aquest llenguatge de modelització s’ha convertir en un estàndard a nivell global, gràcies a 
la seva simplicitat a l’hora que potència descriptiva, en aquest projecte l’utilitzarem en tot moment 
per generar els nostres propis models de processos. 
 
2.2. Machine Learning 
Machine Learning, traduït al català com Aprenentatge Automàtic, és un camp de la intel·ligència 
artificial que estudia algoritmes i tècniques per tal de dotar als ordinadors de la capacitat de 
aprendre de forma automàtica.  
La majoria de tècniques que farem servir en aquest projecte pertanyen a aquest camp, que al seu 
torn està estretament relacionat amb al camp de la estadística. 
 
2.2.1. Aprenentatge supervisat 
Dins de Machine Learning, hi ha diversos tipus d’aprenentatge. El més habitual i el que utilitzarem en 
aquest projecte és l’aprenentatge supervisat. 
En aquest tipus d’aprenentatge, l’ordinador aprèn a partir d’exemples. Aquests exemples, que 
anomenarem conjunt d’entrenament, són una llista de inputs amb els seus corresponents outputs. 
L’objectiu és que l’ordinador analitzi aquestes dades i hi trobi patrons, regles i correlacions. Aquest 
procés rep el nom d’entrenament. Un cop entrenat, l’ordinador ha de ser capaç de dir quin hauria de 
ser el seu output per qualsevol nou input que se li doni. 
 
Exemple 1 
Un conjunt d’entrenament podria tenir: 
 Com a input: el nivell d’estudis i els anys d’experiència laboral d’una sèrie de persones, 
 i com output: els seus corresponents sous. 
La tasca que aprendria automàticament l’ordinador seria la de determina el sou de les persones en 
funció del seu nivell d’estudis i la seva experiència laboral. Aquest seria un exemple de problema de 
regressió, ja que els outputs són valors numèrics continus.  
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Exemple 2 
Un altre tipus de tasca que pot aprendre automàticament un ordinador és el problema de la 
classificació, en que l’output, enlloc de ser una variable contínua, són categories. 
Per exemple, un conjunt d’entrenament podria tenir: 
 Com a input: l’estatura, el nombre d’extremitats, el color, etc... d’una sèrie d’animals, 
 i com a output: si són mamífers, aus, peixos, insectes o rèptils. 
La tasca que aprendria l’ordinador seria a classificar els animals en una sèrie de categories o classes 
en funció de les seves característiques. 
Sovint es fa la diferenciació entre classificació binaria i classificació multiclasse, segons si el nombre 
de possibles categories de l’ouput és 2 o més de 2, respectivament. 
 
2.2.2. Model 
El coneixement adquirit per un ordinador després d’un procés d’entrenament supervisat es codifica i 
s’emmagatzema en forma de model matemàtic. Això permet la seva posterior utilització per 
determinar l’output de nous elements. 
De tipus de models n’hi ha molts i cada un es genera de forma completament diferent. Tècnicament, 
un entrenament d’aprenentatge supervisat consisteix en executar un algoritme al qual li dónes un 
conjunt d’entrenament i et retorna un model matemàtic.  
En aquest projecte hem decidit estudiar i utilitzar un tipus de model anomenat Support Vector 
Machine (SVM). 
 
2.2.3. Validació 
És important comprovar que el model generat després d’un entrenament funcioni correctament, és a 
dir que es comporti com un s’espera. Aquesta tasca no és trivial, ja que sovint quan es recorre al 
Machine Learning per resoldre un problema, és perquè aquest problema és complex i no es coneix 
cap fórmula que relacioni directament i amb total fiabilitat els inputs amb els outputs. 
Tot i això, el que es fa normalment com a procés de validació és el següent: 
(1) Es divideix aleatòriament el conjunt d’entrenament en dues parts de mida: 80% - 20%. 
(2) Es realitza un entrenament utilitzant tant sols la part del 80%, i  es genera un model. 
(3) S’utilitza el model per determinar els outputs dels elements del 20% que no hem utilitzat. 
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(4) Es compara els outputs que ha determinat el model amb els outputs reals. 
(5) S’obtenen una sèrie de mètriques que donen una puntuació al model. 
Si la puntuació que obté el model és acceptable, segons els criteris concrets del problema que s’està 
resolent, es dona el procés de validació per bo. 
 
2.2.4. Mètriques 
Les mètriques són unes fórmules que comparen l’ouput que ha generat un model amb l’ouput que 
hauria d’haver generat. Les mètriques donen una puntuació numèrica de la qualitat del model. 
 
Precisió i recall 
La millor manera d’entendre la diferència entre la precisió  i el recall és amb un exemple: 
 Tenim un model de classificació binaria amb les classes A i B, ja entrenat. 
 Tenim un conjunt de 100 elements: 
- 70 elements de la classe A. 
- 30 elements de la classe B. 
 L’aplicació del model a aquest conjunt dona com a resultat que: 
- 80 elements pertanyen a la classe A 
 Dels quals només 65 són realment de la classe A. 
- 20 elements pertanyen a la classe B. 
 Dels quals només 10 són realment de la classe B. 
 Les mètriques del model per la classe A són, per tant: 
-                         , perquè dels 80 elements que el model havia 
determinat que eren de la classe A, només 65 ho eren realment. 
-                      , perquè en total hi havia 70 elements de la classe A, 
però el model només ha sigut capaç d’identificar-ne correctament 65. 
 Les mètriques del model per la classe B són: 
-                        , perquè dels 20 elements que el model havia 
determinat que eren de la classe B, només 10 ho eren realment. 
-                      , perquè en total hi havia 30 elements de la classe B, 
però el model només ha sigut capaç d’identificar-ne correctament  10. 
 Les mètriques globals del model són les mitjanes ponderades de les mètriques individuals de 
cada classe. 
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Per tal de poder maximitzar les dues mètriques al mateix temps (cosa que no sempre és fàcil), 
existeix la mètrica F1, que és una combinació harmònica de les dues: 
     
                 
                
 
ROC AUC score 
Les mètriques AUC (area under curbe), són mesures de rendiment de models de classificació binaria. 
La interpretació és que donat un element aleatori de una de les dues classe, la mètrica AUC dona el 
percentatge de vegades que el model encertarà. Un model perfecte que no s’equivoca mai obtindrà 
un puntuació AUC de 1, mentre que un model que funcioni de forma aleatòria obtindrà una 
puntuació de 0.5. 
Concretament aquesta mètrica s’obté de calcular l’àrea que hi ha sota la corba de ROC (Receiver 
operating characteristic). Aquesta corba es construeix per cada classe a partir de la precisió i recall 
del model. 
Aquesta mètrica és especialment famosa per veure’s poc afectada pel desbalancejament de les 
classes que es volen predir. L’inconvenient és que només es pot aplicar en classificació binària. 
 
2.2.5. Test de chi-quadrat 
El test de chi-quadrat és una prova estadística basada en la distribució de chi-quadrat i que en aquest 
projecte ens serveix com a prova d’independència.  
Aquesta prova té com a hipòtesi que dos successos són estadísticament independents. Si finalment el 
paràmetre estadístic que es calcula supera un cert valor (habitualment 0.05), es rebutja la hipòtesi i 
per tant es diu que els dos successos estan correlacionats.  
En Machine Learning es fa servir el test de chi-quadrat per descartar aquells valors de l’input que 
estadísticament no tenen cap relació amb l’output que volem determinar, és a dir que el valor i la 
l’output són independents, i que per tant no aportaran informació o n’aportaran d’errònia.  
Bàsicament aquesta prova descarta els valors dels quals es té una mostra molta petita, i que per tant 
estadísticament no és aconsellable fer-los servir en el model; i els valors que s’apropen massa a la 
mitjana global cosa que els converteix en valors poc informatius o fruits de l’atzar. 
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2.3. Graf semàntic 
El primer pas per poder generar un model de procés BPMN és obtenir un graf semàntic del text que 
es vol modelitzar. Els grafs semàntics són una síntesi del significat d’un text mitjançant una 
estructura relacional que els fan molt adequats per el seu posterior processament computacional. 
Els grafs semàntics tenen dos tipus de nodes: 
 frames, que representen els esdeveniments del text, 
 i entitats, que representen els conceptes del text. 
Les arestes del graf són dirigides i poden anar: 
 d’un frame a on altre frame, 
 o d’un frame a una entitat. 
Poden haver-hi molts tipus d’aresta segons la informació que es vulgui representar. 
L’aplicació que hem escollit per integrar la nostra funcionalitat, obté aquest graf de l’analitzador 
lingüístic Freeling. Un cop l’ha obtingut, comença a construir el model BPMN. 
 
Exemple de graf semàntic per la frase: 
“Everybody says that this project produced great web-services which analyze language nicely.” 
Figura 3: Representació d’un graf semàntic 
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3. Metodologia 
3.1. Aspectes generals 
Per tal de desenvolupar la part tècnica del projecte s’ha seguit un procés incremental, com el que es 
pot veure a continuació: 
 
 
 
 
 
 
 
 
 
 
 
Figura 4: Diagrama de flux de la metodologia aplicada a les fites parcials 
 
A més, tot el codi de programació relacionat amb el projecte s’ha anat emmagatzemant en un 
repositori online de Bitbucket, que permet utilitzar el sistema de control de versions Git. 
Els avantatges d’utilitzar un repositori online són: 
 Poder tenir una copia de seguretat de tot el projecte. 
 Recuperar arxius eliminats accidentalment. 
 Fer que el projecte sigui accessible per qualsevol persona, especialment pels directors del 
TFG per poder supervisar l’evolució del projecte. 
Els avantatges d’utilitzar un sistema de control de versions són: 
 Recuperar un estat anterior d'arxius concrets o de tot el projecte. 
 Revisar els canvis realitzats al llarg del temps en arxius. 
 Mantenir simultàniament diferents línies d'un mateix projecte. 
És assumible i 
factible? 
Formulació del problema 
Recerca d’una solució 
Implementació 
És el resultat 
esperat 
Sí 
Sí 
No 
No 
Següent fita 
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3.2. Aspectes tècnics 
S'ha decidit enfocar la tasca que ens ocupa com a un problema de classificació multiclasse en que 
donada una parella de paraules d’un text amb el seu corresponent context s’ha de determinar quina 
relació temporal hi ha entre elles. 
L’encarregat de determinar aquestes relacions temporals serà un model matemàtic que construirem 
mitjançant algoritmes i tècniques de Machine Learning. De models matemàtics capaços de resoldre 
problemes de classificació n’hi ha molts, però en el nostre cas hem triat el Support Vector Machine 
(SVM). Com que els models SVM son models d'aprenentatge supervisats, prèviament serà necessari 
obtenir un conjunt d’entrenament. 
El nostre objectiu serà, per tant, construir un model de classificació multiclasse que tingui com a 
input parelles de paraules amb el seu corresponent context i com a output, la relació temporal que hi 
ha entre elles (si és que n’hi ha). 
A continuació es detallaran els passos que es seguiran així com les eines, tecnologies i metodologies 
emprades per construir el model classificador de relacions temporals i integrar-lo a la aplicació ja 
existent. 
3.2.1. Obtenció del conjunt d’entrenament 
Les paraules escollides per formar part del conjunt d’entrenament han estat obtingudes del corpus 
TempEval-3, que és un conjunt de textos que es van fer servir en el International Workshop on 
Semantic Evaluation, un congrés on es va proposar un repte semblant al que ens ocupa a nosaltres 
en aquest projecte però sense estar enfocat al Processament de Llenguatge Natural i a la Mineria de 
Processos. Hem triat aquest corpus perquè les relacions temporals entre les paraules dels textos ja 
estan anotades en el propi text en format XML. 
Això ens estalvia molt de temps i ens permet poder dedicar-nos directament a la part més científica i 
d’enginyeria del problema. 
3.2.2. Extracció de variables 
Aquesta tasca és una part molt important en la construcció d’un model, ja que la quantitat i sobretot 
qualitat de les variables que s’aconsegueixin extreure determinaran la seva potència i precisió. 
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La tasca consisteix en obtenir una llista de variables o característiques de cada un dels elements del 
conjunt. Com que en el nostre cas els elements són parelles de paraules, algunes de les 
característiques que podem extreure d’elles són, per exemple: 
 Categoria gramatical de la primer/segona paraula de la parella (variable categòrica). 
 Lema de la primera/segona paraula de la parella (variable categòrica). 
 Funció sintàctica de la primera/segona paraula de la parella (variable categòrica). 
 Distància entre les dues paraules de la parella (variable numèrica). 
 Si les dues paraules de la parella estan o no a la mateixa frase (variable booleana). 
 etc. 
La majoria d’aquestes variables es pretenen obtenir utilitzant l’analitzador lingüístic Freeling 3.1 a 
través de crides al servidor TextServer. 
El llenguatge de programació emprat en aquesta tasca és Java, a través del IDE Eclipse. Aquesta 
decisió ha estat condicionada al fet que l’aplicació principal al qual es vol integrar el model està 
implementada en Java. Això és així perquè l’extracció de variables a part de ser necessària per 
l’entrenament d’un model, també és un mòdul que s’haurà d’executar cada vegada que es vulgui 
utilitzar el model per determinar la relació temporal entre una nova parella de paraules. Per tant 
hem cregut raonable que ambdues parts estiguessin implementades en el mateix llenguatge. 
 
Dels paquets que s’utilitzaran, els més destacats són els següents: 
org.apache.http , org.w3c.dom i javax.xml.parsers. 
Mentre que el primer serà especialment útil per comunicar-nos amb l’analitzador lingüístic Freeling a 
través de crides HTTP, els altres dos ho seran a l’hora de processar i parsejar tota la informació 
rebuda i poder administrar d’una manera molt flexible tot el conjunt d’entrenament. 
 
3.2.3. Entrenament del model 
Aquesta és la part crítica del procés, donat que és on es construeix realment el model i on es 
decideixen qüestions que afectaran a la seva qualitat final. 
L’entrament d’un model es fa mitjançant l’execució d’un algoritme de Machine Learning associat al 
tipus de model en qüestió (SVM, en el nostre cas). Aquest algoritme té com a input un conjunt 
d’entrenament juntament amb totes les variables extretes i com a output un model ja entrenat capaç 
de classificar nous elements.  
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A part d’això, hi ha uns quants aspectes que queden a criteri de la persona que està construint el 
model i que influeixen dràsticament en el resultat final: 
 Decidir quines de les variables extretes farà servir realment l’algorisme per construir el 
model. Sovint hi ha variables que aporten poca o cap informació alentint innecessàriament el 
procés. Fins i tot pot haver-hi variables que siguin contraproduents i que la seva omissió faci 
millorar la precisió final del model. Per tant, cal estudiar quina és la millor combinació de 
variable per tal de maximitzar la qualitat del models generats. 
 
 Decidir quins dels valors de cada una de les variables val més obviar donat que 
estadísticament no són significatius. Si no ho féssim podríem patir problemes de sobre-
ajustament (overfitting) del model a les dades del conjunt d’entrenament cosa que produiria 
un baix rendiment del model en el futur. En aquest cas hem decidit basar-nos en el test de 
chi-quadrat de Pearson per decidir quins excloure i quins no. 
 
 Decidir amb quins paràmetres es vol executar l’algorisme d’entrenament. Aquests 
paràmetres varien molt d’un tipus de model a un altre. En el cas del model SVM els seus 
paràmetres principals són:  tipus de kernel,  funció de cost,  paràmetre gamma i  
grau del polinomi. 
 
Per decidir quina és la millor combinació de variables i quins són els valors òptims per cada un dels 
paràmetres de l’algorisme farem servir el mètode de validació cross-validation. 
Cross-validation és un procés de validació iteratiu, que consisteix en repetir el procés de validació 
explicat a l’apartat 2.1.3, diversos cops. La puntuació final serà la mitjana de cada una de les 
validacions individuals. Aquesta tècnica s’utilitza per garantir que la puntuació que obté un model és 
realment representativa de la seva qualitat i no pas de l’atzar a l’hora de dividir aleatòriament el 
conjunt d’entrenament en 80% - 20%. 
Les mètriques que es tindran en compte per fer la validació seran: precisió, recall, F1 i         
AUC-ROC-score. 
És a dir que triarem les variables i els paràmetres que maximitzin aquestes mètriques, i que per tant 
generin el model òptim. 
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Aquest procés es durà a terme de forma iterativa i automàtica mitjançant scripts de Python. S’ha 
triat Python perquè és un llenguatge de programació lleuger i ràpid de programar ideal per duu a 
terme experiment dinàmics amb una alta complexitat estructural de dades com la que tenim en el 
nostre cas.  
Dels paquets que s’utilitzaran, els més destacats són els següents: 
 numpy i pandas: per a la gestió de la complexa estructura de dades. 
 scipy: per a la realització del test de chi-quadrat. 
 sklearn [16]: per a la generació de models SVM. 
 multiprocessing: per a la paral·lelització dels scripts. 
 
3.2.4. Integració 
La nostra integració consisteix en afegir en el graf semàntic les relacions temporals que trobi el 
nostre model SVM i reordenar els frames en funció d’elles. D’aquesta manera es podrà construir el 
model BPMN a partir d’un graf semàntic enriquit amb relacions temporals i amb els frames 
ordenats cronològicament i no per ordre d’aparició en el text. 
Per fer això s’ha creat un nou tipus d’aresta que representarà les relacions temporals entre frames. 
 
El flux de treball passa a ser el següent. 
              Input: text pla 
- Obtenir el graf semàntic 
- Obtenir i afegir les relacions temporals en el graf semàntic. 
- Reordenar els frames, a partir de les relacions temporals. 
- Construir el model BPMN. 
              Output: model de procés BPMN. 
 
Per fer aquesta integració (passos 2 i 3) de la forma més senzilla i neta possible, evitant al màxim la 
modificació de codi ja existent, l’objectiu serà primer implementar un software independent que 
sigui capaç de realitzar aquestes dues funcionalitats. 
Un cop aquest software estigui fet i empaquetat, l’aplicació principal tant sols l’haurà d’importar de 
la mateixa manera que ho fa amb qualsevol altre paquet, i cridar a dues funcions que realitzaran 
respectivament els passos 2 i 3. 
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En aquest apartat el llenguatge de programació usat serà Java, perquè tal hi com ja hem explicat, el 
programa principal a on s’ha d’integrar la nostra funcionalitat està implementat en Java. L’únic 
paquet extern a destacar aquest cop és: libsvm [21]. Aquest paquet conté la implementació en Java 
del model matemàtic multiclasse SVM que (un cop entrenat amb el conjunt d’entrenament, 
juntament amb la combinació de variables que ha demostrat donar uns millor resultats i els 
paràmetres que s’han trobat òptims) determinarà la relació temporal del parelles de paraules dels 
textos que rebrà com a input l’aplicació principal i que li servirà per generar millors models de 
processos. 
 
3.2.5. Exemple graf semàntic enriquit 
Agafant un text en anglès que descriu un procés de negoci: 
<< The process is triggered by the demand of a functional department to fill a post. The post is 
advertised, applicants apply, the applications are checked and the post is filled. The process finishes 
when the post was filled, precisely through the conclusion of a contract of employment. >> 
les paraules en negreta són les que l’analitzador lingüísitc Freeling ha identificat com a frames.  
La funcionalitat haurà de ser capaç d’afegir les següents relacions temporals en el graf semàntic: 
 triggered va DESPRÉS de demand 
 advertised va ABANS de apply 
 apply va ABANS de checked 
 checked va ABANS de filled 
 finishes va DESPRÉS de was filled 
 finishes és SIMULTANI a conclusion 
 ... 
A partir d’aquestes relacions temporals, els frames s’hauran de reordenar de la següent manera: 
demand -> triggered -> fill -> advertised -> apply -> checked -> filled -> was filled -> conclusion -> finishes  
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El graf semàntic original del text és el següent: 
 
 
Figura 5: Representació del graf semàntic original 
 
On: 
 els requadres blaus corresponen a les entitats, 
 els requadres vermells, als frames, 
 i les arestes, als rols semàntics que hi ha entre ells. 
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Després d’enriquir el graf semàntic amb les relacions temporals el resultat hauria de ser: 
 
Figura 6: Representació del graf semàntic enriquit 
 
 
D’aquesta manera: 
 Queden explicites les relacions temporals entre esdeveniments. 
 Es pot reconstruir la cronologia d’activitats i tasques dins del procés. 
 Es pot millorar la generació de models BPMN.  
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4. Validesa com a projecte de computació 
El Processament de Llenguatge Natural (PLN), camp central d’aquests projecte és un subcamp de 
d’Intel·ligència Artificial, donat que el que es pretén en el PLN és desenvolupar eines i tècniques per a 
que els sistemes informàtics simulin la manera que tenen les persones humanes de processar i 
entendre textos escrits. 
La complexitat algorítmica d’aquestes eines i tècniques fa necessari coneixements que s’aprenen a 
l’Especialitat de Computació, ja que aquesta especialitat et capacita per dissenyar sistemes 
informàtics complexos tenint en compte criteris crítics d'eficiència, fiabilitat, i seguretat. 
La manera innovadora en que combinem el PLN amb la Mineria de Processos, fa que encara no hi 
hagi estàndards de com s’han de fer les coses i quina és la millor manera de desenvolupar les 
funcionalitats que ens hem proposat. És per això que gràcies a l’Especialitat de Computació, serem 
capaços d’avaluar els reptes i requeriments que se’ns presenten, i ser capaços de decidir els 
llenguatges de programació i els mètodes algorísmics més adequats per dissenyar una solució 
informàtica. 
 
4.1. Assignatures de Computació 
Les assignatures que especialment han aportat coneixements útils per aquest projecte són: 
- Projectes de Programació (PROP): ja que va ser la primera assignatura on es va haver de 
desenvolupar un projecte de software de grans dimensions. En aquesta assignatura es va 
insistir en el desenvolupament modular, incremental i ben documentat del codi. A més 
també ens van introduir els sistemes de gestió de versions. 
- Algorísmia (A): on es van tractar diversos aspectes algorítmics pel que fa a l’eficiència 
espacial i temporal, i on es van veure diversos tipus d’algoritmes que podran ser útils per 
desenvolupar les funcionalitats proposades.  
- Aprenentatge Automàtic (APA): on es van ensenyar diverses tècniques i algoritmes de 
Machine Learning, que ens seran imprescindibles per desenvolupar la funcionalitat de les 
relacions temporals tal i com l’hem plantejat. 
- Intel·ligència Artificials (IA): on a part de mostrar-nos una visió general del que són els 
sistemes intel·ligents, ens van ensenyar diverses tècniques de resolució de problemes 
mitjançant cerca local, que ens seran especialment útils per a trobar la millor combinació de 
variables i els millors paràmetres per el nostre model SVM.  
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4.2. Competències tècniques 
CCO1.1: Avaluar la complexitat computacional d'un problema, conèixer estratègies algorísmiques 
que puguin dur a la seva resolució, i recomanar, desenvolupar i implementar la que garanteixi el 
millor rendiment d'acord amb els requisits establerts. [Bastant] 
Justificació: Com ja hem dit, no existeixen estàndards per les funcionalitats que volem desenvolupar i 
per tant, és un tema encara molt obert. Per això haurem de avaluar la complexitat del problema i 
pensar quines són les millors estratègies per resoldre’l. Actualment estem treballant en una línea que 
haurem de veure si compleix els requisits establerts, i si no, comptem amb una alternativa. 
 
CCO2.1: Demostrar coneixement dels fonaments, dels paradigmes i de les tècniques pròpies dels 
sistemes intel·ligents, i analitzar, dissenyar i construir sistemes, serveis i aplicacions informàtiques 
que utilitzin aquestes tècniques en qualsevol àmbit d'aplicació. [En profunditat] 
Justificació: En termes generals, el que volem aconseguir és arribar a tenir un sistema intel·ligent en 
el sentit que sigui capaç de processar textos i modalitzar-los com ho faria una persona humana.  
 
CCO2.2: Capacitat per a adquirir, obtenir, formalitzar i representar el coneixement humà d'una 
forma computable per a la resolució de problemes mitjançant un sistema informàtic en qualsevol 
àmbit d'aplicació, particularment en els que estan relacionats amb aspectes de computació, 
percepció i actuació en ambients o entorns intel·ligents. [En profunditat] 
Justificació: El coneixement humà sovint es troba en forma de text escrit en llenguatge natural, és a 
dir un format molt difícil de tractar per un ordinador. L’eina que volem desenvolupar permetrà 
construir models formals de processos a partir de la seva descripció textual. Això pot ajudar 
especialment a les empreses a analitzar i optimitzar automàticament els seus processos interns o 
d’interacció amb els clients. 
 
CCO2.4: Demostrar coneixement i desenvolupar tècniques d'aprenentatge computacional; 
dissenyar i implementar aplicacions i sistemes que les utilitzin, incloent les que es dediquen a 
l'extracció automàtica d'informació i coneixement a partir de grans volums de dades. [Bastant] 
Justificació: Per implementar la funcionalitat de les relacions temporals, farem servir tècniques de 
Machine Learning, un camp de la Intel·ligència Artificial dedicat a dissenyar i desenvolupar algoritmes 
per a que els sistemes informàtics aprenguin. Per fer aquest aprenentatge de relacions temporals 
disposem d’un gran nombre de textos d’exemples amb les relacions temporals ja anotades. 
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5. Desenvolupament 
En aquest apartat es parlarà de com s’han dut a terme finalment cada una de les tasques que 
s’havien de realitzar, posant especial èmfasi en les dificultats, els imprevistos i les desviacions 
respecte a la metodologia proposada inicialment. 
 
5.1. Obtenció del conjunt d’entrenament 
Aquesta tasca s’ha assolit satisfactòriament. S’han pogut descarregar gratuïtament els corpus 
esmentats i aquests contenien les dades esperades amb el format desitjat. Tant sols comentar que 
en algunes ocasions s’han trobat petits errors en les relacions temporals anotades en alguns dels 
textos del corpus i que han hagut de ser corregits manualment. 
 
5.2. Extracció de variables 
S’han aconseguit extreure un total de 90 variables. Aquest elevat nombre de variables ha permès 
obtenir uns molt bons resultats en termes de qualitat del model tal i com mostrarem més endavant. 
Tot i això es creu que encara hi ha marge per extreure’n unes quantes més. El que faltaria veure és si 
aquestes variables serien rellevants pel model o si la informació que aportarien ja està suplida per 
alguna altra variable o per una combinació d’elles. 
La llista exacta de les variables extretes es pot trobar en el annex. 
 
5.3. Abans de poder entrenar el model 
La nostra idea inicial era construir un sol model SVM que fos capaç de determinar la relació temporal 
que hi havia entre dues paraules, inclosa la no-relació. Però això a la pràctica ha resultat no ser un 
enfocament factible. 
El motiu és que en un text la majoria de parelles de paraules no tenen cap relació temporal entre 
elles; les preposicions i les conjuncions són exemples d’aquest fet. Això dona lloc a un conjunt 
d’entrenament molt desbalancejat que el model no es capaç d’analitzar correctament. 
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Composició del conjunt d’entrenament original: 
Tipus de relació temporal Valor absolut  Percentatge del total de parelles 
no-relació 1.000.000 99,67% 
abans 1.500 0,15% 
després 1.500 0,15% 
simultani 300 0,03% 
Total 1.003.300 100,0% 
 
Un model generat amb un conjunt d’entrenament desbalancejat ignora els grups petits i assigna 
qualsevol element  a la classe majoritària, obtenint així una gran precisió. 
En el nostra cas si per qualsevol parella de paraula diem que no existeix cap relació, obtindrem una 
precisió del 99.67%. Tot i això aquesta precisió no té cap mèrit ni ens és útil des del punt de vista del 
que volem aconseguir, ja que ignora completament les relacions temporals. 
A continuació s’explicaran les tècniques que s’han utilitzat per solucionar aquest problema i que es 
poden agrupar en dos tipus: 
- Les que pretenen disminuir el nombre (o la proporció) d’elements de no-relació 
(undersampling) [18], 
- i les que pretenen augmentar el nombre (o la proporció) d’elements dels diferents tipus de 
relacions temporals (oversampling) [18]. 
5.3.1. Filtratge inicial 
Hi ha certes paraules que donades les seves característiques més immediates ja sabem a priori que 
mai tindran una relació temporal amb cap altra paraula. 
Per exemple si ens fixem en la categoria gramatical, els següents tipus de paraules mai tenen 
relacions temporals amb cap altra paraula. 
- preposicions, 
- determinants, 
- conjuncions, 
- signes de puntuació, 
- i pronoms. 
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Altres exemples són: 
- els adjectius i els adverbis en forma comparativa o superlativa, 
- o els números que expressen una quantitat. 
Totes aquestes paraules les hem eliminat del nostre conjunt d’entrenament. 
També ens hem adonat que hi ha certes parelles de paraules que tampoc tenen mai una relació 
temporal, com per exemple: 
- els adjectius amb els adverbis, 
- els adjectius amb altres adjectius, 
- els adverbis amb els números, 
- etc. 
També hem eliminat del conjunt aquestes parelles de paraules. 
Per dur a terme aquest filtratge d’una forma metòdica i amb fonament estadístic s’ha fet un anàlisi 
univariant de les principals característiques de les paraules i de les parelles de paraules, i només 
s’han exclòs els elements del conjunt d’entrenament si la característica en qüestió passava el test de 
chi-quadrat. Evitant així eliminar grups de paraules que per fruit de l’atzar no tinguessin cap relació 
temporal en el corpus que hem fet servir però que si que en poguessin tenir en un altre. 
Finalment aquest filtre s’ha materialitzat en un mòdul implementat en Java que llegeix d’un fitxer en 
format JSON  quines  són les paraules o parelles de paraules que ha de filtrar, i ho aplica en el conjunt 
d’entrenament. 
La composició del conjunt d’entrenament passa a ser la següent: 
Tipus de relació temporal Valor absolut  Percentatge del total de parelles 
no-relació 500.000 99,34% 
abans 1.500 0,30% 
després 1.500 0,30% 
simultani 300 0,06% 
Total 503.300 100,0% 
 
Tot i haver reduït a la meitat el nombre de parelles de no-relació, el conjunt continua estant molt 
desbalancejat.  
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5.3.2. Graf temporal 
Per cada text del corpus s’ha construir un graf amb les seves paraules com a nodes i les seves 
relacions temporals com a arestes. Sobre aquest graf s’han aplicat un seguit de regles que han 
permès obtenir nous exemples de parelles de paraules amb relacions temporals, fent créixer així el 
conjunt d’entrenament. 
Les regles que s’han fet servir per aconseguir això són: 
- La transitivitat entre relacions temporals del mateix tipus, per exemple: 
                                                         
- Les relacions complementaries, per exemple: 
                                   
- Les relacions simètriques, per exemple: 
                                           
- L’assimilació a través de la relació de simultaneïtat, per exemple: 
                                                           
 
Per a poder construir aquests grafs i poder obtenir aquestes noves parelles de paraules de forma 
sistemàtica, s’ha implementat un mòdul en Java. Aquest mòdul té com a input un text amb algunes 
relacions temporals anotades i com a output totes les relacions temporals que s'han pogut deduir a 
partir de l’aplicació de les regles que acabem d’explicar. 
 
La composició del conjunt d’entrenament passa a ser la següent: 
Tipus de relació temporal Valor absolut  Percentatge del total de parelles 
no-relació 500.000 97,84% 
abans 5.000 0,98% 
després 5.000 0,98% 
simultani 1.000 0,20% 
Total 511.000 100,0% 
 
Tot i haver augmentar el volum dels grups petits, el conjunt continua estant bastant desbalancejat. 
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5.3.3. Desdoblament de model 
Tot i els grans esforços per intentar balancejar el nombre d’element que tingués cada tipus de relació 
i els grans avanços que s’havien fet, el conjunt d’entrenament continuava desbalancejat i el model 
que es generava continuava ignorant els grups petits i assignant tots els elements a la classe 
majoritària. 
És per això que es va decidir dividir la tasca global en dues sub-tasques que serien resoltes per dos 
models SVM diferents: 
- El primer model s’encarregaria simplement de determinar si entre una parell de paraules 
existeix o no una relació temporal (model binari). 
- El segon model, que només s’aplicaria en cas que el primer determinés que existeix una 
relació temporal, determinaria quin tipus de relació és (model multiclasse). 
L’inconvenient d’aquesta acció és que s’hauran d’entrenar i validar dos models diferents per separat, 
augmentant considerablement les hores dedicades al projecte.  
 
La composició dels conjunts d’entrenaments queden respectivament de la següent manera: 
Tipus de relació temporal Valor absolut  Percentatge del total de parelles 
no-relació 500.000 97,84% 
sí-relació (abans, després, simult., etc.) 11.000 2,15% 
Total 511.000 100,0% 
 
Tipus de relació temporal Valor absolut  Percentatge del total de parelles 
abans 5.000 45,45% 
després 5.000 45,45% 
simultani 1.000 9,10% 
Total 11.000 100,0% 
 
El conjunt d’entrenament del primer model continua estant una mica desbalancejat, però el grup 
minoritari, tot i ser petit, ja té prou percentatge com perquè el model el tingui en compte. 
La composició del conjunt d’entrenament del segon model s’adequa perfectament a les nostres 
necessitats i a les del model SVM que es vol construir. 
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5.3.4. Undersampling 
Amb les proporcions actuals ja es possible generar un model binari capaç de determinar si entre una 
parella de paraules existeix o no una relació temporal, amb una fiabilitat acceptable, però força lluny 
de ser la òptima. És per això que un cop més, hem decidit aplicar tècniques de undersampling per 
intentar corregir-ho. 
Hem decidit eliminar del conjunt d’entrenament totes aquelles parelles de paraules que no tenen 
cap relació temporal entre elles i que a més, les seves característiques són molt diferents a les de les 
parelles de paraules que sí que tenen alguna relació temporal. D’aquesta manera ens quedem amb 
les parelles de paraules que aporten més informació a l’algoritme que ha de generar el model. 
La semblança d’un element  a un altre la definim com el percentatge de variables que tenen el 
mateix valor. Com que no sabem quin és el llindar òptim a partir del qual excloure elements, hem 
decidit aplicar aquest filtre amb diferents llindars i veure quin és el que dona millors resultats. 
 
 
Figura 7. En aquest gràfic es pot veure com va disminuint el volum d’elements del grup no-relació a mesura que va 
augmentant el llindar de semblança.  
Al principi el llindar és de 3%, és a dir que només s’eliminaran els elements del grup no-relació que 
no arribin a tenir ni un 3% de les seves variables iguals a algun element del grup sí-relació. Com es 
pot observar, això passa molts pocs cops i el volum continua estant proper al valor original (500.000). 
No és fins el llindar del 25% que el volum començar a baixar de veritat.  
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D’aquesta manera el percentatge d’element del grup sí-relació, és a dir de parelles de paraules amb 
alguna relació temporal entre elles, va augmentant de la següent manera: 
 
Figura 8: En aquest gràfic es pot veure com va augmentant el percentatge del grup sí-relació a mesura que va 
augmentant el llindar. 
 
Finalment hem decidit aplicar el llindar del 42% per tal de doblar el percentatge d’elements del grup 
sí-relació. Disminuir més aquest llindar, tot i que equilibrava els dos grups, faria perdre molta 
informació rellevant i resultaria en models amb una precisió molt baixa. 
 
5.4. Entrenament dels models 
En el moment d’entrenar el primer model ens vam adonar que teníem tantes parelles de paraules 
(més de 500.000) i tantes variables (90) que l’ordinador portàtil amb el qual s’estava fent el projecte 
no era capaç de processar un volum tant gran de dades per falta de memòria RAM. 
És per això que es va demanar accés al Clúster de Computació del departament de Ciències de la 
Computació (CS) de la UPC  per a poder dur a terme tot el procés “entrenament – validació” allà. 
Això ha permès realitzar els experiments [22][23]: 
 amb un gran volum de dades que altrament no s’haurien pogut realitzar en ordinadors 
personals estàndards per falta de memòria RAM, 
 molt més ràpidament, donat la gran potència de càlcul que té el Cluster, 
 amb la possibilitat d’executar script prèviament paral·lelitzats, 
 i amb la possibilitat d’execucions simultànies. 
0,00% 
2,00% 
4,00% 
6,00% 
8,00% 
10,00% 
12,00% 
14,00% 
16,00% 
3% 8% 13% 18% 23% 28% 33% 38% 43% 48% 
Percentatge del grup sí-relació 
35 
 
Tots aquests beneficis han superat a la llarga i de llarg, l’overhead  d’aprendre aquesta nova 
tecnologia i haver de moure tot l’espai de treball de l’ordinador personal a l’entorn del Cluster. 
Finalment, el procés iteratiu “entrenament – validació” per tal de trobar la millor configuració de 
variables i paràmetres s’ha pogut realitzar correctament i sense incidències significatives. 
 
5.4.1. Combinació de variables 
Donat que el nombre de possibles combinacions de variables creix exponencialment i actualment en 
tenim 90, no és factible per qüestions temporals provar-les totes. El que hem fet ha estat agrupar-les 
segons la seva temàtica i/o precedència, reduint així l’espai de cerca. En total ens hem quedat amb 
30 grups variables. 
El procediment que s’ha seguit consisteix en eliminar iterativament aquells grups de variables que 
donen uns pitjors resultats basant-nos en la puntuació que donen les mètriques: 
(1) Entrenar i validar el model SVM amb tots els grups de variables. 
(2) Guardar  la puntuació obtinguda segons les mètriques utilitzades. 
(3) Per cada un dels grups de variables: entrenar i validar el model sense aquestes variables.  
(4) Fixar-se amb el model que ha obtingut una major puntuació: 
a. En el cas que aquesta puntuació sigui més petita que la puntuació obtinguda 
inicialment, s’acaba el procés. 
b. En el cas que aquesta puntuació sigui més gran o igual a la inicial, el grup de variables 
queda definitivament descartat. 
(5) Tornar al pas 3, amb la resta de grup de variables. 
 
Aquest mètode de selecció de variables no és exhaustiu, però s’usa freqüentment en l’àmbit del 
Machine Learning i la optimització de models.  
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5.4.2. Paràmetres 
A continuació es presentaran els paràmetres que s’han estudiat, els valors que poden prendre i els 
valors que realment s’han explorat. L’estudi de cada paràmetre s’ha fet de forma independent 
considerant que el seu efecte no està correlacionat. 
 
Tipus de kernel 
Aquest és un dels paràmetres més importants d’un model SVM. Els seus possibles valors són: 
 Polinòmic 
 Radial basis 
 Sigmoide 
En el cas del kernel polinòmic, a més a més es pot especificar el grau del polinòmic, és a dir un 
número enter més gran de zero. S’han explorat tots els valors entre l’1 i el 10 (ambdós inclosos). 
Funció de cost 
La funció de cost, representada sovint amb la lletra C, és un valor numèric real i positiu que per 
defecte és igual a 1. Els valors que s’han explorat van del 0.002 al 150 seguint una progressió 
logarítmica. En total s’han provat 60 valors diferents. 
Paràmetre gamma 
El paràmetre gamma és un valor numèric real comprès entre 0 i 1 (ambdós exclosos). Els valors que 
s’han explorat van del 0.0001 al 0.03 seguint una progressió aritmètica. En total s’han provat 50 
valors diferents. 
Grau del polinomi 
El grau del polinomi és un valor numèric enter més gran de zero. Aquest paràmetre només és 
compatible amb el kernel polinòmic. 
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5.5. Integració 
Com ja hem dit, les dues funcionalitats que s’han d’integrar són: 
 Obtenir i afegir les relacions temporals en el graf semàntic. 
 Reordenar els frames, a partir de les relacions temporals. 
 
La integració de la primera funcionalitat, un cop es té el model classificador SVM entrenat, és directa 
i no té cap complicació. És per això que no entrarem en més detalls d’aquesta part. En canvi, la 
integració de la segona funcionalitat sí que té una sèrie de complicacions que explicarem a 
continuació. 
 
Una de les complicacions és que el model classificador no és perfecte (com veurem a l’apartat de 
resultats) i eventualment pot ser que assigni relacions temporals contradictòries. Això provocaria que 
hi haguessin cicles de relacions temporals i que per tant no fos possible establir un ordre cronològic 
total d’esdeveniments. El que necessitem, per tant, és un graf de relacions temporals que sigui 
acíclic; i per aconseguir-ho, eventualment haurem d’eliminar algunes relacions. 
Per triar quin conjunt de relacions eliminar fem servir l’algoritme minimum feedback arc set. Donat 
un graf dirigit, aquest algoritme retorna el conjunt d’arestes de pes mínim, que si s’exclouen del graf, 
el fan acíclic. En el nostre cas, el pes de les arestes serà la probabilitat que el model classificador SVM 
dona a cada relació temporal. D’aquesta manera aconseguirem un graf acíclic eliminant el menor 
nombre de relaciones i aquelles amb una probabilitat més baixa de ser certes. 
 
La segona complicació és que el que tenim amb els esdeveniments i les relacions temporals és un 
conjunt parcialment ordenat, i a partir d’això hem d’obtenir un conjunt totalment ordenat. Sovint 
les possibilitats per passar d’un conjunt a l’altre són múltiples. 
Hem implementat un algoritme que converteix un conjunt parcialment ordenat (i acíclic) en un 
conjunt totalment ordenat, que en cas de múltiples possibilitats preserva l’ordre d’aparició de 
l’esdeveniment en el text. D’aquesta manera és com reordenem els frames del graf semàntic. 
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6. Resultats 
En aquest apartat es mostraran els resultats dels diferents experiments que s’han realitzat per tal de 
trobar la millor combinació de variables i els valors dels paràmetres que maximitzin la qualitat dels 
nostres models. També es dedicarà un apartat per el resultat de la integració i la millora en la 
generació de models de processos en BPMN. 
 
6.1. Model binari 
Tot i ser un model binari, com ja hem anat comentant, hi ha una de les dues classes que és molt més 
gran que l’altra. Una manera fàcil d’obtenir unes bones mètriques seria obviant la classe minoritària, 
ja que el seu pes en la equació és molt petit. 
Però com que això no ho volem, a l’hora d’optimitzar el model només tindrem en compte les 
mètriques de per la classe minoritària, és a dir la classe de les parelles de paraules que tenen alguna 
relació temporal entre elles (la classe sí-relació). 
Les mètriques que es tindran en compte seran la precisió i el recall, a través de la seva combinació 
harmònica F1, i el ROC AUC score. 
 
6.1.1. Situació inicial 
Com ja hem dit, la SVM amb els paràmetres per defecte obvia la classe minoritària i per tant les 
mètriques del model per aquesta classe són: 
precisió = 0.0 %, recall = 0.0 % 
f1 = 0.0 
ROC AUC score = 0.5 
 
Donat que aquest resultats són els mateixos independentment del tipus de kernel que es triï 
començarem buscant els millor valors per els paràmetres gamma i funció de cost, i deixarem la tria 
del tipus de kernel i de les variables pel final; encara que això impliqui fer algun reajustament 
posterior d’aquests valors. 
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6.1.2. Paràmetre gamma 
S’han provat 50 valors diferents per el paràmetre gamma tal i com s’havia proposat, i el valor que ha 
donat un resultat més bo ha estat: 
gamma = 0.034 
amb les següents mètriques 
precisió = 77.41 %, recall = 24.19 % 
f1 = 0.3685 
ROC AUC score = 0.6189 
 
 
Figura 9. Evolució de les mètriques F1 i ROC AUC score en funció del paràmetre gamma. 
Tot i que el F1 i el ROC AUC score combinen la precisió i el recall de manera conceptualment diferent, 
en aquest cas els dos han obtingut el seu màxim en el mateix valor de gamma. 
 
El model que acabem de generar és capaç d’identificar correctament un 24% de les relacions 
temporals, amb una precisió del 77%, és a dir que en un 13% de les vegades s’equivoca i diu que una 
parella té una relació temporal quan en realitat no la té. 
Això es pot visualitzar força bé a través d’una matriu de confusió, que mostra mitjançant una taula el 
que s’ha explicat en el paràgraf anterior. 
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 Elements que són realment 
de la classe no-relació 
Elements que són realment 
de la classe sí-relació 
Total resultat 
del model 
Elements que el model 
ha determinat que són 
de la classe no-relació 
499.223 8.339 507.562 
Elements que el model 
ha determinat que són 
de la classe sí-relació 
777 2.661 3.438 
Total realitat 500.000 11.000  
 
 
 
Figura 10. Evolució de la precisió i el recall en funció del paràmetre gamma.  
 
Un altre punt a remarcar és el temps que triga a fer-se la validació en funció al paràmetre gamma. 
Com es pot veure en el gràfic de la següent pàgina, com més gran és el valor de gamma més triga a 
generar-se el model i a fer-se tota la validació.  Tot i això, aquest efecte no és un problema ja que un 
cop s’hagin trobat els paràmetres òptims, només caldrà generar el model un sol cop, i no pas cada 
vegada que es vulgui fer servir. 
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Figura 11. En aquest gràfic es pot observar com va augmentant el temps de validació a mesura que augmenta el valor del 
paràmetre gamma. 
 
6.1.3. Funció de cost 
S’han provat 60 valors diferents per la funció de cost tal i com s’havia proposat, fixant el paràmetre 
gamma a 0.034 (valor que ha resultat ser l’òptim segons l’experiment anterior) i el valor que ha 
donat una resultat més bo ha estat: 
C = 5 
Juntament amb gamma = 0.034, les mètriques són: 
precisió = 72.98 %, recall = 42.33 % 
f1 = 0.5357 
ROC AUC score = 0.7072 
 
Després de trobar l’òptim de la funció de cost veiem que la precisió ha disminuït una mica, però el 
recall ha pujat molt. Això creiem que és acceptable, i així ho confirmen les mètriques F1 i ROC AUC 
score, ja que les dues han augmentat considerablement respecte l’experiment anterior. 
En aquest experiment sí que hi ha hagut una petita discrepància entre F1 i ROC AUC score. El màxim 
de F1 estava a C=5, mentre que el màxim de ROC AUC score estava a C=10. La diferència es deu a la 
manera que tenen de combinar la precisió i el recall. 
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El màxim de F1 (C=5): 
precisió = 73.05 % 
recall = 42.25 % 
El màxim de ROC AUC score (C=10): 
precisió = 72.98 % 
recall = 42.33 % 
Donat que en aquest projecte creiem que en cas d’empat és més important la precisió que el recall, 
finalment ens hem quedat amb C=10. 
No obstant segons l’ús que se li vulgui donar en el futur en el model SVM es podria decidir només 
tenir en compte la precisió o només el recall, o bé una combinació ponderada ad-hoc diferent de la 
que estem fent servir en aquests experiments. 
 
 
Figura 12. Evolució de les mètriques F1 i ROC AUC score en funció del paràmetre funció de cost (C). Per molt poc les dues 
mètriques tenen el seu màxim a punts diferents, aproximadament a C=5 i C=10, respectivament.  
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6.1.4. Tipus de kernel 
Després de provar tots els tipus de kernel, i tots els graus del polinomi en el cas del kernel polinòmic, 
hem determinat que el que dóna millors resultats és: 
tipus kernel = polinòmic de grau 3 
Juntament amb gamma = 0.034 i C = 5, les mètriques són: 
precisió = 67.12 %, recall = 58.49 % 
f1 = 0.6247 
ROC AUC score = 0.7842 
 
tipus de kernel F1 ROC AUC score 
Polinòmic de grau 3 0.6247 0.7842 
Radial basis 0.5357 0.7072 
Sigmoid 0.2658 0.6127 
 
 
Figura 13. Evolució de les mètriques F1 i ROC AUC score en funció del grau del kernel polinòmic. 
En aquest cas també hi ha hagut discrepàncies entre F1 i ROC AUC score. Mentre que el primer tenia 
el seu màxim en el kernel polinòmic de grau 3, el segon el tenia en el kernel polinòmic de grau 2. De 
la mateixa manera que en el experiment anterior ens hem quedat amb el màxim de F1, perquè és el 
que proporciona una major precisió (en detriment del recall). 
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6.1.5. Combinació de variables 
La metodologia proposada per dur a terme aquesta tasca ha determinat que hi ha 3 variables que 
tenen un efecte contraproduent en el model. És a dir que quan no estan presents a l’entrenament el 
model que es genera dona més bons resultats en termes de precisió. Aquestes variables han estat 
excloses del model i tots els experiment posteriors s’han fet sense elles. 
A més, també hem detectat certs grups de variables que simplement són prescindibles, és a dir que 
la seva presència no afecta el resultat del model ni positivament ni negativament. D’aquest tipus 
n’hem trobat 6. 
Que una variable no afecti el resultat d’un model pot tenir dues causes: 
 Que realment els seus valors no tinguin cap correlació amb la classe que es vol predir. 
 Que sigui una combinació lineal d’altres variables, i que per tant la informació que podria 
aportar ja està recollida a través d’aquestes altres variables. 
 
Per poder determinar quina és la causa real en el nostre cas, s’hauria de fer un estudi més profund. 
En tot cas, l’eliminació  d’aquestes variables no afecta el resultat final i per tant hem decidit 
prescindir d’elles, per tal d’agilitzar la realització dels següents experiments. 
Un cop descartades les variables que influeixen negativament al model i les que no aporten cap 
millora, el model generat té: 
81 variables 
Les mètriques han sigut les següents: 
precisió = 67.60 %, recall = 58.49 % 
f1 = 0.6267 
ROC AUC score = 0.7844 
 
6.1.6. Resultat final 
Després de decidir el tipus de kernel i eliminar les variables perjudicials, hem repetit l’experiment 
pels paràmetres gamma i funció de cost, però en un rang més petit, per veure si aquests canvis 
havien modificat el seus màxims. 
Realment s’ha comprovat que el fet d’haver canviat de kernel i d’haver reduït el nombre de variables 
ha fet variar lleugerament els valors òptims del paràmetre gamma i la funció de cost. 
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Per tant finalment el model òptim es generarà amb: 
81 variables 
tipus kernel = polinòmic de grau 3 
gamma = 0.024 
C = 2.5 
amb les següents mètriques: 
precisió = 67.78 % 
recall = 58.82 % 
f1 = 0.6276 
ROC AUC score = 0.7857 
 
 
 
6.2. Model multiclasse 
Per fer els següents experiments, la mètrica que es tindrà en compte per puntuar els models serà la 
de la precisió. És a dir el percentatges de parelles de paraules que han estat correctament 
classificades. 
6.2.1. Situació inicial 
Per tenir un punt de referència a l’hora d’observar els resultats dels experiments, decidir quins són 
els millors paràmetres i grups de variables, i veure si realment la tasca que estem fent serveix per 
millorar la qualitat de model: primer de tot hem fet un “entrenament – validació” amb totes les 
variables juntes i amb els valors dels paràmetres per defecte. 
El resultat ha estat el següent: 
 precisió = 70.11 % 
6.2.2. Combinació de variables 
En aquest cas hi ha hagut 2 variables que tenien un efecte contraproduent en el model i 6 que no 
afecten el seu resultat, i que per tant són prescindibles.  
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Un cop descartades les variables que influeixen negativament al model i les que no aporten cap 
millora, el model generat té: 
precisió = 71.58 % 
6.2.3. Tipus de kernel 
S’han provat tots els tipus de kernel per a la generació del model i aquest ha estat el resultat: 
tipus de kernel precisió 
Polinòmic de grau 2 * 70,21 % 
Radial basis 71.58 % 
Sigmoid 52.05 % 
* Es posa el de grau 2, perquè és el que ha donat una major precisió dins dels kernels polinòmics. 
 
Per poca diferència el tipus de kernel que ha donat un millor resultat ha estat el radial basis. 
 
Sobre el grau del polinomi en el cas del kernel polinòmic, aquest ha estat el resultat: 
 
Figura 14. Evolució de la precisió del model a mesura que augmenta el grau del kernel polinòmic. 
El polinomi de grau 2 és el que obté una millor puntuació, però no prou alta com per superar el 
kernel radial basis. 
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Donat el resultat d’aquest primer experiment, la resta es faran tots fixant el paràmetre: 
 tipus kernel = radial basis 
ja que deixant tots els altres paràmetres amb els seus valors per defecte ha obtingut: 
precisió = 71.58 % 
És a dir que en mitjana el model encerta la relació temporal d’un 71.58 % de les parelles de paraules. 
 
 
6.2.4. Paràmetre gamma 
Després de provar els 50 valors que s’havien proposat, el que s’ha agafat com a òptim ha estat: 
gamma = 0.015 
Aquest valor (deixant el valor per defecte a la resta de paràmetres) permet generar un model amb: 
precisió = 75.22 % 
 
Figura 15. En aquest gràfic es pot veure la precisió del model i el temps que ha trigat a fer-se la validació en funció del 
paràmetre gamma (precisió a l’eix de l’esquerra, temps a l’eix de la dreta). 
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6.2.5. Funció de cost 
Després de provar els 60 valors que s’havien proposat, el que s’ha agafat com a òptim ha estat: 
C = 10 
que juntament amb els valors dels paràmetres que ja hem estudiat, permet generar un model amb: 
precisió = 80.1 % 
 
Figura 16. En aquest gràfic es pot veure la precisió del model en funció del valor de la funció de cost (C). 
 
 
6.2.6. Resultat final 
Després de tots aquests experiments, s’ha decidit que el model multiclasse final que integrarem a 
l’aplicació principal serà construït amb : 
82 variables. 
tipus kernel = radial basis 
gamma = 0.015 
C = 10 
i s’espera que tingui una precisió superior al 80%. 
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6.3. Combinació de models 
Donat que els dos models SVM han de resoldre conjuntament el problema que ens havíem plantejat 
inicialment, a continuació presentarem les mètriques dels dos models combinats, és a dir el recall i la 
precisió de la funcionalitat d’identificació de relacions temporals. 
Per obtenir la mètriques globals, cal multiplicar la precisió i el recall del model binari, per la precisió 
del model multiclasse. D’aquesta manera la funcionalitat implementada té: 
precisió = 54.29 % 
recall = 47.11 % 
i una combinació harmònica F1 de: 
f1 = 0.5045 
 
 
6.4. Integració 
Finalment, després d’integrar les nostres funcionalitats a l’aplicació d’en Dídac Martínez, hem tornat 
a avaluar la qualitat del models que genera, a partir dels corpus i els models de referència de Inubit 
BPM, i els resultats han estat els següents. 
Corpus Número de textos Puntuació original Puntuació nova 
1 4 0,4685 0,4847 
3 8 0,4744 0,4794 
5 4 0,5307 0,5371 
6 4 0,4809 0,5083 
9 6 0,4568 0,4953 
10 3 0,4649 0,5093 
Total 29 0,4776 0,4985 
 
Com es pot observar, en tots els casos hi ha hagut una certa millora. 
En global, la millora ha estat d’un 4,36%.  
50 
 
7. Planificació temporal 
7.1. Calendari general 
Marcat per les dates d’entrega dels lliurables del mòdul de Gestió de Projectes (GEP) i per la 
normativa de Treballs de Fi de Grau (TFG) de la Facultat d’Informàtica de Barcelona de la UPC (FIB - 
UPC), i amb l’objectiu de poder fer la lectura del projecte en el torn de gener, el calendari que ha 
seguit a grans trets aquest projecte és el següent: 
23 de setembre del 2015 
Entrega del lliurable 1: Definició de l’abast i contextualització. 
29 de setembre del 2015 
Entrega del lliurable 2: Planificació temporal. 
6 d’octubre del 2015 
Entrega del lliurable 3: Gestió Econòmica i sostenibilitat. 
11 d’octubre del 2015 
Entrega del lliurable 4: Presentació preliminar. 
18 d’octubre del 2015 
Entrega del lliurable 6: Document final + Powepoint de la presentació oral. 
25 d'octubre del 2015 
Entrega del lliurable 5: Plec de condicions (Bloc Especialitats). 
Entre el 26 i el 30 d'octubre del 2015 
Presentació oral de GEP 
23 de desembre del 2015 
Entrega de l'informe de seguiment. 
Entre el 10 i el 14 de gener del 2015 
Entrega de la memòria del projecte. 
Entre el 25 i el 29 de gener del 2015 
Defensa del projecte: Lectura del TFG davant del tribunal. 
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7.2. Calendari específic 
A continuació el calendari específic del projecte que s’ha dut a terme i els objectius que s’han marcat. 
Figura 17. Tasques del projecte 
Figura 18. Diagrama de Gantt del projecte 
8. Pressupost 
El recompte d'hores mostrat en el pressupost correspon al còmput aproximat d'hores que s'han 
dedicat al projecte seguint l'aplicació d'una jornada de 4h, 6 dies a la setmana. En lloc d'aplicar una 
jornada de 8h s'ha escollit una de 4h perquè s'ajusta més a la realitat donat que durant l'elaboració 
del projecte l’autor haurà de treballar en altres projectes paral·lels i independents. A més, el projecte 
compta com 18 crèdits ECTS si es segueix el pla d'estudis estàndard, és a dir entre 450  i 540 hores. 
 
8.1. Recursos humans 
Tot i que el projecte ha estat realitzat per una sola persona, en els següents pressupostos es mostren 
els diferents rols que intervindran en ell amb els seus corresponents sous *. 
- Com a cap de projecte (CP), es conten les hores corresponents a la planificació i elaboració 
dels apartats del GEP, així com la memòria final. 
- Com a enginyer de software (ES) es compten les diferents fases d'elaboració del programa 
principal, així com a la integració de la nova funcionalitat en el software existent. 
- Com a analista de dades (AD) es compten les hores dedicades a dissenyar el model de 
classificació multiclasse, així com a la seva validació i optimització. 
- Com a lingüista (L) es compten totes les hores destinades a estudiar el llenguatge humà i que 
són necessàries per a què l’analista de dades pugui desenvolupar la seva feina correctament. 
No s'ha tingut en compte el període d'aprenentatge inicial de les tecnologies aplicades en el projecte 
ja que forma part d'un procés que s'ha realitzat com a estudiant. 
 
Rol Hores estimades Preu per hora Total 
Cap de projecte 160 hores 40 € 6.400 € 
Enginyer de software 140 hores 25 € 3.500 € 
Analista de dades 140 hores 30 € 4.200 € 
Lingüista 40 hores 20 € 800 € 
Total estimat 480 hores 31,05 € 14.900 € 
 
* Estudis de remuneració de Michael Page 2015: http://www.michaelpage.es/content.html?subsectionid=10166 
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A continuació es pot veure la contribució concreta de cada paper en el pressupost en funció de les 
diferents fases del projecte: 
Fase CP ES AD L 
Planificació del projecte 130 h 0 h 0 h 0 h 
Extracció de variables 0 h 60 h 40 h 15 h 
Entrenament del model 
Integració 
0 h 
0 h 
20 h 
60 h  
100 h 
0 h 
15 h 
0h 
Fase final 30 h 20 h 0 h 10 h 
Marge de contingència 25 h 20 h 20 h 5 h 
Total 185 h 160 h 160 h 45 h 
 
Per incloure els riscos en el pressupost i tenint en compte que els riscos que hem plantejat només 
afecten les hores de feina dels treballadors, hem afegit un marge de contingències del 
d’aproximadament el 15% com a resposta a possibles imprevistos. Aquest marge de 70 hores faria 
augmentar en 2.200 € el pressupost en recursos humans. 
 
8.2. Maquinari i programari 
Per desenvolupar el projecte s'han utilitzat les següents eines amb els corresponents costos: 
Producte Preu Vida útil Temps amortitzat Cost amortitzat 
Ordinador portàtil 600 € 5 anys 5 mesos 50 € 
Microsoft Windows 8 120 € 5 anys 5 mesos 10 € 
Ubuntu 14 - - - 0 € 
Eclipse Mars - - - 0 € 
TextServer - - - 0 € 
FreeLing 3.1 - - - 0 € 
Cluster UPC - - - 0 € 
Total 720 €   60 € 
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8.3. Despeses generals 
Als recursos humans i al maquinari i programari cal sumar les despeses de caire més general com són 
una estimació l'electricitat utilitzada, el preu d’Internet o la impressió i enquadernació final del 
projecte. 
Concepte Unitats Preu/unit Preu total Percentatge 
Electricitat portàtil 48 kW * 0,125 € 6 € 0.04% 
Internet 5 mesos 20 € 100 € 0.60% 
Recursos humans 480 h 31.05 € ** 14.900 € 89.67% 
Recursos humans (2) 50 h 31.05 € ** 1.550 € 9.33% 
Maquinaria i programari 5 mesos 12 € ** 60 € 0.36% 
Total   16.616 € 100.0% 
*  0,1 kW per hora durant 480 hores = 48 kW 
**  Mitjana del preu per unitat dels diferents elements que componen el grup. 
 
Les hores de Recursos humans (2) corresponen a les hores extres que s’han hagut de dedicat al 
projecte i que no es contemplaven inicialment. 
 
8.4. Desviacions 
L’element que no estava en el pressupost inicial i que finalment s’ha hagut d’afegir ha estat el Cluster 
de Computació de la UPC, en l’apartat de Maquinaria i Programari. Afortunadament aquest servei és 
gratuït per projectes relacionats amb la UPC, com ho és aquest Treball Final de Carrera. Per això el 
pressupost no s’ha vist afectat per aquest imprevist.  
El que sí que ha afectat el pressupost inicial ha estat l’augment d’hores dedicades al projecte, 
principalment en la tasca d’entrenament dels models. El rol que s’ha vist més afectat ha estat, per 
tant, el d’analista de dades, que ha hagut de dedicar unes 50 hores més al projecte. Tot i que sí que 
ha afectat econòmicament al pressupost, aquest hores extres queden recollides dins del marge de 
contingència que s’havia deixat per imprevistos com aquest. Finalment només s’ha gastat un 70% 
d’aquest marge.  
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9. Sostenibilitat 
A continuació es presenta una valoració econòmica, social i ambiental basada en els recursos 
esmentats en els apartats anteriors per tal de justificar si aquest és sostenible i, per tant, viable. 
 
9.1. Sostenibilitat econòmica 
Tenint en compte que 99.00% del cost total del projecte és el sou dels treballadors, i que el cost 
material està altament amortitzat, podem veure que els 16.616 € necessaris pel projecte són viables. 
Això és així ja que aquest preu s'ajusta al preu esperat en un projecte informàtic d'aquestes 
proporcions. 
També cal tenir en compte que si el desenvolupador(s) tingués més experiència en les tecnologies 
utilitzades el procés d'elaboració del software podria ser més curt ja que s'ha invertit força temps en 
l'aprenentatge (llavors però, el sou corresponent també hauria de ser major per estar en 
concordança amb l'experiència). 
 
9.2. Sostenibilitat social 
Tot i que qualsevol persona es podrà beneficiar de les funcionalitats que oferirà el software que es 
vol desenvolupar, creiem que principalment tindrà un gran interès per empreses i no tant per les 
persones particulars directament. 
El valor que aportarà a les empreses serà el de poder modalitzar els processos de negoci que duen a 
terme elles internament o amb els seus clients; per tal d’analitzar-los i optimitzar-los. Això tindrà 
presumptament  un doble benefici: 
- un estalvi de diners per l’empresa i 
- un estalvi de temps pel client a l’hora d’interactuar amb ella. 
 
Veiem que el producte que es vol desenvolupar tindrà grans beneficis directes per les empreses, que 
seran els usuaris principals; i de forma indirecte també repercutirà positivament en la societat. 
En cap cas creiem que el producte o la seva elaboració puguin tenir un impacte negatiu en la 
societat.  
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9.3. Sostenibilitat ambiental 
El projecte que es vol portar a terme és un projecte majoritàriament de recerca i de 
desenvolupament de software. Això fa que, com ja hem vist a l’apartat de Maquinaria i Programari, 
no es necessitin parts físiques específiques que s’hagin de construir només per aquest projecte. A 
més, la vida útil del poc material utilitzat s’amortitzarà àmpliament. 
El que sí que es podria quantificar és una estimació de la generació de tones de CO2 basada en el 
consum d’electricitat de l’ordinador portàtil que s’utilitzarà. Segons dades oficials* la emissió per 
kWh s'estima en 248 g de CO2. Per tant el projecte té una petjada de 11,9 kg de CO2 tenint en compte 
l'estimació de l'electricitat gastada durant l'elaboració del software i de la documentació. 
 
* Nota informativa de la Oficina Catalana del Canvi Climàtic, 27 de febrer de 2014. 
 
9.4. Matriu de sostenibilitat 
A continuació es presenta la matriu de sostenibilitat on es valora la planificació en diferents aspectes. 
Sostenible? Econòmica Social Ambiental 
Planificació Viabilitat econòmica 
Millora en qualitat de 
vida 
Anàlisi de recursos 
valoració 9 9 9 
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10. Conclusions 
 
10.1. Coneixements adquirits 
En un principi, els camps d’estudi principals d’aquest projecte eren el Processament de Llenguatge 
Natural i la Mineria de Processos. Aquests camps han estat la finalitat del projecte, és a dir que el 
projecte ha servit per millorar alguns dels seus aspectes. Això ha permès endinsar-se particularment 
en la generació de models de processos en BPMN i en l’extracció de variables de tipus lingüístic a 
partir de textos plans. 
Eventualment ha entrat en el projecte un nou camp de coneixement, el de l’aprenentatge automàtic 
(Machine Learning) que ha sigut cabdal per a la seva realització. Tot i que només ha sigut una eina 
per a dur a terme els nostres objectius, s’ha hagut de fer molta recerca en aquest àmbit i estudiar en 
profunditat. El model d’aprenentatge que s’ha explorat més exhaustivament ha estat el Support 
Vector Machine (SVM). Tot i això també s’han treballat moltes tècniques i mètodes de optimització i 
validació, aplicables a qualsevol tipus de model de classificació. 
Finalment una altra tecnologia que s’ha après, i que tampoc estava prevista inicialment, ha sigut la 
del Clúster del departament de CS de la UPC. Aquest Clúster proporciona un entorn d’execució molt 
potent però no trivial de fer servir d’entrada. Tot i això, el funcionament del Clúster de CS segueix 
uns estàndards dins del món de la computació en el núvol. Això farà més probable poder aprofitar 
aquest coneixement en futurs projectes.  
 
10.2. Avaluació de resultats 
S’ha pogut comprovar que el llenguatge humà és molt ric i complex. Això d’una banda ens ha permès 
poder extreure moltes variables sobre les seves paraules o sobre parelles de paraules. N’hem arribat 
a tenir 90. D’altra banda aquesta mateixa riquesa i complexitat fa difícil la cerca de patrons útils per a 
la tasca de classificació dels models. 
En el nostre cas generar un model que determinés la relació temporal entre parelles de paraules, a 
partir de les seves característiques no ha estat una tasca fàcil. S’han hagut d’aplicar contínuament 
tècniques d’optimització, algunes més o menys estàndards i d’altres ad-hoc per el nostre problema. 
Finalment s’han arribat a generar els millors models segons els experiments realitzats. Tot i això,  
aquests models tenen marge de millora. 
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Pel que fa al model binari s’ha hagut de balancejar les mètriques precisió i recall a l’hora de fer els 
experiments, donat que sovint quan un augmenta l’altre disminueix i viceversa. Això s’ha fet gràcies a 
les mètriques F1 i ROC AUC score. El resultat ha estat un recall de gairebé el 60% del qual estem molt 
orgullosos, sobretot si ho comparem amb l’actual sistema que fa servir l’aplicació principal; i una 
precisió de gairebé 70% que sí que s’hauria de millorar en el futur. 
Pel que fa el model multiclasse, ha sigut força més fàcil d’obtenir bons resultats donat que tot i que 
teníem 3 classes a determinar, els seus volums eren relativament semblants, és a dir que no estava 
desbalancejat com en el cas del model binari. S’ha obtingut un precisió global del 80%, que 
considerem molt acceptable. 
Totes aquestes relacions temporals enriqueixen el graf semàntic i permeten generar millors models 
de processos BPMN, en termes d’ordenació dels esdeveniments i activitats que apareixen en el text. 
Tot i que els models que hem construït tenen una precisió inferior al 100%, és a dir que a vegades 
s’equivoquen en determinar la relació temporal entre una parella de paraules, hem aconseguit 
millorar la generació de models de processos BPMN  en un 4%. 
A més si els requeriments no funcionals ho requerissin, es podria ajustar a posteriori el model binari 
per tal de que fos més exigent en les seves prediccions, per tal de que només digués que hi ha relació 
temporal quan realment n’està segur. Això faria augmentar molt la precisió, però faria baixar el 
recall. En tot cas és un paràmetre ajustable en qualsevol moment i de forma dinàmica. 
 
10.3. Possibles millores 
El món de l’aprenentatge automàtic no és una ciència exacta. No hi ha fórmules o equacions que de 
forma inequívoca et donin el millor model amb una precisió del 100%. A més, certes tècniques o 
mètodes que funcionen molt bé en alguns casos poden anar terriblement en altres. Això fa que hi 
hagi infinitats de maneres de resoldre els problemes i una única manera de comprovar si són 
correctes: prova i error, o més aviat “entrenament – validació”. 
En aquest projecte s’han explorat les tècniques i metodologies que, després de la recerca inicial, ens 
va  donar la sensació que eren les més habituals i les que podien donar uns millors resultats. Tot i 
això som conscients que els models que hem aconseguit generar tenen marge de millora. 
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Algunes de les propostes són: 
- Generar els nostres propis conjunts d’entrenament de manera que s’adeqüin perfectament a 
les nostres necessitats. Aquesta és una tasca tediosa però que ens permetria enfocar molt 
millor els resultats del model al cas concret d’aquest projecte que són els textos de 
descripció de processos i la posterior generació de models BPMN. 
 
- Extreure més variables. Principalment de tipus semàntic ja que actualment en disposem de 
poques donat la seva complexitat d’obtenció. Aconseguir aquest tipus de variables requereix 
de coneixement lingüístics avançats o de grans bases de dades de lèxic. 
 
- Dividir encara més la tasca general en més sub-tasques a resoldre per diferents models. Per 
exemple, enlloc de tenir un sol model encarregat de determinar si existeix una relació 
temporal entre qualsevol parella de paraules, tenir 4 models: 
o un per les parelles de paraules del tipus verb – verb, 
o un altre per les del tipus verb – data, 
o un altre per les del tipus verb – nom , 
o i finalment un per tota la resta. 
D’aquesta manera cada model es podria adaptar més fàcilment a la seva realitat particular, 
almenys més que no pas un sol model intentant modelitzar tot el conjunt. 
 
- Explorar altres tipus de models que no siguin SVM, com per exemple la regressió logística, els 
arbres de decisió o les xarxes neuronal. Aquests tres tipus de models són conceptualment 
diferents i seria interessant veure com s’adapten al nostre problema. 
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12. Annex 
 
A. Variables extretes 
- Lema de la primer/segona paraula de la parella. 
- Categoria gramatical de la primera/segona paraula. 
- Categoria morfosintàctica de la primer/segona paraula. 
- Funció sintàctica de la primer/segona paraula. 
- Tipus de la primera/segona paraula 
- Sentit semàntic de la primer/segona paraula. 
 
- Concatenació de les categories gramaticals de les dues paraules. 
- Concatenació de les categories morfosintàctiques de les dues paraules. 
- Concatenació de les funcions sintàctiques de les dues paraules. 
- Concatenació dels tipus de les dues paraules. 
- Concatenació dels sentits semàntics de les dues paraules. 
 
- Categoria gramatical de la paraula que va just abans de la primera/segona paraula. 
- Categoria morfosintàctica de la paraula que va just abans de la primera/segona paraula. 
- Funció sintàctica de la paraula que va just abans de la primera/segona paraula. 
- Categoria gramatical de la paraula que va just després de la primera/segona paraula. 
- Categoria morfosintàctica de la paraula que va després abans de la primera/segona paraula. 
- Funció sintàctica de la paraula que va just després de la primera/segona paraula. 
- Categoria gramatical de la paraula que fa de pare de la primera/segona paraula. 
- Categoria morfosintàctica de la paraula que fa de pare de la primera/segona paraula. 
- Funció sintàctica de la paraula que fa de pare de la primera/segona paraula. 
 
- Rol que té la primera/segona paraula envers la segona/primera. 
- Rol general que té la primera/segona paraula envers la segona/primera. 
- Rol específic que té la primera/segona paraula envers la segona/primera. 
 
 
- Concatenació dels rols que tenen les dues paraules. 
- Concatenació dels rols generals que tenen les dues paraules. 
- Concatenació dels rols específics que tenen les dues paraules. 
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- Distància que hi ha entre les dues paraules. 
- Número de signes de puntuació que hi ha entremig. 
- Número de comes que hi ha entremig. 
- Número de conjuncions que hi ha entremig. 
- Número de verbs que hi ha entremig. 
 
- Llistat de signes de puntuació que hi ha entremig. 
- Llistat d’adverbis que hi ha entremig. 
- Llistat de verbs que hi ha entremig. 
- Llistat de conjuncions que hi ha entremig. 
 
- Si apareix o no la paraula “and” entremig. 
- Si apareix o no la paraula “or” entremig. 
- Si apareix o no la paraula “but” entremig. 
- Proporció de verbs en forma infinitiva que hi ha entremig.  
- Proporció de verbs en forma infinitiva que hi ha entremig.  
- Proporció de partícules verbals que hi ha entremig.  
 
- Quina de les dues paraules de la parella apareix en primer en el text. 
 
- Si les dues paraules tenen o no el mateix lema. 
- Si les dues paraules tenen o no la mateixa categoria gramatical. 
- Si les dues paraules tenen o no la mateixa categoria morfosintàctica. 
- Si les dues paraules tenen o no el mateix tipus. 
- Si les dues paraules tenen o no la mateixa funció sintàctica. 
- Si les dues paraules les dues paraules tenen o no el mateix sentit semàntic. 
- Si les dues paraules tenen o no el mateix rol. 
- Si les dues paraules tenen o no el mateix rol general. 
- Si les dues paraules tenen o no el mateix rol específic. 
 
- Si la primer/segona paraula correspon a un frame o a una entitat. 
- Lema del frame o entitat de la primer/segona paraula. 
- Sentit semàntic del frame o entitat de la primera/segona paraula. 
- Classe del frame o entitat de la primera/segona paraula. 
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- Concatenació dels sentits semàntics dels frames de les dues paraules. 
- Concatenació de les classes dels frames de les dues paraules. 
- Concatenació dels tipus dels frames de les dues paraules. 
 
- Si els frames de les dues paraules tenen o no el mateix sentit semàntic. 
- Si els frames de les dues paraules tenen o no tenen la mateixa classe. 
- Si els frames  de les dues paraules tenen o no el mateix tipus. 
 
 
B. Llicències  
El nucli principal de la nostra funcionalitat és el model SVM. La implementació que s’ha escollit es 
troba en un paquet extern anomenat LIBSVM que té la següent llicència: 
- Llicència BSD modificada. 
Bàsicament demanen que: 
- S’indiqui clarament quan s’està fent servir com a part d’un altre software 
- i que es guardi el fitxer  de Copyright dins del software en qüestió . 
