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3
Introduction
Let g = g0¯ ⊕ g1¯ be the general linear Lie superalgebra gl(m,n) over a field k
([16]), and let U(g) be its universal enveloping superalgebra. In this paper we study
the representation theory of the quantum deformation of U(g) (defined in [31]) at
roots of unity, and the connection of which with the representation theory of the
general linear supergroup GL(m,n).
Unlike in [25], where the quantum algebra is defined as a group functor, the
quantum superalgebra in the present paper is defined as a quantum deformation of
U(g). In the literature there are several such deformations ([7, 8, 9, 17, 24, 29])
that are different from the one used here. For instance, compared with the one in
the present paper, the quantum deformation of U(g) in [2, 29] has an additional
generator. Whereas the references [7] and [8] are concerned with two parameter
deformations.
The paper is arranged as follows. In Chapter 1, we define a bilinear form on the
maximal torus of g via the pairing between the character group and the group of
1-psg’s of a maximal torus of GL(m,n). Using this bilinear form we define p-typical
weights.
In Chapter 2, we describe U(g) in terms of generators and relations. We estab-
lish the description as follows. First, we define a superalgebra U˜(g) by generators
and relations. Then we introduce automorphisms on U˜(g), using which we show
that the superalgebra U˜(g) is isomorphic to U(g).
In Chapter 3, we prove that the quantum algebra Uq(g0¯) contains no zero di-
visors. In Chapter 4, we introduce a superalgebra U˜q(g) which has Uq(g) as its
quotient. By constructing some U˜q(g)-modules we are able to obtain a super version
of triangular decomposition for Uq(g) in Chapter 5. Also in Chapter 5, we show that
the quantum algebra Uq(g0¯) is isomorphic to its canonical image in Uq(g). This fact
is used later in Chapter 8 to define Kac modules and to prove the PBW theorem.
In Chapter 6, we first construct simple highest weight modules for the superal-
gebra U˜q(g), using which we construct simple modules for Uq(g). Then we classify
all simple highest weight Uq(g)-modules.
In Chapter 7, we define theA-form UA for Uq(g) and study relations between the
generators in UA; applying these relations, we prove the PBW theorem in Chapter
8.
Chapter 9 describes UA by generators and relations. In Chapter 10, we study
simple modules for the general linear supergroup GL(m,n); we prove that the induce
GL(m,n)-module IndGPλ is simple if λ is p-typical.
In Chapter 11, under the assumption that q is a primitive lth root of unity, we
define the finite dimensional Hopf superalgebra ′u˜, and determine its simple modules.
We propose a conjecture concerned with simple ′u˜-modules, and prove that it follows
from Lusztig’s conjecture provided that the highest weight is p-typical.
Finally, we prove in Chapter 12 Lusztig’s tensor product theorem for Uq(g). For
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the reader’s convenience, we give in the appendix the proof of a couple of results in
[30] used in Chapter 10.
5
Notation
Throughout the paper, subalgebras and submodules will always be Z2-graded.
U(L) The universal enveloping algebra of a Lie superalgebra L.
h(V ) The set of all homogeneous elements in a Z2-graded vector space V .
x¯ The parity of a homogeneous element in a Z2-graded vector space V .
g The general linear Lie superalgebra gl(m,n) over a field k.
H The maximal torus 〈e11, e22, . . . , em+n,m+n〉 of g.
I0 The set {(i, j)|1 ≤ i < j ≤ m or m+ 1 ≤ i < j ≤ m+ n}.
I1 The set {(i, j)|1 ≤ i ≤ m < j ≤ m+ n}.
NI0 The set of all tuples ψ =: (ψij)(i,j)∈I0 , ψij ∈ N.
N
I0
l The set of tuples ψ = (ψij)(i,j)∈I0 , 0 ≤ ψij < l.
Z
I1
2 The set of all tuples (dij)(i,j)∈I1 such that dij = 0, 1 for all (i, j) ∈ I1.
[1, m+ n) \m The set {1, . . . , m− 1, m+ 1, . . . , m+ n− 1}.
[1, m+ n] \m The set {1, . . . , m− 1, m+ 1, . . . , m+ n}.
A Z[q, q−1] where q is an indeterminate.
A′ The quotient field of the ring A.
GL(m,n) The functor from the category of commutative superalgebras to the
category of groups such that, for each commutative superalgebra A,
GL(m,n)(A) is the group of all invertible (m+ n)× (m+ n) matrices
of the form
g =
(
W, X
Y, Z
)
,
where W is an m×m matrix with entries in A0¯, X is an m×n matrix
with entries in A1¯, Y is an n×m with entries in A1¯, and Z is an n×n
matrix with entries in A0¯.
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1 Preliminaries
In this chapter we define on H a symmetric bilinear form that is independent of the
characteristic of k, using which we define p-typical weights.
According to [16], g = g−1 + g0¯ + g1 has a basis
{eij |1 ≤ i, j ≤ m+ n}.
For i < j, we denote eji by fij. Then we have
g0¯ = 〈eij, fij |(i, j) ∈ I0〉+ H,
g−1 = 〈fij |(i, j) ∈ I1〉, g1 = 〈eij |(i, j) ∈ I1〉, g1¯ = g−1 ⊕ g1.
In addition, we have g0¯ = glm ⊕ gln, where
glm = 〈eij , fij|1 ≤ i < j ≤ m〉 + 〈e11, . . . , emm〉,
gln = 〈eij, fij |m+ 1 ≤ i < j ≤ m+ n〉+ 〈em+1,m+1, . . . , em+n,m+n〉.
Denote by g+ the Lie subalgebra g0¯ + g1 of g.
For i ∈ [1, m+ n) \m, put hαi = eii − ei+1,i+1. Set
slm = 〈eij, fij|1 ≤ i < j ≤ m〉+ 〈hα1 , . . . , hαm−1〉,
sln = 〈eij, fij |m+ 1 ≤ i < j ≤ m+ n〉+ 〈hαm+1 , . . . , hαm+n−1〉.
Let T be the linear algebraic group consisting of (m+ n)× (m+ n) invertible
diagonal matrices. Then we have Lie(T ) = H. The set of positive roots of g relative
to T is Φ+ = Φ+0 ∪ Φ
+
1 , where
Φ+0 = {ǫi − ǫj |(i, j) ∈ I0}, Φ
+
1 = {ǫi − ǫj|(i, j) ∈ I1}.
For 1 ≤ i < m + n − 1, let αi = ǫi − ǫi+1. Then α1, . . . , αm+n−1 is a set of simple
roots in Φ+, among which αm is the only odd root.
Set
Λ =: X(T ) = Zǫ1 + Zǫ2 + · · ·+ Zǫm+n.
For 1 ≤ i ≤ m+n, let ǫˇi be the 1-psg: Gm −→ T sending each t ∈ Gm to a diagonal
matrix with all entries equal to 1 but the ith equal to t if i ≤ m, and t−1 if i > m.
Then the 1-psg’s ǫˇi form a Z-basis of Y (T ). The nondegenerate paring (see [12,
16.1])
X(T )× Y (T ) −→ Z, (λ, µ) 7→ 〈λ, µ〉
defines a symmetric bilinear form on Λ by
(ǫi, ǫj) = 〈ǫi, ǫˇj〉 =
{
δij , i ≤ m
−δij , i > m.
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Let
ρ0 = 1/2
∑
α∈Φ+
0
α, ρ1 = 1/2
∑
α∈Φ+
1
α,
and set ρ =: ρ0 − ρ1 ∈ Λ. Set
P (λ) = Πα∈Φ+
1
(λ+ ρ, α), λ ∈ Λ.
Then we have P (λ) ∈ Z for each λ ∈ Λ. An element λ ∈ Λ is called typical (resp.
p-typical) if P (λ) 6= 0 (resp. P (λ) /∈ pZ).
Set
c(i, j) = i+ j − 2m− 1, (i, j) ∈ I1.
A straightforward computation shows that λ1ǫ1 + λ2ǫ2 + · · · + λm+nǫm+n ∈ Λ is
typical if and only if
λi + λj 6= c(i, j) for all (i, j) ∈ I1.
Lemma 1.1. For any µ ∈ Z+, there exists a typical weight λ =
∑
λiǫi ∈ Λ such
that λi − λi+1 = µ for all i ∈ [1, m+ n) \m.
Proof. First, let λj = (n− j)µ for j = m+ 1, . . . , m+ n. Fix ν ∈ Z+ such that
ν 6= −[(m− i) + (n− j)]µ+ c(i, j)
for i = 1, . . . , m, j = m+1, . . . , m+n. Then let λi = ν+(m− i)µ for i = 1, . . . , m.
Clearly we have
λi + λj 6= c(i, j) for (i, j) ∈ I1.
It follows that λ =
∑m+n
i=1 λiǫi is typical and λi−λi+1 = µ for i ∈ [1, m+n) \m.
For the maximal torus H of g given above, we identify H∗ with Λ ⊗Z k. Then
the bilinear form on Λ is extended naturally to H∗. In the case k = C, Λ can be
viewed as a subset of H∗.
Let M be a U(g0¯)-module. For µ ∈ H
∗, define the µ-weight space of M by
Mµ = {m ∈M |hm = µ(h)m for all h ∈ H}.
A nonzero vector v+ ∈Mµ is calledmaximal of weight µ if eijv+ = 0 for all (i, j) ∈ I0.
Let M0(λ) be a simple U(g0¯)-module generated by a maximal vector of weight
λ ∈ H∗. RegardM0(λ) as a U(g
+)-module by letting g1 act trivially on it, and define
the induced U(g)-module
K(λ) = U(g)⊗U(g+) M0(λ).
We refer to this module as a Kac module. In the case that g is defined over C, [15,
Proposition 2.9] says that K(λ) is simple if and only if λ is typical.
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2 Generators and relations of U(g)
Let g = gl(m,n) be defined over C. In this chapter we describe its universal en-
veloping algebra U(g) in terms of generators and relations.
By [10, p.344], the Distinguished Cartan matrix of g is A = (bij)1≤i,j≤m+n−1
with
bij =


2, if i = j 6= m
1, if (i, j) = (m,m+ 1)
−1, if |i− j| = 1 and (i, j) 6= (m,m+ 1)
0, otherwise.
Let A¯ = (aij) denote the (m+ n)× (m+ n− 1) matrix obtained by replacing the
mth row of A
(0, . . . , −1
m−1
, 0
m
, 1
m+1
, . . . , 0)
with
(0, . . . , −1
m−1
, 1
m
, 0
m+1
, . . . , 0)
and then adjoining the row (0, . . . , 0,−1) to the bottom of the resulted matrix.
Recall from Chapter 1 the notation hαi = eii − ei+1,i+1, i ∈ [1, m+ n) \m. For
brevity, we denote em+n,m+n by hαm+n .
Set eαi = ei,i+1, fαi = ei+1,i for 1 ≤ i < m+ n.
Theorem 2.1. The enveloping superalgebra U(g) is generated by the elements
eαi , fαi, hαj , emm, 1 ≤ i < m+ n, j 6= m
and relations
(a1) hαihαj = hαjhαi , hαiemm = emmhαi ,
(a2) hαieαj − eαjhαi = aijeαj , emmeαj − eαjemm = amjeαj ,
(a3) hαifαj − fαjhαi = −aijfαj , emmfαj − fαjemm = −amjfαj ,
(a4) eαifαj − fαjeαi = δijhαi , i 6= m or j 6= m,
eαmfαm + fαmeαm = hαm ,
(a5) eαieαj = eαjeαi , fαifαj = fαjfαi , if |i− j| > 1,
(a6) e2αieαj − 2eαieαjeαi + eαje
2
αi
= 0, if |i− j| = 1, i 6= m,
(a7) f 2αifαj − 2fαifαjfαi + fαjf
2
αi
= 0, if |i− j| = 1, i 6= m,
(a8) e2αm = f
2
αm = 0,
(a9) [eαm , [eαm−1 , [eαm , eαm+1 ]]] = 0,
(a10) [fαm , [fαm−1 , [fαm , fαm+1]]] = 0,
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where in (a4), hαm denotes the element
emm +
m+n∑
i=m+1
hαi = emm + em+1,m+1.
The remainder of the chapter is devoted to proving the theorem.
2.1 Definition and properties of U˜(g)
Let A = A0¯ ⊕ A1¯ be an associative superalgebra. For x ∈ h(A), define the linear
mapping [x,−] on A by
[x, y] = xy − (−1)x¯y¯yx for y ∈ h(A).
It is well known that [x,−] is a derivation of A, which means
[x, yz] = [x, y]z + (−1)x¯y¯y[x, z] for y, z ∈ h(A).
Similarly, we define the linear mapping [−, x] by
[y, x] = yx− (−1)x¯y¯xy for all y ∈ h(A).
Let us note that [−, x] is not a derivation of A, but a right derivation instead, which
means
[yz, x] = y[z, x] + (−1)z¯x¯[y, x]z for y, z ∈ h(A).
By induction on n, we obtain
[x, y1y2 · · · yn] =
n∑
i=1
(−1)x¯
∑i−1
s=1 y¯sy1 · · · [x, yi] · · · yn
for y1, y2, . . . , yn ∈ h(A).
Let U˜(g) be the C-superalgebra generated by the elements
eαi , fαi, hαj , emm, 1 ≤ i < m+ n, j 6= m
and relations (a1)− (a10) with eαi (resp. fαi , hαj , emm) substituted by
eαi (resp. fαi, hαj , emm);
the parity of the generators is defined by
h¯αj = e¯mm = 0¯, e¯αi = f¯αi =
{
0¯, if i 6= m
1¯, if i = m.
Remark: Throughout this chapter we denote eαi and fαi also by ei,i+1 and fi,i+1
respectively.
10
Definition 2.2. A bijective (even) linear transformation f on an F-superalgebra A
is called an anti-automorphism (resp. Z2-graded anti-automorphism) if
f(xy) = f(y)f(x) for x, y ∈ h(A)
(resp. f(xy) = (−1)x¯y¯f(y)f(x) for x, y ∈ h(A)).
From the defining relations it is easy to see that U˜(g) admits an anti-automorphism
Ω defined by
Ω(eαi) = fαi, Ω(fαi) = eαi , Ω(hαi) = hαi , Ω(emm) = emm.
Inductively we define the following elements in U˜(g):
eij = ei,i+1ei+1,j − ei+1,jei,i+1
fij = −fi,i+1fi+1,j + fi+1,jfi,i+1
for i < i+ 1 < j. It is easy to see that
Ω(eij) = fij,
and that the elements eij and fij are even if (i, j) ∈ I0, and odd if (i, j) ∈ I1.
As an immediate consequence of the relation (a5), we obtain
(a5)′ eijest = esteij, fijfst = fstfij for i < j < s < t.
Lemma 2.3. For any s with i < s < j, we have
eij = eisesj − esjeis
fij = −fisfsj + fsjfis.
Proof. Thanks to the anti-automorphism Ω, it suffices to prove the first formula.
We proceed with induction on j− i. If j− i = 2, or s = i+1, then the formula
is given by the definition. Assume the formula for the case j − i − 1 and assume
s > i+ 1. By the definition of eij and the induction hypothesis, we have
eij = ei,i+1(ei+1,sesj − esjei+1,s)− (ei+1,sesj − esjei+1,s)ei,i+1.
Then applying the formula (a5)′ and the induction hypothesis, we have
eij = ei,i+1ei+1,sesj − ei,i+1esjei+1,s − ei+1,sei,i+1esj + esjei+1,sei,i+1
= ei,i+1ei+1,sesj − ei+1,sei,i+1esj − esjei,i+1ei+1,s + esjei+1,sei,i+1
= eisesj − esjeis.
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Lemma 2.4. For j ∈ {m− 1, m+ 1}, we have
eαmeαjeαmeαj = eαjeαmeαjeαm .
Proof. Let j = m+ 1. By the relation (a6), we have
e2αm+1eαm − 2eαm+1eαmeαm+1 + eαme
2
αm+1 = 0.
Multiplying the identity from left and from right by eαm respectively, we get
eαme
2
αm+1eαm − 2eαmeαm+1eαmeαm+1 = 0
−2eαm+1eαmeαm+1eαm + eαme
2
αm+1
eαm = 0,
implying that
eαmeαm+1eαmeαm+1 = eαm+1eαmeαm+1eαm .
The formula for j = m− 1 can be proved similarly.
2.2 Automorphisms of U˜(g)
Proposition 2.5. For each i ∈ [1, m+n) \m, there is an automorphism Ti of U˜(g)
defined as follows:
Ti(eαj ) =


−fαi , if i = j
eαj , if |i− j| > 1
eαieαj − eαjeαi , if |i− j| = 1.
Ti(fαj) =


−eαi , if i = j
fαj , if |i− j| > 1
−fαifαj + fαj fαi, if |i− j| = 1.
Ti(hαj ) =


−hαi , if i = j
hαj , if |i− j| > 1
hαi + hαj , if |i− j| = 1.
Ti(emm) =
{
emm, if i 6= m− 1
hαi + emm, if i = m− 1.
Proof. It is easy to check that T 2i = 1. Then it suffices to show that Ti is a homo-
morphism of U˜(g). To prove this, we need show that Ti preserves all the relations
(a1)-(a10). Since
ΩTi = TiΩ
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by a simple verification, we need verify only the relations involving generators eαi.
In the following we prove only that Tm−1 preserves the relations (a8) and (a9);
that Tm−1 preserves the remaining relations can be proved similarly, and is therefore
omitted.
By definition, we have
Tm−1(eαm)
2 = (eαm−1eαm − eαmeαm−1)
2
= eαm−1eαmeαm−1eαm − eαme
2
αm−1
eαm + eαmeαm−1eαmeαm−1
= (eαm−1eαmeαm−1 − eαme
2
αm−1
)eαm + eαmeαm−1eαmeαm−1
(using the relation (a6) ) = (e2αm−1eαm − eαm−1eαmeαm−1)eαm + eαmeαm−1eαmeαm−1
= −eαm−1eαmeαm−1eαm + eαmeαm−1eαmeαm−1
(using Lemma 2.4) = 0,
that is, Tm−1 preserves the relation (a8).
To prove that Tm−1 preserves the relation (a9), let us observe that
Ti(eαi+1) = [eαi , eαi+1 ] =ei,i+2,
Ti(eαi−1) = [eαi , eαi−1 ] =− ei−1,i+1,
which by induction gives
TiTi+1 · · ·Tj−2(eαj−1) = eij for i, . . . , j − 2 ∈ [1, m+ n) \m
and Tj−1Tj−2 · · ·Ti(eαi−1) = (−1)
j−ieij for i, . . . , j − 1 ∈ [1, m+ n) \m.
Note that (a9) can be rewritten as
(a9)′ [em−1,m+2, em,m+1] = 0,
or equivalently,
em−1,m+2em,m+1 + em,m+1em−1,m+2 = 0.
Using the formulas
Tm−1(em,m+1) = em−1,m+1, Tm−1em−1,m+2 = T
2
m−1(em,m+2) = em,m+2,
we have
Tm−1(em−1,m+2em,m+1 + em,m+1em−1,m+2)
= em,m+2em−1,m+1 + em−1,m+1em,m+2
= (em,m+1em+1,m+2 − em+1,m+2em,m+1)(em−1,mem,m+1 − em,m+1em−1,m)
+ (em−1,mem,m+1 − em,m+1em−1,m)(em,m+1em+1,m+2 − em+1,m+2em,m+1)
= eαmeαm+1eαm−1eαm − eαm+1eαmeαm−1eαm
− eαmeαm+1eαmeαm−1 − eαm−1eαmeαm+1eαm
− eαmeαm−1eαmeαm+1 + eαmeαm−1eαm+1eαm
= −[eαm , [eαm−1 , [eαm , eαm+1]]]
= 0.
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Thus, Tm−1 preserves (a9).
Similarly we can verify that Tm+1 is an automorphism.
For i /∈ {m− 1, m+ 1}, the proof of that Ti is an automorphism is essentially
the same as that for Lie algebras (see [11, 18.3(7)]).
2.3 Formulas in U˜(g)
In this section we introduce some formulas in U˜(g) to prove Theorem 2.1.
Applying automorphisms Tk and the relation (a8), we get, for all (i, j) ∈ I1,
(b1) e2ij = 0 and hence (b2) f
2
ij = 0.
Lemma 2.6.
(b3) [ei,i+1, eij] = 0, j > i+ 1.
(b4) [ei,i+1, ej,i+1] = 0, j < i.
Proof. We prove only (b3), whereas (b4) can be proved similarly.
We split the proof into two cases.
Case 1. i 6= m. Note that the relation (a6) may be written as
eαi(eαieαi+1 − eαi+1eαi)− (eαieαi+1 − eαi+1eαi)eαi
= [ei,i+1, ei,i+2]
= 0.
This gives (b3) for j = i+ 2. For j > i+ 2, recall that
eij = ei,i+2ei+2,j − ei+2,jei,i+2.
Then, since [ei,i+1, ei+2,j] = 0 by the formula (a5)
′ before Lemma 2.3, we obtain
[ei,i+1, eij] = 0.
Case 2. i = m. Since
em,m+1em,m+2 = em,m+1(em,m+1em+1,m+2 − em+1,m+2em,m+1)
= −em,m+1em+1,m+2em,m+1
= −(em,m+1em+1,m+2 − em+1,m+2em,m+1)em,m+1
= −em,m+2em,m+1,
we obtain [em,m+1, em,m+2] = 0. This proves (b3) for j = m+ 2.
For j > m+ 2, since
Tj−1 · · ·Tm+2(em,m+2) =(−1)
j−m+2emj ,
Tj−1 · · ·Tm+2(em,m+1) =em,m+1,
we have [em,m+1, emj ] = 0.
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As an application of the relation (b3), we rewrite the formula (a9)′ in the last
section as
(a9)′′ [em−1,m+1, em,m+2] = 0.
The verification is left to the reader.
Lemma 2.7.
eαi−1eαieαi+1eαi − eαieαi−1eαieαi+1 = eαi+1eαieαi−1eαi − eαieαi+1eαieαi−1 , i 6= m.
Proof. By the relation (a6) we have
e2αieαi+1 − 2eαieαi+1eαi + eαi+1e
2
αi
= 0
and
e2αieαi−1 − 2eαieαi−1eαi + eαi−1e
2
αi
= 0.
Multiplying the first equation by eαi−1 from the left and the second one by eαi+1 from
the right, then eliminating eαi−1e
2
αi
eαi+1 from the two equations, we obtain
(∗) eαi−1eαi+1e
2
αi
− e2αieαi−1eαi+1 = 2(eαi−1eαieαi+1eαi − eαieαi−1eαieαi+1);
alternatively, multiplying the first equation by eαi−1 from the right and the second
one by eαi+1 from the left, then eliminating eαi+1e
2
αi
eαi−1 from the two equations,
we obtain
eαi+1eαi−1e
2
αi
− e2αieαi+1eαi−1 = 2(eαi+1eαieαi−1eαi − eαieαi+1eαieαi−1).
Since eαi+1eαi−1 = eαi−1eαi+1 by the relation (a5), the lemma follows.
Lemma 2.8.
[ei,i+1, ei−1,i+2] = 0, i 6= m.
Proof. Applying Lemma 2.3 and Lemma 2.7, we have
[ei,i+1, ei−1,i+2]
= eαi(eαi−1ei,i+2 − ei,i+2eαi−1)− (eαi−1ei,i+2 − ei,i+2eαi−1)eαi
= eαieαi−1eαieαi+1 − eαieαi−1eαi+1eαi − e
2
αi
eαi+1eαi−1 + eαieαi+1eαieαi−1
− eαi−1eαieαi+1eαi + eαi−1eαi+1e
2
αi
+ eαieαi+1eαi−1eαi − eαi+1eαieαi−1eαi
= eαi−1eαi+1e
2
αi
− e2αieαi+1eαi−1
− [(eαi−1eαieαi+1eαi − eαieαi−1eαieαi+1) + (eαi+1eαieαi−1eαi − eαieαi+1eαieαi−1)]
= eαi−1eαi+1e
2
αi
− e2αieαi+1eαi−1 − 2(eαi−1eαieαi+1eαi − eαieαi−1eαieαi+1) = 0,
where the last equality follows from the formula (∗) in the proof of the preceding
lemma.
Proposition 2.9.
[eij , est] = 0, s < i < j < t.
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Proof. Case 1. i 6= m. First, we show that
[ei,i+1, est] = 0 for any (s, t) with s < i < i+ 1 < t.
Note that the case (s, t) = (i− 1, i+ 2) is given by Lemma 2.8.
For t > i+ 2, using [ei,i+1, ei+2,t] = 0 given by (a5)
′ in Section 2.1, we have
[ei,i+1, ei−1,t] = [ei,i+1, ei−1,i+2ei+2,t − ei+2,tei−1,i+2]
= [ei,i+1, ei−1,i+2]ei+2,t + ei−1,i+2[ei,i+1, ei+2,t]
− [ei,i+1, ei+2,t]ei−1,i+2 − ei+2,t[ei,i+1, ei−1,i+2]
= 0.
By a similar argument we obtain [ei,i+1, est] = 0 for s < i − 1. This completes the
proof of the formula in the case j = i+ 1.
For j > i+ 1, the formula can be proved by using the identity
eij = ei,i+1ei+1,j − ei+1,jei,i+1,
together with the fact that [−, est] is a right derivation.
Case 2. i = m. In this case the formula can be proved similarly by using the
relation (a9)′ in Section 2.2.
The following corollary is immediate from Lemma 2.6 and Proposition 2.9.
Corollary 2.10.
[eij, eit] = 0, i < j < t, [eij , esj] = 0, s < i < j.
Lemma 2.11.
[ei−1,i+1, ei,i+2] = 0, 1 < i < m+ n− 1.
Proof. The case i = m is given by the relation (a9)′′ before Lemma 2.7.
Assume i 6= m. Using the fact [ei,i+1, ei,i+2] = 0 from Lemma 2.6(b3), together
with that [−, ei,i+2] is a right derivation, we have
[ei−1,i+1, ei,i+2] = [ei−1,iei,i+1 − ei,i+1ei−1,i, ei,i+2]
= [ei−1,i, ei,i+2]ei,i+1 − ei,i+1[ei−1,i, ei,i+2]
= ei−1,i+2ei,i+1 − ei,i+1ei−1,i+2
= −[ei,i+1, ei−1,i+2]
= 0,
where the last equality is given by Proposition 2.8.
Proposition 2.12.
[esj, eit] = 0, s < i < j < t.
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Proof. We split the proof into two cases.
Case 1. j = i + 1. Note that the formula is given by Lemma 2.11 in the case
(s, t) = (i− 1, i+ 2).
For s < i− 1, since [−, ei,i+2] is a right derivation, we have
[es,i+1, ei,i+2] = [es,i−1ei−1,i+1 − ei−1,i+1es,i−1, ei,i+2]
= es,i−1[ei−1,i+1, ei,i+2]± [es,i−1, ei,i+2]ei−1,i+1
− ei−1,i+1[es,i−1, ei,i+2]± [ei−1,i+1, ei,i+2]es,i−1
= 0,
where the last equality follows from Lemma 2.11 and the identity [es,i−1, ei,i+2] = 0
given by the formula (a5)′ in Section 2.1.
By a similar argument we obtain [es,i+1, eit] = 0 for t ≥ i+ 2.
Case 2. i+ 1 < j < t. In this case we write
esj = es,i+1ei+1,j − ei+1,jes,i+1.
Then the formula follows from the identity [ei+1,j, eit] = 0 given by Proposition 2.9,
and the identity [es,i+1, eit] = 0 obtained from Case 1.
2.4 The proof of Theorem 2.1
In this section we prove Theorem 2.1.
Lemma 2.13. For any (i, j) ∈ I0 and (s, t) ∈ I1, we have
esteij = c1ei1,j1es1,t1 + c2es2,t2 ,
where (i1, j1) ∈ I0, (s1, t1), (s2, t2) ∈ I1, c1, c2 ∈ Z.
Proof. Thanks to the formula (a5)′, Proposition 2.9, Corollary 2.10, and Lemma
2.11, we need only verify the statement for the cases t = i and j = s.
For t = i, we have by Lemma 2.3 that
esteij = eijest + esj,
as desired since (s, j) ∈ I1. The statement for j = s can be proved similarly.
Proposition 2.14. U˜(g) is spanned by the elements
Π(i,j)∈I1f
dij
ij Π(i,j)∈I0f
rij
ij (Π
m+n
i=1,i 6=mh
ki
αi
)ekmmmΠ(i,j)∈I0e
r′ij
ij Π(i,j)∈I1e
d′ij
ij ,
dij, d
′
ij ∈ {0, 1}, rij, r
′
ij, ki ∈ N, where the product is taken in any fixed order.
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Proof. Thanks to the relations (a2)-(a4) and the anti-automorphism Ω, it suffices
to show that each product eαi1 eαi2 · · · eαik ∈ U˜(g) can be expressed as a linear com-
bination of the elements
Π(i,j)∈I0e
r′ij
ij Π(i,j)∈I1e
d′ij
ij , r
′
ij ∈ N, d
′
ij ∈ {0, 1}.
For any fixed product eαi1 eαi2 · · · eαik ∈ U˜(g), we first express it, by repeated
applications of Lemma 2.13, as a linear combination of elements
ei1,j1 · · · eis,jseis+1,js+1 · · · eik,jk
with (i1, j1), . . . , (is, js) ∈ I0 and (is+1, js+1), . . . , (ik, jk) ∈ I1. For any such an
element, using Proposition 2.9, Corollary 2.10, and Proposition 2.12, we can express
ei1,j1 · · · eis,js
as a linear combination of products Π(i,j)∈I0e
rij
ij (rij ∈ N) in any fixed order, and
eis+1,js+1 · · · eik ,jk
as a linear combination of products Π(i,j)∈I1e
dij
ij (dij ∈ {0, 1}) in any fixed order.
Thus, the product eαi1 eαi2 · · · eαik can be expressed in the desired form.
We now prove Theorem 2.1. Define a linear mapping θ : U˜(g) 7→ U(g) by
θ(eαi) = eαi , θ(fαi) = fαi , θ(hαj ) = hαj , θ(emm) = emm for all i, j.
Then θ is a superalgebra epimorphism, since the generators of U(g) satisfy the
relations (a1)-(a10). Moreover, by the PBW theorem for U(g) (see [26, Corollary 1,
p.26]) and Proposition 2.14, θ sends the elements spanning U˜(g) to a PBW basis of
U(g); therefore, θ is an isomorphism.
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3 The quantum deformation of U(g)
In this chapter we study the quantum superalgebra Uq(g). Throughout the chapter
we assume that F is a field with char.F = 0, and q is an indeterminate over F.
3.1 The definition
The quantum superalgebra Uq(g) ([31, p.1237]) is defined to be the F(q)-superalgebra
with the generators
Ei,i+1, Fi,i+1, Kj, K
−1
j , 1 ≤ i < m+ n, 1 ≤ j ≤ m+ n
and relations
(R1) KiKj = KjKi, KiK
−1
i = 1,
(R2) KiEj,j+1K
−1
i = q
(δij−δi,j+1)
i Ej,j+1, KiFj,j+1K
−1
i = q
−(δij−δi,j+1)
i Fj,j+1,
(R3) [Ei,i+1, Fj,j+1] = δij
KiK
−1
i+1 −K
−1
i Ki+1
qi − q
−1
i
,
(R4) E2m,m+1 = F
2
m,m+1 = 0,
(R5)
Ei,i+1Ej,j+1 = Ej,j+1Ei,i+1
Fi,i+1Fj,j+1 = Fj,j+1Fi,i+1,
|i− j| > 1,
(R6) E2i,i+1Ej,j+1 − (q + q
−1)Ei,i+1Ej,j+1Ei,i+1 + Ej,j+1E
2
i,i+1 = 0 (|i− j| = 1, i 6= m),
(R7) F 2i,i+1Fj,j+1 − (q + q
−1)Fi,i+1Fj,j+1Fi,i+1 + Fj,j+1F
2
i,i+1 = 0 (|i− j| = 1, i 6= m),
(R8) [Em−1,m+2, Em,m+1] = [Fm−1,m+2, Fm,m+1] = 0,
where
qi =
{
q, i ≤ m
q−1, i > m.
We also use, for 1 ≤ i < m+ n, Eαi (resp. Fαi , Kαi) to denote
Ei,i+1 (resp. Fi,i+1, KiK
−1
i+1).
Remark: (1) For (i, j) ∈ I0 ∪ I1, introduce the notation
(a) Eij = EicEcj − q
−1
c EcjEic,
(b) Fij = −qcFicFcj + FcjFic,
i < c < j,
which is easily shown to be independent of c.
(2) The parity of the elements
Eij , Fij , K
±1
s , (i, j) ∈ I0 ∪ I1, 1 ≤ s ≤ m+ n,
is defined by E¯ij = F¯ij = e¯ij ∈ Z2, K¯±1s = 0¯.
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(3) The bracket product in Uq(g) is defined by
[x, y] = xy − (−1)x¯y¯yx, x, y ∈ h(Uq(g)).
Then relations (R8), referred to as extra Serre relations in [9, 24, 17], can be written
as (see [19, 24, 9, 17])
Eαm−1EαmEαm+1Eαm + EαmEαm−1EαmEαm+1 + Eαm+1EαmEαm−1Eαm
+EαmEαm+1EαmEαm−1 − (q + q
−1)EαmEαm−1Eαm+1Eαm = 0,
Fαm−1FαmFαm+1Fαm + FαmFαm−1FαmFαm+1 + Fαm+1FαmFαm−1Fαm
+FαmFαm+1FαmFαm−1 − (q + q
−1)FαmFαm−1Fαm+1Fαm = 0.
Recall the notation Λ = Zǫ1 + Zǫ2 + · · · + Zǫm+n and the symmetric bilinear
form on Λ from Chapter 1. Since
(ǫi, ǫj − ǫj+1) =
{
δij − δi,j+1, if i ≤ m
−δij + δi,j+1, if i > m,
we obtain q(ǫi,αj) = q
δij−δi,j+1
i . Using this we write relations (R2) as
KiEαjK
−1
i = q
(ǫi,αj)Eαj , KiFαjK
−1
i = q
−(ǫi,αj)Fαj ,
which gives us
KλEαjK
−1
λ = q
(λ,αj)Eαj , KλFαjK
−1
λ = q
−(λ,αj)Fαj ,
where Kλ denotes Π
m+n
i=1 K
li
i for λ =
∑m+n
i=1 liǫi ∈ Λ.
In what follows, we abbreviate Uq(g) to Uq.
3.2 The quantum algebra Uq(g0¯)
Let Uq(g0¯) be the F(q)-algebra defined by the even generators
Eαi , Fαi , K
±1
j , i ∈ [1, m+ n) \m, 1 ≤ j ≤ m+ n
and the relations (R1)-(R3), (R5)-(R7). In this section we show that Uq(g0¯) contains
no zero divisors.
For t = m,n, recall the Lie subalgebra glt of g0¯ defined in Chapter 1. First, we
consider the quantum group Uq(glt). Set
Λm = Zǫ1 + · · ·+ Zǫm, Λn = Zǫm+1 + · · ·+ Zǫm+n.
Then Λm and Λn each admits a bilinear form as the restriction of that from Λ.
Define Uq(glm) (resp. Uq(gln)) (cf. [13, 4.5]) to be an F(q)-algebra defined by
the generators
Eαi , Fαi , Kλ, λ ∈ Λm, i = 1, . . . , m− 1
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(resp. Eαi , Fαi , Kλ, λ ∈ Λn, i = m+ 1, . . . , m+ n− 1)
and relations
K0 = 1, (1)
KλKµ = KµKλ, (2)
KλEαiK
−1
λ = q
(λ,αi)Eαi , (3)
KλFαiK
−1
λ = q
−(λ,αi)Fαi , (4)
[Eαi , Fαj ] = δij
Kαi −K
−1
αi
qi − q
−1
i
, (5)
EαiEαj − EαjEαi = 0, |i− j| > 1, (6)
FαiFαj − FαjFαi = 0, |i− j| > 1, (7)
E2αiEαj − (q + q
−1)EαiEαjEαi + EαjE
2
αi
= 0, |i− j| = 1, (8)
F 2αiFαj − (q + q
−1)FαiFαjFαi + FαjF
2
αi
= 0, |i− j| = 1. (9)
Then Uq(glm) and Uq(gln) are subalgebras of Uq(g0¯) such that xy = yx for x ∈
Uq(glm) and y ∈ Uq(gln). In addition, we have
Uq(g0¯) = Uq(glm)⊗ Uq(gln).
Set
Πm = Zα1 + · · ·+ Zαm−1, Πn = Zαm+1 + · · ·+ Zαm+n−1.
Then the quantum algebra Uq(slm) (resp. Uq(sln)) is defined by the generators
Eαi , Fαi, Kλ, i = 1, . . . , m− 1, λ ∈ Πm
(resp. Eαi , Fαi , Kλ, i = m+ 1, . . . , m+ n− 1, λ ∈ Πn)
and same relations as those for Uq(glm) (resp. Uq(gln)).
It is easy to see that Uq(glt) admits an anti-automorphism ω defined by
ωEαi = Fαi , ωFαi = Eαi , ωKλ = K
−1
λ , ωq = q
−1.
Let us note that the relation (5) is the same as the relation (R3) in Section 3.1.
Also, since
qi = q
(αi,αi)/2 for i = 1, · · · , m+ n− 1,
the relation (5) is also the relation (R4) in [13, 4.3]. Therefore, the definition for
Uq(slt) above coincides with that in [13, 4.3].
For t = m,n, let U+t , U
−
t , and U
0
t be the subalgebra of Uq(glt) generated respec-
tively by elements Eαi , Fαi , and Kλ. The following lemma can be proved by similar
arguments as those for Uq(slt) (cf. [13, Theorem 4.21]).
Lemma 3.1. a) The multiplication map
U−t ⊗ U
0
t ⊗ U
+
t 7→ Uq(glt), u1 ⊗ u2 ⊗ u3 7→ u1u2u3
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is an isomorphism of vector spaces.
b) The algebra U+t is isomorphic to the algebra with generators Eαi , i = 1, . . . , t−
1 and relations (6), (8).
c) The algebra U−t is isomorphic to the algebra with generators Fαi , i = 1, . . . , t−
1 and relations (7), (9).
d) The Kλ with λ ∈ Γ are a basis of U0t .
By [13, Theorem 4.21(a)] and Lemma 3.1(a), Uq(slt) can be viewed as a subal-
gebra of Uq(glt) which, together with K
±1
t , generates Uq(glt).
Let (aij) be the Cartan matrix of type At−1. For i = 1, . . . , t − 1, Lusztig’s
automorphism Tαi of Uq(glt) is defined by
TαiEαj =


−FαiKαi if i = j
Eαj if aij = 0
−EαiEαj + q
−1
i EαjEαi if aij = −1,
TαiFαj =


−K−1αi Eαi if i = j
Fαj if aij = 0
−FαjFαi + qiFαiFαj if aij = −1,
TαiKj =


Ki+1 if j = i
Ki if j = i+ 1
Kj if j 6= i, i+ 1.
Note that the restriction of Tαi to Uq(slt) is the automorphism defined by Lusztig
([22, Theorem 3.1]). Therefore, to prove that Tαi is an automorphism of Uq(glt) it is
sufficient to show that Tαi preserves relations involving K
±1
t , namely, the relations
(1)-(4). We leave the verification to the reader.
For t = m,n, let Wt and R
+
t denote respectively the Weyl group and the set of
positive roots of the Lie algebra glt, and let wt be the longest element in Wt. For a
reduced expression of wm: wm = ri1ri2 · · · riN , we have an ordering of the set R
+
m:
β1 = αi1, β2 = ri1αi2 , . . . , βN = ri1 · · · riN−1αiN .
Introduce in Uq(glm) the root vectors (cf. [15, 6])
Eβs = Ti1 · · ·Tis−1Eis , Fβs = Ti1 · · ·Tis−1Fis(= ωEβs), s = 1, . . . , N.
For k = (k1, . . . , kN) ∈ NN , set
Ek = Ek1β1 · · ·E
kN
βN
, F k = ωEk.
For k, r ∈ NN and u ∈ U0m, letMk,r,u denote the monomial F
kuEr in Uq(glm). Define
the height
ht(Mk,r,u) =
∑
i
(ki + ri)htβi
22
and the degree
d(Mk,r,u) = (kN , kN−1, . . . , k1, r1, . . . , rN , ht(Mk,r,u)) ∈ N
2N+1.
Then N2N+1 is a totally ordered semigroup with the lexicographical order “ < ” such
that u1 < u2 < · · · < u2N+1, where ui = (δi1, . . . , δi,2N+1).
By [15, 6], we have, for i < j,
(∗) EβjEβi − q
(βi,βj)EβiEβj =
∑
k∈NN
ckE
k,
where ck ∈ Q[q, q−1] and ck = 0 unless d(Ek) < d(EβiEβj ).
Apply a similar discussion to Uq(gln): Let wn = rj1 · · · rjM be a reduced expres-
sion. Then we have an ordering for R+n :
γj1, rj1αj2, . . . , rj1 · · · rjM−1αjM .
Introduce in Uq(gln) the root vectors Eγs = Tj1 · · ·Tjs−1Ejs, s = 1, . . .M , and denote
E ′k = Ek1γ1 · · ·E
km
γM
, F ′k = ωE ′k for k = (k1, . . . , kM) ∈ N
M .
Define
M ′k,r,u = F
′kuE ′r for k, r ∈ NM , u ∈ U0n,
for which we define the height and the order similarly. We also have the formula (∗)
in Uq(gln).
According to [4, Proposition 1.7] and Lemma 3.1 (a), (d), the elements
EkK l11 · · ·K
lm
m F
r, k, r ∈ NN , (l1, . . . , lm) ∈ N
m
form a basis of Uq(glm), and the elements
E ′kK
lm+1
m+1 · · ·K
lm+n
m+nF
′r, k, r ∈ NM , (lm+1, . . . , lm+n) ∈ N
n
form a basis of Uq(gln). It follows that Uq(g0¯) = Uq(glm)⊗ Uq(gln) has a basis
EkK l11 · · ·K
lm
m F
rE ′k
′
K
l′m+1
m+1 · · ·K
l′m+n
m+nF
′r′,
k, r ∈ NN , k′, r′ ∈ NM , (l1, . . . , lm) ∈ N
m, (l′m+1, . . . , l
′
m+n) ∈ N
n;
in other words, Uq(g0¯) has as a basis consisting of all the elements Mk,r,uMk′,r′,u′.
Define the degree of Mk,r,uMk′,r′,u′ by
d(Mk,r,uMk′,r′,u′) = (d(Mk,r,u), d(Mk′,r′,u′)) ∈ N
2(N+M+1).
Define the lexicographical order “ < ” on N2(N+M+1) similar to that in N2N+1, so
that N2(N+M+1) becomes a totally ordered semigroup.
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Given s ∈ N2(N+M+1), denote by U (s) the linear span over F(q) of the elements
Mk,r,uMk′,r′,u′ such that d(Mk,r,uMk′,r′,u′) ≤ s. Then
U (s), s ∈ N2(N+M+1)
form a filtration of Uq(g0¯). Moreover, from above discussion we see that the associ-
ated graded algebra GrUq(g0¯) is generated by the elements
Eα, Fβ , Kλ, α, β ∈ R
+
m ∪ R
+
n , λ ∈ Λ,
and relations
K0 = 1,
KλKµ = KµKλ,
EαFβ = FβEα,
KλEα = q
(λ,α)EαKλ,
KλFβ = q
−(λ,β)FβKλ,
EαEβ = q
(α,β)EβEα, α > β,
FαFβ = q
(α,β)FβFα, α > β.
For α ∈ R+m and β ∈ R
+
n , we have
EαEβ = EβEα and FαFβ = FβFα
since (α, β) = 0.
According to the discussion in [4, Section 1.8, p.480], the F(q)-algebra GrUq(g0¯)
has no zero divisors. Using [6, Lemma 4.7(a)] we have
Corollary 3.2. The quantum algebra Uq(g0¯) has no zero divisors.
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4 The Hopf superalgebra U˜q
In this chapter we study the superalgebra U˜q which has Uq as a quotient, and we
also study U˜q-modules.
Examples: Let A = A0¯ ⊕A1¯ be a Hopf superalgebra. Then the antipode S is a
Z2-graded anti-automorphism.
Let A = A0¯ ⊕ A1¯ be a superalgebra. Then the product in A⊗ A is given by
(a⊗ b)(c⊗ d) = (−1)b¯c¯ac⊗ bd for a, b, c, d ∈ h(A).
The parity of an element a⊗ b ∈ A⊗ A, a, b ∈ h(A), is given by a¯ + b¯ ∈ Z2. Thus,
A⊗ A is also a superalgebra with the bracket operation defined by
[a⊗ b, c⊗ d] = (a⊗ b)(c⊗ d)− (−1)(a¯+b¯)(c¯+d¯)(c⊗ d)(a⊗ b) for a, b, c, d ∈ h(A).
4.1 The definition
Let U˜q be the F(q)-superalgebra defined by the generators
Ei,i+1, Fi,i+1, Kj , K
−1
j , 1 ≤ i < m+ n, 1 ≤ j ≤ m+ n
and relations (R1)-(R3) in Section 3.1. The parity of the generators is defined
similarly as that for the generators in Uq. Then Uq is a quotient of U˜q.
Let
U˜+q (resp. U˜
−
q , U˜
0
q )
be the subalgebra of U˜q generated by elements
Ei,i+1 (resp. Fi.i+1, K
±1
j ), 1 ≤ i < m+ n, 1 ≤ j ≤ m+ n.
We use notation like Eij , Fij, etc, for the corresponding elements in both U˜q and Uq;
it will be clear from the context what is meant.
Lemma 4.1. There is on U˜q a unique structure (∆, ǫ, S) of a Hopf superalgebra
such that, for all 1 ≤ i < m+ n, 1 ≤ j ≤ m+ n,
∆(Eαi) = Eαi ⊗ 1 +Kαi ⊗Eαi , ∆(Fαi) = Fαi ⊗K
−1
αi
+ 1⊗ Fαi , ∆(Kj) = Kj ⊗Kj,
S(Eαi) = −K
−1
αi
Eαi , S(Fαi) = −FαiKαi , S(Kj) = K
−1
j ,
ǫ(Eαi) = ǫ(Fαi) = 0, ǫ(Kj) = ǫ(K
−1
j ) = 1.
Proof. To prove the lemma, we need show that relations (R1)-(R3) are preserved by
the homomorphisms ∆, ǫ, and S. We verify only the case i = j = m in (R3). The
relations (R1), (R2) and the remaining cases in (R3), which are analogous to those
in non-super cases (see [13, Lemma 4.8]), can be verified similarly.
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We have
∆([Eαm , Fαm ]) = [Eαm ⊗ 1 +Kαm ⊗ Eαm , Fαm ⊗K
−1
αm + 1⊗ Fαm ]
= [Eαm ⊗ 1, Fαm ⊗K
−1
αm ] + [Kαm ⊗ Eαm , Fαm ⊗K
−1
αm ]
+ [Eαm ⊗ 1, 1⊗ Fαm ] + [Kαm ⊗Eαm , 1⊗ Fαm ]
=
Kαm −K
−1
αm
qm − q−1m
⊗K−1αm + (Kαm ⊗ Eαm)(Fαm ⊗K
−1
αm)
+ (Fαm ⊗K
−1
αm)(Kαm ⊗ Eαm) + Eαm ⊗ Fαm − Eαm ⊗ Fαm
+Kαm ⊗
Kαm −K
−1
αm
qm − q−1m
=
Kαm ⊗Kαm −K
−1
αm ⊗K
−1
αm
qm − q−1m
= ∆(
Kαm −K
−1
αm
qm − q−1m
),
S([Eαm , Fαm ]) = −(S(Eαm)S(Fαm) + S(Fαm)S(Eαm))
= −(EαmFαm + FαmEαm)
= −
Kαm −K
−1
αm
qm − q−1m
= S(
Kαm −K
−1
αm
qm − q−1m
),
ǫ([Eαm , Fαm ]) = 0 = ǫ(
Kαm −K
−1
αm
qm − q−1m
).
The following lemma can be easily verified.
Lemma 4.2. There are Z2-graded anti-automorphism Ψ and anti-automorphism Ω
of U˜q such that
Ψ(Eαi) = Eαi , Ψ(Fαi) = Fαi , Ψ(Kj) = Kj , Ψ(q) = q
−1,
Ω(Eαi) = Fαi , Ω(Fαi) = Eαi , Ω(Kj) = K
−1
j , Ω(q) = q
−1
for i = 1, . . . , m+ n− 1, j = 1, . . . , m+ n.
Let Ω¯ be the linear transformation on U˜q ⊗ U˜q defined by
Ω¯(x⊗ y) = Ω(y)⊗ Ω(x) for x, y ∈ U˜q.
Lemma 4.3.
(a) Ω¯(u1u2) = Ω¯(u2)Ω¯(u1), u1, u2 ∈ h(U˜q ⊗ U˜q),
(b) Ω¯∆ = ∆Ω.
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Proof. (a) Let u1 = x1 ⊗ x2, u2 = y1⊗ y2, x1, x2, y1, y2 ∈ h(U˜q). Since Ω is an even
mapping, i.e., Ω(x) = x¯ for x ∈ h(U˜q), we have
Ω¯(u1u2) = Ω¯((−1)
x¯2y¯1x1y1 ⊗ x2y2)
= (−1)x¯2y¯1Ω(x2y2)⊗ Ω(x1y1)
= (−1)x¯2y¯1Ω(y2)Ω(x2)⊗ Ω(y1)Ω(x1)
= (Ω(y2)⊗ Ω(y1))(Ω(x2)⊗ Ω(x1))
= Ω¯(y1 ⊗ y2)Ω¯(x1 ⊗ x2)
= Ω¯(u2)Ω¯(u1).
(b) It suffices to show that each generator of U˜q has the same image under both
mappings Ω¯∆ and ∆Ω.
For i = 1, . . . , m+ n− 1, we have
Ω¯∆(Eαi) = Ω¯(Eαi ⊗ 1 +Kαi ⊗Eαi)
= 1⊗ Fαi + Fαi ⊗K
−1
αi
= ∆(Fαi)
= ∆Ω(Eαi).
Similarly we obtain
Ω¯∆(Fαi) = ∆Ω(Fαi) for i = 1, . . . , m+ n− 1
and
Ω¯∆(K±1j ) = ∆Ω(K
±1
j ) for j = 1, . . . , m+ n.
Recall from Chapter 1 the notation Λ and Φ+. Set in U˜q
Kµ =: Π
m+n
i=1 K
li
i for µ = l1ǫ1 + · · ·+ lm+nǫm+n ∈ Λ,
so that
Kν = ΠK
ki
αi
for ν =
∑
kiαi ∈ ZΦ
+(⊆ Λ).
For each finite sequence I = (α1, . . . , αr) of simple roots, we denote
EI =: Eα1 · · ·Eαr , FI =: Fα1 · · ·Fαr , wtI =: α1 + · · ·+ αr.
In particular, we let Eφ = Fφ = 1. Clearly the parity of EI (resp. FI) is
E¯I =
r∑
i=1
E¯αi (resp. F¯I =
r∑
i=1
F¯αi).
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Lemma 4.4. Let I be a sequence as above. We can find elements CIA,B ∈ A indexed
by finite sequences of simple roots A and B with wtI = wtA + wtB such that in U˜q
and in Uq
∆(EI) =
∑
A,B
CIA,B(q)EAKwtB ⊗EB
∆(FI) =
∑
A,B
CIA,B(q
−1)FA ⊗K
−1
wtAFB.
We have cIA,φ = δA,I and c
I
φ,B = δB,I .
Proof. Thanks to Lemma 4.3(b), it suffices to prove the first formula. By the relation
(R2), we have in U˜q that
KαiEαj = q
(αi,αj)EαjKαi ,
using which the first formula can be proved similarly as that in [13, Lemma 4.12].
4.2 U˜q-modules
Consider for each extension field k ⊃ F(q) a unitary free associative k-superalgebra
Mk = (Mk)0¯ ⊕ (Mk)1¯
with the homogeneous generators ξi, i = 1, . . . , m + n − 1, for which the parity is
defined by ξ¯i = δ¯im ∈ Z2. We denote k \ 0 by k∗.
Lemma 4.5. For each c = (c1, c2, . . . , cm+n) ∈ (k
∗)m+n, there is on Mk a structure
as a U˜q-module such that, for i = 1, . . . , m+n−1, j = 1, . . . , m+n, and ξi1 · · · ξir ∈
Mk,
Fαiξi1 · · · ξir = ξiξi1 · · · ξir .
Kjξi1 · · · ξir = cjq
−(ǫj ,αi1+···+αir )ξi1 · · · ξir .
Eαiξi1 · · · ξir =
∑
1≤s≤r,is=i
(−1)E¯αi
∑s−1
l=1
ξ¯il
·
cic
−1
i+1q
−(αi,αis+1+···+αir ) − c−1i ci+1q
(αi,αis+1+···+αir )
qi − q
−1
i
ξi1 · · · ξˆis · · · ξir .
Proof. The above formulas define endomorphisms fαi , kj, and eαi of Mk. It is clear
that k−1j is defined by
k−1j ξi1 · · · ξir = c
−1
j q
(ǫj ,
∑r
s=1 αis )ξi1 · · · ξir .
To prove the lemma, we need show that these endomorphisms satisfy relations (R1)-
(R3). By straightforward computations we obtain that (R1) and (R2) are satisfied
by these endomorphisms. So we prove only that (R3) is also satisfied by them.
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In case i 6= j, we have
eαifαjξi1 · · · ξir = eαiξjξi1 · · · ξir
=
∑
1≤s≤r,is=i
(−1)E¯αi (
∑s−1
l=1
ξ¯il+ξ¯j)
·
cic
−1
i+1q
−(αi,αis+1+···+αir ) − c−1i ci+1q
(αi,αis+1+···+αir )
qi − q
−1
i
ξjξi1 · · · ξˆis · · · ξir
and
fαjeαiξi1 · · · ξir =
∑
1≤s≤r,is=i
(−1)E¯αi(
∑s−1
l=1
ξ¯il )
·
cic
−1
i+1q
−(αi,αis+1+···+αir ) − c−1i ci+1q
(αi,αis+1+···+αir )
qi − q
−1
i
ξjξi1 · · · ξˆis · · · ξir .
Since i 6= j, so that ξ¯i = E¯αi = 0 or ξ¯j = 0, it follows that eαifαj = fαjeαi .
In case i = j, since
eαifαiξi1 · · · ξir = eαiξiξi1 · · · ξir
=
cic
−1
i+1q
−(αi,
∑r
l=1 αil ) − c−1i ci+1q
(αi,
∑r
l=1 αil)
qi − q
−1
i
ξi1 · · · ξir
+ (−1)(ξ¯i)
2
fαieαiξi1 · · · ξir
= [(kαi − k
−1
αi
)/(qi − q
−1
i ) + (−1)
(ξ¯i)
2
fαieαi ]ξi1 · · · ξir ,
we have
eαifαi = (kαi − k
−1
αi
)/(qi − q
−1
i ) + (−1)
(ξ¯i)2fαieαi .
This completes the proof.
We denote this module by Mk(c). By a similar argument we can show that, for
each c ∈ (k∗)m+n, there is a unique U˜q-module structure on Mk such that for all i, j
and all products ξi1 · · · ξir ∈Mk
Eαiξi1 · · · ξir = ξiξi1 · · · ξir ,
Kjξi1 · · · ξir = cjq
(ǫj ,αi1+···+αir )ξi1 · · · ξir ,
Fαiξi1 · · · ξir
=
∑
1≤s≤r,is=i
(−1)Fαi
∑s
l=1 ξ¯il
c−1i ci+1q
−(αi,αis+1+···+αir ) − cic
−1
i+1q
(αi,αis+1+···+αir )
qi − q
−1
i
·ξi1 · · · ξˆis · · · ξir .
We denote this U˜q-module by M
′
k(c).
Using Lemma 4.5 and the U˜q-modules Mk(c), M
′
k(c), Jantzen’s argument ([13,
Proposition 4.16]) can be applied almost verbatim to obtain the following proposi-
tion.
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Proposition 4.6. The elements FIKµEJ with µ ∈ Λ and I, J finite sequences of
simple roots are a basis of U˜q.
Define the F(q)-linear mapping
θ : U˜−q ⊗ U˜
0
q ⊗ U˜
+
q −→ U˜q
by θ(u− ⊗ u0 ⊗ u+) = u−u0u+ for u− ∈ U˜−q , u
0 ∈ U˜0q , and u
+ ∈ U˜+q . It then follows
from Proposition 4.6 that θ is an isomorphism.
4.3 The structure of U˜q
In the superalgebra U˜q, set
u+ex =: Eαm−1EαmEαm+1Eαm + EαmEαm−1EαmEαm+1 + Eαm+1EαmEαm−1Eαm
+ EαmEαm+1EαmEαm−1 − (q + q
−1)EαmEαm−1Eαm+1Eαm ,
and set, for i 6= j,
u+ij =
{
E2αiEαj − (q + q
−1)EαiEαjEαi + EαjE
2
αi
, if |i− j| = 1, i 6= m
EαiEαj − EαjEαi , if |i− j| > 1.
Let u−ex =: Ω(u
+
ex) and u
−
ij =: Ω(u
+
ij).
Lemma 4.7. The following identities hold in U˜q.
(1) [Fαs , u
+
ij] =0, 1 ≤ s < m+ n,
(2) [Fαs , E
2
αm ] =0, 1 ≤ s < m+ n,
(3) [Fαs , u
+
ex] =0, 1 ≤ s < m+ n, s /∈ {m− 1, m,m+ 1}.
Proof. (1) The formula can be proved similarly as in non-super cases (see [13, 4.19])
except for the cases where s = m ∈ {i, j}. We prove it only in the case where s = m
and (i, j) = (m − 1, m), and leave the proof in remaining cases to the interested
reader.
Since [Fαm ,−] is a derivation of U˜q and [Fαm , Eαm−1 ] = 0, we have
[Fαm , u
+
m−1,m] = [Fαm , E
2
αm−1
Eαm − (q + q
−1)Eαm−1EαmEαm−1 + EαmE
2
αm−1
]
= E2αm−1
Kαm −K
−1
αm
qm − q−1m
− (q + q−1)Eαm−1
Kαm −K
−1
αm
qm − q−1m
Eαm−1
+
Kαm −K
−1
αm
qm − q−1m
E2αm−1 .
By the relation (R2), we have
KαmEαm−1 = q
−1
m Eαm−1Kαm
K−1αmEαm−1 = qmEαm−1K
−1
αm .
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Then continuing our computation above, with q + q−1 = qm + q
−1
m , we obtain
[Fαm , u
+
m−1,m] =
1
qm − q−1m
E2αm−1f(K),
where
f(K) = Kαm −K
−1
αm − (qm + q
−1
m )(q
−1
m Kαm − qmK
−1
αm) + q
−2
m Kαm − q
2
mK
−1
αm
= 0,
so that [Fαm , u
+
m−1,m] = 0, as desired.
(2) By the relation (R3), the only nontrivial verification is the case s = m, in
which we have
[Fαm , E
2
αm ] = [Fαm , Eαm ]Eαm − Eαm [Fαm , Eαm ]
=
Kαm −K
−1
αm
qm − q−1m
Eαm − Eαm
Kαm −K
−1
αm
qm − q−1m
= 0,
where the last equality follows from the fact that KαmEαm = EαmKαm .
(3) is an immediate consequence of (R3).
Let 〈E2αm〉 and 〈u
+
m−1,m+1〉 be the two-sided ideals of U˜
+
q generated respectively
by E2αm and
u+m−1,m+1 = Eαm−1Eαm+1 − Eαm+1Eαm−1 .
Lemma 4.8.
(1) [Fαm−1 , u
+
ex] ∈ 〈E
2
αm〉
(2) [Fαm+1 , u
+
ex] ∈ 〈E
2
αm〉
(3) [Fαm , u
+
ex] ∈ 〈u
+
m−1,m+1〉.
Proof. (1) By the relation (R2), we have Kαm−1Eαm = q
−1
m EαmKαm−1 , applying
which we have
[Fαm−1 , Eαm−1EαmEαm+1Eαm ] = −EαmEαm+1Eαm
q−2m Kαm−1 − q
2
mK
−1
αm−1
qm−1 − q
−1
m−1
[Fαm−1 , EαmEαm−1Eαm+1Eαm ] = −EαmEαm+1Eαm
q−1m Kαm−1 − qmK
−1
αm−1
qm−1 − q
−1
m−1
.
Using these identities, together with
[Fαm−1 , EαmEαm+1EαmEαm−1 ] = −EαmEαm+1Eαm
Kαm−1 −K
−1
αm−1
qm−1 − q
−1
m−1
,
31
we obtain
[Fαm−1 , Eαm−1EαmEαm+1Eαm+EαmEαm+1EαmEαm−1−(q+q
−1)EαmEαm−1Eαm+1Eαm ] = 0.
On the other hand, we have by the relation (R3)
[Fαm−1 , EαmEαm−1EαmEαm+1 ] = −Eαm
Kαm−1 −K
−1
αm−1
qm−1 − q
−1
m−1
EαmEαm+1 ∈ 〈E
2
αm〉
and similarly [Fαm−1 , Eαm+1EαmEαm−1Eαm ] ∈ 〈E
2
αm〉. Thus we get
[Fαm−1 , u
+
ex] ∈ 〈E
2
αm〉.
(2) can be proved similarly.
The proof of (3) involves a long computation; we put it in the last subsection.
Let I (resp. I+; I−) be the two-sided ideal in U˜q (resp. U˜
+
q ; U˜
−
q ) generated by
the homogeneous elements
u±ij, E
2
αm , F
2
αm , u
±
ex (resp. u
+
ij, E
2
αm , u
+
ex; u
−
ij, F
2
αm , u
−
ex)
for all i, j. Recall the mapping θ at the end of Section 4.2.
Lemma 4.9. The two-sided ideal in U˜q generated by the elements
E2αm , u
+
ex, u
+
ij, i, j = 1, . . . , m+ n− 1
equals the image of U˜−q ⊗ U˜
0
q ⊗ I
+ under θ.
Proof. Set
V =: θ(U˜−q ⊗ U˜
0
q ⊗ I
+).
Then V is contained in the two-sided ideal of U˜q generated by E
2
αm , u
+
ex and all u
+
ij.
To prove the lemma, it suffices to show that V itself is a two-sided ideal in U˜q. By
the relations (R1)-(R3), V is invariant under left multiplication by each element
u ∈ U˜−q ∪ U˜
0
q ∪ U˜
+
q , that is, V is a left ideal in U˜q.
Recall from Section 4.1 the notation EI . As a vector space V is spanned by the
elements
uu+ijEI (1 ≤ i, j < m+ n), uE
2
αmEI , uu
+
exEI
for u ∈ U˜q. Then V is invariant under the right multiplication by the elements
u ∈ U˜+q ∪ U˜
0
q . To complete the proof, we show that V is also invariant under right
multiplication by all Fαs .
For any fixed s = 1, . . . , m + n − 1, since [−, Fαs ] is a right derivation (see
Section 2.1), we have
uu+ijEIFαs = (−1)
(E¯I+u¯
+
ij)F¯αsuFαsu
+
ijEI + uu
+
ij[EI , Fαs ] + (−1)
E¯I F¯αsu[u+ij, Fαs ]EI ,
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for which the first summand is in V ; the second summand is also in V since
[EI , Fαs ] ∈ U˜
0
q U˜
+
q
by the relation (R3); the third summand equals 0 by Lemma 4.8(1). Thus, we have
uu+ijEIFαs ∈ V . By a similar argument, together with Lemma 4.8 and 4.9, we obtain
uE2αmEIFαs , uu
+
exEIFαs ∈ V ;
therefore, V is invariant under right multiplication by Fαs .
Applying Ω, we obtain
Lemma 4.10. The two-sided ideal of U˜q generated by the elements
u−ij (1 ≤ i, j < m+ n), F
2
αm , u
−
ex
is equal to the image of I− ⊗ U˜0 ⊗ U˜+q under θ.
4.4 The proof of Lemma 4.8(3)
By the relation (R2), we have
Kαm −K
−1
αm
qm − q−1m
Eαm+1 = Eαm+1
qmKαm − q
−1
m K
−1
αm
qm − q−1m
Kαm −K
−1
αm
qm − q−1m
Eαm−1 = Eαm−1
q−1m Kαm − qmK
−1
αm
qm − q−1m
.
Applying these identities and the property of derivation in Section 2.1, we have
[Fαm , Eαm−1EαmEαm+1Eαm + EαmEαm−1EαmEαm+1 ]
= Eαm−1Eαm+1Eαm
qmKαm − q
−1
m K
−1
αm
qm − q−1m
−Eαm−1EαmEαm+1
Kαm −K
−1
αm
qm − q−1m
+ Eαm−1EαmEαm+1
Kαm −K
−1
αm
qm − q−1m
−EαmEαm−1Eαm+1
qmKαm − q
−1
m K
−1
αm
qm − q−1m
= Eαm−1Eαm+1Eαm
qmKαm − q
−1
m K
−1
αm
qm − q−1m
−EαmEαm−1Eαm+1
qmKαm − q
−1
m K
−1
αm
qm − q−1m
and similarly
[Fαm , Eαm+1EαmEαm−1Eαm + EαmEαm+1EαmEαm−1 ]
= Eαm+1Eαm−1Eαm
q−1m Kαm − qmK
−1
αm
qm − q−1m
− EαmEαm+1Eαm−1
q−1m Kαm − qmK
−1
αm
qm − q−1m
.
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We also have
[Fαm , EαmEαm−1Eαm+1Eαm ]
=
Kαm −K
−1
αm
qm − q−1m
Eαm−1Eαm+1Eαm − EαmEαm−1Eαm+1
Kαm −K
−1
αm
qm − q−1m
= Eαm−1Eαm+1Eαm
Kαm −K
−1
αm
qm − q−1m
− EαmEαm−1Eαm+1
Kαm −K
−1
αm
qm − q−1m
.
Applying these formulas we have
[Fαm , u
+
ex]
= [Fαm , Eαm−1EαmEαm+1Eαm + EαmEαm−1EαmEαm+1
+ Eαm+1EαmEαm−1Eαm + EαmEαm+1EαmEαm−1
− (qm + q
−1
m )EαmEαm−1Eαm+1Eαm ]
= Eαm−1Eαm+1Eαm
qmKαm − q
−1
m K
−1
αm
qm − q−1m
−EαmEαm−1Eαm+1
qmKαm − q
−1
m K
−1
αm
qm − q−1m
+ Eαm+1Eαm−1Eαm
q−1m Kαm − qmK
−1
αm
qm − q−1m
−EαmEαm+1Eαm−1
q−1m Kαm − qmK
−1
αm
qm − q−1m
− (qm + q
−1
m )Eαm−1Eαm+1Eαm
Kαm −K
−1
αm
qm − q−1m
+ (qm + q
−1
m )EαmEαm−1Eαm+1
Kαm −K
−1
αm
qm − q−1m
= Eαm+1Eαm−1Eαm
q−1m Kαm − qmK
−1
αm
qm − q−1m
−EαmEαm+1Eαm−1
q−1m Kαm − qmK
−1
αm
qm − q−1m
− Eαm−1Eαm+1Eαm
q−1m Kαm − qmK
−1
αm
qm − q−1m
+ EαmEαm−1Eαm+1
q−1m Kαm − qmK
−1
αm
qm − q−1m
=(Eαmu
+
m−1,m+1 − u
+
m−1,m+1Eαm)
q−1m Kαm − qmK
−1
αm
qm − q−1m
∈ 〈u+m−1,m+1〉.
This completes the proof.
34
5 Triangular decompositions of Uq
In this chapter we first establish an ordinary triangular decomposition of Uq. We
then show that the quantum algebra Uq(g0¯) is isomorphic to its canonical image in
Uq, which we use to show that Uq also has a super version of triangular decomposi-
tion.
5.1 An ordinary triangular decomposition
Recall from Section 4.3 the definition of the two-sided ideals I+ and I− in U˜+q
and U˜−q respectively. It follows from Lemma 4.9 and Lemma 4.10 that
I = θ(U˜−q ⊗ U˜
0
q ⊗ I
+ + I− ⊗ U˜0q ⊗ U˜
+
q ).
This gives an induced vector space isomorphism (triangular decomposition)
Uq = U˜q/I ∼= U˜
−
q /I
− ⊗ U˜0q ⊗ U˜
+
q /I
+
with U0q
∼= U˜0q . As a consequence, we have
Corollary 5.1. (1) The multiplication map
θ¯ : U−q ⊗ U
0
q ⊗ U
+
q → Uq, u1 ⊗ u2 ⊗ u3 7→ u1u2u3
is an isomorphism of vector spaces.
(2) U+q is isomorphic to the superalgebra generated by the elements Eαi , 1 ≤
i < m+ n and relations
u+ij = 0, 1 ≤ i, j < m+ n, E
2
αm = 0, u
+
ex = 0.
(3) U−q is isomorphic to the superalgebra generated by the elements Fαi , 1 ≤ i <
m+ n and relations
u−ij = 0, 1 ≤ i, j < m+ n, F
2
αm = 0, u
−
ex = 0.
(4) The Kµ with µ ∈ Λ are a basis of U0q .
It is easy to see that Ω(I+) = I−, and consequently Ω(I) = I. Then Ω induces
an anti-automorphism of Uq which we denote also by Ω.
5.2 The canonical image of Uq(g0¯) in Uq
Let
U˙q(g0¯) (resp. U˙q(g0¯)
+; U˙q(g0¯)
−; U˙q(g0¯)
0)
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be the subalgebra of Uq generated by the elements
Eαi , Fαi , K
±1
j (resp. Eαi ; Fαi ; K
±1
j ), i ∈ [1, m+ n) \m, j = 1, . . . , m+ n.
Then U˙q(g0¯) is the canonical image of Uq(g0¯) in Uq. In this section we prove that
Uq(g0¯) is isomorphic to U˙q(g0¯). To establish this, we introduce an F(q)-algebra
U˜q(g0¯).
Let U˜q(g0¯) be the algebra generated by the elements
Eαi , Fαi , K
±1
j , i ∈ [1, m+ n) \m, j = 1, . . . , m+ n,
and relations (R1)-(R3) in Section 3.1. Then Uq(g0¯) is a quotient of U˜q(g0¯).
Denote by U˜q(g0¯)
+ (resp. U˜q(g0¯)
−; U˜q(g0¯)
0) the subalgebra of U˜q(g0¯) generated
by all elements Eαi (resp. Fαi ; K
±1
j ).
For each finite sequence I = (β1, β2, . . . , βr) of simple even roots set
EI = Eβ1 · · ·Eβr and FI = Fβ1 · · ·Fβr .
In particular, set Eφ = Fφ = 1.
By the defining relations (R1)-(R3), the elements FIKµEJ with µ ∈ Λ and
I, J finite sequences of simple even roots span U˜q(g0¯). Also, by the defining relations
(R1)-(R3), the subalgebra of U˜q generated by the even elements
Eαi , Fαi , K
±1
j , i ∈ [1, m+ n) \m, j = 1, . . . , m+ n
is spanned by all the elements FIKµEJ , with I, J finite sequences of simple even
roots and µ ∈ Λ, which are linearly independent by Proposition 4.6. Since this
subalgebra is a homomorphic image of U˜q(g0¯) with the images of a set of generators
linearly independent, it is isomorphic to U˜q(g0¯). Therefore, we may identify U˜q(g0¯)
with its canonical image in U˜q.
Let I+0 (resp. I
−
0 ) be the two-sided ideal of U˜q(g0¯)
+ (resp. U˜q(g0¯)
−) generated
by all (even ) elements
u+ij(resp. u
−
ij), m /∈ {i, j}.
Lemma 5.2.
I
+
0 = U˜q(g0¯)
+ ∩ I+, I−0 = U˜q(g0¯)
− ∩ I−.
Proof. We prove only the first formula; the second one can be proved similarly. By
the definition of I+, we have
I
+
0 ⊆ U˜q(g0¯)
+ ∩ I+.
To prove the inclusion in the other direction, let x ∈ I+. By definition we write
x =
∑
m/∈{i,j}
cI,JEIu
+
ijEJ +
∑
m∈{i,j}
cI,JEIu
+
ijEJ
+
∑
cI,JEIu
+
exEJ +
∑
cI,JEIE
2
αmEJ ,
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for which all elements EIu
+
ijEJ , EIu
+
exEJ , EIE
2
αmEJ are basis vectors of U˜q by
Proposition 4.6.
If x is also in U˜q(g0¯)
+, then we write x also as
x =
∑
cI,µ,JEIKµFJ ,
with I, J the sequences of simple even roots and µ ∈ Λ, which is also an linear
combination of basis vectors by Proposition 4.6. Comparing the two expressions of
x, we obtain that
x =
∑
m/∈{i,j}
cI,JEIu
+
ijEJ ∈ I
+
0 .
This completes the proof.
Under the canonical epimorphism from U˜q(g0¯) into Uq(g0¯), let Uq(g0¯)
−, Uq(g0¯)
0,
and Uq(g0¯)
+ be the images of the subalgebras U˜q(g0¯)
−, U˜q(g0¯)
0, and U˜q(g0¯)
+ respec-
tively.
Lemma 5.3. a) The multiplication map
Uq(g0¯)
− ⊗ Uq(g0¯)
0 ⊗ Uq(g0¯)
+ −→ Uq(g0¯), u1 ⊗ u2 ⊗ u3 7→ u1u2u3
is an isomorphism of vector spaces.
b) The Kµ with µ ∈ Λ are a basis of Uq(g0¯)
0.
Proof. Recall from Section 3.2 that
Uq(g0¯) = Uq(glm)⊗ Uq(gln)
and the elements in Uq(glm) commutes with the elements in Uq(gln). Then the
lemma follows immediately from Lemma 3.1.
Lemma 5.4.
U˜q(g0¯)
+/I+0
∼= Uq(g0¯)
+, U˜q(g0¯)
−/I−0
∼= Uq(g0¯)
−.
Proof. By Proposition 4.6 there is an isomorphism of vector spaces
ν : U˜q(g0¯)
− ⊗ U˜q(g0¯)⊗ U˜q(g0¯)
+ −→ U˜q(g0¯).
By a proof similar to that of Lemma 4.9, we obtain that the two-sided ideal in U˜q(g0¯)
generated by all u+ij (resp. u
−
ij) with m /∈ {i, j} equals the image under ν of
U˜q(g0¯)
− ⊗ U˜q(g0¯)
0 ⊗ I+0 (resp. I
−
0 ⊗ U˜q(g0¯)
0 ⊗ U˜q(g0¯)
+).
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Apply now Jantzen’s argument in [13, p. 66]. Let I be the kernel of the canonical
map U˜q(g0¯) −→ Uq(g0¯). Then I is a two-sided ideal of U˜q(g0¯) generated by all u
+
ij
and u−ij with m /∈ {i, j}, and hence equal to
ν(U˜q(g0¯)
− ⊗ U˜q(g0¯)
0 ⊗ I+0 + I
−
0 ⊗ U˜q(g0¯)
0 ⊗ U˜q(g0¯)
+).
The intersection I ∩ U˜q(g0¯)
+ equals the image under ν of
(U˜q(g0¯)
− ⊗ U˜q(g0¯)
0 ⊗ I+0 + I
−
0 ⊗ U˜q(g0¯)
0 ⊗ U˜q(g0¯)
+) ∩ F(q)⊗ F(q)⊗ U˜q(g0¯)
+
= F(q)⊗ F(q)⊗ I+0 ,
and which equals I+0 . Thus, we obtain
Uq(g0¯)
+ ∼= U˜q(g0¯)
+/(I ∩ U˜q(g0¯)
+) ∼= U˜q(g0¯)
+/I+0 .
The second formula can be proved similarly.
Theorem 5.5. Uq(g0¯) ∼= U˙q(g0¯).
Proof. Using Lemmas 5.2, Lemma 5.4, and the formula before Corollary 5.1, we
have
U˙q(g0¯)
+ = (U˜q(g0¯)
+ + I+)/I+
∼= U˜q(g0¯)
+/(U˜q(g0¯)
+ ∩ I+)
= U˜q(g0¯)
+/I+0
∼= Uq(g0¯)
+.
Let ̺+ denote this isomorphism from Uq(g0¯)
+ into U˙q(g0¯)
+. It is clear that ̺+ sends
Eαi to Eαi for all i 6= m; similarly we can prove that there is an isomorphism ̺
−
from Uq(g0¯)
− into U˙q(g0¯)
− sending Fαi to Fαi for all i 6= m.
By Lemma 5.3(b), Uq(g0¯)
0 has a basis Kλ, λ ∈ Λ, whereas Corollary 5.1(4) says
that U˙q(g0¯)
0(= U0q ) has a basis Kλ, λ ∈ Λ. Thus, there is an isomorphism ̺
0 from
Uq(g0¯)
0 into U˙q(g0¯)
0 sending Kλ to Kλ for all λ.
Let ̺ denote the canonical epimorphism from Uq(g0¯) onto U˙q(g0¯). It is then
clear that the restrictions of ̺ to Uq(g0¯)
−, Uq(g0¯)
0, and Uq(g0¯)
+ are respectively
̺−, ̺0, and ̺+.
Since
Uq(g0¯) ∼= Uq(g0¯)
− ⊗ Uq(g0¯)
0 ⊗ Uq(g0¯)
+
by Lemma 5.3(a) and
U˙q(g0¯) ∼= U˙q(g0¯)
− ⊗ U˙q(g0¯)
0 ⊗ U˙q(g0¯)
+
by Corollary 5.1 (1), it follows that ̺, viewed as ̺− ⊗ ̺0 ⊗ ̺+, is a vector space
isomorphism. Therefore, ρ is an algebra isomorphism.
By the theorem, we may identify Uq(g0¯) with U˙q(g0¯).
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5.3 Some formulas in Uq
In this section we present some formulas in Uq; most of them are given in [31].
For i ∈ [1, m + n) \ m, the automorphism Tαi of Uq is defined by (see [31,
Appendix A])
Tαi(Eαj ) =


−FαiKαi , if i = j,
Eαj , if |i− j| > 1,
−EαiEαj + q
−1
i EαjEαi , if |i− j| = 1,
TαiFαj =


−K−1αi Eαi , if i = j,
Fαj , if |i− j| > 1,
−FαjFαi + qiFαiFαj , if |i− j| = 1,
TαiKj =


Ki+1, if j = i,
Ki, if j = i+ 1,
Kj , if j 6= i, i+ 1.
A straightforward computation shows that Tαi is an even automorphism for Uq, that
is,
Tαi(uv) = Tαi(u)Tαi(v) for all u, v ∈ h(Uq).
Also, it is easy to check that each Tαi has the inverse map T
−1
αi
([31, A3]):
T−1αi Eαj =


−K−1αi Fαi , if i = j,
Eαj , if |i− j| > 1,
−EαjEαi + q
−1
i EαiEαj , if |i− j| = 1,
T−1αi Fαj =


−EαiKαi , if i = j,
Fαj , if |i− j| > 1,
−FαiFαj + qiFαjFαi, if |i− j| = 1,
T−1αi Kj =


Ki+1, if j = i,
Ki, if j = i+ 1,
Kj , if j 6= i, i+ 1.
There are Z2-graded algebra automorphism Ψ and antiautomorphism Ω of Uq
induced from those of U˜q (see Lemma 4.2). It is easy to see that
(∗) ΩTαi = TαiΩ.
Suppose i < k < k+1 < j. The following identities given in [31] can be verified
by induction:
(b1) Eij = (−1)j−i−1TαiTαi+1 · · ·Tαk−1T
−1
αj−1
T−1αj−2 · · ·T
−1
αk+1
Ek,k+1,
(b2) Fij = (−1)j−i−1TαiTαi+1 · · ·Tαk−1T
−1
αj−1
T−1αj−2 · · ·T
−1
αk+1
Fk,k+1.
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Applying the formula (∗) above we get
Ω(Eij) = Fij , (i, j) ∈ I0 ∪ I1.
It then follows from the formulas (b1), (b2) that
E2ij = F
2
ij = 0, (i, j) ∈ I1.
Lemma 5.6. [31, Lemma 1]
(1) [Eij , Ec,c+1] = 0, i < c < c+ 1 < j,
(2) [Eij , Fc,c+1] = δc+1,jq
−1
c EicKcK
−1
c+1 − δi,c(−1)
δcmEc+1,jK
−1
c Kc+1,
i 6= c or j 6= c+ 1,
(3) EsiEsj = (−1)
E¯siqsEsjEsi, s < i < j,
(4) EjsEis = (−1)
E¯jsq−1s EisEjs, i < j < s.
Lemma 5.7.
[Eij , Est] = 0, i < s < t < j.
Proof. We proceed by induction on t− s. The formula in the case t− s = 1 follows
immediately from Lemma 5.6(1). Assume the formula for t− s < k.
Let t− s = k and choose c with s < c < t. Since [Eij ,−] is a derivation of Uq,
we have by induction hypothesis that
[Eij , Est] = [Eij , EscEct − q
−1
c EctEsc]
= [Eij , Esc]Ect + (−1)
E¯ijE¯scEsc[Eij , Ect]
− q−1c ([Eij , Ect]Esc + (−1)
E¯ijE¯ctEct[Eij , Esc])
= 0.
Lemma 5.8.
(1) [Eij , Fst] = 0, i < s < t < j,
(2) [Fij , Est] = 0, i < s < t < j,
(3) [Eij , Est] = 0, i < j < s < t,
(4) [Eij , Est] = (qj − q
−1
j )EitEsj, i < s < j < t.
Proof. (1) By Lemma 5.6 (2), we have
[Eij , Fc,c+1] = 0, i < c < c+ 1 < j,
using which we prove (1) by induction on t− s.
(2) follows from the application of Ω to (1).
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(3) can be proved by using (R5) and the formula (a) in Remark 3.1(1):
Eab = EacEcb − q
−1
c EcbEac, a < c < b.
(4) is the formula [31, Lemma 2], which can be verified by using Lemma 5.6(3)
and the above formula.
5.4 A super version of triangular decomposition of Uq
First, we introduce a set of elements to construct the PBW basis of Uq.
Set
S+0 = {Eij |(i, j) ∈ I0}, S
+
1 = {Eij |(i, j) ∈ I1},
S−0 = {Fij |(i, j) ∈ I0}, S
−
1 = {Fij |(i, j) ∈ I1},
and let
H = {Ki|1 ≤ i ≤ m+ n}, S
− = S+0 ∪ S
+
1 , S
− = S−0 ∪ S
−
1 .
Then we have S−0 = Ω(S
+
0 ), S
−
1 = Ω(S
+
1 ), and hence S
− = Ω(S+). Let us denote
by S the union S− ∪ H ∪ S+.
Define an order ≺ on S as follows: For x, y ∈ S, we write x ≺ y if one of the
following conditions holds.
(1) x ∈ S−1 , y ∈ S
−
0 ∪H ∪ S
+,
(2) x ∈ S−, y ∈ H ∪ S+,
(3) x ∈ H, y ∈ S+,
(4) x ∈ S+0 and y ∈ S
+
1 ,
(5) both x = Eij and y = Est are in S
+
0 (or S
+
1 ) with i < s, or, i = s but j < t,
(6) both x and y are in S−0 (or S
−
1 ) with Ω(y) ≺ Ω(x).
It is easy to see that (S,≺) is linearly ordered. For x, y ∈ S, we write x 4 y if
x ≺ y or x = y. Extend the order ≺ to the set
S =: {xn|x ∈ S, n ∈ Z+}
by writing xn ≺ ym (n,m ∈ Z+) if x ≺ y. Note that (S,≺) is no longer linearly
ordered, because two elements xm and xn, m 6= n, are not comparable.
Lemma 5.9. For x ∈ S+0 and y ∈ S
+
1 , there ere elements x1 ∈ S
+
0 and y1, y2 ∈ S
+
1
with x ≺ x1 and y1, y2 ≺ y such that
yx = c1xy + c2x1y1 + c3y2, c1, c2, c2 ∈ A.
Proof. Suppose that x = Eij and y = Est, so that (i, j) ∈ I0 and (s, t) ∈ I1.
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If j < s or t < i, then the identity is immediate from Lemma 5.8(3).
If i < s < j ≤ m < t, so that Eij ≺ Esj ≺ Eit ≺ Est, then we have
EitEsj = (−1)
E¯itE¯sjEsjEit
by Lemma 5.7; using this formula and Lemma 5.8(4) we get
yx = EstEij = (−1)
E¯ijE¯st [EijEst − (qj − q
−1
j )EitEsj]
= (−1)E¯ijE¯stxy + (−1)E¯ijE¯st+E¯itE¯sj+1(qj − q
−1
j )EsjEit.
It is clear that Esj ∈ S
+
0 , Eit ∈ S
+
1 , and x ≺ Esj, Eit ≺ y.
The identity in the case s < m < i < t < j can be proved similarly.
If i = s < j ≤ m < t or s ≤ m < i < j = t, the identity follows from Lemma
5.6(3), (4).
If s < i < j < t, then the identity is immediate from Lemma 5.7.
If i < j = s < t or s < t = i < j, the identity follows from the formula (a) in
Remark 3.1(1).
Lemma 5.10. For x, y ∈ S+1 with x ≺ y, there are x1, y1 ∈ S
+
1 with x ≺ x1 ≺ y1 ≺ y
such that
yx = c1xy + c2x1y1, c1, c2 ∈ A.
Proof. Assume x = Est and y = Eij . If s < i < j < t, we have
yx = EijEst = −EstEij = −xy
by Lemma 5.7; if s < i < j = t, we have
yx = EijEst = −q
−1
t EstEit = −q
−1
t xy
by Lemma 5.6(4), and similarly, if s = i < t < j, the identity follows from Lemma
5.6(3); if s < i < t < j, then we have by Lemma 5.8(4) that
yx = EijEst = −EstEij + (qt − q
−1
t )EsjEit,
which is in the desired form, since x = Est ≺ Esj ≺ Eit ≺ Eij = y.
Lemma 5.11. For x, y ∈ S+0 with x ≺ y, there are x1, y1, z ∈ S
+
0 with x ≺ x1 ≺
y1 ≺ y, x ≺ z ≺ y such that
yx = c1xy + c2x1y1 + c3z, c1, c2, c3 ∈ A.
Proof. Assume x = Eij and y = Est. Thanks to Lemma 5.6(3), (4), and Lemma 5.7,
we need only verify the identity in the following cases.
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Case 1. i < s < j < t. By Lemma 5.8(4), we get
yx = EstEij
= EijEst − (qj − q
−1
j )EitEsj
= xy − (qj − q
−1
j )EitEsj ,
for which we have x = Eij ≺ Eit ≺ Esj ≺ Est = y.
Case 2. i < j = s < t. By the formula (a) in Remark 3.1(1), we have
yx = EjtEij = qjEijEjt − qjEit = qjxy − qjEit,
for which we have x = Eij ≺ Eit ≺ Ejt = y.
For each d = (dij)(i,j)∈I1 ∈ Z
I1
2 , set |d| =
∑
dij, and let E
d
1 denote the product
Π(i,j)∈I1E
dij
ij in the order ≺. We call E
d
1 a standard odd monomial.
For k ≥ 0, set
N (k)1 = 〈E
d
1 | |d| = k〉.
Since E2ij = 0 for (i, j) ∈ I1, we have N
(k)
1 = 0 for k > nm(= |I1|).
Set
N1 =
∑
k≥0
N (k)1 and N
+
1 =
∑
k>0
N (k)1 .
Then N1 = F(q) · 1 +N
+
1 .
For a sequence of elements x1, . . . , xn ∈ S, denote by max(x1, . . . , xn) (resp.
min(x1, . . . , xn)) a maximal (resp. minimal) element in the sequence with respect to
the order ≺, which may not be unique, since repetitions are allowed in the sequence.
Lemma 5.12. For x1, . . . , xn ∈ S
+
1 , the product x1 · · ·xn can be expressed as an
A-linear combination of standard odd monomials Ed1 = Ei1,j1 · · ·Ein,jn with
min(x1, . . . , xn)  Eik,jk  max(x1, . . . , xn) for k = 1, . . . , n.
Proof. The statement is trivial if n = 1. So we assume n > 1. We proceed with
induction on the order of max(x1, . . . , xn) in S
+
1 .
If max(x1, . . . , xn) has the minimal order; that is,
max(x1, . . . , xn) = E1,m+1,
then we have x1 = · · · = xn, and hence the statement is trivial since the product
x1 · · ·xn is 0.
Assume the statement for all products with the maximal element less than some
u ∈ S+1 with u ≻ E1,m+1, and consider a product x1 · · ·xn with max(x1, . . . , xn) = u.
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We now take a second induction on n. The case n = 1 is trivial. Assume the
statement for n− 1.
If xn = max(x1, . . . , xn), then we have from induction hypothesis that
x1 . . . xn−1xn =
∑
cdE
d
1xn, cd ∈ A,
where each Ed1 = Es1,t1 · · ·Esn−1,tn−1 satisfies
min(x1, . . . , xn−1)  Esk,tk  max(x1, . . . , xn−1) for k = 1, . . . , n− 1.
It follows that Ed1xn is a standard odd monomial, which equals 0 if Esn−1,tn−1 = xn.
Suppose xn ≺ max(x1, . . . , xn). Then there is s < n such that
xs = max(x1, . . . , xn).
Applying Lemma 5.10 switching every such xs in succession with xs+1, . . . , xn, we can
write x1 · · ·xn as an A-linear combination of products x
′
1 · · ·x
′
n satisfying either x
′
n =
max(x1, . . . , xn) and x
′
i ≺ max(x1, . . . , xn) for all i < n, or x
′
i ≺ max(x1, . . . , xn) for
all i. Then by the conclusion of the above case and induction hypothesis, x1 · · ·xn
can be written in the desired form.
By induction hypothesis, the lemma follows.
Immediately from the lemma, we have the following corollary.
Corollary 5.13.
N (i)1 N
(j)
1 ⊆ N
(i+j)
1 , i, j ∈ N.
For each ψ ∈ NI0 , denote by Eψ0 the product Π(i,j)∈I0E
ψij
ij in the order ≺, and
call it a standard even monomial.
Lemma 5.14. For x1, . . . , xn ∈ S
+
0 , the product x1 · · ·xn can be expressed as an
A-linear combination of standard even monomials Eψ0 = E
ψ1
i1,j1
· · ·Eψkik ,jk with
min(x1, . . . , xn)  Eis,js  max(x1, . . . , xn), s = 1, . . . , k.
Proof. As in the proof of Lemma 5.12, we proceed with induction on the order of
max(x1, . . . , xn) in S
+
0 .
If max(x1, . . . , xn) is the minimal element E12, then we have
x1 = · · · = xn = E12,
so that x1 · · ·xn = En12, and the statement follows.
Assume the statement for all sequences of elements y1, . . . , ym in S
+
0 with
max(y1, . . . , ym) ≺ u
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for some u ∈ S+0 with u ≻ E12. Let x1, . . . , xn be a sequence in S
+
0 with
max(x1, . . . , xn) = u.
We now take a second induction on n. The case n = 1 is trivial. Assume the
statement for n− 1.
Case 1. xn = max(x1, . . . , xn). By induction hypothesis, we have
x1 · · ·xn−1 =
∑
cψE
ψ
0 ,
where each Eψ0 is a standard even monomial E
ψ1
i1,j1
· · ·Eψkik,jk with
min(x1, . . . , xn−1)  Eis,js  max(x1, . . . , xn−1), s = 1, . . . , k.
Then clearly Eψ0 xn is also a standard even monomial. Therefore, the product
x1 · · ·xn can be written in the desired form.
Case 2. xn ≺ max(x1, . . . , xn). In this case there is s < n with
xs = max(x1, . . . , xn).
Apply Lemma 5.11 switch every such s in succession with xs+1, . . . , xn, we obtain
that x1 · · ·xn can be written as an A-linear combination of products x′1 · · ·x
′
k, k ≤ n,
satisfying either
x′s ≺ max(x1, . . . , xk) for all s
or
xs  max(x1, . . . , xn), s = 1, . . . , k − 1 and xk = max(x1, . . . , xn).
Then by the conclusion of Case 1 and induction hypothesis, the product x1 · · ·xn
can be written in the desired form.
This completes the proof.
Lemma 5.15.
N (k)1 Uq(g0¯) ⊆ Uq(g0¯)N
(k)
1 , k ∈ N.
Proof. By Corollary 5.13, it suffices to show that
EijUq(g0¯) ⊆ Uq(g0¯)N
(1)
1 for all Eij ∈ S
+
1 .
Since Uq(g0¯) is generated by the even elements
Eαs , Fαs , K
±1
t , s ∈ [1, m+ n) \m, 1 ≤ t ≤ m+ n,
the proof is reduced to showing that
Eijx ∈ Uq(g0¯)N
(1)
1
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with x being one of these generators. Using formulas in Remark 3.1(1) and applying
induction on j − i, we obtain
KtEijK
−1
t = q
δti−δtj
t Eij , KtFijK
−1
t = q
−(δti−δtj)
t Fij .
It follows that Eijx ∈ Uq(g0¯)N
(1)
1 for x = K
±1
t . If x = Fαs , then we have by Lemma
5.6(2) that
EijFαs =


FαsEij +KsK
−1
s+1Eis, if j = s+ 1
FαsEij − (−1)
δsmqs+1K
−1
s Ks+1Es+1,j, if i = s
FαsEij , otherwise,
and hence EijFαs ∈ Uq(g0¯)N
(1)
1 .
If x = Eαs , we have
Eijx ∈ Uq(g0¯)N
(1)
1
by Lemma 5.9. This completes the proof.
Set N−1 =: Ω(N1). The following theorem is a super version of triangular
decomposition of Uq, which will be made precise after we have established the PBW
theorem (Corollary 8.11).
Theorem 5.16.
Uq = N−1Uq(g0¯)N1.
Proof. By Corollary 5.1(1), we have Uq = U
−
q U
0
qU
+
q . So it suffices to show that
U+q ⊆ U(g0¯)N1 and U
−
q ⊆ N−1Uq(g0¯).
Since U+q is spanned by products x1 · · ·xn, xi ∈ S
+, which are contained in Uq(g0¯)N1
by Lemma 5.15, we have
U+q ⊆ Uq(g0¯)N1.
By applying Ω, we obtain
U−q ⊆ N−1Uq(g0¯).
Let us look at an application of this theorem. By Corollary 5.13 and Lemma
5.15, Uq(g0¯)N
+
1 is a nilpotent ideal of Uq(g0¯)N1. Since N1 = F(q) ·1+N
+
1 , it follows
that
Uq(g0¯)N1 = Uq(g0¯) + Uq(g0¯)N
+
1 .
We assert that the sum is direct. Indeed, the fact that Uq(g0¯)N
+
1 is nilpotent implies
that all elements in Uq(g0¯)∩Uq(g0¯)N
+
1 are nilpotent. Recall that Uq(g0¯) has no zero
divisors; therefore,
Uq(g0¯) ∩ Uq(g0¯)N
+
1 = 0,
46
and the assertion follows.
Let M = M0¯ ⊕ M1¯ be a simple Uq(g0¯)N1-module. Then Uq(g0¯)N
+
1 M is a
submodule of M . Since Uq(g0¯)N
+
1 is a nilpotent ideal in Uq(g0¯)N1, it follows that
Uq(g0¯)N
+
1 M = 0. Thus, M is simple as a Uq(g0¯)-module, so that
M =M0¯ or M = M1¯.
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6 Highest weight modules for Uq
In this chapter we construct simple highest weight Uq-modules.
Recall the U˜q-module Mk(c) in Section 4.2. Let k = F(q) and denote Mk(c)
simply by M(c). Set
φij =:
{
ξ2i ξj − (q + q
−1)ξiξjξi + ξjξ
2
i , |i− j| = 1, i 6= m
ξiξj − ξjξi, |i− j| > 1,
φm =: ξ
2
m,
φex =: ξm−1ξmξm+1ξm + ξmξm−1ξmξm+1 + ξm+1ξmξm−1ξm + ξmξm+1ξmξm−1
−(q + q−1)ξmξm−1ξm+1ξm.
Clearly these elements are homogeneous. Let N = N0¯ ⊕ N1¯ be the two-sided ideal
of M(c) generated by them. Recall from Lemma 4.5 the following endomorphisms
on M(c):
Eαi , Fαi , K
±1
j , 1 ≤ i < m+ n, 1 ≤ j ≤ m+ n.
Lemma 6.1. N is invariant under these endomorphisms.
Proof. As a vector space, N is spanned by homogeneous elements
u1φiju2, u1φmu2, u1φexu2, u1, u2 ∈ h(M(c)).
By definition the endomorphisms Fαi and K
±1
j stabilize N . Next we show that the
endomorphisms Eαt also stabilize N ; that is,
Eαtu1φiju2, Eαtu1φmu2, Eαtu1φexu2 ∈ N for all u1, u2 ∈ h(M(c)).
Assume u1 = ξi1 · · · ξik . Recall the notation u
−
ij and u
−
ex in Section 4.3. Since [Eαt ,−]
is a derivation of U˜q, we have, by Lemma 4.5,
Eαtu1φiju2 = Eαtξi1 · · · ξikφiju2
= EαtFαi1 · · ·Fαiku
−
iju2
= (−1)E¯αt (
∑k
s=1 F¯αis+u¯
−
ij)Fαi1 · · ·Fαiku
−
ijEαtu2 + [Eαt , Fαi1 · · ·Fαik ]u
−
iju2
+(−1)E¯αt
∑k
s=1 F¯αisFαi1 · · ·Fαik [Eαt , u
−
ij]u2.
The first summand is obviously in N . The second summand is also in N , since the
commutator
[Eαt , Fαi1 · · ·Fαik ]
is, by the defining relations (R2) and (R3) for U˜q and by the fact that [Eαt ,−] is a
derivation of U˜q, contained in U˜
−
q U˜
0
q . Applying the anti-automorphism Ω (of U˜q) to
the identity in Lemma 4.7(1), we obtain
[Eαt , u
−
ij] = 0.
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So the third summand equals zero. Thus, we have Eαtu1φiju2 ∈ N , as desired.
Similarly we can show that
Eαtu1φmu2, Eαtu1φexu2 ∈ N for u1, u2 ∈ h(M(c)).
This completes the proof.
By the lemma, N is a U˜q-submodule of M(c). Set
M¯(c) =M(c)/N.
Denote by the same notation the endomorphisms on M¯(c) induced by Eαi , Fαi , K
±1
j .
Lemma 6.2. The k-linear mappings
Eαi , Fαi , K
±1
j , 1 ≤ i < m+ n, 1 ≤ j ≤ m+ n
on M¯(c) satisfy the relations (R4)-(R8), hence define a Uq-module.
Proof. By a similar proof as in the non-super case (cf. [13]), we can show that
these linear mappings satisfy the relations (R5)-(R7). We shall prove only that they
satisfy the relations (R4) and (R8) (which are unique in super case).
To prove (R4), E2αm = F
2
αm = 0 on M¯(c), it suffices to show that
E2αmx, F
2
αmx ∈ N for all x ∈M(c).
With no loss of generality we assume x = ξi1 · · · ξik . It is clear that
F 2αmx = ξ
2
mξi1 · · · ξik = φmx ∈ N.
On the other hand, by Lemma 4.7(2) we have
E2αmx = E
2
αmfi1 · · · fik · 1
=
k∑
s=1
Fαi1 · · ·Fαis−1 [E
2
αm , Fαis ] · · ·Fαik · 1
= 0.
Recall the notation u±ex from Section 4.3. To show that the k-linear mappings
Eαi , Fαi satisfy the relations (R8), it suffices to show that u
±
ex, viewed as endomor-
phisms on M(c), send every element ξi1 · · · ξir ∈M(c) into N .
It is clear that
u−exξi1 · · · ξir = φexξi1 · · · ξir ∈ N.
Since u+ex ∈ (U˜q)0¯, we have
u+exξi1 · · · ξir = u
+
exfi1 · · · fir · 1
= Fαi1 · · ·Fαiru
+
ex · 1 + [u
+
ex, Fαi1 · · ·Fαir ] · 1
=
r∑
k=1
Fαi1 · · · [u
+
ex, Fαik ] · · ·Fαir · 1.
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According to Lemma 4.7 and Lemma 4.8, the commutator [u+ex, Fαik ], if nonzero,
equals u1E
2
αmu2 or u1u
+
m−1,m+1u2 for some u1, u2 ∈ U˜
+
q , it follows that
u+exξi1 · · · ξir ∈ N,
since E2αmx, u
+
m−1,m+1x ∈ N for all x ∈M(c).
This completes the proof.
Let M = M0¯ ⊕M1¯ be a Uq-module. For every
c = (c1, . . . , cm+n) ∈ (k
∗)m+n,
set
Mc = {x ∈M |Kix = cix for i = 1, . . . , m+ n}
and
(Mc)j¯ = Mc ∩Mj¯ for j = 0, 1.
We leave it to the reader to verify that
Mc = (Mc)0¯ ⊕ (Mc)1¯
and the sum
∑
c
Mc is direct.
Observe that (k∗)m+n carries a group structure with the product defined by
cc′ = (c1c
′
1, . . . , cm+nc
′
m+n), c = (c1, . . . , cm+n), c
′ = (c′1, . . . , c
′
m+n).
For every λ = λ1ǫ1 + λ2ǫ2 + · · ·+ λm+nǫm+n ∈ Λ, put
qλ =: (qλ11 , . . . , q
λm+n
m+n ) ∈ (k
∗)m+n.
Then the relation (R2) implies that
EαiMc ⊆Mcqαi and FαiMc ⊆ Mcq−αi , 1 ≤ i < m+ n.
For c, c′ ∈ (k∗)m+n, we write c ≤ c′ if
cc′−1 = q
∑
liαi , li ∈ N.
It is easy to see that “ ≤ ” is a well defined partial order. We write c < c′ if c ≤ c′
and c 6= c′.
A nonzero element x ∈ h(Mc) is a maximal vector if Eαix = 0 for all i. A
Uq-moduleM a highest weight module if it is generated by a maximal vector x ∈Mc,
and c is referred to as the highest weight of M .
Let M be a Uq-module of highest weight c. Then each proper submodule of M
is contained in the Z2-graded subspace∑
c
′<c
Mc′ .
Hence M has a unique maximal submodule, and therefore a unique simple quotient
of highest weight c.
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Theorem 6.3. For every c = (c1, . . . , cm+n) ∈ (k∗)m+n, there exists a unique (up
to isomorphism) simple Uq-module of highest weight c, which contains a unique (up
to scalar multiple) maximal vector.
Proof. Let I the left ideal of Uq generated by the elements
Eαi , Kj − cj, 1 ≤ i < m+ n, 1 ≤ j ≤ m+ n.
It is clear that Uq/I is a Uq-module of highest weight c. So is its unique simple
quotient Uq/I by the above discussion.
Let N be a simple Uq-module of highest weight c. Then N is a homomorphic
image of Uq/I. Hence, by the uniqueness of the simple quotient of Uq/I, N is
isomorphic to Uq/I. Therefore, the simple Uq-module of highest weight c is unique.
Next we show that N contains a unique maximal vector. Let v ∈ N be a
maximal vector of weight c. Then the simplicity of N implies that
N = Uqv = U
−
q v,
so that N is spanned by elements of the form Fαi1Fαi2 · · ·Fαik v, implying that
dimNc = 1 and N = Nc ⊕
∑
c
′<c
Nc′ .
If v′ ∈ N is a maximal vector such that v′ /∈ Nc, then v′ ∈ Nc′ for some c′ with
c′ < c, and hence, N has a proper submodule Uqv
′, contrary to the assumption.
Therefore, N has a unique maximal vector.
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7 The superalgebra UA
In this chapter we define the A-form for the quantum superalgebra Uq.
Recall the notation Kαi =: KiK
−1
i+1 for 1 ≤ i < m + n. We denote Km+n by
Kαm+n in the following.
For 1 ≤ i ≤ m+ n, c ∈ Z, and t ∈ N, set[
Kαi; c
t
]
= Πts=1
Kαiq
c−s+1
i −K
−1
αi
q−c+s−1i
qsi − q
−s
i
and [
Km; c
t
]
= Πts=1
Kmq
c−s+1
m −K
−1
m q
−c+s−1
m
qsm − q
−s
m
.
It is easy to see that
Ω(
[
Kαi ; c
t
]
) =
[
Kαi ; c
t
]
and Ω(
[
Km; c
t
]
) =
[
Km; c
t
]
.
Let UA be the A-subalgebra (with 1) of Uq generated by all the elements
E(s)αi =: [s]!
−1Esαi , F
(s)
αi
=: [s]!−1F sαi , K
±1
j ,
[
Km; c
t
]
,
[
Kαm+n ; c
t
]
,
1 ≤ i < m+ n, 1 ≤ j ≤ m+ n.
By [23, 4.3.1] we get[
Kαi ; c
t
]
∈ UA for i ∈ [1, m+ n) \m, c ∈ Z, t ∈ N.
Also, by the defining relation (R3) of Uq, we have[
Kαm ; 0
1
]
= (Kαm −K
−1
αm)/(qm − q
−1
m ) ∈ UA.
Set
E
(s)
ij = [s]!
−1Esij for all s ∈ N, (i, j) ∈ I0 ∪ I1.
For (i, j) ∈ I1, since E2ij = 0, the notation E
(s)
ij is used only for s = 0, 1.
Let U+A and U
−
A be A-subalgebras of UA generated respectively by all elements
E
(s)
αi and all elements F
(s)
αi ; let U
0
A be the subalgebra of UA generated by
K±1j ,
[
Km; c
t
]
,
[
Kαi ; c
t
]
, 1 ≤ j ≤ m+ n, i ∈ [1, m+ n] \m.
It is easy to prove the following Lemma.
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Lemma 7.1.[
Kαi ; 0
1
]
= K−1i+1
[
Ki; 0
1
]
− (−1)δimK−1i
[
Ki+1; 0
1
]
, 1 ≤ i < m+ n.
Immediate from the lemma we have[
Kαm ; 0
1
]
∈ U0A.
Let UA(g0¯) (resp. (N−1)A; (N1)A) be the A-subalgebra of UA generated by all
the elements
E(s)αi , F
(s)
αi
, K±1αj ,
[
Km; c
t
]
,
[
Kαm+n ; c
t
]
, i ∈ [1, m+ n) \m, 1 ≤ j ≤ m+ n
(resp. E
(s)
ij , (i, j) ∈ I1; F
(s)
ij , (i, j) ∈ I1).
It is clear that U0A ⊆ UA(g0¯).
Recall the standard monomial Ed1 in Section 5.4. Denote Ω(E
d
1 ) by F
d
1 . By
Lemma 5.12, (N1)A is spanned as anA-module by standard monomials Ed1 , it follows
that (N−1)A is spanned as an A-module by the elements F
d
1 .
It is easy to see that
Ω(E(s)αt ) = F
(s)
αt ,
so that UA is invariant under Ω. In particular, we have
Ω(UA(g0¯)) = UA(g0¯), Ω(U
±
A ) = U
∓
A .
We also have
Ω((N1)A) = (N−1)A,
and hence,
Ω((N−1)A) = (N1)A.
Recall the (m+n)× (m+n− 1) matrix A¯ = (aij) given at the beginning of Section
2. By a short computation using formulas given at the end of Section 3.1, we get
(h1)
[
Kαj ; c
t
]
E(s)αi = E
(s)
αi
[
Kαj ; c+ saji
t
]
,
(h2)
[
Kαj ; c
t
]
F (s)αi = F
(s)
αi
[
Kαj ; c− saji
t
]
for 1 ≤ i < m+ n, j ∈ [1, m+ n] \m, and
(h3)
[
Km; c
t
]
E(s)αi = E
(s)
αi
[
Km; c+ sami
t
]
,
(h4)
[
Km; c
t
]
F (s)αi = F
(s)
αi
[
Km; c− sami
t
]
.
53
Lemma 7.2. For N,M ∈ N, we have
(e1) E
(N)
ij E
(M)
ij =
[
M +N
N
]
E
(N+M)
ij ,
(e2) E
(N)
ij E
(M)
st = (−1)
NME¯ijE¯stE
(M)
st E
(N)
ij , i < s < t < j or s < t < i < j,
(e3) E
(N)
ta E
(M)
tb = [(−1)
E¯taqt]
NME
(M)
tb E
(N)
ta , t < a < b,
(e4) E
(N)
bt E
(M)
at = [(−1)
E¯btq−1t ]
NME
(M)
at E
(N)
bt , a < b < t,
(e5) E
(N)
ic E
(M)
cj =
∑
0≤k≤min{N,M}
q−(M−k)(N−k)c E
(M−k)
cj E
(k)
ij E
(N−k)
ic , i < c < j,
(e6) E(M)αi F
(N)
αj
= F (N)αj E
(M)
αi
, i 6= j,
(e7) E(N)αi F
(M)
αi
=
∑
0≤t≤min{M,N}
F (M−t)αi
[
Kαi ; 2t−N −M
t
]
E(N−t)αi , i 6= m,
(e8) EαmFαm = −FαmEαm +
[
Kαm ; 0
1
]
.
Proof. (e1) follows from a straightforward computation.
(e2) follows from Lemma 5.7 and Lemma 5.8(3).
(e3) and (e4) follow respectively from Lemma 5.6(3) and Lemma 5.6(4) with
induction on N +M .
(e5) follows from induction on N +M using the formula (a) in Remark 3.1(1):
EicEcj = Eij + q
−1
c EcjEic, i < c < j.
(e6) is immediate from the relation (R3).
(e7) is given by [23, 4.3].
(e8) is given by the relation (R3).
Using the formulas (e6)-(e8), together with (h1)-(h4), we get
UA = U
−
AU
0
AU
+
A .
Applying Lemma 5.11 we obtain
U+A ⊆ UA(g0¯)(N1)A,
to which the application of Ω gives
U−A ⊆ (N−1)AUA(g0¯).
Thus, we have
UA = (N−1)AUA(g0¯)(N1)A.
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Recall from Section 3.2 the subalgebras Uq(glt) (t = m,n) of Uq(g0¯). Define the
A-form UA(glm) (resp. UA(gln)) to be the A-subalgebra of UA(g0¯) generated by all
E(s)αi , F
(s)
αi
, K±1j ,
[
Km; c
t
]
, 1 ≤ i < m, 1 ≤ j ≤ m
(resp. E(s)αi , F
(s)
αi
, K±1αj ,
[
Kαj ; c
t
]
, m+ 1 ≤ i < m+ n, m+ 1 ≤ j ≤ m+ n).
Then it is clear that
UA(g0¯) = UA(glm)⊗A UA(gln).
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8 The PBW theorem
In this chapter we prove the PBW theorem for Uq.
Definition 8.1. Let A be an associative algebra over a field F and let M be a A-
module. Assume n ⊂ A be a subalgebra. A nonzero element v+ ∈ M is called a
maximal vector if xv+ = 0 for all x ∈ n, and v+ ∈ nv for any nonzero element
v ∈M .
Example: (1) Let A be the universal enveloping algebra U(L) of a reductive Lie
algebra L with triangular decomposition L = N− + H + N+, let n = U(N+)N+,
and let M be a simple highest weight U(L)-module having a unique maximal vector
v. Then v satisfies the above definition.
(2) Let A = Uq(L) be the quantum deformation of a reductive Lie algebra L,
and
Uq(L) = U
−
q U
0
qU
+
q
be the triangular decomposition (see [13, Theorem 4.21(a)]). Let ε : Uq(L) 7→ F be
the counit of Uq(L) (see [13, Proposition 4.11]). Let n = kerε ∩ U+q and let M be
a simple highest weight Uq(L)-module having a unique maximal vector v. Then v
satisfies the above definition.
Let A be an algebra over a field F with two subalgebras A1 and A2 satisfying
the following condition:
(1) A ∼= A1 ⊗k A2.
(2) xy = yx for x ∈ A1, y ∈ A2.
Lemma 8.2. (1) Let M is a finite dimensional simple A-module. Then there are
finite dimensional simple modules M1 and M2 for A1 and A2 respectively such that
M ∼= M1 ⊗F M2.
(2) Suppose that M1 and M2 are simple modules for A1 and A2 respectively. If
M1 or M2 contains a unique maximal vector, then M1⊗F M2 is a simple A-module.
Proof. (1) Let M2 ⊆M be a simple A2-submodule, and let v be a nonzero element
in M2. Then we have A2v =M2 and
A1A2v = A1M2 =M.
Let M1 ⊆ M be a simple A1-submodule, and let xv ∈ M1, x ∈ A1, be a nonzero
element. Then we have A1xv = M1 since M1 is a simple A1-module. There is a
well-defined A-module homomorphism
ϕ : M1 ⊗F M2 7→M
such that
ϕ(u1xv ⊗ u2v) = u1u2xv, u1 ∈ A1, u2 ∈ A2.
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Then ϕ is an epimorphism since M is simple, and hence ϕ is also an isomorphism
since both M1 ⊗F M2 and M are finite dimensional.
(2) By assumption M1⊗FM2 is a A1⊗F A2 module and hence a A-module. For
any nonzero element in M1 ⊗k M2 of the form v1 ⊗ v2, v1 ∈ M1, v2 ∈ M2, we have
A1v1 = M1 and A2v2 =M2, and hence,
A(v1 ⊗ v2) = M1 ⊗F M2.
Assume that M1 contains a unique maximal vector v
+. Let N be a nonzero A-
submodule of M1 ⊗F M2, and let
v =
k∑
i=1
vi ⊗ wi, vi ∈M1, wi ∈M2
be a nonzero element in N . By applying appropriate elements in n ⊆ A1 we may
assume that at least one of the vi is the maximal vector. If every vi is the maximal
vector, then we have k = 1, hence
Av = M1 ⊗F M2 = N.
With no loss of generality we assume that v1 is the maximal vector and v2 is not.
By definition there is x ∈ n such that xv2 is the maximal vector. Since xv1 = 0, it
follows that
0 6= xv =
k∑
i=2
xvi ⊗ wi ∈ N.
Repeating this process, ultimately we obtain a nonzero element
v ⊗ w ∈ N, v ∈M1, w ∈M2,
implying that N =M1⊗FM2 by the discussion above. Thus, M1⊗FM2 is simple.
8.1 Simple Uq(g0¯)-modules
In the remainder of this chapter, we assume that char.F = 0. Let g be the linear
Lie superalgebra over F. By the definition in Chapter 1, we have g0¯ = glm ⊕ gln,
which implies that
U(g0¯) = U(glm)⊗F U(gln).
Recall the notation hαi in Chapter 2 and Lie algebras slm and sln in Chapter 3.
Choose for slm (resp. sln) a maximal torus
Hm−1 =: 〈hα1 , . . . , hαm−1〉 (resp. Hn−1 =: 〈hαm+1 , . . . , hαm+n−1〉).
For each slm-module (resp. sln-module), we define its weight spaces relative to this
maximal torus.
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For Lie algebras glm and gln, we choose respectively their maximal toruses
Hm =: 〈hα1 , . . . , hαm−1 , emm〉 and Hn =: 〈hαm+1 , . . . , hαm+n−1 , hαm+n〉.
The integral weight lattices for glm and gln are respectively
Λm = Zǫ1 + · · ·+ Zǫm and Λn = Zǫm+1 + · · ·+ Zǫm+n.
We identify Λm naturally as a subset of H
∗
m by using ǫi(ejj) = δij , 1 ≤ i, j ≤ m, and
similarly Λn is identified as a subset of H
∗
n.
Let
Cm = Zω1 + · · ·+ Zωm−1 ⊆ H
∗
m−1 ∩ Λm
and
Cn = Zωm+1 + · · ·+ Zωm+n−1 ⊆ H
∗
n−1 ∩ Λn
be respectively integral weight lattices of Lie algebras slm and sln, where
ω1, . . . , ωm−1 (resp. ωm+1, . . . , ωm+n−1)
is the set of fundamental weights for slm (resp. sln) (see [11, Table 1, p.69]).
Remark: We need remind the reader that for sln, since
(αi, αi) = −2, m+ 1 ≤ i < m+ n,
the fundamental weights are defined by
(ωi, αj) = −δij for all m+ 1 ≤ i, j < m+ n,
but this has no effect on the following discussions.
Using the explicit expressions of the fundamental weights ωi given in [11, p.69],
we obtain for slm that
ωi(hαj ) = δij, 1 ≤ i, j ≤ m− 1,
and for sln that
ωm+i(hαm+j ) = δij , 1 ≤ i, j ≤ n− 1.
For t = m,n, an integral weight λ =
∑
i λiωi ∈ Ct is called dominant integral if
λi ≥ 0 for all i. By [11, 21.1-21.2], a simple highest weight U(slt)-module is finite
dimensional if and only if its highest weight is dominant integral.
Recall the maximal torus H (of g), which is also a maximal torus of g0¯. For a
U(g0¯)-module M , we defined its weight space
Mλ = {v ∈M |hv = λ(h)v, h ∈ H}
for λ ∈ Λ. A nonzero vector v ∈ Mλ is called maximal if Eαiv = 0 for all i ∈
[1, m+n)\m. Using Lemma 8.2 it is easy to show that ifM(λ) is a finite dimensional
simple U(g0¯)-module of highest weight λ =
∑m+n
i=1 λiǫi, then
M(λ) = M1(λ
′)⊗F M2(λ
′′),
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where M1(λ
′) is a simple U(glm)-module of highest weight
λ′ =
m∑
i=1
λiǫi,
and M2(λ
′′) is a simple U(gln)-module of highest weight
λ′′ =
m+n∑
i=m+1
λiǫi.
The restriction ofM1(λ
′) to U(slm) is also a simple module of highest weight λ
′
|Hm−1
.
By [11, Theorem 21.1], we have λ′(hαi) ≥ 0 for i = 1, . . . , m − 1, and similarly
λ′′(hαi) ≥ 0 for i = m+ 1, . . . , m+ n− 1.
For a finite dimensional simple Uq(slm)-module M , if there is a group homo-
morphism σ : ZΦ −→ {±1} such that
M =
∑
λ∈Cm
Mλ,σ,
where
Mλ,σ = {v ∈M |Kαiv = σ(αi)q
(λ,αi)v for i = 1, . . . , m− 1},
then we refer M as a Uq(slm)-module of type σ.
Remark: By [13, 5.2], there is an equivalence of categories between the category
of all finite dimensional Uq(slm)-modules of type 1 and those of type σ. In the
following we confine ourselves to just the modules of type 1 for various quantum
algebras such as Uq, Uq(glm), Uη etc.
Let t = m,n. According to [13, Theorem 5.10], if λ ∈ Ct is dominant, a simple
Uq(slt)-module of highest weight λ is finite dimensional. Denote this module by
L0(λ)t.
Lemma 8.3. Let vλ be a maximal vector in L0(λ)
m. For any µ ∈ Z, there is on
L0(λ)m a simple Uq(glm)-module structure such that Kmvλ = q
µ
mvλ.
Proof. Let M(λ) be the Verma module for Uq(slm) (see [13, 5.5]). First, we show
that M(λ) admits a Uq(glm)-module structure.
Let v˜λ ∈M(λ) be a maximal vector. By [13, 5.5], M(λ) is spanned by elements
Fα1 · · ·Fαk v˜λ with all finite sequences (α1, . . . , αk) of simple roots. Let
Kmv˜λ = q
µv˜λ.
Using the defining relation (3) for Uq(glm) in Section 3.2, we can extend the action
of Km to M(λ) uniquely, making M(λ) a Uq(glm)-module.
Since Km stabilizes the unique maximal submodule of M(λ) (see [13, 5.5(1)]),
the simple quotient L0(λ)m is extended to a Uq(glm)-module. Since vλ is the image
of v˜λ in L0(λ)m, the lemma follows.
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Similarly we have the following lemma.
Lemma 8.4. Let vλ be a maximal vector in L0(λ)n. For any µ ∈ Z, there is on
L0(λ)n a simple Uq(gln)-module structure such that Kαm+nvλ = q
µ
m+nvλ.
In the following we rewrite weights for Uq(glt)-modules (t = m,n) as elements
in Zt:
Let M be a Uq(glm)-module. For z = (z1, . . . , zm) ∈ Z
m, set
Mz = {v ∈ M |Kαiv = q
zi
i v for 1 ≤ i ≤ m− 1 and Kmv = q
zm
m v}.
It is easy to check that, for
λ =
m−1∑
i=1
λiωi ∈ Cm,
the simple Uq(glm)-module L0(λ)
m, extended from the action Kmvλ = q
µ
mvλ, has
highest weight
z = (λ1, . . . , λm−1, µ).
We write this module as L0(z)
m.
Let M be a Uq(gln)-module. For z = (zm+1, . . . , zm+n) ∈ Z
n, set
Mz = {v ∈M |Kαiv = q
zi
i v, m+ 1 ≤ i ≤ m+ n}.
It is easy to check that, for
λ =
m+n−1∑
i=m+1
λiωi ∈ Cn,
the simple Uq(gln)-module L0(λ)
n, extended from the action Kαm+nvλ = q
µ
m+nvλ,
has highest weight
z = (λm+1, . . . , λm+n−1, µ).
We write this module as L0(z)n.
Recall from Chapter 2 the matrix A¯ for g = gl(m,n). It is easy to check that
the determinant of the sub-matrix formed by first n +m− 1 rows of A¯ is nonzero.
Therefore, the rank of A¯ is n +m − 1. For 1 ≤ i ≤ m + n − 1, let α(i) be the ith
column vector of A¯.
Define a partial order on Zm+n by z ≤ z′ if
z′ − z =
m+n−1∑
i=1
kiα(i), k1, . . . , km+n ∈ N,
which is well-defined since α(1), . . . , α(m+ n− 1) are linearly independent.
Let M be a Uq(g0¯)-module. For each z = (z1, . . . , zm+n) ∈ Z
m+n, set
Mz = {v ∈M |Kαiv = q
zi
i v, i 6= m, Kmv = q
zm
m v}.
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It is easy to show that
EαiMz ⊆Mz+α(i), FαiMz ⊆Mz−α(i), i ∈ [1, m+ n) \m.
A vector vz ∈ Mz is called maximal if Eαivz = 0 for i ∈ [1, m + n) \m. A highest
weight Uq(g0¯)-module is the one generated by a maximal vector. We denote the
simple module generated by a maximal vector vz by M0(z). Then we have
M0(z) =
∑
z′≤z
M0(z)z′ .
A weight z = (z1, . . . , zm+n) ∈ Zm+n is called dominant integral if zi ≥ 0 for
i ∈ [1, m+ n) \m. Let Zm+n+ denote the set of dominant integral weights in Z
m+n.
For z = (z1, . . . , zm+n) ∈ Z
m+n
+ , set
z′ = (z1, . . . , zm−1, zm), z
′′ = (zm+1, . . . , zm+n−1, zm+n).
Since z1ω1 + · · ·+ zm−1ωm−1 ∈ Cm is dominant integral, the simple Uq(glm)-module
L0(z′)m is finite dimensional, and similarly, L0(z′′)n is also finite dimensional. By
Lemma 8.2 L0(z′)m⊗L0(z′′)n is a simple Uq(g0¯)-module of highest weight z. There-
fore we have
M0(z) ∼= L0(z
′)m ⊗ L0(z
′′)n.
8.2 Kac modules for Uq
Assume z = (z1, . . . , zm+n) ∈ Z
m+n
+ . Regarding the Uq(g0¯)-module M0(z) as a
Uq(g0¯)N1-module annihilated by Uq(g0¯)N
+
1 , we define the induced Uq-module
K(z) = Uq ⊗Uq(g0¯)N1 M0(z),
which is referred to as a Kac module. Recall from Section 5.4 that
Uq = N−1Uq(g0¯)N1 and dimN−1 = dimN1 <∞.
Then Uq is a right Uq(g0¯)N1-module of finite rank. It follows that K(z) is finite
dimensional.
Recall from Chapter 7 that UA = (N−1)AUA(g0¯)(N1)A. Let vz ∈ M0(z) be a
maximal vector. Then
UAvz = (N−1)AUA(g0¯)vz (⊆ K(z)).
Regard F as an A-module by letting q act as multiplication by 1, and set
K¯(z) = F⊗A UAvz.
Let
ei,i+1, fi,i+1, hαj , emm, K¯αj , K¯m
denote respectively the endomorphisms on K¯(z) induced by the elements
Ei,i+1, Fi,i+1,
[
Kαj ; 0
1
]
,
[
Km; 0
1
]
, Kαj , Km, 1 ≤ i < m+n, j ∈ [1, m+n]\m.
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Lemma 8.5. (1) K¯αj = K¯m = 1.
(2) The elements eαi =: ei,i+1, fαi =: fi,i+1, hαj , emm satisfy the defining
relations of U(g).
(3) The element hαj acts on K¯(z)z as multiplication by zj and emm acts on
K¯(z)z as multiplication by zm.
Proof. (2). Recall the defining relations (a1)-(a10) of U(g) in Chapter 2. We need
to verify that all these relations are satisfied by the endomorphisms
ei,i+1, fi,i+1, hαj , emm.
We verify only the relation which is unique in the super case, namely,
[emm, em,m+1] = em,m+1.
The other relations can be verified similarly.
Since
Km −K−1m
qm − q−1m
Em,m+1 −Em,m+1
Km −K−1m
qm − q−1m
= [(1− q−1)
Km −K−1m
qm − q−1m
+K−1m ]Em,m+1,
we obtain
emmem,m+1 − em,m+1emm = em,m+1,
as desired.
The proofs of (1) and (3) are straightforward computations and therefore omit-
ted.
Define the A-form UA(slm) (resp. UA(sln)) to be the A-subalgebra of UA(glm)
(resp. UA(gln)) generated by
E(s)αi , F
(s)
αi
, K±1αi , 1 ≤ i < m (resp. E
(s)
αi
, F (s)αi , K
±1
αi
, m+ 1 ≤ i < m+ n).
Therefore, UA(glm) (resp. UA(gln)) is generated as an algebra by UA(slm) (resp.
UA(sln)) and
K±1m ,
[
Km; c
t
]
(resp. K±1αm+n ,
[
Kαm+n ; c
t
]
).
Recall from the last section that
M0(z) ∼= L0(z
′)m ⊗L0(z
′′)n, z′, z′′ dominantintegral.
Let vz′ and vz′′ be respectively the maximal vectors in L0(z′)m and L0(z′′)n.
Regard F as an A-module by letting q act as multiplication by 1, and take the
tensor products
V m =: F⊗A UA(glm)vz′, V
n =: F⊗A UA(gln)vz′′.
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Let
ei,i+1, fi,i+1, emm, hαi , K¯j
denote respectively the endomorphisms on V m induced by the elements
Ei,i+1, Fi,i+1,
[
Km; 0
1
]
,
[
Kαi ; 0
1
]
, Kj , 1 ≤ i < m, 1 ≤ j ≤ m.
The following lemma can be proved by a similar proof as that for Lemma 8.5.
Lemma 8.6. (1) K¯j = 1.
(2) The elements ei,i+1, fi,i+1, emm, hαi satisfy the Serre relations in U(glm).
(3) Assume z′ = (z1, . . . , zm). Then we have
hαivz′ = zivz′, 1 ≤ i < m, emmvz′ = zmvz′.
It follows from the lemma that V m = U(glm)vz′ . We claim that V
m is a simple
U(glm)-module. Indeed, we have
V m = F⊗A UA(slm)vz′ = U(slm)vz′,
which is simple as a U(slm)-module by [23, Theorem 4.12], and hence is simple as a
U(glm)-module.
Similarly we obtain that V n is a simple U(gln)-module with highest weight z
′′
(relative the maximal torus 〈hαm+1 , . . . , hαm+n〉 of gln).
Recall the notation Λ = Zǫ1+ · · ·+Zǫm+n. Identify Λ with Zm+n by identifying
each λ ∈ Λ with
(λ(hα1), . . . , λ(hαm−1), λ(emm), λ(hαm+1), . . . , λ(hαm+n)) ∈ Z
m+n.
Then λ =
∑m+n
i=1 λiǫi ∈ Λ is identified with z = (z1, . . . , zm+n) ∈ Z
m+n such that
zi =
{
λi − λi+1, i ∈ [1, m+ n) \m
λi, i = m,m+ n.
We say that z ∈ Zm+n is p-typical if the corresponding λ ∈ Λ is so.
Recall the Kac module K(λ) in Chapter 1. Let λ be identified with z in the
following theorem.
Theorem 8.7. If F = C, then the U(g)-module K¯(z) is a homomorphic image of
K(λ).
Proof. By Lemma 8.5(2), we have
K¯(z) = F⊗A (N−1)AUq(g0¯)Avz ∼= U(g−1)U(g0¯)vz.
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Next we show that U(g0¯)vz ⊆ K¯(z) is a simple U(g0¯)-module.
Since M0(z) ∼= L0(z′)m ⊗ L0(z′′)n, we may write vz = vz′ ⊗ vz′′ . Since
UA(g0¯) = UA(glm)⊗A UA(gln),
we have
UA(g0¯)vz = UA(glm)vz′ ⊗A UA(gln)vz′′ ⊆M0(z),
and hence,
F⊗A UA(g0¯)vz = F⊗A UA(glm)vz′ ⊗F F⊗A UA(gln)vz′′,
implying that
U(g0¯)vz = U(glm)vz′ ⊗F U(gln)vz′′
by Lemma 8.5(3).
By the discussion following Lemma 8.6, U(glm)vz′ and U(gln)vz′′ are simple
modules for U(glm) and U(gln) respectively, then we have by Lemma 8.2 that
U(g0¯)vz is a simple U(g0¯)-module.
Recall in the definition of K(z) thatM0(z) is annihilated by Uq(g0¯)N
+
1 , which
implies that UA(g0¯)vz is annihilated by UA(g0¯)(N
+
1 )A. By Lemma 8.5 we have
F⊗A (N
+
1 )A
∼= U(g1)g1.
Therefore, U(g0¯)vz ⊆ K¯(z) is annihilated by g1. It then follows from the definition
of K(λ) that there is an epimorphism of U(g)-modules from K(λ) to K¯(z).
In what follows, we denote by M(z) a simple Uq-module of highest weight z,
which contains a unique maximal vector vz by Theorem 6.3.
Lemma 8.8. The Uq(g0¯)N1-submodule Uq(g0¯)N1vz ⊆M(z) is simple.
Proof. Let N ⊆ Uq(g0¯)N1vz be a simple Uq(g0¯)N1-submodule. By discussions at the
end of Section 5.4, N is simple as a Uq(g0¯)-module and annihilated by Uq(g0¯)N
+
1 .
Since M(z) is a weighted Uq(g0¯)-module, N is also a weighted Uq(g0¯)-module. Since
z′ ≤ z for any z′ such that Nz′ 6= 0, there is a maximal element with respect to the
partial order ≤ in the set
{z′|Nz′ 6= 0}.
Thus N contains a nonzero weight vector v+ satisfying
Eαiv
+ = 0 for all i ∈ [1, m+ n) \m;
since Uq(g0¯)N
+
1 annihilates N , which implies that Eαmv
+ = 0, v+ is also a maximal
vector for the Uq-module M(z). It follows from Theorem 6.3 that
v+ = cvz (c 6= 0),
implying thatN = Uq(g0¯)N1vz. Therefore, Uq(g0¯)N1vz is a simple Uq(g0¯)N1-module.
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Proposition 8.9. M(z) is a homomorphic image of K(z).
Proof. Let vz ∈ M(z) be a maximal vector. By Lemma 8.8, Uq(g0¯)N1vz ⊆ M(z)
is simple as a Uq(g0¯)-module and annihilated by Uq(g0¯)N
+
1 . Now we may take
the simple Uq(g0¯)N1-module M0(z) in the definition of K(z) to be Uq(g0¯)N1vz.
This induces a homomorphism of Uq-modules from K(z) into M(z), which is an
epimorphism since M(z) is simple.
8.3 Proof of the PBW theorem
Recall from Chapter 5 the notation Ed1 for d ∈ Z
I1
2 and E
ψ
0 for ψ ∈ N
I0. Set
F d1 = Ω(E
d
1 ), F
ψ
0 = Ω(E
ψ
0 ).
We are now ready to prove the PBW theorem for Uq.
Theorem 8.10. The set of elements
B = {F d1F
ψ
0 |d ∈ Z
I1
2 , ψ ∈ N
I0}
is an F(q)-basis of U−q .
Proof. It’s no loss of generality to assume F = C. By Lemma 5.12, Lemma 5.14,
and Lemma 5.15, U+q is spanned by the elements
Eψ0 E
d
1 , ψ ∈ N
I0, d ∈ ZI12 .
Since Ω(U+q ) = U
−
q , it follows that U
−
q is spanned by B.
To prove the linear independence of B, let B1 be a finite subset of B. Let µ be
a positive integer which is greater than all ψij , (i, j) ∈ I0, for all ψ = (ψij)(i,j)∈I0
with F d1F
ψ
0 ∈ B1.
By Lemma 1.1, there is a typical integral weight
λ =
m+n∑
i=1
λiǫi ∈ Λ
such that µ = λi − λi+1 for all i ∈ [1, m + n) \m, which is obviously dominant
integral. Let M0(λ) be a simple U(g0¯)-module of highest weight λ (see Chapter 1).
By the discussion in Section 8.1, M0(λ) is finite dimensional.
Let K(λ) be the Kac module induced from M0(λ) viewed as U(g
+)-module.
Since λ is typical, [15, Proposition 2.9] says that K(λ) is simple.
Let z ∈ Zm+n be identified with λ as in the last section. Then
z1 = · · · = zm−1 = zm+1 = · · · = zm+n−1 = µ.
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By Theorem 8.7, K¯(z) is a homomorphic image of K(λ), then it follows from the
simplicity of K(λ) that K(λ) is isomorphic to K¯(z).
Let vz ∈ K(z) be a maximal vector as in the proof of Theorem 8.7. Under the
isomorphism from K¯(z) into K(λ), the image of F d1F
ψ
0 vz with F
d
1F
ψ
0 ∈ B1 is
Π(i,j)∈I1f
dij
ij Π(i,j)∈I0f
ψij
ij vz.
By Lemma 8.5(3), the weight of the maximal vector vz relative to the maximal torus
〈hα1 , . . . , hαm−1 , hαm+1 , . . . , hαm+n−1〉 ⊆ slm ⊕ sln
is
(z1, . . . , zm−1, zm+1, . . . , zm+n−1) = (µ, . . . , µ) ∈ Z
m+n−2.
According to [20, 1.10(c)] and Lemma 8.2, the elements
Π(i,j)∈I0f
ψij
ij vz ∈M0(λ)
are basis vectors. Since K(λ) is induced from M0(λ), the elements
Π(i,j)∈I1f
dij
ij Π(i,j)∈I0f
ψij
ij vz, F
d
1 F
ψ
0 ∈ B1
are linearly independent, so are the elements in B1.
From the theorem, together with Corollary 5.1(1), (4), we get
Corollary 8.11. (PBW theorem) The elements
F d
′
1 F
ψ′
0 KµE
ψ
0 E
d
1 , d, d
′ ∈ ZI12 , ψ, ψ
′ ∈ NI0, µ ∈ Λ
form a basis of Uq.
Consequently, we get an isomorphism of F(q)-vector spaces:
N−1 ⊗ Uq(g0¯)⊗N1 −→ Uq
u− ⊗ u0 ⊗ u
+ −→ u−u0u
+, u± ∈ N±1, u0 ∈ Uq(g0¯),
which is mentioned earlier as a triangular decomposition of Uq in super case (see
Theorem 5.16).
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9 Generators and relations of UA
In this chapter we describe the A-superalgebra UA in terms of generators and rela-
tions.
We shall consider the set consisting of the following variables:
(a) E
(N)
ij ,
(b) F
(N)
ij ,
(i, j) ∈ I0 ∪ I1, N ∈
{
N, if (i, j) ∈ I0
Z2, if (i, j) ∈ I1,
(c) Kαi , K
−1
αi
,
[
Kαi ; c
t
]
, Km, K
−1
m ,
[
Km; c
t
]
, i ∈ [1, m+ n] \m, c ∈ Z, t ∈ N.
The parity of these variables is defined similarly as that in UA, then all these variables
are homogeneous.
Convention: (1) The variables E
(N)
i,i+1 and F
(N)
i,i+1 are denoted also by E
(N)
αi and
F
(N)
αi respectively.
(2) The natation E
(1)
ij and F
(1)
ij is abbreviated to Eij and Fij respectively.
(2) If we denote Km by Kǫm, then the set of variables (c) can be put briefly as
(c) Kλ, K
−1
λ ,
[
Kλ; c
t
]
, λ = αi for i ∈ [1, m+ n] \m or λ = ǫm.
Let V+ be the A-superalgebra defined by the generators (a) and relations
(e0) E
(0)
ij = 1, (i, j) ∈ I0 ∪ I1, E
(2)
ij = 0, (i, j) ∈ I1,
(e1)− (e5) : the relations (e1)-(e5) in Lemma 7.2.
Let V− be the A-superalgebra defined by the generators (b) and relations
(f0) F
(0)
ij = 1, (i, j) ∈ I0 ∪ I1, F
(2)
ij = 0, (i, j) ∈ I1,
(f1) F
(N)
ij F
(M)
ij =
[
M +N
N
]
F
(N+M)
ij ,
(f2) F
(N)
ij F
(M)
st = (−1)
NMF¯ij F¯stF
(M)
st F
(N)
ij ,
i < s < t < j or s < t < i < j,
(f3) F
(N)
ta F
(M)
tb = [(−1)
F¯taqt]
NMF
(M)
tb F
(N)
ta , t < a < b,
(f4) F
(N)
bt F
(M)
at = [(−1)
F¯btq−1t ]
NMF
(M)
at F
(N)
bt , a < b < t,
(f5) F
(M)
cj F
(N)
ic =
∑
0≤k≤min{N,M}
q(M−k)(N−k)c F
(N−k)
ic F
(k)
ij F
(M−k)
cj , i < c < j.
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Let V0 be the A-algebra defined by the generators (c) and relations ([20, 2.3]):
(g1) the generators (c) commute with each other,
(g2) KλK
−1
λ = 1,
[
Kλ; c
0
]
= 1,
(g3)
[
Kλ; 0
t
] [
Kλ;−t
t′
]
=
[
t + t′
t
] [
Kλ; 0
t + t′
]
(t, t′ ≥ 0),
(g4)
[
Kλ; c
t
]
− q−ti
[
Kλ; c+ 1
t
]
= −q−(c+1)i K
−1
λ
[
Kλ; c
t− 1
]
(t ≥ 1),
(g5) (qi − q
−1
i )
[
Kλ; 0
1
]
= Kλ −K
−1
λ .
Set
Kαm = Km(Kαm+1 · · ·Kαm+n−1Kαm+n)
−1.
Using Lemma 7.1, it is easy to check that[
Kαm ; 0
1
]
= (Kαm −K
−1
αm)/(qm − q
−1
m ) ∈ V
0.
Recall from Chapter 2 the matrix A¯ = (aij). Let V be the A-superalgebra defined
by the homogeneous generators (a), (b) and (c) and all relations above, together
with
(h1)
[
Kαi ; c
t
]
E(s)αj = E
(s)
αj
[
Kαi ; c+ saij
t
]
, i ∈ [1, m+ n] \m,[
Kαi ; c
t
]
F (s)αj = F
(s)
αj
[
Kαi; c− saij
t
]
, i ∈ [1, m+ n] \m,
(h2)
[
Km; c
t
]
E(s)αj = E
(s)
αj
[
Km; c+ samj
t
]
,[
Km; c
t
]
F (s)αj = F
(s)
αj
[
Km; c− samj
t
]
,
(h3) KǫαiE
(N)
αj
= q
ǫNaij
i E
(N)
αj
Kǫαi , K
ǫ
mE
(N)
αj
= qǫNamjm E
(N)
αj
Kǫm,
i ∈ [1, m+ n] \m, ǫ = ±1,
(h4) KǫαiF
(N)
αj
= q
−ǫNaij
i FαjK
ǫ
αi
, KǫmF
(N)
αj
= q−ǫNamjm FαjK
ǫ
m,
i ∈ [1, m+ n] \m, ǫ = ±1,
(h5) E(M)αi F
(N)
αj
= F (N)αj E
(M)
αi
, i 6= j,
(h6) E(N)αi F
(M)
αi
=
∑
0≤t≤min{M,N}
F (M−t)αi
[
Kαi ; 2t−N −M
t
]
E(N−t)αi , i 6= m,
EαmFαm = −FαmEαm +
[
Kαm ; 0
1
]
.
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Lemma 9.1. For i < c < j, the following identities hold in V+.
(1) E
(N)
ij =
N∑
k=0
(−1)kq−kc E
(k)
cj E
(N)
ic E
(N−k)
cj ,
(2) E
(M)
ic E
(M+N)
cj E
(N)
ic = E
(N)
cj E
(M+N)
ic E
(M)
cj ,
(3) E
(N)
ij =
N∑
k=0
(−1)kq−kc E
(N−k)
ic E
(N)
cj E
(k)
ic ,
(4) E
(N)
cj E
(M)
ic =
∑
0≤k≤min{N,M}
(−1)kqk+(N−k)(M−k)c E
(M−k)
ic E
(k)
ij E
(N−k)
cj ,
(5) [Eij , Est] = (qj − q
−1
j )EitEsj , i < s < j < t.
Proof. (1) On the right side, substitute E
(N)
ic E
(N−k)
cj by the expression provided by
(e5); making cancelations using the formula ([13, 0.2 (4)])
r∑
i=0
(−1)iq−i(r−1)
[
r
i
]
= 0,
we get the left side.
(2) Substituting E
(M)
ic E
(M+N)
cj on the left side and E
(M+N)
ic E
(M)
cj on the right
side both by the expression given in (e5), we get equal expressions.
(3) follows immediately from (1) and (2).
(4) If E¯ic = 1¯ (resp. E¯cj = 1¯), so that M = 1 (resp. N = 1) by our conven-
tion, then substituting E
(M)
ic E
(N)
cj on the right side by the expressions given by (e5)
and applying (e4) (resp. (e3)), we get the left side.
Suppose E¯ic = E¯cj = 0¯.We first apply (e3) to the right side, and then substitute
the product E
(M−k)
ic E
(N−k)
cj in each term of the resulted summation by the expression
given in (e5); making cancelations with the formula [13, 0.2 (4)] once again, we get
the left side.
(5) is Lemma 5.8(4). By the discussion in Section 5.3, it follows from the
identities
Eij = EicEcj − q
−1
c EcjEic,
EsiEsj = (−1)
E¯siqsEsjEsi, s < i < j,
of which the first is given by (e5) with N = M = 1, and the second is immediate
from (e3).
Recall in Section 5.4 the set S in Uq and the order “ ≺ ” on it. Viewed as a
subset of S, the set of variables
{Eij, Fij |(i, j) ∈ I0 ∪ I1}
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becomes ordered. Recall also in Chapter 8 the notation
ψ = (ψij)(i,j)∈I0 ∈ N
I0 , d = (dij)(i,j)∈I1 ∈ Z
I1
2 .
Define in V the products
E
(ψ)
0 E
d
1 =: Π(i,j)∈I0E
(ψij )
ij Π(i,j)∈I1E
(dij)
ij ,
F d1 F
(ψ)
0 =: Π(i,j)∈I1F
(dij)
ij Π(i,j)∈I0F
(ψij)
ij
in the above order.
For E
(N)
ij , E
(M)
st ∈ V
+ with (i, j) 6= (s, t), N,M > 0, we write
E
(N)
ij ≺ E
(M)
st
if Eij ≺ Est. In the following ξi always denotes a variable E
(N)
st for some N > 0. In
view of (e1), two adjacent elements ξi and ξi+1 in a product ξ1ξ2 · · · ξL are always
assumed to satisfy ξi ≺ ξi+1 or ξi+1 ≺ ξi.
Lemma 9.2. Let ξ1 = Est and ξ2 = E
(N)
ij for some (s, t) ∈ I1, (i, j) ∈ I0. Then
ξ1ξ2 can be expressed as an A-linear combination of products ξ′1 · · · ξ
′
k−1ξ
′
k with
ξ¯′1 = · · · = ξ¯
′
k−1 = 0¯, ξ¯
′
k = 1¯.
Proof. Thanks to the relations (e2)-(e4), we need only check the following cases:
(1) t = i. Using the formula (e5) we have
ξ1ξ2 = EsiE
(N)
ij = q
−N
i E
(N)
ij Esi + E
(N−1)
ij Esj,
where E¯si = 1¯ and hence E¯sj = 1¯.
(2) s = j. Using Lemma 9.1(4) we can verify the statement similarly as in Case
(1).
(3) s < i < t < j. Since (i, j) ∈ I0 and (s, t) ∈ I1, we must have m < i. Then
ξ1ξ2 = EstE
(N)
ij
(by Lemma 9.1(1)) =
N∑
k=0
(−1)kqktEstE
(k)
tj E
(N)
it E
(N−k)
tj
(by proof of Case (1)) =
N∑
k=0
(−1)kqkt (q
−k
t E
(k)
tj Est + E
(k−1)
tj Esj)E
(N)
it E
(N−k)
tj
(using (e2), (e4)) =
N∑
k=0
fkE
(k)
tj E
(N)
it EstE
(N−k)
tj +
N∑
k=0
gkE
(k−1)
tj E
(N)
it E
(N−k)
tj Esj ,
for some fk, gk ∈ A.
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Since m < i, we have
E¯st = E¯sj = 1¯ and E¯tj = E¯it = 0¯.
Then each summand in the second summation is already in the desired form. In
the first summation, in view of the proof of Case (1), each summand equals to an
A-linear combination of elements
E
(k)
tj E
(N)
it E
(N−k)
tj Est and E
(k)
tj E
(N)
it E
(N−k−1)
tj Esj ,
as desired.
(4) i < s < j < t. Since (i, j) ∈ I0 and (s, t) ∈ I1, we must have j ≤ m < t.
Using Lemma 9.1(4) we can prove the statement similarly as in Case (3).
Definition 9.3. A product ξ1ξ2 · · · ξL in V+ is in good order if
ξ¯1 = · · · = ξ¯s = 0¯ and ξ¯s+1 = · · · = ξ¯L = 1¯ for some s.
The following conclusion is immediate from Lemma 9.2.
Corollary 9.4. A product ξ1 · · · ξL can be expressed as an A-linear combination of
products in good orders.
Next we discuss the products ξ1 · · · ξL with ξ¯i = 0¯ for all i. Since minimal
elements in {ξ1, . . . , ξL} need not be unique, we define the specified minimal element
ξl to be the minimal element such that ξi ≻ ξl for all i > l.
Examples: Assume m = 5 and n = 2. Then
I0 = {(i, j)|1 ≤ i < j ≤ 5} ∪ {(6, 7)}.
For the product
ξ1ξ2ξ3ξ4ξ5 = E
(2)
24 E13E
(2)
34 E
(3)
13 E
(5)
23 ∈ V
+,
there are two minimal elements ξ2 = E13 and ξ4 = E
(3)
13 in the set
{ξ1, ξ2, ξ3, ξ4, ξ5},
but ξ4 is the specified one.
For two elements ξi, ξj, we write ξi  ξj if ξi ≻ ξj or ξi = E
(N)
st and ξj = E
(N ′)
st
for some (s, t) ∈ I0. In the example above, we have both ξ2  ξ4 and ξ4  ξ2.
Lemma 9.5. Every product ξ1ξ2 · · · ξL can be expressed as an A-linear combination
of products ξ′1ξ
′
2 · · · ξ
′
K such that ξ
′
j ≻ ξl for all j ≥ 2 and ξ
′
1  ξl, where ξl is the
specified minimal element in {ξ1, . . . , ξL}.
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Proof. Assume that ξl = E
(N)
ij for some (i, j) ∈ I0. We proceed with induction on
l. The case l = 1 is trivial. Assume l > 1 and ξl−1 = E
(M)
st . By convention, we have
ξl−1 ≻ ξl.
For s = i or t = j or i < s < t < j or j < s, using relations (e2)-(e4) we have
ξl−1ξl = E
(M)
st E
(N)
ij = fξlξl−1 for some f ∈ A,
from which and induction hypothesis the statement follows.
For j = s, we have by Lemma 9.1(4) that
(∗) ξl−1ξl = E
(M)
jt E
(N)
ij =
∑
k≤N,M
(−1)kqk+(M−k)(N−k)j E
(N−k)
ij E
(k)
it E
(M−k)
jt .
Note that E
(k)
it ≻ ξl if k > 0 and E
(M−k)
jt ≻ ξl if M − k > 0.
Substituting ξl−1ξl within ξ1 · · · ξL by this expansion, and combining adjacent
terms using (e1) if necessary, we have that ξ1 · · · ξL equals an A-linear combination
of products ξ′1 · · · ξ
′
K as follows:
Case 1. ξ′1 · · · ξ
′
K is obtained from the summand on the right side of (∗) with
k = N and ξl is the unique minimal element in {ξ1, . . . , ξL}. Then we have ξ′i ≻ ξl
for all i, and hence, the product ξ′1 · · · ξ
′
K is of the desired form.
Case 2. ξ′1 · · · ξ
′
K is obtained from the summand on the right side of (∗) with
k = N but minimal elements in {ξ1, . . . , ξL} are not unique. Then the specified
minimal element in {ξ′1, . . . , ξ
′
K} is ξ
′
l′ = ξl′ = E
(s)
ij for some l
′ < l. By induction
hypothesis, the product ξ′1 · · · ξ
′
K can be written in the desired form.
Case 3. ξ′1 · · · ξ
′
K is obtained from a summand on the right side of (∗) with
k < N . Then the specified minimal element in {ξ′1 . . . ξ
′
K} is ξ
′
l−1 = E
(N−k)
ij , and
hence, ξ′1 · · · ξ
′
K can be written in the desired form by induction hypothesis.
In conclusion, the product ξ1 · · · ξL can be expressed in the desired form in the
case j = s.
We are now left only with the case i < s < j < t, in which we have
ξl−1ξl = E
(M)
st E
(N)
ij
(using Lemma 9.1(3) and (e4)) =
N∑
k=0
fkE
(M−k)
sj E
(M)
jt E
(N)
ij E
(k)
sj
(using Lemma 9.1(4)) =
∑
k≤N, k′≤N,M
fk,k′E
(M−k)
sj E
(N−k′)
ij E
(k′)
it E
(M−k′)
jt E
(k)
sj
(using (e4)) =
∑
f¯k,k′E
(N−k′)
ij E
(M−k)
sj E
(k′)
it E
(M−k′)
jt E
(k)
sj ,
for some fk, fk,k′, f¯k,k′ ∈ A.
Note that
Eij ≺ Esj , Eij ≺ Eit, Eij ≺ Ejt.
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Substituting ξl−1ξl within the product ξ1 · · · ξL by its expansion above, and using a
similar argument as in the last case, we obtain that ξ1 · · · ξL can be expressed in the
desired form. This completes the proof.
Recall the notation E
(ψ)
0 for each ψ = (ψij) ∈ N
I0 . Let ǫij denote the element
(ψst) ∈ NI0 such that
ψst =
{
1, if (s, t) = (i, j)
0, otherwise.
For every product E
(ψ)
0 with ψ 6= 0, there is a unique minimal element in the set
{E
(ψij )
ij |ψij 6= 0},
which we denote by min(E
(ψ)
0 ).
Let ξ1 · · · ξL be a product in V+ with
ξ¯1 = · · · = ξ¯L = 0¯,
and let ξl be the specified minimal element in {ξ1, . . . , ξL}. Then we have the
following lemma.
Lemma 9.6. ξ1 · · · ξL equals an A-linear combination of products E
(ψ)
0 with
min(E
(ψ)
0 )  ξl.
Proof. In view of Chapter 5 we have a totally ordered set
S+0 = {Est|(s, t) ∈ I0}.
By assumption each ξi is of the form E
(N)
st with Est ∈ S
+
0 and N > 0. We proceed
with downward induction on the order of ξl in S
+
0 .
If ξl has the largest order in S
+
0 , i.e., ξl = E
(N)
m+n−1,m+n for some N > 0, then we
must have L = 1, and hence the statement trivially holds. Fix an element Eij ∈ S
+
0
with
Eij ≺ Em+n−1,m+n,
and assume the statement for all products ξ1 · · · ξL with the specified minimal ele-
ment larger than Eij.
Let ξ1 · · · ξL be a fixed product with the specified minimal element ξl = E
(N)
ij .
By Lemma 9.5 this product equals an A-linear combination of products ξ′1ξ
′
2 · · · ξ
′
K
with ξ′i ≻ ξl for all i ≥ 2 and ξ
′
1  ξl.
For a product ξ′1ξ
′
2 · · · ξ
′
K with ξ
′
1 ≻ ξl, so that ξ
′
i ≻ ξl for all i, the induction
hypotheses says that it equals an A-linear combination of elements E(ψ)0 with
min(E
(ψ)
0 ) ≻ ξ
′
k ≻ ξl,
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where ξ′k is the specified minimal element in {ξ
′
1, . . . , ξ
′
K}; for a product ξ
′
1ξ
′
2 · · · ξ
′
K
with ξ′1 = E
(N ′)
ij , by induction hypothesis ξ
′
2 · · · ξ
′
K equals an A-linear combination
of elements E
(ψ)
0 with
min(E
(ψ)
0 )  ξ
′
k,
where ξ′k is the specified minimal element in {ξ
′
2, . . . , ξ
′
K}, then it is an A-linear
combination of elements
E
(N ′)
ij E
(ψ)
0 = E
(ψ+N ′ǫij)
0 ,
for which we have
min(E
(ψ+N ′ǫij)
0 ) = E
(N ′)
ij  ξl.
This completes the proof.
Next we discuss the products ξ1 · · · ξL in V+ with
ξ¯1 = · · · = ξ¯L = 1¯.
Recall the notation Ed1 for d ∈ Z
I1
2 . For d 6= 0, we denote by min(E
d
1 ) the
unique minimal element in the set
{E
(dij)
ij |dij 6= 0}.
Lemma 9.7. For Est and Eij with E¯st = E¯ij = 1¯ and Est ≺ Eij, there exist Es′t′
and Ei′j′ with E¯s′t′ = E¯i′j′ = 1¯ and Est ≺ Es′t′ ≺ Ei′j′ ≺ Eij such that
EijEst = c1EstEij + c2Es′t′Ei′j′, c1, c2 ∈ A.
This lemma is an analogue of Lemma 5.10 in V, which can be proved by using
(e2)-(e4) and Lemma 9.1(5).
Lemma 9.8. A product ξ1 · · · ξL with ξ¯1 = · · · = ξ¯L = 1¯ equals an A-linear combi-
nation of products Ed1 with min(E
d
1 )  ξl, where ξl is the specified minimal element
in {ξ1, . . . , ξL}.
Proof. For L = 2, this follows from Lemma 9.7.
For L > 2, similarly as in the proof of Lemma 9.6, we can prove the statement
by using the Lemma 9.7 and applying downward induction on the order of ξl in S
+
1
(see Chapter 5). Details are left to the interested reader.
Proposition 9.9. (a) V+ is generated as an A-superalgebra by the elements
E(N)αi = E
(N)
i,i+1, i = 1, . . . , m+ n− 1.
(b) V+ is generated as an A-module by the monomials
E
(ψ)
0 E
d
1 , ψ ∈ N
I0 , d ∈ ZI12 .
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Proof. (a) is immediate from Lemma 9.1(1).
(b) Since V+ is generated as an A-module by the products ξ1ξ2 · · · ξL, the state-
ment follows from Corollary 9.4, Lemma 9.6 and Lemma 9.8.
From defining relations of V− and V+ we see that there is a unique isomorphism
of vector superspaces
Ω′ : V− −→ V+
satisfying
Ω′(xy) = (−1)x¯y¯Ω′(y)Ω′(x), x, y ∈ h(V−),
and sending F
(N)
ij to E
(N)
ij and q to q
−1, then we have the following proposition.
Proposition 9.10. (a) V− is generated as an A-superalgebra by the elements F (N)αi =
F
(N)
i,i+1, i = 1, . . . , m+ n− 1.
(b) V− is generated as an A-module by the monomials
F d1F
(ψ)
0 , ψ ∈ N
I0 , d ∈ ZI12 .
By [20, 2.14], V0 is generated as an A-module by the elements
Kδ1α1 · · ·K
δm−1
αm−1
Kδmm K
δm+1
αm+1
· · ·Kδm+nαm+n
·
[
Kα1 ; 0
t1
]
· · ·
[
Kαm−1 ; 0
tm−1
] [
Km; 0
tm
] [
Kαm+1 ; 0
tm+1
]
· · ·
[
Kαm+n ; 0
tn+m
]
, δi ∈ {0, 1}, ti ∈ N.
The natural A-superalgebra homomorphisms from V−, V0, and V+ to V induce
an A-linear map
π : V− ⊗A V
0 ⊗A V
+ → V.
It follows from the defining relations (h1)− (h6) of V that π is surjective.
Proposition 9.11. (a) V is generated as an A-superalgebra by all the elements
E(N)αi , F
(N)
αi
, K±1λ ,
[
Kλ; 0
t
]
, 1 ≤ i < m+ n, λ = αi for i 6= m or λ = ǫm.
(b) V is generated as an A-module by all the elements
F d1F
(ψ)
0 Πi 6=m(K
δi
αi
[
Kαi ; 0
ti
]
)(Kδmm
[
Km; 0
tm
]
)E
(ψ′)
0 E
d′
1 ,
d, d′ ∈ ZI12 , ψ, ψ
′ ∈ NI0, δi, δm ∈ {0, 1}.
Proof. (a) By Proposition 9.9(a) and Proposition 9.10(a), V is generated as an A-
superalgebra by all the elements
E(N)αi , F
(N)
αi
, K±1λ ,
[
Kλ; c
t
]
, 1 ≤ i < m+ n, λ = αj for i ∈ [1, m+ n] \m or λ = ǫm.
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To complete the proof, we need only use [20, 2.17] that, for any c ∈ Z, t ∈ N,
[
Kλ; c
t
]
is generated by the elements
K±1λ ,
[
Kλ; 0
t
]
, t ≥ 0.
(b) follows from the surjective map π, Proposition 9.9(b), and Proposition 9.10(b).
We now form the A′-superalgebras
V
+
A′ , V
−
A′ , V
0
A′ , and VA′
by applying −⊗AA′ to V+, V−, V0, and V. Write E
(1)
ij ⊗ 1 and F
(1)
ij ⊗ 1 as
Eij and Fij respectively.
Proposition 9.12. VA′ is the A′-superalgebra defined by the generators
Eij , Fij , K
±1
αs , K
±1
m , (i, j) ∈ I0 ∪ I1, s ∈ [1, m+ n] \m
and relations
(a1) E2ij = 0, (i, j) ∈ I1,
(a2) EijEst = (−1)
E¯ijE¯stEstEij, i < s < t < j or s < t < i < j,
(a3) EtaEtb = (−1)
E¯taqtEtbEta, t < a < b,
(a4) EbtEat = (−1)
E¯btq−1t EatEbt, a < b < t,
(a5) Eij = EicEcj − q
−1
c EcjEic, i < c < j,
(b1) F 2ij = 0, (i, j) ∈ I1,
(b2) FijFst = (−1)
F¯ijF¯stFstFij, i < s < t < j or s < t < i < j,
(b3) FtaFtb = (−1)
F¯taqtFtbFta, t < a < b,
(b4) FbtFat = (−1)
F¯btq−1t FatFbt, a < b < t,
(b5) Fij = −qcFicFcj + FcjFic, i < c < j,
(c1) KαiKαj = KαjKαi , KmKαi = KαiKm
(c2) KαiK
−1
αi
= 1, KmK
−1
m = 1
(d1) EαiFαj − (−1)
δimFαjEαi = δij(Kαi −K
−1
αi
)/(qi − q
−1
i ), 1 ≤ i, j < m+ n,
(d2) KαiEαj = q
aij
i EαjKαi , KmEαj = q
amj
m EαjKm,
(d3) KαiFαj = q
−aij
i FαjKαi , KmFαj = q
−amj
m FαjKm.
Proof. It is clear that all the formulas above follow immediately from defining re-
lations of V. To complete the proof, we must show that, conversely, all defining
relations of V follow from the relations above. This can be verified by induction (cf.
Chapter 7).
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Similarly we obtain that V+A′ (resp. V
−
A′ , V
0
A′) is the A
′-superalgebra de-
fined by the generators
Eij, (i, j) ∈ I0 ∪ I1 (resp. Fij , (i, j) ∈ I0 ∪ I1, K
±1
αs , K
±1
m , s ∈ [1, m+ n] \m
and relations (a1)− (a5) (resp. (b1)− (b5), (c1)− (c2)).
Denote the quantum superalgebra defined over A′ in Section 3.1 (that is, F = Q)
by UA′ , and let U
0
A′ be the subalgebra generated by all K
±
i . Clearly we have
UA′ = UA ⊗A A
′.
Recall from Chapter 7 the definition of A-algebras U+A , U
−
A , and U
0
A. Since the
relations (c1), (c2) hold in U0A, there is an epimorphism of A
′-algebras f : V0A′ → U
0
A′
such that
f(Kαi) = Kαi for i ∈ [1, m+ n] \m and f(Km) = Km.
Then Corollary 5.1(4) implies that f is an isomorphism. According to [20, 2.21], all
the elements
Πi 6=m(K
δi
αi
[
Kαi; 0
ti
]
)(Kδmm
[
Km; 0
tm
]
), δi, δm ∈ {0, 1}
are a A′-basis for V0A′ , which, together with the PBW theorem (Corollary 8.9),
implies that UA′ has a basis
F d1F
ψ
0 Πi 6=m(K
δi
αi
[
Kαi ; 0
ti
]
)(Kδmm
[
Km; 0
tm
]
)Eψ
′
0 E
d′
1 , d, d
′ ∈ ZI12 ,
δi, δm ∈ {0, 1}, ψ, ψ
′ ∈ NI0 , ti, tm ∈ N.
Since the relations in Proposition 9.12 also hold in UA′ , there is a unique A′-
superalgebra epimorphism ρ : VA′ → UA′ such that
ρ(Eij) = Eij , ρ(Fij) = Fij , ρ(Kαi) = Kαi , ρ(Km) = Km.
By the definition of UA, we obtain ρ(V) = UA, and in particular,
ρ(V+) = U+A , ρ(V
−) = U−A , ρ(V
0) = U0A.
By Proposition 9.11(b), ρ sends a set of elements generating V as an A-module into
a PBW-type basis of UA′ . It follows that ρ is an isomorphism of A′-superalgebras.
Moreover, the elements in Proposition 9.11(b) form an A-basis of VA (hence an
A′-basis of VA′). Therefore, ρ|V : V→ UA is an A-superalgebra isomorphism.
By induction, one obtains
∆(E(N)αi ) =
N∑
j=0
q
−j(N−j)
i E
(j)
αi
⊗KjαiE
(N−j)
αi
,
∆(F (N)αi ) =
N∑
j=0
q
j(N−j)
i F
(j)
αi
K−jαi ⊗ F
(N−j)
αi
.
Then UA admits a unique Hopf superalgebra structure from UA′ .
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10 Simple modules for GL(m,n)
Let F be an algebraically closed field of characteristic p > 2. In this chapter we
study simple modules for the general linear F-supergroup G = GL(m,n).
10.1 Kostant Z-forms
Let g be the Lie superalgebra gl(m,n) over Q, and let U(g)Q be its universal envelop-
ing superalgebra. Recall the maximal torus H of g, for which let U(H)Q ⊆ U(g)Q be
the universal enveloping algebra. By the PBW theorem U(H)Q is the polynomial
algebra Q[e11, . . . , em+n,m+n] in variables e11, . . . , em+n,m+n.
Write the relations
hαi = eii − ei+1,i+1, i ∈ [1, m+ n] \m, emm = emm
into the matrix form
(hα1 , . . . , hαm−1 , emm, hαm+1 , . . . , hαm+n) = (e11, . . . , em+n,m+n)B.
Since B is invertible, we obtain an automorphism ϕ of the Q-algebra U(H)Q such
that
ϕ(eii) = hαi , i ∈ [1, m+ n] \m, ϕ(emm) = emm.
For each h ∈ H and each r ∈ N, set(
h
r
)
=
1
r!
h(h− 1) · · · (h− r + 1) ∈ U(H)Q.
As defined in [3], the Kostant Z-form U(g)Z is a Z-sub-superalgebra of U(g)Q gen-
erated by
e
(r)
ij , f
(r)
ij ,
(
ess
r
)
, (i, j) ∈ I0 ∪ I1, 1 ≤ s ≤ m+ n, r ≥ 0.
By [3, 3.1], U(g)Z is a free Z-module with a basis consisting of all the monomials of
the form
Π(i,j)∈I1f
d′ij
ij Π(i,j)∈I0f
(a′ij )
ij Π
m+n
s=1
(
ess
rs
)
Π(i,j)∈I0e
(aij)
ij Π(i,j)∈I1e
dij
ij ,
a′ij , aij, rs ≥ 0, d
′
ij, dij = 0, 1, where the product is taken in any fixed order.
Let T be the maximal torus of G such that, for each commutative superalgebra
A, T (A) is the subgroup of G(A) consisting of all diagonal matrices. By [14, II, 1.3],
the set
Y (T ) = Hom(Gm, T )
has a natural structure as an abelian group.
78
Choose a basis φ1, φ2, . . . , φm+n of Y (T ) defined by
φi(t) =


diag(1 . . . 1, t
(i)
, t−1
(i+1)
, 1, . . . , 1) if i ∈ [1, m+ n) \m
diag(1, . . . , 1, t
(i)
, 1, . . . , 1) if i = m or i = m+ n
for any t ∈ Gm(A). Under the isomorphism from U(g0¯)Z ⊗ F into Dist(G) provided
by [3, Theorem 3.2], we have
hαi = (dφi)(1), i ∈ [1, m+ n] \m, emm = (dφm)(1).
By [14, II, 1.11], the set of all the elements(
emm
rm
)
Πi∈[1,m+n]\m
(
hαi
ri
)
, ri, rm ≥ 0
is a basis of Dist(TZ). By taking a natural basis of Y (T ), one gets another basis of
Dist(TZ) consisting of elements
Πm+ni=1
(
eii
ri
)
, ri ≥ 0 (see [3]).
Then we obtain the following lemma.
Lemma 10.1. U(g)Z has a Z-basis consisting of all the monomials
Π(i,j)∈I1f
d′ij
ij Π(i,j)∈I0f
(a′ij)
ij
(
emm
rm
)
Πs∈[1,m+n]\m
(
hαs
rs
)
Π(i,j)∈I0e
(aij )
ij Π(i,j)∈I1e
dij
ij ,
a′ij , aij, rs, rm ≥ 0, d
′
ij, dij ∈ {0, 1}, where the product is taken in any fixed order.
The closed F-subgroups Gev, P of G are defined in [3] as follows. For each com-
mutative superalgebra A, P (A) (resp. Gev(A)) is the subgroup in G(A) consisting
of all invertible (m+n)× (m+n) matrices such that Y = 0 (resp. Y = 0, X = 0).
Then we have
Lie(P ) = g+, Lie(Gev) = g0¯.
Note that
Gev = GLm ×GLn.
Then we have by [14, I 7.9(3)] that
U(g0¯)Z =: Dist(Gev,Z) = Dist(GLm,Z)⊗Z Dist(GLn,Z).
Recall that g0¯ = glm ⊕ gln. Let
U(glm)Z = Dist(GLm,Z), U(gln)Z = Dist(GLn,Z).
Then U(glm)Z is a free Z-module having basis
Π1≤i<j≤mf
(aij)
ij
(
emm
rm
)
Π1≤i<m
(
hαs
rs
)
Π1≤i<j≤me
(a′ij )
ij , aij, a
′
ij , rm, rs ∈ N,
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where the product is taken in any fixed order. Let U(slm)Z be the subalgebra of
U(glm)Z spanned by all
Π1≤i<j≤mf
(aij)
ij Π1≤i<m
(
hαs
rs
)
Π1≤i<j≤me
(a′ij )
ij .
Similarly we describe U(gln)Z, U(sln)Z and their Z-bases.
Let
U(g0¯)F =: U(g0¯)Z ⊗Z F, U(glm)F =: U(glm)Z ⊗Z F, U(gln)F =: U(gln)Z ⊗Z F.
It is clear that
U(g0¯)F = Dist(Gev) = U(glm)F ⊗F U(gln)F.
In addition, U(glm)F and U(gln)F are subalgebras of U(g0¯)F commutating with each
other.
The Kostant Z-form U(g+)Z is a free Z-submodule of U(g)Z generated by all
the basis elements
Π(i,j)∈I0f
(aij)
ij
(
emm
rm
)
Πi∈[1,m+n]\m
(
hαs
rs
)
Π(i,j)∈I0e
(a′ij )
ij Π(i,j)∈I1e
dij
ij .
Then we have from [3, Section 3] that
U(g)F =: U(g)Z ⊗Z F ∼= Dist(G),
U(g+)F =: U(g
+)Z ⊗Z F ∼= Dist(P ).
Hence Dist(G) and Dist(P ) acquire their bases respectively from U(g)Z and U(g
+)Z.
We now introduce two more Z-subalgebras of U(g)Z to be used later.
Let U(g−1)Z be the Z-subalgebra of U(g)Z generated by the elements
fij , (i, j) ∈ I1.
It is easy to see that U(g−1)Z is a free Z-submodule of U(g)Z having basis
Π(i,j)∈I1f
dij
ij , dij ∈ {0, 1}.
Let U(g+)+
Z
be the Z-submodule of U(g)Z spanned by all basis vectors
Π(i,j)∈I0f
(aij)
ij
(
emm
rm
)
Πi∈[1,m+n]\m
(
hαs
rs
)
Π(i,j)∈I0e
(a′ij )
ij Π(i,j)∈I1e
dij
ij ,
∑
dij > 0.
It is easy to verify that U(g+)+
Z
is an ideal of U(g+)Z and
U(g+)Z = U(g0¯)Z ⊕ U(g
+)+
Z
.
Set
U(g−1)F = U(g−1)Z ⊗Z F, U(g
+)+
F
= U(g+)+
Z
⊗Z F.
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Then U(g−1)F is the universal enveloping algebra of g−1, whereas U(g
+)+
F
is a nilpo-
tent ideal of U(g+)F, since it is generated by the nilpotent elements
eij , (i, j) ∈ I1.
Since
Dist(P ) = U(g+)F = U(g0¯)F ⊕ U(g
+)+
F
,
it follows that each simple Dist(P )-module is simple as a Dist(Gev)-module and
annihilated by U(g+)+
F
.
10.2 Simplicity of induced G-modules
Let M be a Dist(G)-module. For z = (z1, . . . , zm+n) ∈ Zm+n, define the z-weight
space of M by
Mz = {v ∈M |
(
hαi
r
)
v =
(
zi
r
)
v,
(
emm
r
)
v =
(
zm
r
)
v, i ∈ [1, m+n] \m, r ≥ 0}.
For λ =
∑m+n
i=1 λiǫi ∈ Λ, the λ-weight space of M in [3] is defined by
Mλ = {v ∈M |
(
eii
r
)
v =
(
λi
r
)
v for all i = 1, . . . , m+ n, r ≥ 0}.
Recall in Section 8.2 the identification of Λ with Zm+n. We now show that these
two definitions of weight spaces are compatible.
Lemma 10.2. Let λ ∈ Λ be identified with z ∈ Zm+n. Then Mλ =Mz.
Proof. Recall that Dist(TZ) is a free Z-submodule of U(H)Q having two bases
Πm+ni=1
(
eii
ri
)
, ri ≥ 0
and (
emm
rm
)
Πi∈[1,m+n]\m
(
hαi
ri
)
, ri ≥ 0.
For any fixed z = (z1, . . . , zm+n) ∈ Zm+n, let fz be the algebra homomorphism from
U(H)Q to Q sending hαi to zi for i ∈ [1, m + n] \m and sending emm to zm. Then
we have
fz(Dist(TZ)) ⊆ Z,
and in particular,
fz(
(
hαi
r
)
) =
(
zi
r
)
, fz(
(
emm
r
)
) =
(
zm
r
)
for r ≥ 0.
By the way how z is identified with λ we obtain fz(eii) = λi for all i.
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For v ∈Mz, by definition we have(
emm
r
)
v =
(
zm
r
)
v,
(
hαi
r
)
v =
(
zi
r
)
v, i ∈ [1, m+ n] \m, r ≥ 0,
implying that xv = fz(x)v for all x ∈ Dist(TZ). It follows that(
eii
r
)
v = fz(
(
eii
r
)
)v =
(
fz(eii)
r
)
v =
(
λi
r
)
v for all i, r.
Then we have v ∈ Mλ, and hence Mz ⊆ Mλ. By a similar argument we obtain
Mλ ⊆Mz . This completes the proof.
A Dist(G)-module is integrable if it is weighted and locally finite. Accord-
ing to [3, 3.5], the category of G-modules is isomorphic to the category of inte-
grable Dist(G)-modules, so we will not distinguish between G-modules and inte-
grable Dist(G)-module in the following. Neither will we distinguish between Gev-
modules and Dist(Gev)-modules since there is a similar relation between the category
of Gev-modules and the category of Dist(Gev)-modules (see [14, II 1.20]).
Following [3, 18], set
X+(T ) = {
m+n∑
i=1
λiǫi ∈ Λ|λ1 ≥ · · · ≥ λm, λm+1 ≥ · · · ≥ λm+n}
and let
X+p (T ) =: {λ ∈ X
+(T )|λi − λi+1 < p for all i ∈ [1, m+ n) \m}.
For each λ ∈ X+(T ), let L(λ) (resp. L0(λ)) be a simple G-module (resp. Gev-
module) with highest weight λ. One can view L0(λ) as a Dist(P )-module by letting
all eij , (i, j) ∈ I1, act trivially on it. Define the induced G-module (see [3, p. 11])
IndGPλ =: Dist(G)⊗Dist(P ) L0(λ).
A Lie superalgebra L = L0¯ ⊕L1¯ is restricted if L0¯ is a restricted Lie algebra and L1¯
is a restricted g0¯-module under the adjoint action. Let
[p] : x −→ x[p]
be the p-mapping in L0¯. The quotient superalgebra of U(L) by its (Z2-graded)
ideal generated by the elements xp − x[p], x ∈ L0¯, is called the restricted universal
enveloping superalgebra of L, and denoted by u(L) (see [1, p.87]).
Example: The Lie superalgebra g = gl(m,n) over F is a restricted Lie super-
algebra with p-mapping the pth power in g; the subalgebras g+ and g0¯ are both
restricted.
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Let us note that, by a proof similar to that for [14, 7.10(1)], the subalgebra of
Dist(G) generated by the elements
eij, fij, hαs, emm, (i, j) ∈ I0 ∪ I1, s ∈ [1, m+ n] \m
is isomorphic to u(g), and the subalgebra generated by the elements
eij, fst, hαs , emm, (i, j) ∈ I0 ∪ I1, (s, t) ∈ I0, s ∈ [1, m+ n] \m
is isomorphic to u(g+).
Let
U(g)Fp = U(g)Z ⊗Z Fp
and let u be the subring of U(g)Fp generated by the elements
eij , fij , em+n,m+n, (i, j) ∈ I0 ∪ I1.
Then u is the restricted universal enveloping algebra of the Lie superalgebra g =
gl(m,n) over Fp.
Let us note that H∗ = Λ⊗Z F. For each λ ∈ Λ, we denote λ⊗1 ∈ H
∗ by λ¯. But
we write α⊗ 1 (α ∈ Φ+) and ρ⊗ 1 also as α and ρ respectively.
Since u(g+) is a subalgebra of Dist(P ), the simple Dist(P )-module L0(λ) is a
u(g+)-module, and also a U(g+)-module via the canonical epimorphism from U(g+)
onto u(g+).
Assume λ =
∑m+n
i=1 λiǫi and let v
+ ∈ L0(λ) be a maximal vector. By definition
we have
eiiv
+ = λiv
+ for i = 1, . . . , m+ n,
which implies that hv+ = λ¯(h)v+ for any h ∈ H.
Since u(g) is a subalgebra of Dist(G), IndGPλ is also a u(g)-module, and hence
a U(g)-module by the canonical epimorphism from U(g) onto u(g); by the same
canonical epimorphism u(g)⊗u(g+) L0(λ) admits a U(g)-module structure.
Lemma 10.3. (1) There is a u(g)-module (and U(g)-module) isomorphism
u(g)⊗u(g+) L0(λ) ∼= Ind
G
Pλ.
(2) There is a U(g)-module isomorphism
U(g)⊗U(g+) L0(λ) ∼= u(g)⊗u(g+) L0(λ).
Proof. (1) It is easy to verify that the linear mapping
φ1 : u(g)⊗u(g+) L0(λ) 7→ Ind
G
Pλ
x⊗ v 7→ x⊗ v, x ∈ u(g), v ∈ L0(λ)
is well-defined and is also a u(g)-module homomorphism.
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In view of the bases for Dist(G) and Dist(P ) given in Section 10.1, we have a
u(g−1)-module isomorphism
IndGPλ = u(g−1)⊗Dist(P ) L0(λ)
∼= u(g−1)⊗F L0(λ).
Then IndGPλ is spanned by the elements
Π(i,j)∈I1f
d′ij
ij ⊗ v, d
′
ij ∈ {0, 1}, v ∈ L0(λ),
and hence φ1 is an epimorphism. Since L0(λ) is finite dimensional by [14, 2.14(1)]
and since
dimFu(g)⊗u(g+) L0(λ) = dimFInd
G
Pλ,
φ1 is an isomorphism.
(2) Let π be the canonical epimorphism from U(g) into u(g). Then we have
π(U(g+)) = u(g+). Define the F-linear mapping
φ2 : U(g)⊗U(g+) L0(λ) 7→ u(g)⊗u(g+) L0(λ)
x⊗ v 7→ π(x)⊗ v, x ∈ U(g), v ∈ L0(λ).
By a similar argument as in (1) we obtain that φ2 is a U(g)-module isomorphism.
Let λ ∈ X+p (T ). Viewed as a u(g0¯)-module, L0(λ) is simple of highest weight λ¯ ∈
H∗. Therefore, L0(λ) is also a simple U(g0¯)-module by the canonical epimorphism
from U(g0¯) into u(g0¯). Recall from Chapter 1 the definition of K(λ¯). Regard L0(λ)
as a simple U(g+)-module annihilated by g1. Then
U(g)⊗U(g+) L0(λ) = K(λ¯).
By Lemma 10.3, there is a U(g)-module isomorphism
IndGPλ
∼= U(g)⊗U(g+) L0(λ) = K(λ¯).
Recall from Chapter 1 the symmetric bilinear form on H∗ and the definition of P (λ)
for λ ∈ Λ. Set
P˜ (µ) = Πα∈Φ+
1
(µ+ ρ, α) for µ ∈ H∗.
Then P˜ (λ¯) = P (λ)1F for λ ∈ Λ.
Let v+ ∈ L0(λ) be a maximal vector. By Theorem 13.3, we have in K(λ¯) that
Π(i,j)∈I1eijΠ(i,j)∈I1fij ⊗ v
+ = P˜ (λ¯)v+
= P (λ)v+.
By Theorem 13.1, we have the following lemma.
Lemma 10.4. Let λ ∈ Λ. Then K(λ¯) is simple if and only if λ is p-typical.
Theorem 10.5. If λ ∈ X+(T ) is p-typical, there is a Dist(G)-module isomorphism
IndGPλ
∼= L(λ).
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Proof. We split the proof into two cases according to whether λ ∈ X+p (T ) or not.
Case 1. λ ∈ X+p (T ). By the discussion above, there is a U(g)-module iso-
morphism IndGPλ
∼= K(λ¯), which shows that IndGPλ is simple as a U(g)-module by
Lemma 10.4. Moreover, the definition of its U(g)-module structure implies that
IndGPλ is also simple as a u(g)-module. Since u(g) is a subalgebra of Dist(G), Ind
G
Pλ
is a simple Dist(G)-module. By [18, Lemma 2.3], we have
IndGPλ
∼= L(λ).
Case 2. λ /∈ X+p (T ). Note that λ can be written uniquely as
λ = λ′ + pλ′′
with λ′ ∈ X+p (T ) (being p-typical since λ is so) and λ
′′ ∈ X+(T ). By Steinberg’s ten-
sor product theorem ([14, II Corollary 3.17]), there is an isomorphism of Dist(Gev)-
modules (hence Dist(P )-modules)
L0(λ) ∼= L0(λ
′)⊗ L0(λ
′′)[1].
By [18, Theorem 4.4], The simple Dist(G)-module L(λ) is isomorphic to L(λ′) ⊗
L0(λ
′′)[1]. Since λ′ is p-typical, we get
L(λ′) ∼= IndGPλ
′
from Case 1. Then L0(λ
′) can be viewed as a Dist(P )-submodule of L(λ′), and
hence, L0(λ
′)⊗L0(λ′′)[1] can be viewed as a Dist(P )-submodule of L(λ′)⊗L0(λ′′)[1].
This induces a nontrivial Dist(G)-module homomorphism
f : IndGPλ 7→ L(λ
′)⊗ L0(λ
′′)[1] ∼= L(λ),
which is is surjective since L(λ) is simple.
From Section 10.1 we see that the codimension of Dist(P ) in Dist(G) is 2|I1| =
2nm. Thus, f is isomorphic since
dimIndGPλ = 2
nmdimL0(λ)
= 2nmdimL0(λ
′)dimL0(λ
′′)
= dim IndGPλ
′dimL0(λ
′′)
= dimL(λ′)⊗ L0(λ
′′)[1]
= dimL(λ).
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11 Reprsentations of Uq at roots of unity
In this chapter we study simple Uq-modules with q a root of unity, and we also study
the connection between the representation theory of Uq and that of GL(m,n).
11.1 Lusztig’s finite dimensional Hopf superalgebras
Fix an integer l′ ≥ 1. Let η ∈ C be a primitive l′th root of unity, and let B = Z[η],
the Z-subalgebra of C generated by η. Then B is isomorphic to the quotient ring of
A by the ideal generated by the l′th cyclotomic polynomial φl′ ∈ Z[q]. Let l ≥ 1 be
defined by
l =
{
l′ if l′ is odd
l′
2
if l′ is even.
Define the B-superalgebras U+
B
, U−
B
, U0
B
, and UB by applying − ⊗A B to A-
superalgebras U+A , U
−
A , U
0
A, and UA. Let u
+, u−, u0, and u be respectively
the B-sub-superalgebras of U+
B
, U−
B
, U0
B
, and UB generated by the elements
E
(N)
ij , E
(σ)
st , (i, j) ∈ I0, (s, t) ∈ I1, 0 ≤ N < l, σ ∈ {0, 1},
F
(N)
ij , F
(σ)
st , (i, j) ∈ I0, (s, t) ∈ I1, 0 ≤ N < l, σ ∈ {0, 1},
K±1λ ,
[
Kλ; 0
t
]
, λ = αi for i 6= m or λ = ǫm, 0 ≤ t < l,
and all
E
(N)
ij , E
(σ)
st , F
(N ′)
ij , F
(σ′)
st ,
[
Kλ; 0
t
]
, K±1λ ,
(i, j) ∈ I0, (s, t) ∈ I1, 0 ≤ N,N
′, t < l, σ, σ′ ∈ {0, 1},
λ = αi for i 6= m or λ = ǫm.
Let B′ = Q(η), the quotient field of B. We form the B′-superalgebras
′u+, ′u−, ′u0, ′u and UB′
by applying −⊗B B′ respectively to the B-superalgebras
u+, u−, u0, u, and UB.
Recall the notation Eψ0 in Chapter 5 and E
(ψ)
0 in Chapter 9.
Proposition 11.1. (a) u+ is generated as a B-superalgebra by the elements
E(N)αi , E
(σ)
αm , i ∈ [1, m+ n) \m, 0 ≤ N < l, σ ∈ {0, 1},
and as a free B-module by the basis E
(ψ)
0 E
d
1 , ψ ∈ N
I0
l , d ∈ Z
I1
2 .
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(b) u− is generated as a B-superalgebra by the elements
F (N)αi , F
(σ)
αm , i ∈ [1, m+ n) \m, 0 ≤ N < l, σ ∈ {0, 1},
and as a free B-module by the basis F d1F
(ψ)
0 , ψ ∈ N
I0
l , d ∈ Z
I1
2 .
(c) u0 is a free B-module having the basis
Kδmm
[
Km; 0
tm
]
Πi∈[1,m+n]\m(K
δi
αi
[
Kαi ; 0
ti
]
), 0 ≤ ti, tm < l, δi, δm ∈ {0, 1}.
(d) u is generated as a B-superalgebra by the elements
E(N)αi , E
(σ)
αm , F
(N ′)
αi
, F (σ
′)
αm , K
±1
λ ,
[
Kλ; 0
t
]
,
i ∈ [1, m+ n) \m, λ = αi for i 6= m or λ = ǫm, 0 ≤ t, N,N
′ < l, σ, σ′ ∈ {0, 1},
and as a free B-module by the basis
F d1F
(ψ)
0 K
δm
m
[
Km; 0
tm
]
Πi∈[1,m+n]\m(K
δi
αi
[
Kαi ; 0
ti
]
)E
(ψ′)
0 E
d′
1 ,
ψ, ψ′ ∈ NI0l , d, d
′ ∈ ZI12 , δi, δm ∈ {0, 1}, 0 ≤ ti, tm < l.
(e) ′u+, ′u−, ′u0, and ′u may be viewed as B′-subalgebras of UB′ having respectively
the following bases:
′u+ : Eψ0 E
d
1 , ψ ∈ N
I0
l , d ∈ Z
I1
2 ,
′u− : F d1F
ψ
0 , ψ ∈ N
I0
l , d ∈ Z
I1
2 ,
′u0 : KNmm Πi∈[1,m+n]\mK
Ni
αi
, 0 ≤ Ni, Nm < 2l,
′u : F d1F
ψ
0 K
Nm
m Πi∈[1,m+n]\mK
Ni
αi
Eψ
′
0 E
d′
1 , ψ, ψ
′ ∈ NI0l , 0 ≤ Ni, Nm < 2l, d, d
′ ∈ ZI12 .
Proof. (a) By Lemma 9.1(1), u+ is generated as a B-superalgebra by the elements
E(N)αi , E
(σ)
αm , i ∈ [1, m+ n) \m, 0 ≤ N < l, σ ∈ {0, 1}.
For (i, j) ∈ I0, we have
E
(M)
ij E
(N)
ij = 0 if 1 ≤M < l, 1 ≤ N < l, and M +N ≥ l.
Using this fact and applying similar arguments as those leading to Proposition
9.9(b), we obtain that u+ is spanned as a B-module by the elements
E
(ψ)
0 E
d
1 , ψ ∈ N
I0
l , d ∈ Z
I1
2 .
By the discussion at the end of Chapter 9, U+A is isomorphic to V
+, then by Propo-
sition 9.9(b) U+A is generated as an A-module by the elements
E
(ψ)
0 E
d
1 , ψ ∈ N
I0 , d ∈ ZI12 ,
87
which are linearly independent by the PBW theorem (Corollary 8.11). Hence, U+A
is an free A-module having these elements as a basis, it follows that U+
B
is a free
B-module having the same basis. Since u+ is a B-submodule of U+
B
generated by
basis elements, it is also free.
(b), (c), and (d) can be proved similarly, whereas (e) follows from (a)-(d).
In the following we assume l = l′ is odd. Let U˜B, u˜ (resp. U˜B′,
′u˜) be respec-
tively the quotient ofB-superalgebras (resp. B′-superalgebras) UB, u (resp. UB′ ,
′u)
by the two-sided ideal generated by the central elements
K lαi − 1, i ∈ [1, m+ n] \m, K
l
m − 1.
For t ≥ 0, set
Ki,t = K
−t
αi
[
Kαi ; 0
t
]
, i ∈ [1, m+ n] \m, Km,t = K
−t
m
[
Km; 0
t
]
.
By [20, Lemma 6.4], the elements
(Πi∈[1,m+n]\mK
lδi
αi
)K lδmm Π
m+n
i=1 Ki,ti , ti ≥ 0, δi, δm ∈ {0, 1}
form a B-basis of U0
B
. Then we obtain the following lemma.
Lemma 11.2. (a) The elements
F d1 F
(ψ)
0 Π
m+n
i=1 Ki,tiE
(ψ′)
0 E
d′
1 , ψ, ψ
′ ∈ NI0, d, d′ ∈ ZI12 , ti ∈ N
form a B-basis of U˜B, and hence a B
′-basis of U˜B′.
(b) The elements
F d1F
(ψ)
0 Π
m+n
i=1 Ki,tiE
(ψ′)
0 E
d′
1 , ψ, ψ
′ ∈ NI0l , d, d
′ ∈ ZI12 , 0 ≤ ti < l
form a B-basis of u˜, and hence a B′-basis of ′u˜.
Let k be a commutative ring, and let β ∈ k be an invertible element. Set
Uβ,k = UA ⊗A k,
U(g0¯)β,k = UA(g0¯)⊗A k,
where k is regarded as an A-algebra with q acting as multiplication by β. Similar
notation is defined also for the A-subalgebras (N±1)A, UA(g0¯)(N1)A of UA. If β
equals η, a primitive lth root of unity, we denote by
U˜η,k (resp. U˜(g0¯)η,k)
the quotient superring of
Uη,k (resp. U(g0¯)η,k)
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by the two-sided ideal generated by the central elements
K lαi − 1, K
l
m − 1, i ∈ [1, m+ n] \m.
Note that if l = 1, so that η = 1, then
U˜B′ = U˜1,Q.
We will omit the subscript k in the notation above if k equals C.
Recall from Chapter 10 the notation U(g)Q, U(g)Z, and U(g0¯)Z. It is clear that
U(g)Q = U(g)Z ⊗Z Q.
Proposition 11.3. There is an isomorphism of Q-superalgebras ϕ : U(g)Q −→ U˜1,Q
such that, for (i, j) ∈ I0 ∪ I1, s ∈ [1, m+ n] \m,
ϕ(eij) = Eij , ϕ(fij) = Fij, ϕ(hαs) =
[
Kαs ; 0
1
]
, ϕ(emm) =
[
Km; 0
1
]
;
in particular, ϕ(U(g)Z) = U˜1,Z, ϕ(U(g0¯)Z) = U˜(g0¯)1,Z.
Proof. First we prove that ϕ defines a homomorphism, for which we need show that
ϕ preserves the relations (a1)-(a10) in Chapter 2.
By Remark 3.1(3), we have in U˜1,Q that
Eαm−1EαmEαm+1Eαm + EαmEαm−1EαmEαm+1 + Eαm+1EαmEαm−1Eαm
+EαmEαm+1EαmEαm−1 − 2EαmEαm−1Eαm+1Eαm = 0,
Fαm−1FαmFαm+1Fαm + FαmFαm−1FαmFαm+1 + Fαm+1FαmFαm−1Fαm
+FαmFαm+1FαmFαm−1 − 2FαmFαm−1Fαm+1Fαm = 0,
so that ϕ preserves relations (a9) and (a10).
That ϕ also preserves relations (a1)-(a8) can be established by similar proofs
as in non-super cases (cf. [20, 6.7(a)]). To illustrate this, we show that ϕ preserves
the relations (a2) and (a3) involving emm with j = m− 1, and also the relation (a4)
in the case i = j = m, which are unique for the super case.
Since [
Km; 0
1
]
Em−1,m − Em−1,m
[
Km; 0
1
]
=
Km −K−1m
qm − q−1m
Em−1,m −Em−1,m
Km −K−1m
qm − q−1m
= (
Km −K−1m
qm − q−1m
−
qmKm − q−1m K
−1
m
qm − q−1m
)Em−1,m
= ((1− qm)
[
Km; 0
1
]
−K−1m )Em−1,m,
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we obtain in U˜1,Q that[
Km; 0
1
]
Em−1,m − Em−1,m
[
Km; 0
1
]
= −Em−1,m,
implying that ϕ preserves
emmeαm−1 − eαm−1emm = −eαm−1 .
Recall the anti-automorphism Ω on Uq, for which we have
Ω(
[
Km; 0
1
]
) =
[
Km; 0
1
]
, Ω(Em−1,m) = Fm−1,m,
and hence [
Km; 0
1
]
Fm−1,m − Fm−1,m
[
Km; 0
1
]
= Fm−1,m,
implying that ϕ preserves also the relation
emmfαm−1 − fαm−1emm = fαm−1 .
In Uq we have
Em,m+1Fm,m+1 + Fm,m+1Em,m+1 =
[
Kαm ; 0
1
]
.
It then follows from Lemma 7.1 that in U˜1,Q
Em,m+1Fm,m+1 + Fm,m+1Em,m+1 =
[
Km; 0
1
]
+
m+n∑
i=m+1
[
Kαi ; 0
1
]
,
implying that ϕ preserves the relation (a4) in the case i = j = m.
In conclusion, ϕ is a Q-superalgebra homomorphism.
Since
ϕ(e
(n)
ij ) = E
(n)
ij ∈ U˜1,Z, ϕ(f
(n)
ij ) = F
(n)
ij ∈ U˜1,Z for (i, j) ∈ I0 ∪ I1, n ∈ N
and, by [20, 6.7],
ϕ(
(
hαi
r
)
) = Ki,r ∈ U˜1,Z, i ∈ [1, m+ n] \m, ϕ(
(
emm
r
)
) = Km,r ∈ U˜1,Z,
it follows that
ϕ(U(g)Z) ⊆ U˜1,Z, ϕ(U(g0¯)Z) ⊆ U˜(g0¯)1,Z.
Next we show that these equalities hold. Recall from Section 10.1 that U(g)Z has a
basis consisting of elements
Π(i,j)∈I1f
d′ij
ij Π(i,j)∈I0f
(a′ij)
ij
(
emm
rm
)
Πs∈[1,m+n]\m
(
hαs
rs
)
Π(i,j)∈I0e
(aij )
ij Π(i,j)∈I1e
dij
ij ,
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a′ij , aij, rm, rs ≥ 0, d
′
ij, dij ∈ {0, 1}, where the order of the product can be taken in
accordance with that in Uq (see Section 5.3), namely, we put eij ≺ est if Eij ≺ Est
in Uq. By Lemma 11.2(a), the images under ϕ of these basis elements are a Z-basis
of U˜1,Z, implying that ϕ induces a Z-algebra isomorphism from U(g)Z to U˜1,Z, and
hence
ϕ(U(g)Z) = U˜1,Z,
it follows that ϕ is a Q-superalgebra isomorphism.
Since U(g0¯)Z has a basis
Π(i,j)∈I0f
(a′ij )
ij
(
emm
rm
)
Π
s∈[1,m+n]\m
(
hαs
rs
)
Π(i,j)∈I0e
(aij )
ij , a
′
ij , aij, rm, rs ≥ 0,
of which the image under ϕ is by Lemma 11.2(a) a basis of U˜(g0¯)1,Z, we get
ϕ(U(g0¯)Z) = U˜(g0¯)1,Z.
11.2 Simple Uη-modules
Assume l = l′ is an odd integer ≥ 3. Let η be a primitive lth root of unity. Recall
from the last section the definition of Uη. Denote qi ⊗ 1 in Uη by ηi, and denote for
c ∈ Z the element [
c
l
]
⊗ 1 ∈ Uη simply by
[
c
l
]
η
.
In this section we study simple Uη-modules.
Let V = V0¯ ⊕ V1¯ be a Uη-module. For z = (z1, . . . , zm+n) ∈ Z
m+n, define the
z-weight space of V by
Vz = {x ∈ V |Kαix = η
zi
i x,
[
Kαi ; 0
l
]
x =
[
zi
l
]
η
x, i ∈ [1, m+ n] \m,
Kmx = η
zm
m x,
[
Km; 0
l
]
x =
[
zm
l
]
η
x}.
Since
K¯αi = K¯m =
[
Kαi; 0
l
]
=
[
Km; 0
l
]
= 0¯,
Vz is Z2-graded.
Recall the notation α(i) from Section 8.1. Using the formulas (h1) − (h4) in
Chapter 9, we obtain
EαiVz ⊆ Vz+α(i), FαiVz ⊆ Vz−α(i),
E(l)αi Vz ⊆ Vz+lα(i), F
(l)
αi
Vz ⊆ Vz−lα(i).
By similar arguments as in the non-super case (cf. [21, 5.2]), we have that
∑
z Vz is
a Uη-submodule of V and the sum is direct.
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Definition 11.4. A Uη-module V = V0¯ ⊕ V1¯ is integral if V =
∑
z Vz.
Definition 11.5. Let V = V0¯ ⊕ V1¯ be a Uη-module, and let z ∈ Z
m+n. A nonzero
element v ∈ h(Vz) is a maximal vector if
Eαjv = 0 and E
(l)
αi
v = 0, j = 1, . . . , m+ n− 1, i ∈ [1, m+ n) \m;
V is a highest weight module if it is generated by a maximal vector.
Clearly a highest weight Uη-module is integral.
Recall the definition of the partial order ≤ in Section 8.1. For a highest weight
Uη-module V generated by a maximal vector v ∈ Vz, we have
V = ⊕z′≤zVz′, Vz = Cv.
For any proper submodule N of V , it is easy to show that
N =
∑
z′≤z
N ∩ Vz′,
implying that N ⊆
∑
z′≤z,z′ 6=z Vz′. Therefore, V has a unique simple quotient.
Recall from Section 8.1 the notation Zm+n+ .
Next we construct simple integral modules for Uη. For z ∈ Z
m+n
+ , let M(z) be
a simple Uq-module of highest weight z, which is finite dimensional by Proposition
8.9. Let vz ∈M(z) be a maximal vector. Set
Mη(z) = UAvz ⊗A C,
where C is regarded as an A-algebra by letting q act as multiplication by η. Then
Mη(z) is a highest weight Uη-module, for which we denote by Lη(z) the unique
simple quotient, .
In view of the proof for [21, 6.4], we have the following proposition.
Proposition 11.6. The map z −→ Lη(z) defines a bijection between Z
m+n
+ and
the set of isomorphism classes of integral simple Uη-modules (of type 1) of finite
dimension over C.
11.3 A U(g0¯)η-submodule of Lη(z)
Recall from Section 8.2 that UA = UA(glm)⊗A UA(gln), which gives
U(g0¯)η = U(glm)η ⊗C U(gln)η,
where U(glt)η = UA(glt) ⊗A C (t = m,n) with C an A-algebra having q acting
as multiplication by η. Similarly we can define the subalgebra U(slt)η of U(glt)η
(t = m,n).
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Let M be a U(glm)η-module. For z = (z1, . . . , zm) ∈ Z
m, set
Mz = {x ∈M ||Kαix = η
zi
i x,
[
Kαi ; 0
l
]
x =
[
zi
l
]
η
x, 1 ≤ i ≤ m− 1,
Kmx = η
zm
m x,
[
Km; 0
l
]
x =
[
zm
l
]
η
x}.
Let M be a U(slm)η-module. For z = (z1, . . . , zm−1) ∈ Zm−1, set
Mz = {x ∈M ||Kαix = η
zi
i x,
[
Kαi ; 0
l
]
x =
[
zi
l
]
η
x, 1 ≤ i ≤ m− 1}.
A nonzero vector v ∈ Mz for a U(glm)η-module or a U(slm)η-module M is called
maximal if
Eαiv = 0, E
(l)
αi
v = 0, i = 1, . . . , m− 1.
Let M be a U(gln)η-module. For z = (z1, . . . , zn) ∈ Z
n, set
Mz = {x ∈M ||Kαix = η
zi
i x,
[
Kαi ; 0
l
]
x =
[
zi
l
]
η
x, m+ 1 ≤ i ≤ m+ n− 1,
Km+nx = η
zm+n
m+n x,
[
Km+n; 0
l
]
x =
[
zm+n
l
]
η
x}.
Let M be a U(sln)η-module. For z = (z1, . . . , zn−1) ∈ Z
n−1, set
Mz = {x ∈M ||Kαix = η
zi
i x,
[
Kαi ; 0
l
]
x =
[
zi
l
]
η
x, m+ 1 ≤ i ≤ m+ n− 1}.
A nonzero vector v ∈ Mz for a U(gln)η-module or a U(sln)η-module M is called
maximal if
Eαiv = 0, E
(l)
αi
v = 0, i = m+ 1, . . . , m+ n− 1.
Let z ∈ Zm+n+ and let M(z) be a simple Uq-submodule of highest weight z.
Recall from Section 8.2 that
K(z) = Uq ⊗Uq(g0¯)N1 M0(z).
By Proposition 8.9, there is a Uq-module epimorphism
K(z) −→ M(z).
By proofs of Theorem 8.7 and Lemma 8.8 we see that this epimorphism sends
M0(z) isomorphically to its image and sends the unique maximal vector vz inM0(z)
to the unique maximal vector in M(z). We denote the image of M0(z) under
this epimorphism by the same notation. Then M0(z) ⊆ M(z) a simple Uq(g0¯)-
submodule and annihilated by Uq(g0¯)N
+
1 . Hence we have
M(z) = N−1Uq(g0¯)N1vz = N−1M0(z),
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implying that
UAvz = (N−1)AUA(g0¯)vz.
Recall the definition ofMη(z) and Lη(z) at the end of the last section. Then we have
that U(g0¯)ηvz ⊆Mη(z) is annihilated by U(g0¯)η(N
+
1 )η, and hence, U(g0¯)ηvz ⊆ Lη(z)
is a U(g0¯)η-submodule annihilated by U(g0¯)η(N
+
1 )η, where vz denotes also its image
in Lη(z). This gives us
Lη(z) = (N−1)ηU(g0¯)ηvz.
Lemma 11.7. The U(g0¯)η(N1)η-submodule U(g0¯)ηvz ⊆ Lη(z) is simple.
Proof. Let N be a simple U(g0¯)η-submodule of U(g0¯)ηvz. By Lemma 8.2, we have
N = Nm ⊗Nn,
where Nm is a simple U(glm)η-module and Nn is a simple U(gln)η-module. It is easy
to see that Nt (t = m,n) is also a simple U(slt)η-module.
For t = m,n, by [21, Proposition 6.4] Nt contains a unique maximal vector vt.
Let v+ = vm ⊗ vn ∈ N . Then by definition (see [21, Section 6.1]) we have
Eαiv
+ = 0 and E(l)αi v
+ = 0 for all i ∈ [1, m+ n) \m.
Since v+ ∈ U(g0¯)ηvz, by the discussion before the lemma v
+ is annihilated by the
elements
Eαm , E
(l)
αm ∈ U(g0¯)η(N
+
1 )η.
Therefore, v+ must be a weight vector since Lη(z) is a weighted module having
unique maximal vector. In other words, v+ is also a maximal vector in Lη(z). So we
have by Proposition 11.6 that v+ = cvz for some c 6= 0, implying that N = U(g0¯)ηvz.
Thus, U(g0¯)ηvz ⊆ Lη(z) is a simple U(g0¯)η(N1)η-module.
11.4 Simple ′u˜C-modules
Set
Z
m+n
l = {z ∈ Z
m+n|0 ≤ zi ≤ l − 1, i = 1, . . . , m+ n}.
Set ′u˜C =
′ u˜⊗B′ C. We now study finite dimensional ′u˜C-modules.
For any fixed finite dimensional ′u˜C-module M = M0¯ ⊕M1¯, since
K lαi = 1, i ∈ [1, m+ n] \m, K
l
m = 1
in ′u˜C, we have
M = ⊕z∈Zm+n
l
Mz,
where
Mz = {x ∈M |Kαix = η
zi
i x, i ∈ [1, m+ n] \m, Kmx = η
zm
m x}.
Let
M0 = {x ∈ h(M)|Eαix = 0, i = 1, . . . , m+ n− 1}.
A nonzero vector in M0∩Mz is called a maximal vector of weight z. Then applying
verbatim [20, 5.10, 5.11] we get
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Proposition 11.8. Each simple ′u˜C-module M =M0¯⊕M1¯ contains a unique max-
imal vector of weight z ∈ Zm+nl . The correspondence M 7→ z defines a bijection
between the set of isomorphism classes of simple ′u˜C-modules and Z
m+n
l .
By Lemma 11.2, ′u˜C may be viewed as a subalgebra of U˜η. The following lemma
can be proved by a similar argument as that for [21, Proposition 7.1].
Lemma 11.9. Assume z ∈ Zm+nl and let vz be a maximal vector of Lη(z). Then
(a) F
(l)
αi vz = 0, i ∈ [1, m+ n) \m.
(b) {y ∈ h(Lη(z))|Eαiy = 0 for i 6= m+ n} = Cvz.
(c) Lη(z) is simple as a
′u˜C-module.
11.5 The extended Lusztig conjecture
In this section we assume that l = l′ is an odd prime p. Consider the ring homo-
morphism B −→ Fp which sends each z ∈ Z to z mod p in Fp and η to 1, and let m
be its kernel.
Recall the definition of U(g)Fp in Section 10.1 and u in Section 10.2. The
following lemma can be proved similarly as that for [20, Theorem 6.8].
Lemma 11.10. There are isomorphisms of Hopf superalgebras:
U˜B/mU˜B ∼= U(g)Fp , u˜/mu˜ ∼= u.
By the lemma, each simple u-module corresponds to a simple ′u˜-moduleM and
has dimension ≤ dimM . We now extend Lusztig’s conjecture [20, 0.3] to the super
case as follows.
Conjecture: If p is sufficiently large and z ∈ Zm+np , then the inequality above is
an equality and u¯ and ′u˜ have identical representation theories.
According to [14, Chapter H], B = Z[η] is the ring of all algebraic integers in
B
′ and 1 − η generates the unique maximal ideal (1 − η) in B. Let R denote the
localization of B at (1 − η). Then R is a discrete valuation ring with residue field
Fp. Regard F as an R-algebra via the embedding of the residue field of R into F.
We can identify Uη,R ⊗R F with U1,F.
Recall from Section 10.1 the notation U(g−1)F, U(g0¯)F and U(g
+)+
F
. Note that
(N−1)η,R ⊗R F = U(g−1)F,
U(g0¯)η,R ⊗R F = U(g0¯)F,
U(g0¯)η,R(N
+
1 )η,R ⊗R F = U(g
+)+
F
.
Let vz be a maximal vector of the simple Uη-module Lη(z). Then Uη,Rvz is a
Uη,R-invariant R-lattice in Lη(z). Now
Lη(z)F =: Uη,Rvz ⊗R F
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has a natural structure as a U1,F-module. We denote the image of vz in Lη(z)F also
by vz.
Since Kαi , i ∈ [1, m + n] \ m, and Km act on Lη(z)F as identity, Lη(z)F is
a U˜1,F-module. Recall from Section 10.1 the definition of U(g)F and the fact that
U(g)F ∼= Dist(G). By Proposition 11.3, we have
U˜1,F = U˜1,Z ⊗Z F ∼= U(g)Z ⊗Z F = U(g)F ∼= Dist(G),
so that Lη(z)F is a Dist(G)-module.
Note that
Uη,Rvz = (N−1)η,RU(g0¯)η,Rvz,
in which U(g0¯)η,Rvz is a U(g0¯)η,R-invariant lattice of U(g0¯)ηvz, it follows that
Lη(z)F = U(g−1)FU(g0¯)Fvz.
By Lemma 11.7 and the discussion before it, U(g0¯)ηvz ⊆ Lη(z) is a simple U(g0¯)η-
module and annihilated by U(g0¯)η(N
+
1 )η, so that U(g0¯)Fvz ⊆ Lη(z)F is annihilated
by U(g+)+
F
. Therefore, by the discussion at the end of Section 10.1 we can regard
U(g0¯)Fvz as a Dist(P )-module.
Lemma 11.11. Assume Lusztig’s conjecture [20, 0.3]. Let z = (z1, . . . , zm+n) ∈
Zm+np . Then U(g0¯)Fvz ⊆ Lη(z)F is simple as a U(g0¯)F-module.
Proof. Recall that
U(g0¯)η = U(glm)η ⊗C U(gln)η.
Since U(g0¯)ηvz ⊆ Lη(z) is a simple U(g0¯)η-module, by Lemma 8.2 we have
U(g0¯)ηvz = U(glm)ηvz′ ⊗C U(gln)ηvz′′ ,
where U(glm)ηvz′ and U(gln)ηvz′′ are respectively simple modules for U(glm)η and
U(gln)η, and where vz = vz′ ⊗ vz′′ with
z′ = (z1, . . . , zm−1, zm), z
′′
= (zm+1, . . . , zm+n).
It is easy to see that the restriction of U(glm)ηvz′ to U(slm)η is simple with
highest weight (z1, . . . , zm−1), and similarly the restriction of U(glz)ηvz′′ to U(sln)η
is simple with highest weight (zm+1, . . . , zm+n−1). Then we have
U(g0¯)η,Rvz = U(glm)η,Rvz′ ⊗R U(gln)η,Rvz′′
= U(slm)η,Rvz′ ⊗R U(sln)η,Rvz′′ ,
and hence,
U(g0¯)Fvz = U(glm)Fvz′ ⊗F U(gln)Fvz′′
= U(slm)Fvz′ ⊗F U(sln)Fvz′′ ⊆ Lη(z)F.
By Lusztig’s conjecture, U(slm)Fvz′ and U(sln)Fvz′′ are respectively simple mod-
ules for U(slm)F and U(sln)F, and hence, simple modules for U(glm)F and U(gln)F.
Applying Lemma 8.2 we have that U(g0¯)Fvz is a simple U(g0¯)F-module.
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Theorem 11.12. Let G be the F-supergroup GL(m,n). Assume Lusztig’s conjecture
[20, 0.3]. If z ∈ Zm+np is p-typical, then Lη(z)F is simple as a Dist(G)-module.
Proof. By Lemma 11.11, U(g0¯)Fvz ⊆ Lη(z)F is a simple U(g0¯)F-module, and hence,
is a simple Dist(P )-module by the discussion before Lemma 11.11.
Let λ be the image of z under the identification of Zm+n with Λ in Section 10.1.
Then U(g0¯)Fvz is a simple U(g0¯)F-module of highest weight λ ∈ X
+
p (T ).
Recall the definition of the Dist(G)-module IndGPλ in Section 10.1. Since
Lη(z)F = U(g−1)FU(g0¯)Fvz = Dist(G)vz,
it follows that Lη(z)F is a homomorphic image of the Ind
G
Pλ. Since z is p-typical,
i.e., λ is p-typical, we have by Theorem 10.5 that IndGPλ is simple, implying that
IndGPλ
∼= Lη(z)F,
as desired.
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12 Lusztig’s tensor product theorem
Assume l is an odd number ≥ 3 and η is a primitive lth root of unity. In this chapter
we establish the tensor product theorem for the quantum supergroup Uη.
By a similar argument as that for [21, Lemma 7.2], we obtain
Lemma 12.1. Let U ′′η be the subalgebra of Uη generated by E
(l)
αi , F
(l)
αi , i ∈ [1, m +
n) \m. Assume z ∈ Zm+n with z = lz′ for some z′ ∈ Zm+n. Let vz be a maximal
vector of Lη(z). Then
(a) Eαi , Fαi , Kαj − 1, Km − 1, 1 ≤ i < m+ n, j ∈ [1, m+ n] \m
act as 0 on Lη(z).
(b) {y ∈ h(Lη(z))|E
(l)
αi y = 0 for i ∈ [1, m+ n) \m} = Cvz.
(c) Lη(z) = U
′′
η vz.
Note that each z ∈ Zm+n+ can be written uniquely as z = z
′+ lz′′ with z′ ∈ Zm+nl
and z′′ ∈ Zm+n+ . Using Lemma 11.9, Lemma 12.1 and applying similar arguments
as those for [21, 7.4], we get
Theorem 12.2. The Uη-modules Lη(z) and Lη(z
′)⊗ Lη(lz
′′) are isomorphic.
Let U(g0¯) be the universal enveloping algebra of the Lie algebra g0¯ over C.
Proposition 12.3. For z = (z1, . . . , zm+n) ∈ Z
m+n
+ , Lη(lz) is a simple U(g0¯)-module
of highest weight z.
Proof. Let I be the two-sided ideal of Uη generated by the elements
Eαi , Fαi , Kαj − 1, Km − 1, 1 ≤ i < m+ n, j ∈ [1, m+ n] \m.
Then Lη(lz) is annihilated by I by Lemma 12.1, and hence a Uη/I-module.
In view of the proof of [21, 7.5], we have a unique homomorphism of algebras
φ : U(g0¯) −→ Uη/I
such that
φ(eαi) = E
(l)
αi , φ(fαi) = F
(l)
αi , i ∈ [1, m+ n) \m
and
φ(hαj) =
[
Kαj ; 0
l
]
, j ∈ [1, m+ n] \m, φ(emm) =
[
Km; 0
l
]
.
Since the elements
E
(l)
αi , F
(l)
αi ,
[
Km; 0
l
]
,
[
Kαm+n ; 0
l
]
, i /∈ {m,m+ n}
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generate Uη/I as an algebra, φ is an epimorphism. Since Lη(lz) is a simple Uη-
module, it is a simple Uη/I-module, and hence the pull back along φ is a simple
U(g0¯)-module.
Let vz be a maximal vector of Lη(lz). Then we have
hαi · vz = φ(hαi)vz =
[
Kαi ; 0
l
]
vz =
[
lzi
l
]
η
vz = zivz, i ∈ [1, m+ n] \m,
where the last equality follows from the formula[
lzi
l
]
η
= zi (see [21, 3.2(a)]).
Similarly we have
emm · vz = zmvz.
Since
eαi · vz = φ(eαi)vz = E
(l)
αi vz = E
(l)
αi
vz = 0 for all i /∈ {m,m+ n},
it follows that the pull back of Lη(lz) along φ is a simple U(g0¯)-module of highest
weight z. This completes the proof.
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13 Appendix
In this chapter let g = gl(m,n) be the general linear Lie superalgebra over a field F
of arbitrary characteristics. Recall from Chapter 1 the set of positive roots of g is
Φ+0 ∪ Φ
+
1 . Let
ρ0(m,n) = 1/2
∑
α∈Φ+
0
α, ρ1(m,n) = 1/2
∑
α∈Φ+
1
α,
and set ρ(m,n) =: ρ0(m,n)− ρ1(m,n) ∈ Λ.
Recall in Chapter 1 the bilinear form defined on Λ. By identifying H∗ with
Λ⊗ZF, the bilinear form is extended naturally to H∗. Define the polynomial P˜m,n(µ)
on H∗ by
P˜m,n(µ) = Πα∈Φ+
1
(µ+ ρ(m,n), α), µ ∈ H∗.
Remark: The weight ρ(m,n) (resp. ρ0(m,n), ρ1(m,n)) is denoted by ρ (resp.
ρ0, ρ1) in Chapter 1 and the polynomial P˜m,n(µ) is denoted by P˜ (µ) in Chapter 10.
Since we will prove Theorem 13.3 by induction on n, we use this new notation in
this final chapter.
Recall the definition of K(µ) in Chapter 1, from which we have
K(µ) ∼= U(g−1)⊗F M0(µ)
as U(g−1)-modules.
Recall from Chapter 1 that g−1 (resp. g1) has a basis fij (resp. eij), (i, j) ∈ I1.
In order to prove Theorem 13.3 by induction, we define an order < on the set of
basis vectors of g−1 as
f1,m+n < f2,m+n < · · · < fm,m+n < f1,m+n−1 < f2,m+n−1 < · · ·
· · · < f1,m+1 < f2,m+1 < · · · < fm,m+1.
On the set of basis vectors for g1, we define eij < est if and only if fst < fij . We
write fij ≤ fst (resp. eij ≤ est) if fij < fst or fij = fst (resp. eij < est or eij = est).
For each subset I ⊆ I1, let fI (resp. eI) denote the product Π(i,j)∈Ifij (resp.
Π(i,j)∈Ieij) in the above order. In particular, fφ = eφ = 1 and fI1 (resp. eI1) is the
product of all fij (resp. eij), (i, j) ∈ I1. Then it is clear that K(µ) has a basis
fI ⊗ vi, I ⊆ I1, i = 1, . . . s,
where v1, . . . , vs is a basis of M0(µ).
Since
fijfst = −fstfij ∈ U(g−1), (i, j), (s, t) ∈ I1,
it follows that, for a nonzero element x ∈ K(µ), by multiplying appropriate fij (
(i, j) ∈ I1) to x, one obtains fI1 ⊗ v with 0 6= v ∈M0(µ).
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It is easy to check that, for any (i, j) ∈ I0,
(∗) fijfI1 = fI1fij , eijfI1 = fI1eij.
For each (i, j) ∈ I1, let
f>ij (resp. f
≥
ij ; f
<
ij ; f
≤
ij )
denote the product of all fst such that
fst > fij (resp. fst ≥ fij; fst < fij ; fst ≤ fij).
For (i, j) < (s, t), let f ijst denote the product of all fi′,j′ with fij < fi′,j′ < fst.
Similarly we define the notation e>ij , e
≥
ij , e
<
ij , and e
≤
ij .
Let
n+ =
∑
1≤i<j≤m+n
Feij , n
− =
∑
1≤i<j≤m+n
Ffij .
Then we have g = n− ⊕ H⊕ n+, and also,
U(g) = U(n−)⊗ U(H)⊗ U(n+).
Write the product eI1fI1 ∈ U(g) in terms of this triangular decomposition:
eI1fI1 = f(h) +
∑
u−i u
0
iu
+
i , u
±
i ∈ U(n
±), f(h), u0i ∈ U(H).
Note that U(g) is a T -module under the adjoint action. Denote by wt(u) the weight
of a weight vector u ∈ U(g). Then since wt(eI1fI1) = 0, so that
wt(u+i ) = −wt(u
−
i ),
we get u+i ∈ F if and only if u
−
i ∈ F.
Let vµ be a maximal vector in M0(µ) ⊆ K(µ). Then we get
eI1fI1vµ = f(h)vµ = f(h)(µ)vµ.
Theorem 13.1. K(µ) is simple if and only if f(h)(µ) 6= 0.
Proof. By the formula (∗) above, the subspace fI1 ⊗M0(µ) ⊆ K(µ) is also a simple
U(g0¯)-module, and is annihilated by g−1, since g−1fI1 = 0. It follows that
U(g1)fI1 ⊗M0(µ) = U(g)fI1 ⊗M0(µ),
is a U(g)-submodule of K(µ).
If K(µ) is simple, then U(g1)fI1 ⊗M0(µ) = K(µ). Since
dimU(g1) = dimU(g−1)
and U(g1) has a basis eI , I ⊆ I1, K(µ) has a basis consisting of the elements
eIfI1 ⊗ vi, I ⊆ I1, i = 1, . . . , s,
101
where v1, . . . , vs is a basis of M0(µ).
Choose v1 = vµ, a maximal vector of weight µ. Then we have
0 6= eI1fI1 ⊗ vλ = 1⊗ f(h)(µ)vµ,
and hence f(h)(µ) 6= 0.
Suppose f(h)(µ) 6= 0. Let N be a nonzero submodule of K(µ), and let x ∈ N
be a nonzero vector. Applying appropriate fij to x we obtain fI1 ⊗ m ∈ N with
0 6= m ∈ M0(µ). From the formula (∗) above it follows that fI1 ⊗ vµ ∈ N , since
M0(µ) is a simple U(g0¯)-module. Then we have
eI1fI1 ⊗ vµ = 1⊗ f(h)(µ)vµ ∈ N,
and hence vµ ∈ N , implying that N = K(µ). Thus, K(µ) is simple.
Next we determine the polynomial f(h)(µ).
Lemma 13.2. Let 1 ≤ i ≤ m. Then ei,m+nf
>
i,m+nvµ = 0.
Proof. For each fst > fi,m+n, we have
[ei,m+n, fst] =


et,m+n, if i = s, t < m+ n
eis, if i < s, t = m+ n
0, otherwise.
Then we have
ei,m+nf
>
i,m+nvµ = [ei,m+n, f
>
i,m+n]vµ
=
∑
fst>fi,m+n
(−1)αstf i,m+nst [ei,m+n, fst]f
>
stvµ
=
∑
s>i,t=m+n
(−1)αstf i,m+nst eisf
>
s,m+nvµ
+
∑
s=i,t<m+n
(−1)αstf i,m+nst et,m+nf
>
stvµ,
with αst ∈ Z2. Note that the second summation equals zero, since et,m+n commutes
with all fij with fij > fst. Indeed, for fij > fst, we have either
j < t < m+ n
or
j = t < m+ n and s < i < j = t,
it then follows that
[et,m+n, fij] = et,m+neji + ejiet,m+n = 0.
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We claim that the first summation also equals zero. In fact, we have, in the
case where s > i and t = m+ n,
eisf
>
s,m+nvµ = [eis, f
>
s,m+n]vµ
=
m+1∑
j=m+n−1
f s,m+nij [eis, fij]f
>
ij vµ
=
m+1∑
j=m+n−1
f s,m+nij fsjf
>
ij vµ = 0,
where the last equality is given by the fact that fsj > fij and f
2
sj = 0.
Theorem 13.3. f(h)(µ) = P˜m,n(µ).
Proof. We have
eI1fI1vµ = e
<
1,m+n(e1,m+nf1,m+n)f
>
1,m+nvµ
= e<1,m+n(e11 + em+n,m+n)f
>
1,m+nvµ
− e<1,m+nf1,m+ne1,m+nf
>
1,m+nvµ
(Using Lemma 13.2) = e<1,m+n(e11 + em+n,m+n)f
>
1,m+nvµ
= (µ+ α1)(e11 + em+n,m+n)e
<
1,m+nf
>
1,m+nvµ
= (µ+ α1, ǫ1 − ǫm+n)e
<
1,m+nf
>
1,m+nvµ,
where µ+ α1 denotes the weight of f
>
1,m+nvµ.
Using Lemma 13.2, we compute e<1,m+nf
>
1,m+nvµ in a similar way. Continue the
process, we get
eI1fI1vµ = Π
k
i=1(µ+ αi)(eii + em+n,m+n)e
<
k,m+nf
>
k,m+nvµ
= · · ·
= Πmi=1(µ+ αi)(eii + em+n,m+n)vµ
= Πmi=1(µ+ αi, ǫi − ǫm+n)e
≤
1,m+n−1f
≥
1,m+n−1vµ.
For each 1 ≤ i ≤ m, by a straightforward computation we see that the weight of
f>i,m+nvµ is
µ+ αi = µ− (2ρ1(m,n)−
i∑
k=1
(ǫk − ǫm+n)).
Since
(−ρ0(m,n)− ρ1(m,n) +
i∑
k=1
(ǫk − ǫm+n), ǫi − ǫm+n) = 0,
it follows that
(µ+ αi, ǫi − ǫm+n) = (µ+ ρ(m,n), ǫi − ǫm+n),
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and hence
f(h)(µ) = Πmk=1(µ+ ρ(m,n), ǫk − ǫm+n)e
≤
1,m+n−1f
≥
1,m+n−1vµ.
We now complete the proof by induction on n. The case n = 1 follows immediately
from the above equation. Assume the theorem for the case n− 1.
Note that
ρ(m,n) = ρ(m,n− 1) +
1
2
[
∑
k>m
(ǫk − ǫm+n)−
∑
k≤m
(ǫk − ǫm+n)].
By a short computation we have
(
∑
k>m
(ǫk − ǫm+n)−
∑
k≤m
(ǫk − ǫm+n), ǫi − ǫj) = 0
for all i ≤ m < j < m+ n, so that
(µ+ ρ(m,n− 1), ǫi − ǫj) = (µ+ ρ(m,n), ǫi − ǫj).
Then we have by the induction hypothesis that
f(h)(µ) = Πmk=1(µ+ ρ(m,n), ǫk − ǫm+n)P˜m,n−1(µ)
= Πmk=1(µ+ ρ(m,n), ǫk − ǫm+n)Πi≤m<j≤m+n−1(µ+ ρ(m,n− 1), ǫi − ǫj)
= Π(i,j)∈I1(µ+ ρ(m,n), ǫi − ǫj)
= P˜m,n(µ).
This completes the proof.
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