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Abstract
Let n ≥ 3 be an integer. Let Pn = {1, 2, 3, · · · , n− 1, n} and let Sn be the symmetric
group of permutations on Pn. Motivated by the theory of discrete dynamical systems on
the interval, we associate each permutation σn in Sn a (zero-one) Petrie matrixMσn,n−1 in
GL(n−1,R) (which is generally not the same as the usual permutation matrix). Then, for
any two permutations σn and ρn in Sn, the notions of right, left and two-sided similarities
(and weak similarities respectively) of σn and ρn are introduced using the similarities (and
the characteristic polynomials respectively) of the correspnding Petrie matrices of some
extended permutations related to σn and ρn and examples are presented. As a by-product,
we obtain ways to construct countably infinitely many pairs of Petrie matrices which are
similar.
1 Introduction
For every positive integer i, we shall always let Ji = [i, i + 1] and, for every integer m ≥ 2, we
shall always let WFm =
{
m∑
i=1
riJi : ri ∈ F, 1 ≤ i ≤ m
}
be the m-dimensional vector space over
the field F with Bm = {Ji : 1 ≤ i ≤ m} as a (standard) basis. For convenience, for integers
1 ≤ j < k ≤ m + 1, we let [j, k] denote the element
k−1∑
i=j
Ji in WFm. Let n ≥ 3 be a fixed
integer and let Pn be the set of all integers in [1, n]. Let σ be a map from Pn into itself such
that σ(i) 6= σ(i + 1) for all 1 ≤ i ≤ n − 1. The map σ defines a linear transformation, which
will always be denoted as ϕσ, from WFn−1 into itself such that ϕσ
(
n−1∑
i=1
riJi
)
=
n−1∑
i=1
riϕσ(Ji),
1
where ϕσ(Ji) =
σ(i+1)−1∑
j=σ(i)
Jj if σ(i) < σ(i + 1) and ϕσ(Ji) =
σ(i)−1∑
j=σ(i+1)
Jj if σ(i + 1) < σ(i). Let
Mσ,n−1 = (ai,j) be the (n− 1)× (n− 1) matrix defined by ai,j = 1 for all αi ≤ j ≤ βi− 1, where
αi = min{σ(i), σ(i+ 1)} and βi = max{σ(i), σ(i+ 1)}, and aij = 0 elsewhere. Note that, when
σ is a permutation, this matrix Mσ,n−1 need not be the same as the usual permutation matrix.
It is clear that such matrices Mσ,n−1 have entries either zeros or ones such that the ones in
each row occur consecutively. For our purpose, we define a Petrie matrix to be a square matrix
whose entries are either zeros or ones such that the ones in each row occur consecutively. The
determinant of a Petrie matrix is known [15] and easily seen (by induction) to be either 0 or ±1.
So, the matrix Mσ,n−1 induced by the map σ on Pn is a square Petrie matrix. We shall call this
matrix Mσ,n−1 the Petrie matrix of σ. It is easy to see that, with respect to the standard basis
Bn−1 = {Ji : 1 ≤ i ≤ n− 1} for WFn−1 , the Petrie matrix Mσ,n−1 represents ϕσ on WFn−1 in the
sense that, for every integer 1 ≤ i ≤ n− 1, ϕσ(Ji) =
n−1∑
j=1
aijJj. In particular, for every element
n−1∑
i=1
riJi in WFn−1 , we have ϕσ(
n−1∑
i=1
riJi) =
n−1∑
j=1
(
n−1∑
i=1
riaij)Jj =
n−1∑
j=1
cjJj , where cj =
n−1∑
i=1
riaij . Or,
equivalently, in vector form with respect to the standard basis Bn−1 = {Ji : 1 ≤ i ≤ n− 1}, we
have (c1, c2, · · · , cn−1) = (r1, r2, · · · , rn−1) ·Mσ,n−1.
Figure 1: The cyclic permutation σ7.
One may ask why anybody would like to study strangely-defined matrices such as the Petrie
matrix Mσ,n−1, especially when conjugate permutations need not have similar corresonding
Petrie matrices so defined (cf. [7]). If we look at the Petrie matrix Mσ,n−1 from the algebraic
point of view, it seems that we have known all interesting things about it [2, 14, 15]. So,
what else is special about it that warrants the further study? This answer comes from the
dynamical systems point of view. Although the definition of Mσ,n−1 may seem opaque, its
study [1, 4, 5, 9, 10, 11, 12, 13, 17, 18, 19, 20] is quite common in the theory of discrete
dynamical systems on the interval : If we define the linearization of σ on Pn to be the continuous
map fσ from [1, n] into itself such that fσ(k) = σ(k) for all integers 1 ≤ k ≤ n and fσ is linear
on Ji for all integers 1 ≤ i ≤ n − 1 and take Ji’s as the vertices of a directed graph and
draw an arrow from the vertex Ji to the vertex Jj if fσ(Ji) ⊃ Jj , then Mσ,n−1 will be the
adjacency matrix [3, p.17] of the resulting directed graph. For example, if σ7 denotes the cyclic
permutation 1 → 6 → 5 → 7 → 2 → 3 → 4 → 1 on P7 (see Figure 1), then the adjacency
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matrix Mσ7,6 of the corresponding directed graph is given as
Mσ7,6 =


0 0 1 1 1 0
0 0 1 0 0 0
1 1 1 0 0 0
1 1 1 1 1 1
0 0 0 0 1 1
0 1 1 1 0 0


whose characteristic polynomial is x6 − 3x5 − x4 + 5x3 − 3x2 − x + 1. You may have noticed
that the coefficients of the characteristic polynomial of Mσ7,6 are all odd numbers. This is
no coincidence. It has been shown in [10] that if σ is a cyclic permutation on Pn then the
coefficients of the characteristic polynomial of the adjacency matrix Mσ,n−1 of the directed
graph of fσ are all odd numbers and hence nonzero.
This adjacency matrix Mσ,n−1 turns out to contain many information on the dynamical
properties of the map fσ such as its topological entropy [1, 4] and Artin-Mazur zeta function
[3] which are topological invariants. In [8, 9], when we study the Artin-Mazur zeta function of
fσ for some cyclic permutation σ, we are surprised to see that, for some cyclic permutations σ
and ρ, although fσ and fρ are not topologically conjugate, they still have the same Artin-Mazur
zeta function. Further study reveals that it is because the adajcency matrices of their respective
directed graphs are similar. When we re-examined Theorem 2 of [8] a few years ago, we found
something interesting hidden behind the theorem (cf. Theorem 7 below). This initiates the
investigation of the one-sided and two-sided similarities and weak similarities of permutations.
Our results on permutations may be complementary from the perspective of discrete dynamical
systems on the interval to the book Combinatorics on Permutations by M. Bo´na [6].
For convenience, in the sequel, for any set Vm = {v1, v2, · · · , vm} of m vectors in WFm, we
shall write vi =
m∑
j=1
bijJj, 1 ≤ i ≤ m, and call this m ×m matrix (bij) the matrix of Vm (with
respect to the standard basis Bm = {Ji : 1 ≤ i ≤ m}) and denote it as M(Vm|Bm). For
any finitely many vectors w1, w2, · · · , wk in WFm , we shall let < w1, w2, · · · , wk > denote the
subspace spanned by w1, w2, · · · , wk. In Theorem 6, we shall let F denote the field Z2 = {0, 1}
of two elements and in other cases, we shall let F denote the field R of real numbers.
2 Definitions of one-sided and two-sided similarities and
weak similarities of permutations
Let n ≥ 3 be a fixed integer and let σn be a permutation on Pn. In section 1, we associate to
each σn an (n− 1)× (n− 1) matrix Mσn,n−1 called the Petrie matrix of σn. It is clear that we
can define an equivalence relation on the symmetric group Sn of permutations on Pn by simply
using the matrix similarity of Mσn,n−1’s. However, based on Theorems 5 & 7 below, we take a
different approach.
3
In this section, we shall present definitions of one-sided and two-sided similarities or weak
similarities of permutations in Sn and some of their properties. At first look, it may appear
somewhat strange to define these similarities in such peculiar ways. However, they are inspired
by the examples in Theorem 7 below which is motivated by the theory of discrete dynamical
systems on the interval. In the theory of discrete dynamical systems on the interval, a period-
n orbit of a map determines a (cyclic) permutation γ in Sn which, in turn, determines an
(n − 1) × (n − 1) zero-one Petrie matrix. By extending the permutation γ to the right, left,
or, both right and left to a permutation in Sm with m > n in a way suggested by Theorem 7
below, we can compare the characteristic polynomials and discuss the matrix similarity of their
corresponding extended Petrie matrices. It is because of this matrix similarity of the associated
Petrie matrices, we call two permutaions in Sn one-sided or two-sided similar. We shall prove
their richness by presenting more examples.
In the sequel, we always let k be a fixed integer which is ≥ 3. Let σk be a permutation
on Pk = {1, 2, · · · , k − 1, k}. For any integer n ≥ 1, let σk+n be any permutation on Pk+n =
{1, 2, · · · , k + n− 1, k + n}. We say that σk+n is a right extension (see Figure 2) of σk if
(1) σk+n(i) = σk(i) for all integers 1 ≤ i ≤ k − 1,
(2) σk+n(t) = σk(k) ≤ k for some integer t such that k + 1 ≤ t ≤ k + n,
(3) σk+n(j) > k for all integers j 6= t and k ≤ j ≤ k + n.
Figure 2: A right extension of the cyclic permutation σ5.
Remark. Let k and σk be defined as above. For any integer n ≥ 1, let βk+1,k+n be any
permutation on the set {k + 1, k + 2, · · · , k + n}. For any integer k + 1 ≤ t ≤ k + n, we
can define a permutation R(σk, βk+1,k+n, t) (R stands for right) on the set {1, 2, 3, · · · , k + n}
by putting (i) R(σk, βk+1,k+n, t)(i) = σk(i) for all 1 ≤ i ≤ k − 1; (ii) R(σk, βk+1,k+n, t)(k) =
βk+1,k+n(t); (iii) R(σk, βk+1,k+n, t)(j) = βk+1,k+n(j) for all k+1 ≤ j ≤ k+ n and j 6= t; and (iv)
R(σk, βk+1,k+n, t)(t) = σk(k). Then it is easy to see that R(σk, βk+1,k+n, t) is a right extension
of σk. Conversely, every right extension of σk can be uniquely obtained this way.
Let σk and ρk be any two permutations on Pk and let σk+n and ρk+n be any two permutations
on Pk+n which are right extensions of σk and ρk respectively. We say that the pair (σk+n, ρk+n) is
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a synchronized right extension of σk and ρk if, for some integer k+1 ≤ j ≤ k+n, σk+n(j) = σk(k)
and ρk+n(j) = ρk(k), and σk+n(i) = ρk+n(i) for all integers i 6= j and k ≤ i ≤ k + n.
For any two integers m ≥ 1 and k ≥ 3, let σk and σm+k be permutations on Pk and on Pm+k
respectively. We say that σm+k is a left extension (see Figure 3) of σk if
(1) σm+k(m+ i) = m+ σk(i) for all integers 2 ≤ i ≤ k,
(2) σm+k(s) = m+ σk(1) ≥ m+ 1 for some integer s such that 1 ≤ s ≤ m,
(3) σm+k(j) < m+ 1 for all integers j 6= s and 1 ≤ j ≤ m+ 1.
Remarks. (1) For simplicity, we sometimes call σm+k a left extension of the permutation
σm+1,m+k(x) = σk(x−m) +m defined on the set {m+ 1, m+ 2, m+ 3, · · · , m+ k − 1, m+ k}
which can be seen as a translation of σk to the right by m units.
(2) Let k and σk be defined as above. For any integer m ≥ 1, let αm be any permutation
on the set {1, 2, · · · , m}. For any integer 1 ≤ s ≤ m, we can define a permutation L(αm, σk, s)
(L stands for left) on the set {1, 2, 3, · · · , m+ k} by putting (a) L(αm, σk, s)(i) = αm(i) for all
1 ≤ i ≤ m and i 6= s; (b) L(αm, σk, s)(s) = m + σk(1); (c) L(αm, σk, s)(m + 1) = αm(s); and
(d) L(αm, σk, s)(j) = m + σk(j − m) for all m + 2 ≤ j ≤ k +m. Then it is easy to see that
L(αm, σk, s) is a left extension of σk. Conversely, every left extension of σk can be uniquely
obtained this way.
Figure 3: A left extension of the cyclic permutation σ5.
Let σk and ρk be any two permutations on Pk and let σm+k and ρm+k be any two permutations
on Pm+k which are left extensions of σk and ρk respectively. We say that the pair (σm+k, ρm+k)
is a synchronized left extension of σk and ρk if, for some integer 1 ≤ j ≤ m, σm+k(j) = m+σk(1)
and ρm+k(j) = m+ ρk(1), and σm+k(i) = ρm+k(i) for all integers i 6= j and 1 ≤ i ≤ m+ 1.
For any integers m ≥ 1, k ≥ 3, and n ≥ 1, let σk and σm+k+n be permutation on Pk and on
Pm+k+n respectively. We say that σm+k+n is a two-sided extension (see Figure 4) of σk if
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(1) σm+k+n(m+ i) = m+ σk(i) for all integers 2 ≤ i ≤ k − 1,
(2) σm+k+n(s) = m+ σk(1) for some integer s such that 1 ≤ s ≤ m,
(3) σm+k+n(i) < m+ 1 for all integers i 6= s and 1 ≤ i ≤ m+ 1,
(4) σm+k+n(t) = m+ σk(k) for some integer t such that m+ k + 1 ≤ t ≤ m+ k + n,
(5) σm+k+n(j) > m+ k for all integers j 6= t and m+ k ≤ j ≤ m+ k + n.
Figure 4: A two-sided extension of the cyclic permutation σ5.
Remark. Let k and σk be defined as above. For any integers m ≥ 1 and n ≥ 1, let αm and
βm+k+1,m+k+n be any permutations on Pm and on {m + k + 1, m+ k + 2, m+ k + 3, · · · , m+
k + n} respectively. For any integers 1 ≤ s ≤ m and m + k + 1 ≤ t ≤ m + k + n, we can
define a permutation T(αm, σk, βm+k+1,m+k+n, s, t) (T stands for two-sided) on the set Pm+k+n
by putting (a) T(αm, σk, βm+k+1,m+k+n, s, t)(i) = αm(i) for all 1 ≤ i ≤ m and i 6= s; (b)
T(αm, σk, βm+k+1,m+k+n, s, t)(s) = m+ σk(1); (c) T(αm, σk, βm+k+1,m+k+n, s, t)(m+1) = αm(s);
(d) T(αm, σk, βm+k+1,m+k+n, s, t)(j) = m + σk(j − m) for all m + 2 ≤ j ≤ m + k − 1; (e)
T(αm, σk, βm+k+1,m+k+n, s, t)(m + k) = βm+k+1,m+k+n(t); (f) T(αm, σk, βm+k+1,m+k+n, s, t)(t) =
m+ σk(k); and (g) T(αm, σk, βm+k+1,m+k+n, s, t)(j) = βm+k+1,m+k+n(j) for all m+ k + 1 ≤ j ≤
m + k + n and j 6= t. Then it is easy to see that T(αm, σk, βm+k+1,m+k+n, s, t) is a two-sided
extension of σk. Conversely, every two-sided extension of σk can be uniquely obtained this way.
Let σk and ρk be any two permutations on Pk and let σm+k+n and ρm+k+n be any two
permutations on Pm+k+n which are two-sided extensions of σk and ρk respectively. We say that
the pair (σm+k+n, ρm+k+n) is a synchronized two-sided extension of σk and ρk if, for some integers
1 ≤ s ≤ m andm+k+1 ≤ t ≤ m+k+n, we have σm+k+n(s) = m+σk(1), ρm+k+n(s) = m+ρk(1),
σm+k+n(t) = m + σk(k), ρm+k+n(t) = m + ρk(k), and σm+k+n(i) = ρm+k+n(i) for all integers
i ∈ [1, m+ 1] ∪ [m+ k,m+ k + n] \ { s, t }.
We now define right, left and two-sided similarities or weakly similarities of any two per-
mutations on Pk. Note that these definitions have nothing to do with the conjugation in the
corresponding symmetric group Sk of permutations on Pk.
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Definition 1. Let σk and ρk be any two permutations on Pk. We say that σk and ρk (or the
pair (σk, ρk)) are right (left, two-sided respectively) similar if, for every synchronized right (left,
two-sided respectively) extension (σ, ρ) of σk and ρk, the Petrie matrices of σ and ρ are similar.
Definition 2. Let σk and ρk be any two permutations on Pk. We say that σk and ρk (or the
pair (σk, ρk)) are right (left, two-sided respectively) weakly similar if, for every synchronized
right (left, two-sided respectively) extension (σ, ρ) of σk and ρk, the Petrie matrices of σ and ρ
have the same characteristic polynomial.
Remarks. (1) It is easy to see that right (left or two-sided respectively) similarity defines an
equivalence relation on the set of permutations on Pk (or, on the symmetric group Sk).
(2) It is easy to see that right (left or two-sided respectively) weakly similarity defines an
equivalence relation on the set of permutations on Pk (or, on the symmetric group Sk).
(3) There are permutations on Pk, for any k ≥ 4, which are right (left, or two-sided respec-
tively) weakly similar but not similar. For example, if σk = (34) and ρk = (12)(34), then σk
and ρk are right weakly similar but not right similar. That they are right weakly similar can
be seen by expanding the determinants det(Mσk+n,k+n−1−λI) and det(Mρk+n,k+n−1−λI) along
the first row using Laplace’s formula, where I is the (k+n−1)×(k+n−1) identity matrix and
(σk+n, ρk+n) is, for any n ≥ 1, any synchronized right extension of σk and ρk on Pk+n. However,
for each k ≥ 4, σk and ρk are not right similar. More examples can be found in section 5.
In this paper, we shall concentrate only on one-sided or two-sided similarity. The following
results which can be verified easily demonstrate how to obtain more examples of one-sided or
two-sided similar permutations from the known ones.
Theorem 1. Let σk and ρk be any two permutations on Pk which are two-sided similar. Then
the following hold:
(1) For every synchronized two-sided extension (σ, ρ) of σk and ρk, σ and ρ are right, left,
and two-sided similar.
(2) For every synchronized right (left respectively) extension (σ, ρ) of σk and ρk, σ and ρ are
left and two-sided (right and two-sided respectively) similar.
Theorem 2. Let σk and ρk be any two permutations on Pk which are right (left respectively)
similar. Then, for every synchronized right (left respectively) extension (σ, ρ) of σk and ρk, σ
and ρ are right (left respectively) similar.
For any permutation θk on Pk, we let θ
∗
k denote the dual permutation of θk on Pk such that
θ∗k(i) = k + 1− θk(k + 1− i), 1 ≤ i ≤ k. It is easy to see that the dynamics of θk and θ
∗
k on Pk
are mirror symmetric.
Theorem 3. Let σk and ρk be any two permutations on Pk which are right (left, two-sided
respectively) similar. Then σ∗k and ρ
∗
k are left (right, two-sided respectively) similar.
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We can also combine two pairs of permutations with various similarity properties to obtain
more examples.
Theorem 4. Let ℓ ≥ 4 and k ≥ ℓ + 1 be integers. Let σℓ and ρℓ be permutations on Pℓ
such that σℓ(ℓ) = ℓ − 1 and σℓ(ℓ − 1) < ℓ − 1. Let ξ and η be permutations on the set
{ℓ− 1, ℓ, ℓ + 1, ℓ + 2, · · · , k − 1, k} such that ξ(ℓ) = ℓ − 1, and η(ℓ− 1) = ℓ and η(ℓ) > ℓ. Let
(σξ)k, (ση)k, and (ρη)k be the permutations on Pk defined by
(σξ)k(x) =


σℓ(x), if 1 ≤ x ≤ ℓ− 1 and σℓ(x) 6= ℓ,
ξ(ℓ− 1), if 1 ≤ x ≤ ℓ− 1 and σℓ(x) = ℓ,
ξ(x), if ℓ ≤ x ≤ k,
(ση)k(x) =
{
σℓ(x), if 1 ≤ x ≤ ℓ− 1,
η(x), if ℓ ≤ x ≤ k,
and
(ρη)k(x) =


ρℓ(x), if 1 ≤ x ≤ ℓ− 1,
η(x), if ℓ ≤ x ≤ k and η(x) 6= ℓ− 1,
ρℓ(ℓ), if ℓ ≤ x ≤ k and η(x) = ℓ− 1,
Then (σξ)k is a left extension of ξ and (ρη)k is a right extension of ρℓ and the following hold:
(a) If σℓ and ρℓ are right similar and ξ and η are two-sided similar, then (σξ)k and (ση)k are
right and two-sided similar and (ση)k and (ρη)k are right similar.
(b) If σℓ and ρℓ are two-sided similar and ξ and η are two-sided similar, then (σξ)k and (ση)k
are right and two-sided similar and (ση)k and (ρη)k are left and two-sided similar.
Figure 5: The cyclic permutations (σξ)k and (ρη)k.
Remark. Later on, we will see that, for any m ≥ 6, the cyclic permutations ξ : 4 → m →
m − 1 → m − 2 → · · · → 6 → 5 → 4 and η : 4 → 5 → 6 → · · · → m − 1 → m → 4 are
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two-sided similar (Theorem 8) and the cyclic permutations σ5 : 1→ 3 → 2 → 5→ 4 → 1 and
ρ5 : 1→ 5→ 2→ 3→ 4→ 1 are right similar (Theorem 12). Therefore, by Theorem 4(a), for
any k ≥ 6, the cyclic permutations (σξ)k : 1→ 3→ 2→ k → k− 1→ k− 2→ · · · → 7→ 6→
5 → 4 → 1 and (ρη)k : 1 → 5 → 6 → 7 → · · · → k − 1 → k → 2 → 3 → 4 → 1 (see Figure
5) are right similar. However, it can be easily checked that they are neither left nor two-sided
similar (cf. Theorem 12).
Proof. The desired results follow easily from the observations that the pair ((σξ)k, (ση)k)) is
a synchronized left extension of ξ and η and the pair ((ση)k, (ρη)k) is a synchronized right
extension of σℓ and ρℓ. 
Although two permutations with similar corresponding Petrie matrices need not be right,
left, or two-sided, similar or weakly similar, we can still obtain more examples by ”expanding”
them to ”longer” permutations.
Theorem 5. Let m ≥ 0, n ≥ 0 and k ≥ 3 be integers with m + n ≥ 1. Let σk and ρk be
permutations on Pk and let σm+k+n and ρm+k+n be permutations on Pm+k+n such that
(1) If m = 0, then σk+n(i) = σk(i) and ρk+n(i) = ρk(i) for all integers 1 ≤ i ≤ k and
σk+n(j) = ρk+n(j) (≥ k + 1) for all integers k + 1 ≤ j ≤ k + n,
(2) If n = 0, then σm+k(j) = ρm+k(j) (≤ m) for all integers 1 ≤ j ≤ m and σm+k(j) =
m+ σk(j −m) and ρm+k(j) = m+ ρk(j −m) for all integers m+ 1 ≤ j ≤ m+ k,
(3) If m ≥ 1 and n ≥ 1, then σm+k+n(i) = ρm+k+n(i) ≤ m for all integers 1 ≤ i ≤ m, and
σm+k+n(j) = m+ σk(j−m) and ρm+k+n(j) = m+ ρk(j−m) for all integers m+1 ≤ j ≤
m+k and σm+k+n(x) = ρm+k+n(x) ≥ m+k+1 for all integers m+k+1 ≤ x ≤ m+k+n.
Assume that the Petrie matrices of σk and ρk are similar. Then the following hold:
(1) If both σk and ρk fix at least one same endpoint of [1, k], then the following hold:
(a) If σk(k) = k = ρk(k), then σk and ρk are right similar.
(b) If σk(1) = 1 = ρk(1), then σk and ρk are left similar.
(c) If σk(k) = k = ρk(k) and σk(1) = 1 = ρk(1), then σk and ρk are two-sided similar.
(2) If both σk and ρk fix no same endpoint of [1, k], then the Petrie matrices of σm+k+n and
ρm+k+n have the same characteristic polynomial and the following also hold:
(a) If m = 0, then σk+n and ρk+n are right weakly similar. Furthermore, if 1 is not an
eigenvalue of the Petrie matrix of ρk, then the Petrie matrices of σk+n and ρk+n are
similar and, σk+n and ρk+n are right similar.
(b) If n = 0, then σm+k and ρm+k are left weakly similar. Furthermore, if 1 is not an
eigenvalue of the Petrie matrix of ρk, then the Petrie matrices of σm+k and ρm+k are
similar and, σm+k and ρm+k are left similar.
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(c) If m ≥ 1 and n ≥ 1, then σm+k+n and ρm+k+n are right, left, and two-sided weakly
similar. Furthermore, if 1 is not an eigenvalue of the Petrie matrix of ρk, then
the Petrie matrices of σm+k+n and ρm+k+n are similar and, σm+k+n and ρm+k+n are
right, left, and two-sided similar.
Remark. In the above theorem, if 1 is an eigenvalue, then the result need not hold. For
example, let σ = (13) and ρ = (13)(24). When considered as permutations on P4, the Petrie
matrix of σ with respect to the basis {J1, J2, J3} is the same as that of ρ with respect to the
basis {J1, J3, J1 + J2 + J3}. So, the 3 × 3 Petrie matrices of σ and ρ are similar and since
ϕσ(J1 + J2) = J1 + J2, 1 is an eigenvalue. However, the Petrie matrices of the permutations
(13)(56) and (13)(24)(56) are not similar because they have distinct minimal polynomials.
Therefore, the permutations (13) and (13)(24), when considered as permutations on P5, are not
right similar although they are right weakly similar. Their respective Petrie matrices are not
similar either because they satisfy distinct minimal polynomials.
Proof. Suppose m = 0. Since the Petrie matrices of σk and ρk are similar, there is a basis
L = {L1, L2, · · · , Lk−1}, where the Li’s are linear combinations of J1, J2, · · · , Jk−1 for WRk−1
such that if g is the linear transformation from WRk−1 onto itself defined by putting g(Ji) = Li
for all 1 ≤ i ≤ k − 1 then we have (ϕρk ◦ g)(x) = (g ◦ ϕσk)(x) on WRk−1. Let Iℓ denote the
ℓ × ℓ identity matrix. Then by expanding the determinants det(Mσk+n,k+n−1 − λIk+n−1) and
det(Mρk+n,k+n−1 −λIk+n−1) along the (k+1)
st column using Laplace’s formula, we easily obtain
that these two determinants are equal. That is, the Petrie matrices of σk+n and ρk+n have the
same characteristic polynomial. Since n ≥ 1 is arbitrary and σk+n(= ρk+n) is arbitrary on the
set {k+1, k+2, k+3, · · · , k+n− 1}, this implies that σk+n and ρk+n are right weakly similar.
On the other hand, if 1 is not an eigenvalue of the Petrie matrix of ρk, let Idk−1 be the
identity map on WRk−1 . Then the linear transformation ϕρk − Idk−1 is invertible. Hence, there
exists real numbers a1, a2, · · · , ak−1 such that (ϕρk− Idk−1)(
k−1∑
i=1
aiLi) =
k−1∑
i=σk(k)
Li−
k−1∑
i=ρk(k)
Ji. Let
S = {S1, S2, S3, · · · , Sk+n−1} = {L1, L2, L3, · · · , Lk−1,
k−1∑
i=1
aiLi + Jk, Jk+1, Jk+2, · · · , Jk+n−1} (in
that order). Then it is clear that S is a basis for WRk+n−1 . Let h be the linear transformation
from WRk+n−1 onto itself defined by putting h(Ji) = Si for all 1 ≤ i ≤ k+ n− 1. Then we have
(ϕρk+n ◦h)(x) = (h◦ϕσk+n)(x) on WRk+n−1. Therefore, the Petrie matrices of σk+n and ρk+n are
similar. Consequently, since any synchronized right extension of σk+n and ρk+n are just another
different σk+n and ρk+n, and so their respective Petrie matrices are similar. This implies that
σk+n and ρk+n are right similar. This confirms (2a). (2b) and (2c) can be proved similarly. 
3 Examples of permutations which are right, left or two-
sided, similar or weakly similar
The following result is taken from [4, 15].
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Theorem 6. Let n ≥ 3 be a fixed integer. Let Z2 = {0, 1} denote the field of two elements.
Let σ and ρ be any two maps from Pn into itself such that neither σ nor ρ nor ρ ◦ σ assumes
the same value at any two consecutive integers 1 ≤ i < i+1 ≤ n. Then we have ϕρ◦σ = ϕρ ◦ϕσ
on W
Z2
n−1. In particular, if σ is a permutation on Pn, then ϕσ is an isomorphism on WRn−1
and the Petrie matrix of σ has determinant ±1.
Proof. For any two distinct real numbers a and b, let [a : b] denote the interval [a, b] if
a < b or the interval [b, a] if a > b. Since the vector space W
Z2
n−1 is over the field Z2 of
two elements, for any map γ on Pn with γ(i) 6= γ(i + 1) for all 1 ≤ i ≤ n − 1 and any
two integers 1 ≤ k < ℓ ≤ n, we easily obtain that ϕγ([k, ℓ]) = [γ(k) : γ(ℓ)]. Therefore,
ϕρ(ϕσ(Ji)) = ϕρ([σ(i) : σ(i + 1)]) = [ρ(σ(i)) : ρ(σ(i + 1))] = (ρ ◦ σ)(Ji). This shows that
ϕρ◦σ = ϕρ ◦ ϕσ on WZ2n−1 . 
Figure 6: The permutations σ and ρ in Theorem 7.
We now come to the main result which initiates all of these (cf. [8, Theorem 2]).
Theorem 7. Let m ≥ 1 and n ≥ 0 be integers. Let σ be a permutation on Pm+n+4 such that
(1) σ(m+ 2) = m+ 3,
(2) σ(m+ 3) = m+ 4,
(3) σ(s) = m+ 2 for some integer s such that 1 ≤ s ≤ m,
(4) σ(i) ≤ m for all integers i 6= s and 1 ≤ i ≤ m+ 1,
(5) σ(j) ≥ m+ 5 for all integers j 6= t and m+ 4 ≤ j ≤ m+ 4 + n if n ≥ 1,
(6) σ(t) = m+ 1 for some integer t such that m+ 5 ≤ t ≤ m+ 4 + n if n ≥ 1,
(7) σ(m+ 4) = m+ 1 if n = 0.
We also let ρ be a permutation on Pm+n+4 such that
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(1) ρ(m+ 2) = m+ 1,
(2) ρ(m+ 3) = m+ 4,
(3) ρ(s) = m+ 3,
(4) ρ(t) = m+ 2 if n ≥ 1,
(5) ρ(m+ 4) = m+ 2 if n = 0,
(6) ρ(i) = σ(i) elsewhere.
Then the Petrie matrices of the permutations σ and ρ are similar.
Remark. Note that our assumption implies that σ and ρ have exactly the same action (and
hence are indistinguishable) on the set { i : 1 ≤ i ≤ m+1, i 6= s } and, if n ≥ 1, also on the set
{ j : m + 4 ≤ j ≤ m + n + 4, j 6= t }. This motivates our definitions in section 2 of right, left
and two-sided similarities of permutations on a finite set.
Proof. Recall that, for every permutation λ on the set {1, 2, · · · , m + n + 1, m + n + 2, m +
n + 3, m + n + 4}, the linearization fλ of λ on the interval [1, m + n + 4] determines a linear
transformation ϕλ on WRm+n+3 such that, for real numbers ai’s,
ϕλ
(m+n+3∑
i=1
aiJi
)
=
m+n+3∑
i=1
aiϕλ(Ji), where ϕλ(Ji) =
ℓi∑
j=ki
Jj if fλ(Ji) =
ℓi⋃
j=ki
Jj .
We now show that the set S = { J1, J2, · · · , Jm, Jm+1 + Jm+2, Jm+3, ϕρ(Jm+3), ϕρ(Jm+4),
ϕρ(Jm+5), · · · , ϕρ(Jm+n+3) } forms a basis for WRm+n+3 . For n ≥ 0, let ω be the permutation on
Pm+n+4 defined by putting ω(i) = i for all integers 1 ≤ i ≤ m, ω(m+1) = m+3, and ω(j) = ρ(j)
for all integersm+2 ≤ j ≤ m+n+4. Then ϕω(Ji) = Ji for all integers 1 ≤ i ≤ m−1, ϕω(Jm) =
Jm + Jm+1 + Jm+2, ϕω(Jm+1) = Jm+1 + Jm+2, ϕω(Jm+2) = Jm+1 + Jm+2 + Jm+3, and ϕω(Jj) =
ϕρ(Jj) for all integers m + 3 ≤ j ≤ m + n + 3. It is easy to see that the set S is equal to the
set T = {ϕω(J1), ϕω(J2), · · · , ϕω(Jm−1), ϕω(Jm)− ϕω(Jm+1), ϕω(Jm+1), ϕω(Jm+2) − ϕω(Jm+1),
ϕω(Jm+3), ϕω(Jm+4), ϕω(Jm+5), · · · , ϕω(Jm+n+3) }. Therefore, by elementary operations, the
determinant of the matrixM(T | {J1, J2, J3, · · · , Jm+n+3}) equals that of the matrixM({ϕω(Ji) :
1 ≤ i ≤ m + n + 3} | {J1, J2, · · · , Jm+n+3}) which is, by Theorem 6, ±1. Consequently, the
determinant of the matrix M(S | {J1, J2, J3, · · · , Jm+n+3}) equals ±1. This shows that S is a
basis for WRm+n+3.
Let h be the linear isomorphism from WRm+n+3 onto itself defined by

h(Ji) = Ji, 1 ≤ i ≤ m,
h(Jm+1 + Jm+2) = Jm+1,
h(Jm+3) = Jm+2,
h(ϕρ(Ji)) = Ji, m+ 3 ≤ i ≤ m+ n+ 3.
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We now show that (h◦ϕρ)(L) = (ϕσ ◦h)(L) for every L ∈ S. We have six cases to consider:
Case 1. For some integers 1 ≤ i ≤ m and 1 ≤ ki ≤ m, ϕρ(Ji) = [ki, m + 3] (since
ρ(s) = m+3, this means that i = s−1 or s). In this case, we have h(ϕρ(Ji)) = h([ki, m+3]) =
h([ki, m+1]+Jm+1+Jm+2) = h([ki, m+1])+h(Jm+1+Jm+2) = [ki, m+1]+Jm+1 = [ki, m+2] =
ϕσ(Ji) = ϕσ(h(Ji)). Thus, (h ◦ ϕρ)(Ji) = (ϕσ ◦ h)(Ji).
Case 2. 1 ≤ i ≤ m and m + 3 /∈ ϕρ(Ji). In this case, we have ϕρ(Ji) ⊂ [1, m + 1]. So,
h(ϕρ(Ji)) = ϕρ(Ji) = ϕσ(Ji) = ϕσ(h(Ji)). Thus, (h ◦ ϕρ)(Ji) = (ϕσ ◦ h)(Ji).
Case 3. L = Jm+1 + Jm+2. In this case, we have h(ϕρ(Jm+1 + Jm+2) = h(ϕρ(Jm+1) +
ϕρ(Jm+2)) = h([ρ(m + 1), m + 1] + Jm+1 + Jm+2 + Jm+3) = h([ρ(m + 1), m + 1]) + h(Jm+1 +
Jm+2) + h(Jm+3) = [ρ(m+ 1), m+1] + Jm+1 + Jm+2 = [ρ(m+ 1), m+ 3] = [σ(m+ 1), m+ 3] =
ϕσ(Jm+1) = ϕσ(h(Jm+1 + Jm+2)). Thus, (h ◦ ϕρ)(Jm+1 + Jm+2) = (ϕσ ◦ h)(Jm+1 + Jm+2).
Case 4. L = Jm+3. In this case, we have (h◦ϕρ)(Jm+3) = h(ϕρ(Jm+3)) = Jm+3 (by definition
of h) = ϕσ(Jm+2) = ϕσ(h(Jm+3)) = (ϕσ ◦ h)(Jm+3).
Case 5. L = ϕρ(Ji) = [m + 2, ℓi] for some integers m + 4 ≤ i ≤ m + n + 3 and m + 4 ≤
ℓi ≤ m + n + 4 (since ρ(t) = m + 2, this means that i = t or t − 1). In this case, we have
h(ϕρ(L)) = h(ϕρ(ϕρ(Ji))) = h(ϕρ([m+ 2, ℓi])) = h(ϕρ(Jm+2 + Jm+3 + [m+ 4, ℓi])) = h(Jm+1 +
Jm+2+Jm+3+ϕρ(Jm+3)+ϕρ([m+4, ℓi])) = h(Jm+1+Jm+2)+h(Jm+3)+h(ϕρ(Jm+3))+h(ϕρ([m+
4, ℓi])) = Jm+1 + Jm+2 + Jm+3 + [m+ 4, ℓi] = [m+ 1, ℓi] = ϕσ(Ji) = ϕσ(h(ϕρ(Ji))) = ϕσ(h(L)).
Thus, (h ◦ ϕρ)(L) = (ϕσ ◦ h)(L).
Case 6. L = ϕρ(Ji) for some integer m + 4 ≤ i ≤ m + n + 3 and m + 2 /∈ L. In
this case, ϕρ(Ji) ⊂ [m + 4, m + n + 4]. So, ϕρ(L) = ϕρ(ϕρ(Ji)) ⊂ ϕρ([m + 4, m + n + 4]).
Thus, h(ϕρ(L)) = h(ϕρ(ϕρ(Ji))) = ϕρ(Ji) = ϕσ(Ji) = ϕσ(h(ϕρ(Ji))) = ϕσ(h(L)). Hence,
(h ◦ ϕρ)(L) = (ϕσ ◦ h)(L).
Therefore, we have shown that (h◦ϕρ)(L) = (ϕσ◦h)(L) for every L ∈ S. Thus, h◦ϕρ = ϕσ◦h
on WRm+n+3 . Since h is an isomorphism from WRm+n+3 onto itself, this implies that ϕρ is
conjugate to ϕσ through h. Hence the Petrie matrix of σ is similar [16] to that of ρ. 
The following result is an easy consequence of Theorem 7.
Theorem 8. Let k ≥ 4, and 3 ≤ n ≤ k−1 be integers. Let σn,k be the cyclic permutation from
Pk onto itself such that
(1) σn,k(1) = n,
(2) σn,k(i) = i+ 1 for all n ≤ i ≤ k − 1,
(3) σn,k(k) = n− 1
(4) σn,k(j) = j − 1 for all 2 ≤ j ≤ n− 1.
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Furthermore, let σ2,k denote the cyclic permutation on Pk such that σ2,k(i) = i + 1 for all
1 ≤ i ≤ k − 1 and σ2,k(k) = 1, and let σk,k denote the cyclic permutation on Pk such that
σk,k(1) = k and σk,k(j) = j − 1 for all 2 ≤ j ≤ k. Then the following hold:
(1) If k ≥ 5, then all σn,k, 3 ≤ n ≤ k−1, are right, left, and two-sided similar to one another.
Moreover, the Petrie matrices of σn,k, 3 ≤ n ≤ k − 1, are similar to one another.
(2) If k ≥ 4 and n is any integer with 3 ≤ n ≤ k−1, then σ2,k and σn,k are left and two-sided,
but not right, similar. Moreover, the Petrie matrices of σ2,k and σn,k are not similar
because they have distinct traces.
(3) If k ≥ 4 and n is any integer with 3 ≤ n ≤ k − 1, then σn,k and σk,k are right and
two-sided, but not left, similar. Moreover, the Petrie matrices of σn,k and σk,k are not
similar because they have distinct traces.
(4) If k ≥ 4, then σ2,k and σk,k are two-sided, but neither right nor left, similar. Moreover,
the Petrie matrices of σ2,k and σk,k are similar.
Remark. It follows from (4) of the above result that, for any two (cyclic) permutations on Pk,
even their respective Petrie matrices are similar, there is no guarantee that they are one-sided
(right or left) similar. They need not be two-sided similar either, see examples in Theorem 12
below.
Proof. For each integer 3 ≤ i ≤ n − 2, the Petrie matrices of σi,k and σi+1,k are similar
by Theorem 7. So, the Petrie matrices of σn,k, 3 ≤ n ≤ k − 1, are similar to one another.
Furthermore, it follows from Theorem 6 that, for each integer 2 ≤ i ≤ k − 2, the cyclic
permutations σi,k and σi+1,k are left and two-sided similar. Therefore, all σn,k, 2 ≤ n ≤ k − 1,
are left and two-sided similar to one another. Similarly, by Theorem 7, all σn,k, 3 ≤ n ≤ k, are
right and two-sided similar to one another. In particular, all σn,k, 3 ≤ n ≤ k− 1, are right, left
and two-sided similar to one another.
On the other hand, by direct computations, for any integers k > n ≥ 3, the trace of the
Petrie matrix of the cyclic permutation 1→ 2→ 3→ · · · → k − 1→ k → k+ 1→ 1 is 1 while
the trace of the Petrie matrix of the cyclic permutation 1 → n → n + 1 → · · · → k − 1 →
k → k + 1 → n − 1 → n − 2 → · · · → 3 → 2 → 1 is 3. So, for any 3 ≤ n ≤ k − 1, the
Petrie matrices of the cyclic permutations 1 → 2 → 3 → · · · → k − 1 → k → k + 1 → 1 and
1 → n → n + 1 → · · · → k − 1 → k → k + 1 → n − 1 → n − 2 → · · · → 3 → 2 → 1 are not
similar. Therefore, for any 3 ≤ n ≤ k − 1, the cyclic permutations σ2,k and σn,k are not right
similar and the Petrie matrices of σ2,k and σn,k are not similar. Similarly, for any 3 ≤ n ≤ k−1,
the cyclic permutations σk,k and σn,k are not left similar and the Petrie matrices of σk,k and
σn,k are not similar. 
We shall need the following result.
Lemma 9. Let k ≥ 3 and n ≥ 3 be fixed integers and let µ be any permutation on Pk+n
such that µ(i) = i − 1 for all integers 2 ≤ i ≤ k − 1 and µ(1) = k < µ(k). Then the set
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S =
{
k−1∑
i=1
Ji, [k, µ(k)], ϕµ([k, µ(k)]), ϕ
2
µ([k, µ(k)]), ϕ
3
µ([k, µ(k)]), · · · , ϕ
k−3
µ ([k, µ(k)]), ϕ
k−2
µ (Jk),
ϕk−2µ (Jk+1), ϕ
k−2
µ (Jk+2), · · · , ϕ
k−2
µ (Jk+n−1)
}
equals the set {ϕk−2µ (Ji) : 1 ≤ i ≤ k + n− 1 } and
so is a basis for WRk+n−1. Furthermore, the determinant of M(S|Bn+k−1) is ±1, where Bn+k−1
is the standard basis for WRn+k−1.
Proof. By direct computations, we obtain that
k−1∑
ℓ=1
Jℓ = ϕ
k−2
µ (Jk−2), and, since [k, µ(k)] =
ϕk−2µ (Jk−3)− 2ϕ
k−2
µ (Jk−2), we have, for every integer 0 ≤ i ≤ k − 4,
ϕiµ([k, µ(k)]) = ϕ
k−2
µ (ϕ
i
µ(Jk−3))− 2ϕ
k−2
µ (ϕ
i
µ(Jk−2)) = ϕ
k−2
µ (Jk−i−3)− 2ϕ
k−2
µ (Jk−i−2),
and
k−1∑
i=2
ϕk−2µ (Ji)− ϕ
k−2
µ (J1) = ϕ
k−3
µ ((
k−1∑
i=2
ϕµ(Ji))− ϕµ(J1)) = ϕ
k−3
µ ([k, µ(k)]).
Therefore, S = {ϕk−2µ (Jk−2), ϕ
k−2
µ (Jk−3)− 2ϕ
k−2
µ (Jk−2), ϕ
k−2
µ (Jk−4) − 2ϕ
k−2
µ (Jk−3), ϕ
k−2
µ (Jk−5)
− 2ϕk−2µ (Jk−4), · · · , ϕ
k−2
µ (J1) − 2ϕ
k−2
µ (J2),
k−1∑
i=2
ϕk−2µ (Ji) − ϕ
k−2
µ (J1), ϕ
k−2
µ (Jk), ϕ
k−2
µ (Jk+1),
ϕk−2µ (Jk+2), · · · , ϕ
k−2
µ (Jk+n−1) }. By applying elementary operations to the set S, we obtain
the set T = {ϕk−2µ (Ji) : 1 ≤ i ≤ k + n− 1 }. By Theorem 6, the determinant of M(T |Bn+k−1)
equals (±1)k−2. Therefore, the determinant of M(S|Bn+k−1) equals ±1. Consequently, S is
also a basis for WRk+n−1. 
Figure 7: The permutations σk and ρk in Theorem 10.
The following result is similar to Theorem 4 in some sense.
Theorem 10. Let k > j ≥ 3 be integers and let σk and ρk be two permutations on Pk such that
(a) There exists an integer 1 ≤ s ≤ j − 2 such that σk(s) = j and ρk(s) = k;
(b) σk(x) = ρk(x) ≤ j − 1 for all integers 1 ≤ x ≤ j − 1 and x 6= s;
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(c) σk(x) = x+ 1 for all integers j ≤ x ≤ k − 1;
(d) ρk(x) = x− 1 for all integers j + 1 ≤ x ≤ k;
(e) σk(j − 1) = ρk(j − 1) < σk(k) = ρk(j) ≤ j − 1.
Then σk and ρk are right and two-sided, but not left, similar. Moreover, the Petrie matrices
of σk and ρk are not similar because they have distinct traces.
Remarks. (1) Note that σk and ρk involve the following three permutations : The cyclic
permutations αk−j+1 : 1→ 2→ 3→ · · · → k− j → k− j+1→ 1 and βk−j+1 : 1→ k− j+1→
k − j → · · · → 3 → 2 → 1, and the permutation πj , where πj(i) = σk(i) for all 1 ≤ i ≤ j − 1
and πk(j) = σk(k). Here, σk is a right extension of πj and ρk is a left extension of βk−j+1 and,
by Theorem 8(4), αk−j+1 and βk−j+1 are two-sided similar.
(2) If σk(k) = ρk(j) ≤ σk(j − 1) = ρk(j − 1) ≤ j − 1, then σk and ρk need not be right or
two-sided similar. For example, if j = 4 and k ≥ 5 and
σk : 1→ 3→ 2→ 4→ 5→ 6→ · · · → k − 1→ k → 1
and
ρk : 1→ 3→ 2→ k → k − 1→ k − 2→ k − 3→ · · · → 6→ 5→ 4→ 1,
then the Petrie matrices of the synchronized right extensions
1→ 3→ 2→ 4→ 5→ 6→ · · · → k − 1→ k → k + 1→ 1
and
1→ 3→ 2→ k → k + 1→ k − 1→ k − 2→ k − 3→ · · · → 6→ 5→ 4→ 1
have distinct determinants (−1)k+1, (−1)k respectively. So, σk and ρk are not right similar.
Similarly, the Petrie matrices of the synchronized two-sided extensions :
1→ 4→ 3→ 5→ 6→ 7→ · · · → k − 1→ k → k + 1→ k + 2→ 2→ 1
and
1→ 4→ 3→ k + 1→ k + 2→ k → k − 1→ k − 2→ · · · → 7→ 6→ 5→ 2→ 1
have distinct determinants (−1)k, (−1)k+1 respectively. So, σk and ρk are not two-sided similar.
Proof. For any positive integer n, let (σk+n, ρk+n) be a synchronized right extension of σk and ρk.
Let ϕσk+n and ρσk+n be the linear transformations on WRk+n−1 determined by the linearizations
of σk+n and ρk+n respectively as introduced in section 1. Let S = { J1, J2, · · · , Jj−2,
k−1∑
i=j−1
Ji,
[k, ρk+n(k)], ϕρk+n([k, ρk+n(k)]), ϕ
2
ρk+n
([k, ρk+n(k)]), ϕ
3
ρk+n
([k, ρk+n(k)], · · · , ϕ
k−j−1
ρk+n
([k, ρk+n(k)],
ϕk−jρk+n(Jk), ϕ
k−j
ρk+n
(Jk+1), · · · , ϕ
k−j
ρk+n
(Jk+n−1) }. Let µ be the permutation on the set {j − 1, j, j +
1, j+2, · · · , k+n−1, k+n} such that µ(i) = i−1 for all j ≤ i ≤ k−1, µ(j−1) = k, and µ(i) =
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ρk+n(i) for all k ≤ i ≤ k+n. By Lemma 9, the set T = {
k−1∑
i=j−1
Ji, [k, ρk+n(k)], ϕρk+n([k, ρk+n(k)]),
ϕ2ρk+n([k, ρk+n(k)]), · · · , ϕ
k−j−1
ρk+n
([k, ρk+n(k)], ϕ
k−j
ρk+n
(Jk), ϕ
k−j
ρk+n
(Jk+1), · · · , ϕ
k−j
ρk+n
(Jk+n−1) } equals
the set {ϕk−jµ (Ji) : j − 1 ≤ i ≤ k + n− 1}. So, by Theorem 6 and [16], T is a basis and so, S
is a basis for WRk+n−1 .
Let h be the linear isomorphism from WRk+n−1 onto itself defined by

h(Ji) = Ji, for 1 ≤ i ≤ j − 1,
h(Jj−1) =
k−1∑
i=j−1
Ji,
h(Jj+i) = ϕ
i
ρk+n
([k, ρk+n(k)]), 0 ≤ i ≤ k − j − 1,
h(Ji) = ϕ
k−j
ρk+n
(Jj), k ≤ i ≤ k + n− 1.
Then it is easy to see that (h ◦ϕσk+n)(Ji) = (ϕρk+n ◦ h)(Ji) for all 1 ≤ i ≤ k+n− 1. Therefore,
the Petrie matrix of σk+n is similar to that of ρk+n. This shows that σk and ρk are right similar
and, consequently, the two-sided similarity of σk and ρk also follows.
Let σk and ρk denote the cyclic permutations 1 → 4 → 5 → 6 → · · · → k − 1 → k → 2 →
3 → 1 and 1 → k → k − 1 → k − 2 → · · · → 5 → 4 → 2 → 3 → 1 respectively. The Petrie
matrices of the cyclic permutations 1 → 5→ 6→ 7 → · · · → k − 1→ k → k + 1 → 3 → 4→
2 → 1 and 1 → k + 1 → k → k − 1 → · · · → 6 → 5 → 3 → 4 → 2 → 1 have distinct traces.
Therefore, σk and ρk are not left similar. 
The above result presents a method to construct permutations on Pk with k ≥ 5 which are
right and two-sided similar. This, combined with Theorem 4, will produce even more examples
which are right and two-sided similar. In the following, we introduce some concrete examples
by applying Theorem 4 to Theorems 8(4) and 10.
Figure 8: The permutations σk, ρk and µk in Corollary 11.
Corollary 11. Let j ≥ 3 be an integer and let πj be any fixed permutation on Pj such that
πj(j − 1) < πj(j) < j. For any integer k ≥ j + 2, let σk, ρk, µk, and νk be the permutations on
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Pk defined by
σk(x) =


πj(x), if 1 ≤ x ≤ j − 1,
x+ 1, if j ≤ x ≤ k − 1,
πj(j), if x = k,
ρk(x) =


πj(x), if 1 ≤ x ≤ j and πj(x) 6= j,
j + 1, if 1 ≤ x ≤ j and πj(x) = j,
x+ 1, if j < x ≤ k − 1,
j, if x = k,
µk(x) =


πj(x), if 1 ≤ x ≤ j, and πj(x) 6= j,
k, if 1 ≤ x ≤ j, and πj(x) = j,
x− 1, if j < x ≤ k,
and
νk(x) =


πj(x), if 1 ≤ x ≤ j − 1,
k, if x = j,
x− 1, if j + 2 ≤ x ≤ k,
π(j), if x = j + 1.
Then σk, ρk and µk are right and two-sided similar to one another, σk and ρk are also left
similar while ρk and µk need not be, and the Petrie matrices of σk and ρk are similar (because
σj+1 and ρj+1 are right similar by Theorem 10) while those of ρk and µk are not because they
have distinct traces. Furthermore, νk is neither right nor two-sided similar to any of σk, ρk,
and µk.
Remarks. (1) Note that σk is a right extension of the permutation πj , ρk is a left extension
of the cyclic permutation j → j + 1→ j + 2→ · · · → k − 1→ k → j, µk is a left extension of
the cyclic permutation j → k → k − 1→ k − 2→ · · · → j + 2→ j + 1→ j, and νk is another
right extension of πj which is different from σk. The above result says that, among these four
various extensions, three are right and two-sided similar to one another while the remaining
one is neither right nor two-sided similar to any of the three.
(2) In the above corollary, if we take j = 5 and the permutation π5 : 1 → 3 → 2 → 5 →
4 → 1, then the corollary says that αk, λk and ζk (see Figure 9), for any k ≥ 7, are all right
and two-sided similar to one another. Also, by Theorem 10, α6 and λ6 are right and two-sided
similar. As for left similarity, it follows from Theorem 7 that αk and λk are left similar for all
k ≥ 7 while α6 and λ6 are not left similar because of distinct traces for some easy synchronized
left extensions. Moreover, for each k ≥ 7, ζk is neither left similar to αk nor to λk because of
distinct traces for some easy synchronized left extensions.
(3) In the above corollary, if we take j = 5 and the permutation π5 : 1 → 5 → 2 → 3 →
4 → 1, then the corollary says that γk, δk and θk(see Figure 10), for any k ≥ 7, are all right
and two-sided similar to one another. On the other hand, by Theorem 10, γ6 and δ6 are (right
and) two-sided similar, and so, for any k ≥ 7, γk and δk are also left similar. But, γ6 and δ6
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Figure 9: The permutations αk, λk and ζk in Remark(2) following Corollary 11.
Figure 10: The permutations γk, δk and θk in Remark(3) following Corollary 11.
are not left similar because of the distinct traces of some easy synchronized left extensions.
Furthermore, for any k ≥ 7, θk cannot be left similar to any of γk and δk because of the distinct
traces of some easy synchronized left extensions.
Proof. By Theorem 10, σj+1 and ρj+1 are right and two-sided similar. On the other hand, for
k ≥ j + 2, (σk, ρk) is a synchronized right extension of σj+1 and ρj+1. This, combined with
Theorem 2, implies that σk and ρk are right, left, and two-sided similar. On the other hand,
by Theorem 8(4), the cyclic permutations αk−j+1 : 1 → 2 → 3 → · · · → k − j + 1 → 1 and
βk−j+1 : 1 → k − j + 1 → k − j → k − j − 1 → · · · → 3 → 2 → 1 on Pk−j+1 are two-sided
similar. Since (ρk, µk) is a synchronized left extension of αk−j+1 and βk−j+1, we obtain that ρk
and µk are right and two-sided similar. 
In the following, we present more examples of cyclic permutations which are right, but
neither left nor two-sided, similar.
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Figure 11: The cyclic permutations αk and θk in Theorem 12.
Theorem 12. Let k ≥ 5 be an integer. Then the cyclic permutations
αk : 1→ 3→ 2→ 5→ 6→ 7→ · · · → k − 2→ k − 1→ k → 4→ 1 and
θk : 1→ k → k − 1→ k − 2→ · · · → 7→ 6→ 5→ 2→ 3→ 4→ 1
on Pk are right, but neither left nor two-sided, similar. Moreover, their respective Petrie
matrices are similar if k = 5 and not if k > 5.
Remark. It follows from the above result that the Petrie matrices of α5 and θ5 are similar.
However, they are not two-sided similar.
Proof. For any integer n ≥ 0, let (αk+n, θk+n) be a synchronized right extension of αk and θk
on Pk+n and let ϕαk+n and ϕθk+n be the linear transformations on WRk+n−1 determined by the
linearisations of αk+n and θk+n respectively as introduced in section 1. Let S = { J1 + J2, J1 +
J2+J3, J3−J2,
k−1∑
i=2
Ji, [k, θk+n(k)], ϕθk+n([k, θk+n(k)]), ϕ
2
θk+n
([k, θk+n(k)]), · · · , ϕ
k−6
θk+n
([k, θk+n(k)]),
ϕk−5θk+n(Jk), ϕ
k−5
θk+n
(Jk+1), ϕ
k−5
θk+n
(Jk+2), · · · , ϕ
k−5
θk+n
(Jk+n−1)}. We want to show that S is a basis
for WRk+n−1 . Let V be the subspace spanned by S. It is easy to see that {J1, J2, J3} ⊂ V .
Furthermore,
ϕθk+n(J1) =
k−1∑
i=2
Ji − J2 ∈ < J1, J2, J3,
k−1∑
i=2
Ji, [k, θk+n(k)] >,
ϕθk+n(J2) = J3 ∈ < J1, J2, J3,
k−1∑
i=2
Ji, [k, θk+n(k)] >,
ϕθk+n(J3) = J1 + J2 + J3 ∈ < J1, J2, J3,
k−1∑
i=2
Ji, [k, θk+n(k)] >,
ϕθk+n(J4) = J1 ∈ < J1, J2, J3,
k−1∑
i=2
Ji, [k, θk+n(k)] >,
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and
ϕθk+n(
k−1∑
i=2
Ji) = J1+J3+(J1+J2+J3)+
k−1∑
i=2
Ji+[k, θk+n(k)] ∈ < J1, J2, J3,
k−1∑
i=2
Ji, [k, θk+n(k)] > .
Therefore, for 1 ≤ i ≤ 4,
ϕk−5θk+n(Ji) ∈ < J1, J2, J3,
k−1∑
i=2
Ji, [k, θk+n(k)], ϕθk+n([k, θk+n(k)]), · · · , ϕ
k−6
θk+n
([k, θk+n(k)]) > .
On the other hand, for 2 ≤ i ≤ k − 5, ϕk−5−iθk+n (Jk−i) = J5. So, ϕ
k−3−i
θk+n
(Jk−i) = ϕ
2
θk+n
(J5) =
ϕθk+n(J2 + J3 + J4) ∈ < J1, J2, J3,
k−1∑
i=2
Ji, [k, θk+n(k)] >. Consequently,
ϕk−5θk+n(Jk−i) ∈ < J1, J2, J3,
k−1∑
i=2
Ji, [k, θk+n(k)], ϕθk+n([k, θk+n(k)]), · · · , ϕ
i−2
θk+n
([k, θk+n(k)]) > .
Finally, since ϕθk+n(Jk−1) = Jk−2 + Jk−1 + [k, θk+n(k)], ϕ
k−5
θk+n
(Jk−1) = (J2 + J3 + J4) + (J5 +
J6 + · · · + Jk−1 + [k, θk+n(k)] + ϕθk+n([k, θk+n(k)]) + · · · + ϕ
k−6
θk+n
([k, θk+n(k)])). Therefore, for
5 ≤ i ≤ k − 1, we have
ϕk−5θk+n(Ji) ∈ < J1, J2, J3,
k−1∑
i=2
Ji, [k, θk+n(k)], ϕθk+n([k, θk+n(k)]), · · · , ϕ
k−6
θk+n
([k, θk+n(k)]) > .
This shows that the set T = {ϕk−5θk+n(Ji) : 1 ≤ i ≤ k + n − 1} is contained in V . Since, by
Theorem 6, T is a basis for WRk+n−1 , we obtain that V = WRk+n−1 . That is, S is a basis for
WRk+n−1 .
Let h be the linear isomorphism from WRk+n−1 onto itself defined by

h(J1) = J1 + J2,
h(J2) = J1 + J2 + J3,
h(J3) = J3 − J2,
h(J4) =
k−1∑
i=2
Ji,
h(J5+i) = ϕ
i
θk+n
([k, θk+n(k)]), 0 ≤ i ≤ k − 6,
h(Jj) = ϕ
k−5
θk+n
(Jj), k ≤ j ≤ k + n− 1.
Then it is easy to see that (h ◦ ϕαk+n)(Ji) = (ϕθk+n ◦ h)(Ji) for every integer 1 ≤ i ≤ k+ n− 1.
Thus, h◦ϕαk+n = ϕθk+n ◦h onWRk+n−1 . Since h is an isomorphism fromWRk+n−1 onto itself, this
implies that ϕαk+n is conjugate to ϕθk+n through h. Consequently, the Petrie matrix of αk+n is
similar to that of θk+n. This shows that αk and θk are right similar and (by taking n = 0) the
Petrie matrices of α5 and θ5 are similar. On the other hand, for k > 5, the Petrie matrices of
αk and θk are not similar because they have distinct traces.
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Let µk+2 and νk+2 denote the cyclic permutations 1 → 4 → 3 → 6 → 7 → 8 → · · · → k →
k + 1 → k + 2 → 5 → 2 → 1 and 1 → k + 1 → k + 2 → k → k − 1 → k − 2 · · · → 7 → 6 →
3 → 4 → 5 → 2 → 1 on Pk+2 respectively. By using elementary row operations, it is easy to
see that the determinant of the Petrie matrix of µk+2 is (−1)
k+1 while that of νk+2 is (−1)
k.
Since they are different, this shows that αk and θk are not two-sided similar.
Finally, the Petrie matrices of the cyclic permutations 1 → 4 → 3 → 6 → 7 → 8 → · · · →
k − 1 → k → k + 1 → 5 → 2 → 1 and 1 → k + 1 → k → k − 1 → · · · 7 → 6 → 3 → 4 → 5 →
2→ 1 are not similar because they have distinct traces. So, αk and θk are not left similar. 
Figure 12: The cyclic permutations βk and δk in Theorem 13.
Theorem 13. Let k ≥ 5 be an integer. Then the cyclic permutations
βk : 1→ 3→ 2→ 4→ 5→ 6→ 7→ · · · → k − 1→ k → 1 and
δk : 1→ k → k − 1→ k − 2→ · · · → 6→ 5→ 3→ 2→ 4→ 1
on Pk are right, but neither left nor two-sided, similar. Moreover, their respective Petrie ma-
trices are not similar because they have distinct traces.
Proof. It is easy to see that the Petrie matrix of βk is not similar to that of δk because they
have distinct traces. We now show that βk and δk are right similar.
For every positive integer n, let (βk+n, δk+n) be a synchronized right extension of βk and
δk on the set Pk+n. Let ϕβk+n and ϕδk+n be the linear transformations on WRk+n−1 deter-
mined by the linearizations of βk+n and δk+n respectively as introduced in section 1. Let S =
{ J1, J1 + J2 + J3,
k−1∑
i=4
Ji, [k, δk+n(k)], ϕδk+n([k, δk+n(k)]), ϕ
2
δk+n
([k, δk+n(k)]), ϕ
3
δk+n
([k, δk+n(k)]),
· · · , ϕk−5δk+n([k, δk+n(k)]), ϕ
k−4
δk+n
(Jk), ϕ
k−4
δk+n
(Jk+1), ϕ
k−4
δk+n
(Jk+2), · · · , ϕ
k−4
δk+n
(Jk+n−1) } and let V be
the vector space spanned by S. We want to show that V = WRk+n−1 .
By direct computations, if k = 5, then {ϕδ5+n(Ji) : 1 ≤ i ≤ 4 } = { J4, J2 + J3, J1,
4∑
i=1
Ji +
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[5, δ5+n(5)] } ⊂ V . If k = 6, then {ϕ
2
δ6+n
(Ji) : 1 ≤ i ≤ 5 } = {
5∑
i=1
Ji + [6, δ6+n(6)], J1 + J2 +
J3, J4+ J5, J2+ J3+ J4+ J5, J1+
5∑
i=1
Ji+ [6, δ6+n(6)] +ϕδ6+n([6, δ6+n(6)]) } ⊂ V . If k ≥ 7, then,
since ϕδk+n(
3∑
i=1
Ji) =
k−1∑
i=1
Ji and ϕδk+n(
k−1∑
i=4
Ji) =
k−1∑
i=1
Ji + [k, δk+n(k)], we easily obtain that
ϕδk+n(J1) =
k−1∑
i=4
Ji ∈ < J1, J2 + J3,
k−1∑
i=4
Ji, [k, δk+n(k)] >,
ϕ2δk+n(J2) =
3∑
i=1
Ji ∈ < J1, J2 + J3,
k−1∑
i=4
Ji, [k, δk+n(k)] >,
ϕ2δk+n(J3) =
k−1∑
i=4
Ji ∈ < J1, J2 + J3,
k−1∑
i=4
Ji, [k, δk+n(k)] >,
ϕ3δk+n(J4) =
3∑
i=1
Ji +
k−1∑
i=1
Ji + [k, δk+n(k)] ∈ < J1, J2 + J3,
k−1∑
i=4
Ji, [k, δk+n(k)] > .
Therefore, ϕk−4δk+n(Ji) ∈ V for all 1 ≤ i ≤ 4.
On the other hand, for k ≥ 7 and 2 ≤ i ≤ k − 5, we have ϕk−5−iδk+n (Jk−i) = J5 and, since
ϕ3δk+n(J5)) = J2 + J3 + 2
k−1∑
i=4
Ji ∈ < J1, J2 + J3,
k−1∑
i=4
Ji, [k, δk+n(k)] >,
ϕδk+n(J2 + J3) = J1 + J2 + J3, ϕδk+n(
3∑
i=1
Ji) =
k−1∑
i=1
Ji,
and
ϕδk+n
(k−1∑
i=4
Ji
)
=
k−1∑
i=1
Ji + [k, δk+n(k)],
we have ϕk−4δk+n(Jk−i) = ϕ
i−2
δk+n
(ϕ3δk+n(J5)) = ϕ
i−2
δk+n
(J2 + J3 + 2
k−1∑
i=4
Ji)
∈ < J1, J2 + J3,
k−1∑
i=4
Ji, [k, δk+n(k)], ϕδk+n([k, δk+n(k)]), · · · , ϕ
k−7
δk+n
([k, δk+n(k)]) > .
So, we inductively obtain that ϕk−4δk+n(Jk−i) ∈ V for all 2 ≤ i ≤ k− 5. That is, ϕ
k−4
δk+n
(Jj) ∈ V for
all 5 ≤ j ≤ k−2. Finally, it is easy to see that ϕk−4δk+n(Jk−1) = ϕ
k−5
δk+n
(Jk−2+Jk−1+[k, δk+n(k)]) =
ϕ2δk+n(ϕ
k−7
δk+n
(Jk−2 + Jk−1 + [k, δk+n(k)])) = ϕ
2
δk+n
(J5 + J6 + J7 + · · · + Jk−1 + [k, δk+n(k)] +
ϕδk+n([k, δk+n(k)]) + · · ·+ ϕ
k−7
δk+n
([k, δk+n(k)]) = J1 +
k−1∑
i=1
Ji +
k−5∑
i=0
ϕiδk+n([k, δk+n(k)]) ∈ V .
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Therefore, we have shown that V ⊂WRk+n−1 . Since, by Theorem 6, ϕδk+n is an isomorphism
on WRk+n−1, {ϕ
k−4
δk+n
(Ji) : 1 ≤ i ≤ k + n − 1 } is a basis for WRk+n−1. Thus, V = WRk+n−1 . In
particular, S is a basis for WRk+n−1 .
Let h the the linear isomorphism from WRk+n−1 onto itself defined by

h(J1) = J1,
h(J2) = J1 + J2 + J3,
h(J3) =
k−1∑
i=4
Ji,
h(J4+i) = ϕ
i
δk+n
([k, δk+n(k)]), 0 ≤ i ≤ k − 5,
h(Jj) = ϕ
k−4
δk+n
(Jj), k ≤ j ≤ k + n− 1.
Now (h ◦ ϕβk+n)(J1) = h(J3) =
k−1∑
i=4
Ji = ϕδk+n(J1) = (ϕδk+n ◦ h)(J1), (h ◦ ϕβk+n)(J2) =
h(J2+J3) = J1+J2+J3+
k−1∑
i=4
Ji = ϕβk+n(J1+J2+J3) = (ϕβk+n ◦h)(J2), and (h◦ϕβk+n)(J3) =
h(J2+J3+J4) = J2+J3+J4+
k−1∑
i=4
Ji+[k, δk+n(k)] = ϕρk+n(
k−1∑
i=4
Ji) = (ϕδk+n◦h)(J3). Furthermore,
for 0 ≤ i ≤ k − 5, (h ◦ ϕβk+n)(J4+i) = h(J4+i+1) = ϕ
i+1
δk+n
([k, δk+n(k)]) = (ϕδk+n ◦ h)(J4+i).
If k ≤ j ≤ k+n− 1 and ϕβk+n(Jj) = [s, t] ⊂ [k, k+n], then ϕβk+n(Jj) = [βk+n(j) : βk+n(j+
1)] = [s, t] = [δk+n(j) : δk+n(j + 1)] = ϕδk+n(Jj). So, (h ◦ ϕβk+n)(Jj) = h([s, t]) = h(
t−1∑
i=s
Ji) =
t−1∑
i=s
h(Ji) =
t−1∑
i=s
ϕk−4δk+n(Jj) = ϕ
k−4
δk+n
(
t−1∑
i=s
Ji) = ϕ
k−4
δk+n
([s, t]) = ϕk−4δk+n(ϕδk+n(Jj)) = ϕδk+n(ϕ
k−4
δk+n
(Jj)) =
ϕδk+n(h(Jj)) = (ϕδk+n◦h)(Jj), where [a : b] denotes the closed interval with a and b as endpoints.
If k ≤ j ≤ k + n − 1 and ϕβk+n(Jj) = [1, t] with k < t ≤ k + n, then ϕδk+n(Jj) =
[k−1, t]. So, (ϕδk+n ◦h)(Jj) = ϕδk+n(h(Jj)) = ϕδk+n(ϕ
k−4
δk+n
(Jj)) = ϕ
k−4
δk+n
(ϕδk+n(Jj)) = ϕ
k−4
δk+n
([k−
1, t]) = ϕk−4δk+n(Jk−1+
t−1∑
i=k
Ji) = ϕ
k−4
δk+n
(Jk−1) +
t−1∑
i=k
ϕk−4δk+n(Ji) = ϕ
k−5
δk+n
(ϕδk+n(Jk−1)) +
t−1∑
i=k
ϕk−4δk+n(Ji) =
ϕk−5δk+n(Jk−2+Jk−1+[k, δk+n(k)])+
t−1∑
i=k
ϕk−4δk+n(Ji) = J1+(J1+J2+J3)+
k−1∑
i=4
Ji+
k−5∑
i=0
ϕiδk+n([k, δk+n(k)])
+
t−1∑
i=k
ϕk−4δk+n(Ji) = h(J1) + h(J2) + h(J3) + · · ·+ h(Jt−1) = h([1, t]) = (h ◦ ϕβk+n)(Jj).
Therefore, we have shown that (h ◦ ϕβk+n)(Ji) = (ϕδk+n ◦ h)(Ji) for every integer 1 ≤ i ≤
k + n − 1. Thus, h ◦ ϕβk+n = ϕδk+n ◦ h on WRk+n−1. Since h is an isomorphism from WRk+n−1
onto itself, this implies that ϕβk+n is conjugate to ϕδk+n through h. Consequently, the Petrie
matrix of βk+n is similar to that of δk+n. This shows that βk and δk are right similar.
Let µk+2 and νk+2 denote the cyclic permutations 1 → 4 → 3 → 5 → 6 → 7 → · · · →
k − 1→ k → k + 1→ k + 2→ 2→ 1 and 1→ k + 1→ k + 2→ k → k − 1→ k − 2→ · · · →
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7→ 6→ 4→ 3→ 5 → 2→ 1 on Pk+2 respectively. By using elementary row operations, it is
easy to see that the determinant of the Petrie matrix of µk+2 is (−1)
k+1 while that of νk+2 is
(−1)k. Since they are different, this shows that βk and δk are not two-sided similar.
Since the trace of the Petrie matrix of the cyclic permutation 1 → 4 → 3 → 5 → 6 →
7 → · · · → k − 1 → k → 2 → 1 is 5 and that of the Petrie matrix of the cyclic permutation
1 → k → k − 1 → k − 2 → · · · → 7 → 6 → 4 → 3 → 5 → 2 → 1 is 3, βk and δk are not left
similar. 
4 Equivalence classes of one-sided and two-sided simi-
larities in the symmetric group S3
In the symmetric group S3 of permutations on the set {1, 2, 3}, no pairs of permutations can
be one-sided similar or weakly similar while the pair {(123), (132)} is the only pair which is
two-sided similar. No other pairs are two-sided weakly similar.
5 Equivalence classes of one-sided and two-sided simi-
larities in the symmetric group S4
In the symmetric group S4 of permutations on the set {1, 2, 3, 4}, the three pairs {(12), (23)},
{(123), (132)}, and {(1342), (1432)} are the only pairs which are right similar.
That the pair {(12), (23)} is right similar is depicted in the following Figure 13.
Figure 13: The permutations σ and ρ are right similar.
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That the pair {(123), (132)} is right similar is depicted in the following Figure 14.
Figure 14: The permutations σ and ρ are right similar.
That the pair {(1342), (1432)} is right similar follows from Theorem 7.
By Theorem 3, the pairs {(1342), (1234)}, {(23), (34)}, and {(234), (243)} are the only pairs
which are left similar.
As for weakly similarities, the pairs {(34), (12)(34)}, {(142), (243)}, and the triple {(14)(23),
(14), (24)}, are the only permutations in S4 which are right weakly similar, but not right similar.
That the pair {(34), (12)(34)} is not right similar can be seen by considering the synchronized
right extension (σ5, ρ5) of σ4 and ρ4 on P5 with σ5 = (345), ρ5 = (12)(345). It is easy to check
that the minimal polynomial of Mσ5,4 is x
3−2x2+1 while that of Mρ5,4 is x
4−3x3+2x2+x−1.
To see that the pair {(142), (243)} is right weakly similar, let σ = (142) and ρ = (243).
For any k ≥ 5 and any synchronized right extension (σk, ρk) of σ and ρ, let M(σk, k − 1|S)
(M(ρk, k − 1|S) respectively) denote the matrix representing the linear transformation ϕσk
(ϕρk respectively) on WRk−1 with respect to the basis S = {J2, J1, J2 + J3, J4, J5, J6, · · · , Jk−1}.
We then use Laplace’s formula to expand the determinants det(M(σk, k − 1|S) − λI) and
det(M(ρk, k−1|S)−λI) along the first column to confirm that they have the same characteristic
polynomial.
To see that the triple {(14)(23), (14), (24)}, are right weakly similar to one another, let σ =
(14)(23), ρ = (14), and γ = (24). For any k ≥ 5 and any synchronized right extension (σk, ρk, γk)
of σ, ρ, and γ, let M(βk, k − 1|Sβ) denote the matrix representing the linear transformation
ϕβk on WRk−1 with respect to the basis Sβ, where
Sβ =
{
{J2, J2 + J3, J1 + J2 + J3, J4, J5, J6, · · · , Jk−1}, if β = σ or β = ρ,
{J1, J3, J2 + J3, J4, J5, J6, · · · , Jk−1}, if β = γ.
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We then use Laplace’s formula to expand the determinants det(M(σk, k − 1|Sσk) − λI) and
det(M(ρk, k−1|Sρk)−λI) along the first row and to the determinants det(M(ρk, k−1|Sρk)−λI)
and det(M(γk, k − 1|Sγk) − λI) along the first column to confirm that they have the same
characteristic polynomial.
Finally, as for the two-sided similarity or weak similarity, the pair {(134), (142)} and the
triple {(1234), (1432), (1342)} are the only permutations in S4 which are two-sided similar and
the pair {(23), (14)(23)} is the only pair in S4 which are two-sided weakly similar, but not
two-sided similar.
That the pair {(134), (142)} is two-sided similar can be seen as follows: Let σ4 = (134)
and ρ4 = (142). For any synchronized two-sided extension (σm+4+n, ρm+4+n) of σ4 and ρ4, let
S = {J1, J2, · · · , Jm, Jm+1+Jm+2, Jm+3, [m+4, ρm+4+n(m+4)], ϕρm+4+n(Jm+4), ϕρm+4+n(Jm+5),
ϕρm+4+n(Jm+6), · · · , ϕρm+4+n(Jm+2+n), ϕρm+4+n(Jm+3+n)}. By mimicking the proofs as in the
previous theorems, we’ll obtain the desired result. That the triple {(1234), (1432), (1342)} are
two-sided similar follows from Theorem 8.
That the pair {(23), (14)(23)} is two-sided weakly similar can be established by expanding
the determinants obtained with respect to the standard bases along the row which corresponds
to the basis element Jm+2.
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