Abstract. In this paper, we consider the longtime dynamics of the solutions to focusing energy-critical Schrödinger equation with a defocusing energysubcritical perturbation term under a ground state energy threshold in four spatial dimension. This extends the results in Miao et al. (Commun Math Phys 318(3):767-808, 2013, The dynamics of the NLS with the combined terms in five and higher dimensions. Some topics in harmonic analysis and applications, advanced lectures in mathematics, ALM34, Higher Education Press, Beijing, pp 2015) to four dimension without radial assumption and the proof of scattering is based on the interaction Morawetz estimates developed in Dodson (Global well-posedness and scattering for the focusing, energy-critical nonlinear Schröinger problem in dimension d = 4 for initial data below a ground state threshold, arXiv:1409.1950), the main ingredients of which requires us to overcome the logarithmic failure in the double Duhamel argument in four dimensions.
Introduction
In this paper, we consider the nonlinear Schrödinger equation with combined terms in four spatial dimension, i.e. i∂ t u + ∆u = −|u| 2 u + |u| dx are often said to be the mass and energy of u respectively. Through a standard method, one can check that the mass and energy of a smooth solution to (CNLS) conserve in time. The nonlinear term |u| 2 u isḢ 1 (R 4 ) critical and |u| 4/3 u isḢ 1/2 (R 4 ) critical according to the standard scaling analysis. In general, the energy critical NLS is given by i∂ t u + ∆u = µ|u|
where µ = ±1 and d ≥ 3. For the local well-posedness of (NLS) inḢ
, we refer to [6, 7, 8] . If µ = 1, we call the Cauchy problem (NLS) is defocusing. There are many results in the literature considering the defocusing cases. In [5] , Bourgain first developed a method of reduction of energy and proved that any solution to defocusing (NLS) with radial initial data is scattering in spatial dimension three. Colliander. etc. [11] removed the radial assumption by exploiting a interaction Morawetz estimate, and we refer [21] for another proof, which is based on the long time Strichartz estimates. This result was extended in Ryckman and Visan [27] for dimension four (for another proof, we refer to [33] )and Visan [32] for five and higher dimensions by using the Morawetz estimates.
For the focusing case (µ = −1), Kenig and Merle [18] gave out a decomposition of the region if the energy of the solutions under a ground state threshold for radial solutions and they proved that in the dimensions d ∈ {3, 4, 5}, one of the two regions for global well-posedness and scattering and the other region for finite time blow-up. The corresponding results in the cases of five and higher dimensions were proved by Killip and Visan in [20] without radial assumption by employing the double Duhamel formula trick. Dodson [13] obtained global well-posedness and scattering results in dimension four under a ground state threshold by developing the long time Strichartz estimates. But the analog nonradial case of dimension three remains open up to now.
For scattering results of the defocusing energy-subcritical NLS, we refer to [10, 12, 14, 25, 26, 30] and the reference therein.
There are also a quantity of results for the Cauchy problem (NLS) with a energysubcritical nonlinearity perturbation. In [31] , Tao, Visan, and Zhang proved the scattering results in H 1 (R d ) of defocusing (NLS) with a defocusing perturbation |u| p u ( [19] , where the scattering results were obtained for the solutions to the defocusing (NLS) with a focusing term |u| 2 u in three spatial dimension if their initial datum belong to a certain region given by rescaling.
Miao, Xu, and Zhao [23] proved scattering and finite time blowup results for the focusing (NLS) perturbed by aḢ 1/2 -critical defocusing term in spatial dimension three. More precisely, for every radial initial data u 0 ∈ H 1 (R 3 ) below a ground state threshold, the corresponding solution u is globally well-posed and scattering, if its energy functional is nonnegative or blows up at finite time, if its energy functional is negative. And in [24] , they extends the result to five and higher spatial dimension without the radial assumption. We refer to [2, 3, 4] for the focusing energy critical NLS with some focusing perturbation terms.
In this article, we consider the longtime dynamics behavior of (CNLS) below the energy threshold. First, we consider the variational derivation of the energy. As in [16] , we denote And for any functional F of H 1 (R 4 ), we define the variation derivation by
For each (α, β) ∈ Ω, we define K α,β (φ) = L α,β E(φ) = (α+β) |∇φ(x)| 2 − |φ(x)| 4 dx+ α+ 6 5 β |φ(x)| 10 3 dx, whenever φ is a function in H 1 (R 4 ). Consider the minimization problem m α,β = inf{E(ϕ) : ϕ ∈ H 1 (R 4 ) \ {0}, K α,β (ϕ) = 0}.
Since the nonlinear term in (CNLS) isḢ 1 -critical growth with theḢ 1 -subcritical perturbation, we will use the modified energy later
In this paper we will study the solutions to (CNLS) which start from the following two regions below the minimum m α,β ,
and
where (α, β) ∈ Ω. Before stating the main theorem, we give the definition of scattering which will be used later. A global solution u to (CNLS) with u(0) = u 0 ∈ H 1 (R 4 ) is scattering, if there exist u ± ∈ H 1 (R 4 ) such that lim t→±∞ u(t) − e it∆ u ± H 1 (R 4 ) = 0.
Now we state our main theorem, which describes the dynamics of (CNLS) under the threshold m α,β . Theorem 1.1. Let (α, β) ∈ Ω. For each ϕ ∈ K + α,β , we have that if u is the solution to (CNLS) with u(0, x) = ϕ, then u is global well-posed and scattering in H 1 (R 4 ). On the other hand, if ϕ is a radial function in K − α,β , then the solution u with the initial data ϕ will blow up at finite time. Remark 1.2. By using the same argument in this paper one can also obtain the corresponding results of (CNLS) if |u| 4/3 u is replaced by some more general defocusing |u| p u(1 < p < 2) terms.
To prove the main theorem, we need the following property of the minimal m α,β .
where W (x) is the ground state of the massless equation −∆ϕ = |ϕ| 2 ϕ, given by
We remark that this proposition implies that m α,β is independent of (α, β). We also have the properties of K 
Based on this property, we can denote K + = K + α,β and K − = K − α,β for simplicity. We will also prove the energy trapping property which manifest another important property of the regions K + and K − .
Proposition 1.5. Let u : I × R 4 → C be the solution to (CNLS) with initial data u(0, x) = u 0 (x) ∈ H 1 (R 4 ). Then, we have
This and the energy conservation law shows that if u is a solution to (CNLS) with the initial data u(0, x) ∈ K + or K − , the solution flow {u(t), t ∈ I} will remain in the regions K + or K − , where I is the maximal lifespan of u. Hence this proposition brings about many conveniences to our proof.
To prove the blowup results, we use the same method as in [18, 23, 24] . Indeed, the estimation of the differentials of the localized virial identity helps us preclude the global existence of the solution which starts from K − . On the other hand, to prove the scattering results, by local well-posedness theory in Section 2, it suffices to show that the global scattering size of u ∈ K + is bounded by certain constant. To this end, we turn to a proof of contradiction. More precisely, suppose the energy threshold E * is less than m, thus there exists a sequence of solutions u n in K + , with the property that E(u n ) → E * and u n ST (R) → ∞ as n → ∞, where ST (R) is the scattering norm we will define later.
By making use of the linear and nonlinear profile decomposition and the stability lemma given by [3] , we can obtain a critical element u c (t, x). We will also prove a crucial compactness property of the critical element dynamics, that is, {u c (t), 0 ≤ t < ∞} is precompact inḢ s (R 4 ) after module the translation symmetry, for all s ∈ (0, 1].
Finally, in the last step, extinction of the critical element u c , we use the interaction Morawetz estimates to deduce that u c actually vanishes. This is a contradiction to the the local well-poesdness theory(which implies that the solution with small initial data is global well-posed and scattering). It is worthwhile to note that, since we consider the scattering problem in H 1 (R 4 ), the mass of u c conserves with time and remains bounded, which makes this step more easier than the analog step in [13] . This is the main reason that why we do not use the longtime Strichartz estimates for the critical element u c . This paper is organized as follows: In the first part of Section 2, we give the notations in this paper and recall some basic harmonic analysis tools and the localwellposed theory of (CNLS). We prove Proposition 1.3-1.5 by introducing the variation method in the second part of Section 2. Section 3 will prove the finite time blowup for solutions in K − . In Section 4, we will construct the linear and nonlinear profile decomposition of the solutions sequence to (CNLS). In Section 5, we will finish the proof of the main theorem.
Basic estimates and variational method
2.1. Basic Tools. First we will present some harmonic analysis tools which will be used later. We define the Fourier transform on R 4 by
Based on this, for each s ∈ R, we define the differentiation operator φ(∇) by ϕ(∇)f (ξ) = ϕ(iξ)f (ξ). Hence we can define the homogeneous Sobolev norms by u Ḣs (R 4 ) = |∇| s u L 2 (R 4 ) and the inhomogeneous Sobolev norms by u
, for s ∈ R. We will also use the following two lemmas, which deal with the fractional derivatives.
Lemma 2.1 (Fractional product rule, [9] ). Let s ∈ (0, 1] and f, g ∈ S(R 4 ), then we have [9] ). Let G ∈ C 1 (C) and s ∈ (0, 1], then for any Schwartz function u we have
2)
r and 1 ≤ p ≤ q, r < ∞. Now, we are ready to introduce the Strichartz estimates and give the local wellposedness of (CNLS). First, we say a pair of exponents (q, r) is SchrödingerḢ sadmissible in dimension four if 2 q = 4 1 2 − 1 r − s and 2 ≤ q, r ≤ ∞. And we denote the dual exponent q ′ to q ∈ (1, ∞) by [15, 17, 28] ). Let (q, r) and ( q, r) be Schrödinger
.
(2.4)
If I ⊆ R is a interval, we define some time-spatial Strichartz spaces by
In view of this, we define u ST (I) as the scattering size of u on time interval I if u is a solution to Cauchy problem (CNLS).
For the sake of later use, by the Hölder inequality and Lemma 2.2, we give some nonlinear estimates:
As a consequence of the Strichartz estimates and the nonlinear estimates, one can obtain the local theory of (CNLS).
Theorem 2.4 (Local well-posedness, [3] ). Let u 0 ∈ H 1 (R 4 ) and I be a time interval with 0 ∈ I. We have:
(
then there exists a solution u ∈ C(I; H 1 (R 4 )) to the Cauchy problem (CNLS) with the following properties:
Furthermore, assume that u ∈ C(I max ; H 1 (R 4 )) is a solution to (CNLS), where I max is the maximal lifespan of u. Note that I max must be open by (1).
(2) The mass and energy conservation laws hold true, ∀ t, t 0 ∈ I max ,
A similar result holds when T min = inf
Similar to [3, Proposition 5.6], we have the Perturbation theory.
Proposition 2.5 (Perturbation theory, [3] ). Let I be an interval, u ∈ C(I; H 1 (R 4 )) be a solution to (CNLS) andũ be a function in C(I;
Then there exists δ > 0 depending on A such that if
Then we have ∇ u S(I) < ∞.
Variational methods.
First we recall the energy of the solution u to (CNLS) 18) and the modified energy
Recall in the introduction, for any functional F of H 1 , we define its variation differential by
Thus we have
By the definition of the region of (α, β), 20) it is easy to check that
) as n → ∞, which together with (2.20) implies (2.21).
We define µ by µ = max 2(α + β),
if 2α ≤ −3β,
As in the introduction, we define
On the other hand, if K α,β (ϕ) < 0, from Proposition 2.6, there exists λ 0 < 0 such that (2.27)
This implies for λ > 0, K α,β (ϕ λ α,β ) < 0. And by definition of H α,β , we have as
Next we will use the (Ḣ 1 -invariant) scaling argument to remove the L 10 3 -term (the lower regularity quantity thanḢ 1 ) in K α,β , that is, to replace the constrained condition K α,β (ϕ) < 0 by K c α,β (ϕ) < 0, where
And let
Lemma 2.9. For (α, β) ∈ Ω, we have
Proof. First, we denote m
α,β and m
To prove m
Next, we need to prove m Let
, and
This implies m c α,β ≥ m α,β . Therefore, we complete the proof of Lemma 2.9.
We remark that by Lemma 2.9 and the definition of m 
which implies that m α,β is independent of (α, β) if (α, β) ∈ Ω. Hence we can denote m by m = m α,β for any (α, β) ∈ Ω. Now, we can make use of the sharp Sobolev constant in [1, 29] to compute the minimization m, which also shows Proposition 1.3.
Lemma 2.10. For the minimization m α,β , we have
Proof. From Lemma 2.9 and (2.36), we have
where the equality holds if and only if the minimization is attained by some ϕ with ∇ϕ
where we used the fact that H 1 is dense inḢ 1 and the sharp Sobolev inequality
Hence we can define K
Now we are going to prove that the regions K + α,β and K − α,β are independent of (α, β). The proof is mainly based on the minimal property of m α,β and the relation between energy E and its variational derivatives K α,β , which is similar to Lemma 2.9 in [16] .
and ϕ = 0, then we have K α,β (ϕ) > 0. From this we have the scaling variation of
α,β such that the following properties:
By the definition of m and the fact that m > 0, we have ϕ = 0 and K α,β (ϕ) > 0.
Then, from the above two facts, we have E(ϕ λ α,β ) < m, for λ ≤ 0. And by α+β > 0, we have ϕ λ α,β → 0 inḢ 1 , as λ → −∞. But by Proposition 2.6, there exists 
which implies the left hand side of (2.42).
At the last of this section, we give the uniform bounds on the scaling derivative functional K α,β (ϕ) with the energy E(ϕ) below the threshold m, which plays an important role for the blow-up and scattering analysis.
Lemma 2.13. For any ϕ ∈ H 1 with E(ϕ) < m.
Proof. By Lemma 2.7, for any ϕ ∈ H 1 , we have
Proposition 2.6 and the continuity of K 2,−1 in λ, there exists a negative number λ 0 < 0 such that K 2,−1 (ϕ λ0 2,−1 ) = 0, and
By the definition of m, we obtain j(λ 0 ) = E(ϕ
This yields that
which implies (2.43).
Since K 2,−1 (ϕ) < 0, we have by Lemma 2.8
where we have used the fact that K 2,−1 (ϕ) < 0 in the second inequality. By the fact m = 
. Thus, we conclude (2.44). Case II: K 2,−1 (ϕ) ≥ 0. We divide it into two subcases:
dx, then we have 16 3
dx, which implies that
By the continuity of j ′ and j ′′ in λ, we know that j ′ is an accelerating decreasing function as λ increases until j ′ (λ 0 ) = 0 for some finite number λ 0 > 0 and (2.50)
which implies (2.45).
On the other hand, we have by (2.42)
and so (2.46) follows.
As a consequence of Lemma 2.13, energy conservation, continuous argument and Lemma 2.11, we deduce the following lemma.
(2.51)
(2.52)
, we know that if
, then
3. Blow up of K
−
In this section, we will prove that the radial solution of (CNLS) in K − blows up at finite time.
Let φ be a smooth, radial function satisfying |∂ 2 r φ(r)| ≤ 2, φ(r) = r 2 for r ≤ 1, and φ(r) = 0 for r ≥ 3. For R ≥ 1, we define
Let u(t, x) be a radial solution to (CNLS), then by a direct computation, we have
and 10 3 dx.
By the radial Sobolev inequality, we have
x (|x|≥R) . Therefore, by mass conservation and Young's inequality, we know that for any ǫ > 0 there exist sufficiently large R such that
This together with Lemma 2.14 and E(u) < (1 − δ)m for some δ > 0 implies that
Finally, if we choose ε sufficient small, we can obtain ∂ 2 t V R (t) ≤ −16δ 2 m, which implies that u blows up in finite time.
Profile decomposition
In this section, we give the profile decomposition of (CNLS) by the strategy in [3, 16, 22, 23, 24] . First, we give some notations for later use.
For j, n ∈ N, we denote T
4.1. Linear profile decomposition. Now we give the linear profile decomposition for the solutions sequence to free Schrödinger equation in the inhomogeneous space
Proposition 4.1 (Linear profile decomposition). Let v n (t, x) = e it∆ ϕ n (x) be a sequence of the free Schrödinger solutions with bounded H 1 (R 4 ) norm. Then up to a subsequence, there exist K ∈ {1, 2, · · · , ∞}, ϕ
and ω
. The error terms ω k n of the linear profile decomposition (4.2) have the properties: 4) and for any j ≤ k ∈ [1, K).
For any l < j ≤ K, and k ∈ [1, K), we have
Moreover, for each fixed j, the sequence h j n n∈N is either going to 0 or identically 1 for all n. We also have the following property for a free Schrödinger solution sequence if it is in K + .
Corollary 4.2. Suppose that v n (t, x) is a sequence of the free Schrödinger solution with bounded H 1 (R 4 ) norm satisfying that
be the linear profile decomposition given by Proposition 4.1. Then for sufficiently large n and all j, k ∈ [1, K), we have v
where the last inequality becomes equality only if K = 1 and ω
Proof. Since v n (0) ∈ K + and E(v n (0)) ≤ m 0 , by Lemma 2.14, we have
And from the linear profile decomposition, up to a subsequence, we have
and v j n (0)
for large n and any j < k ∈ [1, K).
Then also by Lemma 2.14, we have v 4.2. Nonlinear Profile decomposition. Now we are ready to give the construction of the nonlinear profile decomposition. The strategy here is the same as the 3D case in [23] and higher dimensional case in [3, 24] . Let v n (t, x) and u n (t, x) be solutions to the free Schrödinger equation and the (CNLS) respectively. And assume that v n (t, x) and u n (t, x) have the same initial datum ϕ n (x). By Proposition 4.1, we have the linear profile decomposition
(4.12)
Let u j n (t, x) be the solution to (CNLS) with the initial data u
with f 1 (u) = |u| 2 u and f 2 (u) = |u| 
when h Based on this, we define the nonlinear profile by u
when h j n ≡ 1, or
when h j n → 0 as n → ∞. Then we define the nonlinear profile decomposition of u n (t, x) byũ
Next we will show that each nonlinear profile such that u
Lemma 4.3. Suppose u n (t, x) is a solution sequence of the (CNLS) with the initial datum u n (0), which is bounded in H 1 (R 4 ) with u n (0) ∈ K + . Then we have the nonlinear decomposition given bỹ
Let I j be the maximal lifespan of U j ∞ , Then for t ∈ I j , we have that
Proof. By Corollary 4.2, we have that v 
This implies E c (σ
by Remark 2.15. And by the Sobolev embeddinġ
Hence, if t ∈ I j , we have σ
, which ends the proof.
Lemma 4.4. Let U j ∞ be constructed by above discussion and I j be the maximal lifespan of U j ∞ . Then there exists j 0 large enough such that the following property:
Proof. For any δ > 0, by the linear decomposition, there exist two constants j 0 and n 0 large enough with the property that: If n ≥ n 0 , then we have
If h j n ≡ 1, by small data theory of (CNLS), we have
If h j n → 0, by the Strichartz estimates and the Mikhlin multiplier theorem, we have
(4.23)
Hence, by the continuity argument, for sufficiently small δ > 0, we have ∇ U
. Combining this two cases together, we have
This ends the proof of this lemma.
Recall ST (I) = W 1 (I) ∩ W 2 (I) in Section 2.1. Now we define the scattering size σ
(4.24)
Then we have I j = ∞ and
And there exists B > 0 such that: for any given k ∈ N and 1 ≤ k ≤ k 0 , there exists
Furthermore, if (4.24) holds for any j ∈ N, then, for any p ∈ {12/7, 2} and j ≥ 1, we have
= 0, and s ∈ {0, 1}. (4.27)
Proof. First, I j = R follows from the local well-posedness theory of (4.14) and (4.15) and the scattering size condition of (4.24).
Next, for the first inequality in (4.25), by employing the Mikhlin multiplier theorem, we have
. 
In this case, similar to Lemma 4.4, ϕ
1 and by Lemma 4.3, we have
1. Thus, by the weighted Hödelr inequality, we have
On the other hand, if h j n ≡ 1, then σ j ∞ = 1. Similar to the former case, by the condition (4.24), we have
(4.33)
By using the standard continuity argument again, we have (4.31) in this case, which implies (4.25).
Second, to prove (4.26), we use
(4.34) Without loss of generality, we assume that k ≥ j 0 in Lemma 4.4. Hence, we have
On the other hand, by the almost decoupling condition (4.6), there exists
Hence, from (4.34), (4.35) and (4.36), there exists B 0 > 0, which suffices that for
Similarly, by the above elementary inequality, Lemma 4.4 and the almost decoupling condition (4.6), we can prove that there exists B 1 > 0, which guarantees that for any 1
Hence, by taking B = max{B 0 , B 1 } and
we have (4.26). Finally, we turn to the proof of (4.27). For the case s = 0, using the Hölder inequality and the Mikhlin multiplier theorem, we have as n → ∞
where we used the fact that (4.4) and ω
For the case s = 1, from the fact that
Hence, by the Hölder inequality and the Strichartz estimates we have
(4.40)
, then by using Lemma 2.5 in [20] and (4.4) in Proposition 4.1, we have
On the other hand, for p = 12/7, we define
as n → ∞. From this we can find v j ∈ C ∞ c (R × R 4 ) with the property that for any η > 0, there exists N j ∈ N, such that (h
< η, if n > N j . By the Hölder inequality and the Strichartz estimates, we have In fact, the linear profile decomposition implies
(4.46)
From this and (4.16), we have that for any k ∈ N, there exists N 2,k > 0 such that
Similarly, by the Strichartz estimates and (4.16), for any k ∈ N, we can find N 3,k ∈ N such that sup
where the δ > 0 is from the perturbation theory and depends on B and the uniform bound of u n (0) H 1 ((R 4 )) . Hence, by Proposition 2.5, (4.44) holds if we could show that there exist k 0 , N 0 ∈ N such that if k ≥ k 0 and n ≥ N 0 ,
To do this, if we define f (u) = f 1 (u) − f 2 (u), then we have
Hence, we just need to show that 
First, we will prove (4.51). Let u(x) and w(x) be two functions defined on R 4 , then if 1 < r ≤ 2, we have
By these two inequalities and the Hölder inequality, to prove (4.51), we just need to estimate
(4.57)
Now deal with (4.55). Using the Hölder inequalities, we have
58)
Then, by the Strichartz estimates and combining the above four inequalities with the fact that ω
Hence, by the property (4.4) of ω k n , we obtain that (4.55) tends to 0, as n, k → ∞. From the same method of (4.55) and the fact
in (4.26) from Lemma 4.5. we can deal with (4.56).
To deal with (4.57), we consider the terms having the form of
63) where s ∈ {0, 1}.
By the Hölder inequality and (4.26) in Lemma 4.5, we have
(4.65)
Hence, to prove (4.51), we just need show
where p ∈ {12/7, 2} and s ∈ {0, 1}. By Lemma 4.4, for any ε > 0, there exists J(ε) > 0 such that
Using the same method of proving (4.26) , by the almost decoupling condition (4.6), we have can find N k,ε > 0 such that: if n > N k,ε , then
where in the last step, we used the boundedness of ϕ j H 1 . Then, for p ∈ {12/7, 2} and s ∈ {0, 1}, by the Hölder inequality and the Strichartz estimates, we have
ε.
(4.69) On the other hand, for p ∈ {12/7, 2} and s ∈ {0, 1}, by (4.27) in Lemma 4.5, we have
which together with (4.69) implies (4.66). This finishes the proof of (4.51).
Proof of (4.52). Recall that u j (n) satisfy that (4.17) and (4.18), then we have
For (4.71), using a elementary inequality, (4.71) can be estimated by
For (4.74), we use density. By
we have for any ε > 0, there exists 
< C j for any n, then by the almost decoupling condition (4.6), we have
where by symmetry we assume that j < j ′ . Then for sufficiently large n, we have
where we used the fact that
. On the other hand, we need to consider
→ 0. Hence by the similar argument as before, we have for any ε > 0, there exists
for sufficiently large n.
Hence for large n, we have
where in the last inequality we used the almost decoupling condition (4.6) and the fact that
Hence, we can use the similar argument to prove that (4.75) tends to 0 as n → ∞. We consider the contribution of (4.72), by the analogue estimates in Lemma 8.9 of [4] . Indeed, if j such that h j n → 0, then we have
as n → ∞, which implies (4.72) → 0.
For (4.73), we have
as n → ∞, which ends the proof of (4.52).
GWP and scattering of K

+
In this part, we will prove Theorem 1.1 by the argument of contradiction. Firstly, we define the the minimal blowup energy of (CNLS). For fixed C ∈ (0, ∞), and any E ∈ (0, ∞), let
where u is the solution to (CNLS) on the maximal lifespan time interval I. Suppose E * C such that A C (E * C ) = ∞ is the minimal blowup energy. Next, we will prove that: If E * C < m, then there exists a critical element with energy equal to E * C and has some special properties. Finally, by making use of the interaction Morawetz estimates similar in [13] , we will prove that the critical element equal to zero, which contradicts with the small data theory.
Existence of the critical element.
Lemma 5.1. Let {u n } be a sequence of solutions of (CNLS) in
Then there exists a global solution u c of (
In addition, there exist a sequence (t n , x n ) ∈ (R × R 4 ) and ϕ ∈ H 1 (R 4 ) such that, up to a subsequence, we have as n → ∞,
Proof. For the sequence {u n } satisfying (5.2), by the time translation symmetry of (CNLS) we can assume that for each n, 0 ∈ I n . As the discussion in Section 4, we have the linear and nonlinear profile decomposition
→ 0, as n → ∞.
By Proposition 4.6, we have that there exists at least one profile j 0 such that σ
Moreover, we claim that there is only one profile in the profile decomposition. In fact, this follows from the definition of E * C and the fact that every solution of (CNLS) in K + with energy less than E * C has global finite Strichartz norm. In summary, we have
∞ satisfies i∂ t u + ∆u + |u| 2 u = 0 and
which contradicts with the results in [13] .
Hence we have h
∞ , which is a solution of (CNLS) and satisfies E(u c ) = E * C < m, which implies u c ∈ K + . (5.4) follows from the linear profile decomposition and the fact that ω
To prove (5.3), we only need to prove u c is a global solution. If not, we can choose a sequence t n tends to the finite boundary of I 1 . Then we have u c (t + t n ) with finite mass and satisfying the condition (5.2). Hence, by the above discussion, we can find a sequence (t ′ n , x ′ n ) and a function φ ∈ H 1 (R 4 ), such that
For any ε > 0, by the Strichartz estimates, we can find δ > 0, such that
This and (5.6) imply that
for sufficiently large n (up to a subsequence). Then by the Strichartz estimates and the Hölder inequality, we have
By the standard continuous method and the fact that u c ∈ K + , we have that
On the other hand, by Sobolev embedding relationḢ
, we have that u c (t) W2([tn−δ,tn+δ]) < +∞. Hence u c ST ([tn−δ,tn+δ]) < +∞, which contradicts with the fact that u c is not a global solution.
By the local well-posedness theory, if we take ε small enough, the solution u c (t) exists on [t n − δ, t n + δ], which contradicts with the choice of t n . Hence we have u c is a global solution.
5.2.
Compactness of the critical element. In this subsection, for the critical elements as obtained above, we give out their compactness property and an important corollary. Proof. By the observation that the mass of u c conserves of time, we just need to prove the precompacness property in the spaceḢ 1 (R 4 ). To do this, for any sequence {t n } ⊂ [0, ∞), we need find a sequence {x n } ∈ R 4 such that the set {u c (t n , x + x n )} is precompact inḢ 1 (R 4 ). If there exists a subsequence {t n k } of {t n } converges, the claim follows from the time continuousness of u c . If t n converges to ∞, by profile decomposition and the discussion in Lemma 5.1, there exist a sequence (x n , t
Hence we will be done if t ′ n converges to a constant. Thus we just need to preclude the two cases below:
(1) If t ′ n → −∞, by the Strichartz estimates, we have
Notice that the mass of u c and e , by taking n sufficiently large. By the standard continuous method, we can find that u c ST ([tn,∞)) < +∞, which contradicts with (5.8). 
(5.21)
Now we will estimate (5.13) and (5.14). By abuse of notations, we will write ψ(x) = ψ(|x|), for x ∈ R 4 . Notice that for each s and t, there exists a ξ(s, t) such that 
Let v = e ix·ξ(s,t) u, then by Hölder inequalities we have 
