This paper aimed to explore whether human beings can understand gestures produced by telepresence robots. If it were the case, they can derive meaning conveyed in telerobotic gestures when processing spatial information. We conducted two experiments over Skype in the present study. Participants were presented with a robotic interface that had arms, which were teleoperated by an experimenter. The robot could point to virtual locations that represented certain entities. In Experiment 1, the experimenter described spatial locations of fictitious objects sequentially in two conditions: speech condition (SO, verbal descriptions clearly indicated the spatial layout) and speech and gesture condition (SR, verbal descriptions were ambiguous but accompanied by robotic pointing gestures). Participants were then asked to recall the objects' spatial locations. We found that the number of spatial locations recalled in the SR condition was on par with that in the SO condition, suggesting that telerobotic pointing gestures compensated ambiguous speech during the process of spatial information. In Experiment 2, the experimenter described spatial locations nonsequentially in the SR and SO conditions. Surprisingly, the number of spatial locations recalled in the SR condition was even higher than that in the SO condition, suggesting that telerobotic pointing gestures were more powerful than speech in conveying spatial information when information was presented in an unpredictable order. The findings provide evidence that human beings are able to comprehend telerobotic gestures, and importantly, integrate these gestures with co-occurring speech. This work promotes engaging remote collaboration among humans through a robot intermediary.
Introduction
Telepresence refers to instruments that will allow us to work remotely in another room, in another city, in another country, or in another planet, and using these instruments will feel and work so much like our own hands that we would not notice any significant difference [1, 2] . Telerobotic pointing gestures, unlike verbal descriptions, locate and anchor entities in space [3] . They can simulate an image of spatial locations of entities in the listeners' mental representation [4] . In addition, it allows listeners to have a more elaborate encoding of the materials, resulting in a rich memory base for retrieval of the spatial locations [5] .
Researchers have built certain telerobots in the past. For example, the telepresence robot, QB [6] , was deployed in an office environment to investigate the benefits of a robot avatar as a stand-in for an office employee (Fig. 1A) . The employee controls the robot from a computer at his home. One of QB's robotic eyes captures high-definition video while the other was designed to point a laser beam at things. The laser serves to compensate for QB's lack of robotic arms for pointing. Embodied as a robot, the remotely located office worker was able interact with colleagues as per normal. Other types of telepresence robots for human environments are emerging in the areas of medical consultations [7] [8] [9] [10] [11] [12] , long distance education [13] [14] [15] and social networking [16] [17] [18] . Moreover, telepresence robots are being used as research platforms to understand humanrobot personal relationships [19] [20] [21] .
Many telepresence robots that have been developed do not have pointing hands. Take Rhino for example (Fig 1B) . This robot is an interactive museum guide robot that was deployed in a densely populated museum [22] . It was equipped with verbal, graphical and audio capabilities and it was responsible for giving visitors directions in a museum [23] . Because Rhino did not have pointing hands, it had to lead the way for the visitors to follow. In fact, Rhino could have easily pointed the directions similar to what humans typically do.
Another example is the telepresence robot by InTouch Health (Santa Barbara, CA). Telementoring has opened the possibility for expert surgeons to assist another surgeon from a remote location due to an increase of travel expenses [24] [25] [26] [27] . Recently, telepresence robots have been used to act as an intermediary between the mentor and the mentee [28] [29] [30] . The robots are lifesized, wheeled robots that can be controlled by a surgeon to maneuver in a hospital floor. The person in front of the robot can interact with surgeon. The robot's head is a flat monitor that can rotate (Fig. 1C) . However, it does not have arms. As with other forms of transferring a skill, demonstrations using verbal instructions together with hand motions and pointing gestures are critical for learning. For remote instructions through the web, pointing gestures can provide additional help because it reduces the reference frame conflicts (cf. [31] [32] [33] [34] ).
Specifically, the spatial locations of the objects can be described in relation to the location of the listener or to another object.
Pointing is a fundamental building block of human communication [35] .
The presence of pointing gestures is particularly essential for listeners when cooccurring speech is ambiguous [36] , e.g., a speaker says, "The door is on that side." It is unclear for listeners where the door is. However, a speaker can use a pointing gesture (e.g., points to his left) to disambiguate speech. To investigate the effects of pointing gestures on the human observer, we designed a telepresence robot with pointing hands and instructed it point to spatial locations that are associated with entities. We asked whether human beings can comprehend telerobotic pointing gestures. If so, encoding these pointing gestures should enhance humans' spatial representation, particularly when co-occurring speech is ambiguous.
In the present study, we conducted two experiments over Skype (Skype Ltd, Luxembourg) to address this question. In both experiments, the participants sat in front of a robotic interface. This robot has arms that can be teleoperated by the experimenter. The experimenter described the spatial locations of five fictitious objects in four typical rooms. The participants were then asked to recall the spatial locations of the objects by dragging them to the correct locations on a separate software. In Experiment 1, the objects' spatial locations in the room were described sequentially from left to right ( Fig. 2A and 2B and Movies S1 and S2).
In Experiment 2, the objects' spatial locations in the room were described in a non-sequential order ( Fig. 2C and 2D and Movies S3 and S4). In each experiment, the participants received two modes of descriptions from the experimenter: speech only (SO condition) and speech with robotic pointing gestures (SR condition). In the SO condition, speech descriptions clearly indicated the spatial locations of objects, e.g., "At your left corner is the computer," and the robot was not instructed to gesture. In the SR condition, speech descriptions were ambiguous, e.g., "You can find the computer over there," but the robot was instructed to point to the participants' left. The order of the conditions was counterbalanced. 
Materials and Methods

Participants
Forty subjects (32 males) participated in Experiment 1 and another group forty-two subjects (26 males) participated in Experiment 2. All participants were undergraduate or graduate students (18-30 years old) at the National University of Singapore. All were English speakers and have prior experience in using Skype.
They were recruited by email and were reimbursed $8 each for their participation.
Experimental Procedure
We selected five unique objects for each of the four rooms, i.e. kid's playroom, kitchen, living room and the bedroom. The results from the first room (i.e. kid's playroom) were discarded in the analysis due to the practice effects. To control for any effects arising from the experimenter's reading speed and tone of voice, we took the video of the experimenter while he was reading each text. The video for each room was 20 seconds in length. The participants were oriented on the experimental objectives and procedures as soon as they entered the experiment room. They sat in front of the telerobot interface and were asked to wear a set of noise cancelling headphones (SHN9500, Philips, Netherlands) to avoid any disturbance from the external environment or from the robot's mechanical movements. After the video for each room was viewed, the participants then moved to another computer with the custom-built software ( For external communications with the telepresence robot, a Structured Query Language server (SQL; MySQL, Community Server v5.5, Oracle) was setup on a dedicated server to host a shared database (Fig. 4) . The SQL database serves as the main link between the experimenter's computer and the robot. This SQL database needed to be hosted on a dedicated server with a static IP address to ensure that the robot could function anywhere as long as it had internet access without having to consider factors such as being on the same network domain/subnet. The experimenter sends a pointing direction command to the SQL database. The software on the robot polls the database for new commands every 250 msec. If new commands were found, the software issues the command for the robot arm controller to execute. The software then updates the database to indicate that the command has been carried out.
The experimenter and the participant communicated via Skype. In a typical Skype videoconference, it is common that both parties would make use of their webcams and microphones to interact with each other. We recorded the video of the experimenter. We created the effect of real-time interaction by using Skype's Screen Share feature to display the experimenter's computer screen onto the participant's computer screen. We prepared the playlist of videos on the experimenter's screen and relayed this to the participant's screen.
Texts
In Experiment 1, the objects' locations in the room were described from left to right in a sequential order. The direction was consistently sweeping from one object to the next at an angular difference of 30° (Fig. 5A) . The sum of the relative angular differences is 120° (Fig. 5B) . The texts are given in the Appendix, left column. For the SR condition, the descriptions in parentheses refer to the directions of pointing gestures. In Experiment 2, the objects' spatial locations in the room were described in a non-sequential order. The spatial locations were arranged in a pseudo-random manner to minimize the effect of presentation order. 
Results
Recall of Objects and their Spatial Locations
Experiment 1 (sequential) investigated whether the participants were able to comprehend the telerobotic pointing gestures. If so, they would be able to recall a comparable number of spatial locations in the SO and SR conditions. Otherwise, they would recall significantly fewer spatial locations in the SR condition than in the SO condition, since speech descriptions in the SR condition were ambiguous. produced along with ambiguous speech even yielded better recall than unambiguous speech. This finding highlights that speech with telerobotic pointing gestures is more powerful than speech description alone in conveying spatial information and enhancing spatial recall when the sequence of descriptions of objects was unpredictable. The order of condition was not significant [F(1,40) = 0.06, P = 0.81] and there were no significant interaction effects.
Effect of the Number of Words
We verified whether the number of words played a role in the results shown in Fig. 6 . We controlled the number of words in the text that the experimenter will read. The number of words that were used is as follows: kitchen, 38 words; living room, 39 words; and bedroom, 38 words. The proportion of correctly remembered objects for the three rooms is shown in Fig. 7 
Discussion and Conclusions
The present study investigated whether the participants comprehended the telerobotic pointing gestures and whether encoding these pointing gestures strengthened their spatial memory. Our findings showed that these were indeed the case. Specifically, when co-occurring speech was ambiguous, the participants could derive spatial information from telerobotic pointing gestures and use it for spatial processing. Thus, the recall rate in the SR condition was similar to that in the SO condition. Such finding has two important implications. First, like human pointing gestures, telerobotic pointing gestures convey spatial information, and second, they are integrated with speech. More importantly, telerobotic gestures can disambiguate co-occurring speech when necessary.
Speech-associated gestures convey information that is meaningful to listeners [37, 38] . Henceforth, incorporating gestures in human-robot communication can evoke meaningful social interaction. Research on the interpretation of robotic hand gesture is relatively scarce but these earlier findings were consistent. Kanda et al. [39] found that human beings responded to body movements and utterances by a route guidance robot while Oberman et al. [40] further reported that comprehending robotic gestures might activate the mirror neuron system that was previously thought to be specifically selective for biological actions.
In this study, we demonstrated the role of telerobotic gestures in shaping human cognition, especially spatial cognition. We focused on pointing gestures in which the robot pointed to a spatial location that was associated with a particular entity. Our results were consistent with the previous findings in human-to-human interactions that showed that pointing gesture serves the function of conveying spatial information to the listeners [41] [42] [43] [44] . Earlier studies showed that pointing simulates an image of the spatial locations of entities in the listeners' mental representation [4, 41, 45] . In addition, pointing allows the listeners to establish an alternative memory trace of spatial information in a nonverbal modality, together with the verbal modality. According to the Dual-Coding Theory [46, 47] and the Conjoint Retention Hypothesis [48] [49] [50] , verbal and spatial information are stored separately. Therefore, the presentation of both types of information allows listeners to have a more elaborate encoding of the material, and thus, a rich memory base for retrieval [5] .
Indeed, our findings suggest that pointing gestures produced by telepresence robots could facilitate language and cognitive processing in humans.
Thus, pointing hands should become part of the design of telepresence robots in the future. A striking aspect of this study is that the participants were able to achieve higher recall scores when pointing gestures accompanied the verbal instructions-even when the spatial locations were presented in a non-sequential order. This finding may have practical applications for remote collaboration tasks in which critical information about objects and their spatial locations are communicated. The non-sequential order could be analogous to the way information is presented during emergency situations in unknown and hazardous environments. There could be minimal time to organize the information; hence, the sequence of the spatial locations that is being communicated will be unpredictable. Furthermore, it is conceivable that the behaviors for indicating objects or demonstrating procedures (cf. [51] ) during face-to-face discourse will continue in web-based communications wherein pointing gestures will still be performed. Observational studies in video-based remote collaborations have earlier suggested that the two-dimensional field of view, which is the current standard in peer-to-peer video communications, is often not sufficient to show the full range of gestural motions in space; consequently, the "common ground" is not established [52] [53] [54] [55] . Conflicting reference frames between the speaker and the listener can also arise and parts of the speaker's face can be blocked if explicit pointing motion is made. When programmed on the arm of the personal robot companions for the elderly or for children, the robot's pointing gestures can provide a quick and efficient way to communicate object-spatial information to the listener.
To conclude, our findings in both experiments show that participants were able to understand telerobotic pointing gestures and integrate them in co-occurring speech. More importantly, they also flexibly turned to the pointing gestures when they were exposed to a circumstance in which they could not predict what would come next. This work promotes a more engaging remote collaboration among humans through a robot intermediary. 
