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О ПОНЯТИИ ОПТИМАЛЬНОСТИ ПРИБЛИЖЕННЫ! МЕТОДОВ 
РЕШЕНИЯ НЕКОРРЕКТНЫХ ЗАДАЧ 
Г. Вайнжкко 
Предлагается новое определение наибольшего отклонения ме­
тода решения некорректной задачи в случае, когда не только 
правая часть, но и оператор решаемого уравнения известны 
приближенно. Анализируются соответствующее понятая оптималь­
ности методов по точности. В частности, известный результат 
об оптимальности метода Тихонова со случая точно заданного 
оператора распространяется на случай приближенно заданного 
оператора. 
I. Hnwrtrunjgae отклонение в случае точно "гре­
того. ПУСТЬ Е  и Е  - банаховы пространства. А - ь - * Е  
непрерывный (вообще говоре, нелинейный) оператор. Пусть пра­
вая часть ^ уравнения 
4 ^ 4  ( I )  
известна приближенно f £ <5"), а оператор А извес­
тен точно. Следуя [3], под методом решения уравнения (I) по­
нимаем любое отображение <Р: F-*E (не обязательно непрерыв­
ное). Точность метода <Р на множестве Л, с. Е характеризует-
с я н а и б о л ь ш и м  о т к л о н е н и е м  ( с м .  [ 3 ] )  
А) - ыр UPlf-iull (2) 
Ц Ant-foil £<? 
Метод 5^. •. F~> t называется оптимальным на Ji, 
если 
5»-;Л)= ia-f 9- д); 




( Г ; М ;  P r > A ) / t f  =  < >  
о п т и м а л ь н ы м  п о  п о р я д к у  н а  Ж  ,  е с л и  
y(Õ- f  vÄ; trvf ff<T; Л-, 9- А), о<8$ЪС )  t-=con*b 
(иафжцун берется по всем методам). 
Хорошо жавестно (см. [з]), что 
C r v f  A)S SliaS) M }  A), (3) 
где 
ГЦ5)Л1)А) = ыр В<*гЧЛ- < 4> 
u-v^evU, 
Если А обратим, то Л(<5"; Ji; А) представляет собой модуль 
н е п р е р ы в н о с т и  А ' 1  н а  A M .  
В [з] неравенства (3) установлены при некоторых ограниче­
ниях на Ж , которые можно снять. В целях полноты изложения 
воспроизведем доказательство. Зададим С >0 и возьмем такие 
и,,и.
г
6vU,4T0 I|Au,-AmJ|$a<$" и Я и,-u.^ [(^.Q. (г5)Л;Д)-з.£. 
Сузив в (2) супремум по uevK. до максимума по ~ элементам 
и, и , для любого метода З3 имеем 
nAuJff$IN5 J 
Затем зафиксируем 5^ = •  £5- =• (А ил+A uz ) / д ;  о ч е в и д н о ,  I I A  и л -
-fr Ц4 S} tl Av I» [| < 5". В результате 
V C S j J L j P j A b m a x f t P f f - U i f l ,  I I  8 >£г  -  « a  | ( }  >  s ' t t r u x l >  
*^Q.(aS";jU.; A)-e.-
Ввиду произвольности £>o этим доказано левое неравенство 
(3). Правое неравенство (3) очевидно: для всякого метода Ps, 
обладающего тем свойством, что в случае непустого множества 
{иеЛ1: (lAa-^g-IUd" j оно содержит 3"V fg-} имеем 
И Ы ) Л 1 ) А ) .  
2. Наибольшее отклонение в случае приближенно заданного 
оператора. Допустим, что вместо А:Е"-> F известно его при­
ближение А ^ £Г-» F, такое что 
/IA^m.-Avl || £ V u g M ; corvit. (5) 
Под методом решения уравнения (I) будем понимать (ср. [3]) 
любое отображение Q; F * Ol -» где Ol - некоторое 
подмножество операторов из Е в F , содержащее точный опера­
тор А уравнения (I). Точность метода 0. на множестве -М с. £ 
о х а р а к т е р и з у е м  н а и б о л ь ш и м  р т к л о н е н и е м  
4 
урС<5фЛ1)С2;А)= H Q  ( f r ,  A J - и  Ц ,  (6) 
u-6vM,;fyeF, AjbUly ' 
IIA^ «,-£$• 
где Ol^ - множество операторов A^eui, подчиненных условию 
( 5 ) .  М е т о д  Q s  • .  F  х  - *  F  н а з о в е м  O i  -  о п т и м а л ь ­
ным на М, , если 
4-^,7; Л) Q Sy А)= Ytäy} М) <9; Л); 
а с и м п т о т и ч е с к и  С ?  -  о п т и м а л ь н ы м  н а  
I если 
brv [ч&,
г>Л) QSv)A)/tnf у($рЛ) Q) А)] =1; 
->о ' " 
(71 - оптимальным по порядку на ,/W., ес­
ли 
^Г5
у 7; vU; ) А) « с- tf5,7; vU; Q; л), e<5>56, 0<7^7« 
(с = со. иафимуы берется по всем методам б?; F х Cl -г» Е ). 
Покажем, что 
£^f»(<5"t^7);vU; А) 5 L'*-f 6;Л)$ 
Л). (7) 
Действительно, рассуждая от противного, допустим, что на­
рушено левое неравенство (7): для некоторого (?•• F * Ol £ 
имеем Q) Л)< х Л (г(5*4^); Л; А) . Положив в 
(6) = А получаем, в частности, 
^Р. If QCPs, А)-и,Ц < 1 Q(2.(5+&V);M, ,;A). 
«.ел., £?eF ^ ' j|Aci-f5-[u54£>^ 
Но Q(-.>A): F-^ E является методом в смысле п. I, и 
последнее неравенство противоречит левому неравенству (3). 
Этим доказано левое неравенство (7). Дня доказательства пра­
вого неравенства (7). введем в рассмотрение любой метод 
6Ц • F х Ol -> £, обладающий тем свойством, что в случае не­
пустого множества •{ ш e vU ЦА^и,-^s-ll*S+&y ] оно 
содержит приближение и,5>? = СЦ С fa Ay). Для такого метода 
f(<5; Vj <М/'} Qfr- j Л) = if ö ul| ^  
' 4.ev4,l5-<rF,A7€0t?  
2 5 
< -v<-c_p> I(u5„-u|| <: -клр Ü^-uJr 
u.eM.,faeF }A„eöCy 1 и,,ь. гьЛ 
llAu-Aitg-yHsyS-Wiy /IAi^-AUJIS 2,5+4^ 
= 11(2,544^; Л; A), 
что и следовало доказать; мы учли, чсо из условий <л.§^ е JA, 
ч,еМ; IIAyUfy-fe tlAyU--fs~H 4 в силу (5) 
следует I I А  и.- А«-^ || $ д,<5 + Ч Чг*[. 
В [з] в случае приближенно заданного оператора привле­
кается другое определение наибольшего отклонения метода 
<3 : F х Ос Е. В рассматриваемой нами ситуации это опреде­
ление выглядит так: 
M.)Q- }A v)= ьь-р КQ(fo; А~) - иЦ 
1 7 4*M,faF,AeCt, ' 
IIAu-h IlsS- ' 
(варьирование проводится не по А^, а по Л с центром в "точ­
ке" Aj ). Из результатов [3] следует, что в случае линейных 
операторов А е А, (  и некоторых специальных подмножеств МсЕ 
справедлив аналог неравенств (7): 
с 0  Л (5 4 й 1; Л; Л) i f ^ (5, *13 Л; Ö; А^) £ с, Q (5+ &<{; Л; Д), 
о'< С„, С1 = cotvyl 
(более обозримые оценки i.n| получены через модуль не­
прерывности А"1 ). Отсвда и из (7) следует, что совпадают 
понятия оптимальности методов по порядку, соответствующие <f и 
% . Понятия оптимальности и асимптотической оптимальности 
различаются. 
3. Построение Ol-оптималького метода. Допустим, что для 
каждого фиксированного Ае Ol в нашем распоряжении имеется 
некоторый оптимальный или оптимальный по порядку метод 3^-= 
= Õg.(v А) на Л : 
ы-р 'l A)~a|f*c ^4 ^ liSVal 0<5*5°' 
«еЛ(, ' S3 vtevU, £j€ F 
IIAu-fyd^ /lAu-^II^S" (8) 
где постоянная с?-) не зависит от А . Убедимся, что тоцца ме-
тод Qs^ F л Or Е является (^-оптимальным, соответствен­
но, Ol -оптимальным по порядку на vU : 
* ( 5 'V О) 
Действительно, запишем (8) для с уровнем невязки 
5 (вместо уровня 5 ): 
"Фгч<« |( < 
ueM,fe&Fj //AyU-fsll*Я+в-у ? 
<с, Chi HQ (fa Aj)-L 
Q. «.evU, fs^F: (IAyU.-'fs'II^S'+ву 
Беря супремум по A^eOl^ и учитывая, что 
•>ьор с*/ \(х;ч) $ vw-p X (*>МX 
*• * £ * 
приходим к неравенству (9). 
Таким образом, для построения С^-оптималышх методов до­
статочно уметь строить оптимальные методы при точно заданном 
операторе. 
4. Случай дуняйнпй яя!|ячя- в случае линейного ограниченно­
го оператора A^-£{E,F) имеем (см. (4)) 
Щ ^ Л у  A ) ^ e o ( S / M ' i A t ) s  ^ - Р  I I  « - И ,  ( Ю )  
иеМ'/ЦАиЦ{$ 
где _ 
М,' = Л-Л = I и б (Г\ и - а,-и
г
, ч,еМ, u zeMj 
- центрально-сшшетричное множество. Если Л выпукло, то вы­
пуклым будет и Л,'. Если vK выпукло и центрально-стметрично, 
то М/= ХМ. , и неравенства (3) и (7) приобретают вид 
cvf(5"; Л )  Л)< c g ß  ц > ( £ ) М . ) ! Р }  А ) $ л с о ( 5 } Л ) А ) ,  (и) 
N < 
со(&-*(>у,Л{}А)$ vCÕ/l') Л) Q) А) $ zv(5+x&y •, М-, А). (i2) 
Следующая теорема уточняет соответствующий результат [2J. 
Теорема I (случай точно заданного оператора). Пусть А е 
e<£(E,F)j vUcE — центрально-симметричное выпуклое 
множество, а метод 3$ : F-?f таков, что в случае непустого 
множества{и*М:ЦAu-^lf^J выполняются соотношения 
, м ,  к а ( Я > Ж ) - М 1 * < Ъ * . '  (1з: 
2* 
7 
Тогда этот метод оптимален по порядку на -ЛС: 
P s-;A)^[i + rn,aj<-(c 1 }  c 2}J у(&;М-)Р;А). (14) 
Доказательство. Имеем (см. (2)) 
Г(<?;М.-Рг)А)= von  5fs~ul 
F u.6tAu 
{«.еЛХ: 0 ffAn-j^f*# 
Здесь в саду (13) (c f+-t)vLL, 11А(^^)-Аи11$(с г-*^^, 
поэтому 
^CSjM) Pf) А) < cv((c^ 4)5"; (с,-н).Л(,; Л) 6 co(c£; cUljA) = 
= cco(5)M)A) 6 с £tvf tffJ; Л; 5) A), c=rwax|cf-H, сг-м} 
SP 
(см. (II)). Теорема I доказана. 
Теорема 2 (случай приближенно заданного оператора). Цусть 
А, А^.е^(Е> F), МсЕ - центрально-симметричное выпуклое 
множество, а метод 0$^ '• FxOt ->f таков, что в случае не­




= («bff+ty. (15) 
Тогда этот метод Ol -оптимален по порядку на М • 
(16) 
Доказательство. Цри фиксированном А^ё-Ot^ ддя 9^- = 
= (Зд-- (• , Лу) на основании теорема I имеем 
*"-р , t<3j,ff^A7)-n|I = 




} ]  C n f y ( f r f y } M - , P ; A j =  
- [l-t- rwa-xlc-vc^] Vkvf 'vu-p f(Qffs)A^)-«.|| 
б u6^f ?eF,|(A ?it-f 5(i<5 +^ 
Беря супремум по е (X« , приходим к неравенству (16). Тео-
ма 2 доказана. 
в 
5. Оптимальность матова Тихонова в случае приближенно за­
данного оператора. Цусть теперь F ж F - гжжьбертовые цро-
странства.Допустим, что некоторое третье гильбертово простран­
ство Н компактно вложено в F .'Обозначим через ^ edf(F ;H) 
оператор, сопряженный к оператору вложения Н в Е : 
(u,<r) e  = (Ju, v) H  V«e F, -ve/Y. 
Он вполне непрерывен ввиду компактности вложения Н с F ; тем 
более, он будет вполне непрерывен как оператор из Н в Н ; 
кроме того, J е £(Н?Н) самосопряжен и неотрицателен. 
В пространстве F введем подмножество 
=  { ч е Н :  Ы
н  ^
} c F .  '  
Операторы Л, A?6o£fF,F ) можно рассматривать и как линей­
н ы е  н е п р е р ы в н ы е  о п е р а т о р ы  и з  И  в  F  ,  т . е .  А , А у & о £ ( Н >  F ) y  
условие (5) означает, что 11Ау-ЛЦщ^$ . Под А* А* е 
6<Z(F,Н) будем понимать сопряженные операторы, построенные 
по паре пространств Н, F (а не Е, F ). Известно (см. [I, 4J), 
что в методе Тихонова ^ 
и
Л
= ( o c r + A W W f s -
в случае точно заданного оператора А возможен такой выбор пара­
метра ы-а(^М^) А), что метод будет опт—шиш на : 
-VW.р (la^-м,([
р 
= с.ц| |(3 5^-а|| stof&UL'jA), 
fffftF/ue.До ^ 
H A u - f s l l š f  ПАи-frlkd 
ю(5) • А) = 4-tcp II tv IL 
У  ueOly, |M|*5 Е  
(в (II) левое неравенство превращается в равенство). Цредписанже 
для вычисления °с=ы. (5• > А) заключается в следующем: 
а) вычисляем наибольшее собственное значение *•=>(£-) задачи 
~ > ( p l  4  ^
А
* А ) и ,  0 * * 4 1 ;  ( 1 7 )  
б) находим точку которой выпуклая на [о, lj 
функция >(£) достигает своего минимума; 
. / S'X*-




- собственный элемент задачи (17), соответствующий Aft). 
Из результата п. 3 следует, что метод Тихонова 
з 
9 
= (et Гч Ay Ay) 1Л ^  f j, ы.-ы CSf&i у )Ay), 
будет j£(£,F) - оптимальным на M.^: 
•^P Ku^-ull = tui w> UQ(£ SJA ,)-"-l| = 
ueMr;faF,A7  Ё Q 7  иеМЛ 5£Р,А Ш 7 
IIA7~AI^ (H,F) *h У VA1~Attj(H,Ffh~ 7 
IIA^a-|5"IU5+fe^ l|A^u.-^g-|| 
—  1,-vcp ( A ) ( 5 - * t b y " > )  -4у)^ с о ( 5 ^ 3 , j )A) 
! , A7~ 4'Wh,F) $^ 7 
(обычно и в последнем неравенстве достигается знак равенства). 
В приведенном выше предписании для вычисления oi следует лишь 
задачу (17) заменить задачей 
* d ^ W A ^ ) u '  оН^ -  <ю) 
Наибольшее собственное значение л = и соответствующий 
ему собственный элемент ut задачи (18) можно найти итерацион­
ным методом. Точку минимума t* функции x(f) проще всего при­
близить методом деления отрезка. Для этого нужно уметь судить, 
в какой стороне от очередного приближения £ е (О, О на­
ходится t* . Можно показать, что 
*»=£, если fS-+€^)l|^llH = р ; 




< ? IIA^ UfÜp •, 
Ь^-t, если > f IlAy 4+ll F  . 
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ON THE CONCEPT OP THE OPTIMALITY 
OP APPROXIMATE METHODS РОВ ILL-POSED IBOBLEMS 
G. Vainikko 
Summary 
A new definition of the maximal deviation of approxima­
tive methods is Introduced (see (6)) assuming that the 
absolute term as well as the operator of the equation are 
known inexactly. The corresponding optlmality concepts of 
the methods are introduced and analysed. The optlmality of 
Tikhonov's method with a suitable choice of the regulariza-




0 ПРИНЦИПЕ НЕВЯЗКИ ПРИ РЕШЕНИИ НЕКОРРЕКТНЫХ 
ЗАДАЧ С НВСАМОСОПРЯЖЕННЫМ ОПЕРАТОРОМ 
Т. Раус 
В настоящей работе рассматривается некоторая модификация 
принципа невязки при решении линейных некорректны поставлен­
ных задач с несамосопряженным оператором. Для некоторых ме­
тодов (метода Тихонова, явного и неявного итерационного ме­
тода) даются оценки погрешности без требования "истокопредс-
тавимости" решения. Аналогично как в случае самосопряженного 
оператора (cu.[2j), погрешность оценивается через наименьшую 
погрешность метода с данным уровнем погрешности правой части. 
Рассмотрим уравнение 
А  и  -  • f  ,  ¥  €  R  ( А ) ,  ( j )  
где А е. Н, F) _ линейный непрерывный оператор из гильбер­
това пространства И в гильбертого пространство F; допускает­
ся незамкнутость области значений R (А) £ F . Предполагается, 
что вместо I задано е F такое, что Il/f - flU <f. 
Рассмотрим класс методов решения уравнения (I), подробно 
изученный в [lj. Цусть- семейство вещественно-знач-
ных функций, определенных и измеримых по Борелю на таком от­
резке [0, а] , а>0 , что спектр бМ*А) с ГО. а]. Пусть при л-*0 
выполняются неравенства 
sun !ou(>)l 4  Х п  • ' • (2) 
О t W« 0 
s u p  Л '  i  { - Ла* (Х)| 4 Р ( 0 < р i ро) , (3) 
«1 >4 а 
где у, =, солг!, у.= I, р. > 0. Наибольшее р., при котором 
(3) имеет место, называется квалификацией метода. Приближен­
ное решение уравнения (I) строится по формуле 
и *  -  ( I - A ' A  < j 4  f A * A ) ) u e *  f r  ( А ' А ) А >  ,  ( 4 )  
где I - единичный оператор, A'e^fF.H)- сопряженный к А€.^(Н,F) 
оператор и и,- начальное приближение. Для методов (4) важную 
роль играют величины 
у, «• sup { SUp , V, * l;г» [я4 Sup A4 
«.»О 6$A<0 " *"••* #!>»« 
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Далее рассмотрим подробнее следующие методы этого класса. 
1. Метод Тихонова. За приближенное решение примем 
U«. = («."'Jt * n^'Uo). Это приближение имеет форму 
(4) о функцией ДЛЯ которой ir 
ро »\t, I- - У». 
2. Неявный итерационный метод. Цусть ,t=co»$l»Ö. Рассмот­
рим итерации 
(»<] * А"Л)и„ - «ш.,., • A'ff, и= i,a 
В качестве параметра регуляризации возьмем я« п. Для и, - и, 
имеет место представление (4) с функцией 
j «.о р 
А 
ДЛЯ которой у. *"'» Ур«(*г) , >»<* ' ЬаХ»* Ь/Т2 f ie 0,6382. 
3. Явный итерационна метод. Пусть ju е (О, Я./ВАМ 11). 
Рассмотрим итерации 
Uu « Un-t - А ( А  и».,-  f t ) ,  и = i, 2,... . 
Положив опять Д"П, ц„= и, , имеем для ц„ представление (4) 
с функцией h-1 _ х 
' 2 u - л"Г 4-fi-аД?, 
" jt е ' 
для которой у= Хг » Е р/(ц*Ж, р.~ -о, у.« fp, у. « 4У/Г. 
Отметим, что для этих методов выполнены ещё следующие 
соотношения: 
I I 4  11 - Ag t(A)| (Ot Ata Oin,<R,)#  (5) 
X /\ *• Iq.fa,)! i (п-0, öiX,* 3, <a), (6) 
5«<jn Г (1 - Ac)*, (A)) = 
= S'«J» Г (I- X^Q)) <^и
ж
(АУ] ( 0 i X * о, л., ** ••> 0)_ 7 
Сформулируем теперь правила выбора параметра. Введём 
оператор ßw, положив ^ 
п С Г-А*Аа,(А*А))1г) если ро<*>, 
Da Т 1, если р»-= »о. 
Правило П1. Зададим числа у 1, <
а 
>, t,. Если 
И80 (Au.-V#)ll $ J , то положим л=. О . в противном случае 
выберем такое я>0 , чтобы выполнялись неравенства 
1.6 * II ßn (Au,-#,)» < (8) 
Для методов, приближенное и, для которых можно вычислить 
при каждом к»-0(например метод Тихонова), параметр выбирается 
4 
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по правилу Ш; для итерационных методов используется 
Правило П2. Зададим число . Если П80(Лц0- fa)4 £ HS, 
то положим и=0 . В противном случае выберем наименьшее число 
п>0, при котором выполняется неравенство 
| | В д ( Л и , - М Ь  и. (э) 
Поскольку для методов 1-3 ilßn(Au»-^}|l - убывающая функция 
от п и llßn l)i i, £i«, II Aun-hD t S (CM.[I]), то выбор пара­
метра по правилам П1 и П2 всегда гарантирован и легко реали­
зован. В отличие от обычного принципа невязки в данном слу­
чае для методов конечной квалификации к невязке предваритель­
но применяется оператор С I- Р\"(.А*А)У/(3?'\ Отметим, что для 
метода Тихонова и его итерированного варианта - Bn= fjt пА'А)" * 
и норму IIB, САиц-М можно вычислить через скалярное произ­
ведение , 
И ß * ( A u =  f V C A u n - U ) ,  / W f r ) .  
Теорема. Пусть llff-ДОь 6 и и, - ближаюцее к начальному 
приближению решение уравнения (I). Если для метода I пара­
метр выбран по правилу П1 или для методов 2 и 3 по правилу 
П2, то для этих методов имеет место оценка 
II Un(#) - u» И * у» S fff») (f + (10) 




ш  а - А ' А ф О Г А й ь . *  t y W A W i ,  (И) 
jž A  = гиач wiivi fV/A) f  (12) 
Ae 6 C/f А) А'еСМ», X'» > 
А 1 • 
С«,-
*+-{£? при t,tl. „ |+ L& 'I 
(13) 
при t, » в,, 
{Х«х при р. г -,'^iVtp. J нрн л- (14) 
Vf jf'/p1 * c.'w(e.) , ; (I5) 
для методов I, 2,и 3, соответственно, 
шСс)* (S'VT-l)-1; (ЫиеГ; (А+ < И .Г, (16) 
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s(e) «• 0;  £ • max (l,  УТиТ/V?), 
9 » =  0 ;  I ;  I ,  9 2  ,  C n  =  4 . 0 3 ;  1 . 7 % ;  i ,  6 4 ;  
для методов 2 и 3 (, = 
Доказательству теоремы предпошлем некоторые леммы. 
Лемма I. Для методов 1-3 имеет место неравенство 
• 4 * II CJ-Mg. (А-АЖо.-иЖ , Р« Г}'4 -< (17) 
{p»U с„ 5UPГIKI-Л"Л0„(АЖи.-и.)|% 
J 3> о nie ' 
где 9„ = ö; i; 4,92 и с
м 
1 4,°3; <1,28; i.04 соответственно 
для методов I, 2 и 3. 
Доказательство. Обозначая через л, точку минимума функции 
4M-- 11а-А'/1д
л
(/ГЖи.ч,„)|!Ч и "с 
получим 
II (г- А*А^(А70) (u.-ujr > при 
Поскольку д„ (х) неубывающая функция от ц , то, используя пос­
леднее неравенство, получим 
S u p  i n f  "flKl-AVlo« M"/4))(ü.-uJJ|°+ Аа
ж
*£|)<£*$ > Xvo nvö " У 
> sup »>iy> "f lh| L  y» (Ae-n) J * Л а » ( Х ) б 1 ,  i j*? - (то) 
^ * 0  П . ' Л .  л >  л „  
~ (S* sup f^iv, { L $.'(п 0-гС)* AcjüCfiJ^ AgÜ.COl. 
>1 О n*«. 
Для метода I функция Kn) = J«4a.-0 +Ag* (А) имеет вид 
4M = Сп,-к)/Ч * n А/(i* i?A) и лэгко проверить, что в случае 
А 4 6./п. (4„* С>аЗб) функция "к п) имеет на отрезке Г б, п.1 
единственную точку минимума - точку п- п., а в случае А'в„/п. 
точка минимума может быть в точке /ь <./А или л« л. Учиты­




(Д) , ПОЛУЧИМ теперь после 
несложных вычислений 
д» г, , . у* 1 njA г 
6 sup г».* t 1 иП ч Tiwõ-h 
rä Г >n.' r ( АЛ.' 
= d »1<XX ? sup (/+
П
,Д)' , 5-up L rhlh I а»Ле.У > 
а, Ai Vn. 1,1ч t.A. 
3« -is_ + -iil— )]? * 0,2.36 n.d* С 
4  MU 6.')*/Jj (403/, 
4* 
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что вместе с (18) доказывает лемму для метода I. 
Для метода 2 рассмотрим случай д.?i (в случае n.i I спра­
ведливость неравенства (17) очевидна). Используя неравенство 
(11- V) * 6 2 * при ft.W и выбрав Л» i/Qn,*), получим 
сГ sup rwlh f 'W До; (X)} >, 
й*о um. 3  
2 -j- Ми f l»,  ^Г^Л.-А)-l-n.fi-)] П. (j.-(j+nj 1) "') } * 
* *6*. '  • 
> £ w, { 1»# t <•(»..«)-5r'» ,-£4 
•• A4«. v''',y • 
Для метода 3 рассмотрим случай л. > $>„ . Используя нера­
венство - 5>
и 
/л.) < е Пу" при п,-? р„ и выбрав А = А. = 
, доказательство проводится аналогично. 
Лемма 2. Для методов 1-3 имеет место неравенство 
sur w {Ла-АеЛд,Ш))(й.-и,)/|% Аа.ЧдМ'р * 
i txax f $>
л  
s u p  in# |lu*-u»ll, <f DA»"'} 
7, li?-fit f 
где величина ßA определена формулой (12). 
Доказательство. Обозначим 
цЫ,Х\ = {IKI-AMgnCA^Cu.-ujft А 
и докажем сначала, что 
SU» il/ уСп,3) i wax [ Sup Ih/ у (я,» 6ЧА1Г} (19) 
A*S ivvi Яббгл-л; а»о 
Обозначим через п(А) некоторое значение параметра я , при кото­
ром у(»))*у(пWX), и через Д» некоторое значение па­
раметра А» при котором 
5«р i«/ 1р(я,Х) = у (л (X), 3.) „ 
>»0 Л%0 
Предположим сначала, что А„ 4 llfi 'AII. Обозначим 
Al - Мл i К) • А ; А, = 01 а X А , 
U<^), Де6СЛ*Л), л tl. 
Тогда, очевидно, справедливы неравенства 
у(я(АД Aj < yCn(Ai), А») fi-'Л), 
sup ih^ iyCn, А) » у(п(А-.), X) 6=(,Я). 
На основании последних неравенств и (6) получим 
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su.p t f C n , A) 
X'/O я v о 
sup £и/ yfn Д) 
> 6 6 С А'А) "»'О 
ho i vi Ил ax 
j ^»»i) 
f  yU(A;X Д
в
) 1 . 
ž Hi I h 1 ? i 
141 L tp М;),Д;) J 
Sl • •*•(«?. f?Kff, I» 1,2 (. ^na,-
откуда, учитывая произвольность величин Ae, Ai.X, вытекает 
неравенство (19). 
Если А „ >  V A ' A I I  , то, учитывая неравенство Ад«(Х) < 4 при 
каждом n, А >/• 0 , получим 
SUj. inf Y fs, Д) = у (я О."), X) 5 
>16. о *>0 
ž  V ( * , X )  -  S / Л ? .  6  S / I I A 1 I  
и неравенство (19) имеет место и в этом случае. 
Нетрудно показать, что для каждого Д&еСА'А) существует 
^€ F такое, что и 
* « j : w «  1 ^ С А - Л ) Л * ^ , - / ) 1 '  v * > o .  
Отсюда с помощью равенства 
Ua-U, - (I- AV)q,OVA))f U i_ u <) +  у п(/ГА)А"(?-/) 
и соотношения (7) полуодм 
sup ы1 { ЙП-А'Ла.САШи.-и»)!) 1* Ag/COS*? 4  5 
>е€<Л*А1 л. "-б 
$  « и
Г  
W  ( 1 К 1 - А е Л а „ С Л , А ) ) ( и . - и . ) | | Ч  
1,41'fhS 
4 St*p I|Ga-UJI, 
J, n7-^ttf л»о 
что вместе с (19) доказывает лемму. 
Демма 3. Пусть oi, n.vO . Тогда для методов 1-3 при лю­
бом ve Н и при любом л, таком, что п,»,п, , справедливо нера­
венство 
и (i-a-a^ca'ami4 5 с a. а) и a-ATI g*, м-дм* 
+ 2 U)(t)(n l-n,tcl(c))j' II ßn,(I-A*A<in. 0*А))АУИ , 
где функция u>(c) определена формулой (16) и die)».6; Ö; the /2 
соответственно для методов I, 2 и 3. 
Доказательство аналогично доказательству леммы 2 в [21 
и здесь опускается. 
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Доказательство теоремы. Докажем сначала, что имеет место 
неравенство 
Й -ч,|| 6 у, s<U J + 
ihj {11Л-А*Л
ч
,МУ\))(ц6-и.)||% ^ \6'}'* 
Имеем 
u f t  -  и , - ( I -  A T I  < 3 .  (А*АЖи.-и п) • 9» (А'А)А*ф4), (21) 
ß 4 (Au „ - f r )  =  BhCI-AVymU«.-«v>-
- бЛТ-АМд, (22) 
Из (21), (3) следует, что 
IIUn- и,1/ 5 II а-А*Л<у,(/ГЛЖц.-иЛ1+ (23) 
llß„CI-A7^6A"A)IU (24) 
Ддя определяемого по правилу ИГ или П2 л^п(б) на основании 
(8), (9), (22) и (24) получим 
II *(Ы)сГ, (25) 
II6«^ (I-A'A^cmA^JI * CL-iU. (26) 
где <у»0 для метода I и<^«1 для методов 2 я 3. Обозначим 
через П» значение параметра, при котором функция /(л)= 
= HCI-A*Acj, ( )(«.-и.)Ц\ /Ли j1 дортигает минимума. 
Предположим сначала, что n, Тогда в силу (5) 
О(1-А-А^бГЖ«.-и.)]| i па-ATly*. <27) 
Элементарный счет при п. А пС/)- <у дает для методов 1-3 
II 13,^(1- А'А^ул'АМ а-А'А^ШТ il 4 
< м, 6,to (д) U-Аа-МпСАГ 5  
>>6  _  „  
откуда 
II6nc«)- t  (I-A A^Hil^(A*A))A(40-u*)ll~ 
< У«/, (Vctf-qr-vT*4 ll(I-A'A<2b(/iaA))(ü.-4Jll, 
и на основании (26) получим 
II (1-АеЛ^ <Х-0<Г. (28) 




•  и  { { I I Q -  Ä V t a .  ( А *  A ) )  ( u . - u * )  Г  *  у  *  n  J * } " ®  +  
n»,o 8 
V rv>ax 
J" Ut V л Ci)'/ у» • I ry,ax шах >? , г—f— 
ц., Ч1 e '«j*-» n, + 5 'с») л 
y./Sa)'//. I < 
fhexx m Ä * У 4% **' -r sfo) J 
*•/ Ae t 1в)~^ (у«* У») ^яШ(i* - I) 
i  may , 
откуда на основании (23) вытекает неравенство (20) при я.**ö). 
Предположим теперь, что п.>, и(Д Так как J.1-» i 
при , то выбрав в лемме 3 с-.с. , с помощью (25) получим 
Ö (I -А*А^, (/ГЖи.-и,)Г i 
4 2 Lu(c,) (Л, - (<,» l/J1 + G.U»(c) II CI" Л*Лg«, 0MXU.-U,)|! 
Поскольку на основании последнего неравенства 
Ш-А-А<^ГА»А))(и.-и.)Ь y.CT<f < 
1и/ { IKI-A*A<,.CA*A))(u.- u.)fl% ;Л*<ГЛ Ч, 5f«.)J 
Ivo 1 
V vCc.y У iC'l.-nCjKoKc.^l'&a'^ Wciiut- Гк /lf/сГ 
< ГУ\ лу may , —; '——' & 
<j-»o в., г *j* $•*(ьр 
V С. toCc.j \/ х- л 6f)+4' + jf» inU)'/jf, 
< tyvcxx rx<x X ' • 1 * ®— ~ 
•jVO к, X >- l£f) I 4+ * 
— ^ f у»/£»У +  = C« A  , 
то в силу (23) неравенство (20) имеет место и в случае А, >nOÖ. 
Теперь, учитывая неравенство тлх при 
(,,«t, из (20) и лемм I, 2 непосредственно вытекает утвержде­
ние теоремы. 
Без доказательства отметим, что в условиях теоремы оценка 
(1.0)—(15) имеет место ещё для итерированного варианта метода 
Тихонова и для метода задачи Ноши (их определения см. в Lil)• 
причём соответственно 
и,(с) = ? и-0; с н- V5-; *Сс)=0; 
ы Ct) » (4+?ие)~*,- j>„=C; с„ = i оч ; sfd)= О. 
Для метода спектральной срезки в виде u-л = ММУСГ- Pft))A"/f 
удается доказать оценку (доказательство в некоторой мере 
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5* 
отличается от приведенного) 
где 
^-*1 " i t  /  V Й,1- / z C«, = &а+ I . 
Если вместо оператора А известно приближение «КН F) 
такое, что ЦЛ^-ЛЬ^, и в правилах П1 и П2 вместо сГ положить 
(У+^Ни.Ц, то теорема имеет место, если в ее формулировке вмес­
то 6, А и ^ положить, соответственно, <$* хSu,II, и Л^и, 
В заключение приведена зависимость коеффициента с = 
^гиахСс^^) от для некоторых методов. В таблице под­
черкнуты наименьшие значения коеффициента с для соответст­
венного метода. 






2,92 2.37 2,39 2,42 2,44 2,80 5,99 
5,51 4,22 3,50 2,96 2.66 3,20 9,01 
5,29 4,06 3,38 2.88 2,92 3,42 9,09 
3,74 2,95 2,57 2,61 2,66 3,20 9,01 
2,40 2.14 2,18 2,23 2,28 3,00 11,00 
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RESIDUE PRINCIPLE РОЕ ILL-POSED PROBLEMS 
WITH NON-SELF-CONJUGATE OPERATOR 
T. Raus 
Summary 
A modification of residue principle for ill-posed pro­
blems with non-self-conjugate operator is studied. Error 
estimations are deduced without the requirement of the 
smoothness of solutions. 
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СВЕДЕНИЕ ОДНОЙ ОБРАТНОЙ ЗАДАЧИ НАСЛЕДСТВЕННОЙ СРЕДЫ 
К ИНТЕГРАЛЬНОМУ УРАВНЕНИЮ 
Я. Янно 
I. Введение. Рассмотрен задачу, которая описывает колеба­
ния однородного наследственно-упругого стержня на интервале 
с временем -fe [о о»): 
+ ^ (4- <ССц(*)Л )do = с£ ; ) 
/  о < 4 < о о ;  V 
lt~ (j^i о) = ±^ о t i(-x. (• °/-tr) — Ct-). J 
Здесь Ü(x,±) - перемещение материальной точки стержня, 
- заданная деформация в точке х= о и - функция, ха­
рактеризующая наследственные свойства стержня. Функция ХШ 
называется ядром ползучести. Её резолвенту R(4-_), которая 
определяется формулой 
RW- W) + f«(+-s)»=o 
называют ядром релаксации. Иногда используют и модифицирован­
ные ядра fh (4-) и £<(4) , которые связаны с Ж+) и Я4-) фор­
мулами 
Ш) - i , 
Ж) = & /-f) + fr-s; (2) 
Согласно физическому существу ^ (-(-), (4-) J ) %(4) не­
прерывны, положительны и < 1 } Ri(+)dt-<ooJ 
f)7^)cU <~= )  $~*Г(+)с&-(см. f5j). Отмеченные 
свойства функций (4), К(4-) математически яв­
ляются следствиями свойств Во многих наследственных мо­
делях делают более строгие предположения о WW, а именно, 
что она монотонно убывающая и выпукла. Это тоже связано о фи­
зическим существом модели. Такой подход был использован, на­
пример, в 11] для изучения свойств фундаментального решения 
волнового оператора с памятью. Но эти свойства 7CL4-) уже не яв­
ляются следствиями соответствующих свойств К(4). 
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Наша цель - исследовать разрешимость обратной задачи, ко­
торая была поставлена в [з]. Она состоит в следующем: найти та­
кое ядро К(+), при котором решение прямой задачи (I) 
удовлетворяет дополнительному условию 41ц (£,+)•=• где 
- заданная функция. В [3] и [4] рассматривалась возмож­
ность решения обратной задачи на основе методов оптимизации. 
В данной статье мы сведем задачу к интегральному уравнению 
Вольтерра первого рода. 
2. О существовании и единственности решения 
прямой задачи 
Теорема I. Пусть функция ^0-) непрерывна, положительна, 
монотонно убывающая, выпукла и °о . Цусть 
£. С 3[о/~), *ъ(о) = о и найдутся константы 
/W>o,=<.fe[R такие, что He c t^ )  где 
2, 3. Тогда задача (I) имеет в классе функций 
U - ^ £ С*С [о )«о)х to;"-)) : PP. г I It fa jj-)) < 
^ j I I ^  Не j х, х*,4, -t-ir j единст­
венное решение, причём &(<,•£)- о при x^-a-ir . 
Доказательство. Применяем к задаче (I) преобразование 
Лапласа по переменной i С f(^~) С РШ) - )~F(4)е~ 
ре С).Обозначим ^ ку , J С К(*,+)) = и (к, j>) , 
= &.(у). в результате подучим задачу 
и**ы> V" +*)*(<, f)=°, (3) 
Общее решение уравнения в (3) следующее: 
и(«,у) =  с<(у)г 'V 
Здесь и в последующем из двух значений квадратного корня вы­
бираем 
еттт- + -
' •* чД ^  1*/^ I + RefclpH)) 
(жав ннже увидим, знаменатель второго слагаемого не равен 
яулю). 
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Рассмотрим поведение функции (~ Ск(рМ -+ 
на полуплоскости у "> * > 0 • В силу свойств функции К to 
&к^) = Оь^гсМ- *о , &р«-, 
Ohui^)- - jc е" ^ (f)-eöiAjrt «#- < оу & j? => с, Otc^o 
(CM. [i]), И ЗНаЧИТ 0<^/»Л.х<у) = — /frejh V/c,p ,  ^#Р> о . 
Следовательно f ' 
^ О + P + 0 «  +  
* I + р, ,
о £ (lhtf^H-4 |+ йг <К(у>м)) I 
< - <2^ (Š: _ ^ ) < 
£ - fU(.1 s^g<K(^£j _ ^-0 - а» (ž-4) ^ 
при ß*tj> > ei j.с j £ > -f„ . Отсвда следует, что 
^ ^~ sF W^-ti )~ ~ ^"X f R.ej>>ot>o . (5*) 
Изображения функций из класса С имеют свойство 
uf»,'p?-> о при £р|?->°° равномерно по х и Действительно, 
/ Ы х ' Г ) , =  I  )  š  
* м /~ ß<rx^ -у°  
Если теперь допустить, что с<(р) в форцуле (4) имеет ненуле­
вые значения в точках, где j? имеет сколь угодно большую 
действительную часть, то в силу оценки (5*) в этих точках при 
первое слагаемое по модулю возрастает неограниченно, 
а второе слагаемое сходится к нулю. Но это противоречит полу­
ченной оценке и<х,р}. Следовательно <Vjv = с в какой-то по­
луплоскости -Etppy и из формулы (4) с учетом начального ус­
ловия в (3) получим 
Ut*'PB ' , Ь
Г
>у . (6) 
Тем самым доказана и единственность решения задачи (I) в клас­
се 
Для доказательства существования решения используем сле­
дующий результат (ом. 12]): Теорема А. Если функция кок-
6* 
2 3  
вдексжей переменной f^) аналжтячна в какой-то полуплоско­
сти н оцежнна I {(^1 < с. lj?]-' i v^*£ , то сущест­
вует оригинал t f(p>) = FO) f причём функция R+; не­
прерывна на 0,~) ; F6o)= о и I R+) I < 
Известно, что кСрЗс цри равномерно по у 
(ом. [I]). Также ) £ (\e*(w) I ^ М (Яу-*)'4 Поскольку 
^  ( ^ 9  -  ^С О )  -  Y=  J 3 -
- ^ /Со)) то I^UC /|?)~3 при Так ж |к/р.>1<1 
прж у. Учитывая ещё (5'), получим жз (6) 
/ц(х, р> / < cj 
Отсвда I ) < с у- и из уравнения в (3) 
) < с 1рГ *, &р Функция аналитична 
при в силу аналитичности К(^) и (свойство 
преябразоваяия Лапласа (см. [2])). Условия теоремы А выпол-
жекн для и U, j?l , <*, . Их оригиналы есть 
КЫ,±) , , Ах* U,±) . В силу этой же теоремы функция 
KU^~) принадлежит классу U . 
В заключение докажем утверждение U(.х^) = о; х =? л/ .. 
Фиксируя 4^1 и используя формулу обращения преобразова­
ния Лапласа, имеем 
ли,-К)- Г~сГЧ-
' Ü.SWJ7>T< I 
= j ( - -^зг ^ \ J = 
' v -?• гиттг, J Г 
_ у-* ( G ~ ^V^+PM | = О 
\ JD Т I ' '4- -С С? 1  
Г
+ 4 I^JRŽ 
поскольку функция I 
- <? ~ ^ ^ * 5^° 
•F V(F >• 1 
тоже удовлетворяет условиям теоремы А (экспоненциальный 
член ограничен в силу (5)). Теорема доказана. 
Проведенное рассуждение позволяет установить существова-
жже обобщенного решения задачи (I), если начальные данные 
обладают меньшей гладкостью, чем в теореме I. Естественно на­
звать обобщенным решением задачи (I) функцию пре­
образование Лапласа по + которой является решением задачи 
(3). В дальнейшем нам понадобится величина ÜK(^). Поэто­
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му от обобщенного решения желательна гладкость С (LO,—)XLo,—)) 
Несложная модификация доказательства теоремы I дает 
следующий результат 
Теорема 2. Цусть для %(*-) выполнены условия теоремы I. 
Цусть c lLo,°°)  ,  v?./o) =• о и найдутся Мго, 
такие, что I^=у)(4-) )< Н**4 у- Л • Тогда задача (3) 
имеет единственное решение оригинал которого it(*,±)= 
= принадлежит классу ü- j £ С \ io^x 
•• lüWKH,^ , ЭЩВИ 
(I) найдется единственное обобщенное решение из класса $ . 
Кроме того, UU,-t)-c> при *?<*/. 
3. Сведение обратной задачи к интегральному уравнению. 
Поставим теперь задачу определения К.Щ, располагая допол­
нительным данным о решении задачи (I). 
Теорема 3. Цусть функции и itW удовлетворяют ус­
ловиям теоремы I. Цусть функция (f)j определяемая выраже­
нием (2), непрерывна, положительна и Тогда 
jfV-A-; удовлетворяет интегральному уравнению первого рода 
Jv •=- £(-^t) , С Ž V-, < =O , (7) 
где 
L' •%(- (7е) 
и Их ((,+). 
Доказательство. Обозначим )- , ÄY/?> = 
= М|>). В силу (2) 
*(|>'- k i f f h  i j  
Свойства Л /V-; гарантируют сходимость о , 
(см. [il). Согласно тому, как мы фиксировали значение квадрат­
ного корня в доказательстве теоремы I, Хй^>м = + 1 
и из формулы (6) имеем 
(8) 
Делим полученное равенство на % и дифференцируем по р. 
Это возможно, поскольку изображение Далласа является аналитич-
дым. Итак, 
^ =  ( -  £ (  ^  ^ Ч 4 >  
или " 
(9)  
Применим к этому выражению обратное преобразование Лапласа 
(оригинал fff) , как известно, есть -4 (см. [2])).  
Получим 
1*1^1 V„(4-S-T)VV(T)е£г&, + 4) jf^ p/(4~s^-) Ife (т)с1Ыъ 
= 7 С<- V W ъ - § Jj- Л) -
~ 3- Jo , 
откуда после преобразований имеем 
L *<(<>) J^C- $ ^ +-5 -Г; ^J4~i-r) t^lr)) <£r<£? =r 
= i 7 (~§:+Z}-+) . 




л, х, <у (- 6 vw-s-г) v, w + ie.a-*--)wr))*егс&, = 
= - , 
где % ^ 4 / —= . .После замены переменной ^ & при­
ходим к уравнению (7) с (7*) и (?"). Теорема доказана. 
Теорема 4. Цри фиксированном Wr) 
у 
удовлетворяющем 
условиям теоремы I, не найдется двух различных ядер душ 
которых выполнялись бы условия теоремы I и которые давали бы 
равные (±) . Также при фиксированных и -kL4-) 
у 
удов­
летворяющих условиям теоремы I, не найдется двух различных ре­
шений ^ U-) уравнения (7), для которых выполнялись бы усло­
вия теоремы 3. 
Доказательство. Из формулы (8) получим 
«= - ^  ) + ?^п7г; , и~о,±i, 
Если нам удастся показать, что в семействе, стоящем в правой 
•части выражения, найдется только один член, который соответ­
ствует условиям, наложенным на А' (+), то етнм единственност 
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будет доказана. Рассмотрю* разность двух членов этого 
семейства: 
, (10) 
Допустим, что ^ и г£ удовлетворяют условжям 
теоремы. Поскольку и )T£'l+)<4x- < то 
преобразование Лапласа для них применимо на всей полуплоскости 
и к(р аналитичнн на &р>о. Так как выра­
жение (6), и следовательно (8), имеет место при 
то это же относится и к формуле (10). Но в силу аналитического 
продолжения выражение (10) переносится на всю полуплоскость 
. Левая часть в (10) ограничена, так как 
I ) I = Г^ < с* , I t 
а правая часть неограниченно возрастает при f>->° С°)> 
если п± о. Этим единственность %(±) доказана. 
Для доказательства единственности решения уравнения (7) 
в интересующем нас классе сделаем в обратной последователь­
ности преобразования, приведенные в доказательстве теоремы 2 
и придём к (9). Решая это дифференциальное-уравнение относи­
тельно , получим 
f < 
где с-£ <Г неопределенная константа. Но поскольку 
с , то Ъ(*•) определена с точностью до аддитив­
ной константы и это не повредит единственности определения 
Х
л
у (-t-) такой, что (4r)ck- < w • Теорема доказана. 
Теоремы 3 и 4 легко переносятся на случай обобщенного 
решения. 
Теорема 5. Цусть для функций V«, !+•) и %(±-) выполнены 
условия теоремы 2, а для функции определённой формулой 
(2) - условия теоремы 3. Тогда ftU-) удовлетворяет интеграль­
ному уравнению (7) с ядром (7») и свободным членом (7 ) 
Теорема 6. Цри фиксированном Vc (4-у, удовлетворяющем 
условиям теоремы 2, не найдется двух различных ядер Х(+) , 
для которых выполнялись бы условия теоремы 2 и которые давали 
бы равные И-). Также при фиксированных и , 
удовлетворяющих условиям теоремы 2, не найдется двух различ­
ных решений Ж/ С*-) уравнения (7), для которых выполнялись бы 
условия теоремы 5. 
Как ухе было сказано, уравнение Вольтерра первого рода 
7* 
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(7) имеет решение с точностью до адаптивной константы. Для 
регуляризации можно использовать общие методы, например, ме­
тод Тихонова. Но, конечно, интерес представляет и возмож­
ность регуляризации уравнения (7) методами, которые сохраняют 
вольтерровость. В теории таких методов существенным является 
предположение, что с некоторым и >L 
15Д°' 
<3-6- toy~) 
В случае классического решения задачи (I) у нас («>?=• 
-О и ^Л'/л) - ^t( %.) - о (последнее вследствие не­
прерывности V,(4-), ^,'i-tr) и тоадества 
Т о г д а  м о ж н о  л е г к о  у б е д и т ь с я ,  ч т о  6 , / - ^ ,  = . )  l s » - f - A  н  о  ,  
&(+, I s) I ь-4-^о , f=v,a,% . Поведение функций 
(+1,5 ) на дцагонали зависит от поведения функций 
[V) в точке о и v/(4-; в точке & . В случае 
обобщенного решения свойства уравнения (7) несколько лучше. 
Тогда получим, что G, {*•„*) = 5-± = о 
и поведение функции ^ч£,/Ч,;<0 на диагонали зависит от по­
ведения при и v//4-) при . Для оконча­
тельного уточнения вопроса о вольтерровой регуляризации урав­
нения (7) нужны дополнительные исследования. 
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EEDUCTIOH OP AH INVERSE ffiOBLSM 
OP MEDIUM WITH MEMORY TO INTEGRAL EQUATION 
J. Jsnns 
Summary 
We consider an inverse problem for determining the 
kernel function KUr) from (l), if the derivative of solu­
tion UK (()+•")- ^  i-t-) is given. This problem, with using 
the Laplace transformation, is reduced to the Volterra 
integral equation of the first kind (formulae (7), (?')» 




0 ВЫЧИСЛЕНИИ ГРАДИЕНТА ФУНКЦИИ СТОИМОСТИ 
ДЛЯ ОДНОЙ ОБРАТНОЙ ЗАДАЧИ 
А.Тийман 
§ I. Введение 
После ряда упрощений (основные из них приведены в £3]) 
уравнение Навье—Стокса в одномерном случае можно привести к 
виду 
им 
где uCx, t) - скорость движения несжимаемой жидкости в круг­
лой трубке с постоянным по длине сечением и абсолютно жестки­
ми стенками. Коэффициент <з 00 характеризует трубулентную 
вязкость жидкости. В лаборатории гидромеханики при кафедре 
санитарией техники Таллинского политехнического института бы­
ла поставлена задача определения ас*) из уравнения (I.I), 
если, вдобавок начальному и граничным условиям для этого 
уравнения 
U (х, о) = О, (1.2) 
и (< t) = 0, i € Со, T]f (1.3) 
& (о <.) = о, (1.4) 
задано ещё одно условие, так называемое наблвдение системы. 
Математически это означает, что на множестве решений краевой 
задачи (I.I)—(1.4) задан конкретный оператор С , значение ко­
торого нам известно. Используя эту дополнительную информацию, 
определим коэффициент а (к) , прибегнув к теории оптимального 
управления. Минимизацию функции стоимости можно провести при 
этом, например, градиентными методами. Вводя сопряжённую к 
(I.I)—(1.4) задачу (см. LH), покажем, как выражается градиент 
функции стоимости через решения прямой (т.е. (I.I)—(1.4)) и 
сопряжённой к ней задачи. 
§ 2. Прямая задача 
Прямая задача представляет собой параболическое уравнение 
ввда 
й™ I (2.1) 
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и звяэанные с ней начальное и граничные условия: 
U (Х.,о) = о/ . (2.2) 
t-io, t-) = o, < е t. о, тЗ, (2.3) 
|£(o»-o €6L O,T3, (2.4) 
где х.6 *)f а функция aW€M( М= {&60\ 
<>С*К LpoCo, <)( €,00>k>°, x-eLo, л!^. 
Введём пространство 
V4vl V6 L^(рД V61^(0,4), x've Lt(o,4)i ЛбМя<), v(4)-oj, 
где Co, <) - пространство локально-интегрируемых функций на 
интервале (о, 4). Скалярное произведение в "V* зададим в 
виде 
Л 
J(*4 *V.' Ч!) DX.. 
Пространство V является гильбертовым (см. С41). 
Введём также пространство 
Н » I h в (о, л)1 хН е ьг (о л)j 
с скалярным произведением 
Ch,^ =• Jx.ln<|.dx. 
Это пространство является предгильбертовым (см. [41). Его по­
полнение в норме uhH-Ch, К)д обозначим через Н. 
Имеет место плотное и непрерывное вложение VcH. Отож­
дествляя Н с его двойственным Н*, получим также плотное и 
непрерывное вложение HcV1, где V - пространство, двой­
ственное к V". Решение задачи (2.IM2.4) будем искать в 
пространстве 
\X/=(UH U,6LL(C,T;V), 
Снабжённое нормой _ _ 
llu»llw а ( 1- Л|^нГИ-у-' d*)' 
это пространство становится также гильбертовым. Справедливо 
утверждение: WCC'CLOT}; И), где C°(to,rl) Н)- простран­
ство непрерывных отображений Со,т]Н (см. С 2]). Обозна­
чим \Х/„ =• \ UL> е \ХУ_ и>(о) = о} 
В пространстве "V рассмотрим множество 
D = vec'Loil^ v'(o) « vf<) = о}. 
8* 
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Это множество всюду плотно в "V". Определим на нём оператор 
А следующим образом: 
Ä  '  О — > V  (  A v а  - ^ ^  ( х а < k ) ^ f )  ,  v  е  D  а с * ) е  М .  
Что оператор X линеен, это ясно. Докажем, что на множестве 
D он ограничен. Дая любых u«V и ve D имеем ÄveV
и 
~ • I 
1(Av, u)|» |jxa(*)Vu'dxl 4 wfxlv'liu'idU4 mOv'l;lu'0 4 
* в 
4 R iv'l llH- II lu'l ÜH <c, II Vlly- e « nVl c,«ce«4t, m = viaiscipoc,) 
Теперь продолжим этот оператор по непрерывности на все про­
странство V , т.е., обозначив через А продолжение А , 
имеем 
Аб. SCC^V') (Ац V) a jxcLGtju' vol*, W u.veVj (2.5) 
1 . 1 О 
Согласий Лионсу Lil, задача (2Д)-(2.4), переписанная в 
виде 
Аu - Je кСо.т-,^ (2.6) 
и(х,о) = о, (2.7) 
при любом 5-6LtCo,T; V1) имеет в пространстве ЧХ/„ единст­
венное решение, если 
1)l(Au,v)Uc 4 l lut l v-l |vU v >  Vu^eV 
2) (Au, u) ^-C.Uull^. # VucV c, * cows< 
Выполнение первого условия проверено выше. Покажем, что вы­




(Au, u) а 5 хо-оо и'dx > J хи' otx, 
то достаточно показать, что 
]хи\э*< 4 С fxu' otx, 
Имеем * I/, 
U(X)= JS "Op 
I и 0014 ( i 5 с/ороЦ)"*- О J ^ О*» ( fx-ciWxf. |«их1* 
XuV) 4 X 1&0.XI • jxu,K0t)olx, 
4 4  , 4 ®  
Jxu'GOdx 4 $xi&«-x.l<Ax' jxu' oQtAx = сЛхи'<*х t VueVf 
e 4 
С » |x|0uxMx. 
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Итак, прямая задача (2.6)-(2.7) (и ей эквивалентная (2.1)-
(2.4)) имеет при любом leLj.Co^T-, V) единственное решение 
ИВ«/,. 
§ 3. Обратная задача 
Цусть состояние гидромеханической системы определяется как 
решение краевой задачи (2.1)-(2.4) (или ей эквивалентной 
(2.6Ы2.7)) с § = 1. Определим оператор Ф: \Х^* LX(OT;V) 
сопоставляющий функциям и 6 W. и ас*)бМ величину, опреде­
лённую левой частью уравнения (2.6). Очевидно, оператор Ф не­
прерывно дифференцируем, причём Ф« (и,о0-€. = A(t) и, 
и ф^(и,a).v» ^ AC*>v , v6 SX/0> где А(Ц 
А (а) - оператор А из (2.6) соответственно с коэффициентом 
6(х) и а(х). Согласно [II, оператор <t£ (w,a): w. * И -> U^CoT; V') 
имеет ограниченный обратный. Применив теорему о неявной функ­
ции, получаем, что существует дифференцируемое отображение 
а - ut«) такое, что Ф(ис«ОсО=1, VocM. 
Как было отмечено в § I, дополнительной информацией для ре­
шения обратной задачи является оператор наблюдения 
Ce^L1(o,T-,v)) uxCo,-n\ значения которого на множестве 
решений краевой задачи (2.IM2.4) с |=»1 нам известны. Этот 
оператор определён формулой 
Cu = ^uxdxt ueL^Co.r-V). 
Каждой функции аМ« м сопоставим функцию стоимости 
Г 
Т * * 
= ЦСи(в)-^HLi(oT) - J L (3.2) 
где u(a)c U,.(от-V)-решение краевой задачи (2.IM2.4), a 
- данный элемент пространства Ll(<?T). Тогда задачу определения 
ОСх) можно сформулировать следующим образом: 
найти такое Q (и) е М что 
?f(a)£ 3(<а) > VaeM. 
Поскольку задача нахождения минимума функционала по­
ставлена некорректно, то для её регуляризации воспользуемся 
методом Тихонова, т.е. вместо (3.2) минимизируем функционал 
вида 
!f,(a) = HCu(a)-Zjlg>o, ^ 3'3^  
где - некоторое априорно известное приближение, на-
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пример, a«, 60 = 6.. 
W*-обычное пространство Соболева: 
^Ч.4 - {^lureL^o,^, iv-'e ll(O ^ . 
Минимизацию У^О) можно провести, например, градиентными ме­
тодами. Поскольку нахождение градиента от второго слагаемого 
в правой части (3.3) не представляет труда, то сосредоточим 
своё внимание на ощ«делении градиента от 9(a), данного фор­
мулой (3.2). 
Введем сопряжённую к (2.1)-(2.4) задачу (ср. £51) 
- ŠS - к h >- -гсчсис«)-^, (3.4) 
рСх,Т)= о, (3.5) 
рО, *)=о, ^бСоД (3.6) 
||Cp,-t)=o, tfeLo,T3, (3.7) 
где jtefo.O, С*е jC(LtСо.т), - сопряжённый опе­
ратор к оператору наблюдения С . (Здесь учтено, что в простран­
стве И оператор А (см. (2.5)) является самосопряжённым.) 
Поскольку при Шб^е LxCqT-, V") и ae L^CoT) 
Т л 
(Си С«)( Ь (^С(Т^ - |(|иС<»)к<Ях)а ott = 
* СиОЛ\ СЧ^о,Т;Н) " Ы XUG^Cbot^ott, 
то оператор С* определён формулой С*г«2) С*aeL^oT- v ' )  
1Ж L^C^T). ' ' ' 
Теперь продифференцируем функционал (3.2) по а : 
У'(а)-Да a<2.CCwCe)-ij.,C"«CftV w)4toT) = 
» 2.(&*(Cute>-ip) U(,(e)-Äa)Li(oT.%rj LjoT;V') , Д а « L „(о, "0, 
где (•,"), , _.V1 , ,пТ,^ обозначает дуальное произведение 
медцу пространствами L^Co.T- v) и L1(OIT-, V')_ порождённое 
скалярными произведением ц,.(©(т^ И). Заметим, что 
CCCutäO-^sCuM-i^ е t-^Co.T-, -V') не зависит от х . 
Обозначив для краткости дифференциал и£,(а)-да через 
<££*) и воспользовавишсь уравнением (3.4), перепишем диффе­
ренциал функционала У(я) в виде 
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"з'м- &« = А/(С ? ü(e)Kc*x - 2^.1 • |«7AC«)xcU)dt =• 
a KlL-ff - i аС*«<л^)]|Г
д
(«но1*)а^ (3.8) 
Как отмечалось, оператор Ф(ие): w.xf-i—> L-^o.T.-v') не­
прерывно дифференцируем. Продифференцировав тождество 
4>(uC«)t«)=±, получаем 4>CuW «)•"!,{«)• а« + *>1Си(«\а)-л«-о, 
žäfe!.- 1 i (3.9) 
Из уравнений (2.2)-(2.4) имеем 
Од 6t, о) = о, (3.10) 
<7
Д 
G») (<, -t) = о, teLo.TH, (3.II) 
*^Чо, ^  , о, <: eLo.TJ. (3.12) 
Теперь, учитывая- (3.9)-(3.12), проинтегрируем уравнение 
(3.8)один раз по частям относительно •€ и два раза относи­
тельно Л (вместо интегрирования можно воспользоваться опре­
делением (2.5) продолженного оператора А^ aeCV, v')). В 
результате (3.8) преобразуется к виду 
Ли- - р*)* = 
= Й<*КН' <И? »D)V„-
iget), Л«)^, , 
где р - решение сопряжённой задачи (3.4)-(3.7). а <л = 
= LT'e - оператор Грина краевой задачи Lu = 
=  - u " + U ,  u ' ( o ) * . u ' ( < )  а  О. 
Итак, для определения градиента функционала ^б»), задан­
ного форцулой (3.2) мы должены решить прямую задачу (2.1)-
(2.4) и сопряжённую задачу (3.4)-(3.7), причём обе задача 
линейны. Заметим также, что сопряжённая задача (3.4)-(3.7) 
9* 
35 
корректно поставлена. Заменой времени K-T-t она сводится 
к задаче типа (2.1)-(2.4), к которой Применима сформулирован­
ная выше теорема Лионса о существовании и единственности ре­
шения. 
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ABOUT THE CALCULATION OP THE GRADIENT 
OP THE COST FUNCTION IN THE INVERSE PROBLEM 
A. Tiiman 
Summary 1 
The optimal control theory has been applied to the 
problem of determining the coefficient of turbulent viscosity 
in the partial differential equation of parabolic type, which 
describes water flowing in the pipe. We may use the gradient 
methods for the minimization of the cost function. In this 
article it is shown how we can get the formula of the gra­
dient of the cost function, when we use the adjoint equation. 
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Уч.зап.Тартуск.ун-та,1985,715,37-43 
УТОЧНЕНИЕ ШЕНИЯ НЕЛИНЕЙНОЙ ЗАДАЧИ 
НА СОБСТВЕННЫЕ ЗНАЧЕНИЯ II 
О. Карма 
Рассматривается одна возможность уточнения собственного 
значения и проекции одного собственного элемента для задачи 
A fa)и - 0/ при которой примёвяется та-же дискретизация про­
странств и операторов, что и при нахождении уточняема веди-
чин. Статья является обобщением рассуждений статей [3, 4 3 
на случай, когда размерность собственного подпространства мо­
жет быть больше единицы (но предполагается, что индекс собст­
венного значения равен единице). 
I. Регулярная апцрор^имятш оператор-функций. Цусть Zttf 
(<-'eA/J- банаховы пространства над и пусть 
на области As IK заданы оператор-функции Л-Л-* 
ß{ -A-*C£&N)t причем Л один раз, а Вс d-ži раз 
дифференцируемы на А как абстрактные функции от X . Пусть 
при каждом х из А и с изЛУ операторы и ßt-(x) фред-
гольмовы (с индексом 0 ) и пусть последовательность (St ) ап­
проксимирует А регулярно на А в следующем смысле: 
1) заданы операторы д.: U-* Х£ J  % i c e N )  (связы­
вающие операторы, операторы проектирования) такие, что: 
а){ц.(du'+ßun-^u'-fbfcu" 1-*0 (сен) V«\иЩ (I) 
 )||<y.(rfU-V^«r*;-c«^(r-^ t.ir*ll-»0 (сек) V<(r*e< ^&IK J  (2) 
в) к/ь;и I-»Иuit) aew) <r£r<Tj (3) 
2) для каздой последовательности X,—»X с Х. Х € Л: 
а) Зс : lß(j)C\£)Kc ССеЫ, j-O iK j... id) >  (4) 
ö) !lep(x-)/i-tt -^A^'fxjw. J-*0 Vuetl  (CeN, j  = (5) 
3) для каждой хеЛ и последовательности С\) с х£еХ^Их1<1 
3 <reV; A/'cvU : И ß:(s) х- -<£<r | -»О ae Н') 
=£• Эи.еt(./ |х;-д.иИО (6) 
Отметим, что.в случае голоморфных на A<s С оператор-
функций требование 2) при у ^  1 является следствием атого же 
требования при у = О. 
ч 
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2. Вспомогательный результат. Рассмотрим случай, когда А 
имеет в А только одно собственное значение Х0 , причем ин­
декс  точки  Л 0  равен  единице ,  т . е . :  
А(\
о
)и°*0 /  ltu°||=l : А(\)^+А\\)и=0. (?) 
Обозначим JlT= \u(lU\ A(\)u=0 j, m = cOim и пусть: 
1 )  ( \ )  -  некоторая  последовательность  приближений  дня  \ :  
1 \-Л01-*0 (t€A/)y (8) 
2) .j ггх - некоторые последовательности эле­
ментов xt> € Х£ / линейные оболочки ) .. ,*CnJ которых явля­
ются приближениями для vAT : 
а) 11*^ Ц ctcrt(xU)/i.jT)-»0 (veAf, (9) 
б )  ^  (*
и
,Л*-< , . v Л><' -А>Л « > 0  
3 )  (х ( - )  -  некоторая  последовательность  линейных  комбина­
ций  =  С  0 < « < Ч Ц х , Ц 5 = < *  ,  
4)  (L^)  -  некоторая  последовательность  операторов  L-  е  
€#C*"J такая, что IIL_.II ^ с, и 
Ill- х- i| -»О (ie/j) =» lix-li-»О (с е W) (ц) 
( т . е .  с ужения  liL операторов L£ на при доста­
точно больших с обратимы и К )м ft ž с ). 
Отметим, что в случае голоморфных на А с С оператор-функ­
ций в качестве ^L\{, —) можно брать линейную оболочку 
корневых подпространств всех собственных значений для В>
с 
вбли­
зи Х0 (см. [I, 2]). Операторы Lc можно построить, используя, 
например, биортогональную к {х£< ] ... t х.^} систему функционалов. 
Предложение I. При всех достаточно больших се/У операто-
рые V '/K"1) определенные соотношением 
тцъь,. ш) 
непрерывно обратимы и If TT41| ^ с . 
Доказательство. Операторы Т. фредгольмовы как суммы фред-
гольмовых и конечномерных операторов 
т  
Ö
- ° W  0  Ч(\К ••• №\>п) 
i  ^ о О. . .  о) \ L c  О ...  о / .  
Допустим от противного, что на некоторой подпоследователь­
ности иадексов Л/'е А/ равномерно ограниченных по норме обрат­
ных операторов 7Т~4 не существует. Ввиду фредгольмовости опе-
Будем считать, что "(*•;;£«<~.lfWU;'K'4-К-'Ч"|А'+---+ • 
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раторов 7*. тогда должна существовать последовательность эле­
ментов (х
с




Далее, так как ||3£1С16Л И имеют место (9 )  
и (10), то найдутся подпоследовательность индексов a/'CA/ чис­
ла /3* и элементы еЛГ Ск.-л^..:т) такие, что 
/3ос-ДТ , 1хйс-Д^&-*° CC^AJ\ 
c&st (и
к) /(и„ U^, ><* >0 (*-<,-у"ч). (И) 
При этом, вввду (4) и (5), имеем 
Ö Д., ß/(x.)Х^ А(\)и
к 
И° (15) 
а из (13) и (15), вместе с (2), (3), следует, что 
i i •  ( 1 6 )  
Учитывая еще (6) и (4) мы можем утверждать, что существуют 





Значит, применив предположения (4) и (5) будем иметь 
II bt-(\)xt. -^M\)uJ-^0 tee AI") . (I8) 
Но из (18) и (16) вытекает, ввиду (2) и (3), что 
М\)и0+А'(\) (/!>*« +...*fou.J=0 . to) 
Последнее же возможно, по условию (7), только при f&*uA +... + 
т.е., ввиду (14), только при Д* =... = О. Но 
тогда из того, что /Ъ
сл
-*р* (ceAJ*J к=4у...у»,) следует, что 
Itxt- а —»4 Ct^AZ"). Поэтому из (17) и (3) получим, что Itu^d. 
Учитывая еще (19), (17) и то, что 6t. Ко, IIL.X^HO Cc**l') имеем 
ЛГ
у 
HUoll = ly, I L. р,.uoИ -»О UeAJ"'). (20) 
Так как с&т JlT=m/ то из (9) и (10) следует, что 
^-> **JJ-»О CdeA/; 
и поэтому существует последовательность (х10) такая, что 
К-07>Ло^° ^eA/J- (21) 
Так как lltLH ^ оу то из (20) и (21) вытекает, что 6L х С о  1| -* О 
Сс'еА/) и, ввиду (II), имеем II х£
о 
Ц-Ю CctrJ). Последнее же про­
тиворечит с (21), так как ligigi и по (3) имеем llx l 0t-M (Cefj). 
Полученное противоречие доказывает, что из сделанных пред­
положений вытекает существование равномерно ограниченных по 
норме обратных операторов Т.м при всех достаточно больших te«/. 
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3. Формальное уравнение для поправок. Пусть (и°) - после-
довальность элементов такая, что 
Li  = Lc\ , (t e A/j
у 
(22) 
а ytv = VÄt ^величины \ yxt введены в п. 2). 
Замечание I. Для практического вычисления поправок jU£ и 
Е; элементы и? нам не понадобятся, они нужны только для про­
межутках пояснений. Если д-е то при всех достаточ­
но больших t имеем u°=(L* )~*L£x£ y где L."- - сужения опера­
торов L£ на Р'^ (операторы tl[ будут при всех .достаточно 
больших с обратимы и II «с). При этом, если обозначить 
через (и*) последовательность элементов и*е д^АГ таких, что 
etest[Кс ,дХ) - II х- -/г. к*К, то 
(Iх.tt = I х
с
-/\и'+(£и?) II < IIKrfru*5+II«' 
и поэтому имеем 
ä a t I I  х - - Д « ° 6  <  с .  .  ( 2 3 )  
Рассмотрим следующие формальные системы уравнений относи­
тельно to ;/V-,/V! 
Г V\4-+ AßM)xu+ - Y*. = 
) = <> 5-Д)г - (24> 
) ~4 jlAj Л] Д«/, 
Системы (24) можно рассматривать, как операторные уравне­
ния Т£[х
с 
; Д f. .. п^)=(ft j О) с операторами Т- , определенными в 
(12). При этом, если <fc0-0, то одним решением системы (24) 
будет ( j ^Д)--(^д),а при всех достаточно больших L 
это решение единственное. Конечно, правую часть системы (24) 
невозможно практически вычислить, но если её немного изменить, 
изменяется немного и решение системы. Это дает нам возможность 
найти решения системы (24) с точностью, определенной как глад­
костью В>
с 
, так и возможной точностью вычисления ошибки аппрок­
симации £>.д-^.А на решении С\ос°)-
4. Нахождение поправок. Пусть(X) - некоторая последова­
тельность чисел \>0 , стремящихся к нулю : А--»О (WM) .Пусть 
нам известны такие выражения глав­




!^VVx, Ди'Н !-*?"'(><>,Л".')' ' с ( 1*11II х,1) (26) 
для всех 1x1,1x^6 £. с некоторым г >о. 
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Приближенные значения поправок д.- х
о
- х^ и 
мы будем искать итерационным процессом 
' ."< -• 'A"lßX|x.~-
La.'-О , 
y,<Z> _ 5s у®л (^ / Т y«L /Zl'K^L, ^>о) 
< ~ £т ОС" р* /«м l"6 ^ <«< «а <* 0 ' 
где ft£-0/ 
г
? = 0 н dt±dL . 
Замечание 2. В формулах (27) допускают зависимость tz 
(точности главной части ошибки аппроксимации на ранении) и^ 
(верхнего индекса суширования) от номера итерации. Это дает 
возможность согласовать точность (и сложность) применяемых 
формул со степенью точности величин/uL-<"'l) и г?-4. 
Теорема I. Цусть для последовательности чисел А,
с
-*0 
(се<V ) имеют место соотношения (25), (26) и, кроме того, 
<A1=VV=<W, М > 0- (28) 
Пусть для ja*и zf~* ((-»л) справедлива оценка 
--*°*(29) 
ГДв 
Г1-А > (/».<?)• 
Тогда для jul*] и zf} найденных по формулам (27), спра­
ведлива оценка 
i 1/гд 5<, "V $ h^K-VA t^,ЧА<-V2/; (зо) 
где 
,?%, у А^ 7' (31> 
и такое мело, что 
Доказательство. Заметим, что 
IJf-T >У- И • К"-./<1 &( . 
Теперь теорема I следует из предложения 1,так как иормв раз­
ности правых частей систем (24) и (?7) имеет порядок (0(£*). 
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Следствие I. Цусть Тогда при итерациях по форму­
лам (27) с /и'°'*0/ г°--0 имеет место оценка (30) с tr, = (£-м) д t 
если только величины ^  и df можно выбрать и выбраны так, что 
?I где такое число,что имеет место (32). 
Замечание 3. Цусть д >хЗ. Тогда при первой итерации *) 
по формулам (27) сг°-0 можно в первом уравнении в 
правой части ограничиться лишь первыми двумя членами. Это 
не ухудшает порядка в оценке (30), так как норма изменения 
правой части системы (27) оценивается величиной &(/!£% 
5. Уравнение для поправок. Пусть нам известны выражения 




II^V,^)-^V,xt')ll< c(lA'-/'tt«<-x»||) / Х'ХбА. (34) 
Цусть В;, дифференцируемы по х с(г4 раз, причем для g >о 
II[&N-ß.(V)-Z JR(<IHÖFLX-XL^LL^UFLL). (35) 
Рассмотрим следующую систему уравнений для ; А,,-, А*); 
ßc ^ 8/№<+•..+рл<%> = 
=A* \ Л+\-) -
< - ^  ß- ji >(е?к
г
к** «-*< > , (36) 
I \-£r«/V;E(-»«« (£1«VI'°). 
Системы (36) будем рассматривать как операторные уравне­
ния Tw^kV. , где k/£ = (xL- i/s<J-/Al)eXt,K'>,/ операторы Г опре­
делены соотношением (12), и операторы К
с
--Х1*к'"->Ч.*К'п' определе­
ны левой частью системы (36). Напомним, чтоН^Ы^Ы^и...-^!. 
Предложение 2. Для всех достаточно больших о имеют место 
следующие оценки: 
1) II TfK. (W/-OH й ч", A.) \|w/-4'll , (37) -
Г Д е^(к// ;  С nv/^uw/w, А.->о (38) 
2) II we-r"Y.wiž ^>Дл+с^+с|х
о
-5;|.^15+11^А(хо)и011у (39) 
где w°-= ; **(\-х£), ..., =<,ы(хо->,)). 
Доказательство. Ввиду предложения I и сделанных предполо­
жений, оценки (37), (38) ясны из вида системы (36). Оценка(39) 
получается сравнением систем (24) и (36), так как w° являет­
ся решением системы (24),если cj.0=O. 
42 
Прямым следствием предложения 2 является следующая 
Теорема 2. Пусть 1х
о
-\1-»0; И с^и?-хсЧ->0 (л'е W). Тогда 
при достаточно малом & (не зависящем от £) и при всех достаточно 
больших t- система (36) имеет в с-окрестности V£ точки (р-м'-Щ-, 
— ,<W*-5Cd) ) из единственное решение. Это 
решение /2^1 можно найти методом итераций (с любым на­
чальным приближением из V£ ) и для него справедлива оценка 
^ (11Д-<-х£ - х*«, \<*ф -Д* t, \ ) = 
• =ШГ% IV5V L?+< и?ЛЛ<х« . 
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DEFBERED COHEECTION РОЕ THE NONLUJEAB EIGENVALUE PROBLEM IX 
0. Karma 
Summary 
The deferred correction approach is used in the eigen­
value problem with nonlinear dependence on the paraAeter.The 
results of [4, 3] are generalized in the framework of the 
regular approximation of the operator functions. It is not 
required that the eigenvalue is simple, but it is proposed 
that the index of the eigenvalue is equal to 1. 
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ИССЛЕДОВАНИЕ УСТОЙЧИВОСТИ МНОГОМЕРНЫХ РАЗНОСТНЫХ СХЕМ 
ПРИ ПОЕЩ ДИСКРЕТНЫХ ОПЕРАТОРОВ ШНЕРА-ХОША 
р.Лепнж 
Будем рассматривать смешанные задачи для линейных диффе­
ренциальных уравнен*!. Изучаем разрешжмость такжх задач двух­
слойным* разностным* схемам* *, что является главной пробле­
мой стати, установи условен устойчявост* решений данных 
разностных уравнений. Хорошо известно, что слоиности появ­
ляются лить при налета* границ. Пр* отеутствж* границ мо*но 
в принцкпе всегда реветь вопрос о сходимости разностного ме­
тода, сравнительно легко решается и вопрос об устойчивости 
решений. В одномерном случае в полупространстве х>о теория 
хорошо выработана Г.Стренгом (см.[5]), в многомерном случае 
общая теория до с*х пор отсутствует. 
Обозначжм традиционным образом: R - множество всех веще­
ственных чисел, (
х
, fx„* xw): Xi«R , и<л-л1, 
R* = {хе RK: х£>о, С'А.г,- положительный "октант", 
Z - множество всех целых чисел, £н = { '«fx.; *t,...;XvJ; xnZ; 
i'1,г,.= {xe а.}.через £(E,F) обо­
значим пространство линейных ограниченных операторов из Е 
в F , £YZ+) - пространство сеточных функций с носителем в 
и t}- норной, Р* - соответствупций этому пространству естест­
венный проектор. 
Рассмотрим смешанную задачу 
= ftU„ 6UX+ CU-, 
j U(0, Х-) = «„(x), (I) 
. AA ti,x)*0 , x<© f  
где л, t>,c- - постоянные ( &>o), u.fx)_ некоторая заданная 
функция. Используя простейшие разностные соотношения,заменим 
с я»ми производные и получим разностное уравнение 
г 
х а
- . Tt X "• /_ ZT» + Tc-r4)u~+ (2) { -JT + -J£ I + К + ^ ZK' a-" 
где r * А- шаг* по i и x соответственно. Из начального усло­
вия получим „ . 
°~i- ««'Л), 
а краевое условие запишем в таком виде: <-<-"= je B'(ž+). 
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+>"«Г(г4), а оператор Р„Се является 
дискретным оператором Вжнера-Хопфа с коэффициентами 
c.-4 + rc-sa. , Cj= сг=° 4>, 
т.е. оператор Р+С представим матрицей 




fc. С С-г 
С, С. 





\ .  
Таким образом мы можем записать всякие двухслойные раз­
ностные уравнения. В случае неявной разностной схемы на ле­
вой стороне уравнения (3) стоит тоже некоторый дискретный 
оператор Винера-Хопфа, который будем обозначать через Р+В. 
Теперь наша задача имеет вид 
I Р+ В и"*4 = Р, с и.~, 
ЛХ- = U.(jk), (4) 
В случае нескольких пространственных переменных задача 
таким-же образом приводится к виду (4), разница только в том, 
что тогда и",цГ-'ь С{г+) и операторы Р, В и Р+с многомерные 
дискретные операторы Винера-Хопфа. 
Напомним коротко определение дискретного оператора Винера-
Хопфа. Рассмотрим действующий в пространстве tlCž*) оператор 
А= 21 , (5) 
где üj (je Z;"-) заданные комплексные числа, такие, что 
]Г ! aj< 00, 
. . 
оператор сдвига Uj действует по правилу 
(и'х)
к 
= , kt Z\ х6{Л(2Ч. (6) 





к ={У*'аР* *eD' 
I о, при K^D. 
В частности обозначим . Пользуясь введения® обо-
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значениями, запишем многомерный дискретный оператор Винера-
Хопфа в виде f+A : £*(2+) —* Символом оператора 
А , а такие и оператора Р. А называется функция 
а.(4)= I ßK). 
1*г- 4 
Сформулируем здесь и теорему об обратимости оператора ОД 
(см.123), которая будет нам нужна в дальнейшем. 
Теорема I. Для того, чтобы дискретный оператор Винера-
Хопфа R,A * )) был обратим и (1А)"е £(1411), 
необходимо и достаточно, чтобы выполнялись условия: 
1° а Н )  « 1*0, teß*-; 
2° -£т L ^  «•(*.,«> °П£о-0, 
сиАа.
л
= -L [ ОЛ.^  а(о,...,оЛн)]*^
с 
= 0; 
3° при любом разбиении множества индексов {4,..., к) на два 
непересекающиеся подмножества {к. и {I,,...,с 
ги,4>2. ж fL+ys-nv и щш любых ,-4*, из R -4- мер­









имеет в пространстве tl(Zi) лишь нулевое решение; 
4° уравнение Р+Ах=о имеет в пространстве лишь 
нулевое решение. 
Теорема I является нужным при установлении разрешимости 
разностного уравнения (4). Но при решении разностных задач 
возникает и вопрос об устойчивости разностных схем. В одно­
мерном случае Г.Стренгом в [5 j установлено необходимое и 
достаточное условие устойчивости: ~ 
(ieR), 
где t(±) = , cfi) и žfti - символы операторов RC и 
Rß соответственно. Доказательство достаточности этого ус­
ловия не обобщается на случай нескольких пространственных 
переменных. 
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Провод** доказательство достаточное»* подобного условен 
устойчивости для задач* 
R+B «V*1 = f* C.U.*- t W1» О, 
. <Л~6 i-ЧП) , 
ар* двух дополнительных условиях: 
1° оператор Р,В самосопряженный, т.е. P*B = (R»e)* 
2° оператор Р+В положительный, т.е. Р+В>у1, 
где I - единичный оператор в ž*6Zi). 
Отметим, что первое условие в самом деле означает, что 
используваеше разностные exe« должны быть сишютричны на 
(уч-tI) т, ом слое. Тогда получается тае je24, J с 
бг«1Ч<}и Gj -  j.,ey Ai-ХИзвестно, что символ самосопря­
женного оператора Я В имеет лижь вещественные значения. 
Второе условие переписывается таким образом: 3 jr>o: 
Отметим, что имеется больное количество примеров, в которых 
условия 1° и 2° выполняются. В этих условиях оператор FX Б 
является и обратимым * (P*ß)~ & 
В качестве средств доказательства приводам понятие по­
лового радиуса оператора («.[4], стр. 118). 
Числовый радиус оператора А Е. £ (£, F) определяется как 
/И (А) =• |(AU-,-U-)L. (8) 
В [4] приведены следующие нужные нам свойства: 
iEAl 4 *г(А)6 |А|, (9) 
=> xJ/4*") & i t  = . (10) 
Из (9) * (10) следует свойство 
aj(АН 4 =$> S A"*-1 «• 2(II) 
Для доказательства условий устойчивости задач* (7) оп­
ределен пространства (имея в виду условия 1° *2°) Ив и 
Н
Рл
ь ,' в которых скалярное произведение определяется 
= (В«.«г)е*(у> » M,*re4lft4>, 
Последнее равенство верно ввиду ve £YZi)c €'(ZK). 





*чДР,бГ'Р.,с) = ль» 1^в)"ас"" 6^1 = 
~ЛЧг;) С^.Н+Ь 
= 4ъир 11Р+С.-Ц-, "JI 
~.m» ( p"ß u '  -> ' 
Перенесем проектор Р
ч 
от первого члена к второму, заметим, 
что R.AA =4А ддя и* бг(И;) и Ll(Z+)c. CU*). Продолжим оценку 
«•„ ((Р+В)"4РчС)= ЛХЛАЗ £ AVVO _ 
«.(Чг;) ( ß".^ чГлр 
= = u ( В-'С) & J ß-1cL 
ц4да CU'^E, 6 *6^НЬ-
Здесь мы учли понятие нормы в Н
е
, определение (8) н нера­
венство (9). Ввиду самосопряженности н положительности опе­




й»"*Нб ^е^-) »"Ч Л«1К> О","-)1"-
= ««'Ж О*^, e^v-A 
*Je& 
 ^ (В'^ с В'4 у, Е>'Ч В''* ... 
1 b"^ ET** W> 
ч 
-^) I -Лечу) " 8  Ц-«*' 
Здесь оператор В" 
,/ь
е i£ ( *), <fг")) существует ввиду 
самосопряженности и положительности оператора В"'. 
Как известно, норму операторов ВннервйХопфв, действующих 
во всем пространстве 1г(.^ ) можно выразить в терминах сим­
вола оператора (CM.[IJ). 
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Продолжим оценку 
P*C-)SS И Б \ « •> ™ I* '''(•ОС-Ш T ^Н)|= 
" 3  W = i ? F l , w l -
Если потребуем, чтобы выполнялось 
|*i (-t)| * \ , (12) 
то, учжтывая (10), жнее* 
*ч 6шрл)"чегн 4 ,<*•*> 
а с помощью свойства (П) получаем 
l[(WP.trit„„_„„4l.  (И) 
Нам нужна оценка iopw (13) в пространстве 142+). Ддя 
того выпишем 
, u n Q x W r .  i a p ^ ) v n c ^ c T ^ ( w V « W ^  
т&) [(р«ь) p+crW.««»"3K—õ^Ti^F « 
I (РЛ V^BV'p^r«/ Цр.й^сГ«4lK 
И Кр.бУ'Р^Г 
"Ä) ^v^)w 4 e e  
«[(Р.вгрлГЦ^^^, 
В сжду неравенства (13) имеем 
VR,6)"4(P^)-'P^r!l e W H l t ( ž^ <- 2 «>44, 
откуда 
*^4 V u(i) ЦЦР.е.) *= 2 •*^>  ^ 
i*ß* * ter 
В жтоге доказано, что при условие (12) 
|[(Р„В) & 1 - tx>~et' ЖбЛ|" 
Это означает, что разностная схема устойчива. Этим доказана 
следуицая теорема. 
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Теорема 2. Цусть выполняются условия: 
1° оператор Б самосопряженный, т.е. , где 
Sj С е W} ; 
2° оператор В положительный, т.е. J-jpo: 4№ R". 
Тогда разностное уравнение (7) разрешимо при любом г,.... 
Если, кроме того, выполняется условие 
lt(*)| <• А , -ttß"-, 
то разностная схема устойчива . 
Приведем примеру разностных уравнений, для которых вы­




где а и Ž положительные постоянные. Дискретизируем задачу 
следупцим образом ( обозначив 
х ~ л.' + 
ft В ( + лл 1^К.ч) + (А-б)( + ла 
+ 
- ' 
где конкретизируя значения о^ ви можно подучить разные 
известные разностные методы. 
По определению дискретного операторе шыера-Хопфа (5) и 
оператора сдвига it (см.(6)) легко выписываются отличные от 
нуля коэффициенты операторов Р-Л и Р,С (см. (7)) в данном 
примере; 
4 с , ,  = с _ > 0 =  ^ !  < - е > ,  




' l  =  <  +  2^0( (-^Ьг|е ( .-^ ' t ' 1  " J-
Заметим, что условие самосопряженности оператора В вы­
полняется. Также выполняется второе условие, поскольку 
X+2^eO-^-t.)->-2.7^ö(<-c^4 l )>'i .  
Остается проверить условие устойчивости liftil А. В вы­
числениях выяснилось, что при 6 4 а это условие всегда вы­
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полняется, а при 0± 6< *4 условие выполняется только при 
специальном выборе шагов, так что 
Та- Тб , _i 
i 4  4' 2-W • 
Пянвнй результат в полной мере соответствует аналогичные ре­
зультатам в одномерном случае (см.[3], стр.190). 
Цри наличии производных первого порядка в задаче (7) ус­
ловия теоремы 2 могут не выполняться. 
Литература 
1. Д е п н к Р., Об обратимости дискретного1 операторе Венера-
Хопфа с операторными коэффициентами. Уч. зап. Тартуск. 
ун-та, 1979, 492, 15-24. 
2. Л е п и к Р., Обратимость дискретного операторе Винера-
Хопфа в пространстве 2t). Республиканская кон­
ференция "Численное решение краевых задач и интеграль­
ных уравнений". Тезисы докладов, Тарту, 1961, 51-53. 
3 .  Р и х т м а й е р  Р . ,  Н о р т о н  К . ,  Р а з н о с т н ы е  м е т о д а  
решения краевых задач. И., 1972. 
4. X а л м о и П., Гильбертово пространство в задачах. 11^ 1970. 
g. S t  г а n g ,  Gr . ,  WieneiN-HoDf Difference Equations. J. Math, 
and Mech., 1964, 13,  l, 85-96. 
25. 04. 1985 
STABILITY DTVBSTBUTIOHS о? жоиипвизюеи 
вхуиавжсв EQUATIONS изпгс 
BISCSETB WIBSSB-HOP? 0P8BAT0ES 
B. Lepik 
Summary 
Mixed initial-boundary value problems in the part ef 
space "tat t R" and their difference analogues are con­
sidered. Host of the difference equations are possible to 
write in the terms of discrete Wiener-Hopf operators (see 
(7)). The solvability and stability problems of these equa­
tions are solved in multidimensional case in this paper (see 
Theorems 1 and 2). In one l^imensional case the problems are 
solved by 6. Strang in [5^. 
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ВЫЧИСЛИТЕЛЬНЫЕ СХЕМЫ ПРОЕКЦИОННЫХ 
МЕТОДОВ НАХОЖДЕНИЯ ПЕРИОДИЧЕСКИХ 
РЕШЕНИЙ АВТОНОМНЫХ СИСТЭЙ 
П. Мийдла 
В работе [6] без доказательства приведены две теоремы, 
утверждающие сходимость некоторых вычислительных схем мето­
дов коялокации, Галеркина и конечных разностей отыскания 
периодических решений системы 
Z ' ( t )=  F (Z( t ) )  ,  ( I )  
В данной статье приведём доказательства. 
I. Постановка задачи и предположения 
Рассмотрим систему (I), me Z и f - т,-мерные вектор-
функции, F(Z)=(f,(Z)/..,,fm(Z))y Z-Z(t)=U,<t).-
. ,2„(±)).Цусть 
(L )  вектор-функция F непрерывна по совокупности перемен­
ных z1v,., zm и задача Кони для системы (I) однозначно раз­
решима при любых начальных данных. 
Основная задача заключается в нахождении нетривиального, 
т.е. отличного от состояния равновесия периодического решения 
системы (I) и в определен** периода этого решения. Последнее 
обстоятельство является затруднительным при подходе к этой 
задаче, кроме того, задача в такой общей постановке имеет 
континуум решений, если она, конечно, вообще разрешима. Введем 
следующее предположение: 
(Li) система (I) имеет нетривиальное периодическое решение 
Z ' = Z * ( t )  п е р и о д а  с о * > 0 .  
Непосредственная подстановка покажет, что - периоди­
ческим решением системы (I) будут и все вектор-функции вида 
Z* где 9 - любая фиксированная константе. 
Чтобы облегчить исследование поставленной задачи о периоди­
ческих решениях системы (I), обычно делается замена независимой 
переменной t >-* At, где А= &тс /и ; а и - искомый период ре­
шения. Тоща придём к нелинейной задаче собственных значений: 
определить значение параметра А , при котором системе 
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X ' ( t )  = j  FCXСt ) )  ( 2 )  
имеет нетривиальное Z  i t  -периодическое решение. Конечно, 
нужно найти и это решение. 
Предположение (Li.) гарантирует разрешимость задачи (2). 
Введем обозначения Л * = 2.к /и* }  X * (t) = Z *(t/А*). 
Задача (2) допускает эквивалентное представление в форме 
X(0 = ACX>X(t)3X(Z*)+ 4-[ t F(X(») ) f lU  (3 )  
А 
О 
с семейством вполне непрерывных операторов А (Л). Операторы 
А(А)  рассмотрим действующими в  пространстве  С  -  С ( [0 ,  I f ] -
|R") непрерывных на отрезке [О,Zк] вектор-функций со зна­
чениями в If?" • т , 1, 
„ X L ' M  —  ( Z  I X J ' U R ) ^  
с  0< t <  h e  t ' - l  
Неподвижные точки оператора А (А*) являются: Ztt -периодичес­
кими решениями системы (2) при А = Л* и наоборот; кроме то­
го, они образуют в С замкнутую кривую 
£  =  { * e r  X e ( t ) = X * ( t * 6 » , © 6  ЮЛ*3} .  
В фазовом пространстве IR™ системы (2) кривой D соответст­
вует цикл Г , движение по которому определяет решение X". 
Если 
(Lil) цикл Г  изолирован, 
т.е. в некоторой окрестности цикла Г нет замкнутых фазовых 
траекторий системы (2), то операторы А(А) при \*/Z <А<А" 
и Л*< X в некоторой окрестности кривой Х> с С не имеют не­
подвижных точек. (Неподвижные точки операторов А(А*/Z) соот­
ветствуют Z^'-периодическим решениям системы (I).) Для опре­
деления периодического решения системы (I) теперь достаточно 
найти значение А* и любую точку кривой D ; эту искомую точ­
ку мы и в дальнейшем будем обозначать через X х . 
Дальнейшей целью будет построение операторного уравнения 
вида (3) с оператором, неподвижные точки которого были бы изо­
лированными и чтобы при этом сохранялась эквивалентность наших 
задач. Для этого используем метод функционализации параметра 
(см. [2 3, § 55). Такое построение осуществляется введением 
функционала ij?; С -»IR,, который определен в окрестности Q 
точки X" и удовлетворяет условиям: 
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а) ч>(Х')= j , 
б) произведение б • [ у (X*Xt «-0))-i ] отлично от нуля и 
сохраняет знак при малых по абсолютной величине ненулевых в. 
Если произведение в условий б) положительна (отрицательна), 
то if называется функционалом первого (второго) рода в Я.. 
Такое определение функционала f гарантирует изолированность 
точек пересечения кривой с гиперплоскостью ^(Х) - j. (в 
общем случае число таких точек даже конечно), тем самым и 
изолированность неподвижных точек в С оператора Т ; 
т х  =  х и н  t -  ( х ) f r c x c - » »  A i  .  ( 4 )  
О 
В частности,по построению, X* = Т X" и X*- единственная в 
Q неподвижная точка оператора Г . 
Отметим, что пока все наш построения являются неконструк­
тивными. Для продвижения вперед постараемся, во-первых, уточ­
нить выбор функционала у . Укажем две возможности для этого. 
А. Если конкретная задача позволяет предполагать сущест­
вование второй производной у некоторой (для конкретности 
предполагаем, что первой) компоненты решения Х*( t) = 
=  ( o c * C t ) , V ( t ) )  и справедливость неравенства 
х,*"(0)Ф0 j то функционал vp «южно выбрать в форме 
ур(Л) - х/СО) v-L . 
Операторное уравнение (4) примет вид 
Т,Х X(2ft) > L | ЬГ(ХЫ> rU, (5) 
причем задача доопределяется условием 
х/ ( С ) - С . (6) 
Легко проверить, что для у условия а) и б) выполнены и 
что "представитель" кривой JD - эта точка X * , для кото­
рой тс,*'(0) = 0, х/"£0)*0. 
Б. Если известно число «. , такое, что для некоторой 
(допустим опять - первой)компоненты х*(0) : О, 
то функционал f можно подобрать так: 
^fx) = X,(0)-OL f , 
Задача (4) представляется опять в виде (5) с дополнительным 
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условием 
*,(0) = ot. (7) 
В зависимости от конкретней задачи можно использовать и 
другие способы выборе функционала if . Для теоретических 
рассуждений достаточно указания возможности конкретизации 
вида .  В работе [ 6], например, указан лишь вариант Б 
выбора функционала. 
Во-вторых, для продвижения вперед, рассмотрим вопрос 
существования неподвижных точек у оператора (4). До сих пор 
мы, якобы, предполагали знание X". Как же поступить, если у 
нас имеется конкретная задача (2), произведен выбор функцио­
нала if и, тем самым, построен оператор (4)? Оказывается, 
что тогда можно применить понятие вращения векторного поля. 
Вращение уСI-Т; 352) -^С {-Т, Э.9; Е ) векторного 
поля X - Т X с вполне непрерывным оператором Г: 9. —* Е 
на границе 55? открытого ограниченного множества Q ба­
нахова пространства Е - ато некоторое целое число, харак­
теризующее алгебраическое число неподвижных точек операто­
ра Т внутри Я . Определение вращения корректно, если Т 
не имеет неподвижных точек на 352 . С понятием вращения мож­
но ознакомиться, например, по книге [2]. Основная "сила" 
понятия вращения заключается в том, что из неравенства 
y-Cl-T j ЭЯ) Ф О вытекает существование в 52 неподвиж­
ной точки у оператора Т ; отметим, что единственности в об­
щем случае не вытекает. Кроме того, во многих случаях удается 
доказать сохранение значения вращения при преобразовании и 
видоизменении оператора Т или области SŽ . В частности, в 
работе [4] доказано, что 
y- ( I -A ; 30 l ;CxR) = r ( I -T ;  3Q;C) ,  (8) 
где оператор Т представлен формулой (4), 
01=S2 * ( A ' A,V)  C C'M R ; 0 <  
для X е Я. ; $2 - определенная при описании оператора Т 
область; оператор А имеет вид 
>(.2яг) г 1 jt F(X(- i ) )  А-
А  ( { X ,  Л } )  -  (  ' Х °  ) . .  ( 9 )  
функционал if удовлетворяет условиям а) и б). Если теперь 
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предположить, что 
(Lv) у (I-T; 95t; ОФО 
для некоторой открытой ограниченной области 9 с С } на грани­
це которой оператор (4) не имеет неподвижных точек, то формаль­
но можем отказаться от условна (IL), так как оно вытекает из 
(lv). 
2. Ндтожпеиме тригонометрического приближения 
Рассмотрим задачу нахождения неподвижна точек оператора 
А, определенного соотношением (9), т.е. задачу решения опера­
торного уравнения 
{ Х , М =  А ( { Х , Х р /  ( 1 0 )  
где А  -  O L —* CxIR . Цусть выполнены преполояения (v), (Lui), 
(iv) ив области 52 функционал f удовлетворяет условиям а) 
и б). Будем искать приближенное решение уравнения (10) в виде 
[Х
п1 Хп } , где А п е ( АX"); Хп е Q и имеет компоненты 
в виде тригонометрического многочлена порядка п : 
x u(t)= ~ +  Ž^c^-Coiici  + äi^inK.t),  (II)  
Хц - С nj ' • • 
Коэффициенты в разложениях (II) можно определить методом 
коллокации или методом Галеркина. Для получения соответствую­
щих приближенных задач применим к уравнению (2), соответствен­
но, проектор Лагранжа Р
п 
проектирующий на подпространство 





равносильно построению интерполяционного три­
гонометрического многочлена по равноотстоящим узлам; примене­
ние же 0
п 
означает отбрасывание остаточного члена в ряде 
Фурье. В результате применения, например, Р
п 
получим систему 
X„'(U= \ P„F(Xh(t» . (12) 
Перехрдя, аналогично сделанному в первом параграфе, к опе­
раторному уравнению в С * IR , подучим задачу нахождения не­
подвижной точки в области 0t оператора 
X K ( 2 i r ) + ^  j  P n F ( X n M ) d - > \  
A„((X„,U>=[ .  ®> 
x
"
( vrm ' 
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, вид В„ совершенно аналогичен (13). 
С другой стороны, на системы (12) л&псо вытекает вычисли­
тельная схема для определения коэффициентов разложения (II) 
компонентов приближенного решения . Метод коляокацни вместе 
с дополнительным условием (7), например, для выбора функцио­
нала способом Б приведет нас к алгебраическое системе 
определения коэффициентов приближения XH(t)=(x1,(t)J...,rmnft)): 
fx.'ttO- х  F(xn(ti) ) ,  L  . о д . . ,  г . ,  ( и )  
Vjo).«. 
Здесь t i =  i - k  , h  =  Z x / U C n  +  i ) .  Аналогично, метод Еалеренна 
дает схему 
I (I5) 
Здесь (t)= с oo i t  t  = 4ih к-t, ic- О, И,... . 
Докажем сходимость приближений {, Xh} к решению 
{Х\ А*} задачи (2). Более точно, рассмотрим уравнение (10), 
{X, A}- AUX.XJ-) 
н приближенное к нему 
{ X H | A N }=  А , ( { Х „ , А П ] ) .  ( 1 6 )  
Как было отмечено в § I, разрешимость задачи (10) вытекает из 
предположения (iv) и равенства (8). Что же можно оказать о су­
ществовании решения уравнения (16)? Обозначим через <Г = 
= LAF I!{X,X}-A({X,,\})II C < | R  . В пространстве C*R норма { X ,  x j t  д  o i  
определяется соотношением II {X, X }|| 
с 
„ R * Н X Нс + IАI . 
Из отсутствия на 301 неподвижных точек вполне непрерывного 
оператора А следует, что cf > 0. Имеет место соотношение (см. 
[2]): 
если 
AU(V 11А„((Х,А})-А({Х,Х ))Ц 4 <Г, (17) 
{Х,Х}е д(К 
t ( I - A „ ; d O l ) = f ( l - A ;  д а ) .  ( 1 8 )  
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Находим 
<г„ -II А„({Х, Aj)-А«Х, А l)lc <R -II <f(X)[jV„ F Ж*)) I»-
- J F ( X W ) e U J I c  4 1 f(X)l  IIД Р„ F C K W ) -  F<x <•>))) ,UIC. 
Известно (см. [I]), что имеют место соотношения 
l lPJI c^ L i  4 cor) i t V n ; (19) 
ЦР„ X - X llL >0 , n ^ V Хб С . (20) 
Здесь La = Lt (10,1*1 ; IR" ) ,  
l ix Ii, - { J Z K  Ž  I  X J L  D T  } * A  S <  V T  i ixi i .  .  (2D 
Ч с к=1 С 
Из ограниченности (в силу (20)) вытекает сходимость к нулю ве­
личин сГ„ а также существование числа л„ , такого, что для 
п > п0 имеет мёсто соотношение (17). Следовательно, для n>znc 
справедливо также равенство (18). Тем самым доказано существо­
вание в (X хотя бы одного решения {Xn"/ An' j уравнения (16). 
Отметим, что то же самое можем сказать о методе Галеркина 
t X n , A j - - B n ( { X n , A j )  ( 2 2 )  
(см. формулу (13)), так как ортопроектор ö„ тоже удовлетво­
ряет условиям (19) и (20). 
Докажем теперь сходимость решений {Х„ж, А„} уравнения 
(10) к (Х*; X"} . Оказывается, что для любой последовательности 
{{ Х'
и 
, A„|f С 01 последовательность Л„|)} будет 
компактной в С * 1Я . 
Действительно, справедливы следующие импликации: 
[ U „ ,  А
П
И  С  0 1  = > | I X J I 0  4  C E N T  V  N  = >  
=> l |F(XJ l l c  4 con* t (ввиду (;_)) ==> 
= >  I I  P „  F  (  X „ )  | I L  5  C c i n t  ( в в и д у  ( 1 9 ) )  = = »  
=> | | f4  Р(Х„Ы) .< con^t (ввиду (L)) =4 
= э  I I  1  j t p  F (  X h ( • - > ) )  c U  I I  1  (LCiltt (ввиду ограничен-
An о л Ч 
ii ости -А_ ) —> 
Ал 
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— ^  1 i  \ Ъ  p n F(X r t U))  }  компактна  в  С  ( т ак  к ак  Н 1  ком-
Л
П » „ч 
пактно вложено в С) -=* 
=> {  Х„ (Яг )+  ^  j  P n F(X M ( - i> ) )  d ->  j  к омпактна  в  Ü  
(в силу компактности ограниченной числовой последовательности 
{ X J H г ) }  
=> {{ UU) > ±JV(X.(«>><4 компактна 
в С х Iß (ввиду компактности в IR. ограниченной числовой по­
следоват ел ьности  1  А„М f  -  А ' ) ) .  
Здесь Н
1
- НЧ [0,2-г]; К"1) - пространство Соболева, 
1 X 1  „ I е  t  I X  I L  ,  i  J - X M t l  } .  
Так как при п >, г\ 0  уравнение (16) имеет в СП. хотя бы одно 
решение {ХД X*} и только что мы показали компактность по­
следовательности f An ({X* , X* 0} , то компактной будет и 
последоват ел ьност ь  { {Х„*  Х
п
*  }  (  с  (Л . ;  так  как  {X* ,  К  }  =  
=  A h Ü C , X " J ) .  
Рассмотрим теперь сходящуюся последовательность {{Х„, Aj }с 
с (Л., HX h , A n i i— > - {К ; Х | , т . е .  I i x ; - x  i l c  + |X n -AUO,n -*o0 .  
Исследуем разницу 
II  A n ( {X h ) A j ) -A (U / AOj | c x R  <  l i A h ( ( X h , AJ ) -
-  A f i ( i X , \ r ) l l C x | R  +  К  A n ( { X , X U -  A ( { X , X m i C x R  =  




, Л Л ) -  А
п
( Ч Х ( А П Н С х Л  +  К  -




й * и , х л ) - A * ( t x , x m ! C X I R  ^  ,  
где 
e* n  = | |X haa<)-X<2*-)6 c  , 
р
п
= 6 fWjf P nF(XJ^4-^X)/S hF(X^>M c, 
- А п ( - 1 ^ -  А ' ) | ,  
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Почленно: 
< * „  < 1 1  X h - X l c  — » 0 ,  * — >  0 0  ;  
y „ . < I X „ - X M X ' M X - X „ l » I ^ T  -  f T n l  ,  
!  i fu. i  "  >fщ 1|А
я
-х|+ |xM^7) - yoirl -
при n —• oo t следовательно и у n —> О, о —>• се • 
W c *->l-•HJ t rp B Fa h (4))-p n F(x(4»«u l i c  + 
+  | v f ( X J - f ( X ) | . | (  i t P M F ( X ^ ) ) e l , ! | c  .  
Из соотношение (19) и (20) вытекает также сходимость /ъ
п
—»0 
при п —*оо , Мы получили следу ЩЕЙ результат: 
ИХ„АН—*{Х,А}=> fA n(K,X h i) j-^Aa/,Ai). (23) 
Стало быть, предельные точки последовательности [{Xh';X* ijc 
C.OL С. ÕI являются неподвижными точками оператора А. 
Если { X Л* } - единственная неподвижная точка операто­
ра А в 01 , то последовательность {jX* A'lJ будет сходиться 
именно к этой точке. 
Все приведенные рассуждения справедливы и для метода Га-
леркяна. Мы доказали следующий результат. 
Теорема. Цусть для системы (I) выполнены предположения (I), 
(ii), (iü), (iv) и пусть нам известно некоторое число <х , до­
пускающее выбор функционала f в форме Б . 
Тогда метод коллокации (14) (метод Галеркина (15)) при всех 
п> п0 определяет хотя бы одно решение { Х„*; А*} и предель­
ные точки последовательности A* j} будут решениями сис­
темы (2). 
Здесь п0 - некоторое фиксированное число, существование 
которого также доказывалось. 
Замечания. I. Формально в предположениях теоремы можно 
опустить условия (И) и (LU), если к (lv-) добавить требова­
ние о том, что X' - единственная в открытой области Я. непод­
вижная точка оператора Т , определенного соотношением (4). Из 
сказанного вытекает иодированноеть в С кривой £ неподвиж­
ных точек операторе А (А*), что, в свою очередь,равносильно 
(Lii. ). О возможности снятия предположение (О) было сказано в 
ходе доказательства. 
2. Предположение об однозначной решаемости задачи Коши для 
системы (I) существенно в настоящей трактовке, так как коррект­
ность определения вращения в (<>)(т.е. независимость её зна-
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ченжя для векторного пола Х-ТХ от выбора функционала if ) 
требует непрерывности операторе сдвига по решениям сжстены 
(I) (см. [2]). 1  
3. Установление неравенства (iv) в рбщем случае сложно. 
Однако, если имеется дополнительная качественная информация 
о фазовой картине в окрестности цикла, отвечающего периоди­
ческому решению, то проверка зтого условия может оказаться 
совсем простым. Например (см. [2]), если известно, что цикл 
Г - орбитально асимптотически устойчив, то y(I-T;95ž;C)= 
= I для достаточно малой окрестности 5 неподвижной точки 
X* оператора Т (см. (4)). Следовательно, можно сформулиро­
вать результат, утверждающий разрешимость системы (14) 
(ели (15)) и сходимость соответствующих приближений в пред­
положениях, что выполнено условие (L) и, кроме того, извест­
но некоторое число «. , принадлежащее области значений неко­
торой (скажем, первой) компоненты орбитально асимптотически 
устойчивого периодического решения системы (2). 
4. Система (14) (а также система (15)) для фиксирован­
ного п - эта нелинейная алгебраическая система относительно 
m (2h + l)*i неизвестныхжоэффициентов компонентов вида (11) 
вектор-функций Х„ , и параметра X . Решение этой системы яв­
ляется самостоятельной и непростой задачей, особенно если 
вектор-функция F недн$ференцируема. Если же, F - дифферен­
цируема, то можно предложить итерационно-аппроксимационный ал­
горитм (см. Г51). Его суть заключается в переходе при построе­
н и и  п о с л е д о в а т е л ь н о с т и  п р и б л и ж е н и й  о т  п  н е  к  *  - м  а к 2 п ,  
чтобы сохранить в случае метода коллокации узлы совпадения. 
Используется итерационный метод Ньютона и при переходе к 
большему и начальным приближением берется решение предыдуще­
го аппроксимацнонного шага. В статье [51 доказана сходимость 
метода Ньютона для решения автономного уравнения порядка m . 
5. Аналогичный нашей теореме результат можно доказать и 
для конечноразностного приближения периодическому решению 
системы (2) и соответствующему значению параметра А . Техника 
доказательства та же, которая использована в 5 3 работы [3]; 
в той статье рассматривается также задачи (I), но схемы вы­
числений несколько отличаются от приведенных здесь. Приведем 
аналогичную к (14) схему разностного метода. Именно, пусть Хд-
сеточная вектор-функция, определенная на равномерно! сетке 
на отрезке [0, 2п j. т.е. каждая из её m компонент - обычная 
сеточная функция со значениями в 16 . Вели выполнены предпосыл­
ки теоремы и дан разностный оператор численного дм$ференджро-
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ваши Du .^который удовлетворяет условию устойчивости (см., 
например, [3]), то при в —»О имеет место поточечная сходи­
мость приближений, определяемых уравнениями 
M v x W '  V  - "  
к решению задачи (2). Здесь ^ - разностный аналог функции 
F ; во втором соотношении указано значение первой компоненты 
в  п е р в о й  т о ч к е  с е т к и  t o = 0 .  
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COMPUTATIONAL METHODS OP FINDING РЕНЮПС SOLUTION 
OP AUTONOMOUS SYSTEMS 
' P. Mildla 
Summary 
In this paper the conversation theorem of the methods 
if collocations, Galerkin's and finite differences for the 
finding of periodic solutions of autonomous system (1) is 
proved. The approximational operator equations give us ef­
fective numerical schemes (14) and (15). The right parts 




ДЛЯ НЕЛИНЕЙНОЙ ПАРАБОЛИЧЕСКОЙ ЗАДАЧИ 
М. Фишер 
В статьях, [i, 2] исследовались явная и неявная схема для 
решения параболической задачи 
,  x e SL , t e ( o , T ] }  ( I )  
u ( x , o )=  u „ ( x ) ,  c c e S l >  (2)  
u- uC*,t)e H5 ) ,<reto,T] (3) 
где = -5 ^  
cLy = «-jtj,= ^Сх,£) e L^Csi) \fte(o }T\ 
H^(-SX) = (v, nre H^) , H k(Jl) = IV^ÜI) -
пространство Соболева; _Й.=4о<х;.<./1 } ? ЭЛ1- гра­
ница, JL - замыкание. 
Здесь подлежит исследованию схема Кранка—Николе она для 
приближенного решения приведенной задачи (I), (2), (3). 
Предположим, что выложены условия: 
( I )  д л я  к а ж д о г о  c l > 0  существует такое число эе^хэ.что 
при всех хеSl , i е [о,Т] ? 6 R , еЬаДсправедливо 
неравенство 
Ž °-ii tO \ W \ 
г  ' t « - !  
(II)  функции Лубt,t,u) д^ференцируемы и 
I I' ^  • Л-'/"' '3 
У х е  Д .  ,  - 6 f c  [ 0 , Т ]  ?  ще L-a.,y-] f  Ьн,...,т-. 
Равномерную сетку с шагом Ж, в А обозначим через Л^, 
причем £1^ =* Sl^ Л Л, 951^=.Л^П9Л.На отрезке С<?,Т] 
введем сетку с шагом <С * : 
" k -  { * к=  К- Г, k= o^ }...,N\ 
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и обозначим 
С< = {jfcreMc , . 
В дальнейшем di, - либо разность вперед, либо раз­
ность назад по пространственным переменным в с-том направ­
лении, а 
^=4 - ( r i P  ,  
Для приближенного решения задачи (I), (2), (3) исследуем 
схему Кранка—Николе она 
+ = ^кт > wT > 
д  C z ,  о )  ~  U oC x )  ,  x e S l t ,  ,  (5) 
3 - 9 (О -yz,*)е Н* CS*,) , (6) 
хдо *' = *-% , 
\ггСО 5 = -i tŽ 
far ~ j*.r & L-±CSlb)f ofy > Но б-Й-(_)~ 
- [ f H W ,  2 ^ = ° }  ,  H * £ S 2 0 ~ W*-4Sb). 
В пространствах Ho (-Sit) и Но Ш(.) воспользуемся 
соответственно нормами 
' з ' . - I . .  ' 3 V I ^ I > A = - | > Ä , I - 1 , - 1  V y .  
Введем связывающие операторы р^е£ СHiCSŽ), Но(-йО), 
6 ^(La/S-), L^C-SkJ) , действующие соответственно по 
формулам 
(f4,w.Xš)  = "-($),  teJ^ ,  
(^ц)С|) = V*j uCt)dx , 
Tf5) 
BhL 
где drCS) элементарная ячейка объема -L с центром в точке 
S >•••> i  
3f(5)= [эс t V 4" 
При исследовании сходимости схемы (4), (5), (6) будем 
пользоваться неравенством коэрцитивности (см. [з]) и резуль- , 
татами из [4]. Цриведем краткий обзор результатов [4]. 
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Пусть имеется двухслойная разностная схема 
F ( t , y  К ) ,  О  , у о )=> у 0  ,  ( 7 )  
где *fe Wc , у-ty&)е Etv - конечномерное евклидово про­
странство, зависящее от >L . 
Пусть ост - фиксированный элемент пространства 
X = j tr : Ar(*)£ , i€Mt} , Vlbr)C-t)= - Ff*/W^Wk)) 
при ? if (*г)(о) =о ,| | - норма на при 
. В пространстве X определяется окрестность 
iV) = {^Х : Цц(-е)-ьгМ11 . 
Операторно-разностная схема (7) называется (*г,5") кор­
ректной (или локально корректной), если на Е^х X сущест­
вует непрерывный, неотрицательный функционал Öft/p*) такой 
ч т о  0 ( о , о ) = О  и  к а к  т о л ь к о  D О ч  ,  - - v r f о ) , £ < f  >  т о  
схема (7) имеет решение -tj е /Uj" (w) и справедлива оценка 
1^ ft) - <wfe) f ^ О (<|о - wft), Ч'Сад-)). 
Оусть О* (чг, iat) , Од. (г) , 03(*) , 9<Да-) - некоторые 
функционалы,непрерывные по tr при каждом -кЫАс ва Mffar), 
такие, что 
йс(к) У О , Di (о) = О , с = £/| 5  2г=лг-10- ^  
3 x(l) г-Cz |аг | |Р, р>и , Ci-C*.(5)7/ß, 9 >0 ,  (8) 
l9,(V,a«r)l  ^ Сь OjJar) -t 1
ь
(8г) , С-5= С.Д),0£с 3М . 
Имеет место теорема (см. [4]). 
Теорема I. Цусть К. , Off). Е^,е<9>0, 
Ы/1 \ f  такие, что как только tr ff) б <Kj ^ a*r) то справедли­
во 
(F(-b, иг, Ah), ö-f-t)  (a-ot  i ) )  ^  o^tir)  + Й 1-CiT) (jr) -f 
-t-r [ü, (v,^)^ -T 0 4 far)  >  £=лг-"цг ,c, =c<($)*o. 
Тогда схема (7) корректна, причем функционал, определяющий 
корректность схемы (7) имеет вид 
О (*j.(o)-i<r(o) ^ £ М (9дХ^(о)-<мг(о))+ 
+ Ь 9», (<Kvrj) 1- 5L х УцСЧ'(<я)^ 
где 
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M = (4 + с,Г+с
й
)(<-tC 5)(c^f/t-с ь)) - <eap Cc,(T-r)/f \ -c 3)). 
В дальнейшем предположим, что задача (I), (2), (3) имеет 
решение <л*[х,Ь) ? у которого существуют и ограничены произ­
водные 
9*и*(хУ *) д'и*Ш) 
QxiMx;/*' , 9г, 1  
Ъ*и*(я{) - (Ю) 
Й-З ' , /<6,/<,= 6>Л
Л
. .Лу/«»^' ^  4, C,J= 
Рассмотрим окрестность . 
WJ"- (иИ*) 6 Но/^Д <4.,  
± Со-L - j) , Со>0 . 
Отметим, что для элементов пг(Ь)^Щ справедливо 
iirrit) - + UuWXb -
<= ffirßr) - tuY-f) Ц 41 Hufl-t) f ^  < ookdi -ct. 
Теперь для *j, rtr€ /U# , ЙсOr имеет место неравенство ко­
эрцитивное ти (см. [3]) 
- Акт fO'v, irty-^C-e"- -^С, 
где С
л 
- положительная постоянная, зависящая от а . 
Прежде чем исследовать корректность схемы (4), (5), (6), 
исследуем ее погрешность аппроксимации 
f - •ffcr ~ Ль? )(f>u,u'*) 
Справедлива следующая теорема. 
Теорема 2. Пусть выполнено условие (II) и пусть задача 
(I), (2), (3) имеет решение удовлетворяющее усло­
виям гладкости (10). Тогда 
— <D f АЛ"*" T1) , i: 6 . 
Корректность схемы (4), (5), (G) характеризуется следую­
щей теоремой. 
Теорема 3. Цусть выполнены условия (I), (II), (10). Цусть 
1— ooKit У О такая, что выполняется i-Vc^yo. 
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Тогда при достаточно малых L и к схема (4), (5), (6) имеет 
единственное решение и при I * 
= имеет место оценка 
hta$ II - pk,td*Z*)l(4 = CCtS-rv 3-). 
Доказательство. Убедимся в том, что для схемы (4), (5), (6 
выполнены условия теоремы I. Цусть *-=/v—рцА4 , *>- — 
= Ulf }ai=-4f Q=r4(,. Оценим скалярное произведение 
с cfm,*-,<£),  д^О-rŽ))  с F6e,-v-, 
Имеем 
т? (F&,*-,*•), ДьСп-ъ))-v U Z iA^UiQ-t 
ъ (AtT (-fj £ - A^rCf)( pjj?), al (*+:0- r (4% AJa-+ 2 
Ч' = ~( jXvt*)* ~ Ata- W)C^wvf). 
Оцежим слагаемые в (II). Первое из них легко преобразуется к 
ВЖДУ' ^{.ЧЛUz* Ü) = Iii II* - listi*. 
Из неравенства коэрцитивности для второго слагаемого в (II) пс 
лучаем 
<С 6**г&0* - Afct&O^u-*), Al (sfc-f Žj) = 
=  ( л ^ ( е ) л р - Л ( Л ) l £ - s - r c * . П ь ц } .  
Для третьего слагаемого в (II) справедливо 
I с ( ^ , Äfc, (*+£)) | jf?<v IIW0 ž <Ct Hi Ц£+ £ |<K| * „ 
Таким образом 
f  (  F ( t f i r ,  & ) f  ü k ( t + k ) )  *  
* 1Ц* - l|ž tf-t vXx*-c)lzlf-lec^lE^S Я ЦП*. 
Выбираем C = de«. и учитываем, что 
iilini (и^кгЮ. 
Имеем 
t ( FC-b,*r,Z') }  U-Vc«) JM*- 0+ Cc«,) li fl*-£||<fc. 
Введем обозначения 
QA^-C»torll^ D^=£|VI» . (12: 
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Тогда 
с бf^VV,£), (*+£))> 
Относительно функционалов DA, % справедливы условия (8), 
причем 0
Л 
= О, 05 = О . функционал (9) имеет вид 
DtyЮ) -fH.uL(o)) V) = 
= [ ^  ^ T'v) Шу°)-h-WhZf % <*'ф]]к, 
где с,,С*, определены в (12). Так как %(у(°)-р^и*?о))=ото 
остается оценить функционал Оценим: 
W  = L ! 0 *  
- I (pfc,U*\ •+ A^Ci1) -+A(t')U*(xtf)]Igt 
Так как U < T^ - o^, ll0 = то из теоремы 2 следует, 
что 
!1<И0 = 
Значит, при достаточно малых (Т£ К
А
- fJ^) имеет мес­
то 
D(^(0)-pj vU*(0) )4') = Ü?^-rr i)t  Cet=<? .  
Отсвда в силу теоремы I вытекает, что разностная схема (4), 
(5), (6) имеет в kJL$ решение, для которого справедлива 
оценка 
rttox \\<£tb) - (xvu*to К, = OftS'-rv'j. 
Для доказательства единственности решения tfV*) предпо­
ложим противное. Цусть разностная схема (4), (5), (6) имеет 
два решения . Их разность ^ 
удовлетворяет уравнению 
+ A k r(t)q,-A^L-e) у=0 . (13) 
Умножим последнее скалярно на tr : 
г (fct +A{lt А*')- Afcr <*')A*.(2:t *))= 
= tf А^бг-f 3:)) •+*£ (A^r^'ty* ~Avc(tO 




ъ (Ч+Акх W) J« -Akc (i')jji,  Afc,(arfjtj) > 
? (< - re«.) I st If - rc*u) Ii II * 
или, учитывая (13), 
(4-гьОНИ^ (HX c j  & t ? .  
В обозначениях (12) последнее неравенство принимает вид 
9jU*)ž:(<HC«r) Эцгё) . 
Суммируя подученное неравенство по е>=т,, получим 
Дь fitf-tr)) ^ c,r ^  Q* Ы*)) -г li, Ы о)) = 
4=Г 
= с,г -+ (l-fC,r)0,.^o)J. 
dsizr 




откуда натекает, что 
Теорема 3 доказана. 
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Man untersucht die parabolische Differentialgleichung 
mit den schwachen NiohtlinearitSten in den Koeffizienten. 
Es wird geieigt, dap das Crank-Hioolson Schema korrekt ist. 
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