The average of 3 observations is the standard method of estimating the location of their distribution. The average of the closest 2 out of 3 observations, although often used, has more variability than the average of all 3 observations for a standard normal distribution. One statistic uses a threshold to decide when to use the average of all 3 observations rather than the closest 2. With the standard normal, this statistic still has more variability than the average of all 3 observations.
The average of 3 observations is the standard method of estimating the location of their distribution. The average of the closest 2 out of 3 observations, although often used, has more variability than the average of all 3 observations for a standard normal distribution. One statistic uses a threshold to decide when to use the average of all 3 observations rather than the closest 2. With the standard normal, this statistic still has more variability than the average of all 3 observations. C hemists often estimate the location of a distribution from the outcome of an experiment. The usual estimate of the location parameter is the average of all 3 observations. Several ways quantitative laboratory practices can be mishandled were discussed by Solsky (1). Although not mentioned explicitly by Solsky (1), sometimes only the closest 2 out of 3 observations are reported and averaged in analytical chemistry. This practice gives the impression of an artificially small variability and is an unnecessarily poor estimate of the location parameter. It offers some protection against outliers, but at a cost. The lack of precision of averaging the closest 2 out of 3 observations is long established (2-4). The distribution of the closest 2 out of 3 observations is discussed by Seth (5) . Outliers in samples of size 3 were considered by Anscombe and Barron (6) . Although Quon (7) does not discuss the average of the closest 2 out of 3 observations explicitly, he discusses invariance in samples of size 3 and compares the average and median for samples of size 3.
A threshold was used by Wilke (8) to decide when to use the average of the closest 2 out of 3 observations rather than the average of all 3 to estimate the location parameter. This study examines the use of such a threshold.
Threshold
The following example illustrates one problem with using the average of the closest 2 out of 3 observations to estimate the location parameter. Suppose 3 observations are 1.00, 2.00, and 3.01. The interval between 2.00 and 3.01 is larger than the interval between 1.00 and 2.00, but there is little evidence of an incorrect value.
In the above example, there are 2 intervals. One interval is between the closest 2 observations. The second interval is between the other observation and the closest observation to it. The second interval is always at least as long as the first. In the example, the ratio of the length of the second interval over the length of the first is not much above one.
The example suggests using the average of all 3 observations when the ratio mentioned above is less than or equal to a threshold. The average of the closest 2 out of 3 could be used if the ratio is greater than the threshold. The main question is whether this statistic has smaller variance than the average of all 3 observations for some threshold, K. When K = ϱ, this procedure averages all 3 observations. When K = 1, it averages the closest 2 out of 3 observations.
In Appendix A, the distribution for this statistic is found when the observations are independent and identically distributed. In Appendix B, this location estimator is considered when the observations are independent and identically distributed, and the distribution is symmetric about some point. In this case for any K Ն 1, the distribution of the average of the closest 2 out of 3 with threshold K is symmetric about the same point. Consequently, the statistic is unbiased for these distributions.
For the standard normal distribution, Appendix C shows that the variance as a function of the threshold, K, equals
The first derivative of this expression with respect to K is always negative. Therefore, the average of all 3 observations has a smaller variance than the statistic with any finite threshold. Table 1 gives some values of the variance of the statistic for different values of the threshold. It shows that the variance decreases as K increases. Much of the decrease in variance occurs when the values of K are small. Figure 1 graphs this function from 1 to 50 as it decreases toward it asymptote of 1/3.
Summary
Sometimes the most extreme of 3 outcomes is excluded before the average of the other 2 is calculated. Sometimes the most extreme outcome is excluded when its distance from the closer of the other 2 is above a threshold. In either case, with normal data, the variance of the resulting average will exceed the variance from the average of all 3. Making the threshold high will eliminate much of this extra variability.
Appendix A
The 3 observations are independent, identically distributed with distribution denoted by f(x). Let x (1) Յ x (2) Յ x (3) denote the order statistics. Their joint distribution is 6f(x (1) )f(x (2) )f(x (3) ). Let K Ն 1 denote the threshold. Define a statistic:
otherwise.
The distribution is found by first changing variables to include this statistic. Next, integrate out the other variables. Three mutually distinct cases are considered.
)/2 and t = x (3) . The Jacobian of this transformation equals 1/2. Therefore, the contribution from this case equals (3) )/3, s = x (1) and t = x (3) . The Jacobian of this transformation equals 1/3. After s is integrated out, the remaining restriction is that t > A. Therefore, the contribution from this case equals (2) )/2 and t = x (1) . The Jacobian of this transformation equals 1/2. Therefore, the contribution from this case equals
Appendix B
This appendix shows that the distribution of the statistic with a threshold is symmetric about M when the distribution of the observation is independent, identically distributed, and symmetric about M.
First, consider the integral in case I of the previous appendix where A is replaced by 2M − A. Use symmetry of the observations, then the transformation t new = 2M − t old to show that it transforms into the integral in case III at A. A similar procedure transforms the integral in case III at 2M − A into the integral from case I.
Next, consider the integral from case II at 2M − A in the previous appendix. First, interchange the double integral giving
Second, substitute u = 2M − s. Third, substitute v = 2M − t. Fourth, use the symmetry of the underlying distributions. Finally, reverse the limits on both integrals to get the integral from case II at A.
Appendix C
This appendix evaluates the variance of the statistic when the distribution of each observation is N(0,1). Plugging the normal into the integral in the first case from Appendix A gives
This integral equals −12/(√(2)) times the first derivative with respect to c of the following integral evaluated at c = 2 and p = 2K + 1.
At p = ϱ, this integral equals zero. The first derivative with respect to p equals
Interchanging integrals and completing the square in the exponent shows that this integral equals
Integrating from p = ϱ to 2K + 1 gives
ͪͪ.
To find the variance, take the first derivative of this expression with respect to c, then evaluate at c = 2 and multiply by −12/(√(2)). The result is 
