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Let M be a von Neumann algebra. Two positive normal functionals cp, $ on M 
are called equivalent, cp v $, if I/ is in the norm-closure of the orbit of cp under the 
action of inner automorphisms Our main result is an isometric characterization of 
the quotient space Mt/-: We construct a natural isometry [cp] --t (I, of Mf/- 
into the set of positive normal functionals on “the smooth flow of weights” of M, 
where the smooth flow of weights is realized as the center Z(N) of the crossed 
product N = M xow R for some faithful normal semilinite weight w on M. As an 
application we obtain that an automorphism a on a factor M with separable 
predual acts trivially on Ml/- if and only if G( acts trivially on the smooth flow 
of weights, i.e., the Connes-Takesaki modulus mod(a) of a vanishes. We also obtain 
a new proof of the diameter formula 
I-$ 
diam(S,(M)/- ) = 2 - 
1+$ 
for the quotient of the state space of a factor of type III,, 0 < A< 1. Cm 1990 Academtc 
Press. Inc. 
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1. INTRODUCTION AND FORMULATION OF THE MAIN THJZOREM 
Let M be a von Neumann algebra with predual M, with positive cone 
M,+. For each Q E M: let [q] be the norm closure of its orbit under the 
action of the inner automorphisms by cp + ucpu* = rp 0Ad (u). From the 
norm identity 
ll’p--$~*ll = Il~*w-$II, 
it is clear that we have an equivalence relation on M,+ by cp - $ if I,? E [q]. 
The quotient space M,+/- is a metric space with metric 
444 Cil)=inflIlcP’-~‘lI:~f~cP:~‘~~}. 
The first result on M,+/- is due to Powers [15], who showed that for 
factors of type I,, n E N, M,+/- is isometric to the set of decreasing non- 
negative functions on the set (1, 2,..., n> with L,-norm due to the counting 
measure. The map was as follows: Let Tr be the usual trace and let cp EM: 
be defined by cp(x)=Tr(hx). Then h has spectrum ill >&a . . . aI,>O, 
and the function corresponding to cp is&,(j) = Jj. 
Later on, Connes and the second named author [4] showed that for fac- 
tors of type III, with separable predual any two states are equivalent, from 
which it follows that [q] + cp( 1) defines an isometry of ML/- onto 
II+ u (0). In her thesis [l] Bion-Nadal characterized M,+/- for factors of 
type III with separable predual by exhibiting a bijection of Mz/- onto a 
certain class of positive Bore1 measures on a point-set realization of the 
flow of weights. Particularly for factors of type IIIA, 0 <I < 1. M,+/- was 
mapped onto the set of positive bounded measures on the unit circle. The 
next step towards our understanding of the quotient space was taken by 
Connes and the present authors in [3], where the diameter of the quotient 
state space S,(M)/- of the normal states was shown to be 2 for factors of 
types II and I, and 2(( 1 - &)/( 1 + fi)) for factors of type III2 with 
separable predual, A E [0, 11. 
In the present paper we shall complete the program by giving a rather 
concrete isometric characterization of M,+/ - . The result is easily described 
for semifinite factors and type III,-factors, 0 < ;1< 1, with separable 
preduals. Assume first M is semilinite with trace r, and let J= {z(p): p 
finite projection in M}. Then we show that ML/- is isometric to the set 
of nonnegative decreasing L’-functions on I&!+ = (0, co) with values in J 
which are continuous from the right (Thm. 4.4). The connection to Powers’ 
characterization of Mz/ - in the type I,, case is given by (generalized) 
601/83/2-4 
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inverse functions: The list of eigenvalues A, > . . . > 1, of h = dq/d Tr, 
cPEM*+, can be considered as a function from J\ (0) to [0, co) and the 
corresponding function f, from [0, co) to J in Theorem 4.4 is 
f~(~)= # {iIAi>s}, 
where # denotes the number of elements in the set. 
If M is of type III,, then M,f/- is isometric to the set of nonnegative 
decreasing functions on [w + satisfying Af(na) = f(a), a E Iw + considered as 
a subset of L’(1, 1). 
If M is of type III, there is no such simple characterization of Ml/-. As 
pointed out by Bion-Nadal [l] it is necessary to consider the “flow of 
weights” of M and to reformulate the theorem. We shall do this as follows; 
more details will be given in Section 3. 
Let M be a von Neumann algebra and w  a faithful normal semilinite 
weight on M. Let P be the associated modular automorphism group and 
N the crossed product N=Mx,, Iw. It was shown by Takesaki [21] that 
N is independent of the choice of o, and that N is semilinite with a faithful 
normal trace 7, such that 7 0 8, = e -s7, where {e,},, Iw is the dual 
automorphism group of cP on N. For cp E M,t let ~$5 denote its dual weight 
on N, and let de/d7 denote the Radon-Nikodym derivative of @ with 
respect to 7. Then d@/dz is a positive self-adjoint operator affiliated with N; 
hence the spectral projection e, = xCl,,,(d@/d7) belongs to N. Now 
r(e,) = cp( l), so we can obtain a positive normal functional @ on the center 
Z(N) of N (also called the flow of weights) defined by 
4(z) = 7(e,z), z E Z(N). 
Notice that from the unitary invariance of 7 we have (ucpu*) A = 4 for every 
unitary operator u EM, so we obtain by continuity a map M,f/- + 
Z(N): by [q] + @. Our main result can now be formulated. 
MAIN THEOREM. Let M be a von Neumann algebra. Then with notation 
as above we have 
(i) The map [q] -@J is an isometry of M,f/- into Z(N):. 
(ii) Ij-fM is properly infinite with no direct summand of type I then the 
range of the map [q] + ~$3 is the cone 
P(M)= {XEZ(N)*f:Xoes~e-“X,sEIW+}. 
(iii) If M is of type II, then the range of the map [q] -+ ~$5 is the set 
~x~mf): Xd7lZ(!vJ. 
The proof of this theorem constitutes the main bulk of the present paper 
and forms the contents of Sections 2-9. The different sections are quickly 
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described as follows. In Section 2 we prove the basic facts needed on the 
equivalence relation - on M,+. In Section 3 we present the crossed 
product construction N = M x,~ R in more detail and prove the basic 
results, in particular that the map [q] + 4 is a contraction and that 
4 E P(M) for all cp E M,+. In Sections 4 and 5 the theorem is proved for, 
respectively, semilinite factors and III,-factors, 0 < 1< 1, with separable 
preduals. To show the theorem for factors of type III,, with separable 
preduals, it is necessary to use the fact that such factors are limits of 
increasing sequences of (global) II,-algebras. Thus we need a martingale 
theorem saying roughly that the theorem holds for a limit of an increasing 
net of von Neumann algebras for which it holds. This is done in Section 7 
after we prove some preliminary facts on flows on abelian algebras in 
Section 6. In Section 8 we use direct integral theory to show the Main 
Theorem first for II,-algebras with separable preduals, then via the mar- 
tingale theorem for III,,-factors, and then finally for all von Neumann 
algebras with separable preduals. The proof is completed in Section 9. It is 
first done for o-finite algebras by use of the martingale theorem to an 
increasing net of separable algebras. In order to do this we show that if M 
is g-finite of type III then there exists a countably generated subalgebra N 
of M such that whenever P is a von Neumann algebra with N c P c M, 
then P is of type III. The general case follows easily from the a-finite case, 
since any von Neumann algebra is a direct sum of algebras of the form 
P@ B(H), where P is a-finite and B(H) all bounded operators on a Hilbert 
space H, 
The remaining four sections of the paper include applications of the 
Main Theorem. It is shown in Section 10, partly as a consequence of the 
flow results in Section 6, that if M is properly infinite with no direct sum- 
mand of type I then the quotient state space S,(M)/- is isometric to a (in 
general noncompact) norm complete Choquet simplex. Furthermore, we 
obtain a new proof of the diameter formula in [3]. In Section 11 it is 
shown that if M has no direct summand of type I and cp EM,+ is faithful, 
then there exists a faithful functional + E [q] with centralizer of type II,. 
This extends a result in [4]. 
Finally, in the last two sections we study the automorphism group 
Aut(M) of M. If a E Aut(M) then a has a canonical extension to &E Aut(N) 
(N=Mx,, R as before). a also induces an isometry L?, of Mt/- arising 
from its adjoint action a*: M, + M,. The main result in Section 12 states 
that the homomorphisms a + 15 IZcN) and a + CL* have the same kernels, 
namely the closed normal subgroup of Aut(M) consisting of those a for 
which there is for each cp E Ml and E >O a unitary operator 
u = u(cp, E) E M, such that 
Ilcpoa-ucpu*II cc. 
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If M is properly infinite with separable predual it is deduced in Section 13 
from [5] and [21] that there is an isomorphism /I of the flow of weights 
on A4 onto Z(N), such that &IZ(N) =~omod(cr)o~-’ for cc~Aut(M), 
where mod is the fundamental homomorphism of Aut(M) into the 
automorphisms of the flow of weights found in [S]. Thus the results in 
Section 12 in particular describe the kernel of mod for all von Neumann 
algebras. 
2. THE EQUIVALENCE RELATION ON 44: 
As described in the Introduction, if M is a von Neumann algebra and 
cp, 1+9 E M,+ then cp and $ are called equivalent, written cp w  I,$, if + belongs 
to the norm closure [q] of the set of functionals ucpu*, u E U(MEthe 
unitary group in M. Here we used the notation ucpu*(x)= cp(u*xu), 
UE U(M). The quotient space MC/- is a metric space with metric 
4Cq1, [I$l)=inf{Ilcp’-II/‘II, cp’e [VI, FE tlcll>. 
LEMMA 2.1. With the metric d, IV:/- is a complete metric space. 
Proof. Let [q,] be a Cauchy sequence in Mi/-. It suffices to show 
that a subsequence converges to an element in M,+/-, so we may assume 
4CvJ Cvn~11)<2-“. 
Thus there is u, E U(M) such that IIu,,(pnu,* - rp, ~ I 11 < 2-“. Choose 
cp; E [q,] recursively as follows. Let cp; = cp,. Suppose vi,..., cpLP i are 
chosen in [qi],..., [q,- i], respectively, so that IIcpb - cp;- ilj <2-k, 
k=l,...,n-1, and (P;=Uk(PkU;, u,EU(M). Let z4,=U,Piu, and 
cp; = u,qp,u,*. Then clearly IIcpk - cpL_ I II < 2-“, whence (cpb) is Cauchy and 
therefore converges to cpEM*+. Since 4C%J Cd) d Ild- cpll, 
[q,] -P [rp], and M,+/- is complete. Q.E.D. 
In the definition of the equivalence relation N it is often preferable to 
work with partial isometries instead of unitaries. The following theorem 
will therefore be useful. We use the notation that supp(cp) denotes the 
support projection of cp in M when cp E M,+. 
THEOREM 2.2. Let M be a von Neumann algebra and cp, I) EM. Then the 
following are equivalent. 
0) cp+ 
(ii) For every E > 0 there exists a partial isometry UE M such that 
u*u = supp(cp), uu* = supp($), and 
bcp~*-~ll -cc. 
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For the proof we shall need two lemmas. 
LEMMA 2.3. With cp -I/J in i&f,+ then supp(cp)-supp($) (as projections 
in M). 
Proof: By the GNS-construction we can assume that cp is a vector state, 
cp = oc, for a cyclic vector 5 in the underlying Hilbert space H. Choose a 
sequence (u,L N in U(M) such that 
lllcl-u,w,*ll -+o for n+cO. 
Since u,rpu,* = w,“< it follows from [ 12, Thm. 7.3.1 l] that $ is also a vector 
state, * = 04, with ~EH. Since 5 is cyclic [Mq] < CM<], so by the 
Coupling Theorem [ 12, Thm. 7.2.121 
supp(+) = CM’?1 5 CM’51 = SUPP(cp). 
By symmetry of cp N $ we get supp(q) N supp($). Q.E.D. 
LEMMA 2.4. Let cp, $ E Ad,+. Suppose 11 cp 11 = 11 t,b II and that for every E > 0 
there is a EM, llall < 1, such that Ilacpa* - $11 -CC. Then cp N $. 
Proof: It is sufficient to consider the case llqll = ~~1(/~~ = 1. By multiplying 
a by a positive scalar slightly less than 1 we can obtain that llall < 1 and 
still have IIarpa* - $11~ E. By the Russo-Dye-Palmer Theorem (see [ 111) 
u is a convex combination of unitaries in M, say 
a= i AiUi, UjEU(M), ii>O, Cni=l. 
i=l 
We may assume cp is a vector state, cp = oe. Since II rp II = [I$ II = 1 we have 
11~112 = 1, and 
llu~ll*= Ilarpu*l~ > 1 --E. 
Hence 
f: 4 Il~i~-~511*= 5 &(l15112+ Ila612--2WuiS, 4)) 
i=l i=l 
= ll~ll*+ ll41*-2 ReG& 4) 
= 115112- Ibrll* 
< E. 
lJ*v = SUPP(cp), uu* = supp($). 
Put $‘=o*I&: Then supp(ll/‘)=u*u=supp(cp), and by (ii)*(i) $‘-$; 
hence also t,V rr ’ cp. Let E ~-0 and choose UE U(M) such that 
/Iurpu* - $‘I1 <&. 
Put p = supp( cp ) =supp(+‘), and a=pup. Then llall d 1, aEpMp, and 
lIarpa* - $‘I1 = lMwu* - UPII < E. 
It is clear that cp - $’ implies li(pll = ll$‘ll, so by Lemma 2.4 we can find a 
unitary w  in the reduced algebra pkfp such that 
11 wcpw* - I)‘11 < E. 
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Therefore, Iluit - a(i12 < E for at least one iE (1, . . . . n}. For two vector 
states 05,, my,, we always have 
lb& - mtzll 6 1151 - 5211 II51 + (211. 
Therefore, 
Ilu,cpu* - acpa*ll d llu,5 - 411 lluit +&II < 2~“~ 
for some iE { 1, . . . . H}. It follows that 
IIup4*-~II <&+2&1’2 
for some u E U(M); hence rp - $. Q.E.D. 
Proof of Theorem 2.2. The implication (ii) * (i) is a special case of 
Lemma 2.4. To show the converse we can by Lemma 2.3 choose a partial 
isometry o E A4 such that 
The inequality still holds when we consider w  as a partial isometry in M 
with support and range projection equal to p. Put now u1 = uw. Then 
u:u1= supp(cp), u1u: = supp($), 
and 
IlUl w: - $11 = I)u(wcpw* - I++‘) u*JI <&. 
This proves (ii). Q.E.D. 
If p is a projection in A4 and pMp is the reduced von Neumann algebra, 
then each cp E (pMp): has a natural extension in Mz, still denoted by cp, 
EQUIVALENCEOFNORMALSTATES 187 
such that v( 1 - p) = 0. This extension identifies (pMp)t with the set of 
cp E M: with supp(cp) < p. We shall write [CJI], for the equivalence class of 
cp in (pMp),+. Recall from [ 12, Thm. 6.3.41 that if p is a properly infinite 
projection in M with central support 1, and e is a o-finite projection in M, 
then e 5 p. 
LEMMA 2.5. Let M be a von Neumann algebra and p a properly infinite 
projection in M with central support 1. Let $ E Mt and let e be a o-finite 
projection in M such that e > supp($). Let v be a partial isometry in M such 
that vu* Gp, v*v=e. Then we have 
0) v+v* E (PMP),+ n CJII. 
(ii) Zf q E M,+, rp N 1+9, and w is a partial isometry in M such that 
ww* < p, w*w 2 supp(cp), then 
Proof: Note that since supp($) is a-finite the choice of v is possible. By 
Theorem 2.2 applied to the partial isometry v1 = v supp($) and using that 
VI@* = v1 @I:, it follows that v$v* E [$I, proving (i). Let now cp E M,+ and 
w  be as described in (ii). By (i) applied to cp, w(pw* N cp, so by (i) and the 
assumption rp N @, v$v* N wcpw*. Let E > 0. Then by Theorem 2.2 there is 
a partial isometry u E M such that 
and 
u*u = supp(vl@*), uu* = supp(wcpw*), 
IIuvIc/u*u* - wfpw*ll <&. 
Since uu* < p and u*u < p, o$v* and wcpw* are equivalent in (pMp): by 
Theorem 2.2. Thus [v$v*], = [wcpw*],. Q.E.D. 
By Lemma 2.5, if p is a properly infinite projection in M with central 
support 1, we obtain a natural map 
17: M,t/- + (pMp),+/- 
defined by 
with v any partial isometry in M such that vu* <p, v*v > supp($). 
PROPOSITION 2.6. Let M be a von Neumann algebra and p a properly 
infinite projection in M with central support 1. Then the map I7 defined above 
is an isometry of Mil- onto (pMp),+/-. 
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Proof Since each element in (pMp)z has a natural entension in IV,+, 
Z7 is clearly surjective. To show it is isometric, let cp, II/ E A4: and let u and 
w  be partial isometries in M, such that 
uu* Gp, u*u 2 supp(@), ww* 6 p, w*w 2 supp(cp). 
By definition of d( [q], [$I) it is immediate from Lemma 2.5 that 
To show the opposite inequality, let E > 0 and choose rp, N cp, 11/0 N $, such 
that 
4CVlY [$I)> II%-lcIoll--* 
Let e = supp(qq,) v supp(tiO). Then e is a-finite, so there is a partial 
isometry u E A4 such that UU* d p, U*U = e. By Lemma 2.5 u+,,u* E Z7( [I+$]), 
ucp,u* E ZZ( [q]). Thus 
completing the proof that 17 is isometric. Q.E.D. 
We conclude this section by giving a formula for the norm difference of 
two functionals. The result has previously been obtained for type I factors 
by Powers [ 15, Lem. 5.53. Recall that if cp E M, is self-adjoint, then cp has 
a positive and negative part such that cp = rp + - cp -, cp + E Ml, and llqll= 
[Iv+ II + IIcp-/I [12, Thm. 7.4.71. If cp, $ EM:, we denote by 
cp v Ic/=cp+(cp-ti)-=$+(cp-II/)+* 
LEMMA 2.7. Zf cp, + E IV,+ then 
II~-~ll=h7 v $(l)-rp(l)-IcI(l) 
Proof: If w  > cp, $ then, since IJpJI = p( 1) for p E M,+, 
IIV-$11 d lb-441 + lb-$11 =20(1)-4)(l)-@(l). 
Furthermore, 
Ilrp-~II=Il~co-~~+II+Il~cp-~~-II=lIcp~II/-~lI+Ilcpv~-~lI( 
=kJ v ~(l)-cp(l)-t41) 
proving the lemma. Q.E.D. 
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3. THE CROSSED PRODUCT Mx,,IW 
Let M be a von Neumann algebra acting on a Hilbert space H. Let w  
be a faithful normal semifinite weight on M with modular group co. Then 
the crossed product N, = M x ITO R is defined as follows. Let n, and Iz be 
the representations of A4 and R, respectively, on the Hilbert space 
L2(R, H): 
(%AXM~) = C,(x) r(s), 5 E L2( R, H). 
(4t)Ms) = Hs - th SER. 
Then A is a unitary representation of R on L2(R, H) such that 
J(t) %Ax) A(t)* = %(6%))9 XEM, tEna. 
N, is the von Neumann algebra generated by q,,(x), x E M and A.(t), t E R. 
The dual automorphism group 0” of u” on N, is the automorphism group 
determined by 
~$(%Ax)) = %J(x), XEM, SER 
Op(l(t)) = eC’“‘l(t), s, t E R. 
Then n,(M) is the fixed point algebra of 8” in N,. By [9] there is a 
faithful normal semifinite operator valued weight T, from N, on n,(M) 
given by 
where ds denotes the Lebesgue measure on R. Then for any normal semi- 
finite weight q on A4 its dual weight ~$5, on N, is given by 
By [21, Lem. 8.21 there is a positive self-adjoint operator h affiliated with 
N, such that l(t) = hi’, and the weight z, defined by 
is a faithful normal semifinite trace on N, such that 
twoO;=eeSr,, SER. 
We call ~~ the canonical trace on N,. 
Suppose $ is another faithful normal semifinite weight on M. By [21, 
Props. 3.5 and 4.21 there is a natural isomorphism 1 of N, onto N, such 
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that x o x, = rrti and x 0 0: = /3! 0 x. By the above discussion it follows that 
@, = @* 0 x for any normal semilinite weight on M. Since operator valued 
weights preserve cocycle Radon-Nikodym derivates (cf. [7]), one has 
W-L: D&d = (D&o : hL,, 
= 7T,((Dw : Dl+b)t). 
Therefore, by the chain rule for cocycle Radon-Nikodym derivates 
(Dz,: D~q)~=h-+r,((Dc~ : D$),)x-‘(h”) 
= ;1( -t) n,((Do : Dl//),) xp’(A(t)). 
By [21, Prop. 3.51 ~(A(~))=~c~((Do : DIL)t) n(t). Thus x-‘(J(t)) = 
qJ(Dw : DIL),-‘) L(t), which implies that (Dr, : D(z$o x)), = 1 for all t, i.e., 
Hence x carries the quadruple (N,, 7c,, 8”, rw) onto (N,, rr+, 8*, 7~~) 
together with ail dual weights +, onto the corresponding weights @jIL. We 
shall therefore refer to the quadruple (N,, rc,, 8”, r,) as (N, 7c, 0, t) even 
when we use a specific choice of w. Also, we write 3 instead of 3,. 
If cp is a normal semilinite weight on M we put 
Then h, is a positive self-adjoint operator affiliated with N such that 
@(~)=r(h,.~h YEN+. 
LEMMA 3.1. With the above notation let erp = xcl,,,(h,) for cp EM:. 
Then z(e,) = cp( 1). 
Proof (See also [ 10,223). Since h, = dcj/dT and erp d supp(h,) we have 
z(e,) = @(h;‘e,), 
where h;’ is the inverse of h, on supp(h,)(L*([W, H)). From its definition 
Q5 = + o 8,. Thus the identity z 0 0, = epsr yields the formula 
B,(h,) = ep”h,. 
It follows that B,(f(hq))=f(e-“h,) f or every bounded Bore1 function J: 
Put f(t)=0 for tE [0, l] and f(t)= l/t for t> 1. Then f(e-“t)=O for 
t E [0, l] and f(e-“t) = es/t for t > es. Hence we have 
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Since h,f(h,) = am,,,,, = e, we thus have 
z(e,) = dvq’e,) 
=(po7r10 T(f(h,)) 
co 
=pn-’ --a, f(e-%J ds 
= (PoJ+(suPP(U) 
= rp(lh 
where we have used that supp(cp) = ~‘(suppfh,)). Q.E.D. 
DEFINITION 3.2. If cp~M*+ we denote by @ EZ(N)*+ the functional 
defined by 
4(z) = z(egz), z E Z(N). 
By the previous lemma @( 1) = cp( 1 ), in particular 11@/1 = II q I). Note that 
it is immediate from the definition of @ that 
h uvpu. = 4~) h,+4*, 2.4 E U(M) 
(U(M) is the unitary group of M); hence eUrpU* = K(U) e,n(u)*, and there- 
fore (uqu*) h = 4, 24 E U(M). 
It follows from our next result that $ = $J for all $ E [q]. 
LEMMA 3.3. The map cp + cji of Ml into Z(N): preserves order, andfor 
cp, I,/I EM,+ we have 
II4 - $11 Gd(Cvlv Ctil). 
Proof: It is well known that if h, k are positive self-adjoint operators 
affiliated with a von Neumann algebra N and h < k (in the sense that 
D(h’/*) 3 D(k’/2) and llh1/2<ll < llk’/2~ll for all <E D(k”‘)) then 
x~a,mj(h) 5 x+o,(k), a>0 
in the Murray-von Neumann sense as projections in N. Hence if 
cp, @ E M,+, cp < +, then eq 6 e$, and therefore 
r(e,z) G r(+z), zeZ(N)+, 
i.e., 4 < 4. 
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Now let cp, $ E M$ be given. From the previous paragraph 
(cp v II/) A > @ and (cp v Ic/) A 3 $; hence by Lemma 2.7 
II@-$11 <a43 v +I^  (1)~@(1)-$(l) 
=a(P v ICI)(l)-cp(l)-It/(l) 
= IIV-$11. 
In particular, if u E U(M) then 
II4 - $11 = Il(wu*)  ^ - $11 d Ibw* - Hi 
hence 
Q.E.D. 
It follows from the last lemma that the map cp + q3 induces a norm 
decreasing map [q] + 4 by M:/- into Z(N):. Our next result points out 
the key property of the functionals in the range of this map and proves the 
easy part of the Main Theorem. 
LEMMA 3.4. For all REM*+, $otlS>e-S@ for s>O. 
Proof. Since 0,(/z,) = e-‘hq it follows that 
L(eti) = xce-S,mj(kJ B ep for sb0. 
Hence for z E Z(N) + and s > 0, 
@ 0 e,(z) = z(e,B,(z)) = e-?(&,(e,)z) 
2 e-‘z(e,z) = eds@(z). Q.E.D. 
LEMMA 3.5. The map cp + eq sends M,+ onto the set of projections in 
L’(N, z) such that e,(e) <e for s > 0. 
ProoJ From the proof of the above lemma e,(e,) < erp whenever s > 0. 
Suppose e is a projection in N such that 8,(e)<e, s>O, and r(e) < co. 
Since the map s + e,(e) is continuous and decreasing, there exists a positive 
self-adjoint operator h affiliated with N such that 
From the identity 
s 
cc t= xcs,co,(t) 4 t>o 
0 
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it follows that 
If t>O we have 
1 Co 
=- 
I t 0 
kg .@I ds 
1 =- h. 
t 
Thus bl,h=e-‘h for tc(W. 
Define a normal semilinite weight @ on N by 
Then 
q(v) = dhy)v YEN+. 
WAY)) = WUN = e-WUh) Y) = CP(Y). 
If (p is faithful there is by [8, Thm. 3.71 a faithful normal semifinite weight 
q on A4 such that 3 = (p. If (p is not faithful, its support f is B-invariant, 
since @ is; hence f E z(M). We can find a normal semilinite weight o on A4 
such that CT, has support 1 -f and apply [8, Thm. 3.71 to 4 + Q. It is then 
immediate that (p = @ for a normal semifinite weight cp on A4 with support 
c'(f ). If we apply Lemma 3.1 we find 
dl) = $xcl,,,(h,)) = $xcl,m@)) = T(e) < 00. 
Thus cp E MC, and eq = e. Q.E.D. 
4. PROOF OF THE MAIN THEOREM FOR SEMIFINITE FACTORS 
Throughout this section A4 is a semifinite factor with separable predual. 
r. is a faithful normal semifinite trace on A4, normalized so that z,(e) = 1 
if A4 is of type I and e a minimal projection in M, and ro( 1) = 1 if M is of 
type II1 . Let 
J = {s,(p): p finite projection in M}. 
M7/83/2-5 
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Then J= (0, 1, . . . . n} (resp. (0, 1,2, . ..}. [0, 11, [0, co)) if A4 is of type I, 
(rev I,, II,, II,). Let Pf(M) denote the set of finite projections in M. 
Thus J= {to(p): PEPS}. 
LEMMA 4.1. With the above notation there is a map p: J+ P,-(M) such 
that 
(i) s, teJ, s<t=z-p(s)Qp(t). 
(ii) zO(p(t))= t, tEJ. 
Proof: If M is of type I,, nENu{cO}, let {ek:kEJ\{O}} be an 
orthogonal sequence of minimal projections in M. Define 
=J\{O) 
t =o. 
Then p satisfies (i) and (ii). 
Suppose next A4 is of type II,. Let D denote the set of dyadic numbers 
in [0, 11. By successive use of the Halving Lemma there is a map 
p: D + P,(M) which satisfies (i) and (ii). If s < t, s, t E D, then 
IIp(t)- Pb)lll =GJ(p(t)- P(s))= It--sl. 
By symmetry this also holds for s > t. Thus p is uniformly continuous on 
D and therefore has a continuous extension p: J-+ Pf(M) satisfying (i) 
and (ii). 
Finally, suppose A4 is of type II, and let (ek: k E N } be an orthogonal 
sequence in A4 with r,,(eJ = 1. Then the reduced algebras Mk = ekMek, 
ke N, are factors of type II,, and rk = rOI Mk is a faithful normal tracial 
state. For each k let by the previous paragraph pk: [0, l] --+ PJM,) satisfy 
(i) and (ii) with respect to rk. Define p: [0, co] + P/(M) as follows. Ifs E I3 
then s=m+r, MEN, rE [O,l). Then we put 
P(s)= t ek+ ~~+~(r). 
k=l 
Then p satisfies (i) and (ii). 
LEMMA 4.2. For cp E M: define 
Q.E.D. 
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Then we have for cp, t,b E M,+ : 
0) cp(l)=j,“f,(u)du. 
(ii) Ifrp<$ thenf,<f$. 
(iii) 4C~l, C+l)>JOm IfJu)-fJ(u)l da. 
Proof: From the identity 
s 00 t= xc,,,,(t) & t >0, 0 
we have 
hence 
proving (i). 
To show (ii) we notice as in the proof of Lemma 3.3 that if cp < $ then 
ddd~o < di(lldzo, whence ~~,,,~(dd~~~) 5 xta,,,W/dTo) for a > 0. 
To show (iii) we apply Lemma 2.7. Thus if cp, Ic/ c Ml then by (i) 
and (ii) 
lb-$11 =a” $(I)-cp(l)-ICI(l) 
= 
s O” (2f, v e(u) -f,(u) -fJu)) du 0 
2 s om (‘2fJu) vfti(u)-f,(u)-fti(u)) du 
= s om If,(u)-f+(u)1 da. 
Since clearly furpu* = f, for u unitary in A4, (iii) follows. Q.E.D. 
LEMMA 4.3. With the notation of Lemma 4.2, if cp, $ EM: then 
[q] = [$I if and only iff,(u) = f@(u) for all a > 0. 
ProoJ By Lemma 4.2(iii) if [q] = [$I then f,(u) = f*(u) a.e. Since fti 
and f, are decreasing and continuous from the right they are equal. 
Conversely assume f, = f+. Let h = dq/dz,, k = dJl/dz,, and let p E (0, 1). 
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Put 
Since f, = fti, to(e,) =z,(fn) for no N, whence e,- fn. Since C e,= 
suPP(h)= suPP(cp) and C f,= supp(k) = supp($) we can find a partial 
isometry u E M such that 
u*u = supp(q), uu* = supp($ )I 
and ue,u* = f,, no N. Then 
pk<uhu* d/.-‘k, 
so that pIc/ < ucpu* < p-‘$. Since p is arbitrary, [q] = [$I. Q.E.D. 
THEOREM 4.4. The map cp + f,, q E Al,+, determines a bijective map 
of M,fl- onto the set of decreasing L’-functions f: l%+ + J, which are 
continuous from the right. Furthermore, if cp, II/ E A4: then 
4Cv1, C$l)=~om Ifq(a)-fti(a)l da. 
Proof: By Lemma 4.3 the map is well defined, and by Lemma 4.2 a 
contraction. Suppose f: R + + J belongs to L’( R + ) and is decreasing and 
continuous from the right. By spectral theory we can find a positive self- 
adjoint operator h affiliated with A4 such that 
xc,.,,(h) = p(f(4). 
Let q(x)=z,(hx), xeA4. By Lemma 4.1 
f,(a) = b(xkooj (h)) = GP(f(a))) =f(a), 
so the map [q] + f+, is surjective. 
Let cp, $ o M,+ and choose as above positive self-adjoint operators h and 
k affiliated with M such that 
xca,oo,(h)= p(f,(a)), xta,mdk) = Af+(a)), a > 0. 
Put cp’= r,(h.), I+$’ = z,(k.). By the previous paragraph f, = f,, and 
fti=fti,, so by Lemma4.3 [q] = [q’], [II/] = [II/‘]. From the proof of 
Lemma 4.1 we have 
ITlAP - p(s))1 = It - sl, s, CER. 
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Thus we have 
= s oa I~o(P(~,(~)) - ~(fda)))l da 
= s om If&+f&)l da 
In particular 
4Crp1, W1)~jm IfqA+f&4 da, 
0 
completing the proof of the theorem. Q.E.D. 
LEMMA 4.5. Let N=Mx,~~ R. Then Z(N) N L”(R) so $ we identifv 
them, then for cp E ML we have 
47) fJeeY) eey 4 z E Z(N). 
Proof: Since o?= I, the identity map, for all t E R, N is generated by 
17(x) =x @ 1 E MO Lm( R), and A(t) = 1 @ m(e@), where m(f) denotes the 
multiplication operator on L2(R) forfe L”(R). Thus N = M@ L”(R). The 
dual automorphism 8 is given by 
so that 
where (fi,f)(r) =f(y -s), f~ L”(R). The canonical trace T is given by 
r=roC3ee-Ydy, i.e., 
+@m(f)) = to(x) jm f(r) 0 4. -00 
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If we identify M@L”(R) with L”(R, M) then for y EN 
TtY)=y QdY(Y)) epy dY. 
-x, 
Let REM*+, and put k, = dq/dz,. Then 4 = cp 0 dy, i.e., 
Thus 
h /J= d(cpO&) 
’ dz d(z,@epYdy) 
= k, 0 m(C), 
or written as a direct integral 
where k,(y) = k, for all y E R. It follows that 
Thus, if zEZ(N)=Lm(R), 
g(z) = r(e,z) 
= jr z(y) fp(epy) e-? dy. 
--co 
Q.E.D. 
LEMMA 4.6. Let ~EZ(N)~ satisfy ~oe~>e-‘~ for s>O. Let x0 be the 
nonnegative measurable real function such that for all z E Z(N) E L”(R), 
such that 
x(z)=Jym 4~) x0(~) epy 4. 
Then there exists cp E Mz with (?t = 1 if and oniy if x,,(y) E J a.e. 
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ProoJ If cp E IV,+ then by Lemma 4.5 
,,4=ym 47) f&-Y) epy 4, 
where fV(epY) E J. 
To prove the converse assume x,,(y) E J a.e. If ZE Z(N)+ and s > 0 we 
have 
e --s 
s m z(Y) x0(Y) eey & = e-W) <x08,(z) -m 
I 
al 
= 
Z(Y - 4 x&) e--Y 4 
--m 
I 
ccl 
= z(y) x& + s) e-ye--s 4. 
-cc 
Thus xO(y + S) 2 x0(y) for almost all y. Put 
f’(eeY) = h(Y). 
Thenf’(e-Ye”) >f’(e-‘), s > 0 for a.a. y. He&e, if we put 
f(a) = ess sup f’(b), a > 0, 
b>a 
then f is decreasing, nonnegative, continuous from the right, and f = f’ a.e. 
Thus for z E Z(N), 
x(z) = j_:, z(y) f(e-7 emy 4. 
By Theorem 4.4 there is cp E Mt such that f = f,, By Lemma 4.5 
4(z) = j_“, Wf,(e-‘) epy 4 
= 
1 m z(r)f(e-‘) eey 4 -CD 
=x(z). Q.E.D. 
THEOREM 4.7. Let M be a semifinite factor with separable predual. Then 
6) 4Cv1, [$I)= lid-$11, RJIEM*+. 
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(ii) The range of the map [q] + ~$3 of Ml/- into Z(N): is the set 
of x E Z(N),+ such that 
(a) Xo8,2e-“X, s>O; 
(b) if x(z) = j’l”r: z(y) x0(y) e-’ dy, z E Z(N) z L”(R), then 
x0(y) E J = {z,(p): p finite projection in M} a.e. 
Proof: (i) Let cp, rl/ E ML. By Lemma 4.5 
lk-$11 =suP{l~(~)-~(~)l,~EZ(N), llzll =I> 
= sup 
ZGZ(N) 
II-II = 1 
= sup 
reZ(N) 
llzll = 1 
fm 
s 
m 4 -1% a)(f,(a) -f@(a)) da 
0 
=J I f,(a) -f&4 da -i%i 
=d(Ccpl, [II/IL 
by Theorem 4.4. 
(ii) follows, since each q? is by Lemma 4.5 of the form described in (b), 
and by Lemma 4.6 each such x is of the form 4 with cp E M:. Q.E.D. 
COROLLARY 4.8. The Main Theorem holds for semifinite factors with 
separable preduals. 
Proof: By Theorem 4.7 it remains to show that the ranges are as 
described in the Main Theorem. If M is of type II, then J= [0, co), so 
condition (b) is always satisfied. If A4 is of type II, then (b) means that 
x0(y) E [0, l] a.e. Since z = to@ePY dy, where ~~(1) = 1, it is immediate that 
X~(Y)E [0, l] a.e. if and only if for all ZE Z(N)+ 
x(z)= j_“, 4~) XO(Y) ee 4 6 +I; 
hence the range of the map [q] + (z, is the set of x E Z(N): such that (a) 
holds and x < z 1 ZCNj. Q.E.D. 
Remark 4.9. For cp~M*+ the function f,: R -+ J is decreasing and 
continuous from the right. Its distribution function (see [16, p. 571) is 
defined by 
f,*(a)= jam xc,,,,(f,(s))ds, QEJ. 
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Then f ,* is a nonnegative decreasing function on J which is continuous 
from the right. The map fq + f $ is an L’-isometry, so from Theorem 4.4 
we obtain the known result that M:/- is isometric to the nonnegative 
decreasing functions in L’(J) which are continuous from the right. 
Remark 4.10. If A4 is a von Neumann algebra of type I there is no nice 
description of the range of the map [p] + 4 in Z(N),+. We shall not worry 
about this problem in the present paper. By different methods one can 
show that if A4 is of type I,, n E RJ u (co}, then ML/- is isometric to the 
set of n-tuples (resp. sequence if n = co), cp = (qj) with qj~ Z(M):, where 
‘p1>402> -*., and 
IlVll = i lIPill. 
i=l 
5. PROOF OF THE MAIN THEOREM FOR FACTORS OF TYPE III,, 0 < A < 1 
Let A4 be a factor of type III2 with separable predual. Then by [2, 
Thm.4.4.11 or [17, Prop. 2.9.11 
M=Px.Z, 
where P is a factor of type II, and a is an automorphism of P for which 
tr 0 c( = 1 tr, 
where tr is a faithful normal semifinite trace on P. Let o be the dual weight 
on M. Then o is a “Trace generalis? in the sense of Connes (see [17, 
Prop. 2.9.11). In particular 
CP=1 10 ’ 
271 
where to = - - 
log 1 
Moreover, the dual action 3 on M coincides with (r” if we identify 2 with 
[W/t& Put 
N,=Mx,p (R/&J). 
By Takesaki’s double crossed product theorem [21, Thm. 4.51 A’, N 
P@B(12(Z)), so in particular N,, is a factor of type II,. The crossed 
product No is generated by operators x0(x), x E A4, and A,(t), t E R, where 
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Note that &,(t + to) = n,(t), t E R. By Stone’s Theorem there exists a 
positive self-adjoint operator h affiliated with IV,, such that 
h” = A,(t), te[W. 
Let VGLEz be the dual action of C? on NO. Then 
Qo(~o(X)) = no(x) 
t3,(Ao( t)) = e- iyorAo( t), 
where yO = -log II. The last equality implies that 8,(h) = Ah. Let TO be the 
operator valued weight from IV,, to A4 given by 
To(u)= f G(Y)? YEN;. 
“= -22 
Then the dual weight UT, of o is given by (r, = o o rc;’ o TO, and by [9] 
e(~o(x)) = no((q(x)), XEA4, 
fmow = no(t), SER. 
Thus if we put z,, = G(h-‘.), then the modular automorphism group of z. 
is trivial, i.e., r. is a faithful normal trace on No. Since 0 is 8,-invariant and 
O,(h) = 21, we obtain 
LEMMA 5.1. For cp EM*+ we put 
where (P=(Po~c~~o To is the dual weight of rp on No. Then a -+ f,(u) is a 
nonnegative decreasing function on R + which is continuous from the right 
and satisfies 
(i) f,(h)= AU'S,(a), a>O. 
(ii) cp(l)=jif,(a)da. 
Proof: The first statement is obvious, so it remains to show (i) and (ii). 
To show (i) note that since @ 0 8, = @ and to 0 8, = Azo, we have 
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Hence fl;‘(~~,,,,(d@/d~,)) = xCl,,,,(d@/dz,), and therefore 
(ii) Put g,(t) = 0 if 0 < t 6 a and gJt) = l/t, t > a. Put 
Then G,(O) = 0, and for la < t < a we have 
Since G,(k) = G,(6), t E 53, it follows that G, is a bounded function with 
((G,(( o. < l/( 1 - IZ)a. Since 
whence. 
and therefore 
Thus 
=i(p.(~)) 
=(p& (G(z)). 
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Hencef,(a)< (Iq(I I/G,JJ, for all a~ R+. Now 
j’ G,(t) da= c j’ g,(i’V) da 
i. “G‘z 1 
s 
CL 
= s,(t) da 
0 
i 
1, t>o = 
0, t = 0. 
Hence 
= cp”%?(suPP((P)) 
= cp(supp(cp)) 
=(-P(l). Q.E.D. 
LEMMA 5.2. For x E A4 we have 
v(x) = j’ 70 (no(x) z(a,m) (E)) da. 
Proof: Note that by Lemma 5.1 the integral on the right side is well 
defined, because 
Let g, and G, be as in the proof of Lemma 5.1. For y E M we have 
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By polarization, q,( y ,) g,(d@/dr,,) A~( y2) E m,-the ideal of definition of 
@-for all y, , yZ E A4, and 
Now put y1 = x, y, = 1. Then we have 
From the proof of Lemma 5.1 
Hence 
cp(x) = cp(x supp(cp)) = 1; ro (no(x) x(~,oo, (2)) da. Q.E.D. 
LEMMA 5.3. Let rp, t,b EM:. Then [q] = [$I if and only iff,(a) =fJa) 
for all a > 0. 
Proof: By Lemma 2.7 there is w  EM*+ such that w  >rp, w  a$, and 
jl cp - $II= 2w( 1) - cp( 1) - t,Q 1). Since d@/dz, < dG/dT, the spectral projec- 
tions satisfy 
Xh03) (-$-)5XIW (2) 
in the Murray-von Neumann sense; hence f,(a) <f,(a), a >O, and 
similarly &(a) < fo(a). Therefore, by Lemma 5.1 
j; If&4 -f&dl da 6 j; Mm(a) -L&d-f+N da 
=24l)-cp(l)-t41) 
= ll(P-911. 
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Since f, = fUrpU* for every u E U(M) we have 
In particular, if [q] = [$I then f, = ffi almost everywhere in the interval 
[A, 1). By Lemma 5.1(i) it follows that f, = f+ almost everywhere on IF!+. 
The continuity off, and fti from the right implies f, = f+. 
Conversely assume f, = fti, Let m E N and put 
Define projections 
Then z,(e,)=r,(f,), and so e,-fn, n E 72. Choose partial isometries 
00, *.., V m ~ i E No such that 
e, = v,*v,, fn=&ct, Odndm-1. 
Since tI,(e,) = enPm, O,(f,) = f, _ m, n E Z, we can extend the set 
(0 0, ..‘> kl) to a set (6J,,z of partial isometries in No for which 
e, = v,*v,, fn=%v,*, tzEZ, 
and 
ho = ~n-m, nEZ, 
by putting u, = @u,,,, when n=mp+n,, PEZ, ~Z~E (0 ,..., m-l}. Then 
u = CneL u, is a partial isometry in No such that 
ve,v* =f,, 
e,(v) = v. 
The last equality implies that u = no(u) for some partial isometry UE M 
(see, e.g., [8, Lem. 3.61). As in the semilinite case we get 
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i.e., & < o@v* 6 p-‘$. Since supp(2) = rcO(supp(x)) for any normal 
semifinite weight x on M, u*u=supp(cp), uu* =supp($). From [7, 
Prop. 2.5(l)] it follows that the dual weight operation x + x is an order 
isomorphism of Mi onto its range. Hence 
p*e.lqu*q-l& 
Using p = A lim, m E Z arbitrary, we get q N $. Q.E.D. 
LEMMA 5.4. Let P,(N,,) denote the set of finite projections in No. Then 
there is a map p: [0, co) + P/(N,) such that 
(i) s<t*p(s)<p(t), 
(ii) zo(p(s)) = s, s 2 0, 
(iii) &(p(s)) = p(ls), s 3 0, 
(iv) lb(s) - p(t)11 1 = Is - tl, s, tE R. 
Proof. Let e’ E PJN,,) be nonzero. Put 
e = Q @(e’). 
n=O 
Then e # 0 and 
To(e) < f z. 0 @(e’) = & z,(e’) c co. 
PI=0 
Clearly 0,(e) < e. Put a = ro(e) and f = e - 0,(e). Then f # 0, since To(f) = 
(1 - A)a. Since fl, f is a factor there exists as in the proof of Lemma 4.1 
an increasing map q from [0, 1 ] into the projections in fl, f for which 
ro(q(f)) = (1 - 1) at, O<t<l. 
Define p: (Au, a] + P,-(No) by 
~(la+u)=8~(e)+q ~ 
( ) (&)a ’ 
uE(0, (1 -A)a]. 
Then p is an increasing function on (Au, a J such that 
co(e) G p(t) G e, t E (Au, a] 
p(a) = e, 
zo(p(t)) = tv t e (Au, a]. 
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Define now p on (An + ‘0, A”a] by 
and put 
p(t) = e;;(n-91, n E Z, 
p( 0) = 0. 
Then it is clear that p: [0, co) + Pf(NO) satisfies conditions (i), (ii), and 
(iii). Moreover, (iv) foflows from (i) and (ii) as in the proof of Lemma 4.1. 
Q.E.D. 
THEOREM 5.5. (i) The map [q] --f f, is a bijection of MJ- onto the 
set of decreasing functions from R + into R + which are continuous from the 
right and satisfy 
1 
f(la)=-f(a), /I a > 0. 
(ii) For cp, $ E Mz we have 
d(lql, Ctil,= j; If&)-f&U da 
ProoJ: (i) By Lemmas 5.1 and 5.3 the map [q] + f, is well defined 
and injective. To show that the map is surjective let f: R+ -+ R+ be 
decreasing, continuous from the right, and satisfying f(h) = (l/A) f(u), 
a > 0. Let p: [0, XI) + Pf(N,) be as in Lemma 5.4 and put 
e(a)=p(f(a)). 
Then (e(a)),,, is a decreasing family of projections which is continuous 
from the right, and e(u) +O for a --) 03 because r(e(a)) = f(a) -0 for 
a + co. Hence there exists a positive self-adjoint operator h affiliated with 
N, such that 
xc,,,,(h) = e(a). 
Put 
o = t,(h). 
Since p(la) = f&(p(a)) it follows that 8,(h) = Ah. Therefore o o &, = o, so 
as in the proof of Lemma 3.5 there exists by [S, Thm. 3.71 a normal semi- 
finite weight cp on M such that (p = o. By the proof of Lemma 5.1 
w=jA1 T,(X (a,,Jh)) da= [if(a) da, 
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which is finite, because f(1) < co and f is decreasing. Hence cp E Ml. By 
construction f = fV, proving surjectivity. 
(ii) Let cp, $ EM,+. By th e proof of (i) we can choose cp’, t,V E M,+ 
such that f, = f,, , f+ = f,, , and 
Furthermore, by Lemma 5.3 [q] = [#I, [$I = [$‘I. By Lemma 5.2 and 
5.4(iv) we have 
= s : ll~(f,W) - ~(fti@))ll 1 da 
= I ; If,@)-f&)1 da; 
hence 
This completes the proof, since the converse inequality was established in 
the proof of Lemma 5.3. Q.E.D. 
The above theorem is the analogue for III,-factors of Theorem 4.4 for 
semilinite factors. Just as in that case we have to translate into the setting 
of the Main Theorem. For this we shall need a result which is more or less 
folklore. A similar result was obtained by Takesaki in [21, Sec. lo], but a 
complete proof of the result we need is to the best of our knowledge not 
in the literature. 
PROPOSITION 5.6. Let A4 be a factor of type Zlr, with separable predual. 
As before let w be a generalized trace, No = M xti (R/&z), where 
to= -2z/log 1, with generators n*(x), XEM, l,(t), tE R. Let N= Mx,, R 
with generators n(x), n(t). Put yO= -log 1 and let m(e”) denote the multi- 
plication operator 
(m(e”)tNy) = e’“i%), 5 E L2(OP YCA te[W. 
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Then there is a spatial isomorphism @ of N onto N,@ L”(0, yO) such that 
@(4x)) = no(x) 0 1 
@(A(t))=&(t)@m(e”). 
ProoJ Let H be the underlying Hilbert space for M. Then we can 
identify the Hilbert spaces L2(lR/t,Z, H) @ L’(O, yO) and 
K = L2(( R/t&) x [0, yO), H). 
Note that the interval [0, yO] can be identified with the dual group of to& 
since eiynto = e2ainy’yo. Let r E K and t E R, and write t = i + mt, with 
ie [0, to). Let l’(i, y) = t;(i, y) em@‘. Define T by 
(T5)(t) = y01’2 1:’ <(i, Y) e -jyt & = ~p’/~ 1:’ <‘(i, y) epimtoy dy, t E k?. 
By Parseval’s formula for Fourier series 
for every t E 173. Hence 
j_“, II(R dt= $ F ll(W(t +%)112 dt 
m 
= llt(k r)l12 4 & 
> 
which shows that T is an isometry of K into L2(R, H). For n E C,(R, H) 
Put 
(Sq)(i,y)=y;“’ 5 ~(t+nto)eiY”+“‘o’ 
“= -02 
for iE [W/t,& where t E R is an, element with image i under the quotient 
map R’ + lR/t,H, and y E [0, yO). The map is well defined, because the sum 
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on the right side is a periodic function in t with period to. By Parseval’s 
formula 
Thus 
I ; Il(sv)(t, y)l12&= 2 Ilrl(t+%dll*. n= -00 
Ja”Jay” II(Srt)(t r)ll’4dt=\‘= Ilr(t)ll” dt- --m 
Hence S can be extended by continuity to an isometry of L*(R, H) into K. 
Finally, for q E C&J!, H) 
(Tsq)(t)=y;l[yo( f r(t+nr,)ei+iy 
0 ?l= -02 
= Yc? 
n= -cc 
= r(t). 
einroY d 
Y 
Thus TS= 1; hence in particular T is surjective, so a unitary operator. 
Furthermore S= T-‘. We conclude the proof by showing the formulas in 
the proposition. Let x E M and 5 E K. Then 
(T(no(x)O 1)5)(t)= (T(C,(x)O l)<)(t) 
= 
YO -“* ;“((~:<(~)@l)<)(i,y)e-iY’dy I 
=(T :t’,(xMTSMt) 
= (4~) W(t); 
hence so(x) @ 1 = T- ‘E(X) T, 
(T(~o(s)~m(e~)~)~t)=y~‘~2JbYneiri~(i-~,y)e~ify$Y 
= (TMt-s) 
= (4s) Tt;Mt). 
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Hence &(s)@m(e”)= T-‘I(s)T. This completes the proof, since the 
isomorphism Q(y) = T- ‘yT maps generators onto generators, and hence N 
onto No 0 L”(0, yO). Q.E.D. 
PROPOSITION 5.7. The Main Theorem holds for factors of type HiA, 
0 < I < 1, with separable preduals. 
Proof Let A4 be such a factor, o a generalized trace, N,, and N as 
before with dual automorphisms 19, and 8, and canonical traces r0 and z. 
By Proposition 5.6 NE N,@ L”(0, y,,) and acts on K= L’((R/t,Z) x 
[0, yO), H). Let s E R. Then s = r + ny,, r E [0, y,,), n E Z. By Proposition 5.6 
we can identify N and N,@L”(O, y,,) such that n(x) = no(x)@ 1, XE M, 
and A(t) = &(t)@m(e”), t E R. For r E [0, yO) we let jr: L”(0, yo- r) + 
Loo(r, yo) be the shift 
(B,f)b) =f(r - r), y E Cr, 70) 
and similarly we let (jrpYO: L”(y, - r, yo) + L”(0, r) be the shift 
(8,-,,f)(Y)=f(Y-r+yo), YE CO, r). 
We claim that the dual action 19, on N = No @ L”(0, yo) can be described 
as 
e,=(e~oB,)o(e;t+‘oD~-,,X (*I 
where s = ny, + r, n E Z, r E [0, yo). (This is exactly the situation described 
by Takesaki in [21, Eq. 10.181 for the case M, separable.) To prove (*) 
it suffices to show that the right side (*) acts as 8, on the generators n(x) 
and A(t) of N, i.e., that 
((e;;08,)0(e~+loB,~,,))(no(x)0 I)=~,(~)o I, XEN 
((~~~B,)~(~;t+‘~P,-,,))(~o(t)Om(ei’))=e-iS’;lo(t)~~(e~~), ts[W, 
and these two identities follow easily by an explicit computation. Writing 
N as a direct integral 
s 
0 
N= NY 14, N(y)=No, 
CO.YO) 
and applying the arguments of Takesaki on [21, pp. 303-3043 to [0, To) 
replaced by [0, yo) and p by 8,, we obtain that 
I 
63 
Z= e ~ yzy dy, 
CO.YO) 
where zy = r. a.e. We can formally write this as 
z=roOe-Ydy. 
EQUIVALENCE OF NORMAL STATES 213 
Following the notation of Section 3 we let @ denote the dual weight on N 
of (pEAI*+. To compute 4 we have to find the operator valued weight 
T= fTco 8, &. Recall that the operator valued weight To: No + a,(M) was 
defined as T,(y)=~Z,fl;f(y), YEN,+. Let YEN,+, SEL~(O,~,J+. Then 
we have 
=To(y)~[jlm(8,f)dr+j‘iYm(P,-,,f)~r] 
0 Y 
= TO(Y) 0 fr e&f) dr 
using that 8 is ergodic on L”(0, y&--the center of N. Therefore, if q E AI,+ 
and (p is its dual weight on No we have in the notation introduced above 
for t, 
cp=@@dy. 
Let h, = d@/dr, and k, = dij/dz. Then 
k = d(cpody) 
‘p d(z,Oe-” dy) 
=h,@m(&‘) 9 
or in direct integral notation 
k,=jO h,+,evdy. 
P.YO) 
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Therefore, if z E Z(N), z = J$,yO) z(y) dy, 
@(z) = z(e,z) 
Let 
=.I 
I 
~oh,,md~~)b-log a) da 
2 
Then 
@(z) = I’ f,(a) 4 -log a) da, 
A 
whence, if II/ E M,+, 
II@-$11 = j-; If&)-f&4 da. 
By Theorem 5.5 we then have 
II@-$11 =d(Cvl, [$I), 
proving the first part of the Main Theorem for M. 
To show surjectivity we shall use Theorem 5.5 and follow the pattern of 
the proof of Lemma 4.6. If we identify L”(0, yo) with the set of periodic 
functions in L”(R) with period yo, the formula for 8,(y@m(f)) gives in 
the special case y = 1 that 
Q.s(l 0 m(f)) = ~(.A, 
where (J)(Y) =f(r - 4, Y E R. 
Let XE Z(N): satisfy ~0 6,> e+~, s > 0, and choose a nonnegative 
measurable function p on [0, ro), such that 
x(z) = J;’ 4~) P(Y) dyv z E Z(N) E L”(0, yo). 
If we extend z( .) and p to periodic functions on R with period yo, then 
s x0 = Z(Y 1 P(Y + ~14s SER. 0 
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Hence for every s > 0, 
dY + s) 2 e-“p(y) for a.e. y E R. 
Put x0(y) = p(y) ey, y E R. Then 
x(z) = 6’ 4~) x0(~) emy 4, z E ZW), 
and for every s > 0, 
XdY + s) 2 X0(Y) for a.e. y E R. 
Hence if we put 
A(Y) = ess sup X&J 1 ), YER 
YI<Y 
then xb is increasing and continuous from the left. Moreover, 1; = x0 a.e. 
The periodicity of p implies that 
xb(r + 14 = e’%(r) =i xb(rh YE R. 
Hence, if we put f(a) =x0( -log a), a > 0, then f is decreasing, continuous 
from the right, and satisfies ,4.(&z) =f(u), a > 0. By Theorem 5.5, fis of the 
formf=f,, REM*+. But then with z E Z(N), 
x(z) = Jbyo 4~) A(r) e-7 4 
= lz(-logu)f,(u)du 
s 1 
proving surjectivity. 
= 6(z), 
Q.E.D. 
6. ONE-PARAMETER AUTOMORPHISM GROUPS 
ON ABELIAN VON NEUMANN ALGEBRAS 
In the Main Theorem the range of the map [q] + @ is the set of 
x E Z(N): such that x 0 8,a e-“X for s > 0. In the present section we shall 
make a detailed study of this set of positive functionals. The results do 
not depend on M and N and will be obtained for general abelian 
von Neumann algebras. Only the first lemma will be used in the proof of 
the Main Theorem. The remaining results of this section are used in the 
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applications. Throughout the section Z will be an abelian von Neumann 
algebra, and (e,),, R will be a continuous one-parameter group of 
automorphisms of Z. 
LEMMA 6.1. Put 
P= {XEZ*t:XOe,>e-‘xfor s>O}, 
e”Wo%sds,oEZl 
Then P is the norm closure of PO. 
Prooj Let o EZRA and 
5 
0 
x= e”oo8,dsEPo. 
- m 
Then for t > 0 
>e-’ 
s 
0 
e”oof?,du=e-‘X, 
-J; 
proving that PO c P, and hence the norm closure PO c P. 
Let x E P and choose an approximate unit (fJnGN for L’(R) consisting 
of nonnegative Cl-functions with compact support. Since P is closed and 
Q-invariant 
xn= O s fn(s)x 0 8, ds 6 P, -m 
and IIx,-xlj +O as n + co. Moreover, the function s + xn 00, is a 
Cl-function from R to Zz. Put 
an = $ (esxn 0 0,) 
S=O 
= ,ljn+ f (esXn 0 8, - x,). 
Since xn E P, o, 2 0. Furthermore, for so E R we have 
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Therefore 
Sinceo,~Z*+,~,~Poforalln~~.Thus~~~o,and~o=P. Q.E.D. 
LEMMA 6.2. Let h be a bounded continuous real function on R such that 
I 
0 
e”h(s + t) ds = 0 
-cc 
for all t E R. Then h=O. 
Proof Since 
o=j” I 
I 
e’h(s+t)ds=e-’ e”h(s) ds 
-co -02 
for all t E 53, it follows that if a <b then 
e”h(s) ds = 0. 
By continuity of h, h = 0. Q.E.D. 
PROPOSITION 6.3. Z, is the norm closed linear span of P. 
Proof. Let z E Z belong to the annihilator of PO. Since PO is B-invariant, 
0,(z) belongs to the annihilator for all t E R; hence for all o E ZL, 
s 
0 
eso 0 0, + t(z) ds = 0. 
-02 
Let h(s) = o D 0,(z). Then by Lemma 6.2 h = 0; hence in particular o(z) = 0. 
Since w  was arbitrary in Z:, z = 0, and PO is separating for Z. 
Now let S denote the closed linear span of P. By Lemma 6.1, S is the 
closed linear span of PO. Since Z= (Z,)* and S is a closed subspace, which 
by the previous paragraph is separating for Z, S= Z, by the Hahn- 
Banach Theorem. Q.E.D. 
We next prove the C*-algebra version of Lemma 6.1. 
LEMMA 6.4. Let A be an abelian C*-algebra and (OS),, R a one- 
parameter group of automorphisms of A such that s + O,(f) is continuous in 
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normfor aIlfeA. Let XEA*,. Then Xo8,2e-“Xfor alls>O, ifandonly if 
there is w  E A*, such that 
x=j” eso 0 0, ds. 
xl 
Moreover, o is uniquely determined by x. 
Proof: Just as in the proof of Lemma 6.1 it follows that if 
x=J”, eso 0 8, ds, then x 0 8, B ePsx for s > 0. Conversely, if this inequality 
holds then we can, as in the proof of Lemma 6.1, find a sequence (0,) in 
AT such that IIx---~II --) 0, n + co, where 
s 
0 
Xn = e’o, o 8, ds, -m 
and IIx,ll =x,( 1) = o,( 1) = IIw,lI. Let o be a w*-cluster point for (w,) and 
let f E A. Since s + O,(f) is norm continuous, j? co eV,(f) ds is an element 
in A. Thus 
x(f) = lip x,(f) 
(s 
0 
= lim o,, es@,(f) ds n --oo > 
(s 
0 
=CO e’e,(f) ds 
-0s > 
s 
0 
= eso 0 O,(f) ds, 
-co 
proving the converse. 
To show the uniqueness it s&ices by linearity to show that if o E A * and 
s 
0 
e”wo8,ds=O, 
-cc 
then o = 0. But if f E A then for all t E R 
s 
0 
e’w 0 d,(O,( f )) ds = 0. 
-cc 
Thus by Lemma 6.2 w  0 O,(f) = 0 for all s, and in particular o(f) = 0. Since 
fis arbitrary in A, o = 0. Q.E.D. 
Let Z and (fls)spR be as before. Let A denote the set of ZEZ such that 
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the function s + 0,(z) is norm continuous. Then A is a o-invariant o-weakly 
dense C*-subalgebra of 2 (see, e.g., the proof of [21, Lem. 9.51). Put 
Q={weA *, : There is x0 E Z,+ with x0 I A = 1” o. eso 0 8, ds}. 
Recall from Lemma61 that P= {xEZ::X~~,~~-~X,~>O}. 
LEMMA 6.5. With the above notation the map o + xw is an affine 
bijection of Q onto P. 
Proof: By Lemma 6.4 and the density of A in Z, the map o + xw is an 
injection of Q into P. Furthermore, the map is clearly affine. 
To show surjectivity let x E P. By Lemma 6.1 there is a sequence (x,) in 
P, such that IIx~--xII +O, n + 00. Let 
where o, E Z:. Let G,, = m, 1 A. Then W, E Q and xn = x0,. As in the proof 
of Lemma 6.4, if o is a w*-cluster point of the sequence (O,), then 
hence x = x0. Q.E.D. 
PROPOSITION 6.6. (a) With the ordering inheritedfrom Q via the affine 
isomorphism co +x0, P is a cone in Zi satisfying the Riesz decomposition 
property. 
(b) The convex set P, = { cp E P 1 rp( 1) = 1 } is a norm-closed (in general 
noncompact) Choquet simplex. 
Proof. (a) By Lemma 6.5 it suffices to show that Q satisfies the Riesz 
decomposition property. But this is clear, since AT does, and if cp E A*, 
OEQ, and O<cp<w, then ~EQ, because 
o< O 
s 
0 
e”cp 0 0, ds < 
s 
eScootI,ds=Xw(a, 
-02 --co 
so that s”oo e”cp 0 0, ds is majorized by the restriction of a normal func- 
tional, and hence is itself the restriction of a normal functional. Thus cp E Q. 
(b) Clearly P, is norm-closed. Since Q has the Riesz decomposition 
property in the usual ordering QI = {x E Q I x( 1) = 1 } is a simplex. But 
w  + x0 is an atline isomorphism of QI onto P, . This proves (b). Q.E.D. 
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7. A MARTINGALE THEOREM 
THEOREM 7.1. Suppose M is a von Neumann algebra such that M= 
(U zGA M,)- is the a-weak closure of an increasing family of von Neumann 
subalgebras for which there is for each a E A a faithful normal conditional 
expectation E,: M + M, of M onto M, satisfying E,E, = E, whenever 
M,cM,, and 
lim llqoE,-(pII =0 for all cp~M*. 
1 
Suppose the conclusions of the Main Theorem hold for each M,. Then 
(i) Part (i) of the Main Theorem holds for M. 
(ii) If each M, is properly infinite with no type I direct summand, part 
(ii) of the Main Theorem holds for M. 
(iii) If M and each M, are of type II,, part (iii) of the Main Theorem 
holds for M. 
Proof: There is no loss of generality to assume that the index set A has 
a minimal element cq, (otherwise choose a, E A and consider A’= 
{ GI E A: M, 3 M,,}). Let o0 be a faithful normal semifinite weight on M,, 
and put w = q, 0 E,,. Let u, denote the restriction of o to M,. Note that 
all w,‘s are semilinite, since the restriction to M,, is semilinite. Moreover, 
for all CI E A 
Hence by [20] or [ 17, Thm. 10.11 M, is au-invariant for every c(, and 
ap”(x) = ay(x), XEM,. 
It follows that 
M,x,o,RcMx,,R. 
Put N,=M,x,,,R and N=Mx.,R. Then N=(lJaeA N,)). 
Furthermore the dual action 0” of awu on N, is simply the restriction of 
the dual action 8 of a0 on N to N,. Hence the operator valued weight 
T,(x) = j-= O;(x) ds, XE N:, 
-cc 
is just the restriction of the operator valued weight T on N. In particular 
the dual weight ~3~ of w, on N, is simply the restriction of 63 to N,. 
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Let r, and r be the canonical traces on N, and N, respectively. From the 
discussion in Section 3, 
Thus r,(x) = r(x) for x E N,+. Put 
E, = Em 0 1,(,2(,),, 
where z B(L2cwjj denotes the identity map on B(L2(rW)). Then 8, is a faithful 
normal conditional expectation of MO B(L2( R)) onto M, 0 B(L2( R)), and 
Now NcM@B(L’(lR)), and the definition of zM+N, (n(x)&j)(t)= 
a”,(x) r(t), x EM, 5 E L2(08, H), together with the formula E.0; = a? [ 17, 
Cor. 10.51 yield 
mw) = 4&(X))> XEM. 
Moreover, since I(t) E 10 B(L’( W)) 
R(W) = 4th tER. 
Hence, if we let I;, denote the restriction of E, to N then F, is a faithful 
normal conditional expectation of N onto N, such that 
0) F,(+)) = dE&)), x E M 
(ii) F,(A(t))=A(t), te R, 
(iii) lim, IlcpoF,-cpI)=O, cp~N.+. 
Since 8,a(x) = X(X), x E M, and 0,1(t) = e-‘“‘I(t), t E Iw, it follows from (i) 
and (ii) that F, commutes with 8, and so with the operator valued weight 
T. Hence for x E N+ we get, using (i), 
i.e., &j,=&j,.F,=&~o F, for all ~1. Since F, preserves cocycle Radon- 
Nikodym derivatives [17, Cor. 10.51, we also have 
At this point we interrupt the discussion to prove a lemma. 
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LEMMA 7.2. Let x E N,. Then 
Proof: Let 2 E Z(N). For any x E N, 
XFJZ) = F,(xz) = F&x) = F,(z)x; 
hence F,(z) E Z(N,). Moreover, by (iii) 
lim x(FJz)) = x(z). 
1 
Therefore, for z E Z(N), 
Ix(z)l = lim IxoF,(z)l a 
Glim inf Ilx IZIN,J 11~,(~)11 a 
G (lim inf llx lZ(N.)ll 1 II4 tl 
Hence 
IIX I ZcNjIl <Em inf IIxlzcN,,Il~ I 
Choose for each c1 E A, z, E Z(N,) such that ((z,(/ < 1 and x(zJ = ((x (Z(N.j((. 
We can choose a subnet (z,,) such that 
li? x(z,,) = llm SUP Ilx I z(N,) II. ‘x 
Let ZEN be a o-weak cluster point for (z,,). Then for each d’ EA, z com- 
mutes with all operators in N,, because ~1~ 2 a’ eventually (A is ordered by 
inclusion). Since N = ( Uz, c A N,.) - we have z E Z(N). Clearly lIzI/ < 1 and 
therefore 
IIX I ZtN)ll 2 Ix(z)l = lip x&J = Ii,” sup llx lZtN.)ll 
proving the lemma. Q.E.D. 
Proof of Part (i) of Theorem 7.1. By Lemma 3.3 the map [q] --, @ is a 
contraction, so it remains to prove 
6) II9 - 411 2 4C91, C\c11) 
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for cp and $ in a dense subset of M,+ . Since I( u 0 E, - o 11 + 0 for all u E M, 
it suffices to prove (i) if 
cP=cP”&,7 *=h%, 
for some ~1~ E A. So let us assume this. Then clearly cp = cp 0 E,, II/ = t,b o E, 
for all a>a,. Put q,=qlM,, +,=$lM,. If UEU(M,), a2a1, then we 
get by the bimodule property of E, that 
and therefore 
ucpu* - $ = (ucp,u* - tj/Jo E,, 
4cv1, cIc/I)~4(c~J~ [11/J), a2al!,, 
where d, is the metric on (Ma):/-. Hence if (i) holds for all M, then 
4Cv1, [PI)< II&&AI, a>a,. 
Let @ and $ be the dual weights of cp and + on N, and let 4, and qa be 
those of cpx and $, on N,. 
Since T, = T( Nn we have 
+Ja=44N,? 3,=71N,, a2al. 
Moreover, repeating the proof of 6 = c?, 0 F, we find 4 = 4 0 F,, 5 = 5 o F,. 
Let 
and similarly for $. Then, since F, preserves Radon-Nikodym derivatives 
[17, Cor. lO.S], 
e, = evp., eti = etim, a>a,. 
Thus by applying Lemma 7.2 to the functional x defined by 
x(z) = d(e, - q6L)zh ZEN, 
we obtain 
li? II@, - CAI = I@ - $11, 
and hence that 114 - $11 > d([cp], [$I). Q.E.D. 
Proof of Part (ii) of Theorem 7.1. Assume each M, satisfies both parts 
(i) and (ii) of the Main Theorem. We know that in this case M satisfies 
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part (i). Since IV,+/- is a complete metric space by Lemma 2.1, it follows 
that the set 
P(M)= {ljkZ(N)*+:cpEM*t} 
is closed in Z(N):. Let P and P, be as in Lemma 6.1. We know that 
P(M) c P by Lemma 3.4, so to prove that P(M) = P it suffices by 
Lemma 6.1 to show P, c P(M). For this let x E P, ; hence 
x= O 
s 
eso 0 8, ds 
-03 
for some o E Z(N):. We extend w to a functional W E N,f Then 
is a positive normal extension of x to N for which 
j~8,>epsj, s > 0. 
put X%=XIZ(N,v We have previously observed that the dual action 8’ on 
N, is the restriction of 8 to N,. Therefore 
x,09: 2 ep”xx, s > 0, 
and so by the assumptions on M,, since M, is properly infinite with no 
type I portion, 1% = @, for some cpl E (M,),+. Put 
*%=(PaO&EM*+, 
and put 
Since $,=c$~oF, and T=T,oF~, and F, preserves cocycle Radon- 
Nikodym derivatives, 
Let z E Z(N). Then F,(z) E Z(N,), whence 
$,(z) = s(e$.z) = T(eGz) = T,(F,(e;z)) 
= Qe;F,(z)) = @,,W,(=)) 
= xx(FJz)) = X(F,(z)). 
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Since jjXoF,-ili +O we have 
x=Xl Z(N) = li? & in Z(N),. 
Thus x E P(M), completing the proof in the case M and all M, are properly 
infinite. Q.E.D. 
Proof of Part (iii) of Theorem 7.1. We now assume M and all M, are 
of type II,. Since M is a direct sum of a-finite von Neumann algebras we 
may assume M has a faithful normal tracial state tO. Exactly as in the 
factor case (see proof of Lemma 4.5) we find N= M x+,, R 2 M@ L”( R), 
l(t) is the multiplication operator m(e”) on L”(R), and n(x) =x 8 1. 
Moreover, the canonical trace is r = r,, 8 e--Y dy. It follows that N is finite, 
and there is an increasing sequence (eJne w1 of projections in Z(N) such 
that e, + 1 and t(e,) < co. Let @ be the unique center valued trace on N 
such that @ IZCN) = I [12, 8.2.81. Let FEZ*+, XoBs>e-*X, s>O, and 
xGrlz(,,. Let 
Since by uniqueness 8,@8;l = @, s E R, 
Note that since r = z 1 ZCN) o @ we have 2 < T. Since r, = r 1 Nfir and if we put 
xa = x I Z(N.) then xbl G L IzcN.). We can now complete the proof exactly as 
in the properly infinite case. Q.E.D. 
8. PROOFOF THE MAIN THEOREM FOR VON NEUMANN 
ALGEBRAS WITH SEPARABLE PREDUAL 
Let M be a von Neumann algebra with separable predual, which we 
assume acts on a separable Hilbert space. By [ 12, 14.2.11 there are a 
locally compact complete separable metric space Z, a positive measure v on 
Z with support Z, a v-measurable field < + H(l) of nonzero Hilbert spaces 
on Z, a v-measurable field [ + M(c) of factors on H(c), and an isomor- 
phism of H on 5” H(c) dv(c), which carries M onto I” M(c) dv([). In the 
present section we shall first show that if the Main Theorem holds for the 
M(C) a.e. then it holds for M. As a consequence it will follow that it holds 
for all von Neumann algebras with separable preduals. We use the notation 
introduced above, except that we presently do not assume the M(l) are 
factors. 
601/83/2-l 
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PROPOSITION 8.1. Let M be a von Neumann algebra with separable 
predual. Let o be a faithful normal semifinite weight on M. Let N be the 
crossed product N = M xCw R, and let 8 be the dual automorphism group on 
N, and 5 the canonical trace on N. Then we have 
(i) N = j” M(i) xcwy R dv([) = f” N(i) dv(i), where N(c) = 
M(i) xay R, and CO = s” CO< dv([). 
(ii) Z(N) = j” -W(i)) MO, -WV(i)) = Z(N)(i) a.e. 
(iii) 0, = s” e,(c) dv([), h w ere O(c) is the dual automorphism group on 
N(i). 
(iv) t = 1” ti dv([), where zi is the canonical trace on N(c) a.e. 
Proof: This result is more or less implicit in work of Lance [13] and 
Sutherland [18, 193. Indeed, by [19] o decomposes as a direct integral 
o = J” coy dv([), where oi is a faithful normal weight on M(c) a.e. By 
[ 13, Thm. 2.51 (r” = s” cr”c dv([). Thus by [ 18, Prop. 1.43 (i) follows, and 
by [18, Prop. 1.51, (iii) follows. By [ 12, 14.4.43 (ii) holds. Finally, by 
[6, Chap. II, ‘Sect. 5, Thm. 51, or by [ 12, 14.1.191 coupled with [19] z = 
j” zy dv([), where i + ry is a measurable field of faithful normal semitinite 
traces on N(c). Since z 0 8, = e -‘r we have by (iii) 
so by uniqueness [19, Cor. A.123, e-Srr =rroO,([) a.e., proving (iv). 
Q.E.D. 
A few further remarks are necessary. If q E M, then there is ‘pc E M(c), 
such that 
cp= @ 
I ‘pc dv(i). 
Moreover, 
llqll = j llqill dv(5). 
If cp > 0, then ‘pc 2 0 a.e. so without loss of generality we can assume that 
(pi>0 for all FEZ when ~20. 
With the notation as in Proposition 8.1 let T: N + z(M) be the operator 
valued weight given by T(x) = JTco f?,(x) ds, XE N+, and define similarly 
T,: N(5) + x&M(c)) (cf. Sect. 3). If cp~M: its dual weight @ on N+ is 
defined by 
fj=(pOX -’ 0 T= z(h,-), 
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where h, = d$/dz is a positive self-adjoint operator affiliated with N. If cp = 
f” qr dv({) we similarly have 
~i=(Pi”~ll”Tg=zi(h,i.). 
If XE N+ and T(x)Ex(M)+ then by the Fubini-Tonelli theorem we have 
$(x)=j-= cpon-‘oO,(x)ds 
-cc 
= ‘Ppp ~e,(O(x(O) dW) ds 
= ‘or+ ~e,(Mx(O) ds 
> 
dv(i) 
= c~i”~~-~oTc((x(I))dv(i), 
i z 
so from the uniqueness of the decomposition [ 19, Cor. A.121 
The operator h, being positive and self-adjoint affiliated with N is decom- 
posable [ 13, Thm. 1.81, and therefore of the form 
with h(c) positive and self-adjoint affiliated with N(c). Suppose x E N+, 
q(x) < co. Then 
1 W+o,x(i)) dv(O = j- &(x(i)) WC) = 4G) 
= r(h,x) = j- T#(l) 40) dv(O. 
Thus by uniqueness h,, = h(l) a.e. As before let e, = ~,~,(h,), and define 
e,(c) similarly. By [13, Thm. 1.101 
s 
cl3 
ev= e,(5) MO. 
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Now 4 EZ(N)*+ is defined by $(z)=z(e,z). Since by Proposition 8.1 
Z(N) = l@ Z(N([)) &J(C), we thus have 
e(z) = j ri(e,(i) 40) Mi) = j 4rb(i)) dv(i). 
Thus in the direct integral decomposition 
qJ= @ s (@I; dv(i) 
we have by uniqueness 
(2) (@Ii = dc a.e. 
PROPOSITION 8.2, Let M be a von Neumann algebra with separable 
predual and direct integral decomposition 
M= j" M(i) 40 
Z 
Suppose the Main Theorem holds for each M(c). Then it holds for M. 
ProoJ Let 
(*I M= j@ M(i) dv(i) 
Z 
be the direct integral decomposition of M, and let 
H= 
s @ H(i) 40 Z 
be the corresponding decomposition of H. If we exchange M(i) with its 
natural representation on @ p”= i H(i) for each 5 E Z, the integral (*) gives 
the natural representation of M on @i”= i H. Hence, we may assume that 
the cornmutant M’ and all the commutants M(c)’ are properly infinite. In 
particular 
din H(C) = +a~ for all [E Z, 
so by using [12, Lemma 14.1.231 we may assume that (H([))C,z is a 
constant field of Hilbert spaces, i.e., 
where H, is a fixed infinite dimensional separable Hilbert space. 
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tit (Xi)isN and (x3ipN be strongly dense sequences in the unit balls of 
A4 and M’, respectively, 
xi= s a9 x,(l) dv(i), x; = I a3 xx0 WC). z Z 
By the proof of [12, Prop. 14.1.241, there is a v-nullset X,, such that for 
all i E Z\x,, Mi)li”= 1 and (4(i)),“, 1 are strongly dense in the unit balls 
of M(c) and M(c)‘, respectively. Note that any v-nullset is contained in a 
Bore1 v-nullset. This combined with [12, Lemma 14.3.11 shows that we can 
find a Bore1 v-nullset X, 2 X0, such that (xi(c))2 1 and (xi([)),2 1 are Bore1 
functions on Z\X1 in the Bore1 structure of B(H,) generated by the strong 
operator topology. 
To show the first part of the Main Theorem for M let cp, $ E Ml. Since 
M’ is properly infinite, cp, II/ are the vector states given by the two vectors 
5, rt EH, 
This implies that 
where qr (resp. tir) is the vector state on M(c) given by t(c) (resp. q(r)). 
Since t(c), q(c) are v-measurable Ho-valued functions, and since 
is a v-measurable R-valued function on Z, we can by [ 12, Lemma 14.3.11 
find a Bore1 v-nullset X,2X,, such that t(c), q(c), and [I(cpr)^ - (+()” )( 
are Bore1 functions on Z. 
Let 9 be the unitary group in B(H,,). Note that % is a Polish group in 
strong operator topology (cf. [12, 14.4.93). Let E > 0 and let S denote the 
set of points 
for which 
(1) uEM(i), 
(2) IIq~--ulfi,u*ll <(I +&I Il(cpc)^ -(!br)hll. 
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We will show that S is a Bore1 set. The set S, of pairs ([, U)E (Z\X,) x% 
satisfying (1) is a Bore1 set, because for c E Z\X, , u E M(i) if and only if 
u commutes with x;(i) for all in N. For UE M(i): 
for all c E Z\ X, . Hence, by the choice of X, 2 X, 2 X,, both left and right 
side of (2) are Bore1 functions on S, G (Z\X,) x “2. By the assumptions 
each M(i) satisfies (i) in the Main Theorem. Hence the projection map 
([, U) + c maps S onto Z\X,. By the measurable selection principle [ 12, 
Thm. 14.3.61, there is a v-measurable map [ + uy of Z\X, into ?&‘, such 
that (i, ui) E S for all i E Z\X,. Define uy = 1 for [ E X,. Then 
is a unitary operator in M, and by integrating (2) one gets 
ll’p--kw 6(1 +E) II@-$11. 
Since E is arbitrary, d([cp], Et,&])< 114 --$/I, which together with 
Lemma 3.3 proves that M satisfies (i) in the Main Theorem. 
Assume now that M is properly infinite without type I direct summand. 
Then M(c) is properly infinite without type I direct summand for almost all 
[EZ. As usual put 
P(M)= {xEZ(N); Ipe,>e-“&Y>o} 
and let x E P(M). With the notation of Proposition 8.1 we have 
where xs E Z(N( c)),’ . Since 
it follows that 
xcoe,(i) 2ep”xs, seQ+, 
for almost all [EZ, so by the continuity of s + S,(c), X~E P(M(I;)) for 
almost all i. Let Y, be a v-nullset, such that M(i) is properly infinite 
without type I direct summand and xr E P(M([)) for all c E Z\ YO. 
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By the first part of the proof we can assume that all the factors M(c) act 
on the same Hilbert space H,,. Hence all the von Neumann algebras N(c) 
in the direct integral decomposition 
act on the Hilbert space K, = L’(R, HO). Using the arguments of the first 
part of the proof to the direct integral decompositions of Z(N) and N, we 
can find a Bore1 v-nullset Y, 2 Y, and Bore1 functions (~,(t)),“,~ and 
(y;(c))p”= 1 from Z\ Y, to B(K,), such that for fixed c E Z\ Y, the sequences 
(zi(l)),“_ 1 and (A(C)),“, 1 are strongly dense in the unit balls Z(N([)) and 
N(l)‘, respectively. Let 
be the canonical trace on N (cf. Prop. &l(iv)). Since N has separable 
predual, there exists a sequence (pi),“, r of orthogonal projections in M 
with sum 1, such that r(p,) < cc for all i, so by applying [12, Thm. 7.1.83 
to each of the positive functional z(p,.), one gets that there is a sequence 
(tk)km, 1 of vectors in K,,, such that 
t(x)= f cek, 5kL XEN,. 
k=l 
Moreover, since Z(N) is abelian, every normal state on Z(N) is a vector 
state. Particularly, 
x(z) = h, 4), z~z(N)+, 
for some q E &. Let 
and 
Then for almost all x E 2, 
(*I zC(x)= f (xtk(t-), ‘tk(c))v XENL’), 
k=l 
(**) Xc(Z) = (ZT(O7 v(C)), z E Z(N). 
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Again applying [ 12, Lemma 14.3.11 we can tind a Bore1 v-nullset Y, 2 Y, , 
such that (c$~([));= I and q(c) are &-valued Bore1 functions on Z\ Y, and 
such that (*) holds for all c E Z\ Y,. Let 9 denote the set of projections in 
I?(&). Then g is a Polish space in strong operator topology, because the 
map e + 2e - 1 maps 9 onto a closed subset of the unitary group of K,. 
Let T be the set of ([, e) E (Z\ Yz) x k? for which 
The set T, of pairs (<, e) in (Z\ Y,) x B satisfying (1) is a Bore1 set, 
because eE N(i) if and only if it commutes with y(([), iE N. Let T, be the 
subset of T, for which (2) holds. By [21], the dual action 0,(C) is 
implemented by the unitary operators (u,),,n on K0 = L’(R, H,) given by 
(v,[)(t) = e-“‘((t). 
Note that (uS)SER do not depend on i. Put 
Pl= {eE9)vU,ev:,<efors>0). 
Then 9, is a closed subset of 9. Since 
T2= {(Le)ET,)esq:) 
the set T2 is also Borel. Since t&e) < 00 if and only if 
(*) f lletk(iN12< a 
k=l 
the set T,={(i,e)~T~l & ) r e -C cc > is Bore]. But for ([, e) E T3 condition 
(4) is equivalent to 
where the right side of the equality is a convergent sum, because (*) holds. 
This shows that T is a Bore1 set. By the assumptions (ii) in the Main 
Theorem holds for each M(c), [E Z\X,. Hence for each [E Z\X2 there is 
a cpi~Wi)*+, such that (cpr) * = Q. By Lemma 3.5 and Definition 3.2 
(c, ea,) E T. Thus the projection ([, e) + c maps T onto Z\X,. By the 
measurable selection principle, there is a v-measurable function e(c) from 
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Z\X, to 8, such that (c, e([))E Tfor all ~EZ\X*. Put e(c)=0 for <E-Y*. 
Then 
is a projection in L’(N, z) for which 0,(f) < f when s > 0, and 
x = z(f ‘L(N). By Lemma 3.5 f = eV for some cp E Ml. Clearly x = 4, 
which proves that M satisfies (ii) in the Main Theorem. 
The fact that M satisfies (iii) in the Main Theorem provided that each 
M(c) satisfies (iii) follows by trivial modifications of the above arguments. 
Q.E.D. 
In order to prove the Main Theorem for factors of type III,, with 
separable preduals we shall apply the martingale theorem in Section 7. Our 
next result makes this possible. 
PROPOSITION 8.3. Suppose M is a factor of type III0 with separable 
predual. Then there is an increasing sequence (M,),, wI of subalgebras such 
that 
(i) M= (u,“=i M,)), a-weak closure. 
(ii) Each M, is a von Neumann algebra of type II,. 
(iii) There is a faithful normal conditional expectation E,: M + M, 
such that E,E,=E,, m<n, andlim,,, IIcpoE,--cpll =0, cp~M*. 
Proof By [2, Cor. 5.3.61 if G is the restricted infinite product Zi”) 
there are a von Neumann algebra P of type II, and a representation 
a: G + Aut P such that 
M=Px.G. 
G is the union of an increasing sequence of finite groups (G,),, N with 
G, z Z$“‘. 
Let n(x), x E P, and J(g), g E G, be the generators of M. Then 
M, = {W’) u W,))“, nEB4, 
form an increasing sequence of subalgebras of M such that M = (UI1 M,)-. 
Since G, is finite, M, is of type II,. Moreover, M, g P x, G,, n E N. Let 
G,I denote the orthogonal group of G, in G. Now Gr Zy, and G,I is of 
finite index in G. Let 13, be the dual action of G on M, and let p (resp. p,,) 
be the normalized Haar measure on G (resp. G,‘). Define 
En(x) = j-G: e,(x) dp,, xeM. 
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Then E, is the conditional expectation of M onto the fixed point algebra 
of the action 8 1 c;. Since 0,1(g) = n(g) for all g E G, if and only if y E G,$, 
and 8,71(x) = z(x), for x E 1M, E, is a faithful normal conditional expecta- 
tion of M onto M,. By construction E,E,, = E, if m < n. 
Since G,I has a finite index in G the Radon-Nikodym derivative f, = 
&,/&EL’(G’,~), and since G:IG~I ... with fi,“=, G,i= {e} the 
sequence (fJ, E N is an approximate unit for L’(G, p). But then 
Ilcp~En-cpll -+O, n+oo, for cp~M*. Q.E.D. 
PROPOSITION 8.4. Let A4 be a factor of type III0 with separable predual. 
Then the Main Theorem holds for M. 
Proof: By Corollary 4.8 the Main Theorem holds for factors of type II, 
with separable preduals. By [ 12, 14.2.31 each von Neumann algebra of 
type II, with separable predual is the direct integral of factors of type II,; 
hence the Main Theorem holds for such von Neumann algebras by 
Proposition 8.2. Finally, with M as the proposition the Main Theorem 
holds for M by Theorem 7.1 and Proposition 8.3. 
PROPOSITION 8.5. Let M be a von Neumann algebra with separable 
predual. Then the Main Theorem holds for M. 
Proof We may consider the different types separately (see, e.g., the 
proof of Proposition 8.2). By Proposition 8.4 the Main Theorem holds for 
factors of type III,, by Proposition 5.7 for factors of type 1111, 0 < 2 < 1, 
and by [4] for factors of type III,, since in the latter case N is a factor by 
[21, Cor. 9.71. Thus by Proposition 8.2 and [12, 14.2.31 the Main 
Theorem holds for M of type III. As in the proof of Proposition 8.4 the 
Main Theorem holds for M of type II, and the isometry part holds for M 
of type I by Theorem 4.7 and Proposition 8.2. Q.E.D. 
9. PR~~FOF THE MAIN THEOREM IN THE GENERAL CASE 
In this section we complete the proof of the Main Theorem. We first 
prove it for o-finite ( =countably decomposable) von Neumann algebras 
and then extend it to general algebras. For the o-finite case we shall use the 
martingale theorem, 7.1, and for this we need to construct an increasing net 
of algebras of the same type as our M. 
PROPOSITION 9.1. Let A4 be a o-finite von Neumann algebra of type II. 
Then there exist a countably generated von Neumann subalgebra N c A4 and 
a faithful normal conditional expectation, E,: M+ N, of A4 onto N, such 
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that if P is any von Neumann subalgebra of M with N c P c M and with a 
normal conditional expectation E,: M -+ P, such that E, = E, E,, then P is 
of type III (resp. II,) if M is of type ZZ, (resp. ZZ, ). 
Proof We first assume M is of type II,. As for factors [6, Chap. III, 
Sect. 7, Thm. 1 ] M contains a copy N of the hyperfinite III-factor. If e is 
a projection in N then its central support in M is 1. Since M is of type II,, 
there is a faithful normal conditional expectation EN of M onto N. Let P 
be a von Neumann subalgebra of M containing N, and suppose there is a 
normal conditional expectation E,: M + P such that E,E, = E,. By a 
result of Tomiyama [ 17, Prop. 10.211 P is semifinite. Since E,I, is a con- 
ditional expectation of P onto N and N is of type II, P is of type II by [ 17, 
Prop. 10.211. Since M is finite, so is P. 
To prove the proposition in the II,-case, write M = MO @ B(H), where 
MO is of type II, and H is a separable Hilbert space, and choose N,, c M, 
such that the conclusions of the proposition hold for the pair (MO, NJ. Let 
N = No @ B(H) and E, = E, @ z. The same proof as in the II ,-case now 
applies to M and N. Q.E.D. 
PROPOSITION 9.2. Let M be a a-finite von Neumann algebra of type ZZZ. 
Then there exists a countably generated von Neumann subalgebra N t M 
such that any von Neumann subalgebra P with N c P c M is of type ZZZ. 
The proof of this proposition is divided into some lemmas. Recall that 
U(M) denotes the unitary group in M and S,(M) the set of normal states 
of M. 
LEMMA 9.3. Let M be a a-finite von Neumann algebra of type ZZZ. If 
9, $ E S,(M) coincide on the center Z(M) of M then 
$ E conv{ u(pu*: u E u(M)} -, (norm closure). 
ProoJ Recall from [12, 6.3.41 that in a a-finite von Neumann algebra 
of type III two projections are equivalent if and only if they have the same 
central support. Let cp, $ E S,(M), and assume that 
$$conv(ucpu*: UE U(M)}-. 
By the Hahn-Banach theorem there exists a self-adjoint operator a EM 
such that 
(1) $(a) > sup(cp(u*au): UE U(M)). 
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Put E = $(a) - sup{cp(u*au): u E U(M)) > 0. By spectral theory we can 
choose an operator b of the form 
b= i Lipi, 2, >A, ... >I”, 
r=l 
where pl, . . . . pn are orthogonal projections in A4 with sum 1, such that 
][a - bJI < a/2. Since cp and II/ are states 
whence 
(2) t,+(b) > sup{ cp(u*bu): u E U(M)}. 
Put qi = pi + . . . + pi, i = 1, . . . . n. Then 
n-1 
Put 
b= 1 (A;-Ai+,)qi+I,1. 
i= 1 
n-1 
c= 2 (~,-~,+,)c(q,)+~,1, 
i=l 
where e(p) is the central support of a projection p. Then c E Z(M), and 
c 3 b. The operators 
Cl = c(q, 1, ci=c(qi)-c(qi-l), i = 2,..., n, 
are orthogonal central projections with sum 1, and we have 
c= i AiCi. 
i= 1 
Since ci= (c(pl) v ... v c(p,)) - (c(p1) v . . . v c(pi- L)) we have c(pi) > ci, 
i = 1, . . . . n, and therefore c(p,c,) = ci. This implies that 
Pici w ci, i= 1 , . . . . n. 
Choose partial isometries vi~A4 such that u,+oi= ci, ujv,+ = cipi. Then 
V=CyFl ui is an isometry, and vu* = Cy= I cipi. Therefore 
U*bO=D*b ($, Cipi) V=V* (!, IiCip;) V 
= i w+kipiv= i &c, =c. 
i= 1 i= 1 
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Since any isometry in M can be approximated in the strong operator 
topology by unitaries in M, 
CE {u*bu:uE U(M)}- (a-weak closure). 
Since also cab, 
hence cp and 1+5 do not coincide on Z(M). Q.E.D. 
LEMMA 9.4. Let M be a a-finite von Neumann algebra of type ZZZ. Then 
for all cp E S,,(M), cp belongs to the set 
S, = conv{ i(vcpv* + wcpw*): v, w  E M, v*v = w*w = 1, vv* + ww* = 1 } -. 
Proof. Let cp E S,(M). Since M is properly infinite, we can choose two 
isometries v, WEM such that vv* + ww* = 1. Put 
x = &w* + wcpw*) E S,(M). 
It is clear that cp and 1 coincide on Z(M), so by Lemma 9.3 
cp l conv{qu*: u E U(M)} -. 
But for u E U(M) 
upd* = $(v, cpv: + Wl rpw?), 
where vr = UV, w1 = UW. Clearly v:vi = w:w, = 1, and viv: + w1 w: = 1. 
Q.E.D. 
LEMMA 9.5. Let M be a o-finite and semifinite von Neumann algebra. 
Let cp E S,(M) and S, as in Lemma 9.4. Then cp $ S,. 
Proof We can assume that M is properly infinite; otherwise S, is 
empty. Let z be a faithful normal semifinite trace on M and put h = dq/dz E 
L’(M, 7). Assume first that h is bounded. If 
II/ = +pv* + wcpw*), 
where v, w  E M, v*v = w*w = 1, vv* + ww* = 1, then 
s =; (vhv* + whw*). 
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Since uu* I WV* it follows that II&/&/l = $ Ilhll. Hence for every x E S, 
Thus cp cannot belong to S,, proving the lemma in case h is bounded. 
Assume now h is unbounded. Put 
(Icp--ll:oEM*+, 
Since x -+ llxll i = t( 1x1) is a-weakly lower continuous on M, a simple com- 
pactness argument shows that for I > 0 there exists w  E Mi such that 
Hencef(d) > 0 for all A> 0. It is also clear thatf(1) is a decreasing function 
on R! + and f(2) + 0 as 1-+ cc. Hence we can choose & > 0 such that 
f(&P) >f(&J. 
Choose w  E M,+ such that 
f(M= Ilv-011, ~~i,l. 
Let U, w  E A4, u*v = w*w = 1, vu* + ww* = 1, and 
II/ = $qxl* + wcpw*), 
w’ = guuu* + www*). 
Clearly II$ - 0’1) 6 I(cp - o/I =f(&). Moreover, 
Put 
Since vu* I ww* we have 
If 1 belongs to the convex set 
Sz = conv{ $(ucpu* + wcpw*): 0, w  E M, U*U = W*W = 1, UW* + WW* = l}, 
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then by letting w” be the corresponding convex combination of the (0’)‘s 
we see that 
IIX - (fll of 
If cp E S, then we can choose xn E SO, such that II cp - xllll + 0 and o, E MC 
such that 
This shows 
(Icp-wll:oEM*+, 
which contradicts the choice of A,, that f(&) <f(&/2); hence rp $ S,. 
Q.E.D. 
COROLLARY 9.6. Let M be a von Neumann algebra with a faithful 
normal state cp. Then M is of type III if and only zf cp belongs to the convex 
set 
conv{ i(v’pv* + wcpw*): v, w  E M, v*v = w*w = 1, vu* + ww* = 1 } -. 
Proof By assumption M is o-finite. If M is of type III the conclusion 
follows from Lemma 9.4. If M is not of type III, let e be .the largest central 
projection in M such that eM is semilinite. Put rp’ = Il’ecp II -’ ecp. If rp E S, 
then cp’ E S,. , which is impossible by Lemma 9.5. Q.E.D. 
Proof of Proposition 9.2. Let M be a a-finite von Neumann algebra of 
type III, and let cp be a faithful normal state on M. By Lemma 9.4 we can 
choose sequences (v,),; N and (w,),, N of isometries in M such that v,v,* + 
w  w* = 1 and such that n n 
cpEconv{$(v,rpv,*+w,cpw,*):nEkJ}-. 
Let N be the von Neumann subalgebra of M generated by the v,‘s and the 
w,‘s. If P is a von Neumann algebra with N c P c M put cp’ = cp ( p. Then 
cp’ is a faithful normal state on P, and 
(~‘~conv{&v~(~‘v~ + wcp’w*): nE kJ}-. 
Hence by Corollary 9.6, P is of type III. Q.E.D. 
PROPOSITION 9.7. Let M be a a-finite von Neumann algebra. Then the 
Main Theorem holds for M. 
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Proof: Let w  be a faithful normal state on M. Note that if NC A4 
is a countably generated von Neumann algebra then the @-invariant 
von Neumann algebra 
is also countably generated. We can thus write M as an increasing union 
hf= (Um.A M,) ~, where A is an index set such that a 6 p * M, c M,, and 
each M, is countably generated and ow-invariant. By [20] or [17, 
Thm. 10.11 there are faithful normal conditional expectations E,: M -+ M, 
of M onto M, for all a E A such that a 6 /I * E, E, = E,. Thus the first part 
of the Main Theorem holds for M by Theorem 7.1 and Proposition 8.5. 
To show the second part we may assume M is of type II,, II,, or III. 
If M is of type III we can by Proposition 9.2 choose a,, E A such that a0 d a 
implies M, is of type III. If M is of type II, choose N as in Proposition 9.1 
and let w  be a faithful normal trace on N. Then N is a,-invariant and 
Proposition 9.1 is applicable, so we can assume all M, are of type II,. If M 
is of type II, then we choose N in Proposition 9.1 to be N, @ B(H) where 
M= MO@ B(H), N, being isomorphic to the hyperfinite II,-factor. Let r0 
be a faithful normal trace on M, and rp a faithful normal state on B(H). 
If w  = TV 0 cp then o is a faithful normal state on M such that N is c?‘- 
invariant. Thus Proposition 9.1 shows that we can choose all the M, of 
type II,. The conclusion of the proposition now follows from Theorem 7.1 
and Proposition 8.5. Q.E.D. 
We next proceed to prove the Main Theorem for a general von 
Neumann algebra. The proof will be a reduction to the o-finite case. The 
first two results describe the basic techniques for this reduction. 
LEMMA 9.8. Let P be a von Neumann algebra with a faithful normal 
semtfinite weight to. Let H be a Hilbert space and e a$nite nonzero projec- 
tion in B(H). Let z,, be the normal trace on B(H) such that r,(e) = 1, and let 
x be the normal state x(x) = r,(ex) on B(H). If M = P Q B(H) then there is 
a natural isomorphism 
y: Z(M x,<w,, R)-,Z(PX,WR) 
with adjoint map y* such that if cp E Pz then 
Y*(@)=(qQx)^. 
Proof: Since 0 t0 = I it is immediate that 
Mx ,we~oR~(PxOw!R)@B(H). 
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Thus there is a natural isomorphism 
y: Z(M x&@zg [w)-+Z(Px,R) 
given by y(x@ 1) =x with adjoint map y*, whose restriction map is a 
bijection 
y*: Z(P x,0 R),’ + Z(Mx,m, Iw,:. 
Now for each 5 E R the dual automorphism 8, on M x~~B~,, R! is the tensor 
product Or@ I, where 0: is the dual automorphism on P x,, R. Thus if r 
is the canonical trace on P xaw R then r @ rO is the canonical trace on 
MX oo~rO US. In particular, if cp E Pz and erp is the projection in P xc0 R used 
in the definition of @ (see Definition 3.2), then by definition of the state x, 
e VPX=ee’P@e. It follows that (cp@x)” =y*(@). Q.E.D. 
PROPOSITION 9.9. Let P be a a-finite properly infinite von Neumann 
algebra and H a Hilbert space. Let M = P @ B(H). Then there is an isometry 
17 of Mi/- onto P,‘/w and an isometry 6 of ($1 I) E Mz } onto 
(4; rp E PC } such that the following diagram is commutative: 
where the vertical maps are the canonical ones. 
Proof: Let e be a l-dimensional projection in B(H) and Tr the usual 
trace on B(H), so Tr(e) = 1. By Proposition 2.6, since P is properly infinite, 
there is a natural isometric bijection 
given by ZZ( [o]) = [uou*]~, where p = 1 @e and v is a partial isometry 
from supp(o) into p. Furthermore, by Lemma 9.8, if WOE Z7( [CO]) and x 
denotes the state x(x) = Tr(ex) on B(H) then 
If we let 6 be the inverse of y* restricted to the set {I,&: + E Mg } then 6 
is the desired isometry onto the set { 4: cp E P: } making the diagram 
commutative. Q.E.D. 
LEMMA 9.10. Let M= x:i”, I Mi be a direct sum of van Neumann 
algebras. If the Main Theorem holds for each Mi, i E I, then it holds for M. 
607/83/2-8 
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Proof: Let cp, $ E M:. Then 
where only a countable number of the summands are nonzero. If we index 
them by i E f% and let E > 0, we can for each i and vi, $1 E (Mi)l, unitarily 
equivalent to (pi and $i, respectively, such that 
Let cp’ = C,“, N cp,!, $’ = Ci”, N $I. Then cp’ and t,G’ are unitarily equivalent to 
cp and II/, respectively, and 
d(Cql, CIcII)G IW-@II =c IIvI-11/:11 
=C ll$i-$ill +&. 
By arbitrariness of E, 
(3) 4CVlY C$l)G c lM4ll. 
iGN 
Now the crossed product N = M x,~ II2 splits into a direct sum 
N=CQNi=C@MiXg”g[Wy 
icl itl 
where wi = o IN, (o being a faithful normal semifinite weight on M). One 
checks easily that 
and so by (3), 
ll@-4hl =C ll$i-Gill 34CVl9 [$I). 
Since the opposite inequality follows from Lemma 3.3 the first part of the 
Main Theorem is proved. 
To prove the second part one notices that every x E Z(N): splits into a 
direct sum x=CE,xi, x~EZ(N;)~. Since the dual automorphism 8, also 
splits into a direct sum xi”, , 0: of dual automorphisms of Ni it is clear that 
if ~0 @,a ~“2, s > 0, then xi0 Sf >, e-‘xi. The proof of the surjectivity is 
EQUIVALENCE OF NORMAL STATES 243 
therefore obvious. Since the canonical trace on M is the direct sum of the 
canonical traces on the Mi, part (iii) on the III-case is also easily proved. 
Q.E.D. 
End of Proof of the Main Theorem. Assume first that M is a finite von 
Neumann algebra. Then M= Ci”,, Mi, where Mi is o-finite and finite (and 
of type II, if M is). Thus the Main Theorem holds for M by Proposi- 
tion 9.7 and Lemma 9.10. 
Suppose next M is properly infinite. In this case 
where each Pi is a-finite and either of type I,, II,, or III, and (Hi)ip, is 
a family of Hilbert spaces. By Lemma 9.10 it is enough to prove the 
theorem for each of the summands Pi@ B(H,). Since the Main Theorem 
holds for each Pi by Proposition 9.7 it holds for Pi@ B(Hi) by Proposi- 
tion 9.9. This completes the proof of the Main Theorem. Q.E.D. 
10. THE QUOTIENT SPACE S,(M)/ - 
Let M be a von Neumann algebra, and let S,(M) be the set of normal 
states of M. By Lemma 2.1, the space 
is a complete metric space with diameter bounded by 2. Note that if M is 
not a factor, then diam(S,(M)/-)= 2, because d([p], [@I)=2 when cp 
and I(/ are centrally disjoint. In [3] donnes and the present authors com- 
puted the diameter of S,(M)/- for all factors M. In the semifinite case it 
was easily computed (see the Introduction of [3]). In this section we will 
give a new proof of the diameter formula for factors of type III based on 
the Main Theorem. From the Main Theorem and Proposition 6.6 we have: 
PROPOSITION 10.1. If M is a properly infinite von Neumann algebra with 
no type I direct summand, then the map [q] + 4 is an isometry of S,(M)/- 
onto 
P,(M)= {xcS,(Z(N)): Xofl,>e-“X, s>O}. 
Moreover, P,(M) is a norm closed (in general noncompact) Choquet simplex. 
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LEMMA 10.2. Let A be a unital abelian C*-algebra, and let (ds)ssR be a 
one-parameter group of automorphisms of A, such that s + O,(f) is norm- 
continuous for all f E A. Let (~1,)~~ R be the corresponding flow on A, i.e., 
u,(6) = 6 0 8-,, i?Efi. 
Put 
Then only the following three cases can occur: 
(i) A has more than one a-orbit. 
(ii) A s C(R/t,Z) for some t, > 0 and CI, corresponds to translation by 
s on lR/t,Z. 
(iii) A=C. 
In case (i) diam(P,) = 2. In case (ii) diam(P,) = 2. ((1 -exp( -t,,/2))/ 
(1 + exp( - tJ2))). In case (iii) diam(P,) = 0. 
Proof If we exclude case (i) and case (iii), then A has more than one 
point, but only one z-orbit. Choose J,EA^. Then 
is a continuous map of W onto 2 and 
H= {.sE[W~C~,(~~)=~~} 
is a closed subgroup of R. Clearly H # R. Assume H = {O}. Then /I is one- 
to-one. Moreover, p maps Bore1 sets of lR onto Bore1 sets of ,& because 
fl( [s,, sZ]) is compact for all s,, s2 E R, s1 < s2. Since /I is continuous it 
follows that it is a Bore1 isomorphism. But since R is amenable, a has 
an cc-invariant probability measure, while R has no translation invariant 
probability measure. This gives a contradiction, i.e., H # (0). Therefore 
H= t,Z 
for some to > 0. Then /I can be factorized through R/t,& and by compact- 
ness of R/t,Z the corresponding map fl: lR/t,Z + 2 is a homomorphism. 
Hence we are in case (ii). This proves the first part of the lemma. By 
Lemma 6.4 
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Since A is the extreme point of S(A), and since the norm on A* is w*-lower 
semicontinuous it follows that 
If 6,, 6, are not contained in the same orbit, the measures on A corre- 
sponding to x6, and xdl are concentrated on two disjoint orbits. Hence 
llxs, - xszll = 2, proving that diam(P,) = 2 in case (i). Consider next case 
(ii) and let d1,6,~A, 61#62. Then 8*=0r,(6~) for a unique O<t<t,. 
Moreover, we can assume that A = C( R/t,Z) with tl, = translation by s, 
and that d1 and 6* are the Dirac measures concentrated in b and i, respec- 
tively. Here s + Q denotes the quotient map R + R/t,Z. By the periodicity 
of a,: 
xa,= m I 0 e-S~jds=(~oeP’io)~~e-Sc31ds 
eP”6s+ids= 5 en’0 
II=0 (J 
‘“e-S6j+ids . 
0 > 
Thus x6, and xaz have densities f, and fi with respect to the Lebesgue 
measure on [0, to[ given by 
f,(s) = (1 - e-@--l e-‘, O<s<t 
I ,-cs+ro-1, 
f*(s)={I:I:‘~~~le-(~~II, ’ 
O<s<t 
t<s< to. 
Hence 
Ilxa, -X6*11 = II fi -f*ll1 
=2 (1 -exp(-t))(l -ew(t-t,)) 
1 -exp( -to) . 
This function has maximum at t = to/2, and the maximum value is 
2(1 -exp(-to/2))(1 +exp(-to/2))-‘. 
Case (iii) is trivial. Q.E.D. 
LEMMA 10.3. Let Z be an abelian von Neumann algebra, and let (OS)SsR 
be a pointwise u-weakly continuous one-parameter group of automorphisms 
of Z. Moreover, let A E Z be the abelian P-algebra of elements z E Z, for 
which s + O,(z) is norm-continuous. Then 
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Proof: Since A is a-weakly dense in Z, Z, is naturally contained in A*, 
so the inequality < is obvious. To show the opposite inequality, let 
Xi E S(A), xI 3 0, > epsxi, i = 1,2. Choose by Lemma 6.4 oi E S(A), such that 
eScoi 00, ds. 
Since the set of restrictions from S,(Z) is w*-dense in S(A) we can choose 
nets (w,,) in S(A) such that o~,~ has natural extensions in S,(Z) and 
wiz + oi in w*-topology. Let 
s 
0 
x 1.1 = eswi,a 0 0, ds. 
-3c 
As in the proof of Lemma 6.4 
and xi,= -+ xi in the w*-topology of A*. Since the norm is lower semi- 
continuous with respect to w*-topology, we have 
llxl -~xzll Glim sup Il~~,~-~~,~ll 
a 
~diam{XES,(Z):Xoe,~e~SX,S>O}. 
Thus the opposite inequality follows. Q.E.D. 
PROPOSITION 10.4 [3]. Zf M is a factor of type ZZZA, O< 1-g 1, with 
separable predual, then 
diam(S,(M)/- ) = 2 $$. 
Proof. Let (Z(N), 0,) be as in the Main Theorem, and let A c Z(N) be 
the set of ZE Z(N) for which s + 0,(z) is norm continuous. By Proposi- 
tion 10.1 and Lemma 10.3 
diam(S,(M)/-)=diam{~ES(A):Xo8,>e-”X, s>O}. 
If M is of type III,, (Os)seR is not periodic on Z(N) (cf. [21, Thm. 9.61). 
Therefore 8, I A cannot be periodic. Hence by Lemma 10.2, A has more than 
one orbit with respect to ~(~(6) = 6 0 K,, 6 E A”, and 
diam(S,(M)/- ) = 2. 
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IfMisoftypeIII,,O<jZ<l, 
where to= -log A, and r, = translation by s (cf. [21, Sects. 9-101). 
Hence A corresponds to the subalgebra C( R/r,Z) of L”( R/t,Z), so by 
Lemma 10.2(ii) 
diam(S,(M)/- ) 2 1 - exp( - t0/2) 2 1 - 1Y2 = = 
1 + exp( - t0/2) 1 + 12i12’ 
Finally, if A4 is of type III,, Z(N) = @, so diam(S,(M)/- ) = 0 by Lem- 
ma 10.3(iii). (Note that this does not give a new proof of the homogeneity 
of one state space of III,-factors [4], because [4] was used in the proof 
of the Main Theorem.) Q.E.D. 
The next proposition is an extension of [l, Thm. 3.43: 
PROPOSITION 10.5. Zf M is a factor of III,, O<A, c 1, then P,(M) i a 
compact Bauer simplex naturally isomorphic to the set of probability 
measures on R/tOz, where to = -log 1. In particular S(M)/- is compact. 
Proof: Let Z(N), 8,, and A be as in the proof of Proposition 10.4. We 
will make the identifications 
Note that S(A) is the set of probability measures on [W/t& Consider now 
the map 
0 
Ul+x,= s es(w 0 Ts) a3 -02 
of S(A) into S(A). The computations in the proof of Lemma 10.3 show that 
for all characters 6 on A, 
xa 6 (1 - e--ro)-l ds, 
where & is the Lebesque measure on [0, to[. Since S(A) is the w*-closed 
linear span of the characters, we get 
for all OE S(A). Hence each x0 can be extended to a normal state (also 
denoted x,) of Z(N) = L”(R/t,Z). Thus, by Lemma 6.5 w  + xw is a 
bijection of S(A) onto P,(M). 
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Let 6,) 6, be two characters on A, and let t be the distance between the 
two corresponding points in R/t,Z (0 < t < ito). Then either 6, = 6,o BP, or 
S, =c?~o~-, so by the proof of Lemma 10.2 
,,x 
61 
-x ,,=2(1-ex~(-~))(l-ex~(t-~o)) 
62 1 - exp( -to) 
Hence 6 -+ xa is w*-norm-continuous from 2 to P,(M). It now follows 
from the theory of vector valued integration that the map o + ,Y, is 
w*-norm-continuous from S(A) to P,(M). By compactness of S(A) the 
map is a homomorphism. Q.E.D. 
PROPOSITION 10.6. Zf M is a factor of type ZZZ,,, the simplex P,(M) has 
no extreme points. Particularly P,(M) and S(M)/- are not compact. 
Proof: Let (Z(N), 0,) and A be as in the proof of Lemma 10.4. Since M 
is a factor, 8, acts ergodically on Z(N). This implies that Z(N) has a faith- 
ful normal state x0. Indeed, if x is any normal state on Z(N) and (qn):=, 
is an enumeration of the rational numbers, then 
is a normal state for which support projection is _B,-invariant, so by the 
ergodicity x0 is faithful. Let p,, be the measure of A which corresponds to 
x0. Then we can make the following identifications 
Z(N) = L”(A ,^ d,u,) 
A=C(&. 
Let c1,o 6 = 6 0 t?,, 6 E a. Then p,, is quasi-invariant under the flow (a,),, aB, 
and 
e,(f)(S) =f(a-,(J)h f~ WA ,^ dpo). 
For w E S(A), let x0 E S(A) be the state 
and let Ql be the set of states o E S(A) for which x, can be extended to 
a normal state on Z(N). By Lemma 6.5 w +x, is a bijection of Q, onto 
P,(M). Thus, if $ E S(Z(N)) is an extreme point of P,(M), then 
*lA=X6 
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for some extreme point 6 of Q,. If 
6=(1-1)6,+&, O-cl< 1, 61, &ES(A), 
then 6, and a2 are dominated by scalar multiples of 6, which implies that 
xs, and x6, are dominated by scalar multiples of xa. Therffore 6,) 6, E Q, . 
Hence 6 is an extreme point of S(A), i.e., 6 E A. Let 0 E A be the orbit 
u= (a,(G)[sdR). 
Then 0 is a Bore1 set and xa corresponds to a probability measure v 
concentrated on 0. Since xa is the restriction to A of a normal state on 
Z(N), v is absolutely continuous with respect to ,u,,. Hence &B) > 0, so by 
the ergodicity of (6S)IEW, po(a\U) =O. Hence (Z(N), 0,) is given by a 
transitive flow, which contradicts that M is of type III, (cf. [Zl, Thm. 8.12 
and Thm. 9.61). Therefore P,(M) has no extreme points. In particular the 
simplex P,(M) is not compact. Q.E.D. 
11. STATES WITH CENTRALIZERS OF TYPE II, 
It was shown in [4] that if M is a nontype I factor with separable 
preduai then there is a faithful normal state on M whose centralizer is of 
type II,. In the present section we show an improvement of this result. To 
avoid technicalities we state it for faithful states. 
THEOREM 11.1. Let M be a von Neumann algebra with no direct sum- 
mand of type I. Suppose cp is a faithful normal state on M. Then there is a 
faithful normal state 1+5 E [q] whose centralizer is of type II,. 
ProoJ: Since M has no direct summand of type I there is a von 
Neumann subalgebra P of A4 such that M= P@M,(@). Let T,, be the 
tracial state on M2(C). Let o be a faithful normal semi&rite weight on P. 
Then by Lemma 9.8 there is an isometry 
y*: Z(P XC” W), --* Z(MxoN3~o R), 
such that y*(p) = (p 0 r,,) A for p E Pl. Let 0, and 0: be the dual 
automorphisms of A4 x aOm,O R and P x ,,.w R, respectively. Then 8, = 6: 0 1, 
so if XEZ(PX,,~ R): then x~B,P>e-~x, s>O, if and only if y*(x)oBs3 
e-“y*(x), s>O. Furthermore, if T is the canonical trace on Px, R then 
z @ t,, is the canonical trace on A4 x~“Q~~ IF!, and 1 G r if and only if x C3 z. < 
t @ zo. Since we can consider the finite and properly infinite portions of M 
separately, it foilows from the Main Theorem and Proposition 9.9 that if 9 
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is a faithful normal state on M then there is 9,,~ S,(P) such that 
y*(&,) = 4. Since y*(&) = (9,, @ rO)h we have 
Let p = supp(9,) E P. Then p@ 1 = supp(9, @ TV). Since 9 is faithful, 
p~1-1inMbyTheorem2.2.IfMisfinite,p~l=l,andp=l.IfMis 
properly infinite then p 0 1 is properly infinite, and hence so is p. Thus 
p - 1 in P. Choose an isometry u E P such that vu* = p. Let 
Then $0 is faithful and belongs to [90 0 zO] by Theorem 2.2. By the Main 
Theorem [90@t] = [9], and hence +Og [9]. Furthermore, the cen- 
tralizer M,, of tiO contains the I,-factor 10 M2(C). If E > 0 is given we can 
multiply u 0 1 by a unitary operator in A4 and assume Il+0 - 911 <E; hence 
we have shown that there is a I,-factor K, with normalized trace T, and a 
faithful normal state 9, E [9] such that 9i = (9i JKfnM)@rI and 
Continuing this procedure we obtain a sequence (9,, K,), where 9” e [9] 
is faithful, and K, , K,, . . . are commuting I,-subfactors of M with K,, . . . . K,, 
belonging to the centralizer MVn of 9,. Moreover, we can assume 
I(cpn - 9,,+ r II < 2-7 hence the states converge in norm to a state 11/i E [9]. 
By construction the von Neumann algebra K. generated by the K,, is con- 
tained in the centralizer M,, of II/, . Since II/i commutes with K so does its 
support q=supp($,). But qK is isomorphic to the hyperfinite III-factor, 
since J+G is a faithful normal trace on qK, and qK is generated by the 
commuting I,-factors qK,. Moreover qKE q&f,,. Hence the finite 
von Neumann algebra q&f,, is of type II,. 
Let w  be an isometry in M such that ww* = q, and let I+$ = w*ll/i w. Then 
$ is faithful, and by Theorem 2.2, II/ E [9]. It is straightforward to check 
that the centralizer of $ is equal to w*(qMe,)w; hence it is itself of type II,. 
Q.E.D. 
12. EXTENSIONS OF AUTOMORPHISMS TO Mx,, [w 
Let w  be a fixed faithful normal semilinite weight on the von Neumann 
algebra M, and let c3 be the dual weight on N= M x,, R. Let r be the 
canonical trace on N (see Sect. 3). We denote by Aut(M) the 
automorphism group of A4, and similarly for. N. Let n be the canonical 
isomorphism M into N. 
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PROFWITION 12.1. For every a E Am(M) there is a unique automorphism 
6 E Am(N) such that 
(i) @z(x)) = n(a(x)), x E M. 
(ii) &(n(s)) = rc((Do~ tl-r: Dw),) n(s), s E R. 
Furthermore, the map a --) & is a homomorphism of Aut(M) into Aut(N). 
Proof: Put o’=o~a-~, and let (n(M), n(R)) and (n’(M), n(R)) be the 
generators of N = M x ,,” [w and M x OTo’ Iw, respectively. Explicitly 
(c)T)(t) = a”Jx) 5(t) 
(m)t)(t) = (f%,(x) 5(t) 5 E LZ(R a. 
bw)txt) = at - 3) 1 
Let r denote the identity map on B(L*(rW)). Since a:’ = a o o; o a 
we have 
(a 0 I)(+)) = n’(a(x)), XEM. 
(a 69 l)W)) = 4~1, SER. 
- 1, tER, 
Hence the restriction a’ of a @I I to M x,,~ Iw’ is an isomorphism of M x& R 
onto M x oo’ 58. Now let @ be the isomorphism of M x gw’ [w onto A4 x aw [w 
constructed in [21, Prop. 3.51 using the cocycle Radon-Nikodym 
derivative U, = (Do : Do’)~. Then 
@(7w)) =4x), XEM, 
CD@(s)) = 7c((Do : Do’),*) A(s) = 7r((Dw’ : Do),) A(s), SER. 
Define a” E Aut(N) by 
C=@oa’. 
Then 
a(G)) = 4ab)), XEM. 
i@(s)) = 7t((Do’ : Do),) A(s), SER, 
completing the proof of (i) and (ii). This proves also the uniqueness of &, 
since z(x), xcM, and n(s), SE R, generate N. 
To show the map a --+ a is a homomorphism let a, j3~ Aut(M). Let 
y = ap. Clearly 
$(4x)) = 4aRx)) = Y”(+)), XEM. 
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If sell we have 
a&l(s))=B(n((Do~~-’ : Do),) A(s)) 
=n(a((Doop-’ : Do),y)) n((Dooa-’ : Do),) A(s) 
=7r((DOOp-10a-1 :Do~a-‘),(Do~a-‘:Do),)A(s) 
=7r((Do~p-1~a-1:Do),);1(s) 
= Ws)), 
because (Dq 0 a-l : Dt+b 0 a-l)S = a((Dq : D$),) for all faithful normal semi- 
finite weights q, + on M. Q.E.D. 
PROPOSITION 12.2. With a and d as in Proposition 12.1 we have 
(i) 8,oti=a”o8,, SER. 
(ii) TOd=T. 
(iii) ij 0 E = (cp 0 a)- for all normal semifinite weights cp on A4. 
(iv) @~dl,~~,= (rp Oa)^ , cpEM*f. 
(v) Zf A4 is properly infinite with no direct summand of type Z, then 
the map a + ~2 IZCN, is a continuous homomorphism of Aut(A4) into 
Aut(Z(N)), when the automorphism groups have the topologies of simple 
norm convergence on the preduals. 
Proof: We have that the dual action 0 of go is given by 8,(x(x)) = z(x), 
e,(A(t)) = eC’“‘A(t), x E M, s, t E R. Thus by Proposition 12.1 it is immediate 
that 0, o 6 = B o O,, proving (i). 
From (i) it follows that d commutes with the operator valued weight 
T = s?m 0, ds. Hence for every normal semifinite weight p on M we have 
((POa)-=cp~(a~n-‘)~T=cpo(n~‘~a)oT=cpon-’~T~a 
=@0& 
proving (iii). In particular, with w’ = w  0 cx- I, 8’ 0 15? = (CO’ 0 a)- = 6. By 
spectral theory c!? extends to an automorphism of the unbounded self- 
adjoint operators affiliated with N, still denoted by d. Then 
Thus we have 
d(&‘oE) d6 z-z-. 
d(roE) d(soE)’ 
hence T = 7 0 8, proving (ii). 
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To show (iv) let h, = d@/d? for cp a normal semilinite weight on M. Then 
by (ii) 
d(+&-‘) 
d(To&-‘) 
= 
d(Q5C1)=h 
dz 
_ _ 
rpoa ’ 
Therefore, with e+, = Eli+) as in Section 3 
E(e,) = epaa-l. 
Hence for ZEZ(N), 
(cpoff-‘)” (z)=7(e,,,- ,z) = z(d(e,)z) = r(e,E-l(z)) 
=c$oa-l(z). 
Since E-i = (a-‘)” we get (iv). 
To show (v) let (tlk) be a net in Aut(M) which converges to 
a~Aut(M). Since Ml spans M, linearly, this means that 
IIcpoak--qoa\( -,O for all cpEM*+. Since the map cp + @ is norm decreasing 
by Lemma 3.3 it follows from (iv) that 
By our assumptions on M the Main Theorem together with Proposi- 
tion 6.3 implies that P(M) = { $2 cp E M: } spans a norm dense subspace of 
Z(N),. Thus 
X”&IZ(N)+XoO:IZ(N) for all x E Z(N) * , 
so that & lZCN) + 6 I ZCN), proving (v). Q.E.D. 
If a E Aut(M) then its adjoint map restricted to M, acts by 
a,(q) = cp 0 a-l. 
The map a + a* is an isomorphism of Aut(M) into the isometries on M,. 
If u is a unitary operator in M then for x E M, cp E M,, 
a,(ucpu*)(x) = cp(u*a-‘(x)u) = cp 0 aC’(a(u)* xa(u)) 
= (a(u) a*(v) a(u)*)(x). 
Thus a.,.(u’pu*) is unitarily equivalent to a,(q). In particular a* defines a 
map 
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Note that we clearly have for u E U(M), 
We next study the relationship between CL.+ and BIZ(,,,). For this we make 
the following definition. 
DEFINITION 12.3. Let CI E Aut(M). We say c1 is pointwise inner if for each 
cp E Mz there is u = u(q) in the unitary group U(M) of M such that 
u*(q)=cpm-‘=uqm*. 
We say CI is approximately pointwise inner if for each cp E Ml and E > 0 
there is u = u(cp, E) E U(M) such that 
Ilvp”~-’ - ucpu* I( < E. 
The following facts are easily verified 
(1) Every inner automorphism is pointwise inner. 
(2) If u is approximately pointwise inner then c( IZ++.,) = 1. 
(3) The pointwise inner and the approximately pointwise inner 
automorphisms form normal subgroups of Aut(M). 
(4) c( is approximately pointwise inner if and only if c1* = r. . 
We let Aut(M) have the topology of simple norm convergence on M,. As 
before N = M x.+ R for some faithful normal semilinite weight on M. 
THEOREM 12.4. Let M be a von Neumann algebra. Then the 
approximately pointwise inner automorphisms form a closed normal subgroup 
of Aut(M) consisting of exactly those automorphisms CI for which & 1 ZCN, = z. 
Proof Since n(Z(M)) c Z(N), if a ( Z(Nj = z then LX (z(M) = z. Combining 
this with (2) it follows that if M is of type I then the approximately 
pointwise inner automorphisms are exactly the inner automorphisms and 
at the same time those for which 6?lzcNj = z. In particular the theorem holds 
for type I algebras. 
Suppose M is of type II,. We show that if c1 E Aut(M) satisfies LX IZcMj = z 
then c1 is approximately pointwise inner, and B IZ(,,,) = z. Hence the theorem 
follows as in the type I case. Suppose then CI IZ(,,,,) = I, and let cp E Ml. 
Since supp(cp) is a-finite there exists a finite normal trace T on M such 
that supp(cp)<supp(r). Let h=dq/dr. By spectral theory h can be 
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approximated in L’(M, z) by operators of the form k = II= 1 liei with 
Ai > 0 and e,, ..,, e, mutually orthogonal projections in M. Since a 1 ZCM) = I, 
7ou -’ = t, and a(e) - e for all projections e in M. Thus there is a unitary 
operator u in M such that a(k) = uku*, and a,(t(k.)) =uz(k.) u*. By 
approximation then it is clear that given E > 0 we can find u E U(M) such 
that Ilcr,(cp) - ucpu*ll <E; hence tl is approximately pointwise inner. To 
show & IZCN) = 1 note that go is inner for any faithful normal semifinite 
weight w. Let o be a faithful normal semifinite trace on M whose restric- 
tion to Z(M) is semifinite. Then wo a-l = o, so by Proposition 12.1, 
f@(s)) = l(s), SE R. Now N= &M)OLm(R), so Z(N) = n@(M))@ 
L”(R). Since the n(s) generate L”(R) and a JZCM) = z, B JZCN, = 1, proving 
the theorem if M is of type II,. 
Finally assume M is properly infinite with no direct summand of type I. 
Let rp~Mf 
@vx~‘=(pcr 
and a E Aut(M). Put a0 = &I,(,,. By Proposition 12.2 
-‘)“. Thus by the Main Theorem L?,([v])= [q] if and 
only if f$oa;‘= @. By Proposition 6.3 the cone P(M) = (8: 9 EM: > 
spans a dense subspace of Z(N),. Thus c1* = I if and only if a,, = 1. By 
Proposition 12.2 the map a-+ a,, is a continuous homomorphism of 
Aut(M) into Aut(Z(N)). By the above and (4) its kernel is the 
approximately pointwise inner automorphisms. This completes the proof of 
the theorem. Q.E.D. 
The group of approximately pointwise inner automorphisms will be 
investigated further in the next section. It is not clear what the group of 
pointwise inner automorphisms looks like. Even if M is semifinite this 
problem is nontrivial. We are greatly indebted to V. Jones for pointing out 
to us that in the separable case its solution is a consequence of a result of 
Popa [14]: 
PROPOSITION 12.5. Let M be a countably generated semijihite von 
Neumann algebra. Then each pointwise inner automorphism is inner. 
Proof. Let 0: be a pointwise inner automorphism of M. Let G denote 
the subgroup of Aut(M) generated by 01 and the inner automorphisms 
Int(M). Then G/Int(M) is countable, so by [14, Thm. 4.21 there exists a 
maximal abelian subalgebra A of A4 generated by finite projections such 
that if BE G and 81 A = 1, then b = Ad(u) with u unitary in A. Let r be a 
faithful normal semifinite trace on M, and let e E A be a finite projection in 
M. For XEM,, 
z(exe) = 7(x’/*ex”*) G 7(x). 
Therefore 7 is also semifinite on eMe. A normal trace on a finite von 
Neumann algebra is semilinite iff its restriction to the center is semifmite. 
Hence 7 is semifinite on Z(eMe). Since eA is maximal abelian in eA4e, 
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eA 2 Z(eMe). Thus r is semifinite on eA, and since A is generated by finite 
projections, z is semifinite on A. Using now the separability of A, it follows 
that A is the von Neumann algebra generated by a positive operator h for 
which z(h)< co. Let cp~M,f be defined by cp(x)=r(hx). Since a is 
pointwise inner there is u E U(M) such that cp 0 a ~ ’ = qu*, whence 
z(a(h)x) = z(haC’(x)) = cp(a-l(x)) = cp(u*xu) = z(hu*xu) = T(z4hu*x), for 
all x E M. Therefore a(h) = z&u*, and c1 IA = Ad(u) IA. In particular 
a0 Ad(u = z. Since a0 A du* E G, there is by the properties of A a 
unitary operator v E A with a 0 Ad(u*) = Ad(u). Thus a = Ad(vu) E Int(M). 
Q.E.D. 
We remark that one can show that the above result is false in the non- 
separable case. Our next result shows that in the type III case all modular 
automorphisms are pointwise inner. 
PROPOSITION 12.6. Let M be a von Neumann algebra and cp a faithful 
normal semljinite weight on M. Then the modular automorphisms 01, t E R, 
are pointwise inner. 
Proof. Let $ E M: and put e =supp(l//). Choose a faithful normal 
weight II/’ on (1 -e) M( 1 -e), and put 3 = II/ + I,+‘. Then at(e) = e, t E R. 
Therefore 
Put u, = (Drp : OIJ,, and v, = of,(u,). Then for x E M 
9ofqx) = ewe UT) 
= I) 0 af$l,xv:) = l+qv,xv:), 
i.e., $0 a: = v:$v,. Hence a: is pointwise inner for every t E R. Q.E.D. 
13. THE CONNES-TAKESAKI MODULE OF AN AUTOMORPHISM 
In [S] Connes and Takesaki defined a homomorphism mod of Aut(M) 
into the automorphism group of “the flow of weights,” called the 
fundamental homomorphism. We shall now show how the results of the 
previous section apply to yield new information on this homomorphism. 
We lirst recall some of the results and terminology from [S]. 
Two normal semifinite weights cp and $ on the a-finite properly infinite 
von Neumann algebra M are equivalent (cp h $) if there is a partial 
isometry u E M such that 
u*u = supp(cp h uu* = supp($ ), ucpu* = *. 
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Moreover, one writes cp < $ if rp is equivalent to subweight $, of $, y?e 
being defined as 
for e a projection in the centralizer of $. cp is said to have infinite multi- 
plicity if its centralizer is properly infinite. 
By a slight reformulation of [S, Thm. 1.1.111 there is a unique pair 
(pM, PM) consisting of an abelian von Neumann algebra 9M and a bijec- 
tion p,,, from the set of normal semifinite weights of infinite multiplicity 
onto the set of a-finite projections in PM, such that 
(In this formulation p,,, is simply the restriction of p,,,, in [S, Thm. Il.1 1 ] 
to the set of weights of infinite multiplicity.) For 1> 0 the map pM(rp) + 
pw(kp) extends uniquely to an automorphism 9y of 9&. The couple 
(PM, (9y)1 ,,,) is called the global flow of weight. 
Assume now that M is properly infinite with separable predual, and let 
o be a dominant weight on M (see [S, Chap. II]). Put d,,, = p,,.Jo). Since 
any two dominant weights are equivalent, d, is independent of the choice 
of o. Moreover, Sy(d,) = dM, J. > 0. Put P, = dM&, and let Fy be the 
restriction of 9F to P,. Then pM maps the set of integrable weights (see 
[S, Chap. II]) of infinite multiplicity onto the set of projections in P,. The 
pair (PM3 (F?)A,o) is called the smooth jlow of weights. 
Following [S, Chap. IV] one can to any a E Aut(M) associate a (unique) 
automorphism mod(a) E Aut(P,, FM) such that 
for every integrable weight cp of infinite multiplicity. The homomorphism 
u + mod(u) is called the fundamental homomorphism. 
As before let N = M x,+ R with cp a faithful normal semilinite weight on 
M. If a E Aut(M) let 6 E Aut(N) be the extension found in Proposition 12.1. 
PROPOSITION 13.1. Let M be a properly infinite factor with separable 
predual. Then there is an isomorphism /?: P, -+ Z(N) such that for each 
c1 E Aut( M), 
For the proof of the proposition it is necessary to go into the proof of 
Takesaki’s duality theorem for crossed products [21, Thm. 4.51. Let P be 
a von Neumann algebra acting on a Hilbert space H, and suppose G is 
a locally compact abelian group with a continuous action CT as 
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automorphisms of P. Let Q = P x, G be the crossed product. Then Q is 
generated by operators X,(X), x E P, and n(g), g E G, defined on L’(G, H) 
by 
(nu(.~)S)(g) = c-&x) 5(g), x E P, 
(~@)5)k)=tk-hL h E G. 
As an immediate application of [21, Props. 3.4 and 4.21 we have the 
following result. 
LEMMA 13.2. With the above notation let a E Aut(P) commute with u, 
i.e., clog = CT,C(, g E G. Then there is 6 E Aut(Q) satisfying the following three 
conditions: 
(i) ~?(7r,(x)) = ~c,(cL(x)), x E P. 
6) Ei(4g)) = 4g), gE G. 
(iii) EC?, = 8,d, PE e where 6 is the dual action of o on Q (i.e., 
~p(%(.~)) = %(X)? 6,(4g)) = (8, P> J(g)). 
LEMMA 13.3. Let notation be as above. Let cl~Aut(P) commute with (T 
and let $ be the extension of ti to Q x6 e given by Lemma 13.2. Then there 
exists an isomorphism 
y: P@B(L2(G)) + Q x6- 6 
such that 
h=yo(cr@+oy-‘. 
The proof of this lemma can be read out of the proof of [21, Thm. 4.53. 
In order to define y we indicate the main points in Takesaki’s proof. As in 
[21, Eq. 4.81 we define an operator F on the continuous H-valued func- 
tions on G x G with the compact support by 
(F5)k h) = j-e (k P> Ug, P) dp. 
F extends to a unitary operator on L2(G x G, H) onto L*(G x G, H) which 
we still denote by F. We denote by R the von Neumann algebra 
R = F(Q x6 G) F*. 
The operators v(g)=Fz,(A(g))F*, gEG, and u(p)=Fll(p) F*, PEG, 
satisfy the canonical commutation relations and therefore generate a von 
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Neumann algebra B, which is isomorphic to B(L’(G)). Hence there is an 
isomorphism 
&R+(RnB’)@B 
given by 6(xy) =x Qy, x E R n B’, y E B. 
Now let a E Am(P) commute with (T, and let a” be its extension to Q x 6 G. 
Define a,, E Aut(R) by 
Then a,,lB=r. 
If x E P we define an operator n(x) on L2(G x G, H) by 
(W)txg, h) = q?,(x) 5k, h). 
By [21, Lem. 4.3 and 4.41 Z7 is a normal isomorphism of P onto R n B’; 
hence 7c @ r is an isomorphism 
IZ@l: P@B(L’(G))+(RnB’)@B, 
where we identify B and B(L*(G)). 
It follows from the proof of [21, Lem. 4.31 that 
aoWx)) = n(a(x)), XEP, 
and since a0 ( B = 1, a,(xy) = aO(x) y, x E R n B’, y E B. Thus we find 
S~a,~S-‘(xOy)=ao(x)~y. 
It follows that 
60a,a6-‘0(1701)=(noz)o(aO1); 
hence if 
y=Ad(F*)~6-‘+7QI), 
then y is the desired isomorphism of P 0 B(L2( G)) onto Q x6 G such that 
B=yo(a@l)oy-‘. Q.E.D. 
LEMMA 13.4. Let notation be as above. Let Z = Z(Q x8 G). Then there is 
an isomorphism 
such that 
260 HAAGERUP AND STQRMER 
Proof: For x E Z(P) let 
h(X) = Y(-U 0 1 ), 
with y as in Lemma 13.3. By the lemma y0 is an isomorphism of Z(P) onto 
Z. Furthermore, if x E Z(P) then by Lemma 13.3 
Yooa(x)=y(a(x)O1)=~~y(xO1)=~~y,(~~). Q.E.D. 
Proof of Proposition 13.1. Let o be a dominant weight on M, and let 
N, be the centralizer of o. There is a unique trace t0 on N, such that 
w  = tOo E, where E is the operator valued weight from M to N, given by 
(cf. [S, Lem. 11.2.71). Moreover, 
for some action 0,: R --t Aut(N,) satisfying 
7. 0 (e,), = e-s7o, SER 
(cf., e.g., [S, Thm. 11.1.31). Furthermore, by [21, Thm. 8.31 @ is the dual 
action of 8,. In particular N = M x cw [w equals (N, xBO R) xoO R. Now let 
a E Aut(M). Since wo a is a dominant weight there exists u E U(M) such 
that woa =woAd(u*) [S, Thm. 11.1.11; hence ccoAd(u) leaves w  invariant. 
By the homomorphic property of the map c1+ a and the fact that 
(Ad(u)) 1 ZcN, = 1 we have 
This, together with the fact that mod(a) = mod(aoAd(u)), shows that we 
can replace c1 by a 0 Ad(u), and thus assume o 0 a = w. The crossed product 
M = N, x,~ IF! is generated by N, and a one-parameter group of unitaries 
(U(S)),,R. From the arguments of [S, p. 5691, there exists be U(N,,), such 
that 
a(u(s)) = b*u(s)b. 
If we replace a by Ad(b) 0 a, we may assume w  0 a = o and a(u(s)) = u(s), 
SER. Now apply Lemma 13.4 to G=R, P=N,, Q=M, Qx,e=N, and 
the automorphism a 1 NO. Then (a ( N0)” = a and (a ( NJ z = d. Hence it 
follows from Lemma 13.5 that there is an isomorphism yO: Z(N,) + Z(N), 
such that 
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By [S, Thm. 1.1.111 the map e + pM(e), e a projection in Z(N,), can be 
extended to an isomorphism pW of Z(N,) onto P,. Moreover, 
WPo=Po4Wbgl, IER+ 
(cf. [S, Cor.II.2.51). Furthermore, by [5, p. 5541 
(2) P;l~mod(a)~p,=aI,~,,). 
Let B = y,, 0 pi’. Then /? is an isomorphism from P, onto Z(N) which by 
(1) and (2) satisfies 
~~Z~N~=~~mod(a)~~~l. Q.E.D. 
COROLLARY 13.5. Let M be a properly infinite factor with separable 
predual. Then the kernel of the fundamental homomorphism mod is the set 
of all approximately pointwise inner automorphisms. 
ProofI This follows immediately from Theorem 12.4 and Proposi- 
tion 13.1. 
COROLLARY 13.6. Let M be a factor with separable predual, and let 
a E Aut M. Then we have 
(i) Zf M is of type ZZ, then a is approximately pointwise inner. 
(ii) If M is of type ZZ, with trace T then a is approximately pointwise 
inner if and only if z Q a = T. 
(iii) If M is of type ZZZ, then a is approximately pointwise inner. 
(iv) Zf M is of type ZZZA, 0 < 1~ 1, then a is approximately pointwise 
inner if and only if w 0 a - w whenever o is a generalized trace. 
Proof. (i) Follows from the proof of Theorem 12.4. 
(ii) Follows from Theorem 12.4 together with Corollary 13.5 and 
[S, Prop. IV.1.21. 
(iii) By [4] if M is of type III, then cp - $ iff cp( 1) = e(l), cp, $ E Ml, 
so a, = 1. 
(iv) Follows by Theorem 12.4 together with Corollary 13.5 and 
[S, Prop. IV.1.31. Q.E.D. 
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