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РЕФЕРАТ
Квалiфiкацiйна робота мiстить: 80 стор., 1 рисунок, 5 таблиць, 9
джерел.
Метою є розробка нових пiдходiв та методiв до аналiзу
криптографiчних примiтивiв, що дозволить створювати новi надiйнi
системи криптографiчного захисту iнформацiї та оцiнювати стiйкiсть
iснуючих.
Об’єктом дослiдження є iнформацiйнi процеси в системах захисту
iнформацiї.
Предметом дослiдження є алгебраїчнi властивостi
криптографiчних нелiнiйних перетворень.
В цiй роботи розглянуто проблему вiдновлення S-блокiв за таблицi
розподiлу диференцiалiв (далi DDT) в умовах модульного додавання.
Дослiджено структуру спецiальних класiв еквiвалентностi для S-блокiв
малої бiтностi (переважно чотирьохбiтовi та менше). Розглянуто класи
алгебраїчних перетворень, що не змiнюють вид DDT. Розроблено
алгоритм вiдновлення спецiального класу еквiвалентностi за конкретною
DDT.
S-БЛОК, ТАБЛИЦЯ РОЗПОДIЛУ ДИФЕРЕНЦIАЛIВ, КЛАС
DDT-ЕКВIВАЛЕНТНОСТI, ВIДНОВЛЕННЯ S-БЛОКА ЗА DDT,
МОДУЛЬНЕ ДОДАВАННЯ
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РЕФЕРАТ
Дипломная работа содержит: 80 стр., 1 рисунок, 5 таблиц, 9
источников.
Целью является разработка новых подходов и методов к анализу
криптографических примитивов, что позволит создавать новые надежные
системы криптографической защиты информации и оценивать
устойчивость существующих.
Объектом исследования являются информационные процессы в
системах защиты информации.
Предметом исследования является алгебраические свойства
криптографических нелинейных преобразований.
В данной работе рассмотрена проблема восстановления S-блоков по
таблице распределения дифференциалов (далее DDT) в условиях
модульного сложения. Исследована структура специальных классов
эквивалентности для S-блоков малой битности (преимущественно
черехбитовых и меньше). Рассмотрены классы алгебраических
преобразований, не изменяющих вид DDT. Разработан алгоритм
восстановления специального класса эквивалентности по конкретной
DDT.
S-БЛОК, ТАБЛИЦА РАСПРЕДЕЛЕНИЯ ДИФФЕРЕНЦИАЛОВ,
КЛАСС DDT-ЭКВИВАЛЕНТНОСТИ, ВОССТАНОВЛЕНИЕ S-БЛОКА
ПО DDT, МОДУЛЬНОЕ СЛОЖЕНИЕ
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ABSTRACT
This diploma work contains: 80 pages, 1 drawing, 5 tables, 9 sources.
The purpose is the development of new approaches and methods for
analyzing cryptographic primitives, which will create new reliable cryptographic
information security systems and assess the stability of existing ones.
The object of research information processes in information security
systems.
subject of study are algebraic properties of cryptographic nonlinear
transformations.
In this paper we consider the problem of recovering S-blocks from the
differential distribution table (hereinafter DDT) in respect to modular
conditions. The structure of special classes of equivalence for S-blocks of small
bitness (mainly four-bit and lower) is investigated. The classes of algebraic
transformations that do not change the kind of DDT are considered. An
algorithm for the reconstruction of a special class of equivalence for a specific
DDT has been developed.
S-BLOCK, DIFFERENTIAL DISTRIBUTION TABLE,
DDT-EQUIVALENT CLASS, S-BLOCK RECOVERING FROM DDT,
MODULAR ADDITION
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ПЕРЕЛIК УМОВНИХ ПОЗНАЧЕНЬ, СКОРОЧЕНЬ I
ТЕРМIНIВ
⊕ — операцiя побiтового додавання
F𝑛2 — скiнчене поле (поле Галуа) характеристики 2 зi степенем
розширення 𝑛
⟨𝑎, 𝑏⟩ — скалярний добуток векторiв 𝑎 та 𝑏
DDT — таблиця розподiлу диференцiалiв (англ. Difference Distribution
Table)
LAT — таблиця лiнiйних апроксимацiй (англ. Liniar Approximation
Table)
APN — майже повнiстю нелiнiйнi (англ. Almost Perfect Nonliniar)
SAC — строгий лавиний ефект (англ. Strict Avalence Criterion)
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ВСТУП
Актуальнiсть дослiдження. Актуальнiсть даного дослiдження
полягає в тому, що в наш час вiдкритi канали зв’язку, такi як, мережа
Internet, посiдають вагоме мiсце в життєдiяльностi людства. Людство все
бiльше покладається на вiдкритi мережi з метою спiлкування чи
проведення тих чи iнших операцiй. Проте слiд пам’ятати, вразi передачi
даних вiдкритими мережами зловмисник може перехопити конфiденцiйнi
данi, що може завдати шкоди. Питання забезпечення цiлiсностi та
конфiденцiйностi iнформацiї є все бiльш хвилюючим, тому висуваються
все жорсткiшi стандарти забезпечення захисту iнформацiї. Одним з
широко розповсюджених математичних напрямкiв забезпечення
iнформацiйної безпеки є симетрична криптографiя.
Стiйкiсть блочних шифрiв зумовлена наявнiстю в їх структурi
S-блокiв, якi роблять нелiнiйне обратиме перетворення над вхiдними
бiтами, що перешкоджає проведенню лiнiйного криптоаналiзу.
Проте S-блоки є вразливими до iншого виду криптоаналiзу -
диференцiйного. Пошук протидiї атакам, якi базуються на досягненнях
диференцiйного криптоаналiзу, дав поштовх до вивчення S-блокiв та їх
властивостей. Важливою складовою в оцiнцi диференцiйних
характеристик S-блокiв є таблиця розподiлу диференцiалiв (англ.
Difference Distribution Table) (далi DDT). DDT легко обчислити, маючи
S-блок, однак обернена задача з вiдновлювання S-блока за DDT є
складною. Вiдновлення S-блока за DDT має важливий практичний змiст,
оскiльки DDT мiстить змiстовний опис диференцiйних властивостей
S-блока, таким чином можемо отримати S-блок з наперед заданими
властивостями за таблицею розподiлу диференцiалiв.
Метою дослiдження є розробка нових пiдходiв та методiв до
аналiзу криптографiчних примiтивiв, що дозволить створювати новi
надiйнi системи криптографiчного захисту iнформацiї та оцiнювати
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стiйкiсть iснуючих. Для досягнення мети потрiбно розв’язати наступнi
задачi:
1. провести огляд опублiкованих джерел за тематикою дослiдження;
2. сформувати та довести аналiтичнi властивостi таблиць розподiлу
диференцiалiв вiдносно модульного додавання;
3. сформувати та проаналiзувати задачу вiдновлення S-блоку за
таблицею розподiлу диференцiалiв;
4. запропонувати алгоритм вiдновлення на основi пiдходу
Backtracking та експериментально його перевiрити.
Об’єктом дослiдження є iнформацiйнi процеси в системах
криптографiчного захисту.
Предметом дослiдження є алгебраїчнi властивостi криптографiчних
нелiнiйних перетворень.
При розв’язаннi поставлених завдань використовувались такi методи
дослiдження: теорiї iмовiрностей, математичної статистики,
комбiнаторного аналiзу, теорiї кодування, теорiї складностi алгоритмiв,
методи комп’ютерного та статистичного моделювання.
Наукова новизна у роботi вперше розглядалась задача вiдновлення
криптографiчного S-блоку за таблицею розподiлу диференцiалiв вiдносно
додавання за модулем степеня двiйки та запропановано алгоритм її
розв’язання, який є практично ефективний для S-блокiв невеликого
розмiру.
Практичне значення. Результати даної роботи можуть бути
використанi у задачах пошуку прихованих аналiтичних структур
криптопримiтивiв та при оцiнюваннi стiйкостi криптографiчних систем у
моделi «бiлої скриньки».
Апробацiя результатiв та публикацiї. Результати даної роботи
частково були представленнi в рамках XVII Науково-практичнiй
конференцiї студентiв, аспiрантiв та молодих вчених «Теоретичнi i
прикладнi проблеми фiзики, математики та iнформатики» (26-27 квiтня
2019р., м. Київ).
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1 КЛЮЧОВI ОЗНАЧЕННЯ ТА ОГЛЯД ЛIТЕРАТУРИ
У даному роздiлi розглянуто базовi означення з теорiї булевих
функцiй, основнi криптографiчнi властивостi булевих функцiй, засоби їх
дослiдження. Придiлено увагу ключовiй для криптографiї сутностi, а
саме S-блокам, описано методи їх дослiдження; окрема увага акцентована
на суттєвих iнструментах дослiдження криптографiчних властивостей
S-блокiв: DDT та LAT. Серед iншого розглянуто афiнну еквiвалентнiсть
S-блокiв та її зв’язок з вiдновленням S-блока за DDT у випадку
побiтового додавання. Розглянута проблема вiдновлення S-блока за DDT
в контекстi диференцiалiв за побiтовим додаванням. На завершення
розглянуто роботу, присвячену розв’язанню проблеми вiдновлення
S-блока у випадку традицiйних для диференцiального криптоаналiзу
диференцiалах – на основi додавання за модулем двiйки.
1.1 Необхiднi теоретичнi вiдомостi
1.1.1 Булевi функцiї та їх криптографiчнi властивостi
В сучаснiй критологiї природною математичною моделлю S-блокiв
виступають багатовимiрнi булевi функцiї. Тому перш нiж дослiджувати
S-блоки, розглянемо булевi функцiї та їх основнi криптографiчнi
властивостi.
Зауваження. Протягом роботи простiр бiтових векторiв
розмiрностi 𝑛 позначається через F𝑛2 , який залежно вiд контексту може
iнтерпретуватися як кiльце Z2𝑛; у цьому випадку двiйковi вектори
природним чином ототожнюються з цiлими невiд’ємними числами,
двiйковий запис яких спiвпадає iз заданим вектором.
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Означення 1.1. Одновимiрною булевою функцiєю 𝑛−𝑓 з 𝑛 вхiдними
значеннями називається вiдображення виду F𝑛2 → F2.
Означення 1.2. 𝑚-вимiрною булевою функцiєю (𝑛,𝑚) − 𝐹 з 𝑛
вхiдними значення та 𝑚 вихiдними значеннями будемо називати
вiдображення виду F𝑛2 → F𝑚2 .
Зауваження. В цiй роботi позначення (𝑛,𝑚)− 𝐹 використовується,
щоб пiдкреслити, коли багатовимiрна булева функцiя 𝐹 має 𝑛 вхiдних
бiтiв та 𝑚 вихiдних; для одновимiрних має сенс зазначати лише кiлькiсть
вхiдних бiтiв, оскiльки на виходi завжди маємо один бiт.
Незважаючи на те, що для опису S-блокiв застосовуються саме
багатовимiрнi булевi функцiї, в цьому роздiлi в основному описано
властивостi булевих функцiй на прикладi одновимiрних функцiй з
уточненнями для багатовимiрного випадку, адже в багатьох випадках
аналiз багатовимiрних булевих функцiй зводиться до аналiзу
одновимiрних булевих функцiй. Оскiльки для узагальнення теоретичних
результатiв завжди можна представити 𝑚-вимiрну булеву функцiю як
кортеж з 𝑚 одновимiрних булевих функцiй: 𝐹 = (𝑓1, 𝑓2, . . . , 𝑓𝑚). Цi
функцiї називаються координатними функцiями.
Булевi функцiї можуть бути представленi у виглядi таблицi iстинностi,
АНФ, ДНФ або спектрально. Розглянемо найбiльш зручнi для аналiтичних
дослiджень форми представлення булевих функцiй.
Означення 1.3. Алгебраїчною нормальною формою (АНФ) булевої
функцiї 𝑓 називається її представлення у виглядi полiнома Жегалкiна:
𝑓(𝑥) =
⨁︁
𝑢∈F𝑛2
𝑎𝑢𝑥
(𝑢), 𝑎𝑢 ∈ {0, 1},
де 𝑥(𝑢) - пiднесення до степеня, що визначається наступним чином:
𝑥(𝑢) =
⎧⎪⎨⎪⎩𝑥, якщо 𝑢 = 1,1, якщо 𝑢 = 0.
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Теорема 1.1. (Мебiус) Коефiцiєнти АНФ можуть бути обчисленi
через швидке перетворення Мебiуса:
𝑎𝑢 =
⨁︁
𝑥⪯𝑢
𝑓(𝑥).
Серед усiх представлень булевих функцiй слiд виокремити найбiльш
зручнi для аналiтичного дослiдження – спектральнi розклади. Розглянемо
розклад Фур’є булевої функцiї.
Означення 1.4. Розкладом Фур’є одновимiрної булевої функцiї 𝑓(𝑥)
називається представлення булевої функцiї у наступному виглядi:
𝑓(𝑥) =
∑︁
𝑢∈F𝑛2
𝐶𝑓(𝑢)(−1)⟨𝑢,𝑥⟩,
де
∑︀
𝑢∈F𝑛2
– арифметична сума над Z,
⟨𝑢, 𝑥⟩ – скалярний добуток векторiв, що обчислюється наступним чином:
⟨𝑢, 𝑥⟩ = 𝑢1𝑥1 ⊕ 𝑢2𝑥2 ⊕ · · · ⊕ 𝑢𝑛𝑥𝑛, де 𝑛 – розмiрнiсть векторiв 𝑢 та 𝑥,
𝐶𝑓(𝑢) – коефiцiєнт Фур’є, що визначається наступною формулою:
𝐶𝑓(𝑢) =
1
2𝑛
∑︁
𝑥∈F𝑛2
𝑓(𝑥)(−1)⟨𝑢,𝑥⟩
Проте на практицi доволi часто використовують iншi коефiцiєнти для
аналiзу властивостей булевих функцiй, якi є бiльш зручними.
Означення 1.5. Коефiцiєнтом Уолша (Уолша-Адамара) називається
величина, що визначається наступним чином:
𝑊𝑓(𝑢) =
∑︁
𝑥∈F𝑛2
(−1)⟨𝑥,𝑢⟩⊕𝑓(𝑥).
Зауваження. Будемо називати функцiї виду 𝑔(𝑥) = (−1)𝑓(𝑥) як ±1
аналогом функцiї 𝑓(𝑥). Таким чином, наведенi коефiцiєнти Уолша є
коефiцiєнтами Фур’є ±1 аналога функцiї 𝑓(𝑥).
Чисельнi характеристики коефiцiєнтiв Уолша є дуже потужним
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iнструментом для дослiдження криптографiчних характеристик булевих
функцiй, оскiльки багато властивостей тим чи iншим чином пов’язанi з
коефiцiєнтами Уолша.
Означення 1.6. Вагою булевої функцiї 𝑓 називається кiлькiсть
входiв, на яких значення виходу булевої функцiї дорiвнює 1, тобто
wt(𝑓) = |{𝑥 ∈ F𝑛2 |𝑓(𝑥) = 1}|.
Означення 1.7. Алгебраїчним степенем булевої функцiї 𝑓
називається величина, що визначена як
deg 𝑓 = argmax
𝑢∈F𝑛2
{wt(𝑢), 𝑎𝑢 = 1}.
Зауваження. Для багатовимiрних булевих функцiй алгебраїчний
степiнь дорiвнює максимальному алгебраїчному степенi координатних
функцiй.
Iснує певний набiр властивостей, що ускладнюють чи навiть
унеможливлюють криптоаналiз S-блоку, що побудований на основi
булевої функцiї, та можуть слугувати критерiями для вибору булевої
функцiї для криптографiчних цiлей. Розглянемо основнi важливi для
криптографiї властивостi булевих функцiй.
Невиродженiсть
Означення 1.8. Змiнна 𝑥𝑘 називається неiстотною для булевої
функцiї (𝑛,𝑚)− 𝐹 , якщо виконується рiвнiсть
∀𝑎 ∈ F𝑛2 𝐹 (𝑎⊕ 𝑒𝑘) = 𝐹 (𝑎), де 𝑒𝑘 – вектор, що має 1 на 𝑘-ому мiсцi.
Означення 1.9. Булева функцiя називається невиродженою, якщо всi
її змiннi є iстотними.
З точки зору криптографiї доволi важливо, щоб булева функцiя не
була вироджена на будь-яких вхiдних даних. Адже вироджена функцiя
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може бути спрощеною на певних вхiдних даних, що в свою чергу значно
спрощує складнiсть шифру в цiлому, оскiльки ця змiнна нiяк не впливає
на вихiд булевої функцiї. Враховуючи цей фактор, зловмисник може
здiйснити повний перебiр зi значно меншою складнiстю.
Збалансованiсть
Означення 1.10. Булева функцiя (𝑛,𝑚) − 𝐹 називається
збалансованою, якщо кожне значення функцiї досягається рiвну кiлькiсть
разiв:
∀𝑦 ∈ F𝑚2 : |{𝑥 ∈ F𝑛2 |𝐹 (𝑥) = 𝑦}| = 2𝑛−𝑚.
З теорiї iнформацiї вiдомо, що рiвноймовiрний ансамбль має
найбiльшу можливу ентропiю. Рiвноймовiрность на множинi вихiдних
значень досягається у випадку, коли частоти кожного можливого
значення функцiї рiвнi, тобто в тому випадку, якщо функцiя є
збалансованою. Збалансованi булевi функцiї мають дуже гарнi
криптографiчнi властивостi, проте через їх малу кiлькiсть доволi часто
розглядають майже збалансованi булевi функцiї.
Нелiнiйнiсть
Серед вимог, що висунуто криптографiєю до булевих функцiй -
кандидатiв на основу шифру - є висока нелiнiйнiсть, адже лiнiйнi
перетворення над вхiдними даними є доволi передбачуваними i
нестiйкими для багатьох атак.
Означення 1.11. 𝑛−𝑓 називається афiнною булевою функцiєю, якщо
її алгебраїчний степiнь менший або рiвний за одиницю, тобто deg 𝑓 ≤ 1.
Лiнiйнi та афiннi функцiї є дуже слабкими з точки зору
криптографiї, оскiльки їх значення дуже швидко та легко обчислюються
та є доволi передбачуваними завдяки апарату лiнiйної алгебри та
чисельних методiв.
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Означення 1.12. Булева функцiя 𝑛 − 𝑓 виду 𝑙𝑎(𝑥) = ⟨𝑎, 𝑥⟩
називається афiнною булевою функцiєю, 𝑎 ∈ F𝑛2 .
Твердження 1.1. Нехай A𝑛 - множина усiх афiнних булевих
функцiй, тодi |A𝑛| = 2𝑛+1.
Як бачимо, кiлькiсть булевих функцiй є незначною вiдносно
кiлькостi всiх булевих функцiй, проте доволi часто нелiнiйнi булевi
функцiї ефективно апроксимуються лiнiйними аналогами, що дуже
спрощує шифр у цiлому.
Введемо наступну метрику для вiдображення ступеня нелiнiйностi.
Означення 1.13. Вiдстанню Гемiнга мiж булевими функцiями 𝑓 та 𝑔
будемо називати величину виду
dist(𝑓, 𝑔) = |{𝑥 ∈ F𝑛2 |𝑓(𝑥) ̸= 𝑔(𝑥)}| = wt(𝑓 ⊕ 𝑔).
З огляду на це можна бiльш строго формалiзувати нелiнiйнiсть булевої
функцiї.
Означення 1.14. Нелiнiйнiстю булевої функцiї 𝑓 називається
𝑁𝐿𝑓 = dist(𝑓,A𝑛) = max
𝑙∈A𝑛
dist(𝑓, 𝑙).
Твердження 1.2. Нелiнiйнiсть булевої функцiї може бути
обчислена наступним чином:
𝑁𝐿𝑓 = 2
𝑛+1 − 1
2
max
𝑎∈F𝑛2
|𝑊𝑓(𝑎)|.
Якщо спроектувати означення нелiнiйностi на багатовимiрний
випадок, то маємо наступне означення.
Означення 1.15. Нехай (𝑛,𝑚) − 𝐹 багатовимiрна булева функцiя,
тодi її нелiнiйнiсть визначається як 𝑁𝐿𝑓 = min
𝛽∈F𝑛2
𝑁𝐿⟨𝛽𝐹 ⟩, де ⟨𝛽𝐹 ⟩ є лiнiйною
комбiнацiєю координатних функцiй 𝐹 .
Наостанок введемо важливий для криптографiї клас булевих функцiй.
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Означення 1.16. Булева функцiя 𝑓 називається бент-функцiєю,
якщо ∀𝑎 ∈ F𝑛2 𝑊𝑓(𝑎) = 2
𝑛
2 .
Кореляцiйний iмунiтет
Для криптографiї дуже важливо, щоб значення на виходi булевої
функцiї мiстило якомога менше iнформацiї про значення на входi. Ця
властивiсть є важливою, якщо є необхiднiсть, щоб шифр був «цiлком
таємним за Шеноном». Адже чим менше iнформацiї у виходi шифру, тим
менше iнформацiї про вхiд має зловмисник, маючи вихiднi значення. Щоб
формалiзувати це твердження, введемо властивiсть кореляцiйного
iмунiтету.
Нехай 𝑓 : F𝑛2 → {0, 1} та на F𝑛2 заданий рiвномiрний розподiл. Тодi
введемо наступну випадкову величину
𝑌 = 𝑓(𝑥), 𝑃 𝑟{𝑌 = 1} = wt(𝑓)
2𝑛
.
Означення 1.17. Функцiя 𝑓 має кореляцiйний iмунiтет рiвня
𝑘 (1 ≤ 𝑘 ≤ 𝑛) cor𝑓 = 𝑘, якщо виконується одна з наступних умов:
1) ∀𝑖1, 𝑖2, . . . , 𝑖𝑘 ⊆ {1, 2, . . . , 𝑛} : 𝐼(𝑌𝑖, 𝑥𝑖1, 𝑥𝑖2, . . . , 𝑥𝑖𝑘) = 0,
де взаємна iнформацiя визначається через ентропiю наступним чином:
𝐼(𝑋, 𝑌 ) = 𝐻(𝑋) +𝐻(𝑌 )−𝐻(𝑋, 𝑌 );
2) кожна (𝑛 − 𝑘)-пiдфункцiя 𝑓 ′, одержана фiксацiєю довiльних 𝑘
змiнних довiльними значеннями, має вагу wt(𝑓 ′) = wt(𝑓)2𝑘 .
Зауваження. Наведенi умови є еквiвалентними.
Слiд розумiти, що про кореляцiйний iмунiтет доречно говорити, якщо
на множинi вхiдних значень задано iмовiрнiсний розподiл.
Властивiсть кореляцiйного iмунiтету дозволяє протидiяти класу
кореляцiйних атак, коли криптоаналiтик може використовувати
кореляцiйнi залежностi мiж бiтами входу та виходу та таким чином може
отримати окремi бiти входу.
Означення 1.18. Булева функцiя 𝑓 -кореляцiйно iмунна за
напрямком 𝑎 ∈ F𝑛2 , якщо 𝑐(𝑓(𝑥), 𝑙𝑎(𝑥)) = 0, де 𝑐(𝑓, 𝑔) - коефiцiєнт
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кореляцiї булевих функцiй 𝑓, 𝑔, що може бути обчислений наступним
чином:
𝑐(𝑓, 𝑔) =
1
2𝑛
(|{𝑥 ∈ F𝑛2 |𝑓(𝑥) = 𝑔(𝑥)}| − |{𝑥 ∈ F𝑛2 |𝑓(𝑥) ̸= 𝑔(𝑥)}|).
Твердження 1.3. cor𝑓 = 𝑘 ⇔ 𝑓 кореляцiйно iмунна за усiма 𝑎, де
1 ≤ wt(𝑎) ≤ 𝑘.
Iснує наступне спiввiдношення мiж коефiцiєнтом кореляцiї та
коефiцiєнтами Уолша
𝑐(𝑓, 𝑔) =
1
2𝑛
𝑊𝑓(𝑎).
Враховуючи це, можемо переписати останнє твердження наступним
чином.
Твердження 1.4. cor𝑓 = 𝑘 ⇔ ∀ 𝑎 1 ≤ wt(𝑎) ≤ 𝑘 𝑊𝑓(𝑎) = 0.
Лавинний ефект
Перейдемо до опису наступних властивостей, а саме: лавинних
ефектiв та критерiїв поширення. Лавинний ефект (англ. Avalance Effect)
- це вплив змiни вхiдного бiту на результуюче значення функцiї. Чим
бiльш непередбачуванi та великi змiни у виходi вiдбуваються через змiну
одного вхiдного бiту, тим краще з точки зору криптографiї, адже навiть
при бiльш-менш схожих вхiдних даних, будуть отриманi рiзнi виходи.
Означення 1.19. Булева функцiя 𝑓 задовольняє строгому лавинному
ефекту (англ. Strict Avalence Criterion або SAC) за змiнною 𝑥𝑖 тодi i тiльки
тодi, коли змiна 𝑥𝑖 призводить до змiни значення функцiї рiвно у половинi
випадкiв.
Означення 1.20. Введемо коефiцiєнт розповсюдження помилки як
величину, що має наступний вид
𝑘𝑖 =
∑︁
𝑥∈F𝑛2
(𝑓(𝑥)⊕ 𝑒𝑖)).
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Отже, з огляду на введене означення можна помiтити, що булева
функцiя задовольняє SAC за 𝑥𝑖 ⇔ 𝑘𝑖 = 2𝑛−1.
Формалiзуємо поняття лавинного ефекту для багатовимiрних булевих
функцiй.
Твердження 1.5. (𝑛,𝑚) − 𝐹 задовольняє SAC рiвня 𝑘𝑖 за 𝑥𝑖, якщо
∀𝑗1, 𝑗2, . . . , 𝑗𝑘+1 ⊆ {1, . . . ,𝑚} 𝑓𝑗1 ⊕ 𝑓𝑗2 ⊕ . . .⊕ 𝑓𝑗𝑘+1 задовольняє SAC за 𝑥𝑖.
Наведене означення є доволi строгим, тому на практицi доволi часто
розглядають дещо послаблену вимогу.
Твердження 1.6. (𝑛,𝑚) − 𝐹 задовольняє SAC за 𝑥𝑖 в середньому,
якщо 𝑘𝑖(𝐹 ) =
∑︀
𝑥∈F𝑛2
wt(𝐹 (𝑥)⊕ 𝐹 (𝑥⊕ 𝑒𝑖)) = 2𝑛+𝑚−1.
Пiдсумовуючи вище викладене, можна сказати, що функцiї, що
мають строгий лавинний ефект, мають властивiсть, яка зумовлена тим,
що змiна одного вхiдного бiту призводить до непередбачуваних змiн бiтiв
на входi. Таким чином, це є дуже важливим при протидiї диференцiйним
криптоатакам, що побудованi на спостереженнi змiн вихiдних значень при
змiнi вхiдних значень. Крiм цього, ця властивiсть є дуже важливою при
побудовi якiсної геш-функцiї та генераторiв псевдовипадкових чисел.
До цього моменту було розглянуто вплив однiєї змiнною на вихiд
булевої функцiї, але частою практичною задачею є дослiдження впливу
декiлькох змiнних на вихiд. Саме для цього вводять наступний
математичний апарат.
Означення 1.21. Похiдною булевої функцiї за напрямком 𝑎 ∈ F𝑛2
називається величина, що визначена наступним чином:
𝐷𝑎𝑓(𝑥) = 𝑓(𝑥⊕ 𝑎)⊕ 𝑓(𝑥).
Твердження 1.7. Булева функцiя 𝑓 задовольняє критерiю
поширення за напрямком 𝑎 ∈ F𝑛2 , якщо wt(𝐷𝑎𝑓) = 2𝑛−1.
Зауваження. SAC за 𝑥𝑖 ⇔ критерiй поширення за напрямком 𝑒𝑖.
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Твердження 1.8. Булева функцiя 𝑓 задовольняє критерiю
поширення рiвня 𝑘 (1 ≤ 𝑘 ≤ 𝑛), якщо 𝑓 задовольняє критерiю
поширення за ∀ 𝑎 (1 ≤ wt(𝑎) ≤ 𝑘).
Слiд зауважити, що лавинний ефект та кореляцiйний iмунiтет є
основними властивостями, що протидiють атакам за обраними
вiдкритими текстами.
Означення 1.22. Функцiя взаємної кореляцiї булевих функцiй 𝑓, 𝑔 -
це дiйснозначна функцiя виду
△𝑓,𝑔(𝑎) =
∑︁
𝑥∈F𝑛2
(−1)𝑓(𝑥)⊕𝑔(𝑥⊕𝑎).
Зауваження. Коефiцiєнт кореляцiї є частковим випадком
кореляцiйної функцiї 𝑐(𝑓, 𝑔) = △𝑓,𝑔(0).
Означення 1.23. Функцiя автокореляцiї
△𝑓(𝑎) =
∑︁
𝑥∈F𝑛2
(−1)𝑓(𝑥)⊕𝑓(𝑥⊕𝑎).
Твердження 1.9. Функцiя автокореляцiї є перетворенням Фур’є
квадратiв коефiцiєнтiв Уолша
△𝑓(𝑎) = 1
2𝑛
∑︁
𝑢∈F𝑛2
(−1)𝑎𝑢𝑊 2𝑓 (𝑢),
𝑊 2𝑓 (𝑢) =
∑︁
𝑎∈F𝑛2
(−1)𝑎𝑢△𝑓(𝑎).
Слiд зауважити, що усi наведенi властивостi пов’язанi мiж собою, i
тому неможливо отримати функцiю, що має всi властивостi на високому
рiвнi.
Всi теоретичнi вiдомостi стосовно криптографiчних властивостей
булевих функцiй, що наведенi в цьому роздiлi, були наведенi, як
результат опрацювання вiдповiдних джерел, а саме [1, 2, 3].
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1.1.2 S-блоки та їх властивостi
Багато криптографiчних примiтивiв, таких як, наприклад, блочнi
шифри, використовують багатовимiрнi булевi функцiї як свою
структурну одиницю, якi прийнято називати Substitution-блоками (далi
S-блоки). Для блочних шифрiв S-блоки вiдiграють дуже важливу роль,
оскiльки вони перемiшують вхiднi значення та роблять шифр стiйким до
чисельних криптографiчних атак. Зокрема, добре пiдiбранi S-блоки
гарантують стiйкiсть шифру до лiнiйного та диференцiального
криптоаналiзу, а також до ряду алгебраїчних атак.
Як зазначалось, для опису структури S-блока доволi часто
використовують координатне представлення у виглядi багатовимiрної
булевої функцiї, проте iснує ще одна математична модель для
представлення S-блокiв – перестановки без повторень. Оскiльки
представлення у виглядi багатовимiрної булевої функцiї є зручнiшим для
аналiтичного дослiдження, тому якщо не сказано iншого, в цiй роботi
використовується саме цей спосiб представлення. Таким чином, S-блок,
що є вiдображенням виду F𝑛2 → F𝑚2 , може бути iнтерпретований, як
багатовимiрна булева функцiя (𝑛,𝑚) − 𝐹 , яка в свою чергу може бути
представлена у виглядi 𝑚 координатних булевих функцiй з 𝑛 змiнними.
Наведемо приклад такого представлення у виглядi таблицi 1.1.
Таблиця 1.1 – Приклад 4-бiтового S-блока
𝑥 0 1 2 3 4 5 6 7 8 9 𝑎 𝑏 𝑐 𝑑 𝑒 𝑓
𝑆(𝑥) 𝑓 𝑒 𝑏 𝑐 6 𝑑 7 8 0 3 9 𝑎 4 2 1 5
𝑆1(𝑥) 1 0 1 0 0 1 1 0 0 1 1 0 0 0 1 1
𝑆2(𝑥) 1 1 1 0 1 0 1 0 0 1 0 1 0 1 0 0
𝑆3(𝑥) 1 1 0 1 1 1 1 0 0 0 0 0 1 0 0 1
𝑆4(𝑥) 1 1 1 1 0 1 0 1 0 0 1 1 0 0 0 0
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Наразi, можна побачити, що S-блок 𝑆(𝑥) є (4, 4) − 𝐹 булевою
функцiєю, що може бути представлена через координатнi булевi функцiї
(𝑆1(𝑥), 𝑆2(𝑥), 𝑆3(𝑥), 𝑆4(𝑥)).
Завдяки швидкому перетвореннюМебiуса може бути доволi ефективно
обчислено АНФ координатних функцiй:
𝑆1 = 1 + 𝑥1 + 𝑥3 + 𝑥2𝑥3 + 𝑥4 + 𝑥2𝑥4 + 𝑥3𝑥4 + 𝑥1𝑥3𝑥4 + 𝑥2𝑥3𝑥4
𝑆2 = 1 + 𝑥1𝑥2 + 𝑥1𝑥3 + 𝑥1𝑥2𝑥3 + 𝑥4 + 𝑥1𝑥4 + 𝑥1𝑥2𝑥4 + 𝑥1𝑥3𝑥4
𝑆3 = 1 + 𝑥2 + 𝑥1𝑥2 + 𝑥2𝑥3 + 𝑥4 + 𝑥2𝑥4 + 𝑥1𝑥2𝑥4 + 𝑥3𝑥4 + 𝑥1𝑥3𝑥4
𝑆4 = 1 + 𝑥3 + 𝑥1𝑥3 + 𝑥4 + 𝑥2𝑥4 + 𝑥3𝑥4 + 𝑥1𝑥3𝑥4 + 𝑥2𝑥3𝑥4.
Слiд зауважити те, що координатнi функцiї та їх лiнiйнi комбiнацiї
повнiстю визначають усi криптографiчнi властивостi S-блока. Тому аналiз
криптографiчних властивостей S-блока може бути розглянутий в
термiнах вищезазначених криптографiчних властивостей булевих
функцiй. З урахуванням чого теоретичнi результати для булевих функцiй
можуть бути застосованi при дослiдженнi S-блокiв.
1.1.3 Методи та iнструменти дослiдження S-блокiв
На сьогоднiшнiй день своє почеcне мiсце в iнструментарiї сучасного
криптоаналiзу займає широко розповсюджений напрям, винайдений Елi
Бiхамом та Адi Шамiром, який прийнято називати диференцiйним
криптоаналiзом. Цей напрям є доволi потужним та породив цiлу течiю у
криптографiї, сприявши виникненню ефективних пiдходiв для побудови
криптоатак на шифри, що є стiйкими до засобiв лiнiйного криптоаналiзу.
Основною iдеєю диференцiйного криптоаналiзу є дослiдження рiзницi
мiж вихiдними значеннями шифру на рiзних вхiдних значеннях та її
еволюцiї при проходженнi через рiзнi раунди шифру. Висновки на основi
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цих спостережень дають змогу зробити припущення щодо структури та
властивостей S-блока або навiть щодо найбiльш вiрогiдних бiтiв ключа.
В рамках диференцiйного криптоаналiзу було розроблено багато
методiв та iнструментiв для дослiдження криптографiчних характеристик
S-блокiв. Зокрема, стiйкiсть до диференцiального криптоаналiзу
визначається таблицею диференцiальних iмовiрностей (англ. Difference
Distribution Table, або просто DDT), що мiстить значення iмовiрностей
усiх диференцiалiв S-блоку.
Означення 1.24. The difference distribution table (DDT) (таблиця
розподiлу диференцiалiв) S-блоку — двовимiрна таблиця, кожна комiрка
якої мiстить кiлькiсть таких входiв, для яких пари з рiзницею 𝑎
переходить у пару виходiв iз рiзницею 𝑏.
Тобто для вхiдної рiзницi 𝑎 ∈ F𝑛2 та вихiдної рiзницi 𝑏 ∈ F𝑚2 комiрка
𝛿(𝑎, 𝑏) DDT має наступний вигляд:
𝛿(𝑎, 𝑏) = |{𝑧 ∈ F𝑛2 |𝑆(𝑧 ⊕ 𝑎)⊕ 𝑆(𝑧) = 𝑏}|.
Зауваження. Наведене вище означення DDT може бути переписано
через похiдну: ∀𝑎, 𝑏 ∈ F𝑛2 𝛿(𝑎, 𝑏) = |{𝑥 ∈ F𝑛2 |𝐷𝑎𝐹 (𝑥) = 𝑏}|.
Зауваження. В деяких джерелах використовується термiн
«таблиця диференцiальних iмовiрностей», оскiльки DDT фактично є
таблицею чисельникiв iмовiрностей усiх диференцiалiв S-блоку, вiдповiдно
iмовiрностi диференцiалiв вiдповiдно визначаються як 𝛿(𝑎, 𝑏) · 2−𝑛.
Iснує iнший рiзновид DDT, що побудований на основi додавання за
модулем степеня двiйки. Тобто в цьому випадку комiрка має наступний
вигляд:
𝛿(𝑎, 𝑏) = |{𝑧 ∈ F𝑛2 |𝑆(𝑧 + 𝑎) = 𝑏+ 𝑆(𝑧)}|,
де +− додавання за 𝑚𝑜𝑑 2𝑛.
Останнiй наведений вид DDT, що побудований на основi
диференцiалiв за модулем 2𝑛, є доволi важливим, адже для окремих
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блокових шифрiв (таких як сiмейство SAFER чи алгоритм шифрування
ДСТУ ГОСТ 28147:2009), саме такi диференцiали розглядати бiльш
природно, анiж диференцiали за побiтовим додаванням.
Зауваження. Якщо не вказано iншого в цьому роздiлi пiд DDT,
маються на увазi звичайнi DDT з додаванням за модулем два.
Для дослiдження та порiвняння мiж собою DDT в спецiалiзованiй
лiтературi можна побачити наступний iнструмент – iндикатор DDT.
Означення 1.25. Iндикатором DDT називається булева функцiя,
визначена наступним чином:
𝛾𝐹 (𝑎, 𝑏) = 0 ⇐⇒
⎡⎢⎣𝛿𝐹 (𝑎, 𝑏) = 0,
𝑎 = 0.
Доволi часто водночас з DDT розглядають ще один розповсюджений
iнструмент для дослiдження S-блокiв – таблицю лiнiйних апроксимацiй
(англ. Linear Approximation Table або LAT), яка використовується для
отримання наближеного лiнiйного спiввiдношення мiж вхiдними бiтами
та вихiдними бiтами S-блока. Незважаючи на те, що LAT є центральним
iнструментом у лiнiному криптоаналiзi, iснує вже добре вивчений зв’язок
мiж DDT та LAT.
Означення 1.26. The linear approximation table (таблиця лiнiйних
апроксимацiй) S-блоку – двомiрна таблиця, в якiй для входу 𝑎 ∈ F𝑛2 та
виходу 𝑏 ∈ F𝑚2 кожна комiрка має наступне значення:
𝜆(𝑎, 𝑏) = |{𝑥 ∈ F𝑛2 |𝑎𝑥⊕ 𝑏𝑆(𝑥) = 0}| − 2𝑛−1 =
1
2
∑︁
𝑥∈F𝑛2
(−1)𝑎𝑥⊕𝑏𝑆(𝑥).
Важливим є той факт, що вiдновлення S-блоку за LAT є тривiальним,
адже маючи LAT певного S-блока, зловмисник може з легкiстю вiдтворити
цей самий S-блок, розв’язавши систему лiнiйних рiвнянь (Лема 2 [7]).
Зауваження. Доволi часто запис LAT визначають як узагальнення
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коефiцiєнта Уолша, в цьому ключi вони приймають вид:
𝑊𝐹 (𝑎, 𝑏) =
∑︁
𝑥∈F𝑛2
(−1)𝑎𝑥+𝑏𝐹 (𝑥).
Пiдкреслимо, що основнi iнструменти дослiдження S-блокiв, а саме
DDT та LAT, базуються на iнструментах дослiдження булевих функцiй,
таких як похiдна булевої функцiї за напрямком та коефiцiєнти Уолша.
Означення 1.27. Лiнiйнiстю булевих функцiї називається
максимальний коефiцiєнт у LAT при 𝑏 ̸= 0.
Зауважимо, що з огляду на якiсть S-блоку з точки зори
криптографiчних властивостей слiд мiнiмiзувати лiнiйнiсть булевої
функцiї задля пiдвищення стiйкостi шифру до лiнiйних атак, що є доволi
потужним класом атак на симетричнi криптосистеми.
1.1.4 Класи еквiвалентностi S-блокiв
Однiєю з основних складностей, що виникає при вiдновленнi S-блока
за його DDT, є той факт, що iснують випадки, коли рiзнi S-блоки мають
однакову DDT чи доволi схожi за тiєю чи iншою ознакою, що значно
ускладнює поставлену задачу. Тому на практицi вводять класи
еквiвалентностi S-блокiв.
Означення 1.28. S-блоки 𝑆1(𝑥) та 𝑆2(𝑥) називаються
DDT-еквiвалентними, якщо вони мають однаковi DDT.
Означення 1.29. S-блоки 𝑆1(𝑥) та 𝑆2(𝑥) називаються
𝛾-еквiвалентними, якщо iндикатори їх DDT рiвнi: 𝛾𝑆1 = 𝛾𝑆2; iнодi цю
еквiвалентнiсть також називають диференцiйною еквiвалентнiстю.
Зауваження. Очевидно, що з DDT-еквiвалентностi слiдує
𝛾-еквiвалентнiсть S-блокiв, проте обернене твердження не завжди
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справедливе.
Множина S-блокiв, що є попарно DDT-еквiвалентними, утворює так
званий клас DDT-еквiвалентностi. Аналогiчно S-блоки, що є попарно 𝛾-
еквiвалентними, утворюють клас 𝛾-еквiвалентностi.
Твердження 1.10. (Властивiсть 1 [7]) Нехай 𝑆(𝑥) є 𝑛×𝑚 S-блоком
та позначимо 𝑙 розмiрнiсть його лiнiйного простору, тобто простору
утвореного всiма можливими лiнiйними перетвореннями 𝑆(𝑥). Тодi клас
DDT-еквiвалентностi 𝑆(𝑥) налiчує 2𝑛+𝑚−𝑙 рiзних функцiй виду:
𝑥→ 𝑆(𝑥⊕ 𝑐)⊕ 𝑑, де 𝑐 ∈ F𝑛2 , 𝑑 ∈ F𝑚2 .
Означення 1.30. Нехай 𝑆1(𝑥) та 𝑆2(𝑥) S-блоки, що є булевими
функцiями виду F𝑛2 → F𝑛2 , тодi вони є афiнно-еквiвалентними, якщо
iснують афiннi перетворення 𝐴1, 𝐴2, такi, що виконується наступне
спiввiдношення:
∃ 𝐴1, 𝐴2 : F𝑛2 → F𝑛2 𝑆1(𝑥) = 𝐴2(𝑆2(𝐴1(𝑥))).
Означення 1.31. Нехай 𝑆1(𝑥) та 𝑆2(𝑥) S-блоки, тодi вони є
EA-еквiвалентними, якщо iснує представлення виду:
𝑆1(𝑥) = 𝐴2(𝑆2(𝐴1(𝑥)))⊕ 𝐴0,
де 𝐴0, 𝐴1, 𝐴2 - афiннi функцiї F𝑛2 → F𝑛2 , причому на 𝐴1 та 𝐴2 накладається
умова бiєктивностi.
Зауваження. В цiй роботi, якщо не вказано iншого, розглядаються
афiннi перетворення в умовах тiєї ж операцiї, в якiй визначенi
диференцiали.
Отже, на практицi не iснує бiєктивного вiдображення iз множини
S-блокiв у множину DDT, що значно ускладнює задачу вiдновлення
S-блока за DDT, оскiльки S-блоки, що зв’язанi афiнним перетворенням,
утворюють клас еквiвалентностi. Тому з практичної точки зору зручно
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мати алгоритми, що дають змогу отримати весь клас по одному
представнику або перевiряти, чи є два S-блоки афiнно-еквiвалентними.
Означення 1.32. Диференцiальною однорiднiстю S-блока 𝑆(𝑥)
називається max
𝑎∈F𝑛2\{0𝑛},𝑏∈F𝑚2
𝛿(𝑎, 𝑏).
Твердження 1.11. Найменше можливе значення диференцiальної
однорiдностi функцiї з (𝑛, 𝑛)− 𝐹 дорiвнює 2.
Означення 1.33. Функцiя, що має найменше можливе значення
диференцiйної однорiдностi називається майже iдеально нелiнiйною
(англ. Almost Perfect Nonlinear або APN).
APN функцiї забезпечують надiйний захист проти диференцiйних
криптоатак. Iснує багато добре дослiджених скiнчених класiв APN
функцiй. Слiд мати на увазi, що вiдновлення APN S-блока за DDT є
складнiшим. Наприклад, доволi вiдомi визначенi над скiнченим полем F𝑛2 ,
так званi, функцiї Голда (the Gold functions), що мають наступний вигляд
𝑥2
𝑖+1, де на 𝑖 накладається наступна умова 𝑔𝑐𝑑(𝑖, 𝑛) = 1 для всiх непарних
𝑛 > 1. Зауважимо, що питання iснування таких функцiй для парних 𝑛 є
вiдкритим.
Щоб пiдкреслити змiстовнiсть DDT зазначимо, що навiть її вигляд
може дати багато iнформацiї при оцiнцi стiйкостi до рiзноманiтних
криптоатак. Не тiльки значення максимальної диференцiйної
однорiдностi, але i розташування в межах DDT може свiдчити про
пiдвищення або погiршення стiйкостi до тiєї чи iншої атаки.
Cеред iншого для формування теоретичних вiдомостей стосовно
диференiйного та лiнiйного криптоаналiзу та пов’язаних питань
опрацьовано роботу [4].
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1.2 Задача вiдновлення S-блока за таблицею розподiлу
диференцiалiв
1.2.1 Постановка задачi та проблематика
Задача вiдновлення S-блока за DDT є фактично дискретним
iнтегруванням та може розглядатись аналогiчно до задачi iнтегрування в
непервному випадку. Так, аналогiчно до задачi iнтегрування з
початковими умовами в неперервному випадку, для вiдновлення
конкретного S-блока потрiбнi додатковi початковi умови, а саме значення
S-блока в певних точках.
Проте за аналогiєю до iнтегрування, не маючи нiяких початкових
умов, окрiм самої DDT, можна вирiшити задачу в загальному випадку,
тобто вiдновивши цiлий клас DDT-еквiвалентностi.
Розглянемо практичний змiст даної задачi. На сьогоднiшнiй день
одним з розповсюджених пiдходiв пошуку S-блоку iз якiсними
криптографiчними характеристиками полягає у випадковому генеруваннi
S-блоку (з урахуванням певних визначених обмежень), пiсля чого
дослiджуються криптографiчнi параметри згенерованого S-блоку,
зокрема, структура DDT. Подивимось на цей процес з iншої сторони. Так,
отримання S-блоку, що має задану DDT, є важливою практичною
задачею з декiлькох причин.
По-перше, такий метод дає змогу отримати S-блок з наперед
заданими властивостями, що суттєво краще для вибору S-блоку. Таким
чином, маючи алгоритм вiдновлення S-блока за DDT, можна спочатку
згенерувати DDT, що описує S-блок, який задовольняє основним
потребам, пiсля чого на основi згенерованої DDT можна отримати власне
S-блок.
По-друге, для класу криптографiчних атак у моделi, так званої «бiлої
скриньки», зловмисник може отримати DDT невiдомого йому S-блоку та,
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маючи в своєму арсеналi алгоритм для вiдновлення, вiн може отримати
сам S-блок, що значно полегшує злам шифру. Вiдповiдно, аналiз методiв
вiдновлення дозволяє оцiнити стiйкiсть криптопримiтивiв у моделi «бiлої
скриньки».
1.2.2 Аналiз опублiкованих результатiв
Незважаючи на вагомi перспективи, вiдновлення S-блока за DDT ще
не є дослiдженим до кiнця. В цьому роздiлi буде наведений огляд зроблених
дослiджень по вiдновленню S-блока з наперед заданою DDT.
Слiд зазначити, що iснують декiлька алгоритмiв вiдновлення S-блока,
що має конкретну DDT. Деякi з них є доволi ефективними, деякi мають
ефективнiсть не кращу за звичайний перебiр. Розглянемо декiлька вже
iснуючих алгоритмiв.
Виокремимо роботу [5], автори якої, Орр Дункельман та Сен’янь
Хуань, запропонували новий алгоритм вiдновлення, який ґрунтується на
спiввiдношеннi мiж DDT та LAT S-блоку, дослiдженому у [9], [7], [8]. Цей
алгоритм працює краще, нiж запропонований ранiше алгоритм
Guess-and-Determine, представлений у [6].
Сформуємо зазначений вище зв’язок мiж DDT та LAT. Для початку
наведемо наступне перетворення над функцiями.
Означення 1.34. Нехай 𝑓 : F𝑛2×F𝑚2 → R, тодi функцiя 𝑓 ′ називається
перетворенням Уолша-Адамара:
∀(𝑎, 𝑏) ∈ F𝑛2 × F𝑚2 𝑓 ′(𝑎, 𝑏) =
∑︁
𝑥,𝑦
𝑓(𝑥, 𝑦)(−1)𝑎𝑥⊕𝑏𝑦,
де 𝑥, 𝑦 пробiгають всi цiлi числа.
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Теорема 1.2. (Зв’язок DDT та LAT) ∀ (𝑎, 𝑏) ∈ F𝑛2 × F𝑚2⎧⎪⎨⎪⎩𝛿
′(𝑎, 𝑏) = 4𝜆2(𝑎, 𝑏),
4𝜆2′(𝑎, 𝑏) = 2𝑚+𝑛𝛿(𝑎, 𝑏),
де 𝜆2′(𝑎, 𝑏) є перетворенням Уолша-Адамара 𝜆2(𝑎, 𝑏).
Як можна побачити з першого рiвняння, у теоремi 1.2, квадрат
елементу LAT лiнiйно пропорцiйний до перетворення Уолша-Адамара
елемента DDT. З урахуванням чого сам S-блок може бути отриманий з
LAT через перетворення Уолша-Адамара. Таким чином, задача з
вiдновлення S-блока за DDT зводиться до задачi встановлення знаку
елементу LAT. В контекстi роботи [5] ця задача називається задача
вiдновлення знаку (англ. The Sign Determination Problem).
Зауваження. В цьому пiдроздiлi, якщо не вказано iншого, будуть
розглядатися S-блоки як функцiї виду F𝑛2 → F𝑚2 .
Опишемо деякi позначення, що будуть використовуватися в ходi
подальших викладок. Нехай позначимо LAT як 𝜆, тодi вектор-стовбець 𝜆𝑏
є 𝑏-тою колонкою LAT. Також введемо наступне позначення 𝜆†(𝑎, 𝑏), що
означає абсолютне значення 𝜆(𝑎, 𝑏) – елемента LAT. На останок
позначимо вектор ((−1)𝑏𝑆(0), . . . , (−1)𝑏𝑆(2𝑛−1)) через 𝑠𝑏.
Таким чином, LAT 𝜆†, що складається з абсолютних значень, може
бути записана наступним чином: (𝜆†0, . . . , 𝜆
†
2𝑛−1).
Отже, маючи в своєму розпорядженнi DDT, завдяки спiввiдношенню
наведеному у теоремi 1.2 можна з легкiстю отримати будь-яку комiрку LAT
𝜆†(𝑎, 𝑏). Тобто, щоб отримати всi значення LAT 𝜆, необхiдно вiдновити знак
для кожної комiрки 𝜆†(𝑎, 𝑏).
Означення 1.35. Нехай вiдомi абсолютнi значення 𝑏-того стовпчика
LAT 𝜆†𝑏, тодi задача вiдновлення знаку для 𝑏-того стовпчика LAT полягає
в отриманнi знакових значень 𝜆𝑏 з абсолютних значень 𝜆
†
𝑏, де 0 ≤ 𝑏 < 2𝑚.
Твердження 1.12. (Властивiсть 2, [5]) Iснує наступне
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твердження стосовно 𝑏-того стопчика LAT
∀ 0 ≤ 𝑏 < 2𝑚 𝐻𝑛𝑠𝑏 = 2𝜆𝑏,
де 𝐻𝑛 - матриця Адамара порядка 2𝑛.
Будемо називати колонки LAT 𝜆0, . . . 𝜆𝑗 незалежними колонками,
якщо 𝜆0, . . . 𝜆𝑗 є лiнiйно незалежними над F𝑚2 , де 0 ≤ 𝑗 < 𝑚.
Слiд розумiти, що якщо зловмисник вирiшить задачу вiдновлення
знака для 𝑚 незалежних колонок, тодi S-блок може бути вiдновлений
завдяки розв’язку системи лiнiйних рiвнянь зi складнiстю 𝑂(2𝑛𝑚3).
Звiсно, зловмисник може вирiшити задачу вiдновлення знака,
використовуючи повний перебiр, але в цьому випадку складнiсть
асимптотично дорiвнює 𝑂(2𝑚2𝑛), так як слiд перебрати 𝑚 колонок з 2𝑛
елементами у кожнiй.
Так, в роботi [5] було запропоновано застосувати рекурсивний
алгоритм для вiдновлення знакiв елементiв LAT. В ходi роботи алгоритму
на кожному кроцi рекурсiї розв’язується система лiнiйних рiвнянь, що є
вдвiчi меншою порiвняно з попереднiм кроком. Та на 𝑛-му кроцi маємо
вирiшення нашої задачi вiдновлення знака.
Опишемо основну iдею даного алгоритму та проiлюструємо його
роботу на прикладi.
Алгоритм приймає на вхiд абсолютнi значення стовпця LAT 𝜆†𝑏 та дає
на виходi множину можливих значень векторiв-стовпцiв LAT 𝜆𝑏, що
можуть дати цi абсолютнi значення.
Основною математичною iдеєю, що покладена до фундаменту цього
алгоритму є наступна властивiсть матрицi Адамара (Властивiсть 3 [5]):
𝐻𝑖 =
⎡⎢⎢⎣𝐻𝑖−1 𝐻𝑖−1
𝐻𝑖−1 −𝐻𝑖−1
⎤⎥⎥⎦ , 𝑖 ≥ 1.
Використовуючи (Властивiсть 2 [5]) та (Властивiсть 3 [5]) отримаємо
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наступнi результати (деталi отримання наведенi у роздiлi 3.2.1 [5]):
𝐻𝑛−𝑙𝑠
[0,2𝑛−𝑙−1]
𝑏 = 𝛾0, 𝐻𝑛−𝑙𝑠
[2𝑛−𝑙,2𝑛−𝑙+1−1]
𝑏 = 𝛾1
...
𝐻𝑛−𝑙𝑠
[2𝑛−2𝑛−𝑙+1,2𝑛−2𝑛−𝑙−1]
𝑏 = 𝛾2𝑙−2, 𝐻𝑛−𝑙𝑠
[2𝑛−2𝑛−𝑙,2𝑛−1]
𝑏 = 𝛾2𝑙−1,
де
𝛾0 =
(︀
𝛽
[0,2𝑛−𝑙−1]
0 + 𝛽
[2𝑛−𝑙,2𝑛−𝑙+1−1]
0
)︀
/2, 𝛾1 =
(︀
𝛽
[0,2𝑛−𝑙−1]
0 − 𝛽
[2𝑛−𝑙,2𝑛−𝑙+1−1]
0
)︀
/2
...
𝛾2𝑙−2 =
(︀
𝛽
[0,2𝑛−𝑙−1]
2𝑙−1−1 + 𝛽
[2𝑛−𝑙,2𝑛−𝑙+1−1]
2𝑙−1−1
)︀
/2, 𝛾2𝑙−1 =
(︀
𝛽
[0,2𝑛−𝑙−1]
2𝑙−1−1 − 𝛽
[2𝑛−𝑙,2𝑛−𝑙+1−1]
2𝑙−1−1
)︀
/2.
Та 𝛽0, . . . , 𝛽2𝑙−1−1 - вектори, отриманi на попередньому рiвнi рекурсiї 𝑙.
Зазначимо, що 𝑙 пробiгає значення 1 ≤ 𝑙 ≤ 𝑛. Покажемо роботу алгоритму
на наступному прикладi:
𝜆
†
𝑏 = (1, 1, 1, 1), 𝜆𝑏 = (1, 1, 1,−1), 𝑠𝑏 = (1, 1, 1,−1).
Позначимо 𝑙-ий рiвень рекурсiї як 𝑇𝑙. Проiнiцiалiзуємо початковi
значення, як 𝑇0[𝑖] = {2𝜆𝑏[𝑖],−2𝜆𝑏[𝑖]}, де 0 ≤ 𝑖 ≤ 2𝑛. Отже, маємо
𝑇0[0] = 𝑇0[1] = 𝑇0[2] = 𝑇0[3] = {2,−2} . Пiсля чого можемо обчислити
кожний рiвень рекурсiї 𝑇𝑙[𝑖] за наступною формулою:
((𝑝0 + 𝑞0)/2, (𝑝0 − 𝑞0)/2, (𝑝2𝑙−1−1 + 𝑞2𝑙−1−1)/2, (𝑝2𝑙−1−1 − 𝑞2𝑙−1−1)/2),
де 𝑝 ∈ 𝑇𝑙−1[𝑖], 𝑞 ∈ 𝑇𝑙−1[𝑖 + 2𝑛−𝑙]. Таким чином, маємо таке заповнення для
наступного рiвня рекурсiї
𝑇1[0] = 𝑇1[1] = {(2, 0), (0, 2), (0, 2), (−2, 0)}.
Слiд зазначити, що область допустимих значень є {1, -1}. Отже, на
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останньому рiвнi рекурсiї при 𝑝 = (2, 0), 𝑞 = (2, 0) маємо наступний вектор:
𝐸1(𝑝, 𝑞) = ((2 + 2)/2, (2− 2)/2, (0 + 0)/2, (0− 0)/2) = (2, 0, 0, 0).
Через те, що 2 /∈ {1,−1}, цей вектор не включається до 𝑇2[0]. Отже,
на виходi алгоритму отримаємо наступну множину:
𝑇2[0] = {(1, 1, 1,−1), (−1,−1,−1, 1), (1, 1,−1, 1), (−1,−1, 1,−1),
(1,−1, 1, 1), (−1, 1,−1,−1), (−1, 1, 1, 1), (1,−1,−1,−1)}.
Як можна побачити, 𝑠𝑏 ∈ 𝑇2[0]. Виконання алгоритму може бути
зображено у виглядi деревовидної структури як на малюнку ??:
Рисунок 1.1 – Приклад роботи алгоритму у древовиднiй формi.
Також в рамках цiєї роботи була представлена оптимiзована з точки
зору складностей по часу та по пам’ятi версiя цього алгоритму. Основною
iдеєю оптимiзацiї було вдосконалення алгоритму, в результатi якого бiльше
немає необхiдностi зберiгати в пам’ятi множину всiх векторiв поточного
рiвня рекурсiї, а лише множину, що є їх компактним представленням.
В роботi [6] був представлений алгоритм, що приймає на вхiд 2𝑛 × 2𝑛
таблицю DDT, заповнену невiд’ємними цiлими числами, та повертає всi
функцiї 𝐹 виду F𝑛2 → F𝑛2 , DDT яких мають такий же iндикатор 𝛾𝐷, як i
iндикатором таблицi 𝐷. Слiд зазначити, що фiльтруючи клас
𝛾-еквiвалентностi можна отримати клас DDT еквiвалентностi.
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Також в роботi [6] було пiднято питання, чи iснують два S-блоки 𝐹
та 𝐺, що є DDT-еквiвалентними та не пов’язанi свiввiдношенням
𝐺(𝑥) = 𝐹 (𝑥⊕ 𝑐)⊕ 𝑑 для деяких 𝑐, 𝑑. Серед iншого було встановлено, що у
випадку не бiєктивних вiдображень такi пари iснують.
Висновки до роздiлу 1
Отже, в першому роздiлi цiєї роботи описано теоретичний базис, на
який спираються нашi дослiдження, а саме: розглянуто основнi означення
математичної теорiї булевої функцiї та розглянуто основнi
криптографiчнi властивостi булевих функцiй, на якi слiд звернути увагу
для вибору функцiї для реалiзацiї S-блоку.
Розглянуто S-блоки та їх основнi криптографiчнi властивостi, а саме
принципи представлення S-блокiв, та придiлено основну увагу
представленню у виглядi багатовимiрних булевих функцiй. Розглянуто
основнi iнструменти для дослiдження властивостей S-блокiв, а саме DDT
та LAT. Розглянуто основнi важливi для поставленої задачi класи
еквiвалентностi S-блокiв.
Проведено аналiз опублiкованих джерел на дослiджувану тему.
Детальну увагу було придiлено роботi [5], а саме запропонованому в цiй
роботi алгоритму для вирiшення задачi вiдновлення S-блока за заданою
DDT у випадку диференцiалiв, побудованих за побiтовим додаванням.
Встановлено, що, якщо розглядати цю задачу у випадку диференцiалiв
при додаваннi за модулем 2𝑛, розглянутi вище спiввiдношення мiж DDT
та LAT, на яких базуються результати роботи [5], не є дiйсними у
загальному випадку. На сьогоднi для випадку модульного додавання
немає аналiтичних результатiв, тому наступний роздiл присвячений саме
цiй проблемi.
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2 ЗАДАЧА ВIДНОВЛЕННЯ S-БЛОКIВ ЗА ТАБЛИЦЕЮ
РОЗПОДIЛУ ДИФЕРЕНЦIАЛIВ У ВИПАДКУ
МОДУЛЬНОГО ДОДАВАННЯ
В другому роздiлi науково-дослiдницької роботи представлено власнi
дослiдження стосовно питань, що вiдносяться до проблеми вiдновлення
S-блока за таблицею розподiлу диференцiалiв у випадку диференцiалiв,
побудованих вiдповiдно до додавання за модулем степеня двiйки (далi
модульне додавання). Зауважимо, що, якщо не вказано iншого, в цьому
роздiлi всi питання розглядаються у контекстi модульного додавання.
Так, в другому роздiлi описано вид та структуру DDT лiнiйних S-блокiв.
Розглянуто афiннi перетворення та особливу увагу придiлено їхньому
впливу на вид DDT. Описано деякi кориснi з практичної точки зору
властивостi DDT. Частково дослiджено структуру класiв
DDT-еквiвалентностi. Запропоновано алгоритм вiдновлення частини
класу DDT-еквiвалентностi, базуючись на проведених дослiдженнях.
2.1 Властивостi таблицi розподiлу диференцiалiв у випадку
модульного додавання
2.1.1 Лiнiйнi S-блоки
Розпочнемо опис структури класiв DDT-еквiвалентностi з розгляду
класу найпримiтивнiших S-блокiв, а саме лiнiйних. Нехай позначення 𝑆(𝑥)
буде означати 𝑛-бiтовий бiєктивний S-блок. Так, емпiричним шляхом було
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встановлено, що S-блоки виду
𝑆(𝑥) = 𝑢𝑥+ 𝑤, де 𝑢 ∈ Z*2𝑛, 𝑤 ∈ Z𝑛2
мають DDT характерного виду. Зауважимо, що для дотримання умови
бiєктивностi S-блока, ми накладаємо умову 𝑢 ∈ Z*2𝑛.
Розглянемо бiльш детально елемент DDT лiнiйного S-блока 𝛿(𝑎, 𝑏):
𝛿(𝑎, 𝑏) = |{𝑥 ∈ F𝑛2 | 𝑆(𝑥+ 𝑎) = 𝑆(𝑥) + 𝑏}| =
|{𝑥 ∈ F𝑛2 | 𝑢𝑥+ 𝑎𝑢+ 𝑤 = 𝑢𝑥+ 𝑤 + 𝑏}| =
|{𝑥 ∈ F𝑛2 | 𝑎𝑢 = 𝑏}|.
Аналiзуючи останнiй вираз можна помiтити, що значення
диференцiалу 𝑎𝑢 не залежить вiд змiнної 𝑥. Таким чином, з цього
випливає, що елементи DDT лiнiйних S-блокiв 𝛿(𝑎, 𝑏) мають обмежену
область допустимих значень, а саме 𝛿(𝑎, 𝑏) ∈ {0, 2𝑛}. При чому з виду
виразу 𝑎𝑢 = 𝑏 та його незалежностi вiд 𝑥 можна помiтити, що в рядку
DDT 𝑎 iснує лише один ненульовий елемент, що розмiщений на позицiї 𝑎𝑢
та дорiвнює 2𝑛, а всi iншi – 0.
Зазначимо те, що окрiм можливих значень елементiв DDT лiнiйних
S-блокiв iснують ще умови на позицiї елемента 2𝑛 в рамках рядка.
Розглянемо непарнi рядки, тобто 𝑎 = 2𝑘+ 1, 𝑘 ∈ N. Виходячи з умови
𝑢 ∈ Z*2𝑛, маємо, що 𝑢 = 2𝑘 + 1. Як результат, можна помiтити, що:
𝑏 = 𝑎𝑢 = (2𝑘 + 1)(2𝑘 + 1) = 4(𝑘2 + 𝑘) + 1,
тобто ненульовий елемент 2𝑛 може бути тiльки на непарних позицiях в
непарних рядках.
В випадку парних рядкiв (𝑎 = 2𝑘, 𝑘 ∈ N) зауважимо, що, виходячи з
𝑏 = 𝑎𝑢 = 2𝑘(2𝑘 + 1) = 2(2𝑘2 + 𝑘),
елемент 2𝑛 може бути розмiщений тiльки на парних позицiях. Але слiд
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брати до уваги те, що у цьому випадку задля iснування коренiв рiвняння
𝑎𝑢 = 𝑏 накладається додаткова умова на коефiцiєнти 𝑎, 𝑏, а саме: добутки
коефiцiєнтiв 𝑎𝑔𝑐𝑑−1(𝑎, 𝑏) та 𝑏𝑔𝑐𝑑−1(𝑎, 𝑏) повиннi належати Z*2𝑛, де 𝑔𝑐𝑑(𝑎, 𝑏)
– найбiльший спiльний дiльник 𝑎 та 𝑏.
Серед усього iншого було помiчено, що на вигляд DDT S-блоку
впливає лише коефiцiєнт 𝑢, тобто при фiксованому значеннi 𝑢 всi S-блоки
мають еквiвалентнi DDT, що є частковим випадком бiльш глобального
спiввiдношення, яке буде наведено далi.
Зазначимо, що, виходячи з наведеного вище факту, кiлькiсть
унiкальних класiв DDT-еквiвалентностi лiнiйних S-блокiв дорiвнює:
𝜑(2𝑛) = 2𝑛−1,
де 𝜑(𝑥) – функцiя Ойлера, 𝑛 – бiтова розряднiсть S-блока.
При чому кiлькiсть лiнiйних 𝑛-бiтових S-блокiв може бути оцiнена
наступним виразом:
2𝑛𝜑(2𝑛) = 22𝑛−1.
Так, з цього слiдує, що потужнiсть кожного класу
DDT-еквiвалентностi лiнiйних S-блокiв становить 2𝑛.
2.1.2 Афiннi перетворення
Розглянемо афiннi перетворення у випадку модульного додавання та
їхнiй вплив на вигляд DDT.
В ходi аналiзу предметної областi було встановлено декiлька
спiввiдношень мiж DDT, S-блоки яких пов’язанi афiнними
перетвореннями аргументiв та виходiв.
Формалiзуємо цi результати у виглядi наступних теорем.
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Теорема 2.1. 𝑆1(𝑥) та 𝑆2(𝑥) – 𝑛-бiтовi S-блоки, що пов’язанi
афiнним перетворенням аргументiв, тобто
∃ 𝑢,𝑤 ∈ F𝑛2 𝑆1(𝑥) = 𝑆2(𝑢𝑥+ 𝑤),
тодi справедливе наступне спiввiдношення для їх DDT
∀ 𝑎, 𝑏 ∈ F𝑛2 𝛿𝑆1(𝑎, 𝑏) = 𝛿𝑆2(𝑢𝑎, 𝑏).
Доведення.
𝛿𝑆1(𝑎, 𝑏) = |{𝑥 ∈ F𝑛2 | 𝑆1(𝑥+ 𝑎) = 𝑆1(𝑥) + 𝑏}| =
|{𝑥 ∈ F𝑛2 | 𝑆2(𝑢𝑥+ 𝑢𝑎+ 𝑤) = 𝑆2(𝑢𝑥+ 𝑤) + 𝑏}|
Введемо замiну 𝑦 = 𝑢𝑥+ 𝑤:
|{𝑦 ∈ F𝑛2 | 𝑆2(𝑦 + 𝑢𝑎) = 𝑆2(𝑦) + 𝑏}| = 𝛿𝑆2(𝑢𝑎, 𝑏),
що й треба було довести.
Отже, у випадку афiнного перетворення вхiдних аргументiв DDT S-
блокiв однаковi з точнiстю до перестановки рядкiв.
Теорема 2.2. 𝑆1(𝑥) та 𝑆2(𝑥) – 𝑛-бiтовi S-блоки, пов’язанi афiнним
перетворенням виходiв, тобто
∃ 𝑢 ∈ Z*2𝑛 ∃ 𝑤 ∈ F𝑛2 𝑆1(𝑥) = 𝑢𝑆2(𝑥) + 𝑤,
тодi має мiсце наступне спiввiдношення мiж їх DDT:
∀ 𝑎, 𝑏 ∈ F𝑛2 𝛿𝑆1(𝑎, 𝑏) = 𝛿𝑆2(𝑎, 𝑢−1𝑏).
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Доведення.
𝛿𝑆1(𝑎, 𝑏) = |{𝑥 ∈ F𝑛2 | 𝑆1(𝑥+ 𝑎) = 𝑆1(𝑥) + 𝑏}| =
|{𝑥 ∈ F𝑛2 | 𝑢𝑆2(𝑥+ 𝑎) + 𝑤 = 𝑢𝑆2(𝑥) + 𝑏+ 𝑤}| =
|{𝑥 ∈ F𝑛2 | 𝑢𝑆2(𝑥+ 𝑎) = 𝑢𝑆2(𝑥) + 𝑏}|
Оскiльки 𝑢 ∈ Z*2𝑛, то iснує 𝑢−1, а тому:
|{𝑥 ∈ F𝑛2 | 𝑆2(𝑥+ 𝑎) = 𝑆2(𝑥) + 𝑢−1𝑏}| = 𝛿𝑆2(𝑎, 𝑢−1𝑏),
що й треба було довести.
Отже, у випадку афiнного перетворення виходiв DDT S-блокiв
однаковi з точнiстю до перестановки рядкiв.
З практичної точки зору для нас важливi такi афiннi перетворення,
якi зберiгають DDT. З теорем 2.1 та 2.2 випливає, що афiннi перетворення
виду
𝑆(𝑥)→ 𝑆(𝑥+ 𝑎) + 𝑏,
де 𝑎, 𝑏 ∈ F𝑛2 , не змiнюють DDT S-блоку. Будемо говорити, що таке
перетворення утворює клас афiнних зсувiв, а саме перетворення будемо
називати афiнним зсувом.
Однак експериментальним шляхом було встановлено, що не тiльки S-
блоки, що пов’язанi афiнними зсувами, є DDT-еквiвалентними. Сформуємо
це спостереження у виглядi наступної теореми:
Теорема 2.3. 𝑆1(𝑥) та 𝑆2(𝑥) – 𝑛-бiтовi S-блоки, що пов’язанi
родиною афiнних перетворень виду
𝑆1(𝑥) = −𝑆2(−𝑥+ 𝑢) + 𝑤,
тодi 𝑆1 та 𝑆2 мають однаковi DDT, тобто
∀ 𝑎, 𝑏 ∈ F𝑛2 𝛿𝑠1(𝑎, 𝑏) = 𝛿𝑠2(−𝑎,−𝑏),
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де вiд’ємнi константи природним чином iнтерпретуються наступним
чином −𝑎 = 2𝑛 − 𝑎.
Доведення.
𝛿𝑠1(𝑎, 𝑏) = |{𝑥 ∈ F𝑛2 | 𝑆1(𝑥+ 𝑎) = 𝑆1(𝑥) + 𝑏}| =
|{𝑥 ∈ F𝑛2 | − 𝑆2(−𝑥+ 𝑢− 𝑎) + 𝑤 = −𝑆2(−𝑥+ 𝑢) + 𝑤 + 𝑏}| =
|{𝑥 ∈ F𝑛2 | 𝑆2(−𝑥+ 𝑢− 𝑎) = 𝑆2(−𝑥+ 𝑢) +−𝑏}|
Введемо замiну 𝑦 = −𝑥+ 𝑢:
|{𝑦 ∈ F𝑛2 | 𝑆2(𝑦 − 𝑎) = 𝑆2(𝑦) +−𝑏}| = 𝛿𝑠2(−𝑎,−𝑏),
що й треба було довести.
Будемо називати родину афiнних перетворень, що розглядаються в
теоремi 2.3, оберненими афiнними зсувами.
А клас, що згенерований комбiнацiями обернених та звичайних
афiнних зсувiв аргументiв та виходiв, – класом афiнних зсувiв
еквiвалентностi.
Зауважимо, що з теореми 2.3 випливає декiлька цiкавих фактiв.
По-перше, оберненi афiннi зсуви дiйсно утворюють S-блоки з рiвними
DDT. По-друге, матриця DDT без нульового стовпця та нульової строки є
симетричною вiдносно додаткової дiагоналi.
Таким чином, не тiльки афiннi зсуви зберiгають DDT: iснують такi
афiннi перетворення, що являють собою перестановки рядкiв i стовцiв
DDT, в результатi яких вид DDT залишається незмiнним.
Слiд зазначити, що на практицi iснують бiльш складнi трансформацiї,
нiж афiннi перетворення, що зберiгають вид DDT. Цi залежностi можна
простежити в S-блоках великої бiтностi, що, на жаль, не є дослiдженими у
цiй роботi.
Наведемо аналiтичнi оцiнки потужностей розглянутих вище класiв.
Для порiвняння зауважимо, що всього iснує 𝑛! рiзних 𝑛-бiтових S-блокiв.
Так, можна помiтити, що для довiльного 𝑛-бiтового (𝑛 ≥ 3) S-блоку
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𝑆(𝑥) кiлькiсть нетрiвiальних афiнно-еквiвалентних йому S-блокiв, що
мають таку ж саму DDT з точнiстю до перестановки рядкiв та стовпцiв,
дорiвнює
(2𝑛)2𝜑2(2𝑛) =
24𝑛
4
= 24𝑛−2,
де 𝜑(𝑛)– функцiя Ойлера.
Та для довiльного 𝑛-бiтового (𝑛 ≥ 3) S-блоку 𝑆(𝑥) кiлькiсть
нетрiвiальних афiнно-еквiвалентних S-блокiв, що входять до класу
афiнних зсувiв, дорiвнює 22𝑛.
Зауважимо, що клас обернених афiнних зсувiв має таку ж саму
потужнiсть, як i клас афiнних зсувiв. А клас афiнних зсувiв
еквiвалентностi налiчує 22𝑛+1 S-блокiв.
Для наглядностi, наскiльки великими на практицi можуть бути
класи афiнної еквiвалентностi, наведемо числовi значення потужностi
класiв еквiвалентностi вiд розмiрностi S-блоку.
Результати розрахункiв для класiв афiнної еквiвалентностi наведено
в таблицi 2.1, де |𝑥| — розряднiсть S-блока у бiтах, #𝑆(𝑥) – кiлькiсть S-
блокiв.
Таблиця 2.1 – Залежнiсть потужностi класу афiнної еквiвалентностi
вiд бiтової розрядностi S-блока
|𝑥| 3 4 5 6 7 8
#𝑆(𝑥) 1024 16384 262144 4194304 67108864 1073741824
Результати розрахункiв потужностей класiв афiнних зсувiв наведено
у таблицi 3.1, що має такi самi позначення.
43
Таблиця 2.2 – Залежнiсть потужностi класу афiнних зсувiв вiд
бiтової розрядностi S-блока
|𝑥| 3 4 5 6 7 8
#𝑆(𝑥) 64 256 1024 4096 16384 65536
2.1.3 Вiдомостi про структуру таблиць розподiлу
диференцiалiв та класiв DDT-еквiвалентностi
В ходi виконання науково-дослiдницької роботи було встановлено
декiлька корисних фактiв щодо структури таблиць розподiлу
диференцiалiв та класiв DDT-еквiвалентностi, що є базисом для
представленого в цiй роботi алгоритму вiдновлення.
Твердження 2.1. Для довiльного 𝑛-бiтового S-блоку 𝑆(𝑥) перший
рядок його DDT має наступний вигляд:
(2𝑛, 0, 0, . . . , 0).
Доведення. Нехай 𝑆(𝑥) – довiльний 𝑛-бiтовий S-блок, тодi
розглянемо його похiдну за напрямком 𝑎:
𝐷𝑎𝑆(𝑥) = 𝑆(𝑥+ 𝑎)− 𝑆(𝑥).
Покладемо 𝑎 = 0, тодi розподiл цiєї похiдної формує перший рядок
DDT:
𝑆(𝑥+ 0)− 𝑆(𝑥) = 0.
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Так, похiдна за цим напрямком є тотожним нулем для ∀𝑥 ∈ Z2𝑛.
Отже, запис DDT 𝛿(0, 0) = 2𝑛, а 𝛿(0, 𝑖) = 0, 1 ≤ 𝑖 ≤ 𝑛− 1.
Що й треба було довести.
Серед iншого було помiчено, що не для кожного S-блоку усi афiннi
зсуви та оберненi афiннi зсуви утворюють унiкальнi S-блоки. Тобто класи
афiнних зсувiв еквiвалентностi мають рiзнi потужностi в залежностi вiд
виду S-блоку.
Твердження 2.2. Для довiльного 𝑛-бiтового лiнiйного S-блоку 𝑆(𝑥)
в результатi застосування усiх можливих афiнних зсувiв та обернених
афiнних зсувiв можна отримати 𝑛 унiкальних S-блокiв.
Доведення. Нехай 𝑆(𝑥) довiльний 𝑛-бiтовий лiнiйний S-блок, що
має наступний вигляд 𝑆(𝑥) = 𝑎𝑥 + 𝑏, де коефiцiєнт 𝑎 ∈ Z*2𝑛 та коефiцiєнт
𝑏 ∈ Z2𝑛.
Розглянемо S-блок 𝑆 ′(𝑥), що пов’язанний з 𝑆(𝑥) комбiнацiєю двох
довiльних афiнних зсувiв виходiв та аргументiв, тодi:
𝑆 ′(𝑥) = 𝑆(𝑥+ 𝑢) + 𝑤 = 𝑎(𝑥+ 𝑢) + 𝑏+ 𝑤 = 𝑎𝑥+ 𝑎𝑢+ 𝑏+ 𝑤 = 𝑎𝑥+ 𝑧,
де 𝑧 = 𝑎𝑢+ 𝑏+ 𝑤.
Очевидно, що 𝑧 ∈ Z2𝑛. Так, для лiнiйних S-блокiв комбiнацiя довiльних
двох афiнних зсувiв аргументiв та виходiв еквiвалентна одному афiнному
зсуву виходiв. Отже, з властивостей афiнних зсувiв S-блок 𝑆 ′(𝑥) належить
тому ж самому класу DDT-еквiвалентностi, що й 𝑆(𝑥).
Зрозумiло, що для лiнiйних S-блокiв клас афiнних зсувiв виходiв та
входiв має потужнiсть не бiльшу, нiж клас афiнних зсувiв виходiв.
Зазначимо, що кiлькiсть унiкальних лiнiйних S-блокiв, що можливо
отримати таким чином залежить вiд кiлькостi унiкальних значень 𝑧, що
обмежено значенням 𝑛.
Нехай тепер S-блок 𝑆 ′(𝑥), що пов’язаний з 𝑆(𝑥) комбiнацiєю двох
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довiльних обернених афiнних зсувiв виходiв та аргументiв, тодi:
𝑆 ′(𝑥) = (𝑛− 1)𝑆((𝑛− 1)𝑥+ 𝑢) + 𝑤 = (𝑛− 1)(𝑎((𝑛− 1)𝑥+ 𝑢) + 𝑏) + 𝑤 =
(𝑛− 1)(𝑎𝑛𝑥− 𝑎𝑥+ 𝑎𝑢+ 𝑏) + 𝑤 = −𝑎𝑛𝑥+ 𝑎𝑥− 𝑎𝑢− 𝑏+ 𝑤 =
𝑎𝑥− 𝑎𝑢− 𝑏+ 𝑤 = 𝑎𝑥+ 𝑧,
де 𝑧 = −𝑎𝑢− 𝑏+ 𝑤.
Проводячи аналогiчнi висновки можна отримати, що довiльною
комбiнацiєю обернених афiнних зсувiв входу та виходу отримуємо не
бiльше нiж 𝑛 унiкальних S-блокiв.
Що й треба було довести.
Так, можна помiтити, що не всi класи DDT-еквiвалентностi мають
однаковi потужностi.
Твердження 2.3. На кожному рядку DDT довiльна фiксована точка
S-блока 𝑥 може попасти в одну й тiльки одну з комiрок рядка DDT,
причому на iншому рядку ця ж точка може попасти в iншу комiрку.
Доведення. За означенням елементу DDT маємо:
𝛿𝑠(𝑎, 𝑏) = |{𝑥 ∈ F𝑛2 | 𝑆(𝑥+ 𝑎) = 𝑆(𝑥) + 𝑏}| =
|{𝑥 ∈ F𝑛2 | 𝑆(𝑥+ 𝑎)− 𝑆(𝑥) = 𝑏}|.
Проаналiзуємо останнiй вираз, а саме частину 𝑆(𝑥+ 𝑎)− 𝑆(𝑥) = 𝑏.
Можна помiтити, що при фiксованому рядку DDT 𝑎 для кожної точки
S-блока 𝑥 позицiя елементу DDT 𝑏 в рамках одного рядка, куди потрапляє
ця точка, є строго визначеною та залежить лише вiд 𝑥. З цього випливає
перша половина твердження.
Враховуючи те, що рядки DDT є незалежними та для кожного iншого
рядка змiнюється лише 𝑎, то з цього випливає друга половина твердження.
Що й треба було довести.
Так, було отримано пiдтвердження того, що кожна точка S-блоку на
кожному рядку є на фiксованiй позицiї.
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Твердження 2.4. Нехай 𝑆1(𝑥) - довiльний 𝑛-бiтовий S-блок, який
належить до класу DDT-еквiвалентностi G, тодi ∃ 𝑆2(𝑥) такий, що
𝑆2(0) = 0 та 𝑆2(𝑥) ∈ G.
Доведення. Нехай 𝑆1(𝑥) має значення 𝑎 (𝑎 ∈ F𝑛2) в точцi 0, тобто
𝑆1(0) = 𝑎. Тодi розглянемо S-блок 𝑆2(𝑥), який пов’язаний з 𝑆1(𝑥)
наступним афiнним зсувом:
𝑆2(𝑥) = 𝑆1(𝑥)− 𝑎.
З вигляду 𝑆2(𝑥) очевидно, що 𝑆2(0) = 0. Також ранiше було
встановлено, що афiннi зсуви не змiнюють DDT S-блока. А це означає, що
𝑆1(𝑥), 𝑆2(𝑥) ∈ G, де G – клас DDT-еквiвалентностi S-блокiв.
Отже, 𝑆2(𝑥) i є шуканий S-блок.
Таким чином, було встановлено, що в кожному класi
DDT-еквiвалентностi iснує хоча б один представник, такий що 𝑆(0) = 0.
2.2 Алгоритм вiдновлення S-блока за таблицею розподiлу
диференцiалiв
В цьому пiдроздiлi розглянемо алгоритм вiдновлення класу афiнних
зсувiв еквiвалентностi. Зауважимо, що у випадку, що розглядається в
постановцi задачi по вiдновленню, немає жодної додаткової iнформацiї
про вiдновлюваний S-блок, окрiм DDT.
В попередньому роздiлi було дослiджено структуру та властивостi
класiв DDT-еквiвалентностi. Таким чином, враховуючи наведенi вище
результати, для розв’язання задачi вiдновлення класу
DDT-еквiвалентностi можна знайти лише одного представника класу
DDT-еквiвалентностi з заданою DDT, що далi буде називатися твiрним
елементом, та на його основi породити клас афiнних зсувiв
47
еквiвалентностi, що для S-блокiв з бiтнiстю 3 та менше спiвпадає з класом
DDT-еквiвалентностi.
Основною iдеєю даного алгоритму є покрокове висунення припущень
щодо значення S-блока в певнiй точцi та перевiрка коректностi
припущення. Базуючись на результатах перевiрки, можна прийняти
рiшення, чи вгадувати значення S-блока в наступнiй точцi, чи
перегадувати в поточнiй. Таким чином, можна отримати значно кращi
результати, анiж при наївному переборi всiх можливих варiантiв, що
прийнято називати повним перебором (або англ. Brute Force), адже
можна вiдкинути цiлi множини S-блокiв, якi точно не мають задану DDT.
Даний пiдхiд не є iнновацiйним та є вiдомим в англомовнiй лiтературi як
Backtracking.
Для реалiзацiї алгоритму на основi Backtracking необхiдно обрати
правило, на основi якого можна визначати незадовiльнi варiанти та
вiдкидати їх.
Задля зручностi та оптимiзацiї в силу справедливостi твердження 2.4
покладемо 𝑆[0] = 0. Тодi можна висувати припущення щодо елементiв S-
блоку 𝑆(𝑥), починаючи з 𝑎 = 1.
Нехай далi будемо позначати множину ненульових елементiв DDT
для 𝑎-того рядку як A𝑎. Розглянемо значення похiдної S-блоку 𝑆(𝑥) за
напрямком 𝑎, яка має вигляд 𝑆(𝑥 − 𝑎) − 𝑆(𝑥). Знаючи вигляд DDT
S-блока 𝑆(𝑥), можна зробити висновок, що можливi значення похiдної
обмеженi значеннями ненульових елементiв 𝑎-го рядка DDT A𝑎. Якщо ж
розглядати значення похiдної в точцi 0, то вона приймає наступний
вигляд 𝑆(𝑎), що фактично є розташуванням точки 0 S-блоку на
довiльному рядку DDT 𝑎. Тодi з огляду на твердження 2.3, про
однозначну вiдповiднiсть позицiї в рамках рядка DDT та точки S-блоку,
можна органiзувати перебiр у нашому Backtracking алгоритмi наступним
чином: спочатку робимо припущення щодо значення виразу 𝑆(𝑎), пiсля
чого перевiряється можливiсть даного припущення, що можна
органiзувати за наступним правилом. Пiсля фiксування 0 на рядку 𝑎
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(𝑎 ≥ 1) перевiряти наступне твердження для всiх 𝑘 (0 < 𝑘 < 𝑎):
𝛿(𝑎, 𝑆(𝑎)− 𝑆(𝑘)) =
⎧⎪⎨⎪⎩0, припущення невiрне,iнакше, припущення може бути вiрним.
Зауважимо, що можливi значення 𝑘 є 1, 𝑎− 1 та отриманi з
наступних мiркувань. Перевiрка значення 0 не має значення, оскiльки,
виходячи з припущення, що 𝑆(0) = 0, в цьому випадку фактично
перевiряється 𝛿(𝑎, 𝑆(𝑎) ̸= 0), що є завжди справедливо з огляду стратегiї
вибору елементу 𝑆(𝑎).
Тобто, якщо для всiх 𝑘 наведений елемент DDT має ненульове
значення, вважаємо припущення про розташування 0 можливим i
переходимо до наступного рядка DDT 𝑎+ 1. Якщо ж хоча б для одного 𝑘
iснує елемент DDT 𝛿(𝑎, 𝑆(𝑎) − 𝑆(𝑘)) рiвний нулевi, то вважаємо такий
варiант хибним та перевгадуємо розташування 0.
Нехай будемо позначати множину перевiрених варiантiв значень 𝑆(𝑎)
для 𝑎-того рядку як T𝑎. Тодi в разi A𝑎 = T𝑎 слiд повернутися на крок вище
та обнулити множину перевiрених варiантiв.
Наведемо псевдокод рекурсивної процедури, що є вгадуванням
елементу S-блоку та повертає представника класу DDT еквiвалентностi. З
псевдокодом даної процедури можна ознайомитись в додатку 3.2.
Маючи процедуру вгадування, представимо псевдокод алгоритму для
вiдновлення твiрного S-блоку з заданою DDT у випадку 𝑛-бiтового S-блоку:
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Algorithm 2.1 Алгоритм вiдновлення твiрного 𝑛-бiтового S-блоку з заданою DDT
Вхiд: DDT ddt, для якої шукаємо твiрний елемент
Вихiд: Твiрний S-блок 𝑆(𝑥)
цикл для всiх цiлих i вiд 0 до n-1 виконати
𝑆(𝑖) = 0
кiнець циклу
цикл для всiх 𝛿𝑖𝑗 у DDT ddt виконати
якщо 𝛿𝑖𝑗 ̸= 0 тодi
додати 𝑗 до множини A𝑖
кiнець умови
кiнець циклу
цикл для всiх цiлих i вiд 0 до n-1 виконати
T𝑖 = ∅
кiнець циклу
викликати процедуру вгадування ?? з параметрами {1; {A𝑎 : 0 ≤ 𝑎 ≤ 𝑛}; {T𝑎 : 0 ≤ 𝑎 ≤ 𝑛}; ddt};
Наведемо модифiкацiю з точки зору пам’ятi для запропонованого
алгоритму. Так, можна значно скоротити кiлькiсть крокiв та перевiрок i
не використовувати додаткову пам’ять на запам’ятовування множин
перевiрених варiантiв T𝑎, адже в умовах обмежених обчислювальних
ресурсiв це може значно погiршувати роботу алгоритму. Тодi
запропонована процедура вгадування буде мати наступний вигляд:
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Algorithm 2.2 Оптимiзована версiя алгоритму вiдновлення класу афiнних зсувiв еквiвалентностi
Вхiд: Позицiя S-блока 𝑎, що вгадується;
Родина множин ненульових елементiв рядкiв DDT {A𝑎 : 0 ≤ 𝑎 ≤ 𝑛};
Позицiя 𝑜𝑓𝑓𝑠𝑒𝑡, з якої починається перебiр поточного рiвня;
Таблиця розподiлу диференцiалiв ddt;
Вихiд: Один iз твiрних елемнтiв класу афiнних зсувiв, що має DDT ddt
цикл для всiх цiлих 𝑖 вiд 𝑜𝑓𝑓𝑠𝑒𝑡 до 𝑛− 1 виконати
якщо Aa[𝑖] немає серед вгаданих елементiв S-блоку 𝑆(𝑥) тодi
𝑆[𝑎] = Aa[𝑖] якщо a = n-1 тодi
якщо S-блок 𝑆(𝑥) має DDT ddt тодi
повернути S(x)
кiнець умови
кiнець умови
цикл для всiх цiлих 𝑥 вiд 0 до а виконати
якщо 𝛿(𝑎, 𝑆(𝑎)− 𝑆(𝑘)) = 0 тодi
рекурсивно викликати процедуру з параметрами {𝑎+ 1; {A𝑎 : 0 ≤ 𝑎 ≤ 𝑛}; 0; ddt};
кiнець умови
кiнець циклу
кiнець умови
кiнець циклу
S(a) = 0 i = бiнарний пошук 𝑆[𝑎 − 1] у A𝑎 рекурсивно викликати процедуру з параметрами {𝑎 + 1;
{A𝑎 : 0 ≤ 𝑎 ≤ 𝑛}; 𝑖; ddt};
Зауважимо, що для пошуку iндексу елементу 𝑆[𝑎 − 1] в масивi A𝑎
для часової оптимiзацiї можна використовувати бiнарний пошук, адже A𝑎
є вiдсортованими через характер iнiцiалiзацiї.
Для наглядностi проiлюструємо роботу описаного алгоритму на
коротенькому прикладi у випадку DDT 2-ух бiтового S-блоку (0, 2, 3, 1),
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що має DDT виду: ⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
4 0 0 0
0 1 2 1
0 2 0 2
0 1 2 1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
Отже, множини ненульових елементiв DDT та множини перевiрених
варiантiв будуть проiнiцiалiзованi наступним чином:
A0 = {0},A1 = {1, 2, 3}, A2 = {1, 3}, A3 = {1, 2, 3};
T0 = ∅, T1 = ∅, T2 = ∅, T3 = ∅.
Початкове заповнення S-блоку є (0, 0, 0, 0). Нульовий елемент не
чiпається, адже вiн фiксується нулем. На першому кроцi покладемо на
першу позицiю S-блока перший елемент з множини можливих елементiв
для цiєї позицiї A1. Отже, 𝑆[1] = 1, тодi множина спроб матиме вигляд
T1 = {1}. На наступному кроцi маємо 2 можливих варiанта з множини
A2, проте, оскiльки 1 вже стоїть на першiй позицiї S-блоку, покладемо
𝑠[2] = 3 та T2 = {1, 3}. Так, на третьому кроцi не можна взяти 1, тому
покладемо 𝑆[3] = 2, тодi множина спроб T3 = {1, 2}. S-блок (0, 1, 3, 2) має
шукану DDT. Алгоритм завершує свою роботу.
На останок наведемо певнi оцiнки часової складностi даного
алгоритму. Слiд зазначити, що верхня асимптотична оцiнка складностi
алгоритму залишається такою ж самою, як i в випадку повного перебору,
тобто 𝑂(𝑛!). Проте в запронованому алгоритмi наявнi деякi оптимiзацiї,
що роблять алгоритм значно швидшим. Якщо брати до уваги той факт,
що перший елемент S-блоку фiксується нулем, то зазначимо, що
виконується перебiр на (𝑛 − 1)! варiантiв менше. Якщо на 𝑎-ому кроцi
правило говорить, що подальший перебiр не має сенсу, то в цьому
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випадку необхiдно перебрати на (𝑛− 𝑎)! варiантiв менше.
Зазначимо, що у випадку лiнiйних S-блокiв алгоритм завершує
роботу майже миттєво через специфiчну структуру таблиць розподiлу
диференцiалiв лiнiйних S-блокiв, оскiльки для кожного елементу S-блока
S(a) iснує всього один можливий варiант.
Висновки до роздiлу 2
Отже, в цьому роздiлi розглянуто властивостi та описано структуру
таблиць розподiлу диференцiалiв для лiнiйних S-блокiв у випадку, коли
диференцiали обчислюються за модулем степеня двiйки. Встановлено, що
лiнiйнi S-блоки мають легко впiзнаваємi DDT завдяки обмеженню на
значення їх елементiв та розташування елементiв в рамках рядкiв DDT.
Серед iншого наведено оцiнки кiлькостi лiнiйних S-блокiв, унiкальних
DDT та потужностей класiв DDT-еквiвалентностi.
Розглянуто основнi властивостi афiнних перетворень в контекстi
таблиць розподiлу диференцiалiв. Показано, що певнi класи афiнних
перетворень над Z𝑛2 зберiгають DDT, зокрема, класи афiнних зсувiв та
обернених афiнних зсувiв аргументiв та виходiв. Також виведенi формули
для обрахунку потужностей кожного важливого для практики класу та
наведенi результати обрахункiв для S-блокiв малих бiтностей.
Описано певнi важливi для практики властивостi DDT для довiльних
S-блокiв в контекстi модульного додавання. Зокрема, про вид та структуру
DDT та класiв DDT-еквiвалентностi.
Запропоновано рекурсивний алгоритм для пошуку S-блоку з заданою
DDT на основi стратегiї Backtracking. На основi цього алгоритму з
урахуванням властивостей афiнних перетворень в умовах модульного
додавання представлено алгоритм отримання всього класу, так званих
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афiнних зсувiв еквiвалентностi. Розроблено удосконалену щодо
використання пам’ятi версiю цього алгоритму. Наведено асимптотичнi
оцiнки складностi алгоритму.
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3 РЕЗУЛЬТАТИ ЕКСПЕРИМЕНТАЛЬНИХ
ДОСЛIДЖЕНЬ
В третьому роздiлi описано деякi результати експериментальних
дослiджень, що отриманi пiд час дослiдження структури таблиць
розподiлу диференцiалiв у випадку диференцiалiв за модульним
додаванням та не ввiйшли до роздiлу 2 як аналiтичнi результати. Описанi
результати можуть бути корисними для подальшого дослiдження цiєї
проблеми. До цих результатiв вiдносяться: структура класiв
еквiвалентностi трьохбiтових та чотирьохбiтових S-блокiв. Пiсля чого
наведено опис програмної реалiзацiї запропонованих у роздiлi 2
оптимiзованої та не оптимiзованої версiй алгоритму по вiдновленню класу
афiнних зсувiв еквiвалентностi. Представлено модифiкацiю алгоритму
вiдновлення, яка вiдновлює цiлий клас DDT-еквiвалентностi.
3.1 Опис структури трьохбiтових S-блокiв
Майже всi аналiтичнi висновки, наведенi у роздiлi 2, були отриманi
емпiричним шляхом та є узагальненнями часткових практичних випадкiв.
В основному експериментальнi дослiдження було проведено на S-блоках
малих бiтностей через обмеження обчислювальних ресурсiв для
дослiдження. Бiльшiсть результатiв було отримано при дослiдженнi 3-ьох
бiтових S-блокiв, що опинилися найкращим кандидатом для цих цiлей,
адже їх кiлькiсть не виходить за межi обчислювальних ресурсiв
звичайного персонального комп’ютера, та в той самий час вони мають
достатньо статистики, щоб можна було простежити певнi залежностi для
подальшого їх узагальнення.
55
Так, було встановлено, що не всi класи DDT-еквiвалентностi мають
однакову потужнiсть. Наприклад, класи DDT-еквiвалентностi 3-ьох
бiтових S-блокiв дiляться на 5 класiв за кiлькiстю S-блокiв що входять до
класу DDT-еквiвалентностi. Цi класи мають наступнi потужностi класiв
DDT-еквiвалентностi S-блокiв: 8, 16, 32, 64, 128.
Для того, щоб не заплутувати читача далi в цiй роботi, класи класiв
DDT-еквiвалентностi за потужностями класiв DDT-еквiвалентностi будуть
називатися метакласами.
Такий феномен щодо потужностей класiв DDT-еквiвалентностi
вiдбувається через те, що в межах цих класiв S-блоки мають однакову чи
схожу структуру, та в деяких класах DDT-еквiвалентностi в силу
структури S-блокiв не всi афiннi зсуви та оберненi зсуви не утворюють
унiкальнi S-блоки.
Так, наприклад, завжди усi лiнiйнi S-блоки сконцентровуються в
метакласi з найменшою потужнiстю класiв DDT-еквiвалентностi. У
випадку 3-ьох бiтових S-блокiв усi їх класи DDT-еквiвалентностi
утворюють свiй метаклас, потужнiсть якого 4, та всi класи
DDT-еквiвалентностi в межах цього метакласу мають потужнiсть рiвну 8.
Розглянемо довiльний 3-ьох бiтовий лiнiйний S-блок 𝑆(𝑥), що має
наступний вигляд 𝑆(𝑥) = 𝑎𝑥 + 𝑏, де коефiцiєнт 𝑎 ∈ Z*8 та коефiцiєнт
𝑏 ∈ Z8. Так, виходячи з твердження 2.2, в результатi усiх можливих
комбiнацiй афiнних зсувiв входiв та виходiв та усiх можливих таких
комбiнацiй у випадку обернених афiнних зсувiв потужнiсть отриманого
класу становить 8 S-блокiв. Та потужнiсть цього метакласу пояснюється
властивостями афiнних зсувiв та потужнiстю мультипликативної групи
Z*8.
Зазначимо, що для 3-ьох бiтових S-блокiв клас афiнних зсувiв
еквiвалентностi повнiстю спiвпадає з класом DDT-еквiвалентностi.
Проте це не є справедливим для всiх бiтностей S-блокiв. Так,
наприклад, для 4-ьох бiтових S-блокiв iснують випадки, коли два S-блоки
належать до одного класу DDT-еквiвалентностi, проте не є
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афiнно-еквiвалентними. Прикладом можуть слугувати наступнi 4-ьох
бiтовi S-блоки:
𝑆1(𝑥) = (0, 5, 3, 14, 6, 4, 12, 2, 8, 13, 10, 1, 9, 7, 15, 11),
𝑆2(𝑥) = (8, 15, 4, 9, 7, 13, 5, 3, 11, 6, 12, 1, 14, 10, 2, 0).
S-блоки 𝑆1(𝑥) та 𝑆2(𝑥) є твiрними елементами для 2 класiв афiнних
зсувiв еквiвалентностi, що не перетинаються, по 512 S-блокiв кожний.
Так як наведений в роздiлi 2 алгоритм оптимiзований припущенням
𝑆(0) = 0, в ходi дослiджень було пiдраховано кiлькiсть таких S-блокiв в
класi DDT-еквiвалентностi в залежностi вiд потужностi метакласу.
Результати наведенi в таблицi 3.1, де |𝑀 | - потужнiсть метакласу та
#𝑆(𝑥) - кiлькiсть S-блокiв:
Таблиця 3.1 – Залежнiсть кiлькостi S-блокiв в класi DDT-
еквiвалентностi, що 𝑆(0) = 0, в залежностi вiд розмiрностi метакласу
|𝑀 | 8 16 32 64 128
#𝑆(𝑥) 1 2 4 8 16
Серед усього iншого було помiчено, що, чим бiльше потужнiсть
метакласу, до якого входить клас DDT-еквiвалентностi, тим менше
нульових елементiв в DDT, та, як наслiдок, тим бiльше частота
трапляння дрiбних елементiв серед значень комiрок DDT.
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3.2 Програмна реалiзацiя алгоритму вiдновлення класу
афiнних зсувiв еквiвалентностi
В додатку 3.2 можна ознайомитись з програмною реалiзацiєю двох
варiацiй алгоритму вiдновлення класу афiнних зсувiв еквiвалентностi,
наведеного у роздiлi 2, а саме оптимiзована та не оптимiзована з точки
зору пам’ятi варiацiї. Даний алгоритм вiдновлення реалiзований на мовi
програмування Java в рекурсивнiй та в iтеративнiй варiцiї.
Представлений алгоритм вiдновлення був розроблений на
персональному комп’ютерi (далi ПК), що має наступнi обчислювальнi
ресурси: CPU 2.3 GHz, RAM 8 GB. Усi подальшi зауваження щодо роботи
алгоритму та швидкостi роботи алгоритму вiдносяться виключно до
описаної конфiгурацiї обчислювальних ресурсiв.
Зауважимо, що не рекомендується реалiзовувати описаний алгоритм
вiдновлення рекурсивним чином, адже такий варiант не є оптимальною
реалiзацiєю з точки зору пам’ятi, так як для S-блокiв великих бiтностей
вiн призводить до переповнення стеку викликiв функцiй, в наслiдок чого
алгоритм завершує свою роботу передчасно та не дає жодних результатiв.
Так, на представленому ПК при вiдновлюваннi S-блокiв великих
бiтностей (бiльше 6) виникає проблема переповнення стеку викликiв
функцiй. Оскiльки будь-який рекурсивний алгоритм може бути
реалiзований iтеративно, цей алгоритм був реалiзований не рекурсивно
задля наведених вище оптимiзацiй.
Наведемо приклад роботи програми для 3-ьохбiтового нелiнiйного S-
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блока 𝑆(𝑥) = (1, 2, 7, 0, 5, 6, 3, 4), що має наступну DDT:⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
8 0 0 0 0 0 0 0
0 4 0 0 0 4 0 0
0 0 0 0 0 0 8 0
0 0 0 4 0 0 0 4
0 0 0 0 8 0 0 0
0 4 0 0 0 4 0 0
0 0 8 0 0 0 0 0
0 0 0 4 0 0 0 4
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
Тодi на виходi нашого алгоритму як результат отримаємо наступну
множину S-блокiв:
{(5, 6, 3, 4, 1, 2, 7, 0), (6, 3, 4, 1, 2, 7, 0, 5), (3, 4, 1, 2, 7, 0, 5, 6),
(0, 5, 6, 3, 4, 1, 2, 7), (7, 0, 5, 6, 3, 4, 1, 2), (4, 1, 2, 7, 0, 5, 6, 3),
(3, 0, 1, 6, 7, 4, 5, 2), (1, 2, 7, 0, 5, 6, 3, 4), (2, 7, 0, 5, 6, 3, 4, 1),
(0, 1, 6, 7, 4, 5, 2, 3), (1, 6, 7, 4, 5, 2, 3, 0), (2, 3, 0, 1, 6, 7, 4, 5),
(7, 4, 5, 2, 3, 0, 1, 6), (4, 5, 2, 3, 0, 1, 6, 7), (5, 2, 3, 0, 1, 6, 7, 4),
(6, 7, 4, 5, 2, 3, 0, 1)}.
Як бачимо, серед виходу нашого алгоритму присутнiй шуканий S-блок.
Також в рамках виконання практичної частини була виконана
модифiкацiя Backtracking алгоритму з роздiлу 2. На вiдмiну вiд
розглянутого алгоритму дана модифiкацiя вiдновлює повний клас
DDT-еквiвалентностi, а не лише клас афiнних зсувiв еквiвалентностi. В
данiй модифiкацiї не використовується початкове припущення 𝑆[0] = 0.
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Через це починається перебiр з нульового рiвня, та фiксацiя елементу на
кожному рiвнi вiдбувається з урахуванням значення S-блоку в нулi, тобто
для 𝑎-того елементу (𝑎 ≥ 1) вираз матиме вигляд: 𝑆(𝑎) = 𝑏 + 𝑆(0).
Очевидно, що складнiсть такої модифiкацiї є бiльшою, адже виконуються
додатковi обчислення.
Так як асимптотичнi оцiнки для запропонованого алгоритму не є
змiстовними, наведемо фактичнi вимiрювання на описаному вище
персональному комп’ютерi у виглядi залежностi середньої швидкостi
вiдновлювання вiд бiтностi S-блокiв у таблицi 3.2, де алгоритм з роздiлу 2
називається Backtracking, його оптимiзацiя з точки зору пам’ятi, що
описана в тому ж роздiлi, – Backtracking (оптимiзований), реалiзацiя
вiдновлення класу афiнних зсувiв еквiвалентностi, що описана в роздiлi 3,
– Backtracking (повний):
Таблиця 3.2 – Залежнiсть часу роботи алгоритмiв вiд бiтностi
вiдновлювального S-блока
Реалiзацiя Бiтнiсть S-блоку 2 3 4 5
Повний перебiр 0.1667 135.86 173659156070* 1, 7892897𝑒+ 34*
Backtracking 0.1667 0.15 105 128.0
Backtracking (оптимiзований) 0.04167 0.5 23 37.0
Backtracking (повний) 0.083 1.57 18256 1.0183163𝑒+ 31*
Всi вимiри, що вiдмiченi позначкою *, мають неточнi значення. Цi
вимiрювання були отриманi наступним чином: було замiряно швидкiсть
роботи алгоритму через рiвну кiлькiсть перебраних S-блокiв та
усередненi, пiсля чого на їх основi робились приблизнi розрахунки
загального часу роботи алгоритму. Для повного перебору оцiнка,
отримана таким чином, має меншу похибку, адже його робота рiвномiрна,
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в той час як для Backtracking даний пiдхiд має бiльшу похибку через
нерiвномiрний час, що витрачається на перевiрку рiзних варiантiв.
Так, можемо побачити, що повний перебiр не є застосовним для цiєї
задачi для S-блокiв з бiтностю бiльше за 3. Backtracking (повний), що
вiдновлює цiлий клас DDT-еквiвалентностi, показує значно кращi
результати, проте опиняється теж незастосовним для бiтностей бiльше 4.
Алгоритми Backtracking та Backtracking (оптимiзований) мають набагато
кращi показники, проте слiд пам’ятати, що вони не вiдновлюють цiлий
клас DDT-еквiвалентностi, а лише шукають твiрний елемент та
утворюють клас афiнних зсувiв еквiвалентностi.
Висновки до роздiлу 3
Отже, в ходi виконання експериментальних дослiджень, окрiм
отриманих аналiтичних результатiв наведених у роздiлi 2, отримано
частковi результати для 3-ьох та 4-ьох бiтових S-блокiв. Зокрема,
встановлено, що класи DDT-еквiвалентностi для 3-ьох бiтових S-блокiв
можна згрупувати в, так званi, метакласи, яких для 3-ьох бiтових
S-блокiв налiчується 5, дослiджено структуру класiв DDT-еквiвалентностi
для 4-ьох бiтових S-блокiв, а саме встановлено, що клас афiнних зсувiв
еквiвалентностi є пiдкласом класу DDT-еквiвалентностi.
Розроблено програмну реалiзацiю оптимiзованої та неоптимiзованої
варiацiї алгоритму вiдновлення класу афiнних зсувiв еквiвалентностi.
Розроблено програмну реалiзацiю модифiкацiї, що вiдновлює повний клас
DDT-еквiвалентностi теж на основi стратегiї Backtracking. Проведено
порiвняння швидкостi роботи всiх версiй Backtracking алгоритму та
наведено оцiнки часу роботи для повного перебора.
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ВИСНОВКИ
В ходi виконання дослiдження проведено огляд та аналiз
опублiкованих джерел за темою проблеми вiдновлення S-блока за
таблицею розподiлу диференцiалiв, який показав, що дана проблема є
доволi добре розв’язана для випадку диференцiалiв, побудованих за
побiтовим додаванням, зокрема, був розроблений алгоритм, що
ефективно вирiшує дане питання. Однак в оглянутих джерелах не
знайдено жодної iнформацiї щодо розв’язання даної проблеми у випадку
диференцiалiв побудованих за модулем 2𝑛.
З огляду на це проведено власне дослiдження задачi вiдновлення
S-блоку за таблицею розподiлу диференцiалiв за модульним додаванням.
В ходi цього дослiдження описано клас лiнiйних S-блокiв у контекстi
диференцiалiв, що обчислюються за модульним додаванням. Як
результат, описано загальний вид та основнi властивостi DDT лiнiйних
S-блокiв та класiв DDT-еквiвалентностi, деякi з властивостей лiнiйних
S-блокiв узагальнено на випадок DDT довiльних S-блокiв та, таким
чином, сформовано основнi властивостi DDT вiдносно модульного
додавання.
Дослiджено афiннi перетворення над S-блоками у випадку
модульного додавання з точки зору впливу на вид DDT та, як результат,
встановлено, що певнi класи афiнних перетворень над Z2𝑛 не змiнюють
вид DDT S-блокiв, зокрема, дослiджено, що до таких перетворень
вiдносяться класи, так званих, афiнних зсувiв та класи обернених
афiнних зсувiв аргументiв та виходiв S-блокiв, якi утворюють спецiальнi
класи афiнних зсувiв еквiвалентностi. Помiчено, що для S-блокiв малої
бiтностi класи DDT-еквiвалентностi повнiстю спiвпадають з класами
афiнних зсувiв еквiвалентностi, проте для S-блокiв великих бiтностей
помiчено, що iснують класи DDT-еквiвалентностi, що складаються з
класiв афiнних зсувiв еквiвалентностi, що не перетинаються.
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Дослiджено основнi властивостi структури класiв
DDT-еквiвалентностi. Так, помiчено, що класи DDT-еквiвалентностi
мають рiзнi потужностi. Наведенi властивостi значно ускладнюють
задачу вiдновлення класу DDT-еквiвалентностi за представником. Також
в роботi зiбранi рiзного роду статистичнi вiдомостi про таблицi розподiлу
диференцiалiв S-блокiв малих бiтностей.
Як результат описаних дослiджень представлено алгоритм
вiдновлення класу афiнних зсувiв еквiвалентностi за DDT на основi
стратегiї Backtracking, та проведено аналiз його часової складностi.
Розроблена програмна реалiзацiя цього алгоритму на мовi програмування
Java. Представленi модифiкацiї описаного алгоритму, зокрема,
модифiкацiя, що використовує менше пам’ятi та має кращi показники
швидкостi роботи. Та iнша модифiкацiя, що вiдновлює цiлий клас
DDT-еквiвалентностi за час набагато менший, нiж повний перебiр.
Не дивлячись на отриманi результати та той факт, що поставлена
задача була розв’язана в ходi виконання роботи, iснує ряд напрямкiв
дослiдження, що не були цiлковито висвiтленi. Так, структура класiв
DDT-еквiвалентностi для S-блокiв 3-ьох та бiльше бiтностей є досi не
вивченою до кiнця. Серед iншого слiд звернути уваги на афiннi
перетворення для S-блокiв великих бiтностей та знайти зв’язок мiж
класами афiнних зсувiв еквiвалентностi в межах класу
DDT-еквiвалентностi для S-блокiв з бiтнiстю бiльше за 4. Слiд також
дослiдити питання потужностi класiв афiнних зсувiв для рiзних S-блокiв
та навчитися розрiзняти такi S-блоки за метакласами. Довести чи
спростувати припущення, що в межах метакласу усi S-блоки мають
однакову структуру.
Детальне вивчення цього напрямку може дозволити розробити бiльш
швидкi модифiкацiї описаного алгоритму чи навiть розв’язати проблему
вiдновлення S-блоку за DDT не на основi стратегiї Backtracking, що може
бути значно оптимальнiшим розв’язком.
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ДОДАТОК А ПСЕВДОКОД АЛГОРИТМУ ВГАДУВАННЯ
ЕЛЕМЕНТУ S-БЛОКУ
Algorithm 0.1 Вгадування елементу S-блоку на 𝑎-тiй позицiї (частина 1)
Вхiд: Позицiя S-блока 𝑎, що вгадується; Родина множин ненульових елементiв рядкiв
DDT {A𝑎 : 0 ≤ 𝑎 ≤ 𝑛}; Родина множин перевiренних варiантiв {T𝑎 : 0 ≤ 𝑎 ≤ 𝑛};
Таблиця розподiлу диференцiалiв ddt;
Вихiд: Один iз твiрних елементiв класу афiнних зсувiв еквiвалентностi, з DDT ddt
якщо A𝑎 = T𝑎 тодi
T𝑎 = ∅;
прирiвняти елемент S-блоку 𝑆(𝑎) до 0;
рекурсивно викликати процедуру з параметрами {𝑎 − 1; {A𝑎 : 0 ≤ 𝑎 ≤ 𝑛};
{T𝑎 : 0 ≤ 𝑎 ≤ 𝑛}; ddt}
кiнець умови
цикл для всiх 𝑥′ ∈ A𝑎 виконати
покласти 𝑥′ до T𝑎
якщо 𝑥′ немає серед вгаданих елементiв S-блоку 𝑆(𝑥) тодi
прирiвняти елемент S-блоку 𝑆(𝑎) до 𝑥′;
вийти з циклу досроково;
кiнець умови
кiнець циклу
якщо 𝑆[𝑎] = 0 тодi
T𝑎 = ∅;
рекурсивно викликати процедуру з параметрами {𝑎 − 1; {A𝑎 : 0 ≤ 𝑎 ≤ 𝑛};
{T𝑎 : 0 ≤ 𝑎 ≤ 𝑛}; ddt};
кiнець умови
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Algorithm 0.2 Вгадування елементу S-блоку на 𝑎-тiй позицiї (частина 2)
якщо 𝑎 = 𝑛− 1 тодi
якщо S-блок 𝑆(𝑥) має DDT ddt тодi
повернути 𝑆(𝑥)
iнакше
T𝑎 = ∅
прирiвняти елемент S-блоку 𝑆(𝑎) до 0
рекурсивно викликати процедуру з параметрами {𝑎 − 1; {A𝑎 : 0 ≤ 𝑎 ≤ 𝑛};
{T𝑎 : 0 ≤ 𝑎 ≤ 𝑛}; ddt};
кiнець умови
iнакше
цикл 0 < 𝑥 < 𝑎 виконати
якщо 𝛿(𝑎, 𝑆(𝑎)− 𝑆(𝑘)) = 0 тодi
рекурсивно викликати процедуру з параметрами {𝑎; {A𝑎 : 0 ≤ 𝑎 ≤ 𝑛};
{T𝑎 : 0 ≤ 𝑎 ≤ 𝑛}; ddt};
кiнець умови
кiнець циклу
кiнець умови
рекурсивно викликати процедуру з параметрами {𝑎 + 1; {A𝑎 : 0 ≤ 𝑎 ≤ 𝑛};
{T𝑎 : 0 ≤ 𝑎 ≤ 𝑛}; ddt};
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ДОДАТОК Б КОДИ ПРОГРАМ
1 package ua.kpi.ipt.service;
2
3 import ua.kpi.ipt.model.DDT;
4 import ua.kpi.ipt.model.SBox;
5
6 import java.util.ArrayList;
7 import java.util.List;
8
9 import static ua.kpi.ipt.Constants.mod;
10
11 public class SBoxService {
12
13 public DDT calculateDDT(SBox sBox) {
14 int[][] ddt = new int[mod][mod];
15
16 for (int i = 0; i < mod; i++) {
17 for (int j = 0; j < mod; j++) {
18 for (int k = 0; k < mod; k++) {
19 if (sBox.substitute((k + i) % mod)
20 == (j + sBox.substitute(k)) % mod) {
21 ddt[i][j]++;
22 }
23 }
24 }
25 }
26
27 return new DDT(ddt);
28 }
29
30 public List<SBox> generateDDTEquivalenceClass(SBox generator) {
31 List<SBox> result = new ArrayList<>();
32
33 for (int i = 0; i < mod; i++) {
34 for (int j = 0; j < mod; j++) {
35 result.add(outputAffineTransformation(argumentAffineTransformation(generator, mod -
1, j), mod - 1, i));→˓
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36 result.add(outputAffineShift(argumentAffineShift(generator, i), j));
37 }
38 }
39
40 return result;
41 }
42
43
44 private SBox argumentAffineTransformation(SBox s, int a, int b) {
45 int[] table = s.getSubstituteTable();
46 int[] newTable = new int[mod];
47
48 for (int i = 0; i < mod; i++) {
49 newTable[i] = table[(a * i + b) % mod];
50 }
51
52 return new SBox(newTable);
53 }
54
55 private SBox outputAffineTransformation(SBox s, int a, int b) {
56 int[] table = s.getSubstituteTable();
57 int[] newTable = new int[mod];
58
59 for (int i = 0; i < mod; i++) {
60 newTable[i] = (a * table[i] + b) % mod;
61 }
62
63 return new SBox(newTable);
64 }
65
66 private SBox argumentAffineShift(SBox s1, int a) {
67 int[] table = s1.getSubstituteTable();
68 int[] newTable = new int[mod];
69
70 for (int i = 0; i < mod; i++) {
71 newTable[i] = table[(i + a) % mod];
72 }
73
74 return new SBox(newTable);
68
75 }
76
77 private SBox outputAffineShift(SBox s, int a) {
78 int[] table = s.getSubstituteTable();
79 int[] newTable = new int[mod];
80
81 for (int i = 0; i < mod; i++) {
82 newTable[i] = (table[i] + a) % mod;
83 }
84
85 return new SBox(newTable);
86 }
87
88 }
1 package ua.kpi.ipt.model;
2
3 import java.util.Arrays;
4
5 public class SBox {
6
7 private int[] substituteTable;
8
9 public SBox(int[] table) {
10 this.substituteTable = new int[table.length];
11 System.arraycopy(table, 0, this.substituteTable, 0, table.length);
12 }
13
14 public int substitute(int input) {
15 if (input >= substituteTable.length || input < 0) {
16 throw new IllegalArgumentException();
17 }
18 return substituteTable[input];
19 }
20
21 public int[] getSubstituteTable() {
22 return substituteTable;
23 }
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24
25 @Override
26 public boolean equals(Object o) {
27 if (this == o) return true;
28 if (o == null || getClass() != o.getClass()) return false;
29 SBox sBox = (SBox) o;
30 return Arrays.equals(substituteTable, sBox.substituteTable);
31 }
32
33 @Override
34 public int hashCode() {
35 return Arrays.hashCode(substituteTable);
36 }
37
38 @Override
39 public String toString() {
40 return Arrays.toString(substituteTable);
41 }
42 }
1 package ua.kpi.ipt.model;
2
3 import ua.kpi.ipt.utils.ArrayUtils;
4
5 import java.util.Arrays;
6
7 public class DDT {
8
9 private int[][] ddt;
10
11 public DDT(int[][] ddt) {
12 this.ddt = new int[ddt.length][ddt.length];
13 for (int i = 0; i < ddt.length; i++) {
14 System.arraycopy(ddt[i], 0, this.ddt[i], 0, ddt.length);
15 }
16 }
17
18 public int[][] getDdt() {
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19 return ddt;
20 }
21
22 @Override
23 public boolean equals(Object o) {
24 if (this == o) return true;
25 if (o == null || getClass() != o.getClass()) return false;
26 DDT ddt1 = (DDT) o;
27 boolean result = true;
28 for (int i = 0; i < ddt.length; i++) {
29 if (!Arrays.equals(ddt[i], ddt1.ddt[i])) {
30 result = false;
31 break;
32 }
33 }
34 return result;
35 }
36
37 @Override
38 public int hashCode() {
39 int[] res = ddt[0];
40 for (int i = 1; i < ddt.length; i++) {
41 res = ArrayUtils.concatArrays(res, ddt[i]);
42 }
43 return Arrays.hashCode(res);
44 }
45
46 @Override
47 public String toString() {
48 StringBuilder sb = new StringBuilder();
49 for (int i = 0; i < ddt.length; i++) {
50 for (int j = 0; j < ddt.length; j++) {
51 sb.append(ddt[i][j]).append(" ");
52 }
53 sb.append('\n');
54 }
55 return sb.toString();
56 }
57 }
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1 package ua.kpi.ipt.utils;
2
3 import java.util.Arrays;
4 import java.util.List;
5 import java.util.Random;
6 import java.util.stream.Collectors;
7 import java.util.stream.IntStream;
8
9 public class ArrayUtils {
10
11 private static Random random = new Random();
12
13 public static int[] concatArrays(int[] arr1, int[] arr2) {
14 return IntStream.concat(Arrays.stream(arr1), Arrays.stream(arr2)).toArray();
15 }
16
17 public static boolean elementIsNotPresentInArray(int[] table, int el) {
18 for (int i : table) {
19 if (i == el)
20 return false;
21 }
22 return true;
23 }
24
25 public static int[][] getNonZeroIndexesTable(int[][] table) {
26 int[][] res = new int[table.length][];
27 int[] temp = new int[table.length];
28 for (int i = 0; i < table.length; i++) {
29 int count = 0;
30 for (int j = 0; j < table.length; j++) {
31 if (table[i][j] != 0) {
32 temp[count++] = j;
33 }
34 }
35 res[i] = new int[count];
36 System.arraycopy(temp, 0, res[i], 0, count);
37 Arrays.fill(temp, 0);
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38 }
39 return res;
40 }
41
42 public static int[] tripleShuffle(int[] arr) {
43 return shuffle(shuffle(shuffle(arr)));
44 }
45
46
47 public static int[] shuffle(int[] arr) {
48 List<Integer> list = IntStream.range(0, arr.length).boxed().collect(Collectors.toList());
49 for (int i = 0; i < arr.length; i++) {
50 swap(arr, i, getAndRemove(list));
51 }
52 return arr;
53 }
54
55 private static int getAndRemove(List<Integer> list) {
56 Integer integer = list.get(random.nextInt(list.size()));
57 list.remove(integer);
58 return integer;
59 }
60
61
62 public static void swap(int[] arr, int index1, int index2) {
63 int buff = arr[index1];
64 arr[index1] = arr[index2];
65 arr[index2] = buff;
66 }
67 }
1 package ua.kpi.ipt;
2
3 public interface Constants {
4
5 int mod = 64;
6
7 }
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1 package ua.kpi.ipt.recovery;
2
3 import ua.kpi.ipt.model.DDT;
4 import ua.kpi.ipt.model.SBox;
5
6 import java.util.List;
7
8 public interface RecoveryAlgorithm {
9
10 List<SBox> recover(DDT ddt);
11
12 }
1 package ua.kpi.ipt.recovery;
2
3 import ua.kpi.ipt.Constants;
4 import ua.kpi.ipt.model.DDT;
5 import ua.kpi.ipt.model.SBox;
6 import ua.kpi.ipt.service.SBoxService;
7 import ua.kpi.ipt.utils.ArrayUtils;
8
9 import java.util.*;
10
11 public class Backtracking implements RecoveryAlgorithm {
12
13 private SBoxService sBoxService;
14
15 public Backtracking(SBoxService sBoxService) {
16 this.sBoxService = sBoxService;
17 }
18
19 @Override
20 public List<SBox> recover(DDT ddt) {
21 int[][] table = ddt.getDdt();
22
23 int[] stable = new int[Constants.mod];
24 stable[0] = 0;
25
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26 List<List<Integer>> nonZeros = getNonZeroIndexes(table);
27 List<Set<Integer>> tries = new ArrayList<>();
28 for (int i = 0; i < nonZeros.size(); i++) {
29 tries.add(new HashSet<>());
30 }
31
32 for (int a = 0; a < Constants.mod - 1; a++) {
33
34 List<Integer> shots = nonZeros.get(a);
35 Set<Integer> wastedShots = tries.get(a);
36
37 if (wastedShots.size() == shots.size()) {
38 tries.get(a).clear();
39 stable[a] = 0;
40 a -= 2; continue;
41 }
42
43 for (int num : shots) {
44 if (!wastedShots.contains(num)) {
45 wastedShots.add(num);
46 if (ArrayUtils.elementIsNotPresentInArray(stable, num)) {
47 stable[a + 1] = num; break;
48 }
49 }
50 }
51 if (stable[a + 1] == 0) {
52 tries.get(a).clear();
53 stable[a] = 0;
54 a -= 2; continue;
55 }
56
57 if (a == Constants.mod - 2) {
58 SBox sBox = new SBox(stable);
59 DDT candidate = sBoxService.calculateDDT(sBox);
60 if (!candidate.equals(ddt)) {
61 tries.get(a).clear();
62 stable[a+1] = 0;
63 stable[a] = 0;
64 a -= 2;
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65 }
66 } else {
67 for (int b = 1; b <= a; b++) {
68 if (table[a - b + 1][(stable[a + 1] - stable[b] + Constants.mod) %
Constants.mod] == 0) {→˓
69 stable[a + 1] = 0;
70 a--; break;
71 }
72 }
73 }
74 }
75
76 return sBoxService.generateDDTEquivalenceClass(new SBox(stable));
77 }
78
79 private List<List<Integer>> getNonZeroIndexes(int[][] table) {
80 List<List<Integer>> nonZeros = new ArrayList<>();
81
82 for (int i = 1; i < Constants.mod; i++) {
83 List<Integer> line = new ArrayList<>();
84 for (int j = 0; j < Constants.mod; j++) {
85 if (table[i][j] != 0) {
86 line.add(j);
87 }
88 }
89 nonZeros.add(line);
90 }
91
92 return nonZeros;
93 }
94 }
1 package ua.kpi.ipt.recovery;
2
3 import ua.kpi.ipt.model.DDT;
4 import ua.kpi.ipt.model.SBox;
5 import ua.kpi.ipt.service.SBoxService;
6 import ua.kpi.ipt.utils.ArrayUtils;
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7
8 import java.util.ArrayList;
9 import java.util.Arrays;
10 import java.util.List;
11
12 import static ua.kpi.ipt.Constants.mod;
13
14 public class BacktrackingFull implements RecoveryAlgorithm {
15
16 public static final int FILLER = -1;
17 public static final int LAST_POSITION = mod - 1;
18 private SBoxService sBoxService;
19
20 public BacktrackingFull(SBoxService sBoxService) {
21 this.sBoxService = sBoxService;
22 }
23
24 @Override
25 public List<SBox> recover(DDT ddt) {
26 int[][] table = ddt.getDdt();
27
28 int[] stable = new int[mod];
29
30 for (int i = 0; i < mod; i++) {
31 stable[i] = FILLER;
32 }
33
34 int[][] nonZeroIndexes = ArrayUtils.getNonZeroIndexesTable(table);
35
36 int offset = 0;
37
38 List<SBox> result = new ArrayList<>();
39
40 for (int j = 0; j < mod; j++) {
41 layer:
42 for (int a = 0; a < mod; a++) {
43 el:
44 for (int i = offset; i < nonZeroIndexes[a].length; i++) {
45 offset = 0;
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46 int el = (nonZeroIndexes[a][i] + j) % mod;
47 if (ArrayUtils.elementIsNotPresentInArray(stable, el)) {
48 stable[a] = el;
49 if (a == LAST_POSITION) {
50 SBox sBox = new SBox(stable);
51 if (sBoxService.calculateDDT(sBox).equals(ddt)) {
52 result.add(sBox);
53 }
54 stable[a] = FILLER;
55 offset = getOffset(nonZeroIndexes[a - 1], (stable[a - 1] - j + mod) %
mod);→˓
56 a -= 2;
57 continue layer;
58 } else {
59 for (int b = 0; b < a; b++) {
60 if (table[a - b][(stable[a] - stable[b] + mod) % mod] == 0) {
61 //System.out.println(j);
62 continue el;
63 }
64 }
65 }
66 continue layer;
67 }
68 }
69 if (a == 0) {
70 break;
71 }
72 stable[a] = FILLER;
73 offset = getOffset(nonZeroIndexes[a - 1], (stable[a - 1] - j + mod) % mod);
74 a -= 2;
75 }
76 }
77 return result;
78 }
79
80 private int getOffset(int[] nonZeroIndex, int key) {
81 return Arrays.binarySearch(nonZeroIndex, key);
82 }
83 }
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1 package ua.kpi.ipt.recovery;
2
3 import ua.kpi.ipt.Constants;
4 import ua.kpi.ipt.model.DDT;
5 import ua.kpi.ipt.model.SBox;
6 import ua.kpi.ipt.service.SBoxService;
7 import ua.kpi.ipt.utils.ArrayUtils;
8
9 import java.util.*;
10
11 public class BacktrackingOptimized implements RecoveryAlgorithm {
12
13 private SBoxService sBoxService;
14
15 public BacktrackingOptimized(SBoxService sBoxService) {
16 this.sBoxService = sBoxService;
17 }
18
19 @Override
20 public List<SBox> recover(DDT ddt) {
21 int[][] table = ddt.getDdt();
22
23 int[] stable = new int[Constants.mod];
24
25 int[][] nonZeroIndexes = ArrayUtils.getNonZeroIndexesTable(table);
26
27 int offset = 0;
28
29 layer:
30 for (int a = 1; a < Constants.mod; a++) {
31
32 //System.out.println(Arrays.toString(stable));
33 el:
34 for (int i = offset; i < nonZeroIndexes[a].length; i++) {
35 offset = 0;
36 if (ArrayUtils.elementIsNotPresentInArray(stable, nonZeroIndexes[a][i])) {
37 stable[a] = nonZeroIndexes[a][i];
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38 if (a == Constants.mod - 1) {
39 SBox sBox = new SBox(stable);
40 DDT candidate = sBoxService.calculateDDT(sBox);
41 if (!candidate.equals(ddt)) {
42 stable[a] = 0;
43 offset = Arrays.binarySearch(nonZeroIndexes[a - 1], stable[a - 1]);
44 a -= 2;
45 continue layer;
46 }
47 } else {
48 for (int b = 1; b < a; b++) {
49 if (table[a - b][(stable[a] - stable[b] + Constants.mod) %
Constants.mod] == 0) {→˓
50 continue el;
51 }
52 }
53 }
54 continue layer;
55 }
56 }
57 stable[a] = 0;
58 offset = Arrays.binarySearch(nonZeroIndexes[a - 1], stable[a - 1]);
59 a -= 2;
60 }
61
62 return sBoxService.generateDDTEquivalenceClass(new SBox(stable));
63 }
1 package ua.kpi.ipt.recovery;
2
3
4 import ua.kpi.ipt.model.DDT;
5 import ua.kpi.ipt.model.SBox;
6 import ua.kpi.ipt.service.SBoxService;
7 import ua.kpi.ipt.utils.ArrayUtils;
8
9 import java.util.ArrayList;
10 import java.util.List;
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11 import java.util.stream.IntStream;
12
13 import static ua.kpi.ipt.Constants.mod;
14
15 public class BrutForce implements RecoveryAlgorithm {
16
17 private SBoxService sBoxService;
18
19
20 public BrutForce(SBoxService sBoxService) {
21 this.sBoxService = sBoxService;
22 }
23
24 @Override
25 public List<SBox> recover(DDT ddt) {
26 List<SBox> result = new ArrayList<>();
27
28 permuteInList(IntStream.range(0, mod).toArray(), result, 0, mod-1, ddt);
29
30 return result;
31 }
32
33 private void permuteInList(int[] arr, List<SBox> list, int l, int r, DDT ddt) {
34 if (l == r) {
35 SBox sBox = new SBox(arr);
36 if (sBoxService.calculateDDT(sBox).equals(ddt)) {
37 list.add(sBox);
38 }
39 } else {
40 for (int i = l; i <= r; i++) {
41 ArrayUtils.swap(arr, l, i);
42 permuteInList(arr, list, l + 1, r, ddt);
43 ArrayUtils.swap(arr, l, i);
44 }
45 }
46 }
