We introduce an automata-theoretic method for the verification of distributed algorithms running on ring networks. In a distributed algorithm, an arbitrary number of processes cooperate to achieve a common goal (e.g., elect a leader). Processes have unique identifiers (pids) from an infinite, totally ordered domain. An algorithm proceeds in synchronous rounds, each round allowing a process to perform a bounded sequence of actions such as send or receive a pid, store it in some register, and compare register contents wrt. the associated total order. An algorithm is supposed to be correct independently of the number of processes. To specify correctness properties, we introduce a logic that can reason about processes and pids. Referring to leader election, it may say that, at the end of an execution, each process stores the maximum pid in some dedicated register. Since the verification of distributed algorithms is undecidable, we propose an underapproximation technique, which bounds the number of rounds. This is an appealing approach, as the number of rounds needed by a distributed algorithm to conclude is often exponentially smaller than the number of processes. We provide an automata-theoretic solution, reducing model checking to emptiness for alternating two-way automata on words. Overall, we show that round-bounded verification of distributed algorithms over rings is PSPACE-complete.
Introduction
Distributed algorithms are a classic discipline of computer science and continue to be an active field of research [13, 19] . A distributed algorithm employs several processes, which perform one and the same program to achieve a common goal. It is required to be correct independently of the number of processes. Prominent examples are leader-election algorithms, whose task is to determine a unique leader process and to announce it to all other processes. Those algorithms are often studied for ring architectures. One practical motivation comes from local-area networks that are based on a token-ring protocol. Moreover, rings generally allow one to nicely illustrate the main conceptual ideas of an algorithm.
However, it is well-known that there is no (deterministic) distributed algorithm over rings that elects a leader under the assumption of anonymous processes. Therefore, classical algorithms, such as Franklin's algorithm [14] or the Dolev-Klawe-Rodeh algorithm [9] , assume that every process is equipped with a unique process identifier (pid) from an infinite, totally ordered domain. In this paper, we consider such distributed algorithms, which work on ring architectures and can access unique pids as well as the associated total order.
Distributed algorithms are intrinsically hard to analyze. Correctness proofs are often intricate and use subtle inductive arguments. Therefore, it is worthwhile to consider automatic verification methods such as model checking [8] . Besides a formal model of an algorithm, this requires a generic specification language that is feasible from an algorithmic point of with r and r ranging over Reg. We require that
(1) in a rec statement of the form left?r ; right?r , we have r = r (actually, the order of the two receive actions does not matter), and (2) in an update statement, every register occurs at most once as a left-hand side.
In the following, occurrences of "skip ;" are omitted; this does not affect the semantics.
Note that a guard r ≤ r can be simulated in terms of guards r < r and r = r , using several transitions. We separate < and = for convenience. They are actually quite different in nature, as we will see later in the proof of our main result.
At the beginning of an execution of an algorithm, every register contains the pid of the respective process. We also assume, wlog., that there is a special register id ∈ Reg that is never updated, i.e., no transition contains a command of the form left?id, right?id, or id := r. A process can thus, at any time, access its own pid in terms of id.
In the semantics, we will suppose that all updates of a transition happen simultaneously, i.e., after executing r := r ; r := r, the values previously stored in r and r will be swapped (and do not necessarily coincide). As, moreover, the order of two sends and the order of two receives within a transition do not matter, this will allow us to identify a transition with the set of states, commands (apart from skip), and guards that it contains. For example, t = s: left!r ; right!r ; right?r ; r < r ; r := r ; goto s is considered as the set t = {s , left!r , right!r , right?r , r < r , r := r , goto s }.
Before defining the semantics of a distributed algorithm, we will look at two examples.
Example 2 (Franklin's Leader-Election Algorithm) . Consider Franklin's algorithm D Franklin to determine a leader in a ring [14] . It is given in Figure 1 . The goal is to assign leadership to the process with the highest pid. To do so, every process sends its own pid to both neighbors, receives the pids of its left and right neighbor, and stores them in registers r 1 and r 2 , respectively (transitions t 1 , . . . , t 4 ). If a process is a local maximum, i.e., r 1 < id and r 2 < id hold, it is still in the race for leadership and stays in state active. Otherwise, it has to take t 2 or t 3 and goes into state passive. In passive, a process will just forward any pid it receives and store the message coming from the left in r (transition t 5 ). When an active process receives its own pid (transition t 4 ), it knows it is the only remaining active process. It copies its own pid into r, which henceforth refers to the leader. We may say that a run is accepting (or terminating) when all processes terminate in passive or found. Then, at the end of any accepting run, (i) there is exactly one process i 0 that terminates in found, (ii) all processes store the pid of i 0 in register r, and the pid of i 0 is the maximum of all pids in the ring. Since, in every round, at least half of the active processes become passive, the algorithm terminates after at most log 2 n + 1 rounds where n is the number of processes.
Example 3 (Dolev-Klawe-Rodeh Leader-Election Algorithm) . The Dolev-Klawe-Rodeh leaderelection algorithm [9] is an adaptation of Franklin's algorithm to cope with unidirectional rings, where a process can only, say, send to the right and receive from the left. The algorithm, denoted D DKR , is given in Figure 2 . The idea is that the local maximum among the processes i − 2, i − 1, i is determined by i (rather than i − 1). Therefore, each process i will execute two transitions, namely t 1 and t 2 , and store the pids sent by i − 2 and i − 1 in r and r , respectively. After two rounds, since r still contains the pid of i itself, i can test if i − 1 is a local maximum among i − 2, i − 1, i using the guards in transition t 2 . If both guards are satisfied, i stores the pid sent by i − 1 in r. It henceforth "represents" process i − 1, which is still in the race, and goes to state active 0 . Otherwise, it enters passive, which has the same task as in Franklin's algorithm. The algorithm is correct in the following sense: At the end of an accepting run (each process ends in passive or found), (i) there is exactly one process that terminates in found (but not necessarily the one with the highest pid), and (ii) all processes store the maximal pid in register r. The algorithm terminates after at most 2 log 2 n + 2 rounds. Note that the correctness of D DKR is less clear than that of D Franklin .
Semantics of Distributed Algorithms. Now, we give the formal semantics of a distributed algorithm D = (S, s 0 , Reg, ∆). Recall that D can be run on any ring R = (n : In one round, the algorithm moves from one configuration to another one. This is described by a relation C t C where C = (s 1 , . . . , s n , ρ 1 , . . . , ρ n ) and C = (s 1 , . . . , s n , ρ 1 , . . . , ρ n ) are R-configurations and t = (t 1 , . . . , t n ) ∈ ∆ n is a tuple of transitions where t i is executed by process i. To determine when C t C holds, we first define two auxiliary relations. For registers r, r ∈ Reg and processes i, j ∈ [n], we write r@i r @j if the contents of r is sent to the right from i to j, where it is stored in r . Thus, we require that
where
Note that, due to the fwd command, r@i r @j may hold for several r and j. The meaning of r @j r@i is analogous, we just replace "right direction" by "left direction":
The guards in the transitions t 1 , . . . , t n are checked against "intermediate" register assignmentsρ 1 , . . . ,ρ n : Reg → {p 1 , . . . , p n }, which are defined as follows:
Note that this is well-defined, due to condition (1) in Definition 1. Now, we write C t C if, for all j ∈ [n] and r, r ∈ Reg, the following hold: Figure 3 Run of Dolev-Klawe-Rodeh algorithm and runs of path automata
if t j does not contain an update of the form r := r Again, 4. is well-defined thanks to condition (2) in Definition 1.
We call k the length of χ. Note that χ uniquely determines the underlying ring R.
Remark 4.
A receive command is always non-blocking even if there is no corresponding send. As an alternative semantics, one could require that it can only be executed if there has been a matching send, or vice versa. One could even include tags from a finite alphabet that can be sent along with pids. All this will not change any of the forthcoming results.
Example 5.
A run of D DKR from Example 3 on the ring R = (7 : 4, 8, 3, 1, 6, 5, 7) is depicted in Figure 3 (for the moment, we may ignore the blue and violet lines). A colored row forms a configuration. The three pids in a cell refer to registers r, r , r , respectively (we ignore id). Moreover, a non-colored row forms, together with the states above and below, a transition tuple. When looking at the step from C 3 to C 4 , we have, for example, r @3 r@4 and r @3 r @6. Moreover, r @6 r@7 and r @6 r @1 (recall that we are in a ring). Note that the run conforms to the correctness property formulated in Example 3. In particular, in the final configuration, all processes store the maximum pid in register r.
The Specification Language
In Examples 2 and 3, we informally stated the correctness criterion for the presented algorithms (e.g., "at the end, all processes store the maximal pid in register r"). Now, we introduce a formal language to specify correctness properties. It is defined wrt. a given distributed algorithm D = (S, s 0 , Reg, ∆), which we fix for the rest of this section.
Typically, one requires that a distributed algorithm is correct no matter what the underlying ring is. Since we will bound the number of rounds, we moreover study a form of partial correctness. Accordingly, a property is of the form ∀ rings ∀ runs ∀ m ϕ, which has to be read as "for all rings, all runs, and all processes m, we have ϕ". The marking m is used to avoid to "get lost" in a ring when writing the property ϕ. This is like placing a pebble in the ring that can be retrieved at any time. Actually, ϕ allows us to "navigate" back and forth (↑ and ↓) in a run, i.e., from one configuration to the previous or next one (similar to a temporal logic with past operators). By means of ← and →, we may also navigate horizontally within a configuration, i.e., from one process to a neighboring one.
Essentially, a sequence of configurations is interpreted as a cylinder (cf. Figure 3 ) that can be explored using regular expressions π over { , ←, →, ↑, ↓} (where means "stay"). At a given position/coordinate of the cylinder, we can check local (or positional) properties like the state taken by a process, or whether we are on the marked process m. Such a property can be combined with a regular expression π: The formula [π]ϕ says that ϕ holds at every position that is reachable through a π-path (a path matching π). Dually, π ϕ holds if there is a π-path to some position where ϕ is satisfied. The most interesting construct in our logic is π r π r , where ∈ {=, =, <, ≤}, which has been used for reasoning about XML documents [4, 5, 12] . It says that, from the current position, there are a π-path and a π -path that lead to positions y and y , respectively, such that the pid stored in register r at y and the pid stored in r at y satisfy the relation .
We will now introduce our logic in full generality. Later, we will restrict the use of <-and ≤-guards to obtain positive results.
Definition 6.
The logic DataPDL(D) is given by the following grammar:
where s ∈ S, r, r ∈ Reg, ∈ {=, =, <, ≤}, and d ∈ { , ←, →, ↑, ↓}.
We call ϕ a local formula, and π a path formula. We use common abbreviations such as false = m ∧ ¬m, π ϕ = ¬[π]¬ϕ, and ϕ ∨ ϕ = ¬(¬ϕ ∧ ¬ϕ ), and we may write ππ instead of π · π . Implication ⇒ is included explicitly in view of the restriction defined below.
Next, we define the semantics. Consider a run χ = C 0 
It remains to define [[π] ] χ,m for a path formula π. First, a local test and a stay do not "move" at all:
Using →, we move to the right neighbor of a process: Next, we define a restricted logic, DataPDL (D), for which we later present our main result. We say that a path formula π is unambiguous if, from a given position, it defines at most one reference point. Formally, for all rings R = (n : . . .), R-runs χ of D, processes m ∈ [n], and positions x ∈ Pos(χ), there is at most one 
where π found = ({¬found}?→) * {found}?. Note that π found is unambiguous: while going to the right, it always stops at the nearest process that is in state found. Thus, ϕ max is indeed a local DataPDL formula. Consider the DataPDL formula
It says that, at the end (i.e., in the last configuration) of each accepting run, expressed by
. . , we have that (i) there is exactly one process i 0 that ends in state found (guaranteed by ϕ found ),
(ii) register r of i 0 contains the maximum over all pids (ϕ max ),
(iii) register r of i 0 contains the pid of i 0 itself (ϕ r=id ), and (iv) all processes store the same pid in r (ϕ r=r ). 
The next example formulates the correctness constraint for a distributed sorting algorithm. We would like to say that, at the end of an accepting run, the pids stored in registers r are strictly totally ordered. Suppose ϕ acc represents an acceptance condition and ϕ least says that there is exactly one process that terminates in some dedicated state least, similarly to ϕ found above. Then,
makes sure that, whenever process j is not terminating in least, its left neighbor i stores a smaller pid in r than j does. 
Round-Bounded Model Checking
In the realm of multithreaded concurrent programs, where model checking is undecidable in general, a fruitful approach has been to underapproximate the behavior of a system [20] . The idea is to introduce a parameter that measures a characteristic of a run such as the number of thread switches it performs. One then imposes a bound on this parameter and explores all behaviors up to that bound. In numerous distributed algorithms, the number b of rounds needed to conclude is exponentially smaller than the number of processes (cf. Examples 2 and 3). Therefore, b seems to be a promising parameter for bounded model checking of distributed algorithms. The lower-bound proof, a reduction from the intersection-emptiness problem for a list of finite automata, can be found in the appendix. Before we prove the upper bound, let us discuss the result in more detail. We will first compare it with "naïve" approaches to solve related questions. Consider the problem to determine whether a distributed algorithm satisfies its specification for all rings up to size n and all runs up to length b. This problem is in coNP: We guess a ring (i.e., essentially, a permutation of pids) and a run, and we check, using [18] , whether the run does not satisfy the formula. Next, suppose only b is given and the question is whether, for all rings up to size 2 b and all runs up to length b, the property holds. Then, the above procedure gives us a coNEXPTIME algorithm.
Thus, our result is interesting complexity-wise, but it offers some other advantages. First, it actually checks correctness (up to round number b) for all rings. This is essential when verifying distributed protocols against safety properties. Second, it reduces to a satisfiability check in the well-studied propositional dynamic logic with loop and converse (LCPDL) [15] , which in turn can be reduced to an emptiness check of alternating two-way automata (A2As) over words [23] . The "naïve" approaches, on the other hand, do not seem to give rise to viable algorithms. Finally, our approach is uniform in the following sense: We will construct, in polynomial time, an A2A that recognizes precisely the symbolic abstractions of runs (over arbitrary rings) that violate (or satisfy) a given formula. Our construction is independent of the parameter b. The emptiness check then requires a bound on the number of rounds (or on the number of processes), which can be adjusted gradually without changing the automaton.
Proof Outline for Upper Bound of Theorem 10. Let D be the given distributed algorithm and Φ ∈ DataPDL (D). We will reduce model checking to the satisfiability problem for LCPDL [15] . While DataPDL is interpreted over runs, containing pids from an infinite alphabet, the new logic will reason about symbolic abstractions over a finite alphabet. A symbolic abstraction of a run only keeps the transitions and discards pids. Thus, it can be seen as a table (or picture) whose entries are transitions (cf. Figure 3) .
First, we translate D into an LCPDL formula. Essentially, it checks that guards are not used in a contradictory way. To compare D with Φ, the latter is translated into an LCPDL formula, too. However, there is a subtle point here. For simplicity, let us write r < r instead of r < r . Satisfaction of a formula r < r can only be guaranteed in a symbolic execution if the flow of pids provides evidence that r < r really holds. More concretely, the (hypothetic) formula (r < r ) ∨ (r = r ) ∨ (r < r) is a tautology, but it may not be possible to prove any of its disjuncts on the basis of a symbolic run. This is the reason why DataPDL restricts <-and ≤-tests. It is then indeed enough to reason about symbolic runs (cf. Lemma 13 below) . We leave open whether one can deal with full DataPDL.
Overall, we reduce model checking to satisfiability of the conjunction of two LCPDL formulas of polynomial size: the formula representing the algorithm, and the negation of the formula representing the specification. Satisfiability of LCPDL over symbolic runs (of bounded height) can be checked in PSPACE [15] by a reduction to the emptiness problem for A2As over words [23] . Our approach is, thus, automata theoretic in spirit, though the power of alternation is used differently than in [22] , which translates LTL formulas into automata.
Next, we present the logic LCPDL over symbolic runs. Then, in separate subsections, we translate D as well as its DataPDL specification into LCPDL. For the remainder of this section, we fix a distributed algorithm D = (S, s 0 , Reg, ∆). Formulas ψ ∈ LCPDL(D) are interpreted over tables. Their syntax is given as follows:
PDL with Loop and Converse (LCPDL)
where t ∈ ∆, s ∈ S, r, r ∈ Reg, d ∈ { , →, ↓}, and A is a path automaton: a non-deterministic finite automaton whose transitions are labeled with path formulas π. Again, ψ is called a local formula. We use common abbreviations to include disjunction, implication, true, and false, and we let π
The semantics of LCPDL is very similar to that of DataPDL. A local formula ψ is interpreted over a table T = (n, k, λ) and a position x ∈ Pos(T ). When it is satisfied, we write T, x |= ψ. Moreover, a path formula π determines a binary relation [[π] ] T ⊆ Pos(T ) × Pos(T ), relating those positions that are connected by a path matching π.
We consider only the most important cases: We have T,
Loop and converse are as expected:
The semantics of → (and ←) is slightly different than in DataPDL, since we are not allowed to go beyond the last and first column. Thus,
However, we can simulate the "roundabout" of a ring and set → = → + {¬ → }?← * {¬ ← }? as well as ← = → −1 . Actually, the first column of a table will play the role of a marked process in a ring (later, m will be translated to ¬ ← ).
Finally, the semantics of path automata is given by From Distributed Algorithms to LCPDL. Wlog., we assume that ∆ contains t = s: skip ; skip ; skip ; skip ; goto s 0 where s = s 0 does not occur in any other transition.
Let R = (n : p 1 , . . . , p n ) be a ring and χ = C 0
The purpose of the dummy transition t at the beginning of a column is to match the number of configurations in a run.
We will construct, in polynomial time, a formula
In particular, ψ D will verify that (i) there are no cyclic dependencies that arise from <-guards, and (ii) registers in equality guards can be traced back to the same origin. In that case, the symbolic run is consistent and corresponds to a "real" run of D.
The main ingredients of ψ D are some path formulas that describe the transmission of pids in a symbolic run. They are depicted in Figure 4 . For θ ∈ {loc, msg, upd, next} and h ∈ {0, 1, 2}, the meaning of (x, y) ∈ [[θ h,h r,r ]] T is that the pid stored in r at stage h of position/transition x has been propagated to register r at stage h of y. Here, h = 0 means "after sending", h = 1 "after receiving", and h = 2 "after register update". The interpretation of "propagated" depends on θ. Formula loc 0,1 r,r says that the value of register r is not affected by reception. Similarly, upd 1,2 r,r takes care of updates. Formula next 2,0 r,r allows us to switch to the next transition of a process, preserving the value of r(= r ). The most interesting case is msg 0,1 r,r , which describes paths across several processes. It relates the sending of r and a corresponding receive in r , which requires that all intermediate transitions are forward transitions. All path formulas are illustrated in Figure 3 .
Since pids can be transmitted along several transitions and messages, the formulas θ h,h r,r will be composed by path automata. For h ∈ {1, 2} and r ∈ Reg, we define a path automaton A h r that, in T χ , connects some positions (i, 0) and (i , j ) iff, in χ, register r stores p i at stage h of position (i , j ). Its set of states is ι ∪ ({0, 1, 2} × Reg) . For all r ∈ Reg, there is a transition from the initial state ι to (0, r) with transition label {¬ ↑ }?. Thus, the automaton starts at the top row and non-deterministically chooses some register r. From state (h, r), it can read any transition label θ h,h r,r and move to (h , r ). The only final state is (h, r). Figure 3 describes (partial) runs of A 1 r and A 1 r , which allow us to identify the origin of r and r when applying the guard r < r . Now, consistency of equality guards can indeed be verified by an LCPDL formula. It says that, whenever an equality check r = r occurs in the symbolic run, then the pids stored in r and r have a common origin. This can be conveniently expressed in terms of loop and converse. Note that guards are checked at stage h = 1 of the corresponding transition:
The next path formula connects the first coordinate of a process i with the first coordinate of another process i if some guard forces the pid of i to be smaller than that of i :
Note that, here, we use the (strict) transitive closure. Consistency of <-guards now reduces to saying that there is no π < -loop: ψ < = ¬ → * loop(π < ). Finally, we can easily write an LCPDL formula ψ col that checks whether every column
From DataPDL to LCPDL. Next, we inductively translate every local DataPDL (D) formula ϕ into an LCPDL(D) formula ϕ. The translation is given in Figure 5 . As mentioned before, the first column in a table plays the role of a marked process so that m = ¬ ← . The standard formulas are translated as expected. Now, consider π r < π r (the remaining cases are similar). To "prove" π r < π r at a given position in a symbolic run, we require that there are a π-path and a π -path to coordinates x and x , respectively, whose registers r and r satisfy r < r . To guarantee the latter, the pids stored in r and r have to go back to coordinates that are connected by a π < -path. Again, using converse, this can be expressed as a loop (cf. Figure 6 ). Note that, hereby, A 2 r and A 2 r refer to stage h = 2, which reflects the fact that DataPDL speaks about configurations (determined after updates).
Lemma 13. Let T ∈ {T χ | χ is a run of D} and ϕ be a local
Using Lemmas 12 and 13, we can now prove Lemma 14 below. Together with Theorem 11, the upper bound of Theorem 10 follows.
π is inductively obtained from π by replacing tests {ϕ}? by { ϕ}?, → by →, and ← by ← 
Conclusion
In this paper, we provided a conceptually new approach to the verification of distributed algorithms that is robust against small changes of the model. Actually, we made some assumptions that simplify the presentation, but are not crucial to the approach and results. For example, we assumed that an algorithm is synchronous, i.e., there is a global clock that, at every clock tick, triggers a round, in which every process participates. This can be relaxed to handle communication via (bounded) channels. Second, messages are pids, but they could contain message contents from a finite alphabet as well. Though the restriction to the class of rings is crucial for the complexity of our algorithm, the logical framework we developed is largely independent of concrete (ring) architectures. Essentially, we could choose any class of architectures for which LCPDL is decidable.
We leave open whether round-bounded model checking can deal with full DataPDL, or with properties of the form ∀ rings ∃ run ∀ m ϕ, which are branching-time in spirit.
A Proof of Theorem 9
The following remark will be exploited in the proof of Theorem 9 and for the lower-bound proof of Theorem 10.
Remark 15.
Note that the only way to communicate information from one process to another is by exchanging and comparing pids. However, we can simulate the exchange of messages from a finite alphabet B = {b 1 , . . . , b k } that can be compared for equality.
Assume a ring R = (n : p 1 , . . . , p n ). A possible protocol for simulation can employ a leader election algorithm first. Afterwards, the leader identifies k distinct pids (say the k closest pids on its left), and transmits them to all other processes who keep them in dedicated registersr 1 , . . . ,r k . After this initialization phase, the actual simulation can take place with the convention that message b j is identified by the pid inr j (of any process). In order for the simulation to work, we have to require that n ≥ k.
The drawback of the above protocol is that the initialization phase requires log(n) rounds. Below we describe another protocol where the initialization can be achieved in k rounds.
Assume a ring R = (n : p 1 , . . . , p n ) and that n ≥ k. Each process has k + 1 dedicated registersr 0 , . . . ,r k . After the initialization (described below), for each process i, registerr j holds p i−j (modulo n). Thusr j of process i holds the same value asr j+1 of process i + 1.
Conventions. To send message b j to left, a process simply sends the contents ofr j . On the other hand, to send message b j to right, it sends the contents ofr j−1 . When a process receives a message from the left, it compares it with registersr 1 , . . . ,r k , and if it matchesr j then the message is interpreted as b j . On receiving from right, on contrary, it is compared tô r 0 , . . .r k−1 , and if it matchesr j then the message is interpreted as b j+1 .
Initialization. It uses k + 1 control states s 0 , . . . , s k . At s 0 , all registers have self pid. This fills in the correct value forr 0 . In round j, a process moves from s j−1 to s j , sendinĝ r j−1 to the right and receiving inr j from the left.
Notice that this simulation cannot be used to forward a message to another process using fwd-commands in between. However, the lower bound proofs presented below do not rely on fwd-commands.
Proof of Theorem 9. We give a reduction from the halting problem of Turing machines. It is equivalent to checking whether a given Turing machine TM can never reach a specific target state (call it halt) on any (some) input. Let S TM be the set of control states of a Turing machine. Let B TM be the tape alphabet of the Turing Machine. Wlog., we assume that the TM starts on the empty tape. From the empty tape, it may simulate an arbitrary input using non-determinism. We also assume that, on reaching the state halt, it writes halt in the current cell. Thus halt ∈ S TM and halt ∈ B TM . We describe the distributed algorithm D TM .
Intuitively, the number of processes in the ring gives an upper bound to the space needed by the Turing machine. Every process will correspond to a cell in the Turing machine's work tape. Since there is no specific starting process for a ring, we run a leader election algorithm first, and the leader will act as the leftmost cell of the tape. The i-th process to the right of the leader acts as the i-th tape cell. The local state of processes indicate the corresponding cell contents. It also indicates whether the head is currently present at the respective cell. Thus the local states are pairs of the form (sym, head) where sym ∈ B TM indicates the content of a tape cell, and head is a boolean value denoting the presence of the head of the Turing machine at the current cell. Initially, only the leader process has the head bit set true. In the simulation, only the process with head = true can send messages, and once it emits a message, the head bit is turned false. The process that receives the message turns the head bit true. The message alphabet (cf. Remark 15) is S TM which denotes the target control state upon simulating one transition of the Turing machine. The control state of the TM is stored in a designated register r state .
We describe the construction in detail now. There are two preliminary phases to facilitate the actual simulation. In phase 1, the processes agree upon the message alphabet S TM as described in Remark 15. This phase requires |S TM | + 1 registers and local states. Recall that the ring must have size bigger than |S TM | for simulating the encoding described in Remark 15. Otherwise, the distributed algorithm will be blocked in this phase. However, our reduction would still work because of two reasons. First, our specification will be true for rings smaller than this threshold. This is, in a sense, reducing the model-checking problem with ∀ rings ∀ runs ∀ m prefix to another model-checking problem where the prefix is rephrased to "All rings of size bigger than " (here, = |S TM |). Second, the run which uses only a small amount of tape can be simulated on a big tape. (It maintains the unnecessary cells on the right with the empty tape symbol always. In our simulation these processes will be in the state ($, false).) Notice that, the number of processes in the ring is only an upper bound of (rather than exact) space needed by the Turing machine.
Phase 2 simulates a leader-election protocol, say, the Dolev-Klawe-Rodeh algorithm. The pid of the leader is stored in all processes in a special register r leader . Recall that the leader process will act as the leftmost cell of the tape. A process can always check whether it is the leftmost by comparing the value of r leader to the register id. This check will be used in guards later in transitions involving moving the head of TM to the left.
Once phase 2 is completed, the configuration of the ring proceeds to represent the initial configuration of TM. For this, all processes other than the leader will move to the state ($, false), i.e., representing the empty tape cell and indicating the absence of the head. The leader process will move to the state ($, true). On taking this transition, the register r state of all the processes are set to hold the initial state of the Turing machine.
The simulation of the Turing machine works as follows. Consider a transition of the Turing machine which checks that the current state is s and the current cell contains a, updates the cell content to b, moves the head to the left and updates the control state to s . The distributed algorithm will have a transition which moves from local state (a, true) to (b, false) which also (i) ensures (by a guard) that r state contains the encoding of s, (ii) ensures (by a guard) that it is not the leftmost cell (r leader = id), and (iii) sends the encoding of s to the left. For this transition to take place, there are complementary transitions at the receive end which go from (-, false) to (-, true) upon receiving a value from a neighbor (left or right) to its register r state . In fact, such a receive transition is enabled for all processes in all the states. Other transitions of the Turing machine are also implemented similarly. Notice that message transmissions are performed by a process only if head = true. Notice also that the leader process does not send to left. Also, there are no forwarding states.
There is actually one subtlety here that arises from the fact that receptions are nonblocking. We have to make sure that a process is aware whether a "real" message was received or not. To do so, we introduce a register r ⊥ , containing a special message ⊥. Note that the first preliminary phase must indeed be executed for an extended message alphabet that also includes the special symbol ⊥. For incoming messages, a process will use a special register r in , which initially contains ⊥. After executing a receive action, a process will check whether r in = r ⊥ , which makes sure that a message has indeed arrived. The subsequent update will then execute r in := r ⊥ to reset r in .
Finally, the specification ϕ TM checks that there is no process in the state (halt, true). Thus, if the model-checking problem answers negatively, then there is a ring and a run which encodes a valid Turing machine computation on a tape of size bigger than S TM (which also simulates any smaller size tape) and still reaches the halt state:
This concludes the proof of Theorem 9.
B Proof of Lower bound of Theorem 10
Proof. To prove the lower bound, we give a polynomial reduction from the intersectionemptiness problem of finite state automata. That is, given k finite-state automata A 1 , . . . , A k over a finite alphabet Σ, where
This problem is known to be PSPACE-complete. We will need only unidirectional rings for our reduction. We construct the distributed algorithm D as follows.
The number of processes in the ring corresponds to the length of a candidate word accepted by all the automata A i . Each process thus corresponds to a position in the word. The local state of the process remembers the letter from Σ at the respective position. The message contents will be the states of the automata. A preliminary phase sets the message alphabet as per Remark 15. At round i after the preliminary phase, all the processes try to simulate a transition of automaton A i on the respective position. We give the details below.
In a preliminary phase, the distributed algorithm establishes the finite message alphabet B = i Q i . This requires |B| + 1 states, registers, and rounds. In case the ring is smaller than |B|, the distributed algorithm will be blocked in this phase. However, our reduction would still work because of two reasons. First, our specification will be true for rings smaller than this threshold. Second, if a word is accepted by all the automata A i , then acceptance of that word can be simulated on arbitrarily large rings. This will become clear below when we give the actual construction.
The register used for sending the value of a state s to the right is denoted EncOf(s). On receiving a value from the left, let DecOf(s) be the register against which it is compared to ensure that the received value corresponds to state s.
After the preliminary phase, a process non-deterministically moves to a local state from the set (Σ ∪ {$}) × [1] . The special symbol $ marks that a candidate word may start at the right of this process and end at the left of this process. The local state may also remember an index i from [k] , indicating that it is currently simulating A i . For each a ∈ Σ and i ≤ k, we have a transition of the form if f ∈ F i . Notice that the symbol associated to a process does not change in any of these transitions.
Thus, the number of rounds needed by the distributed algorithm is b = |B| + m + 1, which is polynomial in the size of the input to intersection emptiness problem of finite state automata. The size of the distributed algorithm D is also polynomial.
Finally, the DataPDL (D) formula states that a state of the form ($, k + 1) cannot be reached:
Notice that, if the bounded model checking answers no, then there are a ring, a run, and a marked process m such that m eventually reaches the state ($, k + 1). This means that, on all states ($, i), m has received a state f i ∈ F i . Let m be the first process on the left of m which has a state of the form ($, i). Note that m can be same as m. The word represented by the states of the processes between m and m is in i L(A i ). Note that, even if this is the empty word (that is, m is the left neighbor of m), it must be in the intersection since init i ∈ F i for every automaton A i . On the other hand, if the intersection is non-empty, there is a run that violates the specification.
Thus, the bounded model checking of D answers yes if, and only if, the intersection of the L(A i ) is empty.
This proves the PSPACE lower bound stated in Theorem 10.
C Proof of Theorem 11
We can restrict to pictures of height k = b (rather than k ≤ b), since checking satisfiability for every height separately does not change the complexity. We reduce the problem to words, for which LCPDL satisfiability is known to be PSPACE-complete [15] (since formulas from LCPDL have bounded intersection width). A picture T = (n, k, λ) is considered as the word
+ . Thus, the columns are written horizontally rather than vertically. When translating an LCPDL formula over tables into an LCPDL formula over words, going to the left or right involves some modulo counting: ← is translated to ← k+1 , and → is translated to → k+1 . An additional difficulty stems from the fact that we allow automata as path expressions, but it is straightforward to integrate them into the construction of an alternating two-way automaton from [15] .
D Proof of Lemma 12
Let us first introduce some notation. Let
are not checked. That is, target and source states are not necessarily matching, and =-and <-guards are ignored. Thus, every run is a pseudo run, but not vice versa. We define T χ and Pos(χ) in exactly the same way as for runs. To prove Lemma 12, we will need two further lemmas:
Given a (pseudo) run
Lemma 16. For all pseudo runs χ of D, coordinates (i, j), (i , j ) ∈ Pos(χ), and registers r ∈ Reg, the following hold:
Proof. Let the pseudo R-run in question be given by χ = C 0
To be able to perform an induction, we show a more general statement that captures both (a) and (b) . To this aim, we define the automaton A 0 r in the expected manner, i.e., where the only final state is (0, r). We will show, for all h ∈ {0, 1, 2},
Here, χ Before we come to the actual proof of (1), we define the relation
where Conf = Pos(χ) × {0, 1, 2} × Reg. The idea is that −→ χ captures the flow of pids in χ. We let −→ χ be the least relation satisfying the following: j, r , 2) if r = r and (r := r) ∈ t j i , or r = r and (r :
We will show that, moreover, we have
To prove this, we distinguish four cases:
• Suppose θ = loc. Then, we can assume h = 0 and h = 1. We have
• Suppose θ = upd. We can assume h = 1 and h = 2. We distinguish two subcases.
1.
Suppose r = r . Then, we have
• Suppose θ = next. We can assume h = 2 and h = 0. We have
We are now ready to prove (1) .
Tχ always implies j = 0, since the automaton has to read {¬ ↑ }? before it can accept at all (its initial state ι is not a final state).
Consider an (accepting) execution
By (2), we obtain j 1 ) , . . . , (i , j ) = (i, j) ∈ Pos(χ), registers r 1 , . . . , r = r, stages 0 = h 1 , . . . , h = h ∈ {0, 1, 2}, and θ 2 , . . . , θ ∈ {loc, upd, next, msg} such that (therefore, (u, 0) = (i 1 , j 1 )), and
By (2), we have
This concludes the proof of Lemma 16.
Lemma 17. For all
Proof. There are two directions to show. 
Let χ ∈ Runs(T ). By Lemma 16, we have χ
We denote the processes in question by u and u . Suppose that ((u, 0) 
We are going to show that there is χ ∈ Runs(T ) such that χ
In particular, u ≺ u . By direction (⇒), we have that ≺ is a (strict) partial order.
Let R = (n : p 1 , . . . , p n ) be any ring such that (i) p u ≥ p u and (ii) for all i, i ∈ [n], i ≺ i implies p i < p i . Since ≺ is a strict partial order and u ≺ u , such a ring must exist. Now, note that there is a unique pseudo R-run . . , t j n ) ∈ ∆ n ) such that T χ = T . We will show that χ is indeed also an R-run, which concludes the proof.
Let (i, j) ∈ Pos(T ) and r, r ∈ Reg such that (r < r ) ∈ t • Suppose T ∈ L(ψ col ). Obviously, this implies T ∈ T D .
• Suppose T ∈ (ψ = ). Recall that • Suppose T ∈ L(ψ < ) where ψ < = ¬ → * loop(π < ). Then, there is i ∈ [n] such that T, (i, 0) |= loop(π < ). By Lemma 17, we have χ 
E Proof of Lemma 13
We show a more general statement. First, call a local DataPDL formula ϕ good if it does not contain any guard of the form < or ≤. Recall that we set T D = {T χ | χ is a run of D} and, for a table T ∈ ∆ ++ , Runs(T ) = {χ | χ is run of D such that T χ = T }.
We will simultaneously show the following statements:
• For all local DataPDL (D) formulas ϕ:
(a) for all T ∈ T D and (i, j) ∈ Pos(T ),
T, (i, j) |= ϕ ⇐⇒ χ, 1, (i, j) |= ϕ for all χ ∈ Runs(T ).
• For all good local DataPDL (D) formulas ϕ: (b) for all runs χ of D and all (i, j) ∈ Pos(χ),
• For all DataPDL (D) path formulas π: We first consider local formulas. We proceed by induction on the structure of ϕ. Note that (b) is a stronger statement: when we show that (b) holds for a formula, then (a) holds for that formula, too.
• Suppose ϕ = m. It is enough to show (b) . Recall that m = ¬ ← . We have T χ , (i, j) |= ¬ ← ⇐⇒ i = 1 ⇐⇒ χ, 1, (i, j) |= m.
• Suppose ϕ = s ∈ S. Again, it is enough to show (b) . Recall that s = goto s. By the definition of runs, the semantics of DataPDL , and T χ , we have that T χ , (i, j) |= goto s ⇐⇒ χ, 1, (i, j) |= s.
