In this paper we develop Caccioppoli-type estimates for arbitrary convex vectors and the vectors having both convex and concave arguments. To do this, we first develop these estimates for smooth convex vectors and then, through mollification, extend the results for arbitrary convex vectors. These types of estimates are valuable in the problems of financial mathematics for the establishment of the optimal investment strategies.
Introduction
Mathematical inequalities are the branch of mathematics having wide applications in the theory of optimizations, mathematical finance, theory of uniform approximations, ordinary and partial differential equations, game theory, mathematical economics, etc. Thus the development of the new inequalities often puts on a firm foundation the heuristic technique one uses in the applied sciences.
The classical work of Hardy, Littlewood and Polya [] introduced the inequalities as a field of mathematics. Hardy et al. [] and Beckenbach and Bellman [] are considered as the classical references in this field. In order to understand the use of inequalities in optimization and uniform approximations, we refer to [] and [] . Usually the payoff function of the various options (for example, European and American options) in mathematical finance is convex and this property leads to the corresponding value function to be convex with respect to the underlying stock price (see for details El Karoui et al. [] and Hobson [] ). Traders and practitioners dealing with real-world financial markets use the value function to construct an optimal hedging process of the options. When the value function is unknown, they use the above property to construct uniform approximations to the unknown optimal hedging process. In this construction one has to pass some weighted integrals involving weak partial derivative of the value function. For this purpose, Shashiashvili and Shashiashvili [] introduced a very particular weighted integral inequality for the derivative of convex functions bounded from below with a very particular weight function, and with this they opened a new direction in the field of weighted inequalities. Hussain et al.
[, ] extended this work to a variety of convex functions and subsequently applied to the hedging problems of financial mathematics. Saleem et al. [] studied the weighted reverse Poincaré-type inequalities for the difference of two weak sub-solutions.
For convenience we will use the following notations and definitions:
, where
is smooth convex if
The vector F(x) in (.) is arbitrary convex provided
for each λ ∈ [, ] and all x, y belongs to R. 
The vector addition and scalar multiplication is defined in the usual way: For
the vector addition is defined as
and scalar multiplication as
The vector composition is defined as follows:
The vector F(x) is said to be increasing (decreasing) vector if f i (x) are increasing (decreasing) functions ∀i = , , . . . , n.
The following properties are easy to prove. 
, and G(x) be the vector such that g i (x) are increasing functions ∀i = , . . . , j and g i (x) are decreasing functions ∀i = j + , . . . , n; then
The paper is organized as follows: In next section, we develop reverse Poincaré-type inequalities for the difference of two smooth convex vectors. Then through a classical mollification technique, we pass to arbitrary convex vectors.
In the last section, we prove the existence, integrability, and weighted energy inequality for the weak partial derivative of convex vectors. These results can be directly applied to problems of mathematical finance, especially to discrete time hedging of the European and American type options.
The reverse Poincaré-type inequalities for smooth vectors and approximation of arbitrary convex vectors by smooth ones
Let h(x) be the weight function which is non-negative and twice continuously differentiable and satisfying
with a ≤ x ≤ b, we arrive at the following result of Hussain, Pečarić, and Shashiashvili [].
Lemma . Let the smooth convex functions f (x) and g(x) and non-negative weight function h(x) be defined on the interval I, satisfying (.); we have
This result gives the following estimate for n-dimensional convex vectors.
Lemma . Let F(x) and G(x) be two n-dimensional convex vectors on the interval I n and
h(x) be a smooth non-negative weight function satisfying (.); then the following energy estimate is valid:
If f (x) and g(x) are concave functions on the interval I then -f (x) and -g(x) become convex. Hence, we get the following result.
Lemma . Let f (x) and g(x) be any two smooth concave functions on the interval I and h(x) be a non-negative weight function satisfying (.). The following estimate holds:
Taking the supremum on both sides of (.), we find the following.
Corollary . Let the n-dimensional smooth convex vectors F(x) and G(x) in interval I
n and non-negative weight function h(x) satisfies (.), we get the following estimate:
For concave n-dimensional vectors we have the following estimate.
Corollary . Let F(x) and G(x) be n-dimensional concave vectors on I n and h(x) be the non-negative smooth weight function satisfying
The next theorem gives the reverse Poincaré inequality for the difference of vectors belonging to χ 
Proof Let us express
Using Lemma . in the first series on the right side of the latter expression, we obtain
and Lemma . in the second series, we get
On combining the inequalities (.) and (.) we have the required inequality (.).
Remark . Using the supremum norm in (.), we obtain the following inequality:
Corollary . Let F(x) and G(x) be any two twice continuously differentiable n-dimensional convex vectors defined on a closed bounded interval [a, b] and weight function h(x) given in [] and [] as h(x)
Then we get the estimate
Using the latter value in (.), we obtain the desired estimate.
We define the vector convolution for F(x) ∈ χ [j+,n] [,j] [a, b] in the following way: Assume
to be an n-dimensional vector and = (  ,  , . . . , n ), with i ≥  with →  means {max(  ,  , . . . , n )} → . Take
. . , n, where c i is the constant such that
Now we define the convolution as
where f i * θ i is defined as
If f i is continuous then f i converges uniformly to f i in any compact subset K i ⊆ I i.e.
We claim that F ∈ χ
e. f i is a convex function ∀i = , , . . . , j and concave for ∀i = j + , . . . , n. It can be seen in the following way:
We can write
(  .   )
For i = , . . . , j, we have
while, for i = j + , . . . , n,
Existence of weak derivative and reverse Poincaré-type inequality for arbitrary convex vectors
Throughout this section we use I k = I(x  , r k ) where the radius r k is defined as
It is trivial that I k ⊂ I k+ and
is the space of infinite times continuously differentiable functions having compact support. We may take a particular weight function for interval I as
It is trivial that h(x) is non-negative ∀x ∈ I and h(x) = h (x) =  for all x ∈ ∂I. We also define the corresponding weight functions h k for the interval I k as
We arrive at the following result.
Theorem . The arbitrary convex vector F(x) possesses a weak derivative F (x) over the interval I = I(x  , r) and satisfies
where h(x) is the weight function satisfying (.).
Proof Take F (x), the mollification of the arbitrary convex vector F(x) as defined in (.).
Since F(x) is continuous on the interval I, thus by the properties of mollification it is well known that on any closed interval I k ⊂ I, we have
Let us choose =  m , m = , , . . . , n, then the above convergence becomes
Since I k ⊂ I for p, m ∈ N, we write inequality (.), for the vectors F p and F m ,
This implies that
By the completeness of the space L ∞ (I k ), there exists an n-dimensional measurable vector
Let us extend g k , outside the interval I k by , and let us define
It is trivial that g(x) = g k (x) on the interval I k . We claim that
is the weak derivative of
To show this it is enough to prove that g i (x) is the weak partial derivative of f i (x) for all i = , , . . . , n. To do this, let us take φ ∈ C ∞  (I). Then φ ⊂ I k for some k.
Thus g i (x) is the weak derivative of f i (x) for i = , , . . . , n.
Writing the inequality (.) for F = F m and G = , we have
and we denote
we get
Taking the limit as m → ∞, we get
Since I k ⊆ I k+l , we have
In the last integral, letting l → ∞ we find
Since the above integral is bounded for each k, we have
This completes the proof. Taking the limit as m → ∞, we get
Theorem . Let F(x) and G(x) be two arbitrary convex vectors that belong to χ
As I k ⊂ I k+l , taking the limit as l → ∞, we obtain
Using Theorem ., we get
By letting k → ∞, we complete the proof.
