We give laws of large numbers (in the L p sense) for the total length of the k-nearest neighbours (directed) graph and the j-th nearest neighbour (directed) graph in R d , d ∈ N, with power-weighted edges. We deduce a law of large numbers for the standard nearest neighbour (undirected) graph. We give the limiting constants, in the case of uniform random points in (0, 1) d , explicitly. Also, we give explicit laws of large numbers for the total power-weighted length of the Gabriel graph and two further graphs that are related to the standard nearest-neighbour graph: the on-line nearest-neighbour graph and the minimal directed spanning forest. Given a locally finite point set X ⊂ R d , d ∈ N, and a positive integer k, the k-nearest neighbours (undirected) graph on X , denoted k-NNG(X ), is the graph with vertex set X obtained by including {x, y} as an edge whenever y ∈ X is one of the k nearest neighbours of x ∈ X , and/or x is one of the k nearest neighbours of y. The k-nearest neighbours (directed) graph on X , denoted k-NNG ′ (X ), is the graph with vertex set X in which each point is connected (by a directed edge) to each of its k nearest neighbours.
Introduction
Graphs constructed on random point sets in R d (d ∈ N), formed by joining nearby points according to some deterministic rule, have recently received considerable interest. Such graphs include the geometric graph, the minimal-length spanning tree, and (as studied in this paper) the nearest-neighbour graph and its relatives. Applications include the modelling of spatial networks, as well as statistical procedures. Many aspects of the large-sample asymptotic theory for such graphs, which are locally determined in a certain sense, are by now quite well understood. See for example [20, 25, 26, 30, 31, 35, 37] .
The graphs that we study in this paper are based on edges between nearest-neighbours, sometimes in some restricted sense. A unifying characteristic of these graphs is stabilization, i.e. (roughly speaking) the configuration of edges around any particular vertex is not affected by changes to the vertex set outside of some sufficiently large (but finite) ball. Thus these graphs are locally determined in some sense. General stabilization methodology provides laws of large numbers (LLNs) for functionals defined on such graphs, in particular, the total power-weighted length (as considered here). The graphs considered here permit explicit computation of the limiting constants. uniform random points in (0, 1) 2 .
We also consider the minimal directed spanning forest (or MDSF for short), which can be described as follows. The MDSF is constructed on a partially ordered point set in R d by connecting each point to its nearest neighbour amongst those points that precede it in the partial order (if any such points exist). If the MDSF is a tree, we refer to it as the minimal directed spanning tree (MDST).
The MDST was introduced by Bhatt and Roy in [8] as a model for drainage or communications networks, in d = 2, with the 'coordinatewise' partial order * , such that (x 1 , y 1 ) * (x 2 , y 2 ) if x 1 ≤ x 2 and y 1 ≤ y 2 . In this version of the MDSF, each point is joined by an edge to its nearest neighbour in its 'south-westerly' quadrant. For background on the hydrological motivation, see [33] .
Subsequently the MDST/F has been studied in [3, 27, 28] , in the case of partial order * . Here we consider a general family of partial orders on R 2 . Figure 1 gives an example of a MDSF under * .
In this paper we give LLNs for the total power-weighted length of the random MDST/F on independent uniform random points in (0, 1) 2 ; we state this in Theorem 2.4 for a family of MDSFs indexed by partial orderings on R 2 , which include * as a special case. Corresponding convergence in distribution results for the total power-weighted length of the MDSF are given in [28] .
Definitions and main results
Let X be a finite point set in R d , and let · be the Euclidean norm. Write card(X ) for the cardinality (number of elements) of X . Let j ∈ N. A point x ∈ X has a j-th nearest neighbour y ∈ X \ {x} if card({z : z ∈ X \ {x}, z − x < y − x }) = j − 1. 
The k-nearest neighbours and j-th nearest neighbour graphs
Let j ∈ N. In the j-th nearest neighbour (directed) graph on X , denoted j-th NNG ′ (X ), each point of X is joined by a directed edge to its j-th nearest neighbour only.
Let k ∈ N. In the k-nearest neighbours (directed) graph on X , denoted k-NNG ′ (X ), each point of X is joined by a directed edge to its first k nearest neighbours in X (i.e. each of its j-th nearest neighbours for j = 1, 2, . . . , k). Clearly the 1-th NNG ′ and 1-NNG ′ coincide, and in this case we have the standard nearest neighbour (directed) graph. See Figure 2 for realizations of particular j-th NNG ′ , k-NNG ′ .
We also consider the k-nearest neighbours (undirected) graph on X , denoted k-NNG(X ), in which an undirected edge connects points x, y ∈ X if x is one of the k nearest neighbours of y, and/or y is one of the k nearest neighbours of x.
Let w :
be a weight function on edges, assigning weight w(x, y) to the edge between x ∈ R d and y ∈ R d . A case of particular interest is when the weight is taken to be power-weighted Euclidean distance. In this case, for some α ≥ 0, we have weight function on x, y ∈ R d given by
From now on we take the point set X to be random, in particular, for n ∈ N, we take X = X n , where X n = (X 1 , X 2 , . . . , X n ), for X 1 , . . . , X n independent random vectors in R d with common density function f . For some of our results, we assume one of the following conditions on f -either (C1) f is supported by a convex polyhedron in R d and is bounded away from 0 and infinity on its support; or In many cases, we take f (x) = 1 for x ∈ (0, 1) d and f (x) = 0 otherwise, in which case we denote X n = U n = (U 1 , U 2 , . . . , U n ), the binomial point process consisting of n independent uniform random vectors on (0, 1) d . Note that, with probability one, X n has distinct inter-point distances so that all the nearest-neighbour type graphs on X n that we consider are almost surely unique. Let L d,α j (X n ), L d,α ≤k (X n ) denote respectively the total weight of the j-th nearest neighbour (directed) graph, k-nearest neighbours (directed) graph on X n ⊂ R d , for d ∈ N, under weight function w α given by (1) , for α ≥ 0. Note that
the volume of the unit d-ball (see e.g. [19] equation (6.50)). Theorems 2.1 and 2.3 below feature the constant C(d, α, k), defined for d ∈ N, α ≥ 0, k ∈ N by
In Table 1 we present some values for C(d, α, k) with α = 1 and some small values of k, d. Also, C(1, α, 1) = 2 −α Γ(1 + α). From (4), by routine asymptotic calculations based on Stirling's formula, we obtain the limiting expressions:
Our first main result is Theorem 2.1 below, in which we give LLNs for L d,α j (X n ) and L d,α ≤k (X n ), complete with explicit expressions for the limiting constants. We prove Theorem 2.1 along with all our results in Section 3. Let supp(f ) denote the support of f . Recall that under condition (C1), supp(f ) is a convex polyhedron; under condition (C2), supp(f ) is R d . Theorem 2.1 Let d ∈ N. Suppose the weight function is w α given by (1) . The following results hold, with p = 2, for α ≥ 0 if the density function f satisfies condition (C1), and, with p = 1, for 0 ≤ α < d if f satisfies condition (C2).
(a) For j-th NNG ′ on R d with weight function w α , we have, as n → ∞,
In particular,
Remarks. (a) If we use a different norm on R d than the Euclidean, Theorem 2.1 remains valid with v d appropriately redefined to be the volume of the unit d-ball in the chosen norm.
(b) LLNs for the k-NNG ′ total length functional can be found in [21] . Theorem 8.3 of [37] gives a LLN (with complete convergence) for L d,1
≤k (X n ). Our Theorem 2.1, without the explicit constants, follows from Theorem 2.4 of [31] . In none of these are the limiting constants evaluated explicitly. Avram and Bertsimas (Theorem 7 of [2] ) state (without proof) a result on the limiting expectation (and hence the constant in the LLN) for the j-th NNG ′ (U n ) in d = 2, with α = 1, which they attribute to Miles [22] (see also page 101 of [37] ). From (5) we have
The constant in [2] is given as
which simplifies (by induction on j) to π −1/2 Γ(j + (1/2))/Γ(j), the α = 1, d = 2 case of (8).
(c) Related results are the asymptotic expressions for expectations of j-th nearest neighbour distances in finite point sets given in [24] and [14] . The results in [24] are consistent with the α = 1 case of our (7) . The result in [14] includes general α and certain non-uniform densities, although their conditions on f are more restrictive than our (C1); the result is consistent with (6) . Also, [14] gives (equation (6.4)) a weak LLN (with convergence in probability) for the empirical mean k-nearest neighbour distance. With Theorem 2.4 of [31] , the results in [14] yield LLNs for the total weight of the j-th NNG ′ and k-NNG ′ only when d − 1 < α < d (due to the rates of convergence given in [14] ). Our methods yield LLNs for any α > 0 under (C1), and also encompass a wider class of density functions f .
(d) Smith [34] gives, in some sense, expectations of randomly selected edge lengths for nearest-neighbour type graphs defined on the homogeneous Poisson point process of unit intensity in R d , including the j-th NNG ′ , nearest-neighbour (undirected) graph, and Gabriel graph. His results coincide with ours only for the j-th NNG ′ , since here each vertex contributes a fixed number (j) of directed edges: equation (5.4.1) of [34] matches the expression for our C(d, 1, k).
From our results on nearest neighbours (directed) graphs, it is possible to obtain results for nearest neighbours (undirected) graphs, in which if x is a nearest neighbour of y and vice versa, then the edge between x and y is only counted once. As an example, we give the following result.
For α ≥ 0 and d ∈ N, let N d,α (X n ) denote the total weight, with weight function w α as given by (1), of the nearest neighbour (undirected) graph on X n ⊂ R d . Recall the definition of v d , the volume of the unit d-ball, from (3). For d ∈ N, let ω d be the volume of the union of two unit d-balls with centres unit distance apart.
Suppose that the weight function is w α , α ≥ 0, as at (1) . Suppose that the density function f satisfies condition (C1). As n → ∞,
In particular, when d = 2 we have, for α ≥ 0
and when d = 2, α = 1, we get
Finally, when d = 1, α = 1, we have N 1,1 (U n )
Remark. Note that when α = 0, N d,0 (X n ) counts the number of vertices, minus one half of those that are nearest-neighbours of their own nearest-neighbour, i.e. n minus one half of what is sometimes called the 'cliquishness' of the graph. In this case (9) says that
. This is consistent with results of Henze [17] for the fraction of points that are the ℓ-th nearest neighbour of their own k-th nearest neighbour; in particular, (see [17] and references therein) as n → ∞, the probability that a point is a nearest-neighbour of its own nearest-neighbour tends to v d /ω d . It may be possible to obtain more general results for the total weight of the undirected graphs k-NNG(X n ) (k = 2, 3, . . .) using our methods, and by modifying the methods of [17] .
The on-line nearest-neighbour graph
We now consider the on-line nearest-neighbour graph (ONG). Let d ∈ N. Suppose x 1 , x 2 , . . . are points in (0, 1) d , arriving sequentially; the ONG on vertex set {x 1 , . . . , x n } is formed by connecting each point x i , i = 2, 3, . . . , n to its nearest neighbour amongst the preceding points in the sequence (i.e. x 1 , . . . , x i−1 ), using the lexicographic ordering on R d to break any ties. We call the resulting tree the ONG on (x 1 , x 2 , . . . , x n ).
From now on, for our results on the ONG, we take our sequence of points to be random. We restrict our analysis to the case in which we have independent uniformly distributed points U 1 , U 2 , . . . on (0, 1) d . One could consider more general distributions, as in the previous section.
In order to obtain our LLN (Theorem 2.3 below), we modify the setup of the ONG slightly. Let U n be a marked random finite point process in R d , consisting of n independent uniform random vectors in (0, 1) d , where each point U i of U n carries a random mark T (U i ) which is uniformly distributed on [0, 1], independent of the other marks and of the point process U n . The points are listed in increasing order of mark, i.e. the marks represent time of arrival. With this ordering, we connect each point of U n to the nearest point that precedes it in the ordering, if such a point exists, to obtain a graph that we call the ONG on the marked point set U n . This definition extends to infinite but locally finite point sets.
Clearly the ONG on the marked point process U n has the same distribution as the ONG (with the first definition) on a sequence U 1 , U 2 , . . . , U n of independent uniform points on (0, 1) d .
For d ∈ N and α ≥ 0, let O d,α (U n ) denote the total weight, with weight function w α as given by (1), of ONG(U n ). The next result gives a LLN for the total weight of the ONG on uniform random points in (0, 1) d .
as given by (4), we have that as n → ∞
Further results, going beyond LLNs, including the case α ≥ d not dealt with in Theorem 2.3, are given in [29] . See also [26] .
The minimal directed spanning forest
The minimal directed spanning forest is related to the standard nearest-neighbour (directed) graph, with the additional constraint that edges can only lie in a given direction. We define the graph precisely below. We work in the same framework as [27] ; see that paper for more detail. Suppose that V is a finite set endowed with a partial ordering . A minimal element,
The partial ordering induces a directed graph G = (V, E), with vertex set V and with edge set E consisting of all ordered pairs
there exists a unique directed path in T that starts at v and ends at some sink u ∈ V 0 . In the case where V 0 consists of a single sink, we refer to any DSF on V as a directed spanning tree (DST) on V . If we ignore the orientation of edges then (see [27] ) a DSF on V is indeed a forest and, if there is just one sink, then any DST on V is a tree.
Suppose that the directed graph (V, E) carries a weight function w :
If V has a single sink, then a minimal directed spanning forest on V is called a minimal directed spanning tree (MDST) on V .
For
n v denote a directed nearest neighbour of v (chosen arbitrarily if v has more than one directed nearest neighbour). Then (see [27] ) the subgraph (V, E M ) of (V, E), obtained by taking
Thus, if all edge-weights are distinct, the MDSF is unique, and is obtained by connecting each non-minimal vertex to its directed nearest neighbour.
For what follows, we consider a general type of partial ordering of R 2 , denoted θ,φ , specified by the angles θ ∈ [0, 2π) and φ ∈ (0, π]. For x ∈ R 2 , let C θ,φ (x) be the closed cone with vertex x and boundaries given by the rays from x at angles θ and θ + φ, measuring anticlockwise from the upwards vertical. The partial order is such that, for
We shall use * as shorthand for the special case
, which is of particular interest, as in [8] . In this case u
The symbol will denote a general partial order on R 2 . Note that in the case φ = π, (13) does not, in fact, define a partial order on the whole of R 2 , since the 'antisymmetric' property (x y and y x implies x = y) fails; however it is, with probability one, a true partial order (in fact, a total order) on the random point sets that we consider here.
We do not permit here the case φ = 0, which would almost surely give us a disconnected point set. Nor do we allow π < φ ≤ 2π, since in this case the directional relation (13) is not a partial order, since the transitivity property (if u v and v w then u w) fails for π < φ ≤ 2π.
The weight function is given by power-weighted Euclidean distance, as at (1). Moreover, we shall assume that V ⊂ R 2 is given by V = X n , where (as before) X n is a point process consisting of n independent random points on (0, 1) 2 with common density f . When the partial order is * , as in [8] , we also consider the point set X 0 n := X n ∪ {0} (where 0 is the origin in R 2 ) on which the MDSF is a MDST rooted at 0.
Note that in this random setting, each point of V almost surely has a unique directed nearest neighbour, so that V has a unique MDSF, which does not depend on α. Denote by M α (V ) the total weight of all the edges in the MDSF on V .
Theorem 2.4 presents LLNs for the total edge weight for the general partial order θ,φ and α ∈ (0, 2). We state the result for n points uniformly distributed on (0, 1) 2 , i.e. X n = U n . However, the proof carries through to other distributions. In particular, if the points are distributed in R 2 with a density function f that has convex support and is bounded away from 0 and infinity on its support, then (14) holds with a factor of R 2 f (x) (2−α)/2 dx introduced into the right hand side (cf. equation (2.9) of [31] ). Theorem 2.4 Let d ∈ N. Suppose the weight function is w α as given by (1) . Suppose α ∈ (0, 2). Under the general partial order θ,φ , with 0 ≤ θ < 2π and 0 < φ ≤ π, we have that, as n → ∞,
Also, when the partial order is * , (14) remains true with the addition of the origin, i.e. with U n replaced by U 0 n .
Remark. In the special case α = 1, the limit in (14) is π/(2φ). This limit is 1 when φ = π/2. Also, if we were to permit φ = 2π we would have the standard nearest-neighbour (directed) graph, and (14) agrees with our result (7) with d = 2, k = 1.
The Gabriel graph
In the Gabriel graph on vertex set X ⊂ R d , two vertices are joined by an edge if the ball that has the line segment joining those two vertices as a diameter contains no other points of X . Let G d,α (X ) denote the total weight of the Gabriel graph on X ⊂ R d , for d ∈ N, under weight function w α given by (1), for α ≥ 0.
Theorem 2.5 Let d ∈ N. Suppose the weight function is w α given by (1) . Suppose that the density function f satisfies condition (C1). Then as n → ∞,
3 Proofs of laws of large numbers
Preliminaries
Notions of stabilizing functionals of point sets have recently proved to be a useful basis for a general methodology for establishing limit theorems for functionals of random point sets in R d . In particular, Penrose and Yukich [30, 31] provide general central limit theorems and laws of large numbers for stabilizing functionals. We obtain our laws of large numbers (Theorems 2.1, 2.2, 2.3, 2.4 and 2.5) by application of a general result from [31] , which we now describe. We use the following notation. For a locally finite point set X ⊂ R d , constant a > 0, and y ∈ R d , let y + aX denote the transformed set {y + ax : x ∈ X }. For x ∈ R d and r > 0, let B(x; r) denote the closed Euclidean ball with centre x and radius r. By 0 we denote the origin of R d . Let ξ(x; X ) be a measurable [0, ∞)-valued function defined for all pairs (x, X ), where X ⊂ R d is finite and x ∈ X . Assume ξ is translation invariant, that is, for all y ∈ R d , ξ(y + x; y + X ) = ξ(x; X ). When x / ∈ X , we abbreviate the notation ξ(x; X ∪ {x}) to ξ(x; X ). For our applications, we consider ξ that are homogeneous of order α, that is ξ(rx; rX ) = r α ξ(x; X ) for all positive scalars r > 0, and all finite point sets X , and x ∈ X . Let H 1 be a homogeneous Poisson point process of unit intensity on R d . The following general law of large numbers is due to Penrose and Yukich, and is obtained from Theorem 2.1 of [31] together with equation (2.9) there (the homogeneous case). Lemma 3.1 Suppose q = 1 or q = 2. Suppose ξ is almost surely stabilizing on H 1 , with limit ξ ∞ (H 1 ), and suppose that ξ is homogeneous of order α. Let f be a probability density function on R d , and let X n be the point process consisting of n independent random d-vectors X 1 , X 2 , . . . , X n with common density f . If ξ satisfies the moments condition
for some p > q, then as n → ∞,
and the limit is finite.
Proof of Theorems 2.1 and 2.2
We now derive our LLN for the total power-weighted length of the random k-NNG ′ and j-th NNG ′ , and the nearest-neighbour (undirected) graph. For j ∈ N, let d j (x; X ) be the (Euclidean) distance from x ∈ X to its j-th nearest neighbour, if such a neighbour exists, or zero otherwise. We will make use of the following form of Euler's integral (see equation 6.1.1 in [1] ). For a, b, c nonnegative real constants,
Proof of Theorem 2.1. In applying Lemma 3.1 to the j-th NNG ′ and k-NNG ′ functionals, we take ξ(x; X n ) to be [d j (x; X n )] α , where α ≥ 0. Note that ξ is translation invariant and homogeneous of order α. It was shown in Theorem 2.4 of [31] that the j-th NNG ′ total weight functional ξ satisfies the conditions of Lemma 3.1 in the following two cases: (i) with q = 2, if the function f satisfies condition (C1), and α ≥ 0; and (ii) with q = 1, if f satisfies condition (C2), and 0 ≤ α < d. (In fact, in [31] this is proved for the k-NNG ′ functional k j=1 [d j (x; X n )] α , but this implies that the conditions also hold for the j-th NNG ′ functional [d j (x; X n )] α .)
The functional ξ(x; X n ) = [d j (x; X n )] α is stabilizing on H 1 , with limit ξ ∞ (H 1 ) = [d j (0; H 1 )] α . Also, the moment condition (16) is satisfied for some p > 1 (if f satisfies condition (C2) and α < d) or p > 2 (if f satisfies (C1)), and so we can apply Lemma 3.1 with q = 1 or q = 2 respectively. So by Lemma 3.1, using the fact that ξ is homogeneous of order α, we have that
We now need to evaluate the expectation on the right hand side of (18) .
where v d is given by (3) . So
Interchanging the order of summation and integration, and using (17), we obtain
where the final equality follows by induction on j. Then from (19) , (3) and (18) we obtain the j-th NNG ′ result (8) . By (2), the k-NNG ′ result (6) follows from (8) with (again using induction for the last equality)
Proof of Theorem 2.2. Observe first that the nearest neighbour (directed) graph counts the weights of edges from points that are nearest neighbours of their own nearest neighbours twice, while the nearest neighbour (undirected) graph counts such weights only once. Let q(x; X ) be the functional that is the distance from x ∈ X to its nearest neighbour in X \ {x} if x is a nearest neighbour of its own nearest neighbour, and zero otherwise. Recall that d 1 (x; X ) is the distance from x ∈ X to its nearest neighbour. Then define
Then x∈X ξ ′ (x, X ) is the total weight of the edges in the standard nearest neighbour (directed) graph on X , minus half of the total weight from points that are nearest neighbours of their own nearest neighbours; i.e. the total weight of the nearest neighbour (undirected) graph. Note that ξ ′ is translation invariant and homogeneous of order α. One can check that ξ ′ is stabilizing on the Poisson process H 1 , using similar arguments to those for the j-th NNG ′ and k-NNG ′ functionals. Also (see [31] ) if condition (C1) holds then ξ ′ satisfies the moments condition (16) for some p > 2, for all α > 0.
Let e 1 be a vector of unit length in R d . For d ∈ N, let ω d := |B(0; 1) ∪ B(e 1 ; 1)|, the volume of the union of two unit d-balls with centres unit distance apart. Now we apply Lemma 3.1 with q = 2. We have
where
We need to find E[(q(0; H 1 )) α ]. With X denoting the nearest point of H 1 to 0,
So using (17) we obtain
Then from (20) with (21) and the j = 1 case of (19) we obtain (9) . By some calculus, ω 2 = (4π/3) + ( √ 3/2) (the area of the union of two unit discs with centres unit distance apart in R 2 ), which yields (10) and (11) from the d = 2 case of (9). Finally, we obtain the statement for N 1,1 (U n ) from the d = 1 case of (9) with the fact that ω 1 = 3.
Proof of Theorem 2.3
We now derive our LLN for the total weight of the random ONG(U n ), where U n is the binomial point process consisting of n independent uniformly distributed points (U 1 , U 2 , . . . , U n ) on (0, 1) d , for d ∈ N, each point U i bearing a mark T (U i ) distributed uniformly in the interval [0, 1], independently of the other marks and the distribution of the points.
We apply Lemma 3.1 to obtain a LLN for O d,α (U n ), 0 < α < d. Once again, the method enables us to evaluate the limit explicitly. We take f (x) (the underlying probability density function in the lemma) to be 1 for x ∈ (0, 1) d and zero elsewhere. Define D(x; X ) to be the distance from point x with mark T (x) to its nearest neighbour in X amongst those points y ∈ X that have mark T (y) such that T (y) < T (x), if such a neighbour exists, or zero otherwise. We take ξ(x; X ) to be [D(x; X )] α . Note that again ξ is translation invariant and homogeneous of order α. Proof. Although the notion of stabilization there is somewhat different, the lemma follows by the same argument as given at the start of the proof of Theorem 3.6 of [26] . Proof. Let T n denote the rank of the mark of U 1 amongst the ranks of all the points of U n , so that T n is distributed uniformly over the integers 1, 2, . . . , n. Setting S d,n := (0, n 1/d ) d , we have, by conditioning on T n ,
The last expectation in (22) is bounded by a constant independent of i, by the argument for equation (6.4) of [26] . So the final expression in (22) is bounded by a constant times
which is bounded by a constant.
Proof of Theorem 2.3 (i). Let d ∈ N. Set f (·) to be the indicator of the unit cube (0, 1) d . Take ξ to be the ONG functional ξ(x; U n ) = [D(x; U n )] α . By Lemmas 3.2 and 3.3, with this choice of f , our functional ξ is homogeneous of order α, stabilizing on H 1 with limit ξ ∞ (H 1 ) = [D(0; H 1 )] α , and satisfies the moment condition (16) for some p > 1. Thus we can apply Lemma 3.1 with q = 1, to obtain
For u ∈ (0, 1) the points of H 1 with lower mark than u form a homogeneous Poisson point process of intensity u, so by conditioning on the mark of the point at 0,
since we saw in the proof of Theorem 2.1 that E[d 1 (0; H 1 ) α ] = C(d, α, 1).
Proof of Theorem 2.4
We now derive our LLN for the total weight of the random MDSF on the unit square. We consider the general partial order
is the cone formed by the rays at θ and θ + φ measured anticlockwise from the upwards vertical.
We consider the random point set U n , the binomial point process of n independent uniformly distributed points on (0, 1) 2 . However, as remarked before the statement of Theorem 2.4, the result (14) carries through (with virtually the same proof) to more general point sets X n .
In applying Lemma 3.1 to the MDSF functional, we take the dimension d in the lemma to be 2, and take f (x) (the underlying probability density function in the lemma) to be 1 for x ∈ (0, 1) 2 and zero elsewhere. We take ξ(x; X ) to be d(x; X ) α , where d(x; X ) is the distance from point x to its directed nearest neighbour in X under 
with the convention that min{} = 0. We need to show this choice of ξ satisfies the conditions of Lemma 3.1. As before, H 1 denotes a homogeneous Poisson process on R d of unit intensity, now with d = 2.
Lemma 3.4 The MDSF functional ξ given by (23) is stabilizing on
Proof. Let R be the (random) distance from 0 to its directed nearest neighbour in H 1 , i.e. R = d(0; H 1 ). Since φ > 0 we have 0 < R < ∞ almost surely. But then for any ℓ > R, we have ξ(0; (H 1 ∩ B(0; ℓ)) ∪ A) = R α , for any finite A ⊂ R d \ B(0; ℓ). Thus ξ stabilizes on H 1 with limit ξ ∞ (H 1 ) = R α .
Before proving that our choice of ξ satisfies the moments condition for Lemma 3.1, we give a geometrical lemma. For B ⊆ R 2 with B bounded, and for x ∈ B, write dist(x; ∂B) for sup{r : B(x; r) ⊆ B}, and for s > 0, define the region Proof. Setting R n := (0, n 1/2 ] 2 , we have
For x ∈ R n set m(x) := dist(x, ∂R n ). Let us divide R n into three regions
For all x ∈ R n , we have ξ(x; n 1/2 U n−1 ) ≤ (2n) α/2 , and hence, since R n (1) has area at most 4, we can bound the contribution to (25) from x ∈ R n (1) by
which is bounded if pα ≤ 2. Now, for x ∈ R n , with A θ,φ (·) defined at (24), we have (27), we obtain for all x ∈ R n and s > 0 that Setting c = (1/2) sin(φ/2), we therefore have for x ∈ R n that E ξ(x; n 1/2 U n−1 ) p = ∞ 0 P ξ(x; n 1/2 U n−1 ) p > r dr
For x ∈ R n (2), this bound is O(1), and the area of R n (2) is less than n, so that the contribution to (25) from R n (2) satisfies lim sup
Finally, by (28), there is a constant c ′ such that if αp > 1, the contribution to (25) from R n (3) satisfies
which is bounded if αp ≤ 2. Combined with the bounds in (26) and (29) , this shows that the expression (25) is uniformly bounded, provided 1 < αp ≤ 2.
For k ∈ N, and for a < b and c < d let U k,(a,b]×(c,d] denote the point process consisting of k independent random vectors uniformly distributed on the rectangle (a, b] × (c, d]. Before proceeding further, we recall that if M (X ) denotes the number of minimal elements, under the ordering * , of a point set X ⊂ R 2 , then
The first equality in (30) comes from some obvious scaling which shows that the distribution of M (U k,(a,b]×(c,d] ) does not depend on a, b, c, d. For the second equality in (30), see [4] or the proof of Theorem 1.1(a) of [8] .
Proof of Theorem 2.4. Suppose α ∈ (0, 2), and set f (·) to be the indicator of the unit square (0, 1) 2 . By Lemmas 3.4 and 3.6, our functional ξ, given at (23), satisfies the conditions of Lemma 3.1 with p = 2/α and q = 1, with this choice of f . So by Lemma 3.1, we have that n (α/2)−1 M α (U n ) = n −1 x∈Un ξ(n 1/2 x; n 1/2 U n )
Since the disk sector C θ,φ (x) ∩ B(x; r) has area (φ/2)r 2 , by Lemma 3.4 we have P [ξ ∞ (H 1 ) > s] = P H 1 ∩ C θ,φ (0) ∩ B(0; s 1/α ) = ∅ = exp −(φ/2)s 2/α .
Hence, the first term of the limit in (31) is
and this gives us (14) . Finally, in the case where θ,φ = * , (14) remains true when U n is replaced by U 0 n , since
where M (U n ) denotes the number of * -minimal elements of U n . By (30) , E[M (U n )] ≤ 1 + log n, and hence the right hand side of (32) tends to 0 as n → ∞ for 0 < α < 2. This gives us (14) with U 0 n under * .
Proof of Theorem 2.5
Proof of Theorem 2.5. In applying Lemma 3.1 to the Gabriel graph, we take ξ(x; X n ) to be one half of the total α power-weighted length of all the edges incident to x in the Gabriel graph on X n ∪ {x}; the factor of one half prevents double counting. As stated in [31] (Section 2.3(e)), ξ is translation invariant, homogeneous of order α and stabilizing on H 1 , and if the function f satisfies condition (C1) then the moment condition (16) is satisfied for some p > 2. So by Lemma 3.1 with q = 2, using the fact that ξ is homogeneous of order α, n (α/d)−1 G d,α (X n ) = n −1 x∈Xn ξ(n 1/d x; n 1/d X n )
We now need to evaluate the expectation on the right hand side of (33) . Observe that the net contribution from a vertex at 0 to the total weight of the Gabriel graph on H 1 is given by
where the factor of one half ensures that edges are not counted twice, d k (0; H 1 ) is the distance from 0 to its k-th nearest-neighbour in H 1 , and E k denotes the event that 0 and its k-th nearest-neighbour in H 1 are joined by an edge in the Gabriel graph. Given that the point x ∈ H 1 is the k-th nearest-neighbour of 0, an edge between x and 0 exists in the Gabriel graph if the ball with 0 and x diametrically opposed contains none of the other k − 1 points of H 1 that are uniformly distributed in the ball centre 0 and radius x . Thus for k ∈ N,
So from (34) and (35) we have
by (19) . Then with (33) the proof of the theorem is complete.
