Given a set of pairwise comparisons, the classical ranking problem computes a single ranking that best represents the preferences of all users. In this paper, we study the problem of inferring individual preferences, arising in the context of making personalized recommendations. In particular, we assume users form clusters; users of the same cluster provide similar pairwise comparisons for the items according to the Bradley-Terry model. We propose an efficient algorithm to estimate the preference for each user: first, compute the net-win vector for each user using the comparisons; second, cluster the users based on the net-win vectors; third, estimate a single preference for each cluster separately. We show that the net-win vectors are much less noisy than the high dimensional vectors of pairwise comparisons, therefore our algorithm can cluster the users reliably. Moreover, we show that, when a cluster is only approximately correct, the maximum likelihood estimation for the Bradley-Terry model is still close to the true preference.
INTRODUCTION
The question of ranking items using pairwise comparisons is of interest in many applications, and is usually studied using the Bradley-Terry model [1] where each item i is associated with a score θi measuring its competitiveness and P [item i is preferred over item j] = e θ i e θ i + e θ j , and the goal is to rank the items from pairwise comparisons.
Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage, and that copies bear this notice and the full citation on the first page. Copyrights for third-party components of this work must be honored. For all other uses, contact the owner/author(s However, in many applications, it is more appropriate to assume individuals can have different preferences over the same set of items. For example, when typing in the same keywords on a search engine, users tend to click the returned results differently. Similarly, customers shopping at the online retailer end up buying different products. Therefore, a single global ranking of the items does not help much in understanding an individual's preference.
In this work, we assume user preferences come from the more general mixture Bradley-Terry model, and would like to infer each user's preference from the pairwise comparisons the users provide. More specifically, consider a system with r user clusters of sizes K and m items. Each user u has a score vector for the items θu = (θu,1, . . . , θu,m), and he/she compares items according to the Bradley-Terry model. Assume users in cluster k have the same score vector θ k . Let n = rK be the total number of users. The overall comparison result is represented by an n × m 2 sample comparison matrix R. The u-th row Ru is the comparison vector of user u. The columns are indexed by two numbers i, j = 1, . . . , m with i < j, and the ij-th column corresponds to the comparisons for item i and j. For each user u, and items i and j with i < j, user u's comparison result of item i and j is sampled with probability 1 − independently, where is the erasure probability. Let Ru,ij = 1 if u prefers i over j, Ru,ij = −1 if u prefers j over i, and Ru,ij = 0 if u's comparison is not sampled. Then
To simplify the analysis, we will assume θ k 's are generated independently as follows: for each k and i, generate θ
, and then define
Our goal is to estimate the score vectors θu from R.
The algorithm we propose first clusters the users using the comparison vectors Ru's, and then estimate a score vector for each cluster. There are two challenges. First, for each user u, the comparison vector Ru lies in a high dimensional space , but only a small number of entries are observed. If one directly clusters the vectors Ru, the resulted clusters will be very noisy, which is demonstrated in our numerical experiment [5] . Second, existing algorithms for estimating the score vector [3, 4] assume the users to have the same preference, and it is unclear how to estimate the score vectors when the clusters are only approximately recovered.
Our first contribution is to propose and show the effectiveness of clustering users according to their net-win vectors. For user u, the net-win of item i is defined as
where I {·} (R) is the indicator function given R. We call the vector Su the net-win vector of user u. The key observation is that, even though the comparison vectors Ru are of dimension m 2
, the expectations E [Ru] are close to some (m − 1)-dimensional linear subspace, and the net-win vectors Su are essentially the projection of Ru onto this low-dimensional linear subspace. In particular, we show that Su preserve the distance among Ru but are much less noisy. Therefore, we can further show that a standard spectral clustering algorithm approximately recovers the user clusters.
Our second contribution is to show that, when a cluster only has small fraction of erroneously assigned users, if we pretend the users are from the same cluster and apply the maximum likelihood estimation for the Bradley-Terry model, the resulted score vector is close to the true score vector for this cluster. As we only expect to approximately recover the user clusters, this robustness result ensures that we can still approximately recover the score vectors for most users.
In the next section, we present a sketch of our algorithm and the main results. For more details, see [5] .
ALGORITHM AND MAIN RESULTS
A sketch of our algorithm for clustering users and inferring their preferences is presented as Algorithm 1. For the complete algorithm, see [5] . The basic idea is to estimate θ in two steps: cluster the users and then estimate a score vector for each cluster separately.
The difficulty lies in the clustering step. Recall that, each user provides a comparison vector Ru of length of its entries are observed. When the erasure probability → 1, Ru is a very noisy observation of the underlying score vector θu. We overcome this difficulty by representing each user u by its net-win vector Su, defined in the previous section, instead. The effectiveness of Su lies in the nontrivial fact that E [Ru] are close to an (m − 1)-dimensional linear subspace [5] , therefore one can reduce the noise of Ru by projecting it onto this linear subspace.
We show in [5] that, for any two users v and w in two different clusters,
which implies that the net-win vectors Su are much less noisy thus easier to separate than the comparison vectors Ru. The overall performance of Algorithm 1 is characterized by the following theorem.
Algorithm 1 Multi-Cluster Projected Ranking
Step 0: Sample splitting. Split the observed comparisons in R randomly into two sets and get two comparison matrices R (1) and R (2) .
Step 1: Denoising. Let S be the net-win matrix, where the u-th row of S is the net-win vector of user u based on R (1) .
Step 2: User clustering. Let S be the rank r approximation of S. Construct the clusters C1, . . . , Cr sequentially. For 1 ≤ k ≤ r, after C1, . . . , C k−1 have been selected, choose an initial user u not in the first k − 1 clusters uniformly at random, and let C k = {u : || Su − S u ||2 ≤ τ } where the threshold τ is specified later. Assign each remaining unclustered user to a cluster arbitrarily.
Step 3: Score vector estimation. Let Du,ij = I R (2) u,ij =1
and Du,ji = I R (2) u,ij =−1 for any u and i < j.
For users in cluster C k , the estimated score vector is given by θ k = arg maxγ L k (γ), where
Assume b ∈ [b0, 5] for any arbitrarily small constant b0 > 0.
Then there exists a constant C > 0 such that
except for 512Kη1 users with high probability. In particular, if Km 2 (1 − ) > r max{m, n} log m log 2 n, then
Remark 1. The lower bounds in [4] and [2] show that at least Ω(m) pairwise comparisons per type are needed to ensure || θu−θu|| 2 ||θu|| 2 = o(1) even when clusters are known. Also, a user needs to provide at least one pairwise comparison for us to infer his/her preference, which means that at least Ω(n) pairwise comparisons in total are required to infer the preferences for most users. Theorem 1 shows that Algorithm 1 needs roughly (1 − )K m 2 = O(r max{m, n} log m log 2 n) comparisons per cluster, which matches the lower bounds up to logarithmic factors if r is poly-logarithmic in n or m.
