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Abstract. Stability analysis of dynamical systems plays an important
role in the study of control techniques. LaSalle’s invariance principle is
a result about the asymptotic stability of the solutions to a nonlinear
system of differential equations and several extensions of this principle
have been designed to fit different particular kinds of system. In this
paper we present a formalization, in the Coq proof assistant, of a slightly
improved version of the original principle. This is a step towards a formal
verification of dynamical systems.
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1 Introduction
Computer softwares are increasingly used to control moving objects: robots,
planes, self-driving cars. . . This raises security issues, especially for human beings
that are in the surroundings of such objects, or even inside them. Control theory
brings answers by providing techniques to control the behaviour of dynamical
systems. Control theoreticians focus on the mathematical foundation of their
techniques. But another important aspect is to check that the implementations
of such techniques respect their theoretical semantics.
The Coq proof assistant [23] provides a framework for both implementing
functional programs and checking their correctness. It has also proven to be a
convenient tool for the formalization of mathematics, for instance through the
formalizations of the Four-Color Theorem [9] and of the Odd Order Theorem [10]
based on the Mathematical Components library1 and the SSReflect ex-
tension of Coq’s tactic language [11].
In this paper we present a formalization in Coq2 of a mathematical result
about the asymptotic stability of dynamical systems defined by a nonlinear sys-
tem of differential equations: LaSalle’s invariance principle [15]. Stability is an
important notion for the control of nonlinear systems [14] and LaSalle’s invari-
ance principle or extensions of it have been successfully used to prove stability
of different kinds of system [1,8,18,19].
1 https://math-comp.github.io/math-comp/
2 https://github.com/drouhling/LaSalle
For this formalization, we used the SSReflect tactic language and the Co-
quelicot library [3], which extends Coq’s standard library for real analysis [20].
We first present our improvements on the statement of LaSalle’s invariance prin-
ciple (Sect. 2), obtained by relaxing constraints on the original statement by
LaSalle. Then we discuss details of the formalization (Sect. 3). Finally, we give
the formal statement of the result we proved (Sect. 4) before pointing out the
parts of the proof where classical reasoning was necessary (Sect. 5).
2 A Stronger Result
The original statement of LaSalle’s invariance principle [15] contains hypothe-
ses that can be relaxed and draws a conclusion which is weaker than what has
been really proved. In this section, we first state LaSalle’s invariance principle
in its original form and then we explain how to strengthen it.
2.1 LaSalle’s Invariance Principle
LaSalle’s invariance principle [15] is a result about the asymptotic stabil-
ity of the solutions to a system of differential equations in IRn. The notion of
asymptotic stability is expressed as “remain[ing] near the equilibrium state and
in addition tend[ing] to return to the equilibrium”. In fact, LaSalle proves that
under some conditions the solutions approach a given (bounded) region of space
when time goes to infinity (see Definition 1) and he uses this result on examples
where the properties of this region imply that it is the equilibrium.
Definition 1. A function of time y(t) approaches a set A as t approaches in-
finity, denoted by y(t)→ A as t→ +∞, if
∀ε > 0,∃T > 0,∀t > T,∃p ∈ A, ‖y(t)− p‖ < ε.
This definition is an easy generalization of the notion of convergence to a
point to convergence to a set.
In its original form, LaSalle’s invariance principle concerns only autonomous
systems, i.e. where the behaviour of the system only depends on its position.
Thus, we consider the following vector differential equation:
ẏ = F ◦ y (1)
where y is a function of time and F is a vector field in IRn.
It is often not possible to remain near the equilibrium nor to converge to
it regardless of the perturbation from it. It is thus important to determine the
equilibrium’s basin of attraction, or at least a region around it which is invariant
with respect to (1).
Definition 2. A set A is said to be invariant with respect to a differential equa-
tion ẏ = F ◦ y if every solution to this equation starting in A remains in A.
In the remainder of this paper, since (1) is the only differential equation we
consider, “invariant” will stand for “invariant w.r.t. (1)”.
LaSalle’s argument is that Lyapunov’s second method [17] is a good means
of studying asymptotic stability. This method requires the existence of a scalar
function V , what we call today a Lyapunov function, which satisfies some prop-
erties. These properties are sign conditions on Ṽ , which is defined as follows:
Definition 3. Let V be a scalar function with continuous first partial deriva-
tives. Define:
Ṽ (p) = 〈(gradV )(p), F (p)〉
where 〈., .〉 is the scalar product of IRn.
We are now ready to state LaSalle’s invariance principle, illustrated by Fig. 1.
Theorem 1 (LaSalle’s invariance principle). Assume F has continuous
first partial derivatives and F (0) = 0. Let K be an invariant compact set. Sup-
pose there is a scalar function V which has continuous first partial derivatives
in K and is such that Ṽ (p) 6 0 in K. Let E be the set of all points p ∈ K such
that Ṽ (p) = 0. Let M be the largest invariant set in E. Then for every solution y




Fig. 1. Illustration of LaSalle’s invariance principle
2.2 Relaxing Hypotheses
Some of LaSalle’s hypotheses are unnecessary, although they are justified by
the context. In his paper [15], he allows himself any assumption which makes it
easier to focus on the method.
First, LaSalle assumes there is an equilibrium at the origin because his
method is designed to show convergence to this equilibrium. The fact that it
is the origin is just a convenience allowed by an easy translation. What is more,
the existence of an equilibrium plays no role in the validity of Theorem 1. Thus,
we removed the hypothesis F (0) = 0.
Still regarding the vector field F , the assumption “F has continuous first
partial derivatives” is also a convenience. What is truly needed, as LaSalle puts it,
is “any other conditions that guarantee the existence and uniqueness of solutions
and the continuity of the solutions relative to the initial conditions”. We can
even go further and assume these properties only on the subset K of the ambient
space. Indeed, for some systems the vector field is valid only in a restricted area,
for instance when using a control function which has singularities (see e.g. [18]).
Then, the ambient space does not need to be IRn, nor does it need to be a
finite-dimensional vector space. A normed module over IR was sufficient to prove
this result. Since we work in an abstract normed module, we cannot express Ṽ
using the gradient of V . However, in IRn we know that for any points p and q,
the scalar product between q and the gradient of V at point p is the value of
the differential of V at point p applied to q. Thus, Ṽ (p) can be expressed as the
differential of V at point p applied to F (p), which generalizes the definition of Ṽ
to normed modules.
Ṽ (p) = 〈(gradV )(p), F (p)〉 = (dVp ◦ F )(p)
Finally, concerning the Lyapunov function V , the assumption of continuous
first partial derivatives is again a convenience. It is sufficient for V to be differen-
tiable in K. Indeed, when y is a solution to (1), a step in the proof of Theorem 1
is to show that V ◦ y is non increasing using the assumption Ṽ (p) 6 0 in K.
Remarking that
(Ṽ ◦ y)(t) = (dVy(t) ◦ F ◦ y)(t) = (dVy(t) ◦ ẏ)(t)
so that Ṽ ◦ y is the derivative of V ◦ y, only the existence of this derivative is
required to conclude this step.
2.3 Strengthening the Conclusion
While studying LaSalle’s proof [15], we noticed it proves more than the re-
sult stated by Theorem 1. Indeed, the largest invariant subset M of the set{
p ∈ K | Ṽ (p) = 0
}
we called E is not interesting in itself: it is the fact that M
is an invariant subset of E which gives M the nice property of being reduced to
the equilibrium in LaSalle’s applications.
The maximality of M plays a minor role in LaSalle’s proof: given a solution
y starting in K, this function happens to approach an invariant subset of E,
which depends on y, as time goes to infinity, thus y approaches any of its
supersets and M in particular. This set depending on y is in fact the positive
limiting set of y, defined as follows:
Definition 4. Let y be a function of time. The positive limiting set of y, denoted
by Γ+(y), is the set of all points p such that
∀ε > 0,∀T > 0,∃t > T, ‖y(t)− p‖ < ε.
In other terms, Γ+(y) is the set of limit points of y at infinity. The fact that
a function with values in a compact set approaches its limit points as time goes
to infinity is intuitive and easy to prove. The fact that this set is invariant is a
consequence of the continuity of solutions relative to initial conditions. The core
of LaSalle’s proof is thus to show that for all solution y starting in K, we have
Γ+(y) ⊆
{
p ∈ K | Ṽ (p) = 0
}
.
Let us give an intuition of proof of this point. The first step is to remark
that it is in fact sufficient to prove that V is constant on Γ+(y) thanks to the
interpretation of Ṽ in terms of derivative. Then, the second step is to reduce this
statement to the fact that V ◦y converges at infinity. Finally, this last statement
is just a consequence of the fact that V ◦y is a bounded non increasing function.
Now, to remove the dependency in y, it is sufficient to take the union of
all Γ+(y) for y solution starting in K, which is still an invariant subset of E and
is thus smaller than the largest of them.
Ultimately, we proved the following result, illustrated by Fig. 2:
Theorem 2. Assume F is such that we have the existence and uniqueness of
solutions to (1) and the continuity of solutions relative to initial conditions on
an invariant compact set K. Suppose there is a scalar function V , differentiable
in K, such that Ṽ (p) 6 0 in K. Let E be the set of all points p ∈ K such that
Ṽ (p) = 0 and L be the union of all Γ+(y) for y solution starting in K. Then, L







Fig. 2. Illustration of the refined version of LaSalle’s invariance principle
3 Formalization
We present in this section the notations we used to make our formalization
more readable and intuitive. Then we discuss details on how we worked with dif-
ferential equations and how we expressed topological notions such as convergence
and compactness.
3.1 Real Analysis and Notations
Our formalization is based on the Coquelicot library [3], which is itself
compatible with Coq’s standard library on classically axiomatized real num-
bers [20]. The Coquelicot library exploits the notion of filter to develop a
theory of convergence. It was inspired by the work of Hölzl et al. on the analysis
library of Isabelle/HOL [13].
Let us first recall some mathematical background and give some intuition.
In topology, a filter is a set of sets, which is nonempty, upward closed, and
closed under intersection. In this work, we use extensively two filters on real
numbers: the set {N | ∃ε > 0, Bε(p) ⊆ N} of neighbourhoods of a point p and
the set of neighbourhoods of +∞ i.e. the set of sets that contain [M,+∞) for
some M . The former is denoted by (locally p) in Coquelicot and the latter
by (Rbar_locally p_infty). With these definitions, f converges to q at point p
iff the image by f of the filter of neighbourhoods of p is a subset of the filter
of neighbourhoods of q. Even though this definition unfolds to the elementary
characterization of convergence ∀ε > 0,∃δ > 0,∀r, |r − p| < δ ⇒ |f(r)− q| < ε,
keeping the abstraction in terms of filters as much as possible yields more concise
proofs and is also well supported by the library.
In this work, we experimented with notations to overload the ones in Co-
quelicot, so that they read a bit closer to textbook mathematics. First, since
sets are represented as predicates over a type, we pose set T := T -> Prop
and we define Mathematical Components-like notations to denote set the-
oretic operations. Indeed set0, setT and [set p] are respectively the empty
set, the total set and the singleton {p}. Also, (A ‘&‘ B), (A ‘|‘ B), (~‘ A)
and (A ‘\‘ B) are respectively the intersection, union, complement and dif-
ference. We write (A ‘<=‘ B) for A ⊆ B and (A !=set0) for ∃p ∈ A, note
that !=set0 is a token here. We also introduce set comprehension notations
[set p | A p] (which is a typed alias for (fun p => A)) and the big opera-
tors \bigcup_(i in A) F i and \bigcap_(i in A) F i respectively denoting
union and intersection of families indexed by A.
Secondly, Coquelicot introduces layers over filters to abbreviate conver-
gence. For example the predicate (is_lim f t p) is specialized to t and p
in Rbar (i.e. IR ∪ {±∞}) and is defined in terms of filterlim which expands to
the definition of this section. Since we introduce other notions of convergence in
Sect. 3.3, adding more alternative definitions for approximately the same notion
would only clutter the formalization, so we decided to remove this extra-layer.
Instead, we provide a unique mechanism to infer which notion of convergence is
required, by inspecting the form of the arguments and their types.
We now write f @ p --> q whatever the types of p and q: our mechanism
selects the appropriate filters for p and q. This is in fact the composition of
two independent notations: f @ p selects a filter for p and applies f to it,
while q’ --> q selects filters for q’ and q and compares them.
We provide the notation +oo for the element p_infty of Rbar, so that a limit p
of f at +∞ now reads f @ +oo --> p. Moreover, although we do not use it in
this part of the development, we also cast functions from nat, i.e. sequences, to
the only sensible filter on nat (named eventually in Coquelicot), so that one
can write u --> p where u : nat -> U is a sequence.
Coq’s coercion mechanism is not powerful enough to handle casts from an
arbitrary term to an appropriate filter. Hence, the mechanism to automatically
infer a filter from an arbitrary term and its type is implemented using canonical
structures. More precisely, we provide three structures: the first one to recognize
terms that could be cast to filters, the second one to recognize types whose
elements could be cast to filters, and the third one to recognize arrow types
which could be cast to filters. If the first canonical structure fails to cast a given
term to a filter, it gives its type to the second canonical structure and if it is
an arrow it tries to match the source of the arrow using the third canonical
structure.
3.2 On Differential Equations
To deal with systems of differential equations, we also use the Coquelicot
library [3], which already contains convenient definitions for functional analysis.
This library also contains a hierarchy of topological structures, among which is
the structure of normed module we used for the ambient space.
The property of being a solution to the differential system (1) is then easily
expressed as follows: y is a solution if at each time t, the derivative of y at point t
is (F ◦ y)(t). In Coq:
Definition is_sol (y : R -> U) :=
forall t, is_derive y t (F (y t)).
Here, U is the ambient space and R the set of real numbers. We could have
considered only non negative times, since our goal is to describe physical systems.
However, for reasons we will give later, we stick to this more constrained version
in this paper.
Now, what we need is a way to express the existence and uniqueness of
solutions to (1) and the continuity of solutions relative to initial conditions. In
our work, we assumed the existence of a function sol : U -> R -> U which
represents all the solutions to (1). Its first argument corresponds to the initial
condition and the second one to time. Thus, when time is equal to 0, the result
of this function must be equal to the initial condition.
Hypothesis sol0 : forall p, sol p 0 = p.
We combined the conditions of existence (for all p in K, sol p is a solution)
and uniqueness of solutions into the following hypothesis: a function y starting
in K is a solution to (1) if and only if it is equal to the function sol (y 0), that
is the solution which has same initial condition.
Hypothesis solP : forall y, K (y 0) -> is_sol y <-> y = sol (y 0).
Note that here we wrote an equality between functions. This assumption to-
gether with the axiom of functional extensionality made our proofs more natural
and shorter. Indeed, by using solP we can replace any solution by an application
of the function sol, which removes all the hypotheses of the form is_sol y from
our theorems. Moreover, proof scripts in the SSReflect tactic language [11]
heavily rely on the rewriting of equalities.
This hypothesis would not be satisfiable if, as mentioned before, we con-
strained the derivative of solutions only for non negative times. Indeed, we could
not control the values of these solutions for negative times, hence there would
be (infinitely) many solutions y different from sol (y 0). Adapting naively this
hypothesis by considering equality only on non negative times would cancel all
the benefits of this formulation.
One solution could be to change the type of the functions in order to work
with functions whose domain is the set of non negative real numbers. This would
require to construct the type for this set and to develop its theory. A compromise
which would be easier to implement and more ligthweight in our context is to
keep functions on IR, but only require the solution to satisfy the differential
equation for non negative times, and fix its value for negative times. For example
we could ask the function to be constant equal to y(0) for negative values, or make
the solution symmetric with regard to its initial value (i.e. y(−t) = 2y(0)−y(t)),
which would keep the solution derivable everywhere.
Finally, the continuity of solutions relative to initial conditions on K is ex-
pressed as the continuity on K of the function fun p : U => sol p t for all t.
3.3 Convergence to a Set
To generalize the notion of convergence to a point to convergence to a set,
what we called “approaching a set when time goes to infinity” in Sect. 2, we need
to generalize the notion of neighbourhood filter to a set. Recall the definition
of neighbourhood filter for a point (Sect. 3.1): a neighbourhood of a point is
a set that contains a ball with positive radius centered on this point. In Co-
quelicot [3], this definition is not restricted to real numbers but applies to any
uniform space.
Definition locally (p : U) :=
[set A | exists eps : posreal, ball p eps ‘<=‘ A].
For a set, there is no ball anymore. However, we can extend the set with a
band of fixed width ε, which is in fact the union of all balls of radius ε centered
on points of the set.
Definition ball_set (A : set U) (eps : posreal) :=
\bigcup_(p in A) ball p eps.
The neighbourhood filter for a set then has a very analogous definition to
the one of neighbourhood filter for a point.
Definition locally_set (A : set U) :=
[set B | exists eps : posreal, ball_set A eps ‘<=‘ B].
Instance locally_set_filter (A : set U) :
Filter (locally_set A).
We can prove that it is a generalization of the notion of neighbourhood filter
for a point by proving that we define the same filter on the singleton [set p]
as with Coquelicot’s definition on p.
Lemma locally_set1P p A : locally p A <-> locally_set [set p] A.
In our notation mechanism from Sect. 3.1, we declare locally_set to be
the canonical filter to use for sets over a uniform space, so that we can write
y @ +oo --> A where A is a set. Thus, the notion of convergence to a set is
expressed thanks to Coquelicot’s notion of limit using this particular filter.
And again, we can prove that it generalizes Coquelicot’s notion of limit when
applied on singletons.
Lemma cvg_to_set1P y p : y @ +oo --> [set p] <-> y @ +oo --> p.
3.4 Compactness
To express compactness, we decided to experiment with a definition of com-
pact sets using filters. In fact, this definition involves the notion of clustering,
which is closely related to convergence and limit points. Indeed, a filter clusters
to a point if each of its elements intersects each neighbourhood of the point. We
say that a filter clusters if there is a point to which it clusters.
Definition cluster (F : set (set U)) p :=
forall A B, F A -> locally p B -> A :&: B !=set0
To see the link with limit points of a function y, consider the filter (y @ +oo),
which is the set of sets which ultimately contain all images of y (formerly
filtermap y (Rbar_locally p_infty) in Coquelicot). The set of points to
which (y @ +oo) clusters is exactly the positive limiting set of y i.e. the set of
limit points of y (recall Definition 4).
Definition pos_limit_set (y : R -> U) :=
\bigcap_(eps : posreal) \bigcap_(T : posreal)
[set p | Rlt T ‘&‘ (y @^-1‘ ball p eps) !=set0].
Lemma plim_set_cluster (y : R -> U) :
pos_limit_set y = cluster (y @ +oo).
Note that we wrote an equality between sets i.e. between functions with
propositions as value. We used the axiom of propositional extensionality (on top
of functional extensionality) to be able to prove this. Again, this makes our code
closer to textbook mathematics.
We were already using this equality to prove some properties of the positive
limiting set of a function y. Consequently, we decided to state each property
of this set as a property of cluster (y @ +oo). Thanks to this strategy, we
managed to shorten some of our proofs.
A set A is compact if every proper filter on A clusters in A.
Definition compact A :=
forall (F : set (set U)), F A -> ProperFilter F ->
(A :&: cluster F) !=set0.
Note how the hypothesis “on A” has been translated into “A is an element of F”.
This is possible thanks to the properties of filters: every filter on A is a filter base
in U whose completion is a filter containing A, and every filter on U containing A
defines a filter on A when restricted to sets contained in A. Thanks to this, we
do not have to consider the subspace topology, which would add complications.
Indeed, the type classes Filter and ProperFilter of Coquelicot are defined
on sets of sets in a uniform space i.e. on functions of type (U -> Prop) -> Prop
for U a uniform space. The UniformSpace structure of Coquelicot requires an
element of type Type, while in our context A is of type U -> Prop. Canonically
transfering structures to subsets would then require wrapping functions into
types, while our solution is simpler.
This notion of compact set is quite convenient to use to work with conver-
gence and limit points: the only hard part is finding the right filter on your
compact set and then the cluster point this hypothesis gives you is usually the
point your are looking for. However for other proofs this notion is quite com-
plicated to use. Proving that a set is compact requires finding a cluster point
for any abstract proper filter on this set, or going through a proof by contradic-
tion. Moreover, to prove that any compact set is bounded, we had to go through
the definition of compactness based on open covers. We proved the equivalence
between both definitions following the proof in Wilansky’s textbook on topol-
ogy [24] (see Sect. 5 for more details on the proof).
4 The Formal Statement of LaSalle’s Invariance Principle
As explained in Sect. 2, we formalized a slightly stronger version of LaSalle’s
invariance principle [15]. In particular, we proved the convergence of solutions
to (1) to a more constrained set: the union of the positive limiting sets of the
solutions starting in K.
Definition limS (A : set U) :=
\bigcup_(q in A) cluster (sol q @ +oo).
Recall that we require K to be compact and invariant (see Definition 2). Both
these hypotheses are used to prove the convergence of solutions to limS K.
Definition is_invariant A :=
forall p, A p -> forall t, 0 <= t -> A (sol p t).
Lemma cvg_to_limS (A : set U) : compact A -> is_invariant A ->
forall p, A p -> sol p @ +oo --> limS A.
This is in fact an “easy” part of LaSalle’s invariance principle. It is indeed
sufficient for a function to ultimately have values in a compact set in order for
it to converge to the set of its limit points, hence to any superset of its positive
limiting set.
Lemma cvg_to_pos_limit_set y (A : set U) :
(y @ +oo) A -> compact A -> y @ +oo --> cluster (y @ +oo).
Lemma cvg_to_superset A B y : A ‘<=‘ B ->
y @ +oo --> A -> y @ +oo --> B.
The invariance of K is a strong way to force the solutions to ultimately have
values in K. However, since in our proof of LaSalle’s invariance principle we
need to use the uniqueness of solutions for initial conditions which are values of
solutions starting in K, the invariance of K is required anyway.
There are two other aspects to our version of LaSalle’s invariance principle:
limS K is invariant and it is a subset of the set of points p for which Ṽ(p) = 0.
The first point does not need any hypothesis: the positive limiting set of any
solution starting in K is invariant, hence any union of such sets is invariant too.
Lemma invariant_pos_limit_set p :
K p -> is_invariant (cluster (sol p @ +oo)).
Lemma invariant_limS A : A ‘<=‘ K -> is_invariant (limS A).
As explained in Sect. 2.3, the core of LaSalle’s proof is thus the second point.
To state this part, we need to use the differential of the Lyapunov function V.
Indeed, as mentioned in Sect. 2.2, since we work in an abstract normed module,
we cannot express Ṽ using the gradient of V. We express differentials using Co-
quelicot [3]: filterdiff f (locally p) g expresses the fact that g is the dif-
ferential of f at point p. Thus, we assume a function V’ : U -> U -> R which is
total, together with the hypothesis that for any p in K, V’ p is the differential of V
at point p (i.e. forall p : U, K p -> filterdiff V (locally p) (V’ p)).
All hypotheses on Ṽ can then be expressed by replacing it with the function
fun p => (V’ p \o F) p.
Assuming a total function V’ is a way to mimic Coquelicot’s proof style
on derivatives. Indeed, to represent the derivative of a real function f : R -> R
in Coquelicot, one has access to a total function Derive f. All theorems
then concern Derive f, with the hypothesis that f admits a derivative at some
point x, written ex_derive f x, when it is needed. This is a very convenient
way to deal with derivatives. However, because Coquelicot lacks such a total
function for differentials, we had to introduce the differential as a parameter.
Finally, the last part of our version of LaSalle’s invariance principle, i.e. the
set limS K is a subset of the set of points p for which Ṽ(p) = 0, is stated as
follows:
Lemma stable_limS (V : U -> R) (V’ : U -> U -> R) :
(forall p : U, K p -> filterdiff V (locally p) (V’ p)) ->
(forall p : U, K p -> (V’ p \o F) p <= 0) ->
limS K ‘<=‘ [set p | (V’ p \o F) p = 0].
Note that the proof in Coq follows exactly the same steps as in the paper
proof we sketched in Sect. 2.3.
5 On Classical Reasoning
Several proofs in our work required classical reasoning, although we tried
to remain as constructive as possible. Indeed, while proofs and statements in
constructive analysis are very different from the ones in classical analysis, we
believe some of our constructive proofs could still be used in a purely constructive
context. In particular, in our development we use a classical axiomatization
of real numbers, but we hope some results are actually independent from the
representation of real numbers. For example, most results in topology, like our
constructive theorems on sets, filters, closures, and compactness are phrased in
a way which does not make real numbers appear.
Hence, we redefined some notions, namely closed sets, closures, compactness
and Hausdorff separation, to fit our purposes, and the proofs that these are
equivalent to preexisting definitions were often classical. We also list here two
other main theorems for which we could only give a classical proof.
First, the notion of closure was very practical to use whenever closed sets
appeared. In Coquelicot [3], a set A is closed if it contains all points for which
the complement of A is not a neighbourhood. A point is in the closure of a set if
all its neighbourhoods intersect the set. A set is closed if and only if its closure
is included in it (the other inclusion always holds).
Definition closed (A : set U) :=
forall p, ~ (locally p (~‘ A)) -> A p.
Definition closure (A : set U) p :=
forall B, locally p B -> A ‘&‘ B !=set0.
Lemma closedP (A : set U) : closed A <-> closure A ‘<=‘ A.
The right implication of closedP was proved constructively while the other
direction required classical reasoning. The notion of closure proved to be very
practical, especially in our settings since it is related to clustering: a filter clusters
to a point if and only if this point is in the closure of each element of the filter.
Lemma clusterE F : cluster F = \bigcap_(A in F) (closure A).
Then, the proof of equivalence between the filter-based and open covers-
based definitions of compactness is classical. In fact, we prove this equivalence
by going through a third definition of compactness: a set A is compact if every
family of closed sets of A with the finite intersection property has a nonempty
intersection. This definition is very close to the filter-based one, and we proved
constructively that they are equivalent. Indeed, the set of all finite intersections
in such a family is a filter base defining a proper filter which clusters. Conversely,
the family of closures of the elements of a proper filter which clusters has the finite
intersection property. It is the equivalence between this third definition and the
open covers-based definition which is classical. More precisely, both directions
in this equivalence are proved by contraposition and classical steps are required
to push negations under existential quantifiers and to remove double negations.
Similarly, we worked with a different definition of a Hausdorff space. We
proved that normed modules are necessarily Hausdorff spaces. This allowed us
to prove that the compact set K is also closed, which was needed to show that
the positive limiting set of any solution starting in K is included in K. We could
have used the usual notion of Hausdorff space (whenever you have two different
points, you can find two respective neighbourhoods of these points which do
not intersect), but in fact, its contrapositive was more practical in our settings
because it admits a nice statement using clustering: if two points p and q are
such that all their neighbourhoods intersects, i.e. the neighbourhood filter of p
clusters to q (and vice-versa), then they are equal.
Definition hausdorff (U : UniformSpace) :=
forall p q : U, cluster (locally p) q -> p = q.
Lemma hausdorffP (U : UniformSpace) :
hausdorff U <-> forall p q : U, p <> q -> exists A B,
locally p A /\ locally q B /\ forall r, ~ (A ‘&‘ B) r.
Again, the proof of equivalence between both definitions required classical
reasoning to push and remove negations.
Another classical proof we did is the proof of convergence of a function with
values ultimately in a compact set to its positive limiting set.
Lemma cvg_to_pos_limit_set y (A : set U) :
(y @ +oo) A -> compact A -> y @ +oo --> cluster (y @ +oo).
We proved this theorem in two ways. The first proof is by contradiction, as
in LaSalle’s paper [15]. The second one goes through a generalization of this
result: any proper filter on a compact set contains any neighbourhood of its set
of cluster points.
Lemma filter_cluster (F : set (set U)) (A : set U) :
ProperFilter F -> F A -> compact A ->
forall eps : posreal, F (ball_set (cluster F) eps).
We proved this lemma using yet another definition of compactness: the con-
trapositive of the definition based on families of closed sets. Going back and forth
between emptiness and nonemptiness properties once again introduced classical
reasoning steps. Similarly, as mentioned in Sect. 3.4, we had to use a classical
equivalence between two definitions of compactness to prove that compact sets
are bounded.
Finally, we had to prove classically that a monotonic bounded real func-
tion admits a finite limit at infinity. For instance in the case of a non decreas-
ing function, one has to prove that the lowest upper bound of its values is
the aforementioned limit. What is classical is the proof that, if l is the least
upper bound of the set A, then for all ε > 0 there exists p ∈ A such that
l − ε 6 p 6 l. This last example illustrates the problem, already noticed
by A. Mahboubi and G. Melquiond, that Coq’s axiomatization of real numbers
is not expressive enough to give an arbitrary approximation of a least upper
bound.
6 Related Work
Several formalizations in topology already exist: in Coq [4], in PVS [16],
in Isabelle/HOL [13] or in Mizar [7,22] for instance. All of them express
compactness using open covers. We adapted Cano’s formalization [4] for our
proof of equivalence with the filter-based definition. We could not use it directly
since it relies on the eqType structure of the Mathematical Components
library and Coquelicot’s structures [3] are not based on this structure.
Note that in the work of Hölzl et al. [13] there is a definition of compactness
in terms of filters which is slightly different from ours: a set A is compact if for
each proper filter on A there is a point p ∈ A such that a neighbourhood of p is
contained in the filter. This is a bit less convenient to use than clustering since
you cannot choose the neighbourhood. To our knowledge, our work is the first
attempt to exploit the filter-based definition of compactness to get simple proofs
on convergence.
We must also mention Coquelicot’s definition of compactness, which is
based on gauge functions, and Coq’s topology library by Schepler3. Both are
unfortunately unusable in our context: Coquelicot’s definition is specialized
to IRn while we are working on an abstract normed module, and Schepler’s
library does not interface with Coquelicot, since it redefines filters for in-
stance. Schepler’s library contains a proof of equivalence between the filter-based
and open covers-based definitions of compactness, which is very close to ours.
However, these definitions concern topological spaces whereas, as mentionned in
Sect. 3.4, we focus on subsets of such spaces without referring to the subspace
topology.
Concerning formalizations on stability and Lyapunov functions, Chan et
al. [5] used a Lyapunov function to prove in Coq the stability of a particular
system. They have however no proof of a general stability theorem. Mitra and
Chandy [21] formalized in PVS stability theorems using Lyapunov-like functions
in the particular case of automata. Herencia-Zapana et al. [12] took another ap-
proach to stability proofs: stability proofs using Lyapunov functions, under the
form of Hoare triples annotations on C code, are used to generate proof obliga-
tions for PVS.
We are definitely not the first to generalize LaSalle’s invariance principle.
We decided to prove a version of the principle which is close to the original
statement but several generalizations were designed to make it available in more
complex settings. Chellaboina et al. [6] weakened further the regularity hypoth-
esis on the Lyapunov function at the cost of sign conditions and a boundedness
hypothesis on the Lyapunov function along the trajectories. Barkana et al. [1]
restricted the hypotheses on the Lyapunov function to hypotheses along the tra-
jectories in order to generalize LaSalle’s invariance principle to nonautonomous
3 http://www.lix.polytechnique.fr/coq/pylons/contribs/view/Topology/v8.4
systems. Mancilla-Aguilar and García [19] generalized LaSalle’s invariance prin-
ciple to switched autonomous systems by adding further conditions related to
the switching, but removed the conditions of existence and uniqueness of solu-
tions and of continuity of the solutions relative to initial conditions by working
on a set of admissible trajectories. Fischer et al. [8] also weakened the hypotheses
on the solutions of a nonautonomous system by using a generalized notion of
solution.
7 Conclusion and Future Work
In this paper we presented our formalization of LaSalle’s invariance principle,
a theorem about the asymptotic stability of solutions to a nonlinear system of
differential equations. We proved a version of this theorem which is very close to
its original statement but we removed unnecessary hypotheses and chose a more
precise conclusion.
Our use of set theoretic notations in this formalization made our proofs more
readable, closer to the intuition of filters as sets of sets. Functional extensionality
also gave us a convenient way to write proofs on the solutions to a differential
equation, allowing us to use a single function to represent all of them. We used
propositional extensionality to be able to prove equalities between sets, but it is
not as critical as functional extensionality: all the proofs were written without
this axiom before we decided to add it.
Our experiment with filter-based compactness is partially conclusive: filters
are really adapted to proofs on convergence but we had to use other definitions
of compactness for other purposes.
All in all, our formalization of LaSalle’s invariance principle takes around
1250 lines. Around 250 lines were devoted to the proofs of the properties on the
positive limiting set and of LaSalle’s invariance principle. The remaining 1000
lines contain the definitions of notations, the generalization of convergence no-
tions to sets and proofs about closed sets, compact sets and monotonic functions.
This formalization is a step towards a formal verification of dynamical sys-
tems. LaSalle’s invariance principle and its extensions play an important role in
the study of control techniques. We plan to use this work to formally verify a
control law for the swing-up of an inverted pendulum [18].
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