Metabolomics analysis tools can provide quantitative information on the concentration of metabolites in an organism. In this paper, we propose the minimum pathway model generator tool for simulating the dynamics of metabolite concentrations (SS-mPMG) and a tool for parameter estimation by genetic algorithm (SS-GA). SS-mPMG can extract a subsystem of the metabolic network from the genome-scale pathway maps to reduce the complexity of the simulation model and automatically construct a dynamic simulator to evaluate the experimentally observed behavior of metabolites. Using this tool, we show that stochastic simulation can reproduce experimentally observed dynamics of amino acid biosynthesis in Arabidopsis thaliana. In this simulation, SS-mPMG extracts the metabolic network subsystem from published databases. The parameters needed for the simulation are determined using a genetic algorithm to fit the simulation results to the experimental data. We expect that SS-mPMG and SS-GA will help researchers to create relevant metabolic networks and carry out simulations of metabolic reactions derived from metabolomics data.
Introduction
Recent developments in experimental equipment, such as mass spectrometry, have made it possible to measure the concentrations of hundreds of chemical compounds in a single experiment (Sumner et al. 2003 , Bedair et al. 2008 , Sawada et al. 2009 ). Moreover, the development of highthroughput sampling technologies allows us to analyze the time series of those concentration profiles in detail (Buchholz et al. 2002 , Sato et al. 2008 . Furthermore, given that knowledge of metabolic reactions is available in metabolic pathway databases such as the Kyoto Encyclopedia of Genes and Genomes (KEGG) (http://www.genome.jp/kegg/) (Kanehisa and Goto 2000) or MetaCyc (http://metacyc.org/) (Caspi et al. 2012) , we can inform the model of most of the metabolic pathways in which those chemical compounds are involved.
If some metabolomics data are generated experimentally, then reverse engineering the system underlying those data might be necessary for making further predictions and retrieving information about other relevant metabolites (Tomita et al. 1999 , Edwards et al. 2000 , Chassagnole et al. 2002 , Feist et al. 2008 , de Oliveira Dal'Molin et al. 2010 . To achieve that goal, it is necessary to construct a model that can reproduce the experimental data. In fact, a number of studies have attempted to model metabolic systems in a bacterial cell using such data (Tomita et al. 1999 , Ishii et al. 2004 , Karr et al. 2012 . However, even for a single cell, the number of parameters to be determined is huge, and such parameters cannot be directly determined from the experimental data. In the case of plants, it is even more difficult to model a whole cell, because the number of metabolic reactions is far greater and the system is more complicated than in bacteria (Morgan et al. 2002 , Schwender et al. 2004 , Collakova et al. 2012 . However, in most cases, it can be useful enough to model a part of metabolic pathways where reactions are dynamically changing. In this study, we propose a tool to extract a subsystem of metabolic networks automatically and simulate a time course of concentration of metabolites within that subsystem.
Time processes of well-stirred chemical reaction systems have been simulated by solving a set of coupled ordinary differential equations. Although the deterministic formulation is sufficient in many cases, it fails to capture the inherent stochasticity in many biochemical systems formed by living cells in which the small population of a few critical metabolites can result in discrete and stochastic behavior Arkin 1997, Arkin et al. 1998) . The dynamics of those systems can be simulated accurately using the machinery of Markov process theory involving the stochastic simulation algorithm of Gillespie (1976 Gillespie ( , 1977 . Even when the numbers of metabolites are high, stochastic effects can significantly affect the dynamic behavior of certain biochemical networks (Kummer et al. 2005 , Pahle et al. 2012 . If it is easy to examine the dynamic behavior of metabolites based on stochastic simulations coupled with deterministic simulations, then we will be able to achieve deeper understanding of the systems in the metabolome. This requires the development of both stochastic simulation methods and deterministic simulations. Taking genome-wide or metabolome-wide simulation into consideration, we also need to develop software for selecting proper metabolic chemical equations in metabolic pathways. In the present study, we developed a stochastic simulation with a minimum pathway model generator (SS-mPMG), a program that automatically extracts a subsystem of metabolic pathways relevant to certain experiments from all the pathways of a given organism. To extract a subsystem of metabolic pathways, we assume that there are some compounds which can be regarded as start and end points of the pathways in which a user is interested. Given some metabolites as 'start' and 'end' compounds, SSmPMG can build a metabolic network by connecting the shortest pathways from the start to end compounds from the given genome-wide list of metabolic reactions. We regard the subnetwork consisting of these shortest pathways as a 'target' network to be evaluated, and then carry out a stochastic simulation to predict the metabolism.
Because it is difficult to model the reactions of all these metabolites, we statistically selected metabolites that are involved in the observed dynamic behavior and extracted the subnetwork related to the selected components. If we know the estimated values of reaction rate constants for each reaction in the subnetwork, this system can be used to simulate the dynamics of the metabolic reactions and evaluate the model compared with experimental data. However, in general, even with this reduction in the size of the metabolic network, the number of combinations of optimal sets of parameters to fit the simulation result to the experiments is still huge.
Furthermore, the quantity of molecules is generally measured by relative levels in metabolomics with mass spectrometry, i.e. the time series behavior of metabolites can be measured at the metabolome scale. In this situation, we need to estimate these values to fit the experimental results for the behavior represented by the relative levels in the metabolome. To achieve this, we also implemented a simple method to estimate the model parameters based on a type of evolutionary algorithm, called a genetic algorithm (GA), within the metabolome simulator based on stochastic simulation, SS-GA.
In the present study, we describe metabolome stochastic simulation software including pathway selection (SS-mPMG) and parameter estimation by GA (SS-GA) using the metabolome data of A. thaliana. We show that a simple optimization method based on an evolutionary algorithm can be applied to evaluate the parameters and that the model qualitatively reproduces the observed dynamics of intermediate metabolites.
These results indicate that SS-mPMG provides a simple sequence of steps for generating a subset of the pathway network from the given genome-wide reaction list, setting the appropriate parameters for simulation, and simulating the obtained network. In addition, the GA is effective for setting the parameters needed for these simulations.
Results and Discussion
Implementation of stochastic simulation with the minimum pathway model generator (SS-mPMG) and with a genetic algorithm (SS-GA)
In the present study, we describe two software packages: SS-mPMG for simulating the behavior of the metabolome using user-defined parameters based on the selection of reactions by minimum pathways, and SS-GA for fitting the parameters to experimental data and simulating the behavior of the metabolome using these parameters. Both of these software packages are freely available from our website (http://kanaya. naist.jp/mPMG). An overview of these software packages is shown in Fig. 1 , and detailed instructions for using the software are given in the Supplementary data as well as on our website. This software is also utilized in other omics represented by reaction equations. As shown in Fig. 1 , the software consists of three parts: (i) reaction selection by the shortest pathway; (ii) stochastic simulation; and (iii) parameter optimization by GA. We briefly summarize these three parts.
Reaction selection by the shortest pathway SS-mPMG is a tool for finding metabolic pathways related to a targeted set of metabolites and for constructing a model for simulating their behavior. As most pathway databases are huge, it is difficult to simulate all metabolites together. SS-mPMG can extract a subset of the metabolic network from the pathway database, using Dijkstra's algorithm (Dijkstra 1959) to extract the shortest pathway from the start to end compounds so as to create a map of the network of related metabolites. For example, when time series data of metabolites are available, the metabolites that decreased or increased the most can be regarded as start and end compounds, respectively. In SS-mPMG, the start and end metabolites are stored in two files, 'START*.txt' and 'END*.txt', and the metabolic equation file 'REQ*.txt' makes it possible to select the metabolic reactions having the shortest pathway based on all combinations of start and end metabolites (see Supplementary data for details).
Stochastic simulation based on the Gillespie algorithm
The dynamics in the metabolic network can be described by stochastic simulation that emulates fluctuations in metabolic systems. SS-mPMG can predict metabolic dynamics by carrying out numerical simulation on a target metabolic network provided with initial amounts of metabolites and reaction rate constants of the reactions. The Gillespie algorithm Fig. 1 Metabolic network modeling approach using SS-mPMG. To reduce the complexity of the model, a subset of the metabolic network is extracted from the entire network based on the given list of start and end compounds. Kinetic parameters are optimized to reproduce the observed dynamics of metabolite concentrations. (Gillespie 1976 , Gillespie 1977 implemented in SS-mPMG consists of five steps ( Fig. 2A) . The simulation system is defined by Step 1. Let us consider a metabolic pathway consisting of M chemical reactions and N metabolites. The j-th reaction is represented by Equation (1) , and metabolite bounds
] for the i-th metabolite (i = 1, 2, . . . , N), and the reaction rate c j for R j .
In
Step 2, all metabolite concentrations are fed into the variable [X i ]. In Step 3, the hazard function for the j-th reaction is calculated by Equation (2):
The sum of the hazard functions (H ¼ P M j¼1 h j ) is then used to calculate the time step Át, by Equation (3), and the probability of occurrence of the j-th reaction is obtained by Equation (4):
Here, t is a random variable drawn from a uniform distribution on the interval [0, 1]. In
Step 3, a reaction j is randomly selected from the probability distribution P(X = j) = p j . In Step 4, the molecular concentrations are revised according to the selected reaction equation as represented in Equation (5):
for all i, then the metabolite concentrations are updated and t is advanced to t + Át, and the algorithm returns to Step 2; otherwise, the reaction is rejected and Step 3 is repeated to select another reaction. These steps are repeated until the event time becomes larger than the maximum time T.
The advantage of Gillespie's algorithm is that the simulation can be carried out if a system is represented by a set of reaction equations, including metabolite regulation by proteins and gene expression. For example, autoregulation (as shown in Fig. 2B ) and feedback inhibition (Fig. 2C) , which can be represented by a set of reaction equations, are also dynamically simulated by the present software.
Parameter optimization process
To simulate the dynamics of metabolic pathways, the initial concentration of every compound and the rate constant for every metabolic reaction have to be estimated. However, in general, measuring the exact values of all those parameters experimentally is difficult. Therefore, numerical optimization methods to find the best values reproducing the observed behavior of metabolite concentrations are required. In this study, as an example, we implemented a method based on an evolutionary search algorithm because it can be applied to a wide range of problems. A GA is used for the combinatorial optimization problem, mimicking evolution in nature, as first proposed by Holland (1975) . A point in the search space for the target problem is represented by a character string called a chromosome. An individual has a chromosome and a fitness value with a given evaluation function. First, the GA randomly generates a set of individuals called the population. The population is evolved by repeating evaluation, selection, crossover and mutation. Consequently, a semi-optimal solution is obtained. GAs have been applied to chemical and biological sciences (Yen et al. 1995 , Morbiducci et al. 2005 ). Sheridan and Kearskey (1995) demonstrated that a GA can quickly select a semi-optimal subset of amines for constructing a tripeptoid library. Jones et al. (1995) used a GA to explore the full conformational flexibility of the ligand with partial flexibility of the protein.
Because in our model the values to be optimized, namely the initial concentrations and reaction coefficients, are continuous, the genotype is an array of real values, and mutation is implemented as random continuous change of one or several values. These types of evolutionary algorithms are called real-valued GAs and have been applied to various optimization problems (Corcoran and Sen 1994 , Huang et al. 1997 , Wu et al. 2007 In general, when using mass spectrometry, it is difficult to measure the absolute metabolite concentration because the extraction and inonization efficiency may depend on the chemical properties of each metabolite. Therefore, even though the metabolite concentrations are computed explicitly in our model, the values derived cannot be directly compared with experimental results. To avoid this problem, in this study, we focused on relative changes of rate constants rather than on their absolute magnitude. In other words, despite some residual arbitrariness in the scale of metabolite concentration, the relative quantity such as the ratio of products to substrates can be properly reproduced in the dynamic model.
The software developed in the present study (SS-GA) optimizes a set of the variables for the initial amounts of each metabolite and the rate constants of each reaction so as to reproduce the dynamics of metabolite concentration observed using mass spectrometers. Detailed instructions for SS-GA are given in the Supplementary data, which are also available on our website. As shown in Fig. 3 , an individual's chromosome is represented by an array of real values, namely the initial metabolite concentrations and the reaction rate constants Step 5: Quantities for individual objects are revised based on selected reaction equation
Step 2:
Step 3: Determining time scale and probabilities of occurrence of reactions h j = current status of j-th reaction based on c j (j=1,2,.., K) and
Step 4: Random selection of reaction equation Here a selected reaction is represented by index s.
Step 6: t t + concatenated as a single array. In this study, we have 59 metabolites and 56 reactions and, as we evaluate the reaction rate constants in the former and latter phase independently, the total number of parameters to optimize is 171.
At the first generation, we prepared K randomly generated individuals, whose h-th value in the chromosome is given as follows:
where v 0h denotes a base value which is tentatively assigned to 1,000 for initial concentrations and 0.001 for reaction rate constants, p is a random variable drawn from a uniform distribution on the interval [0, 1] and r is a random variable drawn from a lognormal distribution [i.e. log mean = 0, log standard deviation = log(10)]. At each generation, we computed the time series of the metabolite dynamics using the parameters given by their chromosome, and compared the relative change of each metabolite with that observed in the experiments. The fitness of an individual k is given by an inverse of the mean residual initial metabolite quantities reaction rates in early stage reaction rates in lage stage
GA operation (roulette selection & one-point crossover or mutation) 
Selection of the best fit chromosome Fig. 3 Schematic illustration of the GA procedures used in this study. A set of chromosomes of the first generation is randomly generated from a base chromosome with uniform parameter values. At each generation, new chromosomes are selected according to their fitness, and crossed over or mutated to change their values. The chromosome with best fitness is selected as the optimized value after G generations.
error between observed and simulated metabolite changes as follows:
where s denotes the time points of metabolomics observation (s = 0, 2, 6, 12, 24, 36, 48, 60, 72 and 84 h), X kis and Y is are the amounts of the i-th metabolite at time point s in simulation and experiments, N s is the total number of time points and N is the number of metabolites. Individuals in the next generation are chosen by roulette selection based on their fitness values, i.e. the k-th individual will be selected with a probability proportional to F k . Next, with a probability p x = 0.8, crossover occurs, i.e. another individual is selected, with a probability proportional to F k , and the values of the chromosome array are exchanged at a crossover point randomly selected from a uniform distribution. After selection and crossover, each value of the chromosome may mutate with a probability p m = 0.005. Therefore, the values of the new individual are given as follows:
where v h gives the h-th value of the former individual, p is a random variable drawn from a uniform distribution on the interval [0, 1] and r is a random variable drawn from a lognormal distribution [i.e. log mean = 0, log standard deviation = log(10)].
In the present study, we first carried out a preliminary optimization with K = 5,000 and the number of generations G = 10. Then, from the best individual, we continued optimization using K = 100 individuals for G = 500 generations.
Simulation of metabolic reactions in A. thaliana
In this study, we show an application of this tool to simulate the behavior of metabolic reactions in a model plant, A. thaliana, where we reproduced the experimentally observed metabolite dynamics. In this experiment, we focused on biosynthesis of the amino acid methionine. Methionine is an organic sulfur compound that is essential for growth, and the methionine cycle is of importance for the synthesis of biologically active compounds such as ethylene and polyamines, via S-adenosyl-L-methionine. Therefore, we focused on the metabolism of methionine and other aspartate family amino acids, namely aspartate, L-lysine and L-threonine. These amino acids share the same intermediates in their biosynthesis and the biosynthetic pathways are tightly regulated by feedback inhibitions from L-lysine and L-threonine (Buchanan et al. 2000) . To evaluate the effects of these feedbacks and regulations, L-lysine and L-threonine were exogenously supplied to Arabidopsis callus, and the time series of metabolite concentrations (268 metabolites including 21 amino acids) were measured by widely targeted metabolome analysis (Sawada et al. 2009 ) using ultraperformance liquid chromatography-tandem quadrupole mass spectrometry (UPLC-TQMS). These detected metabolites covered a wide range of metabolic pathways, including not only biosynthesis of amino acids, but also glycolysis, the tricarboxylic acid (TCA) cycle, the pentose phosphate pathway, glucosinolate biosynthesis and purine and pyrimidine metabolism.
Since we were interested in how the dynamics of metabolic reactions changed during the experiment with amino acid treatment, we first characterized the global behavior of metabolite changes. In order to summarize the high-dimensional dynamics of metabolites observed in the experiment, we analyzed the time series of metabolome concentrations using principal component analysis (PCA) (Fig. 4) . The results showed that the trends of the metabolite dynamics qualitatively changed between the early phase (0-24 h) and the later phase (24-84 h), which indicates some change in the underlying metabolic system. From this result, we assumed that the state of the metabolic network in the phase of 24-84 h differs from that in the phase 0-24 h because of some feedback mechanism. Therefore, we defined 0-24 h as the former phase and 24-84 h as the latter phase, and focused on the dynamics of these two phases in the simulation process. Next, in order to focus on the metabolic pathways where the dynamics change during these two phases and also throughout them (i.e. 0-84 h), we identified the metabolites that increased or decreased significantly in these three phases 0-84, 0-24 and 24-84 h; namely, we computed relative changes of every metabolite between the beginning and the end of these three phases, respectively, and chose the metabolites whose change were >1.96 SD of the changes of all the metabolites (i.e. in the 5% rejection range), and selected them as the start or end compounds ( Table 1) . The metabolites chosen as start compounds were mannitol and raffinose; those chosen as end compounds were L-proline, saccharopine, phosphorylcholine, CDP-choline, Lthreonine, shikimate, 5 0 -methylthioadenosine, L-homocysteine and S-adenosyl-L-methionine.
Selection of the subnetwork of metabolic reactions
To model the metabolic reactions, the complete reaction lists of the metabolic network of A. thaliana were taken from the curated Arabidopsis-specific database (AraCyc) in the Plant Metabolic Network (http://plantcyc.org). To simplify the model dynamics, SS-mPMG extracts a subnetwork of metabolic systems from the whole set of metabolic reaction pathways to be focused on. We assumed that the end compounds listed above are synthesized from the start compounds (also listed above), via some metabolic pathway. We then defined the target metabolic network as the union of the three networks, each of which is composed of metabolites connected via reactions that act in the periods 0-84, 0-24 and 24-84 h, respectively. Because the reactions included a part of the TCA cycle, we added a few reactions that were not chosen by automatic search in order to complement the TCA cycle. Eventually, out of the total 1,440 metabolic reactions with 1,250 compounds listed in the AraCyc database, we selected 56 reactions containing a total of 59 metabolites. The extracted pathways are shown in Fig. 5 . As seen, a pathway starts from a saccharide such as raffinose or mannitol. It then passes through the glycolytic pathway and the TCA cycle, and ends at an amino acid such as L-threonine, L-proline, L-serine or L-methionine. Thus, we succeeded in extracting a subnetwork using SS-mPMG with a pathway database and experimental results.
Evaluation of the model using metabolomics data
To estimate the values of the 171 parameters, we optimized them to fit the simulation results to the experimental data generated using the GA. Twenty-six of the 268 detected metabolites were involved in the reactions of the selected subnetwork. Because of the difficulty in measuring the absolute concentrations of each metabolite quantitatively, we focused on relative changes from the time point 0 h, which gave us nine data points to evaluate. In total, we had 225 data points for the 26 metabolites at nine sample points, excluding nine missing values in the experimental data.
To compare these data points with the observed data, we ran a simulation using a given set of the parameters, and computed the change in the amount of each metabolite compared with the initial amounts at 0 h. We then evaluated the residual error between these simulated changes and observed changes to compute the fitness of the model [Equations (7-9)]. The detailed algorithm is described in the section 'Parameter optimization process'. Fig. 6 shows the histogram of the final fitness values of 50 independent optimization runs after 510 generations, i.e. 10 generations of the preliminary optimization and 500 generations of secondary optimization. The highest correlation between observed and simulated changes in metabolite amounts was r = 0.956. A detailed comparison of the results of the stochastic simulation based on the parameters with the highest fitness with the observed data is shown in Supplementary Fig.  S1 . However, as the results of the optimization were not always identical because of the stochastic evaluation of the model, we use the top 10 results (the threshold is indicated by the dashed line in Fig. 6 ) to evaluate reproducibility.
Metabolism in the experiment explained by the predictive simulation
To understand the changes in the dynamics between the former (0-24 h) and the latter (24-84 h) phases of the metabolism, we defined the changes of reaction rate constants relative to their values in the former phase as follows:
where v conc g j , v for g j , v lat g j represent the parameter values of initial concentration and rate constants in the former and latter phases, respectively, obtained from the g-th optimization run. The ratio w gj represents the change in the rate constant. We compared the ratio w gj in the results of the top 10 optimizations by using a t-test and found that it significantly changed in eight of the reactions ( Table 2 ). Fig. 7 shows the End S-Adenosyl-L-methionine End distribution of w gj for these eight reactions. To explain the observed changes in the metabolite concentrations, it was required to change the rate constants of these parameters between the former and the latter phases. These reactions are also illustrated in Fig. 5 by red/blue arrows. It is worth noting that the changes in reactions consuming mannitol and raffinose are consistent with the fact that mannitol was mostly consumed in the former phase and raffinose was mostly consumed in the latter phase. This result suggests that the consumption of resource materials triggered some feedback on the activity on these reactions. In contrast, the rate constants of the remaining reactions did not change significantly. This result implies that when metabolic networks adapt to environmental change, they do not change their activity in the majority of pathways, but only in very specific pathways. This is consistent with the experimental results that under various types of genetic and environmental perturbations, protein and metabolite levels were very stable, reflecting the robustness of metabolic networks (Ishii et al. 2007 ). Segrè et al. (2002) 
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Sucrose degradation III cells adapt to environmental change, they tend to prefer the smallest change needed to sustain their metabolic status. Our results also suggest that parameter optimization based on a GA, which searches locally for an optimum starting from the given condition, will be predictive and effective for the analysis of metabolic reaction networks. In general, it is difficult to model a large metabolic network quantitatively, even with massive amounts of metabolomics data obtained from mass spectrometry; therefore, it would be useful to extract a subnetwork in which interesting metabolites are involved in order to reduce the number of parameters to be estimated. In this study, we showed that parameter optimization based on a simple GA can reproduce the observed behavior of metabolite amounts. Along this line, more sophisticated evolutionary algorithms or other optimization methods could provide convenient tools for evaluating the rate constants of metabolic reactions and for understanding the detailed dynamics that are not directly visible in the behavior observed in the experimental results.
Materials and Methods

Plant materials
Arabidopsis liquid callus culture derived from accession Col-0 was prepared as described in Murota et al. (2011) with some modifications. For callus induction, minced seedlings in RM28 medium were incubated under constant light. The medium was changed once every 6 d. After the third medium transfer, the callus was cultivated with 10 mM L-lysine plus 1 mM L-threonine (treated) or without treatment (control). The callus was collected prior to L-lysine and L-threonine treatment (0 h), and at 2, 6, 12, 24, 36, 48, 60, 72, 84 and 96 h after treatment, frozen in liquid nitrogen and stored at À80 C until use.
Metabolome measurement by mass spectrometry
Three sets of each sample were extracted and analyzed using UPLC-TQMS (Sawada et al. 2009) . A 2 mg aliquot of fresh plant tissues was extracted using a bead shocker in buffer (500 ml, 80% MeOH) for 5 min. The extracted liquid (250 ml) was dispersed and dried up in a 96-well plate, and then redissolved in 120 ml of H 2 O. Finally, 1 ml of sample was subjected UPLC-TQMS. Three analytical replication were conducted.
Metabolic reaction data
As the reactions connecting these metabolites are not selfevidently identified, AraCyc was used to fill the connections between them. However, as most metabolites are known by multiple names, the names used in the experimental data and those in AraCyc do not necessarily correspond. To solve this problem, we used the identifier (C_ID) in the KNApSAcK Core database (http://kanaya.naist.jp/knapsack_jsp/top.html), the CAS number assigned by the Chemical Abstract Service (a division of the American Chemical Society) and the synonyms in the MetaCyc database.
Supplementary data
Supplementary data are available at PCP online.
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