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Resumen: A pesar de los esfuerzos por incluir procesamiento lingu¨´ıstico en las
me´tricas de evaluacio´n automa´tica de sistemas de traduccio´n, las ma´s usadas siguen
siendo me´tricas basadas en solapamiento le´xico. Esto se debe a que no se han cla-
rificado au´n las ventajas del uso de te´cnicas lingu¨´ısticas en este contexto. En este
art´ıculo se analiza en profundidad las ventajas de aplicar procesamiento lingu¨´ıstico
a nivel sinta´ctico y sema´ntico en la evaluacio´n automa´tica de traducciones.
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Abstract: Despite the efforts for incorporating linguistic knowledge into automatic
MT evaluation methods, metrics based on mere lexical matching are still today the
dominant approach. This is partly due to the fact that the advantages of using
deeper linguistic information have not been yet clarified. In this work, we analyze
the advantages of including syntactic and semantic information in automatic MT
evaluation.
Keywords: Machine Translation, Evaluation Metrics, Linguistic Processing
1. Introduccio´n
Por lo general, las me´tricas de evaluacio´n au-
toma´tica de traducciones comparan la sali-
da del sistema con traducciones modelo rea-
lizadas por asesores. Estas me´tricas permiten
evaluar de forma iterativa sin necesidad de
nuevos juicios humanos, acelerando el desa-
rrollo de los sistemas de traduccio´n. Adema´s,
estas me´tricas pueden aplicarse directamen-
te a otras tareas que conlleven generacio´n de
texto, como resumen automa´tico, reduccio´n
de frases, generacio´n de lenguaje o cierto ti-
po de bu´squeda de respuestas.
Las me´tricas ma´s empleadas se basan en
solapamiento le´xico entre la traduccio´n eva-
luada y las traducciones modelo. En adelante
nos referiremos a estas me´tricas como me´tri-
cas le´xicas. Medir la similitud entre una tra-
duccio´n automa´tica y las traducciones mode-
lo no es una tarea trivial, y considerar u´ni-
camente el solapamiento le´xico puede resul-
tar insuficiente. El siguiente ejemplo mues-
tra dos traducciones a´rabe-ingle´s evaluadas
en la competicio´n promovida por el NIST en
2005. La me´trica le´xica ROUGEL (Lin y Och,
2004), es una de las ma´s fiables en te´rmi-
nos de correlacio´n con juicios humanos segu´n
trabajos anteriores. Esta me´trica asigna una
mayor puntuacio´n a la traduccio´n B que a la
traduccio´n A, aunque la traduccio´n B contie-
ne un gran nu´mero de errores gramaticales.
E´sto se debe a que la traduccio´n B, aun sien-
do incorrecta, tiene un mayor solapamiento
le´xico con los modelos.
Traduccio´n A: The Chinese President made unpre-
cedented criticism of the leaders of Hong Kong
after political failings in the former British co-
lony on Monday . Adecuacio´n + fluidez=8.5.
Traduccio´n B: Chinese President Hu Jintao today
unprecedented criticism to the leaders of Hong
Kong wake political and financial failure in the
former British colony. Adecuacio´n + fluidez=3.
Con el fin de atacar este problema
se han propuesto me´tricas que emplean
procesamiento lingu¨´ıstico a niveles superio-
res de procesamiento: sinta´ctico o sema´nti-
co (Owczarzak et al., 2006; Reeder et al.,
2001; Liu y Gildea, 2005; Amigo´ et al., 2006;
Mehay y Brew, 2007; Gime´nez y Ma`rquez,
2007; Owczarzak, van Genabith, y Way, 2007;
Popovic y Ney, 2007; Gime´nez y Ma`rquez,
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2009). En adelante nos referiremos a es-
tas me´tricas como me´tricas lingu¨´ısticas. Sin
embargo, las me´tricas le´xicas siguen siendo
las ma´s empleadas para evaluar sistemas de
traduccio´n. Por tanto, es interesante clarifi-
car la aportacio´n del procesamiento lingu¨´ısti-
co en la evaluacio´n de traducciones, y es e´ste
el objetivo que nos planteamos en este art´ıcu-
lo.
Para ello, tenemos en cuenta dos aspec-
tos no abordados en trabajos anteriores. En
primer lugar, la correlacio´n de las me´tricas
frente a juicios humanos (meta-evaluacio´n)
se computa tradicionalmente sobre la calidad
promedio del sistema en todas sus traduccio-
nes (nivel de sistema) o sobre cada una de las
traducciones evaluadas (nivel de segmento).
E´sto afecta en gran medida a los resultados
de la meta-evaluacio´n de me´tricas. En este
art´ıculo consideramos el nu´mero de segmen-
tos sobre los que se promedia la calidad del
sistema como una variable de estudio.
En segundo lugar, consideramos las me´tri-
cas le´xicas y lingu¨´ısticas en su conjunto. Para
las primeras consideramos una seleccio´n de
16 me´tricas le´xicas representativas del esta-
do de la cuestio´n. Para las segundas, consi-
deramos 48 me´tricas lingu¨´ısticas y la me´trica
combinada ULC (Gime´nez y Ma`rquez, 2008),
que integra me´tricas de ambos tipos.
Los resultados muestran que la me´trica
combinada ULC es ma´s fiable en te´rminos
de correlacio´n con juicios humanos que las
me´tricas le´xicas individuales, especialmente
cuando la calidad del sistema se promedia
sobre un conjunto lo suficientemente grande
de frases. Adema´s, en ciertos casos supera in-
cluso la cota ma´xima de fiabilidad a la que
podr´ıan llegar las me´tricas le´xicas en conjun-
to.
En la siguiente seccio´n se revisa el estado
de la cuestio´n en cuanto a meta-evaluacio´n
de me´tricas. La seccio´n 3 describe las me´tri-
cas y conjuntos de prueba empleados en este
art´ıculo. La seccio´n 4 analiza las diferen-
cias fundamentales entre me´tricas le´xicas y
lingu¨´ısticas en te´rminos de correlacio´n con
juicios humanos. En la seccio´n 5 se presen-
ta la aproximacio´n empleada para comparar
me´tricas en los experimentos descritos en la
seccio´n 6. En la seccio´n 7 se presentan las
conclusiones obtenidas a partir de este tra-
bajo.
2. Trabajos previos en
meta-evaluacio´n de me´tricas
de traduccio´n
Los criterios de meta-evaluacio´n han ido evo-
lucionando a medida que se han ido propo-
niendo nuevas me´tricas de evaluacio´n. Por
ejemplo, la me´trica BLEU (Papineni et al.,
2001) es meta-evaluada en te´rminos de co-
rrelacio´n con juicios humanos, de forma in-
dependiente para adecuacio´n y fluidez. Para
abordar las deficiencias de BLEU se pre-
senta la me´trica NIST (Doddington, 2002).
Ana´logamente, NIST se ha meta-evaluado en
te´rminos de correlacio´n con juicios humanos
pero esta vez, sobre diferentes textos fuen-
te, para un nu´mero variable de modelos y
sobre textos de diferente taman˜o. Tras e´sto,
se presenta la familia de me´tricas GTM (Me-
lamed, Green, y Turian, 2003) argumentan-
do que la correlacio´n Pearson empleada en
trabajos anteriores puede verse afectada por
feno´menos de escala. Por ello, los autores
proponen usar el coeficiente de correlacio´n
no parame´trico Spearman (Spearman, 1904)
o la Tau de Kendall (Kendall, 1938). Sin
embargo, en otro trabajo se compara un con-
junto representativo de me´tricas le´xicas sin
obtener diferencias importantes entre los coe-
ficientes Pearson y Spearman (Lin y Och,
2004).
En el trabajo en el que se propone
la me´trica METEOR (Banerjee y Lavie,
2005) se identifica un aspecto que afecta en
gran medida a la fiabilidad de las me´tricas.
Tradicionalmente se computa la correlacio´n
con juicios humanos tomando como muestra
la calidad de cada sistema tras promediar la
calidad de todas sus traducciones. Los auto-
res proponen sin embargo computar la corre-
lacio´n frase a frase. Es lo que se denomina
correlacio´n a nivel de segmento frente a co-
rrelacio´n a nivel de sistema. En la competi-
cio´n de sistemas promovida por el NIST en
2008 (Przybocki, Peterson, y Bronsart, 2008)
se plantea tambie´n un nivel intermedio, eva-
luacio´n de documentos.
En una l´ınea paralela, varios autores
sugieren la combinacio´n de me´tricas de eva-
luacio´n (Kulesza y Shieber, 2004) o rasgos
de las traducciones (Albrecht y Hwa, 2007)
tomando como criterio de optimizacio´n la
correlacio´n con juicios humanos o la ca-
pacidad de discriminar traducciones mode-
lo frente a traducciones automa´ticas. Sin
embargo, en ninguno de estos trabajos se
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realiza un estudio sobre la necesidad de in-
cluir procesamiento lingu¨´ıstico en el proceso
de traduccio´n.
3. Me´tricas y conjuntos de
prueba
3.1. Me´tricas
Para la realizacio´n de los experimentos des-
critos en este art´ıculo hemos considerado un
conjunto amplio de me´tricas a tres niveles de
procesamiento: le´xico, sinta´ctico y sema´ntico.
A nivel le´xico, hemos tomado me´tricas estan-
dar basadas en distancia de edicio´n (WER,
PER and TER), precision le´xica (BLEU y
NIST), cobertura le´xica (ROUGE), y medi-
da F (GTM y METEOR). A nivel sinta´cti-
co hemos considerado diferentes familias de
me´tricas basadas en procesamiento sinta´cti-
co superficial y analisis completo: relaciones
de dependencia (DP) y a´rboles de constitu-
yentes (CP). A nivel sema´ntico hemos inclui-
do me´tricas pertenecientes a tres familias que
emplean respectivamente entidades nombra-
das (NE), roles sema´nticos (SR) y estructuras
de discurso (DR). En Gimenez et al. (2007)
se describe en detalle todas estas me´tricas.
Para analizar en conjunto la fiabilidad
de las me´tricas lingu¨´ısticas hemos emplea-
do la me´trica combinada ULC (Gime´nez y
Ma`rquez, 2008). E´sta es una aproximacio´n
simple que consiste en promediar aritme´ti-
camente y sin entrenamiento un subcon-
junto de me´tricas a diferentes niveles de
procesamiento lingu¨´ıstico. Adema´s de haber
dado buenos resultados en campan˜as de
meta-evaluacio´n recientes (Callison-Burch et
al., 2008; Callison-Burch et al., 2009), su
simplicidad asegura que sus resultados no
esta´n sesgados por el efecto de sobre-ajuste
para un conjunto de prueba espec´ıfico. El
co´mputo de las me´tricas se ha realizado
mediante la herramienta IQMT (Gime´nez,
2007)1.
3.2. Conjuntos de prueba
Hemos empleado los conjuntos de prueba ge-
nerados en las campan˜as de evaluacio´n del
NIST en 2004 y 2005 (Le y Przybocki, 2005)2.
En estas campan˜as se llevaron a cabo dos
tareas de traduccio´n: a´rabe a ingle´s (AE)




AE CE AE CE
Modelos 5 5 5 4
Sistemas 5 10 5+1 5
Segmentos 347 447 266 272
Cuadro 1: Descripcio´n de los conjuntos de
prueba en las campan˜as de evaluacio´n NIST
2004/2005
dados por dos anotadores para cada traduc-
cio´n incluyen adecuacio´n de las traducciones
y fluidez escalados de uno a cinco.
El cuadro 1 describe nume´ricamente estos
conjuntos de prueba, incluyendo el nu´mero de
traducciones modelo por segmento evaluado,
el nu´mero de sistemas y el nu´mero de segmen-
tos evaluados por sistema. El corpus AE05 in-
cluye adema´s un sistema de traduccio´n asis-
tido, lo que afectara´ de manera relevante a
los resultados en nuestros experimentos.
4. Correlacio´n a nivel de
segmento versus sistema
Un primer paso para contrastar las me´tricas
le´xicas frente a me´tricas lingu¨´ısticas es cal-
cular la correlacio´n con juicios humanos de
cada una de ellas. La figura 1 muestra la co-
rrelacio´n obtenida para cada me´trica a nivel
de sistema (eje horizontal) y a nivel de seg-
mento (eje vertical). La me´tricas lingu¨ısticas
esta´n representadas por rombos grises. Las
me´tricas le´xicas esta´n representadas por cua-
drados negros. El c´ırculo representa las corre-
laciones obtenidas para la me´trica combinada
ULC.
Cada conjunto de prueba (AE05, CE04,
etc.) representa un escenario distinto, con
sistemas de traduccio´n de diferentes carac-
ter´ısticas y para diferentes lenguas. Para dar
igual peso a cada uno de los escenarios, se
ha promediado los valores de correlacio´n de
cada me´trica sobre cada uno de los diferentes
conjuntos de prueba.
El aspecto ma´s importante de esta gra´fica
es que la fiabilidad relativa de las me´tricas
depende en gran medida de si se mide a nivel
de sistema o de segmento. De hecho, parece
haber un relacio´n inversa entre ambos tipos
de correlacio´n. Esta gra´fica presenta una co-
rrelacio´n Pearson negativa de 0,44. Es decir,
una me´trica puede ser ma´s fiable que otra en
te´rminos de correlacio´n a nivel de sistema e
invertirse esta relacio´n segu´n la correlacio´n a
nivel de segmento.
Procesamiento Lingüístico en Métricas de Evaluación Automática de Traducciones
217
Procesamiento del Lenguaje Natural, núm. 43 (2009)
Figura 1: Correlacio´n a nivel de sistema versus a nivel de segmento
En general puede verse que las me´tricas
lingu¨´ısticas tienden a dar mejores resulta-
dos a nivel de sistema, aunque a la vista
de la gra´fica no podemos asegurar esta ten-
dencia dada la dispersio´n de los datos. Sin
embargo, lo que s´ı es cierto es que la me´trica
combinada ULC obtiene valores de correla-
cio´n relativamente altos tanto a nivel de siste-
ma como a nivel de frase. E´sto representa una
primera evidencia a favor del uso de me´tricas
lingu¨´ısticas en combinacio´n con me´tricas le´xi-
cas.
Dado que el nivel al que se establece la
correlacio´n resulta tan determinante, en este
trabajo planteamos el nu´mero de traduccio-
nes sobre las que se promedia la calidad como
una variable de estudio. Por otro lado, es
posible que combinando u´nicamente me´tricas
le´xicas pudiesen obtenerse valores de correla-
cio´n similares a ULC. Es necesario comprobar
por tanto hasta que´ punto la combinacio´n de
me´tricas le´xicas puede ser efectiva sin necesi-
dad de aplicar me´tricas lingu¨´ısticas.
5. PWA y MaxPWA
Como muestran los resultados de la seccio´n
anterior y en concordancia con experimentos
realizados en otros trabajos, la fiabilidad de
las me´tricas var´ıa segu´n calculemos correla-
ciones a nivel de segmento o sistema. Para
cuantificar este aspecto, consideraremos el
nu´mero de traducciones sobre las que se pro-
media la calidad de los sistemas como una de
las variables de estudio.
Adema´s, la correlacio´n con juicios
humanos de me´tricas individuales no da
informacio´n relativa al potencial de las
me´tricas en su conjunto. Dicho de otro mo-
do, ¿hasta donde podemos llegar combinando
me´tricas le´xicas? ¿Es estrictamente necesario
introducir me´tricas lingu¨´ısticas? Una forma
de abordar esta cuestio´n consiste en apli-
car algu´n me´todo concreto de aprendizaje
automa´tico para entrenar combinaciones
de me´tricas. Sin embargo, los resultados de
este ana´lisis pueden estar sesgados por el
algoritmo de aprendizaje empleado.
Para evitar este sesgo, extendemos para
conjuntos de me´tricas la medida Pairwise Ac-
curacy (PWA). Para una me´trica de evalua-
cio´n, PWA se define en te´rminos de proba-
bilidad como, dados dos sistemas o conjun-
tos de traducciones tales que uno supera a
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otro segu´n juicios humanos, la probabilidad
de que la me´trica automa´tica confirme este
resultado. Formalmente:
PWA(x) = (1)
Prob(x(T1) > x(T2)|Q(T1) > Q(T2))
Siendo x(T ) la calidad de la traduccio´n o
conjunto de traducciones T segu´n la me´tri-
ca x y Q(T ) la calidad de T segu´n juicios
humanos.
En la competicio´n de me´tricas de tra-
duccio´n promovida por el NIST en 2008
(Przybocki, Peterson, y Bronsart, 2008) se
empleo´ una meta-me´trica ana´loga (Pairwise
System Comparison). En este caso se pre-
guntaba expl´ıcitamente a los jueces humanos
que´ traduccio´n prefer´ıan de entre dos tra-
ducciones. En nuestro caso, consideramos que
una traduccio´n es mejor que otra si obtiene
mejor puntuacio´n segu´n jueces humanos.
Pero adema´s, podemos extender esta
medida para estimar la cota ma´xima de
fiabilidad de un conjunto de me´tricas, con
independencia del criterio de combinacio´n
empleado. Definimos la medida de ma´ximo
PWA bajo el supuesto de que:
Si ninguna me´trica asigna mayor calidad
a T1 que a T2, entonces ningu´n criterio
de combinacio´n podr´ıa afirmar que T1 es
mejor que T2.
Si todas las me´tricas asignan mayor
calidad a T1 que a T2, entonces cualquier
criterio de combinacio´n concluira´ que T1
es mejor que T2.
Si existen divergencias entre me´tricas, es
decir para algunas me´tricas T1 es mejor
que T2 y a la inversa para otras, entonces
en el mejor caso (con el mejor criterio
de pesado de me´tricas) la combinacio´n
de me´tricas llegara´ a la misma conclu-
sio´n que los jueces humanos, dando ma-
yor peso a la me´trica ma´s apropiada en
cada caso.
Bajo estos supuestos podemos definir la
cota superior de fiabilidad de un conjunto de
me´tricas como:
MaxPWA(X) = (2)
Prob(∃x ∈ X.x(T1) > x(T2)|Q(T1) > Q(T2))
En general, esta medida no puede ser
tomada como referencia para estimar la
calidad de cualquier conjunto de me´tricas.
Por ejemplo, un conjunto lo suficientemente
grande de me´tricas aleatorias podr´ıa obte-
ner un MaxPWA=1. De hecho, MaxPWA no
es un me´todo estandar para la seleccio´n de
rasgos en el campo del aprendizaje automa´ti-
co. Sin embargo, dado que se trata de una
cota superior, si se diera el caso de que una
me´trica individual superara el MaxPWA de
otro conjunto de me´tricas que no incluyera a
la primera, podemos asegurar que la primera
me´trica es ma´s fiable que el conjunto au´n
aplicando el mejor criterio de combinacio´n
posible. Este es el caso de los resultados ob-
tenidos en nuestros experimentos.
Finalmente, para PWA y MaxPWA pode-
mos fijar el nu´mero de segmentos sobre los
que se promedia la calidad del par de siste-
mas comparado en cada muestra. Es decir,
siendo X un conjunto de me´tricas, T y T ′
dos conjuntos de traducciones generados por
dos sistemas y n el nu´mero de segmentos con-
siderado por muestra:
MaxPWAn(X) = (3)
Prob(∃x ∈ X.x(T ) > x(T ′)|
Q(T ) > Q(T ′) ∧ |T | = |T ′| = n)
6. Resultados
Las gra´ficas de la figura 2 muestran los resul-
tados obtenidos tras aplicar PWA sobre cada
una de las me´tricas le´xicas (lineas grises) y
sobre la me´trica ULC (linea negra), y MaxP-
WA sobre el conjunto de me´tricas le´xicas
(l´ınea negra discontinua). Cada gra´fica co-
rresponde a un conjunto de prueba distinto.
El eje horizontal representa el nu´mero de seg-
mentos sobre los que se promedia la calidad
de los sistemas. Las conclusiones obtenidas se
describen en los siguiente subapartados.
6.1. Competiciones en 2004 versus
2005
En general, el PWA de las me´tricas en las
competiciones de 2005 es inferior al de las
competiciones en 2004. E´sto puede deberse a
varias razones. Por un lado, aunque el nu´me-
ro de sistemas evaluados en 2005 no es ma-
yor, s´ı puede ser mayor su heterogeneidad. Es
decir, resulta ma´s complejo comparar traduc-
ciones de sistemas que difieren en las te´cni-
cas de traduccio´n empleadas. Por ejemplo, el
conjunto de test AE2005 incluye un sistema
asistido por el usuario.
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Figura 2: Resultados de PWA y MaxPWA
Otra razo´n importante, aunque dif´ıcil de
demostrar, es que a partir de 2004 los
desarrolladores emplearon me´tricas le´xicas,
fundamentalmente BLEU, para optimizar sus
sistemas con vistas a la competicio´n de 2005.
E´sto hace que los sistemas mejoren en sola-
pamiento de n-gramas, sin considerar otros
aspectos de la calidad de los sistemas. Esta
hipo´tesis concuerda con el hecho de que sin
embargo, la me´trica ULC que incluye me´tri-
cas basadas en niveles lingu¨´ısticos superio-
res se vea menos afectada por el descenso de
fiabilidad en los conjuntos de prueba de 2005.
6.2. Efecto del nu´mero de
traducciones por muestra
El eje horizonal representa el nu´mero de
traducciones sobre las que se promedia la
calidad del sistema. Es decir, el nu´mero de
traducciones por muestra de evaluacio´n. En
concordancia con la correlacio´n a nivel de sis-
tema frente a nivel de segmento, a medida
que aumenta el nu´mero de traducciones la
fiabilidad de las me´tricas aumenta, especial-
mente para el caso de la me´trica combinada
ULC. A la vista de los datos, no existe un
nu´mero fijo de traducciones a partir del cual
la fiabilidad de las me´tricas se estabilice, da-
do que depende de otros factores. En los con-
juntos de prueba de 2004 la fiabilidad de las
me´tricas parece estabilizarse a partir de 30
traducciones. En los conjuntos de 2005 no
aparece un punto de inflexio´n.
Sin embargo, las gra´ficas muestran que las
me´tricas lingu¨´ısticas incluidas en ULC explo-
tan en mayor medida las ventajas de pro-
mediar la calidad de los sistemas sobre con-
juntos de traducciones. Es decir, sin perder
fiabilidad a nivel de segmento respecto a la
me´tricas le´xicas, incluir me´tricas lingu¨´ısticas
consigue mejorar la fiabilidad sobre conjuntos
de traducciones.
Enrique Amigó, Jesús Giménez y Felisa Verdejo
220
Procesamiento del Lenguaje Natural, núm. 43 (2009)
6.3. Combinacio´n de me´tricas
le´xicas
La u´ltima cuestio´n es hasta que´ punto la
fiabilidad de las me´tricas le´xicas puede au-
mentar combina´ndolas entre s´ı. Este aspec-
to puede analizarse mediante el MaxPWA de
las me´tricas le´xicas representado en las gra´fi-
cas. Como se indico´ anteriormente no pode-
mos asegurar que un me´todo de aprendiza-
je automa´tico sea capaz de alcanzar las co-
tas de fiabilidad dadas por el MaxPWA. Sin
embargo, el dato ma´s relevante es que para
el caso de NISTAE05, la me´trica combinada
ULC supera la mejor combinacio´n posible
de me´tricas le´xicas cuando se promedia la
calidad sobre ma´s de 30 segmentos. No´tese
que en NISTAE05 aparece el sistema asisti-
do, lo que supone un reto para las me´tricas.
Este resultado representa una evidencia cla-
ra de que las te´cnicas lingu¨´ısticas permiten
superar barreras en el problema de la eva-
luacio´n que no pueden ser superadas por las
me´tricas le´xicas.
7. Conclusiones
Los experimentos realizados en este trabajo
muestran que, en te´rminos de correlacio´n con
juicios humanos, combinar me´tricas le´xicas
con lingu¨´ısticas supera a las me´tricas le´xicas
individuales. Especialmente, e´sto es as´ı cuan-
do la calidad de los sistemas es promediada
sobre un nu´mero suficientemente grande de
traducciones y cuando los sistemas evaluados
son heteroge´neos, como es el caso del siste-
ma asistido evaluado en uno de los conjun-
tos de prueba estudiados. Adema´s, una com-
binacio´n no entrenada de me´tricas le´xicas y
lingu¨´ısticas supera en algunos la cota ma´xima
teo´rica de las me´tricas le´xicas en su conjun-
to. Estas conclusiones motivan, por un lado,
el desarrollo de me´tricas a niveles superiores
de procesamiento lingu¨´ıstico y, por otro lado,
la combinacio´n de las mismas con me´tricas
le´xicas, ya sea mediante te´cnicas de aprendi-
zaje automa´tico (Kulesza y Shieber, 2004) o
mediante modelos no entrenados (Amigo´ et
al., 2005).
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