In early vision, Markov Random Field (MRF) modelization has received a great deal of attention in the last few years. lJsually two fields are coupled to represent the image [5] :
tion [8] , [9] , [11] , [12] , image restorahion [5], [6] , surface reconstruction [2], [4] , and so on.
The problem is posed as one of minimizing a cost function which is derived from the negative logarithm of an appropriate posterior probablity density function, which can be tought as the length of encoding. The cost function obtained is non-convex due to the lineprocesses . and several relaxation techniques have been proposed to reach the global minimum. The first group of methods deals with stochastic relaxation and is based on simulated annealing
[5], [6] , [7] . These algorithms converge asymptotically towards the global minimum but require a great deal of computation. The second group of methods is related to deterministic relaxation. These techniques are suboptimal but require less computational time than the previous ones. This is why so many deterministic relaxation algorithms have been recently Herein, we present a new model using line-processes in 4 directions in order to have a better detection of diagonal lines and curves. A deterministic irelaxation algorithm using MFA is derived which gives the mean values of the intensity fields and the 4 direction lineprocesses. Finally, a winner-take-all scheme is proposed to se1ec.t the edges. Furthermore, lThe authors would like to thank F. Ployette for his help in testing the algorithms.
9.3
we show how we propagate the lines at low temperatures including an additional constraint in the cost (or energy) function [lo] . Then, we present simulation results obtained on real images with a connection machine CM2 using an optimal step descent technique to minimize the cost. We compare these results to those obtained with an algorithm previously proposed [4] and which only deals with horizontal and vertical line-processes.
