(OWEM) is a depth migration algorithm used for seismic imaging. A parallel version of this algorithm is widely implemented using MPI. Heterogenous architectures that use GPUs have become popular in the Top 500 because of their performance/power ratio. In this paper, we discuss the methodology and code transformations used to port OWEM to GPUs using OpenACC, along with the code changes needed for scaling the application up to 18,400 GPUs (more than 98%) of the Titan leadership class supercomputer at Oak Ridget National Laboratory. For the individual OpenACC kernels, we achieved an average of 3X speedup on a test dataset using one GPU as compared with an 8-core Intel Sandy Bridge CPU. The application was then run at large scale on the Titan supercomputer achieving a peak of 1.2 petaflops using an average of 5.5 megawatts. After porting the application to GPUs, we discuss how we dealt with other challenges of running at scale such as the application becoming more I/O bound and prone to silent errors. We believe this work will serve as valuable proof that directive-based programming models are a viable option for scaling HPC applications to heterogenous architectures.
I. INTRODUCTION
The oil and gas industry faces massive challenges in the field of hydrocarbon research that requires the development of leading-edge technologies. Seismic exploration involves recording signals on the surface of the earth produced by the echoes of a source such as a sonar gun. The sonar boom emitted by a source is called a shot and a collection of recordings for a receiver is called a trace. For marine acquisitions as shown in figure 1 , a ship maps a large area that spans a few hundred to a few thousand square kilometers.
A single acquisition records several thousand shots which generates several tens of terabytes of data. The raw data collected in the acquisition is processed on high performance computers to recreate a three dimensional structure of the earth's sub-surface. The seismic industry continues to dedicate efforts towards creating an increasingly accurate image of the earth's sub-surface. Advancements in high performance This manuscript has been authored by UT-Battelle, LLC under Contract No. DE-AC05-00OR22725 with the U.S. Department of Energy. The United States Government retains and the publisher, by accepting the article for publication, acknowledges that the United States Government retains a non-exclusive, paidup, irrevocable, world-wide license to publish or reproduce the published form of this manuscript, or allow others to do so, for United States Government purposes. The Department of Energy will provide public access to these results of federally sponsored research in accordance with the DOE Public Access Plan (http://energy.gov/downloads/doe-public-access-plan).
Fig. 1:
Marine seismic data acquisition. [1] computing have facilitated these efforts and enabled the development of specialized algorithms to process the increasing volumes of data in reasonable time.
Seismic depth migration is a process in which signal reflections are mapped to their correct spatial locations. The process is iterative and is the most computationally-intensive part of data processing. One-Way Wave Equation Migration (OWEM) is a commonly used depth migration technique [2] , [3] . It is computationally less expensive and accurate than the classical Reverse Time Migration (RTM) [4] and can be used as a good starting point for experimentation with modern HPC hardware architectures and programming models.
Our goal is to port OWEM to a variety of HPC platforms and to prepare OWEM for next-generation HPC systems. For example, the use of Graphics Processing Units (GPUs) have become popular in recent years due to their high computational throughput at an attractive performance/watt metric. Heterogenous applications that employ both CPUs and GPUs are seen as a stepping stone towards exascale computing for some architectures (e.g Summit [5] , Sierra [6] ). Some of the popular accelerators available today are NVIDIA GPUs, AMD APUs and FPGAS. On the other hand, a next generation of self-hosted systems (e.g. Aurora [7] ) are based on manycore/vector architectures, such as the Intel Xeon Phi. To program some of these systems we could use a vendor-specific language extension (e.g. CUDA or Intel's Xeon Phi intrinsics) or portable programming models such as OpenCL [8] or highlevel directive-based programming such as OpenACC [9] or OpenMP [10] . Our goal is to experiment with performance portable programming models to target these systems.
A directive-based programming model provides some major advantages over low-level, vendor-specific programming languages. First, it is portable across different accelerators and architectures, which removes the need for repeated effort to adapt to new systems. As newer accelerator architectures emerge, programming applications using directive-based programming models will make transitioning to a different accelerator architecture easier and we can prepare our applications by adding directives incrementally to our existing application. Second, the effort required to port an application to the GPU is much lower using a high-level programming model such as OpenACC than using low-level, native programming extensions such as CUDA [11] . In general, programming in a low-level "native" language, such as CUDA, provides the programmer greater control and opportunity to optimize an application as compared to using directive-based approaches. But this requires expertise and detailed knowledge of CUDA which is a significant investment. Studies show that CUDA kernels may perform better than their OpenACC counterparts in some cases, whereas OpenACC does almost as well as the CUDA version of the code in others [12] - [16] . This also depends on the structure of the kernels and the application's computational "motif". Therefore, for this work, we decided to use directive-based programming wherever possible to accelerate OWEM. We first create a portable version of the application using directives only and then fine-tune some parts using a low-level programming language for the GPU. We chose OpenACC 2.5 as our directive based solution because its tool chain is mature enough for GPUs and is available on the Titan system at Oak Ridge National Laboratory. OpenMP has recently added accelerator directives to its specification, but similarly mature implementations are not yet readily available; we plan to explore OpenMP 4.5 in the future.
In this paper, we describe our efforts and experience at converting One-Way Migration into a heterogenous application using OpenACC. The process of porting OWEM and the challenges faced at various stages in the development are described. The accelerated code was run at large scale on the Titan supercomputer at Oak Ridge National Laboratory. We discuss our findings and summarize our experience with using a directive based programming model for programming accelerators.
Contributions of this Paper
• We successfully identify and tackle challenges involved at application level, programming model level, and system level in the process of accelerating and running a heterogenous seismic application while achieving petascalelevel performance.
• We provide a methodology to accelerate an application using directive-based programming which is important for performance portability on current and the next generation of supercomputers.
• To the best of our knowledge, this is the first effort at successfully running a heterogenous seismic application from the oil and gas industry on more than 18,000 GPUs.
II. BACKGROUND
The principle behind One-Way Migration (also called Fourier Finite Difference Migration [2] ) is to propagate acoustic data (wavefield) in depth by solving the one-way wave equation. One-Way Migration with Finite Differences uses a finite difference approach to perform this approximation at every depth in an iterative manner. The wave propagation is performed in the frequency domain. We begin with the 3-D wave equation which reads
where P is the wavefield, ω is the angular frequency, x is the lateral coordinate along the in-line direction, y is the lateral coordinate along the cross-line direction, c is the constant background velocity, and i = √ −1. The general solution consists of two waves; an upward and a downward wave. Migration is effectively the process of downward continuation of the wavefield and correlating the source and receiver wavefields at each depth. The approximation of the wavefield k at every depth is given by
where v is the correct or actual macro-velocity field. The terms in the above approximation are called phase-shift, thinlens, and wide-angle correction respectively. The phase-shift term is solved by a 2D FFT efficiently, and the wide-angle correction is solved using a finite difference scheme.
Parallelizing OWEM
Our implementation of OWEM is primarily written in Fortran and parallelized using MPI in a two-level hierarchy, employing both task and data parallelism. Shot data obtained from an acquisition consists of many temporal frequencies in the input signal. Shots in an acquisition and the frequencies within a shot can be processed independently of each other. Thus, each shot is distributed over a group of MPI processes, and multiple shots can be processed concurrently by different groups (task-level parallelism). Within a group, frequencies in the wavefield are distributed amongst processes (data-level parallelism), as show in Figure 2 .
The size of the group is chosen to obtain good load balancing amongst its members by evenly distributing the frequencies amongst them. The algorithm for processing a shot is shown in Figure 3 .
The initial wavefield is computed at the first depth from raw trace data read from file. Then, a slab of the velocity model is read from file for that depth and interpolated on to the earth model represented as a compute grid. The wavefield is then propagated which includes computing the phase-shift, thin lens, and wide-angle corrections. After wavefield approximation, the image at that depth is computed and saved to disk. This process is repeated at every depth in the migration.
Every process within a group performs the approximation for its part of the wavefield and computes the image. However, only the root process of the group gathers the computed image from its group members and writes the image to file. Similarly, it reads the velocity model from file and broadcasts it to its group members. All I/O is performed using the POSIX read and write functions.
For each shot, the image and its source illumination are computed. This is the migrated data and is typically a few megabytes to a few gigabytes in size depending on the dataset. For the image and the illumination data for each shot, the application also writes corresponding header files that are a few kilobytes in size.
The shots are distributed amongst processes in a static, round-robin fashion during the initialization stage of the application. This application does not currently support checkpointrestart.
Once all shots of an acquisition are migrated, we stack or sum output images in a separate post-processing step to create a single, 3-D image of the earth's subsurface. Stacking helps remove noise and improve overall data quality. In this work, we inspect a 2D slice of the stacked image on Titan to ensure correctness since specialized software required for displaying the 3D image is not available on Titan at this time.
The main data structures used by the application are
• The complex wavefield of size (nx,ny,nw,n wave), where nx and ny are the 2D spatial dimensions, nw is the number of frequencies, and n wave is 2, denoting the forward and backward wavefields, • The real image and illum of size (nx,ny), • The real velocity array of size (nx,ny), which is read from file at every depth. Performance Analysis of Shot: The application was benchmarked for a single shot using the SEG/EAGE 3D SALT dataset [17] . For reference purposes, the application was run on a single node consisting of an 8-core Intel Sandy Bridge CPU. Figure 4 shows that the application spends 75-80% of the application time in the wavefield approximation using phaseshift, thin-lens, and wide-angle computation. Of these, the wide-angle computation is the most expensive operation, since it takes almost 50% of the application runtime. These terms denote the computation that is performed at every depth in the migration, and can be offloaded to an accelerator for faster processing.
III. ACCELERATING OWEM USING OPENACC
To offload computation and accelerate the data parallelism within each task, we use OpenACC, targeting the NVIDIA general purpose GPUs on the Titan system at ORNL.
OpenACC, which is similar to OpenMP, is a directive-based programming model for programming accelerators [18] . It is a collection of compiler directives and runtime functions that allow a user to transfer data between a host and an accelerator, and offload computational regions to the GPU device. It is designed for applications written in standard C, C++ and Fortran. As of this writing, the current release of OpenACC is version 2.5 [19] .
OpenACC is designed with the objective of providing portability across different accelerators. At the same time, it manages many aspects of the target device for the user such as initializing the device, allocating memory, specifying thread block dimensions etc. A user annotates the source code using compiler directives, and a compiler providing an implementation translates the source code for the chosen target device.
Popular compilers that provide an implementation for the OpenACC standard are the PGI compiler suite and the Cray compiler.
Accelerating OWEM
Accelerating an application using OpenACC involves two main aspects: 1) Managing data transfers between the host and the accelerator 2) Parallelizing computational kernels and optimizing them Efficient management of data transfers between the host and the GPU is an important consideration. Since host and device memories are distinct, data is transferred over the PCIe bus. This has high latency and limited bandwidth compared to other components in the system, and can quickly become a bottleneck for applications. Some of these limitations have been mitigated recently by the use of pinned and managed memory.
For OWEM, the wavefield is copied on to the device before beginning migration of the shot. At every depth, the computed image on the GPU is copied to the host and written to file. Since we do not implement checkpointing in our application, the wavefield is not written to disk, thus we do not copy the wavefield to the host at any point in the application. Next, a slab of the velocity model is read from file at every depth, and updated on the GPU.
Parallelizing computation kernels mainly involves offloading computation loops to the device. In many cases, this is a straight-forward operation where the user simply annotates the code using directives and is able to obtain good performance without modifying the overall structure of the source code. The following components were straight-forward to port using directives:
• Wavefield computation at initial depth • Correlating source and receiver wavefields • Thin lens correction • Other small components (not mentioned in the application description): applying damping at the borders, coefficient calculations for finite differencing in wide-angle computation, and thin-lens correction However, porting some kernels can be more challenging, as is discussed in subsequent sections with porting of phase-shift and wide-angle correction kernels.
Accelerating Phase-Shift Computation
Phase-Shift mainly involves three steps: 2D Forward FFT, Computation, 2D Backward FFT. Complex operations such as FFTs usually require extensive expertise to implement and tune effectively, regardless of the target platform. These are usually supplied in the form of libraries. In this case, we chose to use the native CuFFT [20] library, which is freely available from NVIDIA, for offloading the FFT operations to the device. In OpenACC, a call to a native library is made using the host data directive which allows passing device pointers to the function being called. The number of grids, thread blocks and the dimensions of a thread block is set internally by the CuFFT library.
While this approach steps outside of the OpenACC language, we do not consider it to have a significant impact on the portability of the code -users of other platforms seeking high performance would choose an appropriate library for their target platform to substitute. The call to the CuFFT library is abstracted by using wrapper functions.
CuFFT provides a 'batched' FFT function call which allows providing an array of buffers of data on which we need to perform FFT operations, as opposed to calling regular FFT operations in a loop for each data buffer. Tests showed that batched operations perform better than calling regular functions in a loop for cases of interest to us. The source code was modified by extending local arrays with additional dimensions followed by fissioning loops to create a large buffer and group FFT calls together.
Accelerating Wide-Angle Correction
Of the three components involved in wavefield approximation at every step, wide-angle computation is the most computationally intensive part.
Solving the wide-angle part using finite differences generates tridiagonal linear systems involving sparse matrices. Using Isotropic media [21] leads to solving four linear systems.
Sparse matrix solvers are inherently sequential. Furthermore, solving the linear systems results in a discontiguous memory access pattern which involves a severe performance penalty for GPUs. Figure 5 shows the access pattern of the wavefield elements for the four systems in wide-angle correction.
Three modifications in the source code were required to obtain good speedup for wide-angle correction. One, the shape of the matrix was modified so that the dimension representing frequencies was the fastest (contiguous) dimension, allowing us to safely parallelize it since frequencies in the input data can be processed independently of each other. Secondly, similar to the phase-shift calculation, local arrays were padded with additional dimensions and loops were fissioned to batch the creation and solving of sparse matrices. Finally, some intermediate operations copying data between temporary buffers were rewritten using CUDA to exploit faster memory such as the shared memory in every streaming multiprocessor on the GPU.
Listing 1 shows the original code for one of the four linear systems. 1 Through these optimizations, the wide-angle correction component of wavefield approximation showed 3X speedup when comparing one K20X GPU with an 8-core Intel Sandy Bridge CPU as will be discussed in the subsequent section.
NVIDIA provides an optimized library for sparse matrix computations called CuSparse [22] . It contains optimized functions for solving tridiagonal systems of sparse matrices. CuSparse functions internally allocate additional device memory. To keep the memory footprint of the application limited to being able to run a shot of the SEG/EAGE dataset on one GPU, the wide-angle correction subroutine did not make use of CuSparse functions for solving sparse matrices. However, we plan to evaluate CuSparse in more detail and would consider using it in the future for similar operations.
Thus, the application was accelerated using OpenACC where most kernels were annotated using compiler directives without other modifications to the application code. Some computation routines such as phase-shift and wide-angle correction required modifications for obtaining good speedup. CUDA snippets were inserted into the wide-angle correction part to use shared memory, thereby resulting in a heterogenous OpenACC-CUDA application.
Benchmark Results for the Heterogenous Application
After porting the application to the accelerator, the benchmark using one shot of the SEG/EAGE SALT dataset was re-run. The application was run on one node of the Titan supercomputer at Oak Ridge National Laboratory. Each node on Titan consists of an NVIDIA K20X GPU. Details on the architecture of the Titan supercomputer can be found in section IV. The performance of the application on a single GPU is compared with that of the CPU-only version of the application run on an 8-core Intel Sandy Bridge CPU running at 2.6 GHz. Figure 6 shows the performance of the accelerated application as compared with its CPU version. A speedup of 3X was obtained on the major kernels and the overall application.
IV. RUNNING OWEM AT SCALE
After porting the application to the GPU and testing it on the small dataset, the application was run on the Titan supercomputer at large scale.
Titan Supercomputer
Titan is the world's third most powerful supercomputer as of this writing [23] . It is a Cray XK7 system with a theoretical peak performance of more than 20 petaflops. It contains 18,688 physical compute nodes, each with a 16-core AMD Interlagos processor, 32GB RAM, and one NVIDIA K20X GPU [24] . The K20X has 14 streaming multiprocessors, each consisting of 192 single precision floating point units, for a total of 2688 cores. It has 65,536 32-bit registers and 6 GB RAM. Titan employs a center-wide Lustre file system with more than 26,000 clients and 32 PB disk space. 
Large Run Configuration
The large run was made with 2793 shots of the SEAM Phase I Isotropic dataset [21] . The number of input frequencies for every shot in this dataset is 476. Hence, for good load balancing and depending on the memory requirement of the shot per GPU, each process group consists of 28 processes. Note that Titan consists of one GPU per node, hence one MPI process is spawned per node. 18,424 of the 18,688 nodes of the supercomputer (more than 98% of the cluster capacity) were utilized. 658 (18,424/28) shots were processed simultaneously. PGI compiler v16.3 along with CUDA v7.0 were used for our experiments. Table I summarizes the run configuration.
The velocity model for the SEAM dataset is 20 GB in size, and was striped across 1024 OSTs (Object Storage Targets) of the Lustre file system with a stripe size of 1 MB. At every depth, the root process of every group reads a slab of the velocity model, which is approximately 10 MB in size.
Some modifications were made to the application to ensure good performance from the file system. First, the stripe count of small files read by the application was set to 1 since these files are only a few KB in size. Since all processes spawned by the application read these small files, they were moved to a small, in-memory file system on the machine. Reading the database file is a one-time operation which is performed during the initialization stage of the application. Second, all processes in the application read three small files during the initialization stage. At large scale, this results in a large number of file open operations being posted to the file system. Thus, the root process of the application read these small files and broadcast it to all other processes. Third, the application writes two header files and two data files per shot (image and illumination). Since the header files are only a few KB in size, the data and header files were written to different output directories configured with different stripe counts to alleviate the anticipated load on the file system.
Initial Challenges
In preparation for the large run using 2793 shots, a small test using 50 shots of the dataset was performed to ensure correct results by visually inspecting a 2D slice of the output stacked image. Running the application at scale for the first time using all 2793 shots produced incorrect data. A 2D slice of the post-processed shot images showed erroneous output (empty/dark regions in the image). Further inspection of the images revealed that approximately 14% of the total number of output images contained all zeros. An inspection of the data from our preliminary run of 50 shots yielded a similar pattern. Since the stacked image for the test run of 50 shots looked correct, we believe that the erroneous output in this case was incidentally masked by the shots that had been processed correctly. A test run of all 45 shots from the SEG/EAGE SALT dataset used for benchmarking produced correct results.
Detailed debugging revealed that some kernels produced an incorrect wavefield containing all zeros. The bug was related to a buffer reuse memory optimization performed by the OpenACC runtime to minimize the performance penalty on allocating every data structure transferred to the GPU. This corrupted the memory state of some GPUs and produced a software silent error. With support from the PGI compiler team, setting the environment variable PGI ACC MEMORY MANAGE to 0 yielded correct results for the small test. This flag disables the buffer reuse memory optimization performed by PGI's OpenACC runtime. Additionally, after processing every shot, the OpenACC acc shutdown runtime function is called to perform an explicit cleanup on the device. The large experiment for 2793 shots was re-run and correct results were obtained.
We also experienced a case where the large run was terminated due to a ECC GPU memory failure on Titan at runtime. These are valuable experiences which show us the importance of developing error recovery strategies such as checkpoint-restart and resilience for a long running application in a large system. They also point out that while no compiler is completely free of bugs, languages such as OpenACC, which are of recent origin, and under very active development may warrant more careful verification of results.
Results
After solving all the problems of running at scale, the application took less than 50 minutes to process 2793 shots. In seismic processing, the number of shots that can be processed per unit time (hour/day) is an important metric, and being able to process almost 2800 shots in less than an hour is an important milestone. Based on our previous benchmarks, we estimate that running the application on a comparably sized CPU cluster (18, 424 Intel Sandy Bridge processors, 147,392 cores in total) would take approximately two hours. Figure 7 shows the size of the input SEGY file for each shot. This is representative of the shot size, which is one of the factors that determines the runtime of the shot. Figure 8 shows the time taken to process each shot. Overall, the pattern seen here matches that of the shot size. It can be seen that the first set of shots takes some more time to complete than remaining shots. This is due to the additional cost of initializing the CuFFT library for the first time.
Explicitly initializing the CuFFT library in the application's initialization stage is expected to reduce the time required to process the first set of shots. Figure 9 shows the start and end times for all shots on an application timeline from 0 up to 3000 seconds. The application takes a few seconds for initialization after which shot processing begins. As a process group finishes processing Figure 10 shows the time taken by individual components of shot processing. The X axis (shot IDs) is sorted in decreasing order of processing time. As expected, wide-angle computation is the most expensive part of each shot processing, consuming around 30% of total application runtime.
An interesting observation here is that loading of the velocity model takes approximately 1 3 rd of the application time.
Recollect that the root process of every group loads a slice of the model from file and broadcasts it to its group members. The slice is then copied to the device and interpolated on to the compute grid. For the benchmark dataset used earlier, loading of the velocity model is not expensive; however, at large scale, it consumes 30% of total time. There are two contributing factors for this behavior. First, at small scale, the entire velocity model is loaded in memory since the dataset is relatively small. At large scale, the velocity model is of size 20 GB, hence we read a slice of the model at every depth from file. Since we use POSIX I/O for reading the model file, it needs to be investigated if middleware libraries such as ADIOS [25] can mitigate the effects of expensive I/O operations. We plan to use external tools such as Darshan [26] to profile the performance of the file system under full load. Overlapping device computation with I/O using asynchronous I/O is another possible solution. Secondly, it needs to be investigated if the time taken in interpolating the model to the compute grid is too high at large scale. However, the possibility that we can make further improvements in the application's performance is encouraging.
Timing individual components also allows us to measure the performance of each kernel at large scale. Phase-shift computation reached a peak of 1.2 petaflops, whereas wide-angle computation reached a peak of approximately 800 teraflops. It would be interesting to investigate if the performance of wide-angle computation can be improved using the CuSparse library for solving systems of sparse matrices. Figure 11 shows the power consumption of the machine for the application run. The application consumes approximately 5.5 megawatts of power. Since the application explicitly shuts down the GPU by calling the acc shutdown runtime function after processing a shot, a reduction in power consumption can be periodically. We plan to do a rigorous study of the costs of running the CPU-only version of the application versus its accelerated version based on their power consumption.
For reference purposes, a snapshot of the final stacked image of the migrated shots along with a snapshot of the velocity model for the SEAM dataset is shown in Figure 12 . Migration allows for accurate representation of the dipping surfaces and sharp edges in the earth model. 
V. DISCUSSION/INSIGHTS
OpenACC is a relatively new specification, which continues under active development. Currently at v2.5, the specification has evolved to address most of the application needs to accelerate applications across a variety of architectures (e.g. GPUs, multicore, etc). However, there are still challenges to be solved. For example, it is difficult to utilize the shared and read-only texture memory in an NVIDIA GPU using the current API (This is also the case for OpenMP 4.5). As of today, OpenACC has a cache construct for utilizing such memory blocks, but it requires compilers to generate optimized code for a target device depending on its memory hierarchy, which is non-trivial. This is an area that directivebased programming models need to address, if we want performance comparable to CUDA or OpenCL. Several of the kernels in OWEM can be improved (from 2.4x to 3.0x speedups compared to an 8-core Intel Sandy Bridge) if they can utilize shared memory on the GPUs.
Another challenge with using directive-based approaches is how to express "deep copies" of complex data structures. A user-defined data type may contain allocatable arrays as well as other user-defined types. When a user marks an object to be copied to the GPU, components such as allocatable arrays have to be copied explicitly. It can be cumbersome to manually copy data elements to the device or flatten data structures. Since the issue of deep-copy is well known in the OpenACC community, new ways to overcome the issue are being explored by the committee [27] , [28] and preliminary work was described in the TR-1 OpenACC technical report. (OpenMP, as well, plans to address "deep copy" in OpenMP 5.0.) During this work, bugs were discovered and reported in both the Cray and PGI compilers. For PGI, the performance of the compiler was occasionally found to be inconsistent across new releases. Kernels were found to run slower with a newer version of the compiler. Silent errors occurring in the application due to some internal compiler optimizations are hard to find. For both OpenACC and OpenMP, stability and performance of compilers is a vital aspect in determining if directive-based programming models can be used effectively for programming future accelerator systems. This is an under-standably challenging issue for languages which are new and rapidly evolving.
Future Work
Another way to evaluate the performance of an OpenACC compiler would be compare an application accelerated using OpenACC with the same application parallelized using a native language such as CUDA. In the near future, we plan to perform some experiments to evaluate the performance of some of our application kernels using this methodology.
Since the application became I/O bound at full-scale, we plan to investigate the issue of I/O for large runs. We plan to use an external tool to profile application I/O and overlap computation with I/O to overcome this issue.
OWEM distributes shots amongst process groups in a static, round-robin fashion. We plan to use a runtime task schedulers for distributing shots amongst process groups to achieve taskbased load balancing.
One-Way Migration is one of the less computationally intensive migration methods. Accelerating OWEM has given us profound insights into accelerating real seismic applications to GPUs, and running more complex applications such as Reverse Time Migration (RTM) using directive-based programming is of great interest.
Finally, we also plan to work with and evaluate OpenMP 4.5 for accelerator programming.
VI. RELATED WORK
Considerable amount of work has been done in parallelizing seismic applications for high performance computing systems using MPI. Recent studies have ported seismic applications such as Reverse Time Migration to NVIDIA GPUs using CUDA [29] , [30] . To the best of our knowledge, in the seismic domain, we are the first to run and scale One-Way Wave Equation Migration on Titan using directive based programming for accelerators. Levesque et. al. [31] have hybridized S3D, a direct numerical simulation solver using OpenACC. This was the first application ported to GPUs and run at scale using directive based programming. Wienke et.al. [12] discuss their experience with porting two real world applications using OpenACC. They demonstrated that it is possible to achieve 80% of the performance of an OpenCL version of the code. Herdman et.al. [13] discuss accelerating hydro codes and compare OpenACC with OpenCL and CUDA. Cumming et. al [32] , [33] and Sawyer et.al. [34] reported the challenges of porting COSMO and ICON, community climate codes, to GPUs using OpenACC. Norman et.al [35] reported good speedups when porting the spectral element routines of CAM/SE. Hoshino el.al [36] report different optimization strategies to port a CFD application with OpenACC and compare the performance to CUDA. Hart et.al [16] have accelerated the Himeno benchmark using OpenACC and describe first experiences in accelerating an application with OpenMP 4.0 [37] on Cray XK7 systems.
VII. CONCLUSION
We have converted One-Way Migration into a heterogenous CPU-GPU application using the OpenACC directive-based programming model. A directive-based programming model provides portability and ease of programmability as compared to using native programming extensions. Porting computational kernels to GPUs using directives can be straightforward; however, optimizing them to obtain good speedup can be challenging. Improving the directive programming memory models is important to achieve Petascale level performance for some of the kernels. In this work, we have shown how we accelerated complicated kernels to obtain an overall 3X speedup on the NVIDIA GPU as compared with an 8-core Intel CPU. We have taken an approach of creating a separate portable and a fine-tuned version of some kernels. We ran the application at large scale on the Titan supercomputer at Oak Ridge National Laboratory. We have highlighted the process and challenges of running a heterogeneous application at large scale. Accelerating OWEM serves as a reference application for using directive-based programming to accelerate real-world applications on GPUs.
We believe that OpenACC is a fairly mature programming model and further improvements in the standard along with improvements in performance of compilers and the evolution of OpenMP 4.5 will have a strong impact on the popularity of directive-based programming for creating heterogeneous applications for next generation of supercomputers.
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