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ON FAMILIES OF OPTIMAL HARDY-WEIGHTS FOR LINEAR
SECOND-ORDER ELLIPTIC OPERATORS
YEHUDA PINCHOVER AND IDAN VERSANO
Abstract. We construct families of optimal Hardy-weights for a subcritical linear
second-order elliptic operator using a one-dimensional reduction. More precisely, we
first characterize all optimal Hardy-weights with respect to one-dimensional subcriti-
cal Sturm-Liouville operators on (a, b),∞ ≤ a < b ≤ ∞, and then apply this result to
obtain families of optimal Hardy inequalities for general linear second-order elliptic
operators in higher dimensions. As an application, we prove a new Rellich inequality.
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1. Introduction
The classical Hardy inequalities in the continuum and discrete cases were introduced
in 1920th, and has been evolved to many versions in different aspects of mathemat-
ics, see [5, 11, 21, 20] for historical reviews. The problem of improving Hardy-type
inequalities has engaged many authors till today, see [5, 7, 9], and reference therein.
Fraas, Devyver and Pinchover, established a general method to generate an explicit
optimal Hardy-weight for a general (not necessarily symmetric) subcritical linear ellip-
tic operators either in divergence form or in non-divergence form [12]. In some definite
sense, an optimal Hardy-weight is ‘as large as possible’ Hardy-weight. Such an optimal
weight is by no means unique. In the present paper we construct for a given linear
second-order nonnegative elliptic operator P families of optimal Hardy-weights, gener-
alizing the results in [12]. In fact, for the one-dimensional case, we characterize the set
of all optimal Hardy-weights. We then apply this characterization to obtain families of
optimal Hardy inequalities for general linear second-order elliptic operators in higher
dimensions.
Let us first recall the notion of optimal Hardy-weights and present the main result
of [12].
Definition 1.1. Let Ω be a domain in Rn (or a noncompact n-dimensional Riemannian
manifold), and consider a second-order linear elliptic operator P defined on Ω.
• We say that P is nonnegative in Ω (in short, P ≥ 0 in Ω) if P admits a positive
global (super)solution of the equation Pu = 0 in Ω.
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• We say that a nonzero nonnegative function W is a Hardy-weight for P in Ω if
the following Hardy-type inequality P −W ≥ 0 in Ω holds true.
• A nonnegative operator P in Ω is said to be subcritical (respect., critical) in Ω
if P admits (respect., does not admit) a Hardy-weight for P in Ω.
It is well-known that P is subcritical in Ω if and only if it admits a positive minimal
Green function GΩP (x, y) in Ω. On the other hand, P is critical in Ω if and only
if the equation Pu = 0 admits (up to a multiplicative constant) a unique positive
supersolution φ in Ω. In fact, φ is a positive solution, called the Agmon ground state.
Clearly, P is critical in Ω if and only if P ⋆ is critical in Ω, where P ⋆ is the formal
adjoint of P in L2(Ω) [24].
Definition 1.2. Let P be nonnegative in Ω. A Hardy-weight W is said to be optimal
in Ω if P −W is critical in Ω, and φφ∗ 6∈ L1(E,W dx), where φ and φ∗ are respectively,
the ground states of P −W and P ⋆−W in Ω, and E ⊂ Ω is any end of Ω. In this case
we say that P −W is null-critical at each end of Ω with respect to the weight W .
Remark 1.3. We say that a Hardy-weight W is optimal at infinity in Ω if for any
K ⋐ Ω,
sup{λ ∈ R | P − λW ≥ 0 in Ω \K} = 1.
We note that the original definition of optimal Hardy-weights in [12] includes the
requirement that W is optimal at infinity. Recently it was proved in [19, Corollary 3.4]
that the latter property follows, in fact, from the null-criticality of P −W with respect
to W .
The main result of Fraas, Devyver and Pinchover ([12, Theorem 4.12], see also [19,
Theorem 2.15]) reads as follows.
Theorem 1.4. Let P be a subcritical operator in Ω, and let GΩP be its positive minimal
Green function. Let 0  ϕ ∈ C∞0 (Ω), and consider the Green potential
Gϕ(x) :=
∫
Ω
GΩP (x, y)ϕ(y) dy, (1.1)
(so, PGϕ = ϕ in Ω). Suppose that there exists a positive solution u of the equation
P = 0 in Ω satisfying
lim
x→∞
G(x)
u(x)
= 0, (1.2)
where ∞ denotes the ideal point in the one-point compactification of Ω.
Consider the supersolution
v :=
√
Gϕu
of the operator P in Ω. Then the associated Hardy-weight
W :=
Pv
v
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is an optimal Hardy-weight with respect to P in Ω. Moreover,
W =
1
4
∣∣∣∣∇
(
log
Gϕ
u
)∣∣∣∣
2
A
=
1
4
|∇ ((Gϕ/u))|2A
(Gϕ/u)2
in Ω \ suppϕ,
where A is the diffusion matrix associated with the principal part of the operator P ,
|ξ|A :=
√〈Aξ, ξ〉, and 〈·, ·〉 denotes the Euclidean inner product on Rn.
Remark 1.5. Since Gϕ ≍ G in a neighborhood of ∞¯, the theorem’s assumption
limx→∞
(
G(x)/u(x)
)
= 0 clearly implies limx→∞
(
Gϕ(x))/u(x)
)
= 0. We recall that if
P is symmetric, or more generally quasi-symmetric, then a global positive solution u
satisfying (1.2) always exists [4].
Remark 1.6. The above result has been extended to the case of the p-Laplace operator
by Devyver and Pinchover [13] and recently to the realm of Schro¨dinger operators on
discrete graphs by Keller, Pinchover, and Pogorzelski [17].
The optimal Hardy-weights obtained by Theorem 1.4 are obviously not unique even
in the one-dimensional case. The main aim of the present paper is to characterize the
set of all optimal Hardy-weights for Sturm-Liouville operators, and to establish a new
construction of families of optimal Hardy-weights for general second-order subcritical
linear elliptic operators using a one-dimensional reduction.
The paper is organized as follows. In Section 2, we introduce the necessary notation
and recall some previously obtained results needed in the present paper. We proceed
in Section 3, with the characterization of the set of all optimal Hardy weights for
Sturm-Liouville operators, while in Section 4, we use the explicit form of the general
solution of the (semilinear) Ermakov-Pinney equation to obtain a family of strictly
positive Hardy-weights for one-dimensional subcritical Schro¨dinger operators which
are optimal at one end. Applying the above characterization of optimal Hardy-weights
for the one-dimensional case, we obtain in Section 5 families of Hardy inequalities in
the higher dimensional case. More precisely, in the symmetric case, our construction
leads to a family of optimal Hardy weights, while in the nonsymmetric, case we are only
able to prove that the aforementioned one-dimensional reduction gives rise to critical
Hardy-weights that are optimal at infinity. Finally, in Section 6, we use the Ermakov-
Pinney equation to obtain in the nonsymmetric higher-dimensional case, a new family
of optimal Hardy-weights which are larger at infinity than the optimal Hardy-weights
obtained in [12].
Throughout the paper we use the following notation. Let Ω be a domain in Rn,
n ≥ 1.
• For any R > 0 and x ∈ Rn, we denote by BR(x) the open ball of radius R
centered at x.
• ACloc(I) refers to the space of all absolutely continuous real functions defined
on an interval I ⊂ R.
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• For any ξ ∈ Rn and a positive definite matrix A ∈ Rn×n, let |ξ|A :=
√〈Aξ, ξ〉,
where 〈·, ·〉 denotes the Euclidean inner product on Rn.
• We write Ω1 ⋐ Ω2 if Ω2 is open in Ω, the set Ω1 is compact, and Ω1 ⊂ Ω2.
• C refers to a positive constant which may vary from line to line.
• Let g1, g2 be two positive functions defined in Ω. We use the notation g1 ≍ g2
in Ω if there exists a positive constant C such that
C−1g2(x) ≤ g1(x) ≤ Cg2(x) for all x ∈ Ω.
2. Preliminaries
Let Ω be a domain in Rn. We consider a second-order linear elliptic operator P with
real coefficients defined in Ω which is either in divergence form
Pu := −div
[
A(x)∇u+ ub˜(x)
]
+ b(x) · ∇u+ c(x)u, (2.1)
or in the form
Pu := −
n∑
i,j=1
aij(x)∂i∂ju+ b(x) · ∇u+ c(x)u, (2.2)
where A(x) = (aij) ∈ Rn×n is a symmetric positive definite matrix in Ω, and b˜,b,b,
are vector fields. We also assume that P is locally uniformly elliptic, that is, for any
K ⊂⊂ Ω there exist 0 < λK ≤ ΛK such that for all ξ ∈ Rn and x ∈ K
λK |ξ|2 ≤ |ξ|2A =
n∑
i,j=1
aij(x)ξiξj ≤ ΛK |ξ|2.
We further assume the following regularity assumptions on the coefficients of P :
• If P is of the form (2.1), then we further assume that A is measurable, b, b˜ ∈
Lploc(Ω,R
n) and c ∈ Lp/2loc (Ω) for some p > n.
• If P is of the form (2.2), then we assume that A,b, c are locally Ho¨lder contin-
uous in Ω.
For a divergence form operator P , we say that u is a (weak) solution of Pu = 0 in Ω if
u ∈ W 1,2loc (Ω) and the associated bilinear form B satisfies
B(u, ϕ) :=
∫
Ω
(
〈A(x)∇u,∇ϕ〉+ u〈b˜,∇ϕ〉+ 〈b,∇u〉ϕ+ cuϕ
)
dx = 0
for every test function ϕ ∈ C∞0 (Ω). Similarly, u ∈ W 1,2loc (Ω) is a supersolution (respect.,
subsolution) of Pu = 0 in Ω if B(u, ϕ) ≥ 0 (respect., B(u, ϕ) ≤ 0) for all 0 ≤ ϕ ∈
C∞0 (Ω). We denote by Q the associated quadratic form Q(ϕ) := B(ϕ, ϕ) on C
∞
0 (Ω).
By elliptic regularity theory, each (weak) solution of Pu = 0 in Ω is locally Ho¨lder
continuous in Ω. We say that P of the form (2.1) is symmetric if b˜ = b (since in this
case the bilinear form B is symmetric on C∞0 (Ω)).
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For an operator P of the form (2.2), we say that u is a (classical) solution (respect.,
supersolution, subsolution) of Pu = 0 in Ω if u ∈ C2(Ω) and
−
n∑
i,j=1
aij(x)∂i∂ju(x) + b(x) · ∇u(x) + c(x)u(x) = 0 (respect., ≥ 0, ≤ 0) ∀x ∈ Ω.
We denote the cone of all positive solutions to the equation Pu = 0 in Ω by CP (Ω),
and by SP (Ω) the cone of all positive supersolutions in Ω. The operator P is said to
be nonnegative in Ω if CP (Ω) 6= ∅, (or equivalently, SP (Ω) 6= ∅), and in such a case we
write P ≥ 0 in Ω.
The following well known Allegretto-Piepenbrink theorem (in short, the AP theorem)
connects between the nonnegativity of a symmetric operator P and the nonnegativity
of the associated quadratic form Q (see for example [1, 10, 24] and references therein):
Theorem 2.1 (The AP theorem). Let P be a symmetric operator. Then the following
assertions are equivalent
(1) Q(ϕ) ≥ 0 for all ϕ ∈ C∞0 (Ω).
(2) CP (Ω) 6= ∅.
(3) SP (Ω) 6= ∅.
Definition 2.2. A sequence {Ωk}k∈N is called an exhaustion of Ω if it is an increasing
sequence of precompact subdomains of Ω with smooth boundary such that Ωk ⊂⊂ Ωk+1
and
⋃
k Ωk = Ω. For k ≥ 1 we denote Ω∗k := Ω \ Ωk.
Definition 2.3. Let {Ωk}k∈N be an exhaustion of Ω, and let K be a compact set in
Ωk0 . A positive solution u of the equation Pu = 0 in Ω \K is said to be of minimal
growth in a neighborhood of infinity in Ω if for any k ≥ k0 and v ∈ SP (Ω∗k) ∩ C(Ω∗k),
the inequality u ≤ v on ∂Ωk implies that u ≤ v in Ω∗k.
Remark 2.4. If u ∈ CP (Ω \K) has minimal growth in a neighborhood of infinity in
Ω, then for any v ∈ SP (Ω \K) there exists C > 0 such that u ≤ Cv in Ω \K1, where
K ⋐ K1 ⋐ Ω.
Lemma 2.5. [1, Theorem 4.2] Assume that P ≥ 0 in Ω. Then for any x0 ∈ Ω there
exists a unique (up to a multiplicative constant) positive solution ux0 of the equation
Pu = 0 in Ω \ {x0} of minimal growth in a neighborhood of infinity in Ω.
Definition 2.6. Assume that P ≥ 0 in Ω.
• If there exists φ ∈ CP (Ω) of minimal growth in a neighborhood of infinity in Ω,
then φ is said to be a (Agmon) ground state of P in Ω.
• If the unique (up to a multiplicative constant) positive solution ux0 in Ω\{x0} of
minimal growth in a neighborhood of infinity in Ω has a irremovable singularity
at x0, then G
Ω
P (x, x0) := αux0(x), where α is chosen such that PG
Ω
P (x, x0) equals
to the Dirac measure at x0, is called the positive minimal Green function of P
in Ω with singularity at x0 [3, 24].
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Theorem 2.7 ([1] and [12, Section 2.1]). Assume that P ≥ 0 in Ω. The following
assertions are equivalent:
(a) P is critical in Ω (meaning that P does not admit a Hardy-weight).
(b) P admits a unique (up to a multiplicative constant) positive supersolution in Ω.
(c) P admits a ground state.
Moreover, P is subcritical in any subdomain Ω1 $ Ω.
Remark 2.8. Criticality theory has been extended to the case of half-linear operators
of Schro¨dinger-type
Q′A,p,V (u) := −div(|∇u|p−2A ∇u) + V (x)|u|p−2u, (2.3)
where 1 < p <∞ [25, 26], and to the case of Schro¨dinger operators on discrete graphs
[18].
Definition 2.9. Consider an elliptic operator P on Ω either of the form (2.1) or (2.2).
The generalized principal eigenvalue of P in Ω with respect to a potential W ≥ 0 is
defined by
λ0(P,W,Ω) := sup{λ ∈ R | P − λW ≥ 0 in Ω}.
We also denote
λ∞(P,W,Ω) := sup{λ ∈ R | ∃K ⋐ Ω s.t. P − λW ≥ 0 in Ω \K}.
We might write λ0 := λ0(P,W,Ω) and λ∞ := λ∞(P,W,Ω) when there is no danger
of ambiguity.
Note that by the AP theorem, if P is symmetric, then λ0(P,W,Ω) is the best constant
λ satisfying the functional inequality
Q(ϕ) ≥ λ
∫
Ω
Wϕ2 dx ∀ϕ ∈ C∞0 (Ω).
Moreover, assume further that W is strictly positive, then λ0 and λ∞ are the bottom
of the L2(Ω,Wdx)-spectrum and essential spectrum of P (see for example [2]).
Definition 2.10. Let D ⋐ Ω be a subdomain of Ω ⊂ Rn. We say that the generalized
maximum principle for the operator P holds inD if for any u ∈ C(D¯) satisfying Pu ≥ 0
in D and u ≥ 0 on ∂D, we have u ≥ 0 on D.
It is well known [1] that λ0(P,Ω, 1) ≥ 0 if and only if the generalized maximum
principle holds true in any subdomain D ⋐ Ω.
3. Optimal Hardy-inequalities for Sturm-Liouville operators
In the one-dimensional case, optimal Hardy-weights for a general subcritical Sturm-
Liouville operator on an interval (a, b) are characterized by the following integral con-
ditions:
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Proposition 3.1. Let ∞ ≤ a < b ≤ ∞. Consider the Sturm-Liouville operator
L(y) := −(py′)′ + qy on (a, b),
where q ∈ L1loc(a, b), p ∈ C1,α(a, b), p > 0.
Then 0  w ∈ L1loc(a, b) is an optimal Hardy-weight for L in (a, b) if and only if
there exists a positive function fw satisfying (L− w)fw = 0 in (a, b) such that
c∫
a
1
pf 2w
dt =
b∫
c
1
pf 2w
dt =
c∫
a
wf 2w dt =
b∫
c
wf 2w dt =∞, (3.1)
for any a < c < b.
Proof. Assume that w is an optimal Hardy-weight of L and fix a < c < b. Then L−w
is critical and the equation (L−w)y = 0 in (a, b) admits a unique positive solution (up
to a multiplicative constant) fw. Moreover,∫ c
a
1
pf 2w
ds =
∫ b
c
1
pf 2w
ds =∞,
since otherwise, one of the functions
fw(t)
t∫
a
1
pf 2w
ds, fw(t)
b∫
t
1
pf 2w
ds,
would be another linearly independent positive solution of the equation (L− w)y = 0
in (a, b). In addition, the null-criticality of L − w with respect to w just means that
for any a < c < b we have
c∫
a
wf 2w dt =
b∫
c
wf 2w dt =∞.
On the other hand, let fw be a positive solution of the equation (L − w)y = 0 in
(a, b) satisfying (3.1). The general solutions of the equation (L− w)y = 0 in (a, b) are
of the form
αfw + βfw
∫ t
c
1
pf 2w
ds, for some α, β ∈ R and a < c < b .
But by (3.1), such a solution with β 6= 0 is negative either near a or near b. Hence,
fw is the unique (up to a constant) positive solution of the equation (L − w)y = 0 in
(a, b). But in the one-dimensional case this implies that L− w is critical in (a, b) [23,
Appendix 1]. Moreover, by definition, (3.1) implies the null-criticality of L − w with
respect to w. 
Recall that by Remark 1.3, if W is an optimal Hardy-weight for P in Ω, then W is
also optimal at infinity in Ω. In other words, in this case we have λ∞(P,W,Ω) = 1.
For the one-dimensional case we give a simple alternative proof for this assertion.
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Proposition 3.2. Consider a nonnegative Sturm-Liouville operator
L(y) := −(py′)′ + qy on (a, b),
where q ∈ L1loc(a, b), p ∈ C1,α(a, b), p > 0 in (a, b). If w ∈ L1loc(a, b) is an optimal
Hardy-weight for L in (a, b), then λ∞(L,w, (a, b)) = 1.
Proof. Denote by fw the ground state of L − w in (a, b). The criticality of L − w in
(a, b) implies that for a fixed a < c < b we have∫ c
a
1
pf 2w
dt =
∫ b
c
1
pf 2w
dt =∞.
Assume by contradiction that there exists λ > 0 such that M := L− (1 + λ)w ≥ 0 in
(a, b)\K for some K ⋐ (a, b). Note that −Mfw = λwfw. Therefore, the null-criticality
with respect to w of L− w in (a, b) implies that
min
{∫ c
a
fw(−Mfw) dt,
∫ b
c
fw(−Mfw) dt
}
= λmin
{∫ c
a
wf 2w dt,
∫ b
c
wf 2w dt
}
=∞.
By [28, Theorem 6.4.1], the equation My = 0 has oscillatory solutions both near a
and near b. Since the existence of an oscillatory solution contradicts the generalized
maximum principle, it follows that M 6≥ 0 in (a, b) \ K, but this contradicts our
assumption. 
4. Ermakov-Pinney equation and one-dimensional Hardy inequalities
In the present section we introduce a new approach to construct Hardy-type inequal-
ities in one-dimension. We exploit the explicit general solutions of the well known
Ermakov-Pinney semilinear ordinary differential equation, to obtain Hardy-type in-
equalities for one-dimensional Schro¨dinger operators. Moreover, this method gives rise
to an infinite converging series of Hardy-weights in the spirit of [7].
Consider the classical one-dimensional Hardy’s inequality∫ ∞
0
|φ′(t)|2 dt ≥
∫ ∞
0
|φ(t)|2
4t2
dt ∀φ ∈ C∞0 (R+).
It is known that w(t) := 1/(4t2) is an optimal Hardy-weight for the Laplacian on R+
with a ground state f0(t) :=
√
2t. [12]. Notice the functional relation between w and
the corresponding ground state f0(t) =
√
2t = w(t)−1/4. Equivalently, the ground state
f0 solves the Ermakov-Pinney semilinear differential equation [14, 27]
−y′′ = 1
y3
in (0,∞).
Motivating by the above observation, we use the Ermakov-Pinney equation to construct
new strictly positive Hardy-weights.
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Let q ∈ L1loc(R+), and k > 0. By [14, 16, 27], a general positive solution to the
Ermakov-Pinney equation
− y′′ + qy = k
y3
in (a, b), (4.1)
is given by
y =
√
|c1v21 + c2v22 + 2c3v1v2| ,
where ci, i = 1, 2, 3 are fixed real numbers such that c
2
3 − c1c2 = k, and vi, i = 1, 2
satisfy the linear Schro¨dinger equation
−u′′ + qu = 0, such that W (v1, v2) := v1v′2 − v2v′1 = 1 in (a, b).
Here (a, b) is any subinterval of the sets{
t ∈ (a, b) | v1(t)
v2(t)
6= −c3 ±
√
k
c1
}
if c1 6= 0,
{
t ∈ (a, b) | v2(t)
v1(t)
6= −c3 ±
√
k
c2
}
if c1 = 0 and c2 6= 0.
Lemma 4.1. Let q ∈ L1loc(R+). Suppose that the equation
L(y) = −y′′ + qy = 0
admits two linearly independent positive solutions, v1 and v2, in (0, b) for some b > 0
such that v1 has minimal growth near 0, and W (v1, v2) = v
′
1v2 − v1v′2 = 1. Set
fw :=
√
|c1v21 + c2v22 + 2c3v1v2|,
where ci ∈ R satisfy c23 − c1c2 = 1. Then there exists 0 < m ≤ b such that fw is a
(well-defined) positive solution of the equation
(L− w)y = 0 in (0, m),
where
w :=
L(fw)
fw
=
1
f 4w
> 0 in (0, m).
Moreover, for any 0 < ε < m∫ m−ε
0
1
f 2w
dt =
∫ m−ε
0
wf 2w dt =∞.
Proof. Let 0 < b1 < b be fixed. By reduction of order, given v1, a second local linearly
independent positive solution of the equation Ly = 0 in (0, b1) is given by
v(t) = v1(t)
∫ b1
t
1
v1(s)2
ds 0 < t < b1. (4.2)
Since v(b1) = 0 it follows from [23, Appendix 1] that v(t) has minimal growth near b1,
and hence, v2 = αv1 + βv, where α ≥ 0 and β > 0.
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The assumption that v1 is a positive solution of minimal growth near 0 of the equation
Ly = 0 implies that v1 ≤ Cεv2 and v1 ≤ Cεv in (0, ε) for any 0 < ε < b1. Moreover,
since v′1v2 − v1v′2 = 1, it follows that v1/v2 is monotone increasing. Therefore, the
singular points of fw are isolated. Consequently, fw is well defined in (0, m), where
m = min{b1, t0 − δ}. Here t0 is first zero of fw and 0 < δ < t0.
Given 0 < ε < m let us compute∫ m−ε
0
1
f 2w
dt =
∫ m−ε
0
1
|c1v21 + c2v22 + 2c3v1v2|
dt ≥ C
∫ m−ε
0
1
v22
dt
=
∫ m−ε
0
(
αv1 + βv1
∫ b1
t
v−21 ds
)−2
dt ≥
∫ m−ε
0
(
α1v1 + βv1
∫ m−ε
t
v−21 ds
)−2
dt
≥
∫ m−ε
0
(
β1v1
∫ m−ε
t
v−21 ds
)−2
dt,
where α1 ≥ α and β1 ≥ β. The change of variable τ :=
∫ m−ε
t
v−21 ds implies that∫ m−ε
0
1
f 2w
dt ≥ C
∫ M
0
1
τ 2
dτ =∞.
Moreover, ∫ m−ε
0
wf 2w dt =
∫ m−ε
0
1
f 2w
dt =∞. 
Remark 4.2. If c1, c2, and c3 are nonnegative, then for any 0 < m < b the function
fw in Lemma 4.1 is well defined in (0, m).
As a corollary of Lemma 4.1 we obtain the following result:
Proposition 4.3. Assume that Ly := −y′′ + qy is nonnegative in R+, where q ∈
L1loc(R+). Fix m > 0. Then there exists an infinite sequence of strictly positive func-
tions {wi}i∈N (depending on m), such that for any k ∈ N the function
w˜k :=
k∑
i=1
wi
satisfies:
• Mk := L− w˜k ≥ 0 in (0, m).
• There exists a positive solution yk of the equation Mky = 0 in (0, m+ 1) such
that ∫ m
0
1
y2k
dt =
∫ m
0
w˜ky
2
k dt =∞,
and for any 0 < ε < m, λ0(L, w˜k, (0, ε)) = 1.
Proof. Fixm ∈ (0,∞). Let v1,0 and v2,0 be two positive solutions of Ly = 0 in (0, m+1)
(depending on m) such that their Wronskian W (v1,0, v2,0) equals 1, and such that v1,0
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has minimal growth in a neighborhood of 0. In particular, v1,0 is positive and well-
defined in R+. Note also that using (4.2), it follows that v2,0 is well-defined and positive
in (0, m+ 1).
Define w1 := y
−4
1 , where
y1 :=
√
c1,1v21,0 + c2,1v
2
2,0 + 2c3,1v1,0v2,0 ,
and ci,1, are positive numbers for i = 1, 2, 3 satisfying (c3,1)
2− c1,1c2,1 = 1. By Remark
4.2, y1 is a positive solution of the equation
M1(y) := (L− w1)y = 0 in (0, m+ 1).
In particular, M1 is subcritical in (0, m+ 1− ε1), where ε1 = 1/2.
Repeating the same argument, we obtain in the j-th step, j ≥ 2,
yj :=
√
c1,jv21,j−1+ c2,jv
2
2,j−1+2c3,jv1,j−1v2,j−1 in (0, m+ 1− εj−1),
where ci,j > 0, and (c3,j)
2 − c1,jc2,j = 1.
wj := (yj)
−4 in (0, m+ 1− εj−1), εj := εj−1 + (1/2)j.
v1,j is a positive solution of Mju = 0 in (0, m+ 1− εj) of minimal growth at 0.
v2,j(t) :=αjv1,j+βjv1,j(t)
∫ m+1−εj
t
1
v1,j(s)2
ds>0, in (0, m+ 1− εj),W (v1,j, v2,j) = 1,
where αj , βj > 0. So, Mk is subcritical in (0, m). Moreover, by Lemma 4.1, we obtain∫ m
0
y2kwk dt =
∫ m
0
1
y2k
dt =∞,
and consequently, ∫ m
0
y2kw˜k dt =∞.
Hence, as in Proposition 3.2, it follows that λ0(L, w˜k, (0, ε)) = 1 for all ε ∈ (0, m). 
Remark 4.4. For any k ∈ N the inequality L − w˜k ≥ 0 in (0, m) in Proposition 4.3
implies the inequality∫ m
0
(|ϕ′|2 + qϕ2) dt ≥ ∫ m
0
w˜kϕ
2 dt ∀ ∈ C∞0 (0, m).
Fix ϕ ∈ C∞0 (0, m), it follows that
m∫
0
w˜kϕ
2 dt ≤
∫ m
0
(|ϕ′|2 + qϕ2) dt ≤ ∫ m
0
(|ϕ′|2 + |q|ϕ2) dt ≤ C.
Since the sequence {w˜k}∞k=1 is increasing in k and positive, it follows by the monotone
convergence theorem that
w˜ := lim
k→∞
w˜k =
∞∑
k=1
wk
is finite almost everywhere in (0, m). Moreover, w˜ is a Hardy-weight for L in (0, m).
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5. Improved and optimal Hardy-weights in higher dimensions
In the present section we reduce the problem of constructing optimal Hardy-weights
in higher dimensions to a one-dimensional problem. Roughly speaking, each optimal
Hardy-weight for the one-dimensional Laplacian yields in the symmetric case optimal
Hardy-inequalities for subcritical operators in higher dimensions.
Definition 5.1. We say that a function 0 ≤ w ∈ L∞loc(R+) belongs to W1(R+) if w is
an optimal Hardy-weight for the one-dimensional Laplace operator
Ly := −y′′ on R+.
We have.
Lemma 5.2. Let 0 ≤ w ∈ L1loc(R+). Then w ∈ W1(R+) with ground state fw if and
only if the following three conditions are satisfied:
(1) There exists fw > 0 such that (L− w)fw = 0 in R+,
(2)
∫ 1
0
1
f 2w
dt =
∫ ∞
1
1
f 2w
dt =∞,
(3)
∫ 1
0
wf 2w dt =
∫ ∞
1
wf 2w dt =∞,
Proof. Follows immediately from Proposition 3.1. 
Our main result of the the present section is as follows.
Theorem 5.3. Let Ω ⊂ Rn, n ≥ 2, be a domain containing x0. Let P be a subcritical
operator in Ω and let G(x) := GΩP (x, x0) be its positive minimal Green function with
singularity at x0. Let 0  ϕ ∈ C∞0 (Ω) and consider the associated Green potential
Gϕ(x) (given by (1.1)). Assume that there exists u ∈ CP (Ω) satisfying
lim
x→∞
G(x)
u(x)
= 0. (5.1)
Fix w ∈ W1(R+), and let fw(t) be the corresponding ground state. Suppose that f ′w ≥ 0
on {t = Gϕ(x)/u(x) | x ∈ supp (ϕ)}. Define
W :=
P (ufw (Gϕ/u))
ufw (Gϕ/u)
.
Then
(1) W ≥ 0 in Ω and W := |∇(Gϕ/u)|2A w(Gϕ/u), in Ω \ supp (ϕ).
(2) P −W is critical in Ω with ground state ufw(Gϕ/u).
(3) W is optimal in a neighborhood of infinity in Ω.
(4) If P is symmetric, then P −W is null-critical with respect to W , and therefore,
W is an optimal Hardy-weight for P in Ω.
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Proof. Without loss of generality, we assume that Gϕ/u < 1 in Ω. By Lemma 5.2, the
function
f1(t) := fw(t)
t∫
1
1
f 2w(s)
ds
is a linearly independent solution of the equation (L−w)y = 0 in R+ which is positive
for t > 1, negative for t < 1, and satisfies
lim
t→0
fw(t)
f1(t)
= lim
t→∞
fw(t)
f1(t)
= 0. (5.2)
Consider the functions h, v : Ω→ R given by
v(x) := u(x)fw
(
Gϕ(x)
u(x)
)
, h(x) := u(x)f1
(
Gϕ(x)
u(x)
)
.
A direct calculation (see (4.13) in [12]) shows that for any u ∈ CP (Ω) and g ∈ SP (Ω)
P (ufw(g/u)) = −uf ′′w(g/u)|∇(g/u)|2A + uf ′w(g/u)P (g). (5.3)
In particular, W ≥ 0 in Ω, and v ∈ CP−W (Ω). Moreover,
P (v)=−|∇(Gϕ/u)|2Auf ′′w(Gϕ/u)= |∇(Gϕ/u)|2Aw(Gϕ/u)ufw(Gϕ/u)=Wv in Ω\supp (ϕ),
P (h)=−|∇(Gϕ/u)|2Auf ′′1 (Gϕ/u)= |∇(Gϕ/u)|2Aw(Gϕ/u)uf1(Gϕ/u)=Wh in Ω\supp (ϕ).
Hence, h, v ∈ CP−W (Ω \ supp (ϕ)). Moreover, (5.1) and (5.2) imply
lim
x→∞
v(x)
h(x)
= lim
x→∞
u(x)fw
(
Gϕ(x)
u(x)
)
u(x)f1
(
Gϕ(x)
u(x)
) = 0.
By a Khas’minski˘i-type criterion [12, Proposition 6.1], it follows that v has minimal
growth in a neighborhood of infinity in Ω, implying that v is a ground state of the
operator P −W in Ω, and by Theorem 2.7, P −W is critical in Ω.
Next we prove that W is optimal at ∞ (recall that P is not necessarily symmetric).
Let ξ > 0, and consider the equation
− y′′ − wy = ξwy, in R+. (5.4)
Lemma 5.2 implies that ∫ 1
0
wf 2w dt =∞.
By Proposition 3.2 (or [28, Theorem 6.4.1]), there exists an oscillatory (near 0) solution
yξ to (5.4) satisfying yξ, y
′
ξ ∈ ACloc(0, 1). Therefore, uyξ(Gϕ/u) is an oscillatory solution
of the operator P − (1 + ξ)W in a neighborhood of ∞. Hence, P − (1 + ξ)W does not
have a positive solution in a neighborhood of ∞. In other words, λ∞ = λ0 = 1. Thus,
W is optimal at ∞.
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It remains to prove that when P is symmetric, P −W is null-critical with respect
to W .
Take α > 0 sufficiently small such that
{0 < Gϕ/u < α} ∩ suppϕ = ∅.
For any 0 < ε < α, the coarea formula (see (9.4)) in [12]) implies∫
ε<Gϕ/u<α
v2W dx =
∫
ε<Gϕ/u<α
u2f 2w(Gϕ/u)|∇(Gϕ/u)|2Aw(Gϕ/u) dx =
α∫
ε
f 2w(t)w(t)
∫
Gϕ/u=t
u2|∇(Gϕ/u)|A dσ dt =
α∫
ε
f 2w(t)w(t)
∫
Gϕ/u=t
〈uA∇Gϕ −GϕA∇u, ~σ〉 dσ dt, (5.5)
where ~σ is a normal vector (in the metric | · |A) to the level set {Gϕ/u = t}. By Green’s
formula for 0 < ε < t1 < t2 < α such that t1 < Gϕ/u < t2 is a regular domain (see
[12])), we have
0 =
∫
t1<Gϕ/u<t2
(P (u)Gϕ − P (Gϕ)u) dx =
∫
Gϕ/u=t2
〈uA∇Gϕ −GϕA∇u, ~σ〉 ds−
∫
Gϕ/u=t1
〈uA∇Gϕ −GϕA∇u, ~σ〉 ds.
Hence, there exists β such that for any t ∈ (0, α)∫
Gϕ/u=t
〈uA∇Gϕ −GϕA∇u, ~σ〉 ds = β.
Moreover, by (5.5), we infer that β > 0. Consequently,∫
0<Gϕ/u<α
v2W dx = β lim
ε→0
∫ α
ε
f 2w(t)w(t) dt =∞. 
Remark 5.4. If condition (5.1) is satisfied in Ω for some u ∈ CP (Ω), then (5.1) is
satisfied in Ω∗ := Ω \ {x0} for any x0 ∈ Ω \ supp (ϕ) with u˜ := u + G replacing u.
Indeed, one may take the pair Gϕ and u˜. In this case, the corresponding (optimal in
the symmetric case) Hardy-weight for P in Ω∗ is W :=
P (u˜fw (Gϕ/u˜))
u˜fw (Gϕ/u˜)
.
As a corollary of Proposition 6.5 and Theorem 5.3, we obtain the following result
which generalizes the results of Barbatis, Filippas and Tertikas [6]:
Lemma 5.5. Let Ω ⊂ Rn, n ≥ 2, be a domain containing x0. Let P a subcritical
operator in Ω, and let G(x) := GΩP (x, x0) be its Green function with singularity at
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x0, and let Gϕ be a Green potential with density 0  ϕ ∈ C∞0 (Ω) (see (1.1)). Then
there exists an infinite sequence of Hardy-weights {Wi}i∈N such that for any k ∈ N the
function
W˜k :=
k∑
i=1
Wi
satisfies P − W˜k ≥ 0 in Ω and λ0(P, W˜k,Ω) = λ∞(P, W˜k,Ω) = 1. Moreover, W˜ :=∑∞
k=1Wk is a Hardy-weight for P in Ω.
Proof. Apply Proposition 4.3 with q = 0 to obtain a sequence {wi}i∈N such that
−y′′ −
k∑
i=1
wi ≥ 0 in (0, sup
Ω
(Gϕ/u)).
By the proof of Theorem 5.3 the function W˜k := |∇(Gϕ/u)|2A
∑k
i=1wi(Gϕ/u) is a
Hardy-weight of P, i.e., P − W˜k ≥ 0 in Ω. Moreover, as in Remark 4.4, it follows that
W˜ is a well defined Hardy-weight for P in Ω.
Assume by contradiction that λ0(P, W˜k,Ω\K) > 1, namely, there exists K ⋐ Ω such
that P−(1+ε2)W˜k ≥ 0 in Ω\K for some ε > 0. By the same argument as in Lemma 3.2
there exists an oscillatory solution of the equation −y′′−(1+ε2)(∑ki=1wi)y = 0 near 0,
implying that there exists an oscillatory solution of the equation P−(1+ε2)W˜k = 0 near
∞. Such a solution contradicts the maximum principle. Hence, CP−(1+ε2)W˜k(Ω\K) = ∅,
and we arrive at a contradiction. 
6. Improved optimal Hardy-weights in the nonsymmetric case
In the previous section we proved for symmetric operators that the Hardy-weights
obtained in Theorem 5.3 are optimal, while in the nonsymmetric case we could only
prove the criticality and optimality at infinity. In the present section we use the
Ermakov-Pinney equation to obtain a family of optimal Hardy-weights for not neces-
sarily symmetric operators.
The following lemma exploits the general positive solutions of the Ermakov-Pinney
equation y′′(t) = − 1
y3
in (0, 2/a) that vanishes at t = 0, namely, ya(t) :=
√
2t− at2 to
obtain optimal Hardy-weights. Using Proposition 3.1 we obtain:
Lemma 6.1. Let w(t) := (2t − at2)−2 and fw(t) :=
√
2t− at2, where a > 0 is fixed.
Then
(1) −f ′′w − wfw = 0, and fw > 0 in (0, 2/a).
(2)
∫ 1/a
0
1
f 2w
dt =
∫ 2/a
1/a
1
f 2w
dt =∞,
(3)
∫ 1/a
0
wf 2w dt =
∫ 2/a
1/a
wf 2w dt =∞.
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In particular, w is an optimal Hardy-weight for the operator Ly = −y′′ in (0, 2/a).
Remark 6.2. We exclude the case a ≤ 0 since we are interested in Hardy-weights
greater than the classical Hardy-weight wclass(t) = (2t)
−2.
The following proposition is an important ingredient in the construction of an im-
proved optimal weight for the nonsymmetric case.
Proposition 6.3. Let w(t) = (2t− at2)−2. Then for any ξ,M, a > 0, and t ∈ (0, 2/a)
the function
uξ(t) :=
√
2t− at2 cos
(
ξ
2
log
(
Mt
2− at
))
satisfies the following properties:
(1) −u′′ξ − (1 + ξ2)wuξ = 0 in (2/(Meπ/ξ + a), 2/(M + a)),
(2) The boundary condition: u′ξ(2/(M + a)) =
M2 − a2
4M
uξ(2/(M + a)),
(3) The boundary condition: uξ
(
2/(Meπ/ξ + a)
)
= u3ξ
(
2/(Meπ/ξ + a)
)
= 0,
(4) uξ converges pointwise to
√
2t− at2 as ξ → 0,
(5) |uξ(t)| ≤
√
2t− at2.
Proof. The assertions of the proposition can be verified straightforwardly, see Appendix
for a method to obtain the solutions uξ. 
We proceed to find a family of optimal Hardy-weights in Ω greater (in a neighborhood
of ∞) than Wclass, the classical optimal weight obtained in [19] which satisfies
Wclass =
|∇(Gϕ/u)|2A
4(Gϕ/u)2
in Ω \ supp (ϕ).
Theorem 6.4. Let Ω ⊂ Rn, n ≥ 2, be a domain containing x0. Let P be a subcritical
linear operator in Ω and let G(x) := GΩP (x, x0) be its minimal positive Green function
with singularity at x0, and let Gϕ the Green potential with density 0  ϕ ∈ C∞0 (Ω) (see
(1.1)). Assume that there exists u ∈ CP (Ω) satisfying
lim
x→∞
G(x)
u(x)
= 0. (6.1)
Let
0 < a <
1
sup
Ω
(Gϕ/u)
, fw(t) :=
√
2t− at2.
Then
W :=
P (ufw (Gϕ/u))
ufw (Gϕ/u)
is an optimal Hardy-weight of P in Ω, and
W =
|∇(Gϕ/u)|2A
(Gϕ/u)2(2− a(Gϕ/u))2 ≥Wclass :=
|∇(Gϕ/u)|2A
4(Gϕ/u)2
in Ω \ supp (ϕ).
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Proof. Obviously, aGϕ/u < 1, therefore, the function W is well-defined and by (5.3)
W is nonnegative in Ω since f ′w(t) > 0 for 0 < at < 1.
We first prove the criticality of P −W in Ω. Let f1(t) := fw(t)
1∫
t
(fw)
−2 ds. Since
lim
t→0
fw(t)
f1(t)
= 0,
and uf1(Gϕ/u) is a positive solution of P − W in a neighborhood of ∞¯, it follows
the Khas’minski˘i criterion [12, Proposition 6.1] that the function φ0 := ufw(Gϕ/u) is
a positive solution of the equation (P −W )v = 0 in Ω having minimal growth in a
neighborhood of infinity in Ω, hence, P −W is critical in Ω.
Next we prove the null-criticality of P −W with respect to W . Fix a sufficiently
large constant M > 0 such that
{x ∈ Ω | 0 < Gϕ/u < 2/M } ∩ supp (ϕ) = ∅. (6.2)
Let φ0 and φ
∗
0 be the ground-states of P −W and P ∗ −W respectively. Let
Ωξ :=
{
x ∈ Ω
∣∣∣∣ 2Meπ/ξ + a < Gϕ(x)u(x) < 2M + a
}
,
Γ :=
{
x ∈ Ω | Gϕ(x)
u(x)
=
2
M + a
}
, Γξ :=
{
x ∈ Ω | Gϕ(x)
u(x)
=
2
Meπ/ξ + a
}
,
and assume for the moment that Γ and Γξ are regular hypersurfaces. Let φ
∗
ξ be the
positive solution of the Dirichlet problem:

(P ∗ −W )u = 0 in Ωξ,
u(x) = φ∗0 on Γ,
u(x) = 0 on Γξ.
(6.3)
Let
φξ := uuξ(Gϕ/u),
where
uξ(t) =
√
2t− at2 cos
(
ξ
2
log
(
Mt
2− at
))
.
By (6.2), Ωξ ∩ supp (ϕ) = ∅, and therefore,
P (φξ) = (1 + ξ
2)Wφξ in Ωξ.
Moreover, |φξ| ≤ φ0, and φξ → φ0 pointwise in Ω as ξ → 0. In addition, by [12,
Theorem 8.2], 0 < φ∗ξ ≤ φ∗0 in Ωξ, and as ξ → 0, φ∗ξ → φ∗0 pointwise in
Ω˜ :=
{
x ∈ Ω | Gϕ(x)
u(x)
<
2
M + a
}
.
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Lemma 6.3 and Green’s formula imply
ξ2
∫
Ωξ
Wφξφ
∗
ξ =
∫
Ωξ
φ∗ξ(P −W )φξ dx = B.T (φξ, φ∗ξ),
9ξ2
∫
Ωξ
Wφ3ξφ
∗
ξ dx =
∫
Ωξ
φ∗ξ(P −W )φ3ξ dx = B.T (φ3ξ, φ∗ξ), (6.4)
where the boundary terms are
B.T (φξ, φ
∗
ξ) =
∫
Γ
〈φ∗ξA∇φξ − φξA∇φ∗ξ + φξφ∗ξ(b− b˜), ~σ〉dσ,
B.T (φ3ξ, φ
∗
ξ) =
∫
Γ
〈φ∗ξA∇φ3ξ − φ3ξA∇φ∗ξ + φ3ξφ∗ξ(b− b˜), ~σ〉dσ,
and where ~σ is a normal vector (in the metric | · |A) to Γ. Using the boundary condition
on Γ (see Proposition 6.3 and (6.3)), we have
B.T (φξ, φ
∗
ξ)=
∫
Γ
〈φ0φ∗0A∇u+
M2 − a2
4M
uφ0φ
∗
0∇(Gφ/u)−φ0A∇φ∗ξ+φ0φ∗0(b−b˜), ~σ〉dσ
= B.T (φ3ξ, φ
∗
ξ),
where the last equality follows since the integrand in the above expression is indepen-
dent of the choice of either φξ or φ3ξ.
Hence, by (6.4) we have
9ξ2
∫
Ωξ
Wφ3ξφ
∗
ξ dx = ξ
2
∫
Ωξ
Wφξφ
∗
ξ dx. (6.5)
For nonregular Ωξ, we obtain (6.5) by an approximation argument.
Assume by contradiction that P −W is positive-critical (i.e., ∫
Ω˜
Wφ0φ
∗
0 dx < ∞).
Dividing (6.5) by ξ2 and letting ξ → 0, the dominated convergence theorem implies
9
∫
Ω˜
Wφ0φ
∗
0 dx =
∫
Ω˜
Wφ0φ
∗
0 dx,
which is a contradiction. 
Remark 6.5. The constant a in Theorem 6.4 was arbitrarily chosen such that Gϕ/u <
1/a in Ω. In fact, we may choose any constant a > 0 satisfying Gϕ/u ≤ 1/a in Ω.
Finally, using the method in [2, 12], we establish a new Rellich-type inequality in-
volving the difference between the Hardy-weight of Theorem 6.4 and the “classical”
one given by Theorem 1.4.
Theorem 6.6. Let Ω ⊂ Rn, n ≥ 2, be a domain containing x0. Let P be a symmetric
subcritical linear operator in Ω and let G(x) := GΩP (x, x0) be its minimal positive Green
function with singularity at x0. Consider a Green potential Gϕ as in (1.1) and u ∈
CP (Ω) satisfying (1.2). Set
0 < a <
2
sup
x∈Ω
(Gϕ(x)/u(x))
,
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and consider the “classical” Hardy-weight and the Hardy-weight given by Theorem 6.4,
respectively, i.e.,
Wclass =
|∇(Gϕ/u)|2A
4(Gϕ/u)2
, W =
|∇(Gϕ/u)|2A
(Gϕ/u)2(2− a(Gϕ/u))2 .
Then for any ψ ∈ C∞0 (Ω \ supp (ϕ)) the following Rellich-type inequality holds true∫
Ω\supp (ϕ)
(P (ψ))2(Gϕ/u)
W −Wclass dx ≥
∫
Ω\supp (ϕ)
ψ2(W −Wclass)(Gϕ/u) dx.
Proof. Assume first that P (1) = 0 and let u = 1, and assume that limx→∞G(x) = 0.
Recall that W > Wclass in C
∞
0 (Ω \ supp (ϕ)). Consequently, for ψ ∈ C∞0 (Ω \ supp (ϕ)),
we have (see (10.9) in [12]),
∫
Ω\supp (ϕ)
P (ψ)ψGϕ dx =
∫
Ω\supp (ϕ)
P (ψ
√
Gϕ)ψ
√
Gϕdx+
1
2
∫
Ω\supp (ϕ)
ψ2P (Gϕ)dx−
∫
Ω\supp (ϕ)
P (
√
Gϕ)ψ
2
√
Gϕdx =
∫
Ω\supp (ϕ)
P (ψ
√
Gϕ)ψ
√
Gϕdx−
∫
Ω\supp (ϕ)
ψ2WclassGϕdx ≥
∫
Ω\supp (ϕ)
ψ2(W −Wclass)Gϕ dx ≥ 0,
where we used the inequality P−W ≥ 0 to derive the fourth line. The Cauchy-Schwartz
inequality implies
(∫
Ω\supp (ϕ)
P (ψ)ψGϕdx
)2
≤
(∫
Ω\supp (ϕ)
(Pψ)2Gϕ
(W−Wclass)dx
)(∫
Ω\supp
ψ2(W−Wclass)Gϕdx
)
,
and therefore,
∫
Ω\supp (ϕ)
(Pψ)2Gϕ
(W −Wclass) dx ≥
∫
Ω\supp (ϕ)
ψ2(W −Wclass)Gϕ dx. (6.6)
Now let P be a general subcritical operator in Ω which is symmetric in L2(Ω, dx), and
consider the operator Pu := u
−1Pu which is the ground state transform of the operator
P (see for example, [12, Section 4.1]). Note that Pu is symmetric in L
2(Ω, u2dx), and a
Hardy-weightW for P corresponds to the Hardy-weightWu2 for Pu. Moreover, the cor-
responding positive minimal Green function is given by GΩPu(x, y) = G
Ω
P (x, y)u(y)/u(x).
Hence, for any ϕ ∈ C∞0 (Ω), we have (GΩPu)ϕu = (GΩP )ϕ/u.
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Let ψ := uϑ where , ϑ ∈ C∞0 (Ω). Recall that Pu1 = 0, consequently, using the
obtained Rellich inequality for Pu, we get∫
Ω\supp (ϕ)
(P (ψ))2(Gϕ/u)
W −Wclass dx =
∫
Ω\supp (ϕ)
(Pu(ϑ))
2(GΩPu)ϕu
u2(W −Wclass) dx ≥∫
Ω\supp (ϕ)
(uϑ)2(W −Wclass)(GΩPu)ϕudx =
∫
Ω\supp (ϕ)
ψ2(W −Wclass)(Gϕ/u)dx. 
7. Examples
We illustrate our results with two explicit examples.
Example 7.1. Let Ω = Rn, n ≥ 3, and consider the classical Hardy inequality∫
Rn\{0}
|∇u|2 dx ≥
(
n− 2
2
)2 ∫
Rn\{0}
1
4|x|2u
2 dx ∀u ∈ C∞0 (Rn \ {0}).
Let G(x, y) = Cn|x−y|2−n be the Green’s function of−∆ in Rn and let G(x) := G(x, 0).
It follows that (
n− 2
2
)2
1
|x|2 =
1
4
∣∣∣∣∇G(x)G(x)
∣∣∣∣
2
is an optimal Hardy weight in Rn \ {0}.
Consider the classical Hardy-weight for −∆ in Rn, namely W = −∆Gϕ/Gϕ, where
Gϕ is given by (1.1). We have
W =
1
4
∣∣∣∣∇GϕGϕ
∣∣∣∣
2
in Ω \ supp (ϕ).
Assume further that ϕ is rotationally invariant. Clearly, there exists C > 0 such that
Gϕ(x) = CG(x) for all x /∈ supp (ϕ) (see for example,[22, Theorem 9.7]). Therefore,
1
4
∣∣∣∣∇Gϕ(x)Gϕ(x)
∣∣∣∣
2
=
1
4
∣∣∣∣∇G(x)G(x)
∣∣∣∣
2
=
(
n− 2
2
)2
1
|x|2 in Ω \ supp (ϕ).
Consequently, Theorem 6.4 implies that there exists a > 0 and an optimal Hardy-
weight W for −∆ in Rn satisfying
W (x) =
|∇Gϕ(x)|2
(2Gϕ(x)− a(Gϕ(x))2)2 >
(
n− 2
2
)2
1
|x|2 in Ω \ supp (ϕ).
Example 7.2. Let c1 > 0, c2 ≥ 0 and c3 =
√
1 + c1c2 , and consider the following
positive harmonic functions in (0, L) :
v1,0(t) :=
√
2 t, v2,0(t) :=
L− t√
2L
.
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For all k ≥ 0, let
v1,k+1 =
√
c1v
2
1,k + c2v
2
2,k + 2c3v1,kv2,k , v2,k+1 = v1,k+1
L∫
t
1
v21,k+1
ds.
Then
Gk+1(t):=
∫ L
t
1
v21,k+1
ds =
∫ L
t
1
v21,k(s)
1
c1 + c2
(∫ L
s
1
v21,k
dz
)2
+ 2c3
∫ L
s
1
v21,k
dz
ds
=
Gk(t)∫
0
1
c1 + c2τ 2 + 2c3τ
dτ = F (Gk)− F (0),
where F (τ) =
∫
1
c1 + c2τ 2 + 2c3τ
dτ and G0(t) := (L− t)/(2Lt). So,
Gk(t) =


F (Gk−1(t))− F (0) k ≥ 1,
L− t
2Lt
k = 0.
By Proposition 4.3 the function
w(t) :=
∞∑
k=1
1
v41,k
=
∞∑
k=1
(G′k)
2
is a Hardy-weight for Ly = −y′′ in (0, L). Furthermore, if 0 < c1 ≤ 1/L, then
w > wclass = (2t)
−2.
Moreover, if the assumptions of Lemma 5.5 are satisfied for a subcritical operator P
in Ω, then w(Gϕ/u)|∇(Gϕ/u)|2A is a Hardy-weight for P in Ω. We remark that the
improved Hardy inequality obtained in [15] is recovered with c1 = 1/L, c2 = 0, and
c3 = 1.
Appendix
In this short section we explain how to obtain the generalized eigenfunctions uξ given
in Proposition 6.3. Let ρ, q ∈ L1loc(α, β), λ ∈ R with ρ > 0 in (α, β), and consider the
equation:
−y′′(t) + q(t)y(t) = λρ(t)y(t) t ∈ (α, β).
The Liouville’s substitution
y(t) =
w(s)
4
√
ρ
, s(t) =
∫ t
α
√
ρ(ζ)dζ,
yields Liouville’s normal form (see for example [8, Chapter 10.9])
−w′′(s) + qˆ(s)w(s) = λw(s) s ∈ (0, s(β)),
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where
qˆ = −1 + 1
4ρ
[(
ρ′
ρ
)′
− 1
4
(
ρ′
ρ
)2]
.
Note that qˆ = 0 if and only if the function v := ρ−1/4 satisfies the Ermakov-Pinney
equation
−v′′ = 1
v3
.
Moreover, v is a positive solution of the equation −y′′− y
v4
= 0 having minimal growth
near 0 if and only if v(0) = 0, namely, v(t) =
√
2t− at2.
Now consider the equation
−y′′ − y
(2t− at2)2 = ξ
2 y
(2t− at2)2 t ∈ (2/(a+Me
π/ξ), 2/(M + a)).
where a,M, ξ are given in Proposition 6.3. The Liouville’s substitution
y(t) = w
√
2t− at2, s =
∫ t
2/(a+Mepi/ξ)
(2ζ − aζ2)−1dζ = 1
2
log
(
Mt
2− at
)
+
π
2ξ
implies −w′′ = ξ2w, and therefore, w = C1 cos(ξs) + C2 sin(ξs). The boundary condi-
tions given by Proposition 6.3 then imply
u = C1
√
2t− at2 sin
(
ξ
2
log
(
Mt
2− at
)
+
π
2
)
= C1
√
2t− at2 cos
(
ξ
2
log
(
Mt
2− at
))
.
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