Magnetic resonance imaging (MRI) allows measurement of electric current density in an object. The measurement is based on observing how the magnetic field of the current density affects the associated spins. However, as high-field MRI is sensitive to static magnetic field variations of only the field component along the main field direction, object rotations are typically needed to image three-dimensional current densities. Ultra-low-field (ULF) MRI, on the other hand, with B 0 on the order of 10-100 μT, allows novel MRI sequences. We present a rotation-free method for imaging static magnetic fields and current densities using ULF MRI. The method utilizes prepolarization pulses with adiabatic switch-off ramps. The technique is designed to reveal complete field and current-density information without the need to rotate the object. The method may find applications, e.g., in conductivity imaging. We present simulation results showing the feasibility of the sequence.
Introduction
Magnetic resonance imaging (MRI) allows noninvasive measurement of electric current density in an object [1] [2] [3] [4] [5] [6] [7] [8] . The current density produces a magnetic field which affects the spin dynamics and causes changes to the MR phase images. Because the spatial origin of the signals can be encoded with high spatial accuracy using standard MRI encoding methods, the magnetic field inside the sample can be found without facing an ill-posed inverse problem, which occurs, e.g., when the current-generated magnetic field is measured only outside the sample [9] .
Existing methods can produce images of static [1] [2] [3] or alternating [4] [5] [6] [7] [8] currents. The methods to image static currents or static magnetic fields rely on measuring changes in the magnetic field along the MRI main field B 0 . Thus, if all three components of the magnetic field are needed, the sample typically has to be rotated at least twice. The need for sample rotations can be relaxed with so-called radio-frequency current-density imaging methods, which are used for imaging time-varying current densities [4, 5] .
Despite the limitations, current-density imaging (CDI) can be used, e.g., to estimate the conductivity of an object by applying external currents through it [10] [11] [12] [13] [14] [15] . Recently, it was demonstrated that the conductivity of an object can be imaged also without applying any external currents [16] [17] [18] .
One example of MRI-based current-density imaging where no external current is applied is direct neuronal imaging (DNI).
In DNI, the aim is to detect neuronal activity inside the brain by measuring its direct effect on MR signals [19] [20] [21] [22] [23] [24] [25] [26] . In contrast to the indirect observation of brain activity in functional MRI (fMRI) [27] , DNI is based on detecting the weak variations in the local magnetic fields inside the brain caused by neuronal activity. However, the neuronal magnetic fields are much weaker than the hemodynamic-related magnetic field changes measured by fMRI, or the fields related to externally applied currents, making DNI difficult.
In this paper, we present a method to image static magnetic fields and current densities with prepolarized ultra-low-field (ULF) MRI with B 0 on the order of 10-100 μT [28] [29] [30] [31] . The approach, which we refer to as adiabatic current-density imaging (A-CDI), is based on adiabatic polarizing pulses and is designed to reveal complete field and current-density information without the need to rotate the object. In an accompanying paper [32] , we present an alternative approach, called zero-field-encoded current-density imaging (Z-CDI), for achieving the same goal.
Methods
In prepolarized MRI, the sample is magnetized in a field higher than that used for spin precession [33] . This approach is commonly used to increase the signal strength in ULF MRI, where the prepolarizing field can be, e.g., 10-100 mT. Typically, the signals are detected with highly sensitive superconducting quantum interference devices (SQUIDs). To reduce external noise, ULF-MRI devices are often operated inside magnetically shielded rooms.
In the following, we will present the A-CDI method for measuring a current-density field J using ULF MRI. The method will concentrate on finding the magnetic field B J due to J, which can be used to calculate J simply by
where μ 0 is the permeability of vacuum. Spins can be manipulated adiabatically or nonadiabatically [34] . In the adiabatic case, the total magnetic field changes slowly and the magnetization can follow its direction. In contrast, if the field changes abruptly, the magnetization is not able to follow it, and the change is nonadiabatic.
Assume the magnetic field B J is static and present during and after the initial polarization period. Now, we can switch off the polarizing field B p adiabatically: when B p reaches zero, the magnetization will point along B J (if B J = 0, the magnetization will stay along B p ). Finally, we can apply a measurement field, e.g., along B p , and encoding gradients to image the transverse magnetization.
The resulting image will contain information about B J .
Waveform for the polarizing field
In the following, we design the adiabatic decay waveform for the polarizing field. During the polarizing-field switch-off, the sample magnetization m stays parallel to the total magnetic field B(t) = B p (t) + B J , provided that the adiabatic condition,
holds at all times [34] . Here, ω L (t)=γB(t) is the Larmor angular frequency in B(t), γ is the gyromagnetic ratio, dα/dt defines the angular rate at which the field orientation changes, and t is time. First, let us consider a special case where B p (t) and B J are orthogonal. Now, we can find the angular velocity by noting that f(t) = B p (t)/B J = tan α(t); then, we get
For the Larmor frequency, we obtain
where ω J = γB J . Now, we can write Eq. (2) as
In practice, we can find an adiabatic polarizing field waveform by setting R(t) = p, with some constant p ≫ 1. With the initial condition f(0) = f 0 , we get
where we noted that f 0 ≫ 1. From Eq. (6), we see that the polarizing field has been switched off when t = t end with
In Eqs. (6) and (7), the approximations hold when f 0 ≫ 1, i.e., the polarizing field before the switch-off is much stronger than the field to be imaged. The above derivation assumed B p ⋅ B J = 0. Thus, if B p and B J are non-orthogonal, the goodness of the adiabaticity differs from that given by Eq. (5) . However, in all cases, the performance of the ramp can be tuned by varying its duration.
From magnetization to image
For imaging B J , we suggest the following sequence ( Fig. 1 ). First, a polarizing field is applied to magnetize the sample. Then, the polarizing field is reduced adiabatically to zero while B J is on; m turns parallel to B J . After this, B J is switched off and a homogeneous measurement field B 0 is switched on nonadiabatically. An excitation pulse with an appropriate phase is used to rotate the magnetization so that its desired components can be measured. Finally, the spatial origin of the signals can be encoded by conventional means. As we explain later, we use also an additional known magnetic field B ext for finding out the amplitude of B J .
Assume that we have obtained images I x , I y , and I z by applying the described sequence to image the magnetization components perpendicular to the orthogonal directions e x , e y , and e z , respectively, and B 0 = B 0 e z . The complex-valued images are
where r is the spatial position, i the imaginary unit, and
where b x , b y , and b z define the direction of B J . The solution of the system in Eq. (8) gives the direction of
In principle, we could obtain the same information by acquiring only two images. However, with three measurements, all components of B J are measured twice, making the method more robust. The additional information could also be useful in estimating the accuracy of the measurement.
With the above procedure, we get an image of the direction of B J . However, without additional information, it is impossible to determine the amplitude of B J . To obtain the amplitude of B J , we repeat the sequence with the addition of applying a known magnetic field B ext to the object together with B J . This yields an image of the direction of B J + B ext . In principle, we could now calculate the amplitude of B J simply by requiring that the two directions differ by the change caused by B ext . However, such a direct approach is highly sensitive to errors in the direction estimates.
To obtain a more robust reconstruction, we also require one of Maxwell's equations,
to hold, where B = B 1 = B J in the first case and B = B 2 = B J + B ext in the second case. By a voxel-wise discretization of Eq. (11) presented in Appendix A, we can reformulate the problem of finding the field amplitudes to
where A ∇⋅B i (i = 1,2) is a matrix operator implementing Eq. (11) in a discretized sense for B i , A B i is a matrix that gives the Cartesian components of B i , a i is a vector of the discretized magnetic field amplitudes for B i , and d 21 is a vector corresponding to B 2 − B 1 , i.e., a vector containing the components of B ext at each voxel. By solving Eq. (12) in the least-squares sense, we get a 1 and a 2 , i.e., the amplitudes of B J and B J + B ext at each voxel. We can reduce the effect of noise in the estimate of B J by combining the two results: from the solved B 2 field we subtract B ext and average the results, obtaining B J . Finally, we can calculate J using a discretized version of Eq. (1) (see Appendix B).
Simulation methods
The sequence depicted in Fig. 1 was implemented to simulate A-CDI. For simplicity, we decided to implement the spatial encoding by a 3D gradient-echo sequence. We assumed B p = B p e x , B 0 = B 0 e z , B ext = B ext e y , and the gradient fields linearly varying and purely zdirectional. Frequency encoding was applied in the z direction with a gradient strength of 470 μT/m. The field amplitudes were B p = 100 mT, B 0 = 50 μT, and B ext = 1 μT. In the phase-encoding directions, 20 k-space lines were acquired with a 10-kHz sampling frequency (maximum phase-encoding-gradient strengths were 470 μT/m). The time to echo was 50 ms and the polarizing time was 1 s.
The sample in our simulations, shown in Fig. 2 , was a cubic volume of 20×20×20 voxels positioned at the origin. The voxel volume was (1 mm) 3 . We assumed the relaxation times to be T 1 = T 2 = 200 ms throughout the volume. The current density J was assumed to be that of three long 6-mm-thick tubes with circular cross sections passing through the origin along the x, y, and z axes, each carrying a 40-mA current. The simulated signals were sampled with a receiver having uniform sensitivity along the x direction. For the forward calculations, we added small random deviations in the positions of the dipoles representing the voxels: the dipoles were deviated uniformly in all three Cartesian directions with the maximum deviation being 5% of the voxel side length. After the signals were simulated, white Gaussian noise with standard deviation σ was added to them to obtain a signal-to-noise ratio (SNR) of 10. We used the definition
where s(t) is the signal as a function of time, s a vector containing the sampled data points, and N s the number of acquired samples. In the simulations, the polarizing field was switched off adiabatically in 250 ms using a switch-off ramp designed using Eq. (6) with B J = 5 μT. The current was applied between the start of the polarizing pulse and the end of the adiabatic ramp. The transverse magnetization after the adiabatic switching was solved for the three repetitions by constructing a reconstruction matrix for the two transverse magnetization components, see Ref. [35] , and by solving the corresponding equation numerically. Then, the underlying direction of the magnetic field was solved from Eq. (10), and Eq. (12) was applied to find the amplitude of the magnetic field. Finally, J was calculated using a discretized version of Eq. (1).
We also studied how the root-mean-square error of the reconstructed current density depends on the SNR by performing the reconstruction for different amounts of added noise. The reconstruction error was calculated as Fig. 1 . Schematic diagram of the A-CDI sequence for imaging B J . First, a polarizing pulse is applied together with B J . Then, the polarizing field is switched off adiabatically, after which B J is switched off and a homogeneous measurement field B 0 is switched on. An excitation pulse is used to rotate the magnetization so that its desired components can be measured. After these steps, gradient fields (G x , G y , and G z ) are used to encode the spatial origin of the signals. For determining the amplitude of B J , the sequence is repeated by applying a known magnetic field B ext together with B J . where the summation is performed over the N positions where the current density was reconstructed, J andĴ are the simulated and reconstructed current density, respectively, and J 0 = 1415 A/m 2 is the current density along the tubes. Fig. 3 shows the current density reconstructed using A-CDI. While the current density is reproduced well, some weak artefacts appear mainly because of measurement noise and imperfect adiabaticity.
Results
In Fig. 4 , we show how the goodness of the adiabatic passage varies across the sample. For voxels where B J N 1 μT the ramp is highly adiabatic. On the other hand, for most of the voxels in which B J b 0.5 μT the deviation from perfect adiabaticity is over 20°and there are some voxels for which the passage is clearly non-adiabatic. The difference in the directional error between voxels with equal B J is due to the different orientation of B J in them. Fig. 5 illustrates how the reconstruction error of Eq. (14) depends on the SNR. As can be seen, the reconstruction quality improves with the SNR. However, some reconstruction error remains even without added noise. This is mainly because the adiabatic ramping of the fields is not perfect. Assuming perfectly adiabatic ramps and an error-free decoding of the magnetization orientation gave an error E = 0.06.
Discussion
In this study, we assumed that B J was the only unknown field present in the experiments. In reality, however, a remnant field B rem exists even inside a magnetically shielded room. With the presented formalism, only the total field B rem + B J can be measured. If B rem is of the same order as B J or larger, it significantly affects the results. Thus, the method can be directly used only to image fields stronger than B rem . On the other hand, if B rem is static, the problem can also be dealt with by first imaging B rem without applying B J . By subsequently measuring also the total field B rem + B J , the field of interest, B J , can be recovered by subtraction. Alternatively, the first measurement can be done by applying −B J followed by a measurement with +B J .
Although we demonstrated an A-CDI sequence, which uses a known external magnetic field to obtain information about the strength of B J , it is also possible to do the reconstruction without B ext . Fig. 3 . Reconstructed current density at planes indicated in Fig. 2 using A-CDI. The dashed lines indicate the regions of the current flow. Without any reconstruction error, inside these regions, the current density normalized to the simulated true current density should be 1, which corresponds to 1415 A/m 2 , and outside them 0. Positive and negative values correspond to current densities along the positive and negative axes, respectively. In this case, one can use Eq. (1) at the object boundary to set a boundary condition for J. In practice, this can be done, e.g., by dividing the boundary into triangles and integrating Eq. (1) over their surfaces. The advantage of this approach is that the imaging time can be reduced by 50%. However, it is then necessary to know where the current enters and leaves the sample.
In some cases, it may be advantageous to interrupt the adiabatic field ramps abruptly. For example, the use of a long field ramp would guarantee good adiabaticity throughout the field decay but result in a loss in the magnetization amplitude. By interrupting such a ramp before its natural end, the direction of the magnetization would still point in the direction of the total magnetic field before the interruption. By measuring the magnetization component perpendicular to the direction of the polarizing field and by applying the reconstruction algorithm, an image of B J could be obtained. This type of sequence would resemble the use of low flip angles in traditional MRI. We note also that a range of adiabatic switch-off ramps different from Eq. (6) may be designed, e.g., by letting R(t) in Eq. (5) be a function of time.
Because A-CDI is based on adiabatic field ramping, imaging weak current densities requires long polarizing-field ramps, during which the sample magnetization will decay. Thus, imaging current densities corresponding to magnetic fields below 1 μT will require ramps longer than~200 ms. This means that highquality imaging of such weak current densities would require either a strong initial sample magnetization or an object with long relaxation time constants. On the other hand, because the method is not susceptible to phase wrapping, A-CDI is wellsuited for imaging strong current densities (or magnetic fields) which can be turned off during the acquisition period. Thus, A-CDI may find applications, e.g., in mapping the magnetic field of coils which can be immersed in a liquid and driven with a suitable current.
A comparison of A-CDI with zero-field-encoded current-density imaging (Z-CDI), presented in the accompanying paper [32] , reveals several differences. First, the methods are based on completely different physical principles: A-CDI utilizes adiabatic magnetic field ramps for the encoding, whereas Z-CDI is based on spin precession in the unknown magnetic field without a B 0 field present. Second, because Z-CDI uses a voxel-wise reconstruction of the current density, the noise characteristics of the Z-CDI reconstruction differ from those of A-CDI.
Conclusion
We have presented a sequence to image magnetic fields and current densities using prepolarized MRI. The A-CDI method utilizes an adiabatic magnetic field ramp of the polarizing field to rotate the magnetization of an object parallel to the unknown magnetic field. It gives complete 3D magnetic field and current-density information without the need to physically rotate the object. The method may be useful, e.g., for conductivity imaging or mapping the magnetic field of coils. are the voxel centers ( Fig. 6B and C) . These tetrahedra define volumes over which we can integrate Eq. (11):
Assuming the magnetic field is a linear function of position on each face of a tetrahedron, we obtain for the tetrahedron of Fig. 6B ∮ 1764 Bb⋅dS ¼
where the subscripts 1, 4, 6, and 7 refer to the vertices of the tetrahedron and v i is the position of the ith vertex. By doing the same for all groups of eight neighboring voxels, we can construct the matrix A 1764 whose rows correspond to the tetrahedra in the respective cubes and the columns to the voxels. When multiplied with a vector containing the voxel-wise magnetic field amplitudes, this matrix implements Eq. (A.1). We can also do equivalent calculations for the tetrahedron shown in Fig. 6C to obtain matrix A 2583 . Finally, we can join the matrices to obtain a more accurate discretization of Eq. (11) . We used the combination
with parameter θ = −0.5, because it produced better results than θ = 0. In order to balance the matrix in Eq. (12), we further multiplied A ∇⋅B by a weighting factor of 5⋅10 6 . This operation made the maximum element of (− A B 1 A B 2 ) and the maximum element of Eq. (A.3) approximately equal.
