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Let A be a uniformly elliptic second order linear operator on a smooth bounded
domain 0/Rn. We study the eigenvalue problem Au=*u subject to boundary
conditions B0u=*B1 u on 0, where Bj are linear boundary operators. The
problem is recast in the form Au=*u in a Hilbert or Krein space, and results are
given on the location and type of the spectrum, full- and half-range completeness,
and regularity of critical points.  2001 Academic Press
1. INTRODUCTION
Boundary value problems with the eigenparameter in the boundary con-
ditions have a long history. Typical applications are to dynamic boundary
conditions [H] or incomplete contact at the boundary [F]. The articles of
Walter [W] and Fulton [F] contain extensive reference lists, mainly on
problems of SturmLiouville type, up to the early 1970s.
In the works on SturmLiouville problems, the boundary conditions
depend linearly or polynomially on the eigenparameter *, and the problems
are recast in the form Au=*u for an operator A in the Hilbert space
H=L2(0)C d. (1.1)
Here 0 is a real interval and d is determined by the number of eigen-
parameter dependent boundary conditions and the degrees of * in them.
Often the operator A becomes self-adjoint if the summands in (1.1) are
appropriately weighted such that H becomes a Hilbert or Pontryagin
space (cf. also [DL]).
There has been rather less work on partial differential operators with
eigenparameter dependent boundary conditions. In [ES] Ercolano and
Schechter study the problem
Au=*u in 0,
Bj u=*Cj u on 1, 1 jl;
Bj u=0 on 1, l+1 jr,
where A is a formally self-adjoint elliptic operator of order 2r, 1 is an open
subset of 0, and Bj and Cj are boundary operator s such that Bj has
higher order than Cj . They assume that the problem is symmetric in a
corresponding unweighted direct sum Hilbert space H, study self-adjoint-
ness of the corresponding operator A, and find the Green’s function of its
resolvent. Kozhevnikov and Yakubov [KY] consider a non-self-adjoint
case, again where Bj has a higher order than Cj , and find the asymptotics
of the eigenvalue distribution. In the work [H] corresponding Cauchy
problems are studied.
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In this article we consider the case of a formally self-adjoint elliptic
operator A of the second order in a domain 0 with general *-linear boundary
condition B0u=*B1 u on 0. Although the problem is not in general
symmetric in the sense of [ES], the corresponding operator A turns out
to be self-adjoint in a weighted Hilbert or Krein space of the form
H=L2(0)L2(0). (1.2)
Moreover, A has a nonempty essential spectrum, while in the works cited
above, _(A) is discrete. This makes the problem more involved; in
particular, there may be eigenvalues embedded in the essential spectrum;
see Example 5.1.
In (1.1) or (1.2), if an indefinite inner product is to be introduced in
order to make A self-adjoint, the first component is always a positive sub-
space. Therefore in the case of ordinary differential operators the indefinite
situation always leads to Pontryagin spaces. In the case of partial differen-
tial operators considered here, however, the second component, which is
then infinite dimensional, is a negative subspace and therefore a true Krein
space situation arises.
The paper is organized as follows. In Section 2, using some ideas from
[ES], we recast the problem in the form Au=*u for an operator A
which we show to be self-adjoint in an appropriate direct sum Hilbert or
Krein space. In Section 3 we give preliminary results on the location of the
spectrum of A and we determine its essential spectrum. In Section 4 we
analyse the Krein space case more carefully and show that the operator A
is definitizable and hence possesses a spectral function with at most finitely
many critical points; see [L]. This fact implies more information about the
spectrum of A and, in particular, we obtain a half-range basis result
(Theorem 4.5). Finally, in Section 5 we use a criterion of [BN] to show
that if the essential spectrum of A consists of a single point (e.g., when the
boundary operators Bj do not depend explicitly on the independent
variable x # 0), then all the critical points of A are regular. This yields
both full- and half-range bases (Theorems 5.7, 5.8).
As an application, to make the corresponding initial value problem
du(t, x)
dt
+Au(t, x)=0 in 0,
d
dt
B1u(t, x)+B0u(t, x)=0 on 0
well posed on a bounded interval t # [0, T ], we must specify the value of
u(0, x)= f (x) in 0 and the value of B1u(T, x)= g(x) on 0 (see related
discussion of forwardbackward problems in [B]). If for the corresponding
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operator A both half-range bases exist, then f and g can be chosen
arbitrarily from L2(0) and L2(0).
2. PRELIMINARIES
Throughout the paper we denote by
H s(0), H t (0), s, t # R,
the Sobolev spaces of functions in the domain 0 and on its boundary 0,
respectively (see [LM]);
( } , } ), & }& and ( } , } ) , ( } )
are the scalar product and the norm in L2(0) and L2(0), respectively. We
shall write D(T ), R(T), and N(T) for domain, range, and kernel of a
linear operator T, and \(T ) and _(T ) will stand for the resolvent set and
the spectrum of T, respectively.
2.1. The problem. Let 0 be an infinitely smooth bounded domain in Rn
with closure 0 and let
A :=& :
n
j, k=1

xj
ajk (x)

xk
+ :
n
j=1 \aj (x)

xj
&

xj
a j (x)++a(x)
be a formally self-adjoint and uniformly elliptic operator in 0 with
infinitely smooth coefficients aij (x), aj (x), a(x). Hence a(x) is real-valued
on 0 , akj (x)=ajk (x) for all j, k=1, ..., n and x # 0 , and there exists C>0
such that
: ajk (x) !j !kC :
n
k=1
!2k
for all x # 0 and all vectors !=(!1 , ..., !n) # Rn.
Define the trace operator # by (#u)(x) :=u(x) for x # 0 and the conormal
derivative on 0 by
u
&
(x) := :
n
j, k=1
ajk (x) &j (x)
u(x)
xk
+ :
n
j=1
aj (x) &j (x) u(x),
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where &(x)=(&1(x), ..., &n(x)) is the unit normal vector to 0 pointing out
of 0 at the point x. Then for all functions u, v # H2(0) we have the follow-
ing Green’s formula:
(Au, v)&(u, Av)=&u& , #v+#u,
v
& . (2.1)
Therefore, the system of boundary operators [#, &] is self-adjoint with
respect to A (see [LM, Section 2.2.5]).
Furthermore, introduce the boundary operators
(B j u)(x) :=:j (x)
u(x)
&
+;j (x)(#u)(x), j=0, 1,
where :j (x) and ;j (x) are infinitely smooth real-valued functions on the
boundary 0, and :1(x) does not vanish there. We consider the following
boundary value spectral problem:
Au=*u in 0, (2.2)
B0u=*B1u on 0. (2.3)
It is easily seen that problem (2.2)(2.3) can be represented in the form
A0u=*u for the operator A0 in the Hilbert space
H :=L2(0)L2(0) (2.4)
defined on the domain
D(A0) :={\ uB1 u+ } u # H2(0)=
by
A0 \ uB1u+ :=\
Au
B0u+ .
We note that the results of the paper remain valid under much weaker
smoothness assumptions on the domain and operator coefficients involved.
In fact it is enough to require that standard regularity properties of solutions
to the system
Au&*u= f in 0,
B0u&*B1u= g on 0
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hold (see, e.g., [G]). Since the most general setting of the problem is not
our main objective in this work, we restrict ourselves to infinitely smooth
situations.
2.2. Self-adjointness of the operator A. We write
$(x) :=:0(x) ;1(x)&:1(x) ;0(x)
and consider first the case when $(x)>0 on 0. Then, dividing all the coef-
ficients in the boundary operators B0 and B1 by - $(x), we may assume
that $(x)#1 and write $ for $(x).
Lemma 2.1. If $=1, then A0 is a symmetric operator in H.
Proof. Denote by B the boundary operator (Bu)(x) :=(#u)(x):1(x),
x # 0. Then the identity
&(B1u, Bv)+(Bu, B1v) =&u& , #v+#u,
v
& 
together with (2.1) implies the following Green’s formula:
(Au, v)&(u, Av)=&(B1u, Bv)+(Bu, B1v). (2.5)
Moreover, we have
B0=
:0(x)
:1(x) \:1(x)

&
+;1(x) #++\;0(x)&:0(x) ;1(x):1(x) + #
=
:0(x)
:1(x)
B1&
$(x)
:1(x)
#=
:0(x)
:1(x)
B1&$(x) B. (2.6)
Now for u=(u, B1u)T, v=(v, B1v)T # D(A0) we compute that
(A0u, v)&(u, A0 v)=(Au, v)&(u, Av)+(B0u, B1v) &(B1u, B0 v)
=(Au, v)&(u, Av)&(Bu, B1v) +(B1 u, Bv) ,
which is zero by (2.5) and so A0 is symmetric. K
It is easily seen that the operator A0 is not self-adjoint. Indeed, according
to the trace theorem (see [LM, Section I.8.2]), the boundary operator
B0&*B1 maps H2(0) into H12(0) for any * # C and therefore the range
of the operator A0&*I cannot equal H. It turns out, however, that A0 is
essentially self-adjoint, i.e., that its closure A is a self-adjoint operator in
H. First we describe the domain of A.
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Lemma 2.2. Let M be the completion of H2(0) under the norm
&u&2M :=&u&
2+&Au&2+u&
2
+(#u) 2.
Then
D(A)={\ uB1u+ } u # M= and A \
u
B1u+=\
Au
B0u+ ,
where the action of A, B0 , and B1 on M is understood in the distribution
sense.
Proof. First note that M can be naturally identified with a subset of
L2(0). Indeed, if un # H2(0), n # N, is a Cauchy sequence in the M-norm,
then there exist vectors w0 , w1 # L2(0) and w~ 0 , w~ 1 # L2(0) such that
un  w0 , Aun  w1 in L2(0) and #un  w~ 0 ,
un
&  w~ 1 in L2(0) as n  .
Now
i: [un] [ w0
defines a linear mapping of M into L2(0).
Suppose that w0=0; then w1=0 due to closedness of A. Taking now
u=un and v # C (0 ) in (2.1) and letting n  , we get
&(w~ 1 , #v)+w~ 0 , v& =0. (2.7)
By [S, Corollary 4.1], the set [(#v, v& ) | v # C
(0 )] coincides with C(0)
_C(0) and so is dense in L2(0)_L2(0), whence (2.7) implies that
w~ 0=w~ 1=0.
Therefore, i is injective and M is topologically embedded in L2(0). The
previous arguments show also that the operator s A, #, and & are defined
on M in the distribution sense and map M into L2(0) and L2(0),
respectively.
Let u0 # M and un , n # N, be a sequence in H2(0) such that
&un&u0 &M  0 as n  . This implies that
un :=\ unB1un+ \
u0
B1u0+=: u0 , A0un=\
Aun
B0 un + \
Au0
B0u0+
in H as n  . Therefore, u0 # D(A) and Au0=(Au0 , B0 u0)T.
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Conversely, if u0=(u0 , u~ 0)T belongs to D(A), then there exists a
sequence un=(un , B1un)T # D(A0) such that
un  u0 and A0un  v0=(v0 , v~ 0)T
in H as n   for some v0 # H. It is easily seen that un is a Cauchy
sequence in M and therefore converges in M to some vector w. Then surely
w=u0 and u~ 0=B1w=B1u0 . K
Remark 2.3. Note that M does not depend on :j (x), ;j (x) and so
Lemma 2.2 remains valid provided only that $(x) does not vanish on 0
regardless of its sign. Moreover, M will not change if the operator A is
replaced by A+^I for any ^ # C.
Lemma 2.4. Suppose that u0=(u0 , u~ 0)T # D(A*) and A*u0=u1=
(u1 , u~ 1)T # H. If u0 # H2(0), then u1=Au0 , u~ 0=B1u0 , and u~ 1=B0u0 .
Proof. The relations u0 # D(A*) and A*u0=u1 mean that (A v, u0)=
(v, u1) for any v # D(A), whence
(Av, u0)&(v, u1)=&(B0v, u~ 0)+(B1v, u~ 1).
Taking v # C 0 (0) we conclude that u1=Au0 . Therefore, by (2.6) and
Green’s formula (2.5), for any v # H2(0) we get
&(B1v, Bu0)+(Bv, B1u0)=(Bv, u~ 0)+(B1v, u~ 1) &:0(x):1(x) B1 v, u~ 0 ,
i.e.,
B1v, &Bu0&u~ 1+:0(x):1(x) u~ 0+(Bv, B1 u0&u~ 0)=0.
Since the set of all vectors (B1v, Bv) is dense in L2(0)_L2(0) as v runs
through C(0 ) (in fact, this set coincides with C(0)_C(0), see
[S, Corollary 4.1]), we obtain
u~ 0=B1u0 , u~ 1=&Bu0+
:0(x)
:1(x)
B1 u0=B0 u0 . K
To prove that A*=A we follow the ideas of Ercolano and Schechter,
see [ES]. Specifically, we show that the functions in D(A*) are smooth
enough to belong to D(A). Denote by
1(T) :=[(x, Tx)T | x # D(T)]
the graph of an operator T in H_H.
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Proposition 2.5. If (u0 , A*u0)T # 1(A*)1(A), then
u0 # ,
k # N
D((A*)2k) .
Proof. The condition (u0 , A*u0)T=1(A) means that for any v # D(A)
we have (u0 , v)+(A*u0 , Av)=0. Therefore, A*u0 # D(A*) and
(A*)2 u0=&u0 , which easily implies the stated result.
Lemma 2.6 (see [ES, Theorem 2.5]). If u0 :=(u0 , u~ 0)T # D((A*)k) ,
then u0 # H k&12(0 ) and u~ 0 # H k&1(0).
Proof. If u0 # D(A*) and A*u0=u1 # H, then for any v=(v, B1v)T #
D(A) and some C>0 we have
|(A*u0 , v)|=|(u1 , v)|C \&v&+v& +(#v)+
and so
|(u0 , Av)|=|(u0 , Av)+(u~ 0 , B0v) |C \&v&+v& +(#v)+ .
By regularity theory [ES, Lemma 1.3] we see that u0 # H12(0) and
u~ 0 # H0(0), thus proving the lemma for k=1. Now the proof is easily
completed by induction (see [ES] for details).
Theorem 2.7. Suppose that $=1. Then the operator A is self-adjoint in H.
Proof. If A*{A, then there exists a nonzero vector u0=(u0 , u~ 0)T #
D(A*) such that (u0 , A*u0)
T # 1(A*)1(A). By Proposition 2.5 and
Lemma 2.6 we conclude that u0 # C(0 ). Applying Lemma 2.4, we get
u0 # D(A), which is a contradiction.
Consider now the case when $(x)<0 on 0. As before, by dividing all
the coefficients in B0 and B1 by - |$(x)|, we arrive at
$(x)#$=&1.
Let J=diag(I, &I ); then the space H with the indefinite inner product
[ } , } ]=(J } , } ) becomes a Krein space and is denoted by (K, [ } , } ]).
Here J is a fundamental symmetry in K, and in decomposition (2.4) the
indefinite inner product is positive on the first component (the L2-space
over the domain 0), so this component is a Hilbert space. On the second
component (the L2-space over the boundary) the inner product is negative,
so this component is an anti-Hilbert space.
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Theorem 2.8. Suppose that $=&1; then A is a self-adjoint operator in
the Krein space K.
Proof. The operator A 0 :=JA0 sends (u, B1u)T to (Au, &B0u)T and
so for the corresponding expression $ (x) we have $ (x)=&$(x)#1. There-
fore, all the previous assertions apply to A 0 , thus proving that JA is
self-adjoint in H or, what is equivalent, that A is self-adjoint in K. K
In the general case, when $(x) changes its sign on 0, we can easily
show that A0 is symmetric in the Krein space with indefinite inner product
generated by the operator J$ :=diag(I, $(x)&1). However, the study of its
self-adjointness requires an involved analysis near the zeros of $(x) and is
beyond the scope of this paper.
Therefore, we shall assume throughout the rest of the paper that $(x)
does not vanish on 0, i.e., that A is a self-adjoint operator either in the
Hilbert space H or in the Krein space K.
3. THE SPECTRUM OF A
As we noted in the introduction, in the case :1(x)#0 the operator A
has a discrete spectrum [ES]. In this note, however, we assumed that
:1(x){0 and hence ord B1ord B0 ; it is this inequality that leads to the
appearance of a nontrivial essential spectrum _ess(A). In fact, we shall see
that _ess(A) is determined by :0(x) and :1(x) (and is independent of ;0(x)
and ;1(x)).
Put \(x) :=:0(x):1(x); then (recall (2.6)) B0=\(x) B1&
$(x)
:1(x) # is a
small perturbation of \(x) B1 . Similarly the closure B of the operator B0
defined on D(B0)=D(A) by
B0 \ uB1u+=\
Au
\B1u+
is a small perturbation both of A and of the operator B :=A1 \, where
the operator A1 in L2(0) is defined on
D(A1)=[u # H 2(0) | B1u=0]
by A1u :=Au. Therefore one might expect the essential spectrum of A to
be determined by the set
7 :=[\(x) | x # 0],
which is just _ess(B ). To make this precise, we first recall some properties
of related boundary value problems.
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Let B be any boundary operator of order d, d=0 or 1, such that the
problem [A; B ] is regular elliptic and formally self-adjoint; see [LM,
Sections 2.12.2]. (In the following we shall use B u=#u=BD , B u=
u
&=BNu, and B u=B1 u.)
Lemma 3.1 (see [A2, Theorem 2.1]). With the boundary operator B as
above, the operator A in L2(0) defined on
D(A ) :=[u # H2(0) | B u=0]
by A u :=Au is bounded below, self-adjoint, and has a discrete spectrum.
Lemma 3.2 (see [LM, Section 2.7.3]). Under the assumptions of the
previous lemma, let * # \(A ) and s0. Then for any g # H s&d&12(0) the
problem
Aw&*w=0; B w= g (3.1)
has a unique solution w. Moreover, w # H s(0), and the operator D (*):
H s&d&12(0)  H s(0) defined by D (*) g=w is bounded.
Corollary 3.3. D (*) is compact as an operator from L2(0) to L2(0).
With these results in hand we are now able to make the arguments at the
beginning of this section rigorous.
Lemma 3.4. The essential spectrum _ess(B) of the operator B coincides
with the set 7.
Proof. We shall prove that the essential spectra of the operators B and
B :=A1 \I, D(B ) :=D(A1)_L2(0), coincide. Since by Lemma 3.1 A1
has discrete spectrum, we get _ess(B )=7, and the statement follows.
Choose any * # \(A1)"7. Then * is in the resolvent set of B ; moreover,
N(B&*I)=[0] (otherwise the first component of the corresponding
eigenvector would be an eigenfunction of the operator A1 , which is
impossible) and so the inverse (B&*I)&1 exists.
Now for any f # L2(0) and any g # L2(0) we have
(B&*I)&1 \ fg +=(B &*I)&1 \
f
g++\
0
0
D1(*)(\&*)&1
0 +\
f
g+ ,
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where the operator D1(*) corresponds to B =B1 in Lemma 3.2. Since D1(*)
(\&*)&1 : L2(0)  L2(0) is a compact operator by Corollary 3.3, we
conclude that * # \(B) and that the operator
(B&*I)&1&(B &*I)&1
is compact. Therefore, _ess(B )=_ess(B)=7 by [K, Theorem IV.5.35]. K
Theorem 3.5. The essential spectrum of the operator A coincides with
the set 7.
Proof. Let A1 :=B&A; then
A1 \ uB1u+=\
0
$(x) Bu+ # H 2(0)_H1(0)
for any (u, B1u)T # D(A)/D(B) (see Lemma 5.4). Now for * # \(A) and
any f # L2(0), g # L2(0) we get
A1(A&*I)&1 \ fg+ # H2(0)_H 1(0).
Therefore A1 is relatively compact with respect to A and according to
[K, Theorem IV.5.35], _ess(A)=_ess(A+A1)=_ess(B). The statement
now follows from Lemma 3.4. K
The following result enables us to bound the real spectrum of A.
Lemma 3.6. There exists r1 # R such that (&, r1)/\(A).
Proof. In view of the previous theorem it suffices to prove that the set
of all the real eigenvalue s of the operator A is bounded below.
Suppose * # R is an eigenvalue to the left of the essential spectrum 7.
Then for the corresponding eigenfunction u :=(u, B1u)T we have
Au&*u=0;
(3.2)
(B0&*B1) u=0.
Recalling that B0=:0(x):1(x) B1&$(x) B and inserting this expression
into (3.2), we find that u satisfies the boundary condition
:0&*:1
:1
B1 u=$Bu.
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As for Green’s formula (2.5) the following holds for all u, v # H2(0):
(Au, v)=&(B1u, Bv)+(:1;1Bu, Bv)+a(u, v), (3.3)
where
a(u, v) :=|
0
:
n
j, k=1
ajk
u
xk
v
xj
+|
0
:
n
j=1 \aj
u
xj
v +a j u
v
x j++|0 auv.
Now from Eq. (3.3) we get
0=(Au&*u, u)=&(B1u&:1 ;1Bu, Bu) +a(u, u)&*(u, u)
=(,(x, *) Bu, Bu) +a(u, u)&*(u, u),
where
,(x, *) :=:21(x)
;0(x)&*;1(x)
:0(x)&*:1(x)
.
Since for fixed x # 0 the value of ,(x, *) tends to :1(x) ;1(x) as
*  &, there exist r # R and c>0 such that |,(x, *)|c for *<r and all
x # 0. If all the eigenvalue s of A are not less than r, the lemma is proved.
Suppose therefore that *<r. By the Ga# rding inequality (see, e.g., [A1,
Theorem 7.6]) there exists a constant ^>0 such that the quadratic form
a(u, v)+^(u, v) introduces a scalar product on H1(0) equivalent to the
standard one, i.e., with some k0>0 for any u # H 1(0) we have
(a+^)(u) :=a(u, u)+^(u, u)k0 &u&2H1(0) . (3.4)
Since B: H1(0)  L2(0) is compact, for any =>0 there exists C=>0 such
that, for all u # H1(0),
(Bu, Bu)=a(u, u)+C=(u, u)
(see [BH, Theorem 2]). Taking there ==c&1 and putting c1=C= , we get
0=(Au&*u, u)&c(Bu, Bu) +a(u, u)&*(u, u)
&(*+c c1)(u, u)
and so *&cc1 . K
42 BINDING ET AL.
Corollary 3.7. Suppose that $=1. Then the spectrum _(A) of the
operator A consists of the essential spectrum _ess(A)=7 and real eigen-
value s of finite multiplicity which can accumulate only at the endpoints of 7
and +.
4. THE KREIN SPACE CASE
For the remainder of this work we assume $=&1. In this case, the
operator A is self-adjoint in the Krein space K, and hence its spectrum is
more complicated than in the Hilbert space case (e.g., it can contain non-
real points, algebraically nonsimple eigenvalues, etc.). On the other hand,
we shall show that the operator A is not only self-adjoint in K, but is also
definitizable, and this gives additional information about whether parts of
the spectrum are of positive, negative type etc. In particular, we derive a
fairly detailed classification of the spectral properties of A (Theorem 4.3)
and establish L2(0)-half-range completeness of its eigen- and root vectors
(Theorem 4.5).
Lemma 4.1. For *
*
>max[ :0(x):1(x) | x # 0] the quadratic form
Q(u) :=[(A&*
*
I) u, u], u # D(A),
is positive on a subspace of finite codimension (say, }(*
*
)).
Proof. According to (3.3) and (2.6), for u=(u, B1u)T # D(A) we have
Q(u)=(Au, u)&*
*
(u, u)&(B0u, B1 u) +**(B1u, B1 u)
=a(u, u)&*
*
(u, u)&(B1u, Bu)+(:1 ;1Bu, Bu)
&:0:1 B1u, B1u&(Bu, B1u) +**(B1 u, B1u)
=a(u, u)&*
*
(u, u)+(:1;1 Bu, Bu)
&2 Re(B1u, Bu)+( (**&:0 :1) B1 u, B1 u).
Let =>0 be such that *
*
&:0 :1>=. Using the inequality
|2 Re(B1 u, Bu) |=(B1 u, B1 u)+=&1(Bu, Bu)
we obtain
Q(u)a(u, u)&*
*
(u, u)+( (:1;1&=&1) Bu, Bu) .
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Since the operator B: H1(0)  L2(0) and also the embedding H1(0)/
L2(0) are compact, the quadratic forms (u, u) and (Bu, Bu) are compact
relative to (a+^)(u) of (3.4) Since a+^ is uniformly positive, the result
follows. K
Recall (see [L]) that an operator A in a Krein space K is called
definitizable if \(A){< and if there exists a nonconstant polynomial p(x)
such that
[ p(A) u, u]0
for all u # D(An), where n=deg p(x). Then Lemma 4.1 and statement
I.3(c) of [L] imply
Corollary 4.2. The operator A is definitizable in K.
Before describing the spectrum of A, we recall some relevant definitions
from the theory of definitizable operators for the reader’s convenience; see,
e.g., [L].
A definitizable operator A possesses a spectral function E with a finite
set c(A) of critical points. This means that a homomorphism 2 [ E(2)
exists from the semiring R generated by all intervals 2 of R with the
endpoints not in c(A) into the set of self-adjoint projections in K. For any
2/R, A(E(2) K & D(A))/E(2) K and the spectrum of the restriction
A | E(2) K & D(A) is contained in 2; if 2 is bounded then E(2) K/D(A)
and the restriction A |E(2) is a bounded operator.
The element u # K is called positive, negative, nonpositive etc. if
[u, u]>0, <0, 0, respectively. A subspace of K is called positive, negative,
nonpositive etc. if all its nonzero elements have this property. The eigen-
value * of A is said to be of definite ( positive or negative) type, if the
corresponding eigenspace is definite (positive or negative, respectively);
otherwise it is of neutral type.
The point * # _(A) is said to be a spectral point of positive or negative
type of A if for all sufficiently small intervals 2 # R such that * # 2 the sub-
space E(2) K is positive or negative, respectively. It is a critical point of A
if, for each 2 # R with * # 2, the subspace E(2) K contains positive as well
as negative elements.
For a subspace L in K we denote by }+(L) and }&(L) the maximal
dimension of the positive (respectively, negative) subspaces of L. If
* # R :=R _ [], the numbers }\(*) are defined as the minimum of
}\(E(2) K) while 2 # R runs through all neighbourhoods5 of *. We
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5 A neighbourhood of  is any set containing [x | |x|>N] for some N>0.
denote the set of critical points * of A such that }+(*) or }&(*) is finite
by _+, f (A) or _&, f (A), respectively.
For an eigenvalue * we denote by L*(A) the corresponding root sub-
space of the operator A. From [CL, Corollary 1.7]
:
*<**
}+(*)+ :
*>**
}&(*)+ :
Im *>0
dim L*(A)} (4.1)
for any *
*
and }=}(*
*
) as in Lemma 4.1.
Some basic spectral properties of A are summarized in the following
Theorem 4.3. (i) The nonreal spectrum of the operator A consists of
at most finitely many complex conjugate pairs of eigenvalue s each of finite
algebraic multiplicity.
(ii) All but finitely many points of _(A) in (&, *
*
) (in particular,
those of the essential spectrum 7) are of negative type; the exceptional points
* satisfy }+(*)<.
(iii) All but finitely many points of _(A) in [*
*
, ) are of positive
type; the exceptional points * satisfy }&(*)<.
(iv) *= is not a critical point of A.
Proof. The first three statements are easy consequences of Theorem 3.5,
inequality (4.1), and the fact that A is definitizable. Statement (iv) follows
from Lemma 3.6 and (iii). K
A critical point * # c(A) is called regular if the spectral function E is
bounded in a neighbourhood of *; otherwise it is a singular critical point.
By continuity the spectral function E of A can be extended to all intervals
2 with endpoints which are not singular critical points of A.
Suppose that * # c(A) is a normal eigenvalue of A. Then the root sub-
space L*(A) is nondegenerate and by [L, Proposition II.5.6] * is a regular
critical point. Therefore, the only possible singular critical points of A are
the points of _+, f (A) in the essential spectrum 7.
Points of _\, f (A) have the following properties.
Lemma 4.4. (i) Every point from _+, f (A) (resp. _&, f (A)) is an
eigenvalue of A with a nonnegative (resp. nonpositive) eigenvector.
(ii) Suppose that * # _+, f (A) or * # _&, f (A); then the length of any
Jordan chain corresponding to the eigenvalue * is bounded above by 2}+(*)
+1 or 2}&(*)+1, respectively.
(iii) For any * # _+, f (A), there exists a maximal nonnegative
A-invariant subspace L+ of the root space L*(A) of dimension }+(*).
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(iv) For any * # _&, f (A), there exists a maximal nonpositive
A-invariant subspace L& of the root space L*(A) of dimension }&(*).
Proof. The first two statements are proved in [JL] and [L].
If * # _+, f (A) is a regular critical point, then L*(A) is nondegenerate
and is therefore a Pontryagin space of positivity index }+(*). The claim
then follows from Pontryagin’s theorem (see [Bo, Theorem IX.7.2] for
details).
If * is singular, then we choose a small neighbourhood 2 # R of * such
that }+(*)=}+(E(2) K). Then * is the only point in 2 & _(A) of
nonnegative type and E(2) K is a Pontryagin space. Therefore by
Pontryagin’s theorem mentioned above there exists a maximal nonnegative
A-invariant subspace L+ in E(2) K of dimension }+(*). The spectrum of
A |L+ consists of eigenvalues of nonnegative type. This means that
_(A |L+)=[*] and therefore L+/L*(A) as required.
The same reasoning applies when * # _&, f (A). K
Let *+1 , *
+
2 , ... be the positive type eigenvalues of the operator A in non-
decreasing order and repeated according to multiplicity. Denote by
u+1 , u
+
2 , ... a system of corresponding eigenvectors, chosen such that
[u+k , u
+
l ]=$kl , k, l=1, 2, ... . If * # _+, f (A) we choose a maximal
nonnegative A-invariant subspace in L*(A) (see Lemma 4.4(iii)); let
v+1 (*), ..., v
+
}+(*)(*) be a basis of this subspace. Next, for each eigenvalue +
of A with Im +>0 we choose a basis v1(+), ..., v}(+)(+) of eigen and root
vectors of the root subspace L+(A). The total number of the eigenvalues
+ in the upper half plane and of the points of _+, f (A) is finite; we denote
the (finite) system of all the vectors v+k (*), vl (+), * # _+, f (A), + # _(A),
Im +>0, by v+1 , ..., v
+
N + . Finally, let P0 and P0 be the orthogonal projec-
tions in H onto L2(0) and L2(0), respectively; see (2.4).
We are now in a position to give a ‘‘half-range completeness’’ result,
which states that the L2(0)-components of a system of root vectors u+k and
v+l chosen as above form a Riesz basis in L2(0).
Theorem 4.5. The system
[P0u+k ]

k=1 _ [P0v
+
l ]
N +
l=1
forms a Riesz basis of L2(0).
Proof. It is easy to see that the closed linear span L of all the vectors
u+k , v
+
l is a maximal nonnegative subspace of the Krein space K. There-
fore its projection onto the first component L2(0) of H is the whole space
L2(0).
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The subspace L+ spanned by all the elements u+k is uniformly positive
and therefore the norms [ } , } ]12 and & }& are equivalent on L+ . This
means that the system [u+k ]

k=1 is an orthonormal basis of (L+ , [ } , } ]
12)
and a Riesz basis of (L+ , & }&). Next, &P0 x&&P0 x& for any x # L+ ,
whence &P0x&2&x&2=&P0 x&2+&P0 x&22 &P0 x&2. Therefore the
operator P0 |L+ : L+  P0L+ is homeomorphic and the elements P0 u
+
k ,
k=1, 2, ..., form a Riesz basis of P0L+ . Since the codimension of this sub-
space in L2(0) is finite and the vectors P0 v+l , l=1, ..., N
+, are linearly
independent modulo P0L+ due to nonnegativity of L, the statement
follows. K
Analogously, the second components of the spectral subspaces of A
corresponding to the spectral points of nonpositive type ‘‘span’’ the second
component L2(0) of the decomposition (2.4). In the general situation,
where _ess(A) is an interval of positive length, the statement is more
complicated than Theorem 4.5 because of the presence of a continuous
spectrum of negative type (see [DL, Section 4.2]). Therefore in the next
section we restrict ourselves to the special case where _ess(A) consists of a
single point *0 .
5. THE CASE _ess(A)=[*0]
In this section we always assume that
:0(x)
:1(x)
=*0 for all x # 0.
Under this assumption the spectrum outside of *0 is discrete. The point *0
is the unique point of _ess(A), and it can be an eigenvalue of A of positive,
negative, or neutral type, as the following example shows.
Example 5.1. Let 0 be a smooth bounded domain in Rn and let +0 be
the smallest eigenvalue of the Dirichlet Laplacian on 0. According to the
general theory, +0 is a simple eigenvalue; denote the corresponding
eigenfunction by v0 .
Fix a number :1 {0 and consider the problem
&2u=*u in 0,
:1 +0

&
u+
1
:1
#u=*:1

&
u on 0.
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It has the form (2.1)(2.2) with A=&2, :0=:1 +0 , ;0=1:1 , and ;1=0
in the boundary operators B0 and B1 . Moreover, $(x)#&1.
The corresponding operator A0 in the space H :=L2(0)_L2(0) acts
according to
A0 \ uB1u+=\
&2u
B0u +
on the domain
D(A0) :={\u0u1+ } u0 # H 2(0), u1=B1u0= .
We know that its closure A is a definitizable self-adjoint operator in the
corresponding Krein space and that the essential spectrum of A consists of
the unique point *0 :=:0 :1=+0 . Next, *0 is an eigenvalue of A with one-
dimensional eigenspace. Indeed, any eigenfunction (u, B1 u) must satisfy the
equations
&2u&*0u=0;
u
:1 }0=0
and therefore coincides up to a multiplicative constant with the vector
V0 :=(v0 , B1v0).
Finally, we have
[V0 , V0]=(v0 , v0)&:21 v0& ,
v0
&  .
Since
v0
& {0 a.e. on 0, +0 is an eigenvalue of A of positive, negative, or
neutral type if :1 is less than, greater than, or equal to &v0 &(
v0
& ) ,
respectively.
It is easily seen that *0 is an eigenvalue accumulation point. This is
evident if *0 is not an eigenvalue; otherwise it is an eigenvalue of finite
algebraic multiplicity by Lemma 5.5, and the claim follows.
Recall that according to Theorem 4.3 all eigenvalues of A in a
sufficiently small punctured neighbourhood of *0 are of negative type.
Therefore *0 is either a spectral point of negative type of A or is a critical
point and then belongs to _+, f (A). We shall show that in the second case
*0 is a regular critical point of A (and therefore A has no singular critical
points at all, see the previous section), which implies full- and L2(0)-half-
range completeness results; see Theorems 5.7 and 5.8 below.
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For the rest of this section, unless otherwise specified, we shall assume
that *0 is a critical point of A (and therefore an eigenvalue by
Lemma 4.4(i)).
First we describe the range of the operator A&*0I. Recall that the
operator D (*): H s(0)  H s+32(0) was defined in Section 3. In this
section it will suffice to consider a special case: we define DN for s=0 by
the relation DN g=v, where v is a generalized solution of the system
Aw+^w=0;
w
&
= g
and ^>0 is fixed to satisfy (3.4). Recall also that M is the completion of
H 2(0) with respect to the norm
&u&2M :=&u&
2+&Au&2+u&
2
+(#u) 2.
Lemma 5.2. DNL2(0)/M.
Proof. If f0 # L2(0) then u0 :=DN f0 # H 32(0). Choose a sequence of
elements fn # H 12(0), n # N, such that fn  f0 in L2(0) as n  . Then
un :=DN fn # H 2(0) and un  u0 in H 32(0). Therefore un  u0 in L2(0)
and #un  #u0 in L2(0). Finally, Aun=&^un  &^u0=Au0 in L2(0)
and so un converges to u0 in M. K
Lemma 5.3. The operator #DN : L2(0)  H 1(0) is a bijection.
Proof. The map #DN is injective since the problem
Au+^u=0, #u=0
has only the trivial solution. By Lemma 3.2 with B u=#u, for any
g0 # H s(0) there exists a unique u0 # H s+12(0) solving the problem
Au+^u=0, #u= g0
(in the distribution sense if s<32). For s=32 we take
f0 :=
u0
&
# H 12(0)
to obtain #DN f0= g0 . For s=12, u0 # H 1(0) and with
f0 :=
u0
&
# H &12(0)
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in the distribution sense we again have #DN f0= g0 . Therefore, the
mappings
#DN : H 12(0)  H 32(0), #DN : H &12(0)  H 12(0)
are bijective and homeomorphic, and the proof is concluded by interpolation
arguments. K
A key tool in our analysis of the critical point *0=:0(x):1(x) is the
following
Lemma 5.4. #M=H 1(0).
Proof. First we prove the inclusion #M/H 1(0). Consider the
operator AD defined by
ADv :=Av+^v, D(AD)=[v # H 2(0) | #v=0]. (5.1)
Since by Lemma 3.1 AD has only a discrete spectrum, *=0 is a point of the
resolvent set, and so the operator AD maps its domain onto the whole
space L2(0).
Denote by A the closure of the operator
A 0 : \
u
u
&+[ \
Au+^u
#u + , u # H 2(0).
According to Lemma 2.2 and Remark 2.3, the domain of A coincides with
the set [(u, u&)
T | u # M ] . As u runs through D(AD) in the formula above,
A(u, u&)
T runs through L2(0)_[0]. Therefore, the range R(A ) contains
the subspace L2(0)_[0] and hence it equals L2(0)_#M.
Now take any g # #M. Then there exists a u=(u, u&)
T # D(A ) such that
A u=(0, g)T. With f := u& # L2(0) the relations
Au+^u=0, #u= g
imply g=#Df # H1(0). The reverse inclusion follows from Lemmas 5.2
and 5.3. K
Lemma 5.5. Put N0 :=N(A&*0I).
(i) The dimension of N0 is finite and *0 is an eigenvalue of A of finite
algebraic multiplicity.
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(ii) R(A&*0I)=[u=(
u0
u~ 0
) | [u, N0]=0 and u~ 0 # H1(0)].
Proof. (i) Suppose that u=(u, B1u)T # N0 . Then the equalities
Au&*0u=0, &
$(x)
:1(x)
#u=0
are satisfied in the sense of distributions. By the regularity theorem [LM,
Theorem 2.5.1], u # H2(0) and hence u is an eigenfunction of the operator
AD in (5.1) corresponding to the eigenvalue *0 . Since AD has a discrete
spectrum by Lemma 3.1, dim N0 is finite.
Recalling now that *0 # _+, f (A) and hence all Jordan chains corre-
sponding to *0 have finite length by Lemma 4.4(ii), we conclude that *0 is
of finite algebraic multiplicity.
(ii) If
u=\u0u~ 0+=(A&*0I) \
v0
v~ 0+ ,
then u[=] N0 by self-adjointness of A and u~ 0=&($:1) #v0 # H 1(0) by
Lemma 5.4.
Conversely, let [u, N0]=0 and u~ 0 # H1(0). By Lemma 5.4 there exists
a v0 # D(A) such that
(A&*0 I) v0=\u$0u~ 0+=: u0
with some u$0 # L2(0). Since u0[=] N0 , we have
\u0&u$00 + [=] N0 .
In other words, the function u0&u$0 is orthogonal to every solution of the
problem
Av&*0 v=0, #v=0.
Since any such a solution is an eigenfunction of the operator AD of part (ii)
and *0 is a normal eigenvalue of AD , the problem
Av&*0 v=u0&u$0 , #v=0
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has a (non-unique as N(AD&*0 I ) is not trivial) solution v1 # H2(0). Now
for v :=v0+(
v1
B1 v1
) we have (A&*0I) v=u. K
We are now ready to prove regularity of the critical point *0 .
Theorem 5.6. Suppose that _ess(A)=[*0] and that *0 belongs to
_+, f (A). Then *0 is a regular critical point of the operator A.
Proof. Under the assumptions of the theorem *0 is an eigenvalue of A
of finite algebraic multiplicity by Lemma 5.5. Let u0 , u1 , ..., uk be any maxi-
mal Jordan chain. Then u0 is an eigenvector and so by the regularity
theorem [LM, Theorem 2.5.1] its components are infinitely smooth func-
tions. Applying the same reference, we conclude by induction that all the
vectors u0 , u1 , ..., uk have infinitely smooth components.
By maximality, we have uk  R :=R(A&*0 I). It follows now from
Lemma 5.5 that uk is not orthogonal in K to the kernel N0=
N(A&*0I). Therefore uk does not belong to the closure R . Thus we
have shown that no Jordan chain is extensible to the closure of the range.
By [BN, Theorem 4.1], *0 is not a singular critical point of A. K
According to [AI, Theorem IV.2.12], the following statement is an
immediate consequence of the fact that A is definitizable and that the
spectrum of A has only one accumulation point *0 , which is either a
spectral point of negative type or a regular critical point from _+, f (A).
Theorem 5.7. Suppose that _ess(A)=[*0]. Then a system of eigen and
root vectors of the operator A can be chosen to form a Riesz basis of H.
Now a result analogous to Theorem 4.5 can also be proved. If *0 is a
spectral point of negative type of A (and therefore not a critical point),
then there exists a neighbourhood 2 of *0 such that the range of E(2) is
a uniformly negative subspace of K and a system of eigenvectors of A
forms a Riesz basis in it.
If *0 is a critical point, then it is an eigenvalue of A of finite algebraic
multiplicity (recall Lemma 5.5(i)) and therefore belongs to _+, f (A) &
_&, f (A).
We choose first in each eigenspace L*(A) which corresponds to an
eigenvalue * of negative type an orthonormal basis (with respect to the
inner product &[ } , } ]); all these basis vectors form a sequence denoted by
u&k , k=1, 2, ... . Then for each * # _&, f (A) (including *0) we choose a
basis of eigen and root vectors of A of a maximal nonpositive A-invariant
subspace of L*(A) (see Lemma 4.4(iv)), and for each nonreal eigenvalue +
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with Im +<0 we choose a basis of eigen and root vectors of the root sub-
space L*(A); let v1 , v2 , ..., vN & be the (finite) set of all these root vectors.
Now in the same way as for Theorem 4.5 we obtain
Theorem 5.8. The system
[P0 u&k ]

k=1 _ [P0v
&
l ]
N &
l=1
forms a Riesz basis of L2(0).
REFERENCES
[A1] S. Agmon, ‘‘Lectures on Elliptic Boundary Value Problems,’’ van Nostrand, Princeton
TorontoNew YorkLondon, 1965.
[A2] S. Agmon, On the eigenfunctions and on the eigenvalues of general elliptic boundary
value problems, Comm. Pure Appl. Math. 15 (1962), 119147.
[AI] T. Ya. Azizov and I. S. Iohvidov, ‘‘Linear Operators in Spaces with an Indefinite
Metric,’’ Wiley, ChichesterNew YorkBrisbaneTorontoSingapore, 1989.
[B] R. Beals, Indefinite SturmLiouville problems and half-range completeness, J. Differential
Equations 56 (1985), 391407.
[BH] P. Binding and R. Hryniv, Relative boundedness and relative compactness for linear
operators in Banach spaces, Proc. Amer. Math. Soc. 128 (2000), 22872290.
[BN] P. A. Binding and B. Najman, Regularity of finite type critical points for self-adjoint
operators in Krein space, Operator Theory 80 (1995), 7989.
[Bo] J. Bogna r, ‘‘Indefinite Inner Product Spaces,’’ Springer-Verlag, BerlinHeidelbergNew
York, 1974.
[CL] B. C urgus and H. Langer, A Krein space approach to symmetric ordinary differential
operators with an indefinite weight function, J. Differential Equations 79 (1989), 3161.
[DL] A. Dijksma and H. Langer, Operator theory and ordinary differential operators, in
‘‘Lectures on Operator Theory and its Applications,’’ Fields Institute Monographs,
Vol. 3, pp. 73139, 1996.
[ES] J. Ercolano and M. Schechter, Spectral theory for operators generated by elliptic
boundary problems with eigenvalue parameter in boundary conditions, I, Comm. Pure
Appl. Math. 18 (1965), 83105.
[F] C. T. Fulton, Two point boundary value problems with eigenvalue parameter
contained in the boundary conditions, Proc. Roy. Soc. Edinburgh Sect. A 77 (1977),
293308.
[G] P. Grisvard, ‘‘Elliptic Problems in Nonsmooth Domains,’’ Monographs and Studies in
Mathematics, Vol. 24, Pitman, BostonLondon, MA, 1985.
[H] T. Hintermann, Evolution equations with dynamic boundary conditions, Proc. Roy.
Soc. Edinburgh Sect. A 113 (1989), 4360.
[JL] P. Jonas and H. Langer, Compact perturbations of definitizable operators, J. Operator
Theory 2 (1979), 6377.
[K] T. Kato, ‘‘Perturbation Theory of Linear Operators,’’ Springer-Verlag, Berlin, 1976.
[KY] A. Kozhevnikov and S. Yakubov, On operators generated by elliptic boundary
problems with a spectral parameter in boundary conditions, Integral Equations
Operator Theory 23 (1995), 205231.
53ELLIPTIC EIGENVALUE PROBLEMS
[L] H. Langer, ‘‘Spectral Functions of Definitizable Operators in Krein Spaces,’’ Lecture
Notes in Mathematics, Vol. 984, pp. 146, Springer-Verlag, Berlin, 1982.
[LM] J.-L. Lions and E. Magenes, ‘‘Non-Homogeneous Boundary Value Problems and
Applications, I,’’ Springer-Verlag, BerlinHeildelbergNew York, 1972.
[S] M. Schechter, General boundary problems for elliptic partial differential equations,
Comm. Pure Appl. Math. 12 (1959), 457486.
[W] J. Walter, Regular eigenvalue problems with eigenvalue parameter in the boundary
conditions, Math. Z. 133 (1973), 301312.
54 BINDING ET AL.
