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a b s t r a c t
Explicit Runge–Kutta Nyström methods with enhanced phase-lag order are intended for
long integrations of initial value ordinary differential equations describing free oscillations
or free oscillations of high frequency and forced oscillations of low frequency. Numerical
comparisons by others of RKN4(3), RKN6(4) and RKN8(6) pairs has established that the
pairs with enhanced phase-lag order are more efficient on the intended problems than
general purpose pairs.
We investigate if these gains in efficiency extend to N-body problems used to model
the orbital dynamics of the Solar System. The emphasis in our comparisons is on the
RKN8(6) pairs because we are interested in long, accurate integrations. We have included
the RKN4(3) and RKN6(4) pairs principally to gain insight about how the gains in efficiency
depend on the order.
Our main finding is that the gains for the RKN8(6) pair extend to the system of major
planets except at severe accuracy requirements, and to the system of regular satellites of
these planets. In addition, we found for Kepler’s two-body problem that the gains can be
sensitive to small changes in eccentricity.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
van der Houwen and Sommeijer [1] derived fixed-stepsize explicit Runge–Kutta–Nyström methods for initial value
problems of the form
y¨ = f (t, y), t ≥ t0, y(t0) = y0, y˙(t0) = y˙0, (1)
whose solution is oscillatory. The selection of the methods was in two parts. Methods with 3, 4 or 5 stages and that were
order 2 or 3 on problem (1) were first derived. This order was called the algebraic order. The derivation produced families
of methods in which one or more coefficients were free parameters. A specific method from each family was selected by
setting the free parameters to the values that ensured the method had the highest possible order on the particular problem
y¨ = −ω2y where ω is a real constant. This order was called the phase-lag order. The accuracy of the method on other
particular problems was not considered other than the method having the prescribed algebraic order.
This type of derivation contrasts with that used to obtain general purpose methods, see for example [2,3]. Here a family
of methods with the highest possible algebraic order is first derived. A specific method from the family is then selected by
treating all problems equally and minimising a measure of the principal term of the local truncation error, possibly subject
to some constraints such as the size of the stability region.
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The general purpose methods will usually be more accurate on the general problem (1) than methods of the type van
der Houwen and Sommeijer derived. The interesting question van der Houwen and Sommeijer asked was the following. If
we sacrifice some accuracy on the general problem and use the resulting freedom to fine tune the method to the problem
y¨ = −ω2y, will the method be more efficient than a general purpose method on problems with oscillatory solutions.
van der Houwen and Sommeijer compared their new methods with Nyström’s method of algebraic and phase-lag order
four on a problem describing a slightly perturbed circular orbit, a linear problem with a sinusoidal inhomogeneous term,
a linear hyperbolic partial differential equation solved using the method of lines, and Bessel’s equation. The comparisons
showed the error of the new methods was smaller than that for Nyström’s method for the same stepsize.
Papakostas and Tsitouras [4] presented new RKN4(3), RKN6(4) and RKN8(6)1 pairs with phase-lag orders of eight, ten
and sixteen respectively, and compared the new pairs with general purpose pairs on problems similar to those in [1]. The
comparisons showed that each new pair usually required fewer derivative evaluations than the general purpose pair of the
same order to achieve the same global error.
García et al. [5] constructed an explicit RKN8(6) pair in which some coefficients depend on the user-supplied frequency
ω. García et al. concluded that the pair was more efficient than the general purpose RKN8(6) pair of Dormand et al. [3] for
sinusoidal problems.
We investigate if the above gains in efficiency extend to accurate, long N-body simulations of the Solar System.
Simulations of this type can require considerable CPU time, see for example [6,7], and even modest percentage gains in
efficiency are worth having. The emphasis in our testing is on the RKN8(6) pairs because we are interested in performing
accurate simulations. As part of our testing, we assess howwell the performance on Kepler’s two-body problem predicts the
performance on the more realistic problems. We have included the RKN4(3) and RKN6(4) pairs principally to gain insight
about how the gains in efficiency depend on the order. We are not advocating that RKN4(3) and RKN6(4) pairs be used for
long, accurate N-body simulations of the Solar System.
We have excluded the RKN8(6) pair of García et al. because these authors concluded ‘‘. . . that to get good solutions it
is very important to know a satisfactory approximation to the true frequency of the problem’’. For N-body problems with
N ≥ 3, there will almost always be at least two frequencies and these will usually vary with time.
We use four representative problems in our testing. We begin with Kepler’s two-body problem because of its
ubiquitousness in numerical testing. Our second problem models the motion of the Sun and the Jovian planets Jupiter,
Saturn, Uranus and Neptune. These five bodies drive much of the dynamics of the Solar System, making this problem
of prime importance. The third problem models the orbital motion of seven regular satellites of Saturn. This problem is
representative of the systems of regular satellites for the Jovian planets. Our fourth problem models the motion of a comet
under the gravitational influence of the Sun and Jovian planets. The comet has multiple close encounters with Jupiter over
several thousand days. This problem is representative of those used to study the long-term orbital evolution of small bodies
in the outer Solar System. Close encounters between the small bodies and the Jovian planets are crucial to this evolution.
When we began our numerical comparisons we quickly established we could use either the end-point or maximum
global error and reach essentially the same conclusions. We decided to use the end-point global error because it is easier
to calculate than the maximum global error. We employed both double and quadruple precision in our testing. We used
quadruple precision to eliminate round-off error at the double precision level or to assess the effect of round-off error in our
double precision simulations. Unless specified otherwise, our comparisons are in double precision.
We begin in Section 2 with a brief review of the pairs we tested. We follow this in Section 3 with a summary of our
numerical comparisons on Kepler’s problem. The summary for the remaining problems is given in the next three sections.
We end in Section 7 with a discussion of our comparisons and their implications. Throughout the next five sections we refer
to the general purpose pairs and pairs with enhanced phase-lag order as general and enhanced pairs respectively.
2. Pairs
The RKNp(q) pairs we tested use the update formulae
yi = yi−1 + hy˙i−1 + h2
s
j=1
bjfj,
y˙i = y˙i−1 + h
s
j=1
b′jfj,
yˆi = yi−1 + hy˙i−1 + h2
s
j=1
bˆjfj,
ˆ˙yi = y˙i−1 + h
s
j=1
bˆ′jfj,
1 The nomenclature RKNp(q) means an explicit Runge–Kutta Nyström pair that uses order p formulae to propagate the solution and order q formulae in
the local error estimate.
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Table 1
Some properties of the pairs we tested.
Reference s q, p ν ∥Tp+1∥2 ∥T ′p+1∥2
Dormand et al. [2] 4 3, 4 4 4.6×10−4 1.8×10−3
Papakostas et al. [4] 4 3, 4 8 1.1×10−2 7.4×10−3
Dormand et al. [2] 6 4, 6 6 8.7×10−5 7.7×10−5
Papakostas et al. [4] 6 4, 6 10 8.4×10−5 6.7×10−5
Papakostas [4] 9 6, 8 8 1.7×10−7 1.6×10−7
Papakostas [4] 9 6, 8 16 2.7×10−6 2.6×10−6
where f1 = f (ti−1, yi−1),
fj = f

ti−1 + cjh, yi−1 + h
j−1
k=1
ajkfj

, j = 2, . . . , s,
and ti = ti−1 + h.
The approximations yi and y˙i are order p and are used to propagate the solution across the interval of integration. The
approximations yˆi and ˆ˙yi are order q < p and are used in selecting the stepsize h for each step. The algorithm we used to
select h is based on that in the integrator RKNINT of Brankin et al. [8].
On the step from ti−1 to ti, the local error in yˆi and ˆ˙yi is estimated as yˆi − yi and ˆ˙yi − y˙i respectively. If the norm of these
estimates is no larger than the user-supplied local error tolerance TOL, the step is accepted and the stepsize for the step
from ti is calculated as
β

TOL
max{∥yˆi − yi∥∞, ∥ˆ˙yi − y˙i∥∞}
1/(q+1)
h, (2)
where β is a safety factor employed to reduce the likelihood of selecting too large a stepsize. We used β = 0.8. The above
formula is also used after a rejected step.
Table 1 lists some properties of the pairs we tested. Column 4 lists the phase order ν of the pairs. Columns 5 and 6 list the
unweighted L2 norm of the vector of principal error coefficients in the order p solution and derivative formulae respectively.
We observe for the RKN4(3) and RKN8(6) pairs that increasing the phase-lag order to 10 and 16 respectively led to a large
increase in the size of the error coefficients. Thus on problems that deviate significantly from the simple harmonic motion
equation, the enhanced pairs could well be less efficient than the general pairs.
As noted in the introductionwe employed both double and quadruple precision in our testing.Whendoing integrations in
double precision, we used compensated summation, see for example [9], in the update formulae. This reduced the round-off
error, although the reductions were small.
The general and enhanced pair of the same order will typically use a different number of function evaluations for a given
local error tolerance. To ensure a fair comparisonwe did two integrationswith the general pair for every integrationwith the
enhanced pair. The first integration with the general pair was with the same tolerance TOL as the enhanced pair. The second
integration was with the tolerance [n1/n2]q+1 TOL where n1 and n2 are respectively the number of derivative evaluations
used by the general pair and enhanced pairs on the first integration. This adjustment of the tolerance ensured that on the
second integration the general pair used very close to the same number of derivative evaluations as the enhanced pair,
permitting a fair comparison.
3. Kepler’s problem
The equations of motion for Kepler’s problem can be written as
y¨1 = − y1
( y21 + y22)3/2
, y¨2 = − y2
( y21 + y22)3/2
.
We use the initial conditions y(0) = [1 − e, 0]T , y˙(0) = [0, [(1 + e)/(1 − e)]1/2]T , where 0 ≤ e < 1 is the eccentricity
of the orbit. The true solution is y1(t) = cos(u) − e, y2(t) =
√
1− e2 sin(u) where u is found by solving Kepler’s equation
u− e sin(u)− t = 0 numerically.
When the eccentricity e is zero, Kepler’s problem reduces to that for two uncoupled simple harmonic oscillators and
we expect from the comparisons of [1,4] that enhanced pairs will be more efficient than general pairs. We can then argue
by continuity that the enhanced pairs will be more efficient for small eccentricity. When the eccentricity is large, Kepler’s
problem differs significantly from the simple harmonic equation and it is difficult to use the comparisons of [1,4] to predict
the relative performance of the pairs.
To help ensure the comparisons were applicable to a large selection of objects within the Solar System, we used two
ranges of eccentricities. One range is representative of the orbital eccentricities of the Jovian planets and their regular
satellites, and the other range of many asteroids and comets.
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Fig. 1. The ratio R after 1000 periods of Kepler’s problem. Left column: 0 ≤ e ≤ 1/10. Right column: 1/10 ≤ e ≤ 9/10. Top row: RKN4(3) pairs. Middle
row: RKN6(4) pairs. Bottom row: RKN8(6) pairs.
N-body simulations, see for example [10], show the orbital eccentricities of the Jovian planets slowly oscillate with
time. The maximum eccentricity of the planets is approximately 0.09 and we used a range of [0,0.1] for the planets. This
range includes the current orbital eccentricities of the regular satellites of these planets. We refer to the range as the Jovian
eccentricities and solved Kepler’s problem for eccentricities i/1000, i = 0, . . . , 100, on this range.
At the time of writing, the Minor Planet Center listed over 500,000 bodies with known eccentricities. More than 99.99%
of the bodies have an eccentricity less than or equal to 0.9% and 72.50% have an eccentricity of at least 0.1.We therefore used
a range of [0.1,0.9] for asteroids and comets. We refer to this range as asteroidal eccentricities. We solved Kepler’s problem
for the eccentricities i/100, i = 10, . . . , 90, on this range.
For each eccentricity, we performed integrations using
(i) local error tolerances of 10−6, 10−8 and 10−10 for the RKN4(3) pairs, 10−8, 10−10 and 10−12 for the RKN6(4) pairs, and
10−10, 10−12 and 10−14 for the RKN8(6) pairs, with a long interval for all integrations;
(ii) local error tolerances of 10−3 and 10−4 and short intervals for the RKN4(3) pairs.
To eliminate the effect of round-off errors on our conclusions, we performed the integrations in quadruple precision. The
effect of round-off error is illustrated on the problem with the Saturnian satellites in Section 5.
Webeginwith the results for (i). For each eccentricity and toleranceweused two intervals of integration. The first interval
was 1000 periods. Fig. 1 has the graphs of the ratio R of the end-point global error for a general pair to that for the enhanced
pair of the same order. If R > 1, the enhanced pair is more efficient; if R < 1, the general pair is. We have used logarithms
for some graphs because of the large variation in R.
We make several general and specific observations from Fig. 1.
The truncation error for all the pairs will depend on the eccentricity, resulting in R varying with the eccentricity. We
had expected a slow variation. This is far from so. The ratio R for the asteroidal eccentricities and the RKN8(6) pairs with
Jovian eccentricities has prominent peaks and dips. Thismeans the relative performance of the general and enhanced pairs is
sensitive to small changes in e. In contrast, the ratio R is usually insensitive to changes in the tolerance. There are similarities
between the graphs for the pairs of different orders for the asteroidal eccentricities. Each graph has at least one significant
peak or dip. The similarities are not as pronounced for the Jovian eccentricities. The graphs for the RKN4(3) and RKN6(4)
pairs are free of peaks and dips but that for the RKN8(6) pairs is not.
The enhanced RKN4(3) pair has a smaller global error than the general RKN4(3) pair for all tolerances and eccentricities
except when the eccentricity is greater than approximately 0.8 and the tolerance is 10−8 or 10−10. The enhanced RKN6(4)
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pair is more efficient than the general RKN6(4) pair for Jovian eccentricities except for e ≤ 0.061with TOL = 10−12, and less
efficient for asteroidal eccentricities other than those near 0.1. Since the number of derivative evaluations for the RKN6(4)
pairs varies approximately as the sixth root of the global error, the gains in efficiency for the enhanced RKN6(4) pair are less
than 10%.
If we exclude the two peaks in R, the enhanced RKN8(6) pair is less efficient than the general RKN8(6) pair for asteroidal
eccentricities. The comparison is more complicated for Jovian eccentricities. For each of the three tolerances, the enhanced
pair is more efficient than the general pair for most eccentricities less than 0.05, and less efficient for eccentricities greater
than 0.05. Within the range 0 ≤ e ≤ 0.05 there is a large peak near e = 0.041 where the global error of the enhanced pair
is two orders of magnitude smaller than that for the general pair.
We re-did the above comparisons for an interval of 10,000 periods. We found the results had much in common with
those for 1000 periods. In particular, the dips and peaks occurred at similar values of the eccentricity.
To gain insight about the peaks and dips in R for the RKN8(6) pair, we formed the graphs of the norm E of the global error
as a function of the number of periods for e = 0.19 (a dip), e = 0.041 (a peak), and e = 0.50 (neither a peak or dip) for
TOL = 10−10. The graphs for e = 0.19 and 0.041 are given on the left and right of Fig. 2 respectively. The graphs for e = 0.50
will be described below. The solid lines in Fig. 2 are for the general pair and the dashed line for the enhanced pair.
Both RKN8(6) pairs are non-symplectic andwe expect E to grow as Ct2 where C is a constant that depends on the stepsize,
the coefficients of the pair and the eccentricity. The value of R is then just the ratio of the C for the two pairs.
We observe from the left of Fig. 2 that the expected growth occurs for e = 0.19 except for an initial transition for the
general pair. The expected growth, not depicted in Fig. 2, also occurs for e = 0.50. The value of R for e = 0.50 is smaller
than for e = 0.19 because the ratio of the C in the power law growth is smaller.
For e = 0.041, E for the general pair grows as expected but that for the enhanced pair grows as approximately t , more
precisely as Ct0.991 where the exponent was found by applying least squares to the data. This linear growth appears to
contradict the analytical result that the global error grows as Ct2. However the analytical result is for large t and a different
power law growth for small t is permitted.
We re-did the integration for the enhanced pair with e = 0.041 over an interval of one million periods. We found the
quadratic growth began after approximately 100,000 periods and that in the transition from linear to quadratic growth E
decreased slowly for 1260 periods. A least squares fit to the global error over the one million periods gave the power law
C t2.002, in very good agreement with the expected analytical result.
The initial linear growth for the global error means that R increases with t . This increases the height of the peak in the
graph of R as a function of e but does not translate the peak because e is unchanged. We calculated R over the one million
periods and found it increased from 0.28 at t = 0 to a maximum of 8730 at 40,130 periods, and then decayed to a value of
2343 at one million periods.
As noted in the introduction, we do not advocate the use of RKN4(3) pairs on long integrations and have included them
principally to investigate the sensitivity of our conclusions on the order. To investigate how the RKN4(3) performed on short
integrations with large tolerances, we solved Kepler’s two-body problem over intervals of one, two, five and ten periods for
tolerances of 10−3 and 10−4.
We found for the Jovian eccentricities that R > 1 for all combinations of tolerances and intervals of integration. This
agrees well with the results in Fig. 1 for an interval of 1000 periods. There was also some agreement with the results in Fig. 1
for asteroidal eccentricities. The enhanced pair was less efficient than the general purpose pair for large eccentricities for all
combinations of tolerances and intervals of integration. In addition, R had a prominent peak for five periods with a tolerance
of 10−3 and for five and ten periods with a tolerance of 10−4. Unlike in Fig. 1, there were no prominent peaks for the other
combinations of tolerances and intervals.
4. Jovian problem
The Jovian problemmodels the Sun, Jupiter, Saturn, Uranus and Neptune as point masses interacting through Newtonian
gravitational forces.When the origin of the coordinate system is at the barycentre of the five bodies, the equations ofmotion
can be written as
r¨i =
5
j=1,j≠i
µj(rj − ri)
∥rj − ri∥32
, i = 1, . . . , 5, (3)
where ri is the position of the i-th body, ∥ · ∥2 is the unweighted L2 norm, and µj is G times the mass of the j-th body. The µ
are listed in Appendix. The Sun’s mass includes that of Mercury, Venus, Earth and Mars.
Hayes [11] integrated the Jovian problem over 200 million years using many sets of initial conditions all within their
uncertainty bounds. Hayes found some solutions displayed chaos and others near-integrability. We used the JPL Horizons
system [12] to generate initial conditions for the Julian Dates 2448235 + 403i, i = 0, . . . , 9 (the orbital period of
Jupiter is approximately 4330 days). We then investigated the near-integrability over 100 millions years for each set of
initial conditions by performing integrations in quadruple precision using the RKN12(10) pair of Dormand et al. [3]. These
integrations showed possible chaos for the first, fifth, six and seventh sets of initial conditions and we did not use them in
our comparisons.
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Fig. 3. Results for the Jovian problem. Left—the ratio R as a function of t for the local error tolerances of 10−11, 10−12 and 10−13 . Right—the norm E of the
end-point global error as a function of the local error tolerance.
The graphs in the left of Fig. 3 are of R as a function of t for TOL = 10−11, 10−12 and 10−13 and the second set of initial
conditions; the graphs for the remaining five sets of initial conditions are similar. The global error used in the calculation of
R is for the system of the five bodies and not one body. We found the global error for Jupiter agreed with the global error for
the five bodies to three significant figures. Hence, to plot resolution, the global error used to calculate R in the left of Fig. 3
is that for Jupiter.
We observe from the left of Fig. 3 that after a transitory period of approximately two million years, R settles down to
a near constant. The average value of R for the three tolerances is 19.1 (10−11), 0.0701 (10−12) and 0.44 (10−13). Thus the
enhanced pair is more efficient than the general pair for TOL = 10−11 and less efficient for the more severe tolerances.
The average values of R highlight a puzzling result. In going from a tolerance of 10−11–10−12, the global error for the
general pair relative to that for the enhanced pair decreases by approximately 270 times. Decreases of a similar magnitude
occurred with the five other sets of initial conditions.
We sought an explanation of this result by re-doing the integrations using a wider range and finer graduation of TOL.
The graphs on the right of Fig. 3 give the norm E of the end-point global error as a function of TOL. For TOL ≥ 10−11, E for
both pairs grows as an approximate power law with E for the enhanced pair being noticeably less than that for the general
pair. Thus the enhanced pair is more efficient for TOL ≥ 10−11. For 10−12 ≤ TOL ≤ 10−11, E for the general pair continues
to satisfy the power law growth but E for the enhanced pair decreases with increasing TOL. It is this difference in behaviour
that led to the puzzling result.
We plotted the relative error in the total energy as a function of TOL. The plot was very similar to the right plot of Fig. 3
except the ordinate values were seven orders of magnitude smaller.
As part of the work in [13], Sharp tested the performance of the RKN12(10) pair of Dormand et al. [3] on the Jovian
problem. The testingwas over an interval of tenmillion years and performed using TOL = 10−13 and 10−14. The integrations
required 300 million and 383 million derivative evaluations respectively. Fig. 1 in [13] shows the corresponding norms of
the end-point global error were a little greater and a little smaller than 10−4 respectively. In the present work, the global
error at 10 million years for the general RKN8(6) pair with the smallest adjusted tolerance was 9.2 × 10−5, similar to that
for the RKN12(10) pair in [13] with TOL = 10−14. However, the general RKN8(6) pair used 3.2 times as many derivative
evaluations as the RKN12(10) pair. Dormand et al. [3] also found the RKN12(10) pair was markedly more efficient than their
RKN8(6) pair for stringent local error tolerances.
5. Saturnian satellites
Wemodelled themotion of the seven Saturnian satellites Mimas, Enceladus, Tethys, Dione, Rhea, Titan and Iapetus using
r¨i = −µ0 + µi∥ri∥32
ri +
7
j=1,j≠i
µj

(rj − ri)
∥rj − ri∥32
− rj∥rj∥32

, i = 1, . . . , 7, (4)
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where ri is the position of the i-th satellite,µ0 is G times the mass of Saturn, andµj, j = 1, . . . , 7, is G times the mass of the
j-th satellite.We generated the initial conditions using the JPLHorizons system [12]. The values ofµwere also taken from the
Horizons system. In contrast to the Jovian problem, the comparisons for the satellites were straightforward. Observations of
the Saturnian satellites span nearly four centuries andwe did the simulations over 400 years. We first generated a reference
solution by performing an integration in quadruple precision with TOL = 10−18 using the RKN12(10) pair of [3]. We then
performed integrations in double precision using the two RKN8(6) pairs with tolerances in the range 10−14–10−11, re-did
the integrations for the general pair with the tolerance adjusted, and then estimated the global error using the reference
solution. Fig. 4 has graphs of R as a function of t .We observe that R is always greater than onewhichmeans the enhanced pair
always produced a more accurate solution than the general pair for the same effort. We confirmed that R for TOL = 10−14
is affected by the round-off error by re-doing the integration in quadruple precision. The new curve for R was smooth and
lay a little under that for TOL = 10−13 but Rwas still greater than one.
6. HRC problem
The HRC (Helin–Roman–Crockett) problem is the Jovian problem with the addition of one comet modelled as a test
particle. The equations of motion for the HRC problem are those of the Jovian problem and the following equations for the
position r6 of the comet
r¨6 =
5
j=1
µj(rj − r6)
∥rj − r6∥32
, (5)
where rj, µj, j = 1, . . . , 5, are as defined in the Jovian problem. The initial conditions for the HRC problem are given in
Appendix. The comet’s orbit for these initial conditions has a semi-major axis of 4.08 astronomical units, an eccentricity of
0.133, and an inclination of 4.24° to the reference plane.
The comet has close encounters with Jupiter at 2316, 2998, 3999, 4850, 5610 and 6970 days, where the times are given
to the nearest day and the last close encounter is mild. These close encounters change the comet’s orbit considerably. The
closest the comet gets to the centre of Jupiter during the six close encounters is 76.4 times Jupiter’s radius. This occurs during
the first close encounter.
We did extensive numerical experiments with the RKN8(6) pairs on this problem. Fig. 5 contains the work-precision
diagramswhere nf denotes the number of derivative evaluations. These diagramswere obtained by performing integrations
with TOL = 10−5−i/1000, i = 0, . . . , 9001, and applying a difference filter with a window size of 100 to E and the number
of derivative evaluations. We observe from Fig. 5 that the enhanced pair is usually slightly more efficient than the general
pair for lax tolerances and of similar efficiency for the smaller tolerances. The small vertical segments of the graphs at the
most severe accuracy requirements occurred because round-off error was dominating the truncation error.
7. Summary
We compared the numerical performance of RKN4(3), RKN6(4) and RKN8(6) pairs of enhanced phase-lag order with
general purpose pairs of the same order on representative N-body problems for the Solar System. The emphasis in our
testing was on the RKN8(6) pairs because we are interested in performing long, accurate integrations. Our main aim was to
assess if the gains in efficiency reported in [1,4] extended to the N-body problems. We were also interested to see howwell
Kepler’s two-body problem predicted the performance on more realistic problems.
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Fig. 5. The work-precision diagram for the HRC problem where nf denotes the number of derivative evaluations. Solid line—general pair, dashed line—
enhanced pair.
Table 2
Initial conditions for the HRC problem. Top half—initial position. Bottom half—initial velocity.
Sun 0.6669198564440767e−02 −0.7235114664408392e−03 −0.1130654423787794e−03
Jupiter −0.4929481880506559e+01 −0.2310910532399841e+01 0.1197889941614212e+00
Saturn −0.5559462159881659e+01 0.7217090743352659e+01 0.1008764843911512e+00
Uranus −0.1051479684851656e+02 −0.1555904864202644e+02 0.7740390484943622e−01
Neptune 0.1636130229890141e+01 0.2982856616501356e+02 −0.6473579962266688e+00
Asteroid −0.3965267044277659e+01 0.3060320798461592e+00 0.2949122108880113e+00
Sun −0.1597551822288177e−05 0.7254098157790906e−05 −0.3038348598973975e−07
Jupiter 0.3109433296611612e−02 −0.6477134819096109e−02 −0.4357172559451174e−04
Saturn −0.4717678753258388e−02 −0.3413503592855709e−02 0.2469252827795303e−03
Uranus 0.3227888778570112e−02 −0.2386568620156909e−02 −0.5061978789868374e−04
Neptune −0.3152327294479188e−02 0.1931132154044109e−03 0.6952342277721326e−04
Asteroid −0.1800219023380088e−02 −0.8521337694196810e−02 0.1052106206437703e−03
We found for Kepler’s problem that the pairs with enhanced phase-lag order were usually more efficient than the
general purpose pairs for low eccentricities and less efficient for high eccentricities. We also found the relative efficiency of
enhanced phase-lag and general purpose pairs was typically not a slowly varying function of eccentricity but had peaks and
dips.
The presence of the peaks and dips has at least two implications. First, they make it difficult to decide whether
to use an enhanced or general purpose pair when performing an N-body simulation of bodies with different orbital
eccentricities, even when the differences in eccentricity are small. Second, enhanced pairs might exist for which the peaks
are smaller but the efficiency for other eccentricities is increased, leading to a gain in efficiency that is less sensitive to the
eccentricity.
We found the RKN8(6) pair with enhanced phase-lag order was more efficient than the general purpose RKN8(6) pair
on a model of the regular satellites of Saturn. The orbital eccentricities of these satellites are representative of those for the
regular satellites of the other Jovian planets. The enhanced RKN8(6) pair wasmore efficient than the general RKN8(6) pair on
amodel of the Sun and Jovian planets for local error tolerances greater than approximately 10−11, and less efficient for more
severe tolerances. When this model was extended by adding a comet that had close encounters with Jupiter, the enhanced
RKN8(6) pair was slightly more efficient for lax accuracy requirements and of similar efficiency otherwise.
The orbital eccentricities for the Saturnian satellites arewithin the range of eccentricities forwhich the enhancedRKN8(6)
pair was more efficient than the general RKN8(6) pair on Kepler’s problem. This is not so with the Jovian planets. The
eccentricities for the planets oscillate slowly with time and during part of an oscillation, the eccentricity for Jupiter, Saturn
and Uranus is greater than that for which the enhanced pair was more efficient on Kepler’s problem. The close encounters
in the problem with the comet meant that the performance on Kepler’s problem was not directly applicable.
The superiority of the RKN4(3), RKN6(4) and RKN8(6) enhanced pairs as described in this paper implies it is worthwhile
deriving enhanced pairs of algebraic order greater than eight. The increased complexity of the order conditions means the
derivation will be more difficult than that for the RKN8(6) pairs.
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Appendix
Our values of µ for the massive bodies in the Jovian and HRC problems were
Sun 0.2959139769527998E−03 Jupiter 0.2825345909524226E−06
Saturn 0.8459715185680657E−07 Uranus 0.1292024916781969E−07
Neptune 0.1524358900784276E−07
The µ for the Sun includes that for Mercury, Venus, Earth and Mars.
Table 2 lists the initial position and velocity of the Sun, the Jovian planets and the comet for theHRC problem. The position
and velocity for the Jovian planets and comet were supplied by Grazier [private communication]. The position and velocity
of the Sun were calculated using the conservation laws for the centre of mass. The position is in astronomical units and the
velocity in astronomical units per day.
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