At the NIST Cold Neutron Research Facility, a multiple run neutron lifetime experiment is underway. Each run of the two-stage experiment consists of a neutron production stage and a neutron decay stage. Salient features of the experimental data are that the number N of neutrons which decay is an unobservable random variable. Also, the neutron decay events are contaminated by background events. Under the assumption that the number of trapped neutrons is a realization of a Markovian birth and death process, we deduce the distribution of N and the decay times subject to a variety of experimental constraints. These distributions serve as likelihood models for estimation of the mean neutron lifetime. The method of maximum likelihood and the method of minimum chi-square are employed and compared for estimation. For fairly large sample sizes, the minimum chi-square estimates suitable for binned decay data are shown, by simulation, to be comparable to the maximum likelihood estimates based on the data of exact decay times. But for moderate sample sizes, the former method gives smaller variances than the latter. The loss of efficiency due to using binned data rather than the complete decay time data is minimal provided the bin widths are reasonably small and the observation period for observing decay is not too short. Our systematic and unified approach facilitates the application of the developed statistical methods to similar two-stage lifetime experiments in which radioactive decay processes are studied. It also clarifies some of the ambiguities in the literature in using the conditional distributions for statistical estimation.
I. INTRODUCTION
At the NIST Cold Neutron Research Facility, a two-stage experiment is underway to determine the mean lifetime of the neutron. For descriptions of this experiment, see ͓1-4͔. Along with other experimental data, the mean lifetime of the neutron allows us to test the consistency of the standard model of electroweak interactions. Furthermore, the mean lifetime of the neutron is an important parameter in astrophysical theories ͓5,6͔. The present experimental value of the neutron lifetime is 886.7 s with an associated 1-sigma uncertainty of 1.9 s ͓7͔. The purpose of our study is to develop statistical methods for analyzing the data from this experiment. In the present paper, we construct stochastic models for the neutron decay data. On the basis of these models, likelihood equations are derived for estimation of the mean neutron lifetime. A simulation study is conducted to examine the possible loss of information as a result of using binned decay data instead of the exact decay times. In the Appendix, we calculate the Fisher information matrices and the asymptotic variances of the estimates. They are compared with the sample variances computed from the simulated data. The problem of finding optimal statistical procedures will be investigated in another work.
In each of many runs of the basic experiment, we assume that neutron lifetimes or decays times are recorded in two stages: the production stage and the detection stage. The two stages are to be carried out in consecutive time periods of preset duration, say ͓0,T 1 ͔ and ͓T 1 ,T 1 ϩT͔. In the first stage, neutrons are produced and confined in a magnetic trap. The production terminates at time T 1 , which is also the time of the beginning of the second stage. In the second stage, ͓T 1 ,T 1 ϩT͔, the decay events of those trapped neutrons as well as the background events are recorded. Analysis is based solely on the decay data obtained from the second stage; nothing is observed in the first stage. Statistical analysis of the data is faced with several problems. One of them is that the number of neutrons produced in the first stage and not yet disintegrated at the beginning of the second stage, N(T 1 ), is unknown. In the statistical nomenclature, it means that the sample size for observing decay events in the second stage is unknown. Another problem is that the decay data are contaminated with the background events. That is, the detectors can not distinguish between neutron decay events and background events.
Our studies are relevant to two-stage lifetime experiments in atomic physics as well. There appears to be a need for a systematic and unified development of statistical methods for analyzing the decay data from two-stage experiments. For instance, Cleveland ͓8͔ uses the maximum likelihood estimation to analyze radioactive decay from a solar neutrino experiment. In the same paper he discusses the weakness of using the least-square procedure. Baker and Cousins ͓9͔, on the other hand, raise the concern about the ambiguity in applying goodness-of-fit tests.
In view of these statistical issues, we take a unified approach in this article with the goal that the statistical method *Contribution of U.S. Government not subject to copyright.
developed here be applicable to other similar experiments. We construct, in a systematic manner, several probability models for the decay data obtained from a two-stage experiment. These models are constructed according to whether the data are exact decay times or binned. The models are then used as likelihood functions for estimation of the mean atom lifetime or mean time to decay. Both the method of maximum likelihood and the method of the minimum chi-square ͑or goodness-of-fit tests͒ are considered. The relationship between these likelihood functions are delineated. We also discuss several conditional distributions of the decay data given that the number of trapped neutrons N(T 1 ) is a known number. This clarifies some of the ambiguities in the literature regarding the use of these statistical procedures.
II. A STOCHASTIC FORMULATION FOR THE TWO-STAGE EXPERIMENT
Using the ongoing neutron lifetime experiment as a prototype example, we construct stochastic models for the unobservable neutron production process in stage 1 and then derive the probability models for decay events in stage 2. Assumption A is made throughout the paper.
Assumption A. In the production stage, ͓0,T 1 ͔, neutrons are generated at a Poisson rate . Once generated, they are subject to exponential decay at rate . The mean lifetime of a neutron is ϭ1/. The background events occur according to a homogeneous Poisson process, ͕B(t),tу0͖ with rate b.
The occurrence of the background events is independent of neutron decays.
Remark. The assumption of an independent and constant Poisson rate b for the background is only a first order approximation of actual experiments. It is plausible that the background rate may vary in time. For instance, in recent NIST neutron experiments, one expects that part of the background signals is due to neutron activation of materials, say aluminum. This would yield a time-varying background rate. Furthermore, background signals could be correlated with the number of trapped neutrons and their decay events. The likelihood models developed in this work can be modified to account for time-varying background rates. The problem of introducing stochastic dependence into the model is important but analytically very complex. It requires careful modeling of the mechanism that induces the dependence. A likelihood model which properly accounted for this dependence would yield a more accurate lifetime estimate than those under the assumption of independence. We plan to study this problem in the future.
Under Assumption A, the number N(t) of ''not yet'' disintegrated neutrons at any time tу0 is a Markov process with ''birth'' rate Ͼ0 and ''death'' rate Ͼ0. At time T 1 , there will be N(T 1 ) number of ''not yet'' disintegrated neutrons. Out of N(T 1 ), a random number, to be denoted by S(T), will decay during the second stage, ͓T 1 ,T 1 ϩT͔. The decay times of these S(T) neutrons are the information that the experimenter wishes to obtain, but the measurements are contaminated by background events. Our main statistical problem is to estimate the mean lifetime 1/ with contaminated decay data, and with unknown sample sizes N(T 1 ) and
S(T).
A. The distribution of N"T 1 …, the number of trapped neutrons in the production stage
The number of decay events in the second stage, S(T), depends on the number of trapped neutrons N(T 1 ); both quantities are not experimentally observable.
Under Assumption A, N(T 1 ) has a Poisson distribution with expected ͑or mean͒ value
͓Here we use E"N(T 1 )… for the expected value of N(T 1 )
instead of the symbol ͗N(T 1 )͘ commonly used in the physics literature.͔ In the absence of the knowledge of N(T 1 ),E"N(T 1 )… may serve as an indication of the magnitude of N(T 1 ).
If the ratio /р1, then E"N(T 1 )…р(1Ϫe ϪT 1 )Ͻ1 and thus with high probability S(T)р1 regardless of the value of T 1 chosen for the production stage.
Therefore, in order to produce a sufficient number of neutrons for observing decay events in the second stage, the ratio / needs to be larger than unity, that is the production process, ͕N(t),tу0͖, should be a supercritical birth and death process ͓10͔.
Note also, if the production rate is experimentally controlled, then the expected number of neutrons available at the beginning of the second stage, T 1 is
The relation between these parameters serves as a guideline for choosing T 1 and T for experiments. See ͓4͔ for further discussion.
B. Exact decay times and the number of decay events in the second stage
To derive the probability distributions for decay events, we use the following formulation. For each generated neutron, let us denote its birth time by U, death time by V, and lifetime by LϭVϪU. By the experimental design, the birth time U falls in ͓0,T 1 ͔ and the death time V may either be in ͓0,T 1 ͔ or exceed T 1 . These constraints affect the distribution of the decay times. There are N(T 1 ) neutrons whose decay times exceed T 1 . For deriving the probability distribution of decay times, it is more convenient to work with VϪT 1 than with V.
Split the lifetime L at T 1 into two pieces as
where VϪT 1 is the residual lifetime ͑or decay time͒ of the neutron measured from time T 1 on. The segment T 1 ϪU is not observable and thus not available for statistical analysis. Let us denote the residual lifetime VϪT 1 by X and abbreviate N(T 1 ) by N. Let X 1 ,X 2 , . . . ,X N ͑4͒ denote the residual lifetimes of the N trapped neutrons. In the second stage of the experiment, ͓T 1 ,T 1 ϩT͔, only those values of X such that 0рXрT, or equivalently T 1 рVрT 1 ϩT will be considered.
To count the number of residual lifetimes that fall in ͓0,T͔, we introduce the counting process S(t) defined by
where X j is the residual lifetime of the jth neutron and I͓X j рt͔ϭ1 if X j рt and 0 otherwise. Then S(t) is the number of decay events that occurred in the interval ͓0,t͔ and S(T) is the number of neutron decays in the second stage (0,T͔ as discussed at the beginning of Sec. II.
The counting process ͕S(t),t(0,T͔͖ is user-friendly and computationally convenient. Under Assumption A, N is stochastically independent of the X's. Furthermore, for any arbitrarily given value of N, say Nϭn, X 1 ,X 2 , . . . ,X n are independently distributed with a common exponential density exp(Ϫx) for xу0 and Ͼ0. This says that the residual lifetime X and the total lifetime L have the same exponential distribution. This is another manifestation of the well known lack of memory property of the exponential distribution. The expected value of S(t) is for t(0,T͔,
where a is the same as given by Eq. ͑1͒. More generally, the probability generating function of S(t) is given by
where E͑␣ I͓X j рt͔ ͒ϭe Ϫt ϩ␣͑1Ϫe Ϫt ͒.
By Eqs. ͑5͒ and ͑7͒, ͕S(t),tϾ0͖ is a nonhomogeneous Poisson process with mean value ES(t)ϭ(t). ͑Recall that the probability generating function characterizes the distribution.͒ Up to now, we have not considered the background counts, B(t). As defined in Assumption A, B(t) is the number of background events occurred in (0,t͔.
Including the background counts, the total number of decay events in any specified interval (0,t͔ is the sum M ͑ t ͒ϭB͑ t ͒ϩS͑ t ͒, for t͑0,T͔ and M ͑ 0 ͒ϭ0. ͑9͒ By additivity of independent Poisson processes and Assumption A, ͕M (t)ϭB(t)ϩS(t);tу0͖ is also a nonhomogeneous Poisson process with mean ͑expected value͒ E"M ͑ t ͒…ϭ⌿͑ t ͒ϭbtϩ͑ t ͒ϭa͑ 1Ϫe
Ϫt ͒ϩbt for t͓0,T͔. ͑10͒
denote the decay times that occurred in the process ͕M (t) ϭB(t)ϩS(t):t(0,T͔͖. Then some of the Z's are the X's and others are the background events. The X's are experimentally indistinguishable from the background events.
In the presence of the background, the Z's not the X's constitute the basic sample for estimation of the mean neutron lifetime, 1/.
Under this general formulation, several probability models can be derived under different considerations of the data, namely, whether the sample size N is treated as a random variable or a constant, and whether the data are exact decay times or binned.
III. DISTRIBUTIONS OF EXACT DECAY TIMES
The distribution of exact decay times will be derived separately for the case when N is random and for the case where N is a given value. Recall that NϭN(T 1 ) as introduced at the beginning of Sec. II.
͑i͒ Suppose that N is random ͑but not observable͒. According to the derivation in Sec. II A, N is a Poisson random variable with mean a given by Eq. ͑1͒.
The joint density of the ordered decay times 0рZ (1) рZ (2) , . . . ,рZ M (T) can be derived from the process ͕M (t);t͓0,T͔͖ as follows. The probability that the first decay will occur after time z (1) is
where ⌿ is defined by Eq. ͑10͒. Differentiation with respect to z (1) yields the probability density of Z (1) as
is the derivative ͑with respect to time͒ of the expectation E"M (t)… given by Eq. ͑10͒. By the same token, the conditional density of
By the Markov property of the process M (t), tу0, the joint density of Z (1) рZ (2) , . . . ,рZ M (T) is given by the product of the above conditional densities,
for M (T)ϭ0,1,2, . . . , where the empty product ⌸ jϭ1 0 is set equal to one and Z 0 is set equal to zero.
The last equality holds because the product is invariant with respect to the ordering of the z's. Here the notation z j without the parentheses around j are the unordered values of the z ( j) 's. The unordered z j are important for deriving the distributional property given in Eq. ͑44͒ in the Appendix. This property is key to the computation of the information matrix BЈB and the asymptotic distribution theory of the estimates.
Equation ͑12͒ agrees with Eq. ͑3͒ in Cleveland ͓8͔. However, it is important to note that in our formula M (T) is random. Furthermore, our rate is different from that of Eq. ͑13͒ in Cleveland. The value a in our formula is the expected value E(N) and it does not involve his fixed N j . If N j is fixed, the rate should decrease with increasing Z ( j) , but it is not in Cleveland. Although his Eq. ͑17͒ has the same mathematical form as ours, our parameters are interpreted differently from his.
͑ii͒ Suppose that N is given, say equal to n. Given the event Nϭn, the residual lifetimes X 1 ,X 2 , . . . ,X n are iid, that is they are mutually independent and have the identical statistical distribution. Each of the X's is exponentially distributed with mean 1/. Hence, by Eq. ͑5͒, S(t) has a binomial distribution B͓n, pϭ1Ϫexp(Ϫt)͔. The background process B(t) remains an independent Poisson process under Assumption A. The probability generating function of the sum M (t)ϭS(t)ϩB(t) is now given by
The resulting process, ͕M (t):t͓0,T͔͖ is no longer Markovian. In this case, the conditional distribution of Z (iϩ1) given Z (i) depends not only on the time Z (i) but also on the number of true neutron decay events prior to Z (i) , i.e., S(Z (i) Ϫ). ͓The minus sign in the subscript, S(Z (i) Ϫ) denotes the number of neutron decays occurred immediately prior to the time Z (i) . This is a commonly used notation in the counting process literature.͔ Specifically, the rate of occurrence of the next event after time
though the joint density of the Z (1) рZ (2) , . . . ,рZ M (T) can be written, it depends on the unobservable S(Z (i) Ϫ). We shall thus not pursue the subject any further. If, however, the background process B(t) is not included, then the joint density of the ordered decay times
"S(T)… , and S(T)ϭ0,1, . . . ,n. This density is not useful because the background events are always present.
IV. DISTRIBUTIONS OF DECAY COUNTS IN BINS
Let X 1 ,X 2 , . . . ,X N , denote the residual lifetimes of the N trapped neutrons, where N is random as defined in Eq. ͑1͒ or Eq. ͑4͒.
In the case of binned or grouped data, a residual lifetime, X, is known to belong to an interval A k ϭ(t kϪ1 ,t k ͔, for some kϭ0,1, . . . ,Kϩ1, where the A k 's are disjoint intervals that form a partition of the range of X, in which t 0 ϭ0ϭT 1 , t K ϭT 1 ϩT, and the last interval (t K ,t Kϩ1 ) has infinite length with t Kϩ1 ϭϱ.
With
the number of X's with values in the kth interval A k or bin is the decay count,
The following result is well known. Proof. The joint probability generating function of the N k for kϭ1, . . . ,Kϩ1 is equal to
The conditional generating function given the event ͓N ϭn͔ is
Consequently the ͑unconditional͒ joint probability generating function is
where a denotes the Poisson parameter aϭE(N) as specified in Eq. ͑1͒. The last equality is obtained by noting that ⌺ kϭ1 Kϩ1 p k ϭ1.
V. THE LIKELIHOODS AND ESTIMATION OF THE MEAN TIME Ä1Õµ
The probability distributions in Eq. ͑13͒ and the Poisson distribution of the binned data given in Lemma 4.1 can be used as likelihood models for estimation of or the mean lifetime ϭ1/. The conditional distributions derived in ͑ii͒ of Sec. III and those based on Eq. ͑19͒ will not be used for estimation, since it would be difficult to draw statistical inference based on an unobservable event ͓Nϭn͔.
In actual data collection, the two-stage experiment is to be repeated for a specified number of times or cycles m. To utilize the data from all cycles, we need, first of all, to expand the notation to indicate cycles. So, in place of Z (i) , let Z c(i) denote the ith smallest event time in the cth cycle.
Also, for a more general discussion of estimation procedures, it would be notationally more convenient to use the vector ϭ( 1 , . . . , J ) to denote the parameters. In our case, ϭ( 1 , 2 , 3 ) could be (,,b) or other functions of (,,b) . Utilizing the data from all m cycles gives the joint likelihood function L 1 () which is the product of densities given by Eq. ͑13͒,
where and ⌿ are defined by Eqs. ͑10͒ and ͑12͒.
The maximum likelihood estimates ͑MLE͒ of are values of that maximize L 1 (). Under the usual differentiability conditions on L 1 (), is a solution of the following system of the likelihood equations:
The information matrix has components 
The joint distribution of ck for kϭ1, . . . and c ϭ1, . . . ,m is the product of Poisson probabilities:
where .k ϭ ͚ cϭ1 m ck . The last equality shows that the likelihood L 2 is a function of the sums .k for kϭ1, . . . ,K. These sums are therefore sufficient for estimating .
Note that N Kϩ1 is not included in the likelihood L 2 since the second stage terminates at t K ϭT 1 ϩT and N Kϩ1 which is the number of decays in (T 1 ϩT,ϱ) is not observable. Note also that we have chosen a and b as constants in r k (). In reality, a and b may vary over time. Time varying a and b can be incorporated in Eq. ͑24͒ without much difficulty, since r k () has already been assumed to vary as a function of k.
The maximum likelihood estimates of are values of that maximize L 2 (). The estimate is a solution to the system the likelihood equations, ‫ץ‬log L 2 ‫ץ/‬ j ϭ0, for j ϭ1, . . . J. It is given by
͑25͒
Due to the complexity of the equations, neither Eq. ͑22͒ nor Eq. ͑25͒ can be solved analytically. Estimates have to be obtained numerically. Standard statistical theory shows that as m→ϱ, the asymptotic distribution of the errors ͱm( Ϫ 0 ) is normal, as given by Eq. ͑31͒, where 0 denotes the true value of the parameter. ͑See discussion below.͒ Other popular ways of estimating includes the method of the minimum chi-square. Let
be the ''standardized'' Poisson variables or residuals. Formulate a chi-square type of statistics as
According to Lemma 4.1, 2 () is a sum of K independent standardized Poisson random variables. This is not the usual chi-square statistic with dependent summands derived from a multinomial distribution such as the one given by Eq. ͑19͒. As m increases, each standardized Poisson variable Y k () tends in distribution to a standard normal random variable with mean 0 and variance 1. Consequently, 2 () has an asymptotic chi-square distribution with K degrees of freedom.
Finding minimum chi-square estimates from 2 () is computational intensive. It is simpler to use a modified minimum chi-square procedure whose estimates still enjoy the same asymptotically optimal properties as that of the minimum chi-square estimates. The modified minimum chisquare estimates, , are a solution to the following system of estimating equations. They are obtained by differentiating only the numerators of 2 () with respect to , i.e.,
͑28͒
This system of estimating equations is the same as the system of likelihood equations of the Poisson model given by Eq. ͑25͒. Thus the modified minimum chi-square estimate is identical to the maximum likelihood estimate ͑MLE͒.
The exact distribution of is difficult to derive. However, large sample approximation of the distribution of can be obtained from the standard statistical theory.
To ease the notation, we shall use r k to denote r k () and (‫ץ‬r k ‫ץ/‬ j ) 0 to denote the value of the partial derivative ‫ץ‬r k ‫ץ/)(‬ j evaluated at ϭ 0 , where 0 denotes the true value of the parameter. Also, put r k ( 0 )ϭr k 0 .
According to the standard statistical theory, the errors ( Ϫ 0 ) can be written as
where B is a matrix of order KϫJ defined by
and ␦ m tends to zero in probability as m→ϱ.
Here and in the sequel, we assume that the inverse (BЈB) 
…. ͑31͒
Note that BЈB is the Fisher information matrix in the Poisson model for mϭ1, that is
where in L 2 we set mϭ1. The entries of BЈB are calculated in the Appendix.
Remark. The Fisher information matrix is also equal to
In our case, this expression is somewhat easier to compute and is used in the Appendix. If the chi-square type of statistics given in Eq. ͑27͒ is used for checking goodness of fit of the model, it is necessary to replace the unknown in Eq. ͑27͒ by an appropriate estimate for computation. Upon substituting by the estimate , 2 ( ) will have an asymptotic chi-square distribution with K-J degrees of freedom, where J is the number of parameters estimated.
It is informative to see how the estimate is involved in deducing the asymptotic chi-square distribution of 2 ( ).
Evaluate Y k () in Eq. ͑26͒ at ϭ and 0 , then the difference
where for notational simplicity, we have written r k for r k ( ), and r k 0 for r k ( 0 ) as before. It can be shown that the last term, ⑀ m , is negligible for m becomes large. In vector notation, the above is
where ⑀ m is the vector with components ⑀ m given in Eq. ͑34͒. Substituting Eq. ͑29͒ into the above equation yields
where
AϭIϪB͑BЈB͒

Ϫ1 BЈ ͑37͒
and I is the KϫK identity matrix. It follows that Y( ) has an asymptotic normal distribution N(0,AAЈ)ϭN(0,A) as m→ϱ. By assumption BЈB has full rank J, then the matrix AϭIϪB(BЈB) Ϫ1 BЈ has rank K-J ͓11͔. Consequently, ʈY( )ʈ 2 ϭ 2 ( ) has an asymptotic chisquare distribution with K-J degrees of freedom.
The above asymptotic results pertain to the Poisson model, Eq. ͑25͒, or the modified chi-square equation ͑27͒. Similarly asymptotic results are available for the MLE of Eq.
͑21͒ for the exact time data, except that the components in the information matrix BЈB given by Eq. ͑33͒ need to be replaced by
͑38͒
where L 1 is given by Eq. ͑21͒ with mϭ1. The entries of BЈB are calculated in the Appendix. In applications, we need to estimate the asymptotic variance of , (BЈB) Ϫ1 . A usual procedure is to use ‫ץ‬ 2 log L 1 ‫ץ/‬ i ‫ץ‬ j , with i and j replaced by the estimates i and j , as estimates of the entries of BЈB. Inverting the resulting matrix yields an estimate of (BЈB) Ϫ1 . Another one is to replace 0 in BЈB by the estimate . In this work, we evaluate BЈB at the true value of the parameters used in the simulation.
VI. NUMERICAL ILLUSTRATIONS
For parameter estimation, the choice of a likelihood equation depends on what kind of data is available: exact event times or binned event times. The available data are often binned, since they are considerably easier and less expensive to collect. However, binned data are less precise than the exact decay times. It would thus be meaningful to study the amount of information lost by using the binned data instead of the exact decay times. If the sample size m is sufficiently large, the loss of information could be indicated by the readily available asymptotic variances of respective estimates ͑as m→ϱ). If the sample size is moderate or small ͑the so-called finite sample case where m is a fixed finite number͒, the problem is much more complex. Little is known about the the distributional properties of these estimates. We shall therefore use simulation to investigate the problem.
The simulation is carried out as follows. A two-stage neutron experiment is simulated according the description in the introduction. The initial number of trapped neutrons, N, is a Poisson random variable with expectation E(N)ϭa, where three different values of a, 100, 1000, and 10 5 are used in the simulation. The other parameters used in the simulation are the mean neutron lifetime ϭ1, and the background rate b ϭa/20. The decay data are collected over a period of time T where T/ ranges from 2 to 10. The simulated data of exact decay times ͑including the background counts͒ are obtained for each combination of the parameters a, , b, and T.
On the basis of the simulated data, we compute the maximum likelihood estimates for the mean neutron lifetime ϭ1/ using L 1 in Eq. ͑21͒ and L 2 in Eq. ͑24͒, and the minimum chi-square estimate using Eq. ͑27͒. For easy reference, the estimates or procedures pertaining to these equations will be referred to as EXACT, POI, and GOF. The POI and the GOF estimates of are obtained by maximizing Eq. ͑24͒ and minimizing Eq. ͑27͒, respectively. Although these estimates have the same asymptotic normal distribution ͑as m→ϱ), their finite sample properties are different. Thus both of them are included in our simulation study.
VII. REMARKS
We shall make several remarks before presenting the numerical results.
͑a͒ A question arises regarding the relationship between the maximum likelihood estimates obtained from the exact decay times and those obtained from the binned data. Examining the two likelihood equations, Eq. ͑22͒ and Eq. ͑25͒, we see that for small subintervals ⌬ k , the integrals r k ()
and thus
This heuristic suggests that the MLE from the two likelihood equations could be close to each other if the subintervals ⌬ k are sufficiently small. However, formally, this argument is not valid. For instance, the that maximizes the integral r k () need not be the same as the value that maximizes its derivative (z). ͑b͒ In general, for realistic experiments, both the background intensity b and the expected number of trapped neutrons a vary from run to run as a c and b c , where c denotes the run number. For this case, we can modify Eq. ͑21͒ and Eq. ͑24͒ and construct likelihood models for the data collected from m runs in terms of the parameter vector ϭ (,a 1 ,b 1 ,a 2 ,b 2 In this case, the number of parameters, ϭ(,a,b), to estimate is the same for the pooled and unpooled data. For either likelihood model ͓Eq. ͑21͒ or Eq. ͑24͔͒, the maximum likelihood estimates of computed from the pooled and the unpooled data agree. Therefore, in our simulation experiments, we set mϭ1 and let a and b vary proportionally to the number of runs. So, if in one experiment, a is set equal to 100, then repeating this experiment mϭ20 times is the same as conducting a single experiment with a,b increasing by 20-fold to 2000.
Later in this work, we show that the magnitude of the statistical bias of lifetime estimates decreases as a and b are proportionally increased. Thus, if a and b are the same ͑or approximately the same͒ for all runs, we expect that statistical bias decreases as the number of pooled data sets increases. On the other hand, if a and b vary widely from run to run, pooling should be done with extreme caution. For instance, if some runs have a huge background and very low neutron signal, the lifetime estimate could be heavily influenced by data collected from the noisiest runs. Also, as stated earlier, in realistic experiments, during any run, the background is nonstationary. Further, the parameters which characterize the nonstationary background may vary from run to run. Given knowledge of the shape of the nonstationary component of the background, we can extend our methods to account for these complications. Suppose that for the cth run, the background intensity is b c (t)ϭ␣ c ϩ␤ c g(t) and the expected number of trapped neutrons is a c . We assume that ␣ c , ␤ c , and a c are unknown but that g(t) is a known function of time. One can construct a likelihood model for the data pooled from all the runs in terms of ϭ(,mā ,m␣ ,m␤ ). We could also construct a likelihood model for the data collected from all runs in terms of ϭ(,a 1 ,␣ 1 ,␤ 1 ,␣ 2 ,␤ 2 , . . . ,a m ,␣ m ,␤ m ). For either case, we could estimate the parameter vector from the ͑pooled or unpooled͒ data.
͑c͒ To optimize our cost function, we maximize L 1 () in Eq. ͑21͒, or L 2 () in Eq. ͑24͒, or minimize 2 () in Eq. ͑27͒, we use a modified Newton method where we supply both the first and second derivatives of the cost function with respect to the model parameters ͓12͔. In our optimization, we constrain the estimated background to be positive. To do this, we parameterize as follows bϭz 2 where z is unconstrained. Hence, the cost function is expressed as a function of the following model parameters (â ,ẑ , ). After minimizing the cost function, we determine the background estimate as follows b ϭẑ 2 . Negative estimates of the background can result if this constraint is not imposed. In the simulation studies presented, the number of trapped neutrons was large enough so that the optimization algorithms yielded values of a and were always positive. In general, for very low count data sets, one might wish to impose a positivity constraint on the estimate values of a and as well.
Optimization codes that minimize nonlinear cost functions of the data and parameter estimates can converge to final values far from the global minimum of the cost function if the initial guess for the parameters is too far from the optimal value. To insure good convergence of the modified Newton method, we select initial values judiciously. ͑The optimization procedure used in this work is preferable to the method used in ͓4͔ because the initial condition sensitivity is treated more carefully.͒ For the GOF and POI methods, we first maximize Eq. ͑24͒ and minimize Eq. ͑27͒ using a quasiNewton method algorithm ͓13͔ where derivatives and second derivatives are estimated numerically. For each simulated data set, the quasi-Newton method optimization was done for each of many ͑20͒ randomly selected initial conditions. For each of the 20 sets, the resulting value of the cost function is saved. The set which produces the lowest cost function serves as the initial guess for the optimization procedure based on the modified Newton method. For the EXACT estimate, we use the POI estimate provided by the modified Newton method as the initial parameter estimate. ͑d͒ To compute the estimates from the binned data, the bin width needs to be determined a priori. For computational simplicity, we selected the bin widths so that the probability P͓X(t kϪ1 ,t k ͔͔ϭ p k ϭe Ϫt kϪ1 / Ϫe Ϫt k / ϭp*, a constant. We have chosen p*ϭ.003. In ͓4͔, this value was demonstrated to be a reasonable choice for producing sufficiently small standard errors of the estimates for the parameter values used for simulation.
Using the constant probability criterion, the bins are determined recursively by having
where t 0 is set equal to 0. The endpoint of the last bin is T.
With p*ϭ0.003, the expected number of decays observed in each but the last bin is the same value p*ϫE(N). So if aϭE(N)ϭ1000 ͓cf. Eq. ͑1͔͒, then p*ϫE(N)ϭ3. The number of bins K used is determined by the largest integer K such that
For instance, for T/ϭ10, we have Kϭ334.
VIII. NUMERICAL RESULTS
The simulation of the two-stage experiment was repeated 2000 times for each combination of the parameters a, b, and T. The results are summarized in Tables I-V. Table I FIG. 1. Estimated bias and standard deviation of EXACT method estimate. For comparison, the asymptotic standard error predicted by Eq. ͑31͒ is shown. gives the fractional bias, (͗ ͘Ϫ)/ for each of the three procedures, where ͗ ͘ denotes the average of two thousand replications of the simulation. Table II lists the sampling error of the bias estimates. As expected, the bias is worst for aϭ100 and Tϭ2, an underestimation of about 8% for each of the three estimates. The underestimation decreases as either T or a or both increases. All three methods have the same order for biases. It is surprising to see that the exact time and the POI estimates give comparable bias and s.e., especially for aϭ100. In this case, the expected number of decays per bin is only 0.3. Table III contains the ratios of the estimated standard error of to the asymptotic standard error computed from the inverse matrix of (BЈB) given in ͓Eq. ͑33͔͒. Equation ͑33͒ predicts the asymptotic standard error for the POI and the GOF procedures. Table IV lists the sampling error of the  Table III estimates and Table V lists the asymptotic standard error of the POI and GOF estimates. In Table VI , we list the asymptotic standard error of the EXACT method as predicted from the inverse matrix of (BЈB) given in Eq. ͑38͒ divided by the asymptotic standard error of the POI and GOF estimates. Although the asymptotic standard error of the EXACT method is lower than the GOF and POI methods, the observed standard error of the EXACT method is comparable to the observed standard error of the GOF and POI estimates. In other words, Eq. ͑33͒ does a better job of predicting the observed variability of the EXACT method estimates than does Eq. ͑38͒. The relatively low predicted value of the EXACT method ASE suggests that the information lower bound may not be attainable by estimates computed from the exact time model ͓Eq. ͑21͔͒. In other estimation problems, Berkson and Hodges ͓14͔ found that the asymptotic variance ͑inverse of the information lower bound͒ systematically overpredicted the variability of estimates which minimize goodness-of-fit statistics in the case of logistic models.
The GOF estimates generally have smaller estimated s.e. Table VI presents the asymptotic standard error of the EXACT method divided by the asymptotic error of the POI and GOF estimates. The bias and standard errors for the three methods are graphed in Figs. 1, 2 , and 3. Qualitatively, the bias and the standard error ͑s.e.͒ decrease as either a or T or both increases. For any fixed T value, the bias and s.e. decrease at about rate 1/ͱa. The case aϭ100 and T/у4 deserve special attention. As either a or T increases, the performance of these estimates improves. But T is intrinsically different from a. It affects the observation range of the neutron lifetime X. The probability that the neutron lifetime X р2 is ͓1Ϫe Ϫ2 ͔ϭ0.865. This means about 13.5% of the neutron lifetime would be censored ͑not observed͒ if T ϭ2. The effect of censoring is demonstrated in Table I by the significant negative biases or under estimation of for very small values of T. The situation improves as T increases. For instance when Tϭ7, P͓Xр7͔ϭ0.9991.
The asymptotic standard error of the lifetime estimated from data collected during any one run is a monotonically decreasing function of T. However, this uncertainty does not tend to zero as T is increased to an arbitrarily large value. That is, beyond a certain point, a further increase in T will not significantly reduce the uncertainty of the lifetime estimate. This is because the number of neutron decays is at most N, regardless how large T is. In other words, the information on neutron decays would not increase indefinitely with T. As T tends to infinity, we could estimate b without error, but not the lifetime since it is estimated on the basis of the finite number N of neutron decays and b. Further, for a fixed amount of total beam time, as T is increased, the total number of runs of the two-stage experiment is decreased. Thus, for reducing the uncertainty of the lifetime estimated from the data collected from all runs, one must judiciously select the time spent for filling the trap and the time spent for observing decays. For more discussion of this point, see ͓4,15͔.
To examine the convergence of the distribution of ͱm( Ϫ) to the asymptotic normal distribution, we constructed histograms and made Q-Q plots based on the two thousand replications, i.e., mϭ2000 ͑see Figs. 4 and 5͒. For Tϭ2, visible skewness is exhibited in both the histogram and the Q-Q plots in all three estimators and for all a. Both the histograms and the Q-Q plots become closer to the normal distribution as T increases.
The simulation shows that biases and standard errors are significantly larger for Tϭ2 and aϭ100 than for other cases. This suggests that Tϭ2 and aϭ100 are too small for accurate estimation. Comparing the three methods, the results are similar. We do not see any overwhelming superiority of one method over the other two. For larger values of T and a GOF estimates are slightly better than the EXACT estimates.
IX. SUMMARY
A class of stochastic models was developed systematically for analyzing neutron lifetime data collected from a two-stage experiment. Background counts are included in the formulation. On the basis of these models, estimation of the mean neutron lifetime was carried out by using three different procedures: the maximum likelihood estimates for the exact lifetimes data, Poisson likelihood estimates for the binned lifetime data, and chi-square type of goodness-of-fit estimates. Fisher information was calculated for each type of estimates. Theoretical calculations showed that the asymptotic standard error ͑ASE͒ of the exact time estimate was smaller than that of the Poisson and the goodness-of-fit estimates as shown in Table VI ͑which have the same asymptotic standard error͒. Simulation results for finite samples indicated that the three methods were similar. There was no overwhelming superiority of one method over the other two. However, standard errors of simulated samples were closer to the ASE of the Poisson and goodness-of-fit estimates than the ASE computed for the EXACT method. For smaller sample sizes, that is smaller values of T and a, goodness-of-fit estimates had smaller variances than the other two methods. Numerical results suggested that, with appropriately chosen bin widths, not much information is lost by estimating the mean lifetime from binned data. We expect a similar result for the case of a nonstationary background.
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APPENDIX
Hessian of the log likelihood function of the EXACT method
Recall that
E"M ͑ t ͒…ϭ⌿͑ t ͒ϭbtϩ͑ t ͒ϭa͑ 1Ϫe
Ϫt ͒ϩbt for t͓0,T͔, ͑41͒
as given by Eq. ͑10͒, and ͑t͒ϭ⌿Ј͑t͒ϭbϩae Ϫt ϭbϩ͑a/ ͒e Ϫt/ . ͑42͒
The log likelihood function of the exact times is given by FIG. 5 . Histograms of estimates.
