We present an algorithm based on posterior sampling (aka Thompson sampling) that achieves near-optimal worst-case regret bounds when the underlying Markov Decision Process (MDP) is communicating with a finite, though unknown, diameter. Our main result is a high probability regret upper bound ofÕ(D √ SAT ) for any communicating MDP with S states, A actions and diameter D, when T ≥ S 5 A. Here, regret compares the total reward achieved by the algorithm to the total expected reward of an optimal infinite-horizon undiscounted average reward policy, in time horizon T . This result improves over the best previously known upper bound ofÕ(DS √ AT ) achieved by any algorithm in this setting, and matches the dependence on S in the established lower bound of Ω( √ DSAT ) for this problem. Our techniques involve proving some novel results about the anticoncentration of Dirichlet distribution, which may be of independent interest.
Introduction
Reinforcement Learning (RL) refers to the problem of learning and planning in sequential decision making systems when the underlying system dynamics are unknown, and may need to be learned by trying out different options and observing their outcomes. A typical model for the sequential decision making problem is a Markov Decision Process (MDP), which proceeds in discrete time steps. At each time step, the system is in some state s, and the decision maker may take any available action a to obtain a (possibly stochastic) reward. The system then transitions to the next state according to a fixed state transition distribution. The reward and the next state depend on the current state s and the action a, but are independent of all the previous states and actions. In the reinforcement learning problem, the underlying state transition distributions and/or reward distributions are unknown, and need to be learned using the observed rewards and state transitions, while aiming to maximize the cumulative reward. This requires the algorithm to manage the tradeoff between exploration vs. exploitation, i.e., exploring different actions in different states in order to learn the model more accurately vs. taking actions that currently seem to be reward maximizing.
Exploration-exploitation tradeoff has been studied extensively in the context of stochastic multiarmed bandit (MAB) problems, which are essentially MDPs with a single state. The performance of MAB algorithms is typically measured through regret, which compares the total reward obtained by the algorithm to the total expected reward of an optimal action. Optimal regret bounds have been established for many variations of MAB (see Bubeck et al. [2012] for a survey), with a large majority of results obtained using the Upper Confidence Bound (UCB) algorithm, or more generally, the optimism in the face of uncertainty principle. Under this principle, the learning algorithm maintains tight over-estimates (or optimistic estimates) of the expected rewards for individual actions, and at any given step, picks the action with the highest optimistic estimate. More recently, posterior sampling, aka Thompson Sampling [Thompson, 1933] , has emerged as another popular algorithm design principle in MAB, owing its popularity to a simple and extendible algorithmic structure, an attractive empirical performance [Chapelle and Li, 2011, Kaufmann et al., 2012] , as well as provably optimal performance bounds that have been recently obtained for many variations of MAB [Agrawal and Goyal, 2012 , 2013b ,a, Russo and Van Roy, 2015 , 2014 , Bubeck and Liu, 2013 . In this approach, the algorithm maintains a Bayesian posterior distribution for the expected reward of every action; then at any given step, it generates an independent sample from each of these posteriors and takes the action with the highest sample value.
We consider the reinforcement learning problem with finite states S and finite actions A in a similar regret based framework, where the total reward of the reinforcement learning algorithm is compared to the total expected reward achieved by a single benchmark policy over a time horizon T . In our setting, the benchmark policy is the infinite-horizon undiscounted average reward optimal policy for the underlying MDP, under the assumption that the MDP is communicating with (unknown) finite diameter D. The diameter D is an upper bound on the time it takes to move from any state s to any other state s ′ using an appropriate policy, for each pair s, s ′ . A finite diameter is understood to be necessary for interesting bounds on the regret of any algorithm in this setting [Jaksch et al., 2010] . The UCRL2 algorithm of Jaksch et al. [2010] , which is based on the optimism principle, achieved the best previously known upper bound ofÕ(DS √ AT ) for this problem. A similar bound was achieved by Bartlett and Tewari [2009] , though assuming the knowledge of the diameter D. Jaksch et al. [2010] also established a worst-case lower bound of Ω( √ DSAT ) on the regret of any algorithm for this problem.
Our main contribution is a posterior sampling based algorithm with a high probability worst-case regret upper bound ofÕ(D √ SAT + DS 7/4 A 3/4 T 1/4 ), which isÕ(D √ SAT ) when T ≥ S 5 A. This improves the previously best known upper bound for this problem by a factor of √ S, and matches the dependence on S in the lower bound, for large enough T .
Our algorithm uses an 'optimistic version' of the posterior sampling heuristic, while utilizing several ideas from the algorithm design structure in Jaksch et al. [2010] , such as an epoch based execution and the extended MDP construction. The algorithm proceeds in epochs, where in the beginning of every epoch, it generates ψ =Õ(S) sample transition probability vectors from a posterior distribution for every state and action, and solves an extended MDP with ψA actions and S states formed using these samples. The optimal policy computed for this extended MDP is used throughout the epoch. Posterior Sampling for Reinforcement Learning (PSRL) approach has been used previously in Osband et al. [2013] , Abbasi-Yadkori and Szepesvari [2014] , Osband and Van Roy [2016] , but in a Bayesian regret framework. Bayesian regret is defined as the expected regret over a known prior on the transition probability matrix. Here, we consider the stronger notion of worst-case regret, aka minimax regret, which requires bounding the maximum regret for any instance of the problem. 1 We should also compare our result with the very recent result of Azar et al. [2017] , which provides an optimistic version of value-iteration algorithm with a minimax regret bound ofÕ( √ HSAT ) when T ≥ H 3 S 3 A. However, the setting considered in Azar et al. [2017] is that of an episodic MDP, where the learning agent interacts with the system in episodes of fixed and known length H. The initial state of each episode can be arbitrary, but importantly, the sequence of these initial states is shared by the algorithm and any benchmark policy. In contrast, in the non-episodic setting considered in this paper, the state trajectory of the benchmark policy over T time steps can be completely different from the algorithm's trajectory. To the best of our understanding, the shared sequence of initial states and the fixed known length H of episodes seem to form crucial components of the analysis in Azar et al. [2017] , making it difficult to extend their analysis to the non-episodic communicating MDP setting considered in this paper.
Among other related work, Burnetas and Katehakis [1997] and Tewari and Bartlett [2008] present optimistic linear programming approaches that achieve logarithmic regret bounds with problem dependent constants.
Strong PAC bounds have been provided in Kearns and Singh [1999] , Brafman and Tennenholtz [2002] , Kakade et al. [2003] , Asmuth et al. [2009] , Dann and Brunskill [2015] . There, the aim is to bound the performance of the policy learned at the end of the learning horizon, and not the performance during learning as quantified by regret. Strehl and Littman [2005] , Strehl and Littman [2008] provide an optimistic algorithm for bounding regret in a discounted reward setting, but the definition of regret is slightly different in that it measures the difference between the rewards of an optimal policy and the rewards of the learning algorithm along the trajectory taken by the learning algorithm.
Preliminaries and Problem Definition

Markov Decision Process (MDP)
We consider a Markov Decision Process M defined by tuple {S, A, P, r, s 1 }, where S is a finite state-space of size S, A is a finite action-space of size A, P : S × A → ∆ S is the transition model, r : S × A → [0, 1] is the reward function, and s 1 is the starting state. When an action a ∈ A is taken in a state s ∈ S, a reward r s,a is generated and the system transitions to the next state s ′ ∈ S with probability P s,a (s ′ ), where s ′ ∈S P s,a (s ′ ) = 1.
We consider 'communicating' MDPs with finite 'diameter'. Below we define communicating MDPs, and recall some useful known results for such MDPs. Definition 1 (Policy). A deterministic policy π : S → A is a mapping from state space to action space. 
Here, π * is referred to as an optimal policy for MDP M.
(b) (Tewari and Bartlett [2008] , Theorem 4) The optimal gain λ * satisfies the following equations,
where h * , referred to as the bias vector of MDP M, satisfies:
The reinforcement learning problem
The reinforcement learning problem proceeds in rounds t = 1, . . . , T . The learning agent starts from a state s 1 at round t = 1. In the beginning of every round t, the agent takes an action a t ∈ A and observes the reward r st,at as well as the next state s t+1 ∼ P st,at , where r and P are the reward function and the transition model, respectively, for a communicating MDP M with diameter D.
The learning agent knows the state-space S, the action space A, as well as the rewards r s,a , ∀s ∈ S, a ∈ A, for the underlying MDP, but not the transition model P or the diameter D. (The assumption of known and deterministic rewards has been made here only for simplicity of exposition, since the unknown transition model is the main source of difficulty in this problem. Our algorithm and results can be extended to bounded stochastic rewards with unknown distributions using standard Thompson Sampling for MAB, e.g., using the techniques in Agrawal and Goyal [2013b] .)
The agent can use the past observations to learn the underlying MDP model and decide future actions. The goal is to maximize the total reward T t=1 r st,at , or equivalently, minimize the total regret over a time horizon T , defined as
where λ * is the optimal gain of MDP M.
We present an algorithm for the learning agent with a near-optimal upper bound on the regret R(T, M) for any communicating MDP M with diameter D, thus bounding the worst-case regret over this class of MDPs.
Algorithm Description
Our algorithm combines the ideas of Posterior sampling (aka Thompson Sampling) with the extended MDP construction used in Jaksch et al. [2010] . Below we describe the main components of our algorithm.
Some notations: N t s,a denotes the total number of times the algorithm visited state s and played action a until before time t, and N t s,a (i) denotes the number of time steps among these N t s,a steps where the next state was i, i.e., a transition from state s to i was observed. We index the states from 1 to S, so that
s,a for any t. We use the symbol 1 to denote the vector of all 1s, and 1 i to denote the vector with 1 at the i th coordinate and 0 elsewhere.
Doubling epochs:
Our algorithm uses the epoch based execution framework of Jaksch et al. [2010] . An epoch is a group of consecutive rounds. The rounds t = 1, . . . , T are broken into consecutive epochs as follows: the k th epoch begins at the round τ k immediately after the end of (k − 1) th epoch and ends at the first round τ such that for some state-action pair s, a, N τ s,a ≥ 2N τ k s,a . The algorithm computes a new policyπ k at the beginning of every epoch k, and uses that policy through all the rounds in that epoch. It is easy to observe that irrespective of how the policyπ k is computed, the number of epochs in T rounds is bounded by SA log(T ).
Posterior Sampling: We use posterior sampling to compute the policyπ k in the beginning of every epoch. Dirichlet distribution is a convenient choice maintaining posteriors for the transition probability vectors P s,a for every s ∈ S, a ∈ A, as they satisfy the following useful property: given a prior Dirichlet(α 1 , . . . , α S ) on P s,a , after observing a transition from state s to i (with underlying probability P s,a (i)), the posterior distribution is given by Dirichlet(α 1 , . . . , α i + 1, . . . , α S ). By this property, for any s ∈ S, a ∈ A, on starting from prior Dirichlet(1) for P s,a , the posterior at time t is Dirichlet({N t s,a (i) + 1} i=1,...,S ). Our algorithm uses a modified, optimistic version of this approach. At the beginning of every epoch k, for every s ∈ S, a ∈ A such that N s,a ≥ η, it generates multiple samples for P s,a from a 'boosted' posterior. Specifically, it generates ψ = O(S log(SA/ρ)) independent sample probability vectors Q
Here, κ = O(log(T /ρ)), ω = O(log(T /ρ)), η = T S A + 12ωS 2 , and ρ ∈ (0, 1) is a parameter of the algorithm. In the regret analysis, we derive sufficiently large constants that can be used in the definition of ψ, κ, ω to guarantee the bounds. However, no attempt has been made to optimize those constants, and it is likely that much smaller constants suffice.
For every remaining s, a, i.e., those with small N s,a (N s,a < η) the algorithm use a simple optimistic sampling described in Algorithm 1. This special sampling for s, a with small N s,a has been introduced to handle a technical difficulty in analyzing the anti-concentration of Dirichlet posteriors when the parameters are very small. We suspect that with an improved analysis, this may not be required.
Extended MDP: The policyπ k to be used in epoch k is computed as the optimal policy of an extended MDPM k defined by the sampled transition probability vectors, using the construction of Jaksch et al. [2010] . Given sampled vectors Q j,k s,a , j = 1, . . . , ψ, for every state-action pair s, a, we define extended MDPM k by extending the original action space as follows: for every s, a, create ψ actions for every action a ∈ A, denoting by a j the action corresponding to action a and sample j; then, in MDPM k , on taking action a j in state s, reward is r s,a but transitions to the next state follows the transition probability vector Q j,k s,a .
Note that the algorithm uses the optimal policyπ k of extended MDPM k to take actions in the action space A which is technically different from the action space of MDPM k , where the policỹ π k is defined. We slightly abuse the notation to say that the algorithm takes action a t =π(s t ) to mean that the algorithm takes action a t = a ∈ A whenπ k (s t ) = a j for some j.
Our algorithm is summarized as Algorithm 1.
Regret Bounds
We prove the following bound on the regret of Algorithm 1 for the reinforcement learning problem. Theorem 1. For any communicating MDP M with S states, A actions, and diameter D, with probability 1 − ρ. the regret of Algorithm 1 in time T ≥ CDA log 2 (T /ρ) is bounded as:
where C is an absolute constant. For T ≥ S 5 A, this implies a regret bound of
HereÕ hides logarithmic factors in S, A, T, ρ and absolute constants.
The rest of this section is devoted to proving the above theorem. Here, we provide a sketch of the proof and discuss some of the key lemmas, all missing details are provided in the supplementary material.
Proof of Theorem 1
As defined in Section 2, regret R(T, M) is given by R(T, M) = T λ * − T t=1 r st,at , where λ * is the optimal gain of MDP M, a t is the action taken and s t is the state reached by the algorithm at time t. Algorithm 1 proceeds in epochs k = 1, 2, . . . , K, where K ≤ SA log(T ). To bound its regret in time T , we first analyze the regret in each epoch k, namely,
and bound R k by roughly 
Initialize:
Sample transition probability vectors: For each s, a, generate ψ independent sample probability vectors Q j,k s,a , j = 1, . . . , ψ, as follows: 
, and
,P s,a (i) , and let z be a random vector picked uniformly at random from {1 1 , . . . , 1 S }; set
Compute policyπ k : as the optimal gain policy for extended MDPM k constructed using sam-
Observe the transition to the next state
s,a (i) for all a ∈ A, s, i ∈ S as defined (refer to Equation (3)). If N t+1 st,at ≥ 2N τ k st,at , then set τ k+1 = t + 1 and break epoch. end for end for (a) Optimism: The policyπ k used by the algorithm in epoch k is computed as an optimal gain policy of the extended MDPM k . The first part of the proof is to show that with high probability, the extended MDPM k is (i) a communicating MDP with diameter at most 2D, and (ii) optimistic, i.e., has optimal gain at least (close to) λ * . Part (i) is stated as Lemma 4.1, with a proof provided in the supplementary material. Now, letλ k be the optimal gain of the extended MDP M k . In Lemma 4.2, which forms one of the main novel technical components of our proof, we show that with probability 1 − ρ,λ
We first show that above holds if for every s, a, there exists a sample transition probability vector whose projection on a fixed unknown vector (h * ) is optimistic. Then, in Lemma 4.3 we prove this optimism by deriving a fundamental new result on the anti-concentration of any fixed projection of a Dirichlet random vector (Proposition A.1 in the supplementary material). Substituting this upper bound on λ * , we have the following bound on R k with probability 1 − ρ:
(b) Deviation bounds: Optimism guarantees that with high probability, the optimal gainλ k for MDPM k is at least λ * . And, by definition ofπ k ,λ k is the gain of the chosen policyπ k for MDPM k . However, the algorithm executes this policy on the true MDP M. The only difference between the two is the transition model: on taking an action a j :=π k (s) in state s in MDPM k , the next state follows the sampled distributioñ
where as on taking the corresponding action a in MDP M, the next state follows the distribution P s,a . The next step is to bound the difference betweenλ k and the average reward obtained by the algorithm by bounding the deviation (P s,a − P s,a ). This line of argument bears similarities to the analysis of UCRL2 in Jaksch et al. [2010] , but with tighter deviation bounds that we are able to guarantee due to the use of posterior sampling instead of deterministic optimistic bias used in UCRL2. Now, since a t =π k (s t ), using the relation between the gainλ k , the bias vector h, and reward vector of optimal policyπ k for communicating MDPM k (refer to Lemma 2.1)
where with high probability,h ∈ R S , the bias vector of MDPM k satisfies
Next, we bound the deviation (P s,a − P s,a ) Th for all s, a, to bound the first term in above.
Note thath is random and can be arbitrarily correlated withP , therefore, we need to bound
s,a is a sample from the Dirichlet posterior. In Lemma 4.4, we show that with high probability,
).
This bound is an improvement by a √ S factor over the corresponding deviation bound obtainable for the optimistic estimates of P s,a in UCRL2. The derivation of this bound utilizes and extends the stochastic optimism technique from Osband et al. [2014] . For s, a with N
s,a is a sample from the simple optimistic sampling, where we can only show the following weaker bound, but since this is used only while N τ k s,a is small, the total contribution of this deviation will be small:
Finally, to bound the second term in (6), we observe that E[1
st,ath and use Azuma-Hoeffding inequality to obtain with probability (1 − ρ SA ):
Combining the above observations (equations (4), (6), (7), (8), (9)), we obtain the following bound on R k within logarithmic factors:
We can finish the proof by observing that (by definition of an epoch) the number of visits of any state-action pair can at most double in an epoch, N
s,a , and therefore, substituting this observation in (10), we can bound (within logarithmic factors) the total regret R(T ) = K k=1 R k as: 
Main lemmas
Following lemma form the main technical components of our proof. All the missing proofs are provided in the supplementary material. Lemma 4.1. Assume T ≥ CDA log 2 (T /ρ) for a large enough constant C. Then, with probability 1 − ρ, for every epoch k, the diameter of MDPM k is bounded by 2D.
Lemma 4.2. With probability 1 − ρ, for every epoch k, the optimal gainλ k of the extended MDP
where λ * the optimal gain of MDP M and D is the diameter.
Proof. Let h * be the bias vector for an optimal policy π * of MDP M (refer to Lemma 2.1 in the preliminaries section). Since h * is a fixed (though unknown) vector with |h i − h j | ≤ D, we can apply Lemma 4.3 to obtain that with probability 1 − ρ, for all s, a, there exists a sample vector Q j,k s,a for some j ∈ {1, . . . , ψ} such that
. Now, consider the policy π for MDPM k which for any s, takes action a j , with a = π * (s) and j being a sample satisfying above inequality. Let Q π be the transition matrix for this policy, whose rows are formed by the vectors Q j,k s,π * (s) , and P π * be the transition matrix whose rows are formed by the vectors P s,π * (s) . Above implies Q π h * ≥ P π * h * − δ1. We use this inequality along with the known relations between the gain and the bias of optimal policy in communicating MDPs to obtain that the gainλ(π) of policy in π for MDPM k satisfiesλ(π) ≥ λ * − δ (details provided in the supplementary material), which proves the lemma statement since by optimalityλ k ≥λ(π).
′ , and any epoch k. Then, for every s, a, with probability 1 − ρ SA there exists at least one j such that
Conclusions
We presented an algorithm inspired by posterior sampling that achieves near-optimal worst-case regret bounds for the reinforcement learning problem with communicating MDPs in a non-episodic, undiscounted average reward setting. Our algorithm may be viewed as a more efficient randomized version of the UCRL2 algorithm of Jaksch et al. [2010] , with randomization via posterior sampling forming the key to the √ S factor improvement in the regret bound provided by our algorithm. Our analysis demonstrates that posterior sampling provides the right amount of uncertainty in the samples, so that an optimistic policy can be obtained without excess over-estimation. 
Supplementary material
Organization. In Section A, we prove some novel results about anti-concentration of Dirichlet random vectors. These are used in Section B to prove Lemma 4.2 and Lemma 4.3. In Section C, we prove several concentration bounds on Dirichlet posteriors and empirical estimates of transition probability vectors to prove Lemma 4.4. Here, we utilize the stochastic optimism technique from Osband et al. [2014] . In Section D, we prove Lemma 4.1 bounding the diameter of extended MDP with high probability. And, in Section E we list some known results (or easy corollaries of known results) that are utilized in our proofs.
A Anti-concentration of Dirichlet distribution
We prove the following general result on anti-concentration of Dirichlet distributions, which will be used to prove optimism. Proposition A.1. Consider a random vectorp generated from Dirichlet distribution with parameters (mp 1 , . . . , mp S ), where mp i ≥ 6. Then, for any fixed h ∈ [0, D] S , with probability Ω(1/S) − Sρ,
We use an equivalent representation of a Dirichlet vector in terms of independent Beta random variables.
Fact 1. Fix an ordering of indices 1, . . . , S, and defineỹ i :=p
Fact 2. For i = 1, . . . , S,ỹ i :=p ĩ pi+···+pS are independent Beta random variables distributed as Beta(mp i , m(p i+1 + · · · +p S )), with mean
and varianceσ
Lemma A.3. (Application of Berry-Esseen theorem) Let G ⊆ {1, . . . , S} be a set of indices, z i ∈ R be fixed. Let
Let F be the cumulative distribution function of Proof.
where the first inequality is by using Jensen's inequality and κ is the Kurtosis of Beta distribution. Next, we use thatỹ is Beta distributed, and Kurtosis of Beta(νµ, ν(1 − µ)) Distribution is
Now, we use Berry-Esseen theorem (Fact 6), with
to obtain the lemma statement.
Lemma A.4. Assuming mp i ≥ 6, ∀i, for any fixed z i , i = 1, . . . , S,
Proof. Define constant δ :=
(1−Φ)( 
Recall from Lemma A.3, for every group G ∈ G of size |G| > C δǫ , we have that its cdf is within ǫ of normal distribution cdf, giving that Pr(X G ≥ 1 2 σ G ) ≥ 2δ − ǫ. Using this result for ǫ = δ, we get that for every group of size at least k(δ), we have
We will look at three types of the groups we created above:
• Top big groups: those among the top log 1/δ (S) groups that have cardinality at least k(δ)
• Top small groups: those among the top log 1/δ (S) groups that have cardinality smaller than k(δ)
• Bottom groups: those not among the top log 1/δ (S) groups
Here, top groups refers to the those ranked higher according to the ordering ≻.
For the first group type above, apply (11) to obtain, for all big groups among top log 1/δ (S), X G ≥ 1 2 σ G with probability at least δ log 1/δ (S) = 1 S .
Next, we analyze the remaining indices (among top small groups and bottom groups). Consider the group G(1) we set aside. Using Lemma A.2 k(δ) times, we have:
where η ≥ 0.15. Now, if it is the case where the top group is of small size, we apply the above anticoncentration of beta for each element in the group, so that for all indices i in this group, (ỹ i −ȳ i )z i ≥ 0.5z iσi , with probability η k(δ) . To conclude, so far, we have with probability at least
i∈G (1),i∈top big groups
For every other small group G, the group's total variance is at most k(δ) max i∈G z
(1) , where j is the rank of the group in ordering ≻ and (1) is the index of the smallest variance in G(1). So, the sum of the standard deviation for top log 1/δ (S) small groups is at most
as it is a geometric series with δ multiplier. For the remaining bottom group, each element's variance is at most
(1) , therefore i:top small groups, bottom groups 
Hence combining our results above, 
Using Lemma E.3 and Corollary E.7,
with probability 1 − ρ for any i.
and similarly using Lemma E.3 and Corollary E.7,
.
Therefore, with probability 1 − Sρ,
Then, applying Lemma A.4 (given mp i ≥ 6) for z i = (h i −H i+1 )(p i + · · · +p S ), i = 1, . . . , S, with probability Ω(1/S),
Now, we observe
i z 2 iσ 2 i = (h i −H i+1 ) 2 (p i + · · · +p S ) 2σ2 i =c 2 ip i (p i + . . . ,p S ) m(p i + . . . +p S ) + 1 , to obtain (p −p) T h ≥ 1 8 iγ ic 2 i m − 2SD log(2/ρ) m whereγ i =p i (p i+1 + . . . +p S ) (p i + . . . +p S ) .
B Optimism
In this section, we prove the following lemmas.
Lemma 4.2. With probability 1 − ρ, for every epoch k, the optimal gainλ k of the extended MDP M k satisfies:λ
. Now, consider the policy π for MDPM k which for any s, takes action a j , where a = π * (s), and j is a sample satisfying above inequality. Note that π is essentially π * but with a different transition probability model. Let Q π be the transition matrix for this policy, whose rows are formed by the vectors Q j,k s,π * (s) , and P π * be the transition matrix whose rows are formed by the vectors P s,π * (s) . Above implies
Let Q * π denote the limiting matrix for Markov chain with transition matrix Q π . Observe that Q π is aperiodic, recurrent and irreducible : it is aperiodic and irreducible because each entry of Q π being a sample from Dirichlet distribution is non-zero, and it is positive recurrent because in a finite irreducible Markov chain, all states are positive and recurrent. This implies that Q * π is of the form 1q * T where q * is the stationary distribution of Q π , and 1 is the vector of all 1s (refer to (A.6) in Puterman [2014] ). Also, Q * π Q π = Q π , and Q * π 1 = 1. Therefore, the gain of policy πλ (π)1 = (r T π q * )1 = Q * π r π where r π is the S dimensional vector [r s,π(s) ] s=1,...,S . Now, 
s,a were generated using posterior sampling from Dirichlet distribution Dirichlet(M τ k s,a (i), i = 1, . . . , S). We use Proposition B.3 for optimism of a Dirichlet posterior sample. Let's verify the conditions applying for this proposition. We have N τ k s,a ≥ η = T S A + 12ωS 2 ≥ 12ωS 2 . and ω = 720 log(n/ρ).
Therefore, applying Proposition B.3, with probability Ω(1/S), the j th sample Q j,k s,a satisfies the following kind of optimism:
A + 12ωS 2 we get that every j satisfies the stated condition with
probability Ω(1/S).
For s, a with N τ k s,a ≤ η, we used simple optimistic sampling. In Lemma B.1 we show for such s, a the condition (Q j,k s,a )
T h ≥ P T s,a h is satisfied by any j with probability 1/2S. Therefore, given that the number of samples is ψ = CS log(SA/ρ) for some large enough constant C, for every s, a, with probability 1 − ρ SA , there exists at least one sample Q j,k s,a satisfying the required condition.
Notations We fix some notations for the rest of the section. Fix an epoch k, state and action pair s, a, sample j. In below, we denote n = N
B.1 Optimism for n ≤ η (Simple Optimistic Sampling)
When n < η, simple optimistic sampling is used, so that any sample vectorp was generated as follows:
)1] + , and let z be a random vector picked uniformly at random from {1 1 , . . . , 1 S }, and set
We prove the following lemmas for this sample vector.
Lemma B.1. For any fixed h ∈ [0, D] S , we havẽ
with probability at least Ω(1/S).
Proof. Define δ i :=p i − p i (and hence i δ i = 0). By multiplicative Chernoff bounds (Fact 4), with probability 1
With probability 1/S, z = 1 i is picked such that h i = D, and (by union bound over all i) with
for every i. So with probability 1/2S:
Using the same technique as above, we can also prove the following "pessimism" for these samples, which will be used later, in bounding the diameter in Section D.
Lemma B.2 (Pessimism). When n < η, we have for any fixed
Proof. Define δ i , ∆ i as before. With probability 1/S, z = 1 i is picked such that h i = 0, and again
B.2 Optimism for n > η (Dirichlet posterior sampling)
When n > η, Dirichlet posterior sampling is used so thatp is a random vector distributed as Dirichlet(mp 1 , . . . , mp S ), where m = n+ωS κ ,p = ni+ω n+ωS . We prove an optimism property for this sample vector. Following notations will be useful.
where the states are indexed from 1 to S such thatp 1 ≤ · · · ≤p S .
Proposition B.3. Assuming ω = 720 log(n/ρ) ≥ 613 log(2/ρ), n > 12ωS 2 , κ = 120 log(n/ρ) = ω 6 , then with probability Ω(1/S) − 8Sρ,
Proof. The proof of this proposition involves showing that with probaility Ω(1/S) − 8Sρ, the random quantityp T h exceeds its meanp T h enough to overcome the possible deviation of empirical estimatep T h from the true value p T h. This involves a Dirichlet anti-concentration bound (Proposition A.1 and Lemma B.4) to lower boundp T h, and a concentration bound on empirical estimatesp (Lemma C.3) to lower boundp T h which by definition is close top T h.
In Lemma B.4, we show that with probability Ω(1/S) − 7Sρ,
Note that m = n+ωS κ and so n κ < m < 25n 24κ since n > 12ωS 2 . Then we have that
We can also calculate
Finally, from Lemma C.3 bounding the deviation of empirical estimates, we have that with probability 1 − ρ,
Hence putting everything together we have that with probability Ω(1/S) − 8Sρ,
where the last inequality follows with ω = 720 log(n/ρ) and κ = 120 log(n/ρ).
Lemma B.4. Assume that h ∈ [0, D]
S , and ω ≥ 613 log(2/ρ), n > 12ωS 2 , κ = ω 6 , and an ordering of i such thatp 1 ≤ · · · ≤p S . Then, with probability Ω(1/S) − 7Sρ,
Proof. The proof is obtained by a modification to the proof of Proposition A.1, which proves a similar bound but in terms ofγ i 's andc i 's.
In the proof of that proposition, we obtain (refer to Equation (13)), with probability 1−Sρ (assuming mp i ≥ 6),
h jpj . Now, breaking up the term in the summation and using Lemma B.7 to bound |H i+1 −H i+1 |(p i + · · · +p S ) (since we have by assumption that ω ≥ 613 log(2/ρ) and n > 12ωS
2 ) and Lemma E.4 and Corollary E.7 to bound |ỹ i −ȳ i |, we get that for every i, with probability 1 − 4Sρ,
Recall that m = n+ωS κ , so that for n > Sω, n ≥ mκ 2 = mω 12 ≥ m log(2/ρ), and the first term of ( * ) is at least:
Then using Lemma B.5 and m = (n + Sω)/κ > 6n/ω > 72S 2 , the second term in ( * ) is at least:
Then, applying Lemma A.4 (given mp i ≥ 6) for z i = (h i − H i+1 )(p i + · · · +p S ), i = 1, . . . , S, with probability Ω(1/S),
We substitute this in the above, with the observation
So far we have that with probability Ω(1/S) − 4Sρ,
Finally, we use Lemma B.6 with k = 14 (this requires ω ≥ 613 log(2/ρ)) to lower boundγ i by 1 1.51 γ i − O( ωS n ) to get with probability Ω(1/S) − 7Sρ, This strictly increases the objective, because f (k) strictly increases for all i < k ≤ j and remains unchanged otherwise, and hence x ′ is not an optimal solution. The only case where no such index pair (i, j) exists is when every x i is equal-this is precisely the solution x * . Since i f (i) is a continuous functions over a compact set, it has a maximum, which therefore must be attained at x * .
This means
Lemma B.6. Let A = 3 log( 2 ρ ) and ω ≥ 25 24 k 2 A. Also let n > 12ωS 2 . Then for any group G of indices, with probability 1 − ρ,
If in the definition ofγ i , we use an ordering of i such thatp S ≥ 1 S (e.g., if maxp i is the last in the ordering), then for all i, with probability 1 − 3ρ,
Proof. By multiplicative Chernoff-Hoeffding bounds (Fact 4), with probability 1 − ρ,
where A = 3 log( 2 ρ ) so that using
For the second statement of the lemma, using what we just proved, we have that with probability 1 − 3ρ,
we have the following bound on the denominator in above:
Lemma B.7. For any fixed h ∈ R S , and i,
Moreover, if we also assume that ω ≥ 30 log(2/ρ) and n > 12ωS 2 , then with probability 1 − 2ρ,
Proof. For every t, k ≥ i, define
where we used Fact 1 for the last equality. Now,
Also, we observe that for any t, Z t,k and Z t,j for any k = j are negatively correlated given the current state and action:
And,
Then, applying Bernstein's inequality (refer to Corollary E.1) to bound | τ t=1 Z t |, we get the following bound on 1 n τ t=1 Z t = (Ĥ i − H i )(p i + . . . +p S ) with probability 1 − ρ:
(ωS + log(n/ρ))D n with probability 1 − ρ.
Now, if we also have that ω ≥ 30 log(2/ρ) and n > 12ωS 2 , using lemma B.6 with k = 3 to replace p i byp i , with probability 1 − 2ρ,
C Deviation bounds
Lemma 4.4. (Deviation bound) With probability 1 − ρ, for all epochs k, sample j, all s, a
Proof. For n > η, express the above as
. Now,
And, to bound the first and the last terms in above, we use Lemma C.1 and Lemma C.2 with union bound for all S, A, ψ, k, to get the lemma statement for n > η.
For n < η, we use Lemma C.4 with a union bound for S, A, ψ, k, we get the lemma statement.
C.1 Dirichlet concentration
A similar result as the lemma below for concentration of Dirichlet random vectors was proven in Osband and Van Roy [2016] . We include (an expanded version of) the proof for completeness.
Lemma C.1 (Osband and Van Roy [2016] ). Letp ∼ Dirichlet(mp). Let
S in the sample space of Z as
Let f (v) be the probability of event E v . (Here, ties are broken in arbitrary but fixed manner to assign each Z to one of the E v so that E v are disjoint and f (v) integrate to 1). Now, define a random variable Y distributed as follows:
We show that Y is stochastically optimistic compared to Z.
We couple Y and Z as follows: when Z ∈ E v , which is with probability f (v), we set Y is Y v . By definition, under this event, Z = (p −p)
T v. By Dirichlet-Beta optimism (Lemma E.5), for any v, DY v is stochastically optimistic compared top T v. Now, since they have the same mean, from equivalence condition for stochastic optimism (Condition 3 in Lemma 3 of Osband et al. [2014] )
we can derive that for any v, and z ∈ E v ,
This is true for all z, since every z ∈ E v for some v, thus proving
Let X be distributed as Gaussian with mean 0 and variance
, which implies for any convex increasing u(·),
so that X so Y , and
Therefore, we can use Corollary E.7 to bound Z by D 2 log(2/ρ) m with probability 1 − ρ.
C.2 Concentration of average of independent multinoulli trials
Below we study concentration properties of vectorp defined as the average of n independent multinoulli trials with parameter p ∈ ∆ S , i.e.,p = n j=1 x j , where x j s are iid random vectors, with x ij = 1 with probability p i . Lemma C.2. Letp be the average of n independent multinoulli trials with parameter p. Let
, with probability 1 − ρ.
. We show that Y is stochastically optimistic compared to Z.
We couple Y and Z as follows: when Z ∈ E v , which is with probability f (v), we set Y is Y v . By definition, under this event, Z = (p − p)
T v. By Multinomial-Binomial optimism (Lemma E.8 and Corollary E.9), for any v, DY v is stochastically optimistic compared top T v. Now, since they have the same mean, from equivalence condition for stochastic optimism (Condition 3 in Lemma 3 of Osband et al. [2014] )
when Z ∈ E v , we can derive that for any v, and z ∈ E v ,
Next, we bound Z using the stochastic optimism. First, let us express the distribution of Y in a more convenient way. Let
where X j s are iid random variables, distributed as follows: X j takes value 1 − µ v with probability 
Therefore, 
Lemma C.3. Letp ∈ ∆ S be the average n independent multinoulli trials with parameter p ∈ ∆ S . Then, for any fixed h ∈ [0, D] S and n ≥ 96, with probability 1 − ρ,
where
Proof. By definition ofp and using Lemma C.2, with probability 1 − ρ,
D Diameter of the extended MDPM k Lemma 4.1. Assume T ≥ CDA log 2 (T /ρ) for a large enough constant C. Then, with probability 1 − ρ, for every epoch k, the diameter of MDPM k is bounded by 2D.
Proof. Using Lemma D.2, along with Lemma D.1 for h = E s , we obtain that the diameter ofM 
Proof. First consider s, a with N τ k s,a ≥ η. For such s, a posterior sampling is used, and by Lemmas C.1 and C.2,
For s, a with N τ k s,a ≤ η, we use a simple optimistic sampling. In Lemma B.2, we prove that under such sampling Q j,k s,a · h ≤ P s,a · h with probability 1/2S for every sample j. Then, since the number of samples is Θ(S log(1/ρ)), we get that it holds for some j with probability 1 − ρ. 
for some δ ∈ [0, 1), then the diameter of extended MDPM k is at most
Proof. Fix a k. For brevity, we omit the superscript k in below.
Fix any two states s 1 = s 2 . We prove the lemma statement by constructing a policyπ forM such that the expected time to reach s 2 from s 1 is at most D 1−δ . Let π be the policy for MDP M for which the expected time to reach s 2 from s 1 is at most D (since M has diameter D, such a policy exists). Let E be the |S| − 1 dimensional vector of expected times to reach s 2 from every state, except s 2 itself, using π (E is the sub-vector formed by removing s th 2 coordinate of vector E s2 where E s was defined in the lemma statement. Note that E s2 s2 = 0). By first step analysis, E is a solution of:
where P † π is defined as the (S − 1) × (S − 1) transition matrix for policy π, with the (s, s ′ ) th entry being the transition probability P s,π(s) (s ′ ) for all s, s ′ = s 2 . Also, by choice of π, E satisfies
Now, we defineπ using π as follows: For any state s = s 2 , let a = π(s) and j th sample satisfies the property (15) for s, a, E s2 , then we defineπ(s) := a j . Let Qπ be the transition matrix (dimension S × S) for this policy.
Qπ defines a Markov chain. Next, we modify this Markov chain to construct an absorbing Markov chain with a single absorbing state s 2 . Let Q † π be the submatrix (S − 1) × (S − 1) submatrix of Qπ obtained by removing the row and column corresponding to the state s 2 . Then Q ′ is defined as (an appropriate reordering of) the following matrix:
where q is an (S − 1)-length vector such that the rows of Q ′π sum to 1. Since the probabilities in Qπ were drawn from Dirichlet distribution, they are all strictly greater than 0 and less than 1. Therefore each row-sum of Q D 1−δ , proving that the expected time to reach s 2 from s 1 using policyπ in MDPM k is at most
E Useful deviation inequalities
Fact 3 (Bernstein's Inequality, from Seldin et al. [2012] Lem 11/Cor 12). Let Z 1 , Z 2 , ..., Z n be a bounded martingale difference sequence so that
For any c > 1 and δ ∈ (0, 1), with probability greater
Corollary E.1 (to Bernstein's Inequality above). Let Z i for i = 1, · · · , n, M n , and V n as above. For n ≥ 96 and δ ∈ (0, 1), with probability greater than 1 − δ,
Proof. Applying Bernstein's Inequality above with c = 1 + 4 n , with probability greater than 1 − δ, 
where r(α, x) = αx n + α n . More explicitly, we have that with probability 1 − ρ, |X − µ| < 3 log(2/ρ)X n + 3 log(2/ρ) n .
Fact 5 (Cantelli's Inequality). Let X be a real-valued random variable with expectation µ and variance σ 2 . Then
σ 2 +λ 2 for λ < 0. Fact 6 (Berry-Esseen Theorem). Let X 1 , X 2 , ..., X n be independent random variables with
and denote F n the cumulative distribution function of S n and Φ the cumulative distribution function of the standard normal distribution. Then for all n, there exists an absolute constant C 1 such that
. The best upper bound on C 1 known is C 1 ≤ 0.56 (see Shevtsova [2010] ). The following lemma uses the above fact to lower bound the probability of a Beta random variable to exceed its mean by a quantity close to its standard deviation. In above, we used that C ≤ Corollary E.7. Let Y be any distribution with mean µ such that X ∼ N (µ, σ 2 ) is stochastically optimistic for Y . Then with probability 1 − ρ, |Y − µ| ≤ 2σ 2 log(2/ρ).
Proof. For any s > 0, and t, and applying Markov's inequality, Since the above holds for all s > 0, using s = 
