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Abstract:
Being asked to write about the ethics of big data is a bit like being asked to write about the ethics of life. Big data is now integral to so many aspects of our daily lives -communication, social interaction, medicine, access to government services, shopping and navigation. Given this diversity, there is no one-size-fits-all framework for how to ethically manage your data. Wih that in mind, here I attempt to present seven ethical values for responsible data use.
Body Text:
Data is ubiquitous because it is so useful. This means that many different parties -data subjects and sources, associated communities, researchers, governments and businesses -will have competing interests in relation to the data. Just as we make trade-offs in our daily life (to walk or to drive to work? doughnut versus salad for lunch?) we need to make trade-offs about competing interests in relation to data.
I am talking here about interests, rather than rights. Note that many parties who don't have legal rights to control access to and use of data, may none-the-less have compelling interests in the data. Responsible data use requires attention to these broad interests. Facebook's recent troubles highlight this. Even if Facebook was legally entitled to share users' data with Cambridge Analytica, Facebook massively under-estimated users' interests and expectations in relation to privacy, control and appropriate use.
In areas of rapid progress, such as data science, practice can quickly outstrip the legal framework. Data use may be within the parameters of the law (e.g. data protection or privacy regulation), but may nonetheless be unethical and/or outside the social licence.
i We should be aiming to align the social licence, ethics and the law to ensure that data use is publicly acceptable, normatively justified and legal. Where there is misalignment of the law, ethics, and the social licence, data users need to tread carefully.
The following is a list of ethical values, also depicted in Figure 1 , that can: (1) help identify who has an interest in the data and where these interests might clash; (2) help data holders to articulate the i 'Ethics' is normative -is makes a claim about what the morally correct course of action would be, and attributes praise or blame. 'Social licence' is descriptive -it describes whether a given data use is accepted by the data subjects, public, and other stakeholders.
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Click here to access/download;Manuscript;Editorial GigaScience -Ballantyne 01.06.2018_SCE_NN-AB.docx Click here to view linked References   1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 ethical trade-offs that need to be made; and (3) guide deliberation about responsible data use. The values often clash -maximising data security will conflict with maximising social value through broader data use. In different circumstances priority will appropriately be given to different values. This process is about making informed, explicit and justifiable trade-offs, rather than following a set of prescribed rules.
Social value Data is in demand because it has value. Data can contribute to knowledge and innovation, drive efficiency, reduce harm from ineffective or poorly targeted services and reduce costs. Open data is important to drive the advancement of scientific knowledge, preserve datasets, test and verify conclusions, refine algorithms, and safeguard against misconduct.
Harm minimization Data collection, storage and use should be designed to minimise and manage risks of harm. Harms can be physical, economic, psychological or reputational and can be experienced by individuals, communities or organisations. Anonymization (pseudonymization and de-identification) has been the cornerstone of protecting individual data subjects from harm. But anonymization is failing in the era of big data, where there are hundreds of thousands of data points for a single individual. 1 Data scientists have proved repeatedly that they can re-identify individuals in supposedly anonymous data sets. 2 Furthermore, anonymization and de-identification do little to protect communities from harm. Data analytics and AI are increasingly used to characterize the behaviour of communities and inform the delivery of services. Data can be used to stigmatize or discriminate.
Control Control refers to the capacity for data-subjects to be autonomous and self-determining. Were data subjects asked for their consent at the point of data collection? To what degree will data subjects' preferences determine how the data is used? Is this a secondary use of the data that differs from the original consent? Is the data use novel and original or is it likely to be consistent with the expectations' of data subjects? Various models of consent have been proposed for data -including broad consent, dynamic consent 3 and meta-consent 4 . However much data use (especially linking and secondary uses) occurs without consent. In these cases, data users need to be safe stewards of the data. Transparency, engagement and accountability are especially important for data used without consent.
5
Justice Justice concerns the equitable treatment of those with an interest in the data activities; including the fair distribution of any benefits and burdens arising from the collection, storage, use, linkage and sharing of data. The term 'benefit sharing' was first used in relation to non-human genetic resources in the Convention on Biological Diversity (CBD) adopted at the Earth Summit in Rio de Janeiro, Brazil in 1992. Benefit sharing requires that the advantages/profits derived from the data are shared fairly amongst the data providers and to the community from which the data originate. Recent data advocacy, especially in relation to indigenous data, has moved away from 'benefit sharing' towards 'power sharing' -arguing that data subjects and communities should have decision making capacity in relation to data governance and use. Trustworthiness Trustworthiness is the property of being worthy of trust -it can apply to individuals, organisations, and institutions, but also relates to data quality, systems of knowledge production, scientific integrity and professional standards. 7 When judging trustworthiness, we look for truthfulness, reliability, and consistency but also goodwill. A robust data ecosystem requires a highlevel of trust. A breach of trust can affect not only the agents involved, but an entire profession or FINAL 01 JUNE 2018 3 institution. The dispute between Arizona State University and members of the Havasupai Indian tribe, over the use of genetic samples for research left a legacy of mistrust and fear of exploitation. 8 As Smith famously argued "'Research' is probably one of the dirtiest words in the indigenous world's vocabulary." 9 And trust, when lost, can take significant efforts to rebuild.
10
Transparency Transparency is openness and accessibility in decision-making and actions. When the data activity occurs without the data subjects' consent and is justified on the grounds of 'social value', the arguments in favour of transparency and openness are especially compelling. Transparency helps to demonstrate respect for data subjects and trustworthiness; and it underpins public engagement and accountability. Full transparency would include a public description of the data activity, purpose and justification, anticipated social value, harm-mitigation strategies, public engagement strategies, level of security and encryption, research results, and the coding/algorithms. When launching a £1.5 Billion initiative in AI in April 2018, President Macron announced that anyone receiving AI funding money from the French government will be required to make their algorithms open and transparent.
Accountability Accountability refers to holding data users and custodians responsible for the consequences of their decisions and actions. Data regulation is increasingly focused on accountability. A significant innovation in the EU General Data Protection Regulation (GDPR) (which will come into force on the 25th May 2018) is the introduction of 'accountability' (Article 5(2)) to the list of principles relating to personal data. Under the GDPR organisations will need to be more intentional about their data collection and use and maintain open lines of communication with data subjects.
Given these competing values, there will be multiple different 'ethical' solutions to data management. The task is to identify the ethical issues, reason though how to balance conflicting demands, articulate the trade-offs and justify the conclusions. Do this as publically and transparently as possible; and make time to revise and re-assess.
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