This paper validates 3D simulation results of electron beam melting (EBM) processes comparing experimental and numerical data. The physical setup is presented which is discretized by a three dimensional (3D) thermal lattice Boltzmann method (LBM). An experimental process window is used for the validation depending on the line energy injected into the metal powder bed and the scan velocity of the electron beam. In the process window the EBM products are classified into the categories, porous, good and swelling, depending on the quality of the surface. The same parameter sets are used to generate a numerical process window. A comparison of numerical and experimental process windows shows a good agreement. This validates the EBM model and justifies simulations for future improvements of EBM processes. In particular numerical simulations can be used to explain future process window scenarios and find the best parameter set for a good surface quality and dense products.
Introduction
Electron beam melting (EBM) is an additive manufacturing method used to produce complex metallic structures layer by layer from metal powder 1 . EBM opens new opportunities in many industries, ranging from aircraft manufacturers to producers of medical implants. However, until now the parts cannot be manufactured at sufficient speed to make them economically viable for any but specific very high value applications. In order to accelerate the building process and improve the accuracy a better understanding of the beam-powder interaction is necessary. This can be gained by 3D simulations of the process.
Based on the work of Körner et al. 2 we use a 3D thermal LBM for the discretization for the EBM processes. This model includes hydrodynamic effects, like melt flow, capillarity and wetting, as well as thermal effects, like absorption of the beam energy, melting and solidification. Detailed information for parallel, optimized 3D absorption algorithms is found in 3 and the description of the modeling aspects, e.g., the generation of the Ti-Al6-V4 powder particles is given in 4 . The implementation of the model is embedded in the waLBerla framework (widely applicable lattice Boltzman solver from Erlangen) which is a lattice Boltzmann based fluid flow solver with highly parallelized kernels 5, 6 . In 4 basic validation examples are already shown, like the test of the Stefan problem as benchmark for the simulation of solid-liquid phase transition, and modest EBM process examples, e.g., the melting of a spot regarding the interaction of powder particles and electron beam. In this paper we extend the validation examples focusing on the EBM processes, e.g, hatching scenarios, and compare the numerical results with experimental data. These numerical results demonstrate the good potential of the thermal LBM approach to understand and predict complex processes like the EBM depending on thermodydnamic as well as on fluid dynamic phenomena.
The remainder of the paper is organized as follows: Section 2 describes the 3D thermal LBM used for the simulation of the EBM process. The next section defines line energy, scan velocity, porosity and swelling before showing the experimental process window. Subsequently, the generation of the numerical process window is described, shown and compared with the experimental one. Section 4 concludes the validation experiments and outlines future research topics.
Numerical methods
Based on the lattice Boltzmann equation the isothermal lattice Boltzmann method (LBM) is introduced by 7 as an improvement of its predecessor, the lattice gas automata (LGA) 8 . LBM is an alternative, mesoscopic approach for the numerical solution of the Navier-Stokes equations 9 and can be parallalized easier than other traditional CFD methods whose computation is based on the conservation of macroscopic quantities. LBM has also less computational storage and work requirements than molecular dynamic methods which consider microscopic physics.
Thermal LB methods are classified into three categories: the multispeed LBM 10,11 , the double-distribution or multidistribution approach 12,13,14 and hybrid approach where the scalar temperature equation is solved by finite differences or finite volume methods 15 . The multispeed LBM can be seen as an extension of the isothermal LBM where the equilibrium distribution function depends also on the temperature and has higher nonlinear velocity terms. This method suffers from numerical instabilities which have to be stabilized as it is shown in 16 . An additional disadvantage is that only one Prandtl number can be simulated by multispeed LBM which limits the range of applications. The multidistribution LBM overcomes these drawbacks using a separate distribution function for the temperature field.
For the simulation of the EBM process a thermal two-distribution LBM is used which is described followed by the treatment of the free surface boundary condition.
3D thermal lattice Boltzmann method
The model for the EBM process is based on the work of Körner et al. in 2 where a 2D thermal LBM is discussed. The idea of LBM is solving the Boltzmann equation in the hydrodynamic limit for a particle distribution function (pdf) in the physical momentum space. This pdf f (x, v, t) indicates the probability of finding a particle with the macroscopic velocity v(x, t) at position x and time t. For the thermal LBM a second pdf set h(x, v, t) is used for the numerical solution of the temperature field. The collision operator is approximated by the BGK-collision operator 17,11 ,
where f eq and h eq denote the Maxwell equilibrium distribution 19 . τ f is the relaxation time related to the viscosity ν of the fluid and given by ν = c The D3Q19 stencil is used to discretize the microscopic space, i.e., a finite set of 19 discrete velocities e i and lattice weights ω i are given 19 . The Maxwell equilibrium distribution is discretized by a Taylor series expansion 20 and is given by,
(2) where u denotes the velocity of the liquid. It is sufficient to use a linearized equilibrium distribution function h eq i for the temperature field. The macroscopic quantities density ρ, momentum ρu and energy density E are computed in the following way,
Both pdf sets are one-way coupled by the velocity of the fluid u which is used for the computation of h eq i . The discretization of the EBM process by a 3D coupled-thermal LBGK 4 can be written in a stream-collide algorithm, streaming f where F i denotes an external force term, e.g., gravity, and Φ i is the energy injected into the system by the electron beam,
where E b denotes the energy of the electron beam. Detailed information how the beam energy and absorption are computed is given in 3,4 . Next, the free surface boundary condition is outlined.
Free surface lattice Boltzmann method
Körner et al. introduce in 21 a volume-of-fluid based free surface lattice Boltzmann approach. This method neglects the gas phase and works completely on the liquid phase assuming that the liquid phase covers the behavior of the flow completely. In order to ensure mass and momentum conservation a boundary condition is imposed at the interface which separates liquid and gas phase. More information regarding the free surface boundary condition used for this EBM model can be found in 4 .
Validation experiments
The following validation experiments do not only cover particular aspects as the solid-liquid phase transition or only concentrate on qualitative accordance but consider also the complete EBM process in a quantitative way.
Definitions and experimental setup
We use the following experimental setup for the validation experiments. A cuboid of size (15x15x10) mm 3 is generated by hatching the Ti-Al6-V4 powder particles layer by layer (compare the red arrows in Fig. 1 ). The hatching differs by line energy and scan velocity of the electron beam. The line energy is defined by,
where The parameter set (E L , v scan ) defines the electron beam. The quality of EBM products is classified into three categories, namely porous, good and swelling. Good samples have a smooth surface and a relative density higher than 99.5%. If the temperature during the process is too high swelling can occur and the dimensional accuracy cannot be guaranteed. On the other side, if the line energy is too low and the relative density is smaller than 99.5%, then the sample is porous (cf. Fig. 2 ). Next, a experimental process window is shown in Fig. 3 which is compared with numerical simulation results. set, the blue squares for an optimal, good parameter set and the yellow rhombus for a sample where swelling occurs because of too high temperatures at the surface. It can be observed that the higher the scan velocity the lower the embedded line energy has to be to get an optimal sample result.
Experimental data

Numerical results
We validate our 3D numerical EBM model against these experimental data of Fig. 3 . Because of the high computational cost of the 3D simulations we only model the hatching of one powder layer instead of the multiple layers. One simplified scenario for the exemplary parameter set of (3.2 m s , 0.2 J m ) does already require 8 compute nodes of LiMa a for 4 wall clock hours. LiMa is the compute cluster where all 3D simulations are done. However, this simplification is in good agreement with the situation expected for the full setup as it will be shown in this Section. We also minimize the simulated powder particle layer, i.e., we focus only a rectangular powder layer and have seven hatching lines (cf. Fig. 4 ). Thus, a beam offset per layer is defined where the electron beam is on but outside the simulated powder particle bed.
In Fig. 5 the quality of the numerical experiments with different line energy and scan velocity is shown. In order to determine if the numerical sample is porous the relative density of the sample is measured and if it is less than 99.5% the sample is porous. The definition of numerical swelling is more difficult. Our model does not include evaporation and thus no evaporation pressure. Hence, numerical swelling effects cannot occur. We have to find another way how we can determine regions numerically where swelling exists experimentally. Therefore, we use the numerical computed temperature which is higher than in real EB melting processes because the cooling effect during the process of evaporation is missing. Furthermore, numerical artefacts cause outliers in the temperature field. In order to overcome these numerical influences we use an averaging process for the temperature values. If these averaged values are still higher than 7500 K we assume that swellings occur in the experimental setup.
In comparison with the experimental data in Fig. 3 it is observed that all porous samples are consistent in the simulation results (cf. Fig. 5) . Furthermore, the numerical and experimental results for scan velocities of 3.2 lead to a precise, small focus and thus, energy is brought onto a smaller area. For these velocities swelling occurs for smaller line energies experimentally than numerically because the EB gun focus is constant for different beam power and scan velocities, respectively. For higher scan velocities (larger P beam ) like 4.8 m s the focus of the gun spreads and, subsequently, the same amount of energy is brought into a larger area of powder particles and the maximum temperature is smaller. As a consequence in experimental data less swelling occurs for higher scan velocities (larger P beam ) than in numerical data. Fig. 6(b) shows the second melted line by a comingback electron beam. Here, the particles of the first line are now melted completely. In the third Fig. 6(c) the electron beam has melted seven hatching lines and the whole powder layer is melted.
Conclusion
This paper describes the 3D thermal LB method for the numerical simulation of EBM processes. Experimental data of hatching a cuboid with different line energies and scan velocities are shown in a process window. The different samples are classified into porous, good and swelling, depending on the parameter set (line energy, scan velocity). For the validation all parameter sets are tested numerically and a numerical process window is generated by 3D simulations of hatching one powder layer. Numerical and experimental process window are highly concordant especially in the region of small line energies because parameter sets which are porous in experimental process window are that also in the numerical one. Only in the region between good and swelling differences exist which are reducible to the focus of the EB gun. The precision of the focus depends on the beam power but in our simulations the focus is constant.
In order to accelerate the building process of EBM manufacturing it is important to extend the process window, i.e., to raise up the question how the process window will look like for a higher beam power and therefore higher scan velocities. After the validation experiments in this paper which justify the correct behavior of our framework and its beneficing to simulate EBM processes we will try to find better parameter sets regarding quality of EBM products.
