The area swept out under a one-dimensional Brownian motion till its first-passage time is analysed using a Fokker-Planck technique. We obtain an exact expression for the area distribution for the zero drift case, and provide various asymptotic results for the non-zero drift case, emphasising the critical nature of the behaviour in the limit of vanishing drift. The results offer important insights into the asymptotic behaviour of a number of discrete models. We also provide a succinct derivation for the distribution of the maximum displacement observed during a first-passage.
Introduction
Consider a one-dimensional Brownian motion with drift, whose displacement We recall that lattice polygons serve as models for a number of interesting physical systems, such as ring polymers, vesicles and percolation clusters [1] . For particular subclasses which are partially directed, including column-convex polygons, bar-graph polygons, staircase polygons etc. [2] , it is known that the area-perimeter generating function has a universal scaling form about a tri-critical point (this form being, essentially, the logarithmic derivative of the Airy function) [2, 3] . There is powerful evidence that the same basic scaling form also describes the behaviour of all rooted self-avoiding polygons [4] . It is only for staircase polygons, however, that there exists a rigorous proof of this result starting from the area-perimeter generating function itself, and even then the analysis is far from trivial [5] . We shall show that the scaling behaviour for these partially directed cases is obtained relatively simply from the Brownian motion perspective, wherein the universality aspect follows naturally. The connection is easily made; for example, as described in [6] , the two arms of a closed rooted staircase polygon can be thought of as two independent random walks whose trajectories meet for the first time at the end of the polygon. The difference walk between these two arms then defines, in the limit, a Brownian motion.
Such a picture also makes a direct connection with the directed Abelian sandpile model proposed in [7] , such that relates to the avalanche duration and f t A to the size of the avalanche cluster [6] .
A different area of application arises in queueing theory. Referring to figure 1, one can identify with the length of a queue at time t , whereupon is the busy period (i.e. the time until the queue is first empty) and
A is the cumulative waiting time experienced by all the 'customers' during a busy period. A discussion from the discrete perspective may be found in [6] . Another variable of interest in queueing theory is the maximum queue length experienced during a busy period, namely the
observed till the first-passage time;
see figure 1 . We return to a discussion of this later.
Existing studies of the integral of the absolute value of Brownian motion over
, have yielded exact results in the limit of zero drift for bridges (which are conditioned on ) [8, 9] , meanders (conditioned on for [10] , excursions (conditioned on for 0 ) ( > t y 1 0 < < t and ) [10] [11] [12] , as well as more general motions [13, 14] .
A recent path integral derivation for meanders and excursions may be found in [15] .
The distinguishing features of the present problem are the stochastic nature of the domain of integration, , which prevents a trivial scaling of existing results, and the inclusion of drift, which highlights the critical nature of the process as .
We observe that when the process will eventually reach zero with probability one, and is thus persistent, whereas when
the probability of reaching zero is [16] . Since infinite events occur with non-zero probability when , the moments of , 0 < 
The Fokker-Planck approach
To calculate the distributions of interest, we first consider a general case where we evaluate the probability distribution of the observable, ) , (
where is an arbitrary functional of the process and is the first-passage time of the process. If we can obtain the distribution for a general , then the different special cases will follow by choosing the functional V properly.
For example, if we choose 
It is useful to consider the Laplace transform with respect to T of the distribution , ) , (
where denotes an average over all realisations of the process till the first-passage time. We employ a special backward Fokker-Planck technique that has recently been used in the context of a particle moving in a random Sinai potential [16, 17] . A typical path of the process over the interval is split into two parts: a left interval where the process proceeds from to 
, one gets . Then Eq. (3) can be written as,
where we have used the fact that for the right interval ] , [
, the starting position is , which itself is random. The average in the second line of Eq. (4) is over all possible realisations of . We now substitute
and average over the noise t ∆ ) 0 ( ξ . We use the fact that the noise
, whereupon one obtains by collecting terms of , 
Note that in deriving Eq. (5) we have only required that the noise ) (t ξ has zero mean and is delta-correlated, i.e. 0 )
. In other words the detailed nature of the noise distribution is irrelevant. This explains why many different discrete lattice models may be mapped onto the present problem in the appropriate limit.
The differential equation (5) 
. When the initial position , the first-passage time , hence the integral also diverges in this limit, at least when is a non-decreasing function of . The definition in Eq. (3) 
Analysis of the special cases
We now examine the special cases. First, let us consider the first-passage time distribution, for which we need to
The solution of the differential equation (5) that satisfies the boundary conditions can be easily obtained,
Inverting the Laplace transform, we get the required first-passage time distribution, which was also presented in [16] , . Note that when the diffusion is small
the dominant paths. One can determine the divergence of the moments as by using the small z expansion of for
The first-passage time distribution in Eq. (7) can, of course, be derived by more conventional methods. The derivation here, however, serves to highlight the ease with which the present method may be applied, and illustrates some of the critical aspects of the problem in the limit. A simple transformation suffices to capture the perimeter scaling behaviour for staircase polygons, see e.g. [6] . To evaluate the distribution , we choose
The second order differential equation (5) 
We are unaware of this result having been written down explicitly and in full before.
For , the distribution has an algebraic tail, 
A derivation of this tail from the staircase polygon perspective is given in [6] . The power law behaviour can be explained using a simple scaling argument (see also [7] figure 2 .
The exact inversion of Eq. (11) 
To determine the behaviour of the k-th moment as , we simultaneously take the limit in Eq. (11) in such a way that the scaling variable remains fixed and large. Treating as a small expansion parameter one therefore has,
where
. This is the exact scaling form found in the asymptotic analysis of the area-perimeter generating function of staircase polygons. Previous derivations either assume a scaling form in conjunction with dominant balance techniques to analyse a functional equation for the generating function [2, 3] , or require sophisticated asymptotic methods to analyse a q-series representation of the generating function itself [5] . Since for
with [13, 19] , Eq. (14) can be viewed as a power series in s. The area moments may therefore be determined in straightforward fashion as ,
The coefficients obey a quadratic recurrence relation,
for all with . We note that this recurrence relation also occurs in studies of extremal distributions [11, 15, 20] and in various other enumeration problems in computational science and graph theory [19] . Although an explicit
is known so that as
This result is sufficient to determine the corresponding tail of the area distribution
, which is given by,
It is readily verified that Eq. (18) implies Eq. (17). That Eq. (18) is, in an appropriate sense, 'unique' follows from the fact that any candidate distribution whose moment sequence satisfies Eq. (17) is uniquely determined by its moment sequence, which follows from the well-known Carleman criterion, with the corollary that all such distributions must be asymptotically equivalent as ∞ → A [6] . The prefactor 
This is the probability that a one-dimensional random walker on the interval first exits via the boundary at . The required distribution may be obtained in a straightforward manner by evaluating 
When , for and all the moments are infinite. The maximum displacement for zero drift therefore has a power law distribution (inverse square law), which can be justified as before using a simple scaling argument. Thus, typically, , and since , it follows that . When the moments are finite and, in particular, the mean value is given by, 
