ABSTRACT. We consider here the so called s-Carleson measures with additive logarithmic terms in the unit disc, when 0 < s < 1 and we give many equivalent definitions. As applications, we characterize the pointwise multipliers on Q s and on its logarithmic counterpart Q s,log . Boundedness of the Cesaro operator on Q s and from Q s,log to Q s is considered as well.
Introduction
Let D be the unit disc of the complex plane, i.e D = {z ∈ C : |z| < 1}. We denote S = ∂D the boundary of D. We denote by H(D), the space of holomorphic functions on D.
For 0 < p < ∞, let H p (D) denote the Hardy space which is the space of all f ∈ H(D) such that ||f || These spaces were introduced in [13] . It is well known that for s > 1, Q s is the usual Bloch space, that is the space of all f ∈ H(D) such that ||f || B = |f (0)| + sup
(see [13] and [3] ). From [7] , we have that the space Q 1 coincides with BMOA while for 0 < s < 1, Q s are proper subspaces of BMOA (see [15] ). We refer also to [7] , [14] , [16] for some properties of these spaces.
Let us now introduce the following logarithmic counterpart (weighted) of Q s space. We denote by Q s,log , the space of all f ∈ H(D) such that It is not hard to see that for s > 1, Q s,log coincides with the so called weighted Bloch space denoted B log , i.e the space of all f ∈ H(D) such that ||f || B log = |f (0)| + sup
When s = 1, Q 1,log corresponds to the space of logarithmic mean oscillations LMOA, following the characterization of [12] and Theorem 1 of [18] . We recall that LMOA consists of those f ∈ H(D) such that
Let I ⊂ S be an arc, we denote by |I| the normalized lenght of I. The Carleson box associated to I is the set defined by
Let µ denote a positive Borel measure on D. Then for 0 < s < ∞, the measure µ is called a s-Carleson measure, if there is a finite constant C > 0 such that
When s = 1, µ is just called Carleson measure. The following theorem is a generalization of the theorem of L.Carleson [5] and its reproducing kernel formulation. THEOREM 1.1. Let µ be a positive Borel measure on D, and s = q/p > 0. Then the following are equivalent i) The measure µ is a s-Carleson measure ii) There is a constant
iii) There is a constant C 2 > 0 such that, for all a ∈ D,
We refer to [6] and [8] for the equivalence i) ⇔ ii). That ii) ⇒ iii) follows easily by testing with the function (ϕ
On easily deduce from the above theorem that an analytic function f belongs to Q s if and only if the measure |f
We consider here generalized Carleson type measures with additional logarithmic terms . Let µ be a positive Borel measure on D and 0 < s < ∞. For ρ a positive function defined on (0, 1), we say µ is a (ρ, s)-Carleson measure if there is a constant C > 0 such that for any I ∈ S,
If s = 1, µ is called a ρ-Carleson measure. We are interested in the particular case ρ p,q (t) = (log(4/t)) p (log log(e 4 /t)) q with 0 ≤ p, q < ∞. We remark that the case s ≥ 1 has been studied in [18] and [10] . When q = 0, such measures are called p-logarithmic s-Carleson measures and when s = 1 we just called them p-logarithmic Carleson measure and when p = 2 and s = 1 we call them logarithmic Carleson measure, using the vocabulary of [18] . This case complete works [18] and [10] in one dimension.
We have the following theorem characterizing (ρ p,q , s)-carleson measures in the unit disc. i) There is C 1 > 0 such that for any I ⊂ S,
v) There is C 5 > 0 such that for any f ∈ Q s and any g ∈ Q s,log
vii) There is C 7 > 0 such that for any g ∈ Q s,log ,
viii) For 0 < r < ∞, there is C 8 > 0 such that for any f ∈ Q s and any g ∈ Q s,log and any h ∈ H r (B n ),
After recalling some useful facts, we prove Theorem 1.2 in the next section where we also give some applications among which, the characterization of multipliers of Q s and Q s,log and the boundeness of the Cesaro operators on these spaces.
Proof of Theorem 1.2
We first recall a general result for any (ρ p,q , s)-Carleson measure for 0 ≤ p, q < ∞ and 0 < s < ∞, with ρ p,q (t) = (log(4/t)) p (log log(e 4 /t)) q , the proof follows exactly as in Theorem 2 of [18] (see [10] for details). THEOREM 2.1. Let 0 ≤ p, q < ∞ and 0 < s < ∞. Let µ be a positive Borel measure on D. Then, µ is a (ρ p,q , s)-Carleson measure with ρ p,q (t) = (log(4/t)) p (log log(e 4 /t)) q , if and only if
It follows easily that a function f belongs to Q s,log if and only if the measure
The following assertions are satisfied. i) There exists a contant C > 0 such that for any f ∈ Q s ,
ii) Given a ∈ D, the function f a (z) = log(
Proof. Assertion i) follows from the fact that Q s is a subspace of BM OA and the well known fact that for any f ∈ BM OA,
Let us prove assertion ii), that is the function f a (z) = log(
is a s-Carleson measure (by the remark just after Theorem 1.1) with uniform bound. For any ξ ∈ S and 0 < δ < 1, we set
We have to show that A ≤ Cδ s , where the constant C > 0 does not depend on the given a ∈ D.
If |1 − aξ| ≥ 2δ then, for any z ∈ D such that |1 − zξ| < δ, |1 − az| ≥ δ. Thus,
If |1 − aξ| ≤ 2δ, we obtain
The proof is complete.
LEMMA 2.3. The following assertions are satisfied. i) There exists a contant C > 0 such that for any f ∈ Q s,log ,
ii) Given a ∈ D, the function f a (z) = log log(
1−a ) is uniformly in Q s,log . Proof. i) follows from the continuous inclusion of Q s,log in B log and easily verifying fact that there is a positive constant C such that for any f ∈ B log ,
Assertion ii) follows the same steps as in previous lemma.
Using a change of variable, one easily obtain the following. 
is a s-Carleson measure for any fixed a ∈ D.
Let us now recall the following equivalent norm for elements of BMOA space:
LEMMA 2.5. Let 0 < s < 1, 0 ≤ p, q < ∞ and let µ be a positive Borel measure on D. Then the following conditions are equivalent.
i) There exists a positive constant C 1 such that for any I ⊂ S,
iii) There exists a positive constant C 3 such that for any f ∈ Q s , sup a∈D (log log e
iv) There exists a constant C 4 > 0 such that for any f ∈ Q s and any g ∈ Q s,log ,
We first remark that ii) implies that µ is a s-Carleson measure and so is dµ(ϕa(z)) |ϕ ′ a (z)| s for any fixed a ∈ D by Lemma 2.4. Now, for any f ∈ Q s , using Hölder's inequality and Theorem 1.1, we obtain
It follows that
(log log e
Qs (log log
It is also clear that ii) implies that µ is a (ρ, s)-Carleson measure with
which is equivalent to saying there exists a constant C > 0 so that (log log e
We conclude that (2) (log log e
We already know that there exists C > 0 so that
Thus, (log log e
We conclude using Theorem 2.1 that
Finally, we obtain combining (2) and (3) that for any a ∈ D,
We would like to show that iii) implies that there exists a positive constant C 4 such that for any f ∈ Q s and any g ∈ Q s,log ,
We remark that iii) implies in particular that for any f ∈ Q s , the measure dµ f is a s-Carleson measure. It follows easily as before that
. Now, using the pointwise estimate for g ∈ Q s,log , we obtain
It follows using iii) that there exists C > 0 so that
Finally, using inequalities (4) and (5), we conclude that for any a ∈ D,
, which is iv). iv) ⇒ i): For any I ⊂ S, let a = (1 − |I|)e iθ , where e iθ is the center of I. From iv), we have in particular that there exists C > 0 so that for any f ∈ Q s and any g ∈ Q s,log ,
We test the above inequality with f (z) = f a (z) = log 
That is
Taking q = 0 in the above lemma, we obtain the following corollary.
COROLLARY 2.6. Let 0 < s < 1, 0 ≤ p < ∞ and let µ be a positive Borel measure on D. Then the following conditions are equivalent.
i) There exists a positive constant C 1 such that for any
ii) There exists a positive constant C 2 such that for any f ∈ Q s ,
LEMMA 2.7. Let 0 < s < 1, 0 ≤ p, q < ∞ and let µ be a positive Borel measure on D. Then the following conditions are equivalent.
ii) There exists a positive constant C 2 such that for any g ∈ Q s,log ,
Proof. By Lemma 2.5, the assertion i) is equivalent to saying there exists a constant C > 0 such that for any f ∈ Q s and any g ∈ Q s,log ,
It follows from Corollary 2.6 that the latter is equivalent to saying the measure
is a p-logarithmic s-Carleson measure for any g ∈ Q s,log or equvalently that there exists C > 0 so that
which is ii). The proof is complete.
Let us now prove Theorem 1.2.
Proof of Theorem 1.2. We already have from Lemma 2.5, Lemma 2.7 that
and vii) ⇒ i) follow exactly the same steps as in the proof of Theorem 1 of [18] , using the test functions provided by Lemma 2.2 and Lemma 2.3. v) ⇔ viii): We recall that v) is equivalent to saying that for any f ∈ Q s , and any g ∈ Q s,log , the measure dµ f,g (z) =
measure which is equivalent to viii) by Theorem 1.1. The proof is complete.
We now give some applications of Theorem 1.2. We consider for f, b ∈ H(D), the integral operator T b of symbol b by
The characterization of the boundedness properties of T b has been considered in [1] , [2] , [11] and [18] for the case of the unit disc and [?], [10] for the case of the unit ball for some analytic functions spaces. We first prove the following results on the boundedness of T b on Q s and Q s,log . We observe that the bounded of T b has been very recently obtain in [17] using another approach. We show how to deduce very easily this result from Theorem 1.2
Proof. We know from Theorem 2.1 and the definition of Q s space that, an analytic f is in Q s if and only if (1−|z|
It is not hard to see that
It follows that T b is bounded on Q s if and only if for any f ∈ Q s ,
Qs , which by Theorem 1.2 is equivalent to saying that the measure |b
One obtain in the same way the following.
COROLLARY 2.9. For b ∈ H(D), T b is bounded from Q s,log to Q s if and only if
Our next application is about the pointwise multipliers. Given two Banach spaces of analytic functions X and Y , we denote by M(X, Y ) the space of multipliers from X to Y , that is
When X = Y , we just write M(X, X) = M(X). The following lemma is an easy adaptation of Lemma 3.20 of [?]. Proof. That every f ∈ M(Q s ) is in H(D) follows from Lemma 2.11. We remark that a direct proof of this fact can be obtained as in Corollary 2 of [18] . Now, that f ∈ M(Q s ) means that for any g ∈ Q s ,
Qs , which by Theorem 1.2 is equivalent to saying that |f
Let us remark that the above corollary is the aim of paper [9] and has been obtained also in [17] . We obtain in the same way the following. 
Some generalizations
We give a generalization and its applications. The proof here follows the same steps as in the previous section. .
ii) There is C 2 > 0 such that for any f ∈ Q s and any g ∈ Q s,log
iii) There is C 3 > 0 such that for any g ∈ Q s,log
Qs ,
Let us move to the applications of the above generalization. We first consider the following generalization of Q s,log spaces. We obtain exactly as in the previous section, the following. In particular, we have the following. 
