Abstract. The reduced basis methodology is an efficient approach to solve parameterized discrete partial differential equations when the solution is needed at many parameter values. An offline step approximates the solution space, and an online step utilizes this approximation, the reduced basis, to solve a smaller reduced problem, which provides an accurate estimate of the solution. Traditionally, the reduced problem is solved using direct methods. However, the size of the reduced system needed to produce solutions of a given accuracy depends on the characteristics of the problem, and it may happen that the size is significantly smaller than that of the original discrete problem but large enough to make direct solution costly. In this scenario, it may be more effective to use iterative methods to solve the reduced problem. We construct preconditioners for reduced iterative methods which are derived from preconditioners for the full problem. This approach permits reduced basis methods to be practical for larger bases than direct methods allow. We illustrate the effectiveness of iterative methods for solving reduced problems by considering two examples, the steady-state diffusion and convection-diffusion-reaction equations.
Reduced basis method.
In a finite element setting, we seek a discrete solution u h of the PDE in a finite-dimensional affine space X h such that
0 . For simplicity, we consider Dirichlet problems, and X h 0 is the subset of X h corresponding to homogeneous Dirichlet boundary conditions. Given a basis Q = {q j } k j=1
such that q j ∈ X h 0 , we solve the reduced model (2.2)
forũ 0 ∈ span(Q), which is used to construct an approximation of the full solution, u =ũ 0 + u bc , where u bc is the solution on the boundary. The accuracy of this approximation depends on how well the reduced basis represents the solution space. Thus, constructing this basis requires balancing two conflicting requirements: its rank, k, should be small enough so there is a benefit with respect to efficiency from using the reduced model, but k should also be large enough to ensure accuracy of the approximation.
In the offline-online paradigm, the offline step focuses on the construction of the reduced basis. A variety of approaches have been considered. For example, a proper orthogonal decomposition derived from solutions obtained for a subset of the parameter space produces such a basis [2] . Alternatively, the solutions to the full model at k samples of ξ produce {u(·, ξ (j) )} k j=1 , the snapshots, from which a stable basis can be formed by finding an orthogonal basis for the span of the snapshots constructed using, for example, the modified Gram-Schmidt algorithm. There are various methods for snapshot selection, including greedy sampling [5] , error minimization methods [7] , sparse grids [12] , and an "hp" approach [11] , which uses a refinement procedure to construct separate bases for subdomains of the parameter space. This (offline) portion of the computation may be expensive.
We will also assume that the operators L and B in (1.1) and (1.2) are affinely dependent on functions of ξ, i.e., for L, where the order of the system, N , depends on the number of points in the spatial discretization of D and is assumed to be large. Let Q be an N × k orthogonal matrix whose columns span the same space as that determined by the coefficient vectors of the set of snapshots. The Galerkin projection of the reduced model of order k is (2.5)
whereũ ξ = Qu r,ξ is the approximation of the solution of (2.4) on the interior of D. Because of the assumption of affine dependence, the coefficient matrix has the structure
and the reduced model can be written as
In this form, the matrices {Q T A i Q} are parameter independent and thus can be precomputed as part of the offline step. The online step of the reduced model includes the assembly of the sum in (2.7). The cost of this computation is of order (s L + s B )k 2 , and the total online cost is this plus the cost of solving an order k linear system. Hence, the cost of the reduced model is independent of N , the size of the full model. For reduced basis methods applied to problems with nonaffine dependence on parameters, see [1, 5, 8, 20] . For comparison of reduced basis methods with stochastic collocation methods, see [9] .
3. Iterative methods for the reduced model. The conventional point of view is that the reduced model will be significantly less expensive to solve than the full model. The traditional choice for solving the reduced model in (2.5) is direct methods, at a computational cost of O(k 3 ). On the other hand, it is often possible to use multigrid methods to solve the (full-sized) linear system arising from discretized PDEs, at cost O(N ) [6, 13] . Therefore, using the reduced model with a direct method is effective only when k N . The focus of this study is the case when the rank of the reduced basis k is of the magnitude where the cost of direct methods for the reduced problem is not smaller than for solving the full problem, even though k is still of moderate size. In such situations, there may be an advantage to using alternative solution methods.
Consider the use of iterative methods for the reduced model (2.5). In this case, the cost of such methods is O(pk 2 ), where p is the number of iterations required for convergence; the factor of k 2 comes from the cost of a dense matrix-vector product by Q T A(ξ)Q. Thus, this will be an effective approach when p is small. It is well known that preconditioners are needed for the fast convergence of iterative methods. Thus, we need a preconditioner for the reduced matrix. Consider a reformulated version of (2.5) given by
Equation (3.1) has the form of a saddle point system, a well-studied problem, for which a preconditioner may take the form [13] F 0 0 S .
With the formal choice F = A −1 , it can be shown that the optimal choice for S is the Schur complement [18] , which for (3.1) is
That this is equivalent to the matrix of the reduced model suggests that the reduced model in (2.5) can be preconditioned with an approximation to the Schur complement.
To produce a preconditioner for (3.2), we will mimic an approach used successfully in a different context (for models of computational fluid dynamics), the so-called leastsquares commutator method [13] . Here the Schur complement is approximated by the matrix
Since Q is orthogonal, this operator simplifies toP S = Q T A −1 Q −1 . This preconditioner depends on A −1 , which is the operator we are trying to approximate, and thus is impractical. Recall that A depends on a parameter ξ. We could choose a single representative vector of parameters, ξ (0) , to define the preconditioner, which allows the construction of the preconditioner to be moved offline. In this case we would solve k full systems to compute A −1 (ξ (0) )Q and premultiply by Q T . A variation of this idea is to use a collection of representative parameter vectors to define a collection of preconditioners, all computed in the offline step.
In the preconditionerP S , we can also replace A with a spectrally equivalent operator, i.e., one for which there exist σ 0 , σ 1 independent of spatial dimension such that
Thus we can use a preconditioner designed for A to produce a preconditioner of S, yielding
In this case we can construct P A . We will define P −1 A using an algebraic multigrid (AMG) method. Therefore, this step consists of computing the sequence of coarse grids, grid transfer operators, and smoothing operators obtained for a multigrid solution of systems of discrete PDEs. With these, we have what is needed to apply the action of P
−1
A to a vector.
• Explicitly computing the (dense) order-k matrix
A Q by applying the AMG operation to each of the columns of Q and then premultiplying the matrix P
The construction (offline) of P S is cheaper than that ofP S , and in experiments we foundP S to provide little (if any) advantage in terms of iteration counts over P S . In our study of performance we focus on the preconditioner P S specified by (3.5).
Numerical results.
To illustrate the effectiveness of these ideas, we apply the reduced basis method to two examples of PDEs with random coefficients. We compare the performance of the iterative solver for the reduced model with the direct reduced solution and the multigrid solution of the full system.
The first example is a steady-state diffusion equation with a parameter-dependent diffusion coefficient,
where D ⊂ R 2 and the diffusion coefficient, a( x, ξ), is a random field depending on a vector of m random variables,
T . The second example is a steadystate convection-diffusion-reaction equation with an uncertain reaction coefficient, r( x, ξ),
where the domain D ⊂ R 2 , ν is the diffusion coefficient, w is the convective velocity, and ∇ · w = 0.
We turn now to the methodology used to compute a reduced basis Q. Assume the full discretized model
The reduced basis is constructed using an adaptive algorithm summarized in Algorithm 1. The procedure begins with Q as a single vector, the normalized discrete solution u ξ (0) , where
The parameter space is randomly sampled M times, and for each sample, ξ, the reduced model is solved with the current Q. This produces an approximation to the solutionũ ξ = Qu r,ξ + u bc whose accuracy is estimated by an error indicator, η ξ . If η ξ exceeds a predefined tolerance, τ , the full solution for this ξ is computed and the new snapshot, u ξ , is used to update the reduced basis. The basis matrix Q is augmented using the modified Gram-Schmidt algorithm, ensuring that the basis will have orthogonal columns. We used as an error indicator the relative residual
This method is applied to the steady-state diffusion equation and the steady-state convection-diffusion-reaction equation beginning with M = 2000 random samples of ξ. This produces a candidate basis Q. To assess the quality of this basis, we computed the reduced solution for an additional 100 samples; if each of these reduced solutions satisfied the error tolerance, then Q was accepted as the reduced basis. For case 1 of the diffusion equation (see below) and the convection-diffusion-reaction equation, this strategy produced an acceptable Q with a few exceptions. In general, M ≥ 3000 was required for some experiments with the diffusion equation (referred to as case 2 below, where the details are stated).
Algorithm 1.
Construction of the reduced basis using random selection.
Compute u(·, ξ (j) ) using the full model Use the snapshot to augment Q end if end for
Remark. The convergence properties of this strategy for offline computation of the basis are not known, in contrast to greedy search algorithms, which produce reduced bases of quasi-optimal dimension [4] . In a numerical comparison of Algorithm 1 with a greedy algorithm, we found that for multiple examples of the benchmark problems studied in this section, the size of the reduced basis was never more than 10% larger than that produced by a greedy algorithm and in many cases the basis sizes were identical. The cost (in CPU time) of Algorithm 1 is significantly lower. Our concern is efficient implementation of the online step, and for simplicity we used Algorithm 1 for the offline computation.
Diffusion equation.
The steady-state diffusion problem with a random coefficient in (4.1) can be used to model the effects of groundwater flow [25] . For more details on this problem, see [9] . The weak formulation for a fixed value of ξ is
Bilinear Q 1 elements are used to generate a discretized system, A(ξ)u ξ = f , of order N for the full model [13] . We use source term f ( x) = 1. Boundary conditions will be addressed below for each case. We consider two finite-dimensional representations of the random field for the diffusion coefficient a( x, ξ): a truncated Karhunen-Loève (KL) expansion (case 1) and a piecewise constant coefficient (case 2). These representations give rise to operators with affine dependence on the parameters as discussed in section 2. The truncated KL expansion is defined by
where μ( x) is the mean of the random field, λ i and a i ( x) are the eigenvalues and eigenfunctions of the covariance function, and ξ i (ω) are independent uniform random variables. We take the covariance function to be
where σ is the standard deviation and c is the correlation length, which describes the strength of the relationship between the value of the random field at x 1 = (x 1 , y 1 ) and x 2 = (x 2 , y 2 ). A large value of c implies that a( x 1 , ξ) and a( x 2 , ξ) are likely to be highly correlated. We will also use the truncated KL expansion to represent the reaction coefficient in the convection-diffusion-reaction equation (4.2). For the piecewise constant diffusion coefficient, the domain, D, is divided into m = n d × n d subdomains as in Figure 1 , where
are independent uniform random variables defined on Γ i = [0.01, 1]. Consider the influence of the parameters on the overall value of the coefficient for these two representations. The impact of the parameters in the truncated KL expansion is unequal because the expansion weights the parameters by the eigenvalues of the covariance operator. Thus, for example, ξ 1 and ξ 2 are more influential to the value of a( x, ξ) than ξ m−1 and ξ m , when the eigenvalues are labeled in decreasing order. In contrast, the piecewise random coefficients are equally weighted.
Algorithm 1 is used to generate the reduced basis Q. Once the reduced basis is generated we are able to solve the reduced problem defined in (2.5). Recall that the preconditioner for this system, discussed in section 3 and defined in (3.5), utilizes P
−1
A , a preconditioner of A. We will specify P −1 A using multigrid, which is well known to be effective for diffusion problems [6] . For the implementation, we use a smoothed aggregation algebraic multigrid routine from the Python Algebraic Multigrid package (PyAMG) with the default settings [3] : the presmoother and postsmoother are one iteration of Gauss-Seidel, the maximum size of the coarse grid is 500, and the pseudoinverse is used to solve the system on the coarse grid. To compute the preconditioner for the reduced problem, the multigrid operator P
A is applied to Q by performing one V-cycle on each of the k columns of Q. We study three ways to select the parameter used to specify P A .
1. Single-parameter offline: P 0 is derived from multigrid applied to A(ξ (0) ), where ξ (0) is the mean parameter, E[ξ]. 2. Multiple-parameter offline: A set of s parameters is used to define s precomputed offline preconditioners, P 1 , . . . , P s . This is done using multigrid applied to A(ξ (1) ), . . . , A(ξ (s) ). For the online component given ξ, ξ (j) ∈ {ξ (1) , . . . , ξ (s) } is selected such that ||ξ (j) − ξ|| 2 is minimized and P j is used as the preconditioner. There are several possibilities for choosing {ξ (1) , . . . , ξ (s) }, including random sampling, quasi-random sampling, and sparse grids. Sparse grids are used to limit costs of quadrature and interpolation of functions depending on high-dimensional parameter sets. Since we are working with high-dimensional parameter spaces and would like to represent the parameter space with as few parameters as possible, we choose the so-called No Boundary sparse grid [15] . The first level of the grid, of size s = 2m + 1, is obtained using the spinterp toolbox [16] . 3. Online: P A(ξ) comes from multigrid applied to A(ξ), where ξ is the same parameter whose solution we are seeking. The time to construct the preconditioner online is quite large. It requires building the coarse grid and smoothing operators and the significantly more expensive step of applying them to each column of Q in order to compute
Note that this approach does not allow offline construction of the preconditioner and thus is not meant to be used in practice. It is included here to give a lower bound for how well offline preconditioning could perform. The examples are implemented using Python and run with an Intel 2.9 GHz i7 processor and 8 GB of RAM. (The full model finite element discretizations are imported from the Incompressible Flow and Iterative Solver Software (IFISS) package which is implemented in MATLAB [22] .) The full solution is obtained using AMG with stopping criterion
where u j is the solution after j iterations of multigrid, implemented with the same settings outlined above. For iterative solution of the reduced problem, we use the preconditioned conjugate gradient (PCG) method with stopping criterion
where u r,j is the reduced iterate at step j. The given times for online preconditioning do not include the significant time required to construct the multigrid preconditioner, and the time for multiple-parameter preconditioning does not include the trivial time to find the minimizer ξ * . We choose ξ i to be independent and uniformly distributed random variables on Γ i = [−1, 1] and fix μ( x) = 1 and σ = 0.5. The correlation length c is varied; the number of parameters m is chosen to ensure that 95% of the variance in the random field is captured, i.e., and τ = 10 −8 for the error tolerance. 1 Decreasing the tolerance has the effect of increasing the size of the reduced basis, and for smaller τ the reduced model solutions from both direct and iterative methods require additional time; this tolerance has no effect on the full system solution.
To assess performance, we solve the reduced problem for 100 randomly chosen parameters using a direct method, the conjugate gradient method without preconditioning, and the conjugate gradient method with three preconditioners: single-parameter offline, multiple-parameter offline, and online. The average iteration counts for the conjugate gradient method are presented in Tables 1 and 3 . The time (in seconds) for the full AMG solution, the reduced direct method, and the single-parameter offline conjugate gradient method are presented in Tables 2 and 4 with the fastest method for each case in bold. Tables 1 and 3 show that the number of iterations needed for PCG grows only slightly as the size of the reduced basis grows, whereas the iterations for unpreconditioned conjugate gradient grow significantly. Also note that the single-parameter preconditioner performs nearly as well as the online preconditioner, so using the mean parameter to construct the preconditioner is an effective choice for the entire parameter space. Tables 2 and 4 illustrate that the single-parameter offline PCG method is faster than direct methods when the reduced basis is of size k ≥ 237. For τ = 10 −5 , this holds for m = 65, and for τ = 10 −8 , this holds for both m = 17 and m = 65. The improvement is more dramatic for the case of m = 65 and τ = 10 −8 , when the reduced basis size is k ≈ 700. For all values of m and N the reduced iterative method is more efficient than solving the full system.
For this example, the size of the reduced basis is consistent as the spatial size, N , is increased. This is especially clear for the smaller values of m. This is expected; see discussion in [12] suggesting that this size is in correspondence with the rank of the underlying solution space associated with the continuous model. There is some growth in k, the basis size, for the larger values of m, but we expect these values to eventually tend toward a constant as the spatial resolution increases. Since the cost of solving the full system grows with N , as expected, the advantage of using the reduced model also increases as the mesh is refined. 2 The average iteration counts for solving 100 reduced problems are given in Table 5 for the conjugate gradient method.
In contrast to the results for case 1, the iteration counts for the offline preconditioners are somewhat larger than those for the online ones (see Table 5 ). We attribute this to the fact that for this example, all the parameters are weighted equally in their contribution to the model, unlike the situation for the KL expansion. Thus, the single (or small) number of parameter sets used for the offline preconditioners are not as effective at capturing the character of the parameter space. Despite this, the important trends for the preconditioned solvers are the same as for case 1: iteration counts depend only mildly on the number of terms m in (2.3) or the size k of the reduced basis. There is little advantage of the "multiple-parameter" over the "single-parameter" approach. Thus we use this single-parameter PCG method as the iterative method to compare to the reduced direct and full multigrid methods in Table 6 .
We highlight the trends displayed in Table 6 as follows: • For the reduced problem, the iterative solver is more efficient than the direct solver for large reduced bases, in particular whenever the size k of the reduced basis is greater than or equal to 625.
• As the dimension of the spatial discretization increases, the solution of the reduced model is less expensive than the solution of the full model. Moreover, as in case 1, the size of the reduced basis tends to a constant as the mesh is refined, so solution costs also tend to a constant.
• For fixed spatial dimension, the costs of solving the full system are constant, whereas the size of the reduced model increases with the number of parameters, m, and N . For the largest choices of these values, m = 100 and N = 257 2 , the full AMG costs are lowest. However, for fine enough spatial meshes such that k has stabilized (as in case 1), we expect that the cost of the reduced model will be smaller.
Behavior of eigenvalues.
The performance of the conjugate gradient method for solving the reduced problem depends on the extremal values of the Rayleigh quotient (4.10)
Specifically, let us consider the second quotient on the right-hand side of (4.10) for the online preconditioner (i.e., where A and P A come from the same parameter ξ).
Note that an offline preconditioner requires an additional problem-dependent quotient which depends on the relationship between the parameter used to construct the preconditioner and the problem we are trying to solve. We have assumed in (3.4) that P A is spectrally equivalent to A. When A and P are symmetric positive definite, an analogous bound also holds for the inverses [24] ,
We have assumed that this bound holds for all y, so specifically it holds for y on the range of Q (i.e., y = Qx). Using this fact and applying inverses yields
Therefore the second quotient in (4.10) is bounded by σ 0 and σ 1 .
We can obtain insight into the first quotient of (4.10) by experimentally examining the eigenvalues of
using the benchmark problem from the previous section, case 2 of the diffusion equation. Figure 2 illustrates the eigenvalues for four values of m considered for this problem. All eigenvalues are bounded below by 1, and the largest eigenvalues grow only slightly with spatial dimension for the three cases where m > 4. This suggests that the condition number of the preconditioned reduced matrix is only weakly dependent on the spatial mesh.
Convection-diffusion-reaction equation.
The convection-diffusion-reaction equation (4.2) has applications in modeling fluid flow and chemical reactions. It can be used to model the transportation of contaminants in a flow subject to diffusive effects and/or chemical reactions [17] . Such models depend on parameters for the diffusion coefficient, the velocity, and the reaction coefficient. Any of these parameters could be uncertain [23] ; here we consider the case where the reaction rate is taken to be a random field depending linearly on a random vector. The weak formulation is
We present results for the steady-state model posed on domain
with Dirichlet boundary conditions 
and an inflow boundary condition on the boundaries, [x, −1] and [1, y] . We use source term f ( x) = 0 and a constant velocity w = (− sin π 6 , cos π 6 ). The diffusion coefficient is ν = 0.005. The reaction rate, r(x, ξ), is represented by a truncated KL expansion as in (4.5), with ξ i independent and uniformly distributed on Γ i = [−1, 1], with mean μ = 1, and with standard deviation σ = 0.5. As in case 1 of the diffusion equation, the value of the correlation coefficient c is varied, and the number of parameters m is chosen to capture 95% of the variance of the random field.
We again discretize using bilinear finite elements, which yields operators A, B, and R(ξ), in which A represents the diffusion term, B the convective term, and R(ξ) the reaction term. We include stabilization by the streamline-diffusion method [14] in the convection-dominated case when the mesh Peclet number (4.14)
where h e is a measure of the element length in the direction of the wind. This method produces matrices S cd and S r , defined in terms of the finite element basis functions 
The resulting linear system has the form (4.15)
where F (ξ) = A+B +R(ξ)+S cd +S r (ξ). As is well known [1, 13, 19] , this stabilization enhances the quality of solutions with steep gradients obtained using inadequately fine grids, limiting the presence of nonphysical oscillations in discrete solutions; see Figure 3 . As the discretization is refined, the stabilization becomes unnecessary. We now consider solving the reduced problem (This formulation corresponds to a stabilized version of the reduced model referred to as an "offline-online" stabilized method in [19] . Cf. also [10] for alternative ways of handling models containing convection terms.) As above, we use iterative methods where Q is constructed using Algorithm 1 with M = 2000 and τ = 10 −8 . Since the system is not symmetric, we use the stabilized biconjugate gradient method (BICGSTAB) in conjunction with preconditioner Q T P
−1
F Q, where P −1 F is constructed using one of two methods:
1. Offline: P
F is a multigrid preconditioner of F (ξ (0) ), where ξ (0) is the mean of the parameter space, E[ξ].
Online: P −1
F is a multigrid preconditioner of F (ξ). As with the diffusion equation, the multigrid preconditioners are constructed using a smoothed aggregation AMG routine from PyAMG [3] . The examples with N ≤ 129 2 required streamline-diffusion stabilization; for N = 257 2 , this was not needed. However, in this case AMG required a different smoothing operator, the normed residual Gauss-Seidel smoother, where Gauss-Seidel is applied to the normal equations instead of the standard Gauss-Seidel smoother [3, 21] . We attribute this to instability of the coarse grid operators. Table 7 contains the average iterations for BICGSTAB to solve the reduced model for 100 randomly selected parameters. We observe that the offline preconditioner is also effective for this problem. In terms of iteration counts, the offline preconditioner performs nearly as well as the online preconditioner as in case 1 of the diffusion equation. The times for offline preconditioned BICGSTAB, reduced direct, and full multigrid methods are shown in Table 8 . The reduced iterative method is faster than the direct method for m = 785. Since decreasing N has the effect of decreasing k for this problem, the iterative methods perform best for m = 145, N = 33 2 , 65 2 , corresponding to k = 372 and greater. 
