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Abstract 
Despite the fact that Solid State Disk (SSD) storage media had offered a revolutionary property storages community, but the 
unavailability of a comprehensive video allocation strategy in these storage media, had leads to gluttonous  consumption of the 
available space, decreasing the life span among intensive random writing processes, time-consuming reading processes, and 
unqualified system resources consumption. In order to overcome these challenges, an efficient video allocation algorithm is a 
desirable and necessary option. In this paper, the authors developed a new video allocation algorithm for flash-based SSDs 
storage media systems.  The Cost Benefit economic concept had been adopted in constructing and developing this algorithm. 
We called it Cost Benefit Processor (CBP) algorithm. For clarification purposes, the authors had reviewed the internal 
architecture of it. Some of the default video allocation scenarios are also been discussed. The proposed algorithm had been 
compared with another allocation algorithm. The comparison results showed the decreasing in both the number of requested 
blocks and the number of active blocks. 
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1. Introduction 
 
The flash-based Solid State Disk (SSD) consists of a big number of blocks [17]. The read and write of data is 
done on cell basis while the erase is carried on block unit [1, 3, 19, 20, 22]. There are three basic operational 
characteristics, out place updating scheme, garbage cleaning process, and limited erasure cycles [3, 7, 8, 11, 16, 20, 
21, 23]. In flash-based Solid State Disk storage media, updating the existing video data by overwriting the same 
physical location is strictly prohibited [11, 20, 21]. The original video data must be erased prior to the updated video 
data can be stored on the same location. To avoid from initiating the erase operation, each time the video data is 
updated, out place updating scheme will be recognized in flash-based storage media [3, 7, 8, 11, 16, 21]. In this 
scheme, the updated video data is written in new location while the old version is marked as invalid [1, 3, 7, 8, 11, 
16]. After a long series of updating transaction occurs in the media, a big volume of available space in flash-based 
storage media will be consumed [6, 17, 22]. The garbage cleaning process is invoked when the ratio of invalid 
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(garbage) reaches a certain level of threshold [2, 17]. Before the process can be initiated, the valid video data resided 
in the block must be copied into available free spaces of other blocks [1, 5, 21]. In this situation, additional 
processing time will be consumed by garbage cleaning (collection) process [4, 5, 13, 19]. Moreover, system 
resources are consumed in form of system performance weakness. The erase operation is necessary in flash-based 
memory systems, in order to ensure the continuity of video data storing process. Limited erasure cycles refer to the 
number of erase operation allowed to each block [6, 11]. Each block has its own limitation in erasure access lifespan 
[7, 9, 19, 21, 22]. Accessing excessively will cause the block to become unreliable and spoiled [9, 12, 15]. These 
factors affected the performance of this media [3, 11, 22]. In the midst of this processes in the storage media, the 
need for allocation algorithm has become a critical option. The flash-based Solid State Disk (SSD) storage media 
have three hardware characteristics, garbage collection mode; out-place updating scheme and limited erasure cycles, 
which affected its general performance [3, 7, 8, 11, 16, 20, 21]. The space waste, time consumption, and random 
writing operations, had appeared as a group of performance challenges that emerged from these characteristics. A 
video allocation algorithm that mitigates its ruggedness should be invented and presented.  
 
2. Allocation Mode 
 
Initially, the Cost Benefit Processor performs a filtering operation for incoming reading and writing processes. 
All writing processes should be forwarded to a temporary sequence called a write-based page access pattern, then 
this sequence must be divided into equal size. Each page that is type write in the write-based page access pattern 
will be allocated into temporary sub-sequence of length equals to the number of pages in the block. This temporary 
sub-sequence is considered as a mediator between a write-based page access pattern that contains writing processes 
only and all blocks available in the Solid State disk storage system. In some cases, the numbers of remaining pages 
in the temporary sub-sequence are less than the number of cells available in the block, so the allocation algorithm 
will perform a search process to find the most suitable block to place these pages. For instance, if the temporary 
sub-sequence still has (1) remaining page in the end of the writing stage, it is not possible to place this page in a 
free, new block.  The correct solution is to place it inside any of the active block that has at least a place for (1) 
pages. 
 
To proceed in this state, firstly the Cost Benefit Processor algorithm will read the Block Sate  Tracer (BST) to 
determine all active blocks that have 1s free page, if no blocks    met  these  requirements,  the  proposed  allocation  
algorithm  will  execute another search process for all active blocks that have 2s free pages. Let us assume that the 
proposed allocation algorithm has to face another worst case scenario where no blocks with 2s free pages are 
available, the proposed algorithm will also be performing another search  operation  for  all  active  blocks  with  3s  
free  pages.  However, the proposed allocation algorithm will be continued in this scenario until the appropriate 
place to allocate the requested page(s) can be found. During the block searching process, the proposed algorithm 
applies insofar as the predefined block selection system to be fully utilized in this search operation. This 
T
allocation process on the state of the Solid State Disk and Block State Tracer (BST) Components are shown in 
Figure 1 and Table 1. 
 
 
 
 
 
 
 
 
 
Figure 1. A group of Block State Tracer (BST) 
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                                                      Table 1. BST after performing all writing processes 
ID Initial Size/KB Number of Erase Processes Remaining Size/KB State 
B1 16 0 0 Active 
B2 16 0 0 Active 
B3 16 0 12 Active 
B4 16 0 16 Inactive (free) 
B5 16 0 16 Inactive (free) 
B6 16 0 16 Inactive (free) 
B7 16 0 16 Inactive (free) 
B8 16 0 16 Inactive (free) 
 
3. Cost Benefit Processor for Video Allocation Algorithm 
 
The proposed Cost Benefit Processor algorithm has been built on the features of the Cost-Benefit economic 
theory. According to the theory, it concentrates on forwarding to determine and analyze the decision efficient levels 
and then building and performing the best compared management decision.  The  proposed  algorithm  has  
recognized  and adopted  the  conceptual  output  of  this  theory  and  utilized  it  in  building  allocation decision. 
Cost Benefit Processor (CBP), consists of three basic components: 
 Process Filter (PF): divides the incoming processes into two types, reading and writing processes. 
 Cost Benefit Engine (CBE): building Block State Tracer (BST) component and  per forming a  sequent-
based style allocation task. 
Block State Tracer (BST): holds temporary all blocks meta-data, which are: 
 
 
 
 
 
 
4.  VIDEO ALLOCATION SCENARIOS 
 
Basically, three video allocation scenarios could be invoked during the allocation process using Cost Benefit 
Processor algorithm. We briefly introduce and discuss these scenarios as shown in the following subsections: 
 
4.1 Size Equality (SE) scenario: 
Invoked when the size of incoming data pages is equals to the block default  size. The size equality case 
could be simplified as shown in Figure 2. 
 
 
 
 
 
 
Figure 2. Size equality allocation case 
 
4.2 Size Disproportion (SD) scenario: 
The size disproportion scenarios focuses on selecting all blocks with their remaining sizes less than the 
incoming data pages. The case might be simplified as mentioned below: 
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1. Initialize Cost Benefit Engine 
2. Read Block State Tracer 
3. Select all Active state blocks 
4. Search for block with remain-size value equalled to modified data pages 
5. Select lowest-erased block 
6. Allocate data pages 
7. Update block state tracer 
 
4.3 Exclusive Case (EC) scenario: 
When the size equality and size disproportion allocation cases fail to accomplish anything in the allocation 
process, the exclusive case will be invoked to perform the allocation task. The pseudo code below briefly describes 
this case. 
1.  Initialize Cost Benefit Engine 
2. Read Block State Tracer 
3. Select all Active state blocks 
4. Select blocks of remain-size greater  than current size of to modified data pages and less than default block 
size 
5. Select lowest-erased block 
6. Update block state tracer 
 
5. Implementation Environment  
5.1 The simulator 
A basic Solid State Disk simulator using the .NET technology has been designed and implemented.  Figure 3, 
displays the basic architecture for the implemented  
  
 
Figure 3. the .NET based Solid State Disk simulator architecture 
 
The simulator performs two main tasks, reading data from memory blocks and writing modified data pages onto 
memory blocks. It is built based on the Object-Oriented Programming (OOP) modularity concept.  The  implemented  
event  driven  simulator consists  of  two  main  parts,  hardware  and  software.  Table 2 shows the basic properties 
for each part. 
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Table 2. Simulator specifications 
                       Hardware Software 
Property Value Property 
Number of package 1 Platform:.NET technology 
Number of die 1 Main functions: 
1.  Reading data from 
memory blocks. 
2.  Writing data to memory blocks. 
Number of plane 1 
Number of block 30.000 
(Adjustable) 
Number of cells/block 4 
 
Referring to the above mentioned figure, the package term refers to the container of die, plane and blocks. 
The die component is a group of planes components and each plane contains a group of blocks. Generally, the 
block consists of limited sets of cells. All these components are hardware parts that simulate the Flash-based 
Solid State Disk simulator. 
5.2 The Traces Files 
In this study, sets of traces files have been used. Each file consists of a fixed number of reading and writing 
processes. The main difference among these files is the number of reading and writing processes in each file. This 
difference refers to th
requested process and  the related data.  The files are collected by using a real-time monitoring tool called the 
Microsoft trace-log. The Table 3 shows the number of reading and writing processes in each trace file. 
 
Table 3.The number of reading and writing processes in traces files 
Trace file 
number 
Total number of 
Processes 
Number of reading 
Processes 
Number of writing 
Processes 
1 1000 700 300 
2 31250 25415 5835 
3 62500 52662 9838 
4 125000 108436 16564 
5 250000 220556 29444 
6 500000 444126 55874 
7 1000000 892816 107184 
 
5.3 Proposed Allocation Algorithm Performance Evaluation 
The proposed video allocation algorithm will be evaluated using two main factors, the average number of used 
and the number of active blocks. 
 
The video allocation algorithm has also been compared with the Best-Match (Best- M) allocation algorithm. 
Sections (5.3.1) and (5.3.2) respectively constitute analysis of the results obtained from the simulator. 
 
5.3.1 Average Number of Used Blocks 
The results  for  this  comparable  factor  depend  mainly  on  the  nature  of  the modified data pages of the 
trace file and the length of page access pattern. The length value represents the number of reading and writing 
processes used in the trace file. Table 4 shows the obtained results for the average number of used blocks of 
both the proposed algorithm and Best-M algorithm. 
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Table 4. average number of requested blocks/allocation algorithm 
Trace file ID Number of writing processes 
(length of page access pattern) 
Results 
Best-M BCP 
1 300 84 76 
2 5835 1463 1445 
3 9838 2460 3002 
4 16564 4142 4011 
5 29444 7362 7179 
6 55874 13968 15250 
7 107184 26796 25773 
From the above-mentioned results, it is discovered that the proposed allocation algorithm performs better than 
the Best-M algorithm. Numbers of the requested blocks by the proposed algorithm are less than the numbers of 
the requested blocks by the Best-M counterpart. Despite this fact, Best-M keeps convergent results similar to 
the proposed allocation algorithm, especially in the absence of acceptable degree of similarity among pages in 
the page access patterns. 
 
5.3.2 Number of Active Blocks 
Another experiment to measure the number of active blocks requested by the two algorithms has been 
executed. The result of the experiment is shown in the Table 5. 
Table 5. number of active blocks/allocation algorithm 
Trace file ID Number of writing processes 
(length of page access pattern) 
Results 
Best-M BCP 
1 300 79 65 
2 5835 1463 1402 
3 9838 2479 3002 
4 16564 4142 3711 
5 29444 7362 7179 
6 55874 13968 13050 
7 107184 26796 25082 
 
The proposed allocation algorithm restricts writing operations, along with the fact that it balances the lifespan of 
all blocks. Any writing operation is performed by applying predefined block selection criteria where these factors 
persist as long as the writing operations are executed. As a result, the algorithm, keeps as low as the number of 
active blocks during the allocation process comparison with the Best-M algorithm. Based on the results, it can be 
concluded that the number of active blocks requested by the proposed allocation algorithm is less than the 
number of active blocks requested by the Best-M algorithm.  Both algorithms have provided a closely convergent 
result when the page access patterns of the modified data pages have high degree of similarity.  
 
5. Conclusion 
 
The Cost Benefit Processor (CBP) video allocation algorithm has been proposed to handle and manage the video 
allocation processes in the flash-based Solid State Disk (SSD) storage media. From the simulation results, when the 
proposed video allocation algorithm has been compared with the Best-M allocation algorithm, the number of the 
requested blocks and the number of the active blocks are decreased. As a conclusion, the results from the 
simulation can be considered as well- accepted, the study objectives have been achieved and the problem statement 
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gets to be answered. The allocation process had become more accurate and more persistent especially when the 
Best-M allocation algorithm is drawn for comparison. 
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