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Abstract
Shadow detection is an important branch of computer vision. Recently, convolutional
neural network (CNN)-based methods for shadow detection have achieved better perfor-
mance than methods based on manually designed features. However, CNNs are extremely
hungry for data and the training of CNN-based shadow detector requires time-consuming
and expensive pixel-level annotations. To alleviate this problem in shadow detection, a
method of data augmentation based on generative adversarial network (GAN), named
ShadowGAN, has been proposed. Given a shadow mask and a shadow-free image, our
ShadowGAN can generate shadow images with labels. To guide the training of Shadow-
GAN and get more realistic shadow images, 1 loss is further implemented to impose a
restriction between real shadow images and generated shadow images. The effectiveness of
ShadowGAN is demonstrated by training existing shadow detectors on enlarged dataset.
In addition, to better make use of shadow-free images in shadow detection, shadow image
classification task is added for the shadow detectors. Experiments show that this task can
guide the feature extraction network to learn more robust shadow features. At last, these
two methods are combined and a better performance of shadow detection is achieved.
1 INTRODUCTION
Shadows are a common phenomenon in natural scenes, it may
hamper or benefit some tasks of computer vision. On the one
hand, shadows can provide auxiliary information such as light
direction [1], camera location [2] and scene geometry [3]. On
the other hand, objects covered by shadows can be regarded
as adversarial samples, thus the performance of some tasks,
such as object detection, tracking, semantic segmentation and
recognition will suffer from shadows [4–8]. Therefore, shadow
detection is widely used in computer vision tasks as one impor-
tant pre-processing step. Early shadow detection methods
rely on physical models of illuminations or manually designed
shadow features [9–12], and require high imaging quality and
several assumptions, such as Lambertian reflectance, Planckian
lighting and narrowband camera sensors, which is not easy to be
satisfied. As a result, these methods fail to detect shadows under
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different illuminations and environments. Convolutional neural
network (CNN)-based shadow detection is demonstrated with
higher accuracy and better generalization ability [13–16]. How-
ever, the training of CNN-based shadow detectors requires
datasets with pixel-level annotations and labelling of shadow
images is very time-consuming and expensive. Existing datasets
for shadow detection include ISTD [17] and SBU [18], which
only contain 1870 (1330 for training, 540 for testing) and 4727
(4089 for training, 638 for testing) image pairs respectively. The
data is not enough for training CNN-based shadow detection
to realize accurate feature extraction.
Generative adversarial networks (GAN) [19], which put two
networks (a generator and a discriminator) competing with each
other, is a powerful framework for learning data distribution and
generating images from random noise distribution. Recently,
researchers have carried out significant amount of works to
improve its performance and expand its applications [20–23].
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In this way, existing shadow detection dataset can be enlarged
without labelling shadow images manually. These works make it
possible to generate training samples of high quality via GAN.
Inspired by [24], which implements Cycle-GAN [21] to generate
shadow-free and shadow images with unpaired data, we propose
ShadowGAN for generating shadow images only. Although the
training of Cycle-GAN does not require paired data, we prefer
a single-direction framework because a bidirectional network is
distracted. To guide the training of ShadowGAN and get more
realistic results, we further add 1 loss between real shadow
images and generated shadow images. After ShadowGAN is
trained, the discriminator is discarded. To generate new shadow
samples, a randomly selected mask and a shadow-free image
are fed into the generator. In this way, another 1330 shadow
images with accurate annotations are collected and are added
into the original training set. To improve the effectiveness of our
ShadowGAN, we carried out extensive experiments and com-
parisons by training two recently proposed shadow detectors
DSC [13] and BDRAR [14] on augmented datasets and origi-
nal dataset, respectively. Results indicate that the performance
of these two shadow detectors is improved by training on aug-
mented datasets.
Moreover, existing shadow detection datasets, such as ISTD,
contain shadow and shadow-free images. To make full use of
these shadow-free images in shadow detection and improve
shadow detection accuracy, in this work, we take a deeper step in
exploring the importance of semantic information for shadow
detection. Apart from augmenting the dataset with generated
images, we further propose a shadow classification module and
integrate this module with DSC and BDRAR. This module
aims at classifying whether an image is a shadow image or
not. Adding this module enables the feature extraction net-
work of shadow detectors to extract more robust features. In
other words, this module will suppress non-shadow features and
enhance shadow features. On the other hand, the training of
this module does not require pixel-level labels. Our proposed
shadow classification module is light-weighted and easy to inte-
grate with existing shadow detectors. The proposed classifica-
tion module is simple yet effective and can augment the training
set of shadow detection in an indirect way.
Finally, we combine our ShadowGAN and shadow classi-
fication module. In other words, we train shadow detectors
integrated with shadow classification module on dataset aug-
mented by images generated from ShadowGAN. Experiments
show that our ShadowGAN and shadow classification module
are compatible.
The main contributions are summarized as follows:
∙ A data augmentation method, ShadowGAN, is proposed
and designed to enrich the training dataset for CNN-based
shadow detection models, which does not require labelling
of shadow images manually. Experiments demonstrate that
the performance of shadow detectors trained on augmented
dataset is improved.
∙ A shadow detection method assisted by shadow image classi-
fication is proposed, which is beneficial for the feature extrac-
tion network to extract more robust features. By joint train-
ing of shadow detection and shadow image classification, the
results demonstrate that shadow image classification is effec-
tive for improving shadow detection.
∙ How semantic information affects shadow detection is
deeply investigated and an insight for applying classification
task to other computer vision tasks is provided.
2 RELATED WORKS
2.1 Shadow detection
2.1.1 Traditional methods
Early methods rely on physical characteristics of shadows to
detect shadows, such as illuminant-invariant properties [10], tex-
ture and region properties [25–27]. In these works, the method
based on entropy minimizing [10] is a typical one. This work
proposed a method in which the illumination-invariant direction
of RGB images is computed by entropy minimization, and then
RGB images are projected into grey-scale images, named intrin-
sic images, in the illumination-invariant direction. This method
assumed that shadow edges will be removed in illumination-
invariant images and thus shadows can be located. Researchers
further explored edge and pixel information of shadows. Zhu
implemented shadow variant and shadow-invariant cues, which
include pixel intensity, gradient and texture, to train a shadow
classifier to detect shadows [25]. Besides, Huang trained a
SVM as shadow boundary detector and implemented detected
edges to recovery shadow regions [26]. After that, region-level
information is considered. Guo addressed shadow detection by
computing illumination information of segmented regions and
applied graph-cut to label shadow and non-shadow regions [27].
2.1.2 CNN-based methods
The above methods have achieved considerable results, but
CNN-based methods are proved to be more accurate and eas-
ier to generalize on other datasets. Khan is the first to explore
shadow detection with CNNs, he proposed to use multiple
convolutional neural networks to learn shadow features [28].
After shadows are detected, an algorithm is further applied to
remove shadows. Shen proposed a structured CNN to exploit
the local structure of shadow edges and formulated the recovery
of shadow regions as least-square optimization problem [29].
Considering shadows contain abundant semantic information,
Vicente proposed a semantic-aware patch-level stacked CNN
model to detect shadows [18]. Nguyen proposed scGAN and
imposed a sensitivity parameter to loss functions [30]. Recently,
Hu proposed Direction-aware spatial context (DSC) module
[13] and integrated it into feature pyramid network (FPN) [31]
to detect shadows from different layers of FPN. Zhu claimed
detecting shadows from bidirectional FPN network is ben-
eficial to the task, he integrated recurrent attention residual
(RAR) module into FPN from low layer to high layer and from
high layer to low layer [14]. Zheng proposed Distraction-aware
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attention module, aiming at forcing FPN to distract or con-
centrate on features of false positive detections and false nega-
tive detections from previous methods [15]. Very recently, Chen
proposed a multi-task semi-supervised model to make full use
of unlabelled data [16] and this method can be regarded as a type
of data augmentation. To get large high quality shadow detec-
tion/removal dataset, Guo [32] proposed a synthetic dataset for
shadow detection/removal and proposed adversarial domain
adaption to minimize domain bias. In [32] , GAN-based shadow
detection is implemented, and the detected shadows are further
used to guide the training of shadow removal. These CNN-
based methods have achieved great improvement in shadow
detection, but their ability may be limited by the scale of exist-
ing datasets. Besides, semantic information is significant for
shadow detection. Existing datasets, such as ISTD dataset, con-
tain shadow and shadow-free images. However, these works did
not take a further step in making use of shadow-free images to
strengthen their detectors to extract more useful semantic infor-
mation. In this paper, we show that by adding shadow classifica-
tion module, the FPN will do a better work in learning semantic
information of shadows.
2.2 Shadow generation
Shadows make synthesized images more realistic. There are sev-
eral works exploring this. To generate shadows for 3D models
inserted into an image, Zhang et al. [33] proposed their Shad-
owGAN. They use local and global adversarial discriminator
to ensure realistic shadow shape and global consistency with
existing shadows. Liu et al. [34] proposed ARShadowGAN to
model shadow generation of virtual objects. They make use of
attention mechanism to map the relation of shadows and envi-
ronment. These two works aim at augmenting reality of virtual
object. Liu et al. [35] proposed G2R-ShadowNet to generate
shadow/shadow-free pairs from shadow images and shadow
masks. They first cut out the original shadow region and then
generate new shadows with a randomly selected shadow mask.
They collected a new shadow removal dataset and trained a
shadow removal network on this dataset. In this work, similar
idea is adopted to generate shadow images.
2.3 Data augmentation
There are common data augmentation methods for training
CNNs, such as randomly cropping, randomly flipping and
colour space transformation. However, some methods like
randomly cropping and colour space transformation are not
suitable to shadow detection datasets because such operations
may break down semantic information. GAN is first proposed
to learn the data distribution and experiments show that GAN
can generate images from noises although these generated
images are of low quality [19]. Inspired by this work, researchers
carried out significant amount of works to improve the quality
of generated images and expanded the idea of GAN to translate
objects belong to a category to objects belong to another cate-
gory, or domains to domains [20–23]. The powerful generative
ability makes it possible to generate training data via GAN when
training samples are difficult and expensive to collect. Zhong
et al. [36] proposed a method based on Cycle-GAN to trans-
form image style captured by a camera to the style captured by
another camera. This method alleviates image variations caused
by different cameras in person re-identification. As described
in [37], existing datasets for threaten object detection in X-ray
images are unbalanced because prohibited items seldom occur
in security checkpoint while normal samples are abundant and
easy to collect. CNN detectors trained on such datasets tend
to predict input images as normal regardless of normal or
abnormal samples. To solve this problem, a modified SAGAN
[38] is proposed to generate new prohibited samples. Besides,
to get more prohibited samples with different poses, this work
implemented Cycle-GAN to translate real images containing
prohibited items into X-ray style images. Considering the prob-
lem that a model trained on a specific domain hardly generalize
to another domain, Huang et al. proposed a structure-aware
network [39], named AugGAN, to achieve day-to-night domain
adaptation and trained Faster-RCNN [40] and YOLO [41] on
enlarged dataset to demonstrate the effectiveness of AugGAN.
In the field of shadow detection, Le et al. [42] proposed A+D
Net, which contains a shadow detection network (D-Net) and
a network (A-Net) generating hard-to-predict samples, to aug-
ment the training set and detect shadows. The A-Net focuses
on generating adversarial samples to fool D-Net and the D-
Net is trained on images from original dataset and A-Net. Very
recently, by encouraging the output consistency of student and
teacher network on unlabelled data, Chen et al. successfully
improved shadow detection accuracy of their proposed multi-
task shadow detector [16]. In shadow detection, researchers
mainly focus on how to improve the detection accuracy, while
this work concentrates on how to augment existing dataset with-
out spending much time on labelling shadow images.
3 PROPOSED METHODS
3.1 ShadowGAN
Collecting images from real world is a common method to build
a dataset but it requires more manual efforts, especially when
pixel-level annotation is required. This work takes an initiative
in collecting new samples via AGN. Our idea is inspired by
[24], this work proposed unpaired shadow removal with Cycle-
GAN by generating shadow-free and shadow images. How-
ever, this work aims at removing shadows and the generated
shadow images are lack of reality. To solve this problem, we use
a single-direction network instead of a network with bidirec-
tional structure because we focus more on generating shadow
images. Accordingly, we use paired data to train the network
and add 1 loss to enable the generator to output more realis-
tic shadows. We take the network in [24], the generator includes
a down-sampling block and an up-sampling block with double
convolutions. Between the two blocks, nine residual blocks with
stride-two convolutions are inserted. Rather than output the
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FIGURE 1 The pipeline of ShadowGAN
feature map directly, the generator takes a residual learning strat-
egy and adds up the learned feature map and input image. This
strategy helps the generator to learn complementary shadow
information and reserve original non-shadow information. The
discriminator is a bunch of convolutions, its last layer takes the
responsibility to classify the input as real or fake. In the genera-
tor and discriminator, after each convolution, instance normal-
ization [43] is followed.
Unlike [24] which aims at learning to remove shadows from
unpaired data, our goal is to generate new shadow images and
enlarge the shadow detection dataset. Thus, we only use a pair of
generator and discriminator. The pipeline of our ShadowGAN
is shown in Figure 1.
As can be seen in Figure 1, during training phase, a shadow-
free image and a shadow mask are fed into the generator. After
that, the generator will generate shadows on the regions indi-
cated by shadow mask. The generated image and correspond-
ing real shadow image will be fed into discriminator. The dis-
criminator is adopted to find out fake shadow images, while the
generator is utilized to generate more realistic shadow images
to cheat the discriminator. During such a process, the following
objective function is optimized:
L (G ,D) = EI reals ∼Pdata(I reals )
[
log
(
D
(
I reals
))]
+ EI f ∼Pdata
(
I f
)
[
log
(
1−D
(
G
(
I f ⊕ Imask
)))]
+ ‖I reals −G (I f ⊕ Imask) ‖1 (1)
where I reals , I f and Imask denote real shadow images, shadow-
free images and corresponding shadow masks respectively. ⊕
denotes the concatenation operation. ‖ ⋅ ‖1 denotes 1 loss. G
is generator and D is discriminator. Although adversarial loss is
enough to fool the discriminator, the generated shadows tend to
be artifacts. That is, the generator tends to only generate some
black regions, but the discriminator will regard these regions
as shadows. As pointed in [44], with only adversarial loss, the
generator will fail to learn contextual information and thus the
generated images will be less realistic. One way to solve this
problem is to add additional restrictions, such as 1 loss and
2 loss. In view of 1 loss enable the network to generate less
blurry images than 2 loss [21], in this work, 1 loss is imposed
between generated shadow images and real shadow images. In
testing phase, the discriminator will be discarded. To get new
samples, a shadow mask and a shadow-free image are randomly
sampled from ISTD training set and fed into the trained gen-
erator. Figure 2 shows several real shadow images and shadow
images generated by our ShadowGAN. As can be seen in Fig-
ure 2, our ShadowGAN successfully generates realistic shadow
images and these images are in various locations and shapes
compared to original shadow images.
3.2 Shadow image classification
To enable the feature extraction network to learn more robust
shadow features, we follow a simple idea that a well-trained
shadow detector can learn shadow features and it is supposed
to be able to distinguish shadow and non-shadow images.
Besides, the pixel-level supervision in shadow detection focuses
more on details than semantic information while the category-
level supervision focuses more on semantic information. Thus,
the network can expect a stronger feature extraction ability
by combining shadow detection and shadow image classifica-
tion.
Based on the above assumption and understanding, a shadow
image classification branch is added to shadow detectors, as
shown in Figure 3.
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FIGURE 2 Generated shadow images and real shadow images. Column 1–5 are real shadow images in ISTD, column 6 is the image generated by our
ShadowGAN, column 7 is the shadow mask to guide the generation of shadow images
FIGURE 3 The pipeline of ShadowGAN
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The last layer of FPN contains useful semantic information
of shadows, thus two fully connection layer are added behind
this layer. The first fully connected layer is the original layer of
ResNext101 [45] for 1000 category classification. It is followed
by another fully connected layer for adapting this network to
binary category (shadow and shadow-free) classification. We
designed an end-to-end training strategy. The classification
branch and detection branch share the same FPN. The detec-
tion branch is trained only once and the classification branch
is trained twice in each round. Note that the FPN is active in
the entire training process. During training, the classification
branch is supervised by
cls = −
[
ylogỹ + (1 − y) log (1 − ỹ)
]
(2)
where y is the label of input image and ỹ is predicted label of
categories. By denoting the loss function of shadow detecting
branch as , the total loss can be computed as
total = 𝜆 (i )det + [1 − 𝜆 (i )]cls, (3)
𝜆 (x ) =
{
1, x mod 3 = 0,
0 x mod 3 > 0.
(4)
where i denotes current training iteration. It indicates that the
parameters of feature extraction network will be updated by
classification branch twice and updated by detection branch
once in every three iterations.
An advantage of classification task is that it does not require
pixel-level annotations, it only takes a glance to decide an image
is shadow or non-shadow image. Our proposed shadow clas-
sification module is quite simple yet achieve a non-negligible
improvement, as can be seen in Table 2. Such an improvement
can be attributed to more robust shadow features extracted by
feature extraction network. In other words, by combining clas-
sification module and shadow detection module, the feature
extraction network goes even further in learning how to sup-
press non-shadow features, such as black objects, and enhance
shadow features.
3.3 Training of ShadowGAN and generation
of shadow images
ISTD dataset [17] is adopted for training our network. ISTD
is a dataset for shadow detection and shadow removal, it con-
tains 1870 triplets including shadow images, shadow masks and
shadow-free images. In ISTD dataset, 1330 triplets are assigned
for training and the rest 540 triplets are assigned for testing.
We train our proposed ShadowGAN on the 1330 training
triplets. After the model is trained, the discriminator is discarded
and only the generator is tested to generate shadow images. The
trained generator will infer on 1330 training triplets. That is,
a shadow mask is randomly assigned to a shadow-free image,
then the two images are fed into generator. Finally, the gen-
erator outputs a shadow image, the input shadow mask is the
label of this shadow image. In this way, another 1330 annotated
TABLE 1 BER of DSC and BDRAR trained on original dataset and
enlarged dataset
Data augmentation BER PE NE
DSC × 2.81 1.57 4.04
√ 2.43 1.43 3.43
BDRAR × 2.25 1.31 3.19
√ 1.91 1.02 2.81
TABLE 2 BER of DSC and BDRAR integrated with and without
classification module
Cls BER PE NE
DSC × 2.81 1.57 4.04
√ 1.84 0.94 2.73
BDRAR × 2.25 1.31 3.19
√ 1.92 1.53 2.31
images with different shadows can be collected without manual
labelling efforts.
3.4 End-to-end training of shadow
classification and shadow detection
This section explains how to realize end-to-end training of
shadow detection branch and shadow image classification
branch. The whole network is divided into three parts, which
are feature extraction network, shadow image classification
branch and shadow detection branch. For simplicity, these
three components are denoted as F, C and D. In each training
round, C is trained twice, D is trained only once. When D is
activated, shadow images and shadow masks will be fed into F,
otherwise shadow-free images and shadow images will be fed
into F instead. It is worth noting that parameters of F will be
updated no matter whether D or C is activated. After the whole
model is trained, C is discarded during testing.
3.5 Combination of ShadowGAN and
shadow classification head
In this work, we propose ShadowGAN to augment the dataset
and add shadow image classification task to the network. It
is easy to implement this combination and does not require
extra training tricks. First, we use ShadowGAN to generate 1330
shadow images and subsequently enlarge the shadow detection
dataset. Then, we train shadow detection branch on the enlarged
dataset and train shadow image classification branch on the orig-
inal (real) shadow and shadow-free images. Experiments show
that ShadowGAN and shadow image classification task are ben-
eficial to shadow detection, as can be seen in Tables 1 and 2.
Although these two methods can work independently, com-
bining ShadowGAN and shadow image classification task can
achieve a better performance, as can be seen in Table 4.
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4 EVALUATION
4.1 Implementation details
All of our experiments are carried out on Pytorch1.2.0. DSC
and BDRAR integrated with classification module are trained
on four and two TiTAN V respectively.
During the training of Shadow detection module and Shad-
owGAN, default parameters are followed. To train shadow clas-
sification module, the batch-size is set to 32, the learning rate is
0.005.
Balanced error rate (BER) is a commonly-used metric for
evaluating shadow detection results. It performs on detected
shadow masks and corresponding ground-truth shadow masks.
BER equally consider the accuracy on shadow regions and non-
shadow regions. It can be computed by
BER =
(
1 −
1
2
(
Tp
Np
+
Tn
Nn
))
× 100%, (5)
where Tp, Np, Tn and Nn are the number of correctly detected
shadow pixels, the number of shadow pixels of ground truth, the
number of correctly detected non-shadow pixels and the num-
ber of non-shadow pixels of ground truth, respectively. A lower
BER indicates better shadow detection results. In the following
experiments, results are rounded and accurate to two places of
decimals. Accordingly, the positive error (PE) and negative error
(NE) can be computed as
PE =
(
1 −
Tp
Np
)
× 100%, (6)
NE =
(
1 −
Tn
Nn
)
× 100%. (7)
4.2 Evaluation of ShadowGAN
To evaluate the effectiveness of ShadowGAN, we train two
recently proposed shadow detectors, DSC [13] and BDRAR
[14], with default arguments on two datasets which are original
1,330 training pairs of ISTD and dataset enlarged by generated
1,330 images. These trained models are then tested on the 540
testing shadow images of ISTD. The results of BER are shown
in Table 1.
As can be seen in the Table 1, both DSC and BDRAR gain a
non-negligible improvement after training on enlarged datasets.
Note that our aim is to demonstrate the effectiveness of data
augmentation instead of comparing the performance of these
two detectors.
4.3 Failure case of ShadowGAN
Although images generated by ShadowGAN can improve the
performance of shadow detection, from a subjective perspec-
TABLE 3 Results of original BDRAR with batch size at 32
Shadow detector BER PE NE
BDRAR 2.27 1.29 3.24
tive, there are some failure cases. In Figure 4, the first col-
umn shows the generated shadows are lack of details. The sec-
ond and third columns show that the generated shadows are
unclear. The fourth column shows the loss of texture consis-
tency between shadow and non-shadow regions. We attribute
these failure cases to insufficient scenes in training set. Note
that these images are also used to enlarge training set, no manual
efforts are made to delete these images from generated samples.
4.4 Evaluation of shadow classification
module
To evaluate the effectiveness of classification module, the clas-
sification module is integrated with DSC and BDRAR and then
the modified shadow detectors are trained on ISTD dataset
without data augmentation. We follow the above training strat-
egy. Results are shown in Table 2.
In Table 2, the BER of BDRAR and DSC is improved by
0.33 and 0.97 after these two shadow detectors are integrated
with classification module. It indicates that the detection mod-
ule of DSC does a worse work in suppressing non-shadow fea-
tures and enhancing shadow features. Although our proposed
shadow classification module is very simple, it indeed forces the
backbone to learn more robust shadow features.
As mentioned in the above training strategy, the batch-size
for training the classification module is 32. To make it clear
whether the improvement is contributed to classification mod-
ule or a bigger batch size, we train original BDRAR (without
classification module and data augmentation) by adjusting the
batch size to 32 and learning rate to 0.02. The result is given in
Table 3.
In fact, a bigger batch size does not mean a better shadow
detection performance because the model will take the risk of
overfitting [46].
For DSC, because it requires more GPUs to train the shadow
detector with a batch size at 32, we omit this experiment. How-
ever, the classification module of DSC can be trained with
a batch size at 32 because our classification module is light-
weighted and 32 is just fine.
Another reason for the improvement is that our classifica-
tion module can prevent the detection module from overfitting.
To explicitly explain this, after each training iteration, the model
will be validated on testing set with a batch size at 4. Note that
parameters will not be updated during this phase. Training loss
and validating loss of shadow detection module are shown in
Figures 5, 6, 7 and 8.
In Figure 5, there is no distinct difference between the curves
of training loss of DSC with and without classification mod-
ule. This indicates that DSC learns well on the training set no
matter it is integrated with classification module or not. How-
ever, the training of DSC without classification module tend to
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FIGURE 4 Failure cases of ShadowGAN
FIGURE 5 Training loss of DSC
FIGURE 6 Validation loss of DSC
overfitting. As can be seen in Figure 6, the curve of validation
loss of DSC with classification module is under that of DSC
without classification module because the classification module
forces feature extraction network to learn more robust shadow
features. As a result, classification module will prevent the detec-
tion module from overfitting after it is converged.
FIGURE 7 Training loss of BDRAR
FIGURE 8 Validation loss of BDRAR
Similar to DSC, the training losses of BDRAR with and with-
out classification module keep declining during training. How-
ever, the validation loss of BDRAR with classification module
has a smaller lower bound than that of BDRAR without classi-
fication module. Thus, BDRAR with classification module can
achieve a better performance.
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FIGURE 9 Activation map of BDRAR trained by 9000 iterations
To visualize how classification branch effects results of
shadow detection. We use LayerCAM [47] to visualize activation
map at each layer. For comparison, BDRAR with/without clas-
sification are trained for 9000 iterations. Every 3000 iterations,
LayerCAM is used to visualize the activation map.
In the activation maps of every 3000 iterations. The first row
shows activation maps of BDRAR trained without classifica-
tion branch, while the second row shows that with classification
branch. In each row, the first column is input shadow image. In
the remaining columns, every two columns denote the activa-
tion map and the original shadow image weighted by activation
map of layer1, layer2, layer3, layer4 of ResNext.
Analogously, the activation maps of DSC with and without
shadow image classification branch are shown as follows.
As mentioned above, layer1 concentrate on details, for exam-
ple, boundaries of shadows and layer4 concentrate on seman-
tic information, for example, the location of shadows. In these
images, we can find that the feature extraction network fine-
tuned by classification branch can learn better representations,
especially semantic information, of shadows than that without
classification branch.
4.5 Evaluation of combination
We further carried out experiment on combining our shadow
classification module and ShadowGAN. That is, the augmented
dataset is used to train detection module and the classification
module is trained on real shadow and non-shadow images. Dur-
ing testing phase, classification module is discarded, and the
detector is tested on the testing set of ISTD. Results are given in
Table 4.
Table 4 shows the shadow detection results of BDRAR and
DSC trained on original training set and enlarged training set,
with or without shadow classification module. As can be seen in
Table 4, both ShadowGAN and shadow classification module
can improve the performance of shadow detection. Besides, our
ShadowGAN and shadow classification module are compatible
and a better performance can be expected by combining these
two methods.
In this section, we compare the quality of shadow images gen-
erated by our proposed ShadowGAN and Mask-ShadowGAN
in [24]. Then we compare the performance of ShadowGAN
with and without 1 loss. We slightly modified the code of
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FIGURE 10 Activation maps of feature extraction network with and without shadow image classification task under different iterations
TABLE 4 Comparison of BER between shadow detectors with and
without combination
Data augmentation Cls BER PE NE
BDRAR × × 2.25 1.31 2.57
√ × 1.91 1.02 2.81
× √ 1.92 1.53 2.31
√ √ 1.87 1.65 2.09
DSC × × 2.81 1.57 4.04
√ × 2.43 1.43 3.43
× √ 1.84 0.94 2.73
√ √ 1.75 0.81 2.68
Mask-ShadowGAN for comparison. That is, instead of gener-
ating shadow masks to guide the generation of shadow images,
shadow masks are directly fed into the generator. Besides, paired
images are used while training, and only the generator which
transforms shadow-free images into shadow images is reserved
while testing. The generated images are added into training set
TABLE 5 Ablation studies
Shadow
GAN
L1
loss
Mask-
Shadow
GAN BER PE NE
DSC × × × 2.81 1.57 4.04
× × √ 2.57 1.24 3.89
√ × × 2.38 1.43 3.33
√ √ × 2.43 1.43 3.43
BDRAR × × × 2.25 1.31 3.19
× × √ 2.25 0.57 3.93
√ × × 2.42 1.05 3.79
√ √ × 1.91 1.01 2.80
of ISTD. Then DSC and BDRAR without classification module
are trained on these enlarged datasets. The results of BER are
shown in Table 5.
In Table 5, for each method, the first row denotes the train-
ing set is not augmented, the second, third and fourth row
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TABLE 6 Comparison between different methods of data augmentation
on BDRAR
Index BER PE NE
ShadowGAN w/ L1 loss 1 1.91 1.02 2.81
2 1.81 1.42 2.20
3 2.05 1.13 2.97
4 2.62 0.57 4.69
5 2.08 0.85 3.30
Average 2.10 1.00 3.19
ShadowGAN w/o L1 loss 1 2.42 1.05 3.79
2 2.59 1.13 4.05
3 1.99 1.33 2.64
4 2.21 1.00 3.42
5 2.06 1.05 3.08
Average 2.25 1.11 3.40
Mask-ShadowGAN 1 2.25 0.57 3.93
2 2.14 0.59 3.69
3 2.13 1.11 3.16
4 2.45 0.96 3.94
5 2.23 1.09 3.37
Average 2.24 0.86 3.62
naive L1 loss 1 1.96 0.93 2.99
2 2.04 0.89 3.18
3 2.34 1.06 3.61
4 2.35 0.81 3.89
5 2.17 0.98 3.36
Average 2.17 0.94 3.41
denote the training set is augmented by shadow images gener-
ated from Mask-ShadowGAN, ShadowGAN without 1 loss
and our full ShadowGAN. The BER of DSC trained on dataset
augmented by ShadowGAN without 1 loss is lower. As men-
tioned before, DSC can learn well on training set but have a
bad performance on validation set. Thus, it is larger training set
rather than higher quality of generated images that contributes
to such an improvement. As for BDRAR, it learns more robust
shadows on real shadow images and generated images with low
quality will hamper its performance. Because shadow masks
and shadow-free images are randomly selected during genera-
tion of shadow images, our 1330 new shadow images are ran-
domly generated. For fair comparison, in this experiment, the
generation of shadow images of each method is performed by
five times and the shadow detector is trained on the enlarged
dataset, note that in each round the same generator will gener-
ate different 1330 images. Because of training DSC is very time
consuming, we only train BDRAR in this experiment. Results
are given in Table 6.
Note that in the fourth experiment of ShadowGAN with
1 loss, the BER is 2.62. We think, as described in the for-
mer section, our ShadowGAN randomly assigned a mask to
a shadow-free image and ShadowGAN accidentally generated
more images of low quality.
5 CONCLUSION
Shadow detection is an important pre-processing step of many
computer vision tasks. Collecting training data for shadow
detection is a challenging work because it requires pixel-level
annotations. To augment existing shadow detection dataset
without annotating shadow images manually, we propose Shad-
owGAN to generate new training samples from shadow-
free images. Experiments of state-of-the-art shadow detectors
trained on enlarged dataset show that ShadowGAN can aug-
ment existing dataset effectively and improve shadow detec-
tion results. To make full use of shadow-free images in shadow
detection, we propose a light-weighted shadow classification
module. This module helps feature extraction network to learn
more robust shadow features. The classification module is light-
weighted and easy to integrate with other shadow detectors.
We believe future research will benefit from ShadowGAN and
shadow classification module.
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