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Abstract
In this paper we prove a general detection theorem for ﬁnite group schemes. This theorem gener-
alizes both the classical detection theorem for ﬁnite groups of Quillen and Venkov and the detection
theorem for inﬁnitesimal group schemes proved previously in a joint paper of the author, Friedlander
and Bendel.
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0. Introduction
The classical detection theorem for ﬁnite groups (due to Quillen [10] and Venkov [11])
tells that if  is a ﬁnite group and  is a Z/p[]-algebra then a cohomology class z ∈
H ∗(,) is nilpotent iff for every elementary abelian p-subgroup i : 0 ↪→  the restriction
i∗(z) ∈ H ∗(0,) of z to 0 is nilpotent. This theorem is very useful for the identiﬁcation of
the support variety of the group and for the identiﬁcation of support varieties of-modules.
In [12] we proved a similar detection theorem for cohomology of inﬁnitesimal group
schemesG. The role of elementary abelian p-subgroups is played in this case by the so-called
one parameter subgroups of G, i.e. closed subgroup schemes i : Ga(r) ↪→ G. The analogy
between elementary abelian p-groups and one parameter subgroups is emphasized by the
fact that the corresponding cocommutative Hopf algebras (which happen to be commutative
as well in this case) are isomorphic as algebras: k[Ga(r)]# ∼= k[(Z/p)×r ] (but have quite
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different coproducts) and hence have isomorphic cohomology algebras. Note that above
we use very similar notations k[Ga(r)] and k[(Z/p)×r ] for two very different objects: on
the left we have the coordinate algebra of the group scheme Ga(r), which is a commutative
Hopf algebra for any group scheme, while on the right we have a group ring of a ﬁnite
group. In this paper we are dealing with algebro-geometric objects so we will try to avoid
the notation k[] for the group algebra: if we need to consider the group algebra of a group
 we will use (following the suggestion of Eric Friedlander) the notation k. In particular
if we want to consider the ﬁnite group  as a discrete group scheme over k then k[] will
stand for the coordinate algebra of this discrete group scheme (which is dual to k), i.e.
k[] = k×.
The main purpose of this paper is to prove the general detection theorem for ﬁnite group
schemes, which covers both the discrete and the inﬁnitesimal cases and looks as follows.
Theorem 5.1. Let G/k be a ﬁnite group scheme, let further  be a unital associative
rational G-algebra and let z ∈ H ∗(G,) be a cohomology class. Assume that for any
ﬁeld extension K/k and any closed subgroup scheme i : 0 × Ga(r) ↪→ GK (0 being an
elementary abelian p-group) the restriction i∗(zK) of zK to 0 × Ga(r) is nilpotent then z
is nilpotent itself.
To shorten the language we call group schemes like 0 × Ga(r) (with 0 elementary
abelian p-group) elementary abelian group schemes. To prove the above theorem we follow
the general approach developed in [12]. Clearly one may assume that the base ﬁeld k is
algebraically closed. In this case G splits canonically as a semidirect product of a discrete
group =G(k) and an inﬁnitesimal group G0—the connected component of G. Moreover
the usual transfer argument allows one to reduce the general case to the special one when
 is a ﬁnite p-group—see [1]. One has to work out ﬁrst the case when G0 is unipotent.
Fortunately this step was taken already by Bendel [1]. One probably should note that the
argument presented by Bendel contains a minor inaccuracy, which however can be easily
straightened out using other results of [1]—see Section 3 for details. The unipotent case
implies easily that the detection theorem is valid for ﬁnite group schemes of the form
B(r), where B is a Borel subgroup in a connected smooth group scheme G and  is a
ﬁnite p-subgroup in B(k) (hence a subgroup in U(k), where U is the unipotent radical of
B). Next one has to consider the case of Frobenius kernels. Thus we take G = G(r),
whereG is a smooth connected group scheme with Borel subgroup B and  is a p-subgroup
in B(k). The cases considered above allow one to conclude that for any g ∈ G(k) the
restriction of z to the subgroup ggB(r)g−1 (where g is the normalizer in  of gBg−1)
is nilpotent. To be able to conclude that z itself is nilpotent we need to have some kind of a
spectral sequence relating cohomology ofG(r) to cohomology of the family of subgroups
ggB(r)g
−1
. The ﬁrst section of the present paper is devoted to the construction of a very
general spectral sequence (which at ﬁrst glance has nothing to do with the problem at hand).
We start the second section with the proof that in a certain special case the above constructed
spectral sequence coincides with the spectral sequence introduced in [12] (which worked
magniﬁcently for the proof of the detection theorem in the inﬁnitesimal case).We show next
how to apply the above spectral sequence to the present situation. It is not surprising that
the scheme whose cohomology appears in the above-mentioned spectral sequence identiﬁes
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with the scheme of double cosets \G/B. A thorough analysis of the information provided
by the spectral sequence is made in Section 4, which ends up with the proof of the detection
theorem for Frobenius kernels. In Section 5 we ﬁnally prove the general detection theorem.
Once again this is done along the same lines as in [12]. One embeds G = G0 into
an appropriate GLn. Since  is a ﬁnite p-group it is easy to see that there exists a Borel
subgroupB ⊂ GLn such that  ⊂ B(k). Denoting by r the height of the inﬁnitesimal group
scheme G0 we conclude that we get an embedding G ⊂ GLn(r) and for the ambient
group the detection theorem is already known. Set ′ = IndGLn(r)G . Then H ∗(G,)
coincides as an algebra with H ∗(GLn(r),′) so the only thing remaining to verify is
that the cohomology class z′ ∈ H ∗(GLn(r),′) corresponding to z still has the same
property, i.e. its restriction to any elementary abelian subgroup scheme of GLn(r) is
nilpotent. This is a relatively easy exercise (see Section 5 for details) however the proof
uses essentially the following result.
Theorem 5.3. Let ′ : H ′ → G′ be a homomorphism of ﬁnite group schemes over k. Let
further G ⊂ G′ be a subgroup scheme and let H denote its inverse image in H ′. Then the
canonical morphism of quotient schemes ′ : H ′/H → G′/G is a closed embedding.
This result was mentioned as obvious and well-known in [12], however a more careful
analysis shows that this is not the case: it is deﬁnitely not obvious and I was not able to ﬁnd
any reference to this fact in the literature. I still presume that it must be known but for the
lack of referencewe give in Section 6 a detailed proof valid not only for ﬁnite group schemes
but for any afﬁne group schemes (for arbitrary group schemes one should replace closed
embedding in the formulation of the above theorem by locally closed embedding). This
proof, worked out jointly with Eric Friedlander, follows closely the argument presented in
[14] for the proof of the theorem that states that any homomorphism of afﬁne group schemes
with trivial kernel is a closed embedding.
All schemes throughout the paper are presumed to be of ﬁnite type over the base ﬁeld k.
We denote by Sch/k the category of such schemes, sometimes we consider Sch/k as a site
in the fppf-topology.
Given a schemeY on which an afﬁne group scheme T acts on the right we call a morphism
p : Y → X T-invariant in case it is T-equivariant when one equips X with a trivial action
of T, i.e. in case the following diagram commutes
Y × T p×1T−−−−−−→ X × T
Y
⏐⏐⏐⏐ pr1
⏐⏐⏐⏐
Y
p−−−−−−→ X
1. Construction of the spectral sequence
All through this section T/k is an afﬁne algebraic group, acting on the right on an afﬁne
k-scheme (of ﬁnite type) Y = Spec A, M is an A-module on which T acts (on the left)
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compatibly with its A-module structure. We assume further that we are given an afﬁne
T-invariant morphism p : Y → X.
The main purpose of this section is to show that under the above circumstances there
exist canonical quasicoherent sheavesHq on X and a spectral sequence
E
pq
2 = Hp(X,Hq) ⇒ Hp+q(T ,M). (1.0)
Recall that to give an action of T on a (not necessarily commutative) k-algebra A means
to make A into a rational T-module in such a way that the multiplication map A⊗kA → A
is a homomorphism of rational T-modules, where as always T acts on the tensor product
diagonally. In this case we say thatA is a rationalT-algebra. The above condition concerning
the action of T on A is easily seen to be equivalent to the requirement that the comodule
map A : A → A⊗kk[T ] is a k-algebra homomorphism. Note also that in case A is a
commutative k-algebra to give an action of T on A is the same as to give a right action of
T on the afﬁne scheme Y = Spec A (over k). In what follows we assume (if not speciﬁed
otherwise) that the algebra A is commutative. Assume now that M is a rational T-module
and simultaneously an A-module. We say that these two structures are compatible provided
that the multiplication map A⊗kM → M is a homomorphism of T-modules, where on the
left we take (as always) the diagonal module structure. One checks immediately that this
condition could be rephrased by saying that the comodule map
M : M → M⊗kk[T ]
is a homomorphism of A-modules, where the A-module structure on the right is deﬁned by
the k-algebra homomorphism A : A → A⊗kk[T ].
More generally assume that we are given a (right) action of the group scheme T on an
arbitrary schemeY (of ﬁnite type over k)  : Y×kT → Y . Let furtherM be a quasicoherent
OY -module.
Deﬁnition 1.1. We say that T acts on M compatibly with its action on Y provided that
for any k-algebra R we are given an R-linear action of the discrete group T (R) on the
OYR -module MkR = p∗Y (M), compatible with the action of T (R) on YR and on OYR
(see [5, Chapter V] for the deﬁnitions concerning actions of discrete groups), where pY :
YR = Y×Spec kSpecR → Y is the canonical projection. Moreover these actions of discrete
groups should satisfy (cf. [9, Chapter 1, Section 2]) the following compatibility condition.
Assume that R′ is an R-algebra. Then for any t ∈ T (R) the action of tR′ ∈ T (R′) on
the OYR′ -moduleMkR′ is induced by the action of t onMkR under the identiﬁcation
MkR′ = (MkR)RR′.
The usual routine (cf. [9, Chapter 1, Section 2]) shows that to give such an action is the
same as to give a homomorphism of OYk[T ]-modules M : ∗(M) → Mk[T ] (or equiva-
lently a homomorphism of OY -modules M : M → ∗(Mk[T ])) which is coassociative
and counitary in (a more or less) obvious sense.
The last remark implies immediately that if Y =SpecA is afﬁne andM is a quasicoherent
OY -module then to give an action of T onM compatible with the action of T on Y is the
same as to give an action of T on M = (Y,M) compatible with the action of T on A.
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Note also that if the action of T onY is trivial then to give a compatible action of T onM
is the same as to make all groups of sections (U,M) into rational T-modules (with the
action of T (U,OY )-linear) in such a way that all restriction maps (U,M) → (V ,M)
(V ⊂ U ) are homomorphisms of rational T-modules.
WheneverT acts on a schemeXwedenote by (OX−T )-mod the category of quasicoherent
OX-modules with the compatible action of T. In the same way for a commutative rational
T-algebra A we denote by (A − T )-mod the category of A-modules with the compatible
action of T.
Lemma 1.2. For any commutative rational T-algebra A the category (A − T )-mod is
abelian and has enough injective objects. Moreover every injective (A − T )-module is a
direct summand in the module of the form M⊗kk[T ], where M is an injective A-module, T
acts on M⊗kk[T ] via the right regular representation on k[T ] and the A-module structure
on M⊗kk[T ] is deﬁned via the k-algebra homomorphism A : A → A⊗kk[T ].
Proof. The fact that the category (A−T )-mod is abelian is straightforward fromdeﬁnitions.
Furthermore one checks easily that for any A-module M the structures of an A-module and
of a T-module on M⊗kk[T ] deﬁned above are compatible and moreover the functor
Ind : A-mod → (A − T )-mod (M 
→ IndM = M⊗kk[T ])
is right adjoint to the forgetful functor (A−T )-mod → A-mod (cf. [9, Chapter 1, Section 3]).
Since the forgetful functor is exact we conclude immediately that for an injective A-module
M the corresponding (A− T )-module M⊗kk[T ] is also injective. Finally for any (A− T )-
module M the corresponding comodule map M : M → M⊗kk[T ] is a homomorphism of
(A−T )-modules which is split injective as a map of k-modules (the corresponding splitting
is given by the map M⊗kk[T ] 1M⊗−−−−−−→M). 
Lemma 1.3. Let p : Y → X be a T-equivariant morphism of schemes provided with the
action of T.
(1) For any quasicoherent OX-module F provided with the compatible action of T its
inverse image p∗(F) has a canonical action of T compatible with the action of T onY.
(2) For any quasicoherentOY -moduleM providedwith the compatible action of T its direct
image p∗(M) has a canonical action of T compatible with the action of T on X.
Moreover the functor p∗ : (OX −T )-mod → (OY −T )-mod is left adjoint to the functor
p∗ : (OY − T )-mod → (OX − T )-mod.
Proof. To deﬁne the comodule map
p
∗(F) : ∗Y (p∗(F)) → p∗(F)k[T ],
we note that p ◦Y =X ◦ (p× 1T ) and hence the sheaf ∗Y (p∗(F)) identiﬁes canonically
with (p × 1T )∗(∗X(F)). With this identiﬁcation we take p
∗(F) to be (p × 1T )∗(F).
In a similar way to deﬁne the comodule map
p∗(M) : p∗(M) → (X)∗(p∗(M)k[T ]),
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we note that in the cartesian diagram
Y × T p×1T−−−−−−→ X × T
[prY ]
⏐⏐⏐⏐ [prX]
⏐⏐⏐⏐
Y
p−−−−−−→ X
the morphism prX is ﬂat and hence for any quasicoherent OY -module M we have a
canonical identiﬁcation (see [EGA 3, 1.4.15]) p∗(M)k[T ] = (prX)∗(p∗(M)) ∼→(p × 1T )∗
(pr∗Y (M)) = (p × 1T )∗(Mk[T ]). Thus (X)∗(p∗(M)k[T ]) = (X)∗(p × 1T )∗(Mk[T ]) =
p∗(Y )∗(Mk[T ]). With this identiﬁcation we take p∗(M) to be p∗(M).
The veriﬁcation of the fact that both comodule maps are coassociative and counitary is
straightforward and left to the reader. Finally for any (OX − T )-moduleF and (OY − T )-
moduleM we have the usual identiﬁcation
HomOX(F, p∗(M))) = HomOY (p∗(F),M)
and an easy veriﬁcation shows that this identiﬁcation takes T-morphisms to T-morphisms.

Remark 1.3.1. In conditions and notations of Lemma 1.3 assume that Y =SpecB andX=
SpecA are afﬁne schemes so that the category of (OY − T )-modules identiﬁes canonically
with the category of (B − T )-modules and the category of (OX − T )-modules identiﬁes
canonically with the category of (A − T )-modules. The resulting functors
(B − T )-mod p∗→(A − T )-mod p
∗
→(B − T )-mod
have in this case the following explicit description.
(1) If F is a (B − T )-module then p∗(F ) coincides with F with the same action of T and
with the A-module structure induced by the algebra homomorphism A → B deﬁned
by p.
(2) If M is a (A − T )-module then p∗(M) coincides with the B-module B⊗AM with the
diagonal action of Twhich may be described as follows. Recall that the comodule maps
B : B → B⊗kk[T ], M : M → M⊗kk[T ] are A-linear provided one deﬁnes the
A-module structure on targets via the k-algebra homomorphism A : A → A⊗kk[T ].
Thus we get a canonical homomorphism
B⊗AM : B⊗AM B⊗AM−−−−−−→(B⊗kk[T ])⊗A(M⊗kk[T ])
→ (B⊗kk[T ])⊗A⊗kk[T ](M⊗kk[T ]) = (B⊗AM)⊗kk[T ].
Our next result shows that the induction functor from 1.2 commutes with the extension
of scalars.
Lemma 1.3.2. Let p : Y = SpecB → X = SpecA be a T-equivariant morphism of afﬁne
schemes (provided with the action of T). Then for any A-module M we have the following
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itidentiﬁcation of (B − T )-modules
p∗(IndM) = Ind (B⊗AM).
Proof. We start by noting that the following diagram of schemes is cartesian
Y × T Y−−−−−−→ Y
p×1T
⏐⏐⏐⏐ p
⏐⏐⏐⏐
X × T X−−−−−−→ X.
Since all schemes involved are afﬁne this implies that for any A⊗kk[T ]-module F we have
the following identiﬁcation ofB-modules:B⊗A(X)∗(F )=(Y )∗((B⊗kk[T ])⊗A⊗kk[T ]F).
Applying this remark to the A⊗kk[T ]-module IndM = M⊗kk[T ] we get a canonical
identiﬁcation of B-modules B⊗AIndM = Ind(B⊗AM). Finally a direct veriﬁcation shows
that this identiﬁcation is compatible with the action of T. 
Assume that the action of T on a scheme X is trivial and letF be a quasicoherent OX-
module provided with the compatible action of T. As was explained before this means
that for any open V ⊂ X we have a (V ,OX)-linear action of T on (V ,F) and all
restriction maps (U,F) → (V ,F) are homomorphisms of rational T-modules. Since
the action ofT on the k-vector space(V ,F) is(V ,OX)-linearwe conclude readily that all
cohomology groups Hq(T ,(V ,F)) have canonical structures of (V ,OX)-modules and
moreover the map in cohomology induced by the restriction homomorphism (U,F) →
(V ,F) is a map of(U,OX)-modules. These remarks imply that settingHq(T ,F)(V )=
Hq(T ,(V ,F)) we get a presheaf of OX-modules on X.
Proposition 1.4. Assume that the action of T on X is trivial and letF be a quasicoherent
OX-module provided with the compatible action of T.
(1) The presheaf H 0(T ,F) =FT is a sheaf.
(2) For all q0 the associated Zariski sheafHq(T ,F)Zar is a quasicoherent OX-module
and for all open afﬁne V ⊂ X the canonical map
Hq(T ,(V ,F)) = Hq(T ,F)(V ) → Hq(T ,F)Zar (V )
is an isomorphism.
Proof. The ﬁrst statement is obvious since the functor H 0(T ,−) is left exact. To prove
the second we note that all functors Hq(T ,−) commute with ﬂat base change (see Lemma
1.4.1) and hence whenever V ⊂ U ⊂ X is a pair of afﬁne open subsets in X we get a
canonical isomorphism
Hq(T ,F(V )) = Hq(T , k[V ]⊗k[U ]F(U)) = k[V ]⊗k[U ]Hq(T ,F(U)).
Thus the presheaf Hq(T ,F) satisﬁes the conditions of Lemma 1.4.2 and our statement
follows from that Lemma. 
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Lemma 1.4.1. Let A be a commutative k-algebra, let further M be an A-module on which
the group T acts by A linear transformations. For any commutative A-algebra A′ we get
the induced A′-linear action of T on A′⊗AM . Moreover in case the algebra A′ is A-ﬂat we
have the following canonical identiﬁcations:
A′⊗AH ∗(T ,M) ∼→H ∗(T ,A′⊗AM).
Proof. The ﬁrst statement is trivial and the second follows for example from the consider-
ation of the corresponding Hochschild complexes (cf. also [9, Chapter 1, 4.13]). 
Lemma 1.4.2. (a) LetM be a quasicoherent sheaf on a scheme X, then for any open afﬁne
subsets V ′ ⊂ V ⊂ X the canonical map
k[V ′]⊗k[V ](V ,M) → (V ′,M)
is an isomorphism.
Assume thatM is a presheaf of OX-modules on X with the property that for any open
afﬁne subsets V ′ ⊂ V ⊂ X the canonical map
k[V ′]⊗k[V ](V ,M) → (V ′,M)
is an isomorphism. Then the associated Zariski sheafMZar is quasicoherent, moreover the
natural mapM(V ) →MZar(V ) is an isomorphism for any afﬁne open V ⊂ X.
Proof. The point (a) is well-known and trivial. To prove the point (b) we note that the sheaf
MZar may be obtained fromM by applying twice the functor Hˇ0 (zero-dimensional ˇCech
cohomology). Thus to show that the natural mapM(V ) → MZar(V ) is an isomorphism
for any open afﬁne V ⊂ X it sufﬁces to show that for any such V the canonical map
M(V ) → Hˇ 0(V ,M) = lim→
V open covering of V
Hˇ 0(V,M)
is an isomorphism. Moreover computing the above direct limit we may replace the ﬁltered
poset of coverings of V (up to equivalence) by any coﬁnal poset. In particular, since any
open covering of V contains a ﬁnite afﬁne subcovering it sufﬁces to show that for any ﬁnite
afﬁne covering V : V = ⋃ni=1 Vi the corresponding map M(V ) → Hˇ 0(V,M) is an
isomorphism. In other words it sufﬁces to establish the exactness of the sequence
0 →M(V ) →
∏
i
M(Vi) →
∏
i,j
M(Vij ).
SinceV all Vi and all Vij =Vi ∩Vj are afﬁne our basic assumption onM yields the formulae
M(Vi) = k[Vi]⊗k[V ]M(V ) M(Vij ) = k[Vij ]⊗k[V ]M(V ).
Thus the sequence under consideration takes the form
0 →M(V ) → A⊗k[V ]M(V ) → A⊗k[V ]A⊗k[V ]M(V ),
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where A = ∏i k[Vi] is a faithfully ﬂat k[V ]-algebra. The exactness of the resulting
sequence is well-known—see for example [6, Chapter 1, 2.19]. Finally to prove that
MZar is quasicoherent we use the following well-known criterion. 
Lemma 1.4.3. A sheaf of OX-modulesM on an afﬁne scheme X is quasicoherent iff for
every f ∈ k[X] the canonical homomorphismM(X)f →M(Xf ) is an isomorphism.
We return back to the situation described at the beginning of this section. Thus T is an
afﬁne algebraic group acting (on the right) on an afﬁne scheme Y =SpecA and p : Y → X
is an afﬁne T-invariant morphism. Consider the following diagram of left exact functors.
(A − T )-modM 
→p∗(M∼)T−−−−−−→ OX-mod (X,−)−−−−−−→Ab.
The composition of these functors is given by the formula
M 
→ (X, p∗(M∼)T ) = (X, p∗(M∼))T = MT
and hence coincides with the functor of taking T-invariants. We would like to apply to this
situation the usual construction of the spectral sequence of composition. To be able to do
that we need to know that the abelian categories involved have enough injectives (which
follows from Lemma 1.2) and also that the ﬁrst functor takes injective modules to acyclic
sheaves.
Lemma 1.5. Assume that M ∈ (A − T )-mod is an injective module. Then the OX-module
p∗(M∼)T is (X,−)-acyclic.
Proof. To abbreviate notations we skip the sign ∼, thus identifying A-modules with the
corresponding quasicoherent OY -modules. In view of Lemma 1.2 we may assume that
M=Ind I , where I is an injectiveA-module. LetU be an open afﬁne inX and letV =p−1(U)
be its inverse image inY (which is also open afﬁne). Using Lemma 1.3.2 we get immediately
the following identiﬁcations:
(U, p∗(Ind I )T ) = (U, p∗(Ind I ))T = (V , (Ind I )|V )T
= (Ind(k[V ]⊗AI))T = k[V ]⊗AI = (U, p∗I ).
This computation shows that for any A-module I (whether injective or not) the canonical
identiﬁcation I ∼→(Ind I )T induces an isomorphism of OX-modules p∗(I ) ∼→p∗(Ind I )T .
Finally the acyclicity ofp∗(I ) follows from the Leray spectral sequence, taking into account
that all higher direct images of I are trivial (since the morphism p is afﬁne) and the sheaf I
is acyclic (since Y is afﬁne). 
Proposition 1.6. The right derived functors of the left exact functor
pT∗ : (A − T )-mod → OX-mod : M 
→ p∗(M∼)T
are given by the formula Rq(pT∗ )(M) = Hq(T , p∗(M∼))Zar . In particular all sheaves
Rq(pT∗ )(M) are quasicoherent.
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Proof. Start with the resolution of M consisting of injective induced modules
0 → M → I 0 → I 1 → · · · .
The sheaf Rq(pT∗ )(M) coincides with the sheaf associated to the presheaf Hq : U 
→
Hq((p−1(U), I ∗)T ). For any open afﬁne U its inverse image p−1(U) is also open afﬁne,
so according toLemma1.3.2 the complex(p−1(U), I ∗) is a resolutionof(U, p∗(M∼))=
(p−1(U),M∼) consisting of induced T-modules (actually it is not hard to see that it is
even an injective resolution of the (k[p−1(U)] − T )-module (U,M∼), but we would
not need this fact). Since induced modules are T-acyclic we conclude immediately that
Hq((p−1(U), I ∗)T ) = Hq(T ,(U, p∗(M∼)) and henceHq = Hq(T , p∗(M∼)). 
The previous results give immediately the following theorem.
Theorem 1.8. Let T act on the right on an afﬁne scheme Y = SpecA and let M be an
(A− T )-module. Let ﬁnally p : Y → X be an afﬁne T-invariant morphism. In this case we
get a spectral sequence
E
pq
2 = Hp(X,Hq) ⇒ Hp+q(T ,M), (1.0)
whereHq = Rq(pT∗ )(M) = Hq(T , p∗(M∼))Zar are quasicoherent OX-modules.
For the sake of applications it is convenient to have a more concrete description of
the spectral sequence (1.0). Let V : X = ⋃ni=1 Vi be an open afﬁne covering of the
scheme X and set Ui = p−1(Vi) ⊂ Y . Since the morphism p is afﬁne we conclude that
U : Y =⋃ni=1 Ui is an afﬁne open covering ofY. Denote the sheaf M∼ byM and consider
the ˘Cech complex C∗(U,M). This complex is a T-equivariant resolution of M and hence
we get a hypercohomology spectral sequence
Ipq1 = Hq(T , Cp(U,M)) ⇒ Hp+q(T ,M). (1.0.0)
To compute the second term of this spectral sequence we note that Hq(T , Cp(U,M)) =
Cp(V,Hq) and the differential d1 is nothing but the usual differential of the ˘Cech complex
C∗(V,Hq). Thus Ipq2 = Hp(V,Hq) = Hp(X,Hq), where the last identiﬁcation holds
sinceV is an afﬁne open covering of the scheme X and the sheafHq is quasicoherent.
Proposition 1.9. The spectral sequence (1.0) coincides (from term E2 on) with the hyper-
cohomology spectral sequence (1.0.0) deﬁned by an arbitrary afﬁne open covering V :
X =⋃ni=1 Vi .
Proof. To simplify notations this time we use the same letter to denote an A-module and
the corresponding quasicoherent OX-module. Start with the resolution of M consisting of
injective induced modules
0 → M → I 0 → I 1 → · · ·
and then consider the Cartan–Eilenberg resolution p∗(I ∗)T → J ∗,∗ of the complex of
OX-modules p∗(I ∗)T . By the very deﬁnition the spectral sequence (1.0) is nothing but
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the second spectral sequence of the bicomplex (X, J ∗,∗). For any sheafF on X denote
by C∗(V,F) the sheaf version of the ˘Cech complex, so that C∗(V,F)(W) = C∗(V ∩
W,F), whereV ∩ W = {V1 ∩ W, . . . , Vn ∩ W } is the induced covering of W. It is well
known that for any F the complex C∗(V,F) is a resolution of F (see [7, Chapter III,
Lemma4.2]). Thus, in particular, the bicomplexC∗(V, p∗(I ∗)T ) is a resolution ofp∗(I ∗)T .
Moreover one checks easily (using the standard properties of ˘Cech cohomology) that this is
an admissible (cf. Section 2, Lemma 2.4.2) resolution of p∗(I ∗)T , i.e. for all p the complex
of sheaves q 
→ Hp(Cq(V, p∗(I ∗)T ) is a resolution of Hp(p∗(I ∗)T ). Since J ∗,∗ is an
injective admissible resolution of p∗(I ∗)T we conclude that there exists a unique up to
homotopy homomorphism of resolutions C∗(V, p∗(I ∗)T ) → J ∗,∗ under p∗(I ∗)T . Taking
global sections we get a uniquely up to homotopy deﬁned homomorphism of bicomplexes
C∗(V, p∗(I ∗)T )=C∗(U, I ∗)T → (X, J ∗,∗) and hence a uniquely deﬁned (on terms from
E2 on) homomorphism of the corresponding second spectral sequences. Since the functor
M 
→ Cq(U,M) is exact and takes injective (A − T )-modules to injective T-modules
(in view of Lemma 1.3.2) and also Hq(U,M) = 0 for q > 0 whereas H 0(U,M) = M
we conclude easily that C∗(U,M) → C∗(U, I ∗) may be viewed as the Cartan–Eilenberg
resolution of the complex of T-modules C∗(U,M). Thus the second spectral sequence of
the bicomplex C∗(U, I ∗)T coincides with the ﬁrst hypercohomology spectral sequence
deﬁned by the complex of T-modules C∗(U,M). Finally the map on the second terms of
the spectral sequences in question
Ipq2 = Hp(V,Hq) → Epq2 = Hp(X,Hq)
coincides with the canonical map from ˘Cech cohomology to derived functor cohomology
and hence is an isomorphism. 
To ﬁnish this section we discuss brieﬂy the multiplicative properties of the above spectral
sequence.Toget products on the spectral sequenceweassume thatM= is a (not necessarily
commutative) rational T-algebra which simultaneously is a k[Y ]-algebra and that these two
structures are compatible, i.e. the structure homomorphism k[Y ] →  is a homomorphism
of rational T-algebras. Applying to M =  the above construction we get quasicoherent
sheavesHq =Hq() on X and a spectral sequence
E
pq
2 = Hp(X,Hq) ⇒ Hp+q(T ,). (1.0)
Theorem 1.10. (a)For each q, q ′0we have canonical pairings of quasicoherent sheaves
Hq⊗OXHq
′ →Hq+q ′ .
(b) The spectral sequence (1.0) has canonical multiplicative structure. The product maps
on the limit coincide with the obvious pairings in cohomology Hn(T ,)⊗kHm(T ,) →
Hn+m(T ,) induced by the multiplication⊗k → . The product maps on the E2-term
coincide with the pairings in sheaf cohomology
Hp(X,Hq)⊗kHp′(X,Hq ′) → Hp+p′(X,Hq+q ′)
induced by the pairing of sheavesHq⊗OXHq
′ →Hq+q ′ .
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Proof. We start by noting that for any rational T-algebra  we have canonical pairings in
group cohomology H ∗(T ,). These pairings can be described in several equivalent ways.
The most convenient for our purposes way is to note that the Hochschild complexC∗(T ,)
is a differential graded algebra with respect to a product deﬁned by the usual formula:
(f ∪ f ′)(t1, . . . , tn+m) = f (t1, . . . , tn)·t1·...·tnf ′(tn+1, . . . , tn+m)
(here we identify Cn(T ,) with Mor(T n,a) as in [9, Chapter 1, 4.14]).
To prove point (a) we note that Hq⊗OXHq
′ is a quasicoherent OX-module, whose
sections over any open afﬁne V ⊂ X coincide with Hq(T ,L(U))⊗k[V ]Hq ′(T ,L(U)),
whereL is a quasicoherent OY -algebra deﬁned by the k[Y ]-algebra  and U = p−1(V )
is an open afﬁne in Y. The rational T-module L(U) = k[U ]⊗k[Y ] is clearly a rational
T-algebra. Hence, according to the previous remark, we have canonical pairings
Hq(T ,L(U))⊗kHq ′(T ,L(U)) → Hq+q ′(T ,L(U)) = (V ,Hq+q ′).
Finally, since the action of T onL(U) is k[V ]-linear one checks easily that the Hochschild
complexC∗(T ,L(U)) is actually a differential graded k[V ]-algebra and hence we actually
have products
(V ,Hq⊗OXHq
′
) = Hq(T ,L(U))⊗k[V ]Hq ′(T ,L(U)) → Hq+q ′(T ,L(U))
=(V ,Hq+q ′).
Since these pairings for different V’s are compatible one with another we get the desired
pairings of quasicoherent sheavesHq⊗OXHq
′ →Hq+q ′ . To get products on the spectral
sequence (1.0) we start with an arbitrary open afﬁne coveringV : X=⋃ni=1 Vi and denote
by U : Y =⋃ni=1p−1(Vi) =
⋃n
i=1Ui the induced open afﬁne covering of Y. Proposition
1.9 shows that the spectral sequence (1.0) coincides with the hypercohomology spectral
sequence deﬁned by the ˘Cech complex C∗(U,L) (considered as a complex of rational
T-modules). SinceL is a sheaf of OY -algebras we conclude immediately that C∗(U,L)
is a differential graded k-algebra with respect to the usual product of ˘Cech cochains:
(f ∪ f ′)(i0, . . . , ip+p′)
= f (i0, . . . , ip)|Ui0∩...∩Uip+p′ · f
′(ip, . . . , ip+p′)|Ui0∩...∩Uip+p′ .
Moreover the product maps Cp(U,L)⊗kCp′(U,L) → Cp+p′(U,L) are easily seen to
be homomorphisms of rational T-modules. The hypercohomology of T with coefﬁcients
in the complex of rational T-modules C∗(U,L) coincides with the cohomology of the
bicomplex C∗(T , C∗(U,L)). The latter bicomplex has a canonical structure of a differ-
ential bigraded algebra. Hence both spectral sequences of this bicomplex have canonical
multiplicative structures. Looking on the second spectral sequence we conclude easily that
the hypercohomology of T with coefﬁcients in C∗(U,L) identiﬁes as an algebra with
H ∗(T ,). Finally looking on the ﬁrst spectral sequence we conclude easily that the pairing
on E2 coincides with pairing in ˘Cech cohomology ofV deﬁned by the pairing of sheaves
Hq⊗OXHq
′ →Hq+q ′ and hence coincides with pairing in cohomology of X deﬁned by
the pairing of sheavesHq⊗OXHq
′ →Hq+q ′ . 
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2. Examples and applications
Throughout this section G will denote a connected smooth afﬁne algebraic group over a
ﬁeld k of positive characteristic p, and B will denote its Borel subgroup (thus we assume
that Borel subgroups inG exist). LetF r : G → G(r) be the rth power of the Frobenius map,
where G(r) is the rth Frobenius twist of G (see, for example, [4, Section 1]). The kernel
G(r) of F r is an inﬁnitesimal group scheme of height r and F r induces an isomorphism
F r : G/G(r) ∼→G(r).Ourﬁrst goal in this section is to showhow themachinery developed in
Section 1 can be used to recover the spectral sequence exhibited in [12, Theorem 3.6], which
played a crucial role in the proof of the detection theorem for inﬁnitesimal group schemes.
So let M be a rational G(r)-module. Since the quotient G/G(r) =G(r) is afﬁne we conclude
thatH ∗(G(r),M)=H ∗(G, IndGG(r) M) (see [9, 1.5.12]).Moreover, according to the theorem
of Cline et al. (see [12, 3.1]) the latter cohomology group identiﬁes with H ∗(B, IndGG(r) M).
Denote the inducedmodule IndGG(r)M by I.Thus I=(k[G]⊗kM)G(r) and this formula implies
readily that I is a module over a commutative ring k[G]G(r) = k[G(r)]. The k[G(r)]-module
structure and the B-module structure on I are compatible, more precisely the multiplication
map k[G(r)] ⊗ I → I is a homomorphism of rational B-modules provided one considers
the left regular action of B on k[G(r)]. Since we prefer to consider k[G(r)] as a G-module
with respect to the right regular representation we need either to change (as it was done
in [12]) the k[G(r)]-module structure on I using the automorphism of k[G(r)] induced by
the automorphism x 
→ x−1 of the scheme G(r) or (what’s equivalent) modify slightly the
deﬁnition of the inducedmodule. In what followswe use the following (modiﬁed) deﬁnition
of the induced module:
IndGH M = (M⊗kk[G])H ,
where H operates as given on M and operates via left regular representation on k[G], the
action of G on IndM is induced by the right regular representation of G on k[G]. We may
apply now the construction of Section 1 to the algebraic group T = B acting on Y = G(r),
the k[G(r)]-module I on which B acts compatibly with its module structure and the afﬁne
B-invariant morphism p : Y = G(r) → X = G(r)/B(r) = (G/B)(r). Theorem 1.8 implies
that we get quasicoherent sheavesHq on G(r)/B(r) = (G/B)(r) and a spectral sequence
E
pq
2 = Hp((G/B)(r),Hq) ⇒ Hp+q(B, I ) = Hp+q(G(r),M). (2.0)
Proposition 2.1. The sheaf Hq coincides with the sheaf Hq(B(r),M) introduced in
[12, 3.5.1].
Proof. Recall that the sheaf Hq(B(r),M) was deﬁned using the descent theory starting
with a quasicoherent OG(r) -module deﬁned by the k[G(r)]-module Hq(B(r), I ), provided
with the descent data which comes from the canonical action of B(r) on Hq(B(r), I )—see
[12, Section 3]. Let V ⊂ (G/B)(r) be an open afﬁne subset and let U = p−1(V ) be its
inverse image in G(r). The sections of Hq(B(r),M) over V may be identiﬁed with the
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kernel of the map
k[U ]⊗k[G(r)]Hq(B(r), I )
−Id⊗k1k[B(r)]−−−−−−−−−→(k[U ]⊗k[G(r)]Hq(B(r), I ))⊗kk[B(r)]
i.e. with Hq(B(r), k[U ]⊗k[G(r)]I )B
(r)
. We show below in Corollary 2.3 that Hq(B(r),
k[U ]⊗k[G(r)]I ) is an acyclic B(r)-module. Hence the Hochschild–Serre spectral sequence
degenerates providing natural identiﬁcations Hq(B(r), k[U ]⊗k[G(r)]I )B
(r) = Hq(B,
k[U ]⊗k[G(r)]I ). In other words we have canonical identiﬁcations of sections over any open
afﬁne subsetV ⊂ (G/B)(r):Hq(B(r),M)(V )=Hq(V ) and hence the sheafHq(B(r),M)
coincides withHq . 
Lemma 2.2. In notations of the proof of Proposition 2.1 for any rational B(r)-module P
the tensor product module k[U ]⊗kP is acyclic.
Proof. Note that the action of B(r) on k[U ]⊗kP is k[V ]-linear and hence all cohomol-
ogy groups H ∗(B(r), k[U ]⊗kP ) are k[V ]-modules. Furthermore, since k[U ] is a faith-
fully ﬂat k[V ]-algebra the vanishing of H ∗(B(r), k[U ]⊗kP ) (for ∗> 0) would follow from
the vanishing of k[U ]⊗k[V ]H ∗(B(r), k[U ]⊗kP )=H ∗(B(r), k[U ]triv⊗k[V ]k[U ]⊗kP ). The
cartesian diagram
U × B(r) −−−−−−→ U
pr1
⏐⏐⏐⏐ p
⏐⏐⏐⏐
U
p−−−−−−→ V
shows that the B(r)-module k[U ]triv⊗k[V ]k[U ] may be identiﬁed with k[B(r)]⊗kk[U ]triv.
Thus k[U ]triv⊗k[V ]k[U ]⊗kP is isomorphic to k[B(r)]⊗kk[U ]triv⊗kP and the latter module
is injective (see [9, Chapter 1, 3.10]) and hence acyclic. 
Corollary 2.3. Let N be any k[U ]-module on which the group B acts compatibly with its
action on k[U ] (given by the Frobenius homomorphism F r : B → B(r) and the right
regular action of B(r) on k[U ]). Then the B(r)-modules Hq(B(r), N) are acyclic.
Proof. Consider ﬁrst the special case N = k[U ]⊗kS, where S is a certain rational B-
module and B acts on N diagonally. Since the action of B(r) on k[U ] is trivial we conclude
immediately that Hq(B(r), N) = k[U ]⊗kP , where P = Hq(B(r), S) is a rational B(r)-
module. Thus in this case our statement follows directly from Lemma 2.2. In the general
case we note that according to our assumptions the multiplication map k[U ]⊗kN → N
is a homomorphism of rational B-modules, which moreover has a canonical B-equivariant
section s : N → k[U ]⊗kN , given by the formula s(n)=1⊗n. Thus B-module N is a direct
summand in the B-module k[U ]⊗kN and the statement follows. 
Proposition 2.1 shows that the second term and the limit of the spectral sequence (2.0)
may be identiﬁed with the second term and limit of the spectral sequence exhibited in [12,
Theorem 3.6]. Our next goal is to show that these two spectral sequences actually coincide.
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Theorem 2.4. The spectral sequence (2.0) coincideswith the spectral sequence constructed
in [12, Section 3].
Proof. Recall that the spectral sequence exhibited in [12, Theorem 3.6] coincides with the
Hochschild–Serre spectral sequence corresponding to the group extension
1 → B(r) → B F
r−−→B(r) → 1
and the rational G-module I = IndGG(r) M . The results of [12, Section 3] were needed to
identify its second term with appropriate sheaf cohomology—see [12, Proposition 3.4].
Moreover the Hochschild–Serre spectral sequence may be constructed in the following
way. For any rational B-module P denote by J ∗(B, P ) the standard B-injective resolution
of P. The complex J ∗(B, I )B(r) consists of injective B(r)-modules and its homology coin-
cides with H ∗(B(r), I ). Let J ∗,∗ be the Cartan–Eilenberg resolution of J ∗(B, I )B(r) . Then
the Hochschild–Serre spectral sequence is nothing but the ﬁrst spectral sequence of the
bicomplex (J ∗,∗)B(r) .
LetV= {Vi}ni=1 be an afﬁne open covering of the scheme (G/B)(r) and let U= {Ui =
p−1(Vi)}ni=1 be the induced open afﬁne covering of G(r). Consider the ˘Cech complex
C∗(U,I) deﬁned by the quasicoherent OG(r) -module I = I∼ and the covering U. Since
the scheme G(r) is afﬁne we conclude that the complex C∗ = C∗(U,I) is a resolution
of I = I(G(r)). Since the functor J ∗(B,−) is obviously exact we conclude further that
J ∗(B,C∗) is a resolution of J ∗(B, I ). Denote byA the abelian category of complexes of
rational B(r)-modules and consider the bicomplex J ∗(B,C∗)B(r) as a complex inA under
J ∗(B, I )B(r) . This complex has the following properties.
Lemma 2.4.1. (a) J ∗(B,C∗)B(r) is a resolution of J ∗(B, I )B(r) .
(b) For any p taking pth homology in the rows of the bicomplex J ∗(B,C∗)B(r) we get a
resolution of Hp(J ∗(B, I )B(r) ) = Hp(B(r), I ).
Proof. The pth term of the standard injective resolution Ip(B, P ) identiﬁes with
P⊗kk[B]⊗p⊗kk[B] with the action of B trivial on all factors except the last one on which
it identiﬁes with the right regular action. Thus Ip(B, P )(B(r)) =P⊗kk[B]⊗p⊗kk[B(r)] and
the resulting functor is obviously exact in P.
To prove the second statement note that Hp(J ∗(B,Cm)B(r) )=Hp(B(r), Cm). Moreover
Cm =
⊕
i0,...,im
k[Ui0 ∩ . . . ∩ Uim ]⊗k[G(r)]I .
Since the action of B(r) on I is k[G(r)]-linear we conclude from Lemma 1.4.1 that
Hp(B(r), C
m) =
⊕
i0,...,im
k[Ui0 ∩ . . . ∩ Uim ]⊗k[G(r)]Hp(B(r), I ).
Thus the complex Hp(B(r), C∗) coincides with the ˘Cech complex deﬁned by the covering
U and a k[G(r)]-module Hp(B(r), I ) and hence is a resolution of Hp(B(r), I ) according to
Lemma 1.7. 
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Call a monomorphism of complexes X∗ i→Y ∗ admissible provided it induces injective
maps on all cohomology groups. Call a short exact sequence of complexes
0 → X∗ i→Y ∗ p→Z∗ → 0
admissible in case i is an admissible monomorphism. Finally call a long exact sequence of
complexes admissible in case all the corresponding short exact sequences are admissible.
The following result is (apparently) well-known (and easy to verify), we leave it as an
exercise to the reader.
Lemma 2.4.2. (a) An exact sequence of complexes
0 → X → X0 → X1 → · · · .
is admissible iff for all p the corresponding cohomology sequence 0 → Hp(X) →
Hp(X0) → Hp(X1) → · · · is exact.
(b) Cartan–Eilenberg resolution of a complex X is nothing but its relative (with respect
to the class of admissible monomorphisms) injective resolution in the abelian categoryA.
Lemmas 2.4.1 and 2.4.2 show in particular that J ∗(B,C∗)B(r) is a relative resolution
of the complex J ∗(B, I )B(r) , whereas J ∗,∗ is its relative injective resolution. The standard
comparison theorem for resolutions implies that there exists (a unique up to homotopy)
homomorphism of resolutions J ∗(B,C∗)B(r) F→ J ∗,∗. Taking B(r)-invariants we get a ho-
momorphism of bicomplexes
J ∗(B,C∗)B F
B(r)−−−−−−→(J ∗,∗)B(r)
which gives the induced homomorphisms on the corresponding spectral sequences. The
spectral sequence corresponding to the bicomplexon the left is exactly the hypercohomology
spectral sequence introduced in Section 1, whereas the spectral sequence corresponding to
the bicomplex on the right coincides with the Hochschild–Serre spectral sequence. To prove
that the inducedmap of the spectral sequences is an isomorphismwe need onemore Lemma.
Lemma 2.4.3. (a) For all p and all m the B(r)-module Hp(J ∗(B, (Cm))B(r) ) =
Hp(B(r), C
m) is acyclic.
(b) LetX∗ ∈A be a bounded below complex such that allXp and allHp(X∗) are acyclic
B(r)-modules. Then all cycle and boundary modules Zp(X∗), Bp(X∗) are acyclic as well.
Moreover for such a complex we have canonical identiﬁcationsHp(X∗B(r) )=Hp(X∗)B(r) .
Proof. As we saw in the proof of Lemma 2.4.1
Hp(B(r), C
m) =
⊕
i0,...,im
k[Ui0 ∩ . . . ∩ Uim ]⊗k[G(r)]Hp(B(r), I ).
Our ﬁrst statement follows from this identiﬁcation and Lemma 2.2. The second statement
is proved by an immediate induction on p. 
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Corollary 2.4.4. The homomorphism of spectral sequences induced by the homomorphism
of bicomplexes FB(r) is an isomorphism.
Proof. According to Lemmas 2.4.1 and 2.4.3 for all p the homomorphism FB(r) of bicom-
plexes deﬁnes a homomorphism of resolutions of a rational B(r)-module Hp(B(r), I ):
Hp(I ∗(C0)B(r) ) −−−−−−→ Hp(I ∗(C1)B(r) ) −−−−−−→ · · ·⏐⏐⏐⏐
⏐⏐⏐⏐
Hp(J ∗,0) −−−−−−→ Hp(J ∗,1) −−−−−−→ · · ·
Moreover the top resolution consists of acyclic B(r)-modules, whereas the bottom one is
the injective resolution. The standard comparison for resolutions implies readily that the
induced map on complexes of B(r)-invariants is a quasiisomorphism. 
Finally we describe the situation in which the spectral sequence of Section 1 will be
used for the proof of the detection theorem. In conditions and notations introduced at the
beginning of this section assume further that  is a ﬁnite subgroup in B(k). Let ﬁnally M be
a rational G(r)-module. If we want to compute the cohomology groupsH ∗(G(r),M)
we may note that the quotient scheme G/G(r) =G/G(r) =G(r) is afﬁne and hence,
using once again the Theorem of Cline, Parshall, Scott and van der Kallen we get the
following identiﬁcations:
H ∗(G(r),M) = H ∗(G, I) = H ∗(B, I),
where I = IndGG(r) M is the corresponding induced module. Note further that the same as
before I is a module over the commutative ring k[G]G(r) = k[G(r)] and the action of
G on I is compatible with this module structure. Finally one checks easily that the action
of G on k[G(r)] which comes from the identiﬁcation k[G]G(r) = k[G(r)] looks as
follows: the group G acts on k[G(r)] via the composition of the Frobenius map and the right
regular representation whereas the group  acts by conjugation.We take X to be the quotient
scheme of G(r) with respect to the action of B(r) (where as before B(r) acts on G(r) via
the right regular representation and  acts by conjugation. Note that the quotient exists and
moreover we have a natural identiﬁcation X = G(r)/(B(r)) = \(G/B)(r), where the
action of  on (G/B)(r) = G(r)/B(r) by conjugation may be also identiﬁed with the left
regular action.This shows that the schemeXmay be also identiﬁedwith the variety of double
cosets: X = \G(r)/B(r). The projection morphism p : G(r) → X may be written as a
composition G(r) → G(r)/B(r) = (G/B)(r) → \(G/B)(r) and hence is afﬁne.According
to Theorem 1.8 we get canonical quasicoherent sheavesHq on the scheme
X = G(r)/B(r) = \(G/B)(r)
and a spectral sequence
E
pq
2 = Hp(X,Hq) ⇒ Hp+q(B, I) = Hp+q(G(r),M). (2.5.0)
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Weare interested in themultiplicative structure ofH ∗(G(r),M) sowe assume thatM=
is a rational G(r)-algebra. In this case I = IndGG(r) is a rational B-algebra and
hence (according to the results of Section 1) the spectral sequence (2.5.0) has a canonical
multiplicative structure. Since the cohomology Hp(X,Hq) are trivial for p> dimX we
conclude in the usual way (cf. [12, Section 4]) that the kernel of the edge homomorphism
H ∗(G(r),)
−→H 0(X,H∗)
is a nilpotent ideal in H ∗(G(r),). Thus we have established the following result.
Theorem 2.5. A cohomology class z ∈ H ∗(G(r),) is nilpotent if and only if its image
in H 0(X,H∗) is.
Corollary 2.5.1. Assume that the cohomology class z ∈ H ∗(G(r),) = H ∗(B, I)
has the property that for every afﬁne open subsetV ⊂ Xwith pull-backU=p−1(V ) ⊂ G(r)
the image of z under the canonical homomorphism
H ∗(B, I)
V−→H ∗(B, k[U ]⊗k[G(r)]I )
induced by the homomorphism of the rational B-algebras I → k[U ]⊗k[G(r)]I is nilpo-
tent. Then z is itself nilpotent.
Proof. It sufﬁces to note that the restriction of the global section (z) ∈ H 0(X,H∗) to
the afﬁne open subset V is an element in (V ,H∗) = H ∗(B, k[U ]⊗k[G(r)]I ), which
according to the construction of the spectral sequence coincides with V (z). 
Remark 2.5.2. The reason why Corollary 2.5.1 is useful is that cohomology H ∗(B,
k[U ]⊗k[G(r)]I ) is in many ways easier to understand thanH ∗(B, I) since k[U ]⊗k[G(r)]I
has a large ring of operators with respect to which the action of B is linear—namely
k[V ]=k[U ]B whereas for I itself the corresponding ring of operators is trivial (coincides
with k) since the variety X = \G/B is projective. 
3. Detection theorem in the unipotent case
In this section we discuss the following special case of the detection theorem established
by Bendel [1].
Theorem 3.1 (Bendel [1, Theorem 6.1]). Let G/k be a ﬁnite group scheme, such that the
connected component of G is unipotent. Then the detection theorem is valid for G (and
every associative unital rational G-algebra ).
The proof provided by Bendel in [1] contains a minor inaccuracy, which can be
easily resolved using the methods developed in the same paper. Speciﬁcally while
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proving Theorem 6.1 (cases II and III(a)) Bendel constructs a homomorphism  : G →
Er,s , where Er,s = Ga(r) × (Z/p)s is an elementary abelian group and establishes that
either  is an isomorphism (in which case we have nothing to prove) or the kernel of the
induced map in cohomology ∗ : H ∗(Er,s , k) → H ∗(G, k) contains an element of the
form u = xnr
∏
ui , where xr ∈ H 2(Ga(r), k) is one of the standard generators of the co-
homology algebra H ∗(Ga(r), k)= k[x1, . . . , xr ] ⊗(	1, . . . , 	r ) and ui ∈ H 2((Z/p)s, k)
are non-trivial linear combinations of the standard generators zi of the cohomology alge-
bra H ∗((Z/p)s, k) = k[z1, . . . , zs] ⊗ (y1, . . . , ys). Finally Bendel claims that each ui
determines a group homomorphism 
i : (Z/p)s → Z/p for which ui = 
∗i (z), where z is
the canonical generator of H 2(Z/p, k). This claim together with the inductive assumption,
Quillen–Venkov Lemma and its inﬁnitesimal analogue allow easily to conclude the proof.
However the above claim is obviously incorrect: all homomorphisms from Es = (Z/p)s to
Z/p are linear combinations of yiwith coefﬁcients in Z/p and hence only linear combi-
nations of zi with coefﬁcients in Z/p may be written in the form 
∗(z) for an appropriate

 : Es → Z/p.What we need to put this argument straight is the following sharper version
of Proposition 3.6 [1].
Proposition 3.2. Let k be a ﬁeld of characteristic p> 0, r and s be non-negative integers,
and I ⊂ H ∗(Er,s , k) be a homogenous ideal which is stable under Steenrod operations.
If I contains a non-zero element of degree two, then there exists an integer m and a ﬁnite
family {ui} of elements inH 2(Es, k) ⊂ H 2(Er,s , k) each of which is a non-zero linear com-
bination of the {zj } with coefﬁcients in Z/p such that the product xmr
∏
ui ∈ H ∗(Er,s , k)
lies in I.
Proof. Set J = {v ∈ k[z1, . . . , zs] ⊂ H ∗(Er,s , k) : xmr v ∈ I for m high enough}. Ob-
viously J is a homogenous ideal in k[z1, ..., zs] stable under the action of the Steenrod
operations Pi (since I is stable and Pi (xmr ) = 0 unless i = m, whereas Pm(xmr ) = xpmr ).
Proposition 3.6 [1] shows, in particular, that J = 0. Applying next Lemma 3.3 [1] we
conclude that the idealJ ′ = J ∩ (Z/p)[z1, . . . , zs] is also non-zero and hence contains a
product of non-trivial linear forms in zj (with coefﬁcients in Z/p) according to the classical
result of Serre (cf. [1, Proposition 3.2]). 
We ﬁnish this section with the following easy application of Theorem 3.1, which will be
used in Section 4.
Corollary 3.3. Let G be a connected smooth algebraic group deﬁned over a ﬁeld k of
characteristic p. Let further B be a Borel subgroup in G and let  be a ﬁnite p-subgroup in
B(k). Then the detection theorem holds for the group scheme B(r)
Proof. Denote by U the unipotent radical of B . Since  is a p-subgroup in B(k) and T (k)
has no p-torsion (where T = B/U is the corresponding torus) we immediately conclude
that  ⊂ U(k) and hence U(r) is a normal subgroup in B(r) with the quotient group
equal to T(r). Since the group scheme T(r) has no cohomology in positive degrees (see [9,
Chapter 1, 4.3]) we conclude that the corresponding Hochschild–Serre spectral sequence
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degenerates providing isomorphisms
H ∗(B(r),) = H ∗(U(r),)T(r) ⊂ H ∗(U(r),).
Thus the restriction map H ∗(B(r),) → H ∗(U(r),) is injective and to ﬁnish
the proof it sufﬁces to note that for U(r) the detection theorem holds according to the
Theorem 3.1. 
4. The detection theorem for G(r)
In this section we are going to prove the detection theorem for the ﬁnite group scheme
G(r), where , B and G are as in Section 2.
Theorem 4.1. Let G be a connected smooth afﬁne algebraic group over a ﬁeld k of char-
acteristic p, let B ⊂ G be a Borel subgroup in G and let  a ﬁnite p-subgroup in B(k).
Let ﬁnally  be an associative unital rational G(r)-algebra and let z ∈ Hn(G(r),)
be a cohomology class which has the property that for any ﬁeld extension K/k and any
elementary abelian subgroup scheme i : ′ × Ga(r),K ↪→ G(r),K the restriction i∗(zK)
of zK to ′ × Ga(r),K is nilpotent. Then z is itself nilpotent.
Proof. Corollary 2.5.1 shows that to prove the nilpotence of z it sufﬁces to show that for
any open afﬁne V ⊂ \G(r)/B(r) the image of z ∈ Hn(G(r),) = Hn(B, Ind)
under the canonical homomorphism
Hn(B, Ind)
V→Hn(B, k[U ]⊗k[G(r)]Ind)
(where U = p−1(V ) ⊂ G(r)) is nilpotent.
To make the forthcoming computations more transparent we need the following elemen-
tary facts about Frobenius twist.
Lemma 4.2. LetY be any scheme of ﬁnite type over the ﬁeld k of characteristic p. Consider
the Frobenius morphism Y F
r→Y (r). For an open subscheme W ⊂ Y (r) denote by W(−r)
the open subscheme W(−r) = (F r)−1(W) ⊂ Y . Then we get a canonical isomorphism
(W(−r))(r) = W and the restriction (F rY )|W(−r) : W(−r) → W coincides with F rW(−r) .
Proof. We may obviously assume that r = 1 and the scheme Y = SpecA is afﬁne. Note
that for any Y we have (according to deﬁnitions) a cartesian square
Y (1) −−−−−−→ Spec k
Y
⏐⏐⏐⏐ Spec f
⏐⏐⏐⏐
Y −−−−−−→ Spec k
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where f : k → k is the Frobenius embedding f (	) = 	p. From this we readily conclude
that for any morphism s : W → Y of schemes over k the following square is cartesian
W(1)
s(1)−−−−−−→ Y (1)
W
⏐⏐⏐⏐ Y
⏐⏐⏐⏐
W
s−−−−−−→ Y.
The previous remark implies in particular that for an open subscheme W ⊂ Y the scheme
W(1) coincides with the open subscheme (Y )−1(W) of Y (1). Thus we get two operations
−1Y and F
−1
Y relating open subschemes in Y and Y (1). We have to show that these two
operations aremutually inverse bijections. Since both operations commutewith taking ﬁnite
unions and intersections it sufﬁces to consider their action on principal open subschemes.
Start with an open subschemeW =Ya ⊂ Y (a ∈ A). Then F−1Y (−1Y (W))=Yap =Ya =W .
Start with an open subscheme U = (Y (1))b ⊂ Y (1)(b ∈ A⊗f k). Write b =
∑
ai⊗f 	i for
appropriate ai ∈ A, 	i ∈ k. In this case −1Y (F−1Y (U)) is the principal open deﬁned by the
element
∑
	ia
p
i ⊗f 1 = bp and the statement follows. 
Lemma 4.2.1. In conditions and notations of Lemma 4.2 an open subscheme W ⊂ Y (r) is
afﬁne iff W(−r) is afﬁne.
Proof. If W(−r) is afﬁne then W = (W(−r))(r) is obviously also afﬁne. On the other hand
if W is afﬁne then W(−r) is afﬁne as well since the morphism F r : Y → Y (r) is ﬁnite. 
Lemma 4.2.2. Let  be a ﬁnite group acting (on the left) on a quasiprojective scheme Y.
Then we get an induced action of  on Y (r) and furthermore \Y (r) = (\Y )(r).
Proof. The ﬁrst statement is obvious. To prove the second one it sufﬁces obviously to treat
the case when Y =SpecA is an afﬁne scheme. In this case our statement is equivalent to the
relation (A⊗f k) = A⊗f k which follows from the fact that −⊗f k is an exact functor.
Denote by I • the standard G(r)-injective resolution of . Thus In =  ⊗ k[
G(r)]⊗(n+1) with the right regular action of G(r) on the last tensor factor. The differential
in I • is given by the formula (in which we identify In with Mor((G(r))×(n+1),a)—cf.
[9, Chapter 1, 3.3]).
df (g0, . . . , gn+1)=g0f (g1, . . . , gn+1) +
n+1∑
i=1
(−1)i f (g0, . . . , gi−1gi, . . . , gn+1).
Here A is an arbitrary commutative k-algebra, gi ∈ (G(r))(A) and we utilize left expo-
nential notation for the action of G(r) on. Note that I • is a special case of the complex
(whichwe denoteC•(, G(r), Z))=C•k (, G(r), Z)) deﬁned for every afﬁne scheme
Z provided with the (left) action of G(r). The terms of this complex have the form
Cn(, G(r), Z) = ⊗ k[G(r)]⊗(n) ⊗ k[Z]
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and the differential is given by essentially the same formula as above but where we use
the left action of G(r) on Z in the last summand. Note further that for any scheme Z
provided with an action of G(r) the complex C•(, G(r), Z) is a differential graded
k-algebra with respect to the product operation given by the formula (in which we use the
same identiﬁcation Cn(, G(r), Z) = Mor((G(r))×n × Z,a) as above)
(f ∪ f ′)(g1, . . . , gn+m, z) = f (g1, . . . , gn, gn+1 · . . . · gn+m · z)
× g1·...·gnf ′(gn+1, . . . , gn+m, z). (4.3.0)
Here A is an arbitrary commutative k-algebra, gi ∈ (G(r))(A), z ∈ Z(A) and we uti-
lize left exponential notation for the action of G(r) on . Since the induction functor
Ind=IndGG(r) is exact and takes injectives to injectives we conclude that Ind I • is an injec-
tive resolution of the rational G-module Ind. Moreover since Ind k[G(r)]=k[G]
we conclude that the terms of this resolution have the form Ind In =⊗ (k[G(r)])⊗n ⊗
k[G]. The presence for any two rational G(r)-modules M,M ′ of the natural homo-
morphism IndM ⊗ IndM ′ → Ind (M ⊗M ′) implies readily that Ind I • inherits a structure
of the differential graded algebra. Moreover a straightforward veriﬁcation shows that this
DGA coincides with C•(, G(r), G). We note also that Ind I • is not just a differen-
tial graded algebra over k but actually a differential graded algebra over k[G]G(r) =
k[G]G(r) = k[G(r)].
Let V be an open afﬁne in X = \G(r)/B(r) and letW and U denote its inverse images in
G(r)/B(r)= (G/B)(r) andG(r), respectively. Denote further by V (−r) ⊂ \G/B,W(−r) ⊂
G/B and U(−r) ⊂ G the open afﬁnes corresponding to V,W and U according to
Lemma 4.2.
According to what was said above we have to compute the image of z in Hn(B,
k[U ]⊗k[G(r)]Ind). To compute the latter cohomology group we note that
k[U ]⊗k[G(r)]Ind I • is a resolution of the rational B-module k[U ]⊗k[G(r)]Ind. More-
over Lemma 4.4 below shows that this resolution consists of acyclic B-modules.
Lemma 4.4. Let M be an injective G(r)-module. Then k[U ]⊗k[G(r)]IndM is an acyclic
B-module.
Proof. It clearly sufﬁces to treat the special case M = k[G(r)]. In this case IndM =
k[G] = k[G]×. The action of the group G here is componentwise and the action of 
looks as follows:
( · f ) = f ,
where for a function f ∈ k[G] we denote by f  the conjugated function f (g)=f (−1g).
The identiﬁcation of k[G(r)] = k[G]G(r) with k[G]G(r) associates to a G(r)-invariant
function f ∈ k[G] a G(r)-invariant function on G with -component equal to f −1 .
Thus the action of the ring k[G(r)] on k[G]× is componentwise and the action on the
-component coincides with multiplication by f −1 . Since the action of k[G(r)] on k[G]×
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is componentwise we conclude that
k[U ]⊗k[G(r)]k[G] =
⊕
∈
k[U ]⊗k[G(r)]k[G],
where k[U ] coincides with k[U ], but has a new k[G(r)]-algebra structure given by the ho-
momorphism k[G(r)] f 
→f 
−1
−−−−−−→ k[G(r)] → k[U ]. The action of the group B(r) on k[G]
is k[G(r)]-linear and hence
H ∗(B(r), k[U ]⊗k[G(r)]k[G]) = k[U ]⊗k[G(r)]H ∗(B(r), k[G]) = 0 for ∗ > 0,
where the vanishing of H ∗(B(r), k[G]) follows from [9, Chapter 1, 4.12 and 5.13]. Fur-
thermore theB(r)-moduleH 0(B(r), k[U ]⊗k[G(r)]k[G]) is acyclic according to Corollary
2.3 and hence k[U ]⊗k[G(r)]k[G] is an acyclic B-module. Finally
H 0(B, k[U ]⊗k[G(r)]k[G]) =
⊕
∈
H 0(B, k[U ]⊗k[G(r)]k[G])).
This is an induced and hence acyclic -module. Note for future use that we have also
established the following formula:
H 0(B, k[U ]⊗k[G(r)]k[G]) = H 0(B, k[U ]⊗k[G(r)]k[G]) = H 0(B, k[U(−r)])
= k[W(−r)]. (4.4.0)
Here at the last stage of computation we used the following result.
Lemma 4.4.1. Let W ⊂ G/B be an open afﬁne subset. Denote by U its inverse image in
G. Then U is also afﬁne and the canonical map k[W ] → k[U ]B is an isomorphism.
Proof. The fact that U is afﬁne is proved in [9, Chapter 1, 5.7]. To prove the second
statement we note that since k[U ] is a faithfully ﬂat k[W ]-algebra (see [9, Chapter 1, 5.7])
it sufﬁces to show that the induced homomorphism k[U ] → k[U ]⊗k[W ]H 0(B, k[U ]) =
H 0(B, k[U ]triv⊗k[W ]k[U ]) is an isomorphism. The Cartesian diagram
U × B −−−−−−→ U
pr1
⏐⏐⏐⏐
⏐⏐⏐⏐
U −−−−−−→ W
shows that B-module k[U ]triv⊗k[W ]k[U ]) identiﬁes canonically with k[U ]triv ⊗ k[B] and
hence H 0(B, k[U ]triv⊗k[W ]k[U ]) = H 0(B, k[U ]triv ⊗ k[B]) = k[U ]. 
Lemma 4.4 implies that H ∗(B, k[U ]⊗k[G(r)]Ind) coincides with the cohomology
of the differential graded k[V ]-algebra J • = (k[U ]⊗k[G(r)]Ind I •)B . According to [12,
Proposition 4.2] to verify that the cohomology class t = V (z) ∈ Hn(J •) is nilpotent
it sufﬁces to check that for every point v ∈ V the image t (v) of t in Hn(k(v)⊗k[V ]J •) is
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nilpotent. Note further that J n=⊗k[G(r)]⊗n⊗(k[U ]⊗k[G(r)]k[G])B .Applying
(4.4.0) we get the following formula for J n:
J n = ⊗ k[G(r)]⊗n ⊗ k[W(−r)],
which readily implies that the DGA J • coincides with C•(, G(r),W(−r)), where we
use implicitly the obvious fact that W(−r) is stable with respect to the left action of G(r)
on G/B. Fix a point v ∈ V and tensor J • with k(v) over k[V ].
In this way we get a differential graded k(v)-algebra J •(v) = k(v)⊗k[V ]J •. The terms
of this DGA look as follows:
J n(v) = ⊗ k[G(r)]⊗n ⊗ k(v)[W(−r)v ] = k(v)⊗k(v)k(v)[G(r)]⊗n
⊗k(v)k(v)[W(−r)v ],
where W(−r)v denotes the ﬁber of the ﬁnite morphism W(−r)
F r−→W → \W = V over the
point v ∈ V . Fix an algebraic closureK of k(v) and denote by v the corresponding geometric
point SpecK → Spec k(v) → V . Finally extend scalars in the differential graded algebra
J •(v) from k(v) to K, thus getting a DGA J •(v)=K⊗k(v)J •(v) over K. The terms of this
DGA are of the form
J n(v) = K⊗KK[G(r)]⊗n⊗KK[W(−r)v ],
where W(−r)v denotes the ﬁber of the ﬁnite morphism W(−r)
F r−→W q→V = \W over
the geometric point v. An easy computation shows that the DGA J •(v) coincides with
C•K(K, G(r),W
(−r)
v ). In particular the products in J •(v) are given by the formula
(f ∪ f ′)(g1, . . . , gn+m,w) = f (g1, . . . , gn, gn+1 · . . . · gn+m · w)
× g1·...·gnf ′(gn+1, . . . , gn+m,w), (4.3.1)
where this timeA is an arbitrary commutativeK-algebra,gi ∈ (G(r))(A),w ∈ W(−r)v (A).
Note that all terms of J •(v) are modules over K[Wv] (even over K[W(−r)v ]), however
J •(v) is not a DGA over K[Wv] (K[Wv] is not in the center of J •(v) and does not consist
of cocycles). Denote by w1, . . . , wn the (closed) points of Wv . Since the action of  on the
set of closed points of Wv is transitive, for every point w ∈ Wv the extension ﬁeld k(w) is
normal over k(v) and canonical homomorphism Stab(w) → Gal(k(w)/k(v) is surjective
(see [2, Chapter 5, Section 2]) one concludes easily (see [6, Example 5, Section 2]; [13,
Lemma 5.1]) that the action of  on the set {w1, . . . , wn} is still transitive. Denote ﬁnally by
I the ideal of K[Wv], consisting of functions vanishing at all points wi . Thus I is a nilpotent
ideal inK[Wv] and K[Wv]/I =∏i K(wi) =
∏
i K .
Lemma 4.5. The left ideal J •(v) · I is actually a nilpotent two-sided differential graded
ideal (DGI).
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Proof. To prove the statement we have to rewrite the formula deﬁning the product in
the DGA J •(v) in a more algebraic way. To do so we deﬁne the following operations
on cochains. Given a pair of integers n,m and cochains f ∈ J n(v) = Mor((G(r))×n ×
Wv,K,a), f ′ ∈ Jm(v)=Mor((G(r))×m×Wv,K,a)wedeﬁne two (n+m)-dimensional
cochains Pn,m(f ),Qn,m(f ′) via the formula
Pn,m(f )(g1, . . . , gn+m,w) = f (g1, . . . , gn, gn+1 · . . . · gn+m · w),
Qn,m(f
′)(g1, . . . , gn+m,w)=g1·...·gnf ′(gn+1, . . . , gn+m,w).
It is clear from the above deﬁnition that the homomorphism Pn,m : K ⊗K[G(r)]⊗n ⊗
K[Wv] → K ⊗ K[G(r)]⊗(n+m) ⊗ K[Wv] is induced by the homomorphism of com-
mutative K-algebras K[Wv] → K[(G(r))×m × Wv] = K[(G(r))]⊗m ⊗ K[Wv], cor-
responding to the multiplication morphism (G(r))×m × Wv → Wv , whereas the homo-
morphism Qn,m : K ⊗ K[G(r)]⊗m ⊗ K[Wv] → K ⊗ K[G(r)]⊗(n+m) ⊗ K[Wv]
is induced by the iterated diagonal morphism  :  → ⊗ k[G(r)]⊗n corresponding to
the rational G(r)-module. Using these operations P and Q we may rewrite the formula
for f ∪ f ′ in the following form
f ∪ f ′ = Pn,m(f ) ∗ Qn,m(f ′),
where ∗ on the right denotes the usual product operation on the algebra
K ⊗ K[G(r)]⊗(n+m) ⊗ K[Wv]. An immediate veriﬁcation shows Jm(v) · I k = K ⊗
K[G(r)]⊗n ⊗ I k . Moreover since the ideals I k are stable with respect to the action of
G(r) (note that G(r) acts trivially on W and hence on Wv and I is obviously stable with
respect to the action of the discrete group ) we conclude easily from the above formulae
for P and Q that P(J n(v) ·I k) ⊂ J n+m(v) ·I k,Q(Jm(v) ·I k) ⊂ J n+m(v) ·I k . The obvious
formula (J n+m(v) · I k)∗ (J n+m(v) · I l)=J n+m(v) · I k+l and the nilpotence of I show that
J •(v) · I is a nilpotent two-sided ideal. To show that this ideal is a DGI it sufﬁces to check
that d(f ) ∈ J 1(v) · I for any function f ∈ I , which is straightforward from the above
computations and deﬁnitions. 
Remark 4.5.1. If we try to replace I by the corresponding ideal I ′ ⊂ K[W(−r)v ] the proof
would not go since the ideal I ′ is not stable with respect to the action of G(r).
Lemma 4.5 shows that to verify nilpotence of t (v) ∈ H ∗(J •(v)) we may reduce J •(v)
modulo the ideal J •(v)·I . Reducing J •(v)modulo J •(v)·I amounts to replacing the tensor
factorK[W(−r)v ] appearing in J n(v) byK[W(−r)v ]/I =
∏
iK[W(−r)wi ], whereW(−r)wi denotes
the ﬁber of the ﬁnite morphism W(−r) F
r−→W over wi . We need to know the structure of
this rational G(r)-module. To do so we need to ﬁgure out the ﬁbers of the Frobenius
morphism F r : G/B → (G/B)(r) = G(r)/B(r).
Lemma 4.6. Let g ∈ G(k) be a rational point and let g(r) be its image in G(r). Then
the ﬁber of the Frobenius morphism F r : G/B → G(r)/B(r) over the rational point
g(r) · B(r) ∈ G(r)/B(r) identiﬁes canonically with G(r)/gB(r)g−1.
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Proof. Note that the schemeG(r)/B(r)=(G/G(r))/(B/B(r))may be identiﬁed withG/B ·
G(r). This identiﬁcation implies readily that the following diagram of schemes is Cartesian
G/G(r) −−−−−−→ G/G(r) = G(r)⏐⏐⏐⏐
⏐⏐⏐⏐
G/B −−−−−−→ G/B · G(r) = G(r)/B(r).
Hence the ﬁber of the bottom arrow over g(r) ·B(r) coincides with the ﬁber of the top arrow
over g(r). Finally the ﬁber of the top arrow over g(r) coincides with G(r)/gB(r)g−1 as one
sees from the Cartesian diagram (see [12, (4.1.1)]):
G(r)/gB(r)g
−1 −−−−−−→ Spec k
x 
→xg
⏐⏐⏐⏐ g
(r)
⏐⏐⏐⏐
G/B(r) −−−−−−→ G/G(r) = G(r). 
Corollary 4.6.1. In conditions andnotations of Lemma4.6 leth ∈ G(k)beanother rational
point. Then we have a commutative diagram relating the ﬁbers ofF r over the rational points
g(r), (hg)(r) ∈ G(r)
G(r)/gB(r)g
−1 ∼−−−−−−→ (G/B)g(r)
Ad(h)
⏐⏐⏐⏐ h
⏐⏐⏐⏐
G(r)/hgB(r)(hg)
−1 ∼−−−−−−→ (G/B)(hg)(r) .
Here the horizontal arrows are the identiﬁcations of Lemma 4.6, the left vertical arrow is
conjugation by h and right vertical arrow is left multiplication by h.
Proof. This follows immediately from the explicit formulae for the maps involved in the
above diagram. 
Proposition 4.7. The rational (G(r))K -module K[W(−r)v ]/I =
∏
i K[W(−r)wi ] identiﬁes
with K[G(r)]1gB(r),Kg−1 , where 1 is the stabilizer of the point w1 and g ∈ G(K) is
an appropriate element.
Proof. Since the ﬁeldK is algebraically closed and themorphismF r : G/B → (G/B)(r) is
purely inseparable, the pointw1 lifts canonically to a pointw(−r)1 ∈ G/B. Using once again
the fact that K is algebraically closed we conclude thatw(−r)1 admits a lifting g ∈ G(K), i.e.
w
(−r)
1 = g ·B, w1 = g(r) ·B(r). According to Lemma 4.6 for any  ∈  the ﬁber (G/B)w1
identiﬁeswithG(r),K/gB(r),K(g)−1. So
∐
iW
(−r)
wi =
∐
∈/1G(r),K/gB(r),K(g)
−1=
(G(r),K)/(1gB(r),Kg
−1).FinallyCorollary 4.6.1 implies easily that this isomorphism
is compatible with the left action of G(r),K on schemes involved. 
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Corollary 4.7.1. TheDGAJ •(v)/J •(v)·I identiﬁeswith (I •⊗kK)1gB(r),Kg−1 andhence
its cohomology identiﬁes with H ∗(1gB(r),Kg−1,K).
End of the Proof of the Theorem 4.1. We can sum up all the previous computations by
saying that to verify the nilpotence of the cohomology class z ∈ Hn(G(r),) =
Hn(B, Ind) it sufﬁces to check that for any open afﬁne V ⊂ \G(r)/B(r) and any
geometric point v : SpecK → V the image of z under the natural homomorphism
Hn(G(r),) = Hn(B, Ind) → Hn(B, k[U ]⊗k[G(r)]Ind)
=Hn(C∗(, G(r),W(−r)))→Hn(C∗K(K, G(r),K,W(−r)v )
→Hn(C∗K(K, G(r),K,
∐
i
W (−r)wi )=Hn(1gB(r),Kg−1,K)
is nilpotent. An easy computation shows that the above composition takes z to
(zK)|1gB(r)g−1 . Furthermore the resulting cohomology class of 1gB(r),Kg
−1 still have
the same deﬁning property: it restricts nilpotently to all elementary abelian subgroups and
hence is nilpotent according to Corollary 3.3. 
5. The general case of the detection theorem
Theorem 5.1. Let G/k be a ﬁnite group scheme over a ﬁeld k of positive characteristic p.
Let further  be an associative unital rational G-algebra and let z ∈ Hn(G,) be a
cohomology class. Assume that for any ﬁeld extension K/k and any elementary abelian
subgroup scheme  : 0 × Ga(r),K ↪→ GK the pull-back ∗(zK) ∈ Hn(0 × Ga(r),K,) is
nilpotent. Then z is nilpotent itself.
Proof. Extending scalars we may obviously assume that the base ﬁeld k is algebraically
closed. In this case the group scheme G identiﬁes canonically with the semidirect product
G=G0 where =G(k) is a ﬁnite discrete group and G0 is the connected component of
G. The group scheme G0 is obviously inﬁnitesimal and we denote by r its height. Denote
by ′ a Sylow p-subgroup in . The usual transfer argument (see [1, Lemma 5.4]) shows
that the restriction homomorphism H ∗(G0,)
res−→H ∗(′G0,) is injective. Thus in
what follows we may assume that G = G0 where  is a ﬁnite p-group and G0 is an
inﬁnitesimal group scheme of height r. Embed G into GLn = GLn,k with n large enough.
Lemma 5.2. There exists a Borel subgroup B ⊂ GLn such that  ⊂ B(k).
Proof. The embedding G ↪→ GLn makes kn into a rational G-module and in particular
into a -module. Since  is a p-group and char k=p the only simple -module is the trivial
-module k. This implies readily the existence of a ﬂag of -invariant subspaces
0 = W0 ⊂ W1 ⊂ · · · ⊂ Wn = kn dimk Wi = i
such that the action of  on all subsequent factors Wi/Wi−1 is trivial. Now it sufﬁces to
take B to be the Borel subgroup in GLn determined by this ﬂag. 
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Since G0 was assumed to be of height r we conclude that G0 ⊂ GLn(r) and hence
G ⊂ G′ = GLn(r). Set ′ = IndG′G . Then ′ is an associative unital G′-algebra.
Moreover H ∗(G,) = H ∗(G′,′) as graded algebras. Denote by z′ ∈ H ∗(G′,′) the
cohomology class corresponding to z under the above identiﬁcation. In view of Theorem
4.1 to show that z′ is nilpotent it sufﬁces to show that for any ﬁeld extension K/k and any
elementary abelian subgroup scheme ′ : 0 × Ga(s),K ↪→ G′K the pull-back (′)∗(z′K)
is nilpotent. This fact is proved in exactly the same way as the corresponding statement
was proved for inﬁnitesimal groups in [12, Theorem 4.3]. For the sake of completeness we
remind the proof.
Extending scalars and replacing GLn,k by GLn,K it sufﬁces to show that for any ele-
mentary abelian subgroup scheme ′ : 0 × Ga(s) ↪→ GLn(r) the restriction of z′ to
0 × Ga(s) is nilpotent.
Denote 0 × Ga(s) by H ′ and set H = H ′×G′G, so that we have a cartesian diagram of
ﬁnite group schemes
H
−−−−−−→ G⏐⏐⏐⏐
⏐⏐⏐⏐
H ′ 
′−−−−−−→ G′.
Note that H is a closed subgroup scheme in an elementary abelian group scheme H ′ and
hence is elementary abelian as well. Consider the homomorphism of rational H ′-modules
 : ′ = IndG′G () → IndH
′
H ()
determined by adjointness of Ind and Res. This homomorphism is surjective. To prove this
consider the commutative diagram of schemes:
H ′ 
′−−−−−−→ G′
pH
⏐⏐⏐⏐ pG
⏐⏐⏐⏐
H ′/H 
′−−−−−−→ G′/G.
Note that there are canonical quasicoherent sheaves LG() on G′/G and LH () on
H ′/H with the property that(G′/G,LG())=IndG′G (),(H ′/H,LH ())=IndH
′
H ()
and (G′, p∗G(LG))= k[G′] ⊗,(H ′, p∗H (LH ))= k[H ′] ⊗—see [9, Chapter 1, 5.8]
or [12, Section 3]. Thus p∗H (′)∗(LG) = (′)∗p∗G(LG) is a quasicoherent OH ′ -module
corresponding to the k[H ′]-module k[H ′] ⊗  and the same is true for p∗H (LH ). This
shows that the canonical homomorphism of quasicoherent OH ′/H -modules (′)∗(LG) →
LHbecomes an isomorphism when we apply p∗H to it. Since the morphism pH is faithfully
ﬂat we conclude thatLH = (′)∗(LG). Taking global sections of both sheaves we see that
IndH ′H ()=k[H ′/H ]⊗k[G′/G]IndG
′
G (). Finally it is not hard to see thatH ′/H
′→G′/G is a
closed embedding (see Theorem 5.3) and hence the homomorphism k[G′/G] → k[H ′/H ]
is surjective. As was seen above the homomorphism  is actually a homomorphism of
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k[G′/G]-algebras which may be identiﬁed with the composition
IndG′G () → k[H ′/H ]⊗k[G′/G]IndG
′
G () = IndH
′
H ().
Since k[G′/G] = k[GLn(r)/G0] is a local artinian k-algebra we conclude that the ideal
J =Ker(k[G′/G] → k[H ′/H ] is nilpotent and hence the ideal I =Ker = IndG′G () · J is
nilpotent as well. Now consider the following portion of the exact cohomology sequence:
Hn(H ′, I ) → Hn(H ′,′) → Hn(H ′, IndH ′H ) = Hn(H,)
To prove that (′)∗(z′) ∈ Hn(H ′,′) is nilpotentwe ﬁrst observe that its image inHn(H,)
is nilpotent by our original hypothesis on z for this image equals ∗(z). Thus, replacing z
by its appropriate power, we may assume that ′∗(z′) is in the image of Hn(H ′, I ). Since I
is nilpotent the ring without unit H ∗(H ′, I ) is also nilpotent and hence ′∗(z′) is nilpotent.

Theorem 5.3. Let ′ : H ′ → G′ be a homomorphism of afﬁne group schemes over k.
Let further G ⊂ G′ be a subgroup scheme and let H denote its inverse image in H ′. The
canonical morphism of quotient schemes ′ : H ′/H → G′/G is always a locally closed
embedding. If all group schemes involved are ﬁnite then ′ is a closed embedding.
This statement is of too general character not to be well-known. Unfortunately I was not
able to ﬁnd a reference so I will provide a detailed proof of this Theorem in the next section.
This proof (worked out jointly with Eric Friedlander) follows closely the proof presented
in [14] of a theorem that says that any homomorphism of afﬁne group schemes with trivial
kernel is a closed embedding. Right now I would note only that the second statement of
the above theorem is an obvious corollary of the ﬁrst one since for ﬁnite group schemes all
morphisms appearing above are obviously ﬁnite.
6. Proof of Theorem 5.3
In this section we are going to provide the proof of the Theorem 5.3. We start with few
preliminary deﬁnitions and remarks.
Deﬁnition 6.0. We will be saying that the morphism f : Y → X is a weak epimorphism
iff the closed image ofY in X coincides with X, i.e. iff the associated map of sheaves of rings
f ∗ : OX → f∗(OY ) is injective.
Note that a weak epimorphism need not be surjective even in the set theoretical sense.
The best we can say is that f (Y ) contains an open dense subset of X.
Theorem 6.1. Let G be an afﬁne group scheme over an algebraically closed ﬁeld k. Let
further X/k be a scheme provided with an action of G and let x ∈ X(k) be a k-rational
point of X. Assume that the translation map mx : G → X g 
→ g · x is weakly surjective
then the mx is ﬂat and, in particular its image is open in X.
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Proof. Note that the image of mx coincides with the orbit of x and hence is locally closed
in X (see [8, Chapter 2, 8.3]) since on the other hand the closure of this image coincides
with X we conclude that U =mx(G) is open in X. Replacing X by U we may assume in the
future that the map mx is surjective i.e. the action of G on X is transitive. We ﬁrst consider
the case when X is reduced. In this case our statement follows from the following more
general result. 
Lemma 6.2. Let f : Y → X be a G-equivariant morphism of schemes provided with an
action of G. Assume that the scheme X is reduced and the action of G on X is transitive.
Then f is ﬂat.
Proof. Note that every morphism to an integral scheme is ﬂat in the neighborhood of the
generic point. Thus there exists an open dense subset V ⊂ X such that f is ﬂat over V.
Since the morphism f is G-equivariant we conclude further that f is ﬂat over g · V for any
g ∈ G(k). Finally⋃g∈G(k)g · V = X since the action of G on X is transitive and hence f is
everywhere ﬂat. 
Next we consider the case when X has only one point (namely x), i.e. k[X] is a ﬁnite-
dimensional local k-algebra. In this case we show that the k[X]-algebra k[G] is actually a
free k[G]-module. Denote by I the maximal ideal of k[X], which obviously is nilpotent. Set
Gx =StabG(x)=G×XSpec k (where x : Spec k → X is the unique point of X. One checks
immediately that Gx is a closed subgroup scheme in G, moreover k[Gx] = k[G]/I · k[G].
Choose a family of functions {fj ∈ k[G]}j∈J such that their restrictions f j to Gx form a
basis of k[Gx] over k.
Lemma 6.3. In conditions and notations introduced above the functions {fj }j∈J form a
basis of k[G] over k[X].
Proof. Consider the homomorphism of k[X]-modules
f :
⊕
j∈J
k[X] ej 
→fj−−−−−−→ k[G].
If we reduce both sides modulo I, then f becomes an isomorphism since f j form a basis of
k[Gx]= k[G]/I · k[G] over k[X]/I = k. Thus denoting by C the cokernel of f we conclude
that I · C = C and hence C = 0 since I is nilpotent. This shows that f is an epimorphism.
To show that f is also a monomorphism we tensor it with k[G] over k[X] and consider the
diagram
⊗
j∈J k[X] f−−−−−−→ k[G]⏐⏐⏐⏐
⏐⏐⏐⏐
⊕
j∈J k[G] 1k[G]⊗k[X]f−−−−−−→ k[G]⊗k[X]k[G]
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where the vertical arrows are canonical maps induced by the k-algebra homomorphism
k[X] (mx)∗−−−−−−→ k[G]. Since the morphism mx was assumed to be weakly surjective we
conclude that k[X] (mx)∗−−−−−−→ k[G] is a monomorphism and hence the left vertical arrow
in the above diagram is a monomorphism. To conclude that the top horizontal arrow is a
monomorphism it sufﬁces now to verify that the bottom horizontal arrow is a monomor-
phism. To do so we note that the bottom horizontal arrow is an epimorphism (since f is
an epimorphism) and moreover becomes an isomorphism if we reduce modulo a nilpotent
ideal I ·k[G]. To conclude now that the bottom horizontal arrow is actually an isomorphism
we observe that the k[G]-module k[G]⊗k[X]k[G] = k[G×XG] is actually free and hence
the bottom horizontal arrow is a split epimorphism. In fact we have a canonical isomor-
phism of schemes over G: G×XG = G × Gx and hence an isomorphism of k[G]-algebras
k[G]⊗k[X]k[G] = k[G×XG] = k[G]⊗kk[Gx]. Since 1G⊗k[X]f splits and also becomes
an isomorphism being reduced modulo I · k[G] we conclude that its kernel K satisﬁes the
property K = I · K and hence K = 0 since I is nilpotent. 
Wenow treat the general case.Assume ﬁrst that char k=0. Since every group scheme over
a ﬁeld of characteristic zero is reducedwe conclude ﬁrst thatOG has no nontrivial nilpotents.
According to our assumptions the homomorphism OX → (mx)∗(OG) is a monomorphism,
which implies that the sheaf OX also has no nontrivial nilpotents, i.e. the scheme X is
reduced. However this case was settled above in Lemma 6.2.
Assume now that char k = p> 0. For any scheme X we denote by X[n] the closed image
of X under the Frobenius morphism Fn : X → X(n).
Lemma 6.4. (a) If X is reduced then X(n) is reduced as well and X[n] = X(n) for all n.
(b) For any X/k there exists N0 such that X[n] is reduced for all nN .
Proof. In both cases it clearly sufﬁces to treat the case of afﬁne schemes. If X = SpecA is
afﬁne then X(n) = SpecA(n), where the k-algebra A(n) may be identiﬁed with A with a new
k-algebra structure, given by the formula 	 ∗ a = 	p−na(	 ∈ k, a ∈ A). Moreover after this
identiﬁcation the Frobenius homomorphism Fn : A(n) → A coincides with the raising to
the power pn. The ﬁrst statement is now obvious: if A is reduced A(n) is also reduced and
the Frobenius homomorphism Fn : A(n) → A is injective. To prove the second statement
we note that there exists n0 such that apn = 0 for all a from the nilradical of A and hence
k[X[n]] which may be identiﬁed with the subring of A = k[X] consisting of pnth powers
of all elements of A is reduced. 
End of the Proof of Theorem 6.1. We assume that char k=p> 0 and the action of G on
X is transitive (see beginning of the proof). Pick up an integer n such the scheme Y = X[n]
is reduced and denote by y the image of x inY. The action of G on X determines an action of
G(n) on X(n) and hence determines also an action (via the Frobenius homomorphism Fn :
G → G(n)) of G on X(n). Moreover the Frobenius map Fn : X → X(n) is G-equivariant
and hence the closed image X[n] of X in X(n) is a G-invariant closed subscheme. Note next
that the morphism my : G → Y may be written as a composition G mx→X F
n→Y . Since both
arrows are weak epimorphisms we conclude immediately that their composition is a weak
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epimorphism as well. Finally the morphism Fn : X → Y gives a bijection on the set of
k-points from which we conclude that the action of G onY is transitive as well. Lemma 6.2
implies that both my and Fn : X → Y are ﬂat. Thus we get a diagram of G-equivariant
morphisms
G
mx−→ X
my ↘ ↙ Fn
Y
with ﬂat diagonals. Using once again the fact that G acts transitively on X we see that it
sufﬁces to establish that mx is ﬂat over x, and for that (since my and Fn are ﬂat) it sufﬁce
to establish that the induced morphism on ﬁbers over y is ﬂat—see [SGA1, Example 4, 5.9;
2, III 5.4]. Denote by Gy = StabG(y) = G×Y y and Xy = X×Y y the ﬁbers of G and X,
respectively, over y. Note further that we have canonical identiﬁcations
G × Gy ∼−→G×YG (g, h) 
→ (g, gh),
G × Xy ∼−→G×YX (g, z) 
→ (g, gz).
Moreover under these identiﬁcations the morphism 1G×Ymx identiﬁes with 1G × (mx)|Gx .
SinceOX → (mx)∗(OG) is amonomorphism andOG is a ﬂatOY -algebrawe conclude easily
thatOG×YX → (1G×Ymx)∗(OG×YG) is still amonomorphism i.e. 1G×Ymx=1G×(mx)|Gx
is a weak epimorphism, which readily implies that (mx)|Gx is a weak epimorphism. Finally
the scheme Xy has only one point i.e. we are in the inﬁnitesimal situation considered in
Lemma 6.3 and hence may conclude that k[Gy] is even a free k[Xy]-module. In any event
the induced morphism on the ﬁbers Gy → Xy is ﬂat and hence mx : G → X is ﬂat. 
Proof of Theorem 5.3. Recall that we start with a homomorphism ′ : H ′ → G′ of afﬁne
group schemes over k and a closed subgroup scheme G ⊂ G′. We set H = H ′×HG and
want to conclude that the induced map on the quotient schemes H ′/H → G′/G is a
locally closed embedding. Denote by x the distinguished point of G′/G, i.e. x = G/G.
The composition morphism H ′ → H ′/H → G′/G coincides obviously with the map mx
considered above (corresponding to the action of H ′ on G′/G given by the composition of
the homomorphism ′ : H ′ → G′ and the left regular action of G′ on G′/G). Denote by X
the closed image of H ′/H in G′/G or what amounts to the same thing the closed image of
H ′ in G′/G. According to Theorem 6.1 the image U of mx is open in X, i.e. locally closed
in G′/G and moreover the composition morphism
H ′ p→H ′/H → U
is faithfully ﬂat. Since the projection p : H ′ → H ′/H is faithfully ﬂat as well we
immediately conclude that the arrow H ′/H → U is faithfully ﬂat. We next observe
that the morphism of fppf-sheaves on Sch/k deﬁned by the morphism ′ is injective. In
fact the fppf-sheaf represented by the scheme G′/G is associated to the presheaf X 
→
G′(X)/G(X)—see [9, Chapter 1, Section 5]. Since for any X the corresponding map
H ′(X)/H(X) → G′(X)/G(X) is clearly injective we conclude that the map of presheaves
is injective and since the functor of associated sheaf is exact the same is true for associated
sheaves. Now it sufﬁces to use the following Lemma.
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Lemma 6.5. Let f : X → Y be a faithfully ﬂat morphism. Assume that for any scheme
S ∈ Sch/k the corresponding map HomSchk (S,X) → HomSchk (S, Y ) is injective. Then f
is an isomorphism.
Proof. Take S =X×YX. The projections p1, p2 : X×YX → X coincide being composed
with f. Thus our condition implies that p1 = p2. This implies further that the morphisms
p1 =p2 : X×YX → X andX : X → X×YX are mutually inverse isomorphisms. Finally
the morphism p2 is obtained from f making the base change X → Y . Since f becomes an
isomorphism after a faithfully ﬂat base change it was an isomorphism from the start. 
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