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This paper deals with the estimate of errors introduced by finite sampling in Monte Carlo evaluation 
of functionals of stochastic processes. To this end we introduce a metric d over the space of 
probability measures which induces a topology finer than the weak topology. For any two measures 
p, u, this metric allows to bound I&f)-( v,f>l, uniformly over a large class of C’-functions X 
by a quantity which can be computed by a finite number of calculations. In the case ZJ = pn, the 
empirical distribution of order n of p, we can compute the minimum sample size that will ensure 
that this quantity will be smaller than any given E, at any chosen confidence level. As an application 
we control the rate of convergence of an approximating scheme for obliquely reflecting Brownian 
motion on a half-plane by a Monte Carlo evaluation of two significant functionals on the path space. 
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Introduction 
This paper is concerned with numerical experiments on stochastic processes and, 
more precisely, with the numerical evaluation of functionals of such processes. 
Specifically, we discuss quantitative stimates of errors involved in such computa- 
tions, with an emphasis on, but not limited to, simulation of approximation schemes 
for diffusion processes. Our results apply also to direct experimenting on, e.g., 
birth-and-death, branching or queueing systems. 
Let X be a stochastic process and consider the problem of evaluating one or 
more functionals F( ) of this process. As an example, 
e 
while F is known, 
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reliability of the computer ealization of X. F being random, we might be looking 
for its distribution or may be content with its mean value (or higher moments) only. 
Such a numerical evaluation is generally fairly easy to obtain. hiowever, due to 
the finite sampling imposed on the computation, the question arises of the error 
involved in this operation. While asymptotic estimates (in the number of samples 
taken) can be easily derived from standard theorems, we apply recent results on 
the theory of empirical distributions (for a large survey on this topic cf. [4] and 
161) and obtain precise, non-asymptotic, bounds on these errors at any given 
confidence level. It is worth remarking that these bounds require no a priori 
knowledge of any moments of the distributions, in contrast o, e.g., Berry-Esseen 
type estimates (cf. [lo]). This is the topic of Sections l-3: Section 1 recalls the 
underlying general results; Section 2 applies them to the computation of distributions 
of functionals and Section 3 to the computation of mean values. In Section 2 the 
error involved in computing probability distributions is evaluated by a suitably 
chosen metric which can be calculated, with arbitrary precision, by finite truncations. 
Moreover the error so evaluated bounds the error made in computing the expectation 
of any %‘-function under the simulated distribution, uniformly over @-functions 
with uniformly bounded derivatives. 
At this point our estimates can be directly applied to such “exactly” simulated 
systems as those mentioned above (e.g. queueing, etc.). More problems arise when 
an approximation scheme is involved, as in the simulation of diffusions: in fact this 
causes a further level of error to be present in the computation. In this context one 
possible application of our estimates is to testing the quality of the approximation, 
by evaluating significant functionals along the scheme, to be compared with their 
theoretical value. The a priori bounds derived in Sections l-3 for the error involved 
in the computation of the functional at each step allow a reliable test. 
Concerning the convergence of schemes, apopular criterion is the L2-distance of 
the scheme from the theoretical model (cf. [12]). Such a measure is not always 
appropriate, since it implies that both the scheme and the limit process live on the 
same probability space. A discussion of this issue is carried out for instance in [ 111. 
A more versatile approach is to look at weakly converging schemes, ince this allows 
to consider functionals that depend on the whole path. This approach has been 
stance, in [S] and [5]. 
pplication, in Section 4 we test for an approximation scheme to 
obliquely reflecting rownian motion which has been proposed in [2]. The scheme 
is of independent interest. It has several advantages over competing algorithms: its 
implementation is very straightforward and it offers a natural way of dealing with 
h for a smooth domain and for a large class of convex domains 
reover, the approximating processes are arkov. As shown in 
Section 6, computation times on a machine as small as a lightly configurated 
als for t% specific case 
n Section 6 we a 
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of Sections 2 and 3 to test for the proximity, in the weak sense, of these functionals 
to their theoretical value. To this end we make use of the metric introduced in 
Section 2 Gnd its finite truncations. 
The present approach seems to be a powerful control tool for Monte Carlo 
computations. It should be remarked that, although the computations involved can 
be handled on small machines (cf. Section 6 for specific information), it provides 
a fairly fine analysis. 
1. Vapnik-Chervonenkis e timates 
In this section we recall the main result obtained by Vapnik and Chervonenkis (cf. 
[ 141) on the convergence of empirical distributions. The following theorems general- 
ize the estimates by Dvoretzky, K.iefer and Wolfowitz (cf. [3]) on the rate of 
convergence in the Glivenko-Cantelli theorem to more general classes of sets. 
Let p be any probability distribution on a measurable space (%,a). Let cc,, denote 
its empirical distribution of order R, realized on a complete probability space 
Theorem 1.1 (cf. [ 141). Lei 9s 9. 
A9(x I,..., X,)=#{Bs.t. 
my(r) = max Ag(xl, 
{Xl ,...,x,)c % 
ForrEN and {x,,...,x,}C~, define 
fi={x ,,...,XrWG3E9, 
, . . , x,)- 
Then, Vr E N, either m”(r) = 2’ or my(r) s rk + 1, where 
k = min{ j E f+J s.t. mg( j) # 2$ 
The number k is called Vapnik-Chervonenkis index. [f if is Jinite, 9’ is called a 
Vapnik- Chervonenkis class. 
eorem 1.2 (cf. [ 141). For every class 9’~ 9, Vu > 0: 
Wn32/a2 
P sup JP,(B)-LL(~)I>O. S4msP(2n) exp(-a2n/8). 
BE9 > 
reover, if 9’ is a Vapnik-Chervonenkis class of index k, VU, S > 0: 
Vn 2 fi(k, 6, ca) = 16(ln(16k/cr2)k-ln(6/4))/cr2, 
0.2) 
Note that the rate of convergence is independent o 
is is especially relevant bet 
oreover for a sequence of 
gence of the empirical distributions will be uniform w.r.t. the parameter N. 
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n view of the licatians to erical simulation, it is important o study weak 
convergence 0 empirica! distributions of boun ed Rd-valued r.v.‘s, i.e. conver- 
gence of the expectations of continuous functions under the empirical distributions 
ore specifically it is highly desirable to have a control on the rate of 
, uniformly over large enough classes of functions. 
are able to do so by introducing a particular metric on the space of probability 
measures. Several metrics can be introduced on the space of probability measures, 
the most famous of which is perhaps Brohorov metric (cf. [l]). However the metric 
we introduce in this section satisfies two requirements which are crucial from the 
standpoint of applications: (1) a large class of functionals is Lipschitz w.r.t. it, so 
that it is possible to obtain the above mentioned estimates; (2) it can be evaluated 
with arbitrary precision by computable quantities. Moreover this choice of the metric 
allows us to take advantage of the results of Vapnik-Chervonenkis on the rate of 
convergence of empirical distributions over classes of sets. 
Let II([O, I], 93) denote the set of probability measures on ([0, 11, Se) (9 the 
ore1 o-algebra). For 1~1, v E. II([O, 11, 9) define the following metric: 
d&9 4 = : + 2’” 
m=O 
k;, khn,k) - dIrn,k) -/&m,k)+ v(J,,k)l, 
(2.1) 
enote by E*[ f ] the expectation of s measurable bounded real-valued function 
f under the probability distribution p. The following theorem shows that the distance 
between expectations of functions is bounded by a simple expression in the metric 
-functions with uniformly bounded derivatives; lin fact the 
$1 directly in terms of the truncations dnB’s ;Iwhich are the 
et %fL ={f E %“( 0, 11) s.l f’(x)l< Q!). have 
aar ex 
(2.3) 
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where 
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40 = 1, +m.k = 2m’2h,,,k - x.Im k I, . 
co= f (xl dx, cm,k = f(X)+m,k(X) dx 
The proposition follows by observing that: 
I I 
Q! 
%k s 23(m/2)+2 
and 
E 14m,k(Xjl=2m’2. Cl 
k=l 
. It follows immediately from Theorem 2.1 
d implies weak convergence. The converse does not 
important to note that it holds as soon as the limit 
zero measure to the set of dyadic numbers, in particular if it has a density. 
that convergence in the metric 
hold in general; however it is 
probability distribution gives 
.2. In (2.3), if either cc or up is the uniform distribuion, the error 1/2”+’ 
can be improved to I/2”+2. 
Theorem 1.2 implies that the empirical distributions converge in the metric d in 
probability and yields non-asymptotic estimates on the rate of convergence. 
EN, Vn a fi(3,& 24( 
L The proposition follows immediately by observing that the class of dyar’,ic 
intervals is a Vapnik-Chervonenkis class of index 3. Cl 
et Z be a [0, l&valued T.v., Z,, . . . ,Z, i.i.d. copies of Z enote by i the identity 
function on 10, 11. Of course: 
E[Z] = EJ i], 
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3.LLefY* ,..., Y, be independent un$hm r.v.‘s, independent of&, 
Dejne : 
1 n 
m* =- cx 
n k=l 
_ { YkS&)’ 
..m 
Then 8 4 
V~,6>0 Vata +n s 
[ 01 +l & P(lE[Z]-m&4+& 
f. Observe that 
E[Z] = EJ Kj = 
P 
x dp(Xj = 
f’ r’ 
J J J 
~~o,x~(yj dv G&j 
0 0 0 
= y x A({(& y) E [O, l] x co, l] s.t. y s x}), 
where A denotes the uniform distribution on [0, l] and ~1 x A denotes the product 
measure. By applying Theorem 1.2 to the class 9 consisting of the single set 
((x, y) E [O, l] x [0, 1] s.t. y s x}, the assertion follows. q 
. Simullation of reflecting rowdan motion: The approximation scheme 
We are interested in simulating a reflecting Brownian motion (RBM) in the halfplane 
with constant direction of reflection. Such a process, which we will denote by X, 
can be characterized as follows. 
Let D = {x E R2 s.t. x2 > 0}, n be the inward normal unit vector, and R(a) denote 
the matrix corresponding to a rotation by an angle Q! counterclockwise, that is: 
-sina! . 
cos co! I 
Then the problem 
X(t) =X(O)+ W(t)+rnll(t) 
A non decreasing, right continuous, A (0) = 0 (4.1) 
dA{ts.t.X(t)ED}=O 
with rownian motion, X(0) a &alued T.v., r = R(O), ltIl< 42, 
admits a unique solution (X, 11) (cf. [7]). 
(4.1) is a special case the so called Skorohod problem, which, under suitable 
assumptions, defines RR in a general domain of aBd (cf. for instance [9,13]). 
euristically the behaviour of X can be described in the following way: 
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In order to simulate X, we use an approximation scheme based on a convergence 
result proved in [2]. The same scheme can be used in domains which are either 
smooth or convex with corners, provided that the direction of reflection (-which in 
this case would change with the point of the boundary) is of the form (x). Some 
restrictions on r are required for a non-smooth domain. 
The scheme does not rely on discretizing the Markov generator of the RB 
equations (4. l), but rather it employs random evolutions as approximating processes. 
In particular no space discretization is involved, so that no special devices have to 
be used for the boundary. 
The approximating processes are piecewise linear as functions of time, and their 
behaviour on the boundary is simply physical reflection (angle of incidence = angle 
of reflection). DiiIerent directions of reflection of the limit X, are obtained by 
different choices of the dynamics of the approximating processes. Implementation 
of the scheme is therefore extremely simple. 
Moreover the approximating processes are Markov and converge weakly to X, 
so that the scheme can be used also to simulate functionals which depend on Markov 
times, such as exit positions. 
Domains in higher dimension d can also be dealt with, at least for some matrices 
r’. The scheme is not very sensitive to the dimension d; in fact the number of r.v.‘s 
to be simulated increases only as d (d - 1)/2. 
The following theorems contain the precise description of the scheme for the case 
of the halfplane D. 
Lemma 4.1. For any rotation matrix r = R( tI), 101~ ~12, there e&Q a probability 
dist.y’bution v on [0,2~) such that 
(I-E,,[R])%/det(I-E,,[R])=I”, (4.2) 
and 
dv’ 
---a 2+-J> 0, 
dh 
(4.3) 
where 
I 
2s 
&[Rl= 
0 
and h denotes the Lebesque measure on [0,2~) and vc denotes the absolutely continuous 
(with respect o A) component of v. 
The proof is by construction. can take v to be 
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where &&da) is the Dirac measure on cyo and: 
p = Isen( e,l. 
(cf. PI). 
and (4.3). Denote 
cl 
Let Y a probability distribution on [O, 2~) which satisfies (4.2) 
C= 
cos e 
Jdet( i - EJR]) ’ 
Consider 
X”(t) =X(0)+3/N 
I 
VN(s) ds 
0 
(4 4) . 
VN(t)= v(Q)+ t [R( I ayN&l]VN(s-)dYN(s)+AN(t)n 0 
where 
{ak} is a sequence of i.i.d. t.v.3 with distribution v, 
Y” is a Poisson process with parameter N / C, 
A”(t)=- E wbkN)X{cr~st), 
k=O 
a:= 0, CT:+, =inf{t> ar s.t. X”(t)sZ D}, 
X(0) is as in (4.1), 
V(O) is a random unit vector s.t. (X(O), V(0)) is independent of
(ak) and YN, 
P(X,(Q) = 0, V,(O) =G 0) = 0. 
Then equations (4.4) have a unique solution V N and the processes X N converge in
distribution as goes to infinity to the RBM X defined by (4.1). 
The behaviour of e approximating processes XN can be described as follows: 
XN moves in straig lines, with speed a; at exponential independent random 
time intervals (with parameter N/C) it changes direction by the random rotation 
when it hits the boundary it reflects physically. 
ementation of the approximation scheme defined by equations (4.4) is 
ightforward: let { Tp) be a sequence of i.i.d. exponential r.v.‘s with parameter 
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VN(t) = 
VN(d9, 
Rbk+l)VN(#, 
If 2?(7++*) co put: 
VN(49, ,r,Ns tci$+1, 
VN(t)= V”(rF)-2VF($)n, t$!+,CtC7kN+1, 
JRbk+l) VNb%,), t = rr+*. 
XN(t)= 
XN(T,N)+rnvN(#)(t-r~), r,Ns t<g!+,, 
xN($!+,)+rnVN(&,N,I)(t-6kN+1), GF++ t<$+p 
5. Simulation of reflecting Brownian motion: Choice of functionals to test the rate of 
convergence 
The qualitative behaviour of a RBM is characterized essentially by two facts: it 
moves like Brownian motion in the interior of D, and it reflects according to the 
direction I’n OF the boundary. 
These two facts are expressed in some sense in the exit distribution from a circle 
around each point in the interior, and the exit direction from a h~lf~ircle around 
each point on the boundary. 
This heuristic consideration has lead us in the choice of quantities to be computed 
during the simulation to test the rate of convergence of our approximation scheme. 
Moreover these quantities are chosen so that the results in Sections l-3 can be 
applied to evaluate them numerically, as it will be seen in the next section. 
For x E 0, denote by %TX ([0, OO), R2) the space of all continuous R2-valued func- 
tions u on [0, cw>) such that ~(0) = X, endowed with the topology of uniform conver- 
gence on compact intervals. Let C,(x) be the open ball of radius p centered at X, 
with p such that CJx) is contained in efine T to be the first exit time from 
C,(x) and F to be the exit position: 
vu E %W, 001, R2), r(u)=inf{t~Os.t. u(t)N,(x)} and F(u)=u(r). (5.1) 
(5.1) define, cI =9 function from %J[O, oo), R2) to aG,(x). 
aCj,(x) into [O, I], we can obtain a [0, ]-valued functiona 
with a slight abuse of notation, we will still denote by F. 
UOUSlY mapping 
9 49 R2)9 which 
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Let p and p N denote the probability distributions of F(X) and F(X N) 
respectively. Then p is the uniform distribution on [0, I] and (p N, converges to p in 
the metric d (cJ Section 2). 
It is well-known (cf. [ 151, Chapter 13, Poincar&criterion) that F is a.s. 
continuous on (&([(I, OO), R2) under the probability measure induced by a Wiener 
process W such that W(O)= x, and that the probability distribution of F( W) is the 
uniform distribution on [0, 11. On the other hand it follows from (4.1) and the fact 
that C,,(x) c D that, with probability 1, T(X) = T( W) and F(X) = F( W). Therefore 
fi is the uniform distribution on [0, l] and F is continuous also under the probability 
me~ure induced by X. Weak convergence of ,U N follows then from convergence 
in distribution of X N to X. Convergence in the metric d is a consequence of Remark 
2.1. cl 
For x E aD, let S,(x) be the open halfcircle of radius p centered at x and contained 
in D. Define 
VuE E&,([O,a), D) o(u)=inf{taOs.t. u(t)eS,(x)}, 
(5 2) . 
G,(u) = u,(n), G2(u) = u2(0). 
(5.2) defines two functionals, Gl and G2, on %J[O, m), D) with values in r-p, p] 
and [0, p] respectively. 
. Let y= I%. ‘I;hen 
HGl(XN)-~,]=EIG*(X)-~ll_% 
:: E[G2(XN)] ECG2(X)l ~2' 
(5.3) 
roof. Let Px denote the probability measure induced by X on %,J[O, m), R2). First 
we show that G, and G2 are Pxoa.s. continuous on %&([O, @, W2). Let 
c?(u) -. i.uf(t 2 0 s.t. u(t) e S,(x)}, 
then 6, and G2 are continuous on the set (u E %.J[O, m), R2} s.t. z(u) = a( to)}. We 
have 
it follows from (4.1) and [ 151 that 
or yEa we must distinguish between 
Y 
(i) 
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and 
As fory (I) define , 
&=inf{t>Os.t. (ul(t)-x,)yl+llp}. 
It follows from equation (4.1) that: 
P~~~(6(U)~O)~ P$(O(&l)>O)~ P~,(6(u)>O)=O. 
As for y(‘), it can be seen applying Ito’s formula for l mimartingales (cf. [7]) to 
the function 
that 
b(z) = in 2_1,1z -y’2)l 
P 
P”(X(ca(u)) =yt2’) =o. 
Therefore G1 and G2 are PX-a.s. continuous. Since G1 and G2 are also bounded, 
weak convergence of XN to X implies that 
lim E[G,(XN)] = E[G,(X)], lim E[G2(XN)] = E[G,(X)]. 
N+OO N+CO 
On the other hand, by taking expectations on both sides of (4.1) and applying the 
optional sampling theorem (cf. [7]), we have 
E[G,(X) - %I 71 =- 
ECG2WI Y2 
which concludes the proof. Cl 
mark 5.1. For r = I (5.3) reduces to 
lim ErGI(x,]=EIGI(X)-x,1=0. 
N+UJ 
Remark 5.2. Note that because of translation invariance of the approximating 
processes X N, both pN and E[G1(XN)]/E[G2(XN)] do not depend on the point 
x at which the simulation is started; as for the dependence on p, they depend on 
p only via the product pm, so that evaluation for different values of p is absorbed 
into the scaling parameter 2\1. 
n this section we illustrate the outputs of a onte Carlo simu 
by the approximation scheme describe 
general bounds on the errors, valid for all realizations of the same numerical 
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experiment, with a 95% confidence level. Of course this has been done by applying 
Sections I-3. The simulation has been run on a MicroVAXII. 
We have simulated an 0 in the upper halfplane D, with direction of reflection: 
The algorithm’described in Section 4 has been impleiXiented -with: 
4da) 
1 1 
= 2 S&da!) +z A (da). 
The mean value of the time between two successive rotations is C/N, where N is 
the convergence parameter and C = 1. 
Following Section 5, we have performed two series of tests on the approximating 
processes, one for the interior of D and one for the boundary. 
In the first series of tests we have evaluated the distance between the exit 
distribution from a circle of radius I, p N, and the uniform distribution p for six 
different values of the parameter N. The distance between the two distributions has 
been evaluated by the truncated metric dM (cf. (2.2)), where M has been chosen 
to be [logZ(I/0.05)], so that the error made in computing expectations of 
CeL-functions i bounded by dM x a up to an cy x error (cf. 2.1). In 
turn dM (p “, p) has been estimated by dM (p :, p), where pr denotes the 
empirical distribution of p “, up to an 0.025 a priori error, with 95% confidence 
(cf. Corollary 2.2); this has required the simulation of a sample of 1578 711 
trajectories. The numerical outputs are summarized in Table 1. 
Table 1 
0.8 0.152 1:21 
0.4 0.126 1:44 
0.2 0.09; 2~29 
0.1 0.075 355 
0.85 OX57 $41 
0.025 &!wl 12:ll 
Table ! yie,,s *A the following genera! bounds on the re!ative error (w.r.t. the 
maximum of the first derivative, LY) involved in computing expectations of 
vi -functions: 
0.8 0.4 0.2 0.1 0.05 r 035 
(6-I) 
.2% 17.6% I .9% 12.5% I 
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The second series of tests has consisted in comparing the exit directions from a 
halfcircle of radius p = 1, centered at the point x = (0, 0), of the approximating 
processes and the limit respectively. This has been done by evaluating the absolute 
value of : 
eN= aGw N )I Yl 
ErG2wN)l-y, 
where 
The difference eN has been approximated by the quantity e,” (cf. Theorem 3.1): 
e!Y m,” Yn se-- 
9: Y2’ 
m,N =P 1 2 n - c x{p(2Yk-I)sG,(x3-f 9 *.z n k = 1 1 
where Yl,..., F’n are i.i.d. uniform r.v.‘s on [0, 11, and X1 , . . . , Xn are i.i.d. real- 
izations of X -‘, independent of YI , . . . , Yn. 
Unfortunately, since we have no a priori bound from below for E[ G,(X N)], we 
cannot give an a priori estimate for le N -e,“l; however we can still derive an a 
posteriori (w.r.t. the numerical simulation) bound on this difference lm fact it follows 
from Theorem 3.1 that VE, S > 0 
Vn,N s.t. na[yln(i)]+l and qr>e 
P leN-e,NIs ( (1+4!3= (4 ,” - E)B,N > > 1-8 . (6.2) 
Note that the r.h.s. of the inequality inside the probability in (6.2) converges, as 
n and N diverge, to PE/( y2E[A(u)]-~)y~E[A(cr)], so that eventually it is bounded 
by a constant imes the a priori error E. 
y means of (6.3) we have computed eN up to an error of -0.05 with a 95% 
confidence; this has required computing E [ G,( X N)] and 
confidence level, and therefore simulating 1 
for this second series of tests are summariz 
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Table 2 
ICI (1+q!%I(q,N-4q,N CPU (hrs) 
0.8 0.285 0.05 1 I:19 
0.4 0.220 0.052 1:42 
0.2 0.154 0.053 2:23 
0.1 0.099 0.054 3:31 
0.65 0.060 0.055 5:42 
0.025 0.030 0.054 9:47 
Again these specific data allow to obtain the following general bounds on the 
relative error (w.r.t. 1 y,/ ~~1): 
From 
I/ N 0.8 0.4 0.2 0.1 0.05 0.025 
(6.3) 
rel. err. 58.2% 47.1% 35.9% 26.5% 19.9% 14.6% 
(6.1) and (6.3) the approximation seems to be quite satisfactory already 
for values of if N smaller or equal than 0.1. Of course the limits imposed by our 
choice of the machine have to be taken into account; in particular CPU times can 
be considered quite low for such a lightly configurated machine as a MicroVAXII. 
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