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Program beasiswa Bidik Misi merupakan program bantuan biaya pendidikan yang diberikan oleh 
Kementrian Riset Teknologi dan Pendidikan Tinggi kepada mahasiswa yang memiliki tingkat ekonomi 
menengah ke bawah namun memiliki potensi akademik yang baik. Universitas Islam Negeri Sunan 
Ampel Surabaya merupakan perguruan tinggi dengan jumlah pendaftar Bidik Misi yang terus 
meningkat setiap tahunnya namun hanya menerima dengan kuota yang sangat terbatas. Dengan 
banyaknya persyaratan dalam proses penyeleksian dan melihat banyaknya jumlah pendaftar, maka 
diperlukan sebuah sistem yang mampu membantu dalam proses penyeleksian mahasiswa pendaftar 
Bidik Misi dengan cepat, mudah dan tepat sasaran. Dalam penelitian ini, digunakan metode Naive 
Bayes classifier dengan menggunakan variabel penghasilan orang tua, prestasi akademik, prestasi non 
akademik, uang kuliah tunggal, daya listrik serta jumlah tanggungan keluarga. Keenam variabel 
tersebut digunakan dalam proses klasifikasi sebagai indikator penentuan kelayakan mahasiswa 
mendapatkan beasiswa. Sistem yang dibuat dengan metode Naive Bayes classifier sudah baik, 
dibuktikan dengan hasil akurasi hingga 83,33 %. 
 
Kata Kunci:  Bidik Misi, Parameter Klasifikasi, Naive Bayes Classifier  
 
Abstract 
Bidik Misi scholarship program is a tuition assistance program provided by the Ministry of Technology 
and Higher Education Research to students who have lower middle economic level but have good 
academic performance. Sunan Ampel State Islamic University Surabaya is a university with a number 
of Bidik Misi registrants that continues to increase every year but only receives a very limited quota. 
With so many requirements in the selection process and seeing the large number of registrants, we need 
a system that is able to assist in the selection process of Bidik Misi students quickly, easily and 
effectively. In this study, Naive Bayes classifier method was used by using variables of parental income, 
academic achievement, non-academic achievement, tuition, power-house electrical supply and the 
number of family dependents. The six variables are used in the classification process as an indicator of 
determining the eligibility of students to get a scholarship. The implemented system using Naive Bayes 
classifier method is good, proven by the accuracy up to 83.33%. 
 





Program Beasiswa pendidikan mahasiswa 
miskin berprestasi atau yang sering dikenal dengan 
sebutan Bidik Misi merupakan program bantuan 
biaya pendidikan yang diberikan oleh Kementrian 
Riset Teknologi dan Pendidikan Tinggi kepada 
calon mahasiswa yang memiliki tingkat ekonomi 
menengah ke bawah namun memiliki potensi 
akademik yang baik. Oleh karena itu, tidak 
sembarang mahasiswa yang bisa mendapatkan 
beasiswa tersebut. Hanya mahasiswa tertentu saja 
yang dinyatakan memenuhi persyaratan dan 
kriteria yang telah ditetapkan langsung oleh 
Kementrian Riset Teknologi dan Pendidikan 
Tinggi sebagai mahasiswa yang berhak dan layak 
menerima Bidik Misi [1]. 
Universitas Islam Negeri (UIN) Sunan Ampel 
Surabaya merupakan salah satu perguruan tinggi 
keagamaan Islam negeri dengan pendaftar program 
beasiswa Bidik Misi yang terus meningkat setiap 
tahunnya [2], sedangkan kuota penerima beasiswa 
Bidik Misi di universitas ini sangat terbatas. 
Melihat indikator dalam penyeleksian berkas 
pengajuan beasiswa dengan beberapa macam 
kriteria, namun masih menggunakan cara manual 
dalam proses penyeleksiannya, maka pemilihan 
mahasiswa yang berhak menerima beasiswa Bidik 
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Misi berdasarkan kelengkapan data yang 
dikumpulkan terkesan objektif, kurang efektif dan 
membutuhkan waktu yang relatif lebih lama.  
Dengan sistem pengolahan data secara 
manual dalam proses penyeleksian seperti yang 
terjadi sekarang, maka akan sangat sulit untuk 
menentukan siapa saja yang berhak dan layak 
mendapatkan Bidik Misi tersebut. Dengan 
demikian, diperlukan suatu metode khusus dan 
sistem tertentu yang dapat memberikan suatu 
keputusan yang tepat, efektif dan efisien dalam 
proses penyeleksian untuk menentukan penerima 
beasiswa Bidik Misi bagi seluruh pendaftar 
berdasarkan data yang masuk. Sistem ini 
diharapkan dapat membantu bagian 
kemahasiswaan UIN Sunan Ampel Surabaya 
dalam proses penyeleksian mahasiswa pendaftar 
beasiswa Bidik Misi dengan cepat dan tepat 
sasaran.  
Naive Bayes merupakan salah satu metode 
yang memiliki tingkat keefektifan dan keefisienan 
yang cukup tinggi untuk diterapkan dalam 
pembelajaran mesin dan data mining [3]. Metode 
Naive Bayes ini, sangat cocok digunakan untuk 
menyelesaikan berbagai kasus klasifikasi. 
Berbagai problem masalah klasifikasi dalam 
kehidupan nyata, telah terbukti dapat terselesaikan 
dengan baik menggunakan Naive Bayes. Hal 
tersebut dikarenakan metode Naive Bayes ini 
memiliki performa klasifikasi yang tinggi [4]. 
Selain itu, metode Naive Bayes ini mampu 
mengakomodasi berbagai jenis data. Baik data 
kuantitatif maupun data diskrit dengan hanya 
membutuhkan data testing yang sedikit, namun 
mampu mengestimasi parameter yang dibutuhkan 
dalam proses klasifikasi dengan cepat dan efisien. 
Metode ini sangat mudah digunakan dalam proses 
pengklasifikasian. Karena pada data training, 
Naive Bayes membutuhkan scan hanya cukup satu 
kali saja dan dapat menangani dengan baik 
beberapa nilai atribut yang kosong. Selain itu, 
Naive Bayes juga sangat cocok digunakan untuk 
data yang berkelanjutan [5]. 
 
2. LANDASAN TEORI  
2.1 Beasiswa Bidik Misi  
Bidik Misi merupakan bantuan biaya 
pendidikan bagi calon mahasiswa yang tidak 
mampu secara ekonomi namun memiliki potensi 
akademik yang baik dengan tujuan agar dapat 
menempuh pendidikan di suatu perguruan tinggi 
hingga dapat lulus dengan tepat waktu. Pada tahun 
2010, Pemerintah melalui Direktorat Jendral 
Pendidikan Tinggi Kementrian Pendidikan dan 
Kebudayaan mulai menjalankan program Bidik 
Misi ini untuk seluruh perguruan tinggi negeri di 
Indonesia. Kemudian, pada tahun 2012, 
Kementerian Agama melalui Direktorat 
Pendidikan Tinggi Islam ikut serta memberikan 
program Bidik Misi untuk kalangan Mahasiswa 
Perguruan Tinggi Agama Islam Negeri (PTKIN). 
Adapun beberapa persyaratan yang harus dipenuhi 
untuk Mahasiswa calon penerima Bidik Misi 
adalah sebagai berikut [1]:  
1. Mahasiswa merupakan lulusan dari 
MA/MAK/SMA/SMK sederajat pada tahun 
ajaran yang ditentukan  
2. Mahasiswa harus memiliki prestasi akademik 
maupun non akademik yang baik, namun 
memiliki keadaan ekonomi menengah 
kebawah.  
3. Jumlah penghasilan antara ayah dan ibu tidak 
lebih dari Rp.3.000.000/bulan. 
4. Jumlah penghasilan setiap bulan antara ayah 
dan ibu ketika dibagi dengan banyaknya 
seluruh anggota keluarga tidak lebih dari 
Rp.750.000 /bulan 
5. Memiliki potensi akademik maupun non 
akademik yang baik dibuktikan dengan surat 
rekomendasi dan keterangan siswa berprestasi 
dari sekolah asal. 
6. Tidak terlibat dan tergabung kedalam suatu 
kegiatan maupun organsiasi anti pancasila dan 
NKRI., yang dibuktikan dengan 
penandatanganan pakta integritas  
7. Pendidikan orang tua setinggi-tingginya adalah 
S1 / Diploma 
8. Memiliki kartu KPS, BSM dan sejenisnya 
 
2.2 Klasifikasi 
Klasifikasi merupakan pengelompokan 
beberapa parameter kedalam salah satu kategori 
yang sudah ditetapkan sebelumnya. Klasifikasi 
sering disebut dengan supervised learning hal 
tersebut disebabkan karena kelas yang digunakan 
dalam proses pengklasifikasian telah ditentukan 
sebelumnya [6]. Pada umumnya, klasifikasi 
dipakai untuk melakukan prediksi suatu label 
terhadap kelas tertentu. Hal tersebut dilakukan 
dengan membangun suatu model klasifikasi 
menggunakan sejumlah data trainning. Kemudian 
dari model klasifikasi yang dihasilkan, akan 
digunakan untuk mengklasifikasi data yang baru. 
Metode dalam data mining yang biasa digunakan 
dalam proses klasifikasi adalah C45, K-nearest 
neighbor classification (KNN), Naive Bayes 
classification dan pohon regresi (CART) dan masih 
banyak lainnya. 
 
2.3 Naive Bayes Classifier 
Naive Bayes merupakan salah satu teknik 
prediksi yang memanfaatkan teorema probabilistik 
sederhana yang bersumber dari pengaplikasian 
aturan bayes dengan pengansumsian tingkat 
independensi yang sangat kuat. Artinya bahwa 




atau berpengaruh dengan keberadaan parameter-
parameter lainnya dalam suatu data yang sama [7]–
[9]. Penggunaan Naive Bayes, dilakukan dengan 
pengklasifikasian sejumlah data training secara 
tepat, efektif dan efisien [10]–[12]. 
Prediksi dengan menggunakan metode Naive 
Bayes Didasarkan pada teorema Bayes dengan 
formula umum sebagai berikut : 
                                   (1) 
Keterangan : 
P(H|E) = Probabilitas akhir bersyarat (conditional 
probability) suatu hipotesis H terjadi jika terdapat 
bukti E yang terjadi 
P(E|H) = Probabilitas sebuah bukti E yang terjadi 
akan mempengaruhi hipotesis H 
P(H) = Probabilitas awal (priori) hipotesis H 
terjadi tanpa melihat bukti apa pun 
(E) = Probabilitas awal (priori) bukti E terjadi 
tanpa melihat hipotesis / bukti yang lain. 
Beberapa hal yang perlu diketahui terkait 
aturan bayes adalah sebagai berikut : 
1. Probabilitas awal (P(H)) merupakan 
probabilitas dari suatu hipotesis sebelum 
bukti diamati 
2. Probabilitas akhir H (P(H|E) merupakan 
probabilitas dari suatu hipotesis setelah bukti 
diamati. 
Kelebihan dari Teorema Bayes ini tidak 
hanya dapat menyelesaikan bukti tunggal saja. 
Namun juga dapat menyelesaikan lebih dari satu 
bukti lainnya. Misal, diketahui beberapa bukti E1, 
E2 dan E3. Maka, probabilitas akhir dari 
Teorema Bayes dapat ditulis sebagai berikut :  
                  (2) 
Dalam aturan bayes, hipotesis merupakan 
sebuah label kelas yang nantinya akan dipetakan 
kedalam beberapa kelas klasifikasi. Sedangkan 
bukti, merupakan beberapa parameter yang 
berperan penuh dalam proses pembentukan model 
klasifikasi. Misal, diketahui bahwa X merupakan 
sebuah vektor masukan yang didalamnya berisi 
beberapa fitur, Sedangkan Y adalah sebuah label 
kelas, maka aturan Naive Bayes dapat dinyatakan 
dengan P(Y|X) atau biasa disebut dengan hasil 
probabilitas akhir untuk label kelas Y, sehingga 
P(Y) merupakan probabilitas awal dari label kelas 
Y. Dalam notasi tersebut, dari beberapa parameter 
X sebagai vektor masukan yang diamati, maka 
akan didapatkan sebuah probabilias label kelas Y. 
Dari model yang telah terbentuk, dapat diketahui 
bahwa suatu data uji X’ dapat diklasifikasikan 
hanya dengan mencari nilai dari Y’, hal tersebut 
dilakukan dengan memaksimalkan nilai dari 
P(Y’|X’) yang diperoleh. Sehingga, persamaan 
Naive Bayes yang telah diklasifikasi dapat ditulis 
dengan : 
                            (3) 
Keterangan : 
P(Y|X) = Probabilitas data dengan vektor X pada 
kelas Y 
P(Y) = Probabilitas awal kelas Y ∏"#$% P(Xi|Y)= Probabilitas independen kelas Y dari 
semua fitur dalam vektor X 
Dari persamaan diatas, nilai dari P(X) akan terus 
tetap. Sehingga untuk menghitung nilai prediksi 
dalam beberapa waktu tertentu, peneliti hanya 
melakukan perhitungan pada bagian P(Y) ∏"#$% P(Xi|Y) saja. Yaitu dengan mengambil 
nilai yang paling besar sebagai kelas yang nantinya 
akan dipilih sebagai nilai dari hasil prediksi. 
Sedangkan pada probabilitas independen ∏"#$% P(Xi|Y) merupakan pengaruh dari semua 
parameter data terhadap setiap kelas Y. Oleh karena 
itu, dapat diformulasikan sebagai berikut : 𝑃 𝑋 𝑌 = 𝑦 = 	∏"#$% P(Xi|Y=y)                         (4) 
pada setiap set fitur X = {X1, X2, X3..Xq} terdiri 
dari q dimensi. 
 
2.4 Validasi dan Evaluasi Hasil 
Evaluasi dan validasi hasil klasifikasi 
dilakukan untuk mengetahui tingkat keakuratan 
model klasifikasi. Dalam penelitian ini, 
digunakan metode confussion matrix untuk 
mengevaluasi hasil dari klasifikasi yang didapat. 
Evaluasi menggunakan metode confussion matrix 
menghasilkan nilai akurasi [13].  
Confussion Matrix menyatakan banyaknya 
data yang diklasifikasikan benar dan banyaknya 
data yang diklasifikasikan salah sesuai dengan 
data aktual. Tabel 1 merupakan contoh klasifikasi 
biner menggunakan confussion matrix. 
 
Tabel 1 
Contoh klasifikasi biner menggunakan 
confussion matrix 
   Kelas Hasil Prediksi  
    1  2  
 Kelas Data Aktual 1  TP  FN  
  2  FP  TN  
 
Keterangan : 
TP (True Positive)  : jumlah data dari kelas 1 yang 
benar dan diklasifikasikan kedalam kelas 1,  
TN (True Negative) : jumlah data dari kelas 0 yang 
benar dan diklasifikasikan kedalam kelas 0,  
FP (False Positive)    : jumlah data dari kelas 0 yang 
salah dan diklasifikasikan kedalam kelas 1,  
FN (False Negative) : jumlah data dari kelas 1 yang 
salah dan diklasifikasikan kedalam kelas 0. 
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3. METODE PENELITIAN 
 
Metode yang digunakan dalam penelitian ini 
adalah metode Naive Bayes. Gambar 1 adalah 
diagram alir pemrosesan data dalam proses 
pengklasifikasian. 
   
        Mulai 
 
 
           Input Data 
 
 
          Menentukan data training dan data testing 
 
       Penerapan  Metode Naive  Bayes Classifier 
 
 
               Perolehan hasil klasifikasi 
 
 
           Perhitungan akurasi hasil klasifikasi 
 
  
           Selesai 
 
Gambar 1. Diagram Alir Pemrosesan Data 
 
Langkah awal yang harus dilakukan adalah 
penginputan data. Dari data yang telah diinputkan 
tersebut, akan dilakukan pembagian data secara 
acak menjadi data training sebesar 75% dan data 
testing sebesar 25%. Selanjutnya, akan dilakukan 
training model data dengan menerapkan metode 
Naive Bayes Classifier dengan melakukan 
perhitungan probabilitas tiap-tiap kelas. Dari hasil 
perhitungan tersebut, akan didapatkan hasil 
prediksi dari data testing. Selanjutnya, untuk 
mengetahui tingkat keakurasian hasil 
pengklasifikasian, diterapkan metode confussion 
matriks dan melakukan perbandingan data aktual 
dengan data hasil prediksi. 
 
3.1. Sumber Data dan Variabel  
Penelitian 
Data yang digunakan dalam penelitian ini 
adalah data yang didapatkan dari Badan Akademik 
dan Kemahasiswaan UIN Sunan Ampel Surabaya 
berupa data pendaftar Bidik Misi, baik pendaftar 
beasiswa yang dinyatakan lolos maupun yang 
dinyatakan tidak lolos tahun periode 2017/2018. 
Informasi data yang diperoleh, telah sesuai dengan 
syarat-syarat yang diajukan oleh Direktorat Jendral 
Pendidikan Tinggi bagi mahasiswa pendaftar Bidik 
Misi, yang terdiri atas : 
1. Nama mahasiswa 
2. Fakultas/jurusan 
3. Penghasilan orang tua 
4. Uang kuliah tunggal 
5. Jumlah tanggungan keluarga 
6. Daya lstrik rumah (watt) 
7. Prestasi akademik dan non akademik 
Tabel 2 
Sampel Data Penelitian 
 
 
Data yang digunakan berjumlah 99 data. 
Dengan 28 data pendaftar yang tidak lolos dan 71 
data dari pendaftar yang lolos. Dari 99 data 
tersebut,75% diantaranya digunakan sebagai data 
training dan 25% diantaranya digunakan sebagai 
data testing. Variabel yang digunakan dalam 
penelitian ini terdiri dari 7 variabel. 6 variabel 
sebagai variabel faktor dan 1 variabel lainnya 
sebagai variabel kategori. 6 variabel faktor tersebut 
terdiri dari data penghasilan orang tua, uang kuliah 
tunggal (UKT), prestasi akademik, prestasi non 
akademik, jumlah tanggungan keluarga dan daya 
listrik (watt). 1 variabel kategori tersebut adalah 
variable keputusan, yang terdiri dari 2 keputusan 
yaitu mahasiswa yang layak menerima Bidik Misi 
atau mahasiswa yang tidak layak menerima Bidik 
Misi. Tabel 2 merupakan sampel dari data 
penelitian yang digunakan. 
 
4. HASIL DAN PEMBAHASAN 
  
Tahap awal yang harus dilakukan adalah 
melakukan pembagian seluruh data menjadi data 
training dan data testing dengan pengambilan 
secara acak menggunakan perbandingan 3:1, 
sehingga diperoleh jumlah data training sebanyak 
75 data dan data testing sebesar 24 data. 
 
4.1 Perhitungan Probabilitas Tiap 
Kelas 
Perhitungan probabilitas tiap kelas dapat  






Sehingga, diperoleh probabilitas dari kelas 0 
(kelas yang dinyatakan tidak diterima) sebesar 
0.2929292929, serta probabilitas kelas 1 (kelas 
yang dinyatakan diterima) sebesar 0.7070707071. 
 
4.2.    Perhitungan Probabilitas H 
Bersyarat (P(H|Ei)) 
Perhitungan probabilitas H bersyarat E, 
dimana H merupakan jenis persyaratan pendaftaran 
Bidik Misi. Diantaranya yaitu H.UKT, H.Prestasi 
akademik, H. Prestasi non akademik, 
H.Penghasilan orang tua, H.Daya listrik, H.Jumlah 
tanggungan keluarga. Perhitungan H bersyarat E 
dapat ditulis dengan (P(H.UKT, H.Prestasi 
akademik, H.Prestasi non akademik, H.Daya 
listrik, H.Penghasilan orang tua, H.Jumlah 
tanggungan keluarga|E). Dilakukan perhitungan 
kemungkinan setiap H terhadap E. Pertama, akan 
dilakukan perhitungan untuk setiap kemungkinan 
dari hasil parameter uang kuliah tunggal untuk 
setiap probabilitas H yang termasuk ke dalam kelas 
Ei untuk (P(H.UKT|Ei), (P(H.Penghasilan orangtua 
| Ei)), (P(H.Jumlah prestasi akademik | Ei)), 
(P(H.Jumlah prestasi non akademik | Ei)), 
(P(H.Jumlah tanggungan keluarga | Ei)) dan 
(P(H.Daya listrik | Ei)) berturut-turut ditunjukkan 
di Tabel 3, Tabel 4, Tabel 5, Tabel 6, Tabel 7 dan 
Tabel 8.   
 
Tabel 3 
Hasil Perhitungan Nilai Probabilitas UKT 





Hasil Perhitungan Nilai Probabilitas Jumlah 











Hasil Perhitungan Nilai Probabilitas Jumlah 













4.3 Perolehan Hasil Klasifikasi 
Setelah pengimplementasian metode Naive 
Bayes dalam proses klasifikasi penerima program 
beasiswa Bidik Misi seperti yang dijelaskan diatas, 
diperoleh hasil klasifikasi dari data testing yang 
nantinya akan dibandingkan dengan data aktual. 
Perbandingan hasil klasifikasi menggunakan Naive 




Perbandingan Data Aktual Dengan Data 
Prediksi Naïve Bayes 
 
Keterangan : 
0  : Kelas yang dinyatakan tidak lolos seleksi 
1  : Kelas yang dinyatakan lolos seleksi 
TS : Tidak sesuai dengan data aktual 
S  : Sesuai dengan data actual 
 
Dari data klasifikasi yang dihasilkan dari 
metode Naive Bayes, diketahui bahwadari 24 data 
testing, 20 diantaranya menghasilkan hasil prediksi 
yang benar, artinya sama dengan data aktual. 
Sedangkan 4 lainnya menghasilkan hasil prediksi 
yang salah. 
 
4.4 Pengujian Akurasi Sistem 
Setelah proses implimentasi 
pengklasifikasian penerima beasiswa 
menggunakan metode Naive Bayes dengan uji 
coba sebanyak 94 data, dimana 71 data diantaranya 
digunakan sebagai data latih, dan 24 lainnya 
digunakan sebagai data uji. Setelah dilakukan uji 
coba serta membandingkan antara data aktual 
dengan data hasil klasifikasi, sudah pasti akan ada 
perbedaan diantara keduanya. Dari perbedaan yang 
relah diketahui tersebut, akan dihitung nilai galat 
(error) dan akurasinya. Hasil dari keakurasian 
inilah yang akan menentukan seberapa besar 
kualitas dari sistem yang dibuat. Hasil uji coba data 
testing ditunjukkan oleh confusion matrix pada 




  Kelas Hasil Prediksi 
   0  1 
Kelas Data Aktual 0  3  0 
 1  4  17 
 
Dari Tabel 9, dapat diketahui bahwa hasil 
klasifikasi penerima program beasiswa Bidikmisi 
menggunakan metode Naive Bayes memiliki 
tingkat keakurasian sistem sebesar 83,33% 
 
5. KESIMPULAN  
 
Berdasarkan hasil penelitian diatas, dapat 
disimpulkan bahwa metode Naive Bayes dapat 
digunakan sebagai metode pengklasifikasian 
kelayakan mahasiswa pada seleksi beasiswa Bidik 
Misi UIN Sunan Ampel Surabaya. Sistem yang 
dibuat sudah baik dengan dengan hasil klasifikasi 
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