ABSTRACT In this paper, we consider simultaneous wireless information and power transfer in a full-duplex (FD) communication system consisting of one FD access point A (FD-A) and one FD device B (FD-B), each being equipped with a pair of transmitter-receiver antennas for signal transmission and reception respectively. The power splitting (PS) scheme is adopted at FD-B to receive information and energy concurrently. In order to maximize the energy harvested by FD-B while considering the constraints of signal-to-interference-and-noise ratio (SINR) and maximum transmit power at both nodes, we jointly design the optimal transmit power of FD-A and FD-B, as well as the PS ratio of FD-B. Unfortunately, the primal problem is non-convex and is not always feasible with different parameters. Thus, we first present a set of conditions, under which the feasibility of the primal problem is guaranteed. Then, we derive the closed form of the optimal solution with the aid of analyzing the feasible region of the problem. Furthermore, the influences of the parameters on the maximum harvested energy are theoretically analyzed. Finally, simulation results are provided to verify the optimality of the proposed closed-form solution, to validate the analysis of the impact of parameters on the maximum harvested energy and to show the effectiveness of the proposed design, respectively.
I. INTRODUCTION
Simultaneous wireless information and power transfer (SWIPT) has become a hot topic since it has the potential to extend the lifetime of battery-powered devices or even to power up battery-free devices without interrupting the data transmission [1] - [7] . As an alternative to the conventional energy harvest (EH) techniques, SWIPT enables the simultaneous information decoding (ID) and ambient radio frequency (RF) energy harvesting in order to benefit from both of the controllable information and energy flows. In practice, SWIPT can be applied to the scenarios where recharging the low power consumption devices is difficult to implement, such as wireless sensors deployed under water or in the forests, medical devices embedded in the human body and so on. Hence, SWIPT is a promising technology that may lead fundamental changes to the design of wireless communication networks and boost the evolution of the era of energism.
The area of SWIPT started with the point-to-point singleantenna SWIPT systems [8] - [10] . Particularly, SWIPT with a single-input single-output (SISO) additive white Gaussian noise (AWGN) channel was studied from an informationtheoretic viewpoint in [8] . Then [8] was extended to frequency-selective channels and a SISO fading channel under co-channel interference in [9] and [10] , respectively. However, in practice, it is difficult for the existing receiver circuits to implement decoding information and harvesting energy from the same received signal independently. As a result, two signal separation schemes, called time switching (TS) and power splitting (PS), were proposed in [11] . As for the TS scheme, the receiver switches between the ID and EH module in a time-division way. For the PS scheme, the received signal is split into two streams with a variable PS ratio, so that both of the ID and EH module can process with the received signal concurrently. Based on the schemes presented in [11] , Shi et al. [12] and [13] investigated the joint transmit beamforming and receive PS ratio to minimize the transmit power at BS in a multiuser multiple-input singleoutput (MISO) broadcast system. Afterwards, multiple-input multiple-output (MIMO) systems with SWIPT were investigated in [14] - [18] , among which the rate-energy region and the optimal transmission schemes in a MIMO broadcast channel were revealed in [14] . Besides, both [15] and [16] designed the linear precoder to balance the tradeoff between rate and energy under a two-user MIMO interference channel, while [17] and [18] provided several efficient transmission strategies for SWIPT systems under K-user MIMO interference channel. Moreover, the problem of harvested energy maximization for SWIPT systems with non-linear EH model was studied in [19] , which is more practical than the researches based on the linear EH model.
Meanwhile, the full-duplex (FD) transmission is a viable option for the next generation wireless communication systems since it exploits the spectrum much more efficiently than the conventional half-duplex (HD) transmission does [20] , [21] . However, the performance of FD system has suffered from a severe degradation due to the signal leakage at the front-end of the receiver from the transmit antennas of an FD transceiver node, which is called self-interference (SI) or loopback interference [22] , [23] . In order to suppress the SI, several SI cancellation (SIC) mechanisms were proposed for both analog and digital domains in [24] - [26] . Although the existing SIC methods are well studied and effective, the SI still can not be eliminated perfectly in practice because of RF impairments, I/Q imbalance and so on [27] - [29] . Thus, the performance of FD operation is mainly limited by the residual SI (RSI).
Recently, an interesting combination of SWIPT and FD systems was investigated in [30] - [36] . Among them, [30] - [33] mainly focused on the FD relay (FDR) system with SWIPT. To be specific, [30] proposed a novel approach to harvest energy at an FDR using the energy from the source and the SI. Liu et al. [31] considered a virtual harvest-use model and harvest-use-store model in a decode-and-forward (DF) FDR network with SWIPT and presented the corresponding closed-form outage probability as well as the optimal PS ratio. Moreover, two relay selection strategies were proposed in [32] to minimize the outage probability and maximize the sum capacity respectively in a two-way FDR network. As for [33] , the authors provided not only the closed-form optimal PS ratio but also the ergodic capacity for the FDR system with SWIPT. In addition to the FDR system introduced in [30] - [33] , our previous work [34] studied a point-to-point MIMO FD SWIPT system, where the weighted sum transmit power of the system was minimized by designing the optimal beamforming and transmit power, as well as PS ratio. Furthermore, [35] investigated the problem of maximizing the sum-rate for the FD bidirectional communication system with SWIPT, where both nodes adopted PS scheme to harvest RF energy from the received signals. Last but not least, Zhao et al. [36] designed joint transceiver algorithms to minimize the total transmission power and to maximize sum-rate respectively for the FD K -pair MIMO interference channel with SWIPT.
Although the FD SWIPT system has been studied in many literatures listed above, yet none of these researches studied the harvested energy maximization problem under this scenario as we did. Besides, unlike the iterative algorithms proposed in the MIMO FD SWIPT systems [34] - [36] , closedform optimal solutions for the single Tx/Rx antenna setup can be obtained to reveal and explain the insights of the problem intuitively. Last but not least, the two-node FD SWIPT system with single Tx/Rx antenna setup is easier to implement in practice, and the low-complexity feature of the closed-form solution will meet the request of real-time or low-latency tasks.
Therefore, with the above considerations, we, in this paper, study the harvested energy maximization with the existence of RSI in the FD SWIPT system based on PS scheme. Specifically, we jointly design the transmit power of FD-A and FD-B, as well as the PS ratio to maximize the energy harvested by FD-B under the constraints of SINR and maximum transmit power at both nodes. To the best of our knowledge, this problem and the corresponding optimal solution have not been addressed yet in any literature.
Thus, the main contributions of this paper are summarized as follows:
• We formulate the harvested energy maximization problem for the FD point-to-point system with SWIPT and provide a set of conditions to ensure the feasibility of the primal problem.
• The closed-form optimal solution for the original problem is derived by analyzing the feasible region of the problem.
• The impact of the parameters on the optimal value is investigated via analyzing the monotonicity of the optimal value under different cases.
• The optimality of the closed-form solution is verified by comparing it with a one-dimensional search based algorithm. We also evaluate the influence of the parameters on the maximum harvested energy under different cases to validate the theoretical analysis. Meanwhile, a performance comparison between the FD and half duplex (HD) SWIPT system is carried out to show the advantages of the FD SWIPT system. The rest of the paper is organized as follows. Section II presents the system model and the formulation of the optimization problem. Section III analyzes the feasibility of the original problem and provides a set of feasible conditions. Then the closed-form optimal solution for the primal problem and the insights of the closed-form solution are proposed in Section IV and Section V, respectively. The numerical results are provided in Section VI. Finally, the conclusions are made in Section VII.
Notations: The scalars are represented by lowercase letters;
| · | denotes the absolute value of a complex scalar; The distribution of a circularly symmetric complex Gaussian (CSCG) random variable with zero mean and variance σ 2 is defined as CN (0, σ 2 ), and ∼ stands for 'distributed as'; C denotes the set of all complex numbers. 
II. SYSTEM MODEL AND PROBLEM FORMULATION
Consider the FD SWIPT system in Fig. 1 , where both FD-A and FD-B operate in FD mode to enable the bidirectional communication [29] . Meanwhile, FD-A and FD-B are both equipped with two antennas for simultaneous transmission and reception. Note that this system involves not only a twoway information flow between the FD-A and the FD-B, but also a one-way energy flow from FD-A to FD-B [34] . Specifically, FD-A transmits the signal to FD-B while receiving the signal from FD-B simultaneously. At the same time, FD-B transmits its signal to FD-A while utilizing PS scheme to split the received signal into two streams: one is used for decoding information while the other is used for harvesting energy, as shown in Fig. 2 . Besides, we assume that the access point FD-A is powered by a stable power supply, while FD-B is powered by rechargeable batteries whose lifetime can be extended by harvesting the ambient RF energy. Moreover, all links are assumed to be quasi-static flatfading within the same spectrum. To be mentioned, the acquisition of channel state information (CSI) in a bidirectional system was studied in [20] , [37] , and [38] and is a separate topic from this paper. Hence, we will assume that both FD-A and FD-B can access the perfect CSI, as did in [14] , [30] , [32] , [39] , and [40] . In addition, the duration of one block is normalized for simplicity, so that the definition of power and energy are equivalent.
The uplink channel from FD-B to FD-A is denoted as h BA ∈ C, while the downlink channel from FD-A to FD-B is denoted as h AB ∈ C. Since the FD operation enables both the devices to transmit and receive signals simultaneously, the SI is produced inevitably. Existing SI cancellation mechanisms (e.g., antenna isolation, digital and analog cancellation, etc.) can be utilized to mitigate the SI. However, the SI cannot be cancelled perfectly in practice. We then denote the RSI channels at FD-A and FD-B as h AA ∈ C and h BB ∈ C respectively. Moreover, we denote s X ∼ CN (0, 1), p X , and n X ∼ CN (0, σ 2 X ) (X ∈ {A, B}) as the transmit symbol at FD-X , the transmit power of FD-X and the antenna noise at the receiver of FD-X , respectively.
The signals received by FD-A and FD-B are expressed as
respectively. As shown in Fig. 2 , FD-B applies PS scheme to make a tradeoff between ID and EH [11] . Specifically, r B is split into two streams r ID B and r EH B by a power splitter, where the former goes to the ID module while the latter goes to the EH module. Furthermore, the PS ratios for r ID B and r EH B are denoted as ρ and 1 − ρ, respectively. Consequently, the expressions of r ID B and r EH B are given by
where n ID ∼ CN (0, σ 2 ID ) is the additional noise introduced by the ID module at FD-MS [12] , [13] .
Hence, the achievable SINR at FD-A and FD-B are respectively given by
Then, as did in [12] - [15] , the power of n B in (4) is ignored since it is too low to activate the EH module of FD-B. Meanwhile, since the non-linear model in [19] can be equivalently transformed into the linear model in the proposed system, the linear EH model is adopted for simplicity. As a consequence, the energy harvested by FD-MS can be expressed as
where η ∈ (0, 1) denotes the energy conversion efficiency at the EH module. In order to investigate the maximum energy that FD-B can harvest, (7) is considered to be the objective function, as did in [1] and [19] . Besides the energy transmitting, to guarantee a continuous information exchange between FD-A and FD-B, the SINR at FD-A and FD-B should be higher than given thresholds which are denoted by γ A and γ B , respectively. Note that the expression of SINR is an equivalent form of achievable rate. Meanwhile, the transmit power of FD-A and FD-B should be finite in practice. Therefore, p A and p B are assumed VOLUME 5, 2017 to be no greater than the maximum transmit power P A and P B , respectively. In addition, the PS ratio ρ obviously lies in (0, 1). With the above considerations, the primal problem to maximize the harvested energy at FD-B is formulated as follows:
Apparently, the primal problem P1 is non-convex since ρ is coupled with p A and p B in (8) and (10). To make the problem more tractable, the original problem P1 can be equivalently transformed into
P1.1 :
(11), (12) , (13),
III. THE FEASIBILITY PROBLEM
It is clear that the feasible region of P1.1 may be an empty set if the given parameters (e.g., γ A , γ B , P A , P B , etc.) are chosen improperly, which implies that the feasibility of P1.1 cannot be always guaranteed. Thus, it is necessary to discuss the feasibility of P1.1. (19) are satisfied, then there will always exist an optimal solution for P1.1.
Proof: It is noticed that if ρ take on a fixed valueρ, then P1.1 will turn into a convex problem as follows:
(11), (12 (21) and (22), respectively. Accordingly, the intersection point of y 1 (p A ) and y 2 (p A ,ρ) is denoted as (p A0 , p B0 ), which is given by
It is obvious that k 1 > 0, b 1 > 0, k 2 > 0 and b 2 < 0. Then two possible diagrams of the feasible region for P1.2 are shown in Fig. 3 and Fig. 4 .
On one hand, it can be observed from Fig. 3 that if k 1 ≥ k 2 , then P1.2 must be infeasible for anyρ since the feasible set is empty. Nevertheless, as shown in Fig. 4 , P1.2 can be feasible with k 1 < k 2 , which is written as
On the other hand, Fig. 4 also illustrates that if either p A0 > P A or p B0 > P B is satisfied for each possibleρ, then P1.1 will be infeasible. In order to guarantee the feasible region of P1.2 not always being an empty set, the minimum value of p A0 and p B0 with respect to (w.r.t.)ρ should be no greater than P A and P B respectively. Moreover, since p A0 and p B0 are both monotonically decreasing withρ, we have
IV. CLOSED-FORM OPTIMAL SOLUTION
We then present the closed-form optimal solution to P1 in the following proposition, once its feasibility is guaranteed. Proposition 2. The optimal solution for P1 can be obtained through the following three cases:
Case 1: If
holds, then the optimal solution will be expressed as
where
Case 3: If
holds, then the optimal solution for P1 can be further divided into two subcases:
holds, then there are
2) Otherwise, if
Proof: There are three possible diagrams for the feasible region of P1.2, as shown in Fig. 5, Fig. 6 and Fig. 7 respectively.
For the first case, it can be observed from Fig. 5 that P A is far larger than P B so that k 1 P A +b 1 ≥ P B is satisfied. Since the objective function (20) of P1.2 monotonically increases with either p A or p B , the optimal solution under this case should be the intersection point of p B = k 1 p A + b 1 and p B = P B , which can be written as
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It can be inferred from (49) that the optimal value is monotonically decreasing with ρ. According to (50), we have
Hence, the optimal ρ for P1.1 − Case1 is expressed as
For the second case, Fig. 6 illustrates that P B is far larger than P A so as to meet the inequality P B ≥ k 2 P A + b 2 |ρ = 1. Similarly, we can easily infer from the feasible region that the optimal solution for P1.2 under this case should be the intersection point of p B = k 2 p A + b 2 |ρ =ρ and p A = P A , which can be written as
By substituting (53) and (54) into P1.1, the formulation becomes
To solve the problem, we first define
For simplicity, we temporarily ignore the constraint (56) and only derive the second derivative of f (ρ), which is given by
It can be deduced from (58) that f (ρ) is a concave function. Thus, the optimal solution to maximize f (ρ) can be obtained from f (ρ) = 0 , which is expressed as
By considering the constraint (56), we have
Furthermore, we take (59) and (60) into account together. The optimal ρ for P1.1 − Case2 is given by
Then, we substitute (59) and (60) into (55) respectively to derive the maximum harvested energy for Case 2, as given by (76) and (77) shown at the top of this page.
If ρ * 2 = ρ * 2−1 , then it is revealed from (76) that the maximum harvested energy under Case 2 will not be influenced by γ A and P B .
Otherwise, we can observe from (77) that the maximum harvested energy under Case 2 will monotonically decrease with γ B and monotonically increase with P A , while γ A and P B will not have any influence on the maximum harvested energy.
As for the third case shown in Fig. 7 , it evidently lies between Case 1 and Case 2, so that the inequality k 1 P A +b 1 < P B < k 2 P A + b 2 |ρ = 1 holds for all values ofρ. It can be seen from Fig. 7 that the optimal solution under this case can be divided into two stages with the varyingρ.
Specifically, during the first stage, the value ofρ is small enough to meet the inequality P B ≥ k 2 p A + b 2 |ρ =ρ. In this case, the optimal solution is the intersection point of p B = k 2 p A + b 2 |ρ =ρ and p A = P A , which is the same as Case 2. Thus the process to obtain p * A3−1 , p * B3−1 and ρ * A3−1 is omitted for brevity.
Moreover, asρ increases until the inequality P B < k 2 p A + b 2 |ρ =ρ is satisfied, we can infer from Fig. 7 that the optimal solution during this stage is given by
By substituting (62) and (63) into into P1.1, we have
The detailed derivation is similar to Case 1 and is omitted for brevity. Then, the optimal ρ for P1.1 − Case3 can be expressed as
Combining both the two stages, we know:
is satisfied, then there are
V. ANALYSIS OF THE MAXIMUM HARVESTED ENERGY
Based on the closed-form optimal solutions obtained in Section IV, some interesting insights of the closed-form optimal objective value ( i.e. maximum harvested energy ) will be revealed in this section.
1) Case 1:
The maximum harvested energy for Case 1, which is denoted by Q * 1 , can be obtained by substituting (47), (48) and (52) into (49), as given by (75) shown at the top of the next page. In order to theoretically analyze how the SINR target γ X and maximum power threshold P X (X ∈ {A, B}) influence the maximum harvested energy, the partial derivative of Q * 1 w. r. t. each variable need to be derived. Firstly, we define
Then the partial derivative of Q * 1 w. r. t. γ A can be expressed as (78) which implies that the maximum harvested energy under Case 1 monotonically decreases with γ A . Moreover, the rest partial derivatives of Q * 1 w. r. t. γ B , P A and P B are respectively given by
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The results from (79)- (81) indicate that the maximum harvested energy under Case 1 monotonically decreases with γ B and monotonically increases with P B , while it is not affected by P A .
2) Case 2: According to the closed-form solutions for Case 2, the maximum harvested energy, denoted by Q * 2−1 and Q * 2−2 , can be obtained by substituting (59) and (60) into (55) respectively, as given by (82) and (83) shown at the top of this page.
The partial derivatives of Q * 2−1 w. r. t. γ A , γ B , P A and P B are expressed as
Note that
∂γ B < 0 and
∂P A > 0 can be always satisfied since ρ * 2−1 lies in (0, 1). Hence, it can be inferred from (84)-(87) that if ρ * 2 = ρ * 2−1 , then the maximum harvested energy will monotonically decrease with γ B and monotonically increase with P A . Meanwhile, it is not influenced by γ A or P B .
Similarly, the partial derivatives of Q * 2−2 w. r. t. γ A , γ B , P A and P B can be expressed as follows.
As a result, if ρ * 2 = ρ * 2−2 , then the maximum harvested energy under this case will monotonically decrease with γ A and γ B while monotonically increasing with P A . Besides, P B will not have any impact on the maximum harvested energy.
3) Case 3: Since the closed-form solutions for the first subcase of Case 3 is the same with that of Case 2, we will omit it for brevity and directly analyze the closed-form solution for the second subcase. Then the maximum harvested energy denoted by Q * 3−2 can be obtained by substituting (74) into (64), as given by (92) shown at the bottom of this page.
Accordingly, the partial derivatives of Q * 3−2 w. r. t. γ A , γ B , P A and P B are given by
Note that the inequality ρ * 3−2 < ρ * 2−1 will be always satisfied under this subcase because of the condition given by (71). Thus,
Eventually, it can be deduced from (93)-(96) that the maximum harvested energy under the second subcase of Case 3 will monotonically decrease with γ B while monotonically increasing with P A and P B . In addition, γ A will not have any influence on the maximum harvested energy. 
VI. NUMERICAL RESULTS
In this section, we take σ 2 A = σ 2 B = −50 dBm, σ 2 ID = −30 dBm and η = 0.5 in all simulations. For simplicity, the uplink and downlink channels, i.e., h AB and h BA , are modeled as Rayleigh fading channels so that each of them is a CSCG random variable with zero mean and variance of −40 dB. Meanwhile, since SI channel gain without cancellation is approximately −15 dB [30] and the existing SIC techniques can already suppress the interference by 70 dB or more [28] , we accordingly set the RSI channel gain as −60 dB. Then the channel realizations for the following simulations are set as h AB = 0.0023 − 0.0053i, h BA = 0.0097 − 0.0121i and |h AA | = |h BB | = 10 −3 .
A. OPTIMALITY OF THE PROPOSED CLOSED-FORM SOLUTION
Based on the above configurations, we first numerically examine the optimality of the proposed closed-form solution under different cases by comparing it with a one-dimensional search based algorithm. Since this algorithm is a well known approach, we only briefly describe it as follows.
We use CVX tools [41] to solve P1.2 for a fixedρ. Next, the procedure is repeated for all possible values ofρ to get the corresponding optimal values. Furthermore, the optimal solution, i.e. ρ * , p * A and p * B , which maximize the harvested energy at FD-B, is selected from all the trails.
The simulations can be divided into three parts in terms of the three cases discussed in Section IV.
1) CASE 1
To verify the optimality of the proposed closed-form solution, we first present the harvested energy Q(ρ) versus ρ in terms of the one-dimensional search based algorithm, as well as the optimal ρ * and the corresponding Q(ρ * ) obtained by the proposed closed-form solution. The rest of parameters are set as P A = 20 W, P B = 0.5 W and γ A = γ B = 10 so that (28) is satisfied.
As shown in Fig. 8 , Q(ρ) monotonically decreases as ρ increases in the feasible region, which is consistent with the study in P1.1 − Case1. Hence, there exists one global maximum harvested energy as ρ sweeps from 0 to 1. Furthermore, the optimal value of P1.1 obtained by the proposed closedform solution matches with the peak of the curve given by the one-dimensional search based algorithm, which validates the optimality of the proposed closed-form optimal solution for P1.1.
2) CASE 2
We take the parameters as P A = 5 W, P B = 20 W and γ A = γ B = 10 to meet the constraint (32) . Accordingly, Fig. 9 illustrates the proposed closed-form optimal solution for P1.1.
It can be observed from Fig. 9 that Q(ρ) is a concave function w.r.t. ρ within the feasible region, which is in accordance with the discussion on P1.1 − Case2. Similarly, the proposed closed-form solution also matches with the solution obtained by the one-dimensional search based algorithm in this case.
3) CASE 3
Since Case 3 is separated into two subcases, we firstly set P A = 10 W, P B = 20 W and γ A = γ B = 10 to ensure that VOLUME 5, 2017 (39) is satisfied. Then the proposed optimal solution under this subcase is depicted in Fig. 10 .
From Fig. 10 , we can observe that Q(ρ) is a piecewise function with two segments. In the first segment, Q(ρ) is a concave function whose maximum value can be achieved as ρ reaches ρ * 3−1 . When ρ raises to a threshold (i.e., ρ * 3−2 ), Q(ρ) will vary from the first segment to the next. Then in the second segment, Q(ρ) becomes a linear function which is monotonically decreasing w.r.t. ρ. Therefore, the optimal solution that maximizes Q(ρ) under this subcase is given by ρ = ρ * 3−1 . As for the other subcase of Case 3, in order to guarantee that the inequality (43) always holds, the parameters are set as P A = 10 W, P B = 12 W and γ A = γ B = 10. Similarly, the corresponding optimal solution under this subcase is presented in Fig. 11 . Different from the first subcase, we can infer from Fig. 11 that the maximum value of the concave function Q(ρ) cannot be achieved under this subcase. This is due to the fact that with the chosen parameters, the segment changing of Q(ρ) appears before the concave function reaches its optimal value. As a result, the optimal solution that maximizes Q(ρ) is expressed by ρ = ρ * 3−2 , which reveals that the discussion on P1.1 − Case3 is validated.
Finally, it can be concluded from the above simulations that the proposed closed-form solution is applicable and valid for all the cases enumerated in Section IV.
B. IMPACT OF THE PARAMETERS ON THE OPTIMAL VALUE
In addition to the verification of the optimality, we also validate the analysis of the impact of parameters (i.e., P X , γ X , X ∈ {A, B}) on the maximum harvested energy.
1) IMPACT OF γ A AND γ B
The influences of γ A and γ B on the maximum harvested energy (i.e., optimal value of P1.1) are evaluated to verify the analysis in Section V and characterize the tradeoff between wireless information transmitting and energy harvesting. Firstly, the optimal value of P1.1 versus γ A with different γ B under Case 1 is shown in Fig. 12 . We initialize P A = 20 W and P B = 1 W, while γ A varies from 20 to 70. Besides, the SINR target γ B is set as 20, 26, 32, 38 and 44, respectively. Fig. 12 shows that the maximum harvested energy monotonically decreases as γ A or γ B increases, which perfectly matches with the analysis in Section V and illustrates that there exists a tradeoff between wireless information transmitting and energy harvesting.
Then we evaluate how the γ A and γ B affect the optimal value of P1.1 under Case 2, as presented in Fig. 13 . For this case, we set P A = 3 W and P B = 20 W, as well as γ B = 5, 10, 15, 20 and 25, respectively. Meanwhile, the SINR target γ A sweeps from 20 to 50. It can be observed from Fig. 13 that the maximum harvested energy will stay unchanged if γ B is fixed to a small value. And as γ B gets larger, the maximum harvested energy will reduce with γ A . It should be noted that when γ B is small, the optimal PS ratio and the maximum harvested energy are given by ρ * 2−1 and Q * 2−1 , respectively. As γ B gets larger, the optimal PS ratio and the maximum harvested energy are given by ρ * 2−2 and Q * 2−2 , respectively. We can also see from Fig. 13 that the maximum harvested energy always reduces as γ B gets larger. All the curves in Fig. 13 are consistent with the discussions in Section V.
2) IMPACT OF P A AND P B
The maximum harvested energy versus P A with various P B is considered to validate the impact of P A and P B on the optimal value of P1.1, as discussed in Section V .
For Case 1, we take the parameters as γ A = γ B = 30 with P A varying from 20 W to 30 W. Additionally, P B is fixed to 0.5, 1, 1.5 and 2 W, respectively. As shown in Fig. 14 , the optimal value keeps constant as P A increases, while it increases with P B , as expected.
For Case 2, the parameters are set as γ A = γ B = 10 and P B = 20, 23, 26, 29 W, while P A changes from 1 W to 2 W. It can be seen from Fig. 15 that the maximum harvested energy goes up as P A raises, while it keeps unchanged regardless to the value P B . This phenomenon can be sufficiently explained by the analysis in Section V.
For Case 3, we assume that γ A = γ B = 10 and P B = 10, 15, 20, 25 W, while P A sweeps from 5 W to 25 W. As illustrated in Fig. 16 , the maximum harvested energy grows larger as P A increases with any fixed P B , because the more power FD-A transmits with, the more energy FD-B can harvest. In addition, it can also be inferred from Fig. 16 that when P A is set to a relatively small value, the maximum harvested energy will maintain constant no matter how P B changes. However, when P A is large, the maximum harvested energy will get larger with the increasing P B . The reason is that when P A is relatively small, the first subcase of Case 3 will be activated, which is the same as Case 2 presented in Fig. 15 . When P A becomes large enough to activate the second subcase of Case 3, the maximum harvested energy will be given by Q * 3−2 . Therefore, the analysis for Case 2 in Section V is verified.
C. COMPARISON WITH HD SWIPT SYSTEM
At last, the maximum harvested energy of the FD SWIPT scheme is compared with that of a HD SWIPT system as did in [34] to show the advantages of the proposed design. Since the HD SWIPT system is already described clearly in [34] , we omit the details for brevity.
Same as the FD system, the two nodes in the HD system are equipped with single TX/RX antenna. Besides, we take γ A = γ B = γ , which vary from 10 to 15, while P B = 2W and P A is set as 16, 18 and 20W , respectively. As shown in Fig. 17 , the maximum harvested energy of the FD SWIPT scheme is higher than that of the HD system. The reason is that the harvested energy of the FD system includes both the energy transferred from FD-A and the energy of SI caused by the FD operation, yet the harvested energy of the HD system only consists of the energy transferred from FD-A. It can be also observed from Fig. 17 that the maximum harvested energy of the two systems monotonically decrease with the SINR target while monotonically increasing with P A , which has been already explained above.
VII. CONCLUSION
In this paper, we consider the scenario of full duplex transmission with SWIPT. Aiming at maximizing the energy harvested by FD-B, we jointly designed the optimal transmit power of FD-A and FD-B, as well as the PS ratio at FD-B. Since the original problem was not always feasible, we firstly presented a set of conditions to guarantee the feasibility of the problem. Most importantly, we further derived the closedform optimal solutions for the original problem and revealed the insights of the closed-form solutions. Eventually, simulation results verified the optimality of the proposed closedform solution, the analysis for the impact of the parameters on the maximum harvested energy and the effectiveness of the proposed design.
