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1. INTRODUCTION 
The main purpose of this paper is to obtain usable upper and lower esti- 
mates for solutions of the semilinear parabohc equation 
Lu EE Ut - 1 a&, t)uij - c b&c, qui = g(t, u), (1.1) 
i.j z 
where g is a concave function of the second argument (gUU < 0). Here 
and below, subscripts t, i, j, U, and 4, denote partial derivatives with respect 
to arguments t, xi , xj , a, and Q, respectively. We will be concerned with 
solutions of (1.1) defined on D x [0, T), D C Rn an open domain, which 
satisfy the initial condition 
4% 0) =fW, XED. U-2) 
We assume that f is continuous and bounded. D = R” or it is a bounded 
domain in which case we require that au/&z = 0 on the lateral sides 
aD x [0, T) of the cylinder. 
One classical method of “approximating” solutions of (1 .l - 2) is to 
ignore nonlinear terms and to solve the linear equation 
Lu = 0. (1.3) 
Another method is to ignore spatial derivatives and solve the ordinary 
differential equation, 
Ut = g(t, u>. (1.4) 
In the absence (or even in the presence) of any assumptions regarding the 
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magnitude of the ignored terms one would expect either of these procedures 
to yield rather bad approximations. We shall show, however, that by com- 
bining information about solutions of (1.3) and (I .4) we can obtain estimates 
for solutions of (1.1-2) which have a precise meaning, and which in certain 
cases are rather good. 
To be specific, for a bounded function h defined on D let 
(A) (x, t) + w(x, t; h) be the bounded solution of (1.3) satisfying 
w(x, 0; h) = h(x), and let 
(B) t + v(t; q) be the solution of (1.4) satisfying ~(0; q) = q. Then the 
“compositions” 
and 
u(x, t) = w(x, c v(Cf(*)) (1.5) 
u(x, t) = v(t; w(x, t;.f)) (1.6) 
are pointwise lower and upper bounds to the solution of (1 .I) satisfying the 
initial condition (1.2). Moreover, these bounds are both sharp if either f is 
constant or g is linear, that is, v and w “commute” in these cases. 
It should perhaps be pointed out that the concavity condition on g is used 
in an essential way in establishing both the upper and the lower bound. 
We study first the case of bounded initial data. In Section 2 we state 
our results concerning the latter, while Section 3 contains preliminary 
lemmas and the proof of the key result. In Section 4 we give examples in 
which the estimates may be computed explicitly. Finally, in Section 5 we 
consider the problem of extending our results to the case of square expo- 
nentially unbounded solutions with possibly unbounded initial data. In 
particular we give an existence proof for unbounded initial data which uses 
our basic estimates in an essential way. 
2. STATEMENT OF RESULTS 
We shall assume that the operator L is uniformly parabolic and that its 
coefficients are bounded continuous functions which satisfy a uniform Hiilder 
condition. If D # Rn we shall assume that it is a bounded domain whose 
boundary is a manifold of class Cr+A, X > 0. We also assume that D has the 
interior strong sphere property, that is for every p E aD there exists an interior 
tangent sphere at p. 
Under the above conditions we prove the following: 
THEOREM 1. Assume that g, g, , g,, are continuous and that g,, < 0 on 
[O, T) x R. Then, if f is continuous on D and M <f(x) < N, there 
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exists a unique bounded solution of (1 .l-2) dejked on D x [0, to) where 
to = inf{t, j q E [M, IV]}, while [0, t4) is the maximal interval of existence of 
v( .; q). Furthermore, 
u(x, t) G u(x, t) < qx, t), 
and if f is constant or g is linear (in u), then u, u and 1 are all equal. 
It is natural to ask under what conditions the above estimates hold for 
all t E [0, T). In order to answer this question it is sufficient to find upper 
and lower bounds for v which are defined for all t. We assume, of course, 
that the conditions on g are in force. 
A consequence of the concavity of g is that U (and hence U) is always 
bounded from above. 
THEOREM 2. Under the conditions of Theorem 1, 
v(t; 4) < &)q -c B(t), t < to, 
where 
and 
B(t) = It LWg(o, W441 da. 
0 
It follows that the solutions of (1.1-2) can develop singularities only by 
becoming negatively infinite. We note that there exists a lower bound for 
the maximal interval of existence depending only on the lower bound for 
initial data. 
THEOREM 3. If f(x) 3 M then the maximal interval of existence for the 
solution of (1.1-2) is at least that of v(-; M). 
Combining the results of Theorems l-3, and observing that v is isotone 
with respect to initial data and w(x, t; h) is isotone with respect to h (see 
Lemma 1, Section 3), we obtain a less sharp but simpler result: u is defined 
on D x [0, tM) and 
v(t; Jq Q u(x, t> < A(t)w(x, t; f) + W). 
Here, [0, tM) is the maximal interval of existence of v(*; M) while A and B are 
the functions defined in Theorem 2. 
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We next consider conditions under which the solution of (1 .l-2) exists 
for all t E [0, T). We first give a condition which is independent of the 
initial data. 
THEOREM 4. If there exists a positive increasirzg function u --+4(u) such that 
I 
cx 1 -du=co 
0 K4 
and if for u < 0 we have g(t, u) 3 --4(-u) then for every q, v(.; q) ex&s 
for all t 6 [0, T). 
The next theorem gives two simple conditions under which we can keep 
away from the “danger zone” by suitably restricting the initial conditions. 
THEOREM 5. If there exists a constant c such that either g(t, c) E 0 or 
g(t, c) > 0, then v(.; q) exists on [0, T) when q > c. 
3. PROOFS 
Before proceeding with the proofs we state some preliminary lemmas. 
We shall, of course, assume that the regularity conditions of the previous 
section are in force. 
LEMMA 1. There exists a Green’s Function G = G(x, t; y, s) for the region 
D x [0, T) which as a function of (x, t) is a positive solution of LG = 0. 
The solution of (1.3) with initial condition h (and in the case of the Neumann 
Problem, zero Neumann Data) is given by 
4x, t; h) = jD G(xt t; Y, W(y) dr. 
If h(y) = O(&vl’), then u(x, t) = O(ea121’) uniformly in t E [0, t,] for some 
to >o. 
We shall also need the following version of the maximum principle for 
parabolic equations. 
LEMMA 2. Let u(x, t) = 0(~1212) b e a solution on D x [0, T) of the 
d$ferential inequality 
Lu + k(x, t>u > 0, 
where k is bounded from below. If u(x, 0) > 0, and in the case of the Neumann 
Problem au/an = 0 on the sides of the cylinder, then u(x, t) 3 0 fm all 
(x, t) ED x [0, T). 
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The proofs of the preceding lemmas may be found in Friedman ([I] 
pp. 25, 144-148, and 34-40). 
We next state a lemma which uses the fact that 
s 
G(x, t; y, 0) dy = 1 
D 
in a rather novel way. 
LEMMA 3. If k is continuous on D and g,, < 0, then 
g (f, j-, G(x> f; Y, O)W dy) 2 j-, ‘3% t; Y, Ok@, k(y)) dr 
with equality hoZding onZy if k is constant or g is linear (in u). 
The above lemma is actually nothing but the Jensen Inequality (see Hardy, 
Polya, Littlewood [3] p. 74). 
Finally we state and prove a lemma regarding solutions of (1.4). 
LEMMA 4. If n( a; q) is the so/z&on of (1.4) with the initial value ~(0, q) = q, 
then vQ4 < 0 with equality only if g is linear. 
To prove Lemma 4 we differentiate the differential equation (1.4) as well 
as the initial condition and obtain the linear equation for ‘z)~~, 
LIh = &uV9” + &‘%a 9 fJqo(O) = 0, 
from which the result easily follows in virtue of the fact that g,, ,< 0. 
We are now in a position to prove our main result, Theorem 1. 
The existence theory for (1 .l-2), which goes back to Gevrey (see for 
example [2], pp. 287 ff.), closely parallels the existence theory for ordinary 
differential equations. By standard means one shows that solving (1.1-2) is 
equivalent to solving the integral equation 
u(x, t) = s, W-G t; Y, WY) dy + ,:, ds j-, G(x, t; Y, MS> 4y, s)) 4 
ZE Ku(x, t). (3.1) 
If ] f(x) 1 < A, one defines C(A) to be the class of all continuous functions 
on D x [0, t,] such that u(x, 0) ==f(z) and / u(x, t)l < 2A. It is then shown 
that for sufficiently small t, , K is a contraction mapping of C(A) into itself 
and the existence and uniqueness of a bounded solution easily follows. 
By standard extension methods one then shows that the interval of existence 
can be extended until Y(X, t) becomes infinite. In particular, once we have 
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established the upper and lower bounds, it follows that the interval of 
existence is at least that of ZI. 
We next differentiate 
4x, t) = w(x, t; dt;f(.)) = i, G(x, t; y, +o;f(y)) dr 
using the fact that LG = 0, in order to obtain the representation. 
Lu(x, t) = 1, G(x, t; Y, W,(t;f(yN dr. (3.2) 
Since v,(Cf(y)) = g(t, f4t;fWN, we obtain from (3.2) on applying Lemma 3, 
the inequality 
Llc < g(t, u). (3.3) 
Similarly, by differentiating zi(x, t) = s(t; W(X, t)) where 
we obtain 
w(x, t) = w(x, t;f) = 1, G(x, t;y, WY) dr, 
Lf = v,(t; 20) - Dpp. c a&, t)w,wj . (3.4) 
i.j 
It then follows from Lemma 4, the positive definiteness of the quadratic form 
Ci,i &x, t)eifj , and the defining equation (1.4), that 
Next we note that 
LC 2 g(t, 22). (3.5) 
y(x, 0) = w(x, 0; $0; f(e))) = w(x, 0;f) =f(x) = u(x, 0) (3.6) 
and that 
I+, 0) = v(0; w(x, 0)) = v(O;f(x)) =f(x) = u(x, 0). (3.7) 
The estimates asserted in Theorem 1 now follow immediately from the 
Mean Value Theorem and Lemma 2. For example, if A = u - u, it follows 
from (3.3) that 
LA = Lu - Lu > g(t, u) - g(t, u) = gu(t, 5(x, t))A, 
where 6(x, t) is between u(x, t) and ~(x, t). Since g, is continuous and u and 1~ 
are both bounded it follows that gJt, 5(x, t)) is bounded on D x [0, f] for 
every t < t, . Moreover, in view of (3.6), A(x, 0) = 0, and in the case of the 
Neumann Problem A has zero Neumann Data. Hence by Lemma 2, A > 0. 
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Similarly it is shown, using (3.5) and (3.7), that zi - u > 0. 
In order to show that the estimates are sharp in the case that f is constant 
or g is linear in the second argument, we observe from Lemmas 3 and 4, 
as well as (3.2) and (3.4), that in either of these cases u and C both satisfy (1 .l) 
Hence by the Uniqueness Theorem (which is a consequence of Lemma 2) 
both are equal to u in view of (3.6) and (3.7). 
The latter statement can of course be verified by direct computation. 
Indeed, if f is constant, i.e., f(x) 3 a, we get 
g(x, t) = j G(x, t; y, O)v(t; a) dy = a(t; a), (3.8) 
D 
while w(x, t;f) = a so that 
qx, t) = v(t; w(x, t;f)) = v(t; u). (3.8)’ 
Ifg is linear in u, then v is of the form n(t; q) = A(t)q + B(t) and consequently 
while 
Y(X, q = w(x, t; A(t)f + B(t)) = A(t)+, Cf) + B(t), (3.9) 
qx, t) = v(t; w(x, t;f)) = A(t)w(x, t;f> + B(t). (3.9)’ 
In order to prove Theorem 2, we simply observe that since g,, < 0, 
z1 satisfies the linear inequality 
from which the stated inequality follows. 
Theorem 3 is a simple consequence of the fact that v(t; q) is an increasing 
function of q, and of the definition of u. A proof of Theorem 4, due essentially 
to Wintner, can be found in Hartman ([4] pp. 29-30). Theorem 5 is a simple 
consequence of the qualitative theory of ordinary differential equations. 
4. SOME EXAMPLES 
We illustrate here our method for the equation 
Lu = --a(t)22 - b(t)u (4.1) 
with T = co, M <f(x) < N, and where a, b are continuous functions 
while a > 0. In this case it is easily verified that 
4t; 4) = &-j@ (4.2) 
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where P(t) = exp [- Ji b(a) da] and Q(t) = si u(u)P(u) do. Obviously 
tM = max(t 1 MQ(t) > -I}. Using the representation for w(x, t; h) given by 
Lemma 1, Section 3, we see that y and zi are defined on D x [0, t,) and 
11(x, t) = J’(t) SD G(x, t; y, 0) 1 +f~&~y~ dy t MP(t) 1 + MQ(t) ’ (4*3) 
qx, t) = Wh(~> t;f) < _ NP(t) 
1 + Q(t>w(x, t;f> ’ 1 + NQ(t> * 
From (4.4) it follows that if M 3 0 and either P(t) = O(1) or P(t) = O@(t)) 
as t---f co then the solutions of (4.1) are stable. From (4.3) and (4.4) it follows 
that 
q(x, t) - u(x, t) < P - JwYt) 
(1 + Jw(Wl + w?(t)) . 
Another interesting example is the case when g(t, U) = -e*U. In this case 
v(t; q) = - i log(e-AP + t), (t < -e-**/A if X < 0), (4.5) 
whence 
u(x, 1) = - ; SD G(x, t; y, 0) log(e-Af’g’ + t) dy, 
6(x, t) = - i log(e-*w(x-t:f) + t). (4.7) 
In particular, we note that if h > 0, u has an infinite interval of existence 
while if A < 0, u always develops a singularity at a finite value of t. (If X = 0, 
U(X, t) = w(x, t;f) - t is defined again for all t E [0, T).) 
5. UNBOUNDED INITIAL DATA 
In this section we consider the initial value problem on Rn x [0, T) with 
initial data which becomes unbounded as 1 x j - 03. In this case zi and g 
may not be defined unless additional assumptions are made aboutg; otherwise, 
the interval of existence of v(.; a) may shrink to zero as 1 4 1 --f co. Even 
if u and ri are defined, we need to have an a priori knowledge that they are 
O(ealx12) in order to apply Lemma 2. We also need an a priori upper bound 
for g, . 
Our plan of attack is to employ a truncation process in order to obtain an 
approximating sequence for the solution. In order to show that the sequence 
converges we need to have estimates on v(t; 4) and g(t, v(t; q)) as q-f co. 
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We begin with a lemma which guarantees that v(.; 4) exists on [0, T) 
and has a bound which is 0( 1 4 I) as 1 Q 1 + co. This implies, in particular, 
that u and zz are O(ealsl’) whenever f is. 
In addition to the assumptions of Theorem 1, we shall assume throughout 
the remainder of the paper that for each 7 < T there exists a constant M== M(T) 
such that g, < M OX [0, T] x R. 
LEMMA 5. Under the general assumptions on g, v exists on [0, T) x R 
and for each G- < T there exist constants B(T) and C(T) such that / v(t; q)j < 
B(T) I 9 I + C(T). 
Integration of the inequality g, < M shows that for u < 0, 
g(t, u) 2 Mu + g(t, 0). 
Hence it follows from Theorem 4 that v(*; p) has [0, T) for its interval of 
existence no matter what q E R is. The upper bound for v(.; q) is obtained 
from Theorem 2. The lower bound is obtained by integrating the inequality 
vt > JG’W + g(t, 01, 40; Q) = Q, 
which is valid when z, < 0. This completes the proof of Lemma 5. 
It will be noted that in proving Lemma 5 we only used the integrated form 
of the inequality g, < M. The more restrictive condition on g, itself is needed 
later on. 
We next state two lemmas regarding the behavior of g(t, v(t; q)) for 
large Q. What is needed for our purposes is that this expression should be of 
square exponential order in x when we substitute -f(x) for q, where f is a 
function on R of square exponential order. In view of Lemma 5 this is clearly 
the case if g(t, u) behaves like a power of u for large U. The condition g, < M 
implies that g has a linear lower bound for negative u and linear upper bound 
for positive u. The concavity condition g,, < 0 implies that g has also a 
linear upper bound for negative u. Thus we need a condition which gives us 
control over g when g is negative and u is positive. One particularly simple 
condition is given by: 
LEMMA 6. If, in addition to the general assumptions on g, there exists 
for every T < T a constant CT. > 0 such that on [0, T], g(t, u) = O(W) as u + ~0, 
then g(t, w(t; q)) = O(l q Ia) as q+ 03. 
Lemma 6 is easily proved with the estimate of Lemma 5. 
We next consider a more refined estimate which does not place any restric- 
tion on the growth of g as u -+ co. At first this seems somewhat surprising. 
For example, if g(t, u) = -eu then initially g(0, ~(0; q)) = -e*, which 
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cannot possibly be bounded by a power of q. However, in this case vt is 
negative and v decreases fast enough so that we can get a linear lower bound 
for g(t, v(C 9)) on [T~ , us] with any pi > 0. This turns out to be sufficient 
for our purposes. 
LEMMA 7. If, in addition to the general assumptions on g, there exists 
positive functions cl , c2 , and a positive increasing function h such that 
--c,(t)44 <g(t, 4 < - c,(t)W) (*I 
for u large and positive, then for every ~~ , 72 with 0 < r1 < 72 < T, there 
exist constants cx and /I such that ( g(t, v(t; q)) < 01 ) q ) + /3 on [TV , T.J. 
It is sufficient to prove Lemma 7 for q large and positive. There exists a go 
such that the condition (*) is valid when u 3 q0 . If q > q,, , we substitute (*) 
in the integrated form of equation (1.4), namely 
v(C 9) = q + s:g(s, v(s; q)) ds (5.1) 
in order to obtain 
v(t; q) < q - f c,(s)h(v(s; 4)) & (5.2) 
” 
which is valid as long as v > q,, . Since vt ,< 0 it follows that v(s; q) 3 v(t, q) 
when 0 < s < t. This, together with the monotonicity of h implies that 
v(t; q) < q - G(Wv(t; d), (5.3) 
where Ca(t) = $ es(s) ds. By multiplying both sides of (5.3) by cl(t) and 
again using (*) we obtain now, for t > 0, 
g(t, v(t; 9)) a cl(w-G; 9) - dlG(t)~ (5.4) 
This, together with the monotonicity of v as a function of q implies that 
At, v(c 9)) > CdWC 90) - d/G(t), (5.5) 
at least as long as v remains above go . If v ever becomes less than go , from 
that point on we have the estimate 
v(t; 40) < v(C 4) < go . (5.6) 
For any or and 72 with 0 < Q-~ < 72 < T the function c,/C, is bounded 
from above on [pi , s 7 ] and v(.; go) is bounded from below. Hence Lemma 7 
follows from (5.5) and (5.6). 
We are now in position to prove the main theorem of this section. 
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THEOREM 5. Assume, in addition to the general assumptions on g, that 
the hypotheses of Lemma 5 and of Lemma 6 or Lemma I are in force. Then 
for any continuous function f on R” which is of square exponential type, there 
exists a t, E (0, T] such that there is a unique solution of (1.1-2) on Rn x [0, to) 
satisfying 
u(x, t) < u(x, q < qx, t>. 
Moreover, ;ff is constant or g is linear (in u), then u, u, and U are all equal. 
For each pair of positive integers (i, j) define fij by 
fij(x) = T(x), if 
I. 
if f(x) > i, 
-j < f(x) < i, 
-j, if f(x) < -j. 
Let uij be the (bounded) solution of (1 .l) with initial data fij . We then have 
the estimates 
Uii(X, t) < %i(X, t) < Gj(X, t) (5.7) 
on Rn x [0, T). (In the above, uij and z& denote u and 1 in Theorem 1 
computed with initial data fij .) It follows from the definition of u and zi and 
Lemma 5 that there exist constants A, a, and 7 > 0 such that on Rn x [0, T] 
/ z+(x, t)l < Aeal@. (5.8) 
For each fixed i, it follows from Lemma 2 that uii is pointwise a monotone 
nonincreasing sequence which by (5.8) converges to an everywhere finite 
valued measurable function ui as j --f CO. Moreover, uij has the representation 
uijtx, t) = 1,. f-4x, t; y, o)fdr) dy 
+ s:, ds j-,. G(x, c y, MS, udy, $1) 4. (5.9) 
Since uij(x, t) < v(t; i) and j g(t, u)] < A 1 u 1 + B as u+ CC- it follows 
from (5.8) thatg(s, Qy, s)) is uniformly bounded (for s E [0, T]) by a function 
of square exponential type. Hence, by the dominated convergence theorem 
we may pass to the limit under the integral signs in (5.9) to obtain 
U&G 4 = 1,. ‘3x, t; Y, O)fi(y) 4 
(5.10) = I s t ds ‘3~ t; Y, Mx, ui(y, 4) d., 0 Rn 
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where f<(x) = limj+mfij(x) and (x, t) E Rn x [0, T’] with some 7’ such that 
0 < 7’ < 7. By differentiating under the integral signs in (5.10), we see that 
ui is the solution of square exponential type of (I .l) with the initial conditionf,. 
Furthermore, for each i, 
u&G t> < %(X, t) G %(x, t> < A(t)w(x, Cf) + B(t) 
which follows by letting j --P 0~) in (5.7) and by observing that 
(5.11) 
w(x, t;fi> d w(x, Cf). 
We now proceed to let i + co. Since ui is pointwise a monotone non- 
decreasing sequence of continuous functions, it converges in view of (5.11) 
to an everywhere finite valued measurable function u defined on R" x [0, T']. 
It remains to verify that u satisfies (1 .l-2). If the hypotheses of Lemma 6 
are in force, we proceed as in the previous paragraph. If the hypotheses of 
Lemma 7 are in force we note that with any pi E (0, T’), 
+ jt ds j,. Gb, t; y7 sMs9 %(Y, G) dr. 
71 
(5.12) 
By Lemma 7 we can then pass to the limit under the integral sign and thus 
show that u is a solution of (1 .I) on Rn x [pi , T’] for every 7i E (0, T’) and 
hence on Rn x (O,T']. 
In order to show that U(X, 0) =f( x on Rn, choose for any given x,, an i, ) 
such that f(x,,) < i, - 1. Then fi, =f on some open set containing x,-, , 
while from (5.11) it follows that 
on Rin x (0, T’]. The desired result now follows since as (x, t) -+ (x0, 0 +), 
U&G t) --+f(xJ, w(x, t;f) --f(x,J, A(t) -+ 1 and B(t) - 0. 
The proof of the estimates u < u < c now goes through as in the proof 
of Theorem 1. This completes the proof of Theorem 5. 
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