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It is shown that strings (sequences) cannot be learned by strings (sequences) in Valiant’s distribution- 
free-( pat-) learning model, assuming RP ZNP. 
1. Introduction 
We consider the following two problems in Valiant’s pat-learning model: 
Learning a string. A positive example of the target string S is a substring of S, and 
a negative example is a string which is not a substring of S. Given a set of positive and 
negative examples drawn according to a fixed distribution, we would like to find 
a string that classifies future positive and negative examples (from the same distribu- 
tion) approximately correctly. 
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Learning a sequence. A positive example of the target sequence S is a subsequence 
of S, and a negative example is a string which is not a subsequence of S. Given a set of 
positive and negative examples drawn according to a fixed distribution, we would like 
to find a sequence that classifies future positive and negative examples (from the same 
distribution) approximately correctly. 
Both of the above problems are abstracted from real-world problems. The string- 
learning problem is from the DNA sequencing practice. A DNA sequence is a string 
over the alphabet {A, C, G, T}. For a man, such a sequence has 3 x lo9 characters. In 
order to sequence a DNA molecule, a biochemist cuts this long string (copied many 
times) into small fragments. Each time, a randomly chosen fragment of at most 500 
characters can be sequenced, i.e., such a fragment can be totally identified. Thus, such 
fragments can be considered as positive examples. If we consider certain biological 
restrictions in combining these fragments, we also have negative examples. Then the 
task of inferring the whole DNA molecule becomes our string-learning problem, in 
a restricted sense. We refer the readers to [7,9] for more details. 
The sequence-learning problem comes from planning and scheduling practice. In 
artificial intelligence, a robot may have, say, n goals to achieve. In order to achieve 
each goal, the robot has to perform a sequence of, say, m (unit) tasks, such as mount 
tool A, dismount tool A, mount tool B, etc. An inefficient robot may perform all such 
nm tasks sequentially. A more efficient robot may try to find the shortest common 
supersequence of the n sequences and, hence, performs more economically. See 14,111 
for more discussion on planning and supersequencing. Of course, finding a shortest 
supersequence is NP-hard [S]. People have been searching for approximation algo- 
rithms for this problem without success. The learning problem for sequences coincides 
with approximation algorithms for supersequences in the sense that if one can find an 
approximation algorithm, then one can solve our sequence-learning problem (with 
positive examples only). So the two problems are closely related. 
In this note, we will study the complexity of these two problems. We show that 
strings (sequences) cannot be learned by strings (sequences) in Valiant’s distribution- 
free- (pat-) learning model, assuming RP # NP. We actually prove that given positive 
and negative examples, one cannot even find a consistent superstring (or super- 
sequence) unless P=NP, not to mention an approximation. Further, the NP-com- 
pleteness holds for the consistent supersequence problem even when there are only 
a constant number of positive examples. On the other hand, we also show that one can 
find a consistent superstring in polynomial time if there are only a constant number of 
positive examples. 
2. Preliminaries 
We will only consider strings over a fixed finite alphabet. A string t is a substring of 
string s ifs = uta for some strings U, v. A string t is a subsequence of string s if t appears in s 
sequentially, but not necessarily consecutively. The length of a string s is denoted by Is/. 
We briefly describe the pat-learning model [12] tailored to our need. In this note, 
a concept cluss ?Z is a set of strings. The size of a concept CEQ? is the length of the string 
c. The examples and queries to each concept are their substrings or subsequences, 
depending upon which question is under consideration. In the case of learning 
a string, positive examples are substrings of the target string, and negative examples 
are strings that are not substrings of the target string. In the case of learning 
a sequence, positive examples are subsequences of the target string, and negative 
examples are strings that are not subsequences of the target string. 
The learner has access to an oracle EX, with unit cost each time EX is called. When 
EX is called, a random example of the unknown target concept ~~59 is chosen 
according to a fixed distribution D. The oracle returns the chosen instance labeled 
positive or negative to indicate whether this is a positive or negative example of c. 
Given access to EX, the learning algorithm outputs a hypothesis REV. The error of 
h is the probability that h disagrees with the target concept c in an instance randomly 
chosen according to D. We say a concept %? is learnable by %‘, or simply learnable, if 
there exists an algorithm A such that for all R > 1, for all concept c of length n, for all 
distribution D on sample space, and for all C, 6, algorithm A, given parameters n, E, 6, 
and access of oracle EX, runs in time polynomial in l/c, l/6 and n, and outputs 
a hypothesis h that with a probability at least l-6 has an error less than E under D. 
Note that we have defined here the restricted notion of learning a class %. For the 
purpose of more general learning, one can learn a concept V by another concept class 
%‘. Showing a concept class % not learnable by V does not imply that the class is not 
learnable by some other classes. For example, strings are learnable, with both positive 
and negative examples present, by a set of strings using the group-merge algorithm 
discussed in [7]. 
3. Some simple facts about DFAs and pattern matching 
To show the ease of finding a consistent superstring or supersequence, we will 
constantly need to test if a string (example) is a substring or subsequence of another 
string (input). (Substring testing is also called pattern matching.) It is well known that 
pattern matching can be done by a DFA (i.e. deterministic finite automaton). That is, 
for any given string (pattern) -x, the language PM1 (x) = { y 1 x occurs in y} is accepted 
by a DFA. It is not hard to see that subsequence testing can also be carried out by 
a DFA. We will need the following simple well-known facts about DFAs and pattern 
matching. For any DFA M, let 1 M 1 denote the size of M. 
Fact 3.1 (DFA intersection). Let L,, . . . . L, be accepted by DFAs M,, . . . . M,, respect- 
ively. Then L = n r= 1 Li is accepted by a DFA with size fly= 1 / Mi I. 
Thus, informally speaking, the intersection of a constant number of DFAs is a DFA 
of polynomial size. 
Fact 3.2 (DFA nonemptiness). There is (I polynomial-time algorithm that can decide if 
a given DFA M accepts any string and _find a (shortest) string accepted by M if one 
exists. 
Fact 3.3 (Multipattern-matching DFA). Let x1 , . , x, be strings (patterns). The 
lunguage PM2 (x l,...,x,)={yJno Xi occurs in y } is accepted by a DFA with size 
The last fact follows from the Aho-Corasick algorithm [ 11. The multipattern- 
matching DFA checks if any of the patterns occur in a given string and has a size 
linear in the total length of patterns. Unfortunately, there is no polynomial size DFA 
that can check if all of the patterns occur in a string. However, if we fix an order on the 
patterns and require that the patterns occur in a fixed order, then by slightly 
modifying the Aho-Corasick algorithm, one can construct a linear size DFA to check 
if all the patterns occur in a given string in the specified order. Thus, we have the 
following lemma. 
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Lemma 3.4 (Ordered multipattern matching DFA). Let x1, . . . , x, be strings. De$ne 
language PM3 (x1, , x,) = { y 1 there exist substrings sI, , s, of y beginning at posi- 
tionsiI,...,insuchthatiI<~.~ <i, and si=xifor all 1 <i<n}. Then PM3(x1, . . ..x.) is 
accepted by a DFA with size O(Cy, 1 IxJ). 
4. The hardness of learning a string or sequence 
In this section, we prove that strings and sequences are not learnable by strings and 
sequences, respectively. This is achieved by showing that the problem of finding 
a superstring (or supersequence) consistent with a given set of positive and negative 
examples is NP-complete. Thus, by the arguments in [lo], strings and sequences are 
not learnable unless RP= NP, where RP is the set of problems solvable in polynomial 
time by a randomized algorithm. It is widely believed that RP#NP. 
We first consider the consistent superstring problem. Let the alphabet C = (0, 1). 
Theorem 4.1. The consistent superstring problem is NP-complete. 
Proof. To show that the problem is in NP, we describe a nondeterministic algorithm 
which can always find a consistent superstring in polynomial time when one exists. 
Let POS = (x 1, , x,) be a set of positive examples and NEG = { y,, . . , y,,,} a set of 
negative examples. The algorithm first guesses a permutation ( iI, , i,) on { 1, . , n). 
It constructs a DFA MI accepting the language PM,(Xi,, . . . . xi,) and a DFA M2 
accepting the language PMz(yI, , ym). Then it constructs a DFA M accepting 
L=PM,(xiI ,..., xi,)nPM,(yl ,..., y,,,). By Fact 3.1, M has polynomial size. Finally, 
the algorithm checks if L is nonempty, and if it is, finds the shortest string in L. 
Clearly, such a string is consistent with POS and NEG. 
Next, we show that the problem is NP-hard by a reduction from the Hamiltonian 
path problem [6]. Let G=(V,E) be a graph, where V={u,, . . ..v.}. We map each 
vertex L’~ to the string code(vi) = 10’ 1 and each index i between 1 and y1- 1 to the string 
code(i)= lo”+’ 1. The positive examples are POS= (10’1 1 1 < i62n- 1) (i.e. these 
examples ensure that the consistent superstring must contain all the valid codes for 
the vertices and indices between 1 and n- 1). The set NEG of negative examples is the 
union of four subsets N1, NZ, NJ, Nq, which are described below (with their functions 
in parentheses). 
N1: (II, 102”,02”1}. 
(No invalid codes can occur.) 
N,: (1O’lOjl leither i,j<n or n<i, j<2n-1). 
(The vertex codes and index codes must be alternate in the consistent super- 
string.) 
N,: {lOilO~lOkl 1 j<n<i,k62n-1, i3k). 
(The indices must appear in increasing order. N, and N3 force the superstring 
to have the form OillOjl lo”+’ 10jZ10”+2 l... 102”-’ 10jn10i2, for some 
Odi,,i,d2n-1 and permutation ( jl,j2, . . . . j,) on 11, . . . . rr}.) 
Nq: ~10’10’10“1 / i,k<n<j<2n-1, (Vi,Uk)~E). 
(Adjacent vertex codes must correspond to adjacent vertices in graph G.) 
Clearly, 1 POS / = O(n) and 1 NEG I= 0(n3). It is straightforward to show that G has 
a Hamiltonian path c’~~,v~~, . . ..ui. iff there is a superstring 10’llO”f’ 10i210nC21 .. . 
102”-1 10’” 1 consistent with POS and NEG. This completes the reduction. 0 
Corollary 4.2. Strings are not learnable by strings unless RP=NP. 
Proof. As in [lo], we can show that if there is a polynomial-time string-learning 
algorithm that outputs single strings, then there is also a randomized polynomial-time 
algorithm for the consistent superstring problem. 0 
Again note that the above result does not imply that strings are not learnable at all. 
Since a string of length n has only n2 substrings, strings are trivially learnable by sets 
of strings. A better string learning algorithm which needs fewer samples is given in [7]. 
Now we consider the consistent supersequence problem. 
Theorem 4.3. The consistent supersequence problem is NP-complete. 
Proof. Let POS and NEG be the sets of positive and negative examples. Then it is easy 
to see that the shortest consistent supersequence (if there is one) is of length at most 
the total length of strings in POS. Thus, this problem is in NP. 
To prove the NP-hardness, we reduce 3SAT [6] to our problem. For convenience, 
assume the alphabet Z = {0, 1, # }, where # is used as a delimiter. The construction 
can easily be modified to work for the binary alphabet. 
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Let U be a set of variables and C a collection of n clauses over U. The set POS 
contains two strings (# 0)3n and (# 1)3n. The set NEG is the union of four subsets 
Ni, N2, N3, Nq, which are given below. 
Ni: (#3,l+1,03n+lJ3!2+1). 
(The consistent supersequence can have at most 3n # ‘s, O’s, and 1’s. Thus, the 
supersequence must have the form # (01 + 10) # (01 + 10) # . # (01 + lo), 
where “+” means “or”.) 
The supersequence is divided into n blocks, each of the form # (01+ 10) # 
(01 + 10) # (01 + 10). We will associate each such block with a clause. (Thus, the first 
block corresponds to the first clause, the second block to second clause, etc.) Let 
Bi = # a, a2 # b, b2 # c1 c2 be the ith block of the supersequence and Ci =(u, u, w) the 
ith clause. Then we associate strings a, u2, bl b2, c1 c2 with truth assignment for literals 
u, c’, w. A 01 corresponds to a true literal and a 10 corresponds to a false literal. 
N,: { # ‘01 #‘lo # 3nmipj, #‘lo #‘Ol # 3”pi-jli,j33, i+j<3n, i=3s+t, i+j= 
3p + q, where 1~ t, q < 3, the tth literal of the sth clause and the qth literal of the 
pth clause are the same}. 
(The same literals must get the same true/false values.) 
N,: { # ‘01 #‘Ol # 3n-imj, #jlO #jlO # 3n-i-jli, j>3, i+j d3n, i=3s+t, 
i +j = 3p + q, where 1 d t, q < 3, the tth literal of the sth clause is the negation of 
the qth literal of the pth clause}. 
(The literals that are negations of each other must get opposite true/false 
values.) 
N4: { # 3i # 10 # lO# lO# 3n-3i-3 1 O<i63(n- l)}. 
(Every clause must be satisfied.) 
Clearly, 1 NEGI =O(n’). The reduction is completed by observing that C is satisfi- 
able iff POS and NEG have a consistent supersequence. 0 
Corollary 4.4. Sequences are not learnable by sequences unless RP=NP. 
It would be interesting to know if sequences can be learnt by other concept classes 
(e.g. sets of sequences). 
Note that the above proof actually shows that finding a consistent supersequence is 
NP-complete even when there are two positive examples. This contrasts with the 
following result for superstrings. It is shown that if the number of positive examples is 
restricted to a constant, then consistent superstrings can be found in polynomial time. 
Theorem 4.5. For each constant k, there is a polynomial-time algorithm which can$nd 
a consistent superstriny, or determine that none exist, for any given POS and NEG such 
that IPOSI<k. 
Proof. The idea is similar to the first part of the proof of Theorem 4.1. Let 
POS={x1, . . ..Xk } and NEG={y,,...,y,}. The algorithm constructs a DFA M1 
accepting the language Li = n F= 1 PM1 (xi) ( recall that PM1 (x)= { y I x occurs in y}) 
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and a DFA M2 accepting the language PM2(y,, . . , y,). Then it constructs a 
DFA M accepting L=L,nPM,(y,,...,y,). By Fact 3.1, M has size 
0(( nf= 1 1 xi 1)(x;= r 1 yi I)), which is polynomial in the total length of examples. Finally, 
the algorithm checks if L is nonempty, and if it is, finds a shortest string in L. 0 
It is also natural to consider the case when there are only a constant number of 
negative examples. Although we believe that both consistent superstring and super- 
sequence problems become in P when the number of negative examples is restricted to 
a constant, so far we are unable to construct any polynomial-time algorithm to solve 
these restricted problems. We do not even know how to find a consistent supersequ- 
ence in polynomial time when just two negative examples are present. The best we 
have is the following greedy algorithm which finds a consistent supersequence if there 
is only one negative example. The algorithm also works for an infinite alphabet. 
GREEDY (POS, y, SEQ). 
//y is the negative example.// 
//SEQ will hold the consistent supersequence.// 
(1) 
(2) 
(3) 
(4) 
(5) 
(6) 
(7) 
(8) 
SEQti.. //I. denotes the null string// 
Let u be the leading character of y. 
While there exists a character h #a such that h is the leading character of some 
string in POS, do steps 3.1-3.2. 
3.1 SEQ+SEQb. 
3.2 For each string in POS, if its leading character is b, delete the character. If 
the string becomes null, remove it from POS. 
If POS = 8, output SEQ and stop. 
(Else POS#@) SEQ+-SEQa. 
Delete the leading characters of y and the strings in POS. 
If JJ = 3., output ‘No consistent supersequence.’ and stop. 
(Else y # j_) Return to step 2. 
GREEDY scans the examples from left to right and deletes characters as soon as 
they are added to the supersequence. If it finds that some positive examples have 
a current leading character different from the one in the negative example, it immedi- 
ately adds the character to the supersequence and deletes the character from all those 
positive examples. If all positive and negative examples have the same leading 
character, then the character is added to the supersequence and deleted from all 
examples. A consistent supersequence is output iff all positive examples are reduced to 
null before the negative example. The correctness of GREEDY should be obvious. 
Remark 4.6. The proof of Theorem 4.5 does not work for supersequences because for 
a given set U of strings, there is no polynomial size DFA or NFA (nondeterministic 
finite automaton) or even PDA (pushdown automaton) which can verify that an input 
string does not contain any of the strings in U. However, since (single) subsequence 
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testing can be done by a DFA, it follows from the proof of Theorem 4.5 that 
a consistent supersequence can be found in polynomial time if the total number of 
examples is bounded by a constant. 
5. Concluding remarks 
We have shown that strings and sequences are not learnable in Valiant’s pac- 
learning model if the hypothesis class is required to be strings and sequences, 
respectively. It is known that strings are learnable by sets of strings. Whether the 
analogous result holds for sequences is open. However, there is a significant difference 
between strings and sequences. A string of length n has n2 positive examples and is 
thus trivially learnable. A sequence of length 2n may have 2” positive examples. Since 
sequences are polynomially size-bounded, pat-learnability for sequences is equivalent 
to compression 131. The sequence compression problem is in a sense related to the 
approximation of the shortest common supersequences when all examples are posit- 
ive. Unlike the shortest common superstring problem, which has a 3n-length approx- 
imation algorithm [2], no good approximation for the shortest common super- 
sequence problem is known. For more details and recent results on shortest common 
supersequences, see [4]. 
The other open problem is concerned with finding a consistent superstring (or 
supersequence) when only a constant number of negative examples are present. We 
conjecture that if there are only a constant number of negative examples, a consistent 
superstring (or supersequence) can be found in polynomial time. However, the 
construction in the proof of Theorem 4.5 and its variants are generally not applicable 
here. This is because algorithms based on multipattern-matching automata can 
actually find a shortest consistent superstring (or supersequence), and the shortest 
common superstring (or supersequence) problem is NP-complete. Thus, new tech- 
niques must be developed. 
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