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1. INTRODUCTION 
Le theoreme du defaut (cf. [3, 4, 71) peut &tre CnoncC sous la forme suivante: 
soit X une partie finie du monoi’de like A * sur I’ensemble A. Si le sous-monoide 
de A* engendri? par X n’est pas libre, il existe une partie Y de A* qui contient 
moins d’C1Cments que X et qui engcndre un sous-monoidc Q contcnant X: 
XC Q C A*; Card(Y) f Card(X) - 1. 
Le but de cette note est de preciser ce resultat en etudiant l’ensemble des sous- 
monoides libres contenant une partie don&e X de A*. Du fait que l’intersection 
de sous-mono’ides libres est encore libre (cf. sect. 2), cet ensemble possede un 
plus petit Clement qui est le plus petit sous-monoide libre contenant X; cet objet 
a d&j% CtC consider+ par Spehner [l l] qui a don& un algorithme permettant de IF: 
calculer B partir d’un ensemble fini X. 
Nous ttablissons d’abord que si le sous-mondide P engendre par X n’cst pas 
libre, la base Y du plus petit sous-monoide libre contenant X verifie: 
Card(Y) < Card(X) - 1 
Ce resultat precise le theoreme du defaut enonce plus haut. Nous examinons lea 
g&&ralisations possibles de ce resultat 2 d’autres classes de sous-monoldes 
Ctudiees par ailleurs (sect. 4). 
Le probleme du calcul de la base Y du plus petit sow-monoide libre CGA- 
tenant X a CtC resolu par Spehner [ 1 l] dans le cas oh X est fini. Nous presentons 
ici un algorithme different qui s’applique a des classes plus g&k-ales de parties 
de A*. I1 repose sur une suite de transformations de l’ensemble X apparent&es 
aux transformations de Nielsen et reprend des constructions classiques en theorie 
des codes (cf. [5], qui contient une bibliographie sur ce point). 
Nous deduisons de cet algorithme un r&&tat suivant lequel Y est encore 
reconnaissable si X l’est, c’est B dire si X est union de classes d’une congruence 
dc A* d’index fini (theoreme 6.1). 
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Soit A un ensemble quelconque nomme alphabet, et A* le monoyde libre 
engendre par A; On note aussi X* lc sous-monoide de A* engendre par une 
partie quelconque X C A*. Pour deux parties R, S de A*, on pose: 
R ‘S = (m E A”iRm n S # G}, SR--‘={rn~A*/mRnS+ a} 
Le libe’rateur de R est, par definition l’ensemble: 
T(R) :- R-‘R n RR-I 
Si Y est un sous-monoide, on a toujours l’inclusion PC P(P) et on rapellc le 
resultat suivant dO a Schiitzcnbcrger [IO] et demontre, par exemple, cn [l]: 
PROPOSITION 2.1. c’n sous-monoide P C A* est libre ssi P =-: 2’(P). 
Du fait que 2(P n Q) C P(P) n S(Q), on deduit qu’une intersection de 
sous-monoides librcs est encore libre (resultat retrouve ultericurement par 
Tilson [I 21); en particulicr, il existc done un plus petit sous-monoide librc con- 
tenant une partie donnk 
Sotrc lemme principal s’enoncc comme suit: 
LEYIME 3.1. Soit X une partie donnbe de Ax et soit Y la base du plus petit 
row-monoide libre P contenant X, de sorte que: 
XLPCA’, a@ec P - Y”. 
Tout &ment de Y est initiale et terminale d’au moins un mot dans X; c’est h dire 
que l’on a: 
YCXP InP-lX 
Utmonstration. Supposons la conclusion fausse, et prcnons un y E Y tcl que, 
par cxemple: 
yY* n X = 2~. 
Sous montrons qu’alors P =-- Y* n’est pas minimal. Soit: 
Z=-{zy~lzzE’-y,i20} -(Y-y)y* 
CommcXcI u(Y-y)Y* z* et y 6 Z”, on a XC Z* C Y”. Par ailleurs, 
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Z engendre librement Z*. En effet, tout mot x dans Z posdde une factorisation 
unique de Iz forme 
x = x1x2 ... x, ) Xl ).I.) x, E Y, xi #Y, 
et s’ecrit done de man&e unique sous la forme: 
x = Zly%zynz .*. 2&p, ZI ).,~) z, E Y - y, pi >, 0. 
Nous u&sons le lemme de la facon suivante: soit ol: X - 6 + Y l’apphcation 
dkfinie par: 
44 = Y si xEyY* 
Elk est partout definie parce que X C Y* et elle est univoque car Y engendre 
librement Y*. Le Lemme 1 dit alors que 01 est surjective; il en resulte que si X 
est fini, alors Card(X) 2 Card(Y). Plus precisement: 
THBOR~IME 3.2. Soit X me partie donnbe d’un monozde libre A* et soit Y la 
base du phs petit sous-monoide libre contenant X. Si X n’engendre pas Eibrement X*, 
alors 
Card(Y) < Card(X) - 1. 
~~~onst~atio~. Par hypothbe, il existe deux mots de X verifiant 
XIX2 ... x, Yzz x;x; ... x:, xi , x; f x, x1 # x; ~ 
On en tire Al = a(~;), done a: n’est pas Inject&e, ce qui prouve l’inegahte 
annoncee. 
Ce resultat entraine a fortiori que tout sous-monoide engendre par un sysdme 
gCn&ateur non libre X est contenu dans un sous-monoide ayant stricte-ment 
moins de generateurs que X (ThCoreme i de Ehrenfeucht et Rozenberg 131). 
Donnons comme cas particulier un resultat maintes fois retrouve: 
EXEMPLE. Si X = (x1 , x2} et si X n’est pas libre, a!ors x1 et x2 sont puissance 
d’un mSme mot y: 
Xl = Yn, x2 = y". 
Dans un contexte voisin, le ThCoreme 1 est coxmu sous le nom de theoreme du 
defaut: avec A. Lentin, appelons kquation tout couple (f,S’) de mats d’m 
mono’ide libre I+ engendre par un ensemble I et solution de cette equation un 
morphisme: 
cp: I* -+ A” 
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tel que 91(f) = cp(f’). Si #: I* -+ B* est une autre solution de l’equation, alors 
+prockde de v s’il existe un morphisme h faisant commuter le diagramme suivant: 
A” A -+ B” 
Dans ce cas, les mots $(i) (zI E I) se decomposent en produits de mots x(a), 
avec a E A, la forme de ces produits Ctant don&e par le solution “primitive” 
4. Le resultat suivant est Ctabli en [4] (cf. aussi [?‘I): 
THBORGME DU DBFAUT. Sif #f ‘, alorspour toute solution, 
de l’kquation (f, f ‘), il existe une solution CQ: I* -+ A* telle que Z,/J pro&de de v et 
que: 
Card(A) < Card(l) - 1. 
Dkmonstration. Soit X = #(I) C B* l’image de l’alphabet I par 4 et Y la 
base du plus petit sous-monoide libre contenant X. On a: 
Card(Y) < Card(X) < Card(l) 
et l’une au moins de ces inegalites est stricte: en effet, si la restriction de # a I 
n’est pas injective, on a: Card(X) \( Card(l) - 1; si elle est injective, l’egalite 
#(f) = $(f ‘) avec f ff’ entraine que X* = #(I*) n’est pas librement 
engendre par X et, d’apres le ThCoreme 3.2, il vient Card(Y) < Card(X) - 1. 
Soit alors h une bijection d’un ensemble quelconque A sur Y, Ctendue a A* et: 
On a bien Card(A) < Card(l) - 1 et 4 procede de p. 1 
Remarque. Si, au lieu du ThCoreme 3.2, on applique au couple X, Y ci-dessus 
le Lemme 3.1, on en deduit que toute solution z+k I* + B* procede d’une solu- 
tion y: I” + A* telle que toute lettre de A soit initiale et terminale d’au moins un 
mot de v(I). Cet &once est, lui aussi, Ctabli en [4]. 
4. G~N~ALISATIONS 
On peut chercher 5. Ctendre le Lemme 3.1 a d’autres familles de sous-monoides 
(fermees par intersection) que les sous-mono9des libres. Par exemple, les sous- 
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mono’ides unitaires ir. droite definies par la condition: P = P-lP forment une 
famille fermee par intersection contenue dans celle des sous-mono’ides libres. 
La meme demonstration que celle du Lemme 3.1 montre que si Y est la base du 
plus petit sous-monoide unitaire contenant un ensemble X, tout Clement de Y 
est terminal d’un Clement de X. Cela implique l’inegalite: 
Card(Y) < Card(X) 
On n’a cependant pas d’analogue du Theo&me 3.2, comme le montre l’exempie 
de X = (a, ab), Y = (a, b). 
La situation est la m&me “mutatis mutandis” pour les sous-monoides unitaires 
a gauche definis par la condition PP-1 = P. 
En revanche, pour les sous-monoides unitaires (a gauche et k drone) on n’a 
plus d’analogue au Lemme 3.1; ainsi, par exemple, pour X = (a, c, abc), on 
obtient Y = (a, b, c}. 
On a cependant encore une inegalite large: Card(Y) < Card(X). En effet, si X 
est fini, alors Y est fini (puisqu’il est constitui: de facteurs de mots de X) et ii 
peut etre obtenu de la facon suivante: considerons la suite 
06 Z$,, (resp. Z$) est le plus petit sous-monoide unitaire B gauche (resp. a 
droite) contenant Z$ (resp. .Zzel). Cette suite est necessairement stationnaire 
a partir d’un certain rang puisque chaque Zi est constitue de facteurs de mots de 
X7 si Z, = Z,,, , alors Zz est unitaire a gauche et a droite et on a bien Z, = Y 
puisque chacun des Zi est inclus dans Y*. 
Une autre gentralisation possible du Lemme 3.1 concerne les sous-mono’ides a 
de’lai de dkchijjcrage jini. Rappelons en la definition (cf. [g, 91): soit P un sous- 
mono’ide de A*, et X son ensemble generateur minimal. On dir: que Pa un delai de 
dechiffrage tini s’il existe un entier d tel que l’on ait: 
XdA” A X-*P C P 
Le plus petit des entiers d pour lesquels cette inclusion est vraie est le delai 
dechiffrage de P. Un sous-monoide unitaire a droite a un deiai de de&Sage nul. 
Cette famille de sous-monoides n’est pas fermee par intersection infinie comme le 
demontre l’exemple suivant: 
Yn = abn+lb* u (&+lbi j 0 < i < n> 
Le sous-monoide Yz est unitaire a gauche mais a un delai de dechiffrage &gal& 
n + I, comme on le verifie; l’intersection nn,s Yz est engendrCe par: 
Z = (,i+lbi j 0 ,< i} 
et .Z* a un delai de dechiffrage intini. 
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On a cependant, dans le cas des sous-monoides jiniment engendrh, un analogue 
du Lemme 3.1 et aussi du ThCoreme 3.2. 
Tout d’abord si X est fini, il existe un plus petit sous-monoyde a dtlai de 
dechiffrage fini (d.d.f.) Y* qui contient X et Y est lui aussi fini. En effet, soit 
9 l’ensemble des sous-monoides Q d.d.f., engendres par uric partie de l’ensemble 
F des facteurs de mats de X, et qui contiennent X; cct ensemble est non vide (il 
contient A”) ct nc contient pas de chaines infinics ordonnees par inclusion. 
Comme .9 est ferme par intersection fink, il possede done un plus petit Clement, 
soit Y*; pour tout sous-monoyde d.d.f. Q contenant X, on a Q n 8’” E 23 ct done 
Y* C Q, ce qui montre que Y est le plus petit sous-monoi’de d.d.f. contenant X. 
Maintenant, parallelemcnt au Lemmc 3.1, on montre quc l’on a lcs inclusions: 
Y C X( F-1 n (Y *)-lx. 
AIontrons par cxemple que tout Clement de Y est initiale d’un clement de X: 
si cc n’est pas le cas pour y on pose: 
z -- (Y - y)y* 
On verifie que si lc delai de dechiffragc de Y est Cgal a d, celui de Z est dgal a 
d 1 1 ct ccci entraine une contradiction puisque l’on a l’inclusion: 
xc‘z*c Y* 
On deduit de cette propriete lc fait quc si X n’est pas d.d.f.: 
Card(Y) < Card(X) - I, 
comme dans lc Corollaire 1. 
Cettc inegalite precise un resultat de XI. Linna [6] suivant lequel, si X n’est pas 
d.d.f., il existc un sous-monolde d.d.f. Y* tel que l’on ait I’inCgalitC ci-dessus. 
5. ALOORITHMIE DE G~LCUL 
Dans cette section, nous construisons exphcitemcnt le plus petit sous-monoide 
like Y” contenant une partie X donnec d’un monoi’de libre. Cette construction 
sera utilisee dans la section suivante pour montrer que Y est reconnaissable si X 
I’est. 
Soit X une partie fixee de A*; definissons une suite S, de sous-monoydes de 
A* par: 
so : x*, S,&,.l 1 [9( S,J] * n 3 0. 
11 est clair quc la suite est croissantc. Posons: 
S(X) : (J s,l 
ny 
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PROPOSITIO~T 5.1. S(X) est le plus petit sous-monoide libre de A * c~te~a~t X. 
~~monst~at~on. Soit Y la base du plus petit sous-monoEde like I’* con- 
tenant X. On a S, C Y* pour tout n. En effet, ceci est vrai pour n = 0 et par 
rkurrence, on a: 
S %+l = [zys,)]* c [L?(Y*)]* = Y”, 
car Y est libre. Par conskquent, S(X) C Y*. D’autre part, 
puisque la suite des S, est croissante; le sous-monoide S(X) est done libre, ce 
qui par minimalit de Y*, implique S(X) = Y*. 
Le calcul de Y B partir de X se ramhe done au calcul du iibhrateur de ehacun 
des S, . Nous allons voir comment on peut, Ctant don&e une partie % de A*, 
cakuler un ensemble ghkrateur du sous-monoide [Z(Q)]*, aver 
nous permettra de calculer successivement un ensemble gh-krateur de chacun des 
S, et de rksoudre ainsi le problkme du calcul de Y. 
Soit done % une partie de A* et Q = %*. On d&nit deux suites de parties de 
A* par: 
Bi, = v. = (l), uj,, = upz v z-“Uj ) v,,l = zvyl u vp, j 3 0. 
Le cahl de ces suites rCpond au problbme posC puisqu’on a le rCsultat 
suivant : 
PROPOSITION 5.2. Soient U = &>. LTt et V = uj,+O Vj . 012 a: 
[LnQ)]* = (U n v>* 
c’est ~2 dive que Z(Q) et U n V engendrent le mdme sous~mono~de. 
La dkmonstration fait appel a plusieurs lemmes. Nous donnons d’abord 
quelques rkgles de calcul qui serviront constamment dans la suite: 
LEMME 5.3. Soient R, S, T des parties d’un mom&e, M, et wit Q un sous- 
emonoide de M. Alou 
(RS)-lT = S-l(R-IT); R(ST)-1 = (RT-:)S-“; 
(R-lS)T-l = R-l(ST-1); 
R C S j T-1R & T-U’, R-IT C S-IT; 
(Q-lQ)-“Q = Q-“Q = &i?@; (2) 
RQ n SQ-l C (R n SQ-l)Q); QR n Q-?!3 5: Q(R n (31 
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Prouvons par exemple le premiere des formules (3). Soit m E RQ n SQ-l. 
Alors d’une part m = rq avec P E Ii, 4 E Q, et d’autre part rnq E S pour un 4 E Q. 
Par consequent y(q@ E S, et comme qq EQ, on a Y E SQ-I, d’oti m = 
rp E (R n SQ-l)Q. B 
Posons, pour alleger l’ecriture, 
LEMME 5.4. Pour tout j > 0, Uj,, C ( iTjQ)-‘Z et V,,l C Z(QF$l. 
Preuve. Par recurrence sur j. Pour j = 0, l’inclusion est vraie puisque 
U,= V, =ZetZCQ-rZ.Sij>O,alors 
Uj,l = Uy’Z u Z-“Uj C U;lZ u Z-‘((i7j,Q)-‘)Z 
= U;‘Z v ( uj-lQZ)-lZ = ( Uj u UjmlQZ)-‘Z. 
Or Uj u i7+lQZ C UjQ u f7j-,Q = UjQ, ce qui prouve la premiere inclusion. 
La deuxieme se demontre de la m&me facon. [ 
LEMME 5.5. On a U = Q-“U, V = VQ-l, Q-IQ = UQ, QQ” = QV. 
Preuue. Par definition, Z-r U, C hj,, pour j 3 0, done Z-IU C: U. De la 
m&me maniere, WIZ _C Uj+r (j > 0) implique 
u-1z c: u (4) 
De l’inclusion Z-r U C U, on obtient par recurrence 
(Z%+l)-lU = (Zn)-l(Z-lU) C (Z%)-IV C U n > 0 
d’oti, puisque Q = Z*, Q-rU C U. L’inclusion U C Q-“U r&&e de ce que 
I EQ. Ceci prouve la premiere Cgalite. La deuxieme se demontre de la m&me 
facon. 
Pour etablir la troisieme formule, nous verifions par recurrence les inclusions 
Uj C Q-IQ, j&O (5) 
le cas j = 0 &ant evident. Far le Lemme 3 et par I’hypothese d’induction, on 
obtient 
Uj+l C (DjQ)-“2 C ((Q-“Q)Q)-“Z. 
Par (2), et puisque 2 C Q, il s’en suit que 
uj,l c (@'Q)"Z C (Q”Q)“Q = Q-IQ. 
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L’inclusior, U C Q-IQ dkoule immkdiatement de (5), d’oti 
UQ C (Q-‘Q)Q = Q-Q 
RCciproquement, soit m E Q-lQ, de sorte que qm = q’ E Q pour un q E Q. Comme 
1 E UQ, nous prouvons que m E UQ pour m f I, et pro&dons pour cela par 
rkurrence sur la longueur j qq’ j. Si 1 qq’ 1 = 0, alors m E Q C UQ. Sinon, comme 
Q = Z*, il existe deux mots h, h’ tels que 
4 = 41k m = h’q, , avec q1 , q2 E Q et hh’ E Z. 
Comme m # 1, la premikre Cquation implique par rkurrence h f UQ, d’oh par 
(9 
h’ E (UQ)-‘Z = Q-‘( FZ) C Q-W = ?J 
Par conskquent, m = h’q, E UQ, ce qu’il fallait dkmontrer. Nous achevons 
maintenant la preuve de la Proposition 5.2: on a, d’aprks le Lemme 5.6 
Un V_C UQnQV =Q-lQn,oQ-l = L?‘(Q), 
done (U A V)* C Z(Q). Rkciproquement, 
9(Q) = Q-l,0 n QQ-l = UQ n &Q-l 5 ( U n QQ-l>,S 
par le Lemme 5.6 et l’assertion (3) du Lemme 5.3; et de m$me 
UnQQ-1 = UnQV =Q-lUnQVCQ(Q-lUn V) ==Q(Un V), 
d’oii 
y”(Q) C Q( u n VQ 
CommeZC Un V,onaQC(Un V)*,doncpar(h) 
L?(Q)L(Un V) 
ce qui achhe la vbrification. 
Remargz*e. Les calculs qui pr&dent se simplifient beacoup si, au lieu du plus 
petit sous-monoide like contenant X, on chercbe le plus petit sous-monoide 
unit&e Y+ contenant X (cf. sect. 4). Si on d&nit en effet la suite: 
To = Xx, T,+l = [T,lT,]* n >, 0 
on a alors Y* = Umao T, . D’autre part, si Q = Z*, comme dans la Proposi- 
tion 5.2, alors: 
[Q-IQ]* = U* avec U = UC ; 
i>O 
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En effet, d’aprts le Lemme 5.5 Q-lQ = UQ et Q est in&s dans U* puisque U 
contient 2. 
6. CAS DES PARTIES RECONNAISSABLES 
Rappelons quelques definitions de la theorie des automates (cf. [2] par 
exemple): 
Une partie R d’un monoi’de M est reconnaissable s’il existe un morphisme 
sur un monoi’de$niF qui sature R: 
9-$(R) = R. 
La famille des parties reconnaissables est fermee par toutes les operations 
booleennes et, de plus, si S est reconnaissable alors R-lS et SR-l sont recon- 
naissables pour toute partie R de M. Plus precisement, si y: M + F sature S, il 
sature encore ces deux ensembles puisque si p(m) = ~(12) et que m E R-lS, il 
existe par definition un Y E R tel que 
Mais alors ye = p(m) E v(S), ce qui entraine rn E S et done n E R-IS. Si 
M = A*, le theoreme de Kleene dit que la famille des parties reconnaissables 
co’incide avec celle des parties rationnelles, qui est par definition la plus petite 
famille de parties contenant les parties finies et fermee par les trois operations 
suivantes: l’union, le prod& et l’e’toile (i.e. le passage au sous-monoide engendre) 
(cf. [2, p. 1751). 
Ainsi, en particulier, si X est reconnaissable, X* l’est encore; de plus, si X est 
I’ensemble gtnerateur minimal de X*, la reciproque est vraie; en effet: 
x = x+\x+x+, avec X+ = X*\l. 
Nous Ctablissons maintenant le resultat suivant: 
THI?OR&ME 6.1. Soit X une partie de A* et Y la base du plus petit sow-monoide 
libre de A* contenant X. Si X est reconnaissable, Y l’est encore. 
Considtkons, pour dkmontrer le theoreme, une partie Z de A* et soient 
Uj , Vj , U, V les parties de A* detinies k partir de Z au paragraphe prectdent. 
LEMME 6.2. Si Z est sat&par y, aloes U n Vest sature’par v. 
IXmo~zstrntion. Par hypothkse L’, -:: V, :-- Z cst satur& par cp. Par rkurrencc. 
u. - c:,% LJ %-‘I:; ) ,:I j .;: 0 
est saturt: par ‘p. Par conskquent 
[..> UC; et 1,’ .L i; I-, 
J>O , .‘(I 
sont saturks par 9, done CJ’ n V est saturk par F. 1 
Ix l,emme 6.2 et la Proposition 5.2 fournissent done, 2 partir d’un systkme 
gCnkrateur % saturi: par q~ dc Q, un systkme gCnCratcur saturk par p dc [Y(Q)]*, B 
savoir I.’ n I,‘. 
P~oros~~~os 6.3. S’oit X me partie de .I * safurbe par y. Aloes il exists une 
partic, J.’ suiur&e par g, qui engmdre le plus petit sous-monoi’de libre T’* conteuan: .Y. 
I)c;ll7r,?zstiation. En vertu du lemme prkckdent, !a partie 
construite a partir de % ::- S est saturdc par p ct 
It&ant cc pro&d&, on obtient pour tout n une partie X,, C -1” saturke par q teilc 
qliC: 
fosons alo:s Y’ -= un. -, X,,; on a Y” q : Y’, et I.‘cst saturk par ‘p. fl 
Cette proposition Ctablit Ic ‘1’hCorkme 6.1 puisque si X est rcconnaissable, i! 
esistc une partie reconnaissable I” qui cngcndre 1,‘“. Cela montre quc Y* ct 
done 1,’ sont rcconnaissables. 
Rmzarque. T,e calcul dCvelopp& au Section 5 est particulikrement intkrcssant 
lorsque X est reconnaissablc. En cffet, dans ce cas, tout le calcu! pcut Etrc 
cffectuk dans le mono’ide fini F -- 9;(-‘I*) puisque chacun dcs tnscmbles g&G- 
ratcurs 5,, que l’on construit est saturke par q. En particulicr I” et &galement 1. 
peuvent etrc calculus en un nombre fini d’Ctnpes le rksultat Ctnnt un morphismc 
I/J: .-1’ b G sur un monoi’de fini G et uric partic I1 de G tclle quc Y = $ l(H). 
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