Convex obstacle numbers of outerplanar graphs and bipartite permutation
  graphs by Fulek, Radoslav et al.
Convex Obstacle Numbers of Outerplanar Graphs
and Bipartite Permutation Graphs∗
Radoslav Fulek1, Noushin Saeedi2, and Deniz Sarıo¨z3
1E´cole Polytechnique Fe´de´rale de Lausanne
radoslav.fulek@epfl.ch
2The University of British Columbia
noushins@cs.ubc.ca
3The Graduate School and University Center of The City University of New York
sarioz@acm.org
November 21, 2018
Abstract
The disjoint convex obstacle number of a graph G is the smallest number h such that there is a set
of h pairwise disjoint convex polygons (obstacles) and a set of n points in the plane (corresponding to
V (G)) so that a vertex pair uv is an edge if and only if the corresponding segment uv does not meet any
obstacle.
We show that the disjoint convex obstacle number of an outerplanar graph is always at most 5, and
of a bipartite permutation graph at most 4. The former answers a question raised by Alpert, Koch, and
Laison. We complement the upper bound for outerplanar graphs with the lower bound of 4.
1 Introduction and Preliminaries
An obstacle representation of a graph G, as first defined by Alpert, Koch, and Laison [1], is a straight-line
drawing of G, together with a set of polygonal obstacles such that two vertices of G are connected with an
edge if and only if the line segment between the corresponding points does not meet any of the obstacles. As
they did, we assume the points corresponding to the graph vertices together with the polygon vertices are in
general position (no three on a line). An obstacle representation of G with h obstacles is called an h-obstacle
representation of G. The obstacle number of G is the smallest number of obstacles needed in an obstacle
representation of G. If we restrict the polygonal obstacles to be convex, we call such a representation a
convex obstacle representation. Convex obstacle number and h-convex obstacle representation are defined
similarly.
If the convex obstacles are required to be pairwise disjoint, we call such a representation a disjoint
convex obstacle representation, and define disjoint convex obstacle number and h-disjoint convex obstacle
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representation similarly. Surely, the convex obstacle number of a graph is at most its disjoint convex obstacle
number. We conjecture that there are graphs having convex obstacle number strictly less than their disjoint
convex obstacle number, so we reason about these two parameters separately.
In [4], it was shown that for any fixed h, the number of graphs on n (labeled) vertices with obstacle
number at most h is at most 2O(hn log
2 n). From this, it follows that every graph class with 2ω(n log
2 n)
members on n vertices (such as the class of all bipartite graphs) has unbounded obstacle number. It was
also shown therein that the number of unlabeled graphs on n vertices with convex obstacle number at most
h is at most 2O(hn logn). Since the number of planar graphs on n vertices is 2Θ(n logn) (see [2] for exact
asymptotics), the bounds given by [4] are inconclusive regarding the obstacle number or convex obstacle
number of the class of planar graphs or a subclass.
Nonetheless, it was shown by Alpert, Koch, and Laison [1] that every outerplanar graph admits a 1-
obstacle representation in which the obstacle is in the unbounded face. The same paper raised the question
of whether the convex obstacle number of an outerplanar graph can be arbitrarily large. We answer this
question in negative. In particular, we prove the following two results regarding outerplanar graphs in
Sections 2 and 3 respectively.
Theorem 1. The convex (and disjoint convex) obstacle number of every outerplanar graph is at most five.
Theorem 2. There are trees having disjoint convex obstacle number at least four.
In Section 4, we prove the following regarding bipartite permutation graphs.
Theorem 3. The convex (and disjoint convex) obstacle number of every bipartite permutation graph is at
most four.
2 Upper bound on convex obstacle number
of outerplanar graphs
Proof of Theorem 1. We shall show that the convex obstacle number of every outerplanar graph is at most
five, by giving a method to generate five convex obstacles that can represent any outerplanar graph. For
a given connected outerplanar graph G, we first construct a digraph
−→
G′ with certain properties, whose
underlying graph is a subgraph of G. We call
−→
G′ the BFS-digraph of G. We show an obstacle representation
using five convex obstacles for the BFS-digraph, and then modify the representation without changing the
number of obstacles to represent the graph G. We finally discuss how to accommodate the disconnected
case, still with five obstacles.
2.1 Constructing the BFS-digraph and its properties
Let G be a connected outerplanar graph. Perform the breadth-first search based Algorithm 1 on G that
outputs a digraph which we call the BFS-digraph of G, and denote by
−→
G′. We say that a vertex of a
BFS-digraph has depth i if its distance from the BFS root is i.
Lemma 1. A BFS-digraph
−→
G′ of a connected outerplanar graph G has a straight-line drawing such that
1. each vertex at depth i lies on the line y = −i;
2. two edges are disjoint except possibly at their endpoints; and
3. a vertical downward ray starting at a vertex v meets the graph only at v.
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Input: A connected graph G = G(V,E)
Output: The digraph
−→
G ′ called the BFS-digraph of G
V ′ := V0 := singleton set with an arbitrarily chosen vertex of G (the BFS root)−→
E′ := ∅
i := 0
while V ′ 6= V do
Vi+1 := {v | u ∈ Vi, (u, v) ∈ E} \ V ′
V ′ := V ′ ∪ Vi+1−→
E′ :=
−→
E′ ∪ {−−−→(u, v) | u ∈ Vi, v ∈ Vi+1, (u, v) ∈ E}
i := i+ 1
end while
return
−→
G ′(V,
−→
E′)
Algorithm 1: Algorithm to compute a BFS-digraph of a connected graph
root
a e j
b d f h
c g
Figure 1: A BFS-digraph of an outerplanar graph G drawn to exhibit the three properties in Lemma 1. The
edges without arrows correspond to edges of G that are not in the digraph. For a given outerplanar graph
G, regardless of the choice of the BFS root, there is a drawing of the resulting BFS-digraph that satisfies
the three properties and induces a straight-line outerplanar drawing of G.
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Proof. Let
−→
G′i denote the subgraph of
−→
G′ induced on vertices at depth less than or equal to i. We show the
existence of such a drawing by constructing it. We will proceed by induction on
−→
G′i.
Consider a planar embedding of the outerplanar graph G in which every vertex meets the outer face, with
all vertices on a circle having the root as its topmost point. From now on, we do not distinguish between a
graph and its embedding. Draw the root on the line y = 0. Then draw all its neighbors on the line y = −1
and to its left, preserving their order in G. All arcs corresponding to the edges between the root and its
neighbors are oriented downward. So far we have
−→
G′1, which satisfies the desired properties. We now show
how to extend for i ≥ 1 an embedding of −→G′i with the desired properties to an embedding of
−−−→
G′i+1 with the
desired properties. Let vi,1, vi,2, . . . , vi,` = root denote the vertices of
−→
G′i in left-to-right order. For the sake
of brevity, let vi,0 also denote the root. The depth i + 1 neighbors of a vertex vi,k in Vi lie in G either on
the clockwise arc from vi,k to vi,k−1 or on the counterclockwise arc from vi,k to vi,k+1. Otherwise, G is
not planar, or its vertices are not in convex position. We refer to the depth i + 1 neighbors of vi,k on the
clockwise arc from vi,k to vi,k−1 as the left children of vi,k, and those on the counterclockwise arc from vi,k
to vi,k+1 as the right children of vi,k. Note that for vertices vi,j and vi,j+1, the rightmost child of vi,j lies
before or at the same place as the leftmost child of vi,j+1. We apply the following steps for each vi,k in Vi:
• put the left children of vi,k, in order of clockwise proximity in G to vi,k, on the line y = −(i + 1) so
that they are to the left of vi,k and (unless k = 1) to the right of vi,k−1;
• put the right children of vi,k, in order of counterclockwise proximity in G to vi,k, on the line y = −(i+1)
so that they are between vi,k and vi,k+1;
• make sure that for every pair of vertices vi,j and vi,j+1 in Vi, the rightmost child of vi,j and the leftmost
child of vi,j+1 preserve their order in G, and is embedded once if they are one and the same.
Note that due to the outerplanarity of G, a right descendent and a left descendant of a vertex have no
common descendants, rendering the last step possible. Therefore, the extended embedding represents
−−−→
G′i+1
and satisfies all three conditions.
According to this embedding, we say that two vertices are consecutive if they are on the same horizontal
line and there is no vertex between them.
Corollary 1. A vertex has at most two parents. Moreover, if a vertex v has two parents, the parents are
consecutive; and v is the rightmost child of its left parent, and the leftmost child of its right parent.
Proof. If any of the conditions above does not hold, property 3 of Lemma 1 is violated.
By Corollary 1, we also know two vertices at depth i have a common child only if they are consecutive.
Corollary 2. Two consecutive vertices such that one is a left child and the other is a right child of the same
parent, do not have a common child.
Proof. It directly follows from the third property of Lemma 1.
2.2 5-convex obstacle representation of the BFS-digraph
of a connected outerplanar graph
We demonstrate a set of five convex obstacles and describe how to place vertices of
−→
G′ to obtain a 5-convex
obstacle representation for
−→
G′. We first describe the arrangement of the set of obstacles. We have two disjoint
convex arcs symmetric about a horizontal line, such that both arcs curve toward the line of symmetry. We
consider the arcs to be parts of large circles, so that they behave like lines, except that they block visibilities
among vertices put sufficiently near them. In the region bounded by the two arcs, we put three line obstacles,
which form an S-shape with perpendicular joints, so that the S-shape is equally far from either arc, and the
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projection of the S-shape onto either arc covers the whole arc. We then disconnect the line obstacles by
creating a small (and similar) aperture at each joint. The arrangement of the set of obstacles is shown in
Figure 2.
1
1
∆− 1
∆∆
0 +∞
+∞ 0
∆
∆+1
∆
∆+1
Figure 2: The arrangement of the set of five convex obstacles.
The key idea is to place all vertices of the graph sufficiently close to either of the arcs, and control the
visibilities through the created apertures. For the sake of simplicity of exposition, from now on, we say a
vertex is placed on an arc if it is sufficiently close to an arc. For each arc, the nearby and distant apertures
are respectively called the outgoing aperture and the incoming aperture. For each vertex on an arc, we draw
the outgoing edges through the outgoing aperture of its underlying arc. We parameterize the arcs such that
the intersection points of the extended vertical line segment of the S-shape set at the arcs mark the zeros,
and the positive axes of the lower arc and the upper arc point respectively to the right and to the left. Let
∆ ≥ 2 be at least the maximum outdegree in −→G′. We show if the S-shape is constructed so that
1. for two positive points unit distance apart on one arc, the parts of the opposite arc they see (through
the outgoing aperture) share a single point, and
2. any point on an arc sees (through the outgoing aperture) an interval of length ∆ of the other arc;
then this obstacle set can represent BFS-digraphs of all connected outerplanar graphs.
We first investigate the structure of the set of obstacles to fulfill the conditions above. The distance
between two compact subsets of the plane is the least distance between two of their respective points.
Denote by w the aperture’s width, denote by s the vertical segment’s length (in the S-shape), and denote
by x the distance between the S-shape and either arc.
Considering the arcs as lines, the first condition manifests if and only if w1 =
s+x
s+2x , and the second
condition holds if and only if w∆ =
x
s+2x . These two equations require that w =
∆
∆+1 and s = (∆ − 1)x,
and we choose x = 1 to make things simple. We next show that the depicted set of obstacles represents
any BFS-digraph. (Surely, the obstacle set depends on ∆ which is conditioned on
−→
G′, and to list vertex
coordinates of the polygonal obstacles we would also need to know the maximum depth in
−→
G′ as we will
discuss, so strictly speaking we have an obstacle set template.)
Proposition 1. The arrangement of five convex obstacles shown in Figure 2, represents BFS-digraphs of
all connected outerplanar graphs.
Proof. We give an algorithm to place the vertices of a connected BFS-digraph
−→
G′ so that, together with the
set of obstacles, they form an obstacle representation of
−→
G′. We consider the two arcs in the obstacle set
as lines; after all vertices are placed, we curve them a bit—just as much that they block visibilities among
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vertices on them. This way, we ignore visibilities among vertices on the same arc (when considered as a line)
and show that the set of obstacles represents
−→
G′.
Consider a drawing of
−→
G′ that satisfies the conditions in Lemma 1. From now on, by
−→
G′ we refer to this
embedding. Place the root of
−→
G′ at coordinate 1 of the lower arc. We get a representation of
−→
G′0, where
−→
G′i
denotes the induced subgraph of
−→
G′ containing all vertices at depth at most i. Suppose
−→
G′i is represented
such that
1. all vertices at an even depth are placed on the lower arc, and all vertices at an odd depth are placed
on the upper arc;
2. on each arc, vertices at different depths are well separated, i.e., arc intervals containing all vertices at
the same depth are disjoint;
3. vertices of each depth preserve their ordering in
−→
G′; and
4. every two consecutive vertices are at least one unit apart.
Note that by preserving the order, we mean if a vertex is to the left of some other vertex v in
−→
G′, it gets
a smaller coordinate than v when put on an arc.
Now, we describe how to add vertices at depth i + 1 to obtain a representation of
−−−→
G′i+1 satisfying the
conditions above. Let vi,j denote the j-th vertex at depth i and let [ai,j , bi,j ] denote the interval of the
opposite arc that is visible from vi,j through the outgoing aperture. For each vertex vi,j at depth i in the
representation of
−→
G′i, we add its children on the opposite arc as follows:
• If vi,j has a common child with its immediate preceding vertex in Vi, put its leftmost child at ai,j ;
otherwise, put the leftmost child at ai,j +
1
2 .
• If vi,j has a common child with its immediate next vertex in Vi, put its rightmost child at bi,j ; otherwise,
put the rightmost child at bi,j − 12 .
• Put the remaining left children, preserving their ordering, after the leftmost one so that all left children
are one unit apart.
• Put the remaining right children, preserving their ordering, before the rightmost one so that all right
children are one unit apart.
Since every point sees an interval of length ∆, we know bi,j = ai,j + ∆. Thus, as each vertex has at most
∆ children, by performing the above algorithm, the rightmost left child is placed before the leftmost right
child, and are at least one unit apart. Therefore, all consecutive pairs of vertices are of distance at least
one. Moreover, we know every two points, which are one unit apart, have a common point-of-sight; that
is, the greatest point-of-sight of the smaller point equals the smallest point-of-sight of the greater one. By
Corollaries 1 and 2, we know that if two vertices have a common child, then they are consecutive; and they
are not right and left children of the same parent. Therefore, the presented algorithm put vertices so that
two vertices at depth i and i + 1 are visible in the representation, if and only if they are connected in
−→
G′.
Conditions 1, 3, and 4 are surely satisfied after performing the algorithm. Since a vertex sees no other vertex
except through the apertures, to complete the proof, what remains to be shown is that a vertex sees only its
children through its outgoing aperture (and only its parent(s) through its incoming aperture). To that end,
next we prove that Condition 2 is satisfied, namely that vertices at different depths are well separated: they
lie in pairwise disjoint intervals.
Let I0 denote the “interval” [1, 1] wherein the root is placed, and for every i ≥ 0 let Ii+1 denote the
interval visible from Ii through the outgoing aperture. Since every vertex at depth i is in Ii, and Ii and
Ii+1 belong to different arcs, to prove Condition 2, it suffices to show that Ii < Ii+2 (i.e., every point in
Ii has a smaller coordinate than every point in Ii+2) for every i ≥ 0. If Ii = [a, b], the structure of the
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obstacle set yields Ii+1 = [∆× a,∆× b+ ∆]. Since ∆ ≥ 2, this gives I0 < I2. By induction, we obtain that
Ii = [∆
i, 2∆i+
∑i−1
j=1 ∆
j ] for every i ≥ 1. Since ∆ ≥ 2, for every i ≥ 1 we have 2∆i+∑i−1j=1 ∆j < 3∆i < ∆i+2,
therefore, Ii < Ii+2.
Since we have previously ensured that a vertex v at depth i sees only its children through the outgoing
aperture among all vertices at depth i + 1, the well ordering of the intervals implies that v cannot see any
other vertices through the outgoing aperture. By symmetry of sight, this implies that no vertex can see
through its incoming aperture any vertex other than its parent(s).
This concludes the proof that we gave an obstacle representation of
−→
G′.
2.3 Adjusting the representation for general outerplanar graphs
We first show how to modify the representation of a connected BFS-digraph
−→
G′ to accommodate its corre-
sponding outerplanar graph G. We know that the underlying graph of
−→
G′ and G are the same, except that−→
G′ has no edge between two vertices at the same depth. Since G is an outerplanar graph, the extra edges of
G, if any, are such that they connect two consecutive vertices. Therefore, to allow existence of extra edges
in the representation, we simply shave off the portion of the arc between their endpoints.
Now, we adapt this idea for disconnected outerplanar graphs. Let C1, C2, . . . , Cn be the components of a
given outerplanar graph. Let
−→
C ′i be a BFS-digraph of Ci, as defined in Subsection 2.1. Let ∆ ≥ 2 be at least
the maximum outdegree among all BFS-digraphs, and construct the obstacle set template as before. Now,
let L denote the maximum depth among all
−→
C ′i. We declare I0 to be the interval [1, 1] on one arc, and for
every i > 0, we let Ii be the interval [∆
i, 2∆i +
∑i−1
j=1 ∆
j ] on the arc opposite to interval Ii−1. The modified
algorithm for representing a disconnected outerplanar graph is as follows. For each
−→
C ′i, put its root at an
arbitrary place in I(i−1)(L+2). Then carry out the algorithm described in Subsection 2.2 to place all vertices
of
−→
C ′i for every i. This ensures that no vertex in C
′
i can see a vertex of C
′
j for any i 6= j. We then shave off
the arcs as necessary to provide visibility among vertices at the same depth where desired.
We obtain a representation for an arbitrary outerplanar graph, concluding the proof of Theorem 1.
3 Lower bound on disjoint convex obstacle number
of outerplanar graphs
For a rooted tree, we use the standard terminology—the depth of a vertex is its topological distance to the
root, and the height of the tree is the maximum depth over all its vertices.
Proof of Theorem 2. Denote by Tk,h the full complete k-ary tree with height h rooted at r. We will show
that the disjoint convex obstacle number of Tk,3 is at least four, for k to be specified later. We say that two
edges form a crossing if they meet at an internal point of both. (Recall that in an obstacle representation,
no three vertices are collinear.)
Lemma 2. For every m ∈ Z+, there is a value of k such that Tk,2 has no m-convex obstacle representation
without edge crossings.
Proof. Denote by V1 the set of vertices at depth 1, which is an independent set in Tk,2 of size k. For any given
s, we can find a subset V ′ ⊆ V1 of size s (provided large enough k = k(s)) such that every non-edge with both
endpoints in V ′ is blocked by a common obstacle O1. This is because we can assign every non-edge among
V1 to a single obstacle that blocks it to obtain an m-edge-coloring of a Kk induced on V1, which by Ramsey’s
Theorem has a monochromatic clique of size s for large enough k. The set V ′ lies in some half-plane having
r on its boundary, without loss of generality, below a horizontal line; otherwise, r would be inside a triangle
with vertices in V ′, yet no single convex obstacle could block all three sides of it without meeting an edge
of Tk,2. Let us write u < v whenever the triple ruv is counterclockwise. Let v1 < v2 < . . . < vs denote the
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rv1
vi
vj
vs
uj
(a) To have uj < vi without edge crossings, vjuj must meet
vivs as shown. But then, the three sides of the triangle vivjvs
cannot be blocked by the same convex obstacle O1, which is
a contradiction.
r
v1
vi vj
vs
ui
uj
(b) Since ui < vi < uj < vj , no convex obstacle can meet
both rui and ruj without crossing an edge, so we have a
contradiction to the assumption that three non-edges of the
form rui can be blocked by the same obstacle O
′.
Figure 3: For the proof of Lemma 2. Since all non-edges among v1, v2, . . . , vs are blocked by a single convex
obstacle O1, these vertices are in convex position and below r in the manner shown in both subfigures.
vertices in V ′. For each i : 1 < i < s, let ui denote a certain child of vi. We claim that at least (s − 2)/2
(not necessarily disjoint) convex obstacles are required to block the non-edges ru2, ru3, . . . , rus−1.
To prove the claim, assume for contradiction that some obstacle O′ blocks three non-edges of the form
rui. Then without loss of generality, for some pair i < j such that rui and ruj are blocked by O
′, both
ui < vi and uj < vj hold. It must be that vi < uj ; otherwise, vjuj would cross an edge or meet O1 which
blocks both vivj and vjvj+1. See Figure 3(a). Choose two points pi ∈ rui ∩O′ and pj ∈ ruj ∩O′. Then the
segment pipj must intersect the union of the edges rvi and viui. See Figure 3(b). By the convexity of O
′,
we have a contradiction.
Thus, for s ≥ 2m+ 4, at least m+ 1 convex obstacles are required if no edges cross.
Assume for contradiction that we have a representation of Tk,3 with three pairwise disjoint convex obsta-
cles O1, O2 and O3.
If the endpoints of a crossing induced only the two edges (that is, an “X” type crossing), at least four
convex obstacles would be needed to block the non-edges, since any convex set that intersects two non-edges
must meet an edge. However, no more than three edges can be induced by four vertices without forcing a
cycle. Therefore, the four endpoints of every crossing induce a path with three edges.
By Lemma 2, we know that for large enough k, there are crossings within each subtree of Tk,3 isomorphic
to Tk,2. Pick three crossings c1, c2, and c3 in Tk,3, each in a subtree rooted at a different neighbor of the root
vertex. For each i ∈ {1, 2, 3}, denote by uivi and wizi the edges of the crossing ci, with the corresponding
induced path on four vertices Pi = uiviwizi.
Let us first consider the case where the convex hulls of two of these paths, say P1 and P2, meet. If this
is the case, with no vertex of P1 being inside the convex hull of P2 or vice versa, then some edge of P1 must
intersect some edge of P2, inducing an “X” type crossing which requires four obstacles. Hence, without loss
of generality, some vertex u of P1 is in the convex hull of P2. See Figure 4. Let c be the point of intersection
of the two edges of P2. Then, u is inside some triangle vcv
′ where v, v′ ∈ P2. If vv′ is an edge, then vcv′
induces a bounded face, so uv would require an obstacle in addition to the three required by P2. Now, since
u is inside a triangle vcv′, the obstacle blocking vv′ must also block uv and uv′, but this forces all neighbors
of u to be inside vcv′. Applying this argument to the neighbors of u in P1 (recursively if needed), which
satisfy the same conditions as u, we see that P1 must be completely inside vcv
′. But every non-edge of P1
requires a distinct obstacle, at most one of which may coincide with one blocking vv′ while none among them
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cv
v′
u
(a) Since the obstacle blocking vv′ must also be responsible
for blocking uv and uv′, every neighbor of u must be inside
the lightly shaded region inside triangle vcv′.
c
v
v′
ut
(b) But every neighbor t of u is subject to the same con-
ditions as u! Hence, the neighbors of t must be inside the
lightly shaded region inside triangle vcv′. . .
Figure 4: Non-edges shown in each subfigure imply a respective minimal portion (dark gray) of an obstacle.
The third edge of the path could have been incident on v or v′ but this makes no difference. Only the
obstacle that blocks vv′ can be inside the convex angle v′cv.
may coincide with any other obstacle, so five obstacles are required, a contradiction.
This means that the convex hulls of P1, P2 and P3 are pairwise disjoint. Recall that for each of these
paths Pi, each of the three non-edges of Pi must be blocked by a unique obstacle among three pairwise
disjoint obstacles. Hence by the Jordan Curve Theorem we get a contradiction (see Figure 5).
4 Convex obstacle number of bipartite permutation graphs
A permutation graph is a graph on [n] according to a permutation (σ1, σ2, . . . , σn) of [n] such that there is
an edge between two elements σi > σj whenever i < j. We show that the idea of having a small aperture
between two classes of vertices, which are placed close to two convex obstacles, is readily extended to the
class of bipartite permutation graphs.
Proof of Theorem 3. By a result from [5], a bipartite graph G(V,E) is a permutation graph if and only if its
two independent vertex classes V1 and V2 can be ordered such that the neighborhood of every vertex ui ∈ V1
forms an interval [ai, bi] in V2, and if ui < uj for two vertices in V then ai ≤ aj and bi ≤ bj .
We illustrate in Figure 6 a set C of four disjoint convex obstacles allowing an obstacle representation
of G. C consists of two convex arcs C1 and C2, and two vertical line segments (labeled A) which form an
aperture between C1 and C2.
Similar to the treatment of the arcs in Subsection 2.2, we regard C1 and C2 as line segments, except that
they block visibilities among graph vertices placed near them. For convenience, we shall speak of placing
vertices of G on these arcs.
We put vertices of V1 and V2 on C1 and C2 respectively. Let u1, u2, . . . , un and v1, v2, . . . , vn be the
ordering of the vertices in V1 and V2 guaranteed by the aforementioned result in [5]. We place the vertices,
in order, inductively. In the basis step, we place u1 arbitrarily on the relative interior of C1. Let ai and
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O1
Figure 5: convex hulls of P1, P2 and P3 are pairwise disjoint
a
b
ui+1
ui
ai+1
bi
ai
bi+1
C1 C2
Figure 6: The obstacles allowing a obstacle representation of a bipartite permutation graph.
10
bi denote the endpoints of the segment of C2 that ui can see through the aperture (see Figure 6). We
place neighbors of u1 in the relative interior of segment a1b1 on C2 so that the order of their y-coordinates
corresponds to their order in V2.
At an inductive step i + 1, where i ≥ 1, we place the (i + 1)-th vertex of V1 together with its children,
on the corresponding arcs as follows. We first find a consistent place for ai+1. If the first neighbor w of the
(i+ 1)-th vertex (with regards to the order in V2) is already placed on C2, we pick ai+1 so that it precedes
w (with regards to y-coordinate) and succeeds ai and any other point already placed on C2. Otherwise, we
pick ai+1 so that it succeeds bi. We place ui+1 at the intersection of C1 and the line through ai+1 and a (see
Figure 6). The line through ui+1 and b intersects C2 at point bi+1, which has a higher y-coordinate than bi.
Therefore we can place neighbors of ui+1 that are not neighbors of ui on the non-empty line segment bibi+1.
This concludes the proof of Theorem 3.
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