Abstract. We present a presheaf model for the observation of infinite as well as finite computations. We apply it to give a denotational semantics of SCCS with finite delay, in which the meanings of recursion are given by final coalgebras and meanings of finite delay by initial algebras of the process equations for delay. This can be viewed as a first step in representing fairness in presheaf semantics. We give a concrete representation of the presheaf model as a category of generalised synchronisation trees and show that it is coreflective in a category of generalised transition systems, which are a special case of the general transition systems of Hennessy and Stirling. The open map bisimulation is shown to coincide with extended bisimulation of Hennessy and Stirling, which is essentially fair CTL £ -bisimulation. Finally we formulate Milners operational semantics of SCCS with finite delay in terms of generalised transition systems and prove that the presheaf semantics is fully abstract with respect to extended bisimulation.
Introduction
When reasoning about and describing the behaviour of concurrent agents it is often the case that some infinite computations are considered unfair and consequently ruled out as being inadmissible. An economical way of studying this situation was proposed by Milner in [25] showing how to express a fair asynchronous parallel composition in his calculus SCCS (Synchronous CCS) by adding a finite, but unbounded delay operator.
Syntactically, the finite delay of an agent Ø is written¯Ø. The intended semantics is that Ø can perform an unbounded number of ½-actions (delays) but must eventually perform an action, changing to an agent Ø ¼ , if Ø can perform this action and change to Ø ¼ , or it must eventually stop, if Ø cannot perform any actions. In other words, its actions are the same as for (the possibly infinite delay) AEØ Ö Ü ´½ Ü · Øµ, except that infinite unfolding of the recursion is not allowed. To deal with agents in which only some infinite computations are admissible, one must readdress the issue of how to represent the behaviour of agents and so when two agents behave equally, i.e. they denote the same process. The approach used for CCS and SCCS, taking two agents to be equivalent if their derivation trees are strong bisimilar [23] , will identify agents that only differ on whether some infinite computations are Full and revised version of a paper appearing in Proceedings of CTCS'99. Submitted to a journal. Supported by the RCES project funded by the Danish Research Councils. This work was initiated during a stay at LFCS (University of Edinburgh, Scotland). admissible or not, in particular¯Ø is identified with AEØ for any term Ø. Moreover, both¯Ø and AEØ should be solutions to the equation Ü ´½ Ü · Øµ (1) so process equations will not anymore have unique solutions, as it is the case for CCS and SCCS (with guarded recursion).
In [25] Milner proposes a behavioral preorder called fortification, which is designed such that (1) it induces an equivalence which distinguishes the two notions of delay and coincides with strong bisimulation for "standard" agents, (2) recursive processes are least fixed points of the associated process equations and (3) the equivalence is a congruence with respect to all the operators of the language (assuming guarded recursion). This approach works reasonably, but is not completely satisfactory. As pointed out by Aczel in [1] , the fortification equivalence makes some non desirable identifications of agents due to the fact that infinite computations are treated separately from finite computations. To illustrate this, one may consider the extension of strong bisimulation equivalence, obtained by requiring that for any two related states, the two sets of infinite action sequences labelling admissible infinite computations from each of the states must be identical. The resulting equivalence is included in fortification equivalence. Now, the two agents AE´ ¼ · AE¼µ and¯´ ¼ · AE¼µ (where ¼ is the agent without any actions) have both a derivation tree with the shape
where the underlying agents of black nodes are either the original agent or the agent AE¼, for which ½ is the only admissible infinite action sequence, and the underlying agents of white nodes are the agent ¼, which has no action sequences at all. Consequently, the obvious isomorphism between the derivation trees of the two agents is a bisimulation satisfying the extra requirement given above, and thus the two agents are fortification equivalent. However, the first agent can delay infinitely remaining able to perform an aaction at any time, while the second agent must reach a state in which it cannot perform an a-action. The alternative proposed in [1] is a final-coalgebra semantics, giving rise to a bisimulation which indeed distinguishes the two agents given above. This bisimulation is closely related to the extended bisimulation introduced by Hennessy and Stirling in [14] for general transition systems, which is essentially fair CTL £ -bisimulation [10, 2] , except being formulated for edge labelled structures. The present paper is a revised version of chapter 7 in the authors PhD-thesis [15] . Its background is the work on presenting models for concurrency categorically as initiated by Winskel and Nielsen [30] and developed further in the work on bisimulation from open maps [19] and presheaf models for concurrency [4, 7, 16, 29] . Our goal is to extend the categorical approach (in which the issue of infinite computations and fairness has been absent so far) to models for infinite computations. As quality check, we want to apply the models to give both operational and denotational semantics for SCCS with finite delay, and capture a true branching equivalence that avoids the non-intuitive idenfications of fortification. As we will see, this goal can indeed be met.
One of the forces of describing models for concurrency within the language of category theory is that different models suitable for different purposes, can be formally related to each other. E.g. in [30] the category of synchronisation trees suitable for giving denotational semantics to CCS-like process calculi is shown to be a coreflective subcategory of the category of transition systems suited for operational semantics. Another force was added by the notion of bisimulation from open maps introduced in [19] . Here one gets an abstract behavioural equivalence by choosing a path category, or to be a bit more general [12] , a functor from a category of path shapes to the model at issue, identifying the observable computations (in [19] assumed to be the inclusion of a subcategory). The open maps approach gained ground through the further development [4, 7, 6, 29, 4, 8] of the presheaf models for concurrency also proposed in [19] . Here one starts with a path category È (of non-empty path shapes) and then takes the category È of presheaves over È as model. The categorical justification [4, 8] [7, 29, 4] it is shown that presheaf models themselves can be related within a category in which arrows are connected-colimit preserving functors, that such functors in fact preserve the canonical bisimulation and general techniques for their construction are provided.
Perhaps the simplest example of a presheaf model is the one equivalent to the category of ( Ø) labelled synchronisation trees, which is obtained from the path category of all finite, non-empty sequences of actions ordered by the usual prefix ordering. As shown in [19, 8, 7] , the typical constructions of a CCS-like language can be expressed as functors preserving the canonical equivalence. As suggested in [19] , it is natural to approach a generalisation of the categorical models to models for infinite computations, by studying presheaves, or sheaves, over the category of prefix ordered finite and infinite action sequences. In the present paper we show that with the help of a simple Grothendieck topology this gives indeed a suitable model for infinite computations, not as a category of sheaves, but as a category of separated presheaves [21] . A careful generalisation of the models of synchronisation trees and transition systems lifts the relationship between the "standard" finitary models to the infinitary models and gives a concrete representation of the presheaf model for infinite computations as generalised synchronisation trees, coreflective in a category of generalised transition systems. The generalised transition systems are defined as instances of the general transition systems of [14] , and it turns out that the extended bisimulation defined in [14] coincides with the abstract bisimulation obtained from open maps. We end by showing how to express Milners [24] operational semantics of SCCS with finite delay in the generalised transition systems and give a denotational semantics in the presheaf model which we prove to be fully abstract with respect to extended bisimulation. In all of the steps above we greatly benefit from the categorical presentation. Unbounded non-determinism is represented simply by (infinite) coproducts. By utilizing the general techniques from [4] we get very simple definitions of the denotations for all basic operators, for which congruence properties follow almost for free. As meanings of recursion we take final coalgebras, corresponding to greatest fixed points and the denotation of finite delay¯Ø is taken to be the initial algebra corresponding to the least fixed point of the process equation (1) given above. The categorical relationships between the different models and the general theory of bisimulation from open maps reduce the problem of relating the two semantics, proving full abstraction, to finding a specific open map within the category of generalised transition systems.
A number of papers [1, 18, 13, 14, 28] have already proposed denotational semantics for SCCS with finite delay, and in doing this, models for non-deterministic processes with infinite computations. As mentioned above, the approach we take is closely related to the work of Aczel in [1] and Hennessy and Stirling in [14] . The approach in [1] aims at a more general notion of fairness than finite delay. This appears to be at the cost that the admissible infinite computations are identified in a rather syntax dependent way, as opposed to our use of intitial algebras and final coalgebras. The semantics given in [18] is fully abstract with respect to the fortification equivalence, so it makes the non-intuitive identifications mentioned above. Moreover, it only covers bounded non-determinism as obtained from terms in which only a binary sum is allowed. The semantics of [13] is based on the fortification equivalence too. It is worth noting that for the models given in [18, 13, 28] the approximation order between elements is defined such that meanings of recursion can be given by least fixed points. This requires a reverse order between infinite computations, that is, the larger a process the fewer infinite computations it can make.
The structure of the paper is as follows. In Sec. 1 we give some preliminary definitions and recall the categorical concepts used in the paper. In Sec. 2 we recall the calculus SCCS [25] , the finite delay operator and how to derive a fair parallel [24] . In Sec. 3 we introduce respectively the new presheaf model and the transition system models for infinite computations. Section 4 is devoted to the bisimulation obtained from open maps and its relationship to the extended bisimulation of [14] . In Sec. 5 we formulate Milner's operational semantics of SCCS with finite delay in terms of the generalised transition systems introduced in Sec. 3 and in Sec. 6 we give the presheaf semantics and the full abstraction result. Comments on future work is given in Sec. 7. The appendixes contain details on Grothendieck topologies and the proof of full abstraction.
Preliminaries
We assume a fixed set Ø of actions. Let Ø · and Ø refer to the sets of respectively all finite and all infinite sequences of actions. We will let Ò and ÁÒ refer to the two
where is the standard prefix order.
These two partial orders will play the key role as path categories of presheaf models for the observation of respectively finite and possibly infinite computations. We will let roman letters range over elements (of some set) and greek letters range over sequences of elements (of some set Ë , we will write ¬ « for ¬ is finite and below «.
Categories of Transition Systems and Synchronisation Trees
We here repeat the definition of transition systems given in [30] and morphisms between such, which we will generalise to infinite computations in Sec. 
Bisimulation from Open Maps and Presheaf Models for Concurrency
The categorical presentation of models for concurrency comes with a general notion of bisimulation from open maps introduced in [19] . Given a model Å, the idea is to identify a functor È È¸ Å from a category of path shapes to the model Å, identifying the observable computations (in [19] assumed to be the inclusion of a subcategory 
It was shown in [19] that for Ö Ò Ò ¸ ÌË being the obvious embedding, mapping an action sequence to the corresponding single-branch transition system, Ö Ò-bisimulation coincides with the usual HM-bisimulation [25] on labelled transition systems. In subsequent work [9] , a range of known bisimulations have been characterised as open map bisimulations. However, the freedom in how to choose the path-category seemed somehow unsatisfying.
In [19] , presheaf categories were suggested as abstract models for concurrency, equipped with a canonical notion of bisimulation equivalence.
For È a small category, the category È of presheaves over È has as objects all functors È ÓÔ Ë Ø (where Ë Ø is the category of sets and functions) and as arrows natural transformations between such. Let us briefly repeat from [4, 8] It follows that conected-colimit preserving functors between presheaf categories preserve the canonical notion of bisimulation.
As shown in [19] , the category Ò is in fact equivalent to the category of synchronisation trees given above, and in [8, 7] it is shown that the typical constructions of a CCS-like language can be expressed as functors preserving the canonical equivalence. Below we repeat briefly the concrete representation of presheaves as transion systems as given in [31] . We will use it as a guide in Sec. 3 to help identify the right presheaf model for infinite computations.
Notation 1
If Õ Ô in a partial order category È, let Õ Ô℄ denote the unique arrow in È and Ô Õ℄ the unique arrow in È ÓÔ . We will employ the standard notation [21] , writing Ü ¡ Õ Ô℄ for the element ´ Ô Õ℄µÜ, i.e. the restriction of Ü to the path Õ.
For a presheaf in Ò, its corresponding synchronisation tree Ð´ µ ´Ë Øµ is constructed from the category of elements [21] . The set of states is given by the elements of with an initial state added as Ë ¨´« Üµ « ¾ Ò and Ü ¾ ´«µ © and the transition relation is defined from the restriction action of the presheaf by
Üµµ Ü ¾ ´ µ
Initial Algebras and Final Coalgebras
Below we recall the categorical analogues of pre-and post-fixed points [3] . The above lemma is the dual of the following lemma for construction of initial algebras, as found in e.g. [3] . Since limits are computed pointwise in a presheaf category È, the terminal object in È is the presheaf È ÓÔ Ë Ø that yields the one element set (the terminal object in Ë Ø) for any object Ô in È. Dually, the initial object È ÓÔ Ë Ø is the empty presheaf, yielding the empty set for all objects Ô in È.
Synchronous CCS with Finite Delay
In this section we recall Milners calculus SCCS [25] of synchronous CCS and the definition of a fair parallel composition via a finite delay operator [24] . Assume a destinguished element ½ ¾ Ø such that´ Ø ¯ ½µ is an Abelian monoid with ½ being the identity. The basic operators of SCCS are action prefixing, synchronous product, non-deterministic choice and restriction. Formally, the terms are given by
where ¾ Ø, Ø and Á is an index set. With the basic operators we can build processes with only finite behaviour. As usual, we will write ¼ for an empty sum, omit the summation sign for a unary sum and write Ø ½ · Ø ¾ for a binary sum.
To be able to define processes with possibly infinite runs, we add a recursion operator, extending the grammar by
where Ü is a process variable and Ö Ü binds the variable Ü in Ø. We will let Ì refer to the set of closed terms of the calculus SCCS. The rules given in Fig. 1 
Fig.1. Operational semantics of SCCS
Note that in the synchronous product, both processes must perform an action, and the resulting action is the monoid product of the two individual actions. Recursion acts by unfolding and Ø Ö Ü Ø Ü℄ is the usual substitution of Ö Ü Ø for the free variable Ü in Ø.
An important derived operator introduced in [25] is the delay operator AE. For a process Ø, define AEØ Ö Ü ´½ Ü · Øµ. In the standard semantics, AEØ is the (unique up to bisimulation) fixed point of the process equation Ü ´½ Ü · Øµ (4) As an economical way to be able to express that some infinite runs are inadmissible, Milner introduces in [24] a finite, but unbounded delay operator¯(expectation). Its immediate actions are the same as for the derived delay operator, which can be described by the rules given in Fig. 2 .
Fig.2. Derivation Rules for Finite Delay
However, infinite waiting is ruled out as inadmissible. In other words, fulfillment of the delay is always expected. The idea is that finite delay is the only operator giving rise to inadmissible infinite runs. Recursion will as usual give rise to admissible infinite runs. This is sufficient to derive a fair asynchronous parallel composition. For processes Ø and Ø ¼ , the fair asynchronous parallel composition [24] 
The composition is asynchronous in the sense that one process can delay while the other progress; it is fair in the sense that no process can delay this way forever.
We will let SCCS¯and Ì¯refer to respectively the calculus SCCS extended with the finite delay operator¯and the set of terms of the extended calculus.
In the next section we will introduce two closely related categorical models, suitable for giving respectively denotational and operational semantics in which inadmissibility of infinite computations can be expressed.
Observing Infinite Computations
We approach a categorical model for infinite compuations by studying presheaves, and sheaves, over the path category ÁÒ obtained by adding infinite paths to the path category Ò. This fits with the spirit of [14] , where experiments on systems are allowed to consist of infinite computations. Categorically, it can be seen as a completion of the path category with all directed colimits.
A Presheaf Model for Infinite Computations
To get a better understanding of presheaves ÁÒ ÓÔ Ë Ø in ÁÒ , one can try first to construct a synchronisation tree, as described in Sec. 1.2, for the finite part of , i.e. the restriction of to Ò. For « ¾ Ø , an element Ü ¾ ´«µ will then specify a unique infinite path in the tree. To be more precise, if « ¾ Ø and Ü ¾ ´«µ then we will say that Ü is a limit point of the infinite path given by the elements Ü ¡ ¬ «℄ for ¬ «, i.e. the restrictions of Ü to finite observations. We wish to represent that an infinite path is admissible by the presence of such a limit point, and that it is inadmissible by the absence of a limit point. With this interpretation, the model is a bit too general; it allows an infinite path to have two or even more limit points, not representing anything more than if it had only one limit point. We take the subcategory of presheaves with atmost one limit point for any infinite sequence as our model. This category is not as ad hoc as it might seem. Actually, it comes about as the category of separated presheaves over ÁÒ with respect to a simple Grothendieck topology for ÁÒ , which is often referred to as the sup topology. (In the standard terminology, the infinite paths and limit points are respectively matching families and (unique) amalgations). Moreover, we can recover the category Ò (i.e. of synchronisation trees) within ÁÒ , as being equivalent to the category Ë ´ ÁÒ µ of sheaves over ÁÒ for the same topology.
In our case, a separated presheaf is a sheaf if it has exactly one limit point for any infinite path. Thus, a sheaf will correspond to a synchronisation tree in which any infinite path is admissible, i.e. a limit closed synchronisation tree. But this is just the standard interpretation made explicit.
Proposition 2.
The category Ò is equivalent to the category Ë ´ ÁÒ µ, of sheaves over ÁÒ with respect to the sup topology.
Sheaves, separated presheaves and presheaves are known to be closely related and rich in structure [21, 32] . We will especially make use of the fact, that they are related 
Note that this also implies (a general fact) that the category ËÔ´ ÁÒ µ has all limits and colimits. In particular, it shows that limits are computed as in ÁÒ and similarly for colimits, except for being followed by the reflector, identifying redundant limit points.
As indicated in the diagram, we will let ¬Ò Ò refer to the reflection between Ò and ËÔ´ ÁÒ µ obtained via the equivalecence between Ë ´ ÁÒ µ and Ò.
For more details on Grothendieck topologies, sheaves and separated presheaves see [21] . The special, and simpler case for a Grothendieck topology on a partially ordered set is given in the appendix, together with the definition of the Grothendieck topology relevant for this paper.
Generalised Transition Systems and Synchronisation Trees
A generalised transition systems is a transition system in which the admissible infinite computations are represented explicitly. More precisely, we take a generalised transition system to be a transition system Ì together with a set ÓÑÔ´Ìµ such that ¯, where ¯ ÓÑÔ´Ìµ be the least set including such that
(pre-and suffix) if ¼ ¾ ¯a nd is finite then ¼ ¾ ¯a nd C3: (finite) ÓÑÔ Ò´Ì µ ¯.
The two first conditions ensure that the definition fits with that of general transition systems in [14] . The last condition restricts attention to the special case where any finite computation is admissible. The coreflection between synchronisation trees and transition systems given in Sec. 1 generalises to one between between ËÌ and a category ÌË. In fact we have that all four squares in the diagram
We will now generalise the equivalence between Ò and ËÌ, of which one direction was given by the category of elements construction described in Sec.1. This gives a concrete representation of presheaves in ËÔ´ ÁÒ µ as generalised synchronisation trees.
To generalise the category of elements construction we use the following property stated in the lemma below: If every state in a generalised transition system is reachable, then the set of admissible computations is determined uniquely by the set of admissible infinite runs. 
Extended Bisimulation from Open Maps
As described in Sec. 1, we get a canonical notion of bisimulation from AE ÁÒ -open maps in the presheaf category ÁÒ . From Diagram (5) it follows that AE ÁÒ -bisimulation restricts to the subcategories Ë ´ ÁÒ µ and ËÔ´ ÁÒ µ of sheaves and seperated presheaves.
The category ÁÒ embeds into the category of generalised transition systems by the functor Ö Ò ÁÒ ¸ ËÌ, which is simply the strict extension of Ö Ò · ÁÒ ¸ ËÌ given above. This gives us a notion of ÁÒ -bisimulation for generalised transition systems, which we show coincides with extended bisimulation defined for general transition systems in [14] .
It is worthwhile to remark, that extended bisimulation is essentially fair CTL £ -bisimulation [11, 10, 2] , except for being formulated for edge labelled structures. This means in particular, that extended bisimulation is decidable for finite generalised transition systems for which the set of infinite paths are given by e.g a Büchi-or Mullercondition [2] .
We first give a characterisation of the ÁÒ -open maps of ÌË that generalises the "zig-zag" morphisms in [19] . From the coreflection given in the previous section and Lem. 6 in [19] it follows that two generalised transition systems are ÁÒ -bisimilar if and only if their unfoldings as generalised synchronisation trees are ÁÒ -bisimilar.
Operational Semantics
In this section we will express Milner's operational semantics of SCCS with finite delay [24] in terms of generalised transition system. First the two rules in Fig.2 are added to the rules of Fig.1 Ø, Ö Ü Ø, ¦ ¾Á Ø and¯Ø have only themselves as subagent, Ø has the subagents of Ø and Ø ½ ¢ Ø ¾ has the subagents of Ø ½ and Ø ¾ . Any computation of an agent Ø is then inferred from computations of the subagents, which are referred to as subcomputations. A computation is defined to be admissible if it is finite or has no sequel (i.e. suffix) with an infinite waiting subcompuation.
To define a derivation transition system in which we can distinguish admissible from inadmissible infinite runs we thus need to record if the (Wait) rule was used to infer an action of a subagent. Consequently, we will annotate terms of the form¯Ø with a number Ò ¾ written¯ÒØ, which indicates for how long they have been delaying. In the following Ì¯will generally refer to the set of annotated closed terms of SCCS¯. Note that any function with domain Ì can be regarded as a function with domain Ì¯by discarding the annotations. For simpliticy we will let¯¼Ø and¯Ø refer to the same agent. The derivation rules of Fig.2 is then replaced by the rules in Fig.3 . It is not difficult to verify that a computation is inadmissible by the definition above if and only if it has a suffix with a waiting subagent which continues to wait forever, so the definition of admissibility coincides with that of [24] which we briefly gave in the beginning of the section.
The derivation transition systems for terms in Ì¯are generalised transition systems with the set of admissible computations given by Def. 9 above. Remark 1. We do not need to record exactly how many steps a delay has waited, just if has waited zero, one or more than one step continuously. This means that we could replace the first rule in Fig.3 by the rule¯ÒØ ½ ¯Ñ Ò Ò·½ ¾ Ø and only allow the numbers ¼, ½ and ¾ in annotations. The latter set of rules has the benefit of not giving rise to infinite graphs just because of the presence of a finite delay, which e.g. could be relevant for model and equivalence checking. These questions are outside the scope of the present paper.
Presheaf Semantics
In this section we will see that the category of separated presheaves ËÔ´ ÁÒ µ is well suited to give denotational semantics to SCCS¯.
Semantics of Basic Operators
The denotation of sum is simply given by the coproduct in ËÔ´ ÁÒ µ. The denotations of the remaining basic operators, restriction, action prefix, and synchronous product, can be obtained from the underlying functions on sequences using the free extension´ µ described in Sec. 1, in the case where É ËÔ´ ÁÒ µ. 
Á Ø℄ ℄ ×Ô´ AE Á Ø℄ ℄µ
where ÁÒ ËÔ´ ÁÒ µ is precomposed with the obvious lifting functor ÁÒ ¸ ÁÒ and¯ ÁÒ ¢ ÁÒ ËÔ´ ÁÒ µ is precomposed with the (connected colimit-preserving [7] Since the functors are build up from connected colimit preserving functors it follows that they themselves preserve connected colimits. The first three definitions (6)- (8) above only give the denotation up to isomorphism. It is helpful, e.g. in showing correspondence with the operational semantics, to give an explicit semantics Ø℄ ℄ such that Ø℄ ℄ Á Ø℄ ℄. We will just give the action on objects. The tags ×ÙÑ and ¢ are used to indicate clearly how an element came about, which we will use in App. B. 
where we choose to represent ÁÒ ¸ ÁÒ explicitly by
Semantics of Recursion
For recursion we need to take care. In a "standard" semantics one would take least fixed points, i.e. initial algebras as the meanings of recursion. However in ËÔ´ ÁÒ µ, this would not reflect that it is admissible to unfold a recursion infinitely. An explicit example that illustrates this is given below, showing that the initial algebra of the functor corresponding to the delay equation given in Sec. 2 will be the proper denotation of finite delay and not the delay operator derived using recursion. The solution is to take final co-algebras as the meanings of recursion.
Infinite recursion: For a term Ø with one free variable Ü, define Á Ö Ü Ø℄ ℄ Á Ø℄ ℄ commutes for any Ò ¾ . Note that, in general if Ø has free variables Î ℄ Ü then Ø and Ò are natural transformations.
We have now given semantics to all operators in SCCS¯except for finite delay. It is worth remarking, that already at this stage it is clear that this semantics will not (in general) correspond to the operational semantics given in Sec. 5. A simple example showing this is provided by the (disastrous) term Ö Ü Ü. According to the operational semantics, this term denotes the process that cannot perfom any actions, which is also the process denoted by the empty sum ¼. It is not diffucult to compute the appropriate limit finding that Á Ö Ü Ü℄ ℄ , i.e. (the) final object in ÁÒ , which in no sensible way can be equated to the denotation of the empty sum, which is the initial object in ÁÒ .
(Note that this is indeed the result if one constructs the initial algebra instead).
However, as we will see below, we get the desired correspondence if we restrict the language to only allow guarded recursion.
Semantics of Finite Delay
As mentioned above, the denotation of finite delay comes about as the initial algebra of the functor corresponding to the delay equation. From the explicit definition of colimits in Ë Ø, we find that we can take
as explicit definition of finite delay on objects (again the tag Ð is used to indicate clearly that the element arise from the denotation of a finite delay). For ¬ «, define ¯Ø℄ ℄´ « ¬℄µ by
To guarantee that the denotation of recursion is still well-defined, we need to check that the denotations of finite delay preserve ÓÔ -limits. This can be done from the explicit definition given above. This completes the definition of our denotational semantics of SCCS¯in the category of seperated presheaves ËÔ´ ÁÒ µ.
Extended Bisimulation Congruence
From the fact that the denotations (in However, to apply this notion of bisimulation all functors must be connected-colimit preserving functors, which is not known to be the case in our setting (because of the use of final co-algebras).
The notion of open natural transformations could be used, but it remains to be shown if this is sufficient to give the desired congruence property.
Full Abstraction
Using the representation theorem in Sec. 3 we can express the denotational semantics given above in terms of generalised synchronisation trees, defining ¯´Ø µ Ð´ Ø℄ ℄µ.
This allows us to relate the denotational semantics directly to the operational semantics given in Sec. 5 within the category ÌË. First of all we will restrict attention to terms with only guarded recursion. Recall from e.g. [25] 
Conclusion and Future Work
This paper has two main contributions. The first is a generalisation of the categorical models for concurrency as developed in [30, 19, 4] , providing both a generalised transition system and a presheaf model for infinite computations, suitable for agents with a notion of fairness or inadmissible infinite computations. The generalised transition systems are instances of those proposed in [14] and the extended bisimulation given there is shown to coincide with the abstract bisimulation from span of open maps in our model. The second main contribution is that we give both an operational semantics and a denotational semantics for SCCS with finite delay, representing the notion of inadmissible infinite computations precisely as the operational semantics in [24] and allowing behaviours to be discriminated up to extended bisimulation. This notion of bisimulation is a strictly finer, and as argued in the present paper and in [1] , more intuitive, equivalence than the one obtained from the fortification preorder in [24] , which except for [1] has been the basis for previous denotational semantics of SCCS with finite delay [13, 18, 17] . Benefitting from the categorical presentation, our semantics appears to give a conceptually simpler treatment of infinite computations than the one in [1] . If one restricts attention to agents for which products and restrictions are disallowed within recursions and change the operational semantics according to the remark in Sec. 5 all agents will be assigned finite (generalised) transition systems. Being essentially CTL £ -bisimulation one gets decidability if the characterisation of admissible infinite computations can be described by a Muller condition, which seems not to be difficult.
A number of questions remains to be explored. An obvious question is if one could generalise the finite delay to a fair recursion as in [17] . Work is in progress on a notion of open maps between denotations of open terms stronger than the one in [7] , for which open map bisimulation is hopefully a congruence with respect to recursion. We get a characteristic HML-like path logic [19] for extended bisimulation from the open maps approach, which should be compared to the characteristic logic given in [14] and an edge-labelled version of the (fair) CTL £ logic. It would be interesting to explore if there is any relationship between the present approach and the more traditional domain theoretical approach to fairness and countable non-determinism as in e.g. [27] . Finally, we hope to be able to extend the presheaf model for (finitary) dataflow given in [16] to infinite computations along the lines of the present paper, giving a model of dataflow in which fairness, and in particular fair merge [26] , can be expressed.
Assume Â is a topology for a partial order È. We will now describe when a presheaf È ÓÔ Ë Ø in È is a sheaf with respect to Â. Assume Ô is an element of È and Ë ¾ Â´Ôµ, i.e. a sieve covering Ô. A matching family for Ë of elements of is a function that assigns to each element Õ ¾ Ë an element Ü Õ ¾ ´Õµ such that Ü Õ ¡ Ö Õ℄ Ü Ö for any Ö Õ. Given such a matching family, an element Ü ¾ ´Ôµ is an amalgation, if Ü ¡ Õ Ô℄ Ü Õ for all Õ ¾ Ë. Then is respectively a separated presheaf or a sheaf with respect to Â if for any object Ô ¾ È, any matching family for any sieve Ë ¾ Â´Ôµ has respectively at most one or a unique amalgation. For a sequence « in ÁÒ (as defined in Sec. 1), a sieve on « is simply a prefix closed set of sequences below «. We only use the sup topology on ÁÒ , which to each sequence « assigns the set Ë Ë is a sieve on « and Ë « , i.e. of all sieves that have « as supremum. It is easy to check that this satisfy the conditions in Def. 11, and that it works for any partial order. This topology is in fact the canonical topology for ÁÒ , being the largest topology such that ÁÒ « is a sheaf for any «. Definition 13 (sup topology for ÁÒ ). For the partial order ÁÒ , the sup topology Â is given by Â´«µ « ¬ ¬ « , for « ¾ ÁÒ Note that if « is finite then Â´«µ contains just « , i.e. the maximal sieve on «.
B Proof of Full Abstraction
We will here give a more detailed proof outline for Prop. 8 of Sec. 6.5 as repeated below. We will need some preliminary definitions. For Ø a term in SCCS¯, Î´Øµ will denote the set of free variables in Ø. As in [24] 3 we define ´Øµ, the guard-depth of Ø This is a well defined ordinal, but not necessarily a finite number because sums can be infinite. As in [24] the following is a key property of for use in inductive proofs in the guard depth of terms with only guarded induction. 
where is the transition relation given by the operational semantics in Fig. 1 and Fig.3 
