Abstract. We consider the problem of estimating the p-quantile for a given functional evaluated on solutions of a deterministic model in which model input is subject to stochastic variation. We derive upper and lower bounding estimators of the p-quantile. We perform an a posteriori error analysis for the p-quantile estimators that takes into account the effects of both the stochastic sampling error and the deterministic numerical solution error and yields a computational error bound for the estimators. We also analyze the asymptotic convergence properties of the p-quantile estimator bounds in the limit of large sample size and decreasing numerical error and describe algorithms for computing an estimator of the p-quantile with a desired accuracy in a computationally efficient fashion. One algorithm exploits the fact that the accuracy of only a subset of sample values significantly affects the accuracy of a p-quantile estimator resulting in a significant gain in computational efficiency. We conclude with a number of numerical examples, including an application to Darcy flow in porous media.
1. Introduction. The general setting for this paper is the computation of information about a given functional evaluated on solutions of a deterministic model in which model input, e.g. parameters and/or data, is subject to stochastic variation, e.g. arising from experimental error. If we assume the stochastic input is a random vector associated with a given probability space and typical conditions on the continuity of the model solution, the output functional is a random variable associated with the induced probability measure. In this case, the goal is to compute information about the stochastic properties of the output quantity.
As a concrete example, we consider an elliptic partial differential equation modeling incompressible single-phase Darcy flow in porous media. The problem is posed on a fixed domain with specified boundary conditions and with a stochastic permeability field. The output func-tional is an integral of the normal flux of the pressure on one segment of the boundary of the domain of the problem.
A common numerical problem in this setting is the approximation of the cumulative distribution function for the output functional. But there are other important statistical quantities that may be targeted. In this paper, we consider the problem of estimating the p-quantile for the output quantity. Quantiles, such as the median, provide important statistical information about complex probability distributions. For example, they are used in formulating engineering problems involving failure probabilities and they are important in a number of hypothesis tests. Quantiles are also relatively insensitive to the effects arising from a long-tailed distribution (a form of heavy-tailed distribution) and outliers in data, which makes them useful measures in those situations [11] .
There are two primary sources of error affecting a p-quantile estimator in a practical setting, namely, finite sampling and numerical solution error. In a Monte Carlo approach, we compute a p-quantile estimator using model solutions for a finite sample of input parameter values chosen at random. However, the typical physical model must be solved numerically, which means that the sample model values are only approximations of the true model outputs. These two sources of error have a complex interdependency, with numerical errors of sample solutions varying significantly as the input parameters vary in general.
Therefore, uncertainty quantification for the estimation of the p-quantile for a deterministic model with stochastic input involves not only computing a p-quantile estimator, but also estimating the effects of finite sampling and numerical solution on the accuracy of a p-quantile estimator. That is the subject of this paper. In particular, the main goal of this paper is a posteriori error analysis for a p-quantile estimator that takes into account the effects of both the stochastic error arising from finite sampling and the deterministic error arising from numerical solution of the model and yields a computational error bound for an estimator that is computed after the estimator is computed.
In [8, 9] , we carry out the analogous a posteriori error analysis for an approximate cumulative distribution function. However, the fact that the p-quantile is determined by an inequality condition on the cumulative distribution function complicates analysis of the effects of numerical sample error on the accuracy of an estimator. Our approach involves computing upper and lower bounding quantities for the p-quantile that individually are estimators and whose difference provides an estimate of the accuracy of either estimator.
The model treatment is carried out on an abstract level, requiring only a computational a posteriori bound on the error of any given numerical solution that can be made arbitrarily small by suitable adjustment of discretization parameters. Under general assumptions, we analyze the asymptotic convergence properties of the p-quantile estimator bounds in the limit of large sample size and decreasing numerical error. We also describe two algorithms for computing an estimator of the p-quantile with a desired accuracy in a computationally efficient fashion, i.e. by approximately minimizing the number of samples and maximizing the sample error while still achieving the desire accuracy. One algorithm exploits the fact that the accuracy of only a subset of sample values significantly affects the accuracy of a pquantile estimator. Under the assumption of a model for computational "work", we show that this algorithm leads to a significant gain in computational efficiency. Finally, we investigate the performance of the p-quantile bounding estimators as well as various issues affecting the accuracy of the bounds in a set of numerical examples.
The paper is organized as follows. In Sec. 2, we set up the problem and in Sec. 3 we derive error bounds for the approximate cumulative distribution function useful for our purposes. Sec. 4 presents the main theoretical results, giving the bounding estimators of the p-quantile and the error analysis for the estimators. Sec. 5 is devoted to presenting and analyzing algorithms for computing p-quantile estimates of a desired accuracy in an efficient way. We present some observations about p-quantile estimates in Sec. 6. We present numerical examples in Sec. 7. Finally, we present proofs of several results in Sec. 8.
Problem formulation. The deterministic model is expressed as
where ω ∈ Ω is a vector of parameters and/or data valued in domain Ω, and u = u(ω) denotes the solution of the model. We assume the model has a unique solution for a given parameter value and also assume continuous dependence on the parameter values in Ω. Note that the model solution may also depend on other data or parameters that are held fixed. We let V denote the solution space of the model. In a common situation, M is an integral or differential equation and V is an appropriate Sobolev space. We assume that the object of solving the model is to compute a specified Quantity of Interest (QoI) expressed as a continuous (non)linear functional Q : V → R. We set x(ω) = Q(u(ω)), which is a continuous function of ω. We note that in the case of a differential equation in space and/or time, the application of the functional removes all explicit dependence on the independent variables other than the parameters.
We assume that Ω is the sample space for a probability space (Ω, Σ, P ). This implies that the output X(ω) = Q(u(ω)) is a real-valued random variable with the induced measure on the Borel σ−algebra of R. We let F (x) denote the cumulative distribution function associated with X and the p-quantile y is defined,
We seek an estimator, or estimate, of y, along with a computable bound on the accuracy of the estimator.
As an example, we consider a model for incompressible single-phase Darcy flow for the pressure field u, 1] with specified boundary conditions. The QoI is the normal flux through the left hand boundary Γ,
We assume a stochastic permeability field k : D → R constructed using 
where 0 < A 0 is chosen to guarantee coercivity. Thus, A is a continuous, piecewise linear polynomial on D that is affine on each T ∈ T h 0 .
To estimate the p-quantile, we employ a finite number of random approximate sample values. Thus, the accuracy of the p-quantile estimate is affected both by stochastic sampling error and deterministic numerical error. We let {ω i } n i=1 be an independent, identically distributed (iid) sample of size n from Ω, for which the true quantities of interest are x i = Q(u(ω i )) for i = 1, . . . , n. We assume that numerical approximations
, where ∆ denotes some discretization parameter. We assume that the error of the approximate value x ϵ i can be made as small as desired by adjusting ∆.
The computational problem we address is: Given p and 0 < β < 1, find computable bounds y − n,ϵ and y + n,ϵ for y such that,
for all n sufficiently large and ϵ sufficiently small, and
We note that the error of any estimatorŷ n,ϵ satisfying y − n,ϵ ≤ŷ n,ϵ ≤ y + n,ϵ of y is bounded,
which provides the desired estimate on the accuracy of any such estimator.
Error analysis of the approximate cumulative distribution function.
Computing the p-quantiles estimators involves computing approximate cumulative distribution functions (cdf) using a finite number of samples of approximate model solutions. The error in the approximate cdf in turn affects the accuracy of the p-quantiles estimators.
We begin by decomposing the error of a computed cdf into statistical and numerical contributions by introducing the empirical distribution function,
and its numerical approximation,
where # denotes cardinality. The error decomposition is then
We note that F n cannot be computed.
3.1. Bounds on the statistical error contribution. The nature of the error introduced by stochastic sampling means that we employ an asymptotic bound rather than an a posteriori estimate in the sense used for differential equations. There are a number of ways to derive such bounds ( [8, 9] ). The bounds useful for the purpose in this paper can be expressed as the following assumption: 
for x ∈ R for all n sufficiently large. The C 1 n −1 is generally required in order to derive a computable bound (3.1) using F n instead of F . We note that (3.1) implies that there is a constant C 1 such that
We actually need the following: Lemma 3.2. Under the Asmp. 3.1, (3.1) holds for any two points x 1 , x 2 ∈ R simultaneously with probability 1 − β.
Proof. This is a consequence of Bonferroni's inequality Pr(E 1 ∩ E 2 ) ≥ Pr(E 1 ) + Pr(E 2 ) − 1 for two events E 1 and E 2 . Let E 1 and E 2 be the events that (3.1) is satisfied pointwise at two points x 1 and x 2 with confidence level for (3.1) such that Pr(E 1 ) = Pr(E 2 ) = 1 − β/2. Bonferroni's inequality implies (3.1) holds with simultaneous probability at least 1 − β.
A standard way to derive (3.1) uses the fact that the distribution of nF n (x) is binomial. Consequently, Chebyshev's inequality implies
We use the expansion
Alternatively, we can use the DKW inequality ( [4] ), which states that for all K > 0,
This is a uniform confidence bound and we let G(q) = √ 2 −1 ln(2/β) and C 1 = 0 . Asmp. 3.1 defines an interval for F that is symmetric around F n . We can also handle an "asymmetric" interval. We now assume there is an affine transformation T :
Any subsequent results for F n or any numerical approximation that depend on Asmp. 3.1 hold for T applied to F n or any approximation. For example, the Agresti-Coull interval ( [1, 3] ) is an asymmetric approximate interval for binomial distributions that is recommended over other common bounds. It reads, 
where ϵ i can be made as small as desired by adjusting ∆. We discuss a particular approach for computing numerical error estimates and bounds in Sec. 6.
3.3.
Error bounds for the approximate cdf. We now derive error estimates for various approximate numerical cdf. The central issue is that error in the sample values leads to miscounts in the computation of the cdf. The following two approximate cdfs can be considered "worst case" approximations,
These definitions assume that the errors always have the disadvantageous sign and are the size of the bounding quantities. However, we note that only the values of the samples in a relatively small region affect the computation of p-quantile estimators. We define the computable bound on the statistical error contribution,
and the computable bound on the numerical error contribution,
These definitions yield, Theorem 3.4 (Bound on the error in the cdf). Under Asmp. 3.1 and 3.3, given 0 < β < 1, for any two x j ∈ R, j = 1, 2,
for all sufficiently large n. Proof. Since for every x ∈ R the number of elements in
less than x, is smaller than or equal to the number of elements in
. Next, we combine Lem. 3.2, (3.5) and these inequalities to reach (3.6).
p-quantile bounding estimators and convergence rates.
In this section, we derive computable bounds for the p-quantile which are used as estimators. We use the notation
We analyze the convergence properties of the bounds in the limits ϵ max → 0 and n → ∞.
Computable error bounds for the p-quantile.
The two bounding estimators handle the "worst case" scenario,
With these definitions, Theorem 4.1 (Existence of the p-quantile bounding estimators). The computable quantities y + n,ϵ , y − n,ϵ exist, and given 0 < β < 1,
for all sufficiently large n.
We start by showing that Y is non-empty and inf Y exists. The assumption on n implies
n,ϵ is non-negative, F − n,ϵ is non-decreasing and F − n,ϵ (x) = 0 for some finite x, we can conclude that Y is bounded from below, implying y + n,ϵ = inf Y exists. Further, Thm. 3.4 and the inequalities used in its proof apply to y + n,ϵ , and we conclude y ≤ y + n,ϵ from
Similarly, y ≥ y − n,ϵ . The results hold with probability greater than 1 − β for both bounds simultaneously from Thm. 3.4.
The minimization problems (4.1) in Thm. 4.1 form the basis for a practically feasible procedure to compute the bounding p-quantile estimators y − n,ϵ and y + n,ϵ , see Sec. 4.3.
Convergence of the bounding p-quantile estimators.
We next analyze the convergence properties of y + n,ϵ , y − n,ϵ . We define,
which bound the quantile, y − ≤ y ≤ y + , by definition. The lower bound y − is actually equal to y. However, y + is not necessarily equal to y in the case when F is "flat". When y − ̸ = y + , the problem of finding y is ill-conditioned, since small perturbations in the data p or F cause large variations in the solution y and the quantile bounds converge to either y − or y + , or cycles between them as n approaches infinity and numerical error approaches zero (see [10] 
as n → ∞ and ϵ → 0. The proof is given in Sec. 8. Furthermore, for unique p-quantiles, we have the following asymptotic convergence rate result, proved in Sec. 8: 
with probability at least 1 − 2e −2K 2 .
An algorithm for computing the bounding p-quantile estimators. We describe how y −
n,ϵ and y + n,ϵ can be computed in practice. We first note that the functions F − n,ϵ , F + n,ϵ are piecewise constant on n + 1 intervals. From (3.5), E stat n,ϵ has discontinuities only at the points of discontinuity of F − n,ϵ and F + n,ϵ , and hence is piecewise constant on at most 2n + 1 intervals. The sums F + n,ϵ + E stat n,ϵ and F − n,ϵ − E stat n,ϵ have 2n + 1 intervals of constant value to be searched when solving (4.1). The procedure is described in Alg. 1. Note that the conditions in Thm. 4.1
Algorithm 1 Algorithm for the bounding p-quantile estimators
n,ϵ and F − n,ϵ at all points in z (requires sorting n values twice)
need to hold for the obtained values in Alg. 1 to make sense (or even exist). The computational time complexity is dominated by sorting and is O(n log n).
Algorithms for control of the error of the bounding p-quantile estimators.
In a practical situation, an important goal is to determine the number of samples and the accuracy of the samples required to guarantee a given level of accuracy, i.e., |y + n,ϵ − y − n,ϵ | ≤ TOL, in a computationally efficient way. By computational efficiency, we mean that the numerical samples should not be overly accurate and the number of numerical samples should not be overly large. Equation (3.6) gives a decomposition between statistical and numerical error contributions for the cdfs in terms of E stat n,ϵ and E num n,ϵ . However, such a decomposition cannot be perfect. This complicates the selection of the number of samples and the accuracy of each sample. Since a priori selection is difficult, an a posteriori approach based on a cycle of the computation of an estimate, estimation of the accuracy of a computed estimate, and adjustment of computational parameters for another cycle is employed. There are a number of ways to organize an algorithm for controlling the error following this basic idea. From the definitions in (3.5) it is apparent that the statistical error bound E stat n,ϵ can be bounded independently of ϵ, so a value of n can be determined a priori. With this choice, we can use a computational error estimate on the error of the approximate samples to achieve a "balance" in the stochastic and deterministic contributions to the error. The following theorem shows that balancing the error indicators lead to a p-quantile interval length only dependent on n.
The proof is given in Sec. 8.
In a practical procedure to reach a specified error tolerance TOL, an initial n is chosen and the numerical error tolerance parameters ϵ are reduced until the balance condition (E num n,ϵ (x) − E stat n,ϵ (x) ≤ 0) in Thm. 5.1 is satisfied. The p-quantile interval length is then checked against the tolerance, and possibly a larger n is chosen. We now focus only on the problem of finding ϵ for balancing the two error indicators at minimal computational cost, given a fixed n.
A full refinement algorithm for control of sample accuracy.
We first present a straightforward algorithm for computing approximate p-quantile bounding estimators to within a prescribed accuracy. The algorithm employs a sequence of refinements, by which we mean the discretization actions required to decrease the numerical error estimate or bound.
For example, refinement of a realization might be mesh refinement of the discretization for that realization.
The convergence result in Thm. 4.3 is based on uniform refinement for all realizations so that ϵ max → 0. Using the balance criterion in Thm. 5.1 as a termination criterion, we construct an algorithm which refines all realizations to the same numerical error tolerance in each iteration. This full refinement algorithm is given in Alg. 2. To state the algorithm, we use δ to denote another vector of numerical error tolerance parameters when two different vectors are needed simultaneously. Approximate quantities based on δ instead of ϵ are indicated with a superscript δ.
The full refinement algorithm refines all realizations to the same numerical error tolerance δ init 2 −j in each iteration until the errors are balanced. Here δ init is the initial numerical error tolerance. Following the algorithm listing, initially all n numerical error tolerance parameters δ are set to δ init . Before entering the main loop, n realizations are generated satisfying Asmp. 3.3 with the initial numerical error tolerance. The balance criterion E num n,δ (x) − E stat n,δ (x) ≤ 0 is checked and the main loop is entered if it is not satisfied. In each iteration, all realizations are refined to the same numerical error tolerance δ init 2 −j , where j is the iteration number. Then x δ i are recomputed before checking the termination criterion again.
Algorithm 2
Algorithm for full refinement 
Set j ← j + 1 7:
Save δ (j) ← δ 10: end while 5.2. A selective refinement algorithm for control of sample accuracy. The second algorithm is based on the observation that it is not necessary to refine all realizations as called for in the full refinement algorithm. The bound |y + n,ϵ − y − n,ϵ | can be made as small as desired even when there is a significant number of realizations that have a large numerical error bound ϵ i . In each iteration in the full refinement algorithm, it is possible to identify the set of realizations whose accuracy may affect the interval [y − n,ϵ , y + n,ϵ ], while the complement of this set consists of realizations with no potential to affect the interval. Hence, only a subset of the realizations need to be considered for further refinement in each iteration. We propose a selective refinement algorithm Alg. 3 that exploits this fact. The criterion for a realization to 
Set j ← j + 1
7:
Compute
Recompute x ϵ i (satisfying Asmp. 3.3) for all i ∈ I
10:
Save ϵ (j) ← ϵ, and I (j) = {i = 1, . . . , n : ϵ
end while be refined is that any further refinement of the realization might affect the interval [y − n,ϵ , y + n,ϵ ], which can be determined computationally.
The following theorem shows that the result of selective refinement is at least as accurate as the result of full refinement at the same iteration count. We assume without loss of generality that the quantity of interest values and numerical error tolerances are scaled so that δ init = ϵ init = 1. It is easy to see that selective refinement always performs fewer refinements than full refinement. In the cases where the computations due to refinements are the dominant part of the computational work, there is always a gain from using selective refinement. The next section is devoted to quantifying this gain.
Quantification of the gain in computational complexity by selective refinement.
In order to quantify the gain in computational complexity in terms of n obtained by selective refinement in comparison to full refinement, we need an estimate of the work required by the two algorithms.
For this, we make an additional assumption, Assumption 5.3 (Model of work). The work W for computing x ϵ i satisfying (3.4) depends on the numerical error tolerance and satisfies required to achieve a tolerance ϵ i . It is possible to construct cases when there is no minimum work for specific realizations or class of realizations. For example, for a differential equation with a piecewise linear finite element discretization, all realizations rendering solutions to the model that can be exactly represented in the discretization give no discretization error and hence require no additional work to achieve any lower numerical error tolerance. We assume that the class of such realizations occurs with probability 0.
In this analysis, the computations used for the refinement algorithm itself are not considered in the work estimate. This is motivated by the fact that the most computationally demanding work (complexity wise) associated with the selective algorithm itself is computing y − n,ϵ and y + n,ϵ (see Alg. 1). This amounts to sorting O(n 1/2 ) number of elements (see Thm. 5.1) each iteration, with a complexity of O(n 1/2 log(n)). In each iteration, at least O(n 1/2 ) realizations need to be refined and the amount of required work is O(n 1/2 W (ϵ i )). When the errors are balanced, O(ϵ i ) = O(n −1/2 ), the work for refining is O(n (1+q)/2 ). This means the work for the selective algorithm itself can be neglected for large n.
In Alg. 3, the numerical error tolerance is reduced by a factor of two in each iteration, so that ϵ (j) = 2 −j for iteration j. The amount of work W (j) performed in iteration j = 0, 1, 2, . . . in the algorithm is then (see Asmp. 3.3)
Note that #I (0) = n. The work for an iteration in the full refinement algorithm is 
with probability at least 6. Some additional observations. In this section, we comment briefly on the use of a posteriori error estimates instead of bounds and the potential cancelation of errors in the cdf due to miscounts. In this section, we simplify notation by setting ϵ i = ϵ. We denote the true (signed) error in the quantity of interest by e i , i.e., e i = x i − x ϵ i .
Using accurate error estimates instead of bounds for numerical sample error.
There are approaches to error estimation that yield accurate error estimatesē i rather than bounds, i.e., for each sample numerical solution, i = 1, . . . , n,
It is natural to consider the use of such estimates (6.1) in the estimation of the p-quantile. We discuss this briefly. An important issue is that in practice, accurate error estimates are only approximations to the true error. Issues affecting accuracy of an error estimate include the fact that the derivation often involves neglecting terms that cannot be estimated (though may be provably smaller than the error) and because of various numerical approximations used in the computation of an estimate. Consequently, an estimate may be smaller or larger than the error. One difficulty in estimating the effects of sample errors on the computation of a p-quantile is the fact that small errors in sample values can lead to an O(1) miscount in the computation of the cdf, which in turn affects the evaluation of the inequality defining the p-quantile. This is a main motivation for using an error bound on the error of each sample value in Asmp. 3.3.
In many situations, it is possible to derive a bound on the accuracy of the error estimate of the form,
for some constant C and λ depending on the accuracy of the error estimate. In this case, we can use the accurate error estimate to "correct" the approximate sample values, and exploit all of the previous analysis to define p-quantile bounds using {x ϵ i +ē i } in place of {x ϵ i } and by setting ϵ = C(ē i ) λ . This results in a gain in computational efficiency, since we can expect to use a coarser discretization parameter ∆ in the numerical approximation while still achieving the specified numerical error tolerance.
Accurate a posteriori error estimates can be used to define another p-quantile estimator. Specifically, the numerical error |F n (x) − F n,ϵ (x)| can be estimated by defining a "corrected" cdf, based on accurate a posteriori error estimatesē i , such that |e i −ē i | ≤ ϵ λ , for some λ > 1,
which generates a presumably more accurate numerical cdf. If the a posteriori error estimates are accurate and reliable, we can approximate
and use the alternative definitions,
Now we could use all of the results in the paper starting with these definitions.
The effect of miscount cancelation on the numerical error in the cdf.
Up to this point, the only assumption used on the error is e i ≤ ϵ. The following discussion shows there can be a miscount cancelation effect in the numerical error |F n (x) − F n,ϵ (x)| in the cdf.
We consider e i = e i (ω i ) to be a random variable and define Y ϵ
where (x) is zero for x < 0 and one for x ≥ 0, and note that 
Since
where C L depends on the Lipschitz constant of F , we obtain
Thus, in case p −1 = p 1 , the numerical error in the cdf is in the order of n −1/2 ϵ 1/2 since the expected value is zero. Thus, no refinements are necessary, i.e., we can let ϵ ≈ 1 and still balance the statistical and numerical errors in the cdf, thanks to cancelations in the miscounts. However, the case p −1 = p 1 is rather unrealistic. Assuming F (y) is differentiable, we still need e i to be median-unbiased given x i , which can not be expected from errors in numerical simulations in general. The effect of miscounts is investigated numerically in Sec. 7.4.
Numerical experiments.
This section presents a few numerical experiments demonstrating the the selective refinement algorithm and its gain in computational complexity compared to full refinement. The last numerical example illustrates the discussion in Sec. 6 on how miscounts affect the convergence with respect to the numerical error.
Demonstration in principle.
In this experiment, we let the quantity of interest be sampled directly from a χ 2 -distribution with three degrees of freedom, i.e., X ∼ χ 2 (3). For a sample {x i } n i=1 from χ 2 (3), the approximate sample {x ϵ i } n i=1 is computed as follows. For a given ϵ i , x ϵ i is computed as x
, to simulate some solution procedure generating approximate values with a systematic error within the error bound. We use the Agresti-Coull interval. With this setup, both Asmp. 3.1 and 3.3 are satisfied. We pick n = 10000, p = 0.95, β = 0.99, and ϵ init = 1. These values are chosen to illustrate the performance of the selective refinement algorithm.
Alg. 2 and 3 are executed with the described setup. The resulting functions F n,ϵ ; F + n,ϵ ; F − n,ϵ ; lower and upper bounds of F ; and lower and upper bounds, y − n,ϵ and y + n,ϵ , respectively, of y are plotted after termination of the two algorithms in Fig. 7.1a and 7 .1b respectively. (Note that all functions F · ·,· are transformed via an affine T transformation, i.e., the figure actually shows T (F + n,ϵ ), and so on.) The figures illustrate how the numerical error in samples away from the 95%-quantile is larger after selective refinement than after full refinement. Both algorithms executed two iterations before the error balance was achieved. The p-quantile bounding estimators are identical for both algorithms, with y − n,ϵ = 7.1055 and y + n,ϵ = 8.5244. This is in accordance with Lem. 5.2. The true 95%-quantile is y = 7.8147. 
with different values of C 4 for the three different cases. In this experiment, we use exactly the same setup as in the previous experiment. This means X and x ϵ i are defined as in Sec. 7.1. Additionally, for the model of work, we assume C 2 = 1, i.e., W (ϵ i ) = ϵ −q i , and we consider three different values of q: q = 3, 1 and 1/3 in order to try the three cases above. We pick p = 0.95, β = 0.99, ϵ init = 1 and execute Alg. 2 and 3. The resulting work ratio is presented in Fig. 7.2 . The solid lines show the value of the work ratio, i.e.,
, for the three different values of q. The constants 6, 2 and 3 in the definition of the dashed lines are selected manually to make the slope comparison easy. The slopes of the experimental data verify Thm. 5.4.
7.
3. An engineering application. We return to the model for Darcy flow (2.1). We complete the problem formulation by applying the boundary conditions
where n denotes the outward normal on the boundary of D and Γ 1 = Γ, Γ 2 , Γ 3 , Γ 4 are the left, right, upper, and lower boundaries respectively. We define Γ D = Γ 1 ∪ Γ 2 and Γ N = Γ 3 ∪ Γ 4 to denote the Dirichlet and Neumann boundaries respectively. We define
to be function spaces that satisfy the boundary condition and vanishing on the Dirichlet boundary, respectively. Let V h ⊂ H 1 (D) be the space of continuous functions on D that are also affine on all triangles T ∈ T h , T h being a conforming triangulation of D, where h = max T ∈T h diam(T ). We assume that the finite element triangulation is a refinement of T h 0 used in the definition of the diffusion coefficient. The finite element discretization is then:
We use an adjoint-based approach to error estimation [6, 5, 7, 2] . The QoI (normal flux through Γ 1 ) is approximated by the linear functional
We solve for a corresponding numerical adjoint solution:
where k < h. We use k = h/2 to approximate the adjoint solution. We define π h :
to be a (quasi-)interpolation operator. With this framework, we can produce both accurate a posteriori error estimates and a posteriori error bounds.
1. For an accurate estimate, we use ([6, 5, 7, 2]),
This estimate is exact if ϕ = ϕ k . We approximate the quantity of interest as
in order to reach a numerical error tolerance of ϵ i . The procedure to reach the tolerance is to halve h i until the error estimate is less than numerical error tolerance. 2. We derive an (dual or adjoint weighted) a posteriori error bound from the a posteriori error estimate by integration by parts over each element in the mesh and accumulating quantities values on common element boundaries to obtain,
where the residuals R T and r T are defined by
respectively, where [·] denotes the jump in normal direction, and h is a piecewise constant function h| T = diam(T ). The adjoint weights (w T and w ∂T ) are defined by
respectively. For a given realization ω i , we approximate the quantity of interest as
In order to find such an h i , we start with an initial h i and halve it until the bound is less than the numerical error tolerance. The statistical error, E stat n,ϵ , is approximated using Agresti-Coull's inequality. We pick n = 2000, p = 0.99, and β = 0.99, ϵ init = 3, A 0 = 1, and execute Alg. 3 (selective refinement) using the two error bounding and estimation methods above.
For both error bounding and estimation methods, four iterations were performed until the errors were balanced and the algorithm terminated. Figures 7.3a and 7 .3b illustrate the initial and final p-quantile bounding estimators, respectively, for the adjoint based error bounds (method 2 above). It is evident that realizations close to the p-quantile have been refined to a larger extent than those far from the p-quantile. Fig. 7 .3c shows a zoomed in version of Fig. 7.3b , where the balance of numerical and statistical error can be observed. Also, the interval defined by the final p-quantile bounding estimators can be read from Fig. 7.3c and is approximately [16. 8, 18.1] .
As in the previous section, we compare the ratio of required work between selective and full refinement. In this example, we use the following model of work, W (h i ) = h −2 i , where the exponent is −2 since we have a uniform triangulation of a 2D domain and solve the linear equation systems in linear time complexity. However, in this example it is too expensive to perform the full algorithm to yield values of h i . Instead, h i for the full algorithm is estimated from the error estimates in the resulting selective algorithm solution using the numerically verified rate of convergence 1. That is, for each realization, the number of times the numerical error has to be halved to reach the numerical error tolerance is computed, and the corresponding h i is halved accordingly. This leaves a set of h i values that is used to estimate the work for the full algorithm. The ratio between the required work for the two algorithms, for n = 1000, 2000, 4000, 8000 and 16000 is shown in Fig. 7 .3d. The figure shows work savings in the order of 10 for this span of n, and the work reduction rate in Thm. 5.4 is observed in practice. The jump between n = 4000 and n = 8000 is explained by the fact that an additional iteration was required to balance the errors for the latter case. This causes a substantial increase of work for the full algorithm. These jumps are present in Fig. 7 .2 as well, where they can be seen to constitute the major contribution to the convergence. For illustration purposes, Fig. 7 .4a contains a solution plot for a single realization on the coarsest mesh and Fig. 7 .4b shows an estimated probability density function for Q based on 4000 realizations with error tolerance 0.1 using the adjoint based error estimate (method 2 above).
Effect of miscounts on numerical error.
Following the discussion in Sec. 6, we illustrate how miscounts in the computation of the cdf affect the "exact" numerical error |F n − F n,ϵ |. We let X ∼ N (0, 1) and {ψ i } n i=1 be an iid sample of the uniform distribution U(0, 1). We consider two cases for the numerical error: (a) No systematic error,
. Given a value of n, we pick ϵ = n −1/2 (simulating balance between numerical and statistical error), generate a random sample of size n from X and U to compute x i , ψ i and x ϵ i , and compute the numerical error |F n (y) − F n,ϵ (y)| for y = 1 for the two cases. This is done for a range of values of n. A simple moving average with respect to n is used in order to increase the readability of the resulting graphs, which can be found in Fig. 7.5 . From the figure, we can see that there is a cancelation effect of miscounts in the numerical error in case (a), where we gain a factor n −1/4 in the numerical error. However, from case (b) we see that when systematic errors are present, the miscounts do not affect the order of convergence of the numerical error. This means the "worst case" bounds give an overly pessimistic bound of the numerical error when no systematic error in the numerical approximations are present. 
By the continuity of F ,
as n → ∞ and ϵ → 0. The Glivenko-Cantello theorem implies,
as n → ∞ and ϵ → 0. Now, from the definition of y + n,ϵ , y − and y + , |η(x)| → 0 implies the result. If we let η( 
We let I − , I and I + be the following partition of {1, . . . , n},
i.e., all elements in I − , some from I and none from I + satisfy the predicate and contribute to the value of F − n,ϵ (x). From (3.4) we have
We investigate how P δ,· (x) (i.e., the predicate with numerical error tolerance parameter δ) acts on elements in I + :
where (8.5 ) and definition of I + were used in the inequalities. Now consider P δ,· (x) on elements in I:
since ϵ i = δ i for i ∈ I. Finally, for P δ,· (x) on elements in I − , we obviously have
Combining (8.4), (8.6), (8.7) and (8.8) we get that
which proves the first inequality in (8.3) . A similar argument can be used for the second one. Now we can continue with the main result. The following argument shows y
3) by definition of E stat n,ϵ in (3.5), since the maximum over a subset is not greater than the maximum over its superset. From the definition of y + n,ϵ and inequalities (8.3) and (8.9) we have that for
Further, we obviously have
which is a contradiction. Hence, y
[Proof of Thm. 5.4] The work using selective refinement is always less than or equal to the work using full refinement. This is obvious, since the full refinement is equivalent to using {i = 1, . . . , n : x i } as the set of realizations to refine in each iteration, i.e., realizations that do not affect the values are refined, whereas the selective algorithm refines the realizations in I (j) , whose cardinality is at most n.
Next, we find a setÎ (j) defined by a priori information only, with the property I (j) ⊆Î (j) , i.e., it is a superset of the realizations refined in each iteration. We make use of the following bounds:
and y
Further, let δ = (2 −j , . . . , 2 −j ), and ϵ = ϵ (j) , i.e., the numerical error tolerance parameters for full and selective refinement respectively after j iterations. For i ∈ I (j) , we have ϵ i = δ i = 2 −j and the set I (j) can not be made smaller (but possibly larger) by replacing ϵ with δ, which implies the first set relation in (8.13). For the second relation, we have used Asmp. 3.4 together with inequality (8.11) and (8.12). We defineÎ The cardinality of this set can be expressed as
Using the DKW inequality (see (3.2)), we obtain for a Lipschitz continuous F with Lipschitz constant L that the following holds with probability at least 1 − 2e −2K 2 : if x ≥ 0, We use the assumption that J < 1 2 log 2 n − log 2 C 3 + 1 and observe that we need to consider three different cases for the geometric sums: case (1) for q < 1, 9. Conclusion. In this paper, we consider the problem of estimating the p-quantile for a given functional evaluated on solutions of a deterministic model in which model input is subject to stochastic variation. We derive upper and lower bounding quantities for the pquantile that individually are estimators and whose difference provides an estimate of the accuracy of either estimator. We also derive a computational a posteriori error bound for the p-quantile estimators that takes into account the effects of both the stochastic sampling error and the deterministic numerical solution error. Under general assumptions, we analyze the asymptotic convergence properties of the p-quantile estimator bounds in the limit of large sample size and decreasing numerical error. We also describe algorithms for computing an estimator of the p-quantile with a desired accuracy in a computationally efficient fashion. One algorithm exploits the fact that the accuracy of only a subset of sample values significantly affects the accuracy of a p-quantile estimator resulting in a significant gain in computational efficiency. We conclude with a number of numerical examples, including an application to Darcy flow in porous media.
