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Abstract




In the centre of our Galaxy lies a supermassive black hole, identified with the
radio source Sagittarius A*. This black hole has an estimated mass of around
4 million solar masses. Sagittarius A* is quite dim in terms of total radiated
energy, having a luminosity that is a factor of 1010 lower than its Eddington
luminosity. However, there is now compelling evidence that this source was far
brighter in the past. The evidence for which, is derived from the detection of
reflected X-ray emission from the giant molecular clouds in the Galactic centre
region. However, the interpretation of the reflected emission spectra cannot be
done correctly without detailed modelling of the reflection process. Attempts to
do so can lead to an incorrect interpretation of the data. In this thesis, I will
present and outline the creation of a Monte Carlo simulation code, developed
in order to fully model the complex processes involved in the emerging X-ray
reflection spectra. Through the use of Xspec table models, the simulated spectra
can be compared to real data in order to derive model parameters and help to
constrain the past activity of the black hole. In particular, the code is applied
to observations of Sagittarius B2, the largest and most massive giant molecular
cloud in the Galactic centre, and used to constrain several parameters of the cloud.
This work confirms some values already present in the literature and sheds new
light on one of the largest uncertainties in this field, the line of sight position. In




1.1 A Brief Introduction to X-ray Astronomy
It is only in the past few decades that observational astronomy has expanded to
include the short wavelength high energy portion of the electromagnetic spectrum.
Today we observe the universe in both the X-ray and the Gamma ray domain.
X-ray astronomy is typically thought of as covering the portion of the electro-
magnetic spectrum from 1.2×10−8 m - 2.5×10−12 m, or in the units of the X-ray
astronomer, 0.1 keV - 500 keV. X-ray astronomy is used to observe some of the
most energetic processes in the universe, from supernovae to neutron stars and
black holes. The X-ray sky is filled with X-ray active galaxies (Seyfert galaxies,
Quasars and other Active Galactic Nuclei (AGN)). X-ray emission is the result of
cosmic sources under extreme conditions. There are several physical interactions
that result in the release of cosmic X-rays. From bremsstrahlung in the million
degree hot plasmas of the accretion disks around the supermassive black holes
in the centre of most galaxies, to X-ray synchrotron emission produced by rel-
ativistic electrons interacting with strong magnetic fields, and Inverse Compton
scattering where relativistic electrons interact with photons.
X-ray astronomy is a direct result of the space age. X-rays are unable to
penetrate Earth’s atmosphere and so can only be directly viewed from outside
the atmosphere. The first cosmic X-ray source, Scorpius X-1, was detected in 1962
(Giacconi et al., 1962) along with the cosmic X-ray background, using a Geiger-
Müller counter mounted on a NASA launched rocket. Following this discovery,
numerous rocket and balloon based experiments followed, culminating in the 1970
launch of the UHURU satellite, which performed the first all sky X-ray survey,
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finding 339 X-ray sources (Forman et al., 1978). Following UHURU came more
advanced satellites such as ROSAT, which performed another all sky survey.
Using direct imaging though the use of a Wolter telescope the ROSAT all sky
survey led to the detection of almost 150,000 X-ray sources in the 0.25 - 2 keV
energy range (Voges et al., 1999). Figure 1.1 shows both the UHURU and ROSAT
all sky surveys (Longair, 2011).
(a)
(b)
Figure 1.1: (a) UHURU map of X-ray sources in the 2 - 6 kev energy range. (b)
ROSAT X-ray map with point sources removed in the 0.25 keV soft X-ray band.
Courtesy of Longair (2011).
The current generation of X-ray telescopes are far more advanced and have
resolving powers far in excess of ROSAT. They are primarily, Chandra, XMM-
Newton, INTEGRAL and Suzaku. These telescopes in particular have lead to
an explosion of research in the field of X-ray astronomy, allowing highly resolved
imaging, detailed X-ray spectroscopy and time variability studies.
2
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The future of X-ray astronomy looks healthy as well, with the next genera-
tion of X-ray telescopes being recently deployed and more on the way. There was
in particular, a very exciting X-ray telescope by the name of Astro-H/Hitomi,
that was to usher in the next generation of X-ray astronomy. Having incredi-
ble resolving power Astro-H could have re-ignited the field just as Chandra and
XMM-Newton did before it. In fact the work in this project had Astro-H in mind
from the beginning. Unfortunately however, on March 26th 2016 there was some
sort of accident on the Astro-H satellite. As of 28 April 2016, the Astro-H satel-
lite has been declared lost and the mission a failure. There are future satellites
planned such as eROSITA and the International X-ray Observatory (IXO) with
planned launches in 2017 and 2021 respectively. Finally, there is the NuSTAR
telescope which is a big leap forward in the field of X-ray astronomy. It was
launched on 13th June 2012, and is currently performing scientific work.
1.2 The Galactic Centre
The centre of our Milky Way galaxy, hereafter referred to as the Galactic Centre
(GC), is the heart of our galaxy. Unfortunately, it cannot be viewed in visible
light due to the massive amount of interstellar dust between Earth and the GC,
which absorbs visible light (Rieke et al., 1989). However, it can be viewed in
radio, infrared and importantly X-rays, due to their ability to pass undisturbed
through the interstellar dust. The GC is located approximately 8 kpc from Earth
(Reid et al., 2009), making it by far the closest galactic nucleus to Earth. This
means it is the best place to study not only the physical processes that occur
within the centre of our own galaxy, but also within the centre of other galaxies.
The GC is a complex and dense area of the galaxy, containing a large variety
of phenomena. Primarily it contains a large concentration of stars, known as
the Galactic bulge. Having a bar shaped distribution, this formation dominates
the gravitational potential of the GC area (Blum et al., 1995). The central few
hundred parsecs of the GC contain extremely massive Molecular Clouds (MC),
including several of the most massive clouds in the Galaxy (Morris and Serabyn,
1996). These are mostly contained in a region known as the Central Molecular
Zone (CMZ). The CMZ is a thin layer of molecular material, containing a total
mass of about 3 − 5 × 107 M⊙ (Dahmen et al., 1998). This molecular material
makes up about 10% of the total neutral mass of the Galaxy (Morris and Ser-
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abyn, 1996). Interestingly, the molecular clouds in the CMZ are quite dense with
densities > 104 cm−3.
The central few parsecs of the GC contains a very dense and luminous star
cluster, revealed through infrared observations (Genzel et al., 1996), along with
large amounts of very hot and ionized molecular and atomic gas (Genzel et al.,
1994). This gas is known as the CircumNuclear Disc (CND). Just outside the
CND there is a supernova remnant known as Sgr A East, while on the other side
there is a spiral structure know as Sgr A West.
Figure 1.2: Sgr A*, the CND and the CMZ, with many of the features discussed
labelled. Courtesy of Kassim et al. (1999).
These sources make up the strong radio source at the centre of the Galaxy
known as Sagittarius A. Sagittarius A was first discovered in 1954 and by 1958 it
had been designated as the exact centre of the Galaxy by the International As-
tronomical Union. At the heart of Sagittarius A there lies an extremely compact
radio source known as Sagittarius A* (Sgr A*). Sgr A*, through radio observa-
tions, was found to be no more than 10 light minutes across (Shen et al., 2005).
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In 2002, Schödel et al. (2002) found a star that orbits extremely close to Sgr
A* and tracked its motion over several years. This, combined with later proper
motion studies of the central star cluster, where several of the stars orbit with
speeds in excess of 103 km/s (Schödel et al., 2009), has led to the conclusion that
Sgr A* cannot be anything but a supermassive black hole. Gillessen et al. (2009)
performed a study of the orbits of the stars orbiting the black hole and gave the
most accurate mass estimation to date, with a mass of ≈ 4.31± 0.38× 106 M⊙.
The likely source of the radio, and, as will be discussed in Section 1.3, the X-ray
emission from Sgr A*, is an accretion disc surrounding the black hole. See Genzel
et al. (2010); Ponti et al. (2013) for in depth reviews of this area. Figure 1.2 shows
the Galactic centre region, specifically the CMZ. Sgr A is shown, as well as many
of the massive molecular clouds that surround it. One of which is Sgr B2, a cloud
that will be important to this work.
1.3 X-ray Emission from the Galactic Centre
Many X-ray telescopes over the years have observed the GC. In recent decades
this monitoring has gained momentum, with long and intensive observations from
XMM-Newton, Chandra, INTEGRAL and so on. It has become apparent that
most of the X-ray emission from the GC comes from bright transient point sources,
mostly X-ray binaries (Pavlinsky et al., 1994; Goldwurm et al., 1994). Nineteen
point sources with a 2-10 keV peak luminosity > 1034 erg/s have been detected
in the GC area (Degenaar et al., 2012), the brightest ones being identified as
accreting neutron stars or black holes. 90% of these point sources are transient,
spending long durations in a quiescent state with luminosities < 1033 erg/s and
undergoing short periods of higher activity (flaring). None of these transients have
been observed at luminosities much higher than 1037 erg/s. Furthermore, no new
X-ray transients have been discovered in almost a decade, which implies that all
transients with a flaring time scale less than a decade have been discovered. Sgr
A* itself also has weak X-ray emission, having a luminosity of L2−10 = 2 × 1033
erg/s (Baganoff et al., 2003).
There is also diffuse X-ray emission from the GC, this diffuse emission comes
from several sources. There is low temperature plasma emission (kT ≈ 1.0 keV)
that permeates the GC. The plasma is believed to be powered by nearby super-
novae (Ponti et al., 2013). Further plasma emission is also present, discovered
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by Koyama et al. (1989). Having a total luminosity of ≈ 1038 erg/s concentrated
in the galactic bulge, it has strong 6.7 keV Fe XXV emission lines (Revnivtsev,
2003). This emission is characteristic of a high temperature plasma (kT ≈ 6 kev)
(Koyama et al., 2007), however the power source of this emission is still a topic
of debate, see Ponti et al. (2013) for summary.
Finally, there is the diffuse 6.4 keV Fe Kα emission. Large amounts of this
emission appear spatially correlated with many of the MC in the area (Sunyaev
et al., 1993; Koyama et al., 1996). This led to speculation that this diffuse emission
could be a reflection of past bright X-ray emission from the GC, possibly Sgr A*
(Sunyaev et al., 1993).
1.3.1 X-ray Reflection from Molecular Clouds
The primary reason to believe in a past high activity period of Sgr A*, is the X-ray
emission from the MCs in the surrounding area, in particular the diffuse 6.4 keV
Fe Kα emission. Assuming that Sgr A* did undergo a period of higher activity
and that the radiation is interacting with the surrounding molecular clouds, there
are certain features and physical processes that can be expected. The MCs in the
GC have hydrogen column densities on the order of 1022−24 cm−2 (Ponti et al.,
2013), which equates to an optical depth of τ = 0.01 − 1. X-rays will readily
reflect from molecular clouds in these density ranges.
1.3.1.1 Relevant Physical Processes and Spectral Features
In this section the physical processes relevant to the reflection of X-rays from
molecular clouds will be summarised. In the low energy regime (< 10 keV)
photoelectric absorption will heavily dominate the continuum, especially in the
denser clouds. As the energy of the incident photon increases (> 10 keV), Thom-
son/Compton scattering will begin to become the dominant process by which the
photons are affected (Brown and Gould, 1970). The application of both these
processes to the work undertaken in this thesis will be discussed in more detail
in sections 2.2.3 & 2.2.4. An important issue of note is that of using the free
electron scattering approximation. Incident photon energies of > 2 keV typically
allow scattering to be treated as free electron scattering given that the energy
hugely exceeds the ionisation energy of hydrogen and helium (Basko et al., 1974).
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However, when dealing with scattering from molecular hydrogen this is not the
case. This issue is discussed further in Section 2.2.4.2
When a photon scatters it will typically lose energy, the energy loss being
proportional to the energy of the incident photon and the angle of scatter. When
this photon down-scattering is combined with higher density clouds, densities
that lead to multiple scattering, a noticeable spectral feature will appear known
as the ‘Compton reflection hump’. The ‘Compton reflection hump’ manifests
itself as ‘bump’ in the spectrum between approximately 20 - 100 keV. It is a
result of high energy photons repeatedly down-scattering and is a tell-tale sign
that multiple scattering is occurring within the source of the emission (Basko
et al., 1974; Nandra and George, 1994). Scattering of this sort contains a strong
angular dependence. Thomson/Compton scattering will, at low energies, follow
an angular distribution of (1+ cos2(θ)). In fact, the central tenet of this thesis is
based around this angular dependence.
The spectrum will contain absorption edges, small jumps located at the point
of maximum absorption, where the energy of the incident photon equals the ion-
isation energy of a K-shell electron. Due to the high abundance of iron, the most
prominent absorption edge relevant to this project is the iron K-edge located at
7.1 keV. The spectrum will also contain emission lines. Due to the high fluores-
cent yield of iron, the most relevant line to this project is the iron Kα line located
at 6.4 keV. This Kα line of iron is the diffuse emission discussed earlier in this
section. Additionally, the scattered photons will undergo down-scattering, losing
energy after the scattering interaction, which leads to what are known as Comp-
ton line shoulders. When the many reprocessed fluorescent photons proceed to be
scattered after emission, they will lose some energy. This down-scattering leads
to the emission line spreading out lower in energy. The size of the shoulder is
related to the density and the geometry of the scattering cloud (Sunyaev and
Churazov, 1996). Although they are a useful measurement tool in spectroscopy
in general, the equivalent width of the iron line and the Compton shoulder are
outside the scope of this project and will not be analysed.
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1.3.2 Sagittarius A*
Sgr A* is confirmed to be a super massive black hole, with a mass of 4.31±0.36×
106 M⊙ (Gillessen et al., 2009). The 2 - 10 keV luminosity is only L2−10 = 2×1033
erg/s (Baganoff et al., 2003), which is extremely dim, and is a factor of 1010 lower
than the Eddington luminosity for a black hole of this mass. In fact no other
black hole has ever been detected as having a luminosity so much lower than
its Eddington luminosity. Interestingly, Sgr A* undergoes short periods of flaring
activity (Baganoff et al., 2001; Goldwurm et al., 2003). X-ray flares occur at a rate
of about once per day, lasting for approximately 103−4 s. During these flares the
X-ray intensity can increase by factors of 160 above the quiescent value (Porquet
et al., 2003). In the past decade, continued observations of Sgr A* have confirmed,
including in the infrared, the low luminosity quiescent state of the black hole. This
situation is consistent with Sgr A* accreting stellar wind material from stars in the
surrounding area (Rockefeller et al., 2004). The interesting question is whether
or not Sgr A* has always been so dim, or if it undergoes periods of activity far
higher than its current flaring suggests.
The evidence for this is compelling, as mentioned previously, there is the
diffuse Fe Kα emission from the MC in the area. But the observations contain
further evidence, such as the rapid flux drop associated with the iron K edge
(Koyama et al., 1996; Murakami et al., 2000). There is also the later detection
of the Fe Kβ emission by Murakami et al. (2001), work which simultaneously
ruled out unresolved point sources as the source of the emission. The Compton
hump mentioned in Section 1.3.1.1 has been detected as well (Revnivtsev et al.,
2004). These are all clear signs of X-ray reflection, and as will be explained in
the following sections, Sgr A* is the likely source of the incident X-rays.
1.3.2.1 Emission Variability
The detection of variable emission from the MC in the GC, has a number of
important implications. The first detection of variability in the Fe Kα emitting
clouds of the GC was by Muno et al. (2007), who showed strong variability from
Fe Kα emitting regions, spatially matching with molecular clouds. In fact, the
detection of fast variability in the Fe Kα regions is a major reason why the Sgr
A* origin theory is so well regarded, as cosmic ray interactions will not produce
such variability (Dogiel et al., 2009).
8
1.3 X-ray Emission from the Galactic Centre
Further variability was found by Koyama et al. (2008) and Inui et al. (2009),
they noted a 60% decline in Fe Kα flux over 10 years from the Sgr B region.
Terrier et al. (2010) found a 40% decline in the 20 - 60 keV flux from Sgr B2.
They estimated an incident luminosity for the flare impacting Sgr B2 of L2−10 =
1.5 − 5 × 1039 erg/s, occurring 100+55−25 years ago. Nobukawa et al. (2011) found
a Fe Kα flux decrease by a factor of 1.9 - 2.5 from both Sgr B2 and another
cloud M0.74-0.09. Notably the flux decrease from both clouds appears to be
synchronised. The variability match between the MC’s would appear to indicate
they share a common external source (Nobukawa et al., 2011).
Figure 1.3: Fe Kα superluminal echo moving through molecular complex ‘the
bridge’. Courtesy of (Ponti et al., 2010).
In fact, variability is seen in many of the MC regions around Sgr A*, including
the Sgr A and Sgr C regions (see Figure 1.2). The Sgr C region in particular was
found to have large variability in Suzaku observations (Nakajima et al., 2009).
The clump M359.38-0.00 was found to have started emitting Fe Kα photons,
where before there was none, while the clump M359.43-0.07 showed shifted emis-
sion compared to earlier observations (Murakami et al., 2001). Given that these
clumps appear to show different line of sight velocities (Nakajima et al., 2009), it
is likely they have different line of sight distances as well. In that case, they are
probably being illuminated by two distinct flares.
For the past decade the XMM-Newton X-ray satellite has been monitoring the
6.4 keV iron line from the CMZ. These observations led to the first detection of a
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superluminal echo moving with an apparent velocity of 3c, in a molecular complex
known as ‘the bridge’ (Ponti et al., 2010). The presence of this superluminal
motion rules out an internal source for the observed emission. See Figure 1.3
which shows this superluminal light front moving through the complex (Ponti
et al., 2010).
Noteworthy is the work of Cramphorn and Sunyaev (2002), who put a con-
straint on the luminosity of Sgr A* in the distant past, by studying the Fe Kα
emission from the MC in the Galactic disc. They found very little emission which
allowed them to put a constraint of 10−2LEdd for the Sgr A* luminosity in the
past 105 years. While conversely the presence of the so called Fermi bubbles
(Su et al., 2010) implies Sgr A* had a luminosity close to its Eddington limit
approximately 5− 6× 106 years ago (Ponti et al., 2013).
Furthermore there are MCs showing rising emission as well (Capelli et al.,
2011). This variation in the emission from so many MCs in the GC area heavily
favours the interpretation that the MCs are reflecting a past energetic outburst
of Sgr A* (Ponti et al., 2010; Capelli et al., 2012).
1.3.2.2 Morphological Evidence
There is also compelling morphological evidence that Sgr A* is the source of the
reflected emission. The diffuse Fe Kα emission from Sgr B2 is shifted toward Sgr
A* by ≈ 2 arcmin compared to its molecular mass distribution (Murakami et al.,
2000), which clearly suggests that the source of the incident radiation is toward
the GC.
Ponti et al. (2013) summarise succinctly:
“The study of the Fe Kα emission from the MC of the CMZ shows
strong indications of external irradiation, most probably due to Sgr
A*. We also note that: i) spatially connected structures (such as Sgr
B1 and B2 or the bridge) tend to vary in brightness with a coherent
pattern; ii) molecular complexes that appear to be located close to-
gether, but display different Fe Kα light curves (such as the bridge,
MC1, MC2 and G0.11-0.11; (Ponti et al., 2010)), belong to molecular
complexes moving at different line-of-sight velocities. The latter point
indicates that these molecular complexes are actually well separated,
in three dimensions, despite being close together on the plane of the
10
1.3 X-ray Emission from the Galactic Centre
sky. The different light curves observed from these complexes could
then be tracing either different flares or different parts of the same
long flare.
Moreover, we note that smaller MC generally vary on faster time-
scales (with the variation fronts usually propagating close to, or higher
than, the speed of light) compared to larger MC. The latter varying
on a time scale being typically of the order of the cloud light crossing
time. This suggests that the Fe Kα emission is induced by irradiation
by an external source that is variable on both long and short time-
scales. Such variability behaviour is usually observed in, for example,
sources powered by accretion onto compact objects.”
1.3.2.3 Possible Alternate Explanations
Although the central tenet of this thesis relies on Sgr A* being the source of
the reflected X-ray emission from the GC MCs, there have in fact been other
possible explanations proposed, besides Sgr A* flares, that could lead to such
emission, namely cosmic rays. This has been briefly alluded to previously and
will be summarised with counter points in this section.
The cosmic ray origin of most of the emission is discounted by the superlu-
minal X-ray light front propagation (Ponti et al., 2010). However, the Arches
cluster, has Fe Kα emission that is believed to be powered by a cosmic ray source
(Tatischeff et al., 2012). The cluster is being impacted by a MC (Wang et al.,
2006) and the computed shock is thought to provide enough power for the Fe Kα
emission to be from a cosmic ray source. More recently however, (Clavel et al.,
2014a) found evidence of large flux drops in the Arches cluster, implying that
at least a significant fraction of the emission is from a reflected X-ray transient
source.
Sufficiently bright X-ray transients located close to the MCs would theoreti-
cally be capable of producing the observed Fe Kα emission (Ponti et al., 2013).
Supernovae such as the Sgr A East remnant could also be the culprit (Rockefeller
et al., 2005). The shock wave from this supernova was calculated as being capable
of producing the required luminosity, but it would have a very slow decay rate
(Fryer et al., 2006), while the observed decay rate is more rapid (Terrier et al.,
2010).
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1.3.2.4 Origins of the Sgr A* Emission.
What is the physical origin of the hypothesised recent Sgr A* bright activity?
As mentioned previously, the quiescent luminosity of Sgr A* is only on the order
of 1033 erg/s. The brightest flaring event observed from Sgr A* increased the
luminosity by a factor of only 160 (Porquet et al., 2003), while the luminosity
required to produce the observed emission from the MCs is on the order of 1039
erg/s (Terrier et al., 2010). This means the required luminosity is 104 times
more intense than the brightest observed flaring event. This would nominally
suggest a difference between the process producing the observed flaring and the
one that produced the past outburst (Ponti et al., 2013). Interestingly, although
originally proposed to likely be a single flaring event (Ponti et al., 2010), Clavel
et al. (2014b) found evidence through an in-depth analysis of X-ray emission from
the Sgr A complex, that there have been multiple bright flares in the recent past.
It is possible to infer the required X-ray luminosity for the reflected emission by
extrapolating from infrared observations, such as Witzel et al. (2012). Although
the extrapolation requires a direct link between the X-ray and IR light curves,
it still suggests that the X-ray outburst(s) was just a far more intense version of
that which is producing the current flaring events.
The current flaring events are believed to be a result of Sgr A* accreting stellar
wind material from nearby stars. It has been suggested by Cuadra et al. (2008)
that sometimes during this process, colder clumps may fall into the region near
Sgr A* with a low enough angular momentum to circularise extremely close to the
black hole. The resulting accretion disc could potentially produce the required
luminosity for the diffuse Fe Kα emission seen today (Cuadra et al., 2008).
Yu et al. (2011) suggested that the partial capture of a star by Sgr A* could
create a shock through jet deceleration. They hypothesized that a jet would be
generated by the capture of the star and would in turn be decelerated by the
surrounding dense interstellar medium, resulting in the observed X-ray emission.
This would also lead to the required luminosity and would reproduce the flux
evolution as well (Yu et al., 2011; Terrier et al., 2010).
Zubovas and Nayakshin (2012) suggested that an asteroid passing very close
to the black hole and being gravitationally disrupted could be the cause. Small
objects with a radius on the order of 10 - 50 km are thought to produce a lumi-
nosity on the order of 1036 erg/s and are believed to possibly contribute to the
12
1.3 X-ray Emission from the Galactic Centre
short duration smaller flaring activity observed from Sgr A* (Ponti et al., 2013).
However, if a far larger planet sized object were to be gravitationally disrupted
by the black hole it might produce flares with luminosities on the order of 1041
erg/s (Zubovas and Nayakshin, 2012).
Sazonov et al. (2012) examined the possibility of tidal interactions with stars
as the source. They suggested that many unresolved late type main sequence
stars in the central 0.1 pc of the GC, are tidally interacting with each other,
resulting in powerful coronae and mass loss. They estimated that as a result of
this, about 0.1 M⊙ of stellar material would accrete onto Sgr A*, at a rate of
a few every 104 years. This would produce a luminosity on the order of 1042−43
erg/s, while a lower luminosity could be produced by some of the torn material
having a collision with another star first (Sazonov et al., 2012).
Ponti et al. (2013) believes that the accretion of interstellar material is the
most probable and frequent occurrence, and is thus the most likely source of the
Sgr A* outburst which gave rise to the Fe Kα emission; Especially given that the
area around Sgr A* contains several ionised gas streams (Zhao et al., 1995) and
blobs of gas and dust (Ghez et al., 2005). However, in order to more accurately
determine the physical source of the emission, good estimates of the luminosity
are required.
1.3.3 The Line of Sight Position.
A large point of uncertainty in luminosity estimations for the incident flare comes
in the form of uncertainty in the solid angle of the reflecting cloud, as seen by the
source. The area of the cloud exposed is generally unknown and unfortunately
many of the MCs in the GC often overlap each other from our perspective (see
Figure 1.2). However, through the use of observations such as CO surveys, the
emissions of each cloud can be separated along the line of sight based on their
velocity. This allows the general area of the MC to be found, though the area
exposed to Sgr A* and that which is observed on earth are not necessarily the
same, given the often complex shapes of MCs. However, Ponti et al. (2013)
estimate this difference to be smaller than a factor of a few.
The other unknown in the solid angle estimation is the line of sight position of
each cloud. Although the projected distances of the clouds are known, the actual
distance between the individual MCs and Sgr A* remains unknown. It is knowl-
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edge of this MC - Sgr A* distance that is an important factor in making accurate
luminosity estimates, as well as flare duration and timing estimates. There is
an estimated maximum divergence from the projected distance of approximately
±300 pc (Ponti et al., 2013), allowing the constraints that have been discussed
already, such as L2−10 ≈ 1039 erg/s and the flare/flares occurring between 100
and 1000 years past. However, more accurate estimations are certainly required.
There is not yet a general consensus on these line of sight positions and the goal
of this thesis is to address this gap in knowledge.
Of course, the line of sight distance can be found simply by waiting. Assuming
there is just the one illuminating source (Sgr A*), all the MC in the GC will
eventually be illuminated by the same flare, and will reflect the same light curve.
By measuring the time delay, the line of sight distance to each MC could be found.
Unfortunately, finding the line of sight via waiting, would obviously take many,
many years of observations. It would be far more resource efficient if the line of
sight distances could be determined now and used to triangulate the position of
the illuminating source and re-create the three dimensional distribution of the
CMZ.
Several methods have been proposed and/or previously utilized in an attempt
to calculate these line of sight distances. For example, Ryu et al. (2009) used
extinction measurements of the Galactic centre plasma emission on each of the
clumps in the Sgr B complex, finding the complex to lie generally on the near side
of Sgr A*. Sawada et al. (2004) suggested using a comparison between 2.6mm CO
emission lines and 18cm OH absorption lines, given that OH lines are expected
to arise preferentially in the foreground, while the CO emission should be equal
regardless of the clouds position (Sawada et al., 2004). The equivalent width of
the Fe line has an angular dependence, as shown by Sunyaev and Churazov (1998),
and could be used to constrain the line of sight position. This was attempted
by Capelli et al. (2012). However, it is dependent on a precise knowledge of
the iron abundance of the cloud being examined. It also suffers from a lack of
differentiation between foreground and background positioning. In fact, all of
these attempts have suffered from a lack of precision, either in specific cloud
choice or cloud position.
Reid et al. (2009) made use of VLBI parallax measurements to find the dis-
tance to Sgr B2 from Earth, finding it to be 7.9+0.8−0.7 kpc away, which assuming a
circular orbit of the GC would place Sgr B2 130+0.6−0.6 pc in front of Sgr A*. While
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helping to solve the problem of precision, the work necessitated two assumptions,
that is a circular orbit of Sgr B2 and a precise knowledge of distance to Sgr A*
from Earth.
The method being proposed in this thesis requires no such approximations or
assumptions. It involves making use of differences in continuum shape and relative
flux levels of the reflected X-ray spectra to determine the line of sight positions
of the clouds. This is made possible because of the angular dependence of the
scattered photons, interplaying with the geometry induced changes in absorption,
effects which will be shown and discussed in Chapter 3.
1.4 Justification, Methodology and Layout of this
Thesis
There have been several previous attempts to model the X-ray reflection spectra
from the GC MCs and use these models to constrain relevant parameters of the
reflecting MCs (though not necessarily the line of sight position). For example,
the use of the pexrav model by Ponti et al. (2010) or the MyTorus1 model by
Zhang et al. (2015); Mori et al. (2015). However, these models do not reproduce
precisely the spectral shape of an appropriate XRN, because they do not model
the geometry of an isolated illuminated cloud.
Specifically, the pexrav model is a cold disk viewed from a given angle, and
is only valid in Compton thick cases. It does not re-produce the iron line, and
does not provide a determination of the cloud column density NH .
Both Zhang et al. (2015) and Mori et al. (2015) have argued that the MyTorus
model is valid and applicable. However, there are some notable shortcomings
with using the MyTorus model, which are outlined in the appendices of both
Zhang et al. (2015) and Mori et al. (2015). Primarily, MyTorus only deals with
uniform density, has a fixed iron abundance and there is also the geometry of
MyTorus, with scattering from the far side of the torus being an issue. This issue
can be critical when the reflected spectrum is used to constrain the geometry of
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To address this issue it is necessary to produce a reliable model of reflected X-
rays from an isolated cloud that can be properly applied to X-ray observations (i.e.
through forward folding methods). Reflection spectra for Compton thin uniform
density spheres can be calculated analytically (Walls et al., 2016). Indeed, in
Chapter 3 the results from these semi-analytical calculations are shown. However,
these calculations are only dealing with Klein-Nishina scattering and are not
taking into account binding modified multiple scattering (as such they are invalid
in the Compton thick case), complex geometries or non-uniform densities.
To this end this thesis will outline the creation of a Monte Carlo code to
simulate X-ray reflection spectra from molecular clouds and use it to constrain
several properties of the giant molecular cloud Sgr B2, namely the dense central
core column density NH , the photon index Γ of the incident X-ray emission, the
incident Sgr A⋆ luminosity and importantly the line of sight position of Sgr B2.
It will be shown that the position of a molecular cloud has a strong influence
both on the shape of the continuum and the relative strength of the 6.4 keV Fe
Kα iron line. By compiling the output of the code into an Xspec table model,
model spectra can be compared to existing data and constraints placed on the
location of the Sgr B2 molecular cloud.
Indeed, Sgr B2 is quite a good candidate for observing the reflected X-rays
of Sgr A⋆. Sgr B2 is the largest, most massive and dense cloud in the CMZ
(Protheroe et al., 2008). Sgr B2 has been studied as an XRN by several authors
using ASCA, Chandra, INTEGRAL, XMM-Newton, Suzaku and NuSTAR ob-
servations (Koyama et al., 1996; Murakami et al., 2001; Revnivtsev et al., 2004;
Koyama et al., 2007; Terrier et al., 2010; Ponti et al., 2013; Zhang et al., 2015) and
the general interpretation is indeed one of a reflection nebula generated by a Sgr
A⋆ outburst occurring between 100 and 300 years past. As mentioned previously
Reid et al. (2009) made use of VLBI parallax measurements to find the distance
to Sgr B2 from Earth, finding it to be 7.9+0.8−0.7 kpc away, which assuming a circular
orbit of the GC, would place Sgr B2 ≈ 130 pc in front of Sgr A*. While this is
in nominal agreement with Ryu et al. (2009), it is dependant on a circular orbit,
which as per Molinari et al. (2011); Kruijssen et al. (2015), may not be the case.
Molinari et al. (2011) used Hershel infrared observations and subsequent velocity
measurments to contruct a simple twisted ellipse model of the mass distribution
around the GC. In their model, Sgr B2 lies far behind Sgr A*. While the simi-
lar but improved model of Kruijssen et al. (2015), which additionally takes into
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account the orbital motion in the GC, gives a line of sight position of ≈38 pc
in front of Sgr A⋆. As such, there is a lack of consensus related to the three
dimensional position of Sgr B2.
Other authors have developed Monte Carlo models of the reflection process
in cold molecular material, for example the early work of Sunyaev and Churazov
(1998); Murakami et al. (2001). These works were subject to large approximations
such as a fixed photon index and isotropic scattering as well as fixed geometry (in
particular the viewing angle). The work of Odaka et al. (2011) is free from such
approximations and is comparable to that presented here. However, their work
concentrated more on the reflection morphology, while this work concentrates on
the spectral features and the production of the Xspec table models to allow for
fitting to real observational data. Also of note is the very recent work of Molaro
et al. (2016), which concentrated on the effects of clumpiness in the cloud rather
than on the spectral features.
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The layout of this thesis is as follows:
Chapter 2 - The Monte Carlo Code.
Chapter 2 will present the workings of the code, and simultaneously cover the
physical processes being simulated.
Chapter 3 - Code Output Analysis.
Chapter 3 will present and discuss the output of the code, discussing the appli-
cability of the code to solving the line of sight problem, and how the different
parameters of the reflecting cloud will affect the output spectrum.
Chapter 4 - Data Fitting.
Chapter 4 will present a brief summary of how the data will be fit to real obser-
vational data and how the Xspec table models are created, concluding with a
summary of the observational data that has been utilized in this project.
Chapter 5 - Results.
Chapter 5 will present the results of the data fitting.
Chapter 6 - Discussion.
Chapter 6 discusses the impact of the results, the accuracy of the results, and
how they fit into the broader scope of the work being done in this area.
Chapter 7 - Conclusions and Future Prospects.
Chapter 7 will present conclusions and a look at future work.
18
Chapter 2
The Monte Carlo Code
In this chapter the Monte Carlo code will be presented, beginning with a brief
summary of the Monte Carlo approach and its scientific applications. Then the
general design of the code and the various physical processes that are being
simulated will be discussed, followed by details of how each physical process is
implemented in the code. Finally, relevant specifics of the code implementation
will be covered.
2.1 The Monte Carlo Method
The Monte Carlo method is a computational method that makes use of the re-
peated sampling of random numbers in order to generate numerical results; results
that are very difficult or indeed impossible to obtain through a purely mathe-
matical approach. Put another way, it approximates solutions to quantitative
problems through statistical sampling. It is often used to solve physical and
mathematical problems. A very early form of the Monte Carlo method can be
seen in the well known Buffon’s needle experiment from the 18th century, where
the value of π is estimated by dropping needles in a random pattern on the floor.
More recently, the modern Monte Carlo method was first conceived in the 1940s
by Stanislaw Ulam whilst working at the Los Alamos National Laboratory. He
gives the following recount of his inspiration (Eckhardt, 1987).
"The first thoughts and attempts I made to practice [the Monte
Carlo Method] were suggested by a question which occurred to me in
1946 as I was convalescing from an illness and playing solitaires. The
question was what are the chances that a Canfield solitaire laid out
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with 52 cards will come out successfully? After spending a lot of time
trying to estimate them by pure combinatorial calculations, I wondered
whether a more practical method than "abstract thinking" might not
be to lay it out say one hundred times and simply observe and count
the number of successful plays. This was already possible to envisage
with the beginning of the new era of fast computers, and I immediately
thought of problems of neutron diffusion and other questions of mathe-
matical physics, and more generally how to change processes described
by certain differential equations into an equivalent form interpretable
as a succession of random operations. Later [in 1946], I described the
idea to John von Neumann, and we began to plan actual calculations."
Von Neumann, Ulam and their colleague Nicholas Metropolis were the inven-
tors of the name Monte Carlo method, which they named after the city of Monte
Carlo in Monaco. Nicholas Metropolis and Stanislaw Ulam published the first
article detailing the method in 1949 (Metropolis and Ulam, 1949). It was the
need for random numbers when utilizing the Monte Carlo method that led to the
creation of pseudo-random number generators (see Section 2.2.1.1). The Monte
Carlo method has many possible applications including the resolution of physical
problems ranging from fluid dynamics to weather forecasting. The Monte Carlo
method is quite often applied to mathematical problems as well, where one of the
largest uses is in numerical integration, when the curse of dimensionality1 causes
standard numerical integration to fail.
A typical Monte Carlo simulation follows a standard pattern:
• Define a list of possible inputs
• Generate all inputs randomly from some distribution
• Perform deterministic computation on the inputs
• Collect results
There are two important conditions to consider: the random inputs must
be uniformly distributed over the distribution and there should be a very large
number of inputs. Without satisfying these conditions the resulting simulation




As discussed in Chapter 1, the primary motivation for this project is to cor-
rectly simulate the X-ray reflection spectra of giant molecular clouds in the Galac-
tic centre. X-ray reflection spectra are a perfect candidate for Monte Carlo sim-
ulations, as all the physical processes that determine the form of such spectra
are probabilistic in nature and are well understood. It is possible to calculate a
simple reflection spectra using analytical methods (Walls et al., 2016) and this
is discussed further in Chapter 3. However, there are a few areas in which the
analytical approach will fail, such as, complex geometry, non-uniform density and
multiple scattering. These areas are all covered by the Monte Carlo code, as will
be shown in the following sections.
2.2 Code Design
The code itself is written in C++, specifically C++11. It was compiled using g++
4.3.4. Compilation was forced to use the flag ‘c++0x’ rather than ’c++11’ as
the compiler version available on the ICHEC system (g++ 4.3.4) only supported
‘c++0x’. This had no bearing on the final results, as the C++11 features used
are negligible and fully included in c++0x.
The code follows the life of a single photon from generation to observation,
all in a fully realised 3D environment. There is an absolute coordinate system,
which tracks the photon’s position. Every position has anX, Y , and Z coordinate
with units in cm. The source is located at (0, 0, 0). The cloud centre is kept
at a Z value of 0 in order to keep it located in the same plane as the source
and the observer, which represents the Galactic plane. The observer is located
at (2.6 × 1021, 0, 0), which is equivalent to 840 parsecs. This is a factor of 10
lower than the actual distance of Earth to the Galactic centre, but was necessary
to achieve good statistics and has no effect on the final result. Each photon is
generated at the source (0, 0, 0).
The code is quite straight forward in its basic operation, and follows an ap-
proach somehwat similar to Leahy and Creighton (1993) from which it is inspired.
The photon is first generated (Section 2.2.2), then it enters the cloud. Once within
the cloud the photon has a chance to interact with the atoms and molecules of
the cloud through photoelectric absorption (Section 2.2.3) and scattering (Sec-
tion 2.2.4). If the photon is absorbed it has a chance to re-emit as a fluorescent
photon (Section 2.2.3.1). After the photon escapes the cloud it is binned (Section
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2.2.8). The basic operation of the code can be seen as a flow chart in Figure 2.1.
Typically any one code run will consist of 109 input photons.
Figure 2.1: Basic flowchart for the Monte Carlo code.
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As discussed in Chapter 1, the primary goal is to establish the line of sight
angular position of the cloud relative to Earth. As such, the cloud’s position
is variable along the line of sight. See Figure 2.2, where the Galactic plane is
illustrated as seen from above and the line of sight angle of the cloud is shown
varying, as in the simulation. It can be seen that as the angle θ varies, the angle
through which photons will have to scatter in order to reach the observer will
also have to vary. For example, if the cloud is directly between the source and
the observer, e.g. at an angle of 0 degrees, any photons observed (excluding
multiple scatters) will have been scattered through very small angles or indeed
not scattered at all. Conversely, if the cloud is behind the source relative to the
observer at an angle of 150 degrees, photons that do not scatter at all will not
be observed, and any photons that do scatter will have to scatter through a far














Line of sight angle θ 
θ
Figure 2.2: Geometry of the simulated system composed of an illuminating
source (star), a reflecting cloud (MC), and an observer at infinity. Looking
down into the plane of the galaxy, the line of sight angle theta (θ) is shown.
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The code takes several input parameters:
• Photon index of the input spectrum
• Geometry of the cloud
• Density of the cloud in units of atom
cm3
• Density profile of the cloud
• Radius of the cloud in units of cm
It is by changing these various input parameters, along with the line of sight
position, that will lead to markedly different output spectra. The geometry of the
cloud is decided before compilation and the line of sight parameter is introduced
upon spectral extraction (Section 2.2.8).
The Monte Carlo method requires the random sampling of probabilistic dis-
tributions, sampling methods are covered in Section 2.2.1.
After a photon is generated, the code determines which interaction the photon
undergoes (absorption or scattering) by way of cross section comparison. The
cross sections for each process are well known; how each cross section value is
determined is covered in sections 2.2.3 and 2.2.4 respectively. It is also possible
for the photon to escape the cloud without undergoing any interaction, these
photons that escape directly are not binned. This results in the 0 degree case
being un-physical, a fact which is discussed further in Chapter 3
The geometry of the cloud can also be modified, however only simple geomet-
rical shapes are modelled thus far. Currently spherical and flat-capped cylinder
functions have been written, but other shapes can be added at a later date. The
distance from the photon’s current location to the edge of the cloud is important
in determining the fate of the photon (absorb/scatter/escape). This distance is
found by means of a ray-tracing method which is covered in Section 2.2.6 along
with the geometry of the cloud. Non-uniform density profiles are simulated using
three density profiles, r−2, e−r and Gaussian (Section 2.2.7.1).
In Section 2.2.5 the use of the xraylib library is discussed. Finally, photon
binning and data output are covered in Section 2.2.8.




As mentioned in Section 2.1, the Monte Carlo method involves the random sam-
pling of known distributions. The two main sampling methods used are the in-
verse transform sampling method and the rejection sampling method. This code
makes use of both methods and they are covered in sections 2.2.1.2 and 2.2.1.3
respectively. In order to do this random sampling, the production of random num-
bers is required. Specifically, a random number between 0 and 1, known hereafter
as a Uniform Random Deviate (URD) which is covered in Section 2.2.1.1.
2.2.1.1 Uniform Random Deviate
A uniform random deviate is a random number that lies within a specific range,
which for the purposes of this project is typically the range (0, 1). The genera-
tion of a random deviate is necessary for the implementation of the Monte Carlo
method as mentioned in Section 2.1. The generation of URDs is done using a
pseudo-random number generator (PRNG). A PRNG is an algorithm that gener-
ates deterministic numbers in a seemingly random distribution. The code makes
use of the classic C function rand(), which is included in the cstdlib standard
header. Although this is a very old algorithm and there a far superior algorithms
available for PRNGs today, the high volume of photons that the code is process-
ing means that rand() is more than satisfactory in this case. This was tested
by comparing code output generated using rand() to code that made use of the
C++11 random headers mersenne twister algorithm1. There were no differences
in code output between the two.
rand() generates random numbers between the values 0 and RAND_MAX.
The value of RAND_MAX is library specific, but is always greater or equal to
32767, which is the maximum value of a signed 16-bit integer. In order to generate
URDs in the range (0, 1), rand() returns some factor of RAND_MAX divided




2.2.1.2 Inverse Transform Sampling
The inverse sampling method works by randomly sampling the inverse of the
cumulative distribution function of a probability density function. Typically, and
in the case of this code the following procedure is followed. The intended goal
is to randomly sample values x from a distribution function f(x). The function
f(x) must thus be normalised to become a probability density function p(x) by





f(x) = 1, (2.1)
where −∞ < min < max < +∞.
The cumulative distribution function cdf(x) of this probability density func-






The cumulative distribution function is the probability that a random variable
will evaluate to less than or equal to x. Thus the cdf(x) evaluates to a number
between 0 and 1, therefore it can be equated to a URD between 0 and 1 and
inverted to sample random values x, see equation (2.3).
x = cdf−1(τ), (2.3)
where τ is a URD between 0 and 1.
2.2.1.3 Rejection Sampling
In order to perform inverse transform sampling, the function to be sampled must
be integrable and the evaluating integral must not be computationally expensive.
If this is not the case, rejection sampling may be used. Rejection sampling, some-
times called the acceptance-rejection method, or hit and miss, is a method used
to generate random observations that follow a particular distribution. Simply
put, completely random values within a certain range are generated, every value
that is ‘under the curve’ or satisfies the distribution at that point is accepted,
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and those that do not are rejected. With this method it is possible to re-create
the distribution desired using random sampling.
If there is some distribution f(x) that needs to be randomly sampled, another
known distribution p(x) is taken. This distribution p(x) must entirely encompass
the distribution f(x) and be easily evaluated computationally. The simplest form
of the distribution p(x) is to encompass the entire range of values over which f(x)
can be evaluated. Such as p(x) = max(f(x)), p(x) is simply the maximum value
of f(x). If f(x) is sharply peaked this can lead to a lot of rejected samples,
however for distributions f(x) that are not sharply peaked, it is the easiest and
simplest method, and is the method employed in the code. An example can be
seen in Figure 2.31 where the blue points are rejected samples and the red are
accepted samples, with the red samples accurately re-creating the distribution
f(x).
Figure 2.3: Rejection sampling example.
In the code a random value x = B × i, where i is a URD, is generated in
the range 0 < x < B. B is the maximum value of x over which the distribution
f(x) is to be sampled. f(x)/max(f(x)) will return a value in the range 0 <
f(x)/max(f(x)) < 1 for any input x. f(x)/max(f(x)) is then compared to a
URD, if the URD is less than f(x)/max(f(x)) then the value of x is accepted,




2.2.2 Photon Generation and Movement
The source emits its photons sequentially in a power law distribution in the energy
range Emin to Emax. The probability density function for photon production that
produces this power law is given by P (E) = NE−Γ, where Γ is the photon
index. As per the procedure discussed in Section 2.2.1.2 it must be solved for the






, Γ 6= 1
1
ln (Emax/Emin)
, Γ = 1
(2.4)
In this project Emin and Emax are set to 1.0 and 400 keV respectively, unless
stated otherwise. The cumulative distribution function must then be found and
inverted. Thus, if τ is a uniform random deviate between 0 and 1, the energy of
the generated photon is given by equation (2.5).
E =
{ 1−Γ√[E1−Γmax − E1−Γmin ]τ + E1−Γmin , Γ 6= 1
Emin(Emax/Emin)
τ , Γ = 1
(2.5)
Each photon has a position (x, y, z) and a direction of motion (θ, φ), where θ
is the azimuthal angle and φ is the polar angle in the absolute coordinate system.
The photon is released with a direction of motion that is uniform within the solid
angle of the cloud as seen by the source. As the photon moves, its position is
updated, with the new position being given by equation (2.6).
x = x0 + sa, a = sin φ cos θ
y = y0 + sb, b = sinφ sin θ
z = z0 + sc, c = cos φ,
(2.6)
where s is the distance the photon moves between interactions.
In order to determine s, the distance the photon moves, the column density the
photon moves through must be calculated. Where the column density is the total
number of atoms per unit area, as measured along a column; that the photon will
‘see’ before undergoing its next interaction. The probability distribution function
for photon attenuation is given by equation (2.7).
P (N) = σe−σN , (2.7)
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where N is the column density traversed and σ is the absorption or scattering
cross section. Following the procedure in Section 2.2.1.2 once again, when τ is
a uniform random deviate between 0 and 1, the column density N , encountered









where σa and σs are the absorption and scattering cross sections respectively
and Na and Ns are the absorption and scattering column densities encountered
before interaction respectively. At every point of interaction, the column density
Ne, between the photons position and the edge of the cloud along the photons
direction of movement is also calculated, by means equation (2.9).
Ne = ρ× L, (2.9)
where Ne is the column density, ρ is the density of the cloud and L is the
distance to the far side of the cloud along the photon’s direction of motion. This
distance is calculated by the ray-tracing method covered in Section 2.2.6. The
lowest column density of these three Na, Ns and Ne is then used to determine if
the photon was absorbed, scattered or escapes from the cloud. If Ne is the lowest
column density, then the photon is considered to have escaped the cloud along
its current trajectory. If either Na or Ns is the lowest column density, then the
distance s the photon travels between its previous position and the position of





where N is either the absorption or scattering column density, and ρ is the





Photoelectric absorption is the process by which an incident photon gives all of
its energy to an inner shell electron of an atom. The photon is destroyed in the
process. If the energy of the incident photon is at or above the binding energy of
the electron, the electron will be ejected from the atom as a photo-electron. It is
also possible that after an electron is ejected, another electron from a higher shell
will drop down to fill the missing hole of the ejected electron in a process known as
fluorescence (covered in Section 2.2.3.1). Photoelectric absorption is also known
as the photoelectric effect. However, because this work is more interested in the
absorbed photon than the released electron, it is called photoelectric absorption.
The probability of absorption occurring is at its greatest when the incident
photon is equal to or greater than the binding energy of the electron, and when
said electron is an inner shell electron (e.g. K-shell). This is what leads to
absorption edges, as once the energy of the incident photon reaches the binding
energy of the K-shell electrons, the chance of absorption increases dramatically.
All of the absorption cross sections used in the code are sourced from the NIST
XCOM database1, which sources its data from a number of published works,
references to which are available2. The XCOM database provides cross sections
for all elements with Z ≤ 100, at energies from 1 keV to 100 GeV. The strength
of the total absorption cross section is dependent on the contribution from each
element that is being considered, and scaled based on the relative abundance of
that element. Typically, in this project, solar abundances will be used. Solar
abundances are the relative abundance of each element in the Sun. The values
of these solar abundances are shown in Table 2.1 (Lodders, 2003), the number
being log10 [N(element)/N(H)] + 12.
Other elements are rare in Giant Molecular Clouds (GMC) and are not con-
sidered. The total absorption cross section σabs is thus a sum of the photoelectric
absorption cross section for each element scaled by its relative abundance. The









H 12 Al 6.51
He 11 Si 7.64
C 8.66 S 7.23
N 7.89 Ar 6.57
O 8.91 Ca 6.34
Ne 8.05 Fe 7.59
Na 6.31 Ni 6.27
Mg 7.62
Table 2.1: Solar abundances, the abundance being log10 [N(element)/N(H)] +
12, where each value in the table is N(element).
where the summation from hydrogen to nickel does not take into account all
elements, only those shown in Table 2.1. The total photoelectric absorption cross
section as calculated by equation (2.11) can be seen in Figure 2.4, along with two
examples of the input cross section values for hydrogen and iron, these represent
























Figure 2.4: Photoelectric absorption cross sections for hydrogen, iron and the
total absorption cross section.
Note the strong absorption edge that is present at 7.1 keV in the iron cross
section. Similarly, note the relative strength of the iron cross section compared
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to Hydrogen, iron is a much better absorber than hydrogen and this is reflected
in the cross section values. In fact, the absorption cross section is approximately





where Z is the atomic number of the interested absorber and E is the energy
of the incident photon. The cross section value is calculated with the addition of
the barn factor, which is for unit conversion. The data from the XCOM database
comes in units of barn/atom, where barn has a value of 1× 10−24 cm2.
2.2.3.1 Fluorescence
As mentioned briefly in Section 2.2.3, when an incident photon is absorbed by an
inner K-shell electron of an atom, the K-shell electron will get released from the
atom as a photo-electron. As a result a higher shell electron will drop down to
fill the hole created. As this electron drops down it must lose energy, specifically
the energy difference between the two shells. This energy can often be released
in the form of a new photon, a photon which will have a very specific energy,
namely the energy lost by the electron that filled the hole. This effect is what
leads to emission lines. It is also possible for this energy to be transferred to
another electron in the atom, and for this electron to be released as well. This
is known as the Auger effect. However, as the Auger effect does not lead to a
photon being released it is not of any further importance. The probability of a
photon being released is known as the fluorescence yield.
In this project specifically, there is one important emission line in particular,
which is the 6.4 keV Kα line of iron. This line is very prominent in the energy
ranges being examined. There is also the less prominent 7.1 keV Kβ line. In order
to determine if an absorbed photon leads to a re-emitted photon, the code goes
through the following process.
If the photon is determined to have been absorbed, there is a chance that it
will be re-emitted by an iron atom. The probability that it was absorbed by iron
is taken from the abundances mentioned in Section 2.2.3. The fluorescence yield
of iron is taken to be 0.34 (Bambynek et al., 1972). This means that for every
photon that exceeds the K-shell binding energy of iron, which is then absorbed
by an iron atom, there is a 34% chance that a new photon will be released. The
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binding energy of K-shell electrons in iron is taken to 7.114 keV (Bearden and
Burr, 1967). The probability of Kβ fluorescence relative to that of Kα fluorescence
is taken to be 0.13 (Kaastra and Mewe, 1993). There are actually two emission
lines of iron around 6.4 keV, they are Kα1 and Kα2. However, given the low
resolution of current instruments, they are treated as one single line. The energy
of Kα fluorescence is taken to be 6.399 keV and that of Kβ is taken to be 7.085
keV.







where τ is a URD, σFe(E) and σabs(E) are the iron and total absorption
cross sections at the energy of the incident photon respectively, H and Fe are
the Hydrogen and Iron abundances (as shown in Table 2.1), and 0.34 is the iron
fluorescence yield.
If the code determines that a photon has been re-emitted, it is then randomly
decided if it is either a Kα or Kβ photon based on the relative probability 0.13.
Finally it is given a new direction of propagation which is entirely isotropic.
2.2.4 Scattering
Scattering is the process by which incident photons will interact with the electrons
of an atom. This interaction results in a change of direction for the incident
photon and potentially an energy change as well. Scattering by elements other
than hydrogen and helium is negligible in molecular clouds, so all metals are
ignored.
It was initially thought that the binding energy of electrons in hydrogen and
helium was so low compared to the energy of the incident photons that the code
could treat the electrons as if they were unbound. Treating the electrons as if they
are unbound simplifies the process of simulating scattering. However, it became
apparent in the later stages of this work that when dealing with scattering from
molecular hydrogen, the effects caused by the electrons being bound is not at
all insignificant and cannot be ignored. As will be discussed in Chapter 3, the
comparisons with the analytical calculations required the use of the unbound
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approximation, thus both bound and unbound scattering will be covered in this
section.
2.2.4.1 Unbound Scattering
Unbound scattering in this context is the scattering of photons by free electrons.
The classical approximation of this scattering is known as Thomson scattering.
The Thomson differential scattering cross section is given by equation (2.14) (Lon-
gair, 2011) and can be seen in Figure 2.5. The angular dependence of Thomson
scattering is evident from Figure 2.5, where forward and back scattering are


































where re = e
2
mec2
is the classical electron radius, me is the mass of the electron,
and c the speed of light in vacuum. Integrated over all angles to give the total




r2e = 6.65× 10−25cm2, (2.15)
where again re is the classical electron radius. Thomson scattering assumes
that the scattering interaction is elastic, that is to say the energy of the incident
photon does not change as a result of the interaction. However, as the energy
of the incident photon increases this is no longer a valid approximation. The
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scattering becomes inelastic (there is an energy change in the scattered photon)
and it becomes known as Compton scattering. Thus, Thomson scattering is actu-
ally just a low energy approximation of Compton scattering. Compton scattering
on free electrons is described by the Klein-Nishina formula (Klein and Nishina,
1929). The code calculates the scattering cross section directly from the Klein-
Nishina formula for all interested energy levels (1 - 400 keV), which includes those
energy levels that could be accurately approximated by Thomson scattering (1
- 50 keV). The energy change that an incident photon undergoes as a result of






(1− cos θ) , (2.16)
where ǫ and ǫ′ are the photon energy before and after scattering respectively.
θ is the angle through which the photon has scattered. The differential scattering
cross section for Compton scattering as given by the Klein-Nishina formula is
given by equation (2.17) (Rybicki and Lightman, 1985) and can be seen in Figure
2.6. Evident from Figure 2.6 is the fact that at low energy (1 keV) Compton scat-
tering is accurately approximated by Thomson scattering (compare with Figure
2.5). However, as the energy of the incident photon increases the Klein-Nishina



















































Figure 2.6: Klein-Nishina differential scattering cross section, shown for varying
energy of incident photon.
The total Compton scattering cross section can thus be given by equation


















where x = hν
mec2
If the photon is determined to have scattered, it is given a new direction of
propagation and it loses energy, the energy loss being calculated from equation
(2.16). The likelihood of the photon scattering in any particular direction is given
by the differential scattering cross section. However, each individual photon will
need a specific scattering angle in order to continue its life in the simulation.
This new direction of propagation relative to the photon propagation direction
is found by rejection sampling the Klein-Nishina differential scattering cross sec-
tion, equation (2.17). Rejection sampling is covered in more detail in Section
2.2.1.3. The rejection sampling returns the angle of scatter or in other words the
polar angle in the photons coordinate frame. The photon’s coordinate frame is a
frame where the Z axis represents the photons direction of propagation. This is
coupled with a new azimuthal angle, the azimuthal angle relative to the photon




The photon’s resulting direction of propagation is found by converting the
direction of motion in the photon’s coordinate frame into a direction of motion in
the absolute coordinate system. This conversion is achieved through coordinate
transformations. The details of the coordinate transformations are covered in
Dunn and Shultis (2011). The important final result is shown in equation (2.19).
If it is assumed that the direction vector (i, j, k) is the photon’s direction vector
before scattering, with (θ, φ) being the azimuthal and polar angles respectively,
then i = sin(φ)cos(θ), j = sin(φ)sin(θ) and k = cos(φ). In order to get the
direction vector after scattering, which is (i′, j′, k′), the transformation given by
equation (2.19) must be applied. Where (θs, φs) are the azimuthal and polar
angles of scatter respectively.










k′ = kcos(φs)− sin(φ)sin(φs)cos(θs).
(2.19)
2.2.4.2 Bound Scattering
As mentioned previously, it was originally thought that the high energy of the
incident photons (> 2 keV) meant the electrons could be treated as unbound.
This is not the case. Molaro et al. (2014) showed that the binding effects cannot
be ignored, specifically in the case of molecular hydrogen. As the clouds being
simulated in the code are composed of molecular hydrogen rather than atomic,
binding effects cannot be ignored. A comparison between bound and unbound
scattering output spectra is shown in Chapter 3, figures 3.3 and 3.4.
As the electrons are not being treated as free, the code must also include
Rayleigh scattering; in this context perhaps more accurately referred to as binding
modified Thomson scattering. Rayleigh scattering is significant up to ≈ 20keV
and like Thomson scattering, is elastic (the incident photon does not lose energy).
Thus, for bound scattering the photons may either Rayleigh (elastic) or Compton
(inelastic) scatter off hydrogen molecules and helium atoms in the cloud. As in
the unbound scattering case, the scattering contribution of heavier elements is
negligible and they are ignored.
The total scattering cross section becomes a combination of the Rayleigh and
Compton bound scattering cross sections. The differential Rayleigh scattering
cross section must be modified by what is known as the atomic form factor in
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order to take into account the binding effects. Thus, it is taken to be the Thomson







× F 2(x, Z), (2.20)
where re = e
2
mec2
is the classical electron radius, F 2(x, Z) is the atomic form






momentum transfer variable with λ being the wavelength of the photon and θ
the angle of scatter.
Atomic form factors are only possible to calculate analytically for hydrogen.
However, Hubbell et al. (1975) calculated and tabulated the values for the heavier
elements. The code makes use of these values through xraylib (Schoonjans et al.,
2011), which is discussed in more detail in Section 2.2.5. Because the scattering
being simulated is scattering from molecular hydrogen, not atomic, the Sunyaev
et al. (1999) approximation is used and the Rayleigh scattering cross section is
multiplied by a factor of two per electron.
The differential Compton scattering cross section is also modified and is taken
to be the Klein-Nishina differential scattering cross section, modified by the inco-
herent scattering function, see equation (2.21) (Hubbell, 1997). These values are






× S(x, Z), (2.21)
where S(x, Z) is the incoherent scattering function. With Z being the atomic





the momentum transfer variable and λ the
wavelength. dσKN
dΩ
is given by equation (2.17). As for unbound scattering, if the
photon Compton scatters it loses energy with the new energy being given by
equation ((2.16)). The final bound differential scattering cross section is thus
given by equation (2.22) and shown in Figure 2.7. Figure 2.7 shows how the
individual contributions from Raylegih and Compton scattering combine, and
how the contributions from each change as the energy of the incident photons











































































Figure 2.7: Binding modified Rayleigh and Compton differential scattering cross
sections for an incident photon of energy 1 keV (a) and 15 keV (b). Sum is the




Xraylib1 is a freely available library of physical data concerning X-rays. Pri-
marily intended for the study of X-ray fluorescence. it is written in ANSI C, can
be linked to many other languages and compiled on many operating systems. It
contains 40 callable functions that provide analytical and experimental data from
many published works. The primary published source for Xraylib is Schoonjans
et al. (2011). As mentioned in Section 2.2.4.2, Xraylib was used in this project
as an easy way to access the data for the atomic form factors and incoherent scat-
tering functions for binding modified scattering. The two functions that are used
in the code are CSb_Rayl() and CSb_Compt(). These functions take energy and
atomic number as arguments and return the value for the binding modified cross
section in units of barn/atom. The computational overhead associated with the
use of Xraylib was found to be quite minimal with total computational times
increasing by no more than 5%.
2.2.6 Ray-Tracing and Geometry
Given the nature of multiple scattering a method was needed to calculate the
distance to the edge of the cloud from any arbitrary photon position and direction
of motion. For this the code makes use of a ray-tracing method, or perhaps more
accurately, a ray-casting method. The code calculates all the points of intersection
between the photon’s direction of motion (line of movement) and the borders of
the cloud (quadratic surface). Although any simple quadratic surface could be
used with this method, only functions for spheres and flat capped cylinders have
been written at this time. Simply put, the photon’s direction of motion is taken
to be a line in 3D, the equation of this line is then solved simultaneously with
the equation of the shape. Solving the equations like this will lead to multiple
points of intersection. The closest point of intersection in the photon’s direction
of motion is taken to be the point at which the photon will exit the cloud, or in
the case of initial photon generation, the point at which the photon will enter the
cloud.
The photon has a position (x, y, z) and a direction of motion (θ, φ). The
parametric equation of the line is taken to be p = o+ vt, where p is the photon’s




direction of motion and t is an arbitrary scalar quantity of this vector. The
equation of a sphere is (x − c)2 − r2 = 0, where x is a point on the sphere, c is
the centre of the sphere and r is the radius of the sphere. These equations are
solved simultaneously, such that x = p, substituting p into the equation of the
sphere yields equation (2.23)
(o+ vt− c)2 = r2, (2.23)
which when expanded and rearranged gives equation
t2(v · v) + 2t(v · (o− c)) + (o− c) · (o− c)− r2 = 0, (2.24)
which is a quadratic of the form at2+ bt+ c = 0 in t, with constituents shown
in equation (2.25),
a = v2
b = 2(v · (o− c))
c = (o− c)2 − r2
(2.25)
Solving for t using equation (2.26).
t =
−(v · (o− c))±
√
(v · (o− c))2 − v2(o− c)2 − r2)
v2
(2.26)
If there are no solutions for t then there is no point of intersection between
the photon and the cloud. If there is one solution then there is one point of inter-
section, and if there are two solutions then there are two points of intersection.
The important value to be found is the distance to the next point of intersection
along the photon’s direction of motion, which is taken to be the lowest positive
value of t. This value is then taken as the scalar magnitude that gives the point
of intersection and is used to calculate the distance between the photon’s position
and the point of intersection, which is then returned. The code of this function
can be seen in Appendix B, the spheredistance() function.
The cylinder is solved in the same way. First the points of intersection be-
tween the photon’s line and an infinite cylinder are found, then two circular caps
are introduced to the ends of the cylinder. If points of intersection are found be-
tween these two circles the photons hit the cylinder. If any points of intersection
intersect the circles, then the photons intersect the ends of the cylinder. The
calculation is as follows. Again, the parametric equation of the line is taken to be
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p = o+ vt. The equation of an infinite cylinder is x2+ y2− r2 = 0. The ability to
orientate the cylinder in any arbitrary direction is required, thus the equation of
the cylinder is orientated on a line pc + vct = 0. So the equation of the cylinder
becomes equation (2.27) (Bielajew, 2000).
(q − pc − (vc · (q − pc))vc)2 − r2 = 0, (2.27)
where q is a point on the cylinder. Substituting q for the initial photon line
p+ vt gives equation (2.28)
(p+ vt− pc − (vc · (p− pc + vt))vc)2 − r2 = 0, (2.28)
which reduces to another quadratic equation in t with constituents given by
equation (2.29) (Bielajew, 2000).
a = (v − (v · vc)vc)2
b = 2((v − (v · vc)vc) · ((p− pc)− ((p− pc) · vc)vc))
c = ((p− pc)− ((p− pc) · vc)vc)2 − r2
(2.29)
Solving equation (2.29) for t would give the points of intersection with an
infinite cylinder, however the cylinder needs end caps. Taking two circular caps
with centres at m1 and m2, the centre of both caps will lie on the line that was
used earlier to provide orientation to the cylinder. Thus, it can be taken that
m1 = pc and that vc =
m2−m1
|m2−m1|
. From this it can be inferred that a finite cylinder
is described by equation (2.27) and by the boundary conditions shown in equation
(2.30)
(vc · (q −m1)) > 0
(vc · (q −m2)) < 0,
(2.30)
where q is the point of intersection with the infinite cylinder, found by solving
equation (2.29).
The equation of a plane is (p −m) · vc = 0. Because the caps fit on the end
of the cylinder, the vector normal to the plane is the same vector describing the
orientation of the cylinder vc, m is the centre of the cap and p is another point
on the plane. Substituting the equation of the line for the incident photon and
solving for t gives equation (2.31)





Solving for t for each cap will give the point of intersection with each plane.
Finally, such a point q can be said to be on the cap when it satisfies the boundary
conditions (q −m1)2 < r2 for cap 1 and (q −m2)2 < r2 for cap 2, where r is the
radius of the cylinder/caps.
The code goes through the following procedure. First the two possible points
of intersection with the cylinder are found by solving for t using the quadratic
described in equation (2.29). If these points satisfy the boundary conditions
in equation (2.30) then they are taken as points of intersection with the finite
cylinder. The code then check for points of intersection on the end caps. This
leaves a total of 4 possible points of intersection; the smallest non-negative of
these points is taken as the photon’s next point of intersection with the cloud
boundary, the distance to which is the distance to the edge of the cloud.
2.2.7 Code Structure
The code contains two loops. A primary outer loop, which is the photon creation
loop; every time it loops a new photon is generated. Within the primary loop is
the secondary loop. The secondary loop handles the photon interactions, and will
continue to loop through multiple scatter and absorption->re-emittance events,
until the photon either escapes the cloud, is absorbed and not remitted, or the
interaction limit is reached. The interaction limit is typically set to 35, so that
is a maximum of 35 interactions for any one individual photon. The limit of 35
is a compromise between accuracy and computational time, in all but the most
extreme of cases it will have no effect on code output. Again, code can be seen
in full in Appendix B.
2.2.7.1 Non-Uniform Density
Unfortunately when modelling a non-uniform density, It is not computationally
feasible to continually calculate the exact density at every single point in the cloud
as the photon moves. As a compromise a method of ‘steps’ is used; a step is a
small area of constant density. For example, in arbitrary units a distance of 10-
15 from the cloud centre would have the same density, a distance of 15-20 would
have a different density; the step size κ in this case being 5. The photon being
propagated through these small areas of constant density. Decreasing the stepsize
will increase the accuracy of the results, but will also increase computational time.
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Figure 2.8 shows how this works in practice, showing both an actual Gaussian























Figure 2.8: Actual Gaussian density distribution, and its equivalent stepped
density distribution as used in the code.
2.2.8 Data Output
The code bins all of the photons that escape the cloud. The photons are binned
both logarithmically by energy and by the direction angles (θ, φ) they have upon
their escape. An important caveat is that photons that do not scatter at all,
as in photons that pass directly though the cloud without interacting, are not
binned. This makes the 0 degree case non-physical, as only photons that have
scattered through very small angles will be binned in the 0 degree case. There is
also a caveat concerning multiple scattering. Typically the maximum number of
interactions within the cloud is set to 35 as mentioned in Section 2.2.7, photons
that attempt to go over 35 interactions are not binned they are simply destroyed.
The energy bins are logarithmically spaced bins in the energy range Emin to
Emax, which are typically set to 1 and 400 keV respectively. If a photon has
energy pe, the bin i, into which it will be binned, is given by equation (2.32).





where n is the number of bins and i is rounded to the nearest integer. The
number of bins is controlled by the global variable ebins and is typically set to
400.
For the angular binning, the photons are binned into areas of equal solid angle
on a sphere. The surface area differential of a sphere is dA = sin(φ)dφdθ, thus
the azimuthal angle θ is split into bins of equal size between 0 and 2π, while the
cosine of the polar angle cos(φ) is split into bins of equal size between 0 and π.
Typically the number of angular bins is set to 180, making the solid angle of each
bin 5.317×10−6 sr. 180 angular bins was chosen so as to ensure reasonable counts
in all bins, while still having the necessary resolution. If the equivalent width of
the iron line were a focus of this project the number of angular bins would have
been increased, certainly around the iron line itself.
When outputting the data, each energy bin takes the energy of the centre of
that bin, which is found by means of equation (2.33).





where i is the bin in question and n is the number of bins.
The data output is written in tab separated columns, which from left to right
are energy, azimuthal bin, polar bin. Turning this column data into a spectrum is
achieved by means of a python script which is shown and described in Appendix
B.2
2.3 Code Testing
Testing was performed for various parts of the code. In the interest of clarity in
the operation of some of the parts of the code some test results are included in
this section.
Figures 2.9 to 2.11 are 3D plots that show how the ray-casting from Section
2.2.6 works in practice. Figure 2.9 shows a sphere illuminated by a source at
its centre, where each point is a location calculated by the ray casting function.
Figure 2.10 shows an externally illuminated sphere. Bear in mind the different



























Figure 2.9: Ray cast testing, sphere illuminated internally.
For testing the rejection sampling, the number of iterations will play a large
part in how well the distribution appears to be re-created. Figure 2.12 shows the
Klein Nishina differential scattering cross section re-created at an energy of 5 keV.
Figure 2.13 shows it for an energy of 50 keV. The noise in the rejection sample
is reduced by increasing the iterations, Figure 2.14 is shown with the iterations
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Figure 2.10: Ray cast testing, sphere illuminated externally, the source is

















































Figure 2.12: Rejection sampled Klein-Nishina differential scattering cross
























Figure 2.13: Rejection sampled Klein-Nishina differential scattering cross

























Figure 2.14: Rejection sampled Klein-Nishina differential scattering cross




In this chapter the output of the Monte Carlo code described in Chapter 2, will be
analysed and explained in detail. Beginning with a comparison of the code output
with analytical calculations, followed by an analysis of the continuum shape and
the iron line and finally, concluding with a discussion on time dependence effects.
3.1 Analytical Comparisons
As mentioned in Chapter 1 and Section 2.2.4, the X-ray reflection spectra of a
Compton thin, uniform density sphere can be calculated analytically (see the
appendix of Walls et al. (2016) for details). These analytically calculated spectra
can be used to verify the correctness of the output of the Monte Carlo code.
When considering only Klein-Nishina scattering (Section 2.2.4.1) and putting
the code into single scatter mode, the Monte Carlo code is in good agreement with
the analytical calculation. Figure 3.1 shows a comparison between the analytical
calculation and the output of the Monte Carlo code, in both single and multiple
scatter mode, for a Compton thin spherical cloud (NH = 5 × 1022 cm−2). The
analytical calculation and the single scatter code output are in agreement. There
is a slight discrepancy introduced when allowing for multiple scattering. How-
ever, as the cloud has a low NH there is not much multiple scattering occurring,





























Figure 3.1: Comparison of the spectra produced by the Monte Carlo code when
considering only Klein-Nishina scattering in single and multiple scatter modes,
versus an analytically calculated spectrum for a 2 pc diameter uniform density
sphere. Line of sight angle θ = 120◦. NH = 5× 1022 cm−2. The incident
spectrum has been downscaled by 10−2 to aid visualization.
The discrepancy becomes far more pronounced as NH increases. Figure 3.2
shows the same comparison as Figure 3.1, but for a Compton thick cloud (NH =
5×1024 cm−2). With the increased likelihood for multiple scattering to occur, the
spectral shape and flux will change significantly between the analytical calculation
and the Monte Carlo code output. This underlines the importance of using the
Monte Carlo technique. Furthermore, from this comparison it can be confirmed
that the Monte Carlo code is working as intended. Additional confirmation can





























Figure 3.2: Comparison of the spectra produced by the Monte Carlo code when
considering only Klein-Nishina scattering in single and multiple scatter modes,
versus an analytically calculated spectrum for a 2 pc diameter uniform density
sphere. Line of sight angle θ = 120◦. NH = 5× 1024 cm−2. The incident
spectrum has been downscaled by 10−2 to aid visualization.
3.2 Continuum
As discussed in Section 2.2.4.2, treating the electrons as free is not possible,
bindings effects are quite important in the low energy regime. Figure 3.3 shows a
comparison of the total scattering cross section for free electrons versus that for
bound electrons. It shows that for atomic hydrogen the actual difference between
the two is minimal (approximately 2%). However, when the fact that the photons
are actually scattering from molecular hydrogen is taken into account, the result
changes quite drastically. This change is a result of a modification to the Rayleigh
scattering cross section. It has been increased by a factor of two as per Sunyaev
et al. (1999), who give a factor of two increase as a good approximation for the
Rayleigh scattering cross section for molecular hydrogen. This manifests itself as
a large increase in scattering below 20 keV and leads to a divergence in continuum
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Figure 3.3: Comparison of the total hydrogen scattering cross section for





















Figure 3.4: Comparison of the spectra produced by the Monte Carlo code using
Klein-Nishina scattering, versus binding modified Rayleigh and Compton
scattering for a 2 pc diameter uniform density sphere. Line of sight angle




The spectral shape and total flux of the scattered emission is very dependent on
the relative position of the cloud. Figure 3.5 shows the changes in the output
spectrum induced by a changing line of sight angle θ. A number of observations
can be made from Figure 3.5. The 0 degree case has hugely increased low energy
absorption, due to the fact that observed photons must traverse the entire cloud
before escaping. This would be similar to a spherical cloud that is surrounding


























Figure 3.5: Spectra produced by the MC code for a 2 pc diameter, uniform
density sphere with an NH of 6× 1023 cm−2, and a photon index of 2.0.
Showing the changes in flux and continuum shape resulting from a changing line
of sight angle.
Iron edge depth decreases with increasing angle, due to absorption being less
prominent at higher angles compared to scattering. As with the large increase
in total continuum flux with increasing angle, it is caused by an interplay of two
separate effects. The first being, at energies 1− 50 keV, the Compton scattering
distribution is Thomson-like, i.e. photons are as likely to scatter backward as
forwards. The second is due to the fact that most photons are scattered from the
cloud from a very shallow depth. After a photon is scattered in the direction of
the observer, it is progressively less likely to be absorbed before escaping as the
scattering angle increases. It can be seen in Figure 3.5 that, as energy increases,
the disparity in flux reduces and reverses. Note the reversal in flux between the
60 and 150 degree cases around 60 keV, which is where the Compton scatter-
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ing distribution becomes non-Thomson in nature and begins to favour forward
scattering.
The large increase in flux for the 0 degree case is not caused by the same
process, due to the fact that the energy is too low for forward scattering to
be favoured. However, at energies > 10 keV absorption becomes increasingly
unlikely. Thus photons are scattering not just on the surface of the cloud, but have
the chance to pass through the entire length of the cloud, leading to increased flux
at energies > 10 keV. It should be noted that, as discussed in Chapter 2, photons
that do not scatter at all do not contribute to the spectrum. The primary effect
this has on the 0◦ spectrum is a massive reduction in observed flux. Furthermore,
in the case of a low density cloud, the incident power law itself would be observed




Considering the case of varying column density NH which can be seen in Figures
3.6 & 3.7; In the high angle case (Figure 3.6), it can be seen that low energy
absorption is unaffected by increasing NH due to the fact that all the photons
are back scattered from the cloud from a very shallow depth. The effect is far
less pronounced in the low angle case (Figure 3.7). In the high angle case, at low
energies (< 10 keV), differences in continuum shape and flux become very small
after a critical NH is reached (NH > 5× 1023 cm−2). This could potentially lead
























Figure 3.6: Spectra produced by the MC code for a 2 pc diameter, uniform
density sphere positioned with a line of sight angle θ = 140◦, and a photon
index of Γ = 2.0. Showing the changes in flux and continuum shape resulting
from a changing NH .
Of particular note is the column density induced flux differences. In the low
angle case (Figure 3.7) the high column density NH = 5×1025 cm−2 has very low
flux in the high energy (> 10 keV) compared to the lower column density cases.
This counter-intuitive result is found to be due to increased multiple scattering,
where the extra scattering leads to scattering away from the observer, with the
effect becoming more pronounced as multiple scattering increases. This effect
is shown clearly in Figure 3.8, where absorption has been removed and only
scattering is in effect. The first plot shows the output where the photons are
only allowed to scatter once, demonstrating that as NH increases, a saturation


























Figure 3.7: Spectra produced by the MC code for a 2 pc diameter, uniform
density sphere positioned with a line of sight angle θ = 30◦, and a photon index
of Γ = 2.0. Showing the changes in flux and continuum shape resulting from a
changing NH .
second plot shows the output where the photons are allowed to scatter twice,
demonstrating that multiple scattering not only leads to a decrease in total flux,
but that the lower NH spectra rise in relative flux compared to the higher NH
spectra. However, as multiple scattering is increased to 10 allowed scatters for
each photon (the third plot), it is clear that the higher NH spectra begin to have



































































Figure 3.8: Flux and relative flux changes in continuum, for a changing column
density. Absorption has been disabled. The first to last figures representing a)
single scattering, b) two scatters and c) 10 scatters respectively. θ = 30◦.
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3.2.3 Photon Index
In the case of changing photon index Γ, the changes in low energy continuum
shape are not so significant. However, the slope of the high energy (> 10 keV)
does change quite a lot with changing photon index. This can be seen in Figure
3.9, where the index is varying from 1.4 to 2.8. The implication being that low
energy data (< 10 keV) will be unlikely to determine the photon index with great

























Figure 3.9: Spectra produced by the Monte Carlo code for a 2 pc diameter,
uniform density sphere positioned with a line of sight angle θ = 30◦ and
NH = 6× 1023 cm−2. Showing the changes in flux and continuum shape
resulting from a changing photon index Γ.
3.3 Iron Line Flux
Figure 3.5 would suggest that after an angle of about 90◦, the shape of the
continuum is unlikely to be a particularly viable way of determining the angular
position of the cloud. However, the 6.4 keV Kα iron line can be used as well.
The relative strength of the iron line flux versus the line of sight angle is shown
in Figure 3.10, peaking at θ = 90◦; with the relative flux being the strength of
the iron line above the continuum. This shows a clear angular dependence for
the iron line. Importantly, the angular dependence of the iron line strength is
independent of the column density of the reflecting cloud.
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Figure 3.10: The dependence of the relative strength of the Fe Kα line for
different NH values versus varying angle θ.
The iron line can also be helpful in determining the column density NH .
Figure 3.11 shows how the total iron line flux varies with increasing column
density NH . There is an increase in flux up to an NH of 6× 1023 cm−2 and then
a gradual decrease. This confirms results from Sunyaev and Churazov (1998)
who gave a maximum Thomson optical depth of ≈0.4 for maximum iron line
flux. Interestingly, there is a plateauing of the flux as angle increases, which is



























As mentioned in Chapter 2, the code can also model a cylindrical cloud. Although
a cylindrical cloud will not be made use of further, the results of its output are
presented in this section for the sake of completeness. Figure 3.12 shows a com-
parison between a spherical cloud and a cylindrical cloud of equal mass. Initially,
Figure 3.12 would suggest that X-ray data would be easily able to differentiate
between a cloud that is spherical and one that is cylindrical, as the discrepancy
between the two is quite large. However, there are a few things to consider.
Primarily, the difference between the two spectra is not all dissimilar to the dif-
ference caused by a changing angle. Thus, it is unlikely that a fitting procedure,
as will be performed in this project, would be able to distinguish between the
two. However, there is also the orientation of the cylinder to consider. Figure
3.13 shows a comparison for the same cylindrical cloud in different orientations.
In the lower part of Figure 3.13 the illuminating source is inside the cloud; this
is for illustration purposes only. The orientation does not have a large effect on
spectral output, except for in the face on case (the 0 degree case), where photons
must traverse a far larger NH (the length of the cylinder), leading to massively
increased absorption. It is for these two reasons it would likely be necessary to
discern the geometry of the cloud being fit beforehand, in order to reduce the
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Figure 3.13: Cylinder reflection spectra for cylinders with changing orientation.
The cylinder is at a line of sight angle of 30◦. The orientation angle is shown in




As discussed in Chapter 2, the code is able to model density profiles other than
uniform, currently being able to calculate spectra for r−2, e−r and Gaussian
density profiles. These profiles have been chosen to provide a broad spectrum
of different density profiles. Figure 3.14 shows a comparison between density
profiles for spherical clouds, with the line of sight angle held constant. The
Gaussian profile has a standard deviation of σ = 1.1 pc and a radius of 4 pc. The
clouds are of constant mass, with central density ρ0 being equal across profiles
and the radius of the cloud changing. This is a better comparison for different
density profiles than spheres of constant radius, as theNH would be quite different
for each of them. The smaller plot in the top left of Figure 3.14 is the iron line,
however it has been normalised by incident flux. Incident flux is changing because
























Figure 3.14: Comparison of the four utilized density profiles for a sphere of
constant mass, radius is changing, the line of sight angle θ = 30◦ and
ρ0 = 1.2× 105 cm−3 (NH = 2.5× 1024 cm−2). The variable density cases have a
step size κ = 0.1 pc. The smaller figure in the top left showing the iron line, has
been normalised by incident flux.
Of note is how the reflected spectrum is not changing drastically between
density distributions, only the e−r distribution shows a significant discrepancy.
When normalizing for incident flux, as shown in Figure 3.14, relative flux changes
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increase. It is these different normalisation values that will lead to different fitting
results when dealing with non-uniform density clouds. As shown in Chapter 5.
Figure 3.15 demonstrates that changes in the line of sight angle are still readily
apparent for the Gaussian case. Notably, the point at which the 30 degree and
90 degree continuum flux reverse is a few keV lower than for the case of the
uniform density. This is due to surface scattering no longer being as dominant,
with the photons being able to penetrate further into the cloud on average than























Figure 3.15: Similar comparison as that shown in Figure 3.5, except for a
variable density sphere. A Gaussian density profile, with a central density of
n0 = 1.2× 105 cm−3 (NH = 2.5× 1024 cm−2), σ = 1.1 pc, and a step size of 0.1
pc. Showing the changes induced by a changing line of sight angle.
3.5.1 Step Size
As mentioned in Section 2.2.7.1 the non-uniform density code makes use of a ‘step
size’, which is steps of constant density, in order to approximate the non-uniform
density of the cloud. The smaller the step size the more accurate the simulation,
but the increase in computational time associated with decreasing step sizes can
be excessive. Figure 3.16 shows a comparison of output spectra for a cloud with
a Gaussian density distribution. The line of sight angle is 30 degrees, the central
density is ρ0 = 1.2 × 105 cm−3 and the radius is 4 pc. The step sizes are shown
as a percentage of the radius of the cloud. It is clear that once the step size is
below approximately 5% of the radius of the cloud there is no need to lower the
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step size further. The case of the step size being 30% of the radius of the cloud
for example, has a low energy discrepancy of a factor of ≈ 50. The reduces as






















Figure 3.16: Comparison of output spectra for a Gaussian density distribution
cloud, showing the effect of different step sizes. Step sizes are shown as a
percentage of the radius of the cloud.
However, this is only for the simple case of a spherical cloud, and a very well
defined density distributions. Although no analysis is done in this project, it
is possible that more complex cloud shapes and/or density distributions would
require steps sizes to be smaller. In this case a more variable step size would




As mentioned in Section 2.2.3 the code can quite easily vary the relative metal-
licity of the cloud, in particular the iron abundance. Figure 3.17 shows the effect
of increasing iron abundance on the spectral output. Figure 3.18 shows the effect
of increasing iron abundance on the relative strength of the iron line for varying





















Figure 3.17: Comparison of output spectra for a Compton thick cloud at a line
of sight angle of 60◦, showing the changes induced by an increasing iron
abundance. Iron abundance is shown as a factor of Solar abundance (see Table
2.1).
The iron abundance does not significantly affect the low energy continuum
(< 10 keV). There is a small decrease in total scattered flux in the low energy
due to increased absorption. In fact, it does not have a significant effect on
the continuum until an energy of approximately 7 keV, at the iron K-edge, with
increasing abundance obviously leading to large increases in the size of the K-
edge. These differences continue up to approximately 40 keV where all differences
then disappear. Good quality data would be needed to analyse the K-edge and
determine the iron abundance. Figure 3.18 shows how the relative strength of
the iron line will increase as iron abundance increases, showing a linear increase
in line strength; this could be analysed more easily. The differences are, however,
still relatively minor, being far smaller than the differences induced by changing
angle, for example (Figure 3.10).
66
















Iron Abundance as factor of Solar
Figure 3.18: Dependence of the relative iron line strength above the continuum
on an increasing iron abundance, for a Compton thick cloud at a line of sight
angle of 60◦. Iron abundance is shown as a factor of Solar abundance (see Table
2.1).
3.7 Time Dependent Effects
The question of time dependence is a complex one. The code makes two approx-
imations related to time dependence. Firstly, that there is no duration to the
initial photon release, that is to say that all the photons are released at the same
instance. The code can be thought of as providing a snapshot of an incident
flare’s reflected component. The second is that all photons that escape the cloud
will be included in the final output spectra regardless of time spent in the cloud.
This is a non-physical situation as all of the photons escaping the cloud will in
reality be escaping at vastly different time intervals. In this section, several effects
of time dependence will be analysed and discussed, with their affect on the final
results being discussed in Chapter 6.
3.7.1 Escape Time
The escape time from the cloud of any individual photon is dependent on two
primary factors, namely, the size of the cloud and the number of scatters/re-
emissions. Secondary factors include the geometry of the cloud, the entry point
of the photon, and in terms of observed photons, the position of the cloud. The
average escape time of any particular photon will decrease as the density increases.
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Figure 3.19 shows this effect with the average escape time decreasing rapidly with
increasing density. This is for two reasons: the increased likelihood to scatter with




















Figure 3.19: How average escape time from a 2 pc diameter cloud increases with
increasing cloud cloud column density NH .
However, there is a smaller number of photons whose escape time will dramati-
cally increase as density increases. These are photons that are multiply scattering
within the cloud. Figure 3.20 shows the percentage of escaped photons versus
the number of successive scatters for a Compton thick cloud. Over 50% of all
photons will escape the cloud after scattering only once, with 80% of all photons
escaping after their 3rd successive scatter.
Figure 3.21 shows the average escape time of photons versus the number of
successive scatters the photons have undergone. Included is data for three NH
values. Reinforcing what Figure 3.19 shows, increasing the NH leads to a large
decrease in average escape time. Note that the low NH case only goes up to 6
scatters due to low multiple scattering at this density level. As the number of
scatters increases, so does the average escape time, regardless of the NH . There
is a large difference between the NH = 4 × 1024 cm−2 and NH = 4 × 1025 cm−2
resulting from the fact that at NH = 4× 1025 cm−2 the cloud is so dense, nearly
all of the multiple scattering is happening right at the surface of the cloud.
The primary effect that this increasing escape time with multiple scattering
has, is to delay the release of photons from the cloud. This could potentially
lead to issues with the validity of the code (The effect is discussed in detail in
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Figure 3.20: Number of successive scatters as a percentage of total escaped
photons from a Compton thick cloud.
Sunyaev and Churazov (1998)). As mentioned previously, the code is treating the
observed photons as if they have all left the cloud at the same time. Evidently,
this is a non-physical situation, a not insignificant number of the photons that
contribute to the output spectrum should actually be released at far later time
periods due to them having multiply scattered. The impact on spectral shape is
discussed in the following section.
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Figure 3.21: Average escape time from a 2 pc diameter cloud and number of
times scattered. Showing three column density values.
3.7.2 Spectral Shape
Figure 3.22 shows the spectral output from the code at different time periods,
as well as a summed spectrum of those different periods. The summed spectrum
represents the usual output of the code, as has been presented up to this point.
All of the time periods from 0 years and up show the same low energy shape
and flux. However, the time period from 5-100 years shows a markedly different
low energy shape, because all of the low energy photons will leave the cloud
very quickly. The high energy shape and flux has a large discrepancy from the
summed spectrum in the early years, but as time increases the high energy will
approach the fully summed spectrum as more and more of the multiply scattering
photons get released. There is a large discrepancy in continuum shape between
10 and 20 keV for the different time periods. This discrepancy is caused by the
continued release of multiply scattered photons as time increases. In order to
avoid potential issues with the fitting procedure, the energy range 10-20 keV will
have to be ignored for all fittings. The high energy flux will not be possible to
determine correctly without further research into time dependent effects. As a
result, high energy flux values will also have to be ignored in the fitting results.
However, as can be seen in Figure 3.22 the slope of the high energy spectrum does
not change depending on the time period, thus it can still be used to determine
the photon index.
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Figure 3.22: Comparison of the output spectra of a Compton thick cloud, for




The primary goal of this thesis is to fit the simulated X-ray spectra to real obser-
vational data. This section will cover the method of fitting and the fitting software
used, followed by a summary of Xspec table models and specifics for the table
models used in this project. Finally, a brief summary of the observational data
will be presented.
4.1 Xspec
In order to perform the X-ray spectral fitting this project made use of specialised
software known as Xspec1 (Arnaud, 1996). Xspec is a command line driven,
interactive program. It is detector-independent, meaning it can be used with any
kind of spectrometer. Xspec is essentially the de facto X-ray fitting software
worldwide and is used in the analysis of data from many instruments including
HEAO-1 A2, EXOSAT, and Ginga to ROSAT, Chandra, XMM-Newton, INTE-
GRAL, Swift and Suzaku. How Xspec performs its fitting is covered in Section
4.1.1 and the Xspec table models, which were used to import the Monte Carlo





The extensive details of the Xspec fitting process are covered in the Xspec
manual1. An abridged version will be discussed here.
A spectrum obtained from the spectrometer is not actually a spectrum, it is
photon counts (C) within specific instrument channels (I), C(I), with the observed





where R(I, E) is the instrument response. R(I, E) is proportional to the
probability that an incoming photon of energy E will be detected in channel I.
Unfortunately, inverting equation (4.1) and solving for f(E) is not usually pos-
sible. Instead, an alternative method of determining f(E) is used. This method
involves defining a model spectrum m(E), which has a small number of variable
parameters, p1, p2 etc, and fitting it to the data. For every model spectrum
m(E) a predicted count spectrum (Cp(I)) is calculated. This predicted count
spectrum is then compared to the observed count spectrum C(I). A fit statistic
is calculated by comparing the two and is used to determine if the model spec-
trum is a good fit for the observed spectrum. The fitting procedure uses a least
squares fitting algorithm, which is a modified version of the Levenberg-Marquardt
algorithm. This modified Levenberg-Marquardt algorithm is appropriated from
Bevington (1969) according to the Xspec manual.
Xspec will determine the best fit statistic by varying the parameters of the
model until the best fit is found. The parameters that give this best fit are
known as the best fit parameters and the model spectrum that results from these
parameters mb(E) is the best-fit model. There are a few best fit statistics that
can be used; the most common and the one used in this project is the chi-square





where σ(I) is the error for each instrument channel I, σ(I) being estimated as√
C(I). After finding the best-fit model there is still the question of the quality
of the fit, for which there are two considerations. The first is the goodness-of-






0.68 1.0 2.3 3.50
0.90 2.71 4.61 6.25
0.99 6.63 9.21 11.30
Table 4.1: Confidence interval values
produced by the best fit model mb(E). For the χ2 fit statistic the goodness-of-fit





where dof is the degrees of freedom. The dof is the numbers of instrument
channels minus the number of model parameters. A general rule is that the χ2red
should be approximately equal to one. A value greater than one indicates a poor
fit, while a value less than one indicates the errors in the data have been over-
estimated. An important caveat is that there can be more than one model that
will pass the goodness-of-fit test quite well, in which case the correct model must
be left up to scientific judgement. A second consideration is confidence in the
value of the predicted parameters; this is known as the confidence interval of the
parameter. The confidence interval is found by varying the value of the parameter
until the χ2 exceeds a certain value above the minimum (the best-fit value). The
values by which the χ2 is allowed to increase depend on the confidence level
required and the number of parameters. Common values are shown in Table 4.1
(Avni, 1976).
4.1.2 Table Models
Xspec already includes a very large selection of models for data fitting, details of
which can be found here1. However, for this project a way was needed to define
a specific user generated model for use in Xspec. There are two main methods
of getting user generated models into Xspec. The first is defining the model as a
simple formula, the second is generating what is known as a table model. A table




the grid representing different values of the input parameters. For example, a two
parameter model (α, θ) where each parameter has three potential values (1,2,3)
will be organised in a grid such as that shown in Table 4.2. For each point on the
grid a different spectrum is calculated using the parameter values at that point,
with the correct spectrum for any particular parameter values being calculated
by linear interpolation on the grid.
(α1, θ1) (α1, θ2) (α1, θ3)
(α2, θ1) (α2, θ2) (α2, θ3)
(α3, θ1) (α3, θ2) (α3, θ3)
Table 4.2: Table model grid layout for two parameter model, each parameter
having 3 potential values.
There are three types of model available in Xspec: the additive model, the
multiplicative model and the exponential model. The exponential model is a spe-
cial case that is primarily intended for absorption models, while the multiplicative
models are models that modify additive models by some factor. Additive models
are the default type of model and are the type of model used in this project. The
file structure for these models is a FITS file, with a specific file structure which
is described here1.
There were two primary table models created for the data fitting in this
project. As they were primarily intended for fitting to Sgr B2 they were designed
as a uniform density and a Gaussian distributed non-uniform density model.
Other models were used at times, but their descriptions would be superfluous.
The uniform density model used a sphere of radius 2 pc, situated a distance of
25 pc from the source. Of course, given the nature of the code, cloud size and
distance will not affect the output spectra unless taken to extreme levels. This
is because all photons are released toward the cloud, a noticeable effect will only
be present if the cloud is so large as to be reflecting photons from very divergent
angles. The three parameters of the model are the line of sight angular position θ,
the photon index of the incident spectrum Γ and the column density of the cloud
NH . The column density being directly dependent on the density ρ and radius




4.2 Data Choice and Analysis
ble 4.3. The NH parameter steps are not evenly spaced, but are logarithmically
spaced, while the angle parameter steps are evenly spaced in cosine.
Parameter Start End Steps
θ 0 π 21
Γ 1.4 3.0 17
NH (cm−2) 1.049× 1022 5.184× 1025 20
Table 4.3: Parameter ranges for uniform density table model.
The Gaussian table model took its parameters from Protheroe et al. (2008),
who found Sgr B2 to have a Gaussian density distribution with the following
parameters: Radius = 12 pc, Central density ρ0 = 1.2 × 105 cm−3, which is a
total NH = 2.5 × 1024 cm−2, and finally a standard deviation σ = 2.75 pc. The
table model follows these parameters. The parameter ranges are shown in Table
4.4, the central density ρ0 parameter steps are spaced so that the resultant NH
is still logarithmically spaced.
Parameter Start End Steps
θ 0 π 21
Γ 1.4 3.0 17
ρ0 (cm−3) 1.0× 104 1.0× 106 20
Table 4.4: Parameter ranges for Gaussian density table model.
4.2 Data Choice and Analysis
The data used needed to have good statistics in order to perform an accurate
fitting. There was also a need to have broadband data. In order to constrain
the photon index, data above ≈ 20 keV was required. To that end, there were
3 primary data sets used for the spectral fitting: A Chandra observation from
2000, an XMM-Newton observation from 2004 and for the high energy data,
an INTEGRAL observation from 2004. The data was provided by colleagues
in France, thus data reduction was not performed by the author. However, a
short summary of the data will be given here and sources provided for a detailed
description of the data reduction.
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4.2.1 Chandra
For the Chandra data see Walls et al. (2016), where the following description is
given.
"Sgr B2 was observed by Chandra for 100 ks in July 2000 when it was
very bright. We have analysed the corresponding dataset (ObsID 944)
using ciao v 4.3. Event lists were cleaned for high background periods
yielding effective exposures of respectively 97 ks.
Images were extracted in the energy ranges 3-6 keV and 6.3-5.6 keV,
which contains most of the 6.4 keV Fe Kα line. To produce point
source free diffuse emission maps, we performed source detection in
the 3-6 keV energy range using the wavdetect task and removed the
regions surrounding the source and filled the hole using the count rate
estimated locally taking into account Poisson random fluctuations with
the task dmfilth. Exposure maps were then produced in each energy
interval assuming an absorbed power law spectral shape to weight the
different energy contributions to the total exposure. We used the ab-
sorption to the Galactic centre (NH = 7 × 1022cm−2) and a power
law index of 2. The background was estimated using blank field data
provided in the calibration database (CALDB) and normalized to the
images using the high energy count-rate. The point source cleaned
images were then corrected for the background and divided by the cor-
responding exposure. Finally, we smoothed to produce flux images of
the diffuse emission, see Figure 4.1.
We have extracted the spectrum from a region of 3.2 arcmin radius
centred on the peak of the column density at l= 0.66◦ and b= -0.03◦.
Spectral extraction and instrument responses were generated using the
specextract task. Because of the intensity of the local astrophysical
background and its variations in the field of view, we used blank sky
observations provided by the CXC to estimate the background contri-
bution in each region."
Figure 4.1 shows the core of Sgr B2 in 6.4 keV iron line emission. The extrac-
tion region used for the Chandra and XMM-Newton data is shown as the white
circle.
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Figure 4.1: 6.4 keV line flux image obtained with Chandra in 2000. The bright
core of Sgr B2 in the centre, surrounded by more diffuse emission. The Chandra
and XMM-Newton spectra have been extracted from a region (white circle) of
3.2′ radius centred on the core of Sgr B2. From Walls et al. (2016).
4.2.2 XMM-Newton
For the XMM-Newton data again see (Walls et al., 2016), where the following
description is given.
"We analyzed the XMM-Newton data taken in September 2004 dur-
ing a dedicated 50 ks exposure of the Sgr B2 molecular cloud (ObsID
0203930101). Because of significant contamination by flare events we
did not use the EPIC/PN data. After cleaning the high background
time intervals, the resulting exposure time with the EPIC/MOS cam-
eras is 40 ks. We extracted the spectra from the EPIC/MOS instru-
ments using the Extended Source Analysis Software (ESAS) (Snowden
et al., 2008) distributed with version 12.0.1 of the XMM-Newton Sci-
ence Analysis Software."
We produced calibrated and filtered event files with the tasks emchain
and mos-filter, in order to exclude the time intervals affected by soft
proton contamination. The spectra were extracted from the same re-
gion as the Chandra using the ESAS mos-spectra scripts and were
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re-binned to have at least 30 counts in each bin to apply chi-square
statistics. The background was obtained from the filter wheel closed
archival observations provided within the ESAS database. It provides
an estimate of the quiescent component of the EPIC internal particle
background.
The spectral extraction region radius of 3.2 arcmin (7.5 pc at GC distance)
was chosen because it provides a full coverage of the cloud with 99% of the mass
enclosed, according to the density profile obtained by Protheroe et al. (2008). It
was also chosen to provide a relatively good match with the INTEGRAL IBIS/Is-
gri PSF (12′ FHWM) and to ensure a stable comparison between the soft and
hard X-ray datasets (Walls et al., 2016).
4.2.3 INTEGRAL
Finally, for the INTEGRAL data please see Terrier et al. (2010). They cover
observations taken during the years 2003 and 2004, roughly contemporaneous
with the XMM-Newton data. This paper contains details on data treatment,
calibration and spectrum extraction. The INTEGRAL source was found perfectly
coincident with the Sgr B2 core region visible in Figure 4.1. The X-ray emission
and the hard X-ray spectrum seen with INTEGRAL are therefore almost certainly




Chapter 2 described the Monte Carlo code created for this project. Section 4.1
described the Xspec fitting process. Section 4.2 presented the observational data
that will be used in the fitting process. In the forthcoming chapter, the results
of fitting the Xspec table models to the observational data will be presented,
beginning with individual fits of the data, followed by the simultaneous fits of the
data as presented in Walls et al. (2016).
5.1 Specifics of Sgr B2 as Related to Data Fitting
The code is designed to simulate an isolated externally illuminated molecular
cloud, however in real world situations there are often more factors involved,
and Sgr B2 is not an exception. As briefly mentioned in Chapter 1, there is
significant warm plasma emission from the Galactic centre area (Ryu et al., 2009;
Muno et al., 2004); this emission is seen in the Sgr B2 data. In order to account
for this emission the data must be fit, not just with the table model, but also with
a plasma model. The warm plasma model used is the apec model (Astrophysical
Plasma Emission Code) (Smith et al., 2001) that comes with Xspec. Details of
the apec model can be found in the Xspec manual1.
Thermal emission in the GC is usually described by a double plasma model
with typical temperatures on the order of 1 keV and 7 keV (Koyama et al., 1989;
Tanaka et al., 2000). The origin of the 1 keV plasma is believed to by heating by
supernova in the GC, while the origin of 7 keV plasma remains unknown (Koyama
et al., 2007). There is also a small amount of absorption that takes place along
1https://heasarc.gsfc.nasa.gov/xanadu/xspec/manual/XSmodelApec.html
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the line of sight from Sgr B2 to Earth, this absorption is included via the Xspec
model wabs, information for which can again be found in the Xspec manual1.
Thus, the final model that the data has been fit with is as follows:
wabs(apec+apec+Table_Model)
Unfortunately, the fitting of the data was unable to properly constrain the
plasma temperatures, as a result the plasma temperatures needed to be frozen
at reasonable values. In the central regions of the Galaxy, Muno et al. (2004)
found temperature values of 0.7-0.9 keV for the cool component and 6-8 keV for
the hot. Numerous studies with Suzaku have shown the soft plasma to have
roughly a temperature of 1 keV in many regions in the CMZ (Nobukawa et al.,
2008; Mori et al., 2008), while Koyama et al. (2007) found that the hot plasma
is well described by a plasma with temperature 6.5 keV and solar metallicity.
In the Sgr B2 region, Ryu et al. (2009) performed a fitting with a 3 apec warm
plasma model. The first of these models only contributes below 2 keV and is
thought to be local. This energy range was excluded from the fitting and thus
this contribution is neglected. The second, the soft plasma temperature, was
fitted and they found kT = 0.7 keV. The third, the hot plasma temperature
was fixed at 6.5 keV. For this project the fitting follows the same approach as
Ryu et al. (2009), but with the soft component temperature fixed to 1 keV as a
compromise. Note that taking into account the absorption to the GC the main
effect of a change of 0.7 - 1 keV above 2 keV is mainly in the relative intensities
of the plasma lines. Thus, the plasma temperatures of the apec models are frozen
at 1 keV and 6.5 keV respectively. All errors included in the following results are
calculated by Xspec and represent a 90% confidence value. The method of their





The data being used, as covered in Chapter 4, can be fit with the table models in
Xspec either individually, or simultaneously. Fitting the data individually does
not provide as good a constraint on the relative parameters as a simultaneous
fitting, but it is useful in gauging the accuracy of the simultaneous fit. Thus, the
results of the individual fits are covered in this section.
5.2.1 Chandra Fits
The Chandra data (Section 4.2.1) was fit with both the uniform density and the
Gaussian density table models, using the energy range 2 - 7.5 keV.
5.2.1.1 Chandra Uniform Density Fit
The first presented fitting is the Chandra data fit with just the table model, no
plasma models have been included. The χ2red = 1.03 of the fit is actually very
good, but the parameters become very poorly constrained. However, the absolute

















































Figure 5.1: Best uniform density fit to Chandra data, without the double
plasma model.
For example, Figure 5.1 shows the Chandra data fit with just the uniform
density table model, compared to Figure 5.2 which shows the full model with
the apec plasma model. Specifically notice the peak at 6.7 keV situated between
the Kα and Kβ emission lines. This peak is the Fe XXV emission mentioned
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in Chapter 1 and is strictly from the plasma emission, specifically the 6.5 keV
plasma. Consequently, although the parameters become less constrained when
using the plasma model, it shows that it is needed nevertheless, particularly
















































Figure 5.2: Best uniform density fit to Chandra data.
The results of the full uniform density model fit to the Chandra data can be
seen in Figure 5.2 and Table 5.1. While the errors are quite high, which speaks
to the parameters being poorly constrained, the χ2red = 1.04 can be interpreted
as a sign that the data is indeed of an X-ray reflection spectra with a Compton
thick NH . The error on the photon index appears to be quite low in the negative.
This is a result of the fitting hitting the hard lower limit in the model which is
1.4; in actuality the photon index parameter is not well constrained.
θ NH Γ wabs NH kT 1 & 2 χ2(dof)







−1.5 1 & 6.5 365 (352)




5.2.1.2 Chandra Gaussian Density Fit
The Gaussian model fit can be seen in Figure 5.3 and Table 5.2. The same
effect from Section 5.2.1.1 is also apparent with the Gaussian fitting, where the

















































Figure 5.3: Best Gaussian density fit to the Chandra data.
The Gaussian fit in general is slightly worse than the uniform, but the χ2red =
1.07 is still very good, and the density parameter fits quite well. However, the
angle parameter is poorly constrained and the photon index is still hitting the
hard lower limit implying the data is completely insensitive to the photon index
parameter. A photon index this low cannot be discounted from this fitting alone,
that said, it is not a reasonable value based on previous estimates (see Chapter
6).
θ ρ0 Γ wabs NH kT 1 & 2 χ2(dof)




+0.13 5.78+1.6−0.78 1 & 6.5 378 (352)





The XMM-Newton fitting is done in the energy range 2 - 9 keV. There are two
actual data sets that are used as one; they are the data from both MOS cameras
on XMM-Newton. As stated in Section 4.2.2, the PN data is not included due to
significant contamination from flaring events. The XMM-Newton fit, in contrast
to the Chandra fit, improves with the addition of the plasma emission and so
a comparison between plasma and non-plasma fittings will not be shown in this
section as before.
5.2.2.1 XMM-Newton Uniform Density Fit
The XMM-Newton uniform density fit is shown in Figure 5.4 & Table 5.3. The
fit quality χ2red = 1.01 is good, and the parameters are better constrained than in
the Chandra fit. Although the photon index parameter appears to be reasonably
constrained by the model, it is clear by the fact it keeps hitting the hard lower
limit, that this low energy data is not capable of discerning the photon index by
itself. For this reason, high energy INTEGRAL data is also used. The fit being

















































Figure 5.4: Best uniform density fit to the XMM-Newton data.
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θ NH Γ wabs NH kT 1 & 2 χ2(dof)







−0.74 1 & 6.5 688 (676)
Table 5.3: Best fit parameters for uniform density table model to XMM-Newton
data.
5.2.2.2 XMM-Newton Gaussian Density Fit
The XMM-Newton Gaussian fit is shown in Figure 5.5 & Table 5.4 and it is, as
















































Figure 5.5: Best Gaussian density fit to XMM-Newton data.
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θ ρ0 Γ wabs NH kT 1 & 2 χ2(dof)







−0.88 1 & 6.5 706 (676)
Table 5.4: Best fit parameters for Gaussian density table model to
XMM-Newton data.
5.2.3 INTEGRAL Fits
The low energy spectrum is not able to constrain the photon index parameter very
well, but the high energy can potentially be used to constrain this parameter. The
INTEGRAL data was fit in the energy range 20.0 - 70.0 keV. These INTEGRAL
fits are very poor in general. As shown in Chapter 3, the high energy spectrum
does not change much with angle or NH , so this poor fit is to be expected. As
a result, the fitting done for the INTEGRAL data alone has had both angle
and NH frozen to reasonable values with just the photon index left variable.
Unfortunately, even with these parameters frozen, the error calculation by Xspec
is not possible given the very high χ2red > 2.0. Although both the uniform density
and the Gaussian density fits are poor, they present almost identical results.
Again, this is to be expected from Chapter 3. As a result, only the uniform
density fit is presented here and can be seen in Figure 5.6 and Table 5.5.
5.2.3.1 INTEGRAL Uniform Density Fit
θ NH Γ wabs NH kT 1 & 2 χ2(dof)
(1024 cm−2) (1022 cm−2) (keV)
70 2.0 2.25 7 1 & 6.5 12 (4)
Table 5.5: Best fit parameters for uniform density table model to INTEGRAL

















































Figure 5.6: Best uniform density fit to INTEGRAL data.
5.3 Simultaneous Fits
Fitting the data simultaneously provides a far better constraint on the param-
eters. There are specific considerations to be taken into account when fitting
data from different time epochs simultaneously. Generally, they do not affect the
final results, as such the results are presented straight-forwardly here. There are
further discussions on these considerations in Section 6.5.
5.3.1 Uniform Density Fit
The results of the uniform density fit are shown in Figure 5.7 and Table 5.6. As
expected, all of the parameters are better constrained than in the individual fits.
Most importantly, the photon index is not only well constrained but has a far
more reasonable value. The fit quality is good χ2red = 1.18. Contour plots of this
fit can be seen in Appendix A.1.
θ NH Γ wabs NH kT 1 & 2 χ2(dof)







−0.89 1 & 6.5 731 (618)



















































Figure 5.7: Best simultaneous fit with the uniform density table model.
5.3.2 Gaussian Density Fit
The results of the Gaussian density fit are shown in Figure 5.8 and Table 5.7. The
central density parameter is given in terms of NH (cloud radius 12pc, standard
















































Figure 5.8: Best simultaneous fit with the Gaussian density table model.
The fit is not as good as the uniform density fit, χ2red = 1.33. While still
borderline acceptable, it is slightly high given the number of degrees of freedom.
The parameters are also slightly less constrained than in the uniform density fit.
Contour plots of this fit can be seen in Appendix A.2.
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θ NH Γ wabs NH kT 1 & 2 χ2(dof)







−0.84 1 & 6.5 820 (618)
Table 5.7: Best simultaneous fit for the Gaussian density table model.
5.4 Luminosity
The observed flux and the luminosity incident on Sgr B2, as derived from the
results presented in Section 5.3, can be seen in tables 5.8 and 5.9. The method of
luminosity calculation is presented in Section 5.4.1. As discussed in Section 3.7,
the time dependence makes it impossible to fit or to make use of normalisation
values for energies above 10 keV. For this reason, flux and luminosity calculations
are only carried out in the energy range 2 - 10 keV.








Table 5.8: Fluxes and associated luminosities for Chandra and XMM-Newton
data, obtained from the uniform density fit.








Table 5.9: Fluxes and associated luminosities for Chandra and XMM-Newton




The incident luminosity was calculated by the following method. From the output
of the code, there are two important values: the total flux into the cloud and the
total flux observed out of the cloud in a particular energy range. These are Fin
and Fout respectively. With their respective physical representations being that
flux from Sgr A* which impacts Sgr B2, and that flux which is emitted from Sgr
B2 and observed.
From Xspec, there is the flux in units of (erg/cm2/s), which is FXspec. From
the values of Fin and Fout, the Cloud Ratio can be calculated. The Cloud Ratio






Also needed is the Xspec Factor, which is given by equation (5.2).
XF = SC × (DR
DC
)2, (5.2)
where SC = π × R2 is the surface area of the observer, with R the radius
of the observer in the code. DR and DC are respectively the distance from the
cloud to the observer in reality and in the code. The Xspec Factor gives the
relationship between the Xspec flux FXspec in (erg/cm2/s) and the total flux
leaving the cloud in the direction of the observer in (erg/s). The Xspec Factor
is then used as per equation (5.3).
Fo = FXspec ×XF, (5.3)
where Fo is the total flux leaving the cloud in the direction of the observer.
Then to be calculated is that flux which entered the cloud; this is related to Fo
by the Cloud Ratio and so is given by equation (5.4).
FReal = Fo × CR, (5.4)
where FReal is the real flux into the cloud. This flux is then converted to the















where RC is the radius of the cloud.
5.5 Errors
There are several ways in which errors can crop up in this kind of fitting. The
first is errors inherent in the Monte Carlo approach; which are covered in Section
5.5.1. The second is statistical errors in the fitting procedure, which are the errors
Xspec calculates; they are covered in Section 5.5.2. Finally, the third are errors
that can be introduced by the human element doing the fitting. These errors are
not possible to quantify, but can lead to incorrect results. This topic is briefly
covered in Section 5.5.3.
5.5.1 Monte Carlo
Monte Carlo calculations of this sort are a Poisson process. Sampling of the sort
discussed in Chapter 2 will be free of errors assuming it is being sampled in high
enough numbers, and the PRNG being utilized is sufficiently random. However,
the binning of photons is different. Just as in a CCD, binned photons will follow
a Poisson distribution when dealing with low counts, and as per the central limit
theorem, a Normal Distribution when dealing with high counts. The error in each





where F is flux and Ni is the number of photons in the bin. For the most
part, this error is insignificant. As counts start to get low the error can become
significant, for example, a particular reflected spectra may have only 8 counts
in the low energy heavily absorbed region around 1-2 keV. This is an error of
2.8, which is far from insignificant. However, not only do counts this low occur
extremely infrequently (in fact only in the 0 degree case, see Chapter 3), but the
effect on the fitting process is negligible, as relative to the shape and normalisation
of the total spectra, it is entirely insignificant.
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5.5.1.1 Pseudo Random Number Generators
As already mentioned in Section 2.2.1.1, there are many available algorithms to
produce pseudo random numbers (prng). The original idea was to use the c++11
implementation of a Mersenne twister algorithm, which is a very advanced prng
and would be more than adequate for this project. However, the HPC (High
Performance Computer) being used in Ichec was unable to compile c++11 code,
thus with the possible exception of implementing my own algorithm or using an
external library, I was forced to use the old C rand() function. Unfortunately,
the C rand() function is known to be one of the weaker prngs available in C++.
However, given the extremely large number of photons being simulated, it is
unlikely that using rand() would be a problem. In order to ensure this is the case,
the code output produced by both prng’s was compared for a number of different
input parameters, and with total photons counts reduced from the standard (109)
by a factor of 100 to account for low count, noisy situations. There were no
statistically relevant differences between the outputs of the code in any case.
Thus, the rand() function was deemed to be adequate for this project.
5.5.2 Xspec Error Calculation
As already discussed in Section 4.1.1, errors in Xspec are calculated by a rel-
atively straightforward method. When the error for a particular parameter is
requested, Xspec will vary the parameter (other non-frozen parameters are also
allowed to vary) within its given hard limits until the value of the fit statistic
(in the case of this project, the χ2 value) is equal to the value of the best fit
statistic last determined by a regular fitting, plus the delta fit statistic. The delta
fit statistic is kept within an absolute tolerance value, which for this project is
kept at its default value of 0.01. delta fit statistic values were shown in Table 4.1.
All the results presented so have used the default confidence level of 90%.
5.5.3 Human Error
As was mentioned a few times throughout Chapter 5, although a fitting can show
what on the surface seems to be a very good result (as in a χ2red that is very close
to unity) the reality is not always so. The two main examples from the fitting
performed in this project are as follows.
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In Section 5.2.1.1 where the individual Chandra data fits are presented, the
fitting performed without the addition of the plasma model was on the surface a
very good fit (well constrained parameters and χ2red very close to unity). However,
when the spectrum of the data was looked at closely, it was apparent that the
plasma emission was significant and could not be excluded, particularly because
its addition did change the results.
The second example was when fitting just the low energy data (Sections 5.2.1.1
- 5.2.2.2) the photon index parameter appeared to be well constrained and the
χ2red was good. However, the fact that the fitting was stuck to the hard lower
limit of the parameter, combined with the value of 1.4, which is at odds with the
literature (Terrier et al., 2010; Ponti et al., 2013), meant that in actuality the
fitting was not correctly finding the photon index parameter. The later addition
of the higher energy INTEGRAL data solved this problem.
These two examples demonstrate how fitting of the type performed in this
project is not necessarily an exact science and much can be left up to the judge-
ment of the person performing the fitting. The conclusion being that scientific
judgement is just as important in interpreting the fitting results as the fit statis-
tics. Indeed, as the number of degrees of freedom goes up in any particular fitting,
it is important to ensure the fitting procedure is not stuck in a local minimum,




In this section, the results obtained will be discussed and compared to those
results from the literature, which are relevant. There are several further points
that also require mention and will be discussed in this section. They are in order:
the iron abundance, the density profile, and the impact of the time dependence.
6.1 Summary of Results
The individual fits, although useful in broadly constraining the parameters, are
not as accurate as the simultaneous fits, in particular not constraining the pho-
ton index parameter very well. The simultaneous fit contains a lot more data
points for model fitting and so provides a far better constraint on the interested
parameters. For this reason the simultaneous fit results are considered to be the
better results and only they will be discussed further. The results obtained are
as follows.
For the uniform density, the fit quality is quite good with a χ2red = 1.18 (618).
Sgr B2 is found to have a Compton thick dense core with a hydrogen column
density NH = 2.13
+0.28
−0.35 × 1024 cm−2. The photon index of the incident spectrum
was found to be Γ = 2.16+0.12−0.16. The fitted angular position was θ = 64
+8
−7 degrees,
which implies a distance from Sgr A⋆ to Sgr B2 of 111+8−6 pc, assuming a projected
distance of 100 pc. Taking a distance to Earth of 8.4 kpc, this allows an accurate
estimation of the incident luminosity for both the Chandra data from 2000 and the
XMM-Newton data from 2004. The Chandra data giving an incident luminosity
of L2−10 = 1.57 × 1039 erg/s and the XMM-Newton data giving an incident
luminosity L2−10 = 1.13× 1039 erg/s (see tables 5.6 & 5.8).
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As mentioned in Chapter 5, the Gaussian fit parameters were obtained from
Protheroe et al. (2008). They were a cloud radius of 12 pc and a standard
deviation σ = 2.75 pc, with a step size κ = 1.2 pc. The fit quality is still borderline
acceptable, but not as good as the uniform density fit, having a χ2red = 1.33 (618).
The fitted hydrogen column density is found to be NH = 2.5
+0.43
−0.66 × 1024 cm−2
and the photon index is found to be Γ = 1.83+0.06−0.11. For the positioning, the fitted
angular position θ = 89+10−11 degrees implies that Sgr B2 lies approximately at its
projected distance from Sgr A⋆ of 100+2−2 pc. For the luminosity, the Chandra
data gives L2−10 = 2.03 × 1039 erg/s. The XMM-Newton data gives L2−10 =
1.48× 1039 erg/s (see tables 5.7 & 5.9). A point of particular note is that in both
fits the hard X-ray data is fundamental in properly constraining the spectral
index. Conversely, it does increase the chi-square value of the fits.
6.2 Literature Comparison
There have been several attempts to constrain the parameters of Sgr B2 under-
taken in the literature previously. They were discussed in Chapter 1 and will
be reiterated in this section, with the results obtained from this work discussed
in the context of the literature. The column density predicted by both models
(NHc = 2.13 × 1024 cm−2) and (NHG = 2.5 × 1024 cm−2) respectively, is higher
than those that have been obtained with previous X-ray observations, where the
value usually obtained is on the order of 1023 cm−2 (Terrier et al., 2010; Capelli
et al., 2012; Zhang et al., 2015). This lower estimation is most likely due to the
improper XRN models used by this earlier work. However, it is in good agree-
ment with radio observations, for example Protheroe et al. (2008); Jones et al.
(2011), who also give hydrogen column densities on the order of 1024 cm−2. The
wabs column density, as mentioned before, represents the column density along
the line of sight between Sgr B2 and Earth. This column density is a factor of
about 30 - 40 times lower than the column density of the cloud, representing
less than 3% of the total column density encountered by the emission. Thus, is
not thought to contribute significantly to the final observed spectrum. However,
it is also in agreement with values given in the literature (Zhang et al., 2015;





−0.11 (depending on the density distribution) is in good agreement with
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the literature, for example; 1.9 (Revnivtsev et al., 2004), 2.0 (Terrier et al., 2010),
2.5 (Nobukawa et al., 2011), and 2.0 (Zhang et al., 2015).
The fitted angular position is the most varied between the different density
distribution fits, perhaps not surprisingly given that it is the least constrained
parameter in the fits. However, it does present the question of which result to
trust, this issue is discussed further in Section 6.4. The fitted position for the
uniform fit of ≈ 64◦ is in nominal agreement with some previous estimates, but
not others. The VLBI parallax measurements made by Reid et al. (2009), placed
Sgr B2 (assuming it is on a nearly circular Galactic orbit) ≈ 130 pc closer to us
than Sgr A*, which equates to an angular position of ≈ 37◦. Although they are in
agreement that Sgr B2 lies on the near side of Sgr A*, they cannot be said to be in
agreement with the results presented in this thesis. Their measurement, however,
is dependent on a precise knowledge of the exact distance to Sgr A* itself, which
they take to be 8 kpc. However, this distance to Sgr A* is far from certain, with
estimates ranging from 7.2 kpc (Bica et al., 2006) to 8.7 kpc (Vanhollebeke et al.,
2009). Conversely, the measurements presented here have no such requirement.
The orbital motion model of Kruijssen et al. (2015) gives a Sgr B2 distance of
≈ 38 parsecs closer to Earth than Sgr A*, which is in nominal agreement with
the 48+2−1 pc that the uniform density fit gives. Unfortunately, they do not give
error estimations for this value, thus whether the two results are within error of
each other is unknown. Ryu et al. (2009) used partial covering of the plasma
emission in the CMZ to try to place various MC’s along the line of sight, they
also found Sgr B2 to be on the near side of Sgr A*. While they do not give exact
values, from a cursory look at Figure 7 from Ryu et al. (2009), the position of Sgr
B2 does appear to be in nominal agreement with that presented here. Finally,
Odaka et al. (2011) also provisionally suggested Sgr B2 is located on the near
side, though they did not perform data fitting.
The fitted angular position for the Gaussian distribution is θ = 89+10−11 degrees,
which places Sgr B2 in line with Sgr A*, neither on the near or far side. No similar
work in the literature has placed Sgr B2 in this position. Molinari et al. (2011)
used Herschel Infrared observations and a simple twisted ellipse model, and found
Sgr B2 to be located far behind Sgr A*. However, their work was subject to a
now disproved (Kruijssen et al., 2015) assumption of circular motion.
Given the close values of the NH between the uniform and Gaussian models,
it is not surprising that they give very similar incident luminosity results. The
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estimated incident luminosity on the order 1039 erg/s is in good agreement with
the literature. Terrier et al. (2010) gave an incident luminosity of L1−100 =
1.5− 5× 1039 erg/s, which is in good agreement with the results presented here.
However, they used the Reid et al. (2009) parallax measurements for their Sgr A*
- Sgr B2 distance, which might explain their maximum going 50% higher than
these results, given the extra distance. They also operated under the assumption
of a lower NH , which would explain the lower L2−10 luminosity. Zhang et al.
(2015) gave a luminosity of L1−100 = 0.7 × 1039 erg/s which is again a lower
L2−10, but is again explained by the lower NH used, on the order of 1023 cm−2.
6.3 Iron Abundance
A comparison of the Monte Carlo code output for different iron abundances was
presented in Section 3.6. It is of note that the table models do not allow iron
abundance as either a free or frozen parameter. With regard to the abundance of
Sgr B2, many authors give an iron abundance greater than solar, for example the
most recent measurement by Terrier et al. (2010) gave a value of ≈ 1.3 times solar,
while earlier results from Murakami et al. (2001) & Revnivtsev et al. (2004) gave
≈ 1.9 times solar. Although the results presented in Chapter 5 did not include
changing iron abundance results, several table models for fitting were created
with different iron abundances. For example, a 1.9 times solar iron abundance
uniform density table model was fit to the data.
Although the fit of this model is technically inferior, χ2red = 1.33 (618) com-
pared to χ2red = 1.18 (618) of the solar abundance model, it does better reproduce
relative flux of the iron line. This does suggest the abundance is higher than solar
levels and the fitted parameters were found to be quite similar, which is not sur-
prising given the small differences in low energy continuum, as shown by Figure
3.17. However, those small differences in low energy flux do lead to the calculated
incident luminosity L2−10 increasing by ≈ 8%. After considering several factors,
namely: the similar parameters, the fact that at higher iron abundances most
changes in the continuum come at energies higher than 7 keV, the fact that a
proper equivalent width analysis is not within the scope of this project, the un-
certain nature of the iron abundance value, the worse fit, and the desire to keep
the number of fitting parameters as low as possible, it was decided to leave all
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abundances at solar levels. However, the question of iron abundance does remain
open, especially with regard to the incident luminosity.
6.4 Density Profile Determination
The results presented thus far have not differentiated between density profiles.
Figure 3.14 from Section 3.5 shows the changes in output spectra with changing
density profiles for a sphere of constant mass. The differences are quite small;
only the e−r has a discrepancy that is noticeably significant. In fact, it is unlikely
that current X-ray data is capable of determining the density profiles of MCs
by this method alone. Consequently, the density profile is not a free parameter
within the table models. Additionally, the low energy (1 - 10 keV) part of the
spectrum is more sensitive to changes in density profile than the high energy
(> 10 keV), given good quality data it may be possible to use this method to
determine the density profile.
With regard to Sgr B2 specifically, the actual density profile is most certainly
not uniform, as shown by multiple authors (Etxaluze et al., 2013; Jones et al.,
2011; Protheroe et al., 2008). As mentioned previously, the Sgr B2 data was fit
with a Gaussian density table model based on the parameters found by Protheroe
et al. (2008). Both the uniform density and the Gaussian density fit the data
reasonably well. Importantly, they predict similar parameters. However, the
uniform density fit is technically superior with a χ2red = 1.18 (618) as opposed
to χ2red = 1.33 (618) for the Gaussian. This inferior Gaussian fit is perhaps due
to the small centralized nature of the observations, which preclude treating the
observation as that of a cloud with a Gaussian distribution, given the large size of
the cloud. The observations used are primarily of the dense central core of Sgr B2,
whilst the Gaussian Model was for a far larger cloud. Indeed, it is possible that
the dense core of Sgr B2 is so compact (R ≈ 2 pc), that the uniform density model
is more than adequately reproducing its output spectrum. However, as a result of
a combination of several points: the knowledge that Sgr B2 likely has a Gaussian
density distribution, the small observation size, the fact that the uniform density
fit is a superior fit, and that the fitted parameters are quite similar, it was decided
not to try to distinguish between the results, either in Walls et al. (2016) or here.
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6.5 Impact of Time Dependance
As discussed in Section 3.7 there remains a significant open question around
the time dependence effects. The model presented here does not include timing
information. All the photons are treated as entering the cloud at the same time
and leaving it at the same time. Given how how large a divergence this is from
reality, the question is far from insignificant. The effects in general are shown in
Section 3.7.
However, the discussion presented here is with regard to the Sgr B2 fitting
in particular. Primarily, more recent observations (such as NuSTAR) of Sgr B2
could not be used directly with this model since it assumes the cloud is at, or
close to, full illumination, that is to say the cloud is currently being illuminated
by the incident flare. The hard X-ray flux has decreased by 40% from 2003 to
2010 as shown by Terrier et al. (2010), with a time constant consistent with the
light crossing time of the cloud. This linear decrease in flux is, given the cloud
optical thickness, mostly likely due to multiply scattered photons that are still
within the cloud. Sunyaev and Churazov (1998) showed how multiple scattering
can cause photons to be observed long after the incident flare has passed through
the cloud, on the order of the light crossing time of the cloud. From the 2003 -
2010 observations by Terrier et al. (2010), it is clear that the main illuminating
front has already started to leave the cloud. The relative brightness of the densest
cores observed by NuSTAR in hard X-rays (Zhang et al., 2015) also supports this.
Therefore, modelling the output spectra at later times would require properly
taking into account the time dependent effects. However, for the time interval
between the observations used in this project, namely 2000 - 2004, there is not
expected to be any significant change in spectral shape. Figure 6.1 shows the
light curves of observed photons in the 1-5 keV, 5-15 keV and the 15-50 keV
energy ranges for a Compton thick (NH = 4 × 1024 cm−2) cloud for various line
of sight positions. Importantly, in Figure 6.1 a), the low energy light curve, there
is an extremely rapid decay in soft X-ray flux after the cessation of the incident
flare. In fact, this decay rate is best described by a power law, particularly in
the first 20 months. Given the low characteristic time scale in the low energy,
the observed time behaviour is likely close to that of the illuminating source. As
there is an order of magnitude decay in the first year after flare cessation and
there is a rather marginal flux variation observed in 2004 compared to 2000, it
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can be inferred that the illuminating flare lasted at least 4 years or close to it. In
this case the spectral shape will not change between observations, assuming the
incident spectrum remains the same.
An interesting observation in the higher energy light curves, especially the
15-50 keV case, is the rapid and large flux increase in the low angle case around
200 months, that quickly falls off to join the other angular cases, which are simply
emitting multiply scattered photons. These flux increases are coincident exactly
with the light crossing time of the cloud and represent the light front leaving the
cloud. As this is only visible in the low angle case, and would surely be detectable,
it could be a useful sign in determining if a cloud has a low angular position on
the line of sight.
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Figure 6.1: Light curves of output flux from a Compton thick uniform density




Conclusions and Future Prospects
The study of the Galactic centre is an ongoing and important pursuit in the
field of modern astrophysics, especially in the domain of X-rays, which have only
become a useful scientific tool in the past few decades. In particular, the study
of the supermassive black hole at the centre of the Galaxy, known as Sgr A*,
is an exciting area, especially because Sgr A* is an unusual supermassive black
hole. It is quite dim, and probing its far and recent past is an area of ongoing
study. One of the most investigated questions currently is, whether Sgr A* was
a far more active emitter in the recent past. The main reason for believing it
was more active, comes in the form of reflected X-rays from the giant molecular
clouds in the Galactic centre region. However, a main point of uncertainty in
analysing this reflected emission is that the three dimensional positions of these
giant molecular clouds remains largely unknown.
In this PhD thesis I have attempted to solve this problem via X-ray reflection
simulations and I have presented a new Monte Carlo code for simulating X-
ray reflection spectra from molecular clouds. The code is capable of modelling
clouds of varying density distributions and of varying geometries. I have shown
how different input parameters will result in highly divergent output spectra and
provide an analysis of the processes behind these changes. Using Chandra, XMM-
Newton and INTEGRAL observations, several parameters of the giant molecular
cloud Sgr B2 were constrained using Xspec table models. These are the photon
index Γ of the incident spectrum, the luminosity of the illuminating source, the
NH of the reflecting cloud and most importantly the angular position of the cloud
relative to the line of sight. The results of this fitting are summarised succinctly
by Figure 7.1 where the best estimated location of Sgr B2 relative to Sgr A* is
103
shown. There remains a question of uncertainty around the density distribution
of this cloud and for this reason the positions determined by fitting the cloud
with both a uniform and a Gaussian density distribution are shown in Figure 7.1.
These results are in good agreement with similar results from the literature,
and provide the best estimates to date of the Sgr B2 line of sight position and,
by extension, the luminosity of the incident flare from Sgr A*. The ultimate aim
of this work is to facilitate the further analysis of GMCs in the Galactic centre
region as reflectors of previous outbursts or periods of higher activity from Sgr
A*, primarily by knowing the line of sight angular positions of the clouds. The
Xspec table models created by the work presented in this thesis are thus made
freely available to all on the CERN scientific repository Zenodo, available at the
following url http://dx.doi.org/10.5281/zenodo.60229.
What about the future of this line of research? The use of this code is antici-
pated in further work, fitting to other broadband X-ray data (such as NuSTAR)
from various giant molecular clouds in the Galactic centre. Helping to determine
their characteristics, and creating a three dimensional picture of the Galactic
centre, thus offering improved constraints on the time delay and duration of the
illuminating events.
In terms of improving the code, there are two primary areas that certainly
require further work and investigation. The question of the time dependence
is an important one; the code makes certain approximations regarding the time
dependence that diverge from reality and are a possible source of error in the
fittings performed with the code. It is planned that future versions of the code
will be updated to account for this time dependence question. Once the code is
properly taking these time dependence effects into account, it will be possible to
use it with more recent data of Sgr B2 from high resolution instruments such as
NuSTAR. This high quality data will hopefully allow for a determination of the
GMC density distributions and thus provide even better constraints on the line
of sight positions.
The second area, is that of polarisation. The scattering by electrons, as simu-
lated by the code presented in this thesis, will induce a linear polarisation on the
reflected emission. In fact, there is a strong angular dependence on the degree
of polarisation, which is given by doP = (1 − cos(2θ))/(1 + cos(2θ)), where θ is
the angle of scatter (Basko et al., 1974). The polarised light from the molecular
clouds in the Galactic centre will allow an accurate determination of the cloud’s
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line of sight position as shown by (Odaka et al., 2011). When this project orig-
inally started it was planned to include the effect of polarisation in the output,
however time sometimes conspires against us and this was not feasible. Com-
bined with the unfortunate demise of the Astro-H satellite, which was to provide
detailed polarisation maps of the Galactic centre, the community must continue
to wait for these results. That is until the launch of the next X-ray polarimetry
mission, one such mission, XIPE, is currently under assessment at ESA.
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Figure 7.1: Looking down onto the Galactic plane from above. Best fit
estimation for position of Sgr B2 relative to Sgr A*. Position with 90%
confidence for both the Uniform and Gaussian fits shown, as well as the best
estimated position regardless of density distribution.
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A.1 Uniform Density Fit

















































Figure A.1: Contour plot of line of sight angle θ -vs- column density NH .
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Figure A.2: Contour plot of line of sight angle θ -vs- photon index Γ


































Figure A.3: Contour plot of column density NH -vs- photon index Γ
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Figure A.4: Contour plot of line of sight angle θ -vs- column density NH .







































Figure A.5: Contour plot of line of sight angle θ -vs- photon index Γ
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B.1.1 Uniform Density Code
Snippet B.1 shows the Monte Carlo code in its entirety, the uniform density ver-
sion. See Chapter 2 for summary of operation.
#inc lude <cstd i o>
#inc lude <c s td l i b >
#inc lude <cmath>
#inc lude <st r i ng >
#inc lude <fstream >
#inc lude <ctime>
#inc lude <iostream >
#inc lude " xr ay l i b . h"
using namespace std ;
// Constants
// Phys i ca l Constants
const double myPI = atan (1) ∗ 4 . 0 ;
const double twoPI = atan (1) ∗ 8 . 0 ;
const double Plankconst = 6.62606957E−34;
const double Masso f e l e c t ron = 9.10938291E−31; //kg
const double sp e ed o f l i g h t = 299792458; //m/s
const double spe edo f l i gh tkn = 2.99792458 e10 ; //cm/ s
const double parsec = 3.08567758 e18 ; //cm
const double i r onkb ind ing = 7 . 11 4 ; // kev
const double f y i e l d = 0 . 3 4 ; // Iron kalpha f l u o r e s e c e n s e y i e l d
const double e l e c t r o n r ad i u s = 2.8179403267 e−13; // cm
const double e l e c t ron rad iu skn = 2.8179403267 e−15; // m
const double kae = 6 . 3 99 ; // K alpha emiss ion energy kev
const double kbe = 7 . 0 5 ; //K beta emiss ion energy kev
const double kabrat i o = 0 . 1 3 ; // Ratio o f k−alpha to k−beta emiss ion
const double barn = 1E−24; // cm^2
const double kev2 jou l e s = 1.602176E−16;
//Code S p e c i f i c Constants
const double s c a t l im i t = 35 ; //Hard l im i t to number o f s uc c e s s i v e s c a t t e r s
const bool mu l t i p l e s c a t t e r i ng = true ; //Are photons aloud to mult ip ly s c a t t e r up to s c a t t e r
l im i t
const i n t eb in s = 400; //Number o f energy bins
const f l o a t e b i n s f = 400 . 0 ;
const double emin = 1 . 0 ; //keV
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const double emax = 400 . 0 ; //keV
const double binmin = 1 . 0 ; //keV
const double binmax = 400 . 0 ; //keV
const i n t ab ins = 360; //Number o f angular b ins
const double azimin = 0 . 0 ; //Theta bin min
const double azimax = twoPI ; //Theta bin max
const double polarmin = 0 . 0 ; // Polar bin min in c o s i n e
const double polarmax = 2 . 0 ; // Polar bin max in co s i n e
const double c l oudaz i = 0 . 0 ; // 0.610865238 //1.57079633 //2.35619449
const double c l oudpo l ar = (myPI/2 . 0) ;
const double c l oudd i s tance = (25 . 0 ∗parsec ) ; //To cen t r e o f c loud //cm
const double ob s e r ve rd i s t ance = (840 . 0 ∗parsec ) ; //cm
// Funct ions
double randomnum() ; //Return a random number 0<x<1
double photongen ( double alpha ) ; // Generates a photon from power law
i n t f i ndenergyb in ( double photonenergy ) ; // Returns approp r i at e bin o f input energy
double b inenergy ( i n t bin ) ; //Determine energy o f input bin
double r ay l e i gh s c a t an g l e ( double photonenergy ) ; //Return a Rayle igh s c a t t e r i n g angle
double comptonscatangle ( double photonenergy ) ; //Return a Compton s c a t t e r i n g angle
double r ay l e i g h c s ( double pe ) ; // Rayle igh s c a t t e r i n g c ro s s s e c t i on
double comptoncs ( double pe ) ; //Compton s c a t t e r i n g c ro s s s e c t i on
double indycs ( double pe , i n t pos ) ; // Pho t o e l e c t r i c ab sorp t i on c r o s s s e c t i on f o r an element
double t o t a l c s ( double pe ) ; // Total ph o t o e l e c t r i c ab sorp t i on c r o s s s e c t i on
double sphe r ed i s tanc e ou t s i d e ( double px , double py , double pz , double cx , double cy , double cz
, double az i , double polar , double c l oud s i z e ) ; //Ray t race sphere
double sph e r ed i s t an c e i n s i d e ( double px , double py , double pz , double cx , double cy , double cz ,
double az i , double polar , double c l o ud s i z e ) ; //Ray t race sphere
double d i stancebetweentwopoints ( double x1 , double y1 , double z1 , double x2 , double y2 , double
z2 ) ;
double de n s i t y f a c t o r ( double den s i ty ) ; // I ncr e as e den s i ty by smal l f a c t o r
i n t f i n d a z i b in ( double angle , double az imins [ ] , double azimaxs [ ] ) ; // Returns the angle bin
i n t f i ndpo l a rb in ( double angle , double polarmins [ ] , double polarmaxs [ ] ) ; // Returns angle bin
// Cross Sec t i on value hold ing ar rays
double c ros senergy [ 7 5 ] ; // Energies f o r d i f f e r e n t c ro s s s e c t i o n s
double c r o s s v a l ue s [ 1 7 ] [ 7 5 ] ; //Array hold ing var i ou s element c r o s s s e c t i on s ;
double met [ 1 7 ] ; //Array hold ing elemental abundances
s t r i n g c r o s s f i l e s [ 1 9 ] = {" cs3 /H. txt " , " cs3 /He . txt " , " cs3 /C. txt " , " cs3 /N. txt " , " cs3 /O. txt " , " cs3 /Ne
. txt " , " cs3 /Na . txt " , " cs3 /Mg. txt " , " cs3 /Al . txt " , " cs3 / Si . txt " , " cs3 /S . txt " , " cs3 /Cl . txt " , " cs3 /
Ar . txt " , " cs3 /Ca . txt " , " cs3 /Cr . txt " , " cs3 /Fe . txt " , " cs3 /Ni . txt " , " cs3 /abundances . txt " , " cs3 /
energies_1 −600_kev . txt " } ;
// Cal cu l at e Angle Binning l e v e l s
double a z i b inmin l im i t s [ ab ins ] ;
double az i b inmax l im i t s [ ab ins ] ;
double po l arb inmin l im i t s [ ab ins ] ;
double po l arb inmax l im its [ ab ins ] ;
//Max ar rays
double raymaxes [ eb in s ] [ 1 ] ;
double compmaxes [ eb in s ] [ 1 ] ;
// Spectra Array
f l o a t spec t ra [ eb in s ] [ ab ins ] [ ab ins ] ; //Output spectrum
//Number o f misses
i n t m i s s t e s t = 0 ;
i n t main ( i n t argc , char ∗ argv [ ] )
{
// I n t i a l i s e RNG
srand (2658479) ;
// S tar t c l ock
time_t star t , mid , f i n i s h ;
time(& s t a r t ) ;




cout << "Wrong number o f parameters , Exi t ing program .\ nCorrect Entry i s : \ n1 )
I t e r a t i on s , 2)Alpha , 3) Cloud Density , 4) Cloud Diamater ( par sec s ) , 5) Iron abundance as
f a c t o r o f Solar , 6)Output f i l e name . " << endl ;
r e tu rn 0 ;
}
//Command l i n e arguemnts
double i t e r a t i o n s = ato f ( argv [ 1 ] ) ;
double alpha = ato f ( argv [ 2 ] ) ;
double c l oudhdens i ty = at o f ( argv [ 3 ] ) ;
double c louddiameter = at o f ( argv [ 4 ] ) ∗parsec ;
double i ronabundancefac tor = at o f ( argv [ 5 ] ) ;
cout << "Alpha = " << alpha << endl ;
cout << " I t e r a t i o n s = " << i t e r a t i o n s << endl ;
// Cal cu l at e needed va lues
// Cloud column dens i ty
double ncloud = c l oudhdens i ty∗ c louddiameter ;
cout << "Cloud column dens i ty = " << ncloud << endl ;
// Cloud rad iu s
double c l oudrad iu s = ( clouddiameter ) / 2 . 0 ;
cout << "Cloud rad iu s = " << ( c l oudrad iu s / parsec ) << endl ;
// Cloud angular diameter from source
double cloudad = 2 ∗ as i n ( ( c louddiameter ) /(2∗ ( c l oudd i s tance ) ) ) ;
double cloudadovertwo = cloudad / 2 . 0 ;
cout << "Cloud angular diamter = " << cloudad << " Radians & " << ( cloudad∗ (180/myPI) ) <<
" Degrees " << endl ;
// Access and bin abundances & c r o s s s e c t i on s ;
// M e t a l l i c i t i e s
fstream i n f i l e ;
i n f i l e . open ( c r o s s f i l e s [ 1 7 ] . c_str ( ) , i o s : : in ) ;
i n t metplace = 0 ;
f o r ( i n t i = 0 ; i < 34 ; ++i )
{
s t r i n g metinput ;
g e t l i n e ( i n f i l e , metinput ) ;




e l s e
{




i n f i l e . c l o s e ( ) ;
//Energy va lues
i n f i l e . open ( c r o s s f i l e s [ 1 8 ] . c_str ( ) , i o s : : in ) ;
f o r ( i n t i = 0 ; i < 75 ; ++i )
{
i n f i l e >> cros senergy [ i ] ;
}
i n f i l e . c l o s e ( ) ;
// Rai se Iron abundance by user se t amount
cout << " So l ar Fe abundance " << met[15]<< endl ;
met [ 1 5 ] = log10 ( i ronabundancefac tor ∗ pow( 1 0 . 0 , ( met [ 1 5 ] − 12 . 0) ) ) + 1 2 . 0 ;
cout << "Cloud Fe Abundance = " << met [ 1 5 ] << endl ;
// Elemental c r o s s s e c t i o n s
f o r ( i n t i = 0 ; i < 17 ; ++i )
{
i n f i l e . open ( c r o s s f i l e s [ i ] . c_str ( ) , i o s : : in ) ;
f o r ( i n t j = 0 ; j < 75 ; ++j )
{




i n f i l e . c l o s e ( ) ;
}
// Working constan t s
// Iron abundance %
double i r o np e rc en t ag e f a c t o r = 1.0/ pow( (10) , (met [ 0 ] − met [ 1 5 ] ) ) ;
// Speed o f l i g h t by planck constant
double cbyh = sp e e do f l i gh t ∗Plankconst ;
// Planck constant over mass o f e l e c t r on t imes speed o f l i g h t
double homebyc = Plankconst /( Masso f e l e c t ron∗ s pe ed o f l i g h t ) ;
// Factor to add cont r i bu t i on from non−hydrogen atoms
double den fac tor = d en s i t y f a c t o r ( c l oudhdens i ty ) / c l oudhdens i ty ;
cout << "Non−Hydrogen dens i ty f a c t o r = " << den fac tor << endl ;
// Normal i sat ion constant
double norm = (1 . 0 − alpha ) / (pow(emax , 1 . 0 − alpha ) − pow( emin , 1 . 0 − alpha ) ) ;
cout << " Normal i sat ion constant = " << norm << endl ;
// Cal cu l at e Angle Binning l e v e l s
f o r ( i n t i = 0 ; i < abins ; i++)
{
az ib inmin l im i t s [ i ] = ( azimin + ( azimax−azimin ) ∗ i ) / ab ins ;
az i b i nmax l im i t s [ i ] = ( azimin + ( azimax−azimin ) ∗ ( i +1) ) / abins ;
po l arb inmin l im i t s [ i ] = ( ( polarmin + ( polarmax−polarmin )∗ i / ab ins ) − 1) ;
po l arb inmax l imit s [ i ] = ( ( polarmin + ( polarmax−polarmin )∗ ( i +1)/ abins ) − 1) ;
}
// Populate max ar rays f o r r e j e c t i o n sampling
f o r ( i n t i = 0 ; i < eb in s ; ++i )
{
double raymaxvalue = (DCS_Rayl(1 , b inenergy (0) , 0 .00000001) )∗ twoPI∗ s i n (0 . 00000001) ;
double compmaxvalue = (DCS_Compt(1 , b inenergy (0) , 0 .00000001) )∗ twoPI∗ s i n (0 . 00000001) ;
f o r ( i n t j = 1 ; j < 18 1 . 0 ; ++j )
{
double rayvalue = (DCS_Rayl(1 , b inenergy ( i ) , j ∗ (myPI/180 . 0) ) )∗twoPI∗ s i n ( j ∗ (myPI
/180 . 0) ) ;
i f ( rayvalue > raymaxvalue )
{
raymaxvalue = rayvalue ;
}
double compvalue = (DCS_Compt(1 , b inenergy ( i ) , j ∗ (myPI/180 . 0) ) )∗twoPI∗ s i n ( j ∗ (myPI
/180 . 0) ) ;
i f ( compvalue > compmaxvalue )
{
compmaxvalue = compvalue ;
}
}
raymaxes [ i ] [ 0 ] = raymaxvalue ∗ 1 . 0 5 ;
compmaxes [ i ] [ 0 ] = compmaxvalue ∗ 1 . 0 5 ;
}
// I n t i a l i z e a l l va lu es in s p e c t r a l array to 0
f o r ( i n t i = 0 ; i < eb in s ; i++)
{
f o r ( i n t j = 0 ; j < abins ; j++)
{
f o r ( i n t k = 0 ; k < abins ; k++)
{




// Find cloud cen t r e coords
double c l oudcen t r ex = c l oudd i s tance ∗ s i n ( c l oudpo l ar ) ∗ cos ( c l oudaz i ) ;
double c l oudcen t r ey = c l oudd i s tance ∗ s i n ( c l oudpo l ar ) ∗ s i n ( c l oudaz i ) ;
double c l oudcen t r ez = c l oudd i s tance ∗ cos ( c l oudpo l ar ) ;
f o r ( double counter = 0 ; counter < i t e r a t i o n s ; ++counter )
{
// Generate the photon
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double pe = photongen ( alpha ) ; //Photon energy
double scatcount = 0 . 0 ; // Scat t e r counter
bool i n i t t e s t = f a l s e ; //Bool f o r t e s t i n g i f photon i s i n i t i a l
// Set photon po s i t i on to o r i g i n
double photonx = 0 . 0 ;
double photony = 0 . 0 ;
double photonz = 0 . 0 ;
// I s o t r o p i c a l l y r e l e a s e photon in s o l i d angle o f c loud ( ang l e s are in photons frame )
double dpolar = cloudadovertwo ∗randomnum( ) ;
double dazi = twoPI∗randomnum() ;
//Convert dpsi and dtheta in to d i r e c t i o n ve cto r s in abso lu t e frame
double youx = ( s i n ( c l oudpo l ar )∗ cos ( c l oudaz i )∗ cos ( dpolar ) ) + ( s i n ( dpolar )∗ ( cos (
c l oudpo l ar )∗ cos ( dazi )∗ cos ( c l oudaz i ) − s i n ( dazi )∗ s i n ( c l oudaz i ) ) ) ;
double youy = ( s i n ( c l oudpo l ar )∗ s i n ( c l oudaz i )∗ cos ( dpolar ) ) + ( s i n ( dpolar )∗ ( cos (
c l oudpo l ar )∗ cos ( dazi )∗ s i n ( c l oudaz i ) + s in ( dazi )∗ cos ( c l oudaz i ) ) ) ;
double youz = ( cos ( c l oudpo l ar )∗ cos ( dpolar ) ) − ( s i n ( dpolar )∗ s i n ( c l oudpo l ar )∗ cos ( dazi ) )
;
// Cal cu l at e photon d i r e c t i o n ang l e s in abso lu t e frame
double a z i = atan2 ( youy , youx) ;
i f ( a z i < 0 . 0 ) //Account f o r negat i ve output from atan2
{
az i = twoPI + az i ;
}
double po l ar = acos ( youz ) ;
//Find d i s tance to edge o f c loud
double d i s tancetoc l oud f romsource = sphe red i s t anc e ou t s i d e ( photonx , photony , photonz ,
c loudcentrex , c loudcentrey , c l oudcen t r ez , az i , polar , c louddiameter ) ;
// I f photon missed cloud , r e l e a s e new photon




// Set photon po s i t i on to edge o f cloud , adding a smal l amount to account f o r f l o a t i n g
point e r r o r s
photonx = photonx + (100000000000. + d i s tancetoc l oud f romsource ) ∗ s i n ( po l ar ) ∗ cos (
a z i ) ;
photony = photony + (100000000000. + d i s tancetoc l oud f romsource ) ∗ s i n ( po l ar ) ∗ s i n (
a z i ) ;
photonz = photonz + (100000000000. + d i s tancetoc l oud f romsource ) ∗ cos ( po l ar ) ;
f o r ( i n t counter2 = 0 ; counter2 < s c a t l im i t ; counter2++)
{
// Cal cu l at e d i s tance to f a r s i d e o f c loud along photon d i r e c t i o n vector
double d i s t a n c e t o f a r s i d e c l oud = sphe re d i s t an c e i n s i d e ( photonx , photony , photonz ,
c loudcentrex , c loudcentrey , c l oudcen t r ez , az i , polar , c louddiameter ) ;
//Find photon energy in j o u l e s
double pej = kev2 jou l e s ∗pe ;
//Convert energy to wavelength
double wavelength = ( cbyh ) /( pej ) ;
//Determine absorp t i on column dens i ty encountered be for e ab sorp t i on
double nabs = −l og (randomnum() ) /( t o t a l c s ( pe ) ) ; ;
//Find Rayle igh and Compton c r o s s s e c t i on s
double raycs = ra y l e i gh c s ( pe ) ;
double comcs = comptoncs ( pe ) ;
//Determine s c a t t e r i n g column dens i ty encountered be for e s c a t t e r i n g
double nscat = −l og ( randomnum() ) /( raycs + comcs ) ;




double cd toda r s i d eo f c l oud = c l oudhdens i ty∗ den fac tor ∗ d i s t a nc e t o f a r s i d e c l o ud ;
//Test f o r photons f a t e
i f ( ( nabs >= cdtoda r s i d e o f c l oud ) && ( nscat >= cdtoda r s i d e o f c l oud ) )
{
//Photon has escaped , t e s t i f i t s an i n i t i a l photon
i f ( i n i t t e s t )
{
//Bin photon
spect ra [ f i ndenergyb in ( pe ) ] [ f i n d a z i b i n ( az i , az i b i nmin l im i t s , az i b i nmax l im i t s ) ] [




e l s e i f ( nabs <= nscat )
{
//Photon has been absorbed
// Set new photon coords to point o f ab sorp t i on on i n i t i a l photon l i n e
photonx = photonx + ( nabs /( c l oudhdens i ty∗ den fac tor ) ) ∗ s i n ( po l ar ) ∗ cos ( a z i ) ;
photony = photony + ( nabs /( c l oudhdens i ty∗ den fac tor ) ) ∗ s i n ( po l ar ) ∗ s i n ( a z i ) ;
photonz = photonz + ( nabs /( c l oudhdens i ty∗ den fac tor ) ) ∗ cos ( po l ar ) ;
i f ( pe >= i ronkb ind ing)
{
// Introduce the f y i e l d
double i r ona l bedoby f y i e l d = ( ( indycs ( pe , 15) ∗ ( i r onpe r c en ta g e f a c t o r ) ) /(
t o t a l c s ( pe ) ) )∗ f y i e l d ;
i f ( randomnum( ) <= i r ona lbed oby f y i e l d )
{
//Re−emit photon i s o t r o p i c a l l y
po l ar = acos ( ( 2 . 0 ∗randomnum() ) − 1 . 0 ) ;
a z i = twoPI∗randomnum() ;
//Test i f re−emitted photon i s k−alpha or k−beta
i f ( randomnum() <= kabrat i o )
{
pe = kbe ; // Set photon energy to k−beta
}
e l s e
{
pe = kae ; // Set photon energy to k−alpha
}






e l s e
{
//Photon has been s c a t t e r ed
//Stop mu l t i p l e s c a t t e r i n g i f d e s i r ed
scatcount += 1 ;




// Set new photon coords to point o f s c a t t e r
photonx = photonx + ( nscat /( c l oudhdens i ty∗ den fac tor ) ) ∗ s i n ( po l ar ) ∗ cos ( a z i )
;
photony = photony + ( nscat /( c l oudhdens i ty∗ den fac tor ) ) ∗ s i n ( po l ar ) ∗ s i n ( a z i )
;
photonz = photonz + ( nscat /( c l oudhdens i ty∗ den fac tor ) ) ∗ cos ( po l ar ) ;
double po l a r s c a t = 0 . 0 ;
i f ( randomnum( ) <= ( raycs /( raycs + comcs ) ) )
{
//Photon Rayle igh s c a t t e r ed
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po l a r s c a t = ray l e i gh s c a t an g l e ( pe ) ;
}
e l s e
{
//Photon Compton s c a t t e r ed
po l a r s c a t = comptonscatangle ( pe ) ;
//Determine new energy o f the photon
pe = ( ( ( cbyh ) /( ( homebyc) − ( ( homebyc)∗ cos ( p o l a r s c a t ) ) + ( wavelength ) ) )
/ kev2 jou l e s ) ;
}
double a z i s c a t = twoPI∗randomnum( ) ;
//Convert p s i s c a t and the ta s ca t to d i r e c t i o n ve ct or s in abso lu t e frame
youx = ( s i n ( po l ar )∗ cos ( a z i )∗ cos ( po l a r s c a t ) ) + ( s i n ( p o l a r s c a t )∗ ( cos ( po l ar )∗ cos
( a z i s c a t )∗ cos ( a z i ) − s i n ( a z i s c a t )∗ s i n ( a z i ) ) ) ;
youy = ( s i n ( po l ar )∗ s i n ( a z i )∗ cos ( po l a r s c a t ) ) + ( s i n ( p o l a r s c a t )∗ ( cos ( po l ar )∗ cos
( a z i s c a t )∗ s i n ( a z i ) + s in ( a z i s c a t )∗ cos ( a z i ) ) ) ;
youz = ( cos ( po l ar )∗ cos ( po l a r s c a t ) ) − ( s i n ( po l a r s c a t )∗ s i n ( po l ar )∗ cos ( a z i s c a t ) )
;
//Account f o r negat i ve r e s u l t o f atan2
az i = atan2 ( youy , youx ) ;
i f ( a z i < 0 . 0 )
{
a z i = twoPI + az i ;
}
po l ar = acos ( youz ) ;





//Output code run time
time(&mid) ;
cout << "Timemid = " << d i f f t ime (mid , s t a r t ) << " s \n" ;
// Print r e s u l t s to f i l e
s t r i n g o u t f i l e s t a r t = argv [ 6 ] ;
s t r i n g outname = o u t f i l e s t a r t + " . txt " ;
//Write to output f i l e
f stream o u t f i l e ;
o u t f i l e . open ( outname . c_str ( ) , i o s : : out ) ;
f o r ( i n t i = 0 ; i < eb in s ; i++)
{
o u t f i l e << binenergy ( i ) << "\ t " ;
f o r ( i n t j = 0 ; j < abins ; j++)
{
f o r ( i n t k = 0 ; k < abins ; k++)
{
o u t f i l e << (norm∗ ( spec t ra [ i ] [ j ] [ k ] ) ) << "\ t " ;
}
}
o u t f i l e << "\n" ;
}
o u t f i l e . c l o s e ( ) ;
// Cal cu l at e & output miss %
double per = (( double ) mi s s t e s t /( double ) i t e r a t i o n s ) ∗ 100;
cout << "Miss t e s t = " << mi s s t e s t << " as % of t o t a l = " << per << endl ;
// Stop c l ock & output t o t a l e l ap sed time
time(& f i n i s h ) ;
cout << "Time = " << d i f f t im e ( f i n i s h , s t a r t ) << " s " << endl ;
//End execu t i on






re tu rn ( double ) rand ( ) /( double )RAND_MAX;
}
i n t f i n d a z i b in ( double angle , double az imins [ ] , double azimaxs [ ] )
{
f o r ( i n t i = 0 ; i < abins ; i++)
{
i f ( ( angle >= azimins [ i ] ) && ( angle < azimaxs [ i ] ) )
{
r e tu rn i ;
}
}
r e tu rn 0 ;
}
i n t f i ndpo l a rb in ( double angle , double polarmins [ ] , double polarmaxs [ ] )
{
angle = −1.0∗ cos ( angle ) ;
f o r ( i n t i = 0 ; i < abins ; i++)
{
i f ( ( angle >= polarmins [ i ] ) && ( angle <= polarmaxs [ i ] ) )
{ ;
r e tu rn i ;
}
}
r e tu rn 0 ;
}
double photongen ( double alpha )
{
re tu rn ( ( emin ) ∗ pow( ( 1 . 0 + ( ( randomnum() ) ∗ ( pow( (emax/emin ) , (1.0− alpha ) ) − 1 . 0
) ) ) , ( 1 . 0 / (1.0− alpha ) ) ) ) ;
}
i n t f i ndenergyb in ( double photonenergy )
{
i f ( photonenergy < 1 . 0 )
r e tu rn 0 ;
e l s e
r e tu rn in t ( round ( ( eb in s∗ ( log10 ( photonenergy/binmin) / log10 (binmax/binmin) ) ) ) ) ;
}
double b inenergy ( i n t bin )
{
r e tu rn binmin∗pow( ( binmax/binmin) , ( double ( bin ) / eb in s f ) ) ;
}
double indycs ( double pe , i n t e l e )
{
double de l ta ;
double c sva lue = 0 . 0 ;
f o r ( i n t i = 0 ; i < 75 ; ++i )
{




e l s e
{
de l ta = cros senergy [ i ] − c ros senergy [ i −1] ;
c sva lue = ( c r o s s v a l ue s [ e l e ] [ i ] ∗ barn ∗ ( ( pe − c ros senergy [ i −1]) / de l ta ) ) + (








double t o t a l c s ( double pe )
{
double cs = 0 . 0 ;
f o r ( i n t i = 0 ; i < 17 ; ++i )
{
cs += ( indycs ( pe , i ) ∗ ( 1 / pow( (10) , (met [ 0 ] − met [ i ] ) ) ) ) ;
}
r e tu rn cs ;
}
double r ay l e i g h c s ( double pe )
{
s t a t i c double he l i umfactor = (1/pow( (10) , (met [ 0 ] − met [ 1 ] ) ) ) ;
r e tu rn ( ( 4 . 0 ∗CSb_Rayl (1 , pe ) ) + (CSb_Rayl (2 , pe )∗ he l i umfactor ) )∗barn ; //H + He
}
double comptoncs ( double pe )
{
s t a t i c double he l i umfactor = (1/pow( (10) , (met [ 0 ] − met [ 1 ] ) ) ) ;
r e tu rn ( ( 2 . 0 ∗CSb_Compt(1 , pe ) ) + (CSb_Compt(2 , pe )∗ he l i umfactor ) )∗barn ; //H + He
}
double r ay l e i gh s c a t an g l e ( double photonenergy )
{
bool ok = f a l s e ;
double t e s t an g l e ;
whi l e ( ! ok )
{
t e s ta n g l e = myPI∗randomnum() ;
double rayds = ( (DCS_Rayl(1 , photonenergy , t e s t a n g l e )∗ s i n ( t e s t a ng l e ) ) / ( raymaxes [
f i ndenergyb in ( photonenergy ) ] [ 0 ] ) ) ;
i f ( randomnum() <= rayds )
ok = true ;
}
r e tu rn t e s t an g l e ;
}
double comptonscatangle ( double photonenergy )
{
bool ok = f a l s e ;
double t e s t an g l e ;
whi l e ( ! ok )
{
t e s ta n g l e = myPI∗randomnum() ;
double comds = ( (DCS_Compt(1 , photonenergy , t e s t an g l e )∗twoPI∗ s i n ( t e s t an g l e ) ) / (
compmaxes [ f i ndenergyb in ( photonenergy ) ] [ 0 ] ) ) ;
i f ( randomnum() <= comds )
ok = true ;
}
r e tu rn t e s t an g l e ;
}
double d i stancebetweentwopoints ( double x1 , double y1 , double z1 , double x2 , double y2 , double
z2 )
{
r e tu rn sqr t ( ( ( x2−x1 )∗ ( x2−x1 ) )+((y2−y1 )∗ ( y2−y1 ) )+((z2−z1 )∗ ( z2−z1 ) ) ) ;
}
double sphe r ed i s tanc e ou t s i d e ( double px , double py , double pz , double cx , double cy , double cz
, double az i , double polar , double c louddiameter )
{
double t = 0 . 0 , tp = 0 . 0 , tn = 0 . 0 ;
double x2 , y2 , z2 ;
s t a t i c double rad iu s = clouddiameter / 2 . 0 ;
double px2 = px + ( ( ( c louddiameter ) /4 . 0) ∗ s i n ( po l ar )∗ cos ( a z i ) ) ;
double py2 = py + ( ( ( c louddiameter ) /4 . 0) ∗ s i n ( po l ar )∗ s i n ( a z i ) ) ;
double pz2 = pz + ( ( ( c louddiameter ) /4 . 0) ∗ cos ( po l ar ) ) ;
double dx1 = (px2−px ) ;
double dy1 = (py2−py ) ;
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double dz1 = ( pz2−pz ) ;
double dx2 = (px−cx ) ;
double dy2 = (py−cy ) ;
double dz2 = (pz−cz ) ;
double a = ( dx1∗dx1 + dy1∗dy1 + dz1∗dz1 ) ;
double b = 2∗ ( dx1∗dx2 + dy1∗dy2 + dz1∗dz2 ) ;
double c = (( cx∗cx ) + ( cy∗ cy ) + ( cz∗ cz ) + (px∗px ) + (py∗py ) + ( pz∗pz ) − (2∗ ( ( cx∗px )+(cy∗
py )+(cz∗pz ) ) ) ) − ( rad iu s∗ rad iu s ) ;
double d i s c = (( b∗b) − (4∗a∗ c ) ) ;
i f ( d i s c < 0 . 0 )
{
//No I n t e r s e c t i o n
mi s s t e s t += 1;
cout << "Missed " << endl ;
r e tu rn 0 ;
}
e l s e i f ( d i s c == 0 .0 )
{
//Tangent
t = −b/(2 ∗a ) ;
x2 = px + (dx1∗ t ) ;
y2 = py + (dy1∗ t ) ;
z2 = pz + ( dz1∗ t ) ;
r e tu rn sqr t ( ( ( x2−px ) ∗ ( x2−px) ) + ( ( y2−py ) ∗ ( y2−py ) ) + (( z2−pz ) ∗ ( z2−pz ) ) ) ;
}
e l s e i f ( d i s c > 0 . 0 )
{
//Two Points o f i n t e r s e c t i o n
tp = (−b + sqr t ( d i s c ) ) /(2 ∗a ) ;
tn = (−b − s q r t ( d i s c ) ) /(2 ∗a ) ;
// Make sure tp i s smal l e r than tn
i f ( tp > tn )
{
// I f tp i s b i gge r than tn swap them around
double temp = tp ;
tp = tn ;
tn = temp ;
}
// I f tn i s l e s s than zero , the point i s in the ray ’ s negat i ve d i r e c t i o n
i f ( tn < 0)
{
t = tp ;
}
// I f tp i s l e s s than zero , the i n t e r s e c t i o n point i s at tn
i f ( tp < 0)
{
t = tn ;
}
e l s e // Else the i n t e r s e c t i o n point i s at t0
{
t = tp ;
}
x2 = px + (dx1∗ t ) ;
y2 = py + (dy1∗ t ) ;
z2 = pz + ( dz1∗ t ) ;
r e tu rn sqr t ( ( ( x2−px ) ∗ ( x2−px) ) + ( ( y2−py ) ∗ ( y2−py ) ) + (( z2−pz ) ∗ ( z2−pz ) ) ) ;
}
e l s e
{
cout << "Unknown Error" << endl ;





double sph e r ed i s t an c e i n s i d e ( double px , double py , double pz , double cx , double cy , double cz ,
double az i , double polar , double c louddiameter )
{
double t = 0 . 0 , tp = 0 . 0 , tn = 0 . 0 ;
double x2 , y2 , z2 ;
s t a t i c double rad iu s = clouddiameter / 2 . 0 ;
double px2 = px + (( c louddiameter /2 . 0) ∗ s i n ( po l ar )∗ cos ( a z i ) ) ;
double py2 = py + (( c louddiameter /2 . 0) ∗ s i n ( po l ar )∗ s i n ( a z i ) ) ;
double pz2 = pz + (( c louddiameter /2 . 0) ∗ cos ( po l ar ) ) ;
double dx1 = (px2−px ) ;
double dy1 = (py2−py ) ;
double dz1 = ( pz2−pz ) ;
double dx2 = (px−cx ) ;
double dy2 = (py−cy ) ;
double dz2 = (pz−cz ) ;
double a = ( dx1∗dx1 + dy1∗dy1 + dz1∗dz1 ) ;
double b = 2∗ ( dx1∗dx2 + dy1∗dy2 + dz1∗dz2 ) ;
double c = ( cx∗ cx ) + ( cy∗ cy ) + ( cz∗ cz ) + (px∗px ) + (py∗py ) + ( pz∗pz ) − (2∗ ( cx∗px+cy∗py+cz
∗pz ) ) − ( rad iu s∗ rad iu s ) ;
double d i s c = (( b∗b) − (4∗a∗ c ) ) ;
i f ( d i s c < 0 . 0 )
{
//No I n t e r s e c t i o n
re tu rn 0 ;
}
e l s e i f ( d i s c == 0 .0 )
{
//Tangent
t = −b/(2 ∗a ) ;
x2 = px + (dx1∗ t ) ;
y2 = py + (dy1∗ t ) ;
z2 = pz + ( dz1∗ t ) ;
r e tu rn sqr t ( ( ( x2−px ) ∗ ( x2−px) ) + ( ( y2−py ) ∗ ( y2−py ) ) + (( z2−pz ) ∗ ( z2−pz ) ) ) ;
}
e l s e i f ( d i s c > 0 . 0 )
{
//Two po in t s o f i n t e r s e c t i o n
tp = (−b + sqr t ( d i s c ) ) /(2 ∗a ) ;
tn = (−b − s q r t ( d i s c ) ) /(2 ∗a ) ;
// I f tn i s l e s s than zero , the point i s in the ray ’ s negat i ve d i r e c t i o n
i f ( tp < 0 . 0 )
{
t = tn ;
}
e l s e i f ( tn < 0 . 0 )
{
t = tp ;
}
x2 = px + (dx1∗ t ) ;
y2 = py + (dy1∗ t ) ;
z2 = pz + ( dz1∗ t ) ;
r e tu rn sqr t ( ( ( x2−px ) ∗ ( x2−px) ) + ( ( y2−py ) ∗ ( y2−py ) ) + (( z2−pz ) ∗ ( z2−pz ) ) ) ;
}
e l s e
{
cout << "Unknown Error" << endl ;
r e tu rn 0 ;
}
}




double ne = 0 . 0 ;
f o r ( i n t i = 0 ; i < 17 ; i++)
{
ne += pow((10) , (met [ i ]−12) ) ∗ dens i ty ;
}
r e tu rn ne ;
}
Listing B.1: Full Monte Carlo Code - Uniform density
B.1.2 Non-Uniform Density Code
Snippet B.1 shows the Monte Carlo code in its entirety, the variable density
version. See Chapter 2 for summary of operation.
#inc lude <cstd i o>
#inc lude <c s td l i b >
#inc lude <cmath>
#inc lude <st r i ng >
#inc lude <fstream >
#inc lude <ctime>
#inc lude <iostream >
#inc lude " xr ay l i b . h"
using namespace std ;
// Constants
// Phys i ca l Constants
const double myPI = atan (1) ∗ 4 . 0 ;
const double twoPI = atan (1) ∗ 8 . 0 ;
const double Plankconst = 6.62606957E−34;
const double Masso f e l e c t ron = 9.10938291E−31; //kg
const double sp e ed o f l i g h t = 299792458; //m/s
const double spe edo f l i gh tkn = 2.99792458 e10 ; //cm/ s
const double parsec = 3.08567758 e18 ; //cm
const double i r onkb ind ing = 7 . 11 4 ; // kev
const double f y i e l d = 0 . 3 4 ; // Iron kalpha f l u o r e s e c e n s e y i e l d
const double e l e c t r o n r ad i u s = 2.8179403267 e−13; // cm
const double e l e c t ron rad iu skn = 2.8179403267 e−15; // m
const double kae = 6 . 3 99 ; // K alpha emiss ion energy kev
const double kbe = 7 . 0 5 ; //K beta emiss ion energy kev
const double kabrat i o = 0 . 1 3 ; // Ratio o f k−alpha to k−beta emiss ion
const double barn = 1E−24; // cm^2
const double kev2 jou l e s = 1.602176E−16;
//Code S p e c i f i c Constants
const double s c a t l im i t = 35 ; //Hard l im i t to number o f s uc c e s s i v e s c a t t e r s
const bool mu l t i p l e s c a t t e r i ng = true ; //Are photons aloud to mult ip ly s c a t t e r up to s c a t t e r
l im i t
const i n t eb in s = 400; //Number o f energy bins
const f l o a t e b i n s f = 400 . 0 ;
const double emin = 1 . 0 ; //keV
const double emax = 400 . 0 ; //keV
const double binmin = 1 . 0 ; //keV
const double binmax = 400 . 0 ; //keV
const i n t ab ins = 360; //Number o f angular b ins
const double azimin = 0 . 0 ; //Theta bin min
const double azimax = twoPI ; //Theta bin max
const double polarmin = 0 . 0 ; // Polar bin min in c o s i n e
const double polarmax = 2 . 0 ; // Polar bin max in co s i n e
const double c l oudaz i = 0 . 0 ; // 0.610865238 //1.57079633 //2.35619449
const double c l oudpo l ar = (myPI/2 . 0) ;
const double c l oudd i s tance = (25 . 0 ∗parsec ) ; //To cen t r e o f c loud //cm
const double ob s e r ve rd i s t ance = (840 . 0 ∗parsec ) ; //cm
// Gaussian Var i ab l e s
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const double expectedvalue = 0 . 0 ; //Expected value , p o s i t i o n o f peak cen t r e
const double stdev = 2 . 7 5 ; // standard dev i at i on
const double d = 0 ; // Asymptotical value
// Funct ions
double randomnum() ; //Return a random number 0<x<1
double photongen ( double alpha ) ; // Generates a photon from power law
i n t f i ndenergyb in ( double photonenergy ) ; // Returns approp r i at e bin o f input energy
double b inenergy ( i n t bin ) ; //Determine energy o f input bin
double r ay l e i gh s c a t an g l e ( double photonenergy ) ; //Return a Rayle igh s c a t t e r i n g angle
double comptonscatangle ( double photonenergy ) ; //Return a Compton s c a t t e r i n g angle
double r ay l e i g h c s ( double pe ) ; // Rayle igh s c a t t e r i n g c ro s s s e c t i on
double comptoncs ( double pe ) ; //Compton s c a t t e r i n g c ro s s s e c t i on
double indycs ( double pe , i n t pos ) ;
double t o t a l c s ( double pe ) ;
double sphe r ed i s tanc e ou t s i d e ( double px , double py , double pz , double cx , double cy , double cz
, double az i , double polar , double c l oud s i z e ) ; //Ray t race sphere
double sph e r ed i s t an c e i n s i d e ( double px , double py , double pz , double cx , double cy , double cz ,
double az i , double polar , double c l o ud s i z e ) ; //Ray t race sphere
double d i stancebetweentwopoints ( double x1 , double y1 , double z1 , double x2 , double y2 , double
z2 ) ;
double dotproduct ( double x1 , double y1 , double z1 , double x2 , double y2 , double z2 ) ;
double f r s q ( double rad iu s ) ;
double de n s i t y f a c t o r ( double den s i ty ) ;
i n t f i n d a z i b in ( double angle , double az imins [ ] , double azimaxs [ ] ) ; // Returns the angle bin
i n t f i ndpo l a rb in ( double angle , double polarmins [ ] , double polarmaxs [ ] ) ; // Returns angle bin
// Cross Sec t i on value hold ing ar rays
double c ros senergy [ 7 5 ] ; // Energies f o r d i f f e r e n t c ro s s s e c t i o n s
double c r o s s v a l ue s [ 1 7 ] [ 7 5 ] ; //Array hold ing var i ou s element c r o s s s e c t i on s ;
double met [ 1 7 ] ; //Array hold ing elemental abundances
s t r i n g c r o s s f i l e s [ 1 9 ] = {" cs3 /H. txt " , " cs3 /He . txt " , " cs3 /C. txt " , " cs3 /N. txt " , " cs3 /O. txt " , " cs3 /Ne
. txt " , " cs3 /Na . txt " , " cs3 /Mg. txt " , " cs3 /Al . txt " , " cs3 / Si . txt " , " cs3 /S . txt " , " cs3 /Cl . txt " , " cs3 /
Ar . txt " , " cs3 /Ca . txt " , " cs3 /Cr . txt " , " cs3 /Fe . txt " , " cs3 /Ni . txt " , " cs3 /abundances . txt " , " cs3 /
energies_1 −600_kev . txt " } ;
// Cal cu l at e Angle Binning l e v e l s
double a z i b inmin l im i t s [ ab ins ] ;
double az i b inmax l im i t s [ ab ins ] ;
double po l arb inmin l im i t s [ ab ins ] ;
double po l arb inmax l im its [ ab ins ] ;
//Max ar rays
double raymaxes [ eb in s ] [ 1 ] ;
double compmaxes [ eb in s ] [ 1 ] ;
// Spectra Array
f l o a t spec t ra [ eb in s ] [ ab ins ] [ ab ins ] ; //Output spectrum
//Number o f misses
i n t m i s s t e s t = 0 ;
i n t main ( i n t argc , char ∗ argv [ ] )
{
// I n t i a l i s e RNG
srand (2658479) ;
// S tar t c l ock
time_t star t , mid , f i n i s h ;
time(& s t a r t ) ;
i f ( argc != 9)
{
cout << "Wrong number o f parameters , Exi t ing program .\ nCorrect Entry i s : \ n1 )
I t e r a t i on s , 2)Alpha , 3) Cloud c en t r a l Density , 4) Density p r o f i l e (1 = 1/ r ^2 , 2 = e^−r , 3 =
gauss ian ) , 5) S t ep s i z e ( par sec s ) , 6) Cloud Diamater , 7) Iron abundance as f a c t o r o f Solar ,
8)Output f i l e name . " << endl ;
r e tu rn 0 ;
}
//Command l i n e arguemnts
double i t e r a t i o n s = ato f ( argv [ 1 ] ) ;
double alpha = ato f ( argv [ 2 ] ) ;
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double c l oudhdens i ty = at o f ( argv [ 3 ] ) ;
i n t den s i t y cho i c e = at o i ( argv [ 4 ] ) ;
double s t e p s i z e = ato f ( argv [ 5 ] ) ;
double s t ep s i z ecm = s t ep s i z e ∗parsec ;
double c louddiameter = at o f ( argv [ 6 ] ) ∗parsec ;
double i ronabundancefac tor = at o f ( argv [ 7 ] ) ;
cout << "Alpha = " << alpha << endl ;
cout << " I t e r a t i o n s = " << i t e r a t i o n s << endl ;
// Cal cu l at e needed va lues
// Cloud rad iu s
double c l oudrad iu s = ( clouddiameter ) / 2 . 0 ;
cout << "Cloud rad iu s = " << ( c l oudrad iu s / parsec ) << endl ;
// Cloud angular diameter from source
double cloudad = 2 ∗ as i n ( ( c louddiameter ) /(2∗ ( c l oudd i s tance ) ) ) ;
double cloudadovertwo = cloudad / 2 . 0 ;
cout << "Cloud angular diamter = " << cloudad << " Radians & " << ( cloudad∗ (180/myPI) ) <<
" Degrees " << endl ;
// Access and bin abundances & c r o s s s e c t i on s ;
// M e t a l l i c i t i e s
fstream i n f i l e ;
i n f i l e . open ( c r o s s f i l e s [ 1 7 ] . c_str ( ) , i o s : : in ) ;
i n t metplace = 0 ;
f o r ( i n t i = 0 ; i < 34 ; ++i )
{
s t r i n g metinput ;
g e t l i n e ( i n f i l e , metinput ) ;




e l s e
{




i n f i l e . c l o s e ( ) ;
//Energy va lues
i n f i l e . open ( c r o s s f i l e s [ 1 8 ] . c_str ( ) , i o s : : in ) ;
f o r ( i n t i = 0 ; i < 75 ; ++i )
{
i n f i l e >> cros senergy [ i ] ;
}
i n f i l e . c l o s e ( ) ;
// Rai se Iron abundance by user se t amount
cout << " So l ar Fe abundance " << met[15]<< endl ;
met [ 1 5 ] = log10 ( i ronabundancefac tor ∗ pow( 1 0 . 0 , ( met [ 1 5 ] − 12 . 0) ) ) + 1 2 . 0 ;
cout << "Cloud Fe Abundance = " << met [ 1 5 ] << endl ;
// Elemental c r o s s s e c t i o n s
f o r ( i n t i = 0 ; i < 17 ; ++i )
{
i n f i l e . open ( c r o s s f i l e s [ i ] . c_str ( ) , i o s : : in ) ;
f o r ( i n t j = 0 ; j < 75 ; ++j )
{
i n f i l e >> c r o s s v a lu e s [ i ] [ j ] ;
}
i n f i l e . c l o s e ( ) ;
}
// Working constan t s
// Iron abundance %
double i r o np e rc en t ag e f a c t o r = 1.0/ pow( (10) , (met [ 0 ] − met [ 1 5 ] ) ) ;
// Speed o f l i g h t by planck constant
double cbyh = sp e e do f l i gh t ∗Plankconst ;
// Planck constant over mass o f e l e c t r on t imes speed o f l i g h t
double homebyc = Plankconst /( Masso f e l e c t ron∗ s pe ed o f l i g h t ) ;
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// Factor to add cont r i bu t i on from non−hydrogen atoms
double den fac tor = d en s i t y f a c t o r ( c l oudhdens i ty ) / c l oudhdens i ty ;
cout << "Non−Hydrogen dens i ty f a c t o r = " << den fac tor << endl ;
// Normal i sat ion constant
double norm = (1 . 0 − alpha ) / (pow(emax , 1 . 0 − alpha ) − pow( emin , 1 . 0 − alpha ) ) ;
cout << " Normal i sat ion constant = " << norm << endl ;
// Cal cu l at e Angle Binning l e v e l s
f o r ( i n t i = 0 ; i < abins ; i++)
{
az ib inmin l im i t s [ i ] = ( azimin + ( azimax−azimin ) ∗ i ) / ab ins ;
az i b i nmax l im i t s [ i ] = ( azimin + ( azimax−azimin ) ∗ ( i +1) ) / abins ;
po l arb inmin l im i t s [ i ] = ( ( polarmin + ( polarmax−polarmin )∗ i / ab ins ) − 1) ;
po l arb inmax l imit s [ i ] = ( ( polarmin + ( polarmax−polarmin )∗ ( i +1)/ abins ) − 1) ;
}
// Populate max ar rays f o r r e j e c t i o n sampling
f o r ( i n t i = 0 ; i < eb in s ; ++i )
{
double raymaxvalue = (DCS_Rayl(1 , b inenergy (0) , 0 .00000001) )∗ twoPI∗ s i n (0 . 00000001) ;
double compmaxvalue = (DCS_Compt(1 , b inenergy (0) , 0 .00000001) )∗ twoPI∗ s i n (0 . 00000001) ;
f o r ( i n t j = 1 ; j < 18 1 . 0 ; ++j )
{
double rayvalue = (DCS_Rayl(1 , b inenergy ( i ) , j ∗ (myPI/180 . 0) ) )∗twoPI∗ s i n ( j ∗ (myPI
/180 . 0) ) ;
i f ( rayvalue > raymaxvalue )
{
raymaxvalue = rayvalue ;
}
double compvalue = (DCS_Compt(1 , b inenergy ( i ) , j ∗ (myPI/180 . 0) ) )∗twoPI∗ s i n ( j ∗ (myPI
/180 . 0) ) ;
i f ( compvalue > compmaxvalue )
{
compmaxvalue = compvalue ;
}
}
raymaxes [ i ] [ 0 ] = raymaxvalue ∗ 1 . 0 5 ;
compmaxes [ i ] [ 0 ] = compmaxvalue ∗ 1 . 0 5 ;
}
// I n t i a l i z e a l l va lu es in s p e c t r a l array to 0
f o r ( i n t i = 0 ; i < eb in s ; i++)
{
f o r ( i n t j = 0 ; j < abins ; j++)
{
f o r ( i n t k = 0 ; k < abins ; k++)
{




// Find cloud cen t r e coords
double c l oudcen t r ex = c l oudd i s tance ∗ s i n ( c l oudpo l ar ) ∗ cos ( c l oudaz i ) ;
double c l oudcen t r ey = c l oudd i s tance ∗ s i n ( c l oudpo l ar ) ∗ s i n ( c l oudaz i ) ;
double c l oudcen t r ez = c l oudd i s tance ∗ cos ( c l oudpo l ar ) ;
f o r ( double counter = 0 ; counter < i t e r a t i o n s ; ++counter )
{
// Generate the photon
double pe = photongen ( alpha ) ; //Photon energy
double scatcount = 0 . 0 ; // Scat t e r counter
bool i n i t t e s t = f a l s e ; //Bool f o r t e s t i n g i f photon i s i n i t i a l
// Set photon po s i t i on to o r i g i n
double photonx = 0 . 0 ;
double photony = 0 . 0 ;
double photonz = 0 . 0 ;
// I s o t r o p i c a l l y r e l e a s e photon in s o l i d angle o f c loud ( ang l e s are in photons frame )
double dpolar = cloudadovertwo ∗randomnum( ) ;
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double dazi = twoPI∗randomnum() ;
//Convert dpsi and dtheta in to d i r e c t i o n ve cto r s in abso lu t e frame
double youx = ( s i n ( c l oudpo l ar )∗ cos ( c l oudaz i )∗ cos ( dpolar ) ) + ( s i n ( dpolar )∗ ( cos (
c l oudpo l ar )∗ cos ( dazi )∗ cos ( c l oudaz i ) − s i n ( dazi )∗ s i n ( c l oudaz i ) ) ) ;
double youy = ( s i n ( c l oudpo l ar )∗ s i n ( c l oudaz i )∗ cos ( dpolar ) ) + ( s i n ( dpolar )∗ ( cos (
c l oudpo l ar )∗ cos ( dazi )∗ s i n ( c l oudaz i ) + s in ( dazi )∗ cos ( c l oudaz i ) ) ) ;
double youz = ( cos ( c l oudpo l ar )∗ cos ( dpolar ) ) − ( s i n ( dpolar )∗ s i n ( c l oudpo l ar )∗ cos ( dazi ) )
;
// Cal cu l at e photon d i r e c t i o n ang l e s in abso lu t e frame
double a z i = atan2 ( youy , youx) ;
i f ( a z i < 0 . 0 ) //Account f o r negat i ve output from atan2
{
az i = twoPI + az i ;
}
double po l ar = acos ( youz ) ;
//Find d i s tance to edge o f c loud
double d i s tancetoc l oud f romsource = sphe red i s t anc e ou t s i d e ( photonx , photony , photonz ,
c loudcentrex , c loudcentrey , c l oudcen t r ez , az i , polar , c louddiameter ) ;
// I f photon missed cloud , r e l e a s e new photon




// Set photon po s i t i on to edge o f cloud , adding a smal l amount to account f o r f l o a t i n g
point e r r o r s
photonx = photonx + (100000000000. + d i s tancetoc l oud f romsource ) ∗ s i n ( po l ar ) ∗ cos (
a z i ) ;
photony = photony + (100000000000. + d i s tancetoc l oud f romsource ) ∗ s i n ( po l ar ) ∗ s i n (
a z i ) ;
photonz = photonz + (100000000000. + d i s tancetoc l oud f romsource ) ∗ cos ( po l ar ) ;
f o r ( i n t counter2 = 0 ; counter2 < s c a t l im i t ; counter2++)
{
//Find photon energy in j o u l e s
double pej = kev2 jou l e s ∗pe ;
//Convert energy to wavelength
double wavelength = ( cbyh ) /( pej ) ;
//Determine absorp t i on column dens i ty encountered be for e ab sorp t i on
double nabs = −l og (randomnum() ) /( t o t a l c s ( pe ) ) ;
//Find Rayle igh and Compton c r o s s s e c t i on s
double raycs = ra y l e i gh c s ( pe ) ;
double comcs = comptoncs ( pe ) ;
//Determine s c a t t e r i n g column dens i ty encountered be for e s c a t t e r i n g
double nscat = −l og ( randomnum() ) /( raycs + comcs ) ;
i n t f l a g ;
double cd = 0 . 0 ;
double d i s tanc e t r av = 0 . 0 ;
i f ( nscat < nabs )
{
// I t w i l l e i t h e r s c a t t e r or escape
f l a g = 1 ; // Scat t e r
whi l e ( cd < nscat )
{
double rad iu spa r s e c s = distancebetweentwopoints ( photonx , photony , photonz
, c loudcentrex , c loudcentrey , c l oudcen t r ez ) / parsec ;
swi tch ( d en s i t ycho i c e )
{
case 1 :





cd += step s i zecm∗exp(− rad iu spa r s e c s )∗ c l oudhdens i ty ;
break ;
case 3 :
cd += step s i zecm∗ c l oudhdens i ty∗exp (−((( rad iu spar sec s−
expectedvalue )∗ ( rad iu spar sec s−expectedvalue ) ) /(2∗ stdev∗ stdev ) ) ) + d ;
break ;
}
d i s tanc et rav += s t e p s i z e ;
// Propagate photon by the s t e p s i z e
photonx = photonx + step s i zecm∗ s i n ( po l ar )∗ cos ( a z i ) ;
photony = photony + step s i zecm∗ s i n ( po l ar )∗ s i n ( a z i ) ;
photonz = photonz + step s i zecm∗ cos ( po l ar ) ;
i f ( ( d i stancebetweentwopoints ( photonx , photony , photonz , c loudcentrex ,
c loudcentrey , c l oudcen t r ez ) ) > c l oudrad iu s )
{





e l s e //Absorb or escape
{
f l a g = 2 ; // I t w i l l e i t h e r absorb or escape
whi l e ( cd < nabs )
{
double rad iu spa r s e c s = distancebetweentwopoints ( photonx , photony , photonz
, c loudcentrex , c loudcentrey , c l oudcen t r ez ) / parsec ;
swi tch ( d en s i t ycho i c e )
{
case 1 :
cd += step s i zecm∗ c l oudhdens i ty∗ f r s q ( rad iu spa r s ec s ) ;
break ;
case 2 :
cd += step s i zecm∗exp(− rad iu spa r s e c s )∗ c l oudhdens i ty ;
break ;
case 3 :
cd += step s i zecm∗ c l oudhdens i ty∗exp (−((( rad iu spar sec s−
expectedvalue )∗ ( rad iu spar sec s−expectedvalue ) ) /(2∗ stdev∗ stdev ) ) ) + d ;
break ;
}
d i s tanc et rav += s t e p s i z e ;
// Propagate photon by the s t e p s i z e
photonx = photonx + step s i zecm∗ s i n ( po l ar )∗ cos ( a z i ) ;
photony = photony + step s i zecm∗ s i n ( po l ar )∗ s i n ( a z i ) ;
photonz = photonz + step s i zecm∗ cos ( po l ar ) ;
i f ( ( d i stancebetweentwopoints ( photonx , photony , photonz , c loudcentrex ,
c loudcentrey , c l oudcen t r ez ) ) > c l oudrad iu s )
{





//Test f o r photons f a t e





i f ( i n i t t e s t )
{
//Convert ang l e s g r e a t e r than pi , to the equ iva l en t in 0<x<pi
i f ( a z i > myPI)
{
a z i = twoPI − az i ;
sp ec t ra [ f i ndenergyb in ( pe ) ] [ f i n da z i b i n ( az i , az i b i nmin l im i t s ,
az i b i nmax l im i t s ) ] [ f i n dpo l a r b in ( polar , po l arb inmin l imit s , po l arb inmax l im it s ) ] += 1 . 0 ;
}
e l s e
{
spec t ra [ f i ndenergyb in ( pe ) ] [ f i n da z i b i n ( az i , az i b i nmin l im i t s ,





e l s e i f ( f l a g == 2)
{
//Photon has been absorbed
i f ( pe >= i ronkb ind ing)
{
// Introduce the f y i e l d
double i r ona l bedoby f y i e l d = ( ( indycs ( pe , 15) ∗ ( i r onpe r c en ta g e f a c t o r ) ) /(
t o t a l c s ( pe ) ) )∗ f y i e l d ;
i f ( randomnum( ) <= i r ona lbed oby f y i e l d )
{
//Re−emit photon i s o t r o p i c a l l y
po l ar = acos ( ( 2 . 0 ∗randomnum() ) − 1 . 0 ) ;
a z i = twoPI∗randomnum() ;
//Test i f re−emitted photon i s k−alpha or k−beta
i f ( randomnum() <= kabrat i o )
{
pe = kbe ; // Set photon energy to k−beta
}
e l s e
{
pe = kae ; // Set photon energy to k−alpha
}






e l s e
{
//Photon has been s c a t t e r ed
//Stop mu l t i p l e s c a t t e r i n g i f d e s i r ed
scatcount += 1 ;




double po l a r s c a t = 0 . 0 ;
i f ( randomnum( ) <= ( r a y l e i gh c s ( pe ) /( r a y l e i gh c s ( pe ) + comptoncs ( pe ) ) ) )
{
//Photon Rayle igh s c a t t e r ed
po l a r s c a t = ray l e i gh s c a t an g l e ( pe ) ;
}
e l s e
{
//Photon Compton s c a t t e r ed
po l a r s c a t = comptonscatangle ( pe ) ;
//Determine new energy o f the photon
pe = ( ( ( cbyh ) /( ( homebyc) − ( ( homebyc)∗ cos ( p o l a r s c a t ) ) + ( wavelength ) ) )




double a z i s c a t = twoPI∗randomnum( ) ;
//Convert p s i s c a t and the ta s ca t to d i r e c t i o n ve ct or s in abso lu t e frame
youx = ( s i n ( po l ar )∗ cos ( a z i )∗ cos ( po l a r s c a t ) ) + ( s i n ( p o l a r s c a t )∗ ( cos ( po l ar )∗ cos
( a z i s c a t )∗ cos ( a z i ) − s i n ( a z i s c a t )∗ s i n ( a z i ) ) ) ;
youy = ( s i n ( po l ar )∗ s i n ( a z i )∗ cos ( po l a r s c a t ) ) + ( s i n ( p o l a r s c a t )∗ ( cos ( po l ar )∗ cos
( a z i s c a t )∗ s i n ( a z i ) + s in ( a z i s c a t )∗ cos ( a z i ) ) ) ;
youz = ( cos ( po l ar )∗ cos ( po l a r s c a t ) ) − ( s i n ( po l a r s c a t )∗ s i n ( po l ar )∗ cos ( a z i s c a t ) )
;
a z i = atan2 ( youy , youx ) ;
i f ( a z i < 0 . 0 )
{
a z i = twoPI + az i ;
}
po l ar = acos ( youz ) ;
//Determine new energy o f photon
pe = ( ( ( cbyh ) /( ( homebyc) − ( ( homebyc)∗ cos ( p o l a r s c a t ) ) + ( wavelength ) ) ) /
kev2 jou l e s ) ;





//Output code run time
time(&mid) ;
cout << "Timemid = " << d i f f t ime (mid , s t a r t ) << " s \n" ;
// Print r e s u l t s to f i l e
s t r i n g o u t f i l e s t a r t = argv [ 8 ] ;
s t r i n g outname = o u t f i l e s t a r t + " . txt " ;
//Write to output f i l e
f stream o u t f i l e ;
o u t f i l e . open ( outname . c_str ( ) , i o s : : out ) ;
f o r ( i n t i = 0 ; i < eb in s ; i++)
{
o u t f i l e << binenergy ( i ) << "\ t " ;
f o r ( i n t j = 0 ; j < abins ; j++)
{
f o r ( i n t k = 0 ; k < abins ; k++)
{
// o u t f i l e << ( ( norm∗ ( spec t ra [ i ] [ j ] [ k ] ) /( b inenergy ( i +1) − binenergy ( i ) ) ) ) <<
"\ t " ;
o u t f i l e << (norm∗ ( spec t ra [ i ] [ j ] [ k ] ) ) << "\ t " ;
}
}
o u t f i l e << "\n" ;
}
o u t f i l e . c l o s e ( ) ;
// Cal cu l at e & output miss %
double per = (( double ) mi s s t e s t /( double ) i t e r a t i o n s ) ∗ 100;
cout << "Miss t e s t = " << mi s s t e s t << " as % of t o t a l = " << per << endl ;
// Stop c l ock & output t o t a l e l ap sed time
time(& f i n i s h ) ;
cout << "Time = " << d i f f t im e ( f i n i s h , s t a r t ) << " s " << endl ;








i n t f i n d a z i b in ( double angle , double az imins [ ] , double azimaxs [ ] )
{
f o r ( i n t i = 0 ; i < abins ; i++)
{
i f ( ( angle >= azimins [ i ] ) && ( angle < azimaxs [ i ] ) )
{
r e tu rn i ;
}
}
r e tu rn 0 ;
}
i n t f i ndpo l a rb in ( double angle , double polarmins [ ] , double polarmaxs [ ] )
{
angle = −1.0∗ cos ( angle ) ;
f o r ( i n t i = 0 ; i < abins ; i++)
{
i f ( ( angle >= polarmins [ i ] ) && ( angle <= polarmaxs [ i ] ) )
{
r e tu rn i ;
}
}
r e tu rn 0 ;
}
double photongen ( double alpha )
{
re tu rn ( ( emin ) ∗ pow( ( 1 . 0 + ( ( randomnum() ) ∗ ( pow( (emax/emin ) , (1.0− alpha ) ) − 1 . 0
) ) ) , ( 1 . 0 / (1.0− alpha ) ) ) ) ;
}
i n t f i ndenergyb in ( double photonenergy )
{
i f ( photonenergy < 1 . 0 )
r e tu rn 0 ;
e l s e
r e tu rn in t ( round ( ( eb in s∗ ( log10 ( photonenergy/binmin) / log10 (binmax/binmin) ) ) ) ) ;
}
double b inenergy ( i n t bin )
{
r e tu rn binmin∗pow( ( binmax/binmin) , ( double ( bin ) / eb in s f ) ) ;
}
double r ay l e i g h c s ( double pe )
{
s t a t i c double he l i umfactor = (1/pow( (10) , (met [ 0 ] − met [ 1 ] ) ) ) ;
r e tu rn ( ( 4 . 0 ∗CSb_Rayl (1 , pe ) ) + (CSb_Rayl (2 , pe )∗ he l i umfactor ) )∗barn ; //H + He
}
double comptoncs ( double pe )
{
s t a t i c double he l i umfactor = (1/pow( (10) , (met [ 0 ] − met [ 1 ] ) ) ) ;
r e tu rn ( ( 2 . 0 ∗CSb_Compt(1 , pe ) ) + (CSb_Compt(2 , pe )∗ he l i umfactor ) )∗barn ; //H + He
}
double r ay l e i gh s c a t an g l e ( double photonenergy )
{
// Generate a ra y l e i gh event angle
bool ok = f a l s e ;
double t e s t an g l e ;
whi l e ( ! ok )
{
t e s ta n g l e = myPI∗randomnum() ;
double rayds = ( (DCS_Rayl(1 , photonenergy , t e s t a n g l e )∗ s i n ( t e s t a ng l e ) ) / ( raymaxes [
f i ndenergyb in ( photonenergy ) ] [ 0 ] ) ) ;
// cout << t e s t << endl ;
i f ( randomnum() <= rayds )




r e tu rn t e s t an g l e ;
}
double comptonscatangle ( double photonenergy )
{
// Generate a compton event angle
bool ok = f a l s e ;
double t e s t an g l e ;
whi l e ( ! ok )
{
t e s ta n g l e = myPI∗randomnum() ;
double comds = ( (DCS_Compt(1 , photonenergy , t e s t an g l e )∗twoPI∗ s i n ( t e s t an g l e ) ) / (
compmaxes [ f i ndenergyb in ( photonenergy ) ] [ 0 ] ) ) ;
// cout << t e s t << endl ;
i f ( randomnum() <= comds )
ok = true ;
}
r e tu rn t e s t an g l e ;
}
double indycs ( double pe , i n t e l e )
{
double de l ta ;
double c sva lue = 0 . 0 ;
f o r ( i n t i = 0 ; i < 75 ; ++i )
{




e l s e
{
de l ta = cros senergy [ i ] − c ros senergy [ i −1] ;
c sva lue = ( c r o s s v a l ue s [ e l e ] [ i ] ∗ barn ∗ ( ( pe − c ros senergy [ i −1]) / de l ta ) ) + (




re tu rn csva lue ;
}
double t o t a l c s ( double pe )
{
double cs = 0 . 0 ;
f o r ( i n t i = 0 ; i < 17 ; ++i )
{
cs += ( indycs ( pe , i ) ∗ ( 1 / pow( (10) , (met [ 0 ] − met [ i ] ) ) ) ) ;
}
r e tu rn cs ;
}
double d i stancebetweentwopoints ( double x1 , double y1 , double z1 , double x2 , double y2 , double
z2 )
{
r e tu rn sqr t ( ( ( x2−x1 )∗ ( x2−x1 ) )+((y2−y1 )∗ ( y2−y1 ) )+((z2−z1 )∗ ( z2−z1 ) ) ) ;
}
double sphe r ed i s tanc e ou t s i d e ( double px , double py , double pz , double cx , double cy , double cz
, double az i , double polar , double c louddiameter )
{
double t = 0 . 0 , tp = 0 . 0 , tn = 0 . 0 ;
double x2 , y2 , z2 ;
s t a t i c double rad iu s = clouddiameter / 2 . 0 ;
double px2 = px + ( ( ( c louddiameter ) /4 . 0) ∗ s i n ( po l ar )∗ cos ( a z i ) ) ;
double py2 = py + ( ( ( c louddiameter ) /4 . 0) ∗ s i n ( po l ar )∗ s i n ( a z i ) ) ;
double pz2 = pz + ( ( ( c louddiameter ) /4 . 0) ∗ cos ( po l ar ) ) ;
double dx1 = (px2−px ) ;
double dy1 = (py2−py ) ;
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double dz1 = ( pz2−pz ) ;
double dx2 = (px−cx ) ;
double dy2 = (py−cy ) ;
double dz2 = (pz−cz ) ;
double a = ( dx1∗dx1 + dy1∗dy1 + dz1∗dz1 ) ;
double b = 2∗ ( dx1∗dx2 + dy1∗dy2 + dz1∗dz2 ) ;
double c = (( cx∗cx ) + ( cy∗ cy ) + ( cz∗ cz ) + (px∗px ) + (py∗py ) + ( pz∗pz ) − (2∗ ( ( cx∗px )+(cy∗
py )+(cz∗pz ) ) ) ) − ( rad iu s∗ rad iu s ) ;
double d i s c = (( b∗b) − (4∗a∗ c ) ) ;
i f ( d i s c < 0 . 0 )
{
//No I n t e r s e c t i o n
mi s s t e s t += 1;
cout << "Missed " << endl ;
r e tu rn 0 ;
}
e l s e i f ( d i s c == 0 .0 )
{
//Tangent
t = −b/(2 ∗a ) ;
x2 = px + (dx1∗ t ) ;
y2 = py + (dy1∗ t ) ;
z2 = pz + ( dz1∗ t ) ;
r e tu rn sqr t ( ( ( x2−px ) ∗ ( x2−px) ) + ( ( y2−py ) ∗ ( y2−py ) ) + (( z2−pz ) ∗ ( z2−pz ) ) ) ;
}
e l s e i f ( d i s c > 0 . 0 )
{
//Two Points o f i n t e r s e c t i o n
tp = (−b + sqr t ( d i s c ) ) /(2 ∗a ) ;
tn = (−b − s q r t ( d i s c ) ) /(2 ∗a ) ;
// Make sure tp i s smal l e r than tn
i f ( tp > tn )
{
// I f tp i s b i gge r than tn swap them around
double temp = tp ;
tp = tn ;
tn = temp ;
}
// I f tn i s l e s s than zero , the point i s in the ray ’ s negat i ve d i r e c t i o n
i f ( tn < 0)
{
t = tp ;
}
// I f tp i s l e s s than zero , the i n t e r s e c t i o n point i s at tn
i f ( tp < 0)
{
t = tn ;
}
e l s e // Else the i n t e r s e c t i o n point i s at t0
{
t = tp ;
}
x2 = px + (dx1∗ t ) ;
y2 = py + (dy1∗ t ) ;
z2 = pz + ( dz1∗ t ) ;
r e tu rn sqr t ( ( ( x2−px ) ∗ ( x2−px) ) + ( ( y2−py ) ∗ ( y2−py ) ) + (( z2−pz ) ∗ ( z2−pz ) ) ) ;
}
e l s e
{
cout << "Unknown Error" << endl ;





double sph e r ed i s t an c e i n s i d e ( double px , double py , double pz , double cx , double cy , double cz ,
double az i , double polar , double c louddiameter )
{
double t = 0 . 0 , tp = 0 . 0 , tn = 0 . 0 ;
double x2 , y2 , z2 ;
s t a t i c double rad iu s = clouddiameter / 2 . 0 ;
double px2 = px + (( c louddiameter /2 . 0) ∗ s i n ( po l ar )∗ cos ( a z i ) ) ;
double py2 = py + (( c louddiameter /2 . 0) ∗ s i n ( po l ar )∗ s i n ( a z i ) ) ;
double pz2 = pz + (( c louddiameter /2 . 0) ∗ cos ( po l ar ) ) ;
double dx1 = (px2−px ) ;
double dy1 = (py2−py ) ;
double dz1 = ( pz2−pz ) ;
double dx2 = (px−cx ) ;
double dy2 = (py−cy ) ;
double dz2 = (pz−cz ) ;
double a = ( dx1∗dx1 + dy1∗dy1 + dz1∗dz1 ) ;
double b = 2∗ ( dx1∗dx2 + dy1∗dy2 + dz1∗dz2 ) ;
double c = ( cx∗ cx ) + ( cy∗ cy ) + ( cz∗ cz ) + (px∗px ) + (py∗py ) + ( pz∗pz ) − (2∗ ( cx∗px+cy∗py+cz
∗pz ) ) − ( rad iu s∗ rad iu s ) ;
double d i s c = (( b∗b) − (4∗a∗ c ) ) ;
i f ( d i s c < 0 . 0 )
{
//No I n t e r s e c t i o n
re tu rn 0 ;
}
e l s e i f ( d i s c == 0 .0 )
{
//Tangent
t = −b/(2 ∗a ) ;
x2 = px + (dx1∗ t ) ;
y2 = py + (dy1∗ t ) ;
z2 = pz + ( dz1∗ t ) ;
r e tu rn sqr t ( ( ( x2−px ) ∗ ( x2−px) ) + ( ( y2−py ) ∗ ( y2−py ) ) + (( z2−pz ) ∗ ( z2−pz ) ) ) ;
}
e l s e i f ( d i s c > 0 . 0 )
{
//Two po in t s o f i n t e r s e c t i o n
tp = (−b + sqr t ( d i s c ) ) /(2 ∗a ) ;
tn = (−b − s q r t ( d i s c ) ) /(2 ∗a ) ;
// I f tn i s l e s s than zero , the point i s in the ray ’ s negat i ve d i r e c t i o n
i f ( tp < 0 . 0 )
{
t = tn ;
}
e l s e i f ( tn < 0 . 0 )
{
t = tp ;
}
x2 = px + (dx1∗ t ) ;
y2 = py + (dy1∗ t ) ;
z2 = pz + ( dz1∗ t ) ;
r e tu rn sqr t ( ( ( x2−px ) ∗ ( x2−px) ) + ( ( y2−py ) ∗ ( y2−py ) ) + (( z2−pz ) ∗ ( z2−pz ) ) ) ;
}
e l s e
{
cout << "Unknown Error" << endl ;
r e tu rn 0 ;
}
}




double ne = 0 . 0 ;
f o r ( i n t i = 0 ; i < 17 ; i++)
{
ne += pow((10) , (met [ i ]−12) ) ∗ dens i ty ;
}
r e tu rn ne ;
}
double dotproduct ( double x1 , double y1 , double z1 , double x2 , double y2 , double z2 )
{
r e tu rn ( x1∗x2 ) + ( y1∗y2 ) + ( z1∗z2 ) ;
}
double f r s q ( double rad iu s )
{
i f ( rad iu s < 1 . 0 )
r e tu rn 1 . 0 ;
e l s e i f ( r ad iu s >= 1 .0 )
r e tu rn 1/( rad iu s∗ rad iu s ) ;
r e tu rn 0 ;
}
Listing B.2: Full Monte Carlo Code - Variable density
B.1.3 Cylindrical Cloud Function
The function shown in snippet B.3 shows the function for calculating distances
in the code when simulating a cylindrical cloud, designed to replace the function
spheredistance() with this one in the code proper. See Section 2.2.6.
double cy l i n de r d i s t a nc e ( double px , double py , double pz , double cenx , double ceny , double
cenz , double ang l eaz i , double anglepolar , double c loudradius , double c loudlength , double
cy l ang l ea z i , double cy l an g l ep o l a r )
{
double cand idate s [ 4 ] ;
f o r ( i n t i = 0 ; i < 4 ; i++)
{
cand idate s [ i ] = 0 . 0 ;
}
double cx = cenx − ( ( c l oud l ength /2)∗ s i n ( c y l ang l epo l a r )∗ cos ( c y l a n g l e a z i ) ) ;
double cy = ceny − ( ( c l oud l ength /2)∗ s i n ( c y l ang l epo l a r )∗ s i n ( c y l a n g l e a z i ) ) ;
double cz = cenz − ( ( c l oud l ength /2)∗ cos ( c y l ang l epo l a r ) ) ;
double t = 0 . 0 , tp = 0 . 0 , tn = 0 . 0 , t3 = 0. 0 , t4 = 0 . 0 ;
double cx2 = cenx + (( c l oud l ength /2) ∗ s i n ( c y l an g l ep o l a r )∗ cos ( c y l an g l e a z i ) ) ;
double cy2 = ceny + (( c l oud l ength /2) ∗ s i n ( c y l an g l ep o l a r )∗ s i n ( c y l an g l e a z i ) ) ;
double cz2 = cenz + (( c l oud l ength /2) ∗ cos ( c y l an g l ep o l a r ) ) ;
double delpx = px − cx ;
double delpy = py − cy ;
double delpz = pz − cz ;
double rayd i rx = s in ( ang l epo l ar )∗ cos ( ang l e a z i ) ;
double rayd i ry = s in ( ang l epo l ar )∗ s i n ( ang l e a z i ) ;
double rayd i r z = cos ( ang l epo l ar ) ;
double cy ld i r x = s in ( cy l ang l epo l a r )∗ cos ( c y l a n g l e a z i ) ;
double cy ld i r y = s in ( cy l ang l epo l a r )∗ s i n ( c y l a n g l e a z i ) ;
double c y l d i r z = cos ( c y l ang l epo l a r ) ;
// Cal cu l at i ng A
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double smal lax = cy ld i rx ∗dotproduct ( raydi rx , raydi ry , raydi rz , cy ld i rx , cy ld i ry , c y l d i r z )
;
double smal lay = cy ld i ry ∗dotproduct ( raydi rx , raydi ry , raydi rz , cy ld i rx , cy ld i ry , c y l d i r z )
;
double smal laz = c y l d i r z ∗dotproduct ( raydi rx , raydi ry , raydi rz , cy ld i rx , cy ld i ry , c y l d i r z )
;
double medax = rayd i rx − smal lax ;
double meday = rayd i ry − smal lay ;
double medaz = rayd i r z − smal laz ;
double a = dotproduct (medax , meday , medaz , medax , meday , medaz ) ;
// Cal cu l at i ng B
double smallbx = cy ld i rx ∗dotproduct ( delpx , delpy , delpz , cy ld i rx , cy ld i ry , c y l d i r z ) ;
double smallby = cy ld i ry ∗dotproduct ( delpx , delpy , delpz , cy ld i rx , cy ld i ry , c y l d i r z ) ;
double smal lbz = c y l d i r z ∗dotproduct ( delpx , delpy , delpz , cy ld i rx , cy ld i ry , c y l d i r z ) ;
double medbx = delpx − smal lbx ;
double medby = delpy − smal lby ;
double medbz = delpz − smal lbz ;
double b = 2∗dotproduct (medax , meday , medaz , medbx , medby , medbz) ;
// Cal cu l at i ng C
double c = dotproduct (medbx , medby , medbz , medbx , medby , medbz) ;
c = c − ( c l oudrad iu s∗ c l oudrad iu s ) ;
double d i s c = (( b∗b) − (4∗a∗ c ) ) ;
i f ( d i s c < 0 . 0 )
{
//No po in t s o f i n t e r s e c t i o n
mi s s t e s t = m i s s t e s t + 1 ;
r e tu rn 0 . 0 ;
}
e l s e i f ( d i s c == 0 .0 )
{
// Point o f i n t e r s e c t i o n i s tangent
t = −b/(2 ∗a ) ;
double px2 = px + ( rayd i rx∗ t ) ;
double py2 = py + ( rayd i ry∗ t ) ;
double pz2 = pz + ( r ayd i r z ∗ t ) ;
r e tu rn sqr t ( ( ( px2−px ) ∗ ( px2−px ) ) + ( ( py2−py ) ∗ ( py2−py ) ) + (( pz2−pz ) ∗ ( pz2−pz ) )
) ;
}
e l s e i f ( d i s c > 0 . 0 )
{
//Two po in t s o f i n t e r s e c t i o n
tp = (−b + sqr t ( d i s c ) ) /(2 ∗a ) ;
tn = (−b − s q r t ( d i s c ) ) /(2 ∗a ) ;
// Test ing f o r i n t e r s e c t i o n with f i n i t e c y l i nd e r
i f ( tp > 0 . 0 )
{
double tp te s tonesmal l x = px + ( tp∗ s i n ( ang l epo l ar )∗ cos ( ang l ea z i ) ) ;
double tp te s tonesmal l y = py + ( tp∗ s i n ( ang l epo l ar )∗ s i n ( ang l ea z i ) ) ;
double tp te s tonesmal l z = pz + ( tp∗ cos ( ang l epo l ar ) ) ;
double tptestonemedx = tptes tonesmal l x − cx ;
double tptestonemedy = tptes tonesmal l y − cy ;
double tptestonemedz = tptes tonesmal l z − cz ;
double tp te s toneeq = dotproduct ( cy ld i rx , cy ld i ry , cy ld i r z , tptestonemedx ,
tptestonemedy , tptestonemedz ) ;
i f ( tp t e s toneeq > 0 . 0 )
{
double tptesttwomedx = tptes tonesmal l x − cx2 ;
double tptesttwomedy = tptes tonesmal l y − cy2 ;
double tptesttwomedz = tptes tonesmal l z − cz2 ;
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double tptesttwoeq = dotproduct ( cy ld i rx , cy ld i ry , cy ld i r z , tptesttwomedx ,
tptesttwomedy , tptesttwomedz ) ;
i f ( tptesttwoeq < 0 . 0 )
{
i f ( tp > 0 . 0 )
{





i f ( tn > 0 . 0 )
{
double tn te s tonesmal l x = px + ( tn∗ s i n ( ang l epo l ar )∗ cos ( ang l ea z i ) ) ;
double tn te s tonesmal l y = py + ( tn∗ s i n ( ang l epo l ar )∗ s i n ( ang l ea z i ) ) ;
double tn te s tonesmal l z = pz + ( tn∗ cos ( ang l epo l ar ) ) ;
double tntestonemedx = tntes tonesmal l x − cx ;
double tntestonemedy = tntes tonesmal l y − cy ;
double tntestonemedz = tntes tonesmal l z − cz ;
double tn te s toneeq = dotproduct ( cy ld i rx , cy ld i ry , cy ld i r z , tntestonemedx ,
tntestonemedy , tntestonemedz ) ;
i f ( tn t e s toneeq > 0 . 0 )
{
double tntesttwomedx = tntes tonesmal l x − cx2 ;
double tntesttwomedy = tntes tonesmal l y − cy2 ;
double tntesttwomedz = tntes tonesmal l z − cz2 ;
double tntesttwoeq = dotproduct ( cy ld i rx , cy ld i ry , cy ld i r z , tntesttwomedx ,
tntesttwomedy , tntesttwomedz ) ;
i f ( tntesttwoeq < 0 . 0 )
{
i f ( tn > 0 . 0 )
{





i f ( ( tp < 0 . 0 ) && ( tn < 0 . 0 ) )
{
cout << "Whoops something went wrong \n" ;
}
// Test ing f o r i n t e r s e c t i o n with end caps o f f i n i t e c y l i nd e r
double t 3 t e s t sma l l x = cx − px ;
double t 3 t e s t sma l l y = cy − py ;
double t 3 t e s t sma l l z = cz − pz ;
double t3testmed = dotproduct ( cy ld i rx , cy ld i ry , cy ld i r z , t 3t e s t smal l x , t3t e s t smal l y ,
t 3 t e s t sma l l z ) ;
t3 = t3testmed /( dotproduct ( raydi rx , raydi ry , raydi rz , cy ld i rx , cy ld i ry , c y l d i r z ) ) ;
double t 4 t e s t sma l l x = cx2 − px ;
double t 4 t e s t sma l l y = cy2 − py ;
double t 4 t e s t sma l l z = cz2 − pz ;
double t4testmed = dotproduct ( cy ld i rx , cy ld i ry , cy ld i r z , t 4t e s t smal l x , t4t e s t smal l y ,
t 4 t e s t sma l l z ) ;
t4 = t4testmed /( dotproduct ( raydi rx , raydi ry , raydi rz , cy ld i rx , cy ld i ry , c y l d i r z ) ) ;




double i n ty te s tonex = px + ( t3∗ s i n ( ang l epo l ar )∗ cos ( an g l e a z i ) ) ;
double i n ty te s toney = py + ( t3∗ s i n ( ang l epo l ar )∗ s i n ( an g l e a z i ) ) ;
double i n t y t e s t one z = pz + ( t3∗ cos ( ang l epo l ar ) ) ;
double intytestonemedx = in t yte s t onex − cx ;
double intytestonemedy = in t yte s t oney − cy ;
double intytestonemedz = in t y t e s t on e z − cz ;
double i n t y t e s ton e = dotproduct ( intytestonemedx , intytestonemedy , intytestonemedz
, intytestonemedx , intytestonemedy , intytestonemedz ) ;
i f ( i n ty t e s ton e < ( c l oudrad iu s∗ c l oudrad iu s ) )
{
i f ( t3 > 0 . 0 )
{




i f ( t4 > 0 . 0 )
{
double i n ty te s tonex = px + ( t4∗ s i n ( ang l epo l ar )∗ cos ( an g l e a z i ) ) ;
double i n ty te s toney = py + ( t4∗ s i n ( ang l epo l ar )∗ s i n ( an g l e a z i ) ) ;
double i n t y t e s t one z = pz + ( t4∗ cos ( ang l epo l ar ) ) ;
double intytestonemedx = in t yte s t onex − cx2 ;
double intytestonemedy = in t yte s t oney − cy2 ;
double intytestonemedz = in t y t e s t on e z − cz2 ;
double i n t y t e s ton e = dotproduct ( intytestonemedx , intytestonemedy , intytestonemedz
, intytestonemedx , intytestonemedy , intytestonemedz ) ;
i f ( i n ty t e s ton e < ( c l oudrad iu s∗ c l oudrad iu s ) )
{
// t4 i s candidate
i f ( t4 > 0 . 0 )
{




double mint = 0 . 0 ;
f o r ( i n t f = 0 ; f < 4 ; f++)
{
i f ( cand idate s [ f ] > 0 . 0 )
{
mint = cand idate s [ f ] ;
}
}
f o r ( i n t f = 1 ; f < 4 ; f++)
{
i f ( cand idate s [ f ] < mint )
{
i f ( cand idate s [ f ] > 0 . 0 )
{




t = mint ;
double px2 = px + ( t∗ s i n ( ang l epo l ar )∗ cos ( ang l e a z i ) ) ;
double py2 = py + ( t∗ s i n ( ang l epo l ar )∗ s i n ( ang l e a z i ) ) ;
double pz2 = pz + ( t∗ cos ( ang l epo l ar ) ) ;
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r e tu rn sqr t ( ( ( px2−px ) ∗ ( px2−px ) ) + ( ( py2−py ) ∗ ( py2−py ) ) + (( pz2−pz ) ∗ ( pz2−pz ) )
) ;
}
e l s e
{
cout << "Unknown Error" << endl ;
r e tu rn 0 ;
}
}
Listing B.3: Cylinder Function
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B.2 Spectral Extraction Script
Listing B.4 shows the python script used to extract a single spectrum from the
code output.
import sys
import math as m
i f l en ( sys . argv ) != 5 :
p r i n t "Wrong number o f arguments , Input as f o l l ow s : 1) Input Fi l e , 2) Cloud Pos i t i on ( degree s
(0 − 180) ) , 3) Observer s i z e ( par sec s ) , 4)Output F i l e . "
sys . e x i t ( )
i n p u t f i l e = open ( sys . argv [ 1 ] , ’ r ’ )
o u t pu t f i l e = open ( sys . argv [ 4 ] , ’w ’ )
angle = m. rad i an s ( f l o a t ( sys . argv [ 2 ] ) )
o b s e r v e r s i z e = f l o a t ( sys . argv [ 3 ] )
parsec = 3. 1 e18 #cm
d i s tanc e toobs e rv e r = 840 #par sec s
tmin = 0. 0
tmax = 2.0 ∗m. pi
pmin = 0.0
pmax = m. pi
energyva lues = [ ]
b i nva lues = [ ]
def angulard iameter ( s i z e , d i s tance ) :
r e tu rn 2∗m. as in ( s i z e /(2∗ d i s tance ) )
ang l ede l ta = angulard iameter ( ob se r ve r s i z e , d i s tan ce t oobs e r ve r ) /2.0
numanglebins = m. sqr t ( ( l en ( ( i n p u t f i l e . r e ad l i n e ( ) ) . s p l i t ( ) ) − 1) )
t b i n s i z e = tmax/numanglebins
pb in s i z e = pmax/numanglebins)
tb in s f romcent r e = in t ( round( ang l ede l t a / t b i n s i z e ) )
pb insfromcentre = in t ( round( ang l ede l t a / pb in s i z e ) )
t cen t r eb in = 0. 0
temp1 = 0.0
f o r i in range (1 , i n t ( numanglebins) ) :
temp1 += tb i n s i z e
i f temp1 >= angle :
t c en t r eb in = i
break
pcen t r eb in = ( numanglebins) /2.0
f o r l i n e in i n p u t f i l e :
data = l i n e . s p l i t ( )
energyva lues . append( data [ 0 ] )
data . pop (0)
temp = 0.0
t index = 1
pindex = 1
i t e = 0
whi l e i t e <= numanglebins∗∗ 2 :
i f ( t index <= ( t cen t r eb in + tb in s f romcent r e ) ) and ( t index >= ( tc en t r eb in −
tb in s f romcent r e ) ) :
t index += 1
whi l e pindex <= numanglebins :
i f ( pindex <= ( pcen t r eb in + pbinsfromcentre ) ) and ( pindex >= ( pcen t r eb in −
pbinsfromcentre ) ) :
temp += f l o a t ( data [ i t e ] )
pindex += 1
i t e += 1
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e l s e :
pindex += 1
i t e += 1
pindex = 1
e l s e :
t index += 1
i t e += in t ( numanglebins)
b inva lues . append ( temp )
f o r i in range ( l en ( energyva lues ) ) :
o u tpu t f i l e . wr i t e ( s t r ( energyva lues [ i ] ) )
o u tpu t f i l e . wr i t e ( " " + s t r ( b inva lues [ i ] ) + "\n" )
i n p u t f i l e . c l o s e ( )
o u t pu t f i l e . c l o s e ( )
Listing B.4: Python spectral extraction script
The script takes in several parameters; the name of the input file, the cloud’s
azimuthal position (the clouds polar position is always taken to be π
2
), the size of
the observer and the output file name. The script then calculates a two required
values: the size of the angular bins and the size of the observer in terms of angular
diameter. It then calculates which azimuthal bin is the centre of the observer, this
is where the cloud position comes into play, because what is actually happening
in effect is not that the cloud is being rotated around the source, but that the
observer is being rotated around the cloud. This just makes the code execution
easier and is the same as a rotating cloud. The script then begins reading through
each line of the main code output file. Each line is first split into a list (data),
with each member of the list being a tab separated value in the output file (a
different bin). The energy value of the bin is always the first value, so this is
put into a different list and then removed from the main data list. The script
then loops through the entirety of the data list, which is to say it loops through
every angular bin for a particular energy. While doing this, it checks to see if
any particular bin lies within the area of the observer. If it does, the photon
count number from that bin is added to the total count for that energy and then
appended in another list, binvalues. After looping through all energy bins in this
way, the values are written to the output file as a spectrum.
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