We consider a random walk Sn = X1 + . . . + Xn, where X k ∼ X are i.i.d. random variables with E[X] = 0 and E[X 2 ] = 1. Let Z + n be the random variable Sn/ √ n conditioned on the event Cn := {S1 > 0, . . . , Sn > 0}; from a general result [8, 2] it follows that the sequence Z + n converges weakly to the t = 1 marginal Z + of the Brownian meander process (see equation (1.1)). In this paper we obtain a local refinement of this result: assuming that the step X has an absolutely continuous law and that for some n0 the density of Sn 0 is bounded (the same hypothesis of the classical Local Limit Theorem), we prove that the density of Z + n converges uniformly to the density of Z + . Unlike the standard proof of the classical LLT, we make no use of characteristic functions, since conditionally on Cn the steps {X k } are no more independent; our techniques are rather taken from the so-called fluctuation theory for random walks.
Introduction and results
Let {X n } n≥1 be a sequence of i.i.d. random variables, X n ∼ X, with zero mean and finite variance, that for convenience we put equal to one: E[X] = 0, E[X 2 ] = 1; let {S n } n≥0 be the associated random walk, that is S 0 := 0 and S n := S n−1 + X n .
We introduce the continuous process Z n (t) := S nt / √ n for t ∈ [0, 1] ∩ Z/n, and linearly interpolated elsewhere; by Donsker's theorem, {Z n (t)} t∈[0,1] converges weakly to the standard Brownian motion. Furthermore, let Z + n (t) be the process Z n (t) conditioned to stay positive, that is conditioned on the event C n := {S 1 > 0, . . . , S n > 0}.
A remarkable result, proved by Iglehart [8] and in complete generality by Bolthausen [2] , is that the process {Z + n (t)} t∈[0,1] converges weakly to the so-called Brownian meander process; in particular, the sequence of random variables Z + n := Z + n (1) = "S n / √ n conditioned on C n " converges weakly to the t = 1 marginal Z + of the Brownian meander, whose law is given by (cf. [10] ) Z + ∼ f [meander] (x) dx := xe −x 2 /2 1 {x>0} dx .
(1.1)
Here we want to study more closely the weak convergence of Z + n . More precisely, we consider the case when the step X has an absolutely continuous law, with density f (x): X ∼ f (x)dx, and we denote by f n (x) := f * n (x) the density of S n . Observe that in this case the variables Z + n are absolutely continuous too; let's denote by f n (x) their densities. Furthermore, we will assume the following fundamental Hypothesis 1. For some n 0 , the density f n 0 (x) is a bounded function (hence for every n ≥ n 0 + 1 the functions f n are in fact bounded and continuous, see Lemma 2.1 
in Section 2).
Under the sole hypothesis stated at the beginning (that X has zero mean and unit variance), the Central Limit Theorem gives that the sequence S n / √ n converges weakly to the standard normal law. If in addition Hypothesis 1 is satisfied, one has the stronger result provided by the classical Local Limit Theorem (LLT) [9] : the (continuous version of the) density of S n / √ n converges uniformly to the standard normal density:
In this paper we aim at an analogous "local refinement" of the weak convergence of Z + n towards the Brownian meander-marginal. Our main result is the following theorem.
Theorem 1.1. Assume that E[X] = 0, E[X 2 ] = 1 and that Hypothesis 1 holds. Then: (i) for large n, the density f n (x) of Z + n is a.e. bounded, and a.e. continuous except for x = 0; (ii) the (continuous version of the) density f n (x) converges uniformly to f [meander] (x) :
as n → ∞ , and the convergence takes place also in L 1 (R, Leb).
In the statement, Leb of course denotes Lebesgue measure on R. Observe that once we prove the pointwise convergence, the L 1 convergence immediately follows: it suffices to apply Scheffé's Lemma (see for ex. [11] ).
We point out that the techniques we use to prove this "Positive Local Limit Theorem" are quite different from those used in the standard proof of the classical LLT. There one applies the Fourier-transform inversion formula, thus expressing the density f n (x) explicitly in terms of its characteristic function; the key point is that the latter simply reduces to the n-th power of the characteristic function of X, because of the independence of the {X k }. Here the situation is more involved: conditionally on C n , the variables {X k } are no more independent, and there is no simple way to express the characteristic function of Z + n . The methods we use are rather taken from the so called "fluctuation theory for random walks", and a central role is played by the concept of ladder variables (see below).
Even if we focus on the continuous case, these methods apply equally well (with even minor effort) to the discrete case, when the law of the step variable X is supported (say) by the integers, thus yielding a discrete analogue of Theorem 1.1. Another possible extension, perhaps more interesting, is when X is in the basin of attraction, without centering, of a stable law of index 0 < α < 2 and positivity parameter 0 < ρ < 1 (here we have treated the case α = 2). When this happens, then the ladder variables (T 1 , H 1 ) are in a bivariate domain of attraction [5, 6] and consequently one has an equation like (1.6) below; together with some condition in order to have a Local Limit Theorem for S n /n 1/α , this should suffice for proving an analogue of Theorem 1.1 also in this setting.
The paper is organized as follows: the rest of the introduction is devoted to recalling some basic facts about fluctuation theory and to setting the relative notation; the proof of part (i) of Theorem 1.1 is contained in Section 2, while to the proof of part (ii) are devoted Sections 3-5; finally, some more technical points have been postponed to the appendices.
1.1. Ladder variables. The definitions given in this section apply to any random walk S n := X 1 + . . . + X n , X k ∼ X, without any restriction on X; a standard reference is the classical book of Feller [7] .
The first (strict) ascending ladder epoch T 1 is the first time the random walk enters the positive half line:
T 1 := inf{n > 0 : S n > 0} and the corresponding ladder height H 1 is the position of the walk at that time: H 1 := S T 1 . Now one can apply the same definitions to {S T 1 +n − S T 1 } n , and so on: more precisely, one defines inductively T k := inf{n > T k−1 : S n > H k−1 } and H k := S T k ; for convenience we put (T 0 , H 0 ) := (0, 0). Likewise, one defines the descending ladder variables (
When the step variable X has zero mean and finite nonzero variance σ 2 , one has some important information on the law of the ladder variables:
• both ladder heights H 1 and H − 1 are integrable, and the following relation holds [4] :
• the behavior of the probability tails P[T ± 1 ≥ n] is analogous to the one of the simple random walk 1 (see [7] , Theorem 1a ch. XII.7 p. 415 and Theorem 1 ch. XVIII.5 p. 612):
where a n ∼ b n means that a n /b n → 1 as n → ∞. From standard theorems on stable laws, this means that both ladder epochs T 1 , T − 1 are in the basin of attraction of the positive stable law with index 1/2; more precisely, with some care for the normalization, for the ascending one we have (we now put σ = 1)
and "⇒" denotes weak convergence. From this we can easily obtain a weak convergence result for the joint distribution of the random vector (T 1 , H 1 ): it suffices to apply the WLLN for H k , yielding that for fixed a, b > 0 Combinatorial identities. The power of fluctuation theory for the study of random walks is linked to some surprising identities, of purely combinatorial nature, that permit to relate the probability of different events: the most famous one is the so-called "Duality Lemma" ( [7] , ch. XII) and can be expressed as P n is a ladder epoch, S n ∈ dx = P S 1 > 0, ..., S n > 0, S n ∈ dx , (1.7)
where by "[n is a ladder epoch]" we mean of course the disjoint union ∪ k≥0 [T k = n], and with P[A, Z ∈ dx] we denote the finite measure B → P[A, Z ∈ B].
1 Even more striking are the conclusions when X is a symmetric random variable, without any integrability condition: see [7] , ch. XII.7.
The last ingredient is a second fundamental identity, recently discovered by Alili and Doney [1] , that will play a fundamental role for us:
We point out that both relations (1.7) and (1.8) can be proven by relating the events on the two sides with suitable one to one, measure preserving transformations on the sample paths space (for equation (1.7) the proof is particularly simple: it suffices to take the increments of the walk X 1 , . . . X n in reverse order).
Proof of part (i)
We begin proving part (i) of Theorem 1.1: in order to lighten the notation, in this section we shall consider the variable S n conditioned on C n rather than S n / √ n, proving the a.e. boundedness and continuity (except for x = 0) of its density f n (x); the corresponding statement for f n (x) then immediatly follows.
The a.e. boundedness of f n (x) is immediate: for every measurable subset I ⊆ R
and from the arbitrariness of I it follows that f n (x) ≤ f n (x)/P[C n ] for a.e. x; since by Hypothesis 1 f n is definitively an a.e. bounded function, the same holds for f n (x). Now we turn to the continuity: for every measurable set I ⊆ [0, +∞), using the Markov property one finds that
while for a.e. x < 0 obviously f n (x) = 0. Now the a.e. continuity of f n (x) for x > 0 (for large n) easily follows from the following lemma.
. Then the convolution g * h is bounded and continuous.
and from this it's clear that g * h is continuous; it follows that g * h is continuous whenever h is a step function, that is a finite linear combinations of indicator functions of bounded intervals. Now, if h ∈ L 1 we can find a sequence of step functions {h (k) } k such that
as k → ∞, so that g * h (k) converges uniformly to g * h, which then is continuous too.
Proof of part (ii): a preliminary expression
The proof of part (ii) of Theorem 1.1 is organized in three parts. In this section we determine a more explicit expression for f n (x), using the methods of fluctuations theory; then in Section 4 we study the asymptotic of the terms appearing in this expression; in Section 5 we finally put together the preceding results, proving the uniform convergence of f n (x) towards f [meander] (x).
We start taking a measurable set I ⊆ R: by definition
For the denominator we have the sharp asymptotic result given in Equation (1.4), so that we can concentrate on the numerator: the combinatorial identities of the introduction yield
With some elementary manipulation we find
where in the last equality we have used that H k :
. Now let's focus on the summand: if we introduce the filtration F n := σ(X 1 , . . . , X n ), from the fact that [T k = m] ∈ F m and using the Markov property we get
having introduced for short the function g(z)
Putting together the equations from (3.1) to (3.4) we obtain
where we have "projected on S m / √ n". Now we compute explicitly the function g:
where we recall that f k (x) is the density of S k ; plugging this expression into (3.5) and using once again that S m = H k on [T k = m], we finally obtain
But this means that the term in brackets in the r.h.s. is a version of the density f n (x), so that definitively we can take
This expression is the core of our derivation: the convergence result in Theorem 1.1 will be proved by a careful analysis of the r.h.s. above. We stress that this equation really gives the "correct version" of the density, that is a bounded and continuous function, at least for large n: the proof of this fact (which is a simple consequence of Lemma 2.1) is contained in Appendix A, where it is also shown that, for large n, the limit as x → 0 + of f n (x) exists and it's strictly positive (thus f n has a step discontinuity at zero).
Some asymptotic results
Looking at equation (3.6) , one is led to the following definitions. On R 2 we introduce a sequence of finite measures {µ n }, supported by
We observe that µ n is nothing but a suitable rescaling of the so-called renewal measure associated to the ladder variables process {(T k , H k )} k ; notice moreover that since A ⊆ [0, 1] and T k ≥ k for every k, the sum above can be stopped at k = n, so that the µ n are really finite measures. Let's denote by F n the distribution function of µ n :
where we put f 0 (x) := 0 ∀x. With these definitions, we can rewrite equation (3.6) in the more appealing form
. From this equation one clearly understands the importance of studying the limiting behavior of both terms in the integral, the function g x n and the measure µ n . For the former we have the sharp result provided by the LLT, once we exclude an ε-slice of the domain: more precisely, from equation (1.2) it plainly follows that
as n → ∞ (4.4)
uniformly for (α, ζ) ∈ [0, 1−ε]×R, ∀ε > 0; in particular, we have the pointwise convergence
as n → ∞ In the following crucial lemma we are going to prove that the sequence µ n converges weakly to µ. Since we are not dealing with probability measures, we must be more precise: we mean weak convergence with respect to the class C b of bounded and continuous functions on R 2 : µ n ⇒ µ iff for every h ∈ C b h dµ n → h dµ . In terms of the corresponding distribution functions, this amounts to requiring that F n (a, b) → F (a, b) for every (a, b) ∈ R 2 in which F is continuous, and also that F n (+∞, +∞) → F (+∞, +∞), that is, the total mass of µ n converges to that of µ (this extra "tightness condition" prevents mass from escaping to infinity). Using the properties of a distribution function, it's not difficult to see that this is in fact equivalent to the apparently stronger requirement Proof. We shall prove that for every a ∈ [0, 1], b ∈ [0, +∞] one has the convergence of F n (a, b) towards F (a, b) . From the definition of µ n (4.1) we have that
Let's treat before the case b < +∞. We fix a constant γ greater than b/E[H 1 ], say γ := b/E[H 1 ] + 1, and we split the sum in two parts:
We start showing that the second term is vanishing as n → ∞. [3] gives that the convergence takes place at an exponential rate:
for some C ′ > 0, so that
Now we are left with considering the first sum in the r.h.s. of (4.7), which can be rewritten as
where we have introduced the notation
We recall from (1.6) that for every α ∈ (0,ᾱ) ∪ (ᾱ, γ]
as n → ∞ ; furthermore, it's not difficult to realize that the convergence is indeed uniform on
So this is the situation: we are taking the Riemann sums (look at (4.8)) on the interval [0, γ] of a uniformly bounded sequence of functions (|ξ n (α)| ≤ 1 ∀n, α) that converge pointwise to a function ξ; moreover, the convergence is uniform except on two arbitrarily small neighborhoods of the points 0,ᾱ. But then it's easy to check that these Riemann sums do converge to the integral of ξ over [0, γ]: in fact
and the second term tends to 0 as n → ∞ since ξ is Riemann integrable. For the first term we split the sum in two, and since |ξ n | ≤ 1, |ξ| ≤ 1 we obtain
; letting n → ∞ and then δ → 0 we get the desired result. In short, we have shown that as n → ∞ the distribution function F n (a, b) converges to the integral of ξ over [0, γ]: 
incidentally, for a = 1 this expression shows that µ is indeed a finite measure. On the other side, by definition
where G, defined in the expression above, is the distribution function of the renewal measure associated to the one-dimensional renewal process {T k }. The asymptotic of G(x) for large x is sharply linked to the corresponding asymptotic of the probability tail P[T 1 ≥ x]:
the latter being given in equation (1.4), we are in the condition to apply the Lemma in ch. XIV.3 of [7] , which in our setting gives that
and the proof is completed.
Proof of the convergence
We resume from equation (4.3), that for convenience we rewrite here
2π; since in the preceding section it has been shown that g x n → g x and µ n ⇒ µ, with g x and µ defined in (4.5) and (4.6), we have a strong guess about identifying the possible limit of f n , that we call f [guess] :
having used relation (1.3). It's not difficult to check that f [guess] (x) is finite for every x ≥ 0, it is a continuous function for x > 0 and its integral over R + equals 1.
In this section we are going to show that indeed f n converges uniformly to f [guess] . This concludes the proof of Theorem 1.1, since the pointwise convergence of f n (x) to f [guess] (x), together with the weak convergence of Z + n , forces f [guess] to coincide with f [meander] : it suffices to apply Fatou's Lemma, observing that both functions have integral 1 and are continuous. Of course, it's also possible to directly verify that f [guess] and f [meander] do coincide explicitly performing the integration in equation (5.2) : this extra-check is done in Appendix C.
Let's introduce the notation D b a := [0, a] × [0, b]. Since the prefactor in (5.1) gives no problem, what we need show is the uniform convergence of the integrals:
The strategy is the following: we use the weak convergence of µ n to µ to prove that this relation holds on the restricted domain D x 1−ε , since there the function g x is bounded and we can apply the LLT (see the remarks before equation (4.4) ), and then we will control the errors made in the change of domain. More precisely, by the triangle inequality we have that for every ε > 0
The rest of the section is devoted to showing that the three terms in the r.h.s. are vanishing when we take the limits n → ∞ and then ε → 0.
First term.
Let's call r ε n the first term in the r.h.s. of (5.4) . For this we cannot use weak convergence arguments, since the sequence {g x n } is not uniformly unbounded, and the control has to be made by hands; we are going to prove that lim sup ε→0 lim sup n→∞ r ε n := lim sup ε→0 lim sup
By definition r ε n = sup x≥0 r ε n (x), with
To obtain a more useful expression, it's convenient to make a step backward, rewriting r ε n (x) as a sum: looking back at equations (3.6)-(4.3) we obtain
We recall that by Hypothesis 1 there exists an n 0 such that for every n ≥ n 0 the density f n (x) of S n is a bounded function. However, for convenience we consider before the simpler case when n 0 = 1, that is when the density f (x) of X is bounded.
Bounded density case. From the fact that f (x) is bounded and from the LLT (see equation (1.2)) it follows that there exists a positive constant M such that, for every k ∈ N and for every y ∈ R,
Then from equation (5.6) we get
having thrown away the event [H k / √ n ≤ x] and the k = 0 term, that give a null contribution. Observe that m ≥ ⌊(1 − ε)n⌋, so that m ≥ (1 − 2ε)n for large n; using the combinatorial identity (1.8), for large n we have With some elementary estimate we have
where G is the distribution function of the renewal measure associated to the renewal process {T k }, that had already been introduced in the proof of Lemma 4.1; again the Lemma in ch. XIV.3 of [7] yields that G(n) ≤ C √ n for some constant C, and consequently +∞ k=1
Now let's come back to equation (5.7): observing that the r.h.s. doesn't depend anymore on x and applying the bound we have just derived we find that r ε n := sup then it remains to let ε → 0, and relation (5.5) is proved.
General case.
Since by hypothesis f n is bounded for n ≥ n 0 , for the terms in equation (5.6) with m ≤ n−n 0 one can apply exactly the same arguments as above. We are thus left with considering the remaining terms, whose number however is finite, so that it suffices to show that each of them is negligible. More generally, we are going to prove that any single term in (5.6) is negligible: for any l,
now we enlarge the domain of integration, and observing that obviously P[A, Z ∈ dy] ≤ P[Z ∈ dy] for every event A and r.v. Z, we get
where we have used the Markov property. We have thus obtained a bound uniform in x: since sup z∈R f n (z) → 0 as n → ∞, as it easily follows from the LLT (see equation (1.2) ), the conclusion follows.
5.2.
Second term. We pass to the analysis of the second term in the r.h.s. of (5.4) . From the triangle inequality we obtain
The first term is easily estimated by
that doesn't depend on x anymore; since the real sequence µ n (D ∞ 1−ε ) is bounded (it converges to µ(D ∞ 1−ε )), the r.h.s. tends to 0 as n → ∞ thanks to the LLT for g, see equation (4.4) .
About the second term in the r.h.s. of (5.8), it's immediate to see that for each fixed x it is vanishing as n → ∞: in fact on D x 1−ε the function g x is bounded and continuous and µ n ⇒ µ. Anyway, we want the convergence to be uniform in x and we have to do some more effort.
A classical result (see for ex. [7] , Corollary in ch. VIII.1) says that if {h x (α, β)} is a family of equibounded and equicontinuous functions depending on a parameter x, then the convergence h x dµ n → h x dµ is uniform in x. Now it can be directly checked from the definition (4.5) that when α is restricted to [0, 1 − ε] the functions {g x } are indeed equibounded and equicontinuous (they are equi-lipschitz), but unfortunately in (5.8) the domain of integration is varying with x, and we rather have to take into account the functions {g x · 1 D x 1−ε }, which evidently are not continuous anymore. Nevertheless, with some work it's actually possible to adapt to our case the proof of the result quoted at the beginning of this paragraph, getting the desired uniform convergence: for every ε > 0 lim sup 
By the definition of g x (4.5) it is clear that g x (α, β) ≤ 1/ 2π(1 − α); using the definition of µ (4.6) we have
and from this it directly follows that
We can finally put together the different pieces: taking the limit n → ∞ in equation (5.4) and applying (5.10) we get lim sup
Since this relation holds for every ε > 0, we can take the limit ε → 0 in the r.h.s.: from (5.5) and (5.11) we finally obtain lim sup
which is exactly the desired result (cf. equation (5. 3)), so that the proof of Theorem 1.1 is completed.
Appendix A. Continuity of expression (3.6) We check that expression (3.6), that we rewrite for convenience
really gives the "correct version" of the density, that is a continuous function (for x > 0), at least for large n. To this aim, let's rewrite the expression in a slightly different way: with some manipulations and applying the Duality Lemma (1.7) we have
now we plug this into (3.6), and isolating the contribution of the m = 0 term we find
From this equation it's clear that our expression for f n (x) is continuous for large n: the continuity of f n ( √ nx) follows from Hypothesis 1, while for each term in the sum we can apply Lemma 2.1 of Section 2, since both f m and f n−m are integrable and if n is large at least one of them is bounded.
From the expression above we also get that, for large fixed n, the limit as x → 0 + of f n (x) exists and equals
having used (1.3) and (1.2); in particular, f n (0 + ) > 0 for large n.
Appendix B. A technical lemma
Lemma B.1. For every fixed ε > 0, the following relation holds:
Proof. We begin with a bit of setup; let η be an arbitrary (small) positive number, that will be kept fixed throughout the proof. As stated above, on the domain D ∞ 1−ε the family of functions {g x (α, β)} x≥0 is equibounded:
and equicontinuous, so that one can choose a δ such that for (α, β),
(the √ 2 is for later convenience). Up to choose a smaller δ, we can also suppose that
this is actually possible because µ is a finite measure with no atoms, so that its distribution function is uniformly continuous. Next we choose an x 0 such that
, and the latter can be made arbitrarily small, being µ a finite measure. Finally, let M be a constant such that
It's convenient to partition the rectangle D x 0 1−ε = [0, 1 − ε] × [0, x 0 ] into a finite number of squares, with vertexes in Z 2 /k: we choose k greater than 1/δ, so that the side of each square has length less than δ; let N be the number of squares in the partition. From the weak convergence µ n ⇒ µ it follows that we can take an integer n 0 such that for every n ≥ n 0 and for every square R in the partition (there's a finite number of squares)
Now we are going to build on R 2 a simple function s x (α, β) in order to approximate g x (α, β) 1 D x 1−ε (α, β), and we want the approximation to be good at the same time in L 1 (R 2 , dµ n ) and in L 1 (R 2 , dµ), for every n ∈ N and x ≥ 0. Outside D ∞ 1−ε we put s x := 0, while to define s x on D ∞ 1−ε we distinguish two cases: -Case x ≥ x 0 : for β ≥ x 0 we put s x (α, β) := 0, while for β < x 0 we let s x (α, β) take a constant value on each square of the partition, chosen in such a way that
this choice is possible thanks to (B.2). -Case x < x 0 : now the discontinuity line β = x of the function g x 1 D x 1−ε is contained in the "row of squares" [0, 1] × [ l k , l+1 k ] of the partition, with l k ≤ x ≤ l+1 k ; we put s x (α, β) := 0 for β ≥ l k , while for β < l k we proceed as before: we define s x to take a constant value on each square of the partition, such that
Let's verify that the approximation is really a good one: 
if on the other hand x < x 0 , with l k ≤ x ≤ l+1 k , Observe that in all the preceding relations we could have put µ instead of µ n , with exactly the same bounds. In short, we have shown that sup x≥0 g x 1 D x 1−ε − s x dµ n ≤ (M + 2L) η , (B.9) and the same relation holds also for µ.
Let's finally come back to our main object, the second term in the r.h.s. of (5.8): by the triangle inequality
Since equation (B.9) provides a bound for the first two terms, we can concentrate on the third one. Recall that s x is of the form s x := N i=1 s x i 1 R i , where the R i are the squares of the partition; moreover, in the definition of s x the s x i can be taken smaller than M , because g x ≤ M . We have that
and applying (B.6), for n ≥ n 0 we get sup x≥0 s x dµ n − s x dµ ≤ M · η . (B.11)
In the end, (B.10) together with (B.9) and (B.11) shows that for every η > 0 we can find an n 0 such that ∀n ≥ n 0 the following bound holds:
and being L, M constants independent of η, the proof is concluded.
It only remains to put together the pieces: from (C.1), (C.2) and (C.3) we finally get
which is exactly the desired result.
