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Abstract
We present extensive calculation and the results of quantum Berezinskii-Kosterlitz-
Thouless (BKT) transition for interacting helical liquid system. This system shows
the quantum BKT transition for the different physical situation which we present
by two model Hamiltonians. We derive the renormalization group (RG) equations
explicitly and present the flow lines behavior. We also present RG flow lines based on
the exact solution. We observe that the Majorana fermion zero modes physics and
the gapped Ising phase of the system. We also observe that the evidence of gapless
Luttinger liquid phase as a common phase for both quantum BKT transitions.
Keywords : Quantum Berezinskii-Kosterlitz-Thouless Transition, Topological States,
Renormalization Group Theory.
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Introduction
According to Mermin-Wagner-Hohenberg theorem [1, 2], there is no possibility for the
phase transition from disordered state to ordered state by spontaneous symmetry break-
ing for d ≤ 2 (d = dimension). However, a phase transition of a different sort is predicted
by an ingenious renormalization group analysis [3, 4]. This is a topological phase transi-
tion, which seperates two phases of matter containing rather different topological objects.
Here we mention the basic aspects of classical Berezinskii-Kosterlitz-Thouless (BKT) tran-
sition very briefly. Berezinskii [5], in the year 1971 and Kosterlitz and Thouless [6], in
the year 1973 have explained a new kind of phase transition in two dimensional XY spin
model [7] using renormalization group (RG) method [8, 9, 10, 11]. BKT transition can
successfully explain the phase transition in two dimensional XY model by considering
the topological non-trivial vortex (topological defect) configuration, where there is no re-
quirement of spontaneous symmetry breaking. They have proposed that the disordering is
facilitated by the condensation of topological defects [5, 6]. The basic explanation is that,
at high temperature the correlation function decays exponentially and thermal generation
of vortices is favorable for T ≥ Tc (where Tc is critical temperature of BKT transition).
Thus at higher temperature even number of vortices with opposite sign (i.e, vortex and
antivortex) are produced and they are unbounded. At low temperature i.e, at T < Tc
the correlation function decays as power low and vortex and antivortex are bounded by
forming a pair. Thus the phase transition takes place at the critical temperature which
is obtained by minimizing the free energy [12]. This transition was first explained in two
dimensional XY model. Therfore the study of BKT transition is crucial in quantum many
body systems since many quantum mechanical two dimensional systems can be approxi-
mated to two dimensional XY model [13].
Here we consider an interacting helical liquid system at the edge of the quantum spin Hall
system as our model Hamiltonian. The concept of helical liquid originates from quantum
spin Hall systems with or without Landau levels and it also describes the connection be-
tween spin and momentum. The left movers in the edge of quantum spin Hall systems
are associated with down spin and right movers with up spin [14, 15, 16, 17, 18, 19, 20].
The key feature that helical liquid system possess is the gapless excitation at the edge or
in other sense the exsitence of edge state. The existence of gapless excitation results in
the appearence of Majorana particles at both ends of the system [21]. The renormaliza-
tion group study of this model Hamiltonian system has not been studied explicitly in the
literature, specially the physics of quantum Berezinskii-Kosterlitz-Thouless transition.
Motivation: Quantum BKT transition is a topological quantum phase transition in low
dimensional quantum many-body system. But it has not been explored explicitly in the
literature for the topological state of quantum matter [4, 12]. Therefore it is also inter-
esting to investigate the quantum BKT transition for the topological insulators, which is
the main motivation of this study.
Model Hamiltonian and the derivation of quantum BKT equa-
tions
We consider the interacting helical liquid system at the edge of a topological insulator as
our model system [14, 22, 23, 24, 25]. These edge states are protected by the symmetries
[19, 26]. In this edge states of helical liquid, spin and momentum are connected as the
right movers are associated with the spin up and left movers are with spin down and vice
versa. One can write the total fermionic field of the system as,
ψ(x) = eikF xψR↑ + e−ikF xψL↓, (1)
2
where ψR↑ and ψL↓ are the field operators corresponding to right moving (spin up) and
left moving (spin down) electron at the both upper and lower edges of the topological
insulators.
Here we discuss the basics of this model Hamiltonian very briefly [25, 27]. For the low
energy collective excitation in one dimensional system one can write the Hamiltonian as,
H0 =
∫
dk
2pi
vF [(ψR↑
†(i∂x)ψR↑ − ψL↓†(i∂x)ψL↓) + (ψR↓†(i∂x)ψR↓ − ψL↑†(i∂x)ψL↑)], (2)
where the terms in the parenthesis represents Kramer’s pair at both edges of the system.
The Hamiltonian for the non-interacting part of the one edge of the helical liquid system
is,
H01 = ψL↓
†(vF i∂x − µ)ψL↓ + ψR↑†(−vF i∂x − µ)ψR↑. (3)
We consider the topological insulator in the proximity of s-wave superconductor (∆) and
the magnetic field (B). Thus the additional part of the Hamiltonian is given by,
δH = ∆ψL↓ψR↑ +BψL↓
†ψR↑ + h.c. (4)
One can find two types of interactions which are allowed by time-reversal in helical liquid
system. They are Forward and Umklapp interactions [28],
Hfw = g2ψL↓
†ψL↓ψR↑
†ψR↑. (5)
Hum = guψL↓
†∂xψL↓
†ψR↑∂xψR↑ + h.c. (6)
Thus we get the total Hamiltonian as, H = H0 + Hfw + Hum + δH. The authors of Ref
[27] have mapped this Hamiltonian to the XYZ spin-chain model (up to a constant) i.e,
HXY Z =
∑
iHi, where
Hi =
∑
α
JαSi
αSi+1
α − [µ+B(−1)i]Siz. (7)
This is our model Hamiltonian where, Jx = vF +∆, Jy = vF −∆ and Jz = gu are coupling
constants. After the continuum field theory [21], one can write the Hamiltonian as,
H =
v
2
[
1
K
(∂xφ)
2 +K(∂xθ)
2
]
− µ√
pi
∂xφ+
B
pi
cos(
√
4piφ)− ∆
pi
cos(
√
4piθ) +
gu
2pi2
cos(4
√
piφ),
(8)
where θ(x) and φ(x) are the dual fields and K is the Luttinger liquid parameter [29] of the
system. The author of Ref [21] has shown explicitly the gu has no effect on the topological
state and also on the Ising state of the system.
Derivation of RG equations
We start with the Bosonized model Hamiltonian H with gu = 0,
H =
v
2
[
1
K
((∂xφ)
2 +K(∂xθ)
2)
]
−
(
µ√
pi
)
∂xφ+
B
pi
cos(
√
4piφ)
−∆
pi
cos(
√
4piθ).
(9)
After rescaling the fields, φ′ = φ√
K
and θ′ =
√
Kθ, one can write,
3
H =
v
2
[
(∂xφ
′)2 + (∂xθ′)
2
]
− µ
√
K
pi
∂xφ
′ +
B
pi
cos(
√
4piKφ′)
−∆
pi
cos(
√
4pi
K
θ′).
(10)
Writing the Lagrangian using the Hmailton’s equations, ∂xθ
′ = − 1
v
∂tφ
′ and ∂xφ′ = − 1v∂tθ′
leads us to,
L0 = Πφ′∂tφ′ −H ′0,
=
(
1
v
∂tφ
′
)
∂tφ
′ − v
2
(∂xθ
′)2 − v
2
(∂xφ
′)2,
=
1
2
[v−1(∂tφ′)2 − v(∂xφ′)2].
(11)
Here the Lagrangian L0, is written in terms of φ′ field. One can also write the L0 in terms
of θ′ field as,
L0 = 1
2
[v−1(∂tθ′)2 − v(∂xθ′)2]. (12)
Putting these two together one can have L0 in terms of both φ′ and θ′,
L0 = 1
4
[v−1(∂tφ′)2 − v(∂xφ′)2 + v−1(∂tθ′)2 − v(∂xθ′)2]. (13)
Writting the L0 in imaginary time i.e, τ = it,
L0 = 1
4
[v−1(i∂τφ′)2 + v−1(i∂τθ′)2 − v(∂xφ′)2 − v(∂xθ′)2], (14)
L0 = −1
4
[v−1(∂τφ′)2 + v−1(∂τθ′)2 + v(∂xφ′)2 + v(∂xθ′)2]. (15)
Lagrangian of the interaction (Lint) terms can be obtained by the relation Lint = −Hint.
Thus,
Lint = µ
√
K
pi
∂xφ
′ − B
pi
cos(
√
4piKφ′) +
∆
pi
cos(
√
4pi
K
θ′),
= −µ
v
√
K
pi
∂tθ
′ − B
pi
cos(
√
4piKφ′) +
∆
pi
cos(
√
4pi
K
θ′).
(16)
Writting this in imaginary time τ = it,
Lint = −iµ
v
√
K
pi
∂τθ
′ − B
pi
cos(
√
4piKφ′) +
∆
pi
cos(
√
4pi
K
θ′). (17)
Now we write the partition function Z, which is given by,
Z =
∫
DφDθe−SE [φ,θ], (18)
where SE is the Euclidean action which can be written as, SE = −
∫
drL = − ∫ dr(L0 +
Lint), where r = (τ, x). Thus the partition function is given by,
(19)
Z =
∫
DφDθexp
[
−
∫ Λ
−Λ
dω
2pi
|ω|
( |φ(ω)|2
2K
+
K|θ(ω)|2
2
)
−
∫
dr
(
iµ
v
√
pi
(∂rθ) +
B
pi
cos(
√
4piφ)− ∆
pi
cos(
√
4piθ)
)]
.
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Now we divide the fields into slow and fast modes and integrate out the fast modes. The
filed φ is φ(r) = φs(r) + φf (r) similarly the field θ is θ(r) = θs(r) + θf (r) where,
φs(r) =
∫ Λ/b
−Λ/b
dω
2pi
e−iωrφ(ω) & φf (r) =
∫
Λ/b<|ωn|<Λ
dω
2pi
e−iωrφ(ω), (20)
θs(r) =
∫ Λ/b
−Λ/b
dω
2pi
e−iωrθ(ω) & θf (r) =
∫
Λ/b<|ωn|<Λ
dω
2pi
e−iωrθ(ω). (21)
Thus the Z is,
Z =
∫
DφsDφfDθsDθfe−Ss(φs,θs)e−Sf (φf ,θf )e−Sint(φ,θ). (22)
Using the relation 〈A〉f =
∫ Dφfe−Sf (φf ,θf )A, one can write,
Z =
∫
DφsDθse−Ss(φs,θs)
〈
e−Sint(φ,θ)
〉
f
. (23)
We write the effective action as,
e−Seff (φs,θs) = e−Ss(φs,θs)
〈
e−Sint(φ,θ)
〉
f
. (24)
Taking ln on both side gives,
Seff (φs, θs) = Ss(φs, θs)− ln
〈
e−Sint(φ,θ)
〉
f
. (25)
By writing the cumulant expansion up to second order, we have
Seff (φs, θs) = Ss(φs, θs) + 〈Sint(φ, θ)〉f −
1
2
(〈
S2int(φ, θ)
〉
f
− 〈Sint(φ, θ)〉2f
)
. (26)
Now we calculate the first order cumulant expansion.
〈Sint(φ, θ)〉f =
∫
dr
〈
iµ
v
√
pi
∂rθ
〉
f
+
∫
dr
B
pi
〈
cos(
√
4piφ(r))
〉
f
−
∫
dr
∆
pi
〈
cos(
√
4piθ(r))
〉
f
.
(27)
The second term is,∫
dr
B
pi
〈
cos(
√
4piφ(r))
〉
f
=
∫
dr
(
B
pi
)∫
Dφfe−Sf [φf ] cos(
√
4piφ(r)),
=
B
2pi
∫
dr
{
ei
√
4piφs(r)
∫
Dφfe
∫
f
dω
2pi
[
i
√
4pieiωrφf (ω)−|ω|
|φf (ω)|2
2K
]
+H.c
}
,
=
B
pi
∫
dr cos[
√
4piφs(r)]e
−K ∫f dω|ω| ,
=
B
pi
∫
dr cos[
√
4piφs(r)]e
ln b−K ,
=
B
pi
(b−K)
∫
dr cos[
√
4piφs(r)].
(28)
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Thus we have, ∫
dr
B
pi
〈
cos(
√
4piφ(r))
〉
f
= b−K
∫
dr
(
B
pi
)
cos[
√
4piφs(r)]. (29)
Following the above porcedure one can arrive at the following equations for ∆,∫
dr
∆
pi
〈
cos(
√
4piθ(r))
〉
f
= b−
1
K
∫
dr
(
∆
pi
)
cos[
√
4piθs(r)]. (30)
The first order cumulant expansion can be re-written as,
〈Sint(φ, θ)〉f = b−K
∫
dr
(
B
pi
cos(
√
4piφs(r))
)
− b− 1K
∫
dr
(
∆
pi
cos(
√
4piθs(r))
)
. (31)
Now we calculate the second order cumulant expansion which has the following terms,
−1
2
(
〈
S2int
〉− 〈Sint〉2) = −1
2
∫
drdr′
(
− µ
2
v2pi
)
(〈∂rφ(r)∂r′φ(r′)〉 − 〈∂rφ(r)〉 〈∂r′φ(r′)〉)
− 1
2
∫
drdr′
(
B2
pi2
)(〈
cos(
√
4piφ(r)) cos(
√
4piφ(r′))
〉
−
〈
cos(
√
4piφ(r))
〉〈
cos(
√
4piφ(r′))
〉)
− 1
2
∫
drdr′
(
∆2
pi2
)(〈
cos(
√
4piθ(r)) cos(
√
4piθ(r′))
〉
−
〈
cos(
√
4piθ(r))
〉〈
cos(
√
4piθ(r′))
〉)
− 1
2
∫
drdr′
(
iµB
v
√
pipi
)(〈
∂rφ(r) cos(
√
4piφ(r′))
〉
〈∂rφ(r)〉
−
〈
cos(
√
4piφ(r′))
〉)
− 1
2
∫
drdr′
(
− iµ∆
v
√
pipi
)(〈
∂rφ(r) cos(
√
4piθ(r′))
〉
− 〈∂rφ(r)〉
〈
cos(
√
4piθ(r′))
〉)
− 1
2
∫
drdr′
(
Biµ
piv
√
pi
)(〈
cos(
√
4piφ(r))∂r′φ(r
′)
〉
−
〈
cos(
√
4piφ(r))
〉
〈∂r′φ(r′)〉
)
− 1
2
∫
drdr′
(
−B∆
pi2
)(〈
cos(
√
4piφ(r)) cos(
√
4piθ(r′))
〉
−
〈
cos(
√
4piφ(r))
〉〈
cos(
√
4piθ(r′))
〉)
− 1
2
∫
drdr′
(
− ∆iµ
piv
√
pi
)(〈
cos(
√
4piθ(r))∂r′φ(r
′)
〉
−
〈
cos(
√
4piθ(r))
〉
〈∂r′φ(r′)〉
)
− 1
2
∫
drdr′
(
−∆B
pi2
)(〈
cos(
√
4piθ(r)) cos(
√
4piφ(r′))
〉
−
〈
cos(
√
4piθ(r))
〉〈
cos(
√
4piφ(r′))
〉)
.
(32)
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The B2 term can be written as,
−1
2
∫
drdr′
(
B2
pi2
〈
cos(
√
4piφ(r)) cos(
√
4piφ(r′))
〉
−
〈
cos(
√
4piφ(r))
〉〈
cos(
√
4piφ(r′))
〉)
=
B2
4pi2
(
1− b−2K) ∫ dr(∂rφs)2 − B2
2pi2
(
b−4K − b−2K) ∫ dr cos[√16piφs(r)].
(33)
Similarly one can write,
(34)
−1
2
∫
drdr′
(
∆2
pi2
〈
cos(
√
4piθ(r)) cos(
√
4piθ(r′))
〉
−
〈
cos(
√
4piθ(r))
〉〈
cos(
√
4piθ(r′))
〉)
=
∆2
4pi2
(
1− b− 2K
)∫
dr(∂rθs)
2.
Now we calculate ∆iµ term,
(35)
−1
2
∫
drdr′
(
− ∆iµ
piv
√
pi
〈
cos(
√
4piθ(r))∂r′θ(r
′)
〉
−
〈
cos(
√
4piθ(r))
〉
〈∂r′θ(r′)〉
)
=
∆iµ
2piv
√
pi
∫
drdr′
[〈
cos[
√
4piθ(r)](∂r′θs(r
′) + ∂r′θf (r′))
〉
−
〈
cos[
√
4piθ(r)]
〉
〈∂r′θs(r′) + ∂r′θf (r′)〉
]
,
=
∆iµ
2piv
√
pi
∫
drdr′
[〈
cos[
√
4piθ(r)]∂r′θf (r
′)
〉]
.
The correlation function
〈
cos[
√
4piθ(r)]∂r′θf (r
′)
〉
can be written as [30],〈
cos[
√
4piθ(r)]∂r′θf (r
′)
〉
= −2√pi sin[
√
4piθs(r)]∂r′ 〈θf (r′)θf (r)〉 e−2pi〈θ2f (r)〉. (36)
Thus we have,
= −∆iµ
piv
∫
drdr′ sin[
√
4piθs(r)]∂r′ 〈θf (r′)θf (r)〉 e−2pi〈θ2f (r)〉,
=
∆iµ
2pi2v
∫
dr sin[
√
4piθs(r)](e
1
K
ln b − 1)(e− 1K ln b),
≈ − ∆µ
2pi2v
(1− b− 1K )
∫
dr cos[
√
4piθs(r)].
(37)
Thus combined ∆iµ and iµ∆ terms gives,
(38)
−1
2
∫
drdr′
(
− ∆iµ
piv
√
pi
〈
cos(
√
4piθ(r))∂r′θ(r
′)
〉
−
〈
cos(
√
4piθ(r))
〉
〈∂r′θ(r′)〉
)
= −∆µ
pi2v
(1− b− 1K )
∫
dr cos[
√
4piθs(r)].
In the case of Biµ the correlation function 〈φf (r)θf (r′)〉 is,
〈φf (r)θf (r′)〉 =
〈
(φR↑ + φL↓)(φ′R↑ − φ′L↓)
〉
,
=
〈
φR↑φ′R↑ − φR↑φ′L↓ + φL↓φ′R↑ − φL↓φ′L↓
〉
,
= 0.
(39)
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Thus the combined Biµ and iµB terms equals to 0.
(40)−1
2
∫
drdr′
(
− Biµ
piv
√
pi
〈
cos(
√
4piφ(r))∂r′φ(r
′)
〉
−
〈
cos(
√
4piφ(r))
〉
〈∂r′φ(r′)〉
)
= 0.
Now we calculate the term B∆,
−1
2
∫
drdr′
(
−B∆
pi2
〈
cos(
√
4piφ(r)) cos(
√
4piθ(r′))
〉
−
〈
cos(
√
4piφ(r))
〉〈
cos(
√
4piθ(r′))
〉)
=
B∆
4pi2
∫
drdr′
[
cos
√
4pi[φs(r) + θs(r
′)]
(
e
−2pi
〈
(φf (r)+θf (r′))
2
〉
− e−2pi[〈φ2f (r)〉+〈θ2f (r′)〉]
)
+ cos
√
4pi[φs(r)− θs(r′)]
(
e
−2pi
〈
(φf (r)−θf (r′))
2
〉
− e−2pi[〈φ2f (r)〉+〈θ2f (r′)〉]
)]
.
(41)
Here the correlation function is,
e
−2pi
〈
(φf (r)±θf (r′))
2
〉
= e−2pi〈φ2f (r)〉+〈θ2f (r′)〉±2〈φf (r)θf (r′)〉.
We know that 〈φf (r)θf (r′)〉 = 0. Thus we have,
e
−2pi
〈
(φf (r)±θf (r′))
2
〉
= e−2pi[〈φ2f (r)〉+〈θ2f (r′)〉]. (42)
These two exponentials cancel each other making the whole term 0. Thus the combined
B∆ and ∆B term,
−1
2
∫
drdr′
(
−B∆
pi2
〈
cos(
√
4piφ(r)) cos(
√
4piθ(r′))
〉
−
〈
cos(
√
4piφ(r))
〉〈
cos(
√
4piθ(r′))
〉)
= 0.
(43)
Now we rescale the first and second order cumulant expansions by replacing r = br′,
ω = ω
′
b
, φs(r) = φ
′(r′) and φ(ω) = bφ′(ω′).
〈Sint(φ, θ)〉f = b2−K
∫
dr′
(
B
pi
cos(
√
4piφ′(r′))
)
− b2− 1K
∫
dr′
(
∆
pi
cos(
√
4piθ′(r′))
)
,
(44)
(45)
−1
2
(
〈
S2int
〉− 〈Sint〉2) = B2
4pi2
(
b2 − b2−2K) ∫ dr′(∂r′φ′)2
− B
2
2pi2
(
b2−4K − b2−2K) ∫ dr′ cos[√16piφ′(r′)]
+
∆2
4pi2
(
b2 − b2− 2K
)∫
dr′(∂r′θ′)2
− ∆µ
pi2v
(b2 − b2− 1K )
∫
dr′ cos[
√
4piθ′(r′)].
Comparision of B terms,
B′ = Bb2−K .
We put b = edl and expand the exponential upto second term, i.e, edl = 1 + dl. Then,
B′ = B[1 + (2−K)dl] = B + (2−K)Bdl.
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We define B′ −B = dB, thus we have,
dB
dl
= (2−K)B. (46)
Similarly on comaprision of ∆ terms we have,
d∆
dl
=
[
2− 1
K
(
1 +
µ
vpi
)]
. (47)
Comparision for K terms gives,
dK
dl
=
1
2pi2
(∆2 −B2K2). (48)
Thus we obtain RG equations,
dB
dl
= (2−K)B, (49)
d∆
dl
=
[
2− 1
K
(
1 +
µ
vpi
)]
, (50)
dK
dl
=
1
2pi2
(∆2 −B2K2). (51)
Now we consider the limits B = 0 and ∆ = 0 to obtain the two BKT equations. Consid-
ering B = 0 we get,
d∆
dl
=
[
2− 1
K
(
1 +
µ
vpi
)]
,
dK
dl
= ∆2. (52)
Considering ∆ = 0 we get,
dB
dl
= (2−K)B, dK
dl
= −B2K2. (53)
The other route to derive quantum BKT equations
The BKT equations can also be derived in other way by considering the limiting situation
in the Hamiltonian H (Eq.9), which gives two model Hamiltonian H1 and H2 as follows,
H1 =
v
2
[
1
K
(∂xφ)
2 +K(∂xθ)
2
]
− ∆
pi
cos(
√
4piθ(x)). (54)
H2 =
v
2
[
1
K
(∂xφ)
2 +K(∂xθ)
2
]
+
B
pi
cos(
√
4piφ(x)). (55)
Quantum BKT equations for Hamiltonian H1
Now we consider the Hamiltonian,
H1 =
v
2
[
1
K
(∂xφ)
2 +K(∂xθ)
2
]
− ∆
pi
cos(
√
4piθ(x)). (56)
Following the procedure given in the previous section one can obtain the BKT equation
for The Hamiltonian H1 as (see appendix A for detailed derivation),
d∆
dl
=
(
2− 1
K
)
∆,
dK
dl
= ∆2. (57)
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(a) (b)
Figure 1: (a) Renormalization group flow for ∆ with y||, arrow indicates the direction of
the RG flow. Analytical relation of y|| and K is y|| = ( 1K − 2). (b) Renormalization group
flow for B with y||, arrow indicates the direction of the RG flow. Analytical relation of y||
and K is y|| = (K − 2).
To reduce Eq.57 to standard form, we do the following transformations, −y|| =
(
1− 1
2K
)
and finally the RG equations become,
d∆
dl
= −y||∆,
dy||
dl
= −∆2. (58)
We define the family of hyperbola parameterized by α,
y2|| −∆2 = α. (59)
Thus we have,
d[y2|| −∆2]
dl
=
[
y||
dy||
dl
+ y||
dy||
dl
]
−
[
∆
d∆
dl
+ ∆
d∆
dl
]
,
= 2y||(−∆2)− 2∆(−y||∆) = 0.
(60)
Now we explain the different regime of the RG flow diagram. We distinguish three differ-
ent regimes based on the value of α. In Fig.1a, we can define three regions, region I (weak
coupling), region II (crossover) and region III (strong coupling). Region I and region II
are separated by ∆ = −y|| and region II and region III are separated by ∆ = y||. We
follow Ref. [31] during the explanation.
(1) When α > 0, parameterized hyperbolic equation is,
y|| = (±)
√
α 1+κ
2
1−κ2 , ∆ =
√
α 2κ
1−κ2 , 0 ≤ κ < 1
dκ
dl
= (∓)√ακ. (61)
This is the RG equation for parameter κ and the solution to this is,∫ κ(l)
κ(l0)
1
κ
ds =
∫ l
0
(∓)√αdl,
10
ln
(
κ(l)
κ(l0)
)
= (∓)√αl,
κ(l) = κ(l0)e
(∓)√αl. (62)
(1.a) When α > 0 and y|| < 0,
κ(l) = κ(l0)e
−√αl. (63)
The first region is the weak coupling phase when y|| > ∆. In this phase, there is no
gapped excitation, i.e, region I is in the gapless Luttinger liquid phase, free scalar field.
In this phase, there is no evidence of Majorana fermion mode, i.e, system is in the non-
topological state.
(1.b) When α > 0 and y|| > 0,
κ(l) = κ(l0)e
+
√
αl. (64)
The third region is the deep massive phase and the RG flows flowing off to the strong
coupling regime away from the Gaussian fixed line.
(2) When α < 0, parameterized hyperbolic equation is,
y|| =
√|α| 2κ
1−κ2 , ∆ =
√|α|1+κ2
1−κ2 , −1 < κ < 1.
dκ
dl
= −
√|α|
2
(1 + κ2). (65)
This is the RG equation for the parameter κ and the solution to this is,∫ κ(l)
κ(l0)
1
1 + κ2
ds = −
√|α|
2
∫ l
l0
dl,
tan−1(κ(l))− tan−1(κ(l0)) = −
√|α|
2
(l − l0). (66)
The second region is the crossover regime and the condition for this crossover regime is,
−∆ < y|| < ∆ (−∆ < ( 12K − 1) < ∆). One observes the crossover from the weak coupling
phase (y|| = −|∆|) to the strong coupling region (y|| = |∆|). During this phase, the
system transits from gapless phase to the proximity induced superconducting gap phase,
i.e., ∆ 6= 0. In this phase the system has the Majorana fermion mode. For this situation,
system transits from the non-topological state to the topological state. The difference be-
tween the region II and region III is, in region II, the field they never reaches to free scalar
field, i.e., ignoring the potential either at the long distance or at the short distance physics.
Quantum BKT equations for Hamiltonian H2
Here we consider the Hamiltonian,
H2 =
v
2
[
1
K
(∂xφ)
2 +K(∂xθ)
2
]
+
B
pi
cos(
√
4piφ(x)). (67)
Following the same procedure of appendix A, we obtain the RG equations for the Hamil-
tonian H2 as,
dB
dl
= B(2−K), dK
dl
= −B2K2. (68)
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We do the transformation, y|| = (K − 2) and obtain another set of RG equations,
dB
dl
= −y||B,
dy||
dl
= −B2. (69)
The structure of the second BKT equations (Eq.69) is same as that of the first one (Eq.58).
Therefore the analysis of this equation is the same as that of the first one. The only dif-
ference being, there is no evidence Majorana fermion mode in this phase. In Fig.1b, the
system shows only the Ising phase. From this study, we obtain two types of BKT equa-
tions, there is no Majorana-Ising transition. We observe Majorana-Ising transition, if we
consider four RG equations of Hamlitonian H (Eq.8) [21].
Exact solution of the RG equations
The model Hamiltonian gives two set of RG equation which yield the quantum BKT
equation. Here we derive analytical solution for these two RG equations by solving them
directly. Let us consider the first set of RG equation,
d∆
dl
= (2− 1
K
)∆,
dK
dl
= ∆2. (70)
We use the above two equation to derive the phase relation between the two parameters
∆ and K.
d∆
dK
=
(
2− 1
K
)
∆
∆2
=
(
2− 1
K
)
∆
(71)
On integration, we get C as,
C =
∆2
2
− 2K + lnK (72)
We can calculate C from the initial values ∆0, K0.
∆2
2
=
∆20
2
+ 2(K −K0)− ln
(
K
K0
)
(73)
∆ =
√
∆20 + 4(K −K0)− 2 ln
(
K
K0
)
(74)
In Fig.2a, one can observe three regions, region I corresponds weak coupling gapless
Luttinger liquid phase. Region III, corresponds to strong coupling deep massive phase,
away from Gaussian fixed line. Region II is the crossover from weak coupling to strong
coupling phase. In region III, one can observe the asymptotic nature of the system. In
region III flow lines indicate the increase in the lengthscale, one can observe the coupling
constant increases as the lengthscale increases and vice versa. Now let us consider the
second set of RG equation,
dB
dl
= (2−K)B, dK
dl
= −K2B2. (75)
Now we define a quantity C as,
dB
dK
=
(2−K)B
−K2B2 =
(2−K)
−K2B (76)
On integration, we get C = B
2
2
− 2
K
− lnK
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Figure 2: (a) The curve is plotted for ∆ with y||. Analytical relation of y|| and K is
y|| = ( 1K − 2). (b) The curve is plotted for B with y||. Analytical relation of y|| and K is
y|| = (K − 2). The arrow indicates the direction of the RG flow.
We can calculate C from the initial values B0, K0.
B2
2
=
B20
2
+ 2(
1
K
− 1
K0
) + ln
(
K
K0
)
B =
√
B20 + 4(
1
K
− 1
K0
) + 2 ln
(
K
K0
)
(77)
In Fig.2b, region I and III corresponds to Luttinger liquid phase and Ising phase respec-
tively. Region II corresponds to the crossover from Luttinger to Ising phase. Here Region
III is a strong coupling region where the coupling constant increases as the lengthscale
increases and decreases asymptotically as the lengthscale decreases. Thus the two quan-
tum BKT equations shows asymptotic freedom behavior in the strong coupling regime.
Results of quantum BKT equations for finite µ
Here present the results in presence of finite chemical potential. We consider the Hamil-
tonian H3 to find the effect of chemical potential in RG flow diagrams,
H3 =
v
2
[
1
K
(∂xφ)
2 +K(∂xθ)
2
]
− ∆
pi
cos(
√
4piθ(x))− µ√
pi
∂xφ. (78)
The quantum BKT equations of H3 is given by,
d∆
dl
=
[
2− 1
K
(
1 +
µ
vpi
)]
∆,
dK
dl
= ∆2. (79)
After doing the following transformation, −y|| =
[
2− 1
K
(
1 + µ
vpi
)]
, the BKT equations
reduce to,
d∆
dl
= −y||∆,
dy||
dl
= − ∆
2
(1− µ
vpi
)
. (80)
It is clear from the Eq.80 that in the presence of finite µ, the analytical form of the
equation is the same as that of µ = 0, but with a modification of a factor. In Fig.3,
we present the results for finite µ (µ = 1), the behaviour of the RG equation remain
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Figure 3: Renormalization group flow for ∆ with y|| for both the sets of RG equations for
finite µ (µ = 1), arrow indicates the direction of the RG flow. Analytical relation of y||
and K is y|| =
[
1
K
(
1 + µ
vpi
)− 2].
same. Therefore it reveals from our study that the existance of Majorana fermion mode
does not dissapear for finite µ. There will be no corrections in the RG equation for the
Hamiltonian H2. It is bacause the sine-Gordon coupling is also φ. For this situation one
can absorb the chemical potential term in the sine-Gordon coupling [3].
Conclusion
We have studied the interacting helical liquid system and have found two quantum BKT
transion for different physical situations. We have shown the existance of Majorana
fermion zero mode, gapped Ising phase and gapless Luttinger liquid phase for this system
through RG flow diagrams. We have also found the exact solution.
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Appendix
Derivation of Quantum BKT equations for H1
The Hamiltonian H1 is given by,
H1 =
v
2
[
1
K
(∂xφ)
2 +K(∂xθ)
2
]
− ∆
pi
cos(
√
4piθ(x)). (81)
In the Bosonized model Hamiltonian H1, we rescale the fields as, φ → φ′ = φ/
√
K and
θ → θ′ = √Kθ. Thus the quadratic part of the Hamiltonian will be,
H ′0 =
v
2
[(∂xφ
′)2 + (∂xθ′)2]. (82)
The Hamilton’s equations for the cannonically conjugate fields (φ′ and θ′) are,
∂xθ
′ = −1
v
∂tφ
′ , ∂xφ′ = −1
v
∂tθ
′. (83)
Thus the Lagrangian in terms of θ′ field is given by,
L0 = Πθ′∂tθ′ −H ′0,
=
(
1
v
∂tθ
′
)
∂tθ
′ − v
2
(∂xθ
′)2 − v
2
(∂xφ
′)2,
=
1
2
[v−1(∂tθ′)2 − v(∂xθ′)2].
(84)
The Lagrangian rewritten in the imaginary time (τ = it) as,
L0 = −1
4
[v−1(∂τθ′)2 + v(∂xθ′)2], (85)
The Lagrangian for interaction term will have, L∆ = −H∆, where,
L∆ =
(
∆
pi
)
cos(
√
4piθ(x)). (86)
The Euclidean action can be written as, SE = −
∫
drL = − ∫ dr(L0 + L∆), where r =
(τ, x). Now we write the partition function in terms of Euclidean action,
Z =
∫
Dθ′e[
∫
dr(− 14v−1(∂rθ′)2− 14v(∂xθ′)2)−
∫
drL∆(θ′)]. (87)
16
Final form of the partition function can be written as,
Z =
∫
Dθe
[
− ∫ Λ−Λ dω2pi |ω|K|θ(ω)|22 −∫ drL∆(θ)]. (88)
We now separate the slow and fast fields and integrate out the fast field components. The
field θ is θ(r) = θs(r) + θf (r) where,
θs(r) =
∫ Λ/b
−Λ/b
dω
2pi
e−iωτθ(ω) & θf (r) =
∫
Λ/b<|ωn|<Λ
dω
2pi
e−iωτθ(ω), (89)
here r = (x, τ). Now the partition function can be written as,
Z =
∫
DθsDθfe[−Ss(θs)−Sf (θf )−S∆(θs,θf )],
=
∫
Dθse[−Ss(θs)]
〈
e[−S∆(θs,θf )]
〉
f
,
(90)
where we have used 〈F 〉f =
∫ Dθfe−Sf (θf )F . We write the effective action as,
e−Seff (θs) = e−Ss(θs)
〈
e−S∆(θ)
〉
f
. (91)
Taking ln on both side gives,
Seff (θs) = Ss(θs)− ln
〈
e−S∆(θ)
〉
f
. (92)
By writing the cumulant expansion up to 2nd order, we have
Seff (θs) = Ss(θs) + 〈S∆(θs, θf )〉 − 1
2
(
〈
S2∆(θs, θf )
〉− 〈S∆(θs, θf )〉2). (93)
Now we calculate the first order approximation 〈S∆(θs, θf )〉,
〈S∆(θs, θf )〉 = ∆
pi
∫
Dθfe−Sf (θf )
∫
dr
〈
cos(
√
4piθ(r))
〉
,
=
∆
2pi
∫
dr
{
ei
√
4piθs(r)
∫
Dθfe
(∫
f
dω
2pi
[i
√
4pieiωrθf−|ω|
K|θf |2
2
]
)
+H.c
}
,
=
∆
pi
∫
dr cos[
√
4piθs(r)]e
(− 1K
∫
f
dω
|ω|).
(94)
We write,
∫
f
dω
|ω| =
∫ Λ
Λ/b
dω
|ω| = ln Λ− ln(Λ/b) = ln[ ΛΛ/b ] = ln b.
〈S∆(θs, θf )〉 = ∆
pi
∫
dr cos[
√
4piθs(r)]e
(− 1K ln b),
= b−
1
KS∆(θs).
(95)
Thus the effective action upto first order cummulant expansion can be written as,
Seff (θs) = Ss(θs) + b
− 1
KS∆(θs),
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Seff (θs) =
∫ Λ/b
−Λ/b
dω
2pi
|ω|K|θs(ω)|
2
2
+ b−
1
K
∫
dr
(
∆
pi
)
cos[
√
4piθs(r)]. (96)
Now we rescale the parameters cut-off momentum to the original momentum by consider-
ing, Λ¯ = Λ
b
, ω¯ = ωb and r¯ = r
b
. The fields will be rescaled as, θ¯(ω¯) = θ(ω)
b
and we choose
θ¯(r¯) = θs(r). Thus the rescaled effective action is given by,
Seff (θs) =
∫ Λ
−Λ
dω¯
2pib
¯|ω|
b
b2K|θ¯(ω¯)|2
2
+ b−
1
K
∫
bdr¯
(
∆
pi
)
cos[
√
4piθ¯(r¯)]. (97)
Since we are working in (1+1) dimensional system we have d2r = b2d2r¯.
Seff (θs) =
∫ Λ
−Λ
dω¯
2pib
¯|ω|
b
b2K|θ¯(ω¯)|2
2
+ b−
1
K
∫
b2d2r¯
(
∆
pi
)
cos[
√
4piθ¯(r¯)],
=
∫ Λ
−Λ
dω¯
2pi
¯|ω|K|θ¯(ω¯)|
2
2
+ b2−
1
K
∫
d2r¯
(
∆
pi
)
cos[
√
4piθ¯(r¯)].
(98)
Comparing the coupling constants of rescaled effective action with the unrenormalized
action one can observe that, ∆→ ∆b2− 1K . Thus we write the RG flow equation as,
∆¯ = ∆b2−
1
K .
We write this equation in the differential form by setting b = edl,
∆¯ = ∆e(2−
1
K
)dl
∆¯ = ∆[1 + (2− 1
K
)dl].
Defining the differential of a parameter as d∆ = ∆¯−∆ we have,
d∆
dl
= (2− 1
K
)∆. (99)
Now we solve for the second order cumulant expansion,
−1
2
(
〈
S2∆
〉− 〈S∆〉2) = −∆2
2pi2
∫
drdr′
[〈
cos[
√
4piθ(r)] cos[
√
4piθ(r′)]
〉
−
〈
cos[
√
4piθ(r)]
〉〈
cos[
√
4piθ(r′)]
〉]
.
(100)
First we calculate 〈S2∆〉 term.〈
S2∆
〉
=
∆2
pi2
∫
drdr′
〈
cos[
√
4piθ(r)] cos[
√
4piθ(r′)]
〉
,
〈
S2∆
〉
=
∆2
4pi2
∫
drdr′
[〈(
ei
√
4piθs(r)ei
√
4piθf (r) +H.c
)(
ei
√
4piθs(r′)ei
√
4piθf (r
′) +H.c
)〉]
,
(101)
〈
S2∆
〉
=
∆2
2pi2
∫
drdr′
[
cos
√
4pi[θs(r) + θs(r
′)]
(
e−2pi[〈θ2f (r)〉+〈θ2f (r′)〉+2〈θf (r)θf (r′)〉]
)
+ cos
√
4pi[θs(r)− θs(r′)]
(
e−2pi[〈θ2f (r)〉+〈θ2f (r′)〉−2〈θf (r)θf (r′)〉]
)
+H.c
]
.
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Now we calculate 〈S∆〉2,
〈S∆〉2 = ∆
2
pi2
∫
drdr′
〈
cos[
√
4piθ(r)]
〉〈
cos[
√
4piθ(r′)]
〉
,
〈S∆〉2 = ∆
2
4pi2
∫
drdr′
[〈(
ei
√
4piθs(r)ei
√
4piθf (r) +H.c
)〉〈(
ei
√
4piθs(r′)ei
√
4piθf (r
′) +H.c
)〉]
,
(102)
〈S∆〉2 = ∆
2
2pi2
∫
drdr′
[
cos
√
4pi[θs(r) + θs(r
′)]
e−2pi〈θ2f (r)〉e−2pi〈θ2f (r′)〉 + cos
√
4pi[θs(r)− θs(r′)]e−2pi〈θ2f (r)〉e−2pi〈θ2f (r′)〉 +H.c
]
.
Thus the term (〈S2∆〉 − 〈S∆〉2) is,
(
〈
S2∆
〉− 〈S∆〉2) = ∆2
2pi2
∫
drdr′
[
cos
√
4pi[θs(r) + θs(r
′)]
(
e−2pi[〈θ2f (r)〉+〈θ2f (r′)〉+2〈θf (r)θf (r′)〉]
)
+ cos
√
4pi[θs(r)− θs(r′)]
(
e−2pi[〈θ2f (r)〉+〈θ2f (r′)〉−2〈θf (r)θf (r′)〉]
)
+H.c
]
− ∆
2
2pi2
∫
drdr′
[
cos
√
4pi[θs(r) + θs(r
′)]e−2pi〈θ2f (r)〉e−2pi〈θ2f (r′)〉
+ cos
√
4pi[θs(r)− θs(r′)]e−2pi〈θ2f (r)〉e−2pi〈θ2f (r′)〉 +H.c
]
,
(103)
(
〈
S2∆
〉− 〈S∆〉2) = ∆2
2pi2
∫
drdr′
[
cos
√
4pi[θs(r) + θs(r
′)]
(
e−2pi[〈θ2f (r)〉+〈θ2f (r′)〉+2〈θf (r)θf (r′)〉]
− e−2pi〈θ2f (r)〉e−2pi〈θ2f (r′)〉
)
+ cos
√
4pi[θs(r) + θs(r
′)]
(
e−2pi[〈θ2f (r)〉+〈θ2f (r′)〉−2〈θf (r)θf (r′)〉]
− e−2pi〈θ2f (r)〉e−2pi〈θ2f (r′)〉
)]
.
(104)
Thus,
−1
2
(
〈
S2∆
〉− 〈S∆〉2) = −∆2
4pi2
∫
drdr′[
cos
√
4pi[θs(r) + θs(r
′)]e−2pi[〈θ2f (r)〉+〈θ2f (r′)〉]
(
e−4pi〈θf (r)θf (r′)〉 − 1
)
+ cos
√
4pi[θs(r)− θs(r′)]e−2pi[〈θ2f (r)〉+〈θ2f (r′)〉]
(
e4pi〈θf (r)θf (r′)〉 − 1
)]
.
(105)
The correlation function 〈θf (r)θf (r′)〉 is calculated as [30],
〈θf (r)θf (r′)〉 =
∫
Dθfe[−
∫
f
dω
2pi
K|ω||θf |2]θf (r)θf (r′), (106)
〈θf (r)θf (r′)〉 =
∫
Dθfe[−
∫
f
dω
2pi
K|ω||θf |2]
∫
f
dω
2pi
e−iωrθ(ω)
∫
f
dω′
2pi
e−iω
′r′θ(ω′), (107)
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〈θf (r)θf (r′)〉 =
∫
f
dωdω′
(2pi)2
e−i(ωr+ω
′r′)e[−
∫
f
dω
2pi
K|ω||θf |2]θ(ω)θ(ω′), (108)
〈θf (r)θf (r′)〉 ∝
∫
f
dωdω′
2pi
e−i(ωr+ω
′r′) 1
2|ω|Kδ(ω + ω
′), (109)
〈θf (r)θf (r′)〉 = 1
2K
∫
Λ/b<|ω|<Λ
d|ω|
2pi
e−iω(r−r
′)|ω|−1, (110)
〈θf (r)θf (r′)〉 = 1
2piK
∫ Λ
Λ/b
dω
ω
e−iω(r−r
′). (111)
For r′ → r we will have,
〈θf (r)θf (r′)〉 ≈
〈
θ2f (r)
〉
=
1
2piK
∫ Λ
Λ/b
dω
ω
=
1
2piK
ln b. (112)
We introduce the relative coordinate s = r − r′ and center of mass coordinate T =
(r + r′)/2. Thus we have,
cos
√
4pi[θs(r) + θs(r
′)] = cos[4
√
pi(θs(T ))].
This term is RG irrelevent term. For small s cosine can be approximated by,
cos
√
4pi[θs(r)− θs(r′)] = 1− 2pi(s∂T θs(T ))2.
Thus Eq.105 can be written as,
−1
2
(
〈
S2∆
〉− 〈S∆〉2) = −∆2
4pi2
(
1−
(
1
b
) 2
K
)∫ b/Λ
0
ds
∫
dT (1− 2pi(s∂T θs(T ))2). (113)
Here the first term turns out to be field independent term. Thus we consider only second
term,
−1
2
(
〈
S2∆
〉− 〈S∆〉2) = ∆2
4pi2
(
1−
(
1
b
) 2
K
)∫ b/Λ
0
ds
∫
dT (2pi(s∂T θs(T ))
2),
=
∆2
2pi
(
1−
(
1
b
) 2
K
)∫ b/Λ
0
s2ds
∫
dT (∂T θs(T ))
2,
=
∆2
6piΛ3
((
1
b
)−3
−
(
1
b
) 2
K
−3)∫ Λ/b
−Λ/b
dω
2pi
|ω|K|θs(ω)|
2
2
.
(114)
After rescaling the parameters and fields the equation will have the form,
− 1
2
(
〈
S2∆
〉− 〈S∆〉2) = ∆2
6piΛ3
((
1
b
)−3
−
(
1
b
) 2
K
−3)∫ Λ
−Λ
dω¯
2pi
¯|ω|K|θ¯(ω¯)|
2
2
. (115)
Now the effective action can be written as,
Seff =
∫ Λ
−Λ
dω¯
2pi
¯|ω|K|θ¯(ω¯)|
2
2
+ b2−
1
K
∫
d2r¯
(
∆
pi
)
cos[
√
4piθ¯(r¯)]
+
∆2
6piΛ3
((
1
b
)−3
−
(
1
b
) 2
K
−3)∫ Λ
−Λ
dω¯
2pi
¯|ω|K|θ¯(ω¯)|
2
2
,
(116)
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Seff =
[
1 +
∆2
6piΛ3
((
1
b
)−3
−
(
1
b
) 2
K
−3)]
Ss(θs) + b
2− 1
KS∆(θs). (117)
Comparing the rescaled effective action with the original action we obtain RG flow equa-
tion,
K¯ = K
[
1 +
∆2
6piΛ3
((
1
b
)−3
−
(
1
b
) 2
K
−3)]
. (118)
Defining the differential of a parameter as dK = K¯−K and by setting b = edl we get RG
flow equation in the differential form,
dK = −K∆
2
6piΛ3
(e3dl − e(3− 2K )dl),
dK = −K∆
2
6piΛ3
[1 + 3dl − 1− 3dl + ( 2
K
)dl],
dK
dl
=
(
∆2
3piΛ3
)
. (119)
Now we rescale ∆→ ∆
√
1
3piΛ3
. Thus RG flow equations of H1 is given by equation,
d∆
dl
=
(
2− 1
K
)
∆,
dK
dl
= ∆2. (120)
One can follow the same procedure to obtain the RG equations for the Hamiltonian H2.
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