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Abstract

The ASCE confers an overall D+ grade to American infrastructure, while the NAE
lists the restoration and improvement of urban infrastructure as one of its grand
engineering challenges for the 21st century, indicating that infrastructure renovation
and development is a major challenge in the US. Furthermore, according to the UN
World Urbanization Prospects, about 55% of the world’s population lives in urban
areas and this percentage is set to grow, especially in Africa and Asia. The growth
of urban population poses challenges to the expansion of underground infrastructure,
such as water, sewage, electricity and telecommunications. Localization and mapping
of underground infrastructure are fundamental for infrastructure maintenance and
development. Ground penetrating radar (GPR) is a remote sensing method capable
of detecting subsurface assets that has been used in the localization and mapping
of underground utilities. This thesis contributes improvements of GPR systems and
imaging algorithms towards smarter infrastructure, specifically: Application of GPR
imaging algorithm to improve GPR data readability and generate augmented reality
(AR) content; Use of photogrammetric methods to improve GPR positioning for
underground infrastructure localization and mapping.
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Chapter 1

1

1.1

Introduction

The word infrastructure stems from the Latin infra, meaning under, and structure.
In a sense, this thesis is concerned with the infrastructure that touches the very root
of the word: Underground infrastructure.

1.1.1

World Urbanization

The UN World Urbanization Prospects states that about 55% of the world’s population lives in urban area, and just India, China and Nigeria are projected to add 860
million people to urban areas between 2018 and 2050 [1]. Not coincidentally, India,
China and the continent of Africa have experienced the highest rate of urbanization.
In China, this growth was driven by the increase in gross domestic product (GDP),
while in India and Africa it was driven by urban population growth [2]. Furthermore,
with some exceptions, urbanization occurs at a faster rate in budget-constrained less
economically developed regions, such as Latin America, in comparison to more developed regions of the world. The underlying urban infrastructure challenge to promote
sustainable growth is immense, involving economic, social, and environmental factors.
In the United States, the American Society of Civil Engineers (ASCE) issues annually the infrastructure report card, that confers a grade to the infrastructure of the
country and each of its states. The report considers such factors as the infrastructure’s
capacity to meet current and future demand, its physical condition, functionality and
maintainability, funding, adaptability, safety, resilience, and technological innovation.
For the year of 2018, the US received an overall grade of D+ [3]. Such grade indicates that the quality of American infrastructure lies between poor and mediocre.
2

For some key resources, such as drinking water, the grade was D, indicating poor,
at risk, infrastructure. These grades reflect the lack of investment in developing the
American infrastructure for the future, imperative to sustain the US competitiveness
in the global market.
Notwithstanding, the National Academy of Engineering (NAE) lists the restoration and improvement of urban infrastructure as one of its grand challenges for engineering in the 21st century [4]. Some of the pressing issues are the aging and decaying
of infrastructure built in the last century, the need not only of faulty elements replacement, but renovation and innovation for more efficient, adaptable, and cost-effective
infrastructure for the future.

1.2

Smart Underground Infrastructure

In the 21st century, communication technology was revolutionized with ubiquitous
mobile internet access, cheaper miniaturized sensors, the emergence of the Internet
of Things (IoT), Big Data, that are transforming the way societies use, perceive, and
design, their future infrastructure. Smart infrastructure is the expression introduced
to characterize this new hyper-connected, responsive, characteristic of contemporary
infrastructure [5]. It embodies the idea of self-aware (i.e. instrumented, responsive)
infrastructure integrated into networks, most commonly the communications network via radio. The integration of information and communication technologies with
physical infrastructure, its associated Big Data, and the introduction of automated or
semi-automated data analysis to support or drive intelligent decision-making promises
to be key for the needed infrastructure renovation both on the physical and on the

3

governance levels.

1.2.1

Virtual, Augmented and Mixed Reality

Another of the NAE grand challenges for engineering in the 21st century is the development of virtual reality (VR). Nowadays, the major companies developing VR
devices and software, such as Microsoft, Facebook, Magic Leap, Apple, Google, actually extend the idea to the concepts of augmented reality (AR) and mixed reality
(MR), where virtual objects are projected into the natural reality instead of full virtual reality immersion. For instance, in the game development software Unity [6],
one of the most popular platforms for the development of AR applications, such
technologies are encapsulated in the acronym XR. Thus, it is natural to extend the
NAE challenge beyond VR into other reality-augmentation modalities offered by the
technical innovation brought over recent decades on hardware and software.
Professor Dimitris Papanikolaous, in his chapter on intelligent infrastructure presented in [7], argues that one of the areas shaping the research in smart environment is
human-computer interaction interfaces, for a more efficient, seamless, user-interaction
with the surrounding environment, improving the efficiency of feedback loops and enabling the emergence of smarter systems. Therefore, the introduction of innovative
data visualization and interaction methods using XR are also of interest both as
a broad engineering challenge as in the context of smart underground infrastructure [8, 9].

4

1.2.2

Contributions

The introduction above forms the landscape that motivates this work. There is need
for technical innovation, better management and restoration of existing, aging, infrastructure.
The localization and mapping of underground infrastructure are fundamental components for its management, assessment and restoration. It also enables coordination
with new construction sites, enabling opportunities for holistic, sustainable, infrastructure design.
Several sensing methods are available to probe the subsurface, such as acoustic
sensors, magnetic sensors, and ground penetrating radar (GPR) [10]. Acoustic sensors
are robust and may operate well under different weather conditions but usually require
mechanical coupling, such that faster surveys, e.g. using a car, are not possible.
Magnetic sensors are possible, but signal interpretation is hard and they are not able
to sense non-magnetic materials. In contrast, GPR is able to sense both metallic and
non-metallic materials, with a range of penetration depths depending on the emitted
wave frequency range, soil type and conditions.
This thesis is focused on improving GPR systems and algorithms towards smarter
infrastructure, particularly the pursuit of AR for underground infrastructure.
This thesis main contributions are:
• Application of GPR imaging algorithms to improve data readability and generate augmented reality (AR) content.
• Use of photogrammetric methods to improve GPR positioning, towards underground infrastructure localization and mapping.
5

1.3

Ground Penetrating Radar

Ground penetrating radar (GPR) is a remote geophysical sensing method based on
the scattering of electromagnetic waves [11, 12]. It has been applied in the detection
of geological features [13, 14], archaeological excavations [11], railroad ballast [15, 16],
landmine detection [17], rebar detection [18], assessment of bridge decks [15, 16], selfdriving cars [19], and mapping and localization of underground utilities [20].
Traditionally, in a GPR survey, a platform carrying the GPR control unit and
antennas is moved along a straight line. Back-scattered waves acquired along this
line are denominated traces. The collection of acquired traces forms a grayscale
image (see Fig. 1.1) denominated B-scan. Stacking parallel B-scans creates a 3-D
GPR dataset denominated a C-scan. For instance, the bounding slices of a C-scan
are shown in Fig. 1.2. To form a C-scan, a regular or structured grid is marked on
the ground prior to survey, as shown in Fig. 1.3.
Notice in Fig. 1.2 the presence of a strong hyperbola along the x-axis. Hyperbolas
are characteristic of GPR datasets. As the system moves over the subsurface, the
wave travel-time to a buried target will vary, reaching its minimum when the system
is above the target. This process renders point targets as hyperbolas in the 2-D Bscans and hyperboloids in the 3-D C-scans. In the figure shown, the target is a tube
along the y-axis, so a hyperbola is observed along the x-axis, but a straight line is
observed along the y-axis.
Interpretation of GPR data can be complicated in congested arrangements. For
instance, in Fig. 1.1, between 5 ft. and 7.5 ft., two strong hyperbolas are observed
around a depth of 30 inches. However, several other weaker signals are present in
6

the same region but deeper in the subsurface. It is not clear whether these signals
are other pipelines buried deeper or secondary scattering of the strong reflections.
Further, it is important to recall that the GPR depth axis is in reality a time of
arrival axis. Commercial GPR systems use a constant wave speed to provide an
estimate of the real depth of a target. This process is not accurate because antennas
do not have a straight, narrow field of view, so a trace contains information from the
environment that is beyond the area right below the antenna. Furthermore, the wave
speed in the subsurface depends on the ground material and condition (e.g. humidity
level).

Figure 1.1: Sample of a B-scan acquired with a GSSI SIR-30 GPR.

Most of current commercial GPR systems are monostatic ground-coupled systems,
meaning that a single ground-touching antenna is present. For instance, Fig. 1.4
shows a Geophysical Survey Systems Inc. (GSSI) GPR cart composed of a control
unit, a 400 MHz antenna, and a monitor. This system can be triggered by the cart
wheel encoder or at a set constant time period. A GPS can be used while collecting
data to assign geographical coordinates to the data, however high accuracy GPS
devices are expensive. Furthermore, the GPS signal may be degraded within urban
canyons, which are areas of interest for smarter infrastructure applications.
7

Figure 1.2: Sample of a C-scan created in a laboratory sandbox using a horn-antenna controlled by a Keysight PNA-X Network Analyzer. Note the hyperbola characteristic of GPR
data.

Figure 1.3: A typical chalk marking performed during GPR surveys.
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While commercial systems are easier to use in traditional GPR surveys, they have
limitations regarding innovation. As an example, the commercial system shown in Fig.
1.4 provides some remote control capability, but limited to built-in functionalities. It
is harder to customize the system since the control application is not open-source,
precluding specialized application development by customers.
Furthermore, the data processing pipeline is built on the premise of data collected
following a structured grid. This implies a workflow involving careful annotation
and photographing during survey, saving several files on disk, risk of data loss in
case of system downtime before files are saved (e.g. accidental system shutdown),
and cumbersome collating of data to compose a final report. For instance, notice in
Fig. 1.3 that each line is labelled with a number. That number corresponds to a file
saved on the control unit hard drive that later must be manually exported to another
computer for further processing.
On a data management level, the data collected during survey is stored in private
drivers or servers as independent files, and often are not shared with public stakeholders, either due to security concerns or to preserve market competitive advantage.
Utility or construction workers returning to the surveyed areas after long periods of
time will need to resurvey the region to locate subsurface utilities.
A more efficient GPR system would ideally provide a faster, free-form, broad
inspection of the subsurface with data streaming to a secure server that could be
either accessed by the public or by project stakeholders. Furthermore, this data
should be retrievable by inspection or construction crews returning to the survey site
such that no new surveys are required.
Some of the desired system features towards this goal are:
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Figure 1.4: A Geophysical Survey Systems Inc. ground-coupled, monostatic, ground penetrating radar system with a 400 MHz antenna.

• Air-coupled antennas, for higher platform speeds.
• Accurate, inexpensive dead reckoning for free-form survey.
• Integration with web-based data storage.
• Open code and higher control of acquisition system for easier customization.
• Versatile data processing pipelines.
• Multistatic GPR, for more comprehensive probing of the subsurface.
The use of multistatic radar raises new challenges in data processing and visualization. For instance, instead of a single C-scan, several C-scans will be available,
and inspecting each of these datasets quickly becomes cumbersome. Fig. 1.5 shows
a set of C-scans from a laboratory experiment performed with a multistatic system
10

composed of a single transmitter and three receivers. Each C-scan will show different
signal delays due to the spatial offset of the antennas. Notice that in this case assuming a constant wave speed to estimate depth will fail, since each C-scan observes
the target at different times.

Figure 1.5: Sample C-scans of a multistatic GPR system highlighting the different arrival
times of the ground reflection at the a) first receiver, b) second receiver, and c) third receiver.
The first and third receivers are offset by the same distance from the system transmitter, so
the arrival time is the same.

The data collected during GPR survey can be analyzed to generate 3-D models of the subsurface assets. These models can be implemented in AR applications
to facilitate localization of buried utilities using smartphones or specialized goggles
after survey. Providing AR visualization of buried assets can potentially accelerate
localization of such assets by construction or utility workers.
This thesis contributes in two aspects towards the more efficient GPR system
envisioned above:
• It demonstrates the application of an GPR imaging algorithm to facilitate multistatic GPR data interpretation and generate 3-D models for AR applications.
• It demonstrates, on several prototypes, the use of photogrammetry for improved
dead reckoning in GPR.
11

Chapter 2
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2.1

Introduction to GPR Imaging

The presence of noise, the fact that each trace contains convoluted information from
the antenna surroundings, and that the trace is originally given in terms of a time-axis
and not depth, makes GPR data interpretation difficult. To improve data readability
and the accuracy of target localization, migration or imaging algorithms are applied
to the GPR data [11]. Imaging algorithms are capable of increasing signal-to-noise
ratio (SNR) by focusing the hyperbolas observed in the raw GPR data. Furthermore,
they provide a means to properly fuse several C-scans originating from a multistatic
GPR system. Hence, imaging algorithms are of interest towards a more efficient GPR
system outlined in the introduction.
Radar image reconstruction is fundamentally an inverse problem [17]. Some iterative approaches to solve the inverse problem are available in the radar imaging
literature [21]. On a high level of abstraction the imaging problem consists in, given
a set of system positions P and a set of associated traces T collected during the
survey of a subsurface domain of interest D, determine the reflectivities σ(P ), for all
P ∈ D. Although complex reflectivities are possible this thesis is mostly concerned
with σ(P ) ∈ R. Further, in this context D ⊂ R2 or D ⊂ R3 . The image of the
subsurface may be expressed as

I(P ) =

Z

σ(x)δ(P − x)dS,

(2.1)

where δ(x) is the Dirac delta.
In digital systems, a finite number of points is set. For instance, for i = 1...N
domain points, the image may be written as
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I(Pj ) =

N
X

σi δ(Pj − Pi ),

(2.2)

i=1

where δ(•) is now the Kroenecker delta with δ(0) = 1.
One is often interested only in the contrast of the image, i.e. relative reflectivity values, and not actual reflectivity values. This allows imaging algorithms to be
designed without the need to solve the inverse problem per se.
Furthermore, since data are pre collected at several positions, synthetic aperture
radar (SAR) imaging algorithms can be employed [22]. These imaging algorithms can
be divided in frequency-based or time-based. Frequency-based imaging algorithms are
commonly employed in satellite radar image formation. In essence, a model of the
image of the form shown in Eq.(2.2) is Fourier-transformed

I(k) =

N
X

σi exp(−jk · ri ),

(2.3)

i=1

where r = [x, y, z]T is the voxel position and k = [kx , ky , kz ] are the wavenumbers
associated with each coordinated axis. Depth is parallel to the z-axis. Amplitude
terms, for instance from the wavefront energy decay or associated with the Fourier
transform, are often ignored in the SAR imaging literature since the key component
of the imaging process is the phase [21–23].
The received signal sR (ξ, η, t) when the system is at a position (ξ, η) is modelled
as

sR (ξ, η, t) =

N
X

σi p(t − τi (ξ, η, ri )),

(2.4)

i=1

where p(t) is the transmitted signal, τi (ξ, η, ri ) is the signal delay due to the wave
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travel time from the transceiver position to a point ri and back to the transceiver.
Note that the points to be imaged are not necessarily the points at which the sensor
was positioned, that is why a new set of variables (ξ, η) to describe the sensor position
is introduced.
In a monostatic, single homogeneous medium case, the delay is given by
2q
τi (ξ, η, ri ) =
(ξ − xi )2 + (η − yi )2 + zi2 ,
v

(2.5)

√
where v = c/  is the wave speed in the media,  is the media dielectric constant
and c is the speed of light.
Applying the Fourier transform to Eq. (2.4) with τi as in Eq. (2.5) leads to

S(k0 ) = P (ω)

N
X

σi exp(−jk0 · ri ),

(2.6)

i

where P (ω) = Ft {p(t)}, k0 = [kx0 , ky0 , kz0 ]T are the wavenumbers associated with the
coordinated axis, and

kz0 =

q

4k 2 − kx02 − ky02 ,

(2.7)

and k = ω/v. Notice the similarity between Eqs. (2.3) and (2.6). For simplicity,
consider an ideal short pulse, such that P (ω) = 1. Then the image and the signal
Fourier transforms are equal when k = k0 . If that is the case, then the image I(P )
may be recovered by applying the inverse Fourier transform to the transformed GPR
data S(k0 ). Efficient computation of these transforms are carried via the Fast Fourier
Transform (FFT) algorithm. However, this algorithm requires equally spaced samples
in the frequency domain. Since in GPR surveys data are collected in regular or
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structured grids, this condition may be satisfied by the acquired data along the x-axis
and y-axis. However, notice that the wavenumber kz0 has a nonlinear relationship with
k, kx0 , ky0 and therefore is not sampled in regular intervals. Hence, interpolation in the
frequency domain is required to satisfy the condition k = k0 . If this is not enforced,
the resulting image is smeared. Furthermore, other complicating factors such as radar
pattern, antenna beamwidth and footprint, multiple antennas, air-coupled cases are
harder to be considered. The presence of different layered media can be accounted
for in the far-field case [24], but it is not trivially managed in the near-field scenario
occurring in GPR. These characteristics and requirements of traditional frequencybased imaging algorithms are in opposition to the desired multistatic, free-form survey
GPR system outlined in Sec. 1.3.
Time-domain imaging algorithms on the other hand area easier to comprehend,
because linear optics is used to estimate the wave travel time [25]. They have a higher
computational cost, but the required computations can be performed in parallel; can
more naturally incorporate layered media and accommodate arbitrary survey paths
in the imaging process; Radiation patterns may also be included more naturally as
the geometry of the problem is considered during calculation of the wave travel time.
Notwithstanding, in a review of several migration algorithms, [26] shows that one of
the most promising algorithms is the time-domain back-projection algorithm (BPA)
both in terms of image quality and computation time. In view of the above, the
BPA is chosen as the imaging algorithm towards the goal of fusing and facilitating
multistatic GPR data readability.
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2.2

Back-projection algorithm

In the time-domain BPA, the acquired traces are back-projected into a point of interest in the subsurface domain based on the total wave travel time to that point [25].
As the points of interest, i.e. points where buried targets are present, are not known
a priori, a set of domain points is chosen. The back-projection process is performed
over this set of points. As the GPR system surveys the subsurface and more traces
are back-projected, the higher intensity signals corresponding to buried targets are
superposed in the same domain region, uncovering a buried target. This process is
depicted in Fig. 2.1. The figure shows top and side view projections of a 3D BPA
image being formed as the system surveys an area and the traces are back-projected
in the space domain. Notice on the left-most column (N = 100), especially in (c),
how the signals are back-projected over the whole domain. This happens because the
back-projection process is time-based, so several points in the domain can have the
same total wave-travel time. However, as the system moves, this ambiguity starts to
be mitigated. In the middle column (N = 300) it is already possible to assert the
presence of a target at the center of the domain. Further signals enable the accurate
determination of the target depth and location (N = 600).
A key component of the BPA is the estimation of the wave travel time. The travel
time will depend on the system coupling mode, air or ground, and on the dielectric
constant of the transmitting media.
One of the main interests is the application of imaging algorithms to multistatic
GPR. In cases where only a single transmitter is available, or when each transmitter
back-scattered signal is acquired independently by each receiver, the multistatic imag17

Figure 2.1: Focusing of buried target with increasing number N of back projected traces. a)
Projection along z-axis, b) projection along x-axis and c) projection along y-axis.

ing algorithm can be developed from the bistatic imaging algorithm. In the following
sections, the travel times required to form the 2-D and 3-D images of ground or air
coupled bistatic systems are introduced as the basis for the multistatic formulation.
The image formation is discussed in the subsequent section.

2.2.1

Ground-coupled GPR

A diagram of the 2-D imaging scheme for ground-coupled GPR is shown in Fig. 2.2.
Let dAB denote the Euclidean distance between two points A, B ∈ R2 . The wave
travel time is then given by

t(Pi , PT , PR ) =

dPT Pi + dPi PR
,
v
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(2.8)

where Pi , i = 1...N is a subsurface domain point, PT and PR are the transmitter
√
and receiver positions, respectively, and v = c/ .
Since there is only a single transmitting media, assumed to have an uniform dielectric constant , there are no angle changes due to the wave refraction. Then, to
extend the ground-coupled case to the 3-D scenario, illustrated in Fig. 2.3, simply
add another coordinated axis and use the appropriate Euclidean distance.

Figure 2.2: Diagram for 2-D ground-coupled GPR imaging.

Figure 2.3: Diagram for 3-D ground-coupled GPR imaging.

2.2.2

Air-coupled GPR

The diagram of the 2-D imaging scheme for air-coupled GPR is shown in Fig. 2.4. In
the air-coupled case, two layered media are present, so ground reflection and refraction
occurs. The diagram shows the refracted wave path, since that is the wave that probes

19

the subsurface. The refracted wave suffers a change in angle due to the change in
medium wave speed. The wave travel time is then given by

Figure 2.4: Diagram for 2-D air-coupled GPR imaging.

Figure 2.5: Diagram for 3-D air-coupled GPR imaging.

Figure 2.6: Diagram of the global reference system G and the local reference system L.

t(Pi , PT , PR ) =

d
d
dP T P S
dP P
+ S i + Pi P̃S + P̃S PR ,
c
v
v
c
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(2.9)

where PS and P̃S are the scattering points from the transmitter to the point Pi ,
and from the point Pi to the receiver, respectively.
A challenge with this scenario is the determination of the appropriate scattering
point PS coordinates. The scattering point position may be determined from Snell’s
Law, but it requires solving a fourth order polynomial equation [25, 27]. Since the
target position is not known a priori, this equation would have to be solved for
all domain points at each system position, rendering the algorithm computationally
expensive. Instead, the following approximation is used to estimate the position of
the scattering point [25, 27]

xS (Pi , PT ) =






xi






xi








 xi

+

xC√−xi
,


if |xT − xi | < dcr

−

√ zi ,
−1

if xT ≥ xi + dcr ,

+

√ zi ,
−1

if xT ≤ xi − dcr

(2.10)

where xC is a point at the intersection between the ground level and a line connecting the transmitter and the point of interest Pi , and the distance criteria is given
by
s

dcr = (h − zi )


,
−1

(2.11)

where h is the antenna height in relation to the ground. Here the z-axis is chosen
to point upwards, with the origin at the ground level, implying that subsurface points
have negative z coordinate values.
To extend this approach to the 3-D scenario, illustrated in Fig. 2.5, this approximation is applied within a plane connecting the transmitter/receiver and the
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point of interest. The rays illustrated in the 3-D diagram are contained in the plane
x0 − z 0 of the local reference system L. Within that plane, the approximation given
by Eq. (2.10) can be used. The frames of reference illustrated in the diagram are
shown in more detail in Fig. 2.6. To express this approximation in terms of a
global, fixed frame of reference G, an homogeneous transformation HΨ is used. Let
P = [x, y, z, 1]T be the homogeneous representation of a point in the G frame of reference, and P 0 = [x0 , y 0 , z 0 , 1]T be the homogeneous representation of that same point
in the L frame of reference. Let rL = [xT , yT , 0]T be the offset between L and G. The
coordinate values P and P 0 are related by the transformation

P = HΨ P 0 ,

(2.12)

with


HΨ =

cos(Ψ)


cos(Ψ)



 0






− sin(Ψ) 0 xT 
sin(Ψ)

0

0

1

0

0

0



yT 

,

0




(2.13)

1

representing a translation of rT and a rotation of Ψ radians about the z-axis.
Writing the approximation given in Eq. 2.10 using P 0 and applying the transformation above yields the generalized approximation




 xi

−

z√
i (xT −xi )
,
(h−zi )

if |xi − xT | ≤ |cos(ψ)|dcr


 xi

+

zi√
cos(ψ)
,
−1

if |xi − xT | > |cos(ψ)|dcr

xS = 
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,

(2.14)

yS = yT +

yi − yT
(xS − xT ),
xi − xT

(2.15)

for i = 1...N , with

cos(ψ) = q

xi − xT
(xi − xT )2 + (yi − yT )2

.

(2.16)

This approximation can now be used to calculate the wave travel time using Eq.
(2.9).

2.3

Image formation

In the BPA, the image formation process requires the calculation of the wave travel
times to all domain points Pi , i = 1...N for each system position. Denote the total
travel time to a point Pi when the system is at the k th position, k = 1...M , as

ti,k = t(Pi , PTk , PRk ).

2.3.1

(2.17)

Bistatic image formation

The bistatic image I is formed as

I(Pj ) =

N X
M
X

sk (ti,k )δ(Pi − Pj ),

(2.18)

i=1 k=1

where sk (t) is the signal received at the k th position, and δ(•) is the Kroenecker
delta.

23

The resulting image is then scaled as

I 0 (Pj ) =

I(Pj )
,
I max

(2.19)

for j = 1...N , where
I max = max |I(Pi )|.
1≤i≤n

(2.20)

Let g(θ) represent the antenna gain as a function of the angle θ between the
antenna and a point of interest. To account for the antenna pattern in the image
formation process, the back-projected signal is redefined as

ŝk (θi,k , ti,k ) = g(θi,k )sk (ti,k ),

(2.21)

where θi,k is the angle formed between the antenna and the point Pi when the
system is at the k th position.

2.3.2

Multistatic image formation

Consider a system composed of Q transmitters and R receivers. The bistatic image
0
Iq,r
of each (q, r) transmitter-receiver pair, for q = 1...Q, r = 1...R, may be formed

using the method presented in the previous section. Two approaches, discussed below,
are considered in the multistatic image formation.
Approach 1: Simple bistatic images superposition
The straightforward multistatic image formation process simply add all bistatic images to form a multistatic image
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I(Pj ) =

Q X
R
X

0
(Pj ),
Iq,r

(2.22)

q=1 r=1

the image is then scaled as

I 0 (Pj ) =

I(Pj )
,
I max

(2.23)

for j = 1...N , where
I max = max |I(Pi )|.
1≤i≤n

(2.24)

Approach 1: Laboratory experiments
A set of three laboratory experiments with different targets were performed to assess
the imaging algorithm performance. A four-channel Keysight PNA-X network analyzer was used to control the GPR system. The antennas setup, shown in Fig. 2.7,
is composed of a single transmitter and three receivers. A set of 15 B-scans, formed
by about 90 traces spaced 10 mm of each other, was colleted. Each B-scan is parallel
to each other and offset about 25.4 mm. In this first set of experiments, a simulated
radiation pattern, shown in Fig. 2.9, was used.
Experiment 1.1: The first experiment considered a complex-shaped metallic target, shown in Fig. 2.10 at ground level. Since the target is at ground level, there is
no need to consider the refraction for image formation. Furthermore, the dielectric
constant of air is homogeneous with  = 1. These conditions allows the validation
of the algorithm implementation without other complicating factors. A slice of the
resulting image is shown in Fig. 2.11 and an isosurface of the 3-D BPA image is
shown in Fig. 2.12. The shape is successfully recovered.
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Figure 2.7: Antenna setup of the multistatic GPR system.

Figure 2.8: Data collection scheme on the laboratory sandbox.
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Figure 2.9: Simulated antenna pattern.

Figure 2.10: Complex shaped copper target.

Figure 2.11: Slice in the x-y plane of the reconstructed image.
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Figure 2.12: Isosurface at +0.35 of the BPA image showing the recovery of a complex shape
target at ground level.

Experiment 1.2: The second experiment considered a rectangular metallic plate
target buried at about 75 mm depth, shown in Fig. 2.13. The dielectric constant of
sand was set to  = 4. Cross-sections at the middle of the resulting 3-D image are
shown in 2.14. An isosurface of the 3-D image is presented in 2.15. The shape of the
target is successfully recovered.

Figure 2.13: Aluminum plate used as a buried target.

Experiment 1.3: The third experiment considered a metallic disk target buried at
about 75 mm depth, shown in Fig. 2.16. The dielectric constant of sand was set to
 = 4. Cross-sections at the middle of the resulting 3-D image are shown in 2.17.
An isosurface of the 3-D image is presented in 2.18. The shape of the target is also
successfully recovered.
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Figure 2.14: Cross sections of the 3D BPA image of a metal plate buried at 75 mm depth.

Figure 2.15: Isosurface at -0.4 of the BPA image showing the recovery of a rectangular
shape target at ground level.

Figure 2.16: Iron disk used as a buried target.
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Figure 2.17: Cross sections of the 3D BPA image of a metal plate buried at 75 mm depth.

Figure 2.18: Isosurface at -0.4 of the BPA image showing the recovery of a rectangular
shape target at ground level.
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This first approach works well in the case of high SNR images with a single buried
target. However, in more challenging cases, for instance, low image contrast, targets
observed by some antennas but not by others, presence of considerable ground noise,
this approach may not yield the best image contrast.
Approach 2: Superposition of squared bistatic images and enhancement
filter
A method to increase contrast is to square each voxel of the image, as this process
penalizes the lower-weight signals while retaining the extreme values in the image
(notice that, by construction, every image has at least one point of intensity 1 unless
all voxels have zero intensity).
One alternative within that approach is to perform the squaring operation on the
multistatic image. However, it is beneficial to apply this process to each bistatic image
and form the multistatic image by superposition afterwards. The main reason is that
each antenna view is limited by its radiation pattern. A strong signal perceived right
below the antenna will still be back-projected throughout the spatial domain, since
only time information is available for the back-projection of each signal. Even if the
radiation pattern is considered, a high amplitude introduces some undesired signals
in other regions of the subsurface domain. Those undesired signals may be backprojected into a region well-observed by another antenna, hence introducing artifacts
in the multistatic image. This process is illustrated in Fig. 2.19. The first antenna R1
observes the blue region, but its signal is back-projected beyond this observed region,
into the region depicted in red. This red region overlaps with the second antenna R2
observed region shown in green, introducing undesired artifacts. However, the signals
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back-projected in the red area are less focused than the signals within the blue region,
such that their overall magnitude is lower. Hence, squaring each bistatic image prior
to superposition of all images helps mitigate the artifact intensities. This mitigation
is exemplified in Fig. 2.20, where the artifacts of the BPA image prior and after
squaring are highlighted. The squared image shows considerable artifacts supression.

Figure 2.19: The first receiver, R1 , back-projection region extends beyond (red) the antenna
coverage region (blue). This causes artifacts to be introduced in the second antenna, R2 ,
coverage region (green).

Figure 2.20: Side-view projection illustrating the artifacts present in the area beyond a
receive antenna footprint in a) original bistatic image, and the mitigation of these artifacts
in b) squared bistatic image.

Thus, in this second preferred multistatic image formation approach each voxel
(l, m, n) of the (q, r) pair image Iq,r is squared

(Ĩq,r (Pj ))l,m,n = (Iq,r (Pj ))2l,m,n .
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(2.25)

The goal of applying an imaging algorithm to the raw GPR data is to improve data
readability, by clearly identifying targets position, and increase SNR. The constructed
image can also be used to generate 3-D models of subsurface assets of interest. These
models can be used in 3-D building models or for AR visualization. Although the
squaring process improves image readability, it may still be difficult to analyze the
image due to the presence of noise. For instance, Fig. 2.22 shows an example of
a multistatic image formed by the second approach described above and manually
inspected to determine a suitable isosurface. It is not possible to easily decouple the
important information from noise.
There are several factors affecting the multistatic image quality, such as
• Different area coverage for each antenna.
• Variation of scattered signal intensity depending on antenna polarization.
• Buried targets of complex geometry.
• Presence of more than one target of different materials in the subsurface (e.g.
metal and plastic pipes).
• Congested pipelines.
• Different antenna specifications, due to manufacturing issues, leading to bistatics images different SNR.
• The subsurface is rarely a perfectly homogeneous medium, so ground noise is
present.
• Presence of buried objects that are of no immediate interest, such as rocks and
roots.
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• Bias implied in the BPA.
Part of the noise in 2.22 is due to the last item in the list above. The BPA
back-projects more signals to certain regions of the subsurface domain than others,
depending on the survey path of each antenna. An example of the distribution of
signal contributions is shown in Fig. 2.21a. The uneven distribution of contributions
throughout the domain leads to higher intensity voxel values in those regions, even
if no buried target is present, as highlighted in 2.21b. One could try to compensate
this effect by averaging voxel intensity over the number of contributions. But recall
from Fig. 2.1 that a higher number of signal contributions leads to better image
focusing. Averaging as suggested would help reduce the higher intensity of areas of
high contribution, but leads to higher relative weight of noisier regions, as highlighted
in 2.21c. This bias poses an extra challenge in the analysis of BPA images if, for
instance, there is presence of low intensity but important structures in the image.

Figure 2.21: Top-view projection illustrating the a) uneven distribution of the backprojection algorithm and b) the artificial highlighting of the BPA image and c) compensation by averaging, which reduces the effect on high contribution areas but highlight low
contribution, noisier regions.

Therefore, processing methods capable of enhancing the features of interest in the
3-D image are desirable. Another research area where the extraction and enhancement
of features of interest in 3-D image is necessary is medical imaging [28, 29]. For
instance, in vasculature imaging, or angiography, there is interest in extracting faithful
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Figure 2.22: In more challenging scenarios, manual inspection of the 3-D image is difficult.
In this example, an L-shaped object was buried. The shape is reconstructed in the image and
highlighted in magenta. However, significant image noise is present, highlighted by the red
circle, making it difficult to both analyze the image and extract a 3-D model of the asset.

3-D models of the vasculature. This is a challenging task, since the vascular elements
are immersed in an environment filled with other cell structures. These elements are
present in a variety of dimensions which affects the element intensity in reconstructed
images [29–31]. Another aspect that affects the intensity in angiograms is the different
distribution of contrast bolus in the vascular network. A point in common between
angiography and the GPR imaging algorithm proposed here is that the targets of
interest have tubular shape. For instance, Fig. 2.23 shows the side and top view
projections of a BPA image of a PVC pipe. Notice the tubular structure of the
high focus zones. The geometry of the vascular elements have been explored in the
medical imaging literature to design filters that enhance tubular structures within 3-D
images. A large class of such enhancement filters are based on the image derivatives,
in particular the Hessian of the image. Such filters can also be applied in GPR images.

35

Figure 2.23: Case 2: a) Side-view projection illustrating the signal focusing at the top and
bottom of a pipe cross-section and b) top-view projection showing the tube-like structure of
those regions.

36

Hessian-based enhancement filters
If the targets of interest in an image I(x) ∈ R3 have known geometry, this can be
exploited to highlight such structures. To inspect the local geometrical structure of
the image, for instance at a point x0 ∈ R3 , it may be expanded as

I(x0 + δx0,σ ) ≈ I0,σ + δxT0 ∇I0,σ + δxT0 H0,σ δx0 .

(2.26)

The parameter σ represents the scale of the structure. One could use for instance
the image gradient ∇I0,σ . to detect target boundaries in the image. Several filters
using this approach have been proposed but they are sensitive to image noise [29]. A
more robust approach is to use the second derivative, i.e. the Hessian H0,σ .
The Hessian is computed as
∂
∂
I(x, σ) = σ γ I(x) ∗
G(x, σ),
∂x
∂x

(2.27)

where ∗ represents the convolution operation, γ defines a family of functions, and

G(x, σ) =

kxT xk
1
2σ 2 ,
e
(2πσ 2 )D/2

(2.28)

is a D-dimensional Gaussian distribution. Computing the Hessian in this form
enables one to cover a range of scales.
Furthermore, in [31], it is shown that the eigenvalues of the Hessian carry information regarding the local geometry of the image. In particular, the relative sizes of
the eigenvalues may be used to identify tubular or spherical structures.
Enhancement filters are functions ν : R3 → R of the Hessian eigenvalues that
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highlight structures of interest in the image. Several enhancement filters based on
the eigenvalues of the Hessian have been proposed in the literature. In [29], a new
filter is proposed and confronted with traditional Hessian-based enhancement filters,
exhibiting higher performance in enhancing tubular structures.
Let λ1 , λ2 , λ3 , with |λ1 | ≤ |λ2 | ≤ |λ3 |, be the Hessian eigenvalues. The Jerman
enhancement filter (JEF) is given by

ν(λ1 , λ2 , λ3 ) =






0






1








λ22 (λρ

3
− λ2 )[ λ2 +λ
]3
ρ

if

λ2 ≤ 0 ∨ λρ ≤ 0,

if

λ2 ≥ λρ /2 ≥ 0,

(2.29)

otherwise,

where λρ is the regularized λ3 given by





λ3






λρ (λ3 , λτ ) = λτ







0

if

λ3 > λτ ,

if

0 < λ3 ≤ λτ ,

(2.30)

otherwise,

where λτ = τ maxP λ3 (P, σ), and τ ∈ [0, 1] is a filter parameter controlling the
filter threshold for maximum gain ν = 1.
Projection of the multistatic BPA images prior and after the application of the
JEF are shown in Figs. 2.32, 2.37 and 2.42. The filter is highly effective in removing background noise and enhancing the target features present in the image. For
instance, contrast the resulting isosurface of a manual inspection of a BPA image
before, shown in Fig. 2.22, and after, shown in Fig. 2.27, enhancement.
The resulting images can now be further leveraged to create 3-D models for AR
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visualization. By inspecting the image, a suitable threshold level η is chosen. Let
∆η : R3 → [0, 1] be a classifier defined as

∆η (x) =





0

if




1

otherwise.

x < η,

(2.31)

The 3D model is obtained as the unit isosurface of the binarized image
M3D (Pj ) = ∆η (E (Pj )).

(2.32)

Figure 2.24: Case 1: Top and side view projections of the image prior to (left column) and
after (right column) enhancement.
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Figure 2.25: Case 2: Top and side view projections of the image prior to (left column) and
after (right column) enhancement.

Figure 2.26: Case 3: Top and side view projections of the image prior to (left column) and
after (right column) enhancement.

40

Figure 2.27: Application of the Jerman enhancement filter aids in the analysis of BPA
images in challenging scenarios. Manual inspection of the enhanced image now leads to far
less background noise (confront with Fig. 2.22).

Processing pipeline
A flowchart of the proposed image processing pipeline is presented in Fig. 2.28. The
BPA is applied to each transmitter-receiver GPR data. Each image is then squared to
increase contrast and reduce artifact impact in adjacent receiver images. The resulting
images are then superposed to form a multistatic image. The JEF is applied on the
multistatic image to enhance tubular structures. This processing pipeline aids in the
GPR data analysis by both fusing several C-scans into a single image and by reducing
background noise. It enables the extraction of 3-D models of subsurface assets that
can be used in AR applications.
Approach 2: Laboratory experiments
A set of three experiments with different targets were performed to assess the imaging
algorithm performance. The system setup was the same as for the first approach.
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Figure 2.28: GPR data processing pipeline: Raw GPR data for each receiver is given as
input. The BPA is applied, and the resulting image squared and scaled. All receiver images
are then summed. The multistatic image is enhanced using the Jerman enhancement filter
and binarized using a suitable threshold level.
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However, the real far-field antenna radiation pattern, shown in Fig. 2.29, was used
in this set of experiments. As in the previous case, 15 B-scans were collected, but
now each is composed of 80 traces. All the experiments consist of plastic pipes of
different sizes and shapes buried at depths ranging from 25.4 mm to 50.8 mm. A
ground-removing processing step is also applied in the original BPA images prior to
normalization.

Figure 2.29: Far-field horn antenna radiation pattern employed in the back-projection algorithm

Experiment 2.1: In the first experiment, a 25.4 mm diameter PVC pipe, shown in
Fig. 2.30, was buried. The pipe is perpendicular to the survey direction. The images
of the first to third receiver are shown as, respectively, top-left to top-right inserts in
Fig. 2.31. Notice that the image is formed in different regions due do the different
area coverage of each antenna. The main image shows the resulting multistatic image.
The enhanced image is shown in Fig. 2.32. A 3-D model defined by thresholding the
image at a suitable level is shown in Fig. 2.33. Projections of this final image along
each coordinated axis are shown in Fig. 2.34.
Experiment 2.2: In the second experiment, a 101.6 mm diameter PVC pipe, shown
in Fig. 2.35, was buried. The pipe is perpendicular to the survey direction. The
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Figure 2.30: Photograph of the 1” (25.4 mm) PVC pipe.

Figure 2.31: Case 1: Slice of the resulting multistatic image. Inserts above illustrate, from
left to right, receivers 1, 2 and 3 back-projected images.

Figure 2.32: Case 1: Slice of the multistatic image enhanced by the Jerman filter.
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Figure 2.33: Case 1: Extracted solid after thresholding.

Figure 2.34: Case 1: Top and side view projections of the final model.
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images of the first to third receiver are shown as, respectively, top-left to top-right
inserts in Fig. 2.36. This is the case shown in Fig. 2.23. Notice in that image that
the top and bottom focus regions are about 50 mm apart, half the expected for this
case. This is due to the assumption of a constant dielectric constant throughout the
subsurface region. Because the pipe is filled with air, the wave propagates with the
√
double of its assumed speed (recall that v = c/  = c/2 when  = 4), rendering
half the distance for the same travelled time. The main image shows the resulting
multistatic image. The enhanced image is shown in Fig. 2.37. A 3-D model defined
by thresholding the image at a suitable level is shown in Fig. 2.38. Projections of
this final image along each coordinated axis are shown in Fig. 2.39.

Figure 2.35: Photograph of the 4” (101.6 mm) PVC pipe.

Figure 2.36: Case 2: Slice of the resulting multistatic image. Inserts above illustrate, from
left to right, receivers 1, 2 and 3 back-projected images.

Experiment 2.3: In the third experiment, a 50.8 mm diameter PVC pipe, shown
in Fig. 2.40, was buried. A section of the pipe is perpendicular to the survey direction
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Figure 2.37: Case 2: Slice of the multistatic image enhanced by the Jerman filter.

Figure 2.38: Case 2: Extracted solid after thresholding.

Figure 2.39: Case 2: Top and side view projections of the final model.
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while another section is parallel to the survey path. The images of the first to third
receiver are shown as, respectively, top-left to top-right inserts in Fig. 2.41. Note
that not all antennas observe the along-path section of the pipe. The main image
shows the resulting multistatic image. The enhanced image is shown in Fig. 2.42. A
3-D model defined by thresholding the image at a suitable level is shown in Fig. 2.43.
Projections of this final image along each coordinated axis are shown in Fig. 2.44.
This last case represents a challenging scenario in view of the following factors:
• Complex-shaped low-reflectivity target.
• Target is partially observed or not observed by some antennas.
• Presence of considerable noise in some of the receiver images.
A great improvement in the image analysis is obtained applying the proposed
processing pipeline.

Figure 2.40: Photograph of the 2” (50.8 mm) U-shaped PVC pipe.

2.3.3

AR Visualization

The models shown in Figs. 2.33, 2.38 and 2.43 are ported to an smartphone AR app
made with Unity. Samples of the visualization of each model using the smartphone
are shown in Fig. 2.45.
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Figure 2.41: Case 3: Slice of the resulting multistatic image. Inserts above illustrate, from
left to right, receivers 1, 2 and 3 back-projected images.

Figure 2.42: Case 3: Slice of the multistatic image enhanced by the Jerman filter.
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Figure 2.43: Case 3: Extracted solid after thresholding.

Figure 2.44: Case 3: Top and side view projections of the final model.
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Figure 2.45: Augmented reality visualization of a) case 1, b) case 2, and c) case 3, models
using a smartphone.
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2.3.4

Conclusions

This chapter introduced a processing pipeline that uses an imaging algorithm and
an enhancement filter to improve GPR data readability. Furthermore, the resulting
images can be used to generate 3-D models that are ported to AR applications and can
be used to visualize subsurface assets. This represents a contribution towards easier
and faster subsurface assets localization and is a more flexible processing pipeline
than the ones currently available in most commercial GPR systems.
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Chapter 3

53

3.1

Photogrammetry applied to GPR

As stated in Sec. 1.3, free-form GPR scanning is a desired feature for GPR systems.
This feature is desirable to, first and foremost, provide an accurate localization of
detected subsurface assets. Further, it would preclude the need of time-consuming
ground markings, and open a window for automated GPR surveys, either ground or
air-launched. Furthermore, as discussed in the previous section it also invites the
development of more general processing pipelines and robust data handling.
However, traditional GPR positioning are based on wheel encoders or GPS. Wheel
encoders provide linear displacement information only, hence not conveying information regarding curves, terrain topology, etc. Therefore it does not suffice as a sensor
towards free-form survey. High accuracy GPS may be employed but are usually
expensive. Furthermore, the application of interest is localization and mapping of
underground infrastructure, which are an important problem especially in urban centers, but GPS signals are degraded in urban canyons and are not available in other
areas of interest such as tunnels and mines [32].
An alternative for dead reckoning is to use inertial measurement units (IMUs) as
they enable 3-D position tracking. Such sensors are available in a wide range of prices
and accuracy, but low-cost IMUs suffer from position drift over time, since position is
obtained over a double integration on acceleration [32]. Drifting may be mitigated by
employing another source of position estimation, for instance, camera-based position
estimation, i.e. visual-odometry or photogrammetry [33, 34].
The development of sensors available in smartphones enable us to combine two
features of interest. On one hand, there is interest in AR visualization of subsurface
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features to speed up underground utilities localization, on the other hand there is
need for a more accurate and versatile dead reckoning in GPR systems. The growing
interest in AR and VR, in particular for gaming, associated with better sensors, e.g.
more and higher resolution cameras, with higher frame-rates, has driven large companies such as Google, Microsoft and Apple to create frameworks for AR applications
development. An AR framework requires accurate estimation of the mobile device
position to update a virtual camera position, such that 3-D virtual objects are properly projected into the real image. To achieve that, these AR frameworks leverage
on the device IMU and its cameras for visual-odometry, resulting in a visual-inertial
odometry (VIO) system [35]. In practice, this means that these frameworks application programming interfaces (APIs) can be explored to create prototypes of GPR
systems that uses VIO for dead-reckoning. Notwithstanding, some AR frameworks
offer persistence of AR objects. By an AR object it is meant a 3-D virtual model that
is being projected into reality. This implies that the device must not only estimate
its position with accuracy but also have a higher understanding of its environment,
such that 3-D projected objects may be preserved between sessions, or even to enable shared AR experiences. For instance, the Google’s Tango framework provided
a mapping feature that stored good image tracking points in a compact local map.
This map can be loaded in later sessions, and the device will localize itself in relation
to the loaded map. This provides not only the possibility of AR objects persistence
but also of IMU drift mitigation through loop closure. A loop closure occurs when
the live camera imagery matches a previously recorded imagery, allowing the device
to compare its current position to the previously recorded position. Since the device
is expected to show drift over time, the previous position receives priority.
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In this work, the Tango framework has been used to provide a photogrammetry
based positioning for GPR systems. The Tango framework has been superseded
by Google’s AR Core, however the new framework does not provide some of the
features available in Tango. For instance, its mapping capability is not available
anymore. Furthermore, Tango was envisioned as a system coupling hardware and
software, since camera calibration is a key step for accurate position estimation from
camera imagery. The AR Core platform is developed focusing on providing indoor
gaming experiences to a larger class of smartphones, so fine-tuned calibration is not
expected. An alternative AR framework is Apple’s ARKit, however it requires an
iPhone for its use and an Apple computer for the programming and deployment
of AR applications. The Tango system is available for the more popular Android
operating system. For these reasons, the Tango device was chosen as the instrument
to provide photogrammetric pose estimation.
The Lenovo Phab 2 smartphone, shown in Fig. 3.1 has been developed for the
Tango framework and will be denominated the Tango device. It counts with a traditional RGB camera, a time-of-flight camera for depth sensing, which enables the
generation of dynamic environment meshes, and a fisheye camera for wide scene view.
As mentioned, the Tango framework wraps advanced computer vision algorithms
to provide a better device pose estimation. For instance, some of the points tracked
by Tango are shown in Fig. 3.2. As a demonstration, the Tango device, without
prior area mapping, was used to track a walk over a hundred meters. The tracked
path is shown overlaid on satellite imagery in Fig. 3.3. Notice that Tango is able to
accurately track the path and capture the curves and changes in direction.
In the next sections some prototype GPR integration with the Tango device are
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Figure 3.1: A Lenovo Phab 2 smartphone tailored for augmented reality applications using
Google Tango.

Figure 3.2: Yellow circles indicate feature points tracked by the Tango device.
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Figure 3.3: Path tracked by the Tango device overlayed on satellite imagery.

described.

3.1.1

Integration of GSSI GPR and Tango device

Prototype 1: The first prototype, shown in Fig. 3.4, integrated a GSSI GPR cart
with the Tango device. The main challenge with this system is the coupling between
a pose and an acquired trace. Because the system is a closed-source, commercial
system, tailored for data security and not for innovative development, it was harder
to develop customized applications. Hence, hardware level alterations were required
to integrate the devices.
The first prototype established a Bluetooth communication between an Arduino
and the Tango device. The Tango device would send a trigger signal to the Arduino
when it detected a displacement of 25.4 mm. The Arduino was connected to the
control pins of the SIR-30 control unit, such that a trace would be collected every
time the Tango device sent a trigger signal. This system was used in a nonlinear
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data collection at the University of Tennessee Chattanooga in the area shown in Fig.
3.5. In this survey, a prior mapping of the area was performed under challenging
conditions, such as by-passers and changing environmental light. The resulting data
in local coordinates are shown in Fig. 3.6a, and a detected feature is highlighted with
its associated geographical coordinates in Fig. 3.6b. The path tracked by Tango was
overlaid on an ArcGIS satellite imagery showing both the good matching to scale and
pinpointing the position of a detected feature of interest.

Figure 3.4: GSSI GPR System Integration with Tango Device.

Some issues with this system regarded the accuracy of Tango device, which was
about 1 inch in optimal conditions, such that the GSSI cart triggering could be erratic
at times, and that the triggering of the GSSI cart by Tango caused the loss of some
traces in the GPR data, mainly because the GSSI system was not designed to this
type of triggering, and it was not clear how to mitigate this issue without further
system documentation.
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Figure 3.5: A Google maps 3-D view of the UTC circle.

Figure 3.6: Resulting GPR data of nonlinear data collection. a) Full GPR dataset and b)
highlighted detail showing a detected feature and geographical coordinates.
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Figure 3.7: Circular GPR scan performed at the University of Tennessee Chattanooga campus overlaid on satellite imagery. The red dot is the feature highlighted in Fig. 3.6.

Prototype 2: The second prototype reversed the logic of the first system. A wheelencoder provided with the GSSI cart was used for triggering, but its signal was split
to an Arduino. The Arduino counts the number of wheel encoder signal rising edges,
e.g. 50 rising edges, and send a signal to Tango log its current pose.
This system was used in two field tests around the area shown in Fig. 3.8 at the
UVM campus. The first field test had an area partially mapped, as illustrated in
Fig. 3.9, which led to the observation of large shifts due to loop closures, highlighted
by the arrows in the top-view of the tracked path shown in Fig. 3.10. Since Tango
register pose based on the wheel encoder rising edge count and the GSSI cart collects
data based on the same signal, a constant ratio of traces per pose is given, enabling
either the averaging of traces to each pose, or the interpolation between poses. The
interpolating approach was used to generate the resulting 3-D GPR data shown in
Fig. 3.11. The arrow indicates some of the rebars present in the concrete slab under
the crosswalk seen in Fig. 3.9.
The second field test was in a nearby area, shown in Fig. 3.12. In this test, area
mapping was performed over the whole survey area. The path tracked by Tango
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overlaid on satellite imagery is shown in Fig. 3.13. The resulting 3-D GPR data are
shown in Fig. 3.14.
This system worked well, but unfortunately it still requires some degree of postprocessing to match poses and data since data-streaming was not straightforward in
the GSSI GPR system. Some issues were also found regarding the proper grounding
of the Arduino system. Depending on the system power source, grounding issues
that prevented the proper working of the Arduino counting system would preclude
the usage of Tango.

Figure 3.8: Google maps 3-D view of the Perkins area.

Prototype 3: A third approach was used to try and bypass the need of the Arduino
system. In this approach, both the Tango and the GSSI GPR used time-triggering for
data collection. At the beginning and end of each survey, both systems are brought
to a halt, leading to constant GPR traces and Tango poses, as highlighted in Fig.
3.15. Then a signal onset detection method based on the Akaike information criteria
(AIC), employed in the acoustic emission (AE) sensing methods, is used to detect the
start and end of the survey section. Given a signal s(t) ∈ RN , the AIC is given by
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Figure 3.9: Partially mapped survey area.

Figure 3.10: Topview of the poses recorded by tango overlayed on Google satellite imagery.
Arrows indicate loop closure and drift correction provided by Tango.
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Figure 3.11: Resulting 3-D image of the subsurface. Arrow indicates rebars present in the
sidewalk concrete slab.

Figure 3.12: Fully mapped survey area.
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Figure 3.13: Topview of poses recorded by Tango overlaid on Google satellite imagery.
Arrows indicate loop closure and drift correction provided by Tango.

Figure 3.14: Resulting 3-D image of the subsurface. Arrow indicates rebars present in the
sidewalk concrete slab.
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AIC(t) = t log10 (var(s[1; t])) + (N − t − 1) log10 (var(s[t; N ])).

(3.1)

The start/end of the section is obtained by finding the first/last local minimum of
the AIC over time. For instance, Fig. 3.16a highlight the constant sections observed
when the system is brought to a halt. Fig. 3.16b highlights, as the red dots, the start
and end of the section as determined by the AIC method described above.
Then poses are interpolated to assign a position to each trace. The resulting 3-D
GPR data are shown in Fig. 3.17. Furthermore, inspection of the resulting data is
cumbersome in this format. Common methods to inspect 3-D density data are by
generating isosurfaces or using sliding slices. For this reason, the resulting 3-D data
is then interpolated in a regular grid to facilitate data inspection. Figs. 3.18a and
3.18b shows detected features using the interpolated data. Inspection of the data
enables the design of 3-D models and creation of an AR app to visualize such assets.
For instance, a sample of the detected assets using Microsoft’s HoloLens is shown in
Fig. 3.19.

Figure 3.15: At the beginning and end of a survey the system is halted, leading to the
constant traces sections highlighted.

The difficulty with this approach is the handling of system halting during the
survey, e.g. to check information on the monitor. This generates excessive repeated
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Figure 3.16: a) Constant poses observed when the system is halted and b) start and end
detected using the Akaike Information Criteria.

Figure 3.17: Resulting 3-D GPR data.
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Figure 3.18: Interpolated data showing detected features.

Figure 3.19: Sample AR view of underground assets using Microsoft’s HoloLens.
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data. However, the GPR system is to some extent agnostic of the Tango device as
the pose source. This means that this approach can be employed with other pose
providing devices, making it more modular and adaptable.
These prototypes demonstrate the potential application of smartphones as pose
providing instruments that leverage on photogrammetry for higher accuracy, as well
as being integrated to AR frameworks that are of interest for visualization purposes.

3.1.2

Integration of multistatic GPR and Tango
Device

In the most recent prototype, an air-coupled multistatic GPR system controlled by a
four-channel Keysight PNA-X network analyzer and composed of a single transmitter
and three receivers is integrated with Tango. The system is depicted in Fig. 3.20,
showing the system controller, the network analyzer, the Tango device and the receive
antennas. The transmit antenna is located behind the receive antennas and is not
shown in the picture.
A system diagram is given in Fig. 3.21. The Tango device, controlled via USB as
shown in 3.22, provides poses that are sent to a web application. The application logs
Tango poses to a database. The database includes local position, attitude, as well
as GPS data (low-accuracy). The data acquisition is performed using the network
analyzer controller. As soon as a trace is acquired, the controller fetches the latest
Tango pose and assigns it to the trace. Notice that since Tango also provides attitude
as quaternions, the antennas position can be properly transformed if their relative
positions to Tango are known. This transformation is performed by the network
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Figure 3.20: Multistatic air-coupled GPR system prototype.
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analyzer controller during GPR data logging. Furthermore, each survey generates
a unique GPR session identifier. This enables API requests to the web application
that returns the data for a single session. It may also be used as a resource tag.
For instance, BPA images may store the session identifier. Another advantage of the
current system is that it enables that collection and live analysis by teams in different
locations, since data is available on the server.

Figure 3.21: Multistatic GPR system diagram. The network analyzer provides data and
fetches the latest Tango pose. Tango feeds its poses to a server that logs poses to a database.
Furthermore, a BPA job request can be sent to the server.

Furthermore, the BPA algorithm was ported to the online application. A request
is sent to the server to execute the BPA on the latest (default) or a specified GPR
session data. The algorithm can be run in two modes: zone or track modes.
In the zone mode, the algorithm defines the region of interest as the maximum
survey range, accounting for the spatial offset of the antennas. Since GPU is used
to accelerate the algorithm computation, there are memory limitations more rigorous
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Figure 3.22: Tango is controlled using the Vysor app via USB.

than CPU-only applications. For that reason, the region is subdivided in zones, as
illustrated in Fig. 3.25 and the BPA is performed over a zone at a time. In the
current system this is performed in a single computer, but each zone BPA could be
implemented as a separate job and calculated in parallel as well if cloud computing
was used.
In the track mode, the domain is built using a specified receiver position. For
each receiver position, a depth range and number of points along depth are defined.
For instance, in the antenna setup shown in Fig. 2.7, the middle antenna is a natural
choice in this mode. This facilitates data interpretation because back-projection is
performed over a surface that receives considerable signal contributions. In the zone
mode, data inspection is performed, for instance, by slicing planes perpendicular to
the coordinated axis that might not align with the plane in the image with the best
image formation.
The BPA settings can be adjusted in the web application. A snapshot of the
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application is shown in Fig. 3.23, highlighting some of the configurations and settings.
A request to execute the BPA may also be sent from this page. Furthermore, BPA
images can be inspected online. An example of the online visualization of the 3-D
BPA images is shown in Fig. 3.24.

Figure 3.23: The algorithm settings can be adjusted using the web application.

A short indoor test was performed to demonstrate the system acquisition capability. A metal cylinder was placed at ground level as a test target. The corresponding
hyperbolas at each receiver dataset are shown in Fig. 3.28, notice that the image is
not on scale. A density of 100 points per meter is used on each direction. Depth is
defined a priori to range from 0 to 0.3 m and was discretized with 200 points. Notice
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Figure 3.24: 3-D BPA images can be inspected online. From left to right are the BPA
images for a threshold value of 0.01, 0.25 and 0.5.

also that each receiver dataset is offset according to the specified relative distances
to the Tango device.
The BPA as previously described was applied to the sample GPR session. The
zones are defined as 0.5 × 0.5 m2 patches and are depicted in Fig. 3.28. Because of
the free-form survey capability, the spatial density of acquired signals is not-uniform,
which leads to more weight at certain areas of the BPA image. For instance, notice
the strong signals at the edges of the BPA image shown in Fig. 3.29 (formed using
approach 1 described in Sec. 2.1). To correct this effect, clustering and averaging of
poses and traces prior to back-projection is performed. Furthermore, as seem before,
the approach 2 pipeline yields better results. The resulting BPA of this indoor test
applying only the squaring step is shown in Fig. 3.30 and its projections in Fig. 3.31.
The enhanced images are shown in Fig. 3.32 and Fig. 3.33.
The along-track BPA using the middle antenna as the target is shown in Figs.
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3.34 and 3.35 using a 3-D scatter plot and a texture approach, respectively.
Formation of the BPA is still challenging due to
• Scarcity of signals throughout the domain. Recall from Sec. 2.1 that a higher
number of traces is required for signal focusing.
• Tango device accuracy limitations. Errors in the system position will lead to
the signals being back-projected to the wrong domain position.
The first item may be addressed by either reducing survey speed or increasing
acquisition rate. Higher acquisition rates can be accomplished by reducing frequency
sweep range, reducing the number of sample points per trace. Another possibility is
to acquire the frequency domain data and perform the transform on the controller or
server side. The second item is harder to address without a change in pose provider,
since the Tango framework has been discontinued, improvements on the algorithm
level are not expected. The substituting framework ARCore is still incipient and it is
tailored for indoor AR applications, with focus on surface detection, but it is expected
to improve in the coming years. Another alternative is to use systems designed to
provide accurate simultaneous localization and mapping (SLAM), such as the Intel
Realsense T265. With such a system not only accurate positioning is possible but also
integration to frameworks traditionally used in robotics for positioning, such as the
ROS framework, enabling also the possibility of testing cutting edge computer vision
algorithms being developed by various research groups. The disadvantage is that it
will likely increase prototype development time. In this sense, the Tango device still
a great resource.
Tests to evaluate subsurface penetration of this system remains to be done and
should be target of future work.
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Figure 3.25: The range of poses defines the region for the BPA. The region is divided in
zones and the BPA is performed within each zone. This prevents excessive GPU memory
consumption while providing good resolution throughout the whole region.

Figure 3.26: A node density is specified along each direction to determine the number of
nodes of each zone.
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Figure 3.27: Sample of multistatic GPR data collected using the new GPR system.

Figure 3.28: The subsurface domain divided in zones to prevent excessive memory usage.
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Figure 3.29: Back-projected image of the free-form multistatic GPR data without clustering
and squaring.

Figure 3.30: Back-projected image of the free-form multistatic GPR data with clustering
and squaring.
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Figure 3.31: Projections of the back-projected image of the free-form multistatic GPR data
with clustering and squaring.

Figure 3.32: Back-projected image of the free-form multistatic GPR data with clustering,
squaring and enhancement.
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Figure 3.33: Projections of the back-projected image of the free-form multistatic GPR data
with clustering, squaring and enhancement.

Figure 3.34: Scatter plot of the BPA image of the free-form multistatic GPR data in track
mode.

80

Figure 3.35: Texture-based rendering of the BPA image of the free-form multistatic GPR
data in track mode.

3.1.3

Conclusions

Several prototypes integrating a GPR system to a photogrammetry pose provider
were developed. The first prototypes relied on a commercial GPR system, making
the customization and data integration at a software level difficult or impractical.
Hardware level changes, such as cable signal splitting, were used to integrate both
systems. The last prototype provides several features desired in the envisioned ideal
GPR system such as:
• Multiple air-coupled antennas.
• Web-based data streaming and storage.
• Higher control of data acquisition and processing.
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• Higher local positioning accuracy via photogrammetry.
However, the sampling rate with all four channels enabled limits the current survey
speed. This system also has tighter integration to the Tango device since data is
streamed and matched to pose during survey. Since the data acquisition system does
not communicate directly with the pose provider but instead fetches data from the
pose server, any alternative pose provider capable of providing position and attitude
may be used. An external GPS system may also be used if available.
Each GPR session data is stored in structured query language (SQL) databases,
such that a web application can supply data on-demand. Furthermore, the BPA
algorithm introduced in Sec. 2.1 was ported to this web application and can be
applied to data collected with this GPR system. The web application also provides
online visualization of the generated BPA images.
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