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Abstract 
In this paper, we implement an extended version of the inexact approach proposed by Fang and Wu (1994) for solving 
linear semi-infinite programming problems. Some interesting numerical results are reported. The results confirm that the 
inexact approach is indeed more efficient and more robust than the exact approach. 
Keywords: Semi-infinite programming; Linear programming; Entropy optimization 
1. Introduction 
Consider the following linear semi-infinite programming problems (LSIP): 
n 
Minimize ~ c~xj 
j= l  
subject o ~, xjJ~(t) >1 g(t) Vt e T, (1.1) 
j= l  
xj~>O, j=1,2  .... ,n, (1.2) 
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where T is a compact metric space with an infinite cardinality, J) (j = 1, 2,..., n) and g are real 
valued continuous functions defined on T. Here LSIP means a linear optimization problem with 
a finite number of variables and infinitely many constraints. When T has a finite cardinality, the 
problem is reduced to a regular linear programming problem. On the other hand, T can 
be extended to a compact Hausdorff space [1, 16] or a measure space [17] without much 
difficulty. 
A dual program of LSIP can be formulated as the following problem (DLSIP): 
Maximize f rg  (t) dr(t) 
subject o frfJ(t)dv(t) <. cj, j = 1,..., n, (1.3) 
v E M + (T), (1.4) 
where M ÷ (T) is the space of all nonnegative bounded regular Borel measures on T. 
When LSIP has a nonempty feasible region under some regularity conditions, it has been shown 
[1, 16] that LSIP achieves its optimum at least at an "extreme point" of its feasible region. In this 
case, there is no duality gap between LSIP and DLSIP. For applications of LSIP refer to [12, 16]. 
There are many papers [1,8-13, 16] dealing with solution methods for solving LSIP. One 
framework due to Gustafson and Kortanek [13] finds a sequence of optimal extreme points of 
corresponding regular linear programming problems in a systematic way and shows that the 
sequence converges to an optimal solution of LSIP. To be more precise, at the kth iteration, let 
Tk = {tl, t2,..., tk} be a subset of T with k points in it and consider the following linear program 
subproblem (LPk): 
Minimize ~ c~x 1
j= l  
subject o ~, fj(ti)xj >10(ti), i = 1, 2, ..., k, (1.5) 
j= l  
xi~>0, j= l ,  2, . . . ,n.  (1.6) 
Then solve LPk to find an optimal extreme point x k = (x~, x~,...,  x~) T. Let 
tk+l =minimizer{ i=1~ f j ( t )x , - -g( t )} .  (1.7) 
If Y.~=l f~(tk+~)X~- O(tk+~)>1 O, then x k must be an optimal solution to LSIP. Otherwise, let 
Tk+ ~ = TkU {tk+ ~ } to continue this iterative process. It was shown in [12] that the sequence 
{xl ,x  2 .... ,x k, ... } converges to an optimal solution of LSIP. 
With recent advances in the interior-point approach to solving linear programming problems 
[15, 4, 6, 7], Fang and Wu [9] proposed replacing LPk in the aforementioned framework by an 
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entropic perturbation problem LPuk: 
Minimize y, cjxj + #k xj lnxj  
j= l  j= l  
n 
subjectto ~ f~(ti)x~>~O(ti), i= 1,2 . . . . .  k, (1.8) 
j= l  
xj>~O, j = 1,2, . . . ,n ,  (1.9) 
where ~[.L k > 0 is a perturbation parameter. Under appropriate assumptions, it was shown in [9] 
that the sequence of optimal solutions {X(IZk)lX(#k) solves LP~,k, k = 1, 2, ... } converges to an 
optimal solution of LSIP as #k approaches zero. 
Note that LP~,~ and LPk share the same feasible region. When the regions of LPk are bounded 
sets in R" for k greater than or equal to a positive integer K (i.e., the Bounded Feasible Region 
Assumption), it was shown in [7] that LP~,k becomes LPk as #k approaches zero. Hence, LP~,~ can 
be viewed as a "relaxation" of LPk, and X(#k) is an "inexact" optimal solution to LPk. Therefore, it
is called an "inexact approach". Note that we slightly generalize the Bounded Feasible Region 
Assumption of [9], in which K = 1, to include more problems arising in practice. 
In this paper, we focus on the implementation issues and develop an extended version of Fang 
and Wu's inexact approach [9] for linear semi-infinite programming. In Section 2, we state the 
inexact algorithm proposed in [9] and extend it with another layer of inexactness. The key 
implementation issues are discussed in Section 3 and numerical results are reported in Section 4. 
Some concluding remarks are made in Section 5. 
2. Algorithms 
Let us denote the feasible region of LSIP by F and its interior (relative to x ~> 0) by F °. In this 
paper, we assume that F ° ~ 0 (i.e., the Interior Point Assumption) and the Bounded Feasible 
Region Assumption holds. A version of the exact approach which is virtually the same as the one as 
proposed in [9] can be described as follows: 
Algorithm 1. 
Step 1: Set k = 1, choose tl ~ T, set T1 = {tl }, choose r/l, 02, r/3, r/4 > 0 (depending on machine 
accuracy) to be sufficiently small numbers, and 
0<6x<l ,  ~1>0.  
Step 2: Find the optimal solution X(l~k) of LPuk, by using ~'/2 as the stopping tolerance in [7]. 
Let 
~bk+l(t) = ~ fj(t)xj(I.tk) -- 9(t) Vt~ T. (2.1) 
j= l  
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Find a minimizer tk+l of t / )k+ l(t) over T and calculate 
dpk+l(tk+l) = ~ fg(tk+l)Xj(#k) - g(tk+l). 
j= l  
Step 3: If ¢k+l(tk+l) /> -- r/3, then check Pk. 
If p, ~< r/l, then Stop! X(#k) is optimal to LSIP. 
Otherwise, Go to Step 4. 
If dpk+l(tk+l) < -- r/3, Go to Step 4. (X(#k) is not feasible to LSIP.) 
Step 4: Let Tk+l  = Tkk J{ tk+l} .  
Update Sk: if/,l k ) r/g, then set ~k+l  ~" ~ l~k;  otherwise, set /2k+ 1 = /[2 k. 
Reset k ~- k + 1 and Go to Step 2. 
Note that in the early stages of Algorithm 1 (i.e., when k is small), for a given ~gk, it is not 
absolutely necessary to find a "precise solution" for LP~,k. An "approximate solution" may do the 
job. Therefore, we extend Algorithm 1 by adding another layer of inexactness, namely, LP~ is 
considered to be solved when its optimality condition is satisfied within a tolerance k. By reducing 
ek to zero, as k goes to infinity, we return to the original design of Algorithm 1. This extension is 
outlined as follows: 
Algorithm 2. 
Step 1: Set k = 1, choose tl ~ T, set T1 = {tl }, choose r/l,/72, q3, q4. > 0 (depending on machine 
accuracy) to be sufficiently small numbers, and 
0<61,62  < 1, p l ,e l  > 0. 
Step 2: Find an approximate optimal solution to LP,k and denote it by X(pk), by using ek as 
a stopping tolerance. Let 
q~k+l(t) = ~ fj(t)xj(#k)-- g(t), Vt~ T. 
j= l  
Find a minimizer tk+l of ~bk+l (t) over T and calculate 
~)k+l ( tk+l )  = ~ f j ( tk+l )X j ( lgk)  -- g(tk+l) .  
j= l  
Step 3: If ~gk + l (tk + l )  ~ -- r/3, then check /~k ad ek. 
If fig ~< r/1 and ek <. r/2, then Stop! X(#k) is optimal to LSIP. 
Otherwise, Go to Step 4. 
If ~k+l(tk+ 1) < -- r/3, Go to Step 4. (X(l~k) is not feasible to LSIP.) 
Step 4: Let Tk+l ~- Tkk- ){ tk+l} .  
Update #k: if gk > r/4, then set #k + 1 = ~ 1 #k; otherwise, set ~,~k + 1 ~ ~k. 
Update ek: if gk > r/2, then set ek+ 1 ~- ~28k ; otherwise, set 8k+ 1 = ek. 
Reset k ~ k + 1 and Go to Step 2. 
The reduction of •k creates a "cone" in the solution space with its vertex representing the ending 
iteration; whereas the exact approach causes a "tube" since the tolerance is independent of k. With 
C.-J. Lin et al./Journal of Computational nd Applied Mathematics 61 (1995) 87-103 91 
this ek-inexactness, Algorithm 2 seeks only approximate solutions of LP+,~ at the beginning of the 
framework. At least in theory, this could further educe computational work. In case we choose 
ek = ~/2, for all k, Algorithm 2 is reduced to Algorithm 1 whose convergence r sult is shown in [9]. 
Moreover, once a fixed r/2 > 0 is given, ek will be geometrically reduced to a number which is 
smaller than the fixed r/2 in finite steps. Thus, if we regard ek-inexactness as an implementation 
technique, then the convergence proof of Theorem 1 in [9] is also valid for Algorithm 2. 
3. Implementation issues 
The objective of this paper is to perform numerical experiments o confirm that the inexact 
approach (Algorithm 1) and its extension (Algorithm 2) are potentially superior to the exact 
approach. In Section 4, we shall study four different methods for solving LSIP with the help of four 
sets of examples; here we discuss some implementation issues in this section. The first method, 
denoted by "Inexactl", is an implementation f Algorithm 1. The second method, "Inexact2", is an 
implementation f Algorithm 2. The third method, "Exact" method, is the traditional exact 
approach of [1, 12, 13, 16]. Its solution framework isthe same as Algorithm 1, but the perturbation 
parameters #k are taken to be zero for all k. For the details of the Exact method, the same four-step 
outline of Al#orithm 1 will be referred. In this way, we solve a linear program LPk with k linear 
constraints in Step 2 by using a small tolerance r/2; and its optimal solution is denoted by x k. Since 
there is no inexactness involved, we call it an "exact" approach. The fourth method, "Discretized" 
method, is to discretize the domain T into p > 0 points and then solve a linear program with 
p linear constraints evaluated at these points. This method is only a finite approximation ofLSIP. 
In general, more points result in better approximation but with higher computational burden. The 
commercial solver MINOS [18] with its default parameters i  used to solve the linear programs 
occurred in the Discretized method. The numbers of grid points p are chosen to be 
100, 250, 400, 550. However, only p = 550 is reported unless the solution accuracies with different 
p-values are significantly different. The solutions of this method are used for references only. 
In Step 2 of Algorithms 1 and 2, although, in theory, several methods for solving entropic 
optimization problems [14, 19] can also be used, we adopt the dual method eveloped in [7] for 
our implementation. We briefly describe some features of this dual method. Given #k > 0, the 
solution x(l~k) of LP~,k can be found via solving an unconstrained convex dual program. The 
authors denoted this dual by (D/~k) and its variables by W(ltk). The curved search method of [2] was 
adopted in [7] to achieve a result of global convergence with a quadratic rate of convergence for 
the dual method. Moreover, it was proven in [7] that the solution of LP+,k as an "e-optimal" 
solution of LPk, for any given e > 0, when/~k ischosen to be sufficiently small. This further explains 
why X(l~k) is a good approximate solution of LPk, when/~k is sufficiently small. 
In our implementation, tl = 0.5 is always chosen as a starting point for the Inexactl, Inexact2, 
and Exact methods. For the Inexactl and Inexact2 methods, we set r/1 = 10 -a, ,/2 = 10 -8, 
r/3 = 10 -4, r/4 = 10 -5, and 
/~1 = 0.1, 
1"61/~k if /lk > 10 -5, 
/~k + t = '~/~k otherwise, (3.1) 
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where 61 in (3.1) will be specified later. According to [7], #k need not be very small numerically to 
assure that X(lak) is a good approximation ofx  k. Therefore, we use the same control parameters to
run the code of the dual algorithm developed in [7]. To stop the dual algorithm, a tolerance l vel in 
optimality condition is set to be r/2 = 10-8 for the Inexactl method. For the Inexact2 method, the 
tolerance is set to be ek according to the following formula: 
/~1 = 0.1, 
= ~ (~2 ek if ek > 10 -8, (3.2) 
ek + 1 I./~k otherwise. 
In the Exact method, F]3 is also set to be 10 -4 and we use ALPO, an interior point LP solver 
provided in [20], to solve LPk in each iteration. No #k- or ek-inexactness i  added and the stopping 
rule for each LPk is set by specifying the duality gap to be ~< r/2 = 10 -6.  All other default values of 
ALPO are kept unchanged. It is well known that the major computational effort for solving LPk is 
determined by the number of Cholesky factorizations (kx k, in size) required. 
To optimize the function ~bk+ 1 over set T, special properties of ~bk+ 1 should be taken into 
consideration for efficient computation. However, since our main objective is to compare the 
performance of the Inexactl, Inexact2, and Exact methods, as long as we use the same mechanism 
in all cases, there is no urgent need to use a more sophisticated code. In our implementation, since 
T is a one-dimensional compact set in all testing problems, we simply partition T into q equally- 
distant points and select he minimizer of ~bk + 1 (t), over these finite number of grid points q, as an 
approximate solution of the true minimizer of ~bk+ 1(t) in the domain T. In the first five iterations, 
q i's set to be 104, and l0 s thereafter. Let Tk = {tl, t2, ..., tk} be considered as a partition in T. In 
case tk + ~ is tOO close to tk (we call this "trapping"), we reset tk + ~ to be the midpoint of the largest 
subinterval of the current partition and then continue. 
In order to run the dual solver of [7], free variables are converted to nonnegative variables 
by letting x = x ÷-  x-  with x ÷, x->~ 0. With finite arithmetics, the entropic dual solvers 
could encounter numerical difficulties in overflow, if /~k is tOO small and the initial solution 
o f  the unconstrained dual D#k is far away from the feasible region of the dual linear program of 
LPk (see [7]). To overcome this, a "warm start" is selected for the Inexactl and Inexact2 methods 
by setting the new component of the dual variable W(#k)k = 0 and using the optimal solution 
W(#k- 1) of the previous ubproblem D/.t k_ 1 as the first k - 1 components ofthe initial solution for 
D/Zk. 
,When Algorithm 1 or 2 terminates, we let k- be the index of the last iteration and report 
x* = x(#~) as an optimal solution of LSIP. Recall that, by definition, we have the+ l(t~+ 1) = Min- 
imum ~.= ~ f~(t) x* - #(t). This value indicates the "primal feasibility". If ~+ l(t~+ 1) >t 0, the final 
solution is primal feasible. Otherwise, qS~ + l(t~ + 1) < 0 is reported as the "primal infeasibility". Also 
note that, when the algorithm terminates, an optimal dual solution w* of LP~ is proved by the dual 
solver of [7]. Checking the components of w*, an approximate optimal solution of DLSIP can be 
identified. Then the "dual objective value" and "dual infeasibility" can be calculated accordingly 
and reported. Since the final optimal primal and dual solutions obtained in this way are all 
approximate solutions, we refer to the absolute value of the difference between the primal objective 
value and dual objective value as the "duality gap". 
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4. Numerical results 
4.1. L1 problems 
In this section, we compare the numerical performance of different methods by testing some 
commonly encountered L1 examples [12, 10] with simple modifications. 
Problem 1. 
min 
Xj 
"-7- 
j= l J  
n 1 
s.t. j=l~ tJ-lxJ>>'----tt'2- t ~ [0, 1], 
xj>>.O, j=  l,2,...,n. 
Problem 2. 
min 
s.t. 
xj 
""7- 
j= l J  
4 
~ t J - lx J  >~ E t2J, 
j= l  j=O 
t [o, 1], 
xj>~O, j=  l, 2,...,n. 
Problem 3. 
min 
s.t. 
n Xj 
E-  
j= l J  
n 
tJ-lxj>~e ', te [0 ,1 ] ,  
j= l  
xj~>0, j= l ,  2, . . . ,n .  
By varying the value of n, each testing problem actually represents a set of problems. We have 
tested different size problems and chose n = 50 as a baseline case for illustration purposes. 
4.1.1. Testing with nonnegative variables 
Notice that Problems 1-3 have nonnegative variables. In this section, we use the testing results 
of n = 50 to separate the effect of allowing inexactness in #k from that of inexactness ofek. With few 
exceptions, the unreported cases with different n gave similar results. 
1 The parameters for reduction ratios were set to be 61 = ~ for both Algorithms 1and 2 and 62 = 
for Algorithm 2. Table 1 shows the test results for Problem 1. 
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_= 
N 
u~ 
t~  
c~ 
I 
oO 
oO 
e~ 
0 
I 
e2~ 
I I I 1~ 
• o ° ° . 
I 
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Table 1 shows that both inexact methods took six iterations while the Exact method took 
seven iterations to reach an "optimal" solution of this LSIP whose optimal objective value is very 
close to the value obtained by the Discretized method with 550 grid points. In the first iteration, 
Inexactl took five Cholesky factorizations, Inexact2 took two, while the Exact method required 12 
Cholesky factorizations of the same size and structure. Similarly, in the second iteration, the three 
methods required four, three and 12 factorizations respectively. In total, Inexactl took 59 Cholesky 
factorizations, Inexact2 took 45, while the Exact method required 101 factorizations. The 
dual information shown in the table also supported the quality of the "optimal solution" we 
obtained. 
According to our experience, with very few exceptions, the numbers of iterations required by 
Inexactl, Inexact2 and Exact methods are very close for problems with nonnegative variables. The 
major difference was in the numbers of Cholesky factorizations required at each iteration. Both the 
inexact methods required much less computation at the early iterations to reach an approximate 
solution than the exact method. Surprisingly, the approximate solutions worked very well and the 
inexact method terminated earlier than the exact method for this testing problem. This validates 
the potential of the inexact approach. 
Also notice that Inexact2 required fewer number of Cholesky factorizations than Inexactl at 
each iteration. This could be considered as the contribution of the additional inexactness in ek, 
which was the only difference between Inexact2 and Inexactl methods. 
Test results of Problem 2 are given in Table 2. 
These results further confirmed that the inexact approach isa good way to reduce computational 
work. However, "too much inexactness" like Inexact2 could cause a "not so good" approximate 
solution which eventually required Inexact2 to take extra number of iterations to reach optimality. 
In this case, Inexactl could do better. 
Test results of Problem 3 are listed in Table 3. 
The results shown in Table 3 are very similar to those of Problem 1. 
4.1.2. Testing with free variables 
We have concluded in Section 4.1.1 that the inexact approach of [9] indeed outperformed the 
traditional exact approach in our experiments. Since the Inexact2 method involved two-layer 
inexactness for less computational requirement and never encountered overflow problem in our 
previous tests, we now focus on it for further tests with free variables. In order to show that 
Algorithm 2 is not very sensitive to the choice of reduction ratios, we reset hem to a set of larger 
values (61 = ~2 = ½) and rename it as "Inexact method", instead of Inexact2. 
The testing problems listed below are very close to Problems 1 and 2. 
Prob lem 1'. 
min 
n xj 
Y.__ 
j= l J  
n 1 
s.t. ~--1~ tJ-lxi>~-----~t '2  t 6 [0, 1]. 
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t"q 
N 
0 
0 
¢a 
Ud 
t'q 
t~ 
.= 
=. 
oo  
tt% 
tt~ 
oo  
o~ 
oo  
O~ 
¢',1 
r ~ 
oo  
I 
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0 
gd 
¢q 
t~ 
.= 
.= 
tt% 
O~ 
¢,q 
0 
qe5 
t"q 
o~ 
_= _= "= 
98 
Problem 2'. 
min 
s.t. 
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xj  
"7 -  
j=x J  
4 
t ~- lx i>t  _ ~ t2j, tel-O, 1]. 
j= l  j=o  
Note that Problem 1' is obtained from Problem 1 by relaxing the nonnegativity requirement on 
its variables. For the case n = 8, the problem has been studied in [12, p. 137-]. Problem 2' is also 
closely related to Problem 2. For n = 7, it becomes a problem studied in 1,10]. Test results are 
presented in the Tables 4-7. 
The results further confirmed that, in general, the inexact approach is more efficient han the 
exact approach. In our test, when n = 50, ALPO for the Exact method reported an instability 
warning of "suboptimal solution found" for both Problems 1' and 2' and the Exact method 
required more than 50 iterations. However, for a small size problem like Case 1 of Problem 2' with 
relatively large values of 61 and 62 (which imply slow reductions in inexactness parameters #k and 
ek), "too much inexactness" could defeat its own purpose. In summary, for both types of L1 
problems, the Inexact method has been shown to be more efficient han the Exact method. We shall 
further exploit the uniform approximation problem in the next subsection. 
Table 4 
Test results for Problem 1'; Case 1: n = 8 
Iteration Number of Cholesky factorizations Points Discretized 
objective value 
Inexact Exact 
1 2 
2 3 
3 3 
4 4 
5 6 
6 8 
7 11 
8 
Total 37 
Primal obj. value 
Dual obj. value 
Duality gap 
Primal infeasibility 
Dual infeasibility 
6.930961577.10 -1 
6.938219015.10 -1 
7.257438375.10 -4 
--9.130189038.10 -5 
9.934666969.10 -4
10 
11 
14 
14 
75 
6.931476253.10 -1 
550 6.931481715'10 -1 
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Table 5 
Test results for Problem 1'; Case 2: n = 50 
99 
Iteration Number of Cholesky factorizations Points Discretized 
objective value 
Inexact Exact 
1 2 
2 3 
3 4 
4 5 
5 5 
6 5 
7 5 
8 8 
9 8 
10 8 
11 10 
12 10 
13 13 
Total 86 
Primal obj. value 
Dual obj. value 
Duality gap 
Primal infeasibility 
Dual infeasibility 
6.934730174.10 -  
6.931576713.10 -  
3.153461100.10 -4 
1.775384269.10 -4 
1.552854735.10 -5 
a 
6.928672035.10 -  
a Exact method took more than 50 iterations and the reported value was the objective value of LPso. 
b MINOS failed due to insufficient memory space or bad scaling. 
4.2. Uniform approximation problem 
The uniform approximation problem was studied in 1"10]. We found it interesting and success- 
fully solved the same problem by using a fifth degree polynomial to approximate x 6. However, 
since its optimal value was very close to zero, the numerical "relative rror" could be too large for 
solution accuracy in higher dimensional problems. Thus we tailored the problem with a sine 
function in test Problem 4. More about the uniform approximation problem can be found in I-1, 
Ch. 4]. 
Problem 4. 
min max lsin(150t)- ~ xjtJ-l[. 
x~R n te l0,  1] j= l  
This is equivalent o the following LSIP: 
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Table 6 
Test results for Problem 2'; Case 1: n = 7 
Iteration Number of Cholesky factorizations Points Discretized 
objective value 
Inexact Exact 
1 2 5 
2 4 5 
3 4 7 
4 5 11 
5 6 14 
6 6 16 
7 13 21 
8 9 19 
9 8 23 
10 13 10 
11 17 10 
12 17 
13 17 
14 18 
Total 139 
Primal obj. value 
Dual obj. value 
Duality gap 
Primal infeasibility 
Dual infeasibility 
- 1.786569473 
--1.785850451 
7.190226946.10 -4 
-8.460290098.10 -6 
3.934195879.10 -5 
141 
-1.786906749 
550 -1.786830557 
Minimize h 
s.t. h + ~ t-i-lxj >~ sin(150t), 
j= l  
h-  ~ ti-~xj>>. -sin(15Ot), tE[O, 1]. 
j= l  
Note that this is also a problem with free variables. We set n = 10 and n = 20 for testing 
purposes. The results are shown in Tables 8 and 9. 
It is easy to see that the optimal objective value of Problem 4 is 1, in both the cases. Therefore, 
the infeasibility issue was not further pursued and reported in Tables 8 and 9. It is also interesting 
to observe that, in Case 1, both the inexact and exact methods converged very closely to the same 
optimal solution, while the solutions obtained by the Discretized method varied depending upon 
the number of grid points used. The reason could be the oscillation of sin (150t) which caused too 
many local maxima and minima in the domain of T = [0, 1]. Therefore the result from the 
Discretized method epended heavily on the grid points used. This case clearly demonstrated the 
C.-J. Linet al./Journal of Computational nd Applied Mathematics 61 (1995) 87-103 101 
Table 7 
Test results for Problem 2'; Case 2: n = 50 
Iteration Number of Cholesky factorizations 
Inexact Exact 
Points Discretized 
objective value 
1 2 
2 3 
3 4 
4 5 
5 5 
6 6 
7 5 
8 7 
9 9 
10 8 
11 10 
12 11 
13 17 
14 14 
Total 106 
Primal obj. value - 1.787262155 
Dual obj. value -1.787251316 
Duality gap 1.083840683" 10- s 
Primal infeasibility -4.798607474" 10- 5 
Dual infeasibility 1.359835229" 10- s 
a 
-- 1.787934148 
a Exact method took more than 50 iterations and the reported value was the objective value of LP~o. 
b MINOS failed due to insufficient memory space or bad scaling. 
Table 8 
Test results for Problem 4; Case 1: n = 10 
Iteration Number of Cholesky factorizations Points Discretized 
objective value 
Inexact Exact 
1 3 
2 5 
3 6 
4 6 
5 5 
6 6 
7 9 
8 11 
9 9 
10 11 
Total 71 
Primal obj. value 9.999930569.10-1 
Dual obj. value 1.006542646 
Duality gap 6.549589998.10-3 
574 a 
9.999958223.10 -  
100 9.955884409.10 -  
250 9.970603354.10 -  
400 9.996166268.10 -  
550 9.976483775.10 -  
a The Exact method took 39 iterations to reach this solution. 
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Table 9 
Test results for Problem 4; Case 2: n = 20 
Iteration Number of Cholesky factorizations Points Discretized 
objective value 
Inexact Exact 
1 3 
2 5 
3 6 
4 7 
5 8 
6 6 
7 8 
8 13 
9 14 
10 9 
11 12 
12 9 
13 18 
14 13 
15 13 
16 8 
17 9 
18 16 
19 9 
20 30 
Total 216 
Primal obj. va lue  9.999998555" 10-1
Dual ob. va lue  1.000411514e 
Duality gap 4.116585775" 10 -4 
a 
9.979263571' 10-1 
100 9.936574538.10 -1 
250 9.969951180-10 -1 
400 9.988890651.10 -1 
550 9.975850019.10 -1 
aThe Exact method requires more than 50 iterations and the reported value is the objective value of LP5o. 
robustness and efficiency of the Inexact method. Case 2 showed similar results. It is worth 
mentioning that the Exact method encountered "trapping" problems (as described in Section 3) 
many times, but the Inexact method id not encounter this problem. One explanation is that two 
consecutive subproblems for the Inexact method iffer more (due to different/~k and ek) than those 
in the Exact method. 
5. Conclusion 
In this paper, we have validated numerically that the inexact approach proposed in I-9] is robust 
and computationally efficient. We have also extended the original algorithm by including one more 
layer of inexactness. This, in general, further educes computational work, even with quite arbitrary 
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choices of the reduction ratio parameters. However, for some cases of small size problems with 
large reduction ratios, "too much inexactness" may become undesirable. 
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