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Abstract
In this paper we develop the frame theory of subspaces for separable Hilbert spaces. We will show
that for every Parseval frame of subspaces {Wi}i∈I for a Hilbert space H , there exists a Hilbert space
K ⊇ H and an orthonormal basis of subspaces {Ni}i∈I for K such that Wi = P(Ni), where P is the
orthogonal projection of K onto H . We introduce a new definition of atomic resolution of the identity
in Hilbert spaces. In particular, we define an atomic resolution operator for an atomic resolution of
the identity, which even yield a reconstruction formula.
 2005 Elsevier Inc. All rights reserved.
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1. Introduction
Frames for Hilbert spaces were formally defined by Duffin and Schaeffer [4] in 1952
to study some deep problems in nonharmonic Fourier series. Basically, Duffin and Scha-
effer abstracted the fundamental notion of Gabor frames for studying signal processing.
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and M. Fornasier [5] as a natural generalization of the frame theory in Hilbert spaces.
Since frames, in particular frames of subspaces, are applied to signal processing, image
processing, data compression and sampling theory, we consider frames of subspaces for
Hilbert spaces, and extend some of the known results about bases and frames to frames of
subspaces.
Let H be a separable complex Hilbert space. As usual we denote the set of all bounded
linear operators on H by B(H). We use N, Z, R and C to denote the natural numbers, the
integers, the real numbers and the complex numbers, respectively. I, J and every Ji will
denote generic countable (or finite) index sets.
A sequence {fi}i∈I in a Hilbert space H is called a frame for H , if there exist 0 < A
B < ∞ such that for all f ∈ H ,
A‖f ‖2 
∑
i∈I
∣∣〈f,fi〉∣∣2  B‖f ‖2. (1)
The numbers A and B are called a lower and upper frame bound for the frame. Those se-
quences which satisfy only the upper inequality in (1) are called Bessel sequences. A frame
{fi}i∈I is called a tight frame if we can choose A = B and a Parseval frame if A = B = 1.
We call a frame {fi}i∈I uniform (or equal norm) if we have ‖fi‖ = ‖fj‖ for all i, j ∈ I .
Let {fi}i∈I be a frame. Then the frame operator S(f ) = ∑i∈I 〈f,fi〉fi associated with{fi}i∈I is a bounded, invertible and positive operator mapping H onto itself. This provides
the reconstruction formula
f = S−1S(f ) =
∑
i∈I
〈f, f˜i〉fi =
∑
i∈I
〈f,fi〉f˜i , (2)
where f˜i = S−1(fi). The family {f˜i}i∈I is also a frame for H , called the canonical dual
frame of {fi}i∈I . A sequence is called a frame sequence if it is a frame only for its closed
linear span.
The main body of this paper deals with frames of subspaces and atomic resolution of
the identity.
In Section 2, we develop the frame theory of subspaces and we show that for every
Parseval frame of subspaces {Wi}i∈L for a Hilbert space H , there exist a Hilbert space
K ⊇ H and an orthonormal basis of subspaces {Ni}i∈I for K such that P(Ni) = Wi , where
P is the orthogonal projection of K onto H . Our main results will be Theorems 2.2 and 2.8.
In Section 3, we introduce a new definition of atomic resolution of the identity in Hilbert
spaces, we define an atomic resolution operator and we obtain a reconstruction formula.
We also get some useful results about resolution of the identity.
We refer to [2] for an excellent introduction to frames of subspaces. Our references for
frames are [1,7,9].
2. Frame of subspaces
In this section we present the basic definitions and results which we will need later.
Then we present some useful new results about frames of subspaces. Throughout the paper
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onto W .
Let H be a separable Hilbert space and {vi}i∈I be a family of weights, i.e., vi > 0 for all
i ∈ I . A sequence of closed subspaces {Wi}i∈I of H is a frame of subspaces with respect
to {vi}i∈I if there exist positive real numbers C,D such that for all f ∈ H ,
C‖f ‖2 
∑
i∈I
v2i
∥∥πWi (f )∥∥2 D‖f ‖2. (3)
The optimal constants (maximal for C and minimal for D) are called the frame bounds
for the frame of subspaces. The frame {Wi}i∈I is called a tight frame of subspaces with
respect to {vi}i∈I if C = D and is called a Parseval frame of subspaces with respect to
{vi}i∈I if C = D = 1. Moreover, we call a frame of subspaces with respect to {vi}i∈I
v-uniform, if v := vi = vj for each i, j ∈ I . A sequence {Wi}i∈I of closed subspaces of
H is called an orthonormal basis of subspaces if H = ⊕i∈I Wi . We note that {Wi}i∈I
is an orthonormal basis for H if and only if {Wi}i∈I is a 1-uniform Parseval frame of
subspaces for H (see [2, Proposition 3.23]). If we only know that {Wi}i∈I satisfies the
second inequality in condition (3), then {Wi}i∈I is called a Bessel sequence of subspaces
with respect to {vi}i∈I with Bessel bound D.
Notation 2.1. Let H be a separable Hilbert space and {ei}i∈I be an orthonormal basis
for H . Then the space 2(H, I) defined by
2(H, I) =
{
{ak}k∈I
∣∣∣∣ ak ∈ H and
∑
i∈I
‖ai‖2 < ∞
}
(4)
with inner product given by〈{ak}k∈I , {bk}k∈I 〉=∑
i∈I
〈ai, bi〉 (5)
with respect to the pointwise operations is a Hilbert space. If, for each i, j ∈ I, eij ∈
2(H, I) is defined by
eij = {δikej }k∈I , (6)
where δik is the Kronecker delta, then {eij }i,j∈I is also an orthonormal basis for 2(H, I)
and for any {ak}k∈I ∈ 2(H, I) we have〈{ak}k∈I , eij 〉=∑
k∈I
〈ak, δikej 〉 = 〈ai, ej 〉. (7)
The sequence {eij }i,j∈I is called the associated orthonormal basis to {ei}i∈I in 2(H, I).
The next theorem generalizes a result of Han and Larson [6] to the situation of frames
of subspaces.
Theorem 2.2. Let {ei}i∈I be an orthonormal basis for a Hilbert space H , and let {Wi}i∈I
be a Parseval frame of subspaces with respect to {vi}i∈I for H . Then there exists a Hilbert
space K ⊇ H and an orthonormal basis of subspaces {Ni}i∈I for K such that P(Ni) = Wi
(i ∈ I ), where P is the orthogonal projection from K onto H .
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θ(f ) = {vkπWk (f )}k∈I =
∑
i∈I
∑
j∈I
〈
viπWi (f ), ej
〉
eij
for all f ∈ H , where {eij }i,j∈I is the associated orthonormal basis to {ei}i∈I in K . Since
{Wi}i∈I is a Parseval frame of subspaces for H , we have∥∥θ(f )∥∥2 =∑
i∈I
v2i
∥∥πWi (f )∥∥2 = ‖f ‖2.
Thus θ is well defined and is an isometry. So we can embed H into K by identifying H
with θ(H). Let P :K → θ(H) be the orthogonal projection. Then for each i, j ∈ I and
f ∈ H we have
〈
θ(f ), eij
〉=
〈∑
m∈I
∑
n∈I
〈
vmπWm(f ), en
〉
emn, eij
〉
=
∑
m∈I
∑
n∈I
〈
vmπWm(f ), en
〉〈
emn, eij
〉
= 〈viπWi (f ), ej 〉= 〈f, viπWi (ej )〉.
Further〈
θ(f ),P (eij )
〉= 〈Pθ(f ), eij 〉= 〈θ(f ), eij 〉= 〈f, viπWi (ej )〉= 〈θ(f ), θ(viπWi (ej ))〉.
Thus P(eij ) − θ(viπWi (ej )) ⊥ θ(H). But range (P ) = θ(H), hence
P(eij ) = θ
(
viπWi (ej )
)
. (8)
If for each i ∈ I we take Ni = span{eij }j∈I , then {Ni}i∈I is an orthonormal basis of sub-
spaces for K . Since P and θ are linear, then from (8) we conclude that P(Ni) = θ(Wi). 
Proposition 2.3.
(i) Let {fi}i∈I be a frame for a Hilbert space H , and {fij }i,j∈I be the associated sequence
to {fi}i∈I in 2(H, I). Then {fij }i,j∈I is also a frame for 2(H, I). If S and T be the
frame operators for {fi}i∈I and {fij }i,j∈I respectively, then
T
({ak}k∈I )= {S(ak)}k∈I for all {ak}k∈I ∈ 2(H, I). (9)
(ii) Let {fij }i,j∈I be a frame for 2(H, I). If fij = {akij }k∈I , then for any m ∈ I the se-
quence {amij }i,j∈I is a frame for H .
Proof. (i) Let A and B be the frame bounds for {fi}i∈I . Then for any {ak}k∈I ∈ 2(H, I)
we have〈{ak}k∈I , fij 〉=∑
k∈I
〈ak, δikfj 〉 = 〈ai, fj 〉.
By the hypotheses,
A‖ai‖2 
∑∣∣〈ai, fj 〉∣∣2  B‖ai‖2
j∈I
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A
∥∥{ak}k∈I∥∥2 ∑
i∈I
∑
j∈I
∣∣〈ai, fj 〉∣∣2  B∥∥{ak}k∈I∥∥2.
It follows that the sequence {fij }i,j∈I is a frame for 2(H, I). Now let {ak}k∈I ∈ 2(H, I)
be arbitrary. Then we have
T
({ak}k∈I )=∑
i∈I
∑
j∈I
〈{ak}k∈I , fij 〉fij =∑
i∈I
∑
j∈I
〈ai, fj 〉{δikfj }k∈I
=
∑
i∈I
{
δik
∑
j∈I
〈ai, fj 〉fj
}
k∈I
=
∑
i∈I
{
δikS(ai)
}
k∈I =
{
S(ak)
}
k∈I .
(ii) Let A and B be the frame bounds for {fij }i,j∈I . Since {δmkf }k∈I ∈ 2(H, I), for
any m ∈ I and f ∈ H , we have
A
∥∥{δmkf }k∈I∥∥2 ∑
i∈I
∑
j∈I
∣∣〈{δmkf }k∈I , fij 〉∣∣2  B∥∥{δmkf }k∈I∥∥2.
Thus
A‖f ‖2 
∑
i∈I
∑
j∈I
∣∣〈f,amij 〉∣∣2  B‖f ‖2.
It follows that the sequence {amij }i,j∈I is a frame for H . 
The next proposition is analogous to Proposition 4.1 in [3] of Christensen and Heil.
Proposition 2.4. Let {Wi}i∈I be a frame of subspaces with respect to {vi}i∈I for H with
frame bounds C and D, and let {Zi}i∈I be a family of closed subspaces in H . If there exists
an 0 < R < C such that∑
i∈I
v2i
∥∥πWi (f ) − πZi (f )∥∥2 R‖f ‖2 (10)
for all f ∈ H , then {Zi}i∈I is a frame of subspaces with respect to {vi}i∈I for H with frame
bounds C
(
1 −
√
R
C
)2
and D
(
1 +
√
R
D
)2
.
Proof. By the triangle inequality in 2(H, I), we have∥∥{viπWi (f )}i∈I
∥∥
2 
∥∥{vi(πWi (f ) − πZi (f ))}i∈I
∥∥
2 +
∥∥{viπZi (f )}i∈I
∥∥
2,
therefore∥∥{viπZi (f )}i∈I
∥∥
2 
∥∥{viπWi (f )}i∈I
∥∥
2 −
∥∥{vi(πWi (f ) − πZi (f ))}i∈I
∥∥
2
 (
√
C − √R )‖f ‖
for all f ∈ H . Thus∑i∈I v2i ‖πZi (f )‖2  C(1−
√
R
C
)2‖f ‖2. Similarly we obtain an upper
bound for {Zi}i∈I . The next lemma is analogous to Lemma 3.9 in [2].
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bound D for H . Then for every {ak}k∈I ∈ 2(H, I), the series ∑i∈I viπWi (ai) converges
unconditionally.
Casazza and Kutyniok in [2] defined an analysis and a synthesis operator for a frame of
subspaces as follows:
Definition 2.6. Let W = {Wi}i∈I be a Bessel sequence of subspaces with respect to {vi}i∈I
with Bessel bound D for H . Then the analysis operator for W and {vi}i∈I is the operator
TW,v :H → 2(H, I) defined by
TW,v(f ) =
{
viπWi (f )
}
i∈I (f ∈ H). (11)
The synthesis operator for W and {vi}i∈I is the operator T ∗W,v :2(H, I) → H defined by
T ∗W,v
({ak}k∈I )=∑
i∈I
viπWi (ai), {ak}k∈I ∈ 2(H, I). (12)
Since ‖TW,v(f )‖2 = ∑i∈I v2i ‖πWi (f )‖2, the analysis operator is well defined and
bounded by the Bessel inequality (3). Additionally by Lemma 2.5 the series∑i∈I viπWi (ai)
converges and so the synthesis operator is also well defined and bounded, and a simple
computation shows that it is in fact the adjoint operator of the analysis operator.
Let W = {Wi}i∈I be a frame of subspaces with respect to {vi}i∈I with frame bounds C
and D. Like in the frame situation there also exists an associated frame operator SW,v for
W and {vi}i∈I defined by
SW,v(f ) = T ∗W,vTW,v(f ) =
∑
i∈I
v2i πWi (f ) (f ∈ H). (13)
The frame operator SW,v is a positive, self-adjoint, invertible operator on H with C · idH 
SW,v D · idH , where idH is the identity operator on H . Further we have the reconstruc-
tion formula [2, Proposition 3.16]:
f =
∑
i∈I
v2i S
−1
W,vπWi (f ) =
∑
i∈I
v2i πWi S
−1
W,v(f ) (f ∈ H). (14)
The next result will turn out to be useful for finding a lower bound for
∑
i∈I v2i ‖πWi (f )‖2.
Proposition 2.7. Let W = {Wi}i∈I and Z = {Zi}i∈I be Bessel sequences with respect to
{vi}i∈I and {ui}i∈I with Bessel bounds C and D, respectively, and T ∗Z,uTW,v = idH , where
idH is the identity operator. Then {Wi}i∈I and {Zi}i∈I are frames of subspaces with respect
to {vi}i∈I and {ui}i∈I for H , respectively.
Proof. For any f ∈ H we have
‖f ‖4 = (〈TW,v(f ), TZ,u(f )〉)2  ∥∥TW,v(f )∥∥2∥∥TZ.u(f )∥∥2
=
(∑
i∈I
v2i
∥∥πWi (f )∥∥2
)(∑
i∈I
u2i
∥∥πZi (f )∥∥2
)
D‖f ‖2
(∑
i∈I
v2i
∥∥πWi (f )∥∥2
)
.
∑
Hence 1
D
‖f ‖2  i∈I v2i ‖πWi (f )‖2. Similarly we obtain a lower bound for {Zi}i∈I . 
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Theorem 4.2].
Theorem 2.8. Let W = {Wi}i∈I be a frame of subspaces with respect to {vi}i∈I for H , and
let Z = {Zi}i∈I be a family of closed subspaces in H . If U :H → H defined by
U(f ) =
∑
i∈I
v2i
(
πZi (f ) − πWi (f )
)
(f ∈ H)
is a compact operator, then {Zi}i∈I is a frame of subspaces with respect to {vi}i∈I for
span{Zi}i∈I .
Proof. Let C and D be the frame bounds for {Wi}i∈I . Then by Theorem 12.25 of [8] we
have
‖SW,v‖ = sup
‖f ‖1
∣∣〈SW,v(f ), f 〉∣∣= sup
‖f ‖1
∑
i∈I
v2i
∥∥πWi (f )∥∥2 D.
A simple computation shows that U is a self-adjoint operator on H . So if T :H → H is
defined by T = SW,v + U , then T is a bounded, linear, self-adjoint operator. Therefore by
Theorem 12.25 of [8] we have
‖T ‖ = sup
‖f ‖1
∣∣〈T (f ), f 〉∣∣= sup
‖f ‖1
∑
i∈I
v2i
∥∥πZi (f )∥∥2
and ∑
i∈I
v2i
∥∥πZi (f )∥∥2  ‖T ‖‖f ‖2  (‖SW,v‖ + ‖U‖)‖f ‖2  (D + ‖U‖)‖f ‖2 (15)
for all f ∈ H . Now we obtain a lower bound for {Zi}i∈I . Since U is a compact opera-
tor on H , then US−1W,v is also a compact operator on H . Thus by Theorem 4.23 of [8]
the operator US−1W,v + idH has closed range. Composing this with SW,v , we see that
T = (US−1W,v + idH )SW,v also has closed range. Now we consider T as an operator on
the closed subspace span{Zi}i∈I . We show that T is injective. If f ∈ span{Zi}i∈I and
T (f ) = 0, then∑
i∈I
v2i
∥∥πZi (f )∥∥2 = 〈T (f ), f 〉= 0.
This shows that f = 0. Furthermore, we have
Range(T ) = (N(T ∗))⊥ = N(T )⊥ = span{Zi}i∈I .
Hence T is surjective and for each f ∈ span{Zi}i∈I we have∥∥T −1∥∥−1‖f ‖ ∥∥T (f )∥∥ ‖T ‖‖f ‖.
Moreover, by using the Cauchy–Schwartz inequality and (15), we compute
∥∥T (f )∥∥4 =
(〈∑
v2πZ (f ), T (f )
〉)2
=
(∑
v2
〈
πZ (f ),πZ
(
T (f )
)〉)2
i∈I
i i
i∈I
i i i
548 M.S. Asgari, A. Khosravi / J. Math. Anal. Appl. 308 (2005) 541–553
(∑
i∈I
v2i
∥∥πZi (f )∥∥∥∥πZi (T (f ))∥∥
)2

(∑
i∈I
v2i
∥∥πZi (f )∥∥2
)(∑
i∈I
v2i
∥∥πZi (T (f ))∥∥2
)

(
D + ‖U‖)∥∥T (f )∥∥2
(∑
i∈I
v2i
∥∥πZi (f )∥∥2
)
.
Thus ‖T (f )‖2  (D + ‖U‖)(∑i∈I v2i ‖πZi (f )‖2), which implies that∑
i∈I
v2i
∥∥πZi (f )∥∥2  (D + ‖U‖)−1∥∥T (f )∥∥2  (D + ‖U‖)−1∥∥T −1∥∥−2‖f ‖2. 
3. Atomic resolution of the identity
In this section we present some new definitions and results of atomic resolution of the
identity on Hilbert spaces. For more information we refer to [2,5].
Definition 3.1. Let I be a countable index set and let H be a separable Hilbert space.
Suppose {vi}i∈I is a family of weights, then a family of bounded operators {Ti}i∈I on H
is called an atomic (unconditional) resolution of the identity with respect to {vi}i∈I for H
if there exist positive real numbers C and D such that for all f ∈ H ,
(i) C‖f ‖2 
∑
i∈I
v2i
∥∥Ti(f )∥∥2 D‖f ‖2, (16)
(ii) f =∑i∈I Ti(f ) (and the series converges unconditionally).
The optimal values of C and D are called the atomic resolution of the identity bounds.
The family {Ti}i∈I is called an orthonormal atomic resolution of the identity with respect
to {vi}i∈I , if T ∗i Tj = 0 and ‖Ti‖ = 1 for all i, j ∈ I , i = j . If {Ti}i∈I satisfies only the
second inequality in condition (16) and (ii), then {Ti}i∈I is called an 2-resolution of the
identity with respect to {vi}i∈I on H . Further if {Ti}i∈I satisfies only (ii) of Definition 3.1,
then {Ti}i∈I is called an (unconditional) resolution of the identity on H .
An interesting example of atomic resolution of the identity is given by Proposition 3.28
in [2].
Proposition 3.2. Let {Ti}i∈I be an atomic resolution of the identity with respect to {vi}i∈I
for H with bounds C and D, and let {fj }j∈J be a frame with frame bounds A and B .
Then {viT ∗i (fj )}i∈I,j∈J is a frame with frame bounds AC and BD for H . In particular,
if {ej }j∈J is an orthonormal basis for H , then {viT ∗i (ej )}i∈I,j∈J is a frame with frame
bounds C and D for H .
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A
∑
i∈I
v2i
∥∥Ti(f )∥∥2 ∑
i∈I
∑
j∈J
∣∣〈viTi(f ), fj 〉∣∣2  B∑
i∈I
v2i
∥∥Ti(f )∥∥2
for all f ∈ H . Hence
AC‖f ‖2 A
∑
i∈I
v2i
∥∥Ti(f )∥∥2 ∑
i∈I
∑
j∈J
∣∣〈f, viT ∗i (fj )〉∣∣2  B
∑
i∈I
v2i
∥∥Ti(f )∥∥2
 BD‖f ‖2. 
Definition 3.3. Let {Ti}i∈I be an atomic resolution of the identity with respect to {vi}i∈I
for H . Then the atomic resolution operator RT,v ∈ B(H) for {Ti}i∈I and {vi}i∈I is defined
by
RT,v(f ) =
∑
i∈I
v2i T
∗
i Ti(f ) (f ∈ H). (17)
Theorem 3.4. Let {Ti}i∈I be an atomic resolution of the identity with respect to {vi}i∈I
for H , with bounds C and D. Then the atomic resolution operator RT,v for {Ti}i∈I and
{vi}i∈I is a positive, self-adjoint, invertible operator on H with C · idH RT,v D · idH .
Further, we have reconstruction formula
f =
∑
i∈I
v2i R
−1
T ,vT
∗
i Ti(f ) =
∑
i∈I
v2i T
∗
i TiR
−1
T ,v(f ). (18)
Proof. Let {ej }j∈J be an orthonormal basis for H . Then, by Proposition 3.2, the sequence
{viT ∗i (ej )}i∈I,j∈J is a frame for H with frame bounds C and D. Suppose S ∈ B(H) be the
frame operator of {viT ∗i (ej )}i∈I,j∈J , then for every f ∈ H we obtain
S(f ) =
∑
i∈I
∑
j∈J
〈
f, viT
∗
i (ej )
〉
viT
∗
i (ej ) =
∑
i∈I
v2i T
∗
i
(∑
j∈J
〈
Ti(f ), ej
〉
ej
)
=
∑
i∈I
v2i T
∗
i Ti(f ) = RT,v(f ).
Since S ∈ B(H) is a positive, self-adjoint, invertible operator on H with C · idH  S 
D · idH , then RT,v is also a positive, self-adjoint, invertible operator on H . At last the
reconstruction formula follows immediately from
f = R−1T ,vRT,v(f ) =
∑
i∈I
v2i R
−1
T ,vT
∗
i Ti(v). 
Proposition 3.5. Let {Wi}i∈I be a family of closed subspaces in H , and let {vi}i∈I be a
family of bounded weights, such that the following conditions hold:
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there exists A > 0 such that for all f ∈ H we have
∑
i∈I
∥∥πWi (f )∥∥2  1A‖f ‖2,
(ii) {viπWi }i∈I is a resolution of the identity on H .
Then {Wi}i∈I is a frame of subspaces with respect to {vi}i∈I for H .
Proof. By using the Cauchy–Schwartz inequality, we have
‖f ‖4 =
(〈∑
i∈I
viπWi (f ), f
〉)2
=
(∑
i∈I
vi
∥∥πWi (f )∥∥2
)2

(∑
i∈I
v2i
∥∥πWi (f )∥∥2
)(∑
i∈I
∥∥πWi (f )∥∥2
)
 1
A
‖f ‖2
(∑
i∈I
v2i
∥∥πWi (f )∥∥2
)
for all f ∈ H . Thus
A‖f ‖2 
∑
i∈I
v2i
∥∥πWi (f )∥∥2  supi∈I {v
2
i }
A
‖f ‖2. 
Proposition 3.6. Let {Si}i∈I and {Tj }j∈J be atomic resolutions of the identity with respect
to {ui}i∈I and {vj }j∈J , respectively, on H . Then {SiTj }i∈I,j∈J is an atomic resolution of
the identity with respect to {uivj }i∈I,j∈J on H .
Proof. For any f ∈ H , we have
∑
i∈I
∑
j∈J
SiTj (f ) =
∑
i∈I
Si
(∑
j∈J
Tj (f )
)
=
∑
i∈I
Si(f ) = f.
Let A and B be the bounds for {Si}i∈I and let C,D be the bounds for {Tj }j∈J . Then for
any j ∈ J we obtain
A
∥∥Tj (f )∥∥2 ∑
i∈I
u2i
∥∥Si(Tj (f ))∥∥2  B∥∥Tj (f )∥∥2.
Thus
A
∑
j∈J
v2j
∥∥Tj (f )∥∥2 ∑
j∈J
∑
i∈I
u2i v
2
j
∥∥SiTj (f )∥∥2  B∑
j∈J
v2j
∥∥Tj (f )∥∥2,
which implies that
AC‖f ‖2 A
∑
j∈J
v2j
∥∥Tj (f )∥∥2 ∑
i∈I
∑
j∈J
u2i v
2
j
∥∥SiTj (f )∥∥2  B∑
j∈J
v2j
∥∥Tj (f )∥∥2 BD‖f ‖2. 
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tional resolution of the identity from a frame of subspaces. Another form of this result can
be found in [2, Proposition 3.26].
Proposition 3.7. Let {Wi}i∈I be a frame of subspaces with respect to {vi}i∈I for H with
frame bounds C and D, and let SW,v denote its frame operator.
(i) Suppose that Ti :H → H is given by Ti = v2i πWi S−1W,v(i ∈ I ). Then {Ti}i∈I is an atomic
unconditional resolution of the identity with respect to {v−1i }i∈I on H with bounds 1D
and 1
C
.
(ii) Suppose that Ti :H → H is given by Ti = v2i S−1W,vπWi (i ∈ I ). Then {Ti}i∈I is an atomic
unconditional resolution of the identity with respect to {v−1i }i∈I on H with bounds CD2
and D
C2
.
Proof. (i) For any f ∈ H we have∑
i∈I
Ti(f ) =
∑
i∈I
v2i πWi S
−1
W,v(f ) = SW,vS−1W,v(f ) = f.
Since Ti :H → Wi(i ∈ I ), for all f ∈ H we have
‖f ‖4 =
(〈∑
i∈I
Ti(f ), f
〉)2
=
(∑
i∈I
〈
Ti(f ),πWi (f )
〉)2

(∑
i∈I
∥∥Ti(f )∥∥∥∥πWi (f )∥∥
)2

(∑
i∈I
v−2i
∥∥Ti(f )∥∥2
)(∑
i∈I
v2i
∥∥πWi (f )∥∥2
)
D‖f ‖2
(∑
i∈I
v−2i
∥∥Ti(f )∥∥2
)
,
which implies that 1
D
‖f ‖2 ∑i∈I v−2i ‖Ti(f )‖2. For the upper bound we can proceed as
follows: since C · idH  SW,v D · idH , it follows that S−1W,v  1C · idH , so for any f ∈ H
we have 〈S−1W,v(f ), f 〉 1C ‖f ‖2. Now we observe that〈
S−1W,v(f ), f
〉= 〈S−1W,v(f ), SW,vS−1W,v(f )〉=
∑
i∈I
v2i
∥∥πWiS−1W,v(f )∥∥2
=
∑
i∈I
v−2i
∥∥Ti(f )∥∥2.
Hence
1
D
‖f ‖2 
∑
i∈I
v−2i
∥∥Ti(f )∥∥2  1
C
‖f ‖2.
(ii) For any f ∈ H we have∑
Ti(f ) =
∑
v2S−1 πW (f ) = S−1 SW,v(f ) = f.i∈I i∈I
i W,v i W,v
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D · idH , we obtain ‖S−1W,v‖ 1C and ‖S−1W,v‖ 1D . Further for any f ∈ H we have
‖SW,v‖−1
∥∥πWi (f )∥∥ ∥∥S−1W,vπWi (f )∥∥ ∥∥S−1W,v∥∥∥∥πWi (f )∥∥.
Thus
C
D2
‖f ‖2  ‖SW,v‖−2
∑
i∈I
v2i
∥∥πWi (f )∥∥2 
∑
i∈I
v2i
∥∥S−1W,vπWi (f )∥∥2

∥∥S−1W,v∥∥2
∑
i∈I
v2i
∥∥πWi (f )∥∥2  DC2 ‖f ‖2.
This shows that
C
D2
‖f ‖2 
∑
i∈I
v−2i
∥∥Ti(f )∥∥2  D
C2
‖f ‖2. 
Proposition 3.8. Let {Ti}i∈I be a resolution of the identity on H and let {Si}i∈I be a family
of bounded operators on H . If there exists 0 < λ < 1 such that for all finite subsets of I∥∥∥∥
∑
i∈I0
(
Ti(f ) − Si(f )
)∥∥∥∥ λ
∥∥∥∥
∑
i∈I0
Ti(f )
∥∥∥∥ (f ∈ H).
Then there exists an invertible operator S on H such that {SiS−1}i∈I is a resolution of the
identity on H .
Proof. Let f ∈ H . Fix I0 ⊆ I with |I0| < ∞. Then we have∥∥∥∥
∑
i∈I0
(Ti − Si)(f )
∥∥∥∥ λ
∥∥∥∥
∑
i∈I0
Ti(f )
∥∥∥∥.
Since the above inequality holds for all finite subsets of indices, and
∑
i∈I Ti(f ) converges,
then
∑
i∈I (Ti − Si)(f ) is norm convergent, and so
∑
i∈I Si(f ) is norm convergent. More-
over, ∥∥∥∥
∑
i∈I
(Ti − Si)(f )
∥∥∥∥ λ‖f ‖.
If we define S :H → H by S(f ) =∑i∈I Si(f ), then S is well defined and we have
∥∥f − S(f )∥∥=
∥∥∥∥
∑
i∈I
(
Ti(f ) − Si(f )
)∥∥∥∥ λ‖f ‖
for all f ∈ H . Hence ‖ idH −S‖  λ < 1, which implies that S is an invertible operator
on H , so for all f ∈ H we have∑
SiS
−1(f ) = SS−1(f ) = f. i∈I
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