In this paper, we extend the geometric descent method recently proposed by Bubeck, Lee and Singh [5] to solving nonsmooth and strongly convex composite problems. We prove that the resulting algorithm, GeoPG, converges with a linear rate (1 − 1/ √ κ), thus achieves the optimal rate among first-order methods, where κ is the condition number of the problem. Numerical results on linear regression and logistic regression with elastic net regularization show that GeoPG compares favorably with Nesterov's accelerated proximal gradient method, especially when the problem is ill-conditioned.
Introduction
Recently, Bubeck, Lee and Singh proposed a geometric descent method (GeoM) for minimizing a smooth and strongly convex function [5] . They showed that GeoM achieves the same optimal rate as Nesterov's accelerated gradient method (AGM) [13, 14] . In this paper, we provide an extension of GeoM that can minimize a nonsmooth function in composite form as follows: where f is α-strongly convex and β-smooth (i.e., ∇f is Lipschitz continuous with Lipschitz constant β), h is a closed nonsmooth convex function with simple proximal mapping. Commonly seen examples of h include ℓ 1 norm, ℓ 2 norm, nuclear norm, and so on. If h vanishes, then the objective function of (1.1) becomes smooth and strongly convex. In this case, it is known that AGM converges with a linear rate (1−1/ √ κ), which is optimal among all first-order methods, where κ = β/α is the condition number. However, AGM lacks clear geometric intuition which makes it difficult to interpret. Recently, there have been many works on attempting to explain AGM or designing new algorithms with the same optimal rate (see, e.g. [17, 1, 5, 12, 19] ). In particular, the GeoM method proposed in [5] has a clear geometric intuition that is in the flavor of the ellipsoid method. The follow-up works [4, 7] attempted to improve the performance of GeoM by utilizing the gradient information from the past with a "limited-memory" idea. Moreover, Drusvyatskiy, Fazel and Roy [7] showed how to extend the basic version of GeoM (with convergence rate (1 − 1/κ)) to the composite problem (1.1). However, it was not clear how to extend the optimal GeoM to (1.1) and the authors posed this as an open question. In this paper, we settle this question by proposing the GeoPG (geometric proximal gradient) algorithm that can solve the composite problem (1.1), and show how to incorporate various techniques to improve the performance of this algorithm.
Geometric descent method for smooth problem
The GeoM method [5] solves the smooth and strongly convex problem min f (x), whose optimal solution and optimal value are denoted as x * and f * , respectively. We first briefly describe the basic idea of the ordinary GeoM. Since f is α-strongly convex, the following inequality holds
By letting y = x * in (2.1), one obtains that
For any x ∈ R n , we denote x + = x − 1 β ∇f (x) and x ++ = x − 1 α ∇f (x). Note that the β-smoothness of f implies
Combining (2.2) and (2.3) yields
As a result, suppose initially we have a ball B(x 0 , R 2 0 ) that contains x * , then it follows that
Some simple algebraic calculation shows that the squared radius of the minimum enclosing ball of the right hand side of (2.4) is no larger than R 2 0 (1 − 1/κ), i.e., there exists some x 1 ∈ R n such that x * ∈ B(x 1 , R 2 0 (1 − 1/κ)). Therefore, the squared radius of the initial ball shrinks by a factor (1 − 1/κ). Repeating this process yields a linear convergent sequence {x k } with convergence rate (1 − 1/κ):
The optimal GeoM (with linear convergence rate (1 − 1/ √ κ)) is a bit more involved. The optimal GeoM maintains two balls containing x * in each iteration, whose centers are c k and
, respectively. More specifically, suppose in the k-th iteration we have c k and x k , then c k+1 and x k+1 are obtained as follows. First, x k+1 = line search(c k , x + k ). Second, c k+1 (resp. R 2 k+1 ) is the center (resp. squared radius) of the ball (given by Lemma 2.1) that contains
Calculating c k+1 and R k+1 is simple and we refer to Algorithm 1 of [5] for details. By applying Lemma 2.1 with
i.e., the optimal GeoM converges with linear rate (1 − 1/ √ κ).
Lemma 2.1 (see [5, 7] ). Fix centers x A , x B ∈ R n and squared radii r 2 A , r 2 B > 0. Also fix ǫ ∈ (0, 1) and suppose
There exists a new center c ∈ R n such that for any δ > 0, we have
3 Geometric descent method for composite convex problem
Drusvyatskiy, Fazel and Roy [7] extended the ordinary GeoM to solving composite problem (1.1). However, it was not clear how to extend the optimal GeoM to solving (1.1). We resolve this problem in this section.
Proximal gradient
First, we need some preparation on properties of proximal gradient. It follows from the β-smoothness of f that
For a given step size t ∈ (0, 1/β], The proximal gradient of F at point x is defined as
where the proximal mapping Prox h (·) is defined as
It should be noted that x + = x − tG t (x). It is easy to verify that
and x is optimal iff G t (x) = 0. Moreover, we define x ++ = x − G t (x)/α. Note that both x + and x ++ are related to some given step size t, and we have omitted t whenever there is no ambiguity.
The following lemma is useful to our analysis.
Lemma 3.1. Given point x and step size t ∈ (0, 1/β], denote x + = x − tG t (x). The following inequality holds for any y ∈ R n :
Proof. From the β-smoothness of f , we have
Combining (3.3) with (2.1) yields that
where the last inequality is due to the convexity of h and (3.1).
The following lemma is from [11] .
Lemma 3.2 (see Lemma 3.9 of [11] ). For t ∈ (0, 1/β], G t (x) is strongly monotone, i.e.,
The GeoPG Algorithm
In this subsection, we describe our geometric proximal gradient descent method (GeoPG) for solving (1.1). For simplicity, throughout this subsection, we fix the step size t = 1/β. The key observation is that in order to design GeoPG, in the k-th iteration, one has to find x k that lies on Line(x + k−1 , c k−1 ) such that the following two inequalities hold:
The following lemma provides a sufficient condition for (3.4). 
Proof. Assume (3.5) holds. By letting y = x + k−1 and x = x k in (3.2), we have
where the last inequality is due to (3.5) . Moreover, from the definition of x ++ k and (3.5) it is easy to see
Therefore, we only need to find x k such that (3.5) holds. To do so, we define the following functions for given x, c (x = c), and t > 0:
The functions φ t,x,c (z) andφ t,x,c (s) have the following properties.
Proof. We prove (i) first.
where the last inequality is due to the non-expansiveness of the proximal mapping operation.
We now prove (ii). For
where the first inequality follows from Lemma 3.2.
We are now ready to describe how to find x k such that (3.5) holds. This is summarized in Lemma 3.5.
Lemma 3.5. There are two ways to find x k such that (3.5) holds.
(s) = 0. As a result, (3.5) holds by setting
As a result, (3.5) holds by setting
Proof. Case (i) directly follows from the Mean-Value Theorem. Case (ii) follows from the monotonicity and continuity ofφ t,x
It is indeed very easy to find x k satisfying the two cases in Lemma 3.5. Specifically, for case (i) of Lemma 3.5, we can use bisection method to find the zero ofφ t,x
In practice, we found that the Brent-Dekker method [3, 6] performs much better than bisection method, so we used the Brent-Dekker method in our numerical experiments. For case (ii) of Lemma 3.5, we can use the semi-smooth Newton method to find the zero of
in the interval [0, +∞). The semi-smooth Newton method updates s k via
where
, which can be computed by
is the generalized derivative of Prox t (u) and u = z − t∇f (z). In our numerical experiment, we implemented the global semi-smooth Newton method [9, 10] and obtained very encouraging results. These two procedures are described in Algorithms 1 and 2, respectively. Based on the discussions above, we know that x k generated by these two algorithms satisfies (3.5) and hence (3.4).
Algorithm 1
The first procedure to find x k from given x
Algorithm 2 The second procedure to find x k from given x
Use the global semi-smooth Newton method [9, 10] to find the root s ∈ [0, +∞) of
(s), and set
We are now ready to present our GeoPG algorithm for solving (1.1). This is described in Algorithm 3. Note that the Step 6 can be easily conducted as shown in [5, Algorithm 1].
Algorithm 3 GeoPG: geometric proximal gradient descent for composite convex minimization Require: Parameters α, β and initial point x 0 .
Use Algorithm 1 or 2 to find x k .
4:
Set x A := x ++ k = x k − Gt(x k ) α , and R 2 A = G t (x k ) 2 α 2 (1 − 1/κ).
5:
Set x B = c k−1 , and
. This can be done using Algorithm 1 in [5] 7: end for
Convergence analysis of GeoPG
We are now ready to present our main convergence result for GeoPG. The result is stated in Theorem 3.6. For simplicity, we still assume that the fixed step size t = 1/β is used. Algorithm 3 . Suppose x * is the optimal solution of (1.1) and F * is the optimal objective value. For any k ≥ 0, one has x * ∈ B(c k , R 2 k ), and R 2 k+1
and thus
, and
Proof. We prove a stronger result by induction that for every k ≥ 0, one has
By letting y = x * and t = 1/β in (3.2) we have
which implies that
Setting x = x 0 in (3.8) shows that (3.7) holds for k = 0. We now assume that (3.7) holds for some k ≥ 0. Combining (3.7) and the first inequality of (3.4) yields,
By setting x = x k+1 in (3.8) we get
We now apply Lemma 2.1 to (3.9) and (3.10). Specifically, we set
, and note that x A − x B 2 ≥ r 2 B because of the second inequality of (3.4), then Lemma 2.1 indicates that there exists c k+1 , such that
i.e., (3.7) holds for k+1 with R 2 k+1
Note that c k+1 is the center of the minimum enclosing ball of the intersection of the two balls in (3.9) and (3.10), and can be computed in the same way as Algorithm 1 of [5] . From (3.11) we obtain that x * − c k+1
4 Practical Issues
GeoPG with backtracking
In practice, the Lipschitz constant β might be unknown to us. In this subsection, we describe a backtracking strategy for GeoPG in which β is not needed. Note that the inequality (3.2) holds because of (3.3), which holds when t ∈ (0, 1/β]. If β is unknown, we can perform backtracking on t such that (3.3) holds, which is a common practice for proximal gradient method (see, e.g., [2, 16, 15] ). Note that the key step in our analysis of GeoPG is to guarantee that the two inequalities in (3.4) hold. According to Lemma 3.3, the second inequality in (3.4) holds as long as we use Algorithm 1 or Algorithm 2 to find x k , and it does not need the knowledge of β. However, the first inequality in (3.4) requires t ≤ 1/β, because its proof in Lemma 3.3 needs (3.2). As a result, we need to perform backtracking on t
Algorithm 4 GeoPG with backtracking (GeoPG-B)
Require: Parameter α, γ ∈ (0, 1), backtracking parameter η ∈ (0, 1), initial step size t 0 > 0 and initial point x 0 . 1: Repeat t 0 := ηt 0 until (3.3) holds for t = t 0 .
if No backtracking was performed in the (k − 1)-st iteration then
5:
Set t k := t k−1 /γ 6:
Set t k := t k−1 8:
Compute x k by Algorithm 1 or Algorithm 2 with t = t k 10:
Set t k := ηt k (backtracking)
12:
Compute x k by Algorithm 1 or Algorithm 2 with t = t k
13:
end while 14 :
(1 − αt k ).
15:
Set x B := c k−1 . R 2 B = R 2 k−1 − 2 α (F (x + k−1 ) − F (x + k )).
16:
Compute B(c k , R 2 k ): the minimum enclosing ball of B(
, by Algorithm 1 of [5] 17: end for until (3.3) is satisfied and use the same t to find x k by Algorithm 1 or Algorithm 2. Our GeoPG with backtracking (GeoPG-B) is described in Algorithm 4.
Note that the sequence {t k } generated in Algorithm 4 is uniformly bounded away from 0. This is because the condition in Step 10 always holds when t k ≤ 1/β. As a result, we know t k ≥ t min := min i=0,...,k t i ≥ η/β. It is easy to see that in the k-th iteration of Algorithm 4, x * is contained in two balls:
Therefore, we have the following convergence result for Algorithm 4, whose proof is similar to the one for Algorithm 3. We thus omit the proof for succinctness.
, and thus
GeoPG with limited memory
The basic idea of GeoM is that in each iteration we maintain two balls B(y 1 , r 2 1 ) and B(y 2 , r 2 2 ) that both contain x * , and then compute the minimum enclosing ball of their intersection, which is expected to be smaller than both B(y 1 , r 2 1 ) and B(y 2 , r 2 2 ). One very intuitive idea that can possibly improve the performance of GeoM is to maintain more balls from the past, because their intersection should be smaller than the intersection of two balls. This idea has been proposed by [4] and [7] . Specifically, [4] suggests to keep all the balls from past iterations, and then compute the minimum enclosing ball of their intersection. For a given bounded set Q, the center of its minimum enclosing ball is known as the Chebyshev center, and is defined as the solution to the following problem:
At this moment, let us assume that (4.1) can be solved for Q := ∩ m i=1 B(y i , r 2 i ). Now we can design a limited memory GeoPG algorithm (L-GeoPG). Specifically, in the k-th iteration of L-GeoPG, c k is computed as the Chebyshev center of the intersection of the following balls:
Algorithm 5 L-GeoPG: Limited-memory GeoPG Require: Parameters α, β, memory size m > 0 and initial point x 0 .
(1 − 1/κ), and t = 1/β.
2: for k = 1, 2, . . . do
3:
4:
Compute
Compute B(c k , R 2 k ): an enclosing ball of the intersection of B(c k−1 , R 2 k−1 ) and
, by solving (4.1) 6: end for
Remark 4.2. The backtracking technique can also be incorporated in L-GeoPG. We denote the resulting algorithm as L-GeoPG-B.
L-GeoPG has the same linear convergence rate as GeoPG, as we show in Theorem 4.3. 
The proof then follows from the proof of Theorem 3.6, and we omit it for brevity. Now we come back to the issue of computing Chebyshev center. Apparently, computing the minimum enclosing ball of Q k is not easy in general, and it is suggested in [4] to compute the volumetric center [18] of Q k as the center of the enclosing ball. In this paper, we propose to compute the relaxed Chebyshev center (RCC) instead. RCC was proposed by Eldar, Beck and Teboulle in [8] and is defined as the solution to the following problem
where Γ = {(x, △) : x ∈ Q, △ xx ⊤ }. Note that (4.2) is a relaxation to (4.1) and more importantly, it is convex. If Q = ∩ m i=1 B(c i , r 2 i ), then the dual problem of (4.2) is:
where C := [c 1 , . . . , c m ]. Note that (4.3) minimizes a quadratic function over a simplex, and is not difficult to solve. It is known that the optimal solutions of (4.2) and (4.3) are linked by x * = Cλ * . In our experiment, we compute the RCC in Step 5 of Algorithm 5 instead of solving (4.1).
Numerical experiment
In this section, we compare our GeoPG algorithm with Nesterov's accelerated proximal gradient (APG) method for solving two nonsmooth problems: linear regression and logistic regression, both with an elastic net regularization. Because of the elastic net term, strong convexity parameter α is known. However, we assume that β is unknown and we implement backtracking for both GeoPG and APG, i.e., we test GeoPG-B and APG-B (APG with backtracking). We do not target to compare with other efficient algorithms for solving these two problems. Our main purpose here is to illustrate the performance of this new first-order method GeoPG. Further improvement of this algorithm and comparison with other state-of-the-art methods will be a future research topic. The initial points were set to zero. GeoPG-B was terminated if G t (x + k ) ∞ ≤ tol and APG-B was terminated if G t (x k ) ∞ ≤ tol, where tol is the accuracy tolerance. The parameters used in backtracking were set to η = 0.5 and γ = 0.9. In GeoPG-B, we used Algorithm 2 to find x k , because we found that the performance of Algorithm 2 is slightly better than Algorithm 1 in practice. The codes were written in Matlab and run on a standard PC with 3.20 GHz I5 Intel microprocessor and 16GB of memory.
Linear regression with elastic net regularization
In this subsection, we compare GeoPG-B and APG-B for solving linear regression with elastic net regularization, a problem from machine learning and statistics [20] :
where A ∈ R p×n , b ∈ R p , α, µ > 0 are weighting parameters. We first compare these two algorithms on some synthetic data. In our experiments, entries of A were drawn randomly from the standard Gaussian distribution, the solutionx was a sparse vector with 10% nonzero entries whose locations are uniformly random and whose values follow the Gaussian distribution 3 * N (0, 1), and b = A * x + n, where the noise n follows the Gaussian distribution 0.01 * N (0, 1). Moreover, since we assume that the strong convexity parameter of (5.1) is equal to α, when p > n, we manipulate A such that the smallest eigenvalue of A ⊤ A is equal to 0. Specifically, when p > n, we truncate the smallest eigenvalue of A ⊤ A to 0, and obtain the new A by eigenvalue decomposition of A ⊤ A. We set tol = 10 −8 .
In Tables 1, 2 and 3, we report the comparison results of GeoPG-B and APG-B for solving different instances of (5.1). We use "f-ev", "g-ev", "p-ev" and "MVM" to denote the number of evaluations of objective function, gradient, proximal mapping of ℓ 1 norm, and matrix-vector multiplications, respectively. The CPU times are in seconds. We use "-" to denote that the algorithm does not converge in 10 5 iterations. We tested different values of α, which reflect different condition numbers of the problem. We also tested different values of µ, which was set to µ = (10 −3 , 10 −4 , 10 −5 )/p × A ⊤ b ∞ , respectively. "f-diff" denotes the absolute difference of the objective values returned by the two algorithms.
From Tables 1, 2 and 3 we see that GeoPG-B is more efficient than APG-B in terms of CPU time when α is small. For example, Table 1 indicates that GeoPG-B is faster than APG-B when α ≤ 10 −4 , Table 2 indicates that GeoPG-B is faster than APG-B when α ≤ 10 −6 , and Table  3 shows that GeoPG-B is faster than APG-B when α ≤ 10 −8 . Since a small α corresponds to a large condition number, we can conclude that in this case GeoPG-B is more preferable than APG-B for ill-conditioned problems. Note that "f-diff" is very small in all cases, which indicates that the solutions returned by GeoPG-B and APG-B are very close.
We also conducted tests on three real datasets downloaded from the SVMLIB repository: a9a, RCV1 and Gisette, among which a9a and RCV1 are sparse and Gisette is dense. The size and sparsity (percentage of nonzero entries) of these three datasets are (32561 × 123, 11.28%), (20242 × 47236, 0.16%) and (6000 × 5000, 99.1%), respectively. The results are reported in Tables 4, 5 and 6, where α = 10 −4 , 10 −6 , 10 −8 , 10 −10 and µ = 10 −3 , 10 −4 , 10 −5 . We see from these tables that GeoPG-B is faster than APG-B on these real datasets when α is small, i.e., when the problem is more ill-conditioned.
Logistic regression with elastic net regularization
In this subsection, we compare the performance of GeoPG-B and APG-B for solving the following logistic regression problem with elastic net regularization.
where a i ∈ R n and b i ∈ {±1} are the feature vector and class label of the i-th sample, respectively, and α, µ > 0 are weighting parameters. We first compare GeoPG-B and APG-B for solving (5.2) on some synthetic data. In our experiments, each a i was drawn randomly from the standard Gaussian distribution, the linear model parameterx was a sparse vector with 10% nonzero entries whose locations are uniformly random and whose values follow the Gaussian distribution 3 * N (0, 1), and ℓ = A * x + n, where noise n follows the Gaussian distribution 0.01 * N (0, 1). Then, we generate class labels as bernoulli random variables with the parameter 1/(1 + exp ℓ i ). We set tol = 10 −8 .
In Tables 7, 8 and 9 we report the comparison results of GeoPG-B and APG-B for solving different instances of (5.2). From results in these tables we again observe that GeoPG-B is faster than APG-B when α is small, i.e., when the condition number is large.
We also tested GeoPG-B and APG-B for solving (5.2) on the three real datasets a9a, RCV1 and Gisette from SVMLIB, and the results are reported in Tables 10, 11 and 12. We again have the similar observations as before, i.e., GeoPG-B is faster than APG-B for more ill-conditioned problems. Moreover, people usually set α as 10 −8 or even smaller values in practice. Therefore, our GeoPG-B shows great potential when it is applied to solving real problems in practice.
Numerical results of L-GeoPG-B
In this subsection, we test the GeoPG with limited memory described in Algorithm 5 on solving (5.2) on Gisette dataset. Since we still need to use backtracking technique, we actually tested L-GeoPG-B. The results for different memory size m are reported in Table 13 . Note that m = 0 corresponds to the original GeoPG-B without memory. The subproblem (4.3) is solved using the function "quadprog" in Matlab.
From Table 13 we see that roughly speaking, L-GeoPG-B performs better for larger memory size, and in most cases, the performance of L-GeoPG-B with m = 100 is the best among the reported results. This indicates that the limited-memory idea indeed helps improve the performance of GeoPG.
Conclusion
In this paper, we proposed a GeoPG algorithm for solving nonsmooth composite convex problems, which is an extension of the recent algorithm GeoM for solving smooth problems. We proved that GeoPG has the same optimal rate as Nesterov's accelerated gradient method for solving strongly convex problem. Backtracking technique was adopted to handle the case when the Lipschitz constant is unknown. Limited-memory GeoPG was also considered to improve the practical performance of GeoPG. Numerical results on linear regression and logistic regression with elastic net regularization demonstrated the efficiency of GeoPG. It will be interesting to see how to extend GeoM and GeoPG to solving non-strongly convex problems, and how to further speed up the practical performance of GeoPG, and we leave these questions in a future work.
Acknowledgement
The authors are grateful to Yin Tat Lee for insightful comments and discussions.
APG-B
GeoPG-B 
