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Abstract
We consider the problem of "nding bounds and exact values of A5(n; d) — the maximum
size of a code of length n and minimum distance d over an alphabet of 5 elements. Using a
wide variety of constructions and methods, a table of bounds on A5(n; d) for n611 is obtained.
c© 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction
Let Zq denote an arbitrary set of q¿2 elements, here {0; 1; : : : ; q − 1}, and let Znq
be the set of all n-tuples (vectors) over Zq. If we explicitly use the q elements of the
"nite "eld of order q, we denote the set by Fq and the set of n-tuples by Fnq .
We call any nonempty subset C of Znq a q-ary code of length n. The vectors of C
are called codewords. The minimum distance of a code, denoted by d, is the smallest
Hamming distance between any pair of codewords. A q-ary code of length n, minimum
distance d, and cardinality M is called an (n;M; d)q code, and if the code is linear
with M = qk codewords, it is called an [n; k; d]q code.
A central problem in coding theory is to optimize one of the parameters n, M , and
d for given values of the other two. The usual version of the problem is to "nd the
largest code given the length n and the minimum distance d. We denote the largest
value of M by Aq(n; d). An (n; Aq(n; d); dq) code is called optimal.
Especially the binary case has attracted a lot of interest along the years; a table of
bounds on A2(n; d) is given in [6] with some improvements in [14,17]. The ternary
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case with tables on A3(n; d) has been studied in [5,20], and recently also the quaternary
case has been investigated [2]. We here continue this work and present results for q=5.
Some work on linear codes with q = 5 has earlier been carried out [3,7]; tables of
bounds on linear codes can be found in [4].
The paper is outlined as follows. In Section 2, we discuss some combinatorial results
including a recent theorem that for M ¡ 2q gives all parameters for which Aq(n; d)=M .
In Section 3, we present several methods that have been used to "nd codes and thereby
lower bounds on A5(n; d). The new codes obtained by the various methods are listed.
Finally, in Section 4, we give a table of A5(n; d) for n611.
2. Some general bounds and optimal codes
Since Aq(n; 1) = qn and Aq(n; 2) = qn−1, we study codes with d¿3. Some other
obvious facts are given by the following theorem.
Theorem 1. (i) Aq(n; n) = q;
(ii) Aq(n− 1; d− 1)¿Aq(n; d);
(iii) Aq(n; d)6qAq(n− 1; d).
The Plotkin bound gives good upper bounds when the minimum distance is close to
the code length. Its q-ary form is as follows [2].
Theorem 2. If there exists an (n;M; d)q code; then






where Mi = (M + i)=q.
The juxtaposition construction can be used to get in"nite families of codes.
Theorem 3. If there exists an (n;M; d)q code; then there exists an (n;M; d)q code
for any integer ¿1.
By combining the Plotkin bound with a constructive result — a construction that
uses juxtaposition, a result by Baranyai, and a result showing a connection between
resolvable pairwise balanced designs and equidistant codes — the following result is
proved in [2].
Theorem 4. Let q¡M62q. Then an (n;M; n − )q code exists if and only if
n=6M (M − 1)=2(M − q). For M = 2q − 1 equality implies that such a code is
optimal.
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The theorem can also be presented in another form.
Corollary 1. For q6M ¡ 2q; Aq(n; d) =M exactly when
(M + 1)2 − 3(M + 1) + 2q
(M + 1)2 − (M + 1) n¡d6
M 2 − 3M + 2q
M 2 −M n:
We get the following results when q= 5.








21n. A5(n; d) = 8 precisely
when 89n¡d6
25





More optimal codes can be obtained using the following theorem [19], whose gen-
eralization is used in [2] in the proof of our Theorem 4.
Theorem 6. If there exists a 2-(v; k; ) resolvable balanced incomplete block design
(RBIBD) with r parallel classes; then there exists an optimal equidistant (r; v; r−)v=k
code.
Theorem 7. Let ¿1. Then A5(7; 6) = 15 and A5(6; 5) = 25.
Proof. Theorem 6 applied to 2-(15; 3; 1) and 2-(25; 5; 1) RBIBDs [9] gives
(7; 15; 6)5 and (6; 25; 5)5 codes, respectively. Applying the juxtaposition construction
(Theorem 3) gives in"nite families, and optimality follows from the Plotkin bound
(Theorem 2).
3. Code constructions
We will now look at constructions that can be used to get lower bounds on A5(n; d).
The three constructions presented give codes from Hamming codes, codes that consist
of orbits of words under the action of a permutation group, and codes that consist of
cosets of a linear code, respectively. Good codes obtained are also listed. Computer
search plays a central role in several of these constructions.
3.1. Codes from Hamming codes
Hamming codes are optimal q-ary codes with minimum distance 3. Hamming codes
can also be used to get good q′-ary codes of the same length with q′¡q. Notice that
the construction to be presented can be applied to any code, not only Hamming codes.
The "rst thorough discussion of the approach appears in [15]; the construction has later
been used, for example, in [10,13].
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For a given coordinate of an (n;M; d)q code, there must be a subset of q′ diNerent
coordinate values so that the number of codewords with these values in the position
is at least q′M=q. We now pick up these codewords, and carry out the same procedure
for all other coordinates of the original code, always choosing a set of q′ coordinate
values that maximizes the size of the subcode.
In this process, we clearly get an (n;M ′; d)q′ code with M ′¿M (q′=q)n, and by
starting from a (q+1; qq−1; 3)q Hamming code, where q is a prime or a prime power,
we obtain Aq′(q+ 1; 3)¿q′n=q2. By explicit analysis of Hamming codes, it is possible
to improve on this bound slightly in many cases. The following result, which is proved
in [15, Theorem 7], gives one such improvement.
Theorem 8. Let q be an odd prime. Then Aq−2(q+1; 3)¿((q−2)q+1 +2q(q−2))=q2.
Several other similar results are also presented in [15], to which we refer the in-
terested reader. Theorem 8 gives one best known lower bound in our study, namely
A5(8; 3)¿7985. By explicitly constructing subcodes of Hamming codes, we further get
A5(9; 3)¿31040 (but the bound A5(10; 3)¿121340, which is obtained in the same way,
can be improved by other methods).
3.2. Cyclic codes
Many of the best known codes with a large minimum distance have a symmetry
generated by a single permutation. (More general permutation groups were not con-
sidered in this work.) If this permutation consists of a single cycle, the code is called
cyclic. A code may have one or several "xed coordinates on which the permutation
does not act.
In searching for codes with the aforementioned symmetries, we "rst "x the permu-
tation group and the parameters n and d, and then transform the search problem into
an instance of the maximum-weight clique problem.
The orbits of words under the action of the permutation group become the vertices
of a graph, discarding orbits that contain words with mutual distance less than d.
The weight of a vertex is the length of — that is, the number of vertices in — the
corresponding orbit. Finally, an edge is inserted between two vertices iN all words in
one orbit are at a distance greater than or equal to d from the words in the other orbit.
The instances of the maximum-weight clique problem were solved exactly using the
program wclique [16]. For each code in the following list, we give the base blocks on
which the permutation acts. The permutation is indicated by the parentheses.
A5(7; 5)¿53: (101010)0, (130130)1, (222222)4, (231231)0, (240240)3,
(322431)2, (324200)0, (333333)3, (334121)4, (410410)2, (422340)1,
(423211)3, (443020)4, (444444)0.
A5(9; 7)¿41: (00000000)4, (11111111)1, (13212400)0, (14423020)1, (22222222)2,
(22431410)4, (33333333)0, (34042110)2, (41204120)3, (44444444)0.
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In some instances, where a group generated by a single permutation leads to a
maximum-weight clique instance that cannot be solved within reasonable time, we
tried to impose also the following symmetry: if c is a codeword, then so is c+ 1 (1 is
the all-one word), c+ 2, c+ 3, and c+ 4. This approach leads to the following lower
bounds.
A5(8; 5)¿160 : (11013200); (13424300); (14314010); (43302000):
A5(8; 6)¿45 : (00000000); (21331200):
A5(9; 6)¿135 : (143040200); (204034100); (320230000):
3.3. A matrix construction
In addition to the symmetries discussed in the previous subsection, a code may have
a more general translational symmetry. With such a symmetry, a code is a union of
cosets of a linear codes. The following construction gives such codes [13,18].
Let A = [a1 a2 · · · an] be an r × n matrix with column vectors ai from Frq , and
let S ⊆Frq . For two words x; y ∈ Frq we de"ne the distance between x and y using A
as dA(x; y) = min{wt(t) |At = x − y; t ∈ Fnq}. If At = x − y has no solution, then
dA(x; y) = r. We further de"ne dA(S)=mins; s′∈S; s =s′dA(s; s′). The construction is now
as follows [18, Theorem 1].
Theorem 9. Let A be a parity check matrix for a linear code with minimum distance
d′. Then the code W = {w ∈ Fnq |Aw ∈ S} has minimum distance min{dA(S); d′}.
Matrices A and sets of vectors S that lead to good codes can be found by computer
search; see [5] for details.
We now list the codes found in this work. For all these codes, the matrix A contains
the columns of the r × r identity matrix. The column vectors in A are given "rst,
with the vectors of the identity matrix omitted. The words in S are given after the
semicolon.
A5(10; 3)¿125000: 1100, 2100, 1010, 1001, 1111, 4411; 0134, 1342, 2022, 2410,
3140, 3331, 4213, 4404.
A5(11; 3)¿468750: 1100, 1010, 2101, 2011, 4221, 1222, 4222; 1030, 1243, 2144,
2431, 3012, 4413.
A5(7; 4)¿250: 11100, 32100; 00001, 04444, 11324, 12410, 23223, 24300, 30134,
31212, 42033, 43111.
A5(8; 4)¿1125: 11100, 11010, 10101; 00134, 03343, 04211, 11422, 23224, 24142,
31030, 32403, 40300.
A5(9; 4)¿3750: 11100, 32100, 10011, 30021; 04340, 12414, 22333, 23102, 30042,
31221.
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Table 1
Bounds on A5(n; d) for n611a
n \ d 3 4 5 6 7 8 9 10 11
3 5
4 25 5
5 125 25 5
6 625ha 125g 25r 5
2291l 554h 125
7 15pr 51597 250m 53y
9672l 2291 554 75
8 10p 5
7985b 1125m 160z 45z
44642l 9672 2291 375 50
9 10t 531040c 3750m 625 135z 41y
217013l 44642 9672 1875 250 50
10 7pt 5125000m 15625 3125 625 125 25
1085069h 217013 44642 9375 1250 250 35
11 6pt 5468750m 78125d 15625e 3125e 625f 125f 25j
aUnmarked bounds are from Theorem 1.
Lower bounds: a — Hamming code; b — from (n−1)-ary Hamming code (Theorem 8); c — from (n−1)-ary
Hamming code (Section 3.1); d — from [26; 22; 4]5 linear code [4]; e — from [12; 6; 6]5 extended quadratic
residue code [1]; f — from [12; 4; 8]5 linear code [3]; g — linear code [12]; j — from (12; 25; 10)5 code
(Theorem 7); m — matrix construction (Section 3.3); r — from RBIBD (Theorem 6 and [9]); t — Theorem
4; y — cyclic code (Section 3.2); z — cyclic code and its translates (Section 3.2).
Upper bounds: h — Hamming bound [11]; l — linear programming bound [8]; p — Plotkin bound
(Theorem 2).
4. A table for A5(n; d )
We investigate codes of length 36n611 and minimum distance 36d611, and
give best known upper and lower bounds — or the exact value if these coincide — in
Table 1.
If only one number occurs in a position of Table 1, then this number is the exact
value of A5(n; d) and the corresponding codes are optimal. If two numbers are given,
the upper one denotes the best known upper bound, and the lower one the best known
lower bound.
The upper bounds follow from the Plotkin bound, from the linear programming
bound [8], and from the Hamming bound [11]. The lower bounds follow from the
constructions in the paper and from results in the literature.
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