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1 INTRODUCTION
1 INTRODUCTION
Since the introduction of sofic groups by Gromov [23] in 1999 the idea of group
approximation has gained more and more interest, centering around sofic and
hyperlinear groups. Especially the work of Elek and Szabó in [14], [15], [16]
and [17] helped a lot in understanding the significance and behaviour of sofic
groups. A group is sofic if there exist enough almost homomorphisms into sym-
metric groups Sn, in which case we also say that the group can be approximated
by permutations. Such an almost homomorphism is a mapping which is close
to being a homomorphism on a finite set, where closeness is measured using the
Hamming metric on Sn. Since properties of sofic groups are in a very weak sense
reflected by properties of permutation groups, the study of sofic groups admits
the use of tools which can be applied to permutation groups. In particular, be-
cause every permutation acts as a permutation matrix on a finite-dimensional
vector space, methods of linear algebra and functional analysis help in the study
of sofic groups. Conversely, areas of mathematics providing a means for the
investigation of sofic groups benefit from these groups. The reason for this is
on the one hand that sofic groups are flexible enough to allow for a treatment
resulting in the realization of several conjectures holding for sofic groups. On
the other hand to date there are no groups known to be non-sofic. Thus from
a practical point of view these conjectures become theorems for all groups of
reasonable interest. We want to mention here Gottschalk’s Surjunctivity Con-
jecture proved by Gromov [23] and Kaplansky’s Direct Finiteness Conjecture
proved by Elek and Szabó [14].
Here this thesis has its starting point: Since every symmetric group on a finite
set embeds into the general linear group of a finite-dimensional vector space over
any field, we consider approximation of groups with matrices instead of permu-
tations. The key idea is to use the function `r(A) =
rk(1−A)
n to measure the length
of an n × n-matrix A. (We shall use length functions on groups instead of met-
rics, similarly to using e.g. norms on linear spaces.) With this notion of length,
approximation with matrices can be done analogously to approximation with
permutations in the case of sofic group. We call groups which can be approx-
imated in this way linearly sofic, or K-sofic, when we consider matrices over a
1
fixed field K . Linearly sofic groups are of twofold interest. On the one hand
they admit a treatment using linear algebra, similarly to sofic groups (although
in positive characteristic the methods of functional analysis are of little value.)
On the other hand, as a natural generalization of sofic groups, they could pos-
sibly be a first step towards an example of a non-sofic group. In this direction
previously so called hyperlinear groups and weakly sofic groups were considered.
The former are groups which can be approximated using unitary complex ma-
trices and the Hilbert-Schmidt metric (see [37]) and the latter are group which
can be approximated with finite groups endowed with any bi-invariant metric
(see [22].) Approximation of groups using matrices is also the subject of [3].
As a preparation for the treatment of linearly sofic groups, in Section 2 we con-
sider the above length function `r and a projective version `J defined modulo
the center of GLn(K). We introduce the conjugacy length function `c defined on
any finite group, measuring the logarithmic size of conjugacy classes, and show
that most of these length functions (and the Hamming length function) compare
asymptotically with Lipschitz-type estimates in groups of growing size.
As it turns out, approximation of groups can be seen from two different stand-
points, using almost homomorphisms and metric ultraproducts, respectively.
While these are practically equivalent, the former has the advantage of being a
convenient approach good to work with, whereas the latter is interesting from a
model theoretical point of view. The connection between both methods has its
origin in a theorem of Elek and Szabó [15], stating that a group is sofic if and
only if it embeds into a metric ultraproduct of symmetric groups. A metric ul-
traproduct of groups is the quotient of an ultraproduct by the maximal normal
subgroup of infinitesimal elements, i.e. elements of zero distance to the unit ele-
ment. (Here the length in the ultraproduct is measured by a function obtained as
the pointwise ultralimit of length functions.) Hence with group approximation
in mind, these infinitesimal elements are of no interest. Nevertheless, as interest-
ing objects on their own, ultraproducts of metric groups offer the chance to be
studied by investigating their normal subgroup of infinitesimal elements as well
as the metric ultraproduct resulting as a quotient thereof. While Part I deals
with linearly sofic groups, hence metric ultraproducts, Part II concentrates on
the lattice of normal subgroups of ultraproducts.
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When approximating groups with matrices we encounter problems not existent
in the study of sofic groups. The most obvious is that matrices depend on a spe-
cific field, while permutations, seen as permutation matrices, can be considered
over any field. As one of the more convenient fields, here the complex numbers
admit a diversity of methods, ranging from elementary topology to the theory
of von Neumann algebras. If our field of definition has positive characteristic,
this way is blocked. In Section 4 we want to motivate, using the methods of
[12], how continuous von Neumann regular rings and continuous geometries
can offer a substitute. Although this approach seems not very fashionable nowa-
days and lacks topological benefits present in functional analysis, we manage to
prove that certain metric ultraproducts of matrix groups are not isomorphic.
Apart from this special application, we develop basic properties of linearly sofic
groups in Section 3. These include the observation that groups which can be
approximated using the length function `r or `J can be approximated using the
other one. We also show that if K and L are fields of the same characteristic,
then being K -sofic or L-sofic are equivalent conditions. The most important
result in Section 3 is the insight that the property of being K -sofic is preserved
under the group theoretic constructions of direct and inverse limits, extensions
by amenable groups, and direct and free products. These permanence proper-
ties partly rely on the ability to force almost homomorphisms to take values of
a certain length, a method called amplification. The analogous conclusions were
already known for sofic groups (see [16],) with the even stronger implication
that free products of sofic groups amalgamated over amenable groups are sofic
(see [11], [17] and [35].) The results in Section 3 are in some parts inspired by
or parallel to those found by Arzhantseva and Pa˘unescu in [3], offering a sys-
tematic approach toC-sofic groups. Of particular value is the recent description
of Jordan normal forms of tensored matrices by Iima and Iwamatsu [27], also
used in [3].
The connection of Part I and Part II lies in the fact that projective special linear
groups over finite fields constitute a considerable part of finite simple groups.
We are one the one hand interested in the structure of the maximal normal
subgroup in ultraproducts of these groups and on the other hand know from
[1] and [18] that the lattice of normal subgroups of ultraproducts of alternating
groups An is linearly ordered by inclusion. Based on the classification of finite
3
simple groups, in Section 5 we investigate the lattice of normal subgroups of
ultraproducts of arbitrary finite simple groups, to conclude that it is linearly
ordered. The essential ingredient in the proof is the main theorem in [31] by
Liebeck and Shalev, which allows us to compare the abovementioned length
functions `J and `c on all finite simple groups deriving from matrix groups.
A corollary of the Peter-Weyl theorem is the observation that all compact sim-
ple groups are either finite or compact connected Lie groups. In Section 6 we
generalize the results of Section 5 to ultraproducts of compact simple groups
by investigating the remaining case of Lie groups. The approach here is again
a comparison of two ways of measuring lengths, one of which is essentially by
means of the l 1-norm on unitary complex matrices, while the other one is by
averaging over angles in maximal tori of Lie groups. The latter method was de-
veloped by Nikolov and Segal in [34]. In contrast to the case of finite groups,
the situation for Lie groups of unbounded rank is more complicated, due to their
nature as continuous objects. We have to add surprisingly intricate arguments
from graph theory (see [2] and [20]) and analysis (see [19]) to eventually deduce
that the lattice of normal subgroups of compact connected simple Lie groups is
distributive; it is linearly ordered if and only if there is a bound on the rank of
all Lie groups involved.
Sections 2, 5 and 6 are in large parts identical with [40], although some material
is presented in more detail.
4
Part I
Linear approximation of groups
2 LENGTH FUNCTIONS
 1 LENGTH FUNCTIONS AND METRICS
In a group G we write g G for the conjugacy class of an element g . The group
generated by g is 〈g 〉, the group generated by a subset S ⊂G is denoted by 〈S〉,
and consequently the normal subgroup generated by g (the normal closure) is¨
g G
∂
. When the group in which conjugation takes place is known, we write
C (g ) for the conjugacy class of g and N (g ) for the normal closure of g . The
centralizer of g in G is CG(g ). For a natural number n, the elementwise power
of S ⊂G is denoted by S•n := {g n | g ∈ S}.
Let G be a group. A function
` : G→ [0,∞[
is called a length function on G if for all g , h ∈G
LF1 `(g ) = 0 if and only if g = 1,
LF2 `(g ) = `(g−1),
LF3 `(g h)≤ `(g )+ `(h).
If moreover `(h g h−1) = `(g ) holds, then we call ` invariant. If we replace LF1
by `(1) = 0, then ` is a pseudo length function.
In fact the notion of pseudo length functions is just a reformulation of the no-
tion of group pseudo metrics. A pseudo metric d on a group G is called left-
invariant if d ( f g , f h) = d (g , h) holds for all g , h and f in G. Analogously d
is right-invariant if d (g f , h f ) = d (g , h) is true, and bi-invariant if it is both
left-invariant and right-invariant.
Compare this for example to the situation in normed linear spaces:
PROPOSITION 2.1 Let ` be a (pseudo) length function on a group G. Then
d (g , h) := `(g h−1) defines a (pseudo) metric on G. If ` is invariant then d is
bi-invariant. If conversely d is a (pseudo) metric on G then `(g ) := d (g , 1) is a
(pseudo) length function. If d is bi-invariant then ` is invariant.
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P r o o f. Given ` it is clear from the definition that d is a (pseudo) metric. If
`(h g h−1) = `(g ) holds, then d ( f g , f h) = `( f g h−1 f −1) = `(g h−1) = d (g , h)
and right-invariance follows similarly. The reasoning for the second implication
is the same. 
We shall tacitly assume that all pseudo length functions we are dealing with are
invariant, unless the contrary is explicitly stated.
We say that a group G has diameter D with respect to ` if supg∈G `(g ) = D .
This notion coincides with the diameter of metric spaces. We will usually nor-
malize the length functions on groups with bounded diameter to take values in
the interval [0,1], i.e. assume that the group in question has diameter 1.
We are interested in the interaction of pseudo length functions and quotient
groups.
PROPOSITION 2.2 Let H be a normal subgroup of the group G with invariant
pseudo length function `. Then
`G/H (g H ) := infx∈H `(g x)
defines an invariant pseudo length function on the group G/H . If G is finite and
` is a length function, then `G/H is a length function.
P r o o f. Since ` is invariant and H a normal subgroup
`G/H (g h) = infx∈H `(g h x) = infx∈H `(h g x) = `G/H (h g ).
The triangle inequality follows from
`G/H (g H · hH ) = infx,y∈H `(g h xy)
= inf
x,y∈H `(g x · hy)
≤ inf
x,y∈H `(g x)+ `(hy)
= `G/H (g H )+ `G/H (hH ).
Symmetry and `G/H (1) = 0 are clear by the definition. Under the additional
assumptions the values `G/H takes on (G/H ) \ {1} are positive as infima over
finitely many positive numbers. 
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Note that the previous proposition holds in a more general form for compact
groups, as explained in [36], Lemma 4.5.2.
PROPOSITION 2.3 Let G be a group with invariant pseudo length function `.
Then the set
N := {g ∈G |`(g ) = 0}
is a normal subgroup of G. The function `G/N is an invariant length function on
G/N and N is the smallest normal subgroup with this property.
P r o o f. It is clear that N is a subgroup of G. By the invariance of ` it is also
normal. The very definition of N implies that `G/N is a length function. As-
suming the existence of another normal subgroup M such that `G/M is a length
function and g ∈N \M , we derive
`G/M (g M ) = infx∈M `(g x)≤ `(g ) = 0,
a contradiction. Thus N ⊂M and the minimality of N is proved. 
The proof of the following statement is obvious.
PROPOSITION 2.4 Let G be a group with normal subgroup H and ` a pseudo
length function on G/H . Then
`G(g ) := `(g H )
defines a pseudo length function on G. If ` is invariant, then `G is invariant, too.
It will turn out to be necessary to study the asymptotics of pseudo length func-
tions on given groups of, in a certain sense, growing size. Let G = {Gn |n ∈N}
be a countably infinite family of groups with generic length functions `1 and
`2 defined for every G ∈ G. We call `1 asymptotically bounded by `2 if there
are constants c and N such that for every n ≥ N and every choice of elements
g ∈Gn
`1(g )≤ c`2(g ).
The constant c is called a modulus of asymptotic boundedness. The function `1
is locally asymptotically bounded by `2 in radius δ, if the same holds for all
g ∈Gn satisfying `1(g )<δ, for some δ > 0 not depending on n. We call `1 and
`2 (locally) asymptotically equivalent if `i is (locally) asymptotically bounded
by ` j for any choice of i , j ∈ {1,2}.
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 2 THE CONJUGACY LENGTH
An example of a pseudo length function that can be defined on any finite group
G is the conjugacy length
`c(g ) :=
log |C (g )|
log |G| .
Since this definition is void of any geometrical interpretation, it is usually hard
to compute the conjugacy length. This obstacle will be overcome later when
we show that in the groups of primary interest the conjugacy length is closely
related to other, easier accessible length functions. Note that the base of the
logarithm is not important in this definition.
PROPOSITION 2.5 Let G be a finite group. Then the function `c : G→ [0,1]
is an invariant pseudo length function on G.
P r o o f. Obviously `c only takes values in the interval [0,1]. Since the conju-
gacy class of 1 has one element, `c(1) = 0. Conjugacy classes of mutually inverse
elements have the same size, which implies `c(g ) = `c(g
−1). The conjugacy class
of g h is contained in the product of conjugacy classes C (g )C (h). By the func-
tional equation of the logarithm the triangle inequality follows, whence `c is a
pseudo length function. By definition it is invariant under conjugation. 
Note that `c is a length function if and only if G is centerless, in particular if G
is non-abelian and simple. More explicit is the following statement.
PROPOSITION 2.6 Let G be a finite group. Then
`c(g ) = (`c)G/Z(G)(gZ(G))
holds for all g ∈G.
P r o o f. It is not hard to observe that |C (g z)|= |C (g )| for any central element
z, which proves
(`c)G/Z(G)(gZ(G)) = infz∈Z(G)`c(g z) = infz∈Z(G)`c(g ) = `c(g ). 
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The next statement is of independent interest and will not be used in what fol-
lows.
LEMMA 2.7 Let G be a finite group. Then for all g ∈G and n ∈N the estimate
`c(g
n)≤ `c(g )
holds.
P r o o f. Let h be an arbitrary element in the conjugacy class of g n, say h =
x g n x−1. Then h = (x g x−1)n ∈ C (g )•n. Because |C (g )•n| ≤ |C (g )|, the claim
follows. 
We will proceed by introducing several classes of groups and associated length
functions.
 3 LENGTH FUNCTIONS ON PERMUTATION GROUPS
We denote by [n] the set consisting of the natural numbers 1, . . . , n. The Ham-
ming length of a permutation pi ∈ Sn is defined as
`H(pi) :=
n− |{i ∈ [n] |pi(i) = i}|
n
.
PROPOSITION 2.8 The function `H is an invariant pseudo length function on
the symmetric group Sn .
P r o o f. It is clear that `H(1) = 1 and `H(pi) = `H(pi
−1) for all pi ∈ Sn. The
invariance of `H follows from
`H(σ
−1piσ) =
n− ∣∣∣¶i ∈ [n] ∣∣∣σ−1piσ(i) = i©∣∣∣
n
=
n− |{i ∈ [n] |piσ(i) = σ(i)}|
n
=
n− |{i ∈ [n] |pi(i) = i}|
n
= `H(pi).
10
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The triangle inequality is obtained by estimating
`H(piσ) =
n− ∣∣∣¶i ∈ [n] ∣∣∣pi(i) = σ−1(i)©∣∣∣
n
≤ 2n− |{i ∈ [n] |pi(i) = i}|− |{i ∈ [n] |σ(i) = i}|
n
= `H(pi)+ `H(σ).
Note that the same construction works when we replace [n] equipped with the
counting measure by an arbitrary propability measure space and Sn by the group
of all measure preserving transformations. (Confer [37], Example 2.2.)
Invariant length functions necessarily have to be constant on conjugacy classes.
In this sense the following example qualifies as a putative invariant length func-
tion on symmetric groups.
PROPOSITION 2.9 Let pi be a permutation in Sn with l cycles. Then
`r(pi) :=
n− l
n
defines an invariant length function on Sn .
We postpone the proof to  5.
The following proposition serves as an introductory example of asymptotic
equivalence and will be useful later.
PROPOSITION 2.10 The length functions `H and `r are asymptotically equiva-
lent in S .
P r o o f. Let pi ∈ Sn with l cycles, m of which are trivial. Then immediately
`r(pi) =
n− l
n
≤ n−m
n
= `H(pi)
follows. Because the remaining l − m non-trivial cycles have length at least 2,
l −m ≤ 12 (n−m). We conclude
n−m
n
=
n− l + l −m
n
≤ n− l
n
+
n−m
2n
and finally `H(pi)≤ 2`r(pi). 
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We shall use the remainder of this paragraph to show the asymptotic equivalence
of the Hamming length and the conjugacy length introduced above.
LEMMA 2.11 Let pi be a permutation in Sn . If the number of cycles of length
i is denoted by ci and the longest cycle has length k, then the cardinality of the
conjugacy class of pi in Sn is given by
|C (pi)|= n!
Ñ
k∏
i=1
i ci
k∏
i=1
ci !
é−1
.
P r o o f. The claim is elementary and follows by combinatorics as explained in
[44], Section 2.3.1. 
LEMMA 2.12 In S the length function `c is asymptotically bounded by `H.
P r o o f. We consider a non-trivial permutation pi ∈ Sn with m fixed points.
Again we denote the number of cycles of length i of pi by ci . Then by assump-
tion c1 = m. By Stirling’s formula for large n the estimate
1
2 n log n ≤ log n!≤ 2n log n
holds.
Using Lemma 2.11 we obtain the trivial inequality
|C (pi)| ≤ n!
m!
.
Thus ∑n
i=1 log i −∑mi=1 log i
1
2 n log n
≤ 2
∑n
i=m+1 log n
n log n
= 2
n−m
n
implies
`c(pi)≤ 2`H(pi),
which concludes the proof. 
The short proof of the following lemma we owe to Nikolay Nikolov.
LEMMA 2.13 In S the length function `H is asymptotically bounded by `c.
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P r o o f. Let pi be a permutation in Sn. Assume that pi has n − k fixed points,
i.e. `H(pi) =
k
n . For the sake of simplicity we only treat the case of even k and
note that the odd case is almost the same. We distinguish the cases k > 12 n and
k ≤ 12 n.
If k > 12 n we can estimate the size of the centralizer of pi by
|CSn (pi)| ≤ n(n− 1) · . . . · (n− 12 k),
since pi has at most n− 12 k cycles and every permutation commuting with pi is
determined by its action on one point from each cycle of pi. Therefore
|C (g )| ≥ n!
n(n− 1) · . . . · (n− 12 k)
= ( 12 k)!.
By loosely applying Stirling’s approximation ( 12 k)! ≥ ( 12 k)
1
4 k follows. Since
log( 12 k)≥ 12 log n for n ≥ 17
log |C (pi)|
log(n!)
≥ log((
1
2 k)!)
log(n!)
≥
1
2 log(
1
2 k)
k
2
n log n
≥ k
8n
.
This means `H(pi)≤ 8`c(pi).
If k ≤ 12 n, then pi has at most 12 k non-trivial cycles. Since the permutations
commuting with pi are determined by the action of a single point from each
cycle, we deduce the estimate
|CSn (pi)| ≤ (n− k)! · k
1
2 k .
It is clear that k
1
2 k ≤ ( 12 n)
1
2 k and n(n− 1) · . . . · (n− k+ 1)≥ ( 12 n)k , and therefore
|C (pi)| ≥ n!
(n− k)! · k 12 k
≥ n(n− 1) · . . . · (n− k + 1)
k
1
2 k
≥ (
1
2 n)
k
( 12 n)
1
2 k
= ( 12 n)
1
2 k .
Because 2 log( 12 n)≥ log n, we finally obtain
`c(g )≥
k
2 log(
1
2 n)
log(n!)
≥ k log(
1
2 n)
2n log n
≥ 14`H(pi). 
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THEOREM 2.14 In S andA alike the length functions `H and `c are asymptot-
ically equivalent.
P r o o f. The claim concerning S follows from Lemma 2.12 and Lemma 2.13.
The conjugacy classes of Sn behave in two different ways. Either they corre-
spond to exactly one conjugacy class in An, or they split into two classes in An.
In the first case the size of the conjugacy class stays the same, whereas in the
second case it splits into two parts of equal size. (Confer [44], Paragraph 2.3.2.)
Now again Lemma 2.12 and Lemma 2.13 apply. 
 4 RANK, NORM AND LENGTH
Many interesting examples of groups arise as the groups of invertible elements of
rings and algebras or subgroups thereof. Moreover of special interest for us are
length functions that can be defined using additional structure of the underlying
ring or algebra.
Let A be a unitary ring. We call a function R : A→ [0,1] a rank function or
simply rank if
RF1 R(a) = 0 if and only if a = 0,
RF2 R(1) = 1,
RF3 R(a) = R(−a),
RF4 R(a+ b )≤ R(a)+R(b ),
RF5 R(ab )≤min(R(a), R(b )).
A function N : A→ [0,∞[ is a norm if RF5 in the definition of rank functions
is replaced by
NF5 N (ab )≤N (a)N (b ).
We define pseudo rank functions and pseudo norms by allowing for R(a) = 0
and N (a) = 0 even if a 6= 0. In what follows all rings are assumed to be unitary.
The proof of the following propositions is a straightforward application of the
definitions.
14
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PROPOSITION 2.15 Let A be a ring with (pseudo) rank or norm P. Then
d (a, b ) := dP (a, b ) := P (a− b )
defines a (pseudo) metric on A.
PROPOSITION 2.16 Let A be a ring with pseudo rank or norm P. Then the set
NP := {a ∈A|P (a) = 0}
is an ideal in A.
PROPOSITION 2.17 Let A be a ring with pseudo rank or norm P. Then
P (a+NP ) := P (a)
defines a rank or norm, respectively, on the quotient ring A/NP .
In any ring A we write A× to denote the group of invertible elements in A. If A
is a ring with a (pseudo) rank or norm P , then we denote the set of invertible
elements g in A satisfying P (g ) = P (g−1) = 1 by A×1 . The set A
×
1 is called the
rank group or norm group, respectively, and the justification for this notion
follows immediately.
PROPOSITION 2.18 Let A be a ring with (pseudo) rank function R. Then
A×1 =
¶
g ∈A×1
∣∣∣R(g ) = 1©=A×
and in particular A×1 is a group.
P r o o f. The inclusions from left to right are clear. Let g ∈A× and observe
1= R(1) = R(g g−1)≤min(R(g−1), R(g )).
Then by definition 1≤ R(g ), R(g−1)≤ 1 and we have proved A× ⊂A×1 . 
PROPOSITION 2.19 Let A be a ring with (pseudo) norm N. Then A×1 ⊂ A× is
a group.
15
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P r o o f. If g , h ∈A×1 , then
N (g ) =N (g h h−1)≤N (g h)N (h−1)
=N (g h)≤N (g )N (h).
Since the left and right side both equal 1, we deduce N (g h) = 1 and thus g h ∈
A×1 . 
PROPOSITION 2.20 Let A be a ring with (pseudo) rank or norm P. Then
`(g ) := `P (g ) := P (1− g )
defines an invariant (pseudo) length function on A×1 .
P r o o f. Let g , h ∈ A×1 be arbitrary. It is clear that `(1) = 0 holds. If P (g ) = 0
implies g = 0 and `(g ) equals 0, then P (1 − g ) = 0 implies 1 − g = 0 and
consequently g = 1. Assume that P is a norm. Then we see
`(g ) = P (1− g ) = P (g (g−1− 1))
≤ P (g )P (g−1− 1)≤ P (1− g−1) = `(g−1)
and by symmetry `(g−1)≤ `(g ), and so `(g ) = `(g−1) follows. Further
`(g h) = P (1− g h)≤ P (h−1− g )P (h)
≤ P (h−1)P (1− h g )≤ P (1− h g ) = `(h g )
and by symmetry `(g h) = `(h g ). Hence follows invariance of `. At last
`(g h) = P (1− g h)
= P (1− h + h − g h)
≤ P (1− h)+ P ((1− g )h)
= P (1− h)+ P (1− g )
= `(g )+ `(h)
proves the triangle inequality.
The computations work equally well for rank functions. 
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Note that the (pseudo) metric group thus obtained has diameter not more than
2 and we shall normalize the length to achieve diameter 1 in most applications.
It is noteworthy that for norms the restriction to elements with norm 1 is neces-
sary. Consider for example the ring of complex 2×2-matrices with the operator
norm. The matrix
A=
Ñ
1 0
0 3
é
is invertible and not of norm 1, and `(A) = 12‖1−A‖= 1 and `(A2) = 4. Hence
the triangle inequality would yield 4= `(A2)≤ 2`(A) = 2.
PROPOSITION 2.21 Let A be a ring with (pseudo) rank or norm P. Then the
topology on A×1 induced by `P coincides with the topology inherited from A.
P r o o f. This follows immediately from the identity
P (a− b ) = P (1− ba−1) = `P (ba−1),
holding for all a, b ∈A×1 . 
We conclude the development of length functions obtained from rings with rank
or norm with the following theorem.
THEOREM 2.22 Let A be a ring with pseudo rank or norm P. We denote the
subgroup of all elements g in A×1 satisfying `P (g ) = 0 by N :=N`P . Then
(A/NP )
×
1
∼=A×1 /N`P
and
`P = (`P )A×1 /N .
P r o o f. We define
ϕ : (A/NP )
×
1 →A×1 /N`P , g +NP 7→ gN`P .
Because g +NP = h +NP implies
`P (g h
−1) = P (1− g h−1) = P (g − h) = 0
17
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and hence gN`P = hN`P , ϕ is well defined. The same line of thought shows that
ϕ is injective and it is clear that ϕ is surjective. The calculations to show that ϕ
is a homomorphism are standard. At last we compute
`P (g +NP ) = P (1− g +NP ) = P (1− g )
= `P (g ) = (`P )A×1 /N (gN )
to conclude the proof. 
As suggested by the notions introduced so far, the examples of primary inter-
est are rings of matrices and rings of operators. For an instance consider the
ring Mn(C) of complex n × n-matrices. On this ring we have the usual norm
‖a‖1 =∑ni , j=1 |ai j |. The norm group coincides with the group Un(C) of unitary
matrices. The above reasoning allows us to conclude that
`1(g ) :=
‖1− g‖1
2n
is an invariant length function on Un(C).
In this vein we present another length function
`2(g ) :=
‖1− g‖2
2n
,
where ‖a‖=
Å∑n
i , j=1 |ai j |2
ã 1
2
is the Hilbert-Schmidt norm.
Investigation of the typical example of pseudo length functions obtained from a
rank function is the purpose of the next paragraph.
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Given a finite-dimensional vector space V we write GL(V ) for all bijective linear
transformations of V and SL(V ) for all linear transformations of V of determi-
nant 1. When V = K n for some field K we use notation GLn(K) := GL(V )
and the like, which reduces further to GLn(q) := GLn(Fq) etc., when K is the
finite field Fq of cardinality q . We will think of elements in GLn(K) as matrices
corresponding to the standard basis in K n.
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We shall deal in particular with linear groups over finite fields and introduce
the symbols GL(q) for the class of all general linear groups defined over the
field Fq and GLfin for the union of these, where q ranges over all prime powers.
Exchanging general linear groups with special linear groups yields SL(q) and
SLfin. If V is a vector space over a field K we will write 1 for the identical
mapping V →V and write simply α for the mapping α · 1, where α ∈K .
PROPOSITION 2.23 Let V be a vector space of dimension n. Then
`r(g ) :=
rk(1− g )
n
is an invariant length function on GL(V ).
P r o o f. This is a corollary of Proposition 2.20 
We call the function `r the rank length.
Now the following conclusion is rather obvious.
P r o o f of Proposition 2.9. The symmetric group Sn embeds as the subgroup
of permutation matrices into GLn(K), where K is any field. If pi consists of
the cycles pi1, . . . ,pil , then the corresponding permutation matrix Ppi equals the
direct sum Ppi1`. . .`Ppil . Therefore rk(id−pii ) = k−1 ifpii has length k. Hence
`r is the restriction of the rank length to permutations. 
We want to replace the conjugacy length in general linear groups over finite
fields with a length function permitting more geometric insight, comparable to
the situation of permutation groups in  3. As it turns out it is necessary to gain
some independence of the base field. We therefore introduce the Jordan length
(the name of which is explained below).
`J(g ) = inf
α∈K×
rk(α− g )
n
.
As the center of GL(V ) is isomorphic to K×, by Proposition 2.2 and Proposi-
tion 2.4 it is clear that `J is a pseudo length function. From now on we shall
write
mg := sup
α∈K×
dim(ker(α− g )),
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whenever g is an element in a linear group over a field K . With this definition
another characterization of the Jordan length is
`J(g ) =
n−mg
n
.
PROPOSITION 2.24 Let V be a finite-dimensional vector space and g an ele-
ment in GL(V ). If `r(g )≤ δ , then `J(g )≥min{(1−δ),δ}.
P r o o f. Let m = rk(1− g ). In the easiest case `J(g ) = `r(g )≥ δ. Hence we can
assume m 6= mg . Then of course m+mg ≤ n and
`J(g ) =
n−mg
n
≥ n− (n−m)
n
= 1− `r(g )≥ 1−δ
follows. 
COROLLARY 2.25 Let g be an element in GL(V ). If `r(g ) ≤ 12 , then `r(g ) =
`J(g ).
P r o o f. By definition `J(g )≤ `r(g ). 
We call an element A ∈ GLn(K) semisimple if A is diagonalizable in GLn(K),
where K is the algebraic closure of K . A matrix A is unipotent if all its eigenval-
ues are equal to 1.
We cite from the introduction of the Jordan decomposition on pp. 395, 396 in
[31]. Every A ∈ GLn(q) equals the commuting product AsAu of a semisimple
matrix As and a unipotent matrix Au, this being called the Jordan decomposi-
tion.
We denote by Jk the unipotent k × k-Jordan matrix
1 1
1 1
... . . .
1 1
1

.
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If mi j are non-negative integers for all j = 1 . . . r , i = 1 . . . l j , we let J
(m j ) :=
m1 j J1 ` m2 j J2 ` . . .` ml j j Jl j , where mJi := Ji ` . . .` Ji is the direct sum of m
Jordan blocks of size i . Then A is conjugate to a matrix
α1J
(m1)` . . .`αr J
(mr )`λ1b J
(n1)` . . .`λt b J
(nt ),
where m j and n j are appropriate finite sequences of non-negative integers, α j ∈
F×q , and the λ j are irreducible matrices. In this representation we can assume
that m := m11 ≥ m12 ≥ . . . ≥ m1r . That is m counts the maximal number of
Jordan blocks of size 1 to an eigenvalue α1 ∈ Fq of A.
We are interested in the following result.
THEOREM 2.26 The pseudo length functions `c and `J are asymptotically equiv-
alent in GLfin and SLfin.
Unfortunately the least important part of the theorem takes the greatest effort.
Nevertheless we can rely on the weaker Theorem 2.28 when it comes to an
application in Section 3. Having proved Theorem 2.28, we shall for the sake of
completeness develop the remaining parts of the proof of Theorem 2.26.
LEMMA 2.27 The orders of GLn(q) and SLn(q) are more than q
n2−n and less
than qn2 .
P r o o f. The observation |SLn(q)| ≤ |GLn(q)| ≤ qn2 is trivial. The exact order
of SLn(q) is well known and equals
|SLn(q)|= q 12 n(n−1)(q2− 1)(q3− 1) · . . . · (qn − 1).
This is more than
q
1
2 n(n−1) · q · q2 · . . . · qn−1 ≥ qn(n−1). 
THEOREM 2.28 In the classes of groups GLfin and SLfin the pseudo length func-
tion `c is asymptotically bounded by `J, while `J is locally asymptotically bounded
by `c in radius
1
2 .
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P r o o f. Let 1 6= g ∈G :=GLn(q) where mg and m = m11 are defined as above.
Let α be an eigenvalue such that ker(α− g ) has dimension mg and β an eigen-
value such that the Jordan decomposition of g shows m Jordan blocks of size 1
corresponding to β. We want to compare m and mg . By the definition of mg
it is clear that m ≤ mg . The number of Jordan blocks of size 1 corresponding
to α is not more than m. Since the other Jordan blocks adding to mg have size
at least 2 we conclude mg −m ≤ 12 (n−m). Because CG(g ) contains a subgroup
isomorphic to GLm(q), C (g ) does not have more than q
n2−m2+m elements, using
also Lemma 2.27. We find
log |C (g )|
log |G| ≤
n2−m2+m
n2− n ≤ 2
n2− nm
n2
≤ 4 n−m+m−mg
n
= 4
n−mg
n
,
and consequently
`c(g )≤ 4`J(g ).
Now assume `J(g )≤ 12 , i.e. mg ≥ 12 n. From [21], Chapter VIII, Paragraph 2 we
know that a matrix in CG(g ) is the direct sum of two blocks of sizes mg ×mg
and n−mg × n−mg , respectively. We calculate
m2g +(n−mg )2 ≤ m2g + 12 n(n−mg )
≤ nmg + 12 n(n−mg )
= 12 nmg +
1
2 n
2
to deduce that CG(g ) has at most q
1
2 n
2+ 12 nmg elements and C (g ) more than
q
1
2 n
2− 12 nmg−n. Since n−m ≤ 2(n−m− 2) for n ≥ 8,
n−mg
n
≤ 2 n
2− nmg − 2n
n2
≤ 4
1
2 (n
2− nmg )− n
n2
≤ 4log |C (g )|
log |G| .
This means
`J(g )≤ 4`c(g ).
The same argument is valid when working in special linear groups. 
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P r o o f of Theorem 2.26. One implication and a half of the claim have already
been proved.
Lemma 5.4 in [31] states that there is a universal constant c such that whenever
1 6= g ∈ SLn(q) and k ≥ cnn−m , then C (g )k = SLn(q). We can assume c an integer
and k minimal such that k = "c nn−mg ≥ "c nn−m , where the error " is definitely
less than 2. Now |SLn(q)| ≤ |C (g )|k and
k`c(g ) =
log(|C (g )|k)
log |SLn(q)|
≥ log |C (g )
k |
log |SLn(q)|
= 1.
This implies
`c(g )≥ k−1 = "−1c−1
n−mg
n
≥ 12 c−1`J(g ).
By comparison of the sizes of conjugacy classes in SLn(q) and GLn(q) the claim
follows for GL(q). Because the above argument is independent of q , we have
proved the claim for SLfin and GLfin. 
The last proof implicitly used the hard calculations in [31], designed to work in
a broader generality than in SLn(q) or GLn(q). We dedicate some time to the
task of estimating the size of conjugacy classes in GLn(q) and thus deriving an
elementary proof of Theorem 2.26.
LEMMA 2.29 Let si ≥ 2 be natural numbers such that ∑ki=1 si = n. Then∑k
i=1(2i − 1)si ≤ 12 n2.
P r o o f. We first claim that for all possible values of s1 the estimate
1
2 s
2
1 + 2n ≤
ns1+ s1 holds. We try induction on s1, starting with a positive result for s1 = 2.
Now we assume s1 ≥ 3 and 12 (s1− 1)2+ 2n ≤ n(s1− 1)+ s1− 1. Then
1
2 s
2
1 + 2n ≤ 12 s 21 + 12 − s1+ n+ 2n+ 1
≤ 12 (s1− 1)2+ 2n+ n+ 1
≤ n(s1− 1)+ s1− 1+ n+ 1
= ns1+ s1.
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We proceed by induction on k and note that the case k = 1 works. Assume that
k ≥ 2 and the claim holds for k − 1. Then
k∑
i=1
(2i − 1)si =
k−1∑
i=1
(2i + 1)si+1+ s1
=
k−1∑
i=1
(2i − 1)si+1+ 2
k−1∑
i=1
si+1+ s1
≤ 12 (n− s1)2+ 2(n− s1)+ s1
= 12 n
2− ns1+ 12 s 21 + 2n− s1 ≤ 12 n2,
where the last inequality follows from the first claim in this proof. 
LEMMA 2.30 The centralizer of a unipotent Jordan matrix J in GLn(q) has size
at most q
1
2 n
2+ 12 m
2
, where m is the number of trivial Jordan blocks.
P r o o f. For a start assume that J has k Jordan blocks, none of which is trivial
(that is m = 0). Let A be in GLn(q) and write A = (Ai j )1≤i , j≤k , where block
Ai j has size si × s j and si denotes the size of the i -th Jordan block of J . If A
commutes with J , then for example [21], Chapter VIII, Paragraph 2 (or a direct
calculation) shows that the blocks Ai j are necessarily of the form
0 . . . 0 a1 a2 . . . . . . asi
a1 a2
...
... . . . . . . . . .
...
a1 a2
0 . . . 0 a1

if si ≤ s j . For s j ≤ si the block Ai j is in upper triangular form, too. Now in
each block there are only min(si , s j ) possible different entries. Thus the size of
the centralizer of J is restricted to q S at most, where S =∑ki , j=1 min(si , s j ). If we
assume that s1 ≥ s2 ≥ . . .≥ sk , then S equals ∑ki=1(2i − 1)si . By Lemma 2.29 this
sum amounts to less than 12 n
2 and hence |CGLn(q)(J )| ≤ q
1
2 n
2
.
Now we approach the general case and write J = Im ` J
′, where J ′ has no trivial
Jordan blocks. We assume that A commutes with J and write A as a block matrix
(Ai j )1≤i , j≤2, where block A11 has size m ×m. The equation J A= AJ yields the
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obstructions A12 = A12J
′, J ′A21 = A21 and J ′A22 = A22J ′. The last case is handled
by the above conclusion. The second case implies that each column of A21 is
an eigenvector of J ′. Clearly the dimension of the sum of eigenspaces of J ′ is at
most 12 (n−m) and hence the number of possible eigenvectors is bounded above
by q
1
2 (n−m). As A21 has m columns, there are only q
1
2 m(n−m) matrices that can
occur as A21. The first case is treated in the same way. All in all the upper bound
on the size of the centralizer of J amounts to
q m
2+2· 12 m(n−m)+ 12 (n−m)2 = q
1
2 n
2+ 12 m
2
,
as claimed. 
LEMMA 2.31 Let m1 j ≤ k j , j = 1 . . . r be natural numbers such that k :=∑r
j=1 k j ≤ n. Assume moreover that m11 ≥ m12 ≥ . . .≥ m1r . Then
k21 +
r∑
j=2
(k2j +m
2
1 j )≤ 2nk − k2.
P r o o f. The proof is by induction on r . For r = 1 the sum equals k = k1 and
hence
k21 = k
2 = 2k2− k2 ≤ 2nk − k2.
Assume that r ≥ 2 and the claim holds for r − 1. Then
k21 +
r∑
j=2
(k2j +m
2
1 j ) = k
2
1 +
r−1∑
j=2
(k2j +m
2
1 j )+ k
2
r +m
2
1r
≤ 2(n− kr )(k − kr )− (k − kr )2+ k2r +m21r
= 2nk − k2+ 2k2r +m21r − 2nkr .
We show that the last three summands on the right are smaller than 0. By defi-
nition m1r ≤ kr ≤ nr . Hence
2k2r +m
2
1r − 2nkr ≤
2n
r
kr +
n
r
kr − 2nkr
≤ 2kr
(
3n
r
− 2n
)
≤ 2kr n
Ä
3
2 − 2
ä
,
because r ≥ 2. The claim follows. 
25
 5 LENGTH FUNCTIONS ON LINEAR GROUPS
LEMMA 2.32 In the the class of groups GL(q), `J is asymptotically bounded by
`c.
P r o o f. Let g be a non-trivial element in GLn(q). Let g = s u be the Jordan
decomposition of g , where s is semisimple and u unipotent. Then by Section 5
in [31]
CGLn(q)(g ) =CGLn(q)(s)∩CGLn(q)(u).
Furthermore
CGLn(q)(s)
∼=
r∏
j=1
GLk j (q)×
t∏
j=1
GLb j (q
a j ),
where, using the notation as in the introduction of the Jordan decomposition
above, every irreducible a j × a j -matrix occurs b j times. The projection of u in
GLk j (q) is conjugate to a matrix J
(m j ), where
∑l j
i=1 i mi j = k j . The projection in
GLb j (q
a j ) is conjugate to a matrix J (n j ).
Using Lemma 2.30 this decomposition implies that |CGLn(q)(g )| ≤ q S , where
S = 12
r∑
j=1
(k2j +m
2
1 j )+
t∑
j=1
a j b
2
j .
The first observation is
t∑
j=1
a j b
2
j ≤
t∑
j=1
a j b j · 12 (n− k)≤ 12 (n− k)2,
where we abbreviate k =∑rj=1 k j as in Lemma 2.31. Therefore by Lemma 2.31
2S ≤ m211+ k21 +
r∑
j=2
(k2j +m
2
1 j )+ (n− k)2
≤ m211+ 2nk − k2+(n− k)2
= m2g + n
2.
Thus by Lemma 2.27 the size of the conjugacy class of g is more than q
1
2 (n
2−n−m2g )
and consequently
`c(g )≥
n2− 2n−m2g
2n2
≥ 14`J(g )
for n large enough. 
Now Theorem 2.28 and Lemma 2.32 suffice to reprove Theorem 2.26.
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3 ULTRAPRODUCTS AND APPROXIMATION
 1 ULTRAPRODUCTS AND ULTRALIMITS
We give a short introduction to filter theory. Beyond the definitions we shall cite
the main theorems without reproduction of the proofs. For an introduction to
filter theory confer [6] and for a thorough treatment of ultraproducts and metric
ultraproducts [4]. Let X be a set. A subset f of the powersetP(X ) of X is a filter
if
FL1 X ∈ f,
FL2 ∅ /∈ f,
FL3 A,B ∈ f implies A∩B ∈ f,
FL4 A∈ f and A⊂ B implies B ∈ f.
One should think of a filter in X as a generalization of a point in X . This
becomes apparent if one reverses the direction of the inclusion symbols in the
definition. Then for an instance FL1 and FL2 read informally "f ∈ X " and
"f /∈∅", as it is expected when we think of f as a point. The other conditions fit
well into this scheme, too.
To construct filters it is often useful to start with a filter base b, i.e. a subset of
P(X ) satisfying
FB1 b 6=∅,
FB2 ∅ /∈ b,
FB3 A,B ∈ b implies the existence of C ⊂A∩B such that C ∈ b.
Then it is clear that
b := {A⊂X | ∃B ∈ b : B ⊂A}
is a filter.
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A maximal filter with respect to inclusion as a subset of P(X ) is an ultrafil-
ter. An ultrafilter u is principal if it consists of all sets containing a fixed point
x ∈ X , i.e. u = {{x}}. In this manner we have a one-to-one correspondence
between principal ultrafilters and actual points in X (which corroborates the
picture of filters as generalized points.) The existence of non-principal ultrafil-
ters is guaranteed by the axiom of choice. In particular the Ultrafilter Lemma
states that every filter is contained in an ultrafilter. Apart from mere existence
the important basic facts concerning ultrafilters are the following.
PROPOSITION 3.1 Let f be a filter in X . Then the following are equivalent.
(1) f is an ultrafilter.
(2) For every subset A⊂X either A∈ f or X \A∈ f
(3) If A1, . . . ,An are subsets of X such that
⋃n
i=1 Ai ∈ f, then there is i such that
Ai ∈ f.
An important consequence is that an ultrafilter contains a finite set if and only
if it is principal.
From now on the symbol I will mean a generic index set (usually infinite) and u
a non-principal ultrafilter in I .
When dealing with ultrafilters we introduce the following abbreviating nota-
tion. We say that a property P holds u-almost everywhere or for u-almost all
i if the set {i ∈ I |P (i)} is in u. We also write P (i) [u] in this situation.
Let Ai be a family of algebraic structures where i ∈ I and I is an arbitrary index
set. For elements a = (ai )i∈I and b = (bi )i∈I in the direct product of the Ai
we write a ≡u b if {i ∈ I |ai = bi} ∈ u, i.e. ai = bi [u]. The filter properties
readily imply that ≡u is an equivalence relation. Then the ultraproduct of the
Ai is defined as ∏
i→u
Ai :=
Ñ∏
i∈I
Ai
é/
≡u .
When the right index is understood we simply write
∏
u Ai . We shall use the
notation a for the equivalence class in the ultraproduct with representative a =
(ai )i∈I .
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Let xi be elements in a topological space X for all i ∈ I . If x ∈ X has the
property that for every neighborhood U of x the set {i | xi ∈U } is contained
in the filter f, then (xi )i∈I converges to x along f. The following basic result
applies.
PROPOSITION 3.2 If X is a compact topological space and u an ultrafilter, then
every sequence (xi )i∈I converges in X along u. If X is a Hausdorff space, then the
limit point is unique.
As a consequence in a compact Hausdorff space we can write
lim
u
xi := limi→u xi := x
when (xi ) converges to x along u. The unique point x is called the ultralimit of
(xi ). We shall use the same notation in the context of non-compact spaces, for
example R. If an ultralimit does not exist therein we write limu xi :=∞.
Note that the ultraproduct construction is feasible with arbitrary filters, leading
to so called reduced products. Nevertheless the further development relies on
the following two results and hence requires ultrafilters.
PROPOSITION 3.3 Let Ai be algebraic structures for all i ∈ I and J ⊂ I . If
J ∈ u, then
u|J := {K ∩ J |K ∈ u}
is a non-principal ultrafilter on J and the ultraproducts
∏
u Ai and
∏
u|J Ai are
isomorphic.
P r o o f. The definition of ultraproducts readily implies that∏
u
Ai →
∏
u|J
Ai , a 7→ (ai )/≡u|J
is a well defined isomorphism. 
THEOREM 3.4 (Łos´) Let Ai , i ∈ I , be algebraic structures of the same signature.
Then the ultraproduct
∏
u Ai is an algebraic structure of the same signature. If P
is a sentence in the language of the Ai which is expressible in first order logic, then
P is true in
∏
u Ai if and only if P is true u-almost everywhere.
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P r o o f. Confer Chapter V, proof of Theorem 2.9 in [9]. 
To get a grasp on these concepts an example seems reasonable. Consider for
an instance groups Gi , i ∈ I , where some of the Gi are abelian and others are
not. Let A(Gi ) express the property that Gi is abelian. Then first, Theorem 3.4
implies that the ultraproduct G := ∏u Gi is a group. Since I is partitioned into
I1 and I2 = I \ I1, where I1 := {i ∈ I |A(Gi )}, by Proposition 3.1 either I1 ∈ u
or I2 ∈ u. Hence by Proposition 3.3 G is isomorphic to G j := ∏u|I j Gi where j
equals 1 or 2. Again by Theorem 3.4 and since being abelian can be expressed
in first order logic in the language of groups, G1 is abelian and G2 is not. Stated
differently G is abelian if and only if u-almost all Gi are. Thus the decision
which of the two possibilities applies for G is left to the ultrafilter.
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Consider a collection of pseudometric spaces Mi , i ∈ I , the diameter of which
is uniformly bounded (i. e. less than a constant K , independently of i ∈ I .) The
limit
d (x ,y) := lim
u
d (xi , yi )
defines a pseudometric on the ultraproductM :=∏u Mi . As for all pseudometric
spaces the relation x ∼u y if and only if d (x ,y) = 0 defines an equivalence rela-
tion and the quotient space M/∼u is a metric space in a natural way. Following
the notation in [4] we write
Ä∏
Mi
ä
u
or (M )u for the quotient space, when the
metric cannot be mistaken. The reader is encouraged to confer ibid. for the
details. Note that we will write x not only for elements in M but also for equiv-
alence classes in (M )u. Since both constructions will not appear simultaneously,
there should be no confusion.
In the case of groups Gi with invariant pseudo length function `i , we define
`(g ) := lim
u
`i (gi ).
Then dividing by ∼u is the same as dividing by the normal subgroup
N := {g ∈G |`(g ) = 0} .
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Hence the quotient group G/N = (G)u is a group with invariant metric. We
think of N as consisting of infinitesimal elements.
The appealing Example 2.1 in [37] shows that we are bound to use invariant
pseudo length functions when studying metric ultraproducts of groups. In fact
the length function ` obtained as an pointwise ultralimit cannot be expected to
be invariant if the length functions `i are not invariant. Since we want N to be
a normal subgroup, invariance of ` cannot be disregarded.
We provide one further example for future reference. Consider rings Ai with
rank (or norm) function Pi . Then (A)u :=
Ä∏
Ai
ä
u
is a ring with pseudo rank (or
norm) function P defined by
P (a) := lim
u
Pi (ai ).
Consider the ideal
N P := {a ∈A|P (a) = 0} .
Then (A)u = (
∏
u Ai )/N P and as a corollary of Theorem 2.22 we deduce that the
rank (or norm) group ((A)u)
×
1 is isomorphic to
Ä∏(Ai )×1 äu.
At this point it becomes apparent why we insisted on the concept of asymptotic
equivalence in Section 2. For two pseudo length functions to be locally asymp-
totically equivalent means to determine the same set of infinitesimal elements.
The effect on metric ultraproducts of groups is the following.
PROPOSITION 3.5 Let `1 and `2 be locally asymptotically equivalent length
functions in a class of groups {Gn |n ∈N}. Let u be a non-principal ultrafilter in
I and n : I →N such that limu ni =∞. In the ultraproductG :=∏i→u Gni define
` j (g ) := limu ` j (gi )
and normal subgroups
N j :=
{
g ∈G ∣∣∣` j (g ) = 0}
for j = 1,2. Then the metric ultraproduct groups arising as quotients G/N 1 and
G/N 2 are isomorphic.
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P r o o f. Let `1 be bounded by `2 in radius δ with modulus c . If g ∈ N 2, then
`2(gi ) < c
−1" [u] for all 0 < " < c−1δ. Now there is N ∈ N such that ni ≥ N
implies `1(g )≤ c`2(g ) for all g ∈Gni , and {i |ni ≥N} ∈ u, because limu ni =∞.
Hence `1(gi )< " [u], which means g ∈N 1. The inclusion N 1 ⊂N 2 follows by
symmetry. 
PROPOSITION 3.6 Let Gi be a group and `i an invariant pseudo length func-
tion on Gi for all i ∈ I . We write Ni := {g ∈Gi |`i (g ) = 0}. Then the groups
Gi/Ni are naturally equipped with length functions (`i )Gi/Ni andÄ∏
Gi
ä
u
∼= Ä∏Gi/Niäu ,
where the metric ultraproducts are formed using the respective length functions.
P r o o f. By Proposition 2.3 (`i )Gi/Ni is a length function. If g ∈
Ä∏
Gi
ä
u
has a
representative (gi )i∈I , then mapping g to the element in
Ä∏
Gi/Ni
ä
u
represented
by (gi Ni )i∈I is a well defined isomorphism. This follows simply from the defini-
tion of metric ultraproducts and the fact that `i (g ) = (`i )Gi/Ni (gNi ) for all i ∈ I
and g ∈Gi . 
The previous proposition can be applied for example to ultraproducts of general
linear groups equipped with the Jordan length. Then we find that
(∏
GLni (Ki )
)
u
is isomorphic to
(∏
PGLni (Ki )
)
u
, since `J(g ) = 0 if and only if g ∈ Z(GLni (Ki )).
 3 GROUP APPROXIMATION
A good deal of modern mathematics consists of the study of mathematical ob-
jects of a certain type (e.g. groups) by analyzing morphisms into simpler objects.
The usefulness of this approach cannot be contradicted at least since the intro-
duction of Fourier analysis, and the whole concept of representation theory is
an incarnation thereof. As it is useful the approach has its boundaries. To stick
to the two above examples, Fourier analysis works at its best in the setting of
abelian groups and classical representation theory experiences more and more
drawbacks when moving from finite groups and Lie groups to locally compact
groups and beyond. While we surely cannot expect better results by exchanging
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representation theory with something more general, we can still hope to find
some results for more groups in doing so. The idea how to proceed is group
approximation as explained in what follows.
Let G be a class of groups, each of which comes equipped with a pseudo length
function `. Then a group Γ is said to have the G-approximation property if for
all g ∈ Γ\{1} there is δg > 0 such that for any " > 0 and any finite subset E ⊂ Γ
there is a group G ∈ G and a mapping ϕ : Γ→G such that
AH1 `(ϕ(1))≤ ",
AH2 `(ϕ(g ))≥ δg for all g ∈ E \ {1},
AH3 `(ϕ(g )ϕ(h)ϕ(g h)−1)≤ " for all g , h ∈ E .
The kind of mapping in this definition is called (E ,")-homomorphism or less
explicit almost homomorphism. Note that almost homomorphisms depend
not only on E and " but also on the distribution of numbers δg , g ∈ Γ. An-
other method of approximating groups which is used often we will adress here
as the discrete G-approximation property. A group has this property if we re-
place the constants δg in the above definition by a common constant δ which
does only depend on the whole of Γ. The strong discrete G-approximation
property demands `(ϕ(g )) ≥ diam(G)− " for all g ∈ E \ {1} instead of AH2.
Such ϕ is called a strong almost homomorphism. Of course this only makes
sense if the groups G ∈ G have finite diameter.
Right after the definition the lack of strength in comparison with representa-
tion theory is obvious. Neither do we insist on the existence of morphisms into
suitable groups, nor need our replacement – the almost homomorphism – be
defined on the whole group, but only on a finite subset. The suggestive explana-
tion referring to representation theory is only part of the historical motivation
for group approximation. We shall follow the original idea and introduce on
the way the two most prominent examples of group approximation, sofic and
hyperlinear groups.
A group Γ is said to be residually finite if for every g ∈ Γ \ {1} there is a ho-
momorphism ϕ into a finite group such that ϕ(g ) 6= 1. The notion of residual
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finiteness still follows the representation theory approach, where finite groups
serve as simple objects to carry out investigation of the residually finite group.
A somewhat different idea is amenability. A discrete group Γ is amenable if for
every " > 0 and every finite subset E ⊂ Γ there exists an (E ,")-Følner set F , i.e.
a finite subset of Γ such that for all g ∈ E
|g F4F |< "|F |,
where 4 denotes the symmetric difference. Note that there is a plethora of
definitions of amenability at hand. (According to [7], p. 48 there are 101010 .)
The approach using Følner sets is one of the more practical and we will use it on
coming occasions.
In [23] Gromov sought a common generalization of amenability and residual
finiteness. Weiss in [43] named the groups subject to this generalization sofic
groups. Elek and Szabó gave the following characterization in terms of group
approximation in [14]: A group is sofic if it has the S-approximation property,
where the Hamming length is used to measure distances in permutation groups.
Let Γ be a residually finite group. Then for any finite subset E of Γ and every g ∈
E \ {1} there is a homomorphism ϕg into a finite group Gg such that ϕg (g ) 6= 1.
By Cayley’s Theorem
∏
g∈E Gg embeds into a symmetric group Sn by means of
the permutation action on itself. Let
ϕ : x 7→ (ϕg (x))g∈E ∈
∏
g∈E
Gg ⊂ Sn.
Since ϕ is an injective homomorphism by construction, and non-trivial permu-
tations in its range have no fixed points, ϕ is an (E ,")-homomorphism for every
" > 0.
Now let Γ be amenable, " > 0 and E ⊂ Γ finite. Let F be an (E , 12")-Følner set.
Then for g ∈ E2 we define ϕ : Γ→ SF by ϕg (x) := g x if g x ∈ F and extend ϕg to
a bijection of F . Furthermore we let ϕg = 1 if g /∈ E2. We certainly have ϕ1 = 1
and `H(ϕg ) ≥ 1− 12" for all g ∈ E . Moreover ϕgϕh(x) = ϕg h(x) if x is in the
intersection g−1F ∩ h−1F ∩ h−1 g−1F ∩F . This set has at least (1−")|F | elements
and hence `H(ϕgϕhϕ
−1
g h ) < ". Thus we know that indeed residually finite and
amenable groups are sofic. (We shall henceforth usually write ϕg instead of ϕ(g )
if ϕ takes values in a group acting on some set.)
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The second important example are hyperlinear groups. A group is hyperlin-
ear if has the approximation property in the class of complex unitary groups
Un(C) with the length function `2, introduced in Section 2,  4. In [15], The-
orem 2 it is proved that every (countable) sofic group is hyperlinear. The proof
of Theorem 3.3 in [37] actually shows that after embedding Sn as the subgroup
of permutation matrices into Un(C), `H(pi) ≤ 12`2(Ppi)2, where Ppi is the per-
mutation matrix corresponding to pi ∈ Sn. Note that this is an even stronger
condition than asymptotic boundedness. We will not treat hyperlinear groups
in the following and refer the reader to [37] for further directions.
The main problem in the study of sofic groups is the question whether all groups
are sofic. While the common opinion seems to expect a negative answer, con-
crete plans how to find a counterexample are still elusive. A first step towards a
better understanding of sofic groups could be investigation of other instances of
group approximation. To pincer the problematic sofic groups one approach is
to investigate group approximation in a more general setting to find a non-sofic
group, or to show that more general notions of group approximation can be
reduced to approximation in symmetric groups. The hyperlinear groups have
still not proven to be useful for one of these goals. Another approach is to use
more restrictive classes of groups for approximation to explore techniques for
finding counterexamples to approximation properties. In [41] Thom showed
that Higman’s group (introduced in [26]) cannot be approximated using groups
with commutator contractive length functions, i.e. length functions satisfy-
ing `([a, b]) ≤ 4`(a)`(b ). This seems to be the only natural example in this
direction so far.
The fact that all known groups are either sofic or of undecided status entails
that theorems known to be true for sofic groups hold for nearly as many groups
as we can imagine today. Results proven for sofic groups include Gottschalk’s
Surjunctivity Conjecture (proved in [23]), Kaplansky’s Direct Finiteness Con-
jecture (proved in [14] and Connes’ Embedding Conjecture. These questions
are adressed in more detail in [37]. Their positive answer for sofic groups are
examples of the usefulness of the very general idea of group approximation as
suggested at the beginning of this paragraph.
We proceed by exhibiting the connection between group approximation and
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metric ultraproducts. The following fundamental theorem is a generalization of
Theorem 1 in [15]. Confer also [41], Proposition 1.8.
THEOREM 3.7 Let Γ be a group. Then Γ has the G-approximation property if
and only if there is a suitable index set I and an ultrafilter u in I such that Γ can
be embedded into a metric ultraproduct (G)u :=
Ä∏
i∈I Gi
ä
u
with groups Gi ∈ G.
The set I can be chosen to have cardinality not exceeding the cardinality of Γ.
P r o o f. The case of Γ being finite is trivial. Hence assume that Γ is infinite with
the G-approximation property. We consider pairs (E ,") of finite subsets E of Γ
and rational numbers " in the interval ]0,1[. Call the set of these I and define
subsets
IH ,δ := {(E ,") ∈ I |H ⊂ E ,"≤ δ} .
Then the set of all IH ,δ forms a filter base, which is contained in an ultrafilter
u. For every (E ,") ∈ I choose an (E ,")-homomorphism ϕE ," into a group GE ,".
Then we can map Γ into the direct product of the GE ," by ϕ
′ : g 7→ (ϕE ,"(g ))E ,".
By composing with the quotient homomorphism pi :
∏
GE ,"→ (G)u, we obtain
a mapping ϕ := pi ◦ϕ′ : Γ→ (G)u. Note that lim(E ,")→u "= 0 by the choice of u.
Let g , h be arbitrary in Γ. We first deduce
`(ϕ(g )ϕ(h)ϕ(g h)−1) = lim
u
`(ϕE ,"(g )ϕE ,"(h)ϕE ,"(g h)
−1)≤ lim
u
"= 0,
whence ϕ(g h) = ϕ(g )ϕ(h) and ϕ is a homomorphism. Further
`(ϕ(g )) = lim
u
`(ϕE ,"(g ))≥ limu δg = δg
for g 6= 1. Therefore ϕ(g ) 6= 1 and ϕ is injective. Note that by definition of I its
cardinality equals the cardinality of Γ.
To show the other implication suppose we are in control of I , u and an injective
homomorphism ϕ : Γ→ (G)u. We define δg := 12`(ϕ(g )), where ` is the ultra-
limit length function on (G)u. Let E ⊂ Γ be a finite subset and " > 0. Then there
is a mapping ψ : Γ→pi−1(Ä∏Giäu) such that pi◦ψ= ϕ. Let ψi be the projection
of ψ onto Gi . Then
lim
u
`(ψi (g )) = `(ϕ(g )) = 2δg
for fixed g ∈ E , and therefore `(ψi (g ))≥ δg [u]. Likewise
`(ψi (g )ψi (h)ψi (g h)
−1)< " [u]
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for g , h ∈ E . Hence by finiteness of E , the set of all i such that ψi is an (E ,")-
homomorphism, is contained in u. Thus it is not empty and we may pick a con-
venient index i , providing us with a group Gi in G and an (E ,")-homomorphism
ψi . 
By closer inspection of the proof, we obtain the following result.
COROLLARY 3.8 A group has the discrete G-approximation property if and
only if it embeds into (G)u as a discrete subgroup.
Note that the very definition of G-approximation immediately implies that a
group Γ has the G-approximation property if and only if every finitely generated
subgroup does. Hence it often suffices to study countable groups with the G-
approximation property. The same is true for the discrete and strong discrete
approximation property.
To make further investigation a bit more pleasant, we relax the conditions char-
acterizing almost homomorphisms.
PROPOSITION 3.9 Condition AH1 is not necessary in the definition of almost
homomorphisms, provided 1 ∈ E. If Γ has the G-approximation property, then
for all finite E ⊂ Γ and " > 0 there is an (E ,")-homomorphism ϕ such that
ϕ(1) = 1. Furthermore for g ∈ E the length `(ϕ(g )) is as large as we can expect
of any almost homomorphism Γ→G ∈ G.
P r o o f. Let E ⊂ Γ be finite and " > 0, and assume 1 ∈ E . Let ψ : Γ→ G be a
mapping satisfying AH2 and AH3. Then
`(ψ(1)) = `(ψ(1) ·ψ(1)ψ(1 · 1)−1)≤ "
follows.
Now assume ψ is an (E , 12")-homomorphism. We define ϕ to take the same
values as ψ does, except ϕ(1) := 1. It suffices to show `(ϕ(g )ϕ(h)ϕ(g h)−1) ≤ "
for g , h ∈ E ∪ {1} and g h ∈ E2 ∪ {1}. The interesting cases are without loss of
generality g = h−1, g 6= 1, and g 6= 1, h = 1. In the first case
`(ϕ(g )ϕ(g−1)) = `(ψ(g )ψ(g−1)ψ(1)−1ψ(1))
≤ `(ψ(g )ψ(g−1)ψ(g g−1)−1)+ `(ψ(1))
≤ 12"+ 12"= ".
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In the second case we are left to check `(ϕ(g )ϕ(g )−1)≤ ". This is true, because
`(ϕ(g )ϕ(g )−1) = `(ψ(g )ψ(g−1)ψ(1)−1ψ(1)ψ(g−1)−1ψ(g )−1)
≤ `(ψ(g )ψ(g−1)ψ(1)−1)+ `(ψ(1)ψ(g−1)−1ψ(g )−1)
≤ 12"+ 12"= ",
and the proof is complete. 
As a motivation for a sensible generalization of soficity, we give the following
result.
THEOREM 3.10 A group Γ is sofic if and only if it has the S -approximation
property with respect to the conjugacy length.
P r o o f. The claim for finite groups follows from Cayley’s Theorem, whence
we assume Γ to be infinite. By Theorem 3.7 (as was first proved by Elek and
Szabó in [15], Theorem 1) Γ is sofic if and only if it embeds into a metric ultra-
product
(S)u =
(∏
Sni
)
u
with respect to the Hamming length. Since Γ is infinite and an ultraproduct of
groups of bounded cardinality is finite, we necessarily have limu ni = ∞. Ac-
cording to Theorem 2.14 and Proposition 3.5 (S)u is isomorphic to the met-
ric ultraproduct of groups Sni with respect to the conjugacy length. Another
application of Theorem 3.7 ensures that this is equivalent to Γ having the S-
approximation property with respect to the conjugacy length. 
Since the conjugacy length can be defined generically on every finite group, it
offers the chance of a broad generalization of the notion of soficity. Of course
on an even wider scope one could investigate groups which can be approximated
with finite groups endowed with any length function. This idea first appears in
[22] and there groups with the approximation property in the class of finite
groups with no restriction on the length function were named weakly sofic.
However, there is still no reasonable means to get a hold on all length func-
tions on finite groups. Instead we want to motivate the study of approximation
using matrix groups with the Jordan length. The first practical reason is that
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we already know from Section 2,  5 that the conjugacy length and the Jordan
length on general linear groups over finite fields are asymptotically equivalent.
Thus approximating with the Jordan length is in accordance with the universal
conjugacy length approach. Moreover matrix groups can be conveniently han-
dled using the tools of linear algebra. By personal communication with Nikolay
Nikolov the author was informed that every simple weakly sofic group is sofic
or can be approximated in general linear groups over finite fields with the Jordan
length. (This result can be deduced from Theorem 1.7 in[34].) Hence this kind
of approximation seems to be a natural and useful approach.
Let GL denote the class of all general linear groups over arbitrary fields. We
shall call groups with the GL-approximation property using the rank length
linearly sofic groups. If a group has the GL(K)-approximation property for
a fixed field K we will call it K -sofic. When instead approximation is done using
the Jordan length we will speak of projectively linearly sofic and projectively
K -sofic groups, respectively.
 4 AMPLIFICATION PROPERTIES
In the definition of group approximation whether a group Γ has the (strong) dis-
crete approximation property a priori depends on Γ. In certain classes G we
can enforce the (strong) discrete G-approximation property for every group hav-
ing the G-approximation property: A class of groups G has the amplification
property if there exists δ > 0 such that for any group Γ and for all " > 0 there
exists "′ > 0 such that the following holds: Whenever ϕ : Γ → G is an (E ,"′)-
homomorphism into G ∈ G, then there is H ∈ G and a mapping ι : G→H such
that ι◦ϕ : Γ→H is an (E ,")-homomorphism with the additional property that
`(ι ◦ϕ(g )) ≥ δ for all g ∈ E \ {1}. If there exist H and ι such that ι ◦ϕ satisfies
`(ι◦ϕ(g ))≥ diam(H )−"we say that G has the strong amplification property.
(Note that δ is no longer needed in the second definition.)
Now the next proposition follows directly.
PROPOSITION 3.11 If G has the (strong) amplification property, then any group
Γ has the (strong) discrete G-approximation property if and only if it has the G-
approximation property.
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The maybe best known example of amplification are the symmetric groups. The
proof appears e. g. in [15], proof of Theorem 1 or in [37], proof of Theorem 3.5.
PROPOSITION 3.12 The class S of symmetric groups with the Hamming length
has the strong amplification property.
Consider the following statements about approximation of subgroups, inverse
limits and direct products of groups.
PROPOSITION 3.13 Let G be a class of groups with invariant pseudo length
functions. Then the class of groups with the G-approximation property is closed
under taking subgroups and inverse limits. The same is true for the discrete and
strong discrete G-approximation property.
P r o o f. The statement concerning subgroups is obvious.
Assume that Γ is the inverse limit of groups Γi with projection morphisms
pi ji : Γi → Γ j and pii : Γ → Γi , where i , j are from a directed set I . Then Γ
can be identified with the set of vectors (gi )i∈I in
∏
i∈I Γi such that pi
j
i (gi ) = g j
if j ≤ i . If E is a finite subset of Γ there is an index i such that pii (g ) 6=pii (h) for
all g , h ∈ E2. By assumption for any " > 0 there is a (pii (E),")-homomorphism
ϕ : Γi →G for some G ∈ G. By the choice of i , ϕ◦pii is well defined on E2. Then
some arbitrary extension of ϕ ◦ pii to the rest of Γ is automatically an (E ,")-
homomorphism. The same argument works for the stronger G-approximation
properties in the claim. 
PROPOSITION 3.14 Suppose that G has the following property: For every finite
direct product G1 × . . .×Gk of groups Gi ∈ G there are weights w1, . . . , wk ∈
[0,∞[, a group H ∈ G and an isometric embedding G1× . . .×Gk → H , where
we use the pseudo length function
`((g1, . . . , gk)) :=
∑k
i=1 wi`(gi )∑k
i=1 wi
on G1 × . . .×Gk . Then the class of groups with the G-approximation property
is closed under taking direct products. The same holds for the discrete and strong
discrete G-approximation property.
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P r o o f. Because being approximated with groups in G is a local property, it
clearly suffices to consider finitary direct products. Now the additional assump-
tion on G implies the claim immediately. The argument also works for the dis-
crete ond strong discrete approximation property. 
Certainly statements as above for other group theoretical constructions would
be a great thing to have. Unfortunately under very general assumptions very
little can be done. An example where the amplification property is needed is the
following.
PROPOSITION 3.15 If G has the amplification property, then the class of groups
with the G-approximation property is closed under taking direct limits.
P r o o f. Let Γ be a direct limit of groups Γi , which can be approximated in G.
Let " > 0 and E ⊂ Γ be a finite subset. Because E is finite, eventually E2 ⊂ Γi
holds. Thus we find an (E ,")-homorphism ϕ : Γi → G, where G ∈ G, which
can be extended arbitrarily to an almost homomorphism defined on Γ. Then
`(ϕ(g )) ≥ δg ,i > 0. Since a priori δg ,i depends on i , we need the amplification
property to ensure δg ,i ≥ δg for constants δg not depending on i . 
In [3] Arzhantseva and Pa˘unescu showed that {GLn(C) |n ∈N} with the rank
length has the amplification property. In fact the proof does not use particular
properties of the complex numbers apart from characteristic zero and it could be
generalized to arbitrary fields of characteristic zero. We will modify the method
of proof from [3], Section 5, to work in any characteristic and to show the
amplification property also when working with the Jordan length. Note that
linear sofic groups in [3] are C-sofic groups in our sense.
Let K be an algebraically closed field. Then the Jordan decomposition as ex-
plained in Section 2,  5 for matrices in GLn(K) exists. ([5], Chapter I,  4 offers
a detailed treatment.) In particular in algebraically closed fields every square
matrix is conjugate to a matrix in Jordan normal form.
Over any field we use the notation J (α, s) for s × s -Jordan matrices with eigen-
value α. Every matrix A ∈ GLn(K) is in GLn(K) conjugate to a matrix A′ in
Jordan normal form, where K is the algebraic closure of K . We write ια(A) for
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the number of Jordan blocks J (α, 1) of A′ divided by n. Furthermore let
ι(A) := sup
α∈K×
ια(A).
(That is ι(A) = m11n in the notation of Section 2,  5.)
PROPOSITION 3.16 Let K be a field and A in GLn(K). Then
1
2 (1− ι1(A))≤ `r(A)≤ 1− ι1(A), 12 (1− ι(A))≤ `J(A)≤ 1− ι(A).
P r o o f. Let A′ be a matrix in Jordan normal form conjugate to A in GLn(K). If
this matrix has k Jordan blocks J (1,1), then
`r(A) =
rk(1−A)
n
≤ n− k
n
= 1− ι1(A).
Since the remaining Jordan blocks do not have eigenvalues equal to 1 or are of
size strictly larger than 1, also
`r(A) =
rk(1−A)
n
≥ n− k
2n
= 12 (1− ι1(A)).
The claimed inequalities for ι(A) and `J(A) follow from the above result, since
`J(A) = inf
α∈K×
`r(αA)
and
inf
α∈K×
(1− ι1(αA)) = 1− sup
α∈K×
ια(A) = 1− ι(A). 
THEOREM 3.17 Let K be an algebraically closed field and J (α, s), J (β, t ) two
Jordan matrices with eigenvalues α,β ∈ K× and s ≤ t . Then the Jordan normal
form of J (α, s)b J (β, t ) has s Jordan blocks.
P r o o f. In characteristic 0 the claim follows from Corollary 2.2.11 in [27], in
positive characteristic from Theorem 2.2.2, ibid. 
LEMMA 3.18 Let A be a matrix in GLn(K) and α an eigenvalues of A. Suppose
that in a matrix A′ in Jordan normal form, obtained from A over K, the Jordan
block corresponding to α has size s . If the extension K(α)/K is inseparable, then
s = pk , where p is the characteristic of K and k > 0.
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P r o o f. First of all we note that for K(α)/K to be inseparable K necessarily has
to be of positive characteristic. Let f be the minimal polynomial of α over K .
Let α1, . . . ,αm be the roots of f , where αi = α j if and only if i = j . By [30],
Chapter V, Proposition 6.1
f = (x −α1)pk · . . . · (x −αm)pk
for a natural number k, since f is inseparable. Moreover f divides the mini-
mal polynomial µA of A, because every root of f is a root of µA. The remain-
ing factor g such that µA = f · g has only roots different from the roots of f .
Hence the multiplicity of α as a root of µA is p
k . Therefore dimker(A− α) j >
dimker(A−α) j−1 if and only if j ∈ {1, . . . , pk}. This means that the Jordan block
corresponding to α has size pk . 
LEMMA 3.19 Let x ′ ≥ x ≥ 0, y ′ ≥ y ≥ 0 be real numbers. Then
x ′y + y ′x ≤ x ′y ′+ xy.
P r o o f. We calculate
2(x ′y + y ′x) = x ′(y + y ′− y ′)+ (x ′+ x − x)y + y ′(x + x ′− x ′)+ (y ′+ y − y)x
= x ′y ′+ x ′(y − y ′)+ xy +(x ′− x)y
+ y ′x ′+ y ′(x − x ′)+ y x +(y ′− y)x
= 2x ′y ′+ 2xy +(x ′− x)(y − y ′)+ (y ′− y)(x − x ′)
≤ 2(x ′y ′+ xy)
to complete the proof. 
LEMMA 3.20 Let K be a field and A∈GLn(K), B ∈GLm(K). Then
ι(AbB)≤ ι(A)ι(B)+ (1− ι(A))(1− ι(B)).
If ι(A)≤ 12 and ι(B)≤ 12 , then ι(AbB)≤ 12 .
P r o o f. We work with A embedded in GLn(K) and B in GLm(K). Let A
′, B ′ be
matrices in Jordan normal form corresponding to A and B , respectively. Then
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it is clear that the Jordan normal form of AbB is the same as the one of A′bB ′,
since using conjugation to compute the Jordan normal form commutes with
the tensor product. To obtain the Jordan normal form of A′ b B ′ it is clearly
sufficient to compute the Jordan normal forms of J (α, s)b J (β, t ) for all combi-
nations of Jordan blocks J (α, s) of A′ and J (β, t ) of B ′.
Since J (α, 1)bJ (β, t ) equals αJ (β, t ), we know that on the one hand two Jordan
blocks of size 1 yield a Jordan block of size 1 in the Jordan normal form of
Ab B . On the other hand a Jordan block of size 1 and a larger one cannot
produce a Jordan block of size 1. Moreover two Jordan blocks J (α, s) and J (β, t ),
where 1 < s ≤ t , can be responsible for at most s − 1 Jordan blocks of size
1, by Theorem 3.17. Assume α is an eigenvalue of A or B such that K(α)/K
is inseparable. Then by Lemma 3.18 α corresponds to a Jordan block of size
larger than or equal to the characteristic of K , in particular strictly larger than 1.
Denote the separable closure of K by K s and let κ(A) :=
∑
α∈K×s ια(A). If γ ∈ K×
such that ιγ (AbB) = ι(AbB) we can deduce
ι(AbB)≤ ∑
α∈K×
ια(A)ια−1γ (B)+
∑
α∈K×s \K×
ια(A)ια−1γ (B)+
1
2 (1−κ(A))(1−κ(B)).
Here the splitting in sums over K× and K×s \ K× is possible, because K× is a
subgroup of K×s .
Let λ, δ be in K× such that ιλ(A) = ι(A) and ιδ(B) = ι(B). Then∑
α∈K×
ια(A)ια−1γ (B) = ιλ(A)ιλ−1γ (B)+ ιδ−1γ (A)ιδ(B)+
∑
λ,δ−1γ 6=α∈K×
ια(A)ια−1γ (B)
≤ ιλ(A)ιδ(B)+ ιδ−1γ (A)ιλ−1γ (B)+
∑
λ,δ−1γ 6=α∈K×
ια(A)ια−1γ (B)
≤ ιλ(A)ιδ(B)+
∑
λ6=α∈K×
ια(A)
∑
δ 6=β∈K×
ιβ(B),
where we used Lemma 3.19. By the choice of γ , λ and δ, and the preceding
estimate of ι(AbB) we arrive at
ι(AbB)≤ ι(A)ι(B)+ (1− ι(A))(1− ι(B)),
which proves the first claim.
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Now assume ι(A), ι(B)≤ 12 . If the eigenvalues of A in K are λi such that ιλ1(A)≥
ιλ2(A) ≥ . . . and the eigenvalues of B in K are δi such that ιδ1(B) ≥ ιδ2(B) ≥ . . .,
then we can proceed inductively from
∑
α∈K×
ια(A)ια−1γ (B)≤ ιλ1(A)ιδ1(B)+ ιδ−11 γ (A)ιλ−11 γ (B)+
∑
λ1,δ
−1
1 γ 6=α∈K×
ια(A)ια−1γ (B)
to obtain ∑
α∈K×
ια(A)ια−1γ (B)≤
∑
i
ιλi (A)ιδi (B).
If K(α)/K is separable, then α has at least one Galois conjugate eigenvalue. This
implies ∑
α∈K×s \K×
ια(A)ια−1γ (B)≤ 12
∑
α∈K×s \K×
ια(A)
∑
β∈K×s \K×
ιβ(B).
Combining the different estimates proves ι(AbB)≤ 12 . 
PROPOSITION 3.21 ([3], Proposition 5.3) Let f : [ 12 , 1]→ [ 12 , 1] be defined
by
f (x) := x2+(1− x)2.
Then f is a strictly monotone increasing bijection and x ∈ [ 12 , 1[ implies
lim
m→∞ f
m(x) = 12 .
LEMMA 3.22 Let A∈GLn(K), B ∈GLm(K) and α ∈K×. Then
(1) `r(A`B) =
n
n+m`r(A)+
m
n+m`r(B),
(2) `r(AbB)≤ `r(A)+ `r(B),
(3) `J(α·A`B)≤min{ nn+m+ mn+m`J(B), nn+m`J(A)+ mn+m } and `J((αA)`B) =
n
n+m`J(A) +
m
n+m`J(B) if `J(A) = `r(αβA) and `J(B) = `r(βB) for some
β ∈K×,
(4) `J(α ·AbB)≤ `J(A)+ `J(B).
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P r o o f. Equation (1) follows from
rk(1−A`B) = rk(1−A)+ rk(1−B).
The matrix Ab B acts on K nm by Ab B(v b w) = A(v)b B(w) for all v ∈
K n, w ∈ K m and linear extension. Therefore A(v) = v and B(w) = w implies
AbB(vbw) = vbw, whence dimker(1−AbB)≥ dimker(1−A)·dimker(1−B).
Let n0 := dimker(1−A) and m0 := dimker(1−B). Then
2
nm− n0m0
nm
=
nm− nm0+ nm0− n0m0
nm
+
nm−mn0+mn0− n0m0
nm
=
m−m0
m
+
m0(n− n0)
nm
+
n− n0
n
+
n0(m−m0)
nm
=
Ç
1+
m0
m
å n− n0
n
+
Ç
1+
n0
n
å m−m0
m
≤ 2 n− n0
n
+ 2
m−m0
m
implies `r(AbB)≤ `r(A)+ `r(B).
There areβ1,β2 ∈K× such that `J(A) = `r(αβ1A) and `J(B) = `r(β2B). Ifβ1 =
β2, then `J((αA)`B) =
n
n+m`J(A)+
m
n+m`J(B) follows from (1) and invariance of
`J under scalar multiplication. Otherwise by the definition of `J as an infimum
only the inequality in (3) holds.
At last (4) follows from (2) by linearity of the tensor product and invariance of
`J under scalar multiplication. 
Let A be a matrix in GLn(K). We write
Abk :=Ab . . .bA,
where A appears k times on the right side.
The construction in the next theorem is essentially from [3], Theorem 5.10.
The proof is modified, though, to fit our treatment using almost homomor-
phisms, to work in arbitrary characteristic and when approximating with the
Jordan length.
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THEOREM 3.23 Let K be a field. The class of groups {GLn(K) |n ∈N} with
rank length or Jordan length has the amplification property. In particular, for
every projectively K-sofic group Γ, finite subset E ⊂ Γ and " > 0 there exists an
(E ,")-homomorphism ϕ satisfying `J(ϕ(g ))>
1
4 − " for all g ∈ E. In the case of
Γ being K-sofic we can achieve the analogous estimate `r(ϕ(g ))>
1
8 − ".
P r o o f. We will first treat the case of approximation with the Jordan length.
Consider any projectively K -sofic group Γ, " > 0 and a finite subset E ⊂ Γ, and
let δ :=ming∈E δg . By Proposition 3.21 there is a natural number m such that
f m(1− δ) ≤ 12 + 2", where f (x) := x2 + (1− x)2. Choose "′ > 0 such that
"′ < 2−m". Then there exists an (E ,"′)-homomorphism ϕ : Γ→GLn(K), where
`J(ϕ(g ))≥ δ for all g ∈ E and we can assume ϕ(1) = 1. Recursively define
ϕ1(g ) := ϕ(g ), ϕk+1(g ) := ϕk(g )bϕk(g ).
We shall prove that ϕm : Γ→ GLn2m (K) is an (E ,")-homomorphism satisfying
`J(ϕ(g )) ≥ 14 − " for all g ∈ E . If g ∈ E , then ι(ϕ(g )) ≤ 1− `J(ϕ(g )) ≤ 1−δ.
Therefore ι(ϕk(g ))≤ f k(ι(ϕ(g ))) as long as ι(ϕk−1(g ))≥ 12 . If ι(ϕk−1(g ))< 12 for
one k ≤ m, then ι(ϕk(g )) < f (ι(ϕk−1(g ))) < 12 by Lemma 3.20. Otherwise by
the choice of m still ι(ϕm(g ))≤ 12 + 2". Hence in any case
`J(ϕm(g ))≥ 12 (1− ι(ϕm(g )))≥ 14 − ".
Furthermore Lemma 3.22 implies
`J(ϕm(g )ϕm(h)ϕm(g h)
−1)
= `J((ϕ(g )ϕ(h)ϕ(g h)
−1)b2m )
≤ 2m`J(ϕ(g )ϕ(h)ϕ(g h)−1)≤ ",
whenever g , h ∈ E .
Now suppose we are approximating with the rank length. To the pair (E ,")
choose m such that f m(1−δ)≤ 12 +4", and "′ < 2−m". Then there is an (E ,"′)-
homomorphism ϕ such that `r(ϕ(g ))≥ δ for all g ∈ E . We define ϕm as before,
and additionally
χk(g ) := ϕ(g )b idn2k , ψk(g ) := ϕk(g )`χk(g ).
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If ι(ϕ(g ))≤ 1−δ, then we proceed as above to deduce `r(ϕm(g ))≥ `J(ϕm(g ))≥
1
4 −2", and hence `r(ψm(g ))≥ 18 −". If ι(ϕ(g ))> 1−δ, then ι(ϕ(g )) = ι1(ϕ(g ))
is impossible, because this would imply `r(ϕ(g )) ≤ 1− ι1(ϕ(g )) < δ, contrary
to the hypothesis. Thus we can assume ι(ϕ(g )) = ια(ϕ(g )), where α 6= 1. In this
case ι1(ϕ(g ))≤ 1− ια(ϕ(g ))<δ and so `r(χm(g )) = `r(ϕ(g ))> 12 (1−δ). At the
same time `r(χm(g )) > δ, which implies `r(χm(g )) ≥ 14 . Thus `r(ψm(g )) ≥ 18
follows. Showing `J(ψm(g )ψm(h)ψm(g h)
−1)≤ " for g , h ∈ E works as before.
Note that Proposition 5.13 in [3], which is a special case of the previous theorem
for matrices over C and the rank length, works with 14 − " instead of 18 − ".
We will use the amplification properties proved in the previous theorem in  6.
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Since we are in particular interested in finite matrix groups, we will use the
abbreviation (projectively) q-sofic instead of (projectively) Fq -sofic. If Γ can
be embedded in an ultraproduct of groups GLni (Ki ) with respect to the Jordan
length, where the Ki are finite fields of characteristic pi and moreover limu pi =
∞, then we call Γ projectively 0-sofic. If the rank length is used instead we will
call Γ 0-sofic. We will also write (projectively) prime sofic or (projectively)
zero sofic if Γ is (projectively) q -sofic, and q is a prime or 0, respectively. In the
following we will examine the interplay of approximation with the rank length
and Jordan length, and approximation in matrix groups over different fields.
The proof of the next proposition is clear.
PROPOSITION 3.24 Let Γ be a (projectively) p-sofic group for infinitely many
primes p. Then Γ is (projectively) zero sofic.
As mentioned earlier there are still no non-sofic groups known. Since most
groups we are dealing with obey even more general conditions than soficity,
showing that an approximation property does not hold is under our general
circumstances as hard as proving the existence of a non-sofic group. Hence un-
fortunately we will not be able to present counterexamples to the approximation
properties of interest.
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Showing the equivalence of different approximation properties is surely help-
ful, as already observed when we replaced the conjugacy length with the better
behaved Jordan length. We would not voluntarily miss a chance to prove equiv-
alences of this kind. Thus when in the following only one implication is proved,
the other one is simply still unknown.
A metric ultraproduct of symmetric groups as in Theorem 3.10 is called a uni-
versal sofic group. We define universal (projectively) linearly sofic groups
as ultraproducts of groups GLni (Ki ) equipped with the rank length (or Jordan
length). Hence by Theorem 3.7 we deduce the following statement.
PROPOSITION 3.25 Let Γ be a group. Then Γ is (projectively) linearly sofic if
and only if it embeds into a universal (projectively) linearly sofic group.
The whole terminology of group approximation with matrices we introduced
so far can be used accordingly to define respective universal groups. (For an
instance, a universal zero sofic group would be
(∏
GLni (Ki )
)
u
, where Ki is finite
of characteristic pi and limu pi =∞.) Proposition 3.25 can be reformulated for
such a more restrictive setup.
PROPOSITION 3.26 Let K be any field. Every sofic group is (projectively) K-
sofic.
P r o o f. The symmetric group Sn embeds into GLn(K) as the subgroup of per-
mutation matrices, independently of K . The generic length function on this
subgroup inherited from the rank length or the Jordan length in GLn(K) is
asymptotically equivalent to the Hamming length by Proposition 2.10. 
Combining Proposition 3.24 and Proposition 3.26, we see that the class of sofic
groups provides many examples of groups that are simultaneously prime sofic
and zero sofic.
LEMMA 3.27 Let Γ1 and Γ2 be groups, Ei ⊂ Γi finite, and ϕ : Γ1→GLn(K) and
ψ : Γ2 → GLm(K) be (Ei , 12")-homomorphisms with respect to the Jordan length
for i = 1,2. Then
ζ(g ,h) := ϕg bψh ∈GLnm(K)
defines an (E1× E2,")-homomorphism on Γ1×Γ2.
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P r o o f. Assume `J(ϕg ) ≥ δ > 0 and `J(ψh) ≥ δ for all g ∈ E1, h ∈ E2.
Note that (3) in Lemma 3.22 is in the general form a very weak estimate, com-
pared to (1). This is the reason why we are working with tensor products. By
Lemma 3.22 for g , g ′ ∈ E1 and h, h ′ ∈ E2
`J(ζ(g ,h)ζ(g ′,h ′)ζ
−1
(g ,h)(g ′,h ′))
= `J(ϕgϕg ′ϕ
−1
g g ′ bψhψh ′ψ
−1
h h ′)
≤ `J(ϕgϕg ′ϕ−1g g ′)+ `J(ψhψh ′ψ−1h h ′)
≤ 12"+ 12"= ".
Assume one of ι(ϕg ) and ι(ψh) is larger than
1
2 . Then we use Proposition 3.16
and Lemma 3.20 to estimate
`J(ζ(g ,h)) = `J(ϕg bψh)
≥ 12 (1− ι(ϕg bψh))
≥ 12 (1− ι(ϕg )ι(ψh)− (1− ι(ϕg ))(1− ι(ψh)))
= 12 ι(ϕg )(1− ι(ψh))+ 12 ι(ψh)(1− ι(ϕg )).
Hence `J(ζ(g ,h)) ≥ 14`J(ϕg ) or `J(ζ(g ,h)) ≥ 14`J(ψh), which is large enough. If
ι(ϕg ), ι(ψh)≤ 12 , then, also by Lemma 3.20,
`J(ζ(g ,h))≥ 12 (1− ι(ϕg bψh))≥ 14 . 
Thus ζ is an (E1× E2,")-homomorphism.
THEOREM 3.28 A group Γ is K-sofic if and only if it is projectively K-sofic.
P r o o f. Let Γ be a K -sofic group and ϕ : Γ→GLn(K) an (E ,")-homomorphism
with respect to the rank length, where we may assume " < 12 . Let
ψg := ϕg ` idn ∈GL2n(K).
Then for every g ∈ Γ evidently `r(ψg ) ≤ 12 . By Corollary 2.25 `J(ψg ) = `r(ψg )
follows. Hence `J(ψg ) >
δ
2 is true for all g ∈ E . Also, since " < 12 , by Corol-
lary 2.25 we have
`J(ϕgϕhϕ
−1
g h ) = `r(ϕgϕhϕ
−1
g h )
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and consequently
`J(ψgψhψ
−1
g h)<
1
2",
whenever g , h ∈ E . Thus Γ is projectively K -sofic.
Suppose conversely that Γ is projectively K -sofic. Let AT denote the transpose
of a matrix A, and A−T := (AT)−1. Then it is easily seen that `r(A−T) = `r(A)
and `J(A
−T) = `J(A). We choose an (E ,
1
2")-homomorphism ϕ, where " <
1
4 and
define
ψg := ϕg bϕ
−T
g .
If α is an eigenvalue of ϕg , then clearly α
−1 is an eigenvalue of ϕ−Tg . Therefore
g 7→ ϕ−Tg defines an (E , 12")-homomorphism. Then by embedding Γ diagonally
into Γ× Γ Lemma 3.27 shows that ψ is an (E ,")-homomorphism with respect
to the Jordan length. By the choice of ", the prevalent eigenvalue of ψgψhψ
−1
g h is
1 for all g , h ∈ E . Therefore we have
`r(ψgψhψ
−1
g h) = `J(ψgψhψ
−1
g h)≤ ".
Moreover `r(ψg )≥ `J(ψg ) for g ∈ E . This shows that Γ is K -sofic. 
Theorem 3.28 will be of great use to reduce problems concerning projectively
linearly sofic groups to linearly sofic groups. For example the proof of Theo-
rem 3.23 could be done for linearly sofic groups and the statement for projec-
tively sofic groups derived from Theorem 3.28. Of course this kind of reduction
also works the other way round, but usually linearly sofic groups are a bit easier
to handle.
The following proposition asserts that linear soficity is preserved when passing
to larger fields. It is a good example of an application of Theorem 3.28. The
converse statement is more complicated and will be explained afterwards.
PROPOSITION 3.29 Let K be a field. If Γ is (projectively) K-sofic, then it is
(projectively) L-sofic for any field L containing K.
P r o o f. The claim for linearly sofic group follows directly from the definition
of the rank length. The claim for projectively linearly sofic groups requires two
applications of Theorem 3.28. 
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LEMMA 3.30 Let L/K be a finite field extension. Then matrices A∈GLn(L) act
as invertible linear transformations A′ on K n·[L : K] and
dimK ker(1−A′) = [L : K] · dimL ker(1−A)
holds for all A∈GLn(L).
P r o o f. We write m := [L : K] and fix an isomorphism η : L → K m. We will
denote the resulting isomorphism Ln ∼=K nm also by η, and write A′ for A acting
on K nm, i.e. A′(x) = η(A(η−1(x))) for x ∈ K nm. This action is clearly linear
and A′ is invertible since η and A are bijective. Now A′(x) = x if and only
if A(η−1(x)) = η−1(x) and η(〈y〉) is an m-dimensional subspace of K nm for all
y ∈ Ln such that A(y) = y. Hence dimK ker(1−A′) = m dimL ker(1−A) follows
as claimed. 
THEOREM 3.31 Let L/K be an algebraic field extension and suppose Γ is (pro-
jectively) L-sofic. Then Γ is (projectively) K-sofic.
P r o o f. Suppose Γ is L-sofic. We consider an (E ,")-homomorphism ϕ : Γ →
GLn(L). Let M be the set of all entries of matrices in ϕ(E
2). Then K(M ) is a sub-
field of L and an algebraic extension of K of finite degree m. By Lemma 3.30 the
elements of ϕ(E2) act on K nm as linear transformations and their rank length re-
mains unchanged. Thus we obtain an (E ,")-homomorphism ϕ : Γ→GLnm(K),
if we use this action for elements in ϕ(E2) and some arbitrary extension to Γ\E2.
Hence Γ is K -sofic.
Theorem 3.28 yields the conclusion if Γ is projectively L-sofic. 
Let L/K be a field extension. Let x = (x1, . . . , xm) be a vector in L
m. We say
that x ′ = (x ′1, . . . , x
′
m) is a specialization of x over K if every polynomial f ∈
K[X1, . . . ,Xm] vanishing at x does also vanish at x
′. Moreover x ′ is an algebraic
specialization if K(x ′)/K is an algebraic extension.
THEOREM 3.32 Let L/K be a field extension and suppose Γ is (projectively) L-
sofic. Then Γ is (projectively) K-sofic.
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P r o o f. We consider an (E ,")-homomorphism ϕ : Γ→ GLn(L). Let X be the
set of all entries of matrices in ϕ(E2). For every g ∈ E let ag be a maximal
kg × kg -submatrix of 1− ϕg such that det(ag ) 6= 0, i.e. kg = rk(1− ϕg ). Then
there is αg ∈ L such that αg det(ag ) − 1 = 0. Let Y be the set of all αg for
g ∈ E . We order the elements of X ∪Y as a vector x. Then by Theorem 7 in
[29], Chapter II, there exists an algebraic specialization x ′ of x. This implies
that K(x ′) is an algebraic extension of K . We write ψg for the matrix in K(x ′)
obtained by replacing elements in x with appropriate elements in x ′, and a′g for
the submatrix of 1−ψg corresponding to ag . Then every submatrix of 1−ψg
larger than a′g has zero determinant, and α
′
g det(a
′
g )−1= 0, since the determinant
is a polynomial in matrix entries. Therefore det(a′g ) 6= 0, rk(1−ψg ) = kg and
consequently `r(ψg ) = `r(ϕg ). By the same reasoning `r(ψgψhψ
−1
g h) ≤ ". If
we define ψg arbitrary for g /∈ E2, then ψ is an (E ,")-homomorphism into
GLn(K(x
′)). We have thus shown that Γ is K(x ′)-sofic, and since K(x ′)/K is
algebraic, by Theorem 3.31 Γ is K -sofic.
Now Theorem 3.28 proves the claim for projectively linearly sofic groups. 
COROLLARY 3.33 Let q = pk , where p is a prime power. Then every q-sofic
group is p-sofic.
COROLLARY 3.34 Let Γ have the approximation property in GLfin with the
rank length. Then Γ is p-sofic for p a prime or 0.
P r o o f. We can embed Γ into an ultraproduct of groups GLni (Ki ), where the
Ki are finite fields. If Ki has characteristic pi and limu pi = ∞, then Γ is by
definition 0-sofic. If otherwise pi ≤C [u] for some constant C , then by Propo-
sition 3.1 pi = p [u]. Proposition 3.3 shows that
(∏
GLni (Ki )
)
u
is isomorphic
to
(∏
i : char(Ki )=p
GLni (Ki )
)
u
. By Theorem 3.31 we can replace all Ki of charac-
teristic p with the field Fp to show that Γ is p-sofic. 
In [3], Theorem 8.2 it was proved that a C-sofic group is prime sofic or zero
sofic. We adopt exactly the same argument for arbitrary fields:
THEOREM 3.35 Let Γ be (projectively) linearly sofic. Then Γ has the GLfin-
approximation property with respect to the rank length (or Jordan length, respec-
tively.)
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P r o o f. We first consider approximation with the rank length. Let " > 0 and
E ⊂ Γ be a finite subset. Then we find an (E ,")-homomorphismϕ : Γ→GLn(K)
for appropriate n and a field K . We can assume without loss of generality that
ϕg = 1 for all g /∈ E2. For every g ∈ E let ag be a maximal submatrix of 1−ϕg
such that δg := det(ag ) 6= 0. That is ag is a k × k-matrix, where `r(ϕg ) = kn .
Let R be the unital subring of K generated by all entries of matrices in ϕ(E).
Then R is a finitely generated algebra over the prime field of K if char(K)> 0 or
a finitely generated Z-algebra otherwise. Since Fp and Z are Jacobson rings, by
Theorem 4.19 in [13] R is such. It is clear that ϕ takes values in GLn(R). Since
R is a Jacobson ring, there is a maximal ideal m in R such that{
δg
∣∣∣ g ∈ E}∩m =∅.
Since m is a maximal ideal, R/m is a field, and because R/m is finitely generated
as a ring, it is a finite field. Now we let ψ := pi ◦ϕ, where pi denotes application
of the quotient morphism R→ R/m to the entries of matrices in GLn(R). Then
for arbitrary g , h ∈ E
`r(ψgψhψ
−1
g h) =
rk(ψg h −ψgψh)
n
≤ rk(ϕg h −ϕgϕh)
n
= `r(ϕgϕhϕ
−1
g h ).
Since the choice of m took the determinants δg into account, for every g ∈ E
`r(ψg ) =
rk(1−ψg )
n
=
rk(1−ϕg )
n
= `r(ϕg ).
Of course ψ1 = 1. Hence ψ : Γ→GLn(R/m) is an (E ,")-homomorphism.
Theorem 3.28 proves the claim for projectively linearly sofic groups. 
COROLLARY 3.36 Every (projectively) linearly sofic group is (projectively) p-
sofic, where p is a prime or p = 0.
We are now confronted with the two similar Theorems 3.32 and 3.35. The latter
is somewhat stronger insofar as it reduces approximation to finite fields, but it
lacks the virtue of the former of preserving the field characteristic.
We are left with some open questions. The most important one in this con-
text surely is whether linearly sofic groups are sofic. It is also unclear if p-sofic
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groups are q -sofic for different primes p and q , or if prime sofic or zero sofic
groups are Q-sofic. These questions were also adressed in [3], Question 8.6. A
positive answer combined with Theorem 7.4, ibid. would for example solve Ka-
plansky’s Direct Finiteness Conjecture for linearly sofic groups (see also ibid,
Question 7.9.)
 6 THE CLASS OF LINEARLY SOFIC GROUPS
In [16] it was proved that the class of sofic groups is closed under taking sub-
groups, direct products, direct limits, inverse limits, free products and exten-
sions by amenable groups. Later Collins and Dykema proved in [11] that free
products of sofic groups amalgamated over monotileably amenable groups are
sofic. The unpleasant restriction of monotileability was removed by Pa˘unescu
in [35] and Elek and Szabó in [17]. We shall show that similar conclusions as
in [16] are true for linearly sofic groups, but we will not go as far as treating
amalgamated products.
PROPOSITION 3.37 Let K be a field. The class of K-sofic groups is closed under
taking subgroups, inverse limits, direct products and direct limits.
P r o o f. The claim concerning subgroups and inverse limits is an immediate
consequence of Proposition 3.13.
Now suppose Γ is a direct limit of K -sofic groups Γi . By Proposition 3.15 and
Theorem 3.23 Γ is K -sofic.
By Lemma 3.22 GLn(K)×GLm(K) embeds isometrically into GLn+m(K) when
using the mapping (A,B) 7→ A`B . Thus, with an appeal to induction, Proposi-
tion 3.14 shows that direct products of K -sofic groups are K -sofic. 
LEMMA 3.38 Let K be a field and pi ∈ Sn a permutation without fixed points.
Let Ai ∈GLm(K) for i = 1 . . . n, and Ppi be the permutation matrix in GLn(K)
corresponding to pi. We define A ∈ GLnm(K) by A(ei b e j ) := ei bAi (e j ) and
linear extension. Then rk(1− (Ppib idm) ◦A)≥ 12 nm.
P r o o f. The matrix Ppib idm is blockdiagonal, where every block corresponds
to a cycle ofpi. Hence it suffices to assume thatpi consists of a single cycle. Then
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it is an elementary observation that if n is even, 1−(Ppibidm)◦A has a submatrix
id 1
2 nm
. If n is odd there is a 12 (n+ 1)m× 12 (n+ 1)m-submatrix which is a block
matrix having blocks idm on the diagonal and one block −Aj for some j . In
both cases the determinant of the submatrix is non-zero and the claim follows.
The proof of the following proposition is a linearized version of the proof of
Item 3 in Theorem 1, [16]. A variant of the statement appears in [3], Theo-
rem 9.3 for C-sofic groups.
PROPOSITION 3.39 Let K be a field and Γ a group such that N Ã Γ is K-sofic
and Γ/N is amenable. Then Γ is K-sofic.
P r o o f. Let E be a finite subset of Γ and " > 0. If g ∈ Γ, we write g := gN ∈
Γ/N . Let σ : Γ/N → Γ be a section of the canonical projection, i.e. σ(g )−1 g ∈N
for all g ∈ Γ. We can choose a set A ⊂ Γ with the property σ(A) = A and
|gA4A| ≤ 13"|A| for all g ∈ E , i.e. A is an (E , 13")-Følner set. Let D := N ∩
(A−1EA) and ψ : N → GLn(K) be a (D , 13")-homomorphism. We denote the
standard basis vectors of K n and KA by ei , i = 1 . . . n and ea, a ∈ A, respectively.
If g a ∈A, then σ(ga) ∈A. Hence we can define the permutation pig ∈ SA by
pig (a) := σ(g a)
for g a ∈ A and by taking arbitrary values for the remaining elements. Because
σ(g a)−1 ga ∈N for all a ∈A we can also define ϕg ∈GL(K n bKA) by
ϕg (e1b ea) :=ψσ(g a)−1 ga(ei )b epig (a)
and linear extension. Then we extend ϕ arbitrarily to a mapping Γ→GL(K n b
KA). We shall show that ϕ is in fact an (E ,")-homomorphism.
Because σ is a section, ψσ(a)−1a = ψa−1a = ψ1 = 1. Hence for all i = 1 . . . n and
a ∈A
ϕ1(ei b ea) =ψσ(a)−1a(ei )b eσ(a) = ei b ea.
Now assume g ∈ E \ {1} and g /∈ N . This implies g 6= 1 and a 6= σ(g a) for all
a ∈ A. If g a ∈ A, then pig (a) = σ(ga). The number of elements a such that
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g a ∈ A is more than (1− 13")|A|. Hence the number of fixed points of pig is less
than 13"|A|. By Lemma 3.38
rk(1−ϕg )≥ 12 n · (1− 13")|A|,
whence `r(ϕg )≥ 14 . If otherwise g ∈N ∩ (E \ {1}), then g = 1 and ϕg (ei b ea) =
ψa−1 ga(ei )b ea. Now rk(1−ϕg ) =∑a∈A rk(1−ψa−1 ga) and consequently
`r(ϕg ) =
∑
a∈A`r(ψa−1 ga)
|A| ≥ δ.
For the remaining estimate let g , h ∈ E and assume ha, g ha ∈ A for some a ∈
A. This is not possible for at most 23"|A| elements a ∈ A. Since σ(gσ(ha)) =
σ(g ha),
ϕgϕh(ei b ea) = ϕg (ψσ(ha)−1 ha(ei )b eσ(ha))
=ψσ(g ha)−1 g ·σ(ha)ψσ(ha)−1 ha(ei )b eσ(g ha).
Furthermore
ϕg h(ei b ea) =ψσ(g ha)−1 g ha(ei )b eσ(g ha).
In particular pigpihpi
−1
g h has at least (1− 23")|A| fixed points. Because ha and g ha
were assumed to be in A, the elements σ(ha)−1ha and σ(g ha)−1 g ·σ(ha) are in
D . Now we can exploit that ψ is an almost homomorphism and obtain
rk(ϕgϕh −ϕg h)≤
∑
ha,g ha∈A
rk(ψσ(g ha)−1 g ·σ(ha)ψσ(ha)−1 ha −ψσ(g ha)−1 g ha)+ 23"|A| · n
≤ |A| · 13"n+ 23"|A| · n,
and consequently
`r(ϕgϕhϕ
−1
g h )≤ 13"+ 23"= ".
The proof that ϕ is an (E ,")-homomorphism is now complete. 
LEMMA 3.40 Let Γ be a group with the G-approximation property. Then for any
finite subset E ⊂ Γ and " > 0 there is an (E ,")-homomorphism ϕ : Γ→ G ∈ G
such that ϕ(1) = 1 and ϕ(g−1) = ϕ(g )−1 for all g ∈ E not of order 2.
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P r o o f. Let F := (E ∪ E−1 ∪{1})2 and ψ : Γ→G be an (F , 12")-homomorphism
into a group G ∈ G with invariant pseudo length function `. By Proposition 3.9
without loss of generalityψ(1) = 1. We partition F into three subsets as follows:
Let F0 be the set of all g ∈ F of order 2 or g = 1. Then we partition F \ F0 into
F1 and F−1 such that g ∈ F−1 implies g−1 ∈ F1, or equivalently g ∈ F1 implies
g−1 ∈ F−1. We define
ϕ(g ) :=
 ψ(g ), g ∈ F0 ∪ F1,ψ(g−1)−1, g ∈ F−1.
Then obviously g ∈ F−1 implies ϕ(g )−1 = ϕ(g−1), and the same holds for g ∈ F1,
since in this case g−1 ∈ F−1.
We must prove that ϕ is an (E ,")-homomorphism. It is enough to show that
g , h ∈ E implies `(ϕ(g )ϕ(h)ϕ(g h)−1)≤ ". The case of g , h, g h ∈ F0∪F1 is clear.
The case of g , h, g h ∈ F−1 reduces to
`(ϕ(g )ϕ(h)ϕ(g h)−1) = `(ψ(h−1)ψ(g−1)ψ(h−1 g−1)−1)≤ 12",
where we used the invariance of `. Let g , h ∈ F0 ∪ F1, g h ∈ F−1. Then
`(ϕ(g )ϕ(h)ϕ(g h)−1)
= `(ψ(g )ψ(h) ·ψ(g h)−1ψ(g h) ·ψ((g h)−1))
≤ `(ψ(g )ψ(h)ψ(g h)−1)+ `(ψ(g h)ψ((g h)−1))
≤ 12"+ 12"= ".
If g ∈ F0 ∪ F1 and h, g h ∈ F−1 we estimate
`(ϕ(g )ϕ(h)ϕ(g h)−1)
= `(ψ(g ) ·ψ(g−1)ψ(g−1)−1 ·ψ(h−1)−1ψ((g h−1))
≤ `(ψ(g )ψ(g−1))+ `(ψ(h−1)ψ(g−1)ψ(h−1 g−1)−1)
≤ 12"+ 12"= ".
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Finally assume g , g h ∈ F0 ∪ F1 and h ∈ F−1. Then
`(ϕ(g )ϕ(h)ϕ(g h)−1)
= `(ψ(g )ψ(h−1)−1 ·ψ(h)−1ψ(h) ·ψ(g h)−1)
≤ `(ψ(h−1)ψ(h))+ `(ψ(g )ψ(h)ψ(g h)−1)
≤ 12"+ 12"= "
holds. The remaining cases follow analogously. 
LEMMA 3.41 Let K be a field and Γ1 and Γ2 finitely generated K-sofic groups.
Then the free product Γ1 ∗Γ2 is K-sofic.
P r o o f. Suppose Γ1 and Γ2 are generated by finite symmetric sets A and B , re-
spectively. Let ϕ : Γ1 → GLn(K) be an (Ar , 12")-homomorphism and ψ : Γ2 →
GLm(K) a (B
r , 12")-homomorphism. By Lemma 3.40 we can assume without
loss of generality that ϕ1 = 1, ψ1 = 1, and ϕg−1 = ϕ
−1
g and ψh−1 = ψ
−1
h for all
g ∈A2r and h ∈ B2r not of order 2. We define a mapping ϕ′ : Γ1→GL2n(K) by
ϕ′g :=
Ñ
ϕg
ϕg
é
if g 2 6= 1 and
ϕ′g :=
Ñ
ϕ−1g
ϕg
é
otherwise. We define ψ′ : Γ2 → GL2m(K) analogously. Note that ϕ′ and ψ′ no
longer need to be almost homomorphisms. Nevertheless ϕ′g−1 = (ϕ
′
g )
−1 holds
for all g ∈A2r and ψ′h−1 = (ψ′h)−1 holds for all h ∈ B2r .
Now consider the subgroup of GL2n(K) generated by
ß
ϕ′g
∣∣∣∣ g ∈A2r™. By Mal-
cev’s Theorem this group is residually finite and hence there is a finite group H1
and a homomorphism
pi1 :
≠ß
ϕ′g
∣∣∣∣ g ∈A2r™∑→H1,
the restriction of which to
ß
ϕ′g
∣∣∣∣ g ∈A2r™ is injective. Analogously there are H2
and
pi2 :
〈¶
ψ′h
∣∣∣ h ∈ B2r©〉→H2.
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Since the free product of finite groups is residually finite by [25], Theorem 4.1,
there is a finite group G and a homomorphism pi : H1 ∗ H2 → G such that
pi(h1 g1 . . . hk gk) 6= 1 if h1 g1 . . . hk gk is a reduced word in H1 ∗H2, hi ∈ H1 and
gi ∈H2, and k ≤ 2r . For elements g ∈A2r or h ∈ B2r we write
g :=pi(pi1(ϕ
′
g )) ∈G, h :=pi(pi2(ψ′h)) ∈G.
To summarize, a,ai ∈ A2r and b , bi ∈ B2r imply a−1 = a−1 and b−1 = b−1, and
a1b1 . . .ak bk 6= 1, whenever k ≤ 2r and ai 6= 1, b j 6= 1 for i 6= 1, j 6= k.
Consider the vector space
V :=KG b (K n `K m)
with the basis of standard vectors exbei , where x ∈G, i = 1 . . . n+m. If g ∈A2r
we define
ϕ˜g := idKG b(ϕg ` idm)
and similarly for h ∈ B2r
ψ˜h := idKG b(idn`ψh).
Let g = a1b1 . . .ak bk be a reduced word in (A∪B)2r \{1} ⊂ Γ1∗Γ2, where ai ∈ Γ1
and bi ∈ Γ2 for all i = 1 . . . k. Then a1 . . .ak ∈A2r and b1 . . . bk ∈ B2r . We let
σg (ex b ei ) := ea1 b1...ak bk x b ei .
Then σg commutes with ϕ˜a and ψ˜b for all g ∈ (A∪ B)2r , a ∈ A2r and b ∈ B2r .
Now we define ζg by
ζg := σg ◦ ϕ˜a1...ak ◦ ψ˜b1...bk
and linear extension. We let ζ1 := idV and extend ζ : g 7→ ζg arbitrarily to the
whole of Γ to obtain a mapping ζ : Γ→GL(V ).
Let g = a1b1 . . .ak bk and h = c1d1 . . . cl dl be reduced words in (A∪ B)r \ {1} ⊂
Γ1 ∗Γ2. We abbreviate a := a1 . . .ak , b := b1 . . . bk , c := c1 . . . cl and d := d1 . . . dl .
Suppose when multiplying g and h cancellations occur, i.e.
g h = a1b1 . . . bk−s−1(ak−s c1+s )d1+s . . . cl dl
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or
g h = a1b1 . . .ak−t (bk−t d1+t )c2+t . . . cl dl .
Then without loss of generality in the first case bk = 1, ak−i = c−11+i and bk− j =
d−1j for all i = 0 . . . s and j = 1 . . . s . Therefore bk = 1, ak−i = c1+i
−1 and
bk− j = d j
−1
in G. Thus when multiplying a1b1 . . .ak bk and c1d1 . . . cl dl , the
same cancellations as in g h occur (and maybe more). This means σgσh = σg h .
Now by the definition of ζ we readily obtain
ζgζh − ζg h = σg h ◦ (ϕ˜a ◦ ψ˜b ◦ ϕ˜c ◦ ψ˜d − ϕ˜ac ◦ ψ˜b d ).
Because σg h has full rank,
`J(ζgζh − ζg h) = `J(ϕ˜a ◦ ψ˜b ◦ ϕ˜c ◦ ψ˜d − ϕ˜ac ◦ ψ˜b d )
= `J(ϕa `ψb ◦ϕc `ψd −ϕac `ψb d )
≤ n
n+m
`r(ϕaϕc −ϕac )+
m
n+m
`r(ψbψd −ψb d ),
where the inequality follows from (1) in Lemma 3.22. Since a, c ∈Ar and b , d ∈
B r , the right hand side is less than ".
It is clear that σg acts as a permutation matrix modulo K
n ` K m. If 1 6= g =
a1b1 . . .ak bk is a reduced word of length not more than 2r in letters from A∪B ,
by construction a1b1 . . .ak bk 6= 1 in G. Since the action of σg is determined by
the permutation action of a1b1 . . .ak bk on G, we can use Lemma 3.38 to conclude
that `J(ζg )≥ 12 . 
THEOREM 3.42 Let K be a field. Then the free product of K-sofic groups is K-
sofic.
P r o o f. Let Γ1 and Γ2 be K -sofic groups. Then Γi ∗Γ2 is a direct limit of groups
Γ(i)1 ∗ Γ(i)2 , where Γ(i)j is a finitely generated subgroup of Γ j for every i and j =
1,2. As subgroups of Γ j , the groups Γ
(i)
j are K -sofic, and since they are finitely
generated, by Lemma 3.41 Γ(i)1 ∗Γ(i)2 is K -sofic for all i . At last Proposition 3.37
shows that the direct limit Γ1 ∗Γ2 is K -sofic. 
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 1 CONTINUOUS GEOMETRIES AND CONTINUOUS REGULAR RINGS
The theory of continuous geometries was developed by von Neumann in the
late thirties of the 20th century as an attempt at a useful formulation of quantum
mechanics. It includes a more algebraic counterpart to the rings of operators we
nowadays call von Neumann algebras. Von Neumann’s work was later edited
by Halperin into the text book [42]. We shall also cite from Maeda’s more
recent book [32] which presents a more systematic approach. The following
introduction serves to build acquaintance with the most basic definitions and
fundamental results.
Let L be a lattice, i.e. a non-empty set with commutative and associate binary
operations join and meet, written ∨ and ∧, respectively, such that (a∨b )∧a = a
and (a ∧ b )∨ a = a hold for all a, b ∈ L. Then L is called modular if it satisfies
the modular law
(a ∧ c)∨ (b ∧ c) = ((a ∧ c)∨ b )∧ c
for all a, b , c ∈ L. The operations ∨ and ∧ induce an ordering ≤ on L. In this
ordering a∧ b is the greatest lower bound of a and b , and a∨ b is the least upper
bound. If L contains a least upper bound to all its elements, we write 1 for this
element. A greatest lower bound to all elements of L is denoted by 0. If 0 and 1
exist in L we call b a complement of a if a∧b = 0 and a∨b = 1. A lattice where
every element has a complement is a complemented lattice. A lattice is called
irreducible if it is not isomorphic to a direct product of lattices containing at
least two elements.
A lattice L is complete if the binary operations ∨ and ∧ extend to infinitary
operations compatible with the ordering of L. That is for all systems X =
{xi |∀i ∈ I : xi ∈ L} in L, where I is an index set∧
i∈I
xi ,
∨
i∈I
xi
exist, and
∧
i∈I xi is the greatest lower bound of X while
∨
i∈I xi is the least upper
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bound of X . Note that a complete lattice automatically contains 0 and 1. If I
is a directed index set consider increasing systems {xi | i ∈ I }, i.e. i ≤ j implies
xi ≤ x j , and decreasing systems satisfying x j ≤ xi for i ≤ j . We call a complete
lattice L continuous if for all x ∈ L, increasing systems {xi | i ∈ I } and decreasing
systems {yi | i ∈ I } the infinitary distributive laws
x ∧∨
i∈I
xi =
∨
i∈I
(x ∧ xi ), x ∨
∧
i∈I
yi =
∧
i∈I
(x ∨ yi )
hold.
A continuous complemented modular lattice with at least two elements is called
a continuous geometry.
Let R be a unital ring. Then R is called von Neumann regular if for every a ∈ R
there exists a pseudo inverse x ∈ R, i.e. a = axa holds. We use here the shorter
term regular instead, although this collides with notation in other areas of ring
theory. The typical example of regular rings are matrix rings and in fact these are
the basis of our considerations. It can be shown that the set L(R) of all principal
right ideals of a regular ring R, where the meet operation is intersection and the
join operation is the sum of ideals, is a complemented modular lattice. (Confer
[32], Chapter VI.) If L(R) is a continuous lattice, then R is called a continuous
ring.
Now we take a radical shortcut from the first definitions right to the main result,
the so called Coordinization Theorem. Its deduction takes most of the space in
[42] and [32]. We have to explain the following technical terms first. Two
elements a and b in a complemented lattice L with 0 and 1 are called perspective
if they have a common complement, i.e. there exists c ∈ L such that a ∨ c =
b ∨ c = 1 and a∧ c = b ∧ c = 0. If L contains a1, . . . ,an such that a1∨ . . .∨ an = 1
and ai is perspective to a j for i , j = 1 . . . n, then L has order n. Note that the
order of L is not unique. A regular ring R is said to have order n if L(R) has
order n.
THEOREM 4.1 (von Neumann’s Coordinization Theorem) If L is a contin-
uous geometry of order n ≥ 4, then there exists up to isomorphism a unique
continuous regular ring R such that L and L(R) are isomorphic as continuous
geometries.
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We will only have to deal with irreducible continuous geometries and, as the
previous theorem suggests, irreducible rings. (A ring R is called irreducible if it
is not the direct sum of two rings not isomorphic to {0} or R.)
PROPOSITION 4.2 Let R be a continuous regular ring. Then R is irreducible if
and only if it is simple, if and only if the center of R is a field.
P r o o f. Confer [32], Chapter VII, Hilfssatz 3.1 and Chapter IV, Satz 3.6. 
An important tool in the study of regular rings is provided by the following
theorem, which is a direct corollary of [32], Chapter VII, Satz 1.2.
THEOREM 4.3 Let R be an irreducible continuous regular ring. There exists a
rank function ρ : R→ [0,1] such that e f = f e = 0 implies ρ(e + f ) = ρ( f + e)
for all idempotent elements e , f ∈ R.
Note that in the context of regular rings the additional property concerning
idempotents is included in the definition of a rank function. We will use this
definition in this section.
The next important results about rank functions apart from mere existence are
the following.
THEOREM 4.4 ([32], Chapter VII, Satz 5.3) Let R be a regular ring with a
rank function ρ. If R is a complete metric space in the metric given by d (a, b ) =
ρ(a− b ), then R is a continuous regular ring.
THEOREM 4.5 ([32], Chapter VII, Satz 2.2) An irreducible regular ring R
is a continuous regular ring if and only if it possesses a rank function ρ and is
complete as a metric space in the metric given by d (a, b ) = ρ(a− b ). In this case
ρ is unique.
We conclude the introduction by presenting the continuous regular rings of
main interest to us.
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THEOREM 4.6 Let Mni (Ki ) be the algebra of all ni ×ni -matrices over a field Ki
for all i in the index set I . Consider Mni (Ki ) as a metric space, where the metric
is induced by the normalized rank. Then the ring
(R)u :=
(∏
Mni (Ki )
)
u
is a simple continuous regular ring with unique rank function ρ given by
ρ(a) := lim
u
rk(ai )
ni
.
Let further K denote the field
∏
u Ki . Then (R)u is an algebra over K .
P r o o f. The property of being regular can be stated in first order logic, using
pseudo inverses. Because matrix rings are regular rings, by Łos´’ Theorem so is∏
u Mni (Ki ). Moreover the metric ultraproduct (R)u is regular as a quotient of∏
u Mni (Ki ). Because the rings Mni (Ki ) are complete in the metric induced by
the normalized rank, (R)u is complete with respect to the metric induced by the
rank function ρ of (R)u, by [4], Proposition 5.3. Then Theorem 4.4 ensures
that (R)u is continuous.
Let N := {a ∈R |ρ(a) = 0}. Then N is a maximal ideal in R. For, let a /∈ N .
Then ρ(a) = δ > 0 and hence rk(ai )ni > δ/2 for u-almost all i . Thus we find
bi ,1, . . . , bi ,k and ci ,1, . . . , ci ,k such that 1=
∑k
j=1 bi , j ai ci , j for u-almost all i , where
k does only depend on δ. In the ultraproduct this means 1=∑kj=1 b jac j , where
b j and c j are the elements represented by (bi , j )i∈I and (ci , j )i∈I , respectively. We
conclude that N is a maximal ideal and hence (R)u is simple. Thus in particular
the rank function ρ is unique by Theorem 4.5.
Since every Ki embeds into Mni (Ki ), K is naturally contained in R. Because K ∩
N = {0}, K embeds into (R)u. By the definition of muliplication and addition
in ultraproducts, R is an algebra over K , and hence so is (R)u. 
 2 ISOMORPHISM OF UNIVERSAL PROJECTIVELY LINEARLY SOFIC
GROUPS
As is clear from the consideration of ultraproducts in Section 3, to determine
whether a group has a certain approximation property is equivalent to test if this
65
 2 ISOMORPHISM OF UNIVERSAL PROJECTIVELY LINEARLY SOFIC GROUPS
group embeds into a suitable metric ultraproduct of groups. We already hinted
at the problem of finding examples of groups which cannot be approximated in
matrix groups. A considerably weaker condition than embedding into a metric
ultraproduct of groups is to be isomorphic to this ultraproduct. Since univer-
sal linearly sofic groups have centers isomorphic to the multiplicative group of
a field, two such groups trivially cannot be isomorphic if the fields have differ-
ent characteristics. For universal projectively linearly sofic groups this reasoning
fails. The goal of this paragraph is to prove that nevertheless certain universal
projectively linearly sofic groups cannot be isomorphic.
The method of proof is a modification of Ehrlich’s work in [12]. Although it
may seem redundant at a first glance, we give the precise formulation of the key
results from [12] and the counterpart in our adapted setting, since we think this
adds a lot to the readability of the proof.
From now on assume that R is a simple continuous regular ring. Then the
center Z(R) is isomorphic to a field K . Let P R× denote the group R×/Z(R×),
where we reserve the symbol pi for the corresponding quotient morphism and
often abbreviate g := pi(g ) for g ∈ R×. We write elements in the lattice L(R) of
principal right ideals in R as a, b, etc.
The following lemma is easily verified.
LEMMA 4.7 ([12], Lemma 1) Let 2 6= 0 and R be a continuous regular ring.
The mappings e 7→ 2e − 1 and u 7→ 12 (u + 1) are mutually inverse mappings
between the set of all idempotents in R and the set of all involutions in R×.
What follows is based essentially on the above correspondence, which requires
2 6= 0. Consequently we will exclude the case that the field K has even charac-
teristic from our considerations. The correspondence between idempotents and
involutions can be exploited by introducing the following notions.
Let a be any element in the continuous regular ring R. Then we let
l+(a) := {x ∈ R |ax = x} , l−(a) := {x ∈ R |ax =−x} .
Note that l+(a) and l−(a) are by definition principal right ideals of R, and hence
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elements in L(R). For every a ∈ L(R) we define
∆+(a) :=
¶
u ∈ R× ∣∣∣ u2 = 1, l+(u) = a© ,
∆−(a) :=
¶
u ∈ R× ∣∣∣ u2 = 1, l−(u) = a© .
Sets of this form are called ∆-sets. So loosely speaking the further investigation
is based on eigenspaces of involutions corresponding to the eigenvalues 1 and
−1, and on the classification of sets of involutions with a common eigenspace.
This definition yields the following:
PROPOSITION 4.8 If u ∈ R× is an involution, then
l−(u) = l+(−u).
If a ∈ L(R), then
∆−(a) =−∆+(a).
The next two lemmas will be useful later. Their proofs are elementary.
LEMMA 4.9 ([12], Lemma 3) For x ∈ R define
γx : L(R)→ L(R), aR 7→ xaR.
Then γx is an endomorphism of L(R). If x is invertible, then γx is bijective and
γx(aR) = xax
−1R.
Note that endomorphism in this context means endomorphism of continuous com-
plemented lattices.
LEMMA 4.10 ([12], Lemma 18) Let u be an involution and a, b ∈ R arbi-
trary. Then ua = b u implies γu(l
+(a)) = l+(b ) and γu(l
−(a)) = l−(b ).
We will also need the following relationship between the center of a simple con-
tinuous regular ring and the center of the group of its invertible elements.
PROPOSITION 4.11 ([12], Lemma 8) Let R be a simple continuous regular
ring. Then the center of R× equals the set of all non-zero elements in Z(R).
67
 2 ISOMORPHISM OF UNIVERSAL PROJECTIVELY LINEARLY SOFIC GROUPS
If in an algebra A an element g ∈ A× satisfies g 2 ∈ Z(A×) we call g a projective
involution and we will use the same term for the class g = pi(g ) ∈ PA×. The
element g (or the corresponding class in PA×) is a projective involution of the
first kind if g 2 is a square in Z(A×) and of the second kind otherwise. Since
we know that Z(R×)∼= K× for the ring R, we will abuse the notation and write
g 2 = α ∈K× for projective involutions g ∈ R×.
Let u be a projective involution of the first kind in P R×. Then in the class u
there are exactly two involutions. If u0 is one of them, then the other one is−u0.
We define
L(u) := {l+(u0), l−(u0)}.
Note that by Proposition 4.8 this definition is independent of the choice of u0.
Let a be an element in the unital ring A. Then a is of class i if (a−1)i = 0 and i is
the smallest natural number with that property. We call g ∈ PA× of projective
class i if it has a representative g ∈ A× of class i . In a group G we write C 2G(M )
for the second centralizer of the set M ⊂G, i.e. C 2G(M ) :=CG(CG(M )).
From here on we will assume that every element in the field K is a square. This
has the effect that we do not have to deal with involutions of the second kind.
THEOREM 4.12 ([12], Theorem 1) An element s ∈ R× is of class 2 if and only
if the following hold:
(1) If t ∈ R×, then CR×(t ) properly contains CR×(s) if and only if t ∈ Z(R×),
i.e. CR×(t ) = R
×.
(2) There exists an involution u such that u s u = s−1.
(3) There exists an element r ∈C 2R×(u) such that r s r−1 = s 2.
(4) Except for the case when all elements x satisfying (1), (2) and (3) fulfill
x3 = 1, we have s 3 6= 1.
From this we deduce the following analogous theorem for the projective group
P R×:
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THEOREM 4.13 An element s ∈ P R× is of projective class 2 if and only if the
following hold:
(1p) If t ∈ P R×, then CP R×(t ) properly contains CP R×(s) if and only if t = 1,
i.e. CP R×(t ) = P R
×.
(2p) There exists a projective involution u such that u s u = s−1.
(3p) There exists an element r ∈C 2P R×(u) such that r s r−1 = s 2.
(4p) Except for the case when all elements x satisfying (1p), (2p) and (3p) fulfill
x3 = 1, we have s 3 6= 1.
P r o o f. Let s be any element in P R× having properties (1p) to (4p). We aim to
show that a suitable representative s of s satisfies (1) to (4) in Theorem 4.12. Let t
be such that CR×(t ) properly contains CR×(s), where s is any representative of s .
Then CP R×(t ) properly contains CP R×(s) and hence CP R×(t ) = P R
×. Therefore
t ∈ Z(R×). The converse is shown similarly.
Assume now the existence of a projective involution u such that u s u = s−1.
Then u0 s u0 = α
2 s−1 for appropriate α and u0(α−1 s)u0 = αs−1. Since α−1 s is as
good a representative for s we can without loss of generality assume u0 s u0 = s
−1.
Let r be such that (3p) is satisfied. Then r s r−1 = βs 2 for appropriate β ∈ K×
which is independent of the choice of the representative r . By left and right
multiplication, respectively, we deduce β = s−2 r s r−1 and β = r s r−1 s−2. By
conjugating the second equation with u0,
β= r u0 s u0 r
−1u0 s−2u0
follows, since in particular r commutes with u0. Therefore an application of (2)
shows
β= r s−1 r−1 s 2 = (s−2 r s r−1)−1 =β−1,
and β = ±1. If β = −1 holds, the equation r (−s)r−1 = −r s r−1 = s 2 = (−s)2
follows. Note that still u0(−s)u0 =−u0 s u0 =−s−1 = (−s)−1 and additionally (1)
is true with −s in place of s . Thus without loss of generality the representative
s satisfies (1) to (3).
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It remains to prove (4). Assume s 3 = 1. Then s 3 = 1 and by (4p) every x with
properties (1p) to (3p) is equal to 1. Let y satisfy (1) to (3). Then y satisfies (1p) to
(3p) and hence y = 1. This means y3 = α ∈ Z(R×). By (2) there is an involution
v such that vy3v = y−3 and hence α = α−1, and α = ±1 follows. If we assume
α =−1, then (3) implies the existence of t such that t y3t−1 = y6, leading to the
contradiction −1 = 1. Hence α = 1 and y3 = 1. We have thus shown that s
satisfies (1) to (4) and is by Theorem 4.12 of class 2.
For the converse implication let s have a representative s of class 2. Assume
for (1p) that CP R×(t ) properly contains CP R×(s). Since taking centralizers com-
mutes with the quotient mapping R×→ P R×, CR×(t ) properly contains CR×(s).
By Theorem 4.12 CR×(t ) = R
× and thus CP R×(t ) = P R×. If for the converse
CP R×(t ) = P R
× holds, we deduce by the same line of thought that CP R×(t ) prop-
erly contains CP R×(s).
Conditions (2p) and (3p) follow directly from (2) and (3), respectively, when
projecting R× onto P R×.
To show (4p) assume s 3 = 1. This means s 3 = α ∈ Z(R×) and as seen above
s 3 = 1. Let x satisfy (1p) to (3p). Then as above x has a representative with
properties (1) to (3). By property (4) x3 = 1 and therefore x3 = 1. 
PROPOSITION 4.14 ([12], Proposition 6) An element t ∈ R× is of class 2 if
and only if t is the product of two distinct involutions u and v such that l+(u) =
l+(v), or equivalently l−(u) = l−(v).
PROPOSITION 4.15 An element t ∈ P R× is of projective class 2 if and only if
t is the product of two distinct projective involutions u and v such that L(u) =
L(v).
P r o o f. Let t be of projective class 2 and t a representative of class 2. Then by
Proposition 4.14 there are distinct involutions u and v such that t = uv and
l+(u) = l+(v) as well as l−(u) = l−(v). Note that the case u = −v is clearly
impossible. But then t = uv and L(u) = L(v).
Let conversely t be the product of distinct projective involutions u and v such
that L(u) = L(v). This implies u0v0 = t for a suitable representative t , where u0
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and v0 are distinct involutions with l
+(u0) = l
+(v0) or l
+(u0) = l
−(v0). Then
either u0v0 is of class 2 or −u0v0 is of class 2. Hence t = ±u0v0 is of projective
class 2. 
For a subset D of a group we write N [D] for the set of all involutions in the
normalizer of D .
LEMMA 4.16 ([12], Proposition 7) If D is a ∆-set in R×, then the following
properties hold:
(1) If u, v, w ∈D, then uvw = wv u ∈D.
(2) For every u, v ∈ D there exists a unique w ∈ R× such that w ∈ D and
wvw = u.
(3) A projective involution u is in N [D] if and only if there is v ∈ D such
that uv = v u.
(4) If t ∈D2, then t is of projective class 1 or 2.
The following statement is a slightly modified version of Lemma 4.16. Since in
the quotient group P R× the sets ∆+(a) and ∆−(a) are indistinguishable, we use
a different formulation involving both kinds of sets at once:
LEMMA 4.17 Let D := ∆+(a) ∪∆−(a) for some a ∈ L(R). Then D has the
following properties:
(1±) If u, v, w ∈D, then uvw = wv u ∈D.
(2±) For every u, v ∈ D there exist exactly two elements w ∈ R× such that
w ∈D and wvw =±u. If w is one of them the other one is −w.
(3±) A projective involution u is in N [D] if and only if there is v ∈ D such
that uv =±v u.
(4±) If t ∈D2, then t or −t is of class 1 or 2.
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P r o o f. Let u, v, w ∈ D . Then for suitable "u ,"u ,"w ∈ {±1} the elements "u u,
"v v and "w w are in∆
+(a). Therefore by Lemma 4.16
"u u · "v v · "w w = "w w · "v v · "u u ∈ "u"v"w∆+(a)
and by cancelling the signs uvw = wv u ∈D . Property (1±) follows.
In the same notation for u, v ∈ D there exists a unique w ∈ ∆+(a) such that
"u u = w("v v)w, and depending on "u and "v the equation u =±wvw follows.
Moreover −w is also in D and works as well. This is (2±).
The next part of the proof closely follows the proof of [12], Proposition 7. Let
u ∈N [D] and w ∈D . Then there exists w ′ ∈D such that w ′ = uw u and either
l+(w) = l+(w ′) or l+(w) = l−(w ′). We assume the latter and define
v := 12 (w −w ′) = 12 (w − uw u).
Then l+(v) = l+(w) and
2uv = u(w − uw u) = (uw u −w)u =−2v u.
If l+(w) = l+(w ′) defining v := 12 (w +w
′) works.
For the converse implication let u be an involution such that uv = ±v u for
some v ∈D . We can write v = 2 f −1 for an appropriate idempotent f . We first
assume uv =−v u. If w ∈D and l+(w) = l+(v), then w = 2 f +2 f x(1− f )−1
for some element x ∈ R, by [42], Lemma 2.7. Defining w ′ := −2 f + 2(1−
f )u x u f +1 yields l+(w ′) = l−(v) by the same argument. Also, since u(2 f −1) =
−(2 f − 1)u, u f = u − f u follows. We use this to derive
uw = 2u f + 2u f x(1− f )− u
=−2 f u + 2u +(−2 f u + 2u)x(1− f )− u
=−2 f u + u − 2 f u x(1− f )+ 2u x(1− f ).
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Then also
uw u =−2 f + 1− 2 f u x(1− f )u + 2u x(1− f )u
=−2 f + 1− 2 f u x u + 2 f u x f u + 2u x u − 2u x f u
=−2 f + 1− 2 f u x u + 2 f u x(u − u f )+ 2u x u − 2u x(u − u f )
=−2 f + 1− 2 f u x u f + 2u x u f
=−2 f + 2(1− f )u x u f + 1= w ′.
We proved uw = w ′u. If l+(w) = l−(v) the same reasoning applies after ex-
changing −v and v. If we start from the assumption uv = v u the proof is
similar with w ′ := 2 f + 2 f u x u(1− f )− 1. Thus (3±) follows.
Finally, let t ∈ D2. Then t = uv and l+(u) = l+(v) or l+(u) = l−(v). By
changing the sign if necessary t or −t is of class 1 or 2. 
We will refer to a union of two corresponding∆-sets as in the previous theorem
as a∆±-set and use the abbreviating notation
∆±(a) :=∆+(a)∪∆−(a).
We call D ⊂ P R× a Λ-set if D is the image of a∆-set D ⊂ R× under the quotient
morphism. If D =∆+(a) or D =∆−(a) we write
Λ(a) :=∆+(a) =∆−(a).
LEMMA 4.18 If D =Λ(a) is a Λ-set, then the following properties hold.
(1p) If u, v, w ∈D, then uvw = wv u ∈D.
(2p) For every u, v ∈ D there exists a unique w ∈ P R× such that w ∈ D and
wvw = u.
(3p) A projective involution u is in N
î
D
ó
if and only if there is v ∈ D such
that uv = v u.
(4p) If t ∈D2, then t is of projective class 1 or 2.
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P r o o f. We can without loss of generality assume that D =∆+(a)∪∆−(a). We
prove (1p). By Lemma 4.17 for u, v, w ∈ D we have u0v0w0 = w0v0u0 ∈ D .
Hence uvw = wv u ∈D and the first claim follows.
By Lemma 4.17 for u, v ∈ D there exists w ∈ D , unique up to sign, such that
wv0w = u0. Therefore wvw = u, w is unique, and (2p) follows.
To prove (3p) let u ∈N îDó and w ∈D . Then there is z ∈D such that uw = z u,
and hence u0w0u0 = αz0 for some α ∈ K . By squaring this equation α = ±1.
Thus u0 ∈ N [D] and by (3±) in Lemma 4.17 there is v ∈ D such that u0v =
±v u0. This implies uv = v u.
If conversely for a projective involution u there exists v ∈D such that uv = v u,
then u0v0 = αv0u0, where as before α = ±1. Hence for w ∈ D there is z ∈ D
such that u0w0 = z u0. This implies uw = z u.
Finally we show (4p). Let t ∈ D2. Then t = uv for u, v ∈ D . Now u0v0 ∈ D2
or −u0v0 ∈ D2 is of class 1 or 2, and by (4±) in Lemma 4.17 t is of projective
class 1 or 2. 
LEMMA 4.19 Let u and v be involutions in R×, α ∈K such that (αuv−1)2 = 0,
i.e. αuv is of class 1 or 2. Then α=±1.
P r o o f. If uv ∈K×, then αuv−1= 0. This implies αv = uv u and by squaring
α2 = 1. Hence suppose uv /∈ K and α 6= ±1. We evaluate (αuv − 1)2 = 0 to
obtain
α2uv uv = 2αuv − 1.
By multiplication with v from the right α2uv u = 2αu − v follows. We square
this equation and use that u and v are involutions to infer
α4 = 4α2− 2αuv − 2αv u + 1.
Rearranging the terms and multiplication with uv from the right yields
uv uv + 1=
−α4+ 4α2+ 1
2α
uv.
We use the relation uv uv = 2α−1uv −α−2 to deduce
−α4+ 4α2+ 1
2α
uv − 1= 2α−1uv −α−2
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and hence
v u =
−α4+ 4α2− 3
2α(1−α−2) .
Therefore v u ∈ K or equivalently uv ∈ K , a contradiction. Thus α = ±1 as
claimed. 
THEOREM 4.20 Let D be a set of projective involutions with properties (1p) to
(4p) from Lemma 4.18. Then there is a set D± such that D± =D and D± satisfies
properties (1±) to (4±) from Lemma 4.17
P r o o f. We define D± to be the set of all involutions u ∈ R× such that u ∈ D .
Then for u and v in D± there is an involution w such that u = αwvw, where
α ∈ K . By squaring this equation we obtain α2 = 1 and hence α = ±1 follows.
It is clear that −w works as well as w and the pair w, −w is unique. This is
property (2±).
Let t ∈ D2±, i.e. t = uv for involutions u and v and there is α ∈ K such that
αuv is of class 1 or 2. Then (αuv−1)2 = 0 and by Lemma 4.19 α=±1 follows.
Therefore t is of class 1 or class 2, or −t is, and we have proved (4±).
For u, v, w ∈ D± we have by Lemma 4.18, (1p) uvw = αwv u for some α ∈ K .
We rewrite this to uv = αw uvw. Assume (uv − 1)2 = 0. Then 0= (αw uvw −
1)2 and by multiplication with w from the left and right (αv u−1)2 = 0 follows.
Therefore by Lemma 4.19 α = ±1. Multiplication of (uv − 1)2 = 0 with v u
from both sides results in the equation (v u)2−2v u+1= (v u−1)2 = 0. The case
α=−1 gives (v u)2+ 2v u+ 1= 0. These two equations together yield 4v u = 0,
which is clearly impossible. If (−uv − 1)2 = 0, we replace u with −u and arrive
at the same conclusion. Thus α = 1 and uvw = wv u. We know further that
βuvw ∈ D for some β ∈ K . As already shown ±(βuvw)w is of class 1 or 2
and therefore β=±1. This implies uvw ∈D± and (1±) is established.
Finally we show (3±). If u ∈ N [D], then for w ∈ D the involution w0 is in
D± and there exists z ∈ D± such that uw0 = z u. Then uw0 = z u and (3p)
guarantees the existence of v ∈ D such that uv = v u. Therefore v0 ∈ D± and
uv0u = αv0 for some α ∈K . By squaring this equation α=±1 follows.
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For the converse implication, let u be an involution and v ∈ D such that uv =
±v u. Then v ∈ D± and uv = v u. Hence u ∈ N
î
D
ó
. For w ∈ D± we have
w ∈ D and there is z ∈ D such that uw = z u. Hence uw = αz0u for some
α ∈ K . Again α=±1, and since z0 ∈ D± implies −z0 ∈ D± as well, we conclude
u ∈N [D]. 
We need yet another result from [12]:
PROPOSITION 4.21 ([12], Proposition 3) Let a ∈ L(R) and u ∈ R× be an
involution. If γv(a) = a for every involution v in the centralizer CR×(u) of u,
then exactly one of a= {0}, a= l+(u), a= l−(u) or a= R holds.
Let M ⊂ R be any subset. Then we define l+(M ) := ⋂x∈M l+(x) and l−(M )
analogously. The next lemma is our counterpart to Proposition 8 in [12] and
the proof is almost the same.
LEMMA 4.22 Let D be a set of involutions with properties (1±) to (4±) and D (2)
the set of all elements of class 1 or 2 in D2. Then D (2) is an abelian subgroup of
R×. If D contains at least three elements, then
D ⊂∆±(l+(D (2))).
P r o o f. Let s and t be in D (2), where s = xy, t = uv for x, y, u, v ∈ D . Then
by (1±)
s t = xy uv = uy xv = uv xy = t s
follows.
Now assume that D contains at least three involutions. Let s , t be in D (2) and
write n := s−1, m := t −1. We then have n2 = m2 = 0 and since D (2) is abelian,
(1+ n)(1+ m) = (1+ m)(1+ n), which implies nm = mn. Because D (2) is a
group, s t is of class 2, which means ((1+ n)(1+m)− 1)2 = 0. We deduce
0= (nm+ n+m)2
= nmnm+ nm(n+m)+ (n+m)nm+(n+m)2
= n2m2+ 2n2m+ 2nm2+ n2+m2+ 2nm = 2nm.
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This implies s m = (1+ n)m = m and m ∈ l+(s). Since s and t were chosen
arbitrarily, t − 1 ∈ l+(D (2)) for all t ∈ D (2). We assumed the existence of at
least three distinct involutions in D , u, v and w say. If uv = 1, then u = v
and otherwise exactly one of uv and −uv is of class 2. Therefore one element
t in D (2) is not 1, and consequently l+(D (2)) 6= {0}. Since there are more than
two elements in D , by (4±) 1 is not the only element in D (2) and therefore
l+(D (2)) 6= R.
Now consider an involution u ∈N [D]. Then trivially u ∈N îD2ó. If t ∈ D (2),
there exists tu ∈ D2 such that u t = tu u. We compute 0 = (t − 1)2 = (u tu u −
1)2, whence 0 = (tu − 1)2, tu ∈ D (2) and even u ∈ N
î
D (2)
ó
. By Lemma 4.10
γu(l
+(t )) = l+(tu) for every u ∈N [D] and t ∈D (2), where u t = tu u. Now
γu(l
+(D (2))) = γu
Ñ ⋂
t∈D (2)
l+(t )
é
=
⋂
t∈D (2)
γu(l
+(t ))
=
⋂
t∈D (2)
l+(tu)⊂ l+(D (2)).
Because γu is a lattice automorphism by Lemma 4.9, in fact γu(l
+(D (2))) =
l+(D (2)) holds, for any u ∈N [D].
If v ∈D and w is an involution in the centralizer CR×(v), then by property (3±)
w is in N [D]. Hence l+(D (2)) is invariant under γw for every such w ∈CR×(v).
By Proposition 4.21 l+(D (2)) equals either {0}, l+(v), l−(v) or R. Since we have
shown that {0} and R are no possible candidates, l+(D (2)) = l+(v) or l+(D (2)) =
l−(v). We assume the former and now let u ∈ D be arbitrary. Then there is
w ∈D such that v =±w uw. By Lemma 4.10 one of
l+(u) = γw(l
+(v)) = γw(l
+(D (2))), l+(−u) = γw(l+(D (2)))
holds. Because w ∈D implies w ∈N [D], we also have γw(l+(D (2))) = l+(D (2)),
and l+(u) = l+(D (2)) or l+(−u) = l+(D (2)) follows. Hence
u ∈∆+(l+(D (2)))∪∆−(l+(D (2))).
The case l+(D (2)) = l−(v) is similar and D ⊂∆±(l+(D (2)) follows as claimed. 
The proof of the next lemma is clear.
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LEMMA 4.23 The mapping∆±(a) 7→Λ(a) is injective.
The following theorem including proof is modeled after [12], Theorem 2.
THEOREM 4.24 The set D ⊂ G is a ∆±-set if and only if it is a maximal set
with properties (1±) to (4±) from Lemma 4.17.
The set D ⊂ P R× is a Λ-set if and only if it is a maximal set with properties (1p)
to (4p) from Lemma 4.18.
P r o o f. Let D := ∆±(a) for some a ∈ L(R). By Lemma 4.17 D has proper-
ties (1±) to (4±) defined therein. Assume there is a strictly larger set E with
these properties, and define b := l+(E (2)). Then
l+(E (2)) = b⊂ a= l+(D (2)).
Since E is larger than D and D contains at least two elements, there are at least
three elements in E . By Lemma 4.22 E ⊂ ∆±(b). For u ∈ E \ D we know
l+(u) = b or l−(u) = b. In the first case l+(u) = b ⊂ a = l+(D (2)) and hence
the contradiction u ∈D follows. Otherwise we replace u with −u for the same
contradiction. Hence follows maximality of D .
Let conversely D be a maximal set of involutions satisfying (1±) to (4±). It is
clear that u ∈D implies−u ∈D and thus D cannot consist of only one element.
We show that D = {u,−u} implies u = ±1. If we assume the converse, then
l+(u) 6= {0} and l+(u) 6= R. In an irreducible continuous geometry the only
elements with unique complement are 0 and 1, i.e. {0} and R in our setting.
(Confer [32], Chapter I,  3.) Therefore there exists b such that b∩ l+(u) = {0}
and b ∨ l+(u) = R. By Lemma 2 in [12] there is an involution v 6= u such
that l+(v) = l+(u). This means v ∈∆+(l+(u)) and D is properly contained in
∆+(l+(u)), contradicting its maximality. Therefore u =±1 and D consists of all
involutions in R. If there are more than two elements in D , then by Lemma 4.22
D =∆±(a) for a= l+(D (2)).
By Lemma 4.23 the claim concerning Λ-sets follows. 
We have now reached the important point where Λ-sets are completely char-
acterized within the group P R×. The next step will exploit the close relation
between Λ-sets and elements in L(R).
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LEMMA 4.25 If D =∆±(a), then D (2) =∆+(a)2.
P r o o f. The inclusion from right to left is clear. Let t ∈ D (2). Then t = uv,
where u and v are in D . If u and v are from the same ∆-set, then t is of class 1
or 2 by Proposition 4.14. Otherwise −t is of class 1 or 2. As seen in the proof
of Theorem 4.20 t and−t cannot be both of class 1 or 2. Hence t ∈D (2) implies
t ∈∆+(a)2. 
THEOREM 4.26 Let a,b,c ∈ L(R). Then a and b are both different from {0}
and R and c is between a and b in the ordering of L(R), if and only if
(1) Λ(a)⊂N [Λ(b)] or Λ(b)⊂N [Λ(a)], and
(2) {1} ⊂Λ(a)2 ∩Λ(b)2 ⊂Λ(c)2.
P r o o f. Theorem 3 in [12] states that a and b do both not equal {0} or R and c
is between a and b, if and only if
(1) ∆+(a)⊂N [∆+(b)] or∆+(b)⊂N [∆+(a)], and
(2) {1} ⊂∆+(a)2 ∩∆+(b)2 ⊂∆+(c)2.
Now we use Lemma 4.23, Lemma 4.25 and the fact that u ∈N [Λ(a)] if and only
if ±u0 ∈N [∆+(a)]. 
THEOREM 4.27 The mappings
a 7→Λ(a), Λ(a) 7→ l+(∆±(a)(2))
are mutually inverse and define a one-to-one correspondence between the set of all
non-zero elements in L(R) and the set of all∆±-sets in R×.
P r o o f. This follows using Theorem 5 in [12], which states that
a 7→ {∆+(a),∆−(a)}, {D ,−D} 7→ l+(D2)
are inverse mappings defining a one-to-one correspondence between L(R)\{{0}}
and the set of all pairs of ∆-sets to a common a in R×. By Lemma 4.23 and
Lemma 4.25 the claim follows. 
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A dual isomorphism ϕ of two lattices L1 and L2 is a bijective mapping L1→ L2
such that ϕ(a∧ b ) = ϕ(a)∨ϕ(b ) and ϕ(a∨ b ) = ϕ(a)∧ϕ(b ) for all a, b ∈ L1. An
anti-isomorphism ψ : R1 → R2 of two rings R1 and R2 is a bijective mapping
preserving the additive structure and satisfying ψ(ab ) = ψ(b )ψ(a) for all a, b ∈
R1.
THEOREM 4.28 Let 2 6= 0 and R1, R2 be two simple continuous regular rings,
every element in the centers of which is a square. Then R1 and R2 are isomor-
phic or anti-isomorphic if and only if the projective groups P R×1 and P R
×
2 are
isomorphic.
P r o o f. If R1 and R2 are isomorphic or anti-isomorphic clearly the groups P R
×
1
and P R×2 are isomorphic.
Now assume that ϕ : P R×1 → P R×2 is an isomorphism. By Theorem 4.24 ϕ(Λ(a))
is a Λ-set in P R×2 for all a ∈ L(R1). We write aϕ for the unique element in L(R2)
such that
ϕ(Λ(a)) = Λ(aϕ).
By Theorem 4.27, and since by [12], Theorem 4Λ(a) = {1} if and only if a= {0}
or a= R, ϕ induces a bijection
ψ : L(R1) \ {{0}, R1}→ L(R2) \ {{0}, R2}, a 7→ l+(∆±(aϕ)(2)).
By Theorem 4.26 the mapping ψ is order preserving or order reversing. Now
Lemma 25 in [12] ensures that ψ is induced by an isomorphism or dual isomor-
phism of L(R1) and L(R2). Then by [42], Part II, Theorem 4.3 R1 and R2 are
isomorphic or anti-isomorphic. 
THEOREM 4.29 Let Γ1 :=
(∏
PGLni (Ki )
)
u
and Γ2 :=
(∏
PGLmi (Fi )
)
u
be uni-
versal projectively linearly sofic groups, i.e. the ultraproducts in question are de-
fined with respect to the Jordan length. Let K :=∏u Ki and F :=∏u Fi . If K and
F have different characteristics, both not equal to 2, and every element in both
fields is a square, then Γ1 and Γ2 are not isomorphic.
P r o o f. Theorem 4.6 shows that R1 :=
(
Mni (Ki )
)
u
and R2 :=
(
Mmi (Fi )
)
u
are
simple continuous regular rings. By Theorem 2.22 the groups R×1 and R
×
2 are
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isomorphic to the metric ultraproducts of the groups GLni (Ki ) and GLmi (Fi ),
respectively, defined using the rank length. Then PR×j
∼= Γ j for j = 1,2. By
Proposition 4.2 the centers of R1 and R2 are fields and by Theorem 4.6 they
contain K and F , respectively. Thus the respective centers share the character-
istic of K and F , and all elements in the centers are squares. By Theorem 4.28
isomorphism of Γ1 and Γ2 would imply that R1 and R2 are isomorphic or anti-
isomorphic, in which case their centers would be isomorphic. Since the centers
were then isomorphic to fields of different characteristics, this is impossible. 
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5 ULTRAPRODUCTS OF FINITE SIMPLE GROUPS
 1 FINITE SIMPLE GROUPS OF LIE TYPE
The Classification of Finite Simple Groups states that all finite simple groups
appear in the exhaustive list of
(1) abelian finite simple groups (i.e. cyclic groups of prime order),
(2) alternating groups An,
(3) groups of Lie type,
(4) the 26 sporadic groups.
There are different ways to introduce groups of Lie type. The approach justi-
fying the name and deriving their classification is by simple Lie groups and can
be found in [10]: The classification of complex simple Lie algebras states that
there are four main families An, Bn, Cn and Dn of complex simple Lie algebras
indexed by n ∈ N, and five exceptional ones, G2, F4, E6, E7 and E8. Every fi-
nite simple group of Lie type then derives from one of these Lie algebras. This
method is called the Chevalley Construction. The groups obtained from Lie al-
gebras of type An, Bn, Cn and Dn are called classical groups. The others are
the exceptional groups. The subscript in the identifiers of simple Lie algebras is
the rank of the corresponding Lie algebra. We will associate the same number,
the rank, with every simple group of Lie type. This implies in particular that
classical groups can have arbitrarily large rank, while the rank of the exceptional
groups is bounded. Note that this introduction is rather incomplete and serves
mainly to distinguish classical and exceptional groups and to give a motivation
for the notion of rank. For reasons which will become clear in  4 the classical
groups need the most attention and we neglect a more detailed description of
the exceptional groups.
Although we will also deal with simple Lie groups later, we will stick to the
geometric approach to handle the classical groups of Lie type, which is best
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suited for our purposes and has the advantage of requiring the least theoretical
buildup. In the following we therefore describe the classical finite simple groups
of Lie type as quotients of isometry groups of finite-dimensional vector spaces
over finite fields with bilinear or Hermitian forms. All details can be found in
[24]. Let in the following V denote a finite-dimensional vector space. If V is
equipped with a bilinear or Hermitian form ( , ) we write GI(V ) for the group
of all linear isometries V →V , i.e. the group of all linear mappings ϕ : V →V
satisfying
(ϕ(v),ϕ(w)) = (v, w)
for all v, w ∈V . The subgroup of all isometries of determinant 1 is denoted by
SI(V ).
The first class of groups to consider are the projective special linear groups
PSL(V ) := SL(V )/Z(SL(V )). We can interprete SL(V ) to be the group of isome-
tries preserving the trivial, i.e. identically zero bilinear form on V .
If V is endowed with a symplectic bilinear form, the group of isometries is the
symplectic group, denoted by Sp(V ) := SI (V ) =GI (V ). The projective sym-
plectic group is PSp(V ), the quotient of Sp(V ) by its center.
The unitary group U(V ) is the group of isometries with respect to a Hermi-
tian form on V . We also have the special unitary group SU(V ) := SI (V ) in
this context and the projective special unitary group PSU(V ), the quotient of
SU(V ) by its center. Note that for unitary groups the vector space V is always
defined over a field Fq ′ , where q ′ = q2 is a square.
The last groups to consider are a bit more complicated. Assume first that the
field of definition of V has odd characteristic. Then GO(V ) := SI(V ) and
SO(V ) := SI(V ) for a symmetric bilinear form on V , and these are called the
orthogonal group or special orthogonal group, respectively. In characteristic
2 defining SO(V ) as the subgroup of elements of determinant 1 does not work.
Instead SO(V ) is defined as the kernel of the Dickson invariant. (Confer [24],
pp.129-131.) Let Ω(V ) := GO(V )′ = SO(V )′, the commutator subgroup of
SO(V ). Then the projective orthogonal group is PSO(V ) :=Ω(V )/Z(Ω(V )).
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Now the groups PSL(V ), PSp(V ), PSU(V ) and PSO(V ), where V is a vector
space over a finite field, are classical groups of Lie type. They are simple with
a few exceptions occuring when dim(V ) ≤ 5. A perfect group which is sim-
ple modulo its center is called quasisimple. Hence the groups SL(V ), Sp(V ),
SU(V ) and Ω(V ) are the quasisimple counterparts to the simple groups we are
interested in.
If V has dimension m and is defined over Fq we will write Spm(q), SUm(q) and
so on, as done before in the case of general and special linear groups. To link
the geometric approach to the Lie theoretic approach we note that PSL(V ) and
PSU(V ) derive from Lie algebras of type An, PSp(V ) from a Lie algebra of type
Cn, and PSO(V ) from a Lie algebra of type Bn if dim(V ) is odd, and of type Dn
if dim(V ) is even.
From now on we will always mean finite simple non-abelian groups whenever
we simply write finite simple groups.
 2 METRIC ULTRAPRODUCTS OF FINITE SIMPLE GROUPS
As already seen in Theorem 2.26, the length functions `c and `J are asymptot-
ically equivalent in the classes of general and special linear groups. We shall
extend this result to symplectic, orthogonal and unitary groups.
THEOREM 5.1 Let G be the class of classical finite simple groups of Lie type.
Then the pseudo length functions `c and `J are asymptotically equivalent in G.
P r o o f. The proof is almost the same as the proof of Theorem 2.26 and 2.28,
except for the references from [31]. If G ∈ G and g ∈G we write m for the max-
imal number of Jordan blocks of size 1 to a common eigenvalue in the Jordan
decomposition of g . It is sufficient to work in quasisimple groups, because the
center of a quasisimple group defined over the field Fq has at most q elements,
which is small enough to be disregarded in the estimates below. Hence we can
assume that G is a symplectic, orthogonal or special linear group, and we write
n = dim(V ), where V is the vector space G is naturally acting on. As in the
proof of Theorem 2.28 we have mg −m ≤ 12 (n−m). We use Lemma 6.3 in [31]
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if G is a symplectic or orthogonal group and ibid., Section 7 for unitary groups
to see that there is a constant c such that
log |C (g )|
log |G| ≤ c
n2−m2
n2
.
This implies
`c(g )≤ c0
n−mg
n
= c0`J(g ),
for another constant c0 depending only on c . Therefore `c is asymptotically
bounded by `J.
Now by Lemma 6.4 in [31] for symplectic or orthogonal G and ibid., Section 7
for unitary G, there is a constant c1 such that for k ≥ c1nn−m and g ∈ G \ {1} we
have C (g )k =G. The proof now continues exactly as the proof of Theorem 2.26
to show that `J is asymptotically bounded by `c. 
PROPOSITION 5.2 Let (G)u be a metric ultraproduct of classical finite simple
groups Gi of Lie type, defined over the field Fq . Then (G)u is q-sofic.
P r o o f. We can assume without loss of generality that every Gi is quasisimple.
Then Gi is a subgroup of GLni (q) for appropriate ni and the rank length on Gi
is the same as on GLni (q). By Theorem 3.7 (G)u has the GL(q)-approximation
property with respect to the rank length. This implies the claim. 
The converse is also true in the following sense.
THEOREM 5.3 Let Gi be finite quasisimple groups of Lie type of rank ri over the
field Fq , such that limu ri =∞. Then the universal q-sofic group
(∏
GLri (q)
)
u
embeds into the metric ultraproduct
Ä∏
Gi
ä
u
.
P r o o f. Let G be a symplectic, orthogonal or unitary group SI(V )′ of rank r ,
where dim(V ) = n. Then V has a totally isotropic subspace U of dimension r ,
i.e. (v, w) = 0 for all v, w ∈ U . Moreover there is a complementary subspace
U ′ of the same dimension. Now GL(U ) embeds into G by simultaneous action
of g ∈ GL(U ) on U and on U ′, subject to the condition that the action is an
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isometry. The action on the complement of U `U ′ is trivial. If g ∈GL(U ) we
write g ′ for the element in G resulting from this embedding.
Now if g ∈GL(U ) \ {1} satisfies m = dimker(1− g ), then
dimker(1− g ′) ∈ {2m, 2m+ 1,2m+ 2}
depending on the geometry of V , where dim(V ) ∈ {2r, 2r + 1,2r + 2}, respec-
tively. Hence
`r(g
′) = 1− dimker(1− g
′)
n
≤ 1− 2m
2r + 2
≤ 2
Ç
1− m
r
å
= 2`r(g ),
for r large enough. Conversely also
`r(g ) = 1−
m
r
≤ 1− 2m+ 2
2r
≤ 2`r(g )
holds. 
 3 SUBGROUPS OF FINITE SIMPLE GROUPS
We need some basic geometric lemmas to prepare what follows. We use the
symbol k to denote the orthogonal direct sum. The dual space of a vector
space V is denoted by V ∗. If V is equipped with a bilinear or Hermitian
form ( , ), then the orthogonal complement W ⊥ of a subspace W is the set
{v ∈V |∀w ∈W : (v, w) = 0}. The radical rad(W ) of W is the subspace W ∩
W ⊥, and W is called degenerate if rad(W ) 6= {0}.
The next lemma is essentially Corollary 2.3 in [24].
LEMMA 5.4 Let V be a finite-dimensional vector space with non-degenerate bi-
linear or Hermitian form ( , ) and W a subspace. If ϕ ∈W ∗, then there is v ∈V
such that for all w ∈W the equation (w, v) = ϕ(w) holds.
P r o o f. Because V is non-degenerate, {0} = rad(V ) = ker(v 7→ (w 7→ (w, v))).
Hence for all ϕ ∈V ∗ there is v ∈V such that ϕ(w) = (w, v) for all w ∈V . Let
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now W be a subspace with basis w1, . . . , wk , which extends to a basis w1, . . . , wn
of V . Extend ϕ ∈W ∗ to a linear form ϕ˜ on V by ϕ˜(wi ) = 0 if i > k and find v
such that ϕ(w) = (w, v) for all w in W . 
LEMMA 5.5 Let V be a finite-dimensional vector space with non-degenerate bi-
linear or Hermitian form ( , ) and W a subspace. Let R be the radical of W
and W ′ a complement of R in W . Then there is a subspace W ′′ of V which sat-
isfies dim(W ′′) = dim(R) and
Ä
W ′′`W ⊥
ä
kW ′ = V . In particular W ′ and
U :=W ′′`W ⊥ are non-degenerate.
P r o o f. We use Lemma 5.4. Let w1, . . . , wr be a basis of R and w1, . . . , wk an
extension to a basis of W +W ⊥. For r = 0 there is nothing to show since
W `W ⊥ =V . Now assume r ≥ 1 and define ϕ1 ∈
Ä
W +W ⊥
ä∗ by ϕ1(w1) = 1
and ϕ1(wi ) = 0 otherwise. Then there is v1 ∈ V such that (w1, v1) = 1 and
v ⊥ 〈w2, . . . , wk〉. Now dim
Ä
rad
Ä
W +W ⊥+ 〈v1〉
ää
= r − 1 and we can pro-
ceed inductively defining ϕl ∈
Ä
W +W ⊥+
¨
v1, . . . , vl−1
∂ä∗ by ϕl (wl ) = 1 and
ϕl (wi ) = 0, ϕl (vi ) = 0 for the remaining basis vectors. In the end this gives us
v1, . . . , vr such that W
′′ := 〈v1, . . . , vr 〉 has the claimed properties. 
LEMMA 5.6 Let V be a finite-dimensional vector space over a field K with bi-
linear or Hermitian form B = ( , ). We exclude the case that char(K) = 2 and B
symmetric. Let U be a non-degenerate subspace of V . Then the subgroup
H :=
{
g ∈ SI(V ) ∣∣∣ g |U⊥ = idU⊥}
of SI(V ) is isomorphic to SI(U ).
P r o o f. Let g be in SI(U ). We define ϕ(g ) := g ` idU⊥ . Obviously ϕ(g ) ∈
GL(V ) and ϕ is a homomorphism. If v, w are in V and decompose as v =
vU + vU⊥ , w = wU +wU⊥ with respect to the direct sum V =U `U
⊥, then
(ϕ(g )(v),ϕ(g )(w)) = (g (vU ), g (wU ))+ (vU⊥ , wU⊥)
= (vU , wU )+ (vU⊥ , wU⊥) = (v, w),
whence ϕ(g ) ∈ GI(V ). If det(g ) = 1, obviously also det(ϕ(g )) = 1 and ϕ(g ) ∈
SI(V ). Because elements in H stabilize U⊥, g |U is guaranteed to stabilize U .
Now the inverse mapping of ϕ is easily verified to be g 7→ g |U . 
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Let ( , ) be a symmetric bilinear form on a vector space V over a field K . Then
the associated quadratic form Q is defined by
Q(v) := (v, v).
Let g be in GO(V ) and assume char(K) 6= 2. Then g can be written in different
ways as a product of reflections, g = su1 · . . . · su j say. We write K×2 for the set of
all squares in K×. Then
ϑ : GO(V )→K×/K×2, v 7→Q(su1) · . . . ·Q(su j )K×2
is a well defined map by [24], Chapter 9, pp. 75, 76. It is called the spinor
norm. If K has characteristic 2, then the spinor norm is defined similarly with
orthogonal transvections instead of reflections. (Confer [24], p. 137.)
LEMMA 5.7 Let V be a finite-dimensional vector space over a field K of odd
characteristic with non-degenerate symmetric bilinear form ( , ). Let U be a non-
degenerate subspace. Then the subgroup
H :=
{
g ∈Ω(V ) ∣∣∣ g |U⊥ = idU⊥}
of Ω(V ) is isomorphic to Ω(U ).
P r o o f. Let g ∈ H . Because g |U ∈GO(U ), it can can be written as a product
of reflections su1 , . . . , suk in GO(U ), where the reflection is along the hyperplane〈ui〉⊥ (and ui non-degenerate). In particular ui ∈ U for all i . Each reflection sui
is given explicitly by the expression
sui (w) = w −Q(ui )−1(w, ui )ui ,
where Q is the associated quadratic form. From orthogonality we deduce that
sVui
:= sui ` idU⊥ is a reflection in GO(V ).
By Lemma 5.6 we know that g |U ∈ SO(V ). By [24], Theorem 9.7
Ω(V ) = SO(V )∩ker(ϑ),
89
 3 SUBGROUPS OF FINITE SIMPLE GROUPS
where ϑ is the spinor norm. We see
1= ϑ(g ) = ϑ(sVu1 . . . s
V
uk
)
=Q(u1) · . . . ·Q(uk)K×2
= ϑ(su1 . . . suk ) = ϑ(g |U )
and conclude g |U ∈Ω(U ). The claim follows. 
LEMMA 5.8 Let V be a vector space of dimension n over a perfect (finite) field K
of characteristic 2. Let Q be a regular, i.e. dim(rad(V )) ∈ {0,1}, quadratic form
on V and B = ( , ) the associated bilinear form. Let U be a subspace of V such
that Q|U is regular and
H :=
{
g ∈Ω(V ) ∣∣∣ g |U⊥ = idU⊥} .
Then H is isomorphic to Ω(U ).
P r o o f. We note that H is isomorphic to a subgroup of GO(U ) by g 7→ g |U .
We divide the proof according to the dimension of the radical of V and assume
first that V is defective, i.e. rad(V ) 6= {0}. Then by Theorem 14.2 in [24]
GO(V ) is isomorphic to Sp(V1) for a complement V1 of rad(V ) and the action
of GO(V ) on rad(V ) is trivial. We see that whether U is defective or not, the
proof of Lemma 5.6 applies.
Now assume that V is non-defective. By [24], Proposition 14.23
Ω(V ) = SO(V )∩ker(ϑ),
where ϑ is the spinor norm. Note that SO(V ) is the kernel of the Dickson in-
variantδ : GO(V )→ F2, or equivalently the subgroup of all products of an even
number of orthogonal transvections. Now if g ∈ H , then g |U ∈ GO(U ) and
hence is a product of transvections tu1 , . . . , tuk . (Confer [24], Theorem 14.16.)
Each orthogonal transvection is described explicitly by
tui (w) = w +Q(ui )
−1(w, ui )ui .
We implicitly used that none of the vectors ui is singular, i.e. Q(ui ) 6= 0 for all
i . By extending g |U to the whole of V as in Lemma 5.7, k is necessarily even.
The proof now continues as in Lemma 5.7. 
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 4 THE ORDERING OF THE SET OF NORMAL SUBGROUPS IN
ULTRAPRODUCTS OF FINITE SIMPLE GROUPS
The investigation of normal subgroups of ultraproducts of finite simple groups
starts with the following theorem.
THEOREM 5.9 ([18], Theorem 1.1) Let u be a non-principal ultrafilter in the
natural numbers. Then the set of normal subgroups of the ultraproduct
∏
u An of
alternating groups is linearly ordered.
Another formulation of this statement can be found in [1] as Theorem 3.
We will generalize Theorem 5.9 to ultraproducts of arbitrary finite simple non-
abelian groups. Therefore we recall the discussion at the end of Section 3,  1:
Given an ultraproduct G of arbitrary finite simple non-abelian groups, the cho-
sen ultrafilter “decides” whether G is isomorphic to an ultraproduct of e.g.
groups of bounded or unbounded rank, permutation groups or groups of Lie
type, or in the case of groups of Lie type of large rank which type of classical
group they belong to. As a consequence there will be in particular no further
treatment of sporadic groups, since an ultraproduct of simple groups of bounded
finite cardinality is again finite and simple.
Note also that we could replace the groups An in Theorem 5.9 by groups Ani ,
where i is from an arbitrary index set. Then either ni ≤ k for u-almost all i and
a constant k, and the ultraproduct itself is isomorphic to one An j , where n j ≤ k.
Or limu ni =∞ and in this case Theorem 5.9 can be proved exactly as in [18].
The next theorem, the main result in [31], will be used several times and we
include the statement here for the sake of convenience.
THEOREM 5.10 ([31], Theorem 1.1) There is a universal constant c such that
whenever G is a finite non-abelian simple group and 1 6= g ∈G, then
m ≥ c log |G|
log |C (g )|
implies C (g )m =G.
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We obtain the following proposition for groups of Lie type almost instantly.
PROPOSITION 5.11 Let G = {Gi | i ∈ I } be a family of finite non-abelian sim-
ple groups. Then the metric ultraproduct group
Ä∏
i∈I Gi
ä
u
is simple.
P r o o f. We show that if `c(g ) = " > 0 for g ∈ G , then already N (g ) = G .
By Theorem 5.10 and our assumption
log |Gω(i)|
log |C (gi )| ≤ K [u]. Hence for m ≥ cK ,
C (gi )
m =Gω(i) [u] or equivalently C (g )
m =G . We conclude that the set of all
infinitesimal elements in G is a maximal normal subgroup and thus G divided
by this subgroup is simple. 
In fact the converse is also true. If a quotient of a direct product of finite simple
non-abelian groups is simple, then it is a quotient as in the preceding theorem
for some choice of ultrafilter. This was proved in [33], Proposition 3.
THEOREM 5.12 Let Gi be finite simple groups of Lie type for all i ∈ I , and u
a non-principal ultrafilter in I . If G = ∏u Gi and the rank of the groups Gi is
bounded, then G is simple.
P r o o f. Suppose that the rank of the groups in question is bounded by N . Let
1 6= g ∈Gi . Using the constant c of Theorem 5.10 we see that for
m ≥ c log |Gi |
log |C (g )|
already C (g )m = Gi . When Gi is a group over the field Fq , its order is at most
q c ′N 2 for a constant c ′. On the other hand a non-trivial conjugacy class in Gi
has at least q elements. Hence it suffices for m to be larger than c ′N 2 to ensure
C (g )m =Gi for any i .
If we choose 1 6= g ∈G arbitrarily, then C (gi )m =Gi for u-almost all i . Hence
C (g )m = G and consequently N (g ) = G . Therefore G contains no proper
normal subgroups, whence it is simple. 
With the preceding theorem the treatment of exceptional groups of Lie type is
complete, because they are of bounded rank.
92
5 ULTRAPRODUCTS OF FINITE SIMPLE GROUPS
We take Theorems 5.9 and 5.12 as a motivation to prove the following more
general Theorem 5.13. In the proof we follow a similar route as the authors of
[18] in the proof of their Theorem 1.1.
THEOREM 5.13 Let Gi be finite simple groups of Lie type for all i ∈ I . If G :=∏
u Gi , then the set N of normal subgroups of G is linearly ordered.
In view of Theorem 5.12 we only need to take care of classical groups of un-
bounded rank.
First consider the general situation that we are given an ultraproductG =∏u Gi
of arbitrary groups Gi with length function `i , such that diam(Gi ) is bounded.
We define an ordering of the non-trivial elements of G by g  h if
lim
u
`i (gi )
`i (hi )
<∞.
LEMMA 5.14 Let g and h be non-identity elements of the ultraproduct G of
groups Gi . Then g ∈N (h) implies g  h.
P r o o f. If g ∈N (h) there is some integer k such that g is a product of k conju-
gates of h±1. Therefore gi is a product of k conjugates of h±1i for u-almost all i .
By the properties of invariant length functions
`i (gi )≤ k`i (h±1i ) = k`i (hi ) [u] .
Hence
lim
u
`i (gi )
`i (hi )
≤ k
follows and we are done. 
The plan is to show that for finite simple groups of Lie type and the Jordan
length the converse of the previous lemma is true. The following statement is a
summary of results from [31].
LEMMA 5.15 Let G = SI(V ) be a quasisimple group of Lie type, where V has
dimension n and g ∈G \Z(G). There is a constant c, independent of G and g ,
such that C (g )k =G for all k ≥ cnn−mg .
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P r o o f. Let m denote the maximal number of Jordan blocks of size 1 in the
Jordan decomposition of g ∈ G. Then it is clear that m ≤ mg , and cnn−mg ≥
cn
n−m follows. The conclusion can be derived using m instead of mg by [31]:
For special linear groups use Lemma 5.4, for symplectic and orthogonal groups
Lemma 6.4 and for unitary groups Section 7 ibid. 
LEMMA 5.16 Let G = ∏u Gi be an ultraproduct of finite simple groups of Lie
type equipped with the Jordan length. Then g  h implies g ∈ N (h) for all
non-trivial elements g ,h ∈G .
P r o o f. Note that we can safely neglect exceptional groups, since these are of
bounded rank and hence dealt with in Theorem 5.12. More generally we assume
that Gi = SI(Vi ), where V is a vector space of dimension ni and limu ni =∞.
These groups are only quasisimple, but working with the Jordan length will
produce the same result in the ultraproduct. By the hypothesis there is a natural
number k such that
ni−mgi
ni−mhi
≤ k for u-almost all i .
Let G = SI(V ), where V has dimension n. We can exclude the case when the
characteristic of the field of definition is 2 and V is a defective quadratic space
from the following considerations, since under that assumptions G = GO(V )
is isomorphic to a symplectic group. Assume that
n−mg
n−mh ≤ k for some elements
g , h ∈ G \ Z(G) such that n − mg = rk(1− g ) and n − mh = rk(1− h), that
is their rank length and Jordan length are the same. We define W := ker(1−
g )∩ ker(1− h). If W ′ is a complement of rad(W ) in W , following Lemma 5.5
there is subspace W ′′ such that U :=W ′′`W ⊥ is non-degenerate and W ′ =U⊥.
Obviously g and h act as the identity on U⊥. Then g |U and h|U are in H :=
SI(U ). We compute
dim(W ⊥) = n− dim(W )≤ n− (mg +mh − n) = (n−mg )+ (n−mh)
and
dim(rad(W ))≤ n− dim(W )≤ (n−mg )+ (n−mh).
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This together with the introductory remarks implies
dim(U ) = dim(W ⊥)+ dim(rad(W ))
≤ 2(n−mg )+ 2(n−mh)
≤ (2k + 2)(n−mh).
Therefore the Jordan length of h|U estimates as
`J(h|U ) =
dim(U )− (dim(U )− (n−mh))
dim(U )
=
n−mh
dim(U )
≥ 1
2k + 2
.
By Lemma 5.15 there is a constant c , independent of the hypotheses, such that
((h|U )H )m = H for m ≥ c(2k + 2) and consequently g |U is a product of m
conjugates of h|U inside H . As in Lemma 5.6 we extend the elements occuring
in this product to elements in G, thereby extending g |U to g and h|U to h.
Thus the conclusion remains true in G and also when returning attention to the
finite simple group G/Z(G).
Because the prototype G/Z(G)was independent of i ∈ I and the hypotheses did
hold for almost all i , gi is a product of m ≥ c(2k + 2) conjugates of hi in Gi for
almost all i . Hence
g ∈C (h)m ⊂N (h),
which we had to prove. 
COROLLARY 5.17 If g and h are non-identity elements in G , the statements
g ∈N (h) and g  h are equivalent.
The last preparation we need is Lemma 2.2 in [18], which for the sake of com-
pleteness we cite with proof:
LEMMA 5.18 Let G be any group. Then the set of normal subgroups of G is
linearly ordered by inclusion if and only if the set of normal closures of non-
identity elements in G is.
P r o o f. The first implication is trivial. For the converse assume that N and M
are normal subgroups of G such that N 6⊂ M . Let g ∈ N \M and observe that
necessarily N (g ) 6⊂ N (h) for all h ∈ M . Thus N (h) ⊂ N (g ) for all h ∈ M , and
M ⊂N follows. 
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P r o o f of Theorem 5.13. We define a quasiorder on the set L :=∏u[n] by a 
b if an ≤ bn for u-almost all n. We let furthermore a ≡ b, whenever
0< lim
u
an
bn
<∞.
Therefore ≡ is a convex equivalence relation, i.e. a  b  c and a ≡ c imply
a ≡ b ≡ c . The quotient space L/≡ is totally ordered, because the real numbers
are.
By the foregoing considerations, culminating in Corollary 5.17, the set of nor-
mal closures of elements in G is order isomorphic to L/≡. Lemma 5.18 shows
that the set of normal subgroups ofG is linearly ordered by inclusion if and only
if the set of normal closures of elements of G is. Now Theorem 5.13 follows. 
96
6 ULTRAPRODUCTS OF COMPACT CONNECTED SIMPLE LIE GROUPS
6 ULTRAPRODUCTS OF COMPACT CONNECTED SIMPLE
LIE GROUPS
 1 COMPACT SIMPLE LIE GROUPS
The explanation of Lie group terms we give here is anything but complete or
precise. Nevertheless everything we need to know is standard Lie theory as
can be found in most books on this topic. We will use the references [8], [39]
and [28], where the first is good for a comprehensive introduction, the second
concentrates on compact Lie groups and the last one is recommended due to its
very detailed treatment.
The classification of compact connected simple Lie groups implies that these are
(1) special unitary groups PSU(n+ 1) := PSUn+1(C),
(2) orthogonal groups PSO(2n+ 1) := PSO2n+1(C),
(3) symplectic groups PSp(2n) := PSp2n(C),
(4) orthogonal groups PSO(2n) := PSO2n(C),
(5) the exceptional groups G2, F4, E6, E7 and E8,
and the list is exhaustive. The first four items on the list comprise the so called
classical groups.
If G is a compact connected Lie group, then we call G quasisimple if it is perfect
and simple modulo its center. In contrast to certain customs in Lie theory we
will use the term simple only for groups which are actually simple as abstract
groups. The classical simple groups as introduced above arise as central quo-
tients of SU(n+1) := SUn(C), SO(2n+1) := SO2n+1(C), Sp(2n) := Sp2n(C) and
SO(2n) := SO2n(C), respectively. Note that not all of these groups are simply
connected. However to each of them corresponds a simply connected group
with the same central quotient and the same Lie algebra, obtained as the univer-
sal covering group.
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The compact connected quasisimple Lie groups are classified by their Lie alge-
bra, which is of type An for SU(n+1) and PSU(n+1), of type Bn for SO(2n+1)
and PSO(2n+1), of type Cn for Sp(2n) and PSp(2n), and of type Dn for SO(2n)
and PSO(2n). This classification is also the reason for dividing the orthogonal
groups into two classes. The Lie algebras of the exceptional groups are of type
G2, F4, E6, E7 and E8, where it should be clear which Lie algebra belongs to
which group.
As a decisive means of distinction between the exceptional groups and the clas-
sical groups we need the notion of rank. The Maximal Torus Theorem ([8],
Theorem 16.5) states that every compact connected Lie group G has a maximal
closed connected abelian subgroup T , called a maximal torus. Moreover every
element in G is conjugate to an element in T . The dimension of T as a mani-
fold is called the rank of G. If T ′ is another maximal torus, then T and T ′ are
conjugate, and hence the rank is well defined. The classical groups in the above
list have rank n. The rank of the exceptional groups is the number in the index.
If N denotes the normalizer of T , then N/T is called the Weyl group of G. It
can be realized as a subgroup of G.
Corresponding to every maximal torus T there is a subset Φ of the character
group of T , consisting of the roots of G with respect to T . Since the charac-
ter group of T is isomorphic to Zr if G has rank r , one can think of roots as
elements of Rr . The set of roots seen as vectors in euclidean space forms a so
called root system, and the lattice (where the term lattice here means a discrete
subgroup) spanned by the roots is called the root lattice. Every root system
contains a set of fundamental roots {β1, . . . ,βr }. Note that the number of fun-
damental roots is always the same as the rank of G and the corresponding root
vectors are linearly independent. When we consider the βi as homomorphisms
T → S1, we know that
r⋂
i=1
kerβi = Z(G).
Chapters 19 and 20 in [8] present an introduction to root systems.
We shall make use of the fundamental roots in explicit calculations and therefore
take a closer look at fundamental roots of classical Lie groups. In  2 and  5 we
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are going to use fixed unitary representations of different types of Lie groups
which we will refer to as standard representations. (Confer [8], Chapter 20 for
these representations.) Since a maximal torus of U(n) :=Un(C) is the subgroup
T of diagonal matrices, if we embed G in U(n) we can find a maximal torus of
G inside T .
We use the obvious embedding of SU(n + 1) in U(n + 1). Then we obtain the
maximal torus of diagonal matrices t = diag(t1, . . . , tn+1) of determinant 1 as the
basis of our considerations. Corresponding to this torus the fundamental roots
of SU(n+ 1) are given by
βi (t ) = ti t
−1
i+1
for i = 1 . . . n.
We have Sp(2n) realized inside U(2n) as matrices of the formÑ
a −b
b a
é
with complex n×n-matrices a, b . Then the maximal torus of our choice consists
of elements t = diag(t1, . . . , tn, t
−1
1 , . . . , t
−1
n ). The fundamental roots are
βi (t ) = ti t
−1
i+1, βn(t ) = t
2
n ,
where i is between 1 and n − 1. The first n − 1 fundamental roots are called
short roots and βn is a long root.
The orthogonal matrices SO(2n+ 1) embed into U(2n+ 1) as the subgroup of
all g ∈U(2n+ 1) such that g J g T = J , where g T is the transpose of g and
J :=
á
1
...
1
ë
.
Then a maximal torus consists of elements t = diag(t1, . . . , tn, 1, t
−1
n , . . . , t
−1
1 ) and
the fundamental roots are
βi (t ) = ti t
−1
i+1, βn(t ) = tn,
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for i = 1 . . . n− 1. Here the long roots are β1, . . . ,βn−1 and βn is a short root.
The situation is similar for SO(2n), except that torus elements are of the form
t = diag(t1, . . . , tn, t
−1
n , . . . , t
−1
1 ) (where the 1 in the middle is missing) and the
fundamental roots are
βi (t ) = ti t
−1
i+1, βn(t ) = tn−1tn.
Note that for SU(n + 1) and SO(2n) we will not need the distinction between
long and short roots and hence omit it. (In fact all fundamental roots have the
same length for these groups.)
For every character α there is a cocharacter ηα : S
1→ T such that α(ηα(z)) = z2
for all z ∈ S1. For every pair of roots α, −α in Φ there is a homomorphism
ϕα : SU(2) → G such that ηα is the restriction of ϕα to the subgroup of diag-
onal matrices in SU(2). (Confer [8], Chapter 20.) For every root α we define
associated subgroups. We write Tα := {g ∈ T |α(g ) = 1} ⊂ T , i.e. Tα equals the
kernel of α. We let Sα = S−α denote the image of SU(2)⊂G under ϕα. Then Sα
commutes elementwise with Tα and T is contained in the central product SαTα.
At last we define the one parameter torus Hα as the image of the cocharacter ηα,
thus Hα ⊂ Sα. For fundamental roots βi we use the self-explanatory shorthand
notation Ti , Si and Hi . Then T equals the direct product H1H2 . . . Hr .
We will need a last technical preparation. If Φ is a root system corresponding to
a group G of rank r and we interprete the roots as vectors in Rr , the set of allω
such that
2
(ω,α)
(α,α)
∈Z
for all α ∈ Φ, where ( , ) is the euclidean scalar product, is a lattice in Rr . It is
called the weight lattice and its elements weights. The root lattice is contained
in the weight lattice. The weightsω1, . . . ,ωr satisfying
2
(ωi ,β j )
(β j ,β j )
= δi j
are called fundamental dominant weights. To each fundamental dominant
weight corresponds an irreducible representation of G, the fundamental rep-
resentation. In the context of the construction of this representation the used
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weight is called a highest weight. Chapters 20, 24 and 25 in [8] present all the
facts about weights we use.
For use in  2 only, we choose standard representations for the exceptional
groups. For E7, E8, F4 and G2 let δ be the smallest fundamental representation
and for E6 the second smallest fundamental representation, of maximal dimen-
sion 351 in the case of E6. As the standard representation we use
δ ′ : g 7→ δ(g )`δ(g ),
where δ results from the composition of δ and complex conjugation of matrix
entries.
In the following G will always denote a quasisimple compact connected Lie
group and T a maximal torus in G.
 2 LENGTH IN COMPACT CONNECTED QUASISIMPLE LIE GROUPS
In this paragraph we shall examine two different ways of measuring distances in
certain compact connected quasisimple Lie groups.
PROPOSITION 6.1 Let ‖·‖ be a matrix norm which evaluates to 1 on the group
U(n). Then
`(g ) :=
1
2n
‖1− g‖
defines an invariant length function on U(n).
P r o o f. This is a corollary of Proposition 2.20. 
We will need the length function `1, obtained by the preceding proposition
when using the norm ‖A‖ := ∑ni=1 |ai j |, where A = (ai j )i , j=1...n is a complex
matrix.
A complex number z in S1 can be written uniquely as e iϑ , where ϑ ∈]−pi,pi].
We call l (z) := |ϑ| the angle of z. Now we define
λ(g ) :=
1
pir
r∑
i=1
l (βi (g ))
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for all g ∈ T . Proposition 5.11 in [34], the proof of which is spread over Sub-
section 5.5 ibid., includes the following result:
PROPOSITION 6.2 The function λ : T →R is an invariant pseudo length func-
tion on T , and λ(g ) = 0 if and only if g ∈ Z(G).
Unfortunately λ is only defined on the torus T of a Lie group G, but not on G
itself. Since every element of G is conjugate to one in T , a natural idea would be
to extend λ to G by defining λ(g ) := λ(t ), where g ∈ G is conjugate to t ∈ T .
The main problem is that λ is not invariant under conjugation and hence the
extension to G would not be well defined. Consider for example SU(3) and the
torus element
t = diag(t1, t2, t3) = diag(e
1
3pii, e
4
3pii, e
1
3pii).
Then
λ(t ) =
1
2pi
(l (β1(t ))+ l (β2(t ))) =
1
2pi
(l (t1t
−1
2 )+ l (t2t
−1
3 )) =
pi+pi
2pi
holds. But t is conjugate to t ′ = diag(e 13pii, e 13pii, e 43pii) in SU(3) and we compute
λ(t ′) = 12 6= 1= λ(t ).
To achieve invariance under conjugation we replace λ with the following func-
tion. We define
λ˜(g ) := sup
t∈C (g )∩T
λ(t ).
Since every element in G is conjugate to one in T , this is a reasonable definition.
This new function has the advantage that, in contrast to λ, it is invariant un-
der conjugation. Moreover, as can be expected it sometimes takes considerably
larger values than λ, a fact we shall exploit later.
We are now in control of the functions λ˜ and `1, the former of which is well
adapted to the Lie group structure while the latter is a length function and more-
over has features which will become apparent in  5. We will proceed by showing
that these functions are related closely enough to work with both and exploit the
respective advantages.
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LEMMA 6.3 Let ϑ be a real number in the interval [−pi,pi]. Then
1
4
p
2
»
1− cosϑ ≤ |ϑ|
pi
≤ 12
p
2
»
1− cosϑ.
P r o o f. First assume ϑ ∈ [0,pi]. Let f (ϑ) := 8ϑ2
pi2
−1+cosϑ. Then f (0) = 0 and
f ′(ϑ) = 16
pi2
ϑ − sinϑ ≥ ϑ − sinϑ ≥ 0. This implies f (ϑ) ≥ 0 and consequently
1
8 (1−cosϑ)≤ ϑ
2
pi2
. By taking the square root the first estimate follows. If g (ϑ) :=
1− cosϑ− 2ϑ2
pi2
, we have g ′(ϑ) = sinϑ− 4
pi2
ϑ. Moreover g ′(0) = 0 and g ′′(ϑ) =
cosϑ − 4
pi2
. Hence the monotone decreasing function g ′′ has a unique zero in
[0,pi], starting from g ′′(0) > 0. Therefore g ′ has a unique maximum in [0,pi].
This and g (0) = 0 imply that g is positive near 0 and it can have at most two
zeros in [0,pi]. Since these zeros are clearly 0 and pi, g is non-negative on [0,pi],
which proves the second estimate. By symmetry of the cosine the claim holds
for negative ϑ. 
LEMMA 6.4 There are L, L′ > 0 such that the following holds: Let G be a classical
compact connected quasisimple Lie group of rank r contained in a unitary group
U(n) by the respective standard embedding. We write
`′1(g ) := infz∈Z(U (n))
n
r
`1(z g )
for elements g ∈G. Then for any g in G
L−1`′1(g )≤ λ˜(g )≤ L′`′1(g ).
P r o o f. In U(n) we can write
`1(g ) =
1
2n
n∑
i=1
|1−µi |,
where µi are the eigenvalues of g . For real ϑ we have
|1− e iϑ |=p2»1− cosϑ.
Then by Lemma 6.3
l (e iϑ)
pi
≤ 12 |1− e iϑ | ≤ 2
l (e iϑ)
pi
.
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Let first G be equal to SU(n + 1). For diagonal elements t = diag(t1, . . . , tn+1)
in the torus T of diagonal matrices of determinant 1 we have βi (t ) = ti t
−1
i+1.
Therefore (abusing notation to apply βi to elements not in SU(n+ 1)) we have
λ(t ) = λ(z t ) for any central element z = diag(z, . . . , z) ∈ Z(U (n+ 1)). Because
`1 is a length function on S
1, |1− xy−1| ≤ |1− x|+ |1− y| for all x, y ∈ S1, and
hence
|1− z ti (z ti+1)−1| ≤ |1− z ti |+ |1− z ti+1|.
Therefore the estimate
λ(t ) = inf
z∈Z(U(n+1))λ(z t )
= inf
z∈Z(U(n+1))
1
pin
n∑
i=1
l (z ti (z ti+1)
−1))
≤ inf
z∈Z(U(n+1))
1
n
n+1∑
i=1
|1− z ti |= 2`′1(t )
follows. Then, taking the supremum over all t ∈ C (g )∩T , also λ˜(g ) ≤ 2`′1(g )
holds for any g ∈ SU(n + 1). Given t we can reorder its diagonal entries by
conjugation with a generalized permutation matrix (i.e. a permutation matrix
with entries in ±1 and determinant 1), such that without loss of generality
l (t1t
−1
2 ) is maximal among all possible values l (ti t
−1
j ). Proceeding from this
point we can achieve inductively that l (ti t
−1
i+1) ≥ l (ti t−1j ) for all j > i . This
yields l (ti t
−1
n+1)≤ l (ti t−1i+1) for all i = 1 . . . n. Now
`′1(t ) = infz∈Z(U(n+1))
1
2n
n+1∑
i=1
|1− ti z | ≤ infz∈Z(U(n+1))
2
pin
n+1∑
i=1
l (ti z)
≤ 2
pin
n+1∑
i=1
l (ti t
−1
n+1)≤
2
pin
n∑
i=1
l (ti t
−1
i+1) = 2λ(t )
follows. Therefore `′1(g )≤ 2λ˜(g ) holds for any g ∈ SU(n+ 1).
Now consider SO(2n + 1) ⊂ U(2n + 1). An element in the maximal torus of
SO(2n+ 1) then has the form t = diag(t1, . . . , tn, 1, t
−1
n , . . . , t
−1
1 ). The characters
corresponding to fundamental roots are given byβi (t ) = ti t
−1
i+1 for i = 1 . . . n−1
and βn(t ) = tn. We want to proceed as in the case of SU(n+ 1) but have to take
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care of the different fundamental root. Every root has to be estimated twice,
since `1 counts both |1− ti | and |1− t−1i |, and so we shall use
2|1− z ti (z ti+1)−1|= |1− z ti (z ti+1)−1|+ |1− z t−1i z−1ti+1|
≤ |1− z ti |+ |1− z ti+1|+ |1− z t−1i |+ |1− z t−1i+1|.
Noting that tn+1 = 1 and t
−1
i = t2n+2−i , we see
λ(t ) =
1
pin
n∑
i=1
l (ti t
−1
i+1)≤
1
2n
n∑
i=1
|1− z ti (z ti+1)−1|
≤ 1
2n
n∑
i=1
|1− z ti |+ |1− z t−1i |+
1
4n
(|1− z |+ |1− z−1|)
=
1
2n
2n+1∑
i=1
|1− z ti |=
2n+ 1
n
`1(z t ).
By taking the infimum over all z ∈ Z(U(2n+ 1)), λ(t ) ≤ `′1(t ) follows, and be-
cause this is independent of the ordering of the ti , also λ˜(g )≤ `′1(g ) for arbitrary
g ∈ SO(2n+ 1). To reorder the entries of diag(t1, . . . , tn, 1, t−1n , . . . , t−11 ) by con-
jugation with a permutation matrix there are the possibilities to permute ti and
t−1i , and to permute the first n entries, which entails corresponding permutation
of the last n. Hence without loss of generality we can assume l (t1t
−1
2 ) maximal
among all l (ti t
±1
j ) and l (ti t
−1
i+1)≥ (ti t±1j ) for j > i . Then
`′1(t ) = infz∈Z(U(2n+1))
1
2n
n∑
i=1
|1− ti z |+ |1− t−1i z |+
1
2n
|1− z |
≤ inf
z∈Z(U(2n+1))
2
pin
n∑
i=1
l (ti z)+ l (t
−1
i z)+
2
pin
l (z)
≤ 2
pin
n−1∑
i=1
l (ti tn)+ l (t
−1
i tn)+
6
pin
l (tn)
≤ 4
pin
n−1∑
i=1
l (ti t
−1
i+1)+
6
pin
l (tn)≤ 6λ(t )
implies `′1(g )≤ 6λ˜(g ) for any g ∈ SO(2n+ 1).
We continue right away with SO(2n), where the characters evaluate as βi (t ) =
ti t
−1
i+1 if i < n and βn(t ) = tn−1tn. The computations to obtain λ˜(g ) ≤ 2`′1(g )
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are similar to the case of SO(2n+ 1), in fact
λ(t ) =
1
pin
n−1∑
i=1
l (ti t
−1
i+1)+
1
pin
l (tn−1tn)
≤ 1
2n
n−1∑
i=1
|1− z ti (z ti+1)−1|+
1
2n
|1− z tn−1z−1tn|
≤ 1
2n
n−1∑
i=1
|1− z ti |+ |1− z t−1i |+
1
4n
(|1− z tn|+ |1− z t−1n |)
+
1
2n
(|1− z tn−1|+ |1− z t−1n |)
≤ 1
n
2n∑
i=1
|1− z ti |=
2 · 2n
n
`1(z t ).
We can permute entries of diagonal elements as in the case of SO(2n+ 1), with
the restriction of performing only an even number of exchanges ti 7→ t−1i . But
regardless of whether we have t±1n in the right place, the estimate
`′1(t ) = infz∈Z(U(2n))
1
2n
n∑
i=1
|1− ti z |+ |1− t−1i z |
≤ inf
z∈Z(U(2n))
2
pin
n∑
i=1
l (ti z)+ l (t
−1
i z)
≤ 2
pin
n−1∑
i=1
l (ti tn)+ l (t
−1
i tn)+
2
pin
l (t 2n)
≤ 4
pin
n−1∑
i=1
l (ti t
−1
i+1)+
2
pin
(l (tn t
−1
n−1)+ l (tn tn−1))
≤ 6
pin
n−1∑
i=1
l (ti t
−1
i+1)+
2
pin
l (tn tn−1)≤ 6λ(t )
works and yields `′1(g )≤ 6λ˜(g ).
In Sp(2n) the characters are given byβi (t ) = ti t
−1
i+1 for i < n and byβn(t ) = t
2
n .
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We estimate
λ(t ) =
1
pin
n−1∑
i=1
l (ti t
−1
i+1)+
1
pin
l (t 2n)
≤ 1
2n
n−1∑
i=1
|1− z ti (z ti+1)−1|+
1
2n
|1− z tn z−1tn|
≤ 1
2n
n−1∑
i=1
|1− z ti |+ |1− z t−1i |+
3
4n
(|1− z tn|+ |1− z t−1n |)
≤ 3
4n
2n∑
i=1
|1− z ti |=
3 · 2n
2n
`1(z t ).
This implies λ˜(g )≤ 32`′1(g ). We have the same possibilities to permute ti , t j and
ti , t
−1
i as in SO(2n+ 1). Therefore we can estimate
`′1(t ) = infz∈Z(U(2n))
1
2n
n∑
i=1
|1− ti z |+ |1− t−1i z |
≤ inf
z∈Z(U(2n))
2
pin
n∑
i=1
l (ti z)+ l (t
−1
i z)
≤ 2
pin
n−1∑
i=1
l (ti tn)+ l (t
−1
i tn)+
2
pin
l (t 2n)
≤ 4
pin
n−1∑
i=1
l (ti t
−1
i+1)+
2
pin
l (t 2n)≤ 4λ(t ),
and finally `′1(g )≤ 4λ˜(g ) for all g ∈ Sp(2n). 
We remark that, as is clear from the proof, the pair (L, L′) in Lemma 6.4 can
be chosen equal to (2,2), (6,1), (6,2) or (4, 32) to work for groups SU(n + 1),
SO(2n+ 1), SO(2n) or Sp(2n), respectively.
Note that in contrast to the treatment of finite simple groups we have to con-
sider exceptional groups, since for Lie groups of bounded rank, instead of The-
orem 5.12, we will be facing the more complicated Theorem 6.14 below.
LEMMA 6.5 There is L > 0 such that the following holds: Let G be an excep-
tional compact connected quasisimple Lie group of rank r . Then for every g ∈G
satisfying λ˜(g )≤ 12r the estimates
L−1`′1(g )≤ λ(g )≤ L`′1(g )
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hold, where `′1 is defined as in Lemma 6.4.
P r o o f. Suppose the standard representation δ ′ embeds G into U(2n), and
let ω1, . . . ,ωn be the weights of δ. Then δ
′ has the weights ω1, . . .ωn and
ωn+i := ω
−1
i for i = 1 . . . n, and the diagonal elements in U(2n) coming from
t in a maximal torus T of G take the form diag(ω1(t ), . . . ,ω2n(t )). Since the
root lattice is contained in the weight lattice, every fundamental root is a linear
combination of weights with integer coefficients, βi =
∑n
j=1 mi jω j say. Note
that for an element y ∈ S1 we have |1− y|+ |1− y−1| ≤ 2(|1− zy|+ |1− zy−1|)
for any z ∈ S1 if l (y) ≤ 12pi. Let mi :=∑nj=1 |mi j |. Since we assumed λ˜(t ) ≤ 12r ,
l (βi (t ))≤ 12pi for every i , and we estimate
|1−βi (t )|= 12 (|1−βi (t )|+ |1−βi (t )−1|)
≤ |1− z miβi (t )|+ |1− z miβi (t )−1|
=
∣∣∣∣∣∣∣1−
n∏
j=i
z |mi j |ω j (t )
mi j
∣∣∣∣∣∣∣+
∣∣∣∣∣∣∣1−
n∏
j=i
z |mi j |ω j (t )
−mi j
∣∣∣∣∣∣∣
≤
n∑
j=1
|mi j | · |1− zω j (t )sgn mi j |+
n∑
j=1
|mi j | · |1− zω j (t )− sgn mi j |
=
n∑
j=1
|mi j |(|1− zω j (t )mi j |+ |1− zω j (t )−mi j |).
By summing over all i = 1 . . . r we obtain
r∑
i=1
|1−βi (t )| ≤
r∑
i=1
n∑
i=1
|mi j | · |1−ω j (t )±1| ≤
2n∑
j=1
M |1− zω j (t )|,
where M := max j=1...n
∑r
i=1 |mi j |. By appropriate scaling of the two sums and
taking the infimum over all z we arrive at λ(t )≤M`′1(t ) and also λ˜(g )≤M`′1(g )
for all g ∈G.
By looking up the tables in [28], Appendix C, we find that the highest weight
ω for δ is a linear combination of fundamental roots with integer coefficients.
All other weights differ from ω by an element of the root lattice and therefore
every weight is a linear combination of the fundamental roots with integer co-
efficients. We write ω j =
∑r
i=1 n j iβi , where n j i ∈ Z. Then, using the special
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number z = 1, similarly to the above calculation
n∑
j=1
|1− zω j (t )±1| ≤
n∑
j=1
|1−ω j (t )±1| ≤ 12
r∑
i=1
N |1−βi (t )±1|,
where N :=maxi=1...r
∑n
j=1 |n j i |. After rescaling `′1(t )≤ 2N λ˜(t ) follows. Setting
L :=max(M , 2N ) finishes the proof. 
 3 BOUNDED GENERATION IN COMPACT CONNECTED SIMPLE LIE
GROUPS
The motivation for this paragraph is taken from [34], Paragraph 5.5.4. The
goal is to refine the methods from ibid. to obtain the result that in compact
connected simple Lie groups an element which is not much longer, in the sense
of measuring with λ, than some other element, can be written as a bounded
product of conjugates of the latter.
Let G be a compact connected simple Lie groups with maximal torus T . Then
every element g ∈ T can be decomposed into the product of commuting factors
g = gi · g ′i , where gi ∈Hi and g ′i ∈ Ti . Moreoverβi (g ) =βi (gi )βi (g ′i ) =βi (gi ),
because g ′i ∈ Ti = ker(βi ).
The following result can be found in the proof of Lemma 5.20 in [34].
LEMMA 6.6 Let G = SU(2) and g , h be non-trivial elements in G such that
λ(g )≤ mλ(h), m ≥ 2 an integer. Then g is a product of at most m conjugates of
h.
In the notation introduced in  1 the image of ϕα in G is isomophic to SU(2) or
PSU(2), depending on whether G is simply connected or not. Since we want to
apply Lemma 6.6, it would be convenient to work in simply connected groups.
Because the classical quasisimple Lie groups defined in  1 are not necessarily
simply connected, we have to use covering groups instead. Since the functions
`′1 and λ˜ are defined modulo the center, it will in the end make no difference
which group on the scale from simply connected to simple we used.
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We continue with further features of the internal structure of a (simply con-
nected) compact connected quasisimple Lie group, as outlined in [34]. We make
adjustments to the text and notation of this reference when needed.
We give two lemmas concerning linear combinations of roots and the resulting
impact on the structure of G.
LEMMA 6.7 In any simple root system Φ every long root β can be written as
β = α1 + α2 for short roots α1 and α2. Every short root α can be written as
α = µβ1 +µβ2, where µ ∈ ±{ 13 , 12 , 1}. These are the only coefficients that can
appear in a linear combination of two roots to a third.
P r o o f. The lemma follows from inspection of the standard representations of
root systems.
If Φ is of type An, Dn, E6, E7 or E8 all roots have the same length and there is
nothing to prove. In case of Φ being of type Bn, the roots are exactly the integer
vectors v in Rn with Euclidean norm |v | = 1 or |v | = p2. For type Cn we
have Φ =
{
v ∈Zn ∣∣∣ |v |=p2}∪ {v ∈ (2Z)n | |v |= 2}. We see that in these cases
µ=± 12 . If Φ is of type F4, it is the union of the set of all vectors in R4 with two
or one components equal to ±1 and the others equal to 0 and the set of vectors
with all components being ± 12 . Here µ is either ± 12 or ±1, depending on the
short root. In the remaining case of type G2 we represent Φ by vectors in R3,
the short roots being
(1,−1,0), (−1,1,0), (1,0,−1), (−1,0,1), (0,1,−1), (0,−1,1)
and the long roots
(2,−1,−1), (−2,1,1), (1,−2,1), (−1,2,−1), (1,1,−2), (−1,−1,2).
Again a close look implies the claim with µ=± 13 . 
LEMMA 6.8 Let α,β be fundamental roots of different lengths and g an element
in Hα such that l (α(g )) = ". Then there are elements w1 and w2 in the Weyl
group such that Hα ⊂H w1β H w2β and in particular g equals the product g1 g2, where
gi ∈H wiβ are elements such that l (βwi (gi ))≤ ".
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P r o o f. The inclusion Hα ⊂ H w1β H w2β can be found in [34] in the proof of
Lemma 5.19 and the argument goes as follows. The Weyl group W acts on
the roots. There are elements w1 and w2 in W such that α equals the linear
combination µ1β
w1 +µ2β
w2 . The claim follows.
We have to go into detail and take care of lengths of elements in the product.
To each root δ corresponds a coroot hδ in the Lie algebra of G. Chapter 23
in [8] shows that there is a normalization of coroots such that we can assume
hδ+ζ = hδ + hζ . The homomorphism ηδ is induced by eδ : ϑ 7→ exp(ϑihδ).
(Confer [39], Theorems 6.20, 4.8, 4.16.) Here the angle l (δ(eδ(ϑ))) equals 2|ϑ|
if |ϑ| ∈ [0, 12pi] and 2pi− 2|ϑ| if |ϑ| ∈ [ 12pi,pi]. From Lemma 6.7 we know that
the coefficients µ := µ1 = µ2 are ± 13 , ± 12 or ±1. Hence µ−1 is an integer and if
we write γi :=β
wi , i = 1,2,
hγ1 + hγ2 = hγ1+γ2 = hµ−1α =µ
−1hα
and so the coroots obey the same linear relation as the roots.
Assume without loss of generality g = eα(
1
2"), where " < pi. Then l (α(g )) = "
and α=µγ1+µγ2 implies
eα(
1
2") = exp(
1
2"ihα) = exp(
1
2µ"ihγ1)exp(
1
2µ"ihγ2) = eγ1(
1
2µ")eγ2(
1
2µ").
Hence g = eα(
1
2") ∈ Hα is the product of elements gi = eγi ( 12µ") in the sub-
groups H w1β and H
w2
β , respectively, with angle l (γi (gi )) =µ"≤ ". 
We are now ready to generalize Lemma 6.6 to an arbitrary compact connected
quasisimple Lie group G. We use the interplay of the groups Si and the Weyl
group W , and the decomposition of the maximal torus T into subgroups Hi .
To use Lemma 6.6 we can in the following safely assume that G is a simply
connected Lie group, since λ is zero on the center of G and thus well defined on
the quotient G/Z(G).
We use the abbreviation h−H := (h−1)H for subgroups H of G and h ∈G.
LEMMA 6.9 Let gi ∈Hi and h j ∈H j , corresponding to g and h in T , such that
l (βi (g ))≤ ml (β j (h)), where m is an even integer. Then
gi ∈ (hG ∪ h−G)4m.
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P r o o f. The proof splits in two cases whether βi and β j have the same length
or not.
Ifβi andβ j are roots of the same length, then there is an element v in the Weyl
group W such that H vi = H j . This entails g
v
i ∈ H j ⊂ S j . The Weyl group
permutes the roots by conjugating the argument. Hence l (β j (g
v
i )) = l (βi (gi )),
and g vi ∈
Å
h
S j
j
ãm
by Lemma 6.6. We compute
(hS j )m = ((h j h
′
j )
S j )m =
Å
h
S j
j
ãm · h ′j m
to deduce
gi ∈ ((hS j )m h ′j−m)v
−1
.
Now l (β j (1)) = 0 and by Lemma 6.6, 1 ∈ (hS jj )2. Therefore, and because h ′j
commutes with every element in S j ,
(h ′j )
2 ∈
Å
h
S j
j
ã2 · (h ′j )2 = (hS j )2.
Note that this works equally well for h−1 instead of h. Because we assumed m
even, we arrive at
gi ∈ ((hS j )m(h−S j )m)v−1 ⊂ (hG ∪ h−G)2m.
If βi and β j are roots of different lengths, Lemma 6.8 gives the existence of
elements w1 and w2 such that gi = f
w1
1 f
w2
2 , where fk is in H j and l (β j ( fk)) ≤
l (βi (gi )), for k = 1,2. Then, again by Lemma 6.6, fk ∈
Å
h
S j
j
ãm
, and we obtain
gi ∈
ÅÅ
h
S j
j
ãmãw1 ·ÅÅhS jj ãmãw2 .
We now proceed as above to deduce
gi ∈ ((hS j )m(h−S j )m)w1 · ((hS j )m(h−S j )m)w2 ⊂ (hG ∪ h−G)4m. 
We need a variant of the previous lemma for classical groups, involving several
roots at once:
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LEMMA 6.10 Let G be a classical group and g and h be elements in T . Let βik ,
β jk be roots of the same length, where k = 1 . . . s . Assume that βik and βil as
well as β jk and β jl are pairwise orthogonal, i.e. |ik − il | ≥ 2 and | jk − jl | ≥ 2 if
l 6= k. If βil (g )≤ mβ jl (h) for all l = 1 . . . s , where m is an even integer, then
gi1 · gi2 · . . . · gis ∈ (hG ∪ h−G)2m.
P r o o f. The proof is similar to the one of Lemma 6.9 and requires only one
additional argument from [34]. We write h = h j1 · . . . · h js · h, where h ∈ T j1 ∩
. . .∩ T js , and similarly g = gi1 · . . . · gis · g . For every choice of distinct k, l the
groups S jk and S jl commute elementwise, because the corresponding roots are
orthogonal. Since h ∈ T j1 ∩ . . .∩T js , also h commutes with S jk for all k. Hence(
hS j1 ·...·S js
)m
=
Å
h
S j1
j1
· . . . · hS jsjs · h
S j1 ·...·S js
ãm
=
Å
h
S j1
j1
ãm · . . . ·ÅhS jsjs ãm · h m
follows. By Lemma 5.21 in [34] and orthogonality of the roots involved there is
an element v in the Weyl group of G such that H vik = H jk for all k = 1 . . . s . By
Lemma 6.6 g vik ∈
Å
h
S jk
jk
ãm
for all k = 1 . . . s . This implies
gi1 · . . . · gis ∈
((
hS j1 ·...·S js
)m · h−m)v−1 .
We also have
h
−2 ∈
Å
h
S j1
j1
ã−2 · . . . ·ÅhS jsjs ã−2 · h−2 = (hS j1 ·...·S js )−2 ,
which results in
gi1 · . . . · gis ∈
((
hS j1 ·...·S js
)m · (h−S j1 ·...·S js )m)v−1 ⊂ (hG ∪ h−G)2m,
as claimed 
The next theorem is modelled after Case 1 in Lemma 5.19 in [34].
THEOREM 6.11 Let " > 0 and G be a compact connected simple Lie group of
rank r . Assume g and h are non-trivial elements in T satisfying λ(h) = " and
λ(g )≤ mλ(h) for an even integer number m. Then
g ∈ (hG ∪ h−G)4m r 2 .
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P r o o f. Write g = g1 · . . . · gr , h = h1 · . . . · hr , where gi , hi ∈ Hi . For reasons
of averaging there is one fundamental root β j such that l (β j (h)) ≥ "pi. Let
mi ≥ 2 be the smallest even integer such that λ(gi )≤ miλ(h j ). Then mi cannot
be larger than m r for any i . In the worst case, there might be many mi which
are very small (such as mi = 2), while some mi is close to m r . Therefore we
must estimate
∑r
i=1 mi ≤ m r 2. We now use Lemma 6.9 to obtain for all i
gi ∈ (hG ∪ h−G)4mi ,
independently of the length of roots involved. Because g is the product of the gi ,
and summing the mi gives at most m r
2, g is a product of 4m r 2 or less conjugates
of h and h−1. 
 4 LIE GROUPS OF BOUNDED RANK
We want to show that an analogue of Theorem 5.13 holds for well behaved Lie
groups.
For the next theorem we also write λ˜ for the function obtained as a pointwise
ultralimit of the functions λ˜ in ultraproducts of Lie groups.
THEOREM 6.12 Let Gi be compact connected quasisimple Lie groups. If g ∈
G := ∏u Gi satisfies λ(g ) > 0, then N (g ) = G . The set N of all g such that
λ˜(g ) = 0 is a normal subgroup and G/N is simple.
P r o o f. We can assume gi ∈ Ti , where Ti is a maximal torus of Gi . Then the
first part of the theorem follows already from Lemma 5.19 in [34]. For groups
of bounded rank we can alternatively use Theorem 6.11.
By Lemma 6.4 and Lemma 6.5 λ˜(g ) = 0 is equivalent to `′1(g ) = 0. Because `
′
1
is a pseudo length function, N is a normal subgroup. From the first part of the
theorem we deduce that G/N is simple. 
We define g  h for g ,h ∈G \ {1} as in Section 5,  4, except that we use `′1 as
our length of choice. Then Lemma 5.14 immediately implies g  h whenever
g ∈N (h).
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LEMMA 6.13 Let G be an ultraproduct of compact connected simple Lie groups
Gi of bounded rank and assume g  h for non-trivial elements g and h in G .
Then g ∈N (h).
P r o o f. The hypothesis assures λ(gi ) ≤ mλ(hi ) for almost all i and a suitable
constant m. Following Theorem 6.11 we immediately obtain gi ∈ C (h±1i )4m r 2 ,
where r is the bound on the rank of the groups Gi . Hence
g ∈C (h±1)4m r 2 ⊂N (h) 
We are now ready to prove the analogue of Theorem 5.13 for Lie groups of
bounded rank.
THEOREM 6.14 Let Gi be compact connected simple Lie groups of bounded
rank. Then the set N of normal subgroups of G := ∏u Gi is linearly ordered
by inclusion.
P r o o f. Exactly as in the proof of Theorem 5.13 we show that the set N0 of
normal closures of elements of G is order isomorphic to a subset of K/≡. This
is the quotient of K := ∏u[0,1] by the equivalence relation ≡, which defines a
and b equivalent if
0< lim
u
ai
bi
<∞.
Because a maximal torus T in a Lie group of rank r is isomorphic to the standard
torus (S1)r , it is clear that for any prescribed a in [0,1] there is an element in
T with length a. Hence N0 is isomorphic to K/ ≡. Now an application of
Lemma 5.18 shows that also N is linearly ordered. 
 5 LIE GROUPS OF UNBOUNDED RANK
Unfortunately, unlike for finite simple groups, Theorem 6.14 turns out to be
false if there is no bound on the rank. We illustrate this fact as follows.
Let Gn := SU(2n+ 1). We consider elements
gn = diag
Å
e
i2pi(n−1)
n , e
ipi
n2 , e
ipi
n2 , . . . , e
ipi
n2 , 1, . . . , 1
ã
, hn = diag(−1,−1,1, . . . , 1)
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in the maximal torus T of diagonal matrices, where n entries of gn equal 1.
To make the counterexample meaningful we have to pass to PSU(2n + 1), or
equivalently use pseudo length functions that vanish on Z = Z(SU(2n+ 1)). If
we assume that g ∈ N (h), then Lemma 5.14 implies the existence of a constant
m such that infz∈Z `r(z gn)≤ m infz∈Z `r(z hn) for infinitely many n. But the left
hand side converges to 12 and the right hand side equals
2m
2n+1 , which does not fit
together well. On the other hand h ∈N (g ) would imply
λ˜(hn)≤ 2`′1(hn)≤ 2m`′1(gn)≤ 4mλ˜(gn),
for some (other) constant m and infinitely many n. After ordering the entries of
gn and hn appropriately we evaluate λ˜(gn) ≤ 4n(2n+1) and λ˜(hn) = 42n+1 to obtain
a contradiction once again, and must conclude that neither N (g ) ⊂ N (h) nor
N (h)⊂ N (g ) holds. Therefore the set of normal subgroups in the ultraproduct
of (projective) special unitary groups cannot be linearly ordered.
Despite this setback we try to see how far we can get. Let g be an element in a
classical compact connected quasisimple Lie group of rank n with maximal torus
T . In what follows we will call t ∈C (g )∩T optimal if the following holds: For
all s ∈ C (g ) ∩ T we have |1−β1(t )| ≥ |1−β1(s)|, and for all k = 1 . . . n − 1
the equations |1 − βi (t )| = |1 − βi (s)| for i = 1 . . . k imply |1 − βk+1(t )| ≥
|1−βk+1(s)|. We define a function Fg : N→ [0,1] by
Fg (i) :=

1
2 |1−βσ(i)(t )|, i ∈ [n],
0, i > n,
where t is optimal and σ is a permutation of [n] such that Fg (i) ≥ Fg (i + 1)
results for all i ≥ 1. Note that there is always an optimal t and for different
optimal elements s and t the differences |1−βi (t )| and |1−βi (s)| are the same.
Hence Fg is well defined.
Let the sequences of functions (F j ) and (H j ) be representatives of elements F
and H , respectively, in the ultraproduct
M :=
∏
u
Fn j (N,[0,1]),
where Fn j (N,[0,1]) is the set of decreasing functions N→ [0,1] with support
contained in [n j ]. We let F  H if and only if there are constants c and k ∈ N
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such that for u-almost all j
F j (ki + 1)≤ cH j (i + 1),
whenever i ≥ 0. It is clear that this defines a quasiorder on the space M . We let
F ≡ H if F  H and H  F to obtain the the quotient space M/ ≡ with the
induced ordering. If g ∈ G \ {1} we define Fg as the element in M associated
with (Fg j ) j . With these notions at hand let g  h be equivalent to Fg  Fh.
LEMMA 6.15 Let g and h be elements in a classical compact connected quasisim-
ple Lie group G. Then, if i , j ≥ 0,
Fg h(6i + 6 j + 1)≤ 2Fg (i + 1)+ 2Fh( j + 1).
P r o o f. Consider the standard embedding of G in U(n). The singular values
si (1− g ) of 1− g are defined as
si (1− g ) = |λi (1− g )|,
where λi = λi (1− g ) is some eigenvalue of 1− g counted with algebraic multi-
plicity, and we assume the si (1− g ) in decreasing order. We define
s i (g ) := infz∈Z(U(n))
1
2 si (1− z g ).
Observe that since si+1(1− z g )≤ si (1− z g ) holds for all z, also s i+1(g )≤ s i (g )
is true for i = 1 . . . n. We prove the claim by showing two inequalities for the
different groups in question.
Let first G = SU(n + 1) and t ∈ C (g ) ∩ T be optimal. Then Fg (i) = 12 |tσ(i) −
tσ(i)+1|. Let z ∈ Z(U(n+ 1)) and τ a permutation such that
|z − tτ(1)| ≥ |z − tτ(2)| ≥ . . .≥ |z − tτ(n)|.
If we assume the existence of i such that |tσ(2i+1) − tσ(2i+1)+1| > 2|z − tτ(i+1)|,
then for all k = 1 . . . 2i + 1 the estimate 2|z − tτ(i+1)| < |z − tσ(k)|+ |z − tσ(k)+1|
follows. Hence |z − tσ(k)|> |z − tτ(i+1)| or |z − tσ(k)+1|> |z − tτ(i+1)| and σ(k) ∈
{τ(1), . . . ,τ(i)} or σ(k) + 1 ∈ {τ(1), . . . ,τ(i)}. It might happen that σ(k) =
σ(l )+ 1 for some 1≤ k , l ≤ i , but not more than i times. Thus {τ(1), . . . ,τ(i)}
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contains at least i +1 elements, a contradiction. Therefore Fg (2i +1)≤ si+1(1−
z g ) holds for all i , independently of z.
If i , j ≥ 0 and i + j + 1≤ n+ 1 we have for central elements x, y in U(n+ 1) by
the Ky Fan singular value inequality
si+ j+1(1− xy g h) = si+ j+1((1− x g )y h +(1− y h))
≤ si+1((1− x g )y h)+ s j+1(1− y h)
= si+1(1− x g )+ s j+1(1− y h).
(Confer [19].) Combining this estimate with the previous one we obtain
Fg h(2i + 2 j + 1)≤ si+1(1− x g )+ s j+1(1− y h).
Taking the infimum over all x, y ∈ Z(U(n+ 1)) on both sides yields
Fg h(2i + 2 j + 1)≤ 2s i+1(g )+ 2s j+1(h).
For the other classical groups the proof is similar and we will point out where
slight changes have to be made. Consider the case G = SO(2n+1)⊂U(2n+1).
We assume that |1−βσ(3i+1)(t )| > 2|z − tτ(i+1)| (when 3i + 1 ≤ n), where τ
satisfies |z− tτ(1)| ≥ |z− tτ(2)| ≥ . . .≥ |z− tτ(2n+1)|. Since we haveβn(t ) = tn, for
i0 such that σ(i0) = n we must distinguish two cases. If i0 = 1 the maximality of
|z − tτ(1)| is contradicted by
2|z − tτ(1)|< |1−βσ(1)| ≤ |z − tσ(1)|+ |z − 1|.
(Note that |z − 1| is a singular value of z − g .) For other i0 the proof works
as above, and we use the factor 3 to be able to ignore i0 when deducing the
contradiction. We then obtain Fg (3i + 1) ≤ si+1(1− z g ) for all i , and with the
help of the Ky Fan singular value inequality as above
Fg h(3i + 3 j + 1)≤ 2s i+1(g )+ 2s j+1(h)
follows.
In SO(2n) or Sp(2n) we do nearly the same as for SO(2n+ 1). We assume |1−
βσ(3i+1)(t )| > 2|z − tτ(i+1)|. For i0 such that σ(i0) = n we obtain in SO(2n) a
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contradiction by the estimate
2|z − tτ(1)|< |1−βσ(1)|= |z z−1− tn tn−1| ≤ |z − tn|+ |z − t−1n−1|,
and in Sp(2n) similarly by 2|z − tτ(1)| < |z − tn|+ |z − t−1n |. Since we chose the
factor 3, we can again disregard the different root when arguing as in the case of
SU(n+ 1) for other i0. Hence for these groups as well
Fg h(3i + 3 j + 1)≤ 2s i+1(g )+ 2s j+1(h)
is true.
Now we proceed by showing a second estimate. Consider SU(n + 1) and let t
be optimal. Because we can conjugate with arbitrary generalized permutation
matrices of determinant 1 in SU(n+ 1), by definition of optimality |ti − ti+1| ≥
|ti − t j | for all i = 1 . . . n − 1, j ≥ i + 1. Let τ be a permutation such that
|tn−1− tτ(1)| ≥ |tn−1− tτ(2)| ≥ . . .≥ |tn−1− tτ(n)|. Then
2s i (g ) = infz∈Z(U(n)) si (z − t )≤ si (tn − t )
= |tn − tτ(i)| ≤ |tτ(i)− tτ(i)+1| ≤ 2Fg (σ−1τ(i))
if τ(i) ≤ n − 1. If τ(i) = n we have s i (g ) ≤ 0. Because Fg is decreasing by
definition and we can estimate each s i (g ) from above with a unique value of Fg ,
in fact
s i (g )≤ Fg (i)
follows for all i = 1 . . . n.
Now let G = SO(2n + 1) and t be optimal. Then |ti − ti+1| ≥ |ti − t±1j | for all
i = 1 . . . n−1, i+1≤ j ≤ n. Let τ be a permutation such that |tn− tτ(1)| ≥ |tn−
tτ(2)| ≥ . . .≥ |tn− tτ(n)|. We have to take into account that |tn− ti | and |tn− t−1i |
might be of comparable size. Therefore, using s 2i+1(g ) instead of s 1+i (g ), for
i ≥ 0
2s 2i+1(g )≤ s2i+1(tn − t )≤ |tn − tτ(i+1)|
≤ |tτ(i+1)− tτ(i+1)+1| ≤ 2Fg (σ−1τ(i + 1))
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if τ(i + 1) 6= n, and s 2i+1(g ) ≤ 0 otherwise. Hence s 2i+1(g ) ≤ Fg (i) for all
i = 0 . . . n− 1.
If G = SO(2n) we have |ti − ti+1| ≥ |ti − t±1j | for all i = 1 . . . n−2, i+1≤ j ≤ n.
Let τ be a permutation as above corresponding to tn−1. Then we proceed as
before to obtain s 2i+1(g ) ≤ Fg (i) for all i = 0 . . . n − 1. The case of Sp(2n) is
similar.
Combining the different estimates finishes the proof. 
PROPOSITION 6.16 Let g and h, both not equal to 1, be elements in an ultra-
product of compact connected simple Lie groups G j such that g ∈ N (h). Then
g  h.
P r o o f. Let G j have rank r j and consider the interesting case r j →u ∞. We
assume that g is a product of k conjugates of h±1. This implies that g j ∈G j is a
product of not more than 6k conjugates of h±1j for u-almost all j . By conjugating
we can assume g j and h j in a maximal torus of G j . We only have to take care of
r j sufficiently larger than 6k. Imagine G j embedded in a unitary group by the
standard representation, in order to use Lemma 6.15. In a group of such a large
rank now for i ≥ 0
Fg j (6ki + 1)≤ 2k6kFh j (i + 1)
holds, because Fh j is invariant under conjugation of h j with unitaries. 
A graph X has coloring number χ (X ) = k if there is a coloring of the vertices
with k colors such that no two vertices of the same color are joined by an edge
and k is minimal with this property.
Let X be a graph with a partition of the vertices into subsets of size k. Then
a strong k-coloring of X is a coloring such that every color appears in each
partition exactly once. (If the number of vertices is not divisible by k we add
isolated vertices as needed.) Then the strong coloring number sχ (X ) of X is
the least k such that for all partitions of the vertices into subsets of size k, X
admits a strong k-coloring. (Confer also [2].)
LEMMA 6.17 There is a natural number s ≥ 3 such that the following holds.
Let σ be a permutation of the numbers [n], where n is divisible by s . Then one
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can partition (σ(1),σ(2), . . . ,σ(n)) into s vectors vi := (ai ,1, . . . ,ai , ns ) such that|ai , j − ai ,k | 6= 1 for all i = 1 . . . s and j , k = 1 . . . ns , and ai , j = σ(k) implies
|s j − k| ≤ s − 1.
P r o o f. We reformulate the problem in graph theoretical terms. Consider the
vector (1,2, . . . , n) as a graph, where i , j are connected if |i − j | ∈ {1, n − 1},
i.e. the cycle Cn. We assign a vertex i of this graph the label bσ−1(i)+s−1s c. Thus
we use ns different labels, each one occuring exactly s times. If s ≥ sχ (Cn),
then there is a proper coloring of Cn such that no two vertices with the same
label have the same color. Now let vi be the vector of vertices of color i , in
the ordering prescribed by the labels. Then it follows immediately that no two
consecutive numbers appear in the same vi . If ai , j = σ(k), then j = b k+s−1s c and
the difference |s j − k| is strictly less than s .
Since it is known that the strong coloring number of Cn can be bounded inde-
pendently of n, the claim follows. 
Note that the constant sχ (Cn) in the previous lemma can be made explicit.
Alon in [2] mentions the bound of sχ (Cn)≤ 4 (for n divisible by 4), credited to
de la Vega, Fellows and himself. The usual proofs invoke probabilistic methods
such as the Lovász local lemma. Fleischner and Stiebnitz proved in [20] that
sχ (Cn) = 3, and there is an elementary proof for this fact, presented by Sachs in
[38].
LEMMA 6.18 Let G be a compact connected simple Lie group of rank r > 20k
for a natural number k. Assume g and h are non-trivial elements in the maximal
torus T satisfying Fg (ki + 1) ≤ mFh(i + 1) if i ≥ 0, where m ∈ N is an even
integer. Then
g ∈ (hG ∪ h−G)140k m+4m.
P r o o f. Considering the rank requirements, G is a classical group of type Ar ,
Br , Cr or Dr . Then without loss of generality the roots βi , i = 1 . . . r − 1,
form a root system of type Ar−1 and the rootβr possibly has a different length.
Roots β j and βi are orthogonal, whenever |i − j | ≥ 2 and we will say that i is
orthogonal to j in that case.
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We can assume without loss of generality that g and h are optimal. Let K := 5k.
With N the largest natural number divisible by 3 such that NK ≤ r −K − 1,
we define N -tuples Al := (l ,K + l , 2K + l , . . . ,NK + l ) for l = 1 . . .K and A0 :=
(1,2, . . . ,N ). We choose the permutation σ implicitly by writing Fg (i) =
1
2 |1−
βσ(i)(g )| as above. Likewise we have τ corresponding to h. Both permutations
act coordinatewise on N -tuples. If we choose i ≥ 0, then
1
2 |1−βσ(Ki+l )(g )|= Fg (Ki + l )≤ mFh(i + 1) = 12 m|1−βτ(i+1)(h)|.
If l ∈ {1, . . . ,K} we hence obtain
l (βσ(Ki+l )(g ))≤ 2ml (βτ(i+1)(h)).
Without loss of generality, we can assume the worst case that τ(A0) contains N
consecutive numbers. Then by Lemma 6.17 and the subsequent remarks there is
a partition of τ(A0) into tuples B1, B2 and B3 with the same number of elements
such that the entries in Bi are pairwise orthogonal for i = 1,2,3. In the same
way we obtain Ci ,l , i = 1,2,3, from the sets σ(Al ), l = 1 . . .K . By Lemma 5.21
in [34] (here we use orthogonality) there are elements wi ,l in the Weyl group of
G that map the vectors of fundamental roots corresponding to Bi to the vectors
of fundamental roots corresponding to Ci ,l for all i = 1,2,3, l = 1 . . . k. We will
apply Lemma 6.10 to all gi for i ∈ C j ,l , but have to check first if we will end up
with good enough constants. Lemma 6.17 with s = 3 guarantees that indices are
at a distance of at most 2 from their optimal position. In the worst case we have
to compare l (βσ(K(i−2)+l )(g )) with l (βτ(i+3)(h)). Since under this assumption
i ≥ 3,
K(i − 2)+ l ≥ 5k(i − 2)+ 1= ki + 1+ 4ki − 10k
≥ (ki + 1)+ 12k − 10k = k(i + 2)+ 1.
This implies
l (βσ(K(i−2)+l )(g ))≤ l (βσ(k(i+2)+1)(g ))≤ 2ml (βτ(i+3)(h)).
For other possibly dislocated indices this kind of estimate works as well. After
the abovementioned application of Lemma 6.10 we know∏
i∈C j ,l
gi ∈ (hG ∪ h−G)2·2m.
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When we reconstruct most of g in this way, we arrive at∏
i∈⋃C j ,l gi ∈ (h
G ∪ h−G)4m·15k ,
because we had to treat 3 ·K = 15k sets C j ,l . What remains are the indices left
out in the above procedure. The number of these is r −NK ≤ 4K by the choice
of N . If i ≤ r − 1, using hτ(1), we can generate the gi separately in 2 · 2m steps
as in Lemma 6.9. The last root βr possibly requires the second argument in
the proof of Lemma 6.9, which results in adding 4 · 2m. Hence generating the
missing parts of g can be done in (4K − 1) · 4m+ 8m = 4(20k + 1)m steps.
All in all we end up with
g ∈ (hG ∪ h−G)140k m+4m
as claimed. 
THEOREM 6.19 Let g and h be elements in the ultraproduct G of compact
connected simple Lie groups of unbounded rank. Then g  h is equivalent to
g ∈N (h).
P r o o f. The first implication was already proved in Proposition 6.16. The
proof of the second is an application of Lemma 6.18, analogous to the proofs
of Theorem 5.13 or Theorem 6.14. 
Up to now it is clear that the set of normal closures of elements inG is order iso-
morphic to M/≡. What remains to be clarified is the influence of this ordering
on the ordering of normal subgroups.
We are interested in the lattice of normal subgroups of groups G. The lattice
operations are N∧M =N∩M and N∨M =N M , the normal subgroup generated
by N and M , for any choice of normal subgroups in G. It is well known that
the lattice of normal subgroups of any group is modular, that is for normal
subgroups L, M and N the modular law
((L∧N )∨M )∧N = (L∧N )∨ (M ∧N )
holds.
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LEMMA 6.20 Let G be an ultraproduct of compact connected simple Lie groups
G j and g , h in the ultraproduct T ⊂ G of maximal tori of the G j . Then there
are a, b ∈T such that N (g )∧N (h) =N (a) and N (g )∨N (h) =N (b).
P r o o f. We define functions A := min(Fg , Fh) and B := max(Fg , Fh). The plan
is to show that there are actually elements a and b such that A = Fa and B =
Fb. For some j consider the functions Aj := min(Fg j , Fh j ), B j := min(k 7→
1,max(Fg j , Fh j )). Let T j be a maximal torus in the group G j of rank r , where we
can assume g j , h j ∈ T j . Because T j is isomorphic to (S1)r we find elements a j
and b j in T j such that Fa j =Aj and Fb j = B j . This yields a and b as claimed. 
PROPOSITION 6.21 LetG be an ultraproduct of compact connected simple Lie
groups. Then the set N0 of normal closures of elements inG \{1} is a distributive
lattice.
P r o o f. We already know that N0 is order isomorphic to M/≡. It is clear that
the latter is a distributive lattice with meet and join induced by the operations
min and max applied to functions. Lemma 6.20 shows that the corresponding
operations in N0 produce normal closures again. 
LEMMA 6.22 Let G be a group. If the set of normal closures of elements in G is
a distributive lattice, then the lattice of normal subgroups is distributive, too.
P r o o f. Let L, M and N be any normal subgroups in G. We have to show that
(L∨M )∧N = (L∧N )∨ (M ∧N )
holds. Here the inclusion of the right hand side in the left hand side is true in
general. Moreover by assumption the whole equation holds for normal closures
of elements in G. Consider x ∈ (L∨M )∧N . Then x ∈ L∨M and x ∈N because
the meet operation is intersection of sets. Because the normal closure of L and
M is the normal subgroup LM , there are a ∈ L and b ∈M such that x equals the
product ab . This means that x ∈ N (a)∨N (b ). We also observe N (x) ⊂ N to
obtain
x ∈ (N (a)∨N (b ))∧N (x)
= (N (a)∧N (x))∨ (N (b )∧N (x))
⊂ (L∧N )∨ (M ∧N ).
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Thus the claim follows. 
The observations made in Proposition 6.21 and Lemma 6.20 suffice to prove the
following result.
THEOREM 6.23 IfG is an ultraproduct of compact connected simple Lie groups,
then the lattice of normal subgroups of G is distributive.
 6 THE LATTICE OF NORMAL SUBGROUPS IN ULTRAPRODUCTS OF
COMPACT SIMPLE GROUPS
The Peter-Weyl Theorem ([8], Theorem 4.2) implies that every compact topo-
logical group G has a unitary representention, i.e. a continuous homomorphism
ϕ into Un(C). By continuity the image ϕ(G) is a compact group again. If Γ is
simple, then ϕ is injective and thus G isomorphic to a compact subgroup of a
Lie group. By Cartan’s Theorem G is a Lie group again. Since the component
of the identity is a normal subgroup, if G is not connected it is discrete, in which
case it is finite by compactness. Thus the compact simple groups are exactly the
compact connected simple Lie groups and finite simple groups.
We considered ultraproducts of finite simple groups and compact connected sim-
ple Lie groups. We have to deal with the subcases of groups of bounded and
unbounded rank, because the two behave differently as shown above. If we
have an ultraproductG of compact simple groups the ultrafilter selects one kind
of groups among the four listed possibilities which determine the properties of
G . We will say that G is of bounded finite type, unbounded finite type,
bounded Lie type or unbounded Lie type ifG is essentially an ultraproduct of
finite simple groups of bounded or unbounded rank or Lie groups of bounded
or unbounded rank, respectively.
Recall the situation in the case of finite simple groups. We defined g  h if
lim
u
`(gi )
`(hi )
<∞,
where ` was one of the length functions `H and `J. For g 6= 1 in a finite simple
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group of rank n (where An has rank n) define
Fg (k) :=
 0, otherwise,1, if k ≤ n`(g ).
Then it is an elementary observation that Fg  Fh if and only if g  h for non-
trivial g ,h ∈ G , where the comparison of functions is in the same sense as for
Lie groups above. Using this last remark we can summarize our results in the
following theorem.
THEOREM 6.24 LetG be an ultraproduct of non-abelian compact simple groups
G j . Let M be the ultraproduct of sequences of decreasing functions F j : N→ [0,1]
with support of size less or equal to the rank of G j . Define F  H if there are
constants c, k such that F j (ki+1)≤ cH j (i+1) for all i ≥ 0 u-almost everywhere,
and F ≡H if F H as well as H  F .
(1) IfG is of unbounded Lie type, then the set of normal closuresN0 of elements
inG\{1} is a lattice isomorphic to the distributive latticeM/≡. The lattice
N of normal subgroups of G is distributive.
(2) If G is of bounded Lie type, then N0 is isomorphic to the linearly ordered
sublattice of M/ ≡ induced by the functions of bounded support and N is
linearly ordered.
(3) If G is of unbounded finite type, then N0 is isomorphic to the linearly or-
dered sublattice of M/ ≡ induced by the functions F : N→ {0,1}. Again,
N is linearly ordered.
(4) If G is of bounded finite type, then G is simple and N is isomorphic to the
lattice 2.
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