Recently, variable selection methods using penalized likelihood with a shrink penalty function have been widely studied in various statistical models including generalized linear models and survival models. In particular, they select important variables and estimate coefficients of covariates simultaneously. In this paper, we develop a penalized h-likelihood method for variable selection in gamma frailty models. For this we use the smoothly clipped absolute deviation (SCAD) penalty function, which satisfies a good property in variable selection. The proposed method is illustrated using simulation study and a practical data set.
Introduction
Selecting relevant variables from a high-dimensional statistical modelling is very important in data analysis. In ordinary linear regression models, there are a variety of classical techniques for variable selection such as forward selection, backward elimination and stepwise selection. However, these classical methods can be computationally expensive for large data set and often suffer from high variability (Fan and Li, 2001; Lu and Zhang, 2007) . Thus, Tibshirani (1996) proposed a new variable-selection technique in linear models, called "least absolute shrinkage and selection operator". It shrinks some coefficients and sets others to zero; that is, the true regression coefficients that are zero are automatically estimated as zero, and the remaining coefficients are estimated well as if the correct submodel were known in advance. However, the LASSO method can lead to biased estimates for the large coefficients and does not satisfy a good property such as oracle property for variable selection. Thus, the improved shrinkage methods including SCAD Li, 2001, 2002) and adaptive-LASSO (Zou, 2006) have been developed using the penalized likelihood for various models such as generalized linear models (GLMs) and Cox's proportional hazards (PH) models. In particular, Fan and Li (2002) proposed the penalized marginal likelihood
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Il Do Ha · Geon-Ho Cho method using the SCAD penalty function for gamma frailty models with correlated survival data. The marginal likelihood approach often requires an intractable integration in order to eliminate the frailties (i.e. random effects) (Ha et al., 2001; Ha and Lee, 2003) .
In this paper, we propose a penalized h-likelihood approach for variable selection in gamma frailty models. For this we use the SCAD penalty. The h-likelihood (or hierarchical likelihood; Lee and Nelder, 1996) avoids such intractable integration and provides a statistically efficient procedure in random-effect models such as hierarchical GLMs (HGLMs; Lee and Nelder, 1996; Ha, 2008; Kim et al., 2011) and frailty models (Lee et al., 2006; Ha et al., 2010) . The proposed method is illustrated using simulation studies and a well-known survival data, i.e. recurrent infection time data from chronic granulomatous disease (CGD) patients (Fleming and Harrington, 1991) . We also demonstrate that our method gives similar results to the penalized marginal likelihood method (Fan and Li, 2002) .
The paper is organized as follows. In Section 2 we briefly describe the gamma frailty models. In Section 3 we outline standard estimation procedures and then propose a penalized h-likelihood procedure. Simulation study and data analysis are provided in Section 4. Finally, discussion is given in Section 5.
Gamma frailty models
Let T ij (i = 1, · · · , q, j = 1, · · · , n i , n = i n i ) be time-to-event (i.e. survival time) for the j th observation of the i th cluster (or subject) and C ij be the corresponding censoring time. Then we have the observable random variables:
where I(·) is the indicator function. Denote by u i the unobserved frailty (or random effect) for the i th cluster. Gamma frailty models are described as follows. Given u i , the conditional hazard function of T ij takes the form
where λ 0 (t) is an unspecified baseline hazard function, β is a d × 1 vector of unknown regression parameters corresponding to fixed covariates
The distribution of frailties u i 's is assumed to follow a gamma distribution with mean E(u i ) = 1 and var (u i ) = α (Hougaard, 2000; Ha et al., 2001) . Here, the variance α is called frailty or dispersion parameter. The gamma frailty gives a mathematical simplicity; for other frailty distributions see Duchateau and Janssen (2008) and Ha (2011) . Notice that the model (2.1) becomes Cox's PH model if α = 0 (i.e. u i ≡ 1 ).
The functional form of λ 0 (t) in (2.1) is unknown. Following Breslow's (1972) idea, we consider the baseline cumulative hazard function Λ 0 (t) to be a step function with jumps at the r distinct observed event times (Ha et al., 2001) ,
where y (k) is the k th (k = 1, · · · , r) smallest distinct event time among the y ij 's, and λ 0k = λ 0 (y (k) ).
Penalized h-likelihood approach
We firstly outline standard h-likelihood and marginal likelihood procedures for gamma frailty models (2.1). Then we propose a penalized h-likelihood procedure for the variable selection using the SCAD function.
Standard estimation procedures
Following Ha et al. (2001) and Ha and Lee (2003) , the h-likelihood for the gamma frailty model (2.1) is defined by
where
is the logarithm of the conditional density function for y ij and
is the logarithm of the density function for v i = log(u i ) with parameter α.
is the risk set at y (k) , and c(α) = − log Γ(α −1 )−α −1 log(α). Since the dimension of λ 0 increases with sample size n, for the estimation of (β, v) with et al. (2001) proposed to the use of the profile h-likelihood h * with λ 0 eliminated:
are solutions of the estimating equations, ∂h/∂λ 0k = 0, for k = 1, · · · , r. With h * in (3.2) we estimate fixed parameters (β, α) and random effects v as follows. Ha et al. (2001) further showed that given α the estimation of τ = (β, v)
T is obtained by solving
Ha and Lee (2003) showed that given α, the equations (3.3) lead to the maximum h-likelihood estimator (MHLE) or HGLM-type score equations:
where X is the n × d matrix whose i th row vector is x T ij , Z is the n × q group indicator matrix whose i th row vector is z
in Appendix 2 of Ha and Lee (2003) ,
The square matrix of left-hand side of (3.4) is the negative Hessian matrix, H * = −∂ 2 h * /∂τ 2 , leading to an asymptotic variance of β (Lee and Nelder, 1996; Ha and Lee, 2003) :
Next, for the estimation of the gamma-frailty parameter α we use the second-order Laplace approximation (Lee and Nelder, 2001 ) to marginal likelihood (3.8), defined by
The maximum adjusted h-likelihood estimator for α is obtained by solving
In summary, the estimates ( τ , α) are obtained by the alternation between the two estimating equations (3.4) and (3.7) until convergence is achieved. On the other hand, for the inference the marginal likelihood, denoted by m, has been often used (e.g., Nielsen et al., 1992; Andersen et al., 1997) ; it can be obtained by integrating out the frailties from the h-likelihood in (3.1):
where h i = j 1ij + 2i . For the gamma frailty models (2.1), from (3.1) we have an explicit marginal likelihood (Hougaard, 2000) :
The maximum likelihood estimators are obtained by maximizing the marginal likelihood (3.9) either directly or by using the expectation maximization (EM) algorithm (Ha et al., 2010) . For details see Nielsen et al. (1992) and Andersen et al. (1997) .
Penalized h-likelihood procedure
Consider a penalized h-likelihood using h * in (3.2):
Here p λ (|β|) is a penalty function with tuning parameter λ. For example, p λ (|β|) = λ|β| p is called L p penalty; it becomes L 1 penalty (i.e. LASSO penalty; Tibshirani, 1996) if p = 1, and L 2 penalty if p = 2 which leads to the ridge regression. Fan and Li (2001) proposed the use of SCAD penalty, defined by
where x + denotes the positive part of x ; x + is x if x > 0, zero otherwise. A good penalty function should produce estimates that satisfy unbiasedness, sparsity and continuity (Fan and Li, 2001) . However, all of L p penalty do not simultaneously satisfy these three properties. Fan and Li (2001) showed that the SCAD penalty satisfies all three properties and that it can perform well as the oracle procedure in terms of selecting the correct subset model and estimating the true non-zero coefficients. Thus, in this paper we use the SCAD penalty (3.11) with a reasonable choice of a = 3.7 (Fan and Li, 2001 ) in oder to maximize (3.10) with respect to (β, v) given α. In particular, the estimating equations for β j (j = 1, · · · , d) are given by
for β j = 0. However, the SCAD functions become non-differentiable at the origin and they do not have continuous second-order derivatives. These make it difficult to maximize the penalized h-likelihood (3.10). Thus, we use a local quadratic approximation (Fan and Li, 2001) to the SCAD penalty (3.11). Then we can show that given α, the maximum penalized h-likelihood estimators for (β, v) are obtained from the following score equations:
with Σ λ = diagp λ (|β j |)/|β j |, which is an extension of the standard score equations (3.4). The standard errors of β are obtained from a sandwich formula (Fan and Li, 2001) :
Here, we use H ββ for cov(∂ h/∂β). For the estimation of α, we use Fan and Li (2002) . That is, the corresponding maximized PML estimators are obtained by maximizing m p .
Furthermore, for the estimation of tuning parameter λ we use a generalized cross-validation (GCV) statistic (Craven and Wahba, 1979; Cho et al., 2010) , given by GCV(λ) = −s v (h)/n {1 − e(λ)/n} ,
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Il Do Ha · Geon-Ho Cho where e(λ) = tr[{H ββ − Σ λ } −1 H ββ ] is the effective number of parameters. Note that λ = argmin λ {GCV(λ)} is selected using a simple grid method as in Fan and Li (2002) . In summary, in the inner loop, we maximize h p for (β, v) and s v (h p ) for α, respectively. In the outer loop, we find λ that minimizes GCV(λ).
Illustration

Simulation study
Following Fan and Li's (2002) scheme, simulated studies, based upon 100 replications of simulated data, are presented to evaluate the performance of the proposed method. We generate data from the gamma frailty model (2.1) assuming the exponential baseline hazard λ 0 (t) = 1, regression parameters β = (0.8, 0, 0, 1, 0, 0, 0.6, 0) and the variance α ≡ σ 2 = 0.5. Here, covariates x = (x 1 , x 2 , · · · , x 8 )
T are also generated from AR(1) structure with a correlation ρ = 0.5. Note that x 1, x 4 and x 7 are important covariates. We also set the sample size n = q i=1 n i = 50, 100, 200 with n i = 2 for all i. The corresponding censoring times C ij are generated from an exponential distribution with parameter empirically determined to achieve approximately the right censoring rate, around 30%.
For the 100 replications we computed the average number of zero coefficients of β. We also computed the mean, standard deviation (SD), and standard error (SE) which is obtained from the sandwich formula (3.13). Here, the mean and SD are the average and standard deviation of estimates of β in 100 simulations, respectively. The SE is also the average of 100 estimated standard errors for β. For more details of the computation see Ha and Lee (2003) and Ha et al. (2011) . For the frailty parameter σ 2 the corresponding mean and SD are also given. For comparison, we include Fan and Li's (2002) penalized marginal likelihood method. For the model fitting and computation we used SAS/IML.
The simulation results for zero coefficients and parameter estimates are summarized in Table 4 .1. Here, the column labeled "C" indicates the average number of coefficients, of the five true zeros, correctly set to zero, and "IC" indicates the average number of the three non-zeros incorrectly set to zero. The proposed h-likelihood method works well with sample size n and it gives very similar results to the marginal likelihood method (Fan and Li, 2002) .
Furthermore, in Table 4 .1 SD is the estimates of the true var( β)
and SE is the average of 100 estimated standard-errors for nonzero-coefficient estimates β = ( β 1 , β 4 , β 7 )
T (Ha and Lee, 2003) . Our SE is underestimated as compared to SD under a smaller sample n = 50, but it is largely improved when n increases as in n = 100 and n = 200 in terms of a good agreement between SE and SD.
A practical example
The chronic granulomatous disease (CGD) data (Fleming and Harrington, 1991) relate to a placebo-controlled randomized trial of gamma interferon in chronic granulomatous disease. The trial aimed to investigate the effectiveness of gamma interferon (gamma-IFN) in reducing the rate of serious infections in CGD patients. In total, 128 patients were followed for about 1 year. Of the 63 patients in the treatment group, 14 patients experienced at least C, average number of coefficients, of the five true zeros, correctly set to zero; IC, average number of the three non-zeros incorrectly set to zero; SD, standard deviation of estimates in 100 simulations; SE, average of 100 estimated standard errors.
one infection and a total of 20 infections were recorded. In the placebo group, 30 out of 65 patients experienced at least one infection, with a total of 56 infections being recorded. The survival times are the gap times for recurrent infection time data. Censoring occurred at the last observation for all patients, except one, who experienced a serious infection on the date he left the study. In the CGD study about 63% of the data were censored. The survival times for a given patient are likely to be correlated due to recurrent times of the same patients. Thus we model the recurrent infection times using the gamma frailty (2.1) and the nine fixed covariates x ij 's: treatment (0=placebo, 1=gamma-IFN), pattern of inheritance (0=autosomal recessive, 1=X-linked); age (in years); height (in cm); weight (in kg); use of corticosteroids at time of study entry (0=no, 1=yes); use of prophylactic antibiotics at time of study entry (0=no, 1=yes); sex (0=male, 1=female), and hospital region (0=U.S., 1=Europe). Using the penalized h-likelihood and marginal likelihood procedures in Section 3.2, the tuning parameter λ, selected by the corresponding GCV, is all 0.13. The estimates (PHL and PML) corresponding to the selected λ are given in Table 4 .2. From Table 4 .2, the tstatistic (=estimate/SE) of standard h-likelihood method (SHL) indicates that the effects of 4 covariates (i.e. Height, Weight, Prophylactic and Sex) are not significant; particularly, the effects of Height and Weight are very non-significant. As expected, we find that the proposed method (PHL) chooses 7 out of 9 covariates and that the non-zero estimates of PHL are overall similar to those of SHL. The PHL for β also gives similar results to the PML, which confirms the simulation results of Section 4.1. However, we observe that the estimates of frailty parameters (σ 2 ) of PHL method and their SEs are slightly different from those of PML; a possible reason is that the estimates of β are somewhat robust to those of σ 2 (Fan and Li, 2002) . Here, the SEs of both PHL and PML for σ 2 are obtained from the inversion of Hessian matrices −∂ 2 p v (h)/∂(β, λ 0 , σ 2 ) 2 and −∂ 2 m/∂(β, λ 0 , σ 2 ) 2 , respectively (Ha et al., 2010) .
Discussion
We have proposed a variable selection method using a penalized h-likelihood with SCAD penalty under gamma frailty models. We have demonstrated via numerical studies that our method performs well and found out that it gives about the same results as the penalized marginal likelihood approach (Fan and Li, 2002) . These facts are not surprising because the adjusted profile h-likelihood s v (h) in (3.6) is the second-order Laplace approximation to marginal likelihood m in (3.8): see also Ha and Lee (2003) . The proposed method can be extended to various frailty models such as frailty models with log-normal distribution (Ha et al., 2001; Ha, 2009 ) and frailty models with correlated distribution (Duchateau and Janssen, 2008; Hong, 2010; Ha et al., 2011) because the h-likelihood avoids integration itself. However, the corresponding marginal likelihood approach is computationally intensive because it requires very intractable integrations. We used only SCAD penalty in the hlikelihood framework. However, our method can be applied to other penalty functions such as LASSO, ridge or adaptive LASSO. The comparison with our method would be an interested further work.
