In this paper we consider the problem of estimating the largest eigenvalue and the corresponding eigenvector of a symmetric matrix. In particular, we consider iterative methods, such as the power method and the Lanczos method. These methods need a starting vector which is usually chosen randomly. We analyze the behavior of these methods when the initial vector is chosen with uniform distribution over the unit ndimensional sphere. We extend and generalize the results reported earlier. In particular, we give upper and lower bounds on the L p norm of the randomized error, and we improve previously known bounds with a detailed analysis of the role of the multiplicity of the largest eigenvalue.
INTRODUCTION
We consider the problem of approximating a few of the largest eigenvalues and the corresponding eigenvectors of a large symmetric sparse matrix. This problem is mainly solved by using algorithms based on Krylov information. Krylov information can be viewed as an n × k matrix, whose columns are the matrix-vector multiplications of the first k − 1 powers of the matrix A times a unit vector b. Among this class of algorithms we find the well-known power method and the far superior Lanczos method. These methods are iterative and they both need a starting vector. It is well known that these methods fail to converge to the largest eigenvalue if the starting vector is orthogonal to the eigenspace of the largest eigenvalue λ 1 . This fact motivates the choice of a random starting vector b and justifies the study of the "randomized error. " In other words, we analyze the behavior of these methods when the initial vector is distributed according to a probability measure µ. This approach has been already taken in [6, 7] for approximation to the largest eigenvalue and in [2, 9] for approximation to a normalized eigenvector.
It is well known that when the starting vector is chosen deterministically, the speed of convergence of the power and Lanczos methods depends dramatically on the ratio between the first two largest eigenvalues. Kuczyński and Woźniakowski [6] analyzed the randomized error for estimating the largest eigenvalue and they gave bounds on the randomized error that do not depend on the distribution of the eigenvalues. Distribution-free bounds can be used to determine the number of steps that for every matrix guarantees the randomized error to be lower than a positive threshold ε. In [2] it is proven that a similar result does not hold when we consider the problem of approximating an eigenvector corresponding to λ 1 by the power method. In fact, it is shown that there are worst case matrices for which the power method is not convergent, even for a random starting vector.
Leyk and Woźniakowski [9] generalized this negative result to every polynomial method (see Section 2 for the definition). In particular, for the 2 -norm they showed that there exists an n × n positive definite matrix for which all polynomial methods must fail to approximate an eigenvector corresponding to λ 1 , when less than n steps are used. This means that there are "worst case" matrices whose eigenvalues are badly separated and for which all polynomial methods do not converge for a randomly chosen starting vector.
In this paper we refine and generalize distribution-free, as well as distributiondependent, randomized error bounds proposed in the literature. In particular, in Section 3 we consider the "best" polynomial method and we compute the supremum over all positive definite matrices of the randomized error (in the p sense, p ∈ [1, +∞)) for eigenvector approximation. For the same problem we prove an upper bound on the rate of convergence of the method when the eigenvalues are not pathologically close one to each other. In Section 4 we give upper bounds on the randomized error (in the sense of p ) for the approximation of eigenvectors by the Lanczos method. We show that the rate of convergence depends on the relation between p and the multiplicity r of the largest eigenvalue. Our bounds are tighter than those given in [9] for the 2 norm.
Section 5 contains results on eigenvalue approximation. In Section 5.1 we give bounds for the randomized error in the p -norm that are independent of the distribution of the eigenvalues but depend on the multiplicity r of the largest eigenvalue. We show that the knowledge of the multiplicity r allows us to give tighter distribution-free bounds for both the power and the Lanczos methods. For the power method we give upper bounds that are sharp in the case 2p ≤ r. For the Lanczos method we provide an upper bound. Section 5.2 is devoted to the study of randomized error bounds that depend on the distribution of the eigenvalues. In particular, we propose upper and lower bounds for the approximation to the largest eigenvalue by using the power method. For the Lanczos method a new upper bound for the p case is provided. For p = 1, this bound compares favorably with the bound given in [6] . In order to evaluate the sharpness of our bounds, we have performed extensive numerical tests which are reported in Section 6. Section 7 contains some concluding remarks.
The main technical difficulties of the paper are in the computation of integrals of the kind 
µ(db),
where S n is the n-dimensional sphere of radius one. In order to simplify the exposition, an exact formula for this integral, as well as tight upper and lower bounds, are confined to the Appendix.
DEFINITIONS AND NOTATION
Let A be an n × n real symmetric matrix. Without loss of generality we can assume that A is positive definite (see [2, 6, 9] for comments about this assumption). Let λ 1 ≥ λ 2 ≥ . . . ≥ λ n > 0 denote the eigenvalues of A and let z 1 , z 2 , . . . , z n be the corresponding othonormal eigenvectors. Let r, r < n, denote the multiplicity of the largest eigenvalue λ 1 and Z 1 the eigenspace corresponding to λ 1 , i.e.,
We consider the problem of approximating λ 1 and a vector in Z 1 . This problem is often solved using iterative methods. In fact, when we want to compute only a few eigenvalues and eigenvectors, iterative methods are preferable to QR or QL algorithms for their smaller computational cost. We restrict ourselves to algorithms that use Krylov information, that is, the set N k (A, b) given by
where b is a vector with unit norm. We define the Krylov subspace as
A polynomial method [9] is a method that produces at the kth step a vector u k = u(A, b, k) such that u k belongs to k and u k = 1 (from now on · denotes the Euclidean vector norm). Hence, u k can be written as
where P is a polynomial of degree at most k − 1 such that u k = 1. Within this class the most widely used methods are the power method and the Lanczos method.
We use the following notation. For any polynomial method , ξ k , and u k denote the approximation to λ 1 and z ∈ Z 1 returned by after k steps. Using this notation, we can define the power method as
where u pow 0 = x 0 = b is the initial vector. For the Lanczos method we have
while u Lan k is the unit norm vector such that
where R k is the orthogonal projector onto k (for more details see [9] ). The value ξ Lan k can be seen as the "best" approximation to λ 1 we can obtain using vectors in k . A similar property does not hold for u Lan k . For this reason we introduce the best polynomial method for the eigenvector estimate. At step k this method returns the vector u k , with u k = 1, such that
Although the computation of u k is not feasible, the method has a significant theoretical interest since important properties of the Lanczos method can be derived from the study of (see, for example, [1, 11] ). It can be shown that all polynomial methods fail to converge to λ 1 and to a corresponding eigenvector when the starting vector b is orthogonal to the eigenspace Z 1 . Moreover, the analysis of the speed of convergence (assuming b ⊥ Z 1 ) shows that the convergence depends on the distribution of the eigenvalues (see [10] [11] [12] [13] ). As in [2, 6, 9] we are going to analyze the behavior of these methods, assuming the starting vector b to be randomly chosen with uniform distribution µ on the n-dimensional sphere of radius one, S n = {b ∈ n : b = 1}. The measure µ is such that µ(S n ) = 1. Some observations about the convenience of the choice of the uniform distribution may be found in [6, 9] .
In this paper we analyze the randomized error in the p sense, defined as follows: Let p ∈ [1, +∞). The randomized error in the sense of p for the approximation to an eigenvector is defined as
The randomized error in the sense of p for the approximation to the largest eigenvalue λ 1 is
The study of the randomized error for all possible p emphasizes the importance of the choice of the error measure for the convergence of the method. In fact, it turns out that the value of p and, in particular, its relation with the multiplicity r of the largest eigenvalue λ 1 determines the speed of convergence of the randomized methods.
In the rest of the paper we use the following notation: c m denotes the Lebesgue measure of the unit ball over m ; F(α, β; λ; x) denotes the hypergeometric function; the beta function is denoted by B(i, j) and satisfies the relation
For definitions and properties of these functions see [4] . In the following T k (x) and U k (x) denote the kth Chebyshev polynomials of the first and second kinds, respectively. We recall that by setting x = cos(θ) we have
BEST EIGENVECTOR APPROXIMATION
In this section we analyze the behavior of the best polynomial method introduced in the previous section. Our main result is the computation of the supremum of the p randomized error over all positive definite matrices. In [2] the same problem is analyzed for the power method. It is shown that there are matrices for which the distribution of the eigenvalues is so bad that the power method does not converge even for a random starting vector. In [9] the analysis is generalized to all polynomial methods showing that there exists an n × n matrix for which all polynomial methods fail in the approximation of an eigenvector in Z 1 , unless n steps are performed. This "worst case" matrix has a unique largest eigenvalue but the others are pathologically close to λ 1 . Hence, polynomial methods are not able to distinguish between the eigenspace Z 1 and the eigenspace corresponding to the second largest eigenvalue. In [9] the randomized error is considered only in the 2 case. The goal of this section is to generalize this result to the p case, p ∈ [1, +∞). In addition, we prove an upper bound on the randomized error of which shows how the distribution of the eigenvalues affects the speed of convergence of the method. 
(b) For k ≥ n the method has zero randomized error.
Let us comment on this theorem. Observe that the value
is decreasing with k, since h < k implies h ⊂ k . For k = n − 1 the value of (7) becomes
, that is, a constant for every value of p. Hence, even for n → ∞ and k = n − 1 there are matrices for which the best polynomial method fails. To prove part (a), assume k < n and let r denote the multiplicity of the largest eigenvalue λ 1 
where P is a polynomial of degree at most k − 1. We have
Let k denote the class of all polynomials of degree at most k − 1. By (2) and (8) we have that u k satisfies
By (3) we have
The supremum of the above integral has been studied for p = 2 in [9, Theorem 1]. With a similar proof, we get for p ∈ [1, +∞)
The problem is then reduced to the solution of the integral
Since the integrand function does not depend on the norm of b or on the signs of the b i 's, the integral over the unit sphere is the same as the integral over the unit ball B n (see Remark 7.2 in [6] ). Hence,
Integrating with respect to the last k − 1 variables, we get
Rewriting the last integral as an integral over the ball B 1 = {b 1 , b 2 1 ≤ 1} and the (n − k)-dimensional ball B′ of radius 1 − b 2 1 , we get
where
. We rewrite (10) as
Applying two times formula [4.642] of [4] we get (12) where (12) can be rewritten as
We notice that the first integral in (13) can be thought of as an integral over the open interval (0, 1). Hence, we can apply formula [3.197, 3] of [4] to the second integral, since condition (1 − t 2 ) < 1 holds. We get
Changing variables by setting z = 1 − t 2 , we get
where γ = (γ/4)B((n + p + 1)/2, 1/2). Applying formula [7.512, 3] of [4] we have
which proves the theorem.
Theorem 3.1 establishes the behavior of the best method for the "worst" positive definite matrix. It is interesting to study the randomized error also for matrices whose eigenvalues are not so badly distributed. The following theorem gives an upper bound on the randomized error as a function of the difference between the two largest eigenvalues. 
and T k is the Chebyshev polynomial of the first kind of degree k − 1.
Before giving the proof, it is worth commenting on this theorem. The first part tells us that when the number of iterations k reaches the number of distinct eigenvalues, the randomized error vanishes, no matter how the eigenvalues are distributed. The second part shows that when the two largest eigenvalues are well separated the randomized error quickly decreases with k (in fact, f k (λ 1 , λ r+1 , λ n ) α −k for a constant α > 1). Moreover, we observe that we have three different behaviors of the randomized error depending on the relation between p and r. We have not been able to find lower bounds; hence, we still do not know if these behaviors are in the nature of the problem or if the presence of three different cases is due to our inability to bound multidimensional integrals.
Proof of Theorem 3.2. By Theorem 4.1 for k ≥ m we have
. Now we consider the case k < m. We have already observed that
where P * is the polynomial in k for which the minimum in (9) is achieved.
By setting x i = λ i /λ 1 and Q * (t) = P * (λ 1 t)/P * (λ 1 ), the randomized error can be written as
Denote by k (1) the class of all polynomials of degree at most k − 1 that are equal to 1 in 1. Then
Thus, the polynomial Q * that minimizes the error
We have
By the minimax theorem (see [12, pp. 142 -143]) we know that
where T k is the Chebyshev polynomial of the first kind of degree k − 1. From (16) and (14) we get
Using (17) we upper-bound (15) as
The proof follows from the upper bounds given by Lemma A.2.
EIGENVECTOR APPROXIMATION BY THE LANCZOS METHOD
In this section we consider the Lanczos method for an eigenvector estimate. In view of Theorem 3.1 we know that we cannot have distribution-free bounds which approach zero as the number of iterations increase. Therefore, we prove a result analogous to Theorem 3.2 which bounds the rate of convergence of the Lanczos method in terms of the relative distances among the eigenvalues. Note that this theorem shows the substantial equivalence between the Lanczos method and the best polynomial method . 
Proof. To prove that e ran (u Lan k , A, p) = 0 when k ≥ m, we use Theorem 5 of [9] , where this result is proven for p = 2. The generalization to the p case is straightforward.
Assume now that k < m. Obviously we have 
where P * is the polynomial in k which maximizes the Rayleigh quotient. Thus
Equivalenty, P * minimizes the relative error for the approximation of λ 1 ; that is
By (3), setting x i = λ i /λ 1 and Q * (t) = P * (λ 1 t)/P * (λ 1 ), we get
where (20) follows from (18) by setting
, using (15) we get
The randomized error e ran (u Lan k , A, p) has been studied in [9] for p = 2. Since we take into account the multiplicity r of λ 1 , we obtain tighter estimates. For r ≥ 2, we get asymptotically (with respect to k) better bounds; for r = 1, we get the same asymptotic behavior but with a smaller constant.
EIGENVALUE APPROXIMATION BY THE POWER AND LANCZOS METHODS
It is well known (see [2, 9] ) that, when we consider the randomized error, the computation of eigenvalues is usually easier than the computation of the corresponding eigenvectors. In [6] a sharp bound for the power method is given for the 1 norm. In the same paper an upper bound for the Lanczos process is given (again for the 1 norm). These bounds do not depend on the distribution of eigenvalues and show that for any matrix the randomized error vanishes as the number of iterations grows. In Section 5.1 we generalize these bounds to the p case. Note that the techniques used in [6] for p = 1 cannot be used for an arbitrary p. The main difficulty is that we have to deal with hypergeometric functions instead of logarithms and arctangents. In Section 5.2 we give distribution-dependent bounds. For the power method upper and lower bounds are given, while for the Lanczos method we provide only upper bounds.
Distribution-Free Bounds
In this section we assume we know the multiplicity r of the largest eigenvalue λ 1 . We show how this knowledge allows us to get tighter bounds with respect to those in [6] . This fits with the general paradigm that knowing more about the problem allows us to get better bounds. These bounds can be considered as independent of the distribution of the eigenvalues since they hold for all matrices with a given multiplicity of the largest eigenvalue. First we prove a result for the power method. 
In addition, there exists a positive definite matrix with only two distinct eigenvalues for which
where γ, γ , γ are lower order terms (with respect to k) defined accordingly with Lemma A .3 (see (38) ).
By definition of a randomized error (4), we have
we can upper-bound (23) as
where a = (1 − 1/(2k − 1)) 2(k−1) /(2k − 1). The theorem is proven by observing that 0 < a < 1 and applying the bounds given by Lemma A.2.
We now prove the existence of a matrix for which the randomized error is lower-bounded by (21). Let A be an n × n matrix with only two distinct
By applying to (24) the lower bounds given by Lemma A.3 we get
where γ , γ , and γ are as in Lemma A.3. By setting x r+1 = 1 − 1/(2k − 1) we conclude the proof.
Note that for 2p < r the upper bound is sharp. For the other cases, 2p = r and 2p > r, we have not been able to produce a matrix which achieves the upper bound. For p = 1 it is possible to compare these bounds with those reported in [6] . We have that for small r the bounds in [6] are better, while for r ≥ n/ln n our bounds are tighter.
The next theorem gives a distribution-free bound for the Lanczos method when the p norm is considered. We have three different upper bounds according to the relation between the multiplicity r of λ 1 and the norm parameter p. The lack of lower bounds makes it difficult to understand if the Lanczos method shows these different behaviors. We can only compare these bounds with the results of the numerical tests which suggest that a dependence on p and r is likely to exist (see Section 6). 
Proof. To prove that e ran (ξ Lan k , A, p) = 0 when k ≥ m, we use Theorem 3.2 in [6] , where the result is proven for p = 1. The generalization to the p case is straightforward.
Assume now k < m and let b = n i=1 b i z i denote the initial vector. From (1) we have
By setting x i = λ i /λ 1 and Q(t) = P(λ 1 t)/P(λ 1 ), we have
where, as usual, k (1) denotes the class of polynomials of degree at most k − 1 which are equal to 1 in 1. Hence, the randomized error is given by
Raising everything to the power p, we get
Let U k be the Chebyshev polynomial of the second kind of degree k − 1. The polynomial W k = U k /k is in the class k (1) . By replacing the minimum in (25) with the value achieved for W k , we get
Rewriting the last equation as 
We get
For the bounds of Theorem 5.2, we can make the same considerations as in Theorem 5.1. That is, for p = 1 our bounds are tighter than those reported in [6] only when the multiplicity of the largest eigenvalue is greater than n/ln 2 n.
Distribution-Dependent Bounds
In this section we give additional upper and lower bounds on the randomized error for the eigenvalue approximation with the power and Lanczos methods. These bounds depend on the ratio between the two largest eigenvalues and on the ratio between the smallest and largest eigenvalues. As a consequence, these bounds are tighter than those given in Section 5.1, where we use only the multiplicity of the largest eigenvalue.
For the power method, distribution-dependent bounds are given in [6] for the 1 norm. However, in [6] the authors study only the asymptotic rate of convergence as the number of iterations k goes to infinity. The following theorems establish upper and lower bounds on the randomized error for all k ≥ 1 and for every p ∈ [1, +∞). 
The theorem follows using the upper bounds given by Lemma A. 
where γ, γ , γ are lower order terms (with respect to k) defined according to Lemma A.3. That is,
We then apply the lower bound of Lemma A.3, paying attention to the fact that the above integral is over the unit sphere of dimension r + 1.
Note that the upper and lower bounds of the previous two theorems have the same behavior (up to a multiplicative constant) with respect to k. In addition, for matrices with only two distinct eigenvalues, λ 1 of multiplicity r = n − 1 and λ r+1 = λ n of multiplicity 1, the multiplicative constants coincide. Hence, the upper and lower bounds differ only for lower order terms which proves the asymptotic optimality of our bounds. Now we give distribution-dependent upper bounds on the randomized error for the approximation of the largest eigenvalue by the Lanczos method. Similar bounds have been given in [6] for the 1 norm. By comparing our results (for p = 1) with those reported in [6] we find that our estimates are tighter. For r ≥ 2 we get asymptotically (with respect to k) better bounds; for r = 1 we get the same asymptotic behavior but with a smaller constant. 
Proof. By (25) we know that
To complete the proof we note that the integral at the right-hand side has been already bounded in Theorem 3.2.
NUMERICAL TESTS
This section reports the results of some numerical experiments designed to verify the sharpness of the bounds proven in this paper. We report tests for eigenvalue estimate by the power and the Lanczos methods and for eigenvector approximation by the Lanczos method. Upper and lower bounds for eigenvector approximation by the power method, as well as the results of extensive numerical tests, are presented in [2] . All tests have been performed on a Silicon Graphics Iris Indigo R4000 using double precision. The Lanczos method has been implemented using the numerical package Meschach [8] .
We tested both the power and the Lanczos methods using matrices of size 100 with seven different eigenvalue distributions. The numerical results for all seven distributions are reported in [3] . For reasons of space we report here the results only for the distributions for which each method achieves the fastest and slowest convergence. Without loss of generality (see [6] ) we can restrict ourselves to consider diagonal matrices. For each matrix we generated 100 starting vectors uniformly distributed over the unit sphere using the technique described in [5] . Estimates of the randomized errors e ran (ξ Pow
, and e ran (u Lan k , A, p) have been computed considering the average over the random starting vectors; i.e., Note. Quadratic distribution:
In the following ε lb (ξ Pow Tables I-III refer to the power method. We report the results for the two distributions for which the method achieves the slowest (Table I ) and the fastest (Table II) Note. Exponential distribution:
the results for a matrix whose largest eigenvalue has multiplicity r = 4. We see that the error ε ran (ξ Pow k , A, p) increases with p. This shows that the error does depend on the relation between the multiplicity r of the largest eigenvalue and the norm parameter p. Note. Chebyshev distribution: Note. Exponential distribution:
TABLE IV Lanczos Method
Tables IV and V refer to the Lanczos method. Since no lower bounds are known for the Lanczos method in the randomized setting, these tests are particularly important for establishing the sharpness of the upper bounds given by Theorems 4.1 and 5.5. Table IV shows the results for the distribution with the slowest convergence rate, while Table V shows the results for exponentially distributed eigenvalues for which the error reaches the machine precision (10 −16 ) after only 25 iterations. We can see, especially in Table V , that the speed of convergence shows a dependence on the norm parameter. In fact, we have a slower convergence as the value of p increases. Unfortunately, the upper bounds are, in this case, not very accurate, so it is not easy to understand if the dependence on p and r is really that of Theorems 4.1 and 5.5.
CONCLUSIONS
In this paper we have carried on the analysis of the randomized error for eigenvalue and eigenvector estimates started in [2, 6, 7, 9] . We have refined and generalized distribution-free, as well as distribution-dependent, bounds for the power and the Lanczos methods. A general result is that the randomized error appears to be dependent on the multiplicity r of the largest eigenvalue and the norm parameter p. More precisely, it seems that the relation between these parameters leads to three different rates of convergence.
For eigenvalue estimates by the power method we have tight distributiondependent upper and lower bounds (Theorems 5.3 and 5.4) which show that the existence of three different convergence rates is intrinsic in the problem. In [2] it is shown that this is also the case for an eigenvector estimate. It is natural to ask whether this property still holds when we consider distribution-free bounds for eigenvalue approximation by the power method. This is a very challenging open question. The behavior underlined by Theorem 5.1 suggests that also the distribution-free case could present three different rates. In our opinion, it could be worthwhile to make some effort for improving the upper bound and, in particular, to find a sharper bound to (22) .
For the Lanczos method we have only upper bounds. All of them show three different behaviors, depending on the parameters r and p. Since there are no lower bounds, we are not able to say if the parameters r and p play the same important role they have for the power method.
The achieved results are very encouraging and suggest that further work should be done for the analysis of other eigenpair approximation schemes. In particular, we plan to study the randomized error of the Lanczos method for the approximation of the first s largest eigenvalues of a symmetric positive definite matrix. For this problem error estimates are known in the deterministic case, but so far no results are available in the randomized setting. It would be interesting also to extend our results by considering different error criteria, for example, the randomized residual error defined in [9] .
APPENDIX
In this appendix we focus on the solution of an integral that is widely used in the paper. First we compute an exact formula, then we give sharp upper and lower bounds. Let a ∈ (0, 1), s ∈ [ 1 2 , +∞), and let q be an integer such that 1 ≤ q < n. We consider the integral
By setting the parameters s and q conveniently one can get bounds on the randomized error for eigenvalue and eigenvector approximation. An exact formula for (26) is given by the following lemma.
, +∞), and let q be an integer 1 ≤ q < n. For the integral (26) we have
Proof. From Remark 7.2 of [6] , it is possible to rewrite (26) as an integral over the unit ball B n . We get
Rewriting (27) as an integral over the unit ball B n−q and the q-dimensional ball B q of radius
Applying formula [4.642] of [4] we reduce the second integral of (28) to a onedimensional integral. We get
Changing variables by setting t 2 = u, we get
where (30) is obtained by using formula [3.194,1] of [4] . By applying again formula [4.642] to (30), we get
where γ = c q (n − q)c n−q /c n . Changing variables by setting z = (1 − b 2 )/(ab 2 ), Eq. (31) becomes
Applying formula [7.512, 10] 
Lemma A.1 gives an exact formula for the integral (26). Unfortunately, because of the hypergeometric function, it is difficult to estimate the order of convergence to zero of I as a → 0. Note that, since a > 0, the hypergeometric series that defines the hypergeometric function is convergent. Lemmas A.2 and A.3 give an upper bound and a lower bound on (26). Note that the two bounds have the same asymptotic behavior as a → 0.
LEMMA A.2. Let I be defined by (26). Under the same hypothesis of Lemma
Proof. Consider first the case 2s < q.
Applying twice the formula [4.642] of [4] , we reduce the previous integral to a two-dimensional integral. We get
Substituting into (34) the expression for γ and simplifying, we have
Consider now the case 2s = q. Equation (27) can be rewritten with respect to the ball B n−q and to the ball B q = {b: 
We have two cases, q = 1 or q ≥ 2. Let us consider first the case q = 1 and s = This proves the case q = 1.
Finally, consider the case q ≥ 2 and s ≥ (n/2) (q/2) ((n − q)/2) 2 n .
The case 2s = q is completed by rewriting the above equation in terms of s.
Proof. Using formula [4.642] of [4] , from (27) we get By definition of the beta function 
