Estimates of additive interaction from case-control data are often obtained by logistic regression; such models can also be used to adjust for covariates. This approach to estimating additive interaction has come under some criticism because of possible misspecification of the logistic model: If the underlying model is linear, the logistic model will be misspecified. The authors propose an inverse probability of treatment weighting approach to causal effects and additive interaction in case-control studies. Under the assumption of no unmeasured confounding, the approach amounts to fitting a marginal structural linear odds model. The approach allows for the estimation of measures of additive interaction between dichotomous exposures, such as the relative excess risk due to interaction, using case-control data without having to rely on modeling assumptions for the outcome conditional on the exposures and covariates. Rather than using conditional models for the outcome, models are instead specified for the exposures conditional on the covariates. The approach is illustrated by assessing additive interaction between genetic and environmental factors using data from a case-control study.
In this paper, we consider the use of inverse probability weighting to estimate causal effects in unmatched case-control studies. The approach we take effectively amounts to fitting what may be defined as a marginal structural linear odds model to case-control data. The approach is quite general. However, the methodological development here was motivated by the problem of attempting to assess interaction on the additive scale by using data from a case-control study.
Additive interaction is often assessed by estimating a quantity sometimes referred to as the ''relative excess risk due to interaction'' (RERI) (1) . If there are 2 dichotomous factors (call them A and B) and we let RR ij denote the risk ratio (RR) comparing A ¼ i and B ¼ j with A ¼ B ¼ 0, then the relative excess risk due to interaction for the risk ratio is defined by RR 11 -RR 10 -RR 01 þ 1. In a case-control study with ''cumulative design'' where controls are sampled from among those disease free at the end of follow-up, the odds ratio will generally be used to estimate the effect of the factors A and B. If the outcome is rare, then the risk ratios can be approximated by odds ratios (ORs). If we let OR ij denote the odds ratio comparing A ¼ i and B ¼ j with A ¼ B ¼ 0, then the relative excess risk due to interaction for the odds ratio is defined by RERI ¼ OR 11 À OR 10 À OR 01 þ 1:
Throughout this paper, we will be using RERI on the odds ratio scale. The RERI can be used to give a measure of interaction on the additive scale for case-control data when the outcome is rare.
Measures of interaction on the additive scale, such as RERI, are generally what is thought to be of most importance in considering public health implications (2) (3) (4) (5) . This is because additive interaction allows one to assess whether an intervention would have a larger absolute effect in one subpopulation versus another. Estimates of RERI are also useful in detecting synergism between 2 factors within the sufficient cause framework (5, 6) . Under the assumption that both exposures have neutral or causative effects for all individuals (i.e., the effects are positive monotonic), RERI > 0 implies such synergism (5-7); without such monotonicity assumptions, one can still test for synergism by testing RERI > 1 (6) (7) (8) .
Several articles (9-13) have considered the problem of estimating and providing confidence intervals for RERI. Earlier work by Hosmer and Lemeshow (9) and Assmann et al. (10) considered logistic regression models and the delta method or bootstrapping for confidence intervals for RERI. More recent work, such as that by Richardson and Kaufman (12) , has considered using a linear odds model (5, (12) (13) (14) , namely, odds
to obtain estimates and confidence intervals for RERI. Under the linear odds model, the coefficient and confidence interval for b 3 can be interpreted as RERI and its confidence interval (12) . Both the approach using logistic regression and the approach using the linear odds model can be used to give confidence intervals even when controlling for other covariates, provided that the regression models are correctly specified. When there are covariates for which adjustments are to be made, these can likewise be included in either a logistic regression or linear odds model. In these cases, however, the relation between the covariates and the outcome needs to be correctly specified; failure to do so can lead to invalid inferences (14, 15) . Here, we provide an alternative approach to estimating the RERI using weighting that will be applicable irrespective of whether the true underlying model relating the outcome and the covariates is a logistic model, a linear odds model, or some other model. This weighting approach will require that models for the exposures are correctly specified but will not require correctly specifying a model for the outcome.
A WEIGHTING APPROACH TO RERI
Suppose that data come from an unmatched case-control study (we make a few remarks about how the approach might be adapted to matched case-control designs in the Web Appendix, which is posted on the Journal's Web site (http:// aje.oupjournals.org/)), where controls are sampled from those who are disease free at the end of follow-up. Suppose also that there are covariates for which control is to be made. Finally, we suppose that the outcome is rare; this assumption will be needed to estimate the weights and so that the relative excess risk due to interaction estimate for the odds ratio can genuinely be interpreted as a measure of additive interaction.
We show in the Web Appendix that, instead of including covariates in a linear odds model or a logistic model, one can use a weighting approach for covariate adjustment as follows. One first estimates inverse probability of treatment weights using data just on the controls. This could be done by using 2 logistic regressions between the controls: 1) a logistic regression of the first exposure on the covariates and 2) a logistic regression of the second exposure on the covariates and the first exposure. Again, both regressions use data only on the controls.
For each individual, a weight is obtained for the first exposure (call it w A ) by taking the inverse of the predicted probability from the first logistic regression that the individual had the exposure level of A that was in fact present. Likewise, a weight is obtained for the second exposure (call it w B ) by taking the inverse of the predicted probability from the second logistic regression that the individual had the exposure level of B that was in fact present. These are referred to as inverse-probability-of-treatment weights (16) . Multiplying these 2 weights together (w A 3 w B ) gives the overall weight for the individual. Note that, although the logistic regression models are fit for the controls only, the predicted probabilities and weights are calculated for each individual in the sample (both cases and controls).
If a linear odds model conditional on the 2 exposures,
is fit to case-control data with these weights, then, under a rare outcome assumption, the coefficient and confidence interval for b 3 in this weighted linear odds regression will give an estimate of relative excess risk due to interaction for the standardized odds ratios adjusted for the covariates. Further detail is given in Appendix 1 and justification in the Web Appendix. Even though the procedure above requires estimation of the weights, if robust standard errors are used, it will still yield confidence intervals and estimates of the standard error that are conservative, as in other weighting approaches (16) . As discussed in Appendix 1, the procedure of using the controls to calculate the weights and then fitting weighted linear odds models is applicable to the estimation of causal effects more generally and not simply to the RERI. Under the rare outcome assumption and provided that the set of covariates for which adjustment is made suffice to control for confounding, the procedure essentially amounts to fitting what can be defined as a ''marginal structural linear odds model.'' The approach also extends discussion of marginal structural models for interaction in cohort studies (17) to case-control studies. SAS implementation is also given in Appendix 2.
ILLUSTRATION
The approach is illustrated with data from a case-control study of lung cancer at Massachusetts General Hospital (18) of 1,836 cases and 1,452 controls. Eligible cases included any person over the age of 18 years, with a diagnosis of primary lung cancer that was further confirmed by a lung pathologist. The controls were recruited from among the friends or spouses of cancer patients or the friends or spouses of other surgery patients in the same hospital. Potential controls that carried a previous diagnosis of any cancer (other than nonmelanoma skin cancer) were excluded from participation. The study included information on smoking and genotype information on locus 15q25.1.
Genetic variants on 15q25.1 have been found to be associated with both smoking and lung cancer (19) (20) (21) . We examine whether there is interaction on the additive scale between the effects of smoking (ever vs. never) and the genetic variant (0 vs. 1/2 T alleles at rs8034191). Covariate data include age (continuous), gender, and educational history (college degree or more, yes/no). Analyses were limited to Caucasians. Using the procedure above gives an estimate of RERI ¼ 2.71 (percentile bootstrap confidence interval: 1.68, 4.04) with 2,000 bootstrapped samples. The estimate suggests positive interaction on the additive scale between smoking and the genetic variant. The estimate and confidence interval suggest synergism in the sufficient cause sense (5-8) even without assumptions about monotonicity.
SIMULATION
Data were simulated by using the sample sizes and datagenerating mechanism observed in the aforementioned casecontrol study of lung cancer. Specifically, in each of 1,000 simulation experiments, a large number of binary measurements for gender and educational history were drawn from their empirical multinomial distribution, and normally distributed age measurements were drawn conditionally on those. Smoking status and genotype were generated under logistic regression models, allowing for a dependence between both exposures, conditional on covariates. Lung cancer status was also generated from a logistic model, allowing for main effects and an interaction between both exposures, as well as the main effects of all 3 covariates. Subsequently, data were retained for 1,836 cases and 1,452 controls. The code generating the simulated data is given in the Web Appendix.
Five simulation experiments were constructed, corresponding to 5 different population outcome means. Data were analyzed by 1) the proposed approach using logistic regression models for both exposures and also by 2) a conditional linear odds regression:
Note that this model is deliberately misspecified under our data-generating model, in view of the aforementioned concerns about correctly specifying conditional linear odds regression models. Note further also that the weighting approach proposed in this paper is subject to model misspecification bias because it involves equating a model for both exposures correctly specified for the population with the corresponding model in controls. Reported coverage is for 95% Wald confidence intervals based on conservative standard errors for the proposed procedure and 95% likelihood intervals (12) for the conditional linear odds approach.
The results are summarized in Table 1 . They confirm the adequate performance of the proposed approach at disease prevalences below 10%. As predicted by the theory, the confidence intervals based on the proposed approach are conservative (this could be addressed through the use of bootstrap confidence intervals). The performance of both approaches deteriorates with larger disease prevalences, because the aforementioned degree of model misspecification grows with increasing prevalence.
We note that Månsson et al. (22) also evaluated an inverseprobability weighting approach to total causal effects in the context of propensity score analysis using simulations and found reasonably good coverage probabilities for the approach under some, but not all, scenarios. Unfortunately, they did not directly report the outcome prevalence for their simulations, so it is difficult to compare their simulation scenarios with those reported here.
DISCUSSION AND IMPLICATIONS FOR MODEL SPECIFICATION
Motivation for this weighting approach to testing and estimation for additive interaction comes in part from a paper by Skrondal (14) . Skrondal cautioned against the use of RERI and logistic regression to examine interaction on the additive scale in case-control studies. He noted that, if the underlying linear risk model with covariates was correctly specified, the additive interaction then took on a single value in all strata of the covariates but RERI would vary across strata (what he called the ''uniqueness problem''). Although this is true, it is nevertheless still the case that, if the linear risk model with covariates is correctly specified, RERI will be of the same sign in all strata of the covariates, and thus RERI > 0 (the condition for synergism under monotonicity) will either hold in all strata of covariates or in no stratum. The condition RERI > 1 (i.e., the condition for synergism without monotonicity) could vary across strata, but it is also the case that without monotonicity, synergism may be present in some strata of the covariates but not in others, even if the underlying linear risk model with covariates is correct (6, 7). Abbreviations: E(Y ), outcome prevalence; RERI, relative excess risk due to interaction; SE, standard error.
Perhaps more importantly, Skrondal noted that, if the linear risk model with covariates was correctly specified, the logistic model with covariates would not be correctly specified (what he called the ''misspecification problem''). Greenland (23) further remarked that parsimonious logistic regression models impose nonadditivity. By estimating RERI with such models, one thus risks introducing a bias toward nonadditivity on the additive scale. Skrondal noted that the linear odds model with covariates could be used to identify the parameters of the linear risk model up to a constant of proportionality (although this, in fact, only holds under an assumption that the outcome is rare). It is, however, conversely also the case that, if in fact the logistic regression model with covariates is correctly specified, then the linear risk model and the linear odds model will not be. The advantage of using the weighting approach we described above is that it will give valid estimates of the relative excess risk due to interaction for the standardized odds ratios irrespective of whether the true underlying model is a linear risk model with covariates, a logistic model with covariates, or some other model, provided that the models used for the weights are correctly specified. The weighting approach described above does not require a correctly specified conditional model for the outcome given the exposures and covariates, but it does require a correctly specified model for the weights; it thus effectively transfers the problem of correctly specifying a model from the outcome to the exposures, as is also the case with marginal structural models in cohort studies (16, 17) . This weighting approach that avoids having to correctly specify an outcome model conditional on the covariates is furthermore desirable within the context of testing for synergism because an outcome model imposes certain assumptions within the sufficient cause framework, whereas a model for the exposures does not (17) . In related work, we are developing a doubly robust approach that will yield valid inferences for unmatched case-control data if either a conditional model for the exposures or a conditional model for the outcome is correctly specified. The use of Bayesian approaches may also be of interest (24) . The research was supported by grants ES017876 and HD060696 from the National Institutes of Health.
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Let Y denote the outcome of interest, and let T denote the exposure(s) of interest. The variable T may include more than one exposure. In the application to RERI, T consists of 2 exposures (A, B) . We let Y t denote the counterfactual value of Y if T had been set to level t. The odds for Y t can then be defined as
A marginal structural linear odds model takes the form:
where g(t) is a vector-valued function of t, and h is a vector of parameters. For example, for 2 exposures A and B, we would have that
and h ¼ (h 0 , h 1 , h 2 , h 3 )# so that the marginal structural linear odds model is
The parameters of the marginal structural linear odds model can be fit with case-control data by using inverse probability of treatment weighting if 1) a rare outcome assumption holds and 2) the set of covariates C suffices to control for confounding for the effects of T on Y (in counterfactual notation, this is Y t is independent of T conditional on C). If so, inverse probability of treatment weights for individual i is given by
, where the denominator probability can be estimated by regression models (multiple regression models if T is multivariate). For example, for 2 exposures, the weights would be as follows:
where each of the 2 denominator probabilities could be estimated by logistic regression. Under assumptions 1) and 2) fitting a conditional linear odds regression, odds(Y) ¼ g(t)# c with the observed case-control data, where each subject is weighted by w i , will give consistent estimates of the corresponding parameters, h, of the marginal structural model up to a constant of proportionality, k, so that kc ¼ h. For example, with 2 exposures, A and B, we have that fitting the conditional linear odds regression:
where each subject weighted by w i will give consistent estimates of the corresponding parameters of the marginal structural model (h 0 , h 1 , h 2 , h 3 ) up to a constant of proportionality, that is (kc 0 , kc 1 , kc 2 , kc 3 ) ¼ (h 0 , h 1 , h 2 , h 3 ). Note that, from the estimates of (c 0 , c 1 , c 2 , c 3 ), we can estimate the causal odds ratios: . Note that, to obtain consistent estimates of the causal odds ratios, both assumption 1 of rare outcome and assumption 2 of no confounding conditional on C were required. If only assumption 1 holds (i.e., if assumption 2 does not hold so there is still confounding), the weighting procedure above will still give consistent estimates for the standardized odds ratios adjusted for C, namely: P In the more general case, the marginal structural model, odds(Y t ) ¼ g(t)#h, may not be saturated. In this case, the marginal structural model must be correctly specified to get valid estimates of causal effects. Moreover, when the marginal structural model is not saturated, more efficient estimates of the coefficients can sometimes be obtained by using what are sometimes called ''stabilized weights'' (16) rather than the weights w i given above. Using stabilized weights, one would weight the conditional linear odds regression by 
