Abstract-The problem addressed in this work is that of determining how to allocate the workstation processing and buffering capacity in a capacitated re-entrant line to the job instances competing for it, in order to maximize its longrun / steady-state throughput, while maintaining the logical correctness of the underlying material flow, i.e., deadlockfree operations. An approximation scheme for the optimal policy that is based on Neuro-Dynamic Programming theory is proposed, and its performance is assessed through a numerical experiment. The derived results indicate that the proposed method holds considerable promise for providing a viable, computationally efficient approach to the problem, and highlight directions for further investigation.
I. INTRODUCTION
In its basic definition [1] , the re-entrant line consists of L workstations, W 1 , W 2 , · · ·, W L , that support the production of a single item. Each workstation W i , i = 1, 2, · · · , L, possesses S i identical servers, and the production of each unit occurs in M stages, J 1 , J 2 , · · ·,J M ; stage J j , j = 1, 2, · · · , M, is supported by one of the system workstations, to be denoted by W (J j ). Also, M > L, which characterizes the re-entrant nature of the line. The capacitated re-entrant line (CRL) [2] , considered in this work, further assumes that each workstation has B i buffer slots; each part visiting the workstation for the execution of some processing stage is allocated one unit of buffering capacity, which it holds exclusively during its entire sojourn in the station, while blocking other parts coming into the station. Once in the station, the part competes for one of the station servers for the execution of the requested stage. Moreover, the part maintains hold of its allocated buffer slot while being processed. After having finished the processing of its current stage at a certain station, the part waits in its allocated buffer for transfer to the next requested station. Due to the finite buffering capacity, this transfer should be authorized by a structural control policy (SCP) [3] ensuring that (i) the destination workstation has available buffering capacity, and (ii) the transfer is safe, i.e., it is still physically possible from the resulting state to process all running jobs to completion. In the context of this operational framework, the problem considered in this work can be posed as determining how to allocate the workstation processing and buffering capacity to the competing parts, in order to maximize the long-run system throughput, while maintaining logical correctness of the material flow, i.e., deadlock-free operation.
Currently, there is a significant number of works dealing with the scheduling problem in the original, uncapacitated re-entrant line, e.g., [4] , [5] , [1] , [6] , [7] , [8] , [9] . However, the results derived in these past works cannot be immediately transferred to the capacitated re-entrant line model, due to the complications arising from the blocking effect taking place in this new environment. Characteristically, the work of [10] demonstrated through a simple example that these additional material flow dynamics negate in a strong qualitative sense prior analytical results obtained through the study of the basic re-entrant line model, and necessitate the re-examination of the problem in this new operational context. Motivated by these remarks, the work of [2] developed a formal approach for the analysis and control of capacitated re-entrant lines, based on the modelling framework of Generalized Stochastic Petri Nets (GSPN). This framework (i) allowed the seamless integration of logical/structural and timed-based aspects of the system behavior, (ii) provided an analytical formulation for the underlying scheduling problem, and (iii) led to some interesting qualitative insights regarding the structure of the optimal scheduling policy. However, the practical applicability of the framework of [2] to "real-world" applications is restricted by the fact that it requires the complete enumeration of the underlying state space, and therefore, there is a remaining need for scalable and efficient approximations to the optimal scheduling policy.
A computational framework that seems to hold considerable promise for providing a systematic solution to the aforementioned problem is that of Neuro-Dynamic Programming (NDP) [11] . Of particular interest to this work are the so called parametric representation methods [12] , [13] , [11] , [14] that recast the scheduling problem as the problem of selecting an appropriate set of values for a parametric architecture that will eventually define the adopted scheduling policy. Conceptually, the deployment of such an approach consists of two major steps: (i) the specification of the approximation architecture and its aforementioned parametrization, and (ii) the design of effective algorithms for tuning the parameters of the approximation architecture, when applied on any given CRL configuration. In order to maintain analytical tractability, the scientific community has currently confined itself primarily in the study of linear approximation architectures, i.e., architectures which are structured as a weighted sum of some preselected "feature" functions defined on the underlying state space. These feature functions seek to capture important aspects of the system state, and their selection is driven by practical ex- perience, insight and/or any formal results available for the considered problem. An extensive description and survey of these methods can be found in [11] .
Motivated by the above remarks, this paper seeks to investigate the efficacy of the aforementioned linear architectures for providing scalable and efficient solutions to the capacitated re-entrant line scheduling problem. More specifically, a standard feature-based compact representation is used in order to generate an effective approximation of the optimal control policy, and a particular set of feature functions is suggested and evaluated through a numerical experiment. To facilitate the subsequent development, it is further assumed that: (i) there exists an infinite amount of raw material waiting for processing at the line's Input/Output (I/O) station; 1 (ii) the processing time of stage J j , j = 1, 2, · · · , M, is exponentially distributed with finite non-zero rate;
2 (iii) the involved job transfer times are negligible when compared to the processing times.
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Example An example capacitated re-entrant line is provided in Figure 1 . The depicted line has two workstations, W 1 , W 2 , with S 1 = S 2 = 1 and B 1 = 1, B 2 = 2. The supported production sequence is J = < J 1 , J 2 , J 3 >, with W (J 1 ) = W (J 3 ) = W 1 and W (J 2 ) = W 2 . Stage processing times are exponentially distributed with rate µ j , j = 1, 2, 3, and so are the involved transfer times, with a uniform rate α → ∞. For this small configuration, it can be easily seen that the system material flow will be deadlock-free as long as
where |J j |, j = 1, 2, 3 denotes the number of job instances in W (J j ) executing stage J j . The rest of the paper is organized as follows: Section II employs the analytical framework of Markov Decision Processes (MDP) [15] towards the formulation and analysis of the considered scheduling problem. Section III provides a formal characterization of the considered approximation framework and the associated feature selection problem. Section IV proposes a particular set of features and assesses the representational capability of the resulting architecture through a numerical experiment. Finally, Section V concludes the paper and highlights directions for future work.
II. A MARKOV DECISION PROCESS MODEL FOR THE
CAPACITATED RE-ENTRANT LINE SCHEDULING PROBLEM The induced Continuous Time Markov Decision Process A formal characterization of the behavior generated by the considered CRL is facilitated by the following definition of its state.
Definition 1: Let n jw , n jp , and n jb be respectively the number of jobs at stage J j , j = 1, 2, . . . , M, that are waiting for processing, being processed, and waiting for transfer to their next processing stage. Then, under the assumptions of exponential processing times and zero-transfer times, the CRL state is defined by the (3M-1) dimensional vector < n 1w , n 1p , n 1b , n 2w , n 2p , n 2b , . . . , n Mw , n Mp >.
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The CRL state can evolve by (i) advancing an unblocked job instance having completed the execution of its current stage, to its next stage, or out of the system, in case that the completed stage is the last one; (ii) loading a new job instance to the first required workstation; or (ii) starting the processing of a job instance waiting at a certain workstation. As it was mentioned in the introductory section, the execution of the first two event types must be further authorized by an applied SCP that guarantees the deadlockfree operation of the system. In addition, the execution of a particular event that is physically and SCP-enabled can also be blocked due to performance considerations, since it can be shown that, in the CRL operational context, the optimal scheduling policy might need to employ deliberate idling; we shall refer to a control action that introduces such deliberate idling as a "do nothing" control.
Under the assumption of zero transfer times, CRL states that enable loading events, or that contain unblocked job instances waiting for processing or (stage) advancement, present zero sojourn times, and therefore, they are characterized as vanishing. The remaining states contain only job instances that are in processing or blocked, and therefore, they have a finite sojourn time that is determined by the "exponential race" for completion of all the job instances that are in processing; these states will be characterized as tangible. Let S V and S T denote respectively the sets of vanishing and tangible states, under the supervision of a correct SCP. Based on the above description of the system operation, it is also legitimate to assume that scheduling decisions occur at those vanishing states that result from a tangible state upon the completion of some processed job instance; let us denote this subclass of vanishing states by S V . Hence, the scheduling problem of maximizing the (steady-state) throughput of the CRL can be formulated as the sequential decision making problem of finding an optimal stationary policy that maximizes the (time-)average reward accumulated by the process defined by the CRL 
transitions through the aforementioned vanishing states in S V , corresponding to decision epochs. The time between two such successive decision epochs is variable and it depends on the originating state and the selected control. We can formalize the above discussion as follows: For each state i ∈ S V , there exists a set of controls, U (i), that is feasible at state i and finite; this set of controls corresponds to all the process and SCP-enabled event sequences that bring the system to a tangible state. By taking a control u ∈ U (i) at state i, the considered process transitions to another state j ∈ S V with a transition probability p ij (u), that is determined by the job "exponential race" taking place in the tangible state q which results from the execution of control u upon state i. Let i k be the system state at the k-th decision epoch t k , and u k the selected control at t k . Then,
is the expected transition time resulting from applying control u k at state i k , k = 0, 1, 2, . . . Furthermore, the SCP logic applied during the system operation ensures that the chain structure underlying this CT-MDP problem is strongly connected, or communicating in the relevant terminology [15] .
Example Figure 2 presents the induced CT-MDP for the CRL of Figure 1 , while the detailed characterization of the depicted states is provided in Tables I and II . Double-lined nodes in Figure 2 indicate the process tangible states, and the expressions on the edges emanating from them characterize the corresponding branching probabili- 
ties. Single-lined nodes are the vanishing states. Notice that some control actions corresponding to clearly suboptimal decisions were omitted during the development of the CT-MDP of Figure 2 . A detailed procedure for generating the CT-MDP corresponding to any given CRL can be found in [16] .
In the CT-MDP framework, the long-run CRL throughput is modelled by the (time-)average reward to be accumulated by the considered process, formally defined by
In Equation 2, g(i(t), u(t)) is the reward per unit time obtained by taking control u(t) at state i(t) at time t; in particular, i(t) = i k and u(t) = u k for t k ≤ t < t k+1 . In the considered problem context, g(i, u) is defined by: 
From Equations 3, 4, we have
Bellman's optimality equation and the relative value function Let J * (i) denote the optimal average reward accumulated under "steady state" operation, while starting the system at state i and executing the optimal policy. Then, by virtue of the fact that the structure of the underlying CT-MDP is communicating, J * (i) = λ * for all states i [15] , and furthermore, there exists a function h * (i), i ∈ S V , that satisfies the following equation, for all states i ∈ S V , h * (i) = max
Function h * (i) is known as the optimal relative value function and it defines a deterministic stationary optimal policy π * for the considered problem by setting
From a computational standpoint, it is more convenient to work with a uniformized version of Equations 6, 7: Letting 0 < γ <τ i (u), ∀i, u, and settingp ij (u) = γp ij (u)/τ i (u)
There are several exact solution methods to solve the resulting Discrete Time Average Reward MDP (DT-AR-MDP) problem, including Value and Policy Iteration, Linear Programming (LP) and a number of variations of these basic methods. Among them, Linear Programming is a quite efficient approach if the state space and the control space are reasonably sized. We intend to use this developed computational capability in order to characterize the optimal scheduling policy for a few small CRL configurations, and use these results as a benchmarking baseline for the subsequent development of scalable approximating scheduling methods based on the emerging Neuro-Dynamic Programming (NDP) theory. This is the topic of the next two sections.
III. A NEURO-DYNAMIC PROGRAMMING APPROACH
FOR THE DEVELOPMENT OF AN APPROXIMATING SCHEDULING POLICY The feature-based parametric representational methods that are typically employed by the neuro-dynamic programming (NDP) theory can be formally described as follows: Let Φ be a feature space, i.e., an (ordered) set Φ = (φ 0 , . . . , φ K ) of functions polynomially evaluated on any given state i ∈ S V , with φ j = (φ j (0), . . . , φ j (| S V | − 1)) T , j = 0, . . . , K; |Φ| = K + 1; and φ 0 (i) = 1 for all i ∈ S V . Then, any other function f () defined on S V can be potentially approximated through a linear combination of the feature space Φ, by pertinently selecting a vector of weighting coefficients r = (r 0 , . . . , r K )
T . In the application context of the considered CRL scheduling problem, we are especially interested in developing such an approximating architecture for the optimal relevant value functionh * ():
A weight set r * satisfyingh * (i) =ĥ(i, r * ) = (Φr * )(i) would give us the optimal relative value function and the corresponding "greedy" policy based on Equation 9 would be optimal. We notice, however, that it is not easy to find such a rich set Φ, while maintaining computational tractability, and as a compromising objective, we set out to find Φ and r * such thath * (i) ≈ĥ(i, r * ) = (Φr * )(i), in the sense that (i) they minimize some distance metric characterizing the quality of the approximation, and (ii) the corresponding "greedy" policy defined by Equation 9 tends to maximize throughput for the underlying DT-AR-MDP problem. Next, we elaborate on each of these two issues.
Approximating optimal relative value functions using a feature-based max-norm projection The quality -or "goodness-of-fit" -of the aforementioned approximation of h * () byĥ(i, r * ) can be measured using a number of distance metrics. In this paper, we consider the L ∞ -norm, defined as follows:
By employing the L ∞ -norm in the selection of r * , we are essentially trying to bound the distance between the optimal relative value function and its approximated value as uniformly as possible over all states. Then, a key question that is implicitly raised in this part of work is the extent to which a small uniform approximation error preserves the shape of the optimal relative value function under consideration. The detailed mathematical formulation of the weight selection problem for any feature space Φ and optimal relative value functionh * (i), is as follows:
This formulation can be easily transformed into an LP and solved by some LP-solving method. Notice that the dependency of the L ∞ -norm on r is piecewise linear, which might lead to the existence of alternative optimal solutions for r * . Computing the throughput obtained by the "greedy" policy defined byĥ(i, r
* ) The throughput of the "greedy" policy defined byĥ(i, r * ) can be evaluated through standard techniques provided by MDP theory [15] . We notice, however, that the considered policy might present multi-chain structure, and this issue must be explicitly addressed by the applied algorithms. Next, we deal with this issue in the broader context of some additional practical considerations.
Some further practical considerations From a practical standpoint, we shall eventually assess the performance of the proposed approximating scheme by comparing the throughput of the policy generated by the approximation, with the optimal throughput, λ * , and also, the throughput that would be obtained if some other heuristics were applied. We notice, however, the following additional issues that complicate and, to some extent, compromise the implementation of the proposed evaluation scheme:
• Some of the involved computations present numerical instability and the accrued errors should be filtered out to the extent possible.
• The Mathematical Programming (MP) formulation of Equations 12 and 13 might have alternative optimal solutions r * , resulting in different policies with different throughput. However, it is not practically possible to generate all alternative optimal solutions r * and systematically compare their performance.
• Even worse, there might exist alternative optimal solutionsh * 1 andh * 2 to the Equation 8, withh * 1 =h * 2 + ce, c ∈ R and e being the vector with all its components equal to one, which result in alternative parameterizations of the MP formulation of Equations 12 and 13, and additional approximations of the optimal scheduling policy. One way to reduce the effects of those undesired biases is by opting to consider a broader set of actions in the determination of the final control policy, rather than only those selected by the strictly "greedy" scheme of Equation 9 . In addition, we recognize that in the eventual implementation of the proposed approximating framework, the adopted policy will be the converging outcome of a learning process that will tune the weights r while employing a randomizing mechanism in the underlying decision-making process. This randomization effect should be accounted for when assessing the performance resulting from the proposed approach. On the positive side, this randomizing effect restores the "unichain"
5 structure of the considered policy. To capture all the effects discussed above, we propose to assess the performance of the considered approximating scheme through a randomizing policy that employs two different actionselection probabilities at each decision epoch: In particular, the control actions in U (i) for each state i, are classified to those in U (i) that present considerably high value, based on h(i, r * ), and those in U (i)\ U (i). Control actions from U (i) are selected uniformly with some cumulative probability w, and similarly actions in U (i)\ U (i) are selected uniformly with cumulative probability 1 − w; typically, w → 1. The detailed mathematical characterization for these ideas, and the mathematical programming formulation computing the throughput of the resulting policy are as follows:
5 A unichain policy is a stationary policy that confines the system operation on a subspace corresponding to a Markov chain with a single recurrent class and a possibly empty set of transient states.
The parameter δ appearing in Equation 17 controls the degree of "greediness" of the resulting policy; typically it should take positive values close to 0. Having detailed the mathematical apparatus that is necessary for the performance evaluation of the proposed approximating scheme, in the next section we consider the selection of a particular set of features that could lead to good approximations of the optimal CRL scheduling policy.
IV. SELECTING
Identifying feature functions is a kind of data compression process that seeks to incorporate application-specific domain knowledge into the data representation. Therefore, it is very application driven, in general. In our case, the feature selection process is based on a number of queueingtheoretic concepts and results [17] , [18] , and it will seek to capture the following information:
• Basic State Information -number of jobs waiting, in processing, or being finished at each job stage. -existence of job instances waiting, in processing, or being finished at each job stage. -buffer occupancy / availability at each workstation.
• Interactions -Interactions between the feature elements characterizing the basic state information We notice that in [18] , [17] , similar information was employed for predicting performance bounds of queueing networks modeling re-entrant lines. Furthermore, the work of [19] constructed an approximation function of degree 2 or 3 using basic functions representing the number of jobs at each stage, and showed that good fits to the optimal value function were possible for several types of uncapacitated queueing networks.
A detailed characterization of the feature functions employed in this work, seeking to capture the basic state information listed above, is provided in Table III . We shall refer to this set of features as simple features, since they can be computed directly as simple functions of the system state vector. Interactions of simple features are captured by a set of composite features that essentially constitute pairwise products of simple features. 6 Finally, we group feature functions into "classes", with each class containing all the feature functions resulting by the application of the same feature concept on different components of the underlying CRL.
Complexity of the suggested set Φ of feature functions The above feature specification results in 91 classes, 
including a total of M (18M +36L − 22) + L(18L − 35) + 7 feature functions. 7 While it is true that, in general, we can increase the representational capability of a feature space Φ by adding more composite features, such an expansion will also increase the computational complexity of the approximation. Hence, in this work, we took a minimalist approach, restricting the degree of employed composite features to 2. The systematic evaluation of the potential impact on the attained performance of the inclusion of higher-degree interactions in the considered architecture, is part of our future work.
A numerical experiment We tested the potential performance of the approximating architecture generated by the aforementioned feature functions, on two types of re-entrant line, the first consisting of 2 single-server workstations and the second consisting of 3 single-server workstations. Both of these lines are observing the operational assumptions stated in the previous sections, while the adopted SCP was the optimal -i.e., maximally permissive -policy. For each type of re-entrant line, different configurations were generated by changing buffering capacities; Table IV summarizes the system configurations used in this experiment. For each configuration, 10 problem instances with randomly generated processing rates were considered. The number of states generated in each case, and the number of the employed feature functions, are summarized in Table V .
Experimental results and assessment To assess the performance of the considered architecture in each case, 7 We notice that some important information such as (immediate or total) workload of a workstation, that is typically considered by queueuing theory, is not considered explicitly in our feature specification since it can be represented by a linear combination of the employed feature functions. we computed the throughput λ * resulting from the optimal policy, and also the throughput that would be attained by the randomized policy defined by the approximating relative value function,ĥ(i, r * ), according to the logic outlined in Section III. We define the % error for this policy by %error = Optimal T H − T H by rand. policy Optimal T H × 100.
(18) We also compared the % error attained by the proposed architecture to the % error generated by some known heuristics that have been shown to perform well in the case of uncapacitated re-entrant lines, namely, Table VII report the values of the parameters (δ, w) that resulted in the best performance for the generated policy. Column 4 reports the average of the L ∞ -norm approximation errors characterizing the goodness-of-fit for each of the 10 problem instances generated for each configuration. Columns 5, 6 and 7 show respectively the average, minimum, and maximum % errors achieved by the proposed approximating method when using the feature space Φ detailed above. Column 8 reports the percentage of cases that the derived randomized policy was not dominated by any of the other 6 heuristics. Finally, Column 9 provides a measure of the "non-greediness" of the derived policy, by reporting the extra number of control actions included in U (i), averaged over all states i.
Some interesting remarks regarding the results of this numerical experiment and their implications for the quality of the proposed approximating method, can be summarized as follows:
• Overall, the throughput errors generated by the proposed approach are rather small.
• Furthermore, the randomized policy derived with the selected values (δ, w), has lower average % errors than the errors attained by the considered heuristics. In fact, it was found that this dominance is quite robust with respect to the exact values of δ, w.
• Even more importantly, this randomized policy is more consistent in its performance than the considered heuristics, as manifested by the reported maximum % errors.
• It is also interesting to notice that for the case of Configuration 1, the reported throughput error is nonzero, even though the employed architecture supports perfect goodness-of-fit. This results from the randomizing nature of the derived policy.
• The reported non-zero value for * for the cases of Configurations 2, 4 and 5, when combined with the data of Table V, imply that the rank of the feature matrix Φ must be quite small, i.e., there must be considerable linear dependency among the employed features. We believe that this problem will be alleviated for CRL's with larger buffering capacities, since in that case there will be more differentiation among the values of the various simple features.
V. CONCLUSIONS
The results reported in the previous section indicate that the proposed feature space and the induced approximating architecture hold considerable promise for providing an effective representation of the relative value function underlying the CRL scheduling problem. Our future work intends to further validate this assumption by testing the proposed framework on larger-scale CRL configurations. Obtaining a better understanding and characterization of the impact of the parameters δ and w on the quality of the approximation and the performance attained by the derived policy, are additional issues that need further investigation. A systematic assessment of the value of introducing new simple features and/or higher order interactions is another line for extending the presented results. Finally, a last important remaining step is the design of a computationally efficient learning algorithm that will generate the vector r * for larger systems, where the LP-based methodology employed in this work will not be applicable.
