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Dear Readers,
LSDMA stands for “Large-Scale Data Management and Analysis” and was
a portfolio theme funded by the German Helmholtz Association from 2012–
2016. Under leadership of the Karlsruhe Institute of Technology (KIT), four
Helmholtz centres (KIT, FZ Jülich, DESY, GSI), six universities (Univer-
sity of Hamburg, University of Ulm, Heidelberg University, HTW Berlin,
TU Dresden and GU Frankfurt) and the German Climate Computing Centre
(DKRZ) joined to enable data-intensive science by optimising data life cycles
in selected scientific communities.
Figure 1: The LSDMA Symposium “The Challenge of Big Data in Science” 2016.
In our Data Life Cycle Labs (DLCLs), data experts performed joint R&D
together with scientific communities to optimise data management and anal-
ysis tools, processes and methods. Complementing the activities in the DL-
CLs, the Data Services Integration Team (DSIT) focused on the development
of generic tools and solutions, which are applied by several scientific com-
iii
munities. Examples are authentication, authorisation, identity management,
archiving or metadata.
Overall 78 scientists – among them 21 PhD researchers – were working in
LSDMA and have achieved very interesting results ranging from community-
specific solutions, e.g. in energy or climate/environmental research, to generic
tools and methods, e.g. for meta-data handling or federated AAI. This book
gives an overview on these fascinating R&D.
Figure 2: The LSDMA All-Hands Meeting 2016.
In addition, LSDMA organised several annual events: the international sym-
posium on “The Challenge of Big Data in Science”, community forums, tech-
nical forums and PhD meetings – all these events promoted the enabling of
data-intensive science, brought together LSDMA consortium partners with
the scientific communities and fostered the spreading and uptake of LSDMA
solutions.
New projects originate from the new connections among people in LS-
DMA and their scientific results, e.g. the DFG-funded MASi project focusses
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on metadata management for applied sciences1 and the EC-funded project
INDIGO-DataCloud aims at developing a data/compute platform for data-
intensive scientific communities provisioned over hybrid einfrastructures2
Much of the work of LSDMA is meanwhile carried forward in the third
round of the Helmholtz programme-oriented funding (PoF-3).
Internationally several LSDMA scientists are actively participating in the Re-
search Data Alliance (RDA) through participating and/or leading working and
interest groups as well as severing as elected members in RDA boards such
as the Technical Advisory Board (TAB).
I want to express our gratitude to the German Helmholtz Association and the
German Federal Ministry of Education and Research for funding the LSDMA
portfolio theme.
Have a nice time reading the book.
Dr. Christopher Jung,
Dr. Jörg Meyer,






Satellite Data with Full Stack
of Web Applications
Marek Szubaa, Parinaz Ameria, Jörg Meyera
a Karlsruhe Institute of Technology (KIT), Karlsruhe
Abstract We have created a distributed system for storage, processing, three-di-
mensional visualization and basic analysis of data from Earth-observing satellite ex-
periments such as Envisat MIPAS. The database and the server have been designed
for high performance and scalability, whereas the client is highly portable thanks to
having been designed as a HTML5- and WebGL-based Web application. The system
is based on the so-called MEAN stack, a modern replacement for LAMP, which has
steadily been gaining traction among high-performance Web applications. Here, we
present an overview of all components of our system.
1 Introduction
Modern remote sensing devices mounted on environmental satellites like MI-
PAS on Envisat generate enormous amounts of data. From the original raw
data various secondary data are derived and disseminated for further analysis.
Derived data may differ in geometries and formats leading to a large variety of
datasets that need to be harmonized, even though researchers agreed on cer-
tain standards and conventions. Traditionally, climate data are stored in file
hierarchies on large state-of-the-art storage systems that are financially feasi-
ble. For the analysis of data typically detailed expert knowledge is required
for specialized programs, e.g. for visualization and knowledge in several
high-level programming languages like Java [Ame14].
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The progress in modern hardware and the increase of CPU cores allows to
change the analysis paradigms towards an on-the-fly parallel pre-processing
of data stored as semi-structured data in distributed databases that are pro-
vided by RESTful Web services. Researchers just fetch relevant data and
perform their analysis including visualization on lightweight clients in close
to real-time. In this article we describe the architecture of such a system.
In the next section the components are described and an overview of the sys-
tem architecture is given. In Section 3 the scalable multi-processing platform
Node Scala is introduced that is used to perform data pre-processing on a
cluster. The client web application KAGLVis is described in Section 4, fol-
lowed by the conclusion.
2 System Components and Architecture
The idea of our system is to index large amounts of heterogeneous data and
to be able to query for data instead of reading and parsing files in filesystems.
Given the variety of data formats, the high number of data sources, and the
volume of the data the requirements for a database management system are
the ability for horizontal scaling and a flexible scheme or data model. Hori-
zontal scaling means that data is distributed on several hardware servers, i.e.
the capacity of the database system is not limited by the resources of a single
hardware server. While changes of a relational database model can be time
consuming and cumbersome NoSQL databases do not require a fixed scheme
for data. Document-based NoSQL databases fulfill both of our criteria. We
implemented our system using a MongoDB. Data is stored in semi-structured
JSON-documents that consists of key-value pairs allowing for non-scalar val-
ues like arrays or nested documents. Horizontal scaling is realized by re-
laxing guarantees on consistency. However, in our use cases data will be
imported once and afterwards read many times. The lack of transactions is
no limitation. MongoDB provides its own query language that allows to fil-
ter and aggregate documents. Complicated queries that include data trans-
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Figure 3: Architecture of our system. For clarity, the diagram omits internal management com-
ponents of Node Scala (the controllers and the scheduler) as well as assuming only
one MongoDB query router is in use (and thus hiding the second load balancer).
formations might not be expressible or take too much time. This is why
we introduced Node Scala, a scalable multi-processing platform. It fetches
data from the MongoDB and pre-processes the data on a cluster before pass-
ing the transformed and reduced data to client application (see Section 3).
Our user analysis application is a browser application that runs in all modern
web browsers without the need to install further software. The application is
called KAGLVis. The purpose is to select and visualize environmental satel-
lite data from MIPAS (see Section 4). The complete architecture is depicted
in Figure 3.
We have based our system on the so-called MEAN stack, a modern Web-
application stack consisting of:
• MongoDB — NoSQL document database
• Express — Web framework for Node.js
• AngularJS — Web client MVVM framework
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• Node.js — event-driven I/O in JavaScript
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Using MEAN offers several advantages over more traditional stacks such as
LAMP. To begin with, all of its components have been explicitly designed for
high performance. Secondly, the fact a single language – JavaScript – is used
throughout the stack both simplifies the development environment and sim-
plifies the work of developers. Finally, the common data format of the stack
– JSON – maps well to both JavaScript objects and MongoDB documents.
3 Node Scala
While undoubtedly optimized for performance, Node.js applications are by
design restricted to a single thread. Distributed systems featuring multiple in-
stances of the same application accessed through a common interface such as
the same HTTP server, can be constructed using the standard Node.js module
Cluster (on a single host) or third-party solutions built on top of it such as
StrongLoop Process Manager (which can support multiple hosts), however,
neither of these solutions allow for parallel processing. In light of the above,
we have designed and developed an alternative solution called Node Scala,
which not only allows for distribution of its various components on both a
single and multiple hosts but also allows for parallel execution of tasks with
intelligent distribution of chunks among its workers [Maa15].
The internal structure of Node Scala is presented in Figure 4. It consists of
several component types:
• The controller handles start-up and shutdown of other components of
the system, even when they run on multiple machines, as well as mon-
itors and restarts them as needed to increase overall robustness. It uses
SSH as its command channel.
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Figure 4: Diagram of the internal structure of Node Scala.
into sub-tasks, submit the latter for processing, assemble results, and
return them to the user. Additional front-end servers can be added to
the system as needed, however with the current version of Node Scala
using Node Cluster as the front-end controller and load balancer they
all have to run on a single machine.
• The back-end servers communicate with the database, execute sub-
tasks and transfer the results back to front-end servers. Again, addi-
tional back-end servers can be added as needed – this time possibly on
multiple machines.
• Finally, the scheduler keeps track of available back-end servers and
assigns them to tasks as requested by the front-end layer.
With the exception of the aforementioned command channel, all the compo-
nents of Node Scala communicate by streaming JSON data over TCP con-
nections.
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• The front-end servers provide the RESTful HTTP(S) interface to the
system, handle incoming requests, check their complexity, divide them
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4 KAGLVis
Our client application is a data browser which displays selected observables
as 3D points at correct coordinates on a virtual globe. At present it can dis-
play orbital paths of Envisat as well as cloud altitude measured by MIPAS,
in the latter case allowing the user to specify criteria defining clouds. The
data is fetched from the server in the background, depending on the user’s
preferences either set by set or simultaneously for the whole selected range.
The view, which can be either a sphere, a plane or that of poles and which
allows for selection of a number of different Earth images as background, can
be freely rotated and zoomed. The color map in the legend is drawn dynam-
ically on a HTML5 canvas element and synchronized with the contents of
the 3D view. Finally, widgets of the user interface use the popular Bootstrap
library.
The internal logic of KAGLVis has been implemented using AngularJS, with
each component of the view assigned its own controller. Dedicated internal
services have been created for the exchange of messages between compo-
nents (no communication through other channels such as global variables is
allowed), accessing configuration, and interfacing with the REST server.
The heart of KAGLVis, the 3D display (see Figure 5), is based on WebGL
Globe – a lightweight JavaScript virtual globe created by Google Data Arts
Laboratory which can display longitude-latitude data as spikes. As the name
suggests, Globe uses WebGL to leverage local GPU power for 3D rendering.
Our version of Globe has been customized to support other views than the
original sphere as well as selection of the background texture, reduce memory
consumption at a cost of disabling certain visual effects, and most importantly
to allow caching of previously displayed data set.
As a single-page application, our client adds only minimal load to the server
hosting it. We have therefore deployed it on the same HTTP server as the
REST API, reducing overall complication of the architecture.
6
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Figure 5: A screenshot of KAGLVis showing cloud altitude measured by MIPAS against flat
Earth view.
Our evaluation has shown KAGLVis to perform well even when subject to
considerably more load than encountered during typical use, as well as
on machines with modest processing power and only integrated graphics
chipsets [Szu16].
5 Conclusion and Contributions
Our Web application-based system for the analysis of environmental satel-
lite data follows the new paradigm of on-the-fly parallel pre-processing of
semi-structured data from distributed databases, by RESTful Web services.
It is highly distributed, offers multiple degrees of scalability and simplifies
deployment of the client. By having based our system on the MEAN stack
we have not only been able to take advantage of state-of-the-art, performance-
7
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oriented components, which has been reflected by excellent results for perfor-
mance benchmarks, but also considerably reduced the development overhead.
In the course of our work on this system we have:
• migrated metadata of Envisat MIPAS from MySQL to MongoDB and cre-
ated MongoDB databases for other devices. Among other benefits this
migration empowered the usage of parallel access to the datasets of the
applications, resulting in an order-of-magnitude performance boost in
applications such as geomatching between experiments;
• developed an unique platform allowing parallel processing in Node.js
applications;
• designed, deployed and benchmarked a complete MEAN stack-based
system for accessing MIPAS data through a Web browser.
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Web Processing Services for the
Climate Science Community
supported by Birdhouse
Carsten Ehbrechta, Stephan Kindermanna, Jörg Meyerb
a German Climate Computing Center (DKRZ), Hamburg
b Karlsruhe Institute of Technology (KIT), Karlsruhe
Abstract Climate analyses often require the processing of large data from climate
model simulations and observation data. Nowadays, researchers download data from
climate data archives and try to process those files at their home institutes with local
analysis software. But with the growing amount of climate data this is not a feasible
solution. With the upcoming climate model simulations projects (e.g. CMIP6) even
larger climate institutes and computing centers will not be able to keep all relevant
data on one storage system.
Climate processing services can be a valuable contribution to cope with the growing
data challenge. A set of climate analyses processing tools can be installed close to the
climate data archives. These processing tools are provided as services, which can be
accessed via the web. Here, standardized interfaces are important to enable processing
services among several institutes interested in climate data. Furthermore a standard
processing interface enables the chaining of processes cross-institutional.
Besides sharing the processing services, this gives also the opportunity to share the
knowledge (and software) on climate processing among researchers and institutes. By
this “reinvented wheels” can be reduced and the software quality can be enhanced.
This does not restrict the researchers from choosing their favorite processing tools.
Using a standard processing service interface decouples the processing tools (includ-
ing programming languages, operating systems) from the service itself, and there are
also several implementations of the service provider software available.
In Birdhouse we show how the Web Processing Service (WPS) standard can be used
to realize services for climate processing tools. WPS is an open standard defined by
the Open Geospatial Consortium (OGC) with several open source implementations. In
Birdhouse we currently use the Python implementation of WPS, “PyWPS”, but Bird-
house is not restricted to a single WPS implementation. Birdhouse is not yet another
processing framework, Birdhouse provides “glue” and missing parts to successfully
run WPS for climate data processing.
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1 Introduction
A Web Processing Service (WPS) [15e] is a standard defined by the Open
Geospatial Consortium (OGC) to provide processing capabilities as a web-
service. The standard defines operations to discover and execute processes
on a web-service by a client, and how the inputs and outputs of a process are
specified (see Figure 6). The WPS operations are:
• GetCapabilities - list all available processes with identifier, title and
abstract. This operation is used to discover the capabilities of a WPS
and to bind them to a WPS client.
• DescribeProcess - show the details of a specific process with input
and output parameters (including data types).
• Execute - run a process with user defined input parameters. Short run-
ning processes (few seconds) can be run synchronously and long run-
ning processes asynchronously (by polling the process status). Process
outputs can be returned directly or stored on server side and returned
by a URL reference.
WPS defines a simple HTTP interface, which can be accessed with GET and








Figure 6: Web Processing Service Operations.
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Start Year = 1991
End Year = 2005
Variable = tas
Figure 7: WPS process example for a statistical robustness calculation of ensemble input data.
WPS aware clients (web-portals, GIS desktops). WPS is, like any other OGC
service, a state-less protocol. There is no communication history between the
server and the client. WPS processes can be chained, either manually or by
a workflow-engine. Processing data can be either local on the server side or
supplied by input parameters (WPS ComplexType).
Birdhouse [16d] is a collection of Web Processing Service related compo-
nents to support data processing in the climate science community. Birdhouse
supports setting up your own WPS services and provides generic WPS clients
to interact with them. In addition it comes with the integration of interfaces to
climate data archives like Earth System Grid Federations (ESGF) [11c] and
Thredds data catalogs [16w].
Figure 7 shows an example how a WPS process is executed, with an ensemble
of climate data in NetCDF format (surface temperature) as input and an image
with a statistic of the ensemble robustness as output.
2 Birdhouse Components and Architecture
The Birdhouse ecosystem includes components to access and catalog external
data sources provided by Thredds data servers including the Earth System
Grid Federation (ESGF) data archive. Additionally it includes a component
to index and search large local data collections using Solr [04] technology.
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Figure 8: Birdhouse infrastructure with WPS, WMS, Catalog Service and climate data archives.
For managing and interacting with processing services Birdhouse uniformly
exposes OGC WPS standard based interfaces. The OGC WPS interface de-
scriptions can be registered in an OGC Web Catalog Service [13c] supporting
standards based service discovery. Processing results can be published to the
same Catalog Service (see Figure 8).
Birdhouse has a web-client called “Phoenix” to interact with Web Processing
Services and to feed them with data from climate data archives.
To setup the WPS infrastructure Birdhouse uses a build system based on
Conda [16h], Buildout [06b] and Ansible [14a].
To control the user access to WPS services (and other OGC services) Bird-
house has a OWS security proxy “Twitcher”, which can be placed in front of
any WPS service.
14
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3 Climate Processing Services
Birdhouse has several Web Processing Services, which combine processes of
different aspects in climate data processing. Currently these are:
• Flyingpigeon contains a variety of processes ranging from simple
polygon subsetting to complex data analysis methods and workflows
used in climate impact or extreme weather event studies [16x].
• Hummingbird provides processes to check conformance to climate
metadata standards. Theses standards are the NetCDF-CF (Climate
and Forecast conventions) and metadata conventions of climate data
simulation projects like CORDEX and CMIP6.
• Malleefowl has processes to access climate data archives like Earth
System Grid Federation (ESGF) and Thredds data catalogs. It includes
a workflow process to fetch climate data from a selected archive and
provides this data to a selected analysis process. If the requested cli-
mate data files are not already locally available on disk then they will
be downloaded and cached on file-system.
• Emu has some lightweight processes to show which input and output
parameters are supported by WPS and to provide examples to write
your own processes.
4 Birdhouse Build System
Birdhouse consists of several components like Flyingpigeon, Emu and Phoe-
nix. Each of them can be installed individually. The installation is done using
the Python-based build system “Buildout”. Most of the dependencies are
maintained in the Python distribution system “conda”. For convenience each
Birdhouse component has a Makefile to ease the installation so one does not
need to know how to call the Buildout tool.
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Figure 9: PyWPS [08] WSGI Application.
We use the Gunicorn HTTP application server (similar to Tomcat for Java
servlet applications) to run the Birdhouse web applications with the WSGI
interface. In front of the Gunicorn application server we use the Nginx HTTP
server (similar to Apache web server). All these web services are start-
ed/stopped and monitored by a Supervisor service (see Figure 9).
5 Phoenix
Pyramid Phoenix is a web-application build with the Python web-framework
Pyramid [11g]. Phoenix has a user interface to interact with Web Processing
Services. The user interface allows you to register Web Processing Services.
For these registered WPS services you can list the available processes. You
are provided with a form page to enter the parameters to execute a process
and you can monitor the jobs and see their results (see Figure 10).
In the climate science community many analyses use climate data in the
NetCDF format. Phoenix uses the Malleefowl WPS which provides processes
to access NetCDF files from the ESGF data archive. Malleefowl provides a
workflow process to chain ESGF data retrieval with another WPS process,
16









Figure 10: Phoenix example with the execution, monitoring and displaying outputs of a WPS
processing job.
which needs NetCDF data as input. Phoenix has a Wizard to collect the pa-
rameters to run such a workflow with a process of a registered Web Processing
Services.
Phoenix is intended to help researchers and developers of WPS processes to
use their processes more conveniently, especially for feeding their processes
with different data sources (like ESGF data archive).
Phoenix visualizes processing input and output data in the NetCDF format
on a map (based on Leaflet). The climate data map is generated by a Web
Mapping Service (WMS). WMS supports a time attribute, which can be used
to step through the map by time.
In addition one can use the Birdy command-line tool to work with Web Pro-
cessing Services.
17
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6 Twitcher
Twitcher is a security proxy for Web Processing Services. The execution of
a WPS process is protected by the proxy. The proxy service provides access
tokens (uuid strings), which need to be used to run a WPS process. The access
tokens are valid only for a short period of time (see Figure 11).
The implementation is not restricted to WPS services. It will be extended
to more OWS services like WMS (Web Map Service) and CSW (Catalogue
Service for the Web) and might also be used for Thredds catalog services.
Twitcher consists of the following parts:
• OWS Security is a WSGI middleware, which puts a simple token
based security layer on top of a WSGI application. The access tokens
are stored in a MongoDB.
• OWS Proxy is a WSGI application, which acts as a proxy for registered
OWS services. Currently it supports WPS and WMS services.
• Administration interface is a XML-RPC service which is used to con-
trol the token generation and OWS service registration. The interface
is accessed using “Basic Authentication”. It is meant to be used by an
administrator and administrative web portals.
The OWS security middleware protects OWS services with a simple string
based token mechanism. A WPS client needs to provide a string token to
access the internal WPS or a registered OWS service. A token is generated
by using the XML-RPC admin interface. This interface is supposed to be
used by an external administration client which has user authentication and
generates an access token on behalf of the user.
The OWS security middleware allows by default to use GetCapabilities
and DescribeProcess requests without a token. The Execute request can
be accessed only with a valid token.
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Figure 11: Twitcher security proxy for OWS services.
Twitcher is meant to be integrated in existing processing infrastructures with
OGC/OWS services and portals and can be put in front of any WPS service.
7 Conclusions and Contributions
Further work has to be done on the security infrastructure of WPS servers.
The WPS standard does not provide a solution besides using HTTPS and se-
curing the WPS server with username/password. Currently we are using the
Twitcher security proxy with simple access tokens passed as HTTP header
parameters. In a distributed installation we need tokens which contain se-
curity information that can be verified on a remote Twitcher service, Maca-
roons [14b] might be a promising option.
In the current deployment of a WPS service processes are directly executed on
the machine where the WPS service is running. In installations on computing
centers we need to attach existing batch job processing systems like Slurm
19
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to make use of the existing compute facilities. Another task is to use docker
containers for the execution of WPS processes to encapsulate each processing
job.
In addition to this the next steps include the collaboration with European part-
ners to make WPS services interoperable and usable in international collabo-
rations.
This use case demonstrates the necessity for a close collaboration between
researchers and data scientists coming from different institutions. Also it
shows the large variety of services and tools involved in this collaboration.
20
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A Concept for a User-oriented Energy
Data Management System
Fabian Rigolla, Hartmut Schmecka
a Karlsruhe Institute of Technology (KIT), Karlsruhe
Abstract The amount of energy-related data is increasing: Smart meters, smart plugs,
and even household appliances themselves create detailed records of energy data. This
kind of data can be used to gain valuable insights into the status of the energy grid.
Furthermore, energy data can serve as a basis for elaborate optimization and for ad-
ditional services, leading to a significant commercial value. But at the same time,
energy data often is highly sensitive data that can affect residents’ privacy. Therefore,
an energy data management system is needed which satisfies both technical as well
as user-driven requirements. This paper presents a concept for such a user-oriented
energy data management system. During the design phase, a detailed requirements
analysis was performed. An initial data life cycle analysis focussed on technical as-
pects. Ensuing this step, an analysis from a user’s perspective was performed. The
resulting requirements form a list of specifications which were used to create a modu-
lar concept called Data Custodian Service. This system has also been implemented in
form of a demonstrator.
1 The Energy Transition
and Energy Informatics
Humanity depends on many different kinds of energy. People in a modern
society are accustomed to be able to use gas, heat, and electricity at almost
any given time. A reliable energy supply is taken for granted and we are able
to make use of energy without much further consideration. However, if a
power failure – a so-called blackout – occurs, we are reminded of how much
we depend on energy. Due to this subliminal consumption, we don’t realize
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the vast amounts of energy which are necessary for our day to day life. If
for example a washing machine were to be fueled not by electricity but by
the combined energy output of humans, the constant power of twenty people
would be necessary for a normal washing cycle: An averagely trained person
can provide some one hundred watts for a longer period of time and a wash-
ing machine has a peak demand of roughly two thousand watts. And yet,
our electricity grid reliably provides energy for millions of households and
industry on demand. This thirst for energy is ever-increasing. Devices and
appliances are becoming more efficient, but at the same time Earth’s popula-
tion is rapidly growing: the annual increase in population is about 80 million
people [Sta16]. In the course of their lives, all of these people will use great
amounts of energy which has to be provided somehow.
In the past, fossil fuels such as oil, coal, and gas were virtually the only en-
ergy source. However, using such resources implies severe repercussions. By
pumping up oil and by mining coal, entire regions are affected or even de-
stroyed. Furthermore, the human-caused greenhouse effect has irreversibly
increased Earth’s temperature [Coo13]. The concentration of carbon dioxide
in Earth’s atmosphere – one of the most important drivers of the greenhouse
effect – is at the maximum of the last 650000 years [Qua15]. Global warm-
ing cannot be stopped anymore, it can only be slowed down and in order to
limit the temperature rise, a massive reduction in the emission of greenhouse
gases is necessary. This means that the use of fossil fuels must be reduced
significantly while at the same time expanding the use of renewable energy
resources such as solar and wind power.
The process of abolishing fossil fuels in favor of renewable energies is often
called Energiewende or energy transition and is considered one of this cen-
tury’s greatest challenges [AB07]. In a classical energy grid there is a small
number of central mostly fossil-fueled power plants which provide energy for
the consumers. If demand increases, more energy is fed into the grid. How-
ever, power plants which utilize renewable energies usually can’t increase
their energy output to match the demand – a wind turbine can’t provide elec-
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trical power if there is no wind. This fluctuation has to be dealt with. Thus,
supply won’t follow demand anymore, but demand will have to follow supply
– at least to some degree. Additionally, instead of a few hundred central power
plants many millions of decentral entities will have to be controlled. Thus, a
profound change in the entire energy system is due. Efforts in many different
areas of research are needed for a rapid and successful transformation. One of
these is the area of Energy Informatics. Its main goal is the efficient integra-
tion and use of renewable energy resources and the most effective utilization
of demand flexibility by employing information and communication technol-
ogy (ICT) in the energy system [Goe14]. Using ICT offers the possibility to
make the grid and its operation smarter by gaining a deeper insight into the
energy system. In this manner, the energy system can be made more reliable
and efficient than would be possible by mere engineering.
Information gained in the energy system in form of energy data is the basis
for deliberate decisions and optimization. The recorded energy data can be
used to improve various aspects of the grid itself and the processes therein.
However, energy data often is highly sensitive data that can potentially com-
promise people’s privacy or a company’s secrets. Therefore, a suitable energy
data management system is necessary that protects the privacy of its users
while at the same time preserving the usability of the data for the smart grid.
2 Energy Data
In this section, the term energy data is defined. Afterwards, benefits which
arise from using energy data as well as potential privacy threats are discussed.
2.1 Definition
In the literature, there are different notions of the term energy data. Often,
data from smart meters are referred to as energy data (e.g. [Mol10]). In other
cases, it is not only data from smart meters but also data from the appliances
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themselves (e.g. [KJ11]). The previous examples refer to electrical energy.
However, there are also meters for gas consumption [FK10]. This small ex-
cerpt shows how ambiguous this term can be. Not only the data sources differ,
but also data formats, ways of transmission etc.
Evidently, the term energy data cannot be restricted to one specific applica-
tion. Rather, a broad understanding of the term is necessary. Therefore, in the
following, all data are considered to be energy data as long as the following
two conditions are met:
• The data comprise information with reference to the use (production,
consumption, conversion, . . . ) of energy.
• The data are available in form of a time series.
This definition is deliberately wide so that many different kinds of energy data
can be subsumed. At the same time, other related data are excluded: energy
model data are not a part of this definition as they are not time series data.
2.2 Benefits of Energy Data
Energy data can be used to gain detailed insight into the energy grid and its
status. This makes energy data valuable and often highly sensitive. In the
following, a few examples of possible applications where energy data can
help to implement and speed up the energy transition are given.
For many people, using energy is a rather abstract process. If no direct feed-
back is available, the amount of energy used often cannot even be guessed.
Therefore, consumers usually don’t know how an adjustment in behavior
would affect their energy bill. As soon as consumers do get feedback how-
ever, up to 15 % of reduction in consumption are possible – without any fur-
ther optimization [Dar06]. If an energy management system is used to op-
timize the operation of appliances in a household, even higher savings can
be expected. It is conceivable that further novel services will arise, based on
households’ energy data, e.g. consumption assessment or advice on how to
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reduce overall cost. In such instances, users might profit by sharing their data
with such service providers or other third parties who are interested in the
data. At the same time, those providers profit by gaining access to valuable
data.
As explained before, in the future energy, consumption will have to follow
supply to some extent. To achieve this, energy management systems are be-
coming necessary. In order to be able to make reasonable decisions, they need
energy data. The availability and quality of such data significantly influences
the quality of the optimization in the smart grid [Fan13]. Detailed energy
data can also help to better understand consumption patterns and therefore
improve the quality of forecasts which in turn can support optimization ef-
forts [KD12].
Those are just some of the use cases where energy data can be used to improve
the smart grid and its efficient operation. However, energy data also pose a
severe threat to people’s privacy.
2.3 Privacy Threats
More than two decades ago Hart [Har92] published his pioneering paper on
nonintrusive load monitoring. The underlying idea is that not only electricity
is transported when consuming electrical energy, but also information: If the
measured consumption patterns are interpreted correctly, detailed information
from within a household can be revealed.
Many improved and novel approaches have been published in the past years
[ZR11]. Even though the technical side might not be of interest to the average
consumer, the consequences affect them nonetheless:
• How many people are living in a household?
• A person called in sick at work. Did that person stay at home on that
particular day?
• Do the residents in a home sleep well or do they get up at night?
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• How and when do the residents prepare their meals?
• Did a person leave in time for work?
Neither very detailed consumption data on a device level nor high resolutions
are necessary to answer these questions. Energy data at an aggregated house-
hold level with a temporal resolution in the area minutes is sufficient [Mol10].
If more fine-grained data is available, an analysis can even reveal which TV
content is consumed at a given time in a home [GJL12]. Many other aspects
such as behavioural patterns, religion etc. can be detected with surprisingly
high precision.
If an adversary gained access to energy data of a household, the residents’
privacy could obviously be compromised. Therefore, energy data must be
well protected. However, in some cases residents might still wish to share
some data. Therefore, a suitable energy data management system is necessary
which helps the users to decide whether to share data and at which quality.
Similarly, enterprises will be reluctant to provide their energy data because
they are afraid to reveal essential information about various kinds of internal
processes.
3 Requirements Analysis
In order to account for technical as well as user-driven aspects, a detailed
multi-step analysis of energy data’s properties was performed. The resulting
requirements are the basis for the concept presented in this paper.
3.1 Technical Data Life Cycle Analysis
In a first step, the data life cycle of energy data was analyzed. A typical data
life cycle consists of the following six phases: acquisition, transmission, stor-
age, analysis, distribution, and deletion. For each of these steps, the specifics
of energy data were considered. This systematic approach ensures that the
entire life cycle is covered. Resulting requirements are among others:
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• Support for different kinds of energy data, regardless of file formats
• Robustness in relation to faulty or missing data
• Easily searchable meta data
• Efficient storage for large amounts of time series
• Efficient and flexible access at different resolutions
Different sources of energy data lead to different kinds of energy data. How-
ever, all relevant data is usually available in some form of time series. There-
fore, the energy data management system should not restrict itself to one data
format but it should be able to import different kinds of time series based
data. Many energy metering systems use wireless connections. Therefore,
transmission errors in form of faulty or missing data can occur. The energy
data management system should be able to deal with this situation. As with
most data, energy data needs to be efficiently searchable. The users must be
able to filter by device or time, for example. Even if energy data in small
households might not appear to be large data, it is recorded constantly over
possibly long periods of time. Therefore, an efficient way of storing it is
necessary. In order to efficiently use the energy data, flexible access at vari-
ous different resolutions is needed. The data life cycle analysis revealed some
other requirements which are skipped here for brevity, but have been included
in the published PhD thesis [Rig17].
3.2 User-Oriented Analysis
In addition to the technical analyses, the privacy implications of energy data
were investigated. To that end, an analysis of nonintrusive load monitoring
techniques was conducted: What information can actually be derived from
energy data and how is that done?
There is a large number of different approaches for various situations. Some
of them work only for fine-grained data but deliver excellent results in terms
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of device recognition [GRP10]. Others don’t need high resolutions and often
can’t identify individual devices but reliably reveal presence or absence of
residents [Mol10]. Temporal as well as spatial resolutions play a crucial role
in the quality of the results, but even very coarse data can lead to an invasion
of residents’ privacy. That is why smart meters might even be “regarded as a
judashole into a household” by some [KS14]. Following the analysis, these
requirements were defined among others:
• No distribution of energy data or derived data without explicit consent
by the user(s)
• Reduction of data quality to the least acceptable degree before any data
is shared if possible
• Explanation of the privacy implications if data were to be shared
From a user’s point of view the distribution of energy data must be restricted
rigorously in order not to jeopardize their privacy. If the users decide to share
data all the same, at least the data quality should be lowered as much as
possible. Data with a low resolution and artificial noise might reveal less than
high quality data. The privacy aspect reveals another issue: the users’ lack
of knowledge. If a user is not able to understand the data itself (cf. [Dar06]),
it is highly unlikely that the privacy implications are clear. Therefore, an
explanation of the privacy implications is necessary.
At a time where credit cards and smartphones are used on a daily basis, one
might argue that energy data is a lesser evil in comparison. However, credit
cards and smartphones are opt-in. It might come with a loss of comfort, but
it is possible to live without them [Sta10]. The use of (electrical) energy is
not really optional. It might be possible in very extreme cases but comes
with a drastic loss of comfort. As the users often can hardly decide whether
energy data is collected, they should at least be given the chance to decide
what is done with their data. Therefore, the user-driven requirements may not




In their entirety, the above requirements form a specification which can be
used to design an energy management system that will not only comply with
technical demands but will also satisfy user needs. Both aspects are equally
important. The energy data management system must work efficiently with
all kinds of energy data so that the need does not arise to use other applications
over which the users don’t have control. At the same time, the energy data
should be put to good use while at the same time protecting the users’ privacy
as effectively as possible.
4 Concept
In this section, the architecture of the Data Custodian Service (DCS) is de-
scribed (cf. Figure 12). Since its first publication it has been modified and
improved [Rig14; RS14]. It is a modular system which has been designed to
comply with the requirements of the carried out analysis. The DCS consists of
several different modules which interact in order to support the management
of energy data in all six phases of the data life cycle. In the following, the
individual parts of the system are characterized by describing typical tasks.
4.1 Data Ingest
Data sources can send energy data to the DCS by using a Machine-to-Machine
Interface – a webservice – offered by the DCS webserver. The Data Custo-
dian Core – the central module of the DCS – then hands over the transmitted
data to the Time Series Handler which processes the data and converts the dif-
ferent kinds of data formats to a consistent internal format. As shown earlier,
there is a large number of diverse Data Sources that need to be incorporated.
By using a dedicated Time Series Handler which is capable of converting
a variety of different input formats, all kinds of energy data sources can be
supported.
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The unified data are handed back to the Data Custodian Core after they have
been preprocessed in the Time Series Handler. The Data Custodian Core
uses the Database Access Handler to create a new entry in the Meta Data
Storage and to put the energy data itself into the Time Series Storage. The
Meta Data Storage needs to be easily searchable, so that stored data can be
filtered efficiently by criteria such as data source or time span. The Time
Series Storage must be – as its name implies – an efficient storage for large
amounts of time series data. However, the actual energy data set identification
is done via the corresponding entry in the Meta Data Storage from which it
can be referenced and then retrieved from the Time Series Storage.
4.3 Data Requests
For obvious reasons Interested Parties cannot be allowed to access any data
directly. Instead, they have to issue a request for data. The Graphical User
Interface is a web application which offers an interface for Interested Parties
to issue such requests. Incoming data request are transferred to the Data Cus-
todian Core which uses the Data Request Evaluation module to assess the
potential privacy implications of the request. Among others, both the tempo-
ral and spatial resolutions as well as the requested period of time influence the
assessment. The evaluation is done by a module so that it can be swapped out
easily in order to allow for different kinds of evaluation schemes. A summary
of the data request and the result of the request evaluation is presented to the
User. The User – as the one who is affected by the energy data – must then
decide, whether that data request should be accepted or declined. The privacy
evaluation ensures that the User knows about potential consequences when
sharing the data. In case the User declines the data request, the Interested
Party is informed and no data is exported. If the User accepts the request, the
Data Custodian fetches the times series data from the corresponding Time Se-
ries Storage using the reference in the Meta Data Storage. The data are then
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processed according to the data request (selection, quality reduction etc.). In
a last step, the derived data is sent to the Interested Party. By employing
such a system, the User is always informed about any outgoing data and the
potential consequences for the residents’ privacy.
4.4 Logging
The Data Custodian Core automatically logs all events relevant to the users’
privacy in the Meta Data Storage. That even includes incoming data requests
by Interested Parties which are ignored by the user or declined. This allows
for the recognition of potential abuse patterns which might occur. The track-
ing of approved data requests ensures that potential data abuse can be mapped
to a Third Party who requested the corresponding data. This facilitates pros-
ecution in case of data abuse.
5 Demonstrator
The presented concept in form of the Data Custodian Service has been im-
plemented in form of a demonstrator using Python. This section gives an
overview of the used software.
The Python web framework Django1 is at the core of the demonstrator.
Django works as a model-view-presenter: It serves as a user interface and
manages the underlying energy data sets’ meta data which are stored in an
SQLite2 database. The demonstrator offers a web service and web applica-
tion through which new data sources can be added. Furthermore, the web
interface allows to issue and manage incoming data requests. Consequently,






While the meta data are stored in an SQLite database by Django, the actual
time series data are stored in HDF53 files. This file format specializes in the
efficient storage of homogeneous tables and as time series can be represented
as such, it is well suited for storing them. At the same time, efficient selection
of time ranges is possible, thus offering flexible access to different sections
of the data. Referencing stored energy data is done by Django using the
corresponding meta data.
The time series data are handled using the data analysis library pandas4. This
library is capable of handling large amounts of time series data in so-called
DataFrame objects allowing for efficient selection, resampling, and other ma-
nipulation of data. pandas is used to provide the functionality of the Time
Series Handler as well as the analysis of the time series data.
6 Conclusion and Contributions
During the work within the Data Life Cycle Lab Energy the need for a user-
oriented energy data management system arose. In order to fulfill both techni-
cal as well as user-driven requirements, an extensive analysis was performed.
On one hand, a technical data life cycle analysis was performed. This step
yielded several requests that must be met from a technical point of view. On
the other hand, a user-oriented analysis was carried out, including a detailed
analysis of potential privacy threats arising from energy data. This led to a
number of requirements which must be satisfied by a suitable energy data
management system from a user’s perspective.
Progressing from this set of requirements, a concept for an energy data man-
agement system was designed. During the design phase, both technical as
well as user-driven demands were addressed. The work which was briefly
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Abstract Localization microscopy, especially SPDM (Spectral Position Determina-
tion Microscopy), can scale optical resolution down almost to the electron microscopy
level in the 10 nm range, which is important for biological and medical research and
diagnosis. But these techniques produce image data in the range of GB/s and require
the handling, processing and evaluation of image stacks of up to thousands of frames
per single cell. These data have to be stored and made accessible for the research
community, in diagnostic connotation for 30 years by law. To this end, we have de-
signed a system for transmitting the data, adding meta data for characterization and
retrieval, storing the data, and also offering programs and processing procedures for
fast evaluation, on individual machines or in clusters. A Generic Client Service (GCS)
API for connecting disparate services is designed and implemented seamlessly inte-
grating with the KIT Data Manager and the Large Scale Data Storage. A structured
metadata model based on Core Scientific Metadata Model (CSMD) is established for
describing the extremely large datasets of localization microscopy research. Standard-
ised descriptions of the workflow steps with an automated execution of the workflow,
based on extended image analysis programs is achieved by a workflow management
system (WfMS).
41
Managing Large Data Sets in Super-resolution Optical Microscopy
1 Introduction
Light microscopy is a routine imaging technique in biological and medical
research and diagnosis. Although nowadays instrumentation has made sub-
stantial progress concerning imaging quality and speed, there has been a gap
in resolution between light microscopy (∼200 nm) and electron microscopy
(∼20 nm). This missing scale range has, however, opened new insights into
the nanocosmos of a cell and its sub-cellular structures [Mül12]. Localization
microscopy, being a candidate to fill this gap, is a technique overcoming res-
olution limits due to diffraction. During the last decade several setups have
been developed and used to answer interesting and challenging questions in
the field of cellular biology and molecular biomedicine [Cre11], which we
will indicate by two examples.
The data, arising from investigations of localization microscopy, will be
shortly characterized as well as the resulting requirements for transmission,
formatting, storage, meta data definition, and processing tools. Handling and
processing of these data requires the use of a logical and physical network on
different levels which has been implemented at the participating institutions.
2 Localization Microscopy closes the Gap
For localization microscopy, standard microscopic optics and fast imaging
systems are required. The principle of the so far developed techniques de-
pends on optical isolation and separation of individual dye molecules by their
spectral signature. The embodiment (SPDM = Spectral Position Determi-
nation Microscopy) used in our collaboration makes use of dye molecules
for specific labeling of cellular sub-structures that are able to undergo so
called “reversible photo-bleaching”, reactions or conformation changes of
dye molecules which all result in stochastic molecular blinking. Taking a
huge time stack of images (∼2000 frames) the switch off/on of each molecule
can be detected and the molecular coordinates can be determined precisely (in
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Figure 13: Histone H2B distribution in HeLa cell nuclei and (pro-)metaphase chromosomes
[Mül12], showing wide field microscopic images (a–c), individual molecules (red
color dots) of merged images from the SPDM time stack (d–f), local density color
coding after image evaluation (red color dots) (g–i).
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Figure 14: Image section of the membrane of a breast cancer cell after specific labeling of the
Her2-receptors by means of fluorescence labeled antibodies. (courtesy J. Neumann,
Kirchhoff-Institute for Physics, University of Heidelberg). “cluster” and “linear”
refer to different image processing algorithms.
2.1 Examples
In the following two typical examples will be explained: In Figure 13 an ex-
ample of a cell nucleus and (pro-) metaphase chromosomes are shown. a) -
c) show the wide field microscopic images; d) - f) present the merged images
from the time stack of SPDM displaying thousands of individual molecules
by a color dot. In g) - i) these images are enlarged and coded according to
the numbers of next neighbors so that structural information can be eluci-
dated [Boh10]. Such chromatin 2D/3D nano-structures are of importance to
understand chromatin rearrangements during repair processes of DNA after
exposure to ionizing radiation [Zha15; Fal14a; Fal14b]. This information is
used to create and validate a consistent architectural model in the field of
radiobiology.
On the left of the Figure 14 an overlay of a standard wide-field image (green)
and a localization microscopy image (red points) of a membrane section of a
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the range of nm). Hence, distances between dye molecules can be calculated
in the ten nm range and thus sub-cellular structures can be visualized and
measured also in 3D conserved cells or even under vital conditions.
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breast cancer cell is shown. This is where the human epidermal growth factor
receptor 2 (Erb B2, a typical breast cancer marker) is specifically labeled
by appropriate antibodies. The right image shows the result of localization
imaging separately which is obtained from a time series of 1000 image frames
(979 x 816 pixels, 150 ms per image). Here, each point represents a single
fluorochrome attached to a receptor molecule. The wide-field image, hereby,
does not allow the identification of any detailed nano-structural information
about the spatial arrangement of the antibodies/receptors [Kau11].
This shortcoming of wide-field image is overcome by the localization image,
which reveals details of the formation of receptor clusters or linear arrange-
ments of receptors (inserts) which can be correlated to dimerization induced
functional activity [Hau16]. Such analyses help to elucidate mechanisms of
breast cancer therapy using antibody treatment (e.g. Herceptin®). These ex-
amples indicate the huge progress going along with localization microscopy.
However the volume of the data is drastically increasing by orders of mag-
nitudes requiring novel approaches of managing, archiving and analyzing
[Pra15].
2.2 Imaging Data and their Requirements
From the examples shown above we assume the digital volume of one cell
nucleus of about 20 µm diameter with a resolution of approximately 10 nm
is about 32 GB per channel of color. In larger screening experiments the limit
of one PB data volume is thus reached easily. For the highly sensitive anal-
yses and structure elucidation, very complex and highly variable algorithms
have to be used to avoid artifacts and to find out structural re-arrangements.
This includes iterative variation based denoising and deblurring techniques
[Asc16].
The algorithms typically follow a given sequence, including background es-
timation, blob (e.g. cluster) detection, fluorophore location estimation (blob
center of mass calculation), followed by postprocessing. In particular, back-
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ground estimation is a crucial step, which can be handled via linear or non-
linear filtering [D14] where the airy discs from the fluorescent molecules are
considered as outliers (e.g. identified by segmentation) and the estimation op-
erates on the remaining data. Yet methods for data fitting with outliers using
the ransac algorithm work as well. Further, there are several techniques for
estimating the fluorophore location [Mor10; Hua13; RNS15; SS14; TLW02]
which differ in complexity.
Postprocessing typically relates the obtained point pattern with the research
question. This could include point analysis techniques like distance distribu-
tion statistics, clustering, or pattern recognition. One can even consider the
image as highly noisy and perform reconstruction using denoising methods
such as those based on dictionary learning. For reconstructing a continuous
image from point-samples from localization microscopy, a patch-based algo-
rithm with overlapping patches is used. Hereby, the patches are represented
by a sparse linear combination of dictionary elements, whereby the dictionary
itself is learned from example images using a technique derived from [M10].
The final image is reconstructed by averaging over the overlaps of neighbor-
ing patches. Figure 15 shows, as an example, an original binary image with-
out any intensity weight as ususally considered in localization microscopy,
whereas Figure 16 shows the OMP learned denoised image.
Still the data is saved and worked on in an ad hoc manner, which with serial
computation systems leads to extremely long processing times and a limita-
tion of the selectable volume size due to limitations in the computer memory.
The data rate created by a localization microscopy device is in the range of
up to GB/s depending on the size of the detected region of interest and the
dimensionality (2D/3D) required for scientific investigations.
The original algorithms and techniques had been developed for a PC basis
without parallelization, due to the systems available at that time. This strongly
limited the handling of large data sets as being necessary in biological re-
search and medical diagnosis especially if a serious significance of statistics
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Figure 15: Original binary image.
Figure 16: OMP learned denoised image.
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is required (i.e. if a large series of cells has to be evaluated). To enhance this
process, we developed a pipeline for parallel data analysis.
Variational based methods need, in conjunction with parallel analysis of the
data, a synchronous update of all analyzed regions, which required new tech-
niques with message passing. Of course, in addition the access to the data
is self-explaining for the user – as best as possible – and fulfills the rules for
storage for several years as defined by the DFG funding organization.
3 Localization Microscopy Open
Reference Data Repository
Localization microscopy based research can produce datasets of up to 200 TB
for many detailed scientific investigations. As this technique is a novel imag-
ing methodology, the archiving, analysis, access and handling of these ex-
tremely large datasets necessitates annotating the datasets for experts to share
and to compare their findings. Hence, the Localization Microscopy Open
Reference Data Repository (LMORDR) has to enable the scientific research
community to: Store and access extreme large datasets in a repository, an-
notate the datasets (enrich the data with new insights), share the annotated
datasets (reference data is important for disseminating knowledge), and ana-
lyze the datasets interactively. In the Data Life Cycle Lab “Key Technologies”
data and microscopy experts jointly developed LMORDR for registering and
storing extreme large datasets, a command line client for automatic ingest
and access to the extremely large datasets and a web-based tool for execut-
ing workflows (with handling of provenance information) and accessing and
sharing of the datasets through comprehensive metadata management.
3.1 Architecture
Figure 17 shows the architecture layout required to realize the LMORDR.
The principle idea is to harmonize the interaction between various heteroge-
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Figure 17: Architecture Layout [Pra15].
neous systems such as the microscope controller machine connected to the
high-resolution microscope, researcher’s workstations located at different lo-
cations, cache storage (required for data-intensive computing), large scale
data storage and data repository system (in this case here: KIT Data Man-
ager). To connect such disparate systems, the Generic Client Service (GCS)
API is designed and implemented. Furthermore, the GCS API is seamlessly
integrated with the KIT Data Manager and the Large Scale Data Storage.
3.2 Base Metadata Model
As the extremely large datasets are difficult to interpret for the researchers,
some additional information in the form of metadata needs to be associated
with the datasets. A structured metadata model (see Figure 18) based on
Core Scientific Metadata Model (CSMD) is established for describing the
extremely large datasets of localization microscopy research [Gru14b]. The
CSMD consists of three elements:
• Study - The study represents the main topic of the research. Each study
is assigned a unique identifier for distinctly identifying each study. Fur-
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Figure 18: Base Metadata Model.
The base metadata model is only the minimum metadata that is mandatory
for storing, sharing and referencing the data in the localization microscopy
reference data repository. Moreover, the super-resolution community-specific
metadata describing the details of each dataset is maintained by the LMORDR.
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ther attributes such as start date and end date of a study, a note describ-
ing the detailed description of a study and a manger id for assigning a
user to a study can be described.
• Investigation - The investigation represents the subject of each exper-
iment under consideration. To uniquely identify each investigation, a
unique identifier is assigned. In the case of localization microscopy re-
search, an investigation topic, e.g. “Investigation on the cell membrane
of MCF7 cells” is defined. Multiple investigations can exist for a given
study.
• Digital Object - A digital object represents the actual data that is in-
gested in the Localization Microscopy Reference Data Repository. For
sharing and referencing a digital object, a unique digital object identi-
fier is automatically assigned to each digital object.
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The complete community metadata schema [16q] with the necessary services
[11e] for handling this metadata are available in the LMORDR.
3.3 Generic Client Service API
The multi-layered GCS API provides a modular solution for the research
community to manage the extremely large datasets within the localization mi-
croscopy reference data repository. Different components of GCS API (see
Figure 19) are briefly explained:
• Access Layer-API (exposes interfaces to connect with various disparate
systems), Ingest/Download Workflow component (allows systematic
ingest and access of the large datasets),
• Data Transfer Component (provisions bi-directional data transfer be-
tween various disparate systems) through high throughput data transfer
protocols such as WebDAV,
Figure 19: Generic Client Service (GCS) API Architecture.
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• REST Client Component (communication with various RESTful ser-
vices) and Authentication and Authorization Component (a twofold
authentication and authorization process,
• OAuth authorization for enabling RESTful services, protocol based au-
thentication and authorization for enabling data transfer and access to
data storage),
• Metadata Management Component is responsible for extracting, orga-
nizing and modeling the metadata as per the CSMD and the commu-
nity specific descriptive metadata model. For sharing the localization
microscopy metadata, an OAI-PMH [Car02] metadata harvester based
on the localization microscopy METS profile [16r] is provided.
4 Workflow and Provenance
Management in LMORDR
To generate the result high-resolution images, various scientific workflows are
defined by the research community. A workflow for the application of data
obtained by super-resolution localization microscopy comprises a systematic
organisation of the different image processing algorithms that are necessary
to yield the correct results for high-resolution images. To enable a standard-
ised description of the workflow steps with an automated execution of the
workflow, a workflow management system (WfMS) is necessary. Not only
a WfMS is important but also the provenance information associated with
each execution of a workflow is necessary for the applying research com-
munity. Comprehensive provenance comprises prospective (workflow defi-
nition) and retrospective provenance (workflow execution details) [ZWF06].
Provenance enables to trace the execution of a workflow, analyse the results
(intermediate as well as final) produced by the workflow, compare similar
workflows and help evolve the existing scientific workflows for producing
better results. For completely automating the capturing, modelling (in W3C
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Figure 20: Workflow and provenance management in LMORDR.
ProvONE standard [Cue15]) and storing and querying (graph database) of
provenance a dedicated provenance management component on the basis of a
workflow management system [13a] is designed, implemented and integrated
into LMORDR.
The complete architecture describing the integration of a WfMS and Prove-
nance Manager is shown in Figure 20. The architecture comprises three core
components
• Workflow (WF) Engine: The workflow engines interprets the vari-
ous steps defined in the workflow description language and executes
the corresponding image processing algorithms that are deployed as
LMORDR Services.
• LMORDR Services: The LMORDR Services is a multi-layered com-
ponent that offers the various image processing algorithms that are de-
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ployed as web services on the high-performance computing cluster for
parallel processing and data storage for long-term archival of datasets
produced during the workflow execution.
• Provenance Manager: The provenance manager collects, models and
stores the entire provenance information generated during the execu-
tion of a localization microscopy workflow. The provenance manager
comprises four modules:
– Prov2ONE: This module holds the Prov2ONE [Pra16b] algorithm
that is necessary for automatically generating the provenance in
W3C ProvONE standard. The ProvONE provenance information
is stored as a graph in the ArangoDB [11b] graph database.
– LMORDR Provenance Collector: The retrospective provenance gen-
erated during the execution of the workflow is collected by this
component and appended to the ProvONE graph created by the
Prov2ONE algorithm.
– WF Engine Provenance Collector: The additional retrospective pro-
venance collected by the workflow engine is collected by this com-
ponent and appended to the ProvONE graph created by the Prov2-
ONE algorithm. Apache ODE WF engine provides a comprehensive
management API [11a] that allows extraction of retrospective prove-
nance.
– PROV Provenance Exporter: For enabling interoperability among
workflow standards (between ProvONE and PROV), this module
translates the retrospective provenance from ProvONE to PROV
standard.
Finally, the necessary services for storing, querying and analysing the work-




5 Conclusions and Contributions
Ongoing investigations using localization microscopy in biomedical and can-
cer research opens an avenue into novel analyses of single molecule arrange-
ments and nanostructures leading to better understanding of molecular mech-
anisms behind diagnostic outcome and therapy. The acquisition and record-
ing of pointilistic images [Joh99] representing molecular arrangements and
dynamics result in huge data sets that have to be managed and archived over
long time periods. The DLCL within the initiative LSDMA has made devel-
opments towards data management and curation with long term perspectives
under the aspects of sustainability and potentials of re-use for different analy-
ses. Here, we have presented the current state of our efforts and investigations
in building the comprehensive LMORDR.
Due to the intensitive collaboration of computer scientists, biophysicists and
biomedical users, constructive approaches towards these aims could be elabo-
rated and successfully implemented and tested. Nevertheless, further studies
and developments are necessary to establish a comprehensive system of a
user friendly reference data repository and uptodate data management being
accepted by the broad community of users in medical research and diagnosis.
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Abstract The LSDMA DLCL Structure of Matter comprises the projects European
XFEL and PETRA III at DESY in Hamburg as well as FAIR (Facility for Antiproton
and Ion Research) at GSI in Darmstadt. Within the context of the FAIR project, sig-
nificant improvements in the XrootD storage infrastructure have been developed and
deployed at the ALICE Tier 2 centre at GSI. Within the context of EuXFEL and PE-
TRA III, a new storage & analysis system has been developed. In the case of Petra III,
the system is in operation since 2015 – the EuXFEL system is in early pre-production
phase.
1 Introduction
1.1 Facility for Antiproton and Ion Research (FAIR)
The new international research center FAIR (Facility for Antiproton and Ion
Research [10a]) is currently under construction next to GSI in Darmstadt.
FAIR will support a wide variety of science cases: extreme states of mat-
ter using heavy ions (CBM), nuclear structure and astrophysics (NUSTAR),
hadron physics with antiprotons (PANDA), atomic and plasma physics, as
well as biological and material sciences (APPA). The high beam intensities
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at FAIR constitute various challenges; especially in collaborative computing.
Full operation of the Modular Start Version is foreseen for the first half of
the next decade. The major experiments at FAIR will implement a novel trig-
gerless detector read-out, without conventional first-level hardware triggers,
relying exclusively on software-based event filters. The traditional separa-
tion between data acquisition, trigger, and off-line processing is merging into
a single, hierarchical data processing system, handling a data stream from
the detectors exceeding 1 TB/sec. To cope with the enormous computing
challenges, several sites in the surrounding of GSI [69] will be connected
with a high-speed Metropolitan Area Network via fibre link allowing the off-
loading of processing between the sites. That combined Tier 0/1 system will
be integrated in an international grid/cloud infrastructure. A prototype named
PandaGrid exists already for the PANDA experiment using the AliEn [Sai03]
middleware, originally developed by the ALICE [93] Collaboration. The Grid
monitoring and data supervision are done via MonAlisa. The basis software
framework for simulation, reconstruction, and data analysis is FairRoot on
top of which the FAIR experiments develop experiment specific software. In
order to meet peak demands for computing, it may be necessary to offload
some of the computing tasks to public or community clouds. The resource
requirements are dominated by CBM and PANDA. Current estimates for the
sum of all experiments are 200.000 cores and 30 PB storage space for the first
year of data taking.
1.2 PETRA III
The PETRA III [17b] storage ring went into operation in 2009 and is the
world’s most brilliant storage-ring-based X-ray radiation source. It features
14 experimental stations with up to 30 instruments. The recent completed
upgrade to 24 experimental stations will significantly enlarge the rate and
volume of data to be processed and stored. PETRA III provides excellent
opportunities in the fields of material research and molecular biology. Its
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tightly collimated beam with short wavelength allows to investigate small
samples and to resolve for example the complex structure of ribosomes.
1.3 European XFEL
At Hamburg, a new research facility for a free electron laser – the European
XFEL [17c] – is being built. The worldwide unique source of X-rays will
provide ultrashort X-ray flashes (27000 times per second) with a brilliance
billion times higher than that of conventional X-ray sources. The radiation has
properties similar to LASER light. The XFEL is expected to go into operation
in 2017. At present twelve countries participate in this international project
with DESY being the main shareholder. The XFEL accelerates bunches of
electrons to high energies. These electrons are then passed through specially
arranged magnets, so-called undulators, producing the X-ray flashes. Many
research fields will benefit from this new radiation source. It allows to resolve
atomic details of viruses, to decipher the molecular composition of cells, to
film chemical reactions, or to study processes such as those occurring deep
inside planets.
2 DLCL Structure of Matter: FAIR
Within the context of the FAIR project, significant improvements in the
XrootD [12] storage infrastructure have been developed and deployed at the
ALICE Tier 2 centre at GSI.
2.1 The ALICE Tier 2 Centre and the National
Analysis Facility for ALICE at GSI
The ALICE Tier 2 centre and the National Analysis Facility at GSI provide
a computing infrastructure for ALICE Grid and for local use of the German
ALICE groups.
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Over the years GSI participates in centrally managed ALICE Grid produc-
tions and data analysis activities, as well as in data analysis of individual
users submitting their jobs to the ALICE Tier 2 centre.
In 2015, 7.5% of all successfully computed ALICE grid jobs have been run-
ning at the two German grid sites, the GSI Tier 2 centre, and Forschungszen-
trum Karlsruhe (ALICE Tier 1 centre). This corresponds to the pledged CPU
resources for 2015: 13400 HEP-SPEC06 for GSI Tier 2 and 30000 HEP-
SPEC06 for FZK.
The storage resources pledged at GSI to the global ALICE community (1700
TB) are provided via a Grid Storage Element which consists of a set of
XrootD daemons running on top of a Lustre [03] file system. The XrootD
setup of the ALICE Tier 2 centre is moreover being used as test bed for new
developments providing I/O optimisation and integration in local HPC envi-
ronments.
2.2 The XrootD Forward Proxy
The main elements of the GSI Storage Element are the three XrootD data
servers and the XrootD redirector. The latter uses XrootD’s split directive in
order to redirect clients from world-routable IPs to the external interfaces of
the XrootD data server machines and clients with private IPs to the internal
interfaces, profiting from the high bandwidth of the local InfiniBand fabric.
HPC clusters are often used in an isolated environment where direct connec-
tions between the cluster’s worker nodes and the internet are partially or fully
restricted. An XrootD proxy enables the site admin to allow worker nodes
to read input files from and write output files to remote sites while adhering
to the aforementioned restriction. Such a setup is currently in production at
GSI.
In order to increase availability and decrease error rate in case of a proxy
outage, it is planned to introduce a second XrootD proxy server as well as






































Figure 21: GSI’s ALICE Tier 2 setup including XrootD forward proxy.
for every machine type one is allowed to be down at any given time without
losing availability of the whole system.
The experience gained in the context of operating the ALICE Tier 2 centre
and the National Analysis Facility as a production service for ALICE serves
as a guideline for a distributed computing environment for FAIR.
2.3 Optimising I/O Performance by
using an XrootD Plug-in
Granting access to scientific data that is already available on GSI’s Lustre
filesystem via XrootD at the Alice Tier 2 centre revealed infrastructure-related
I/O bottlenecks. This section describes the proposed solution, an XrootD
plug-in, and successfully performed tests while using it.
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Via the ALICE Tier 2 centre at GSI, a computing infrastructure is being pro-
vided for granting access to remote and local storage to the ALICE commu-
nity. In ALICE’s AliEn grid framework specific data is accessed through an
XrootD infrastructure. XrootD enables the use of of this data through a scal-
able federated storage system. At the local GSI HPC infrastructure, however,
all access to storage, including the 1700TB storage resources pledged to AL-
ICE, is provided by a Lustre filesystem. While XrootD provides good scala-
bility, Lustre already provides low latency and high I/O bandwidth to locally
available data. For this reason it has been decided that XrootD will serve data
by reading from Lustre instead of providing extra storage for XrootD data
servers.
Grid jobs requiring the same data are often scheduled on the same site to
lower the need for traffic between sites. Additionally, the German ALICE
group at GSI often reuses data many times after it has been copied to GSI
storage once. This means that data stored at GSI remains for quite some time
on site and it is essential to optimize the I/O performance.
With the current storage infrastructure at GSI, namely the access to Lustre
through the XrootD data servers, the following room for improvement has
been identified:
1. The current XrootD data servers can provide only limited I/O band-
width
2. All data read locally from Lustre needs to be sent over the Network
twice (Lustre to XrootD data server & XrootD server to client), effec-
tively doubling the network traffic for an I/O operation
All clients using XrootD to access ALICE grid data request it through XrootD
data servers, this means that I/O traffic needs to go through the limited link
one data server can provide and that Lustre’s full I/O speed cannot be utilized
directly.
The proposed solution is to use the XrootD client plug-in API to redirect
underlying access to data on Lustre directly, bypassing the XrootD workflow
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Figure 22: The XrootD storage access at GSI.
if the data is locally available. The XrootD client plug-in API comes with
the advantage to change XrootD’s underlying I/O operations, so that higher
level software (e.g. ROOT, xrdcp, . . . ) can use the plug-in without the need
to know of its existence.
Algorithm 1 A simplified example of the plug-in’s “Open” call.
virtual XrootDStatus Open(params param){
{
// use local file implementation
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Tests using the current plug-in show promising results, granting clients access
to Lustre with comparable I/O speeds without the need to use the full XrootD
workflow.
In conclusion, an XrootD client plug-in has been implemented, redirecting
client I/O to data on Lustre, effectively improving the I/O performance by
bypassing the need to read indirectly via the XrootD data server. The current
tests show that such a plug-in can be used to adjust XrootD to specific needs
as described above.
3 European XFEL and PETRA III
3.1 Introduction and Challenge
The development of detectors at 3rd generation light sources are currently
outpacing experimental methods and data acquisition. Single clients will
produce 0.5 GBytes/sec and the next generation is already pushing for 6
GBytes/sec. For 30 beamlines the expected averaged aggregated rate is of
50 to 80 GBytes/sec, depending on detector deployments. Also, measure-
ments last from a few hours to a few days resulting in many single data sets
up to tens of TBs each. From next generation detectors we also expect multi
GBytes/sec spread over many 10GE connections. Furthermore, there is a very
dynamic experimental setup with inherent burst nature and a very heteroge-
neous environment regarding technology, social context and requirements. In
order to support better data control and shorter turnaround cycles, the new
system has to allow high speed data access within seconds after data have
been generated by the detector, within a few minutes for full scale data anal-
ysis using multiple CPUs and within hours to be archived to tape media and
to be available for external (remote) access.
This article presents the selected components, the overall architecture and ex-
periences with our new architecture and services deployed at the local Petra










Figure 23: Overall architecture and data flows.
were undertaking over a period of 10 months. The work involved a close col-
laboration between central DESY-IT, beamline controls, and beamline sup-
port staff. Our approach integrates leading edge HPC technologies for stor-
age systems and protocols. In particular, our solution uses a multi filesys-
tem instance with multi protocol data access, while operating within a sin-
gle namespace and using automated data management behind the scenes, for
archive and data export purposes.
3.2 Industry Cooperation
A cooperation on core technical and technological areas was established be-
tween DESY-IT and IBM to include industrial research and development ex-
periences and skills. DESY and IBM started a cooperation to develop and
build a system based on the General Parallel Filesystem [98] (GPFS) tech-
nology from IBM. IBM internally sponsors the internal activities for Beta-
Hardware and, more important, the work time spent from various teams in
research and development groups.
3.3 New System for Petra III
The picture (fig. 23) shows the overall composition and the automated data
flows (information life cycle). The initial architecture and setup discussed at
[Str15]. Together with the transactional characteristics for starting and ending
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a new experiment, it covers the whole life cycle for experimental data taking
and analysis. During data taking, the controlled access is through NFS, SMB
and a specialized ZMQ based channel (see section below about online data
analysis). The initial physical media for taken data are SSD based storage
pools, allowing high bandwidth and low latency access. Getting matured,
data migrates to spinning disk based resources, still residing in the Beamline-
FS specially configured for that purpose (access rights and modes, IO pattern
and access protocols). After a few minutes of data aging, the next automated
process generates copies to the Core-FS, built with a different configuration to
support full authentication, access-control-list, high availability etc. Once the
experiment concludes and all data from Beamline-FS is proved to be copied
over to the Core-FS, all resources at the Beamline-FS will be removed, thus
being ready for the next experiment at the same experimental station. As soon
as the data arrives in the Core-FS, it can be accessed (in very high speed) in
parallel, from the Analysis-Cluster (Windows & Linux platform), selected
datasets can be automatically copied to the tape-archive (using the existing
site installations of a dCache system and preserving ACLs) and made avail-
able for external access through http (browser based access) and ftp. An ad-
ditional benefit of using dCache as an archive is the ability to allow seamless
and controlled data access through NFS to the archived data to/from any host
on site.
3.4 Initial Deployment and further Developments
The initial deployment of the new system has been done for the onsite Pe-
tra III light source experiments and is used in full production since April
2015. Since then, in depth discussions and tests have been done by the local
EUXFEL computing group to verify the applicability of that architecture as
a blueprint for the EUXFEL data and analysis system. Initial deployments
for the EUXFEL system have already been started and will be the main fo-
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Figure 24: Operations & Timeline from User Perspective.
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even higher data rates and volumes compared to existing experimental setups
and detector technologies. The IO-profile is expected to change with higher
demands in burst capturing and recursive selected reads while data analyses
runs. The picture (Figure 24) shows the the typical steps from user perspec-
tive including the activity outline from ‘behind the scene’.
3.5 Near Realtime Data Access – Online Data Analysis
Next generation of experiments will require controlled and fast access (band-
width and latency) to the most current generated data to allow immediate ex-
periment control. Local scientist have developed experimental setups where
samples are constantly flowing in a liquid or gaseous jet across a pulsed X-
ray source which has a repetition rate of up to 120 Hz. Significant amounts
of sample are consumed in a very short time, and the data generated by the
Figure 25: Next generation experiment setup.
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Figure 26: ONDA - Live-View.
instruments requires a large amount of storage space. Furthermore, experi-
mental parameters, such as the degree of molecular alignment in controlled
imaging experiments, or the hit rate and resolution in an SFX1 experiment,
must be kept within acceptable bounds. By monitoring experimental con-
ditions in close to real time, the experiment may be maintained in optimal
alignment, or alternatively, one may pause the experiment to correct unfavor-
able conditions, thereby preventing the collection of unfavorable data while
preserving valuable sample. Figure 25 shows an example of the primary com-
ponents and configuration of such experiment setups currently in preparation.
Overlooking instrument development for the future (i.e. higher pulse repeti-
tion rates,...) there is no way around real-time analysis and data reduction.
OnDA (Online Data Analysis) (Figure 26) is a fast online feedback frame-
work which provides the possibility to decide in near real-time about the
quality of the data produced in serial X-ray diffraction and scattering experi-
ments [Mar16]. It is designed on a highly modular basis and provides stable
and efficient real-time monitors for most common types of experiments. Re-
1 Serial femtosecond X-ray crystallography
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cent beamtimes completed at the local Petra III facility, shows ‘better than
expected’ integration with the new storage system supporting all required cri-
teria. This integration work is ongoing, expecting more experiments with
similar demands. Building a generic solution, supporting all types of data
flow control and dispatch, meeting all performance criteria, is the base goal
for the ongoing development effort. The local developed HiDRA software
package introduced a generic layer to allow a flexible data flow configuration
between detector and the first ‘touch down’ of the data in the GPFS system for
any type of online synchronous data analysis. Further details of HiDRA are
shown in the section Data Trans f er and Online Analysis o f Scienti f ic Data
of the article Per f ormance and Power Optimization in this book.
3.6 Conclusion and Contributions
The new system fulfils all requirements and shows very good adaptability
for new use-cases being implemented recently. The architecture shows good
scaling (in terms of bandwidth and latency) which will meet the experimental
conditions for the next few generation of experimental setups. Work has al-
ready been started, with promising initial results, to fully support any type of
‘online data analysis’, leaving the data in ‘flight’, control the flow direction
and quality, before ‘landing’ at the storage layer. Detailed, more technical,
information could be found in [Die15], [Die16] and in the system documen-
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and Data Sharing Workflow
André Gieslera
a Forschungszentrum Jülich, Jülich Supercomputing Centre, Jülich
Abstract We contributed to the realization of a complex image processing work-
flow for reconstructing the three-dimensional nerve fibers of postmortem brains by
using the Polarized Light Imaging technique. Images of brain slices are processed
with a chain of tools that have been integrated in a UNICORE-based workflow ex-
ploiting many of its features, such as automated processing, control structures, and
data sharing. The introduction of the UNICORE workflow approach for this partic-
ular use case led to several benefits by enabling a time-saving automated processing,
achieving better reproducibility, and performing routine data production for scientists
without knowing the complex interaction of supercomputing and data infrastucture.
1 Introduction
The Health Data Life Cycle Lab concentrated its activities on the domain
of Three-dimensional Polarized Light Imaging (3D-PLI). This neuroimaging
technique is used at the Institute of Neuroscience and Medicine (INM-1),
Forschungszentrum Juelich, to reconstruct the three-dimensional nerve fiber
architecture in postmortem mouse, rat, and human brains at the microme-
ter scale [Axe11]. The examination of a human brain with 3D-PLI gener-
ates about 2,500 histological sections, which are digitized at 1.3 µm pixel
size resulting into image sizes per section of about 70,000 x 100,000 pixel.
The subsequent post processing and the extraction of fiber orientations from
the microscope images requires a complex chain of tools. These tools have
been integrated in a UNICORE workflow towards a fully automated and par-
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allelized image processing utilizing advanced supercomputing infrastructure
efficiently.
2 Methods
The supercomputing facilities at the Juelich Supercomputing Centre (JSC)
served as the infrastructure to carry out the PLI workflow studies. In partic-
ular, the GPU-Cluster JuDGE (Juelich Dedicated GPU Environment) [11d]
and the JuRECA cluster (Juelich Research on Exascale Cluster Architectures)
[15c] proved perfect for setting up a streamlined 3D-PLI analysis utilizing
the benefits from case-sensitive GPU and CPU acceleration. The Grid mid-
dleware UNICORE (Uniform Interface to Computing Resources) [Str10] and
its incorporated workflow engine were chosen to create an easy-to-use work-
flow of the PLI processing pipeline. UNICORE is an open source middleware
that facilitates access to supercomputing resources. It offers integrated work-
flow management support, controls the execution of sequential and parallel
compute jobs at one or multiple sites, and makes data resources available in
a seamless and secure way. A full-featured graphical workflow editing and
runtime monitoring is part of the UNICORE Rich Client (URC) [Dem10].The
3D-PLI workflow comprised image calibration, independent component anal-
ysis, image segmentation, stitching, and fiber orientation determination as
described in [Axe11]. Figure 27 shows a high level view of the sequential
processing of the PLI workflow tools. Individual parallelization was realized
at the level of the implemented algorithms, the processing strategies, and the
workflow itself. The amount of data for a single brain section is in the order
of magnitude of up to 750 GB, with intermediate results at the same scale.
Thus, the total amount of processed data easily adds up to several TB of data
movement within a typical 3D-PLI workflow.
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Figure 27: Image processing of the 3D-PLI Workflow.
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3 Results
The deployment of the UNICORE-based 3D-PLI workflow regarding an in-
dividual 1.3 µm-resolution human brain section that spans an area of 70,000
x 100,000 pixel reduced significantly processing time from days to hours,
which is a relevant factor considering the thousands of sections to be ana-
lyzed in a whole human brain study. UNICORE turned out to be a valuable
tool serving both the software developer by integrating their image processing
tools as well as the scientific user lacking in deep knowledge of how to use a
supercomputer infrastructure. Untrained neuroscientists were able to perform
complex data analysis and routine data production without knowing all details
about the different data inputs, calls and requirements of individual software
packages of the workflow. This setup clearly minimized operation failures
as compared to manual processing of individual software packages. Further-
more, the workflow could be used as performance measurement tool for the
utilized supercomputers. In order to take advantage of specific features of dif-
ferent supercomputers (e.g., GPU vs. faster CPU), the compute performance
of both systems JuDGE and JuRECA was addressed by the workflow. For
the segmentation, stitching, and the fiber orientation software, it turned out
to be a performance gain to utilize the faster CPUs of the JuRECA system.
Figure 28 shows a resulting fiber orientation map produced by the 3D-PLI
workflow.
Current activities of the DLCL Health are focused on the aspect of workflow
provenance. Besides the need to facilitate computations and experiments by
making use of scientifc workflows, the availability of provenance information
is as important as the results of the scientific analysis itself. Scientific users
may want to track the origin of a data product in order to verify its conformity
or to check the used software versions, hardware environment or contribu-
tors. For that reason the DLCL Health intensified its activities in that field
by developing the UniProv provenance management system which captures
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Figure 28: Fiber orientation map of a coronal human brain section generated by the
3D-PLI workflow.
runtime information of UNICORE compute jobs and workflows and stores it
in searchable repositories. A first release is expected in the end of 2016.
4 Conclusion and Contributions
In conclusion, the DLCL Health contributed successfully implementing an ef-
ficient and fast analysis workflow for high-resolution 3D-PLI images, which
is a prerequisite for large-scale human brain processing. By means of UNI-
CORE, complex data analysis and high-performance computing was com-
bined in an easy-to-use manner, thus, providing a versatile tool enabling
workflow modifications (i.e., plugin of new software, optimization of param-
eter sets, or change of flow diagram) as well as reproducible routine data pro-
duction. Finally, the UNICORE platform as a whole benefited from the com-
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plex 3D-PLI use case in that new features have been added to its workflow
engine improving its suitability in the neuroscience domain and the scientific
environment in general [Hag14].
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Abstract Within the Federated Identity Management work package of DSIT we anal-
ysed the requirements of our users regarding federated authentication and authoriza-
tion components. Based on these components an integrative architecture was devel-
oped. Several pilots have been implemented to demonstrate the feasibility and general
usefulness of the proposed framework. The LSDMA AAI includes bridging between
SAML, OIDC and X.509 infrastructures as well as support for console access for
traditionally web-oriented protocols like SAML and OIDC.
1 Introduction
Modern scientific collaborations are dynamic federations of research institu-
tions. They usually span geographically distributed domains with different
security policies and security infrastructures. Two key requirements which
enable successful research in these collaborations are secure data sharing
and usability of secure data management tools. These requirements are partly
incompatible, and finding an effective technical solution effectively satisfying
both of them is a non-trivial task. The challenge is further exacerbated by the
sheer size of the scientific data available to collaborations nowadays.
The secure data sharing frameworks that existed at the time the LSDMA
project started were rather focused on stringent security requirements. For
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instance, the International Grid Trust Federation (IGTF) had established a
world-wide X.509 based Public Key Infrastructure, across which it had en-
sured high-level security assurance by requiring its participants to adhere
to minimum requirements of operational security policy. X.509 became the
de facto standard mechanism for secure data sharing in the academic world.
However, the effort to manage the X.509-based security credentials and the
identity vetting procedures of IGTF were perceived by the users as requir-
ing substantial efforts and solutions were being sought to improve the user-
friendliness of the infrastructure.
Another major standard approach to secure data sharing in academia were
the identity federations based on the Security Assertion Markup Language
(SAML) standard technology. Harnessing the expressive power of SAML to
support numerous security policies, these federations do not prescribe a com-
mon operational security policy to its member institutions. Instead, they rely
on the rigorousness of security policies practiced by each member organisa-
tion. One crucial aspect of SAML implementations that made its adoption
widespread isthe facility of its integration with organisations’ identity man-
agement systems. Although the security assurance level in a SAML-based
identity federation can vary, the usability of the infrastructure is usually per-
ceived by the users to be higher than that of the X.509 standard based ones.
Thus, the main challenge of the LSDMA project in designing its Authentica-
tion and Authorization Infrastructure (AAI) was to support secure data shar-
ing for its participants by establishing bridges between the X.509 standard
based infrastructures on one hand, and the SAML-based identity federations
on the other hand.
2 Requirements
LSDMA is driven by requirements of the communities we support. There-
fore, at the start of the project, we initiated a requirements analysis in order to
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evaluate which boundary conditions our developments had to meet. The key
elements found were:
• Non web-based access: In general, the researchers ran data analysis
tasks either via web-based portals or command line tools. In X.509
based infrastructures the access to the data had been traditionally non
web based, and majority of the data access tools had been implemented
as command-line utilities. In SAML-based infrastructures the web-
based authentication and authorization was prevalent, not least due to
the fact that the Enhanced Client or Proxy (ECP) profile of SAML
which standardizes authentication and authorization for non web based
access, was not widely adopted and deployed in existing federations.
• Federated access: Communities with existing AAI needed to collabo-
rate with other communities. Modifying existing security policies and
mechanisms was prohibitive. Therefore, a technical solution that would
enable seemless integration into an identity federation was requied.
The communities that had not had established AAI also requested the
possibity of federated access.
• User friendly access: The tools for secure data sharing and credential
management had to be easy to learn and use.
• Datacenter friendliness: The AAI components had to be chosen so that
they would not require substantial effort for integration into the com-
munity’s data handling infrastructure. The existing AAI components
had to be used wherever possible, minimizing the number of extra com-
ponents to be deployed.
• Support for SAML authentication and authorization: Communities that
already had SAML-based authentication available to their users wanted
to have support for their services in the LSDMA AAI. Those commu-
nities that did not have a SAML-based solution in place still wanted to
keep the option of using a SAML-based AAI open.
87
Federated Authentication and Authorization Infrastructure for LSDMA
• Support for X.509 based data access: Many communities had had pro-
tected the access to their resources with X.509 based security infras-
tructures, so support for X.509 based data access was a natural require-
ment for them. Some of the communities wanted to benefit from the
high security level associated with X.509 based authentication and au-
thorization. Yet other communities wanted to be able to access X.509-
protected data of their collaborators.
One important requirement for data sharing was the support for multiple au-
thentication methods. In a relevant scenario an entity (user or an automated
process) would authenticate with one type of security credentials and write
data to the data storage and later would authenticate with another type of the
credential to read the data. To enable this kind of data sharing, both types
of entity security credentials (entity’s different identities) would need to be
mapped to the same entity or account for proper authorization by the under-
lying storage system, normally the (UID, GIDs) pair for a filesystem.
3 Scope
In order to get the idea of the size of the scope of secure data sharing and
federated authorization one should consider it not only from the technical
point of view, but also from the standpoint of different trust models employed
by scientific collaboration AAIs. One largely employed trust model implies
that an identity provider (IdP) is operated at each university or institute in the
federation. Each of the IdPs has its own policy subject to the privacy laws
of the host country and organisation. Another prominent trust model is based
on the federation of certification authorities (CAs) with common minimum
requirements for the operational policy.
Any data sharing solution proposed by LSDMA had to address not only the
technical issues, but also be flexible enough to accomodate multiple combi-
nations of security policies in the federation. To facilitate its adoption, the
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proposed secure data sharing solution had to reuse the existing authentication
and authorization frameworks (SAML IdPs, X.509 Certification Authorities,
etc.) as much as possible.
At the beginning of the LSDMA project several large AAIs already existed.
They involved stakeholders such as national research and education networks
(NRENs), the pan-european collaboration on e-infrastructure and services for
research and education, Geant, which develops the eduGAIN interfederation
identity service, the European Grid Infrastructure (EGI) which had been using
the IGTF PKI to provide authentication and authorization services to its users,
as well as CERN (WLCG grid) and ESA (G-POD grid). These large AAIs
were generally based on either SAML-based identity federations or X.509
based PKIs and were also actively seeking to integrate support for both.
Since the issues being addressed by LSDMA AAI are general and have been
in the centre of attention of many different collaborations, it was natural
choice for LSDMA to cooperate with projects seeking solutions in the same
problem domain. These included INDIGO [16p], AARC [16c] and EU-
DAT [15b].
4 Pilots
In order to demonstrate the viability of our proposal for LSDMA AAI we
conducted several pilots. Each pilot focused on a particular aspect of the
proposed infrastructure.
4.1 Credential Translation between SAML and X.509
based Systems for Cross-protocol Access
Using the test and production IdPs at KIT as SAML credential providers
we wanted to employ an online certificate authority (CA) service to gener-
ate X.509 certificates for the users. [Har14] For this we employed the Short
Lived Credential Service (SLCS) provided by the German National Research
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Network provider (DFN). DFN SLCS is offered by the DFN-SLCS certifi-
cation authority which is accredited by the Internation Grid Trust Federation
(IGTF). DFN SLCS acts as a SAML service provider that accepts certificate
signing requests from users that authenticated with their home-IdP. The users’
home-IdPs are typically members of the German national identity federations
(DFN-AAI and DFN-AAI-Test). The production and test IdPs at KIT are
members in these federations.
For each of the translations we have considered two options of authentication:
web-based and non web-based. The web-based option is the default mode of
operation of DFN SLCS CA. This option required the execution of a local java
webstart application which handles certificate creation at the client computer.
The non web-based option, however, was not supported. To communicate
with the DFN SLCS CA in non web mode, we used the Enhanced Client or
Proxy (ECP) profile of the SAML specification and asked DFN SLCS CA to
change the configuration to support SAML ECP requests. However, as the
investigation revealed, a number of further changes had to be applied to the
DFN SLCS CA configuration. In addition, the codebase was deemed inap-
propriate for the production service. We have concluded that this approach
requires substantial deployment effort and did not satisfy the deployability
reqirement of the AAI.
The additional policy-related effort and the required development work led
to finalising this pilot in its architectural phase. The policy issues have been
adressed within the REFEDS and AARC projects and resulted in the R&E
(Research and Education) entity category to allow attribute release and in the
SIRTFY/SNCTFY initiatives for operational security.
As an alternative, we have proposed an approach based on in situ credential
translation by a token tranlsation service (TTS) operating in the same domain
as the service to which the access is made with X.509 credentials. The TTS
obtains the identity and group information of the authenticating user from
SP/IdP Proxy and forges accordingly an appropriate access token for the tar-
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Figure 29: Credential translation-based authentication and authorization in the context of
e-infrastructures.
get system, see Figure 29. This option is currently being implemented for
gridftp test instance at KIT.
4.2 Federated Authentication of PAM-based Services
SAML, a widely used authentication solution for federated authentication, is
mainly targeted towards authentication in web contexts. This is because the
protocol depends on HTTP(S) redirects and allows for custom login proce-
dures at the home-IdPs. However, many traditional Unix services such as ssh,
imap, ftp, login or even sql databases facilitate the pluggable authentication
modules (PAM) for authentication of users.
In this prototype we wanted to research the multi-protocol authentication for
a non web-based services such as those using PAM for authentication. As
an example we have made use of the well known service secure shell, ssh,
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to see if a general PAM-based approach could support various authentication
protocols like SAML, OpenID-Connect (OIDC, used by various public or
social IdPs such as Google and Facebook).
Using PAM-LDAP an external LDAP server can be used for authorization.
In such a scenario, the ssh server receives username and password from the
user and pass them to an LDAP server to make the authorization decision.
LDAP Facade, a solution, developed at KIT for federating HPC resources,
leverages this possibility by using the Apache Directory LDAP Server, which
(like many other LDAP servers) allows the registration of an interceptor for
various functionalities. We have implemented a custom authentication inter-
ceptor ECPAuthenticator for PAM-based authentication.
LDAP Facade provides a component which implements the SAML authoriza-
tion logic which is called by the interceptor. Two options are available. The
user can provide ssh with their login name and password for their home-IdP.
LDAP Facade will then use this password at their home-IdP for verification
as per SAML ECP profile workflow.
Alternatively, the user can perform the login to an intermediate SP (using their
home-IdP) upfront which generates a short lived token for the user. The users
supplies the ssh server with this token (via the password field). Once arrived
at the authentication intercepter, the token ca be verified with the intermediate
issuing SP. The workflow is demonstrated on Figure 30.
For the first goal, we have succesfully demonstrated the possibility of en-
abling access to ssh using SAML, OIDC, and EUDAT’s b2access (which in
turn enables the user to authenticate via ORCID and other social IdPs such as
Google). The SAML based PAM authentication (with ssh as an example) via
the LDAP Facade solution has been succesfully deployed and was positively
evaluated within the AARC project.
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Figure 30: SAML-based ssh authentication with upfront assertion generation.
4.3 Federated Authentication of Kerberos based Services
Next to PAM, Kerberos is another popular authentication service for Unix.
As a particular case we have developed a demonstrator, using LDAP Facade-
enabled Kerberos authentication. For this we used an NFSv4 installation at
KIT. In this scenario, the user authenticates to their home-IdP and gets their
Kerberos key deployed into the LDAP directory server. A copy of this key
needs to be delivered to the user who needs it to authenticate to the kerberos
server to authenticate their NFS mounts. The detailed decription can be found
in [Ber15].
4.4 Supporting multiple Federations and Guest IdPs
SAML allows to organise groups of IdPs and Service Providers (SPs) into
federations. Today most federations exist on the national level. Each feder-
ation may have different policies that regulate the interplay of IdPs and SPs.
Specifically, these policies may regulate handling of personally identifyable
information or procedures for security incidents. EduGAIN is an interfedera-
tion that organises all missing links so that SPs in one country are capable of
authenticating users from a different one.
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Since SAML is typically found in the domain of research, there are cases, in
which users do not have a home-IdP. In these cases some communities run
their own IdPs, also called guest-IdP or homeless-IdP. Such IdPs are often
not capable of providing the same information about users (attributes) than
institutional IdPs.
With our pilot developments and deployments that used SAML authentica-
tion, we wanted to research the adaptability of these solutions in multiple
different federations. Each federation comes with potentially different size,
policy, and architecture. Even on the federation architecture level we found
limitations for non web-based access.
We have succesfully demonstrated the integration of our PAM pilot (using
again ssh) first with the bwIDM federation then also with the DFN-AAI, and
the EduGAIN identity federations, but also with the Umbrella and the EU-
DAT B2ACCESS community driven IdPs.
Some federations found in EduGAIN have different architectures: for exam-
ple, DFN-AAI is a full-mesh federation in which every participant organi-
sation operates their own Identity Provider (IdP) and SAML assertions are
directly released to SPs such as LDAP Facade. The Dutch SurfConnext is an
example for a proxy federation. In that federation a single central IdP for-
wards queries to the users’ home-IdP. This makes the use of ECP impossible
for our case.
An important problem which arises in an identity federation (or interfedera-
tion) is that of the minimal set of IdP-asserted attributes requested by an SP
to provide the service. Since every IdP has its own policy on which attributes
to release, this number should be kept to a bare minimum, even zero, and
user should be given a possibility to provide self-asserted required attributes.
The SP might decide to provide limited service to a user who presents more
self-asserted required attributes in comparison to the user who presents more
IdP-asserted required attributes. However, the failure by the IdP to release
required attributes should not result in the service being denied to the user.
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We have added the support for this “zero-attribute-policy” to LDAP Facade
and have succefully tested it with IdPs releasing only few or no attributes.
4.5 Identity Harmonization
As mentioned previously, the mapping of multiple user identities to a single
entity (identity harmonization) is crucial to the secure data sharing. In the
context of LDSMA we have discussed the problem and identified the archi-
tectural requirements of an identity harmonization service. The work formed
a basis on which a full-fledged identity harmonization service (IDH) has been
proposed and designed for INDIGO project. The conceptual and technical
details of the service are presented in [Ert16].
5 Conclusion and Contributions
The key achievements of the LSDMA AAI have been presented. We have de-
signed and implemented an Authentication and Authorization Infrastructure
for secure data sharing, based on real-life security and usability requirements
of LSDMA scientific communities, and demonstrated the feasability of our
approach through the pilots we ran on the infrastructure. Following is the list
of our key contributions:
• Collection and analysis of security and usability requirements of LS-
DMA communities. We captured and analysed the AAI requirements of
participating communities. Thereby, we adressed various communities
with different experiences in using an AAI. Together, we systematically
specified their security, usability and deployability requirements. The
requirements were categorised, analysed and turned into user-stories to
follow an agile approach in addressing the users needs.
• AAI design based on the identified requirements. The general AAI pro-
totype architecture was developed based on the requirements identified
in the previous step. The architecture was designed with an inclusive
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approach in mind, to span the whole range of AAI requirements of the
participating communities. Corresponding technical means for the im-
plementation of the prototype were sought.
• Technical solution to secure data sharing problem. The developed
AAI prototype it included support for different authentication methods
and protocols, and enabled cross-protocol access by proposing a func-
tional mapping of the authenticated identities to the underlying storage
system (UID, GIDs) pair. It also accounted for the management of
this mapping, including the updates and unlinking of the identities. A
proper identity mapping is critical for secure data sharing across storage
systems with heterogeneous authentication and authorization mecha-
nisms.
• Evaluation of the developed prototype. The general architecture was
piloted with several different use cases that demonstrated the feasibility
of the approach taken.
• Cooperation with EU projects INDIGO-DataCloud and AARC. Various
components of the general architecture have been proposed for AAIs of
EU projects seeking solutions to secure data sharing problem. The use-
fulness of the architecture was recognized by the INDIGO project, in
which the proposed architecture forms one corner stone of the project’s
AAI. Furthermore, the LSDMA AAI was recognized by the AARC
project, which includes it in the list of analysed architectures in its
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Abstract The high level objective of the data area within LSMDA is the provisioning
of tools for conveniently storing, federating, accessing and sharing huge quantities of
data. The resulting toolbox is mainly targeting scientific communities, not willing or
not being able to develop their entire data management framework themselves. The
selection of services and products within that toolbox is based by their usage of Open
Standards and their availability on the Open Source market. Even more importantly,
significant focus has been put on the evaluation of the potential self-sustainability
of components, due to an active user community or due to the commitment of the
product teams to further maintain their products, independently of LSMDA funding.
Besides integrating well established and sustainable data management components,
LSDMA evaluated gaps in existing data management procedures and, in response,
either established working groups in international scientific organizations, like RDA
or joined existing taskforces in industry, like SNIA, on those topics. As those activ-
ities naturally require agreements on the European and possibly international level,
LSDMA partners successfully joined European projects, like the INDIGO-DataCloud
or AARC, engaging a larger group of communities.
1 The Big Picture
The fundamental issue in federating storage in the highly heterogeneous en-
vironment, like the German University and Research Center infrastructure, is
the diversity of access mechanisms to data endpoints, both in terms of authen-
tication and identity management and on data transport and control protocols.
99
Federated Storage Infrastructure for LSDMA
Although the AAI aspect is mostly covered by the corresponding work pack-
ages, it has significant implications on the storage system as well. In order
to keep LSDMA solutions generic and essentially non-intrusive, a focus on
open standards in all areas where inter-site communication is required, is es-
sential. As for authentication SAML [01b] and “ OpenID Connect “ [14c]
are the mechanisms of choice, in data access http/WebDAV for web appli-
cations, NFS4.1/pNFS [10b] for low latency high throughput POSIX access
and GridFTP [05] for wide area bulk data transfer are covering most of the
LSDMA use cases and are provided by industry as well as by community
specific storage technologies in Germany.
A third area, besides authentication and standardized data access, is the abil-
ity to control the quality of storage used for the various steps within the
scientific data lifecycle. While different technology and cloud storage ven-
dors provide data storage with selectable quality attributes, like fast access or
long term archiving, there is no standard mechanism to specify the requested
type of storage in a programmatic way. Based on the experience we gath-
ered while developing and deploying the Storage Resource Manager protocol
(SRM) [09] in High Energy Physics, we started an initiative in collaboration
with the Storage Network Industry Association, SNIA [97a] and the Research
Data Alliance, RDA [13d] to extend the existing Cloud Data Management
Interface, CDMI [CDM13] to allow supporting our ideas on Quality of Ser-
vice in storage . Due to the involvement of LSDMA partners in European
projects, this initiative became part the Description of Work of the INDIGO-
DataCloud [16p] H2020 project and is now being work-on in laboratories
spread over Europe.
To support a larger area of the typical scientific data life cycle, scientists need
to be given the ability to share their data with individuals, groups or the public
within their own Research Centers or with remote institutions, without neces-
sarily coping data. In that context, we picked a popular Open Source product,
ownCloud [11f] and incorporated it with dCache, the storage backend com-
ponent of the LSDMA toolbox, giving scientists Sync’n Share capabilities
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for their scientific data though ownCloud, and at the same time providing the
necessary data access and storage quality control standards, required for the
scientific workflow, through dCache.
Finally, to complete the LSDMA data management toolkit, we selected two
well established tools from HEP: FTS [16n], a technology to transfer bulk
data between storage systems controllable via a Web Interface or a RESTful
API, and DynaFed [16k], a system to federate distributed storage into a single
virtual namespace.
2 The Quality of Service in Storage Initiative
If there was affordable storage media, providing SSD-like low latency, high
speed access and at the same time offering long term archiving features, the
QoS initiative would become superfluous. However, there is not yet.
Consequently, the goal is to enable scientists or frameworks, through a stan-
dard API, to specify the storage quality needed for particular applications or
dataset collections. Moreover, it is desirable to allow media transition follow-
ing the scientific life cycle of the data.
Partners in LSDMA and INDIGO-DataCloud are working on a first prototype
of this approach by extending an already existing cloud standard, the Cloud
Data Management Interface, CDMI. The vocabulary of the interface is agreed
on within a RDA working group and the technical implementation of the
CDMI extension is specified together with SNIA, the maintainer of the CDMI
protocol.
In order not to limit the development to only a limited number of back-ends,
a CDMI framework protocol engine has been derived from the CDMI refer-
ence implementation, and is deployed by LSDMA. The different back-ends
are managed though a plug-in system translating the CDMI request to back-
end specific mechanisms, which are API’s and scripts in case of products,
like GPFS [98], HPSS [92] and CEPH [16g] or through a RESTful interface
for dCache (see Figure 31). To track the development progress and to spot
101
Federated Storage Infrastructure for LSDMA
Figure 31: The LSMDA Quality of Service in storage.
3 Data Distribution and Federation
The FTS file transfer service can be combined with the DynaFed federation
technology to satisfy a typical scientific use case. Data is produced at a sen-
sor, in this case an radio antenna and the data is stored at a location close to
the source. The experiment framework is using the RESTful interface of FTS
to orchestrate the transfer of the raw data to a backup and an analysis site. At
the analysis site, the data is processed and derived data is produced and sub-
sequently transferred to the backup site. The content of all three repositories
is federated using DynaFed, producing a virtual overlay file system from all
three storage location. Data access requests through the federation system,
using http/WeDAV, redirects the client to the geographically closest location
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regressions, an evaluation infrastructure has been setup, frequently querying
the different CDMI endpoints in Germany and other European countries for
supported CDMI operations. As a prove of concept and to gain initial experi-
ence, only disk and tape is initially supported.
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for downloading the requested data. Using a more sophisticated mechanism, a
client may decide to query for all possible location of the data and may decide
to download datasets from all available locations at the same time to improve
throughput. FTS and DynaFed are products developed and supported by the
CERN storage group, and are in heavy use by the WLCG community.
4 dCache in LSDMA
dCache is the storage component of the LSDMA toolbox. The Open Source
technology is developed, deployed and supported by dCache.org, a col-
laboration of DESY, FERMIlab [67] and the Nordic Data Grid Facility,
NDGF [01a]. dCache is operating in production environments for more than
a decade at about 70 sites around the world. Although initially designed to
support HEP needs, it evolved to a general purpose storage system due to
LSDMA funding, focusing on the support of standard data and authentication
protocols. Most prominent contributions by LSDMA are the significant per-
formance improvement of the NFS4.1/pNFS protocol, the integration of mod-
ern authentication mechanisms like SAML and OpenID Connect , the ability
to aggregate small files on transition to tape improving tape performance, the
integration of the ownCloud Sync’n Share features and the implementation
of the QoS in storage features, discussed above.
4.1 dCache QoS in Storage Support
The support of the LSDMA storage QoS in dCache is achieved through a
RESTful gateway. The CDMI protocol engine, described above, drives a
dCache specific plug-in, converting the CDMI protocol to the dCache inter-
nal RESTful API. Besides supporting a variety of media types, the dCache re-
siliency module orchestrates service qualities whenever a predefined number
of copies of the same file on different independent storage units is requested.
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4.2 dCache Small File Support for
Custodial Media Migration
dCache historically supports transitions of data between different media
types, including custodial storage. The issue with those tape based systems
is that due the non-sharable characteristic of tapes, tape drives and tape robot
components, the offset time before the actual data transfer can begin is sig-
nificantly larger than for random access devices. Depending on the load of
the various components, those time offsets can be in the order of minutes
to hours. Consequently, tape efficiency increases with the size of datasets
moved from and to tapes. This is increasingly becoming an issue as with
the evolvement of dCache from a big data store towards a general purpose
system, the average file size is decreasing.
dCache is coping with the problem by introducing a file aggregation mod-
ule. Data, before migrated to tape, is aggregated to large datasets which can
be conveniently handled by the connected tape technology. The aggregation
activity is transparent for the user. On recall of a single file, out of the aggre-
gated collection, the big file is restored from tape and subsequently split into
the original “small” files. Those small files are cached on disk as if restored
from tape individually.
4.3 ownCloud and dCache
With the introduction of cloud type services and the inflation of mobile de-
vices, the mechanisms of distributing and sharing data significantly changed
over the previous ten years. User expect parts of their central data repositories
to be automatically synchronized with their mobile devices in both directions.
Similarly, when sharing a file with another individual or a group, the file is
supposed to appear in a special directory of the target group in contrast to
changing ACLs and pointing the target audience to the file in one’s private
file space. As in the scientific world, this feature is required on top of the
traditional data management functionalities, the dCache team decided to in-
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Figure 32: The dCache ownCloud hybrid System.
tegrate a popular Sync’n Share Open Source software with dCache to get the
best of two worlds. The hybrid Is in production at DESY and SURFsara and
is used by an increasing number of communities as their central Sync’n Share
repository. Figure 32 sketches the various use cases of the hybrid system.
5 Executive Summary
During the elapsed funding period of LSDMA, the data area, responsible for
storing, federating, accessing and sharing huge quantities of data, was able to
collect and integrate a toolbox allowing scientific communities to build their
own framework without reinventing and redeveloping basic storage tools.
The selected components are Open Source and support Open Standards, guar-
anteeing non-intrusive integration into existing big data infrastructures. Sus-
tainability is taking into account by only selecting technologies with a min-
imum successful history and an agile user community. In the area of QoS
in storage, LSDMA is driving the bleeding edge of the state of the art, by
collaborating with European projects, like INDIGO-DataCloud, global orga-
nizations, like the Research Data Alliance, RSA and industry bodies, like the
Storage Networking Industry Association, SNIA.
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Abstract Managing metadata in a generic way is of essential importance in scien-
tific data life cycles. It needs to be both efficient and seamless. Such a concept was
designed and implemented within the MoSGrid Science Gateway. The utilized UNI-
CORE metadata management is a generic service within the UNICORE HPC mid-
dleware. The concept resulted in the DFG project MASi that utilizes the repository
framework KIT Data Manager to built up a generic metadata-driven research data
management service. Furthermore, metadata developments in general and provenance
support specifically for the generic web processing framework birdhouse for the earth
sciences are introduced. We highlight the valuable contributions in generic and spe-
cific metadata management that were designed and implemented.
1 Generic Metadata Handling in
Scientific Data Life Cycles
A concept for generically handling metadata for scientific metadata was de-
signed, implemented and evaluated in a doctoral dissertation [Gru16a] within
LSDMA on which this section is based. Utilizing metadata, the approach
facilitates the move towards the next generation of data management within
scientific data life cycles (see Figure 33). Metadata management in general
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Figure 33: “Principal data life cycle management component categories are depicted with data
source, storage and computing pillars, data sink, and layers for security and utiliza-
tion. Each category consists of a multitude of technologies to manage the inherent
complexity.” [Gru16a]
The metadata concept [Gru14e; Gru14d] first specifies multiple advantageous
characteristics. The abstraction of various technologies is heavily utilized to
handle the high data life cycle complexity (see Figure 34). Data and metadata
formats are integrated in a generic way to enable advanced search capabili-
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enables the organization of large amounts of data with file number in the mil-
lions. Instead of only being accessible via names in directory structures, files
can be accessed by their content. Despite the inherent complexity of data
contents, the data can be seamlessly accessed via simple search queries and
directly further utilized. The high complexity and large magnitude of scien-
tific data life cycles is motivated. This subsequently necessitates sophisticated
and integrated technologies for their management [Gru15]. Based on such
technologies, scientists are enabled to advance their respective state-of-the-
art with the combined support of High Performance Computing and Big Data
resources. A multitude of open challenges in this broad data life cycle con-
text was identified. Within the challenges, a major one is that of completely
missing or only narrowly applicable metadata management approaches.
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Figure 34: The left side displays the “abstraction from metadata systems and various other
levels of abstraction from data and computing management up to the security and
utilization layers are shown.” [Gru16a] The right side “depicts various abstraction
layers reaching from data and metadata formats at the base to search availability in
ascending layers.” [Gru16a]
ties for the efficient usage by scientists. The concept is inherently scalable
within HPC-enabled and Big Data life cycles. Full automation is provided
for extraction, annotation, and indexing of metadata. Second, the concept
provides a design guide that facilitates an understanding of overall data life
cycle design aspects [Ges15b] as well as aspects specific to metadata man-
agement. The guide includes recommendations of proven technologies. The
overall concept is generic in the sense that it enables metadata management
to be more quickly and efficiently integrated in concrete data life cycles. The
direct usage of metadata search results is enabled while underlying Big Data
and High Performance Computing resources are seamlessly integrated. Users
gain from new capabilities while the added necessary complexity is hidden.
The concept was implemented within the MoSGrid data life cycle [Krü14b;
Gru12; Ges14] MoSGrid enables highly complex molecular simulations
within the three major computational chemistry domains. The MoSGrid
implementation is HPC and workflow enabled, offers advanced data man-
agement capabilities with a sophisticated single sign-on architecture through-
out all layers [Ges12b]. The implementation based on the generic approach
was seamlessly integrated with this complex data life cycle. The meta-
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data extraction, annotation, and indexing are performed in a fully automatic
way [Gru14d]. A search interface enables finding data based on its content.
Furthermore, search results can immediately be re-used as input within fur-
ther workflows.
A thorough evaluation of the concept and its implementation was performed
[Gru16b; Gru14d] with respect to adaptability, performance, sustainability,
resilience, and efficiency of use. The existence of favorable properties was
shown.
On a theoretical level, data life cycle management is advanced by facilitating
higher level abstraction with metadata management. A practical impact is
achieved by the implementation within the MoSGrid data life cycle and the
uptake of the concept within the MASi research infrastructure.
2 UNICORE Metadata Service
and Support in Clients
UNICORE [97c; Ben16] is a mature software for federating heterogeneous
compute and data resources, comprising a full software stack from clients to
various server components down to the components for accessing the actual
compute or data resources. It offers several interfaces for realising data access
and management, and is able to connect to a variety of backend systems that
store the actual data and metadata.
The built-in support for metadata [NS10] consists of a metadata management
interface which offers the typical create, read, update and delete methods.
Metadata is modelled as simple key-value pairs, and there is no prescribed
schema. This is done by the respective user community. Each UNICORE
storage instance has its own metadata manager, which allows many applica-
tion scenarios, depending on whether data is shared between users, or whether
the data of different users should be separated. The metadata manager also al-
lows to search for metadata using an implementation dependent query string,
and it also allows to trigger automated metadata extraction.
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Figure 35: The metadata search view within the UNICORE Rich Client [Dem10].
The abstract metadata management interface comes with a default implemen-
tation, which stores the metadata on the same storage that also holds data.
Metadata is simply written to hidden files. This approach has several advan-
tages. No additional storage system (like a relational database) is required,
and the metadata has the same access control restrictions as the actual data.
Last but not least, administrative tasks like backup of the metadata do not
require any additional effort.
Metadata is indexed using Apache Lucene [99], which also provides the
search functionality. Metadata extraction is done using Apache Tika [07],
which comes with a large number of built-in extraction filters for common
file formats such as pdf or jpg. Apache Tika can be extended with custom
extraction filters.
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All the UNICORE Clients offer basic metadata support for managing meta-
data and for searching. It is also possible to access the metadata features using
the new UNICORE REST API [SRB14].
3 An Integrated Research Data
Repository Framework
If one takes a look at the scientific landscape there are hundreds of different
metadata standards [Lan11] with many inside single communities. At Digital
Curation Centre (DCC) a catalog exists with a rough overview of metadata
standards categorized by communities [16j]. A widely accepted standard is
Dublin Core (DC) [Wei98] defined in 1990. It defines a basic set of metadata
which is most convenient for libraries. Nowadays it serves as common base
for nearly all tools dealing with metadata. Although there exist a couple of
extensions, this standard is of limited use for non-bibliographic data.
In LSDMA we are dealing with scientific data which cannot be sufficiently
described with DC. To store and manage large scale research data we de-
signed and implemented the KIT Data Manager (KIT DM)[Jej14; KIT16]
which is a software framework for building up research data repositories. As
part of KIT DM, a fixed set of administrative metadata was defined, which
has to be part of each digital object stored in a repository instance. This set
contains the minimum requirements for administrative metadata e.g. exper-
imenter and date. There is also a possible transformation to DC in order to
provide metadata in a standardized schema to external tools. Additionally, a
metadata module extension is available for the KIT DM. This extension pro-
vides a framework which allows communities to extract community specific
metadata during ingest. The extracted metadata is expected to be stored as
XML. If a corresponding XML schema definition is available the metadata
will be validated. If the extracted metadata is valid the ingest will be finalized
and the metadata will be indexed, e.g. in Elasticsearch. If the validation fails,
the ingest will be rejected. Even if no community specific metadata exists at
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Figure 36: Data/Metadata workflow for ingest operations within KIT DM. After selecting the
data (1) the administrative metadata for a new Digital Object is registered (2) and
a new ingest is scheduled. As soon as the ingest is prepared, the data can be trans-
ferred by the user (3). Finally, the ingest is enabled for finalization (4). During final-
ization the data is moved to the archive (5), the Data Organization (DO) is obtained
and content metadata might be extracted automatically. Finally, extracted content
metadata is made searchable via a search index (6). [KIT16]
least the basic administrative metadata will be indexed. This ensures the re-
trievability of every digital object in the repository. Furthermore, extracted
metadata can be harvested from within KIT DM via OAI-PMH [Van04].
OAI-PMH which is a standard protocol for harvesting metadata from data
providers and allow value-added services for service providers.
To conclude, a generic metadata workflow within the KIT DM framework
was defined. It supports automatic extraction of community specific meta-
data, validation, distribution, and retrievability. It is recommended for the
communities in order to improve reusability of data. Inside the KIT DM, the
metadata workflow is implemented and the feasability was proven by the in-
tegration for several scientific communities, e.g. arts and humanities, biology
and energy research.
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4 MASi - A Generic Metadata-driven Research
Data Repository Service
MASi [Gru16c; MAS15] is a DFG project to build up a generic metadata-
driven research data repository service. The successful proposal directly
resulted from the close collaborations within LSDMA and specifically the
metadata workpackage
MASi “provides a solution for the highly relevant challenge of managing
large amounts of complex data. It extends the existing KIT Data Manager
framework by a generic programming interface and by a generic graphical
web interface. Advanced additional features includes the integration of prove-
nance metadata and persistent identifiers. The MASi service aims at being
easily adaptable for arbitrary communities with limited effort. The MASi re-
search data management service is currently being built up to satisfy these
complex and varying requirements in an efficient way.” [Gru16c]
“As future work, we are evaluating the integration of MASi both with the
UNICORE HPC middleware [Ben16] and science gateways such as MoSGrid
[Krü14a]. We are also continuing to work within the RDA and contribute our
own expertise in discussions to create RDA recommendations on how to best
handle various aspects of research data management. We aim at implement-
ing the resulting joint recommendations within MASi. This will contribute in
the creation of MASi as a service that is efficient, future-proof and has a high
user acceptance.” [Gru16c]
5 Metadata Services supporting Earth Science
Data Management and Processing
The LSDMA project significantly contributed to the development of a generic
web processing framework supporting web based earth science data analysis.
The framework is called “birdhouse” providing OGC Web Processing Ser-
vice (WPS) standard [16s] conforming processing services and is managed
116
Grunzke et al.
as an open source project [16d]. The following section describes the meta-
data related aspects of the birdhouse framework as well as metadata related
earth science application scenarios currently worked on. A generic overview
of the birdhouse component system was given previously. Earth science data
analysis workflows in general need metadata support to 1) manage input and
output data (data discovery and data catalogs), 2) manage and interact with
processing services (service discovery, service invocation, service catalogs)
and 3) manage data provenance (information on actors + in/out data + pro-
cessing activities).
The birdhouse framework includes components to access and catalog exter-
nal data sources provided by thredds [Dom06] data servers [16w] including
the Earth System Grid Federation (ESGF) data archive [11c]. Additionally,
it includes a component to index and search large local data collections using
Solr technology [16b; Gru14b]. Also dedicated metadata quality assurance
processes are provided by birdhouse to e.g. check data with respect to con-
formance to the Netcdf-CF metadata convention as well as generic model
intercomparison project metadata conventions (e.g. to support CMIP6). For
managing and interacting with processing services, birdhouse uniformly ex-
poses OGC WPS standard based interfaces. The OGC WPS interface descrip-
tions can be registered in an OGC Web Catalog Service supporting standards
based service discovery. Processing results can be published to the same Cat-
alog Service. These components are illustrated in Figure 37.
Work on generic data provenance support services relies on stable data ref-
erences as well as agreed upon APIs and formats to record provenance in-
formation. Establishing these is a long term goal which needs clear (short
term) use cases on one hand side and longer term community discussions and
agreements on the other side. With respect to stable data references, work
concentrates on establishing a persistent identification infrastructure in the
climate community supporting the next round of climate model intercompar-
ison projects (CMIP6). This includes a strong involvement in related working
groups of the Research Data Alliance (RDA) [15d].
117
Advances in Metadata Research by LSDMA
Figure 37: The birdhouse metadata architecture for earth sciences.
Discussions and prototype implementations with respect to provenance record-
ing are proceeding in collaboration with the EUDAT project [Lec13; 15b] as
well as the ENVRI+ project [15a] including cross-community discussions.
Initial work follows the W3C PROV provenance metadata standard [MBC13;
15f].
6 Conclusion & Contributions
This chapter presents the metadata research that was done in the LSDMA
project. A generic metadata management concept, published as a dissertation,
was designed, implemented and evaluated. It utilizes the metadata service of
the UNICORE HPC middleware. Its significant extensions within LSDMA
were also described. Then, metadata functionality within the generic repos-
itory framework KIT Data Management was described, whose development
was fundamentally enabled by LSDMA. Based on the close collaboration
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within the LSDMA metadata workpackage, the MASi DFG project proposal
was conceived and subsequently granted. MASi is currently bulding a generic
metadata-driven research data repository. Furthermore, substantial metadata
advances were enabled in the earth sciences. To conclude, LSDMA enabled
significant and far-reaching advances in various fields of metadata manage-
ment.
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Abstract Ubiquitous access to existing scientific data is one of the key enablers for
rapid development and progress of empirical and without doubt, also non-empirical
sciences. Management, in particular the long-term preservation of said data presents
a major challenge.
Universities, scientific and cultural organisations, international collaborations and
projects have a need to preserve and maintain (open) access to large volumes of dig-
ital data for several decennia. Existing systems supporting these requirements span
from simple databases at libraries to complex multi-tier software environments de-
veloped within scientific communities and organisations. Generally, all communities
are confronted with a high volume of data that must be handled efficiently and with
increasing data volumes, also economically.
Development and integration of components to enable secure and reliable archival
storage that make use of existing computer centres and infrastructures is an intrinsic
goal in LSDMA and the project generally contributes to the improvement and develop-
ment of support for long time scientific and non-scientific data preservation. Partners
in LSDMA represent multiple scientific domains and are active in a range of interna-
tional projects on data management. Collected requirements from partners are used
as input to accompanying initiatives that cover a much wider scope as compared to
community bound projects.
Although various national and international projects aiming to improve common prac-
tice of long term preservation have ended successfully, shortcomings still exist. E.g.
even basic procedures such as data exchange between different systems are still very
difficult to perform. The EU projects supporting infrastructure for research data fo-
cused this far on large-volume data sets and has promoted more organizational mea-
sures under the Research Data Alliance. Although the results are most important
components of a comprehensive solution to the challenges, they cover often only se-
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lected problems such as the preservation of small volume research data. The challenge
identified by LSDMA is to connect island solutions with each other and thus to con-
tribute to an integrated and easy to use system for data archiving and publication for
researchers.
1 The Data Centre and its Role
in Data Preservation
Data-centres have played a pivotal role in providing reliable data storage for
universities and research facilities. Where libraries and archives traditionally
governed the safe keeping of scientific paper based data, the data centre stored
and preserved data from simulations, measurements, recordings, observations
that result from the use of high performance computing and experiments in-
volving advanced data taking instruments. Post publication data associated
with simulations and experiments must remain accessible for the workgroup,
the community and increasingly also for a knowledgeable audience and if
properly presented, for a wider audience as in the case for open data . The
technologies used for storing, retrieving and searching data require experts
and specialisations ranging from software development to storage adminis-
tration.
The huge increase in data volume that needs to be archived inevitably involves
the data centre that must host cost efficient, established and trusted storage
technologies but also provide the development of workflows and software that
allow volume with the rising demand for archive storage. At the same time
innovations, be it in house developed or market driven, must accommodate
existing infrastructures, practices and applications. Today the physical data
storage is usually a combination of magnetic disk and magnetic tape. Only
large data centres, which includes commercial cloud providers can leverage




In this article an archive equals the data center infrastructure which provides
long-term storage for scientifically or historically important data that require
no immediate access. The collection of archived objects that logically belong
together or are managed by a single application instance is usually named a
repository. To limit confusion and to remain in line with the name of the work
package of LSDMA we use the more generic term ‘archive’ here.
2 Users of Archive Technology
2.1 Libraries
Goal of the state funded project bwDataDiss [16e] is to deliver services for
Ph.D. students in the context of their thesis. Besides the doctoral disserta-
tion Ph.D. students often produce research data that is necessary to under-
stand and to reproduce findings of the thesis. The amount of research data
may vary greatly and libraries usually lack the means to store the associated
research data. bwDataDiss enables university libraries in the State of Baden-
Württemberg to store and archive research data alongside the final disserta-
tion.
The research data is preserved for at least ten years and accessible to other
researches and the general public. The project promotes and is committed
to Open Access [16t]. Two important characteristics of bwDataDiss are in-
tegrity assurance and embargos. Users expect integrity of data at all times.
In particular, we calculate checksums every time the data is transferred from
one system to another. This applies to transfers from the personal resp. office
computer of the Ph.D. student as well. The system allows apply ‘embargos’
i.e. timespans during which no public access allowed. This is a requirement
of libraries and a common practice to prevent access to publications for ex-
ample pending patent application.
Project bwDataDiss plans to enable uploads to a size in the order of 10GiB
and guarantees long term storage currently for at least ten years following
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the guideline for good scientific practice [16o]. For this it relies on storage
services [PW14] of the bwDataArchiv long time archival service of the SCC
data centre. The service must at least provide the following functionalities for
bwDataDiss:
• Assurance of data integrity which is important for trusted reliability of
the storage service. The archive, resp. the long term storage service
must provide information about the integrity of the research data. The
long term storage service should provide integrity information on a reg-
ular basis to ensure that the data is still correctly stored in the archive.
• Low access latency on frequently accessed small files. Even though
a long term storage service cannot be considered as common storage
that normally provides quick response times, bwDataDiss requires low
latency access to certain content of the archived data. This is a require-
ment of the library, trying to provide a good user experience. If the
storage service uses tapes instead of disks access time will be higher.
bwDataDiss needs the ability to selectively store small files on disk
and larger files on tape as this is more cost effective. Small files will be
accessed more frequently compared to complete datasets stored in the
deep archive.
• Write and delete protection for archived data. It must not be possible
to accidently modify or delete data in the long term storage service.
The system developed in bwDataDiss is currently being tested and first data
ingest is expected in early 2017.
2.2 Climate Research
In climate research it is very important to analyse historic data over long time
periods in order to be able to model today’s climate and to predict its evolu-
tion and long-time changes in the future. There are an increasing number of
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instruments and observational platforms on ground-based stations, air craft,
balloons, and satellites. Observational data are very valuable not only for its
scientific use and the effort that went into the acquisition, but also because
a measurement at a given point in time cannot be repeated. That is why the
demand on long-term archival for climate data usually is to preserve data
forever, or at least much longer than the average preservation time for other
scientific data.
Additionally is desirable to store processed climate data of research institutes
on nearby facilities with a high bandwidth network connection. The Institute
for Meteorology and Climate Research (IMK) at KIT, stores valuable data in
the LSDF operated by the SCC data centre [Gar11b]. Although the LSDF
provides online storage and the possibility to keep several replicas, IMK and
SCC independently store databases guarded with checksums to ensure proper
bit preservation. The copies provide for an additional level of data protec-
tion in case of problems with systems on either of the sites. While climate
researchers can easily validate online data on disks by recalculating the cor-
responding checksums, the computing centre reluctantly lets scientists verify
the data integrity of data on tape which can be handled more efficiently in-
side the data centre. An improved method for continuous check summing is
presented at the end of this article.
2.3 HPC
In HPC data centers the amount of data stored is typically in the size of
petabytes. Interestingly the growth of archival data is proportional to the
amount of main memory of an HPC system. A survey from 2010 [Hic10]
among data centres in the US estimates that for each Byte of main mem-
ory 35 Bytes of data is archived per year. The number of archived files is
proportional to the number of cores in an HPC system, however no overall
planning number could be estimated in the survey. At HLRS, the amount of
archive data is growing continuously and holds approximately 6 PB data on
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two copies making the actual amount of data on tape more than 12 PB. The
estimate of the proportion 1:35 from the survey, is 1:20 at the HPC systems
of HLRS, probably due to difference in the communities using the system.
After acceptance of a project proposal and access is granted, users start pro-
cessing whereby data is produced and written to the filesystem. Although
different workflows can be observed, commonly the data is post-processed,
in which parts of the data is selected, aggregated, shrunken and sometimes
even re-produced or visualized to gather knowledge on the problem. Sub-
sequently the results are published and at the end of the project, data in the
project workspace is no longer active and finally has to be removed to make
room for further projects. However access to the data must remain possible
for at least several years depending on the content and the requirements of the
researchers.
A typical large project at HLRS generates some 105 files, each up to sev-
eral Gigabytes in size. Main research areas are engineering, CFD, molecular
dynamics and climate research with users originating from all over Europe.
Given that each of these research areas show an almost exponential require-
ment for data processing with accompanying data growth, the results is in-
creasing archive requirements. Since for processing, it is not necessary to
keep this data on site, HLRS is working together with KIT for an offsite so-
lution for large scale data archival. The archival requirements of HLRS start
from 0.5 PB to some 2.5 PB long time storage in 2018.
sectionMulti-disciplenary archival
2.4 RADAR - Research Data Repository
Aim of this project [16u] is to establish and deploy a generic research data
infrastructure in Germany. For this purpose, appropriate services for archiv-
ing and publication of research data are developed. The Steinbuch Centre for
Computing (SCC), the project additionally involves the Leibniz Institute for
Information Infrastructure (FIZ) at Karlsruhe, the Technical Information Li-
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brary (TIB) in Hanover, the Leibniz Institute of Plant Biochemistry (IPB) and
the Ludwig Maximilian University of Munich (LMU).
Due to the long term nature of the services, the independence between the
archive management and the archive storage layer is an important operational
benefit available in RADAR. Independency is ensured through clearly de-
fined and standardized interfaces between both layers and these must pro-
vide, in addition to the pure data input and output, additional functionality
such as checking the integrity, setting retention periods and especially the ex-
change of metadata that is specific to the management of the data inside the
archive. Furthermore RADAR seeks to establish a contractual foundation for
subscription based data storage which involves costs models and service level
agreements between providers of data and of services.
Established as a national generic end-point repository, the RADAR par-
ticularly supports communities lacking their own community specific data
archive and functions as catch all for other data worth archiving i.c. data
related to scientific publishing. Its focus is therefore primarily on interdisci-
plinary institutions and the long tail of scientific data. Already included are
(university) libraries and their associations as well as scientific publishers and
cultural organizations.
Basically RADAR stores data, comprising scientific primary data and de-
scriptive meta data, in data packages that may contain one or more files. Data
packets are guarded against changes (bit preservation) and are stored for the
duration the user requested. The repository is managed with the help of a web
accessible user interface or a REST based application programmers interface
(API). Currently RADAR uses the SCC data centre to store data.
2.5 OpARA - Open Access Repository and Archive
In the project OpARA the TU Bergakademie Freiberg and the TU Dresden
build up a cross-disciplinary repository for research data for the state of Sax-
ony. It allows scientists to describe their data with sufficient metadata, to
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archive, and to publish them. In the spirit of Open Science the data can
be made publicly available, but access can be restricted or embargoed e.g.
if intellectual property rights are involved and the user chooses to postpone
publication. Digital identifiers (DOI) are used to reference data sets.
The (meta)data is searchable, and a public interface based on OAI-PMH al-
lows harvesting of metadata by external services. OpARA is integrated into
the university environment by using the local identity management. Syn-
chronization with other data services, like the university research informa-
tion system holding research project information, is planned to improve data
consistency. Researchers can ingest data either via a web browser or with a
command line client. The latter is especially useful for large data sets or the
recurrent ingest of similar data. OpARA is funded by the Saxon Ministry of
the Arts and Sciences.
2.6 bwDIM
Crossing archive borders and enabling exchange of archived data between
systems, communities and publishers is one of the main goals of the project
‘data in motion’ (bwDIM). Existing infrastructures and established reposi-
tories are locked-in solutions which contrast with the promises of long time
archives. Since even the most reliable archive may and will be decommis-
sioned, a means to exchange content with other repositories is required for
redundancy reasons. The need for a data management exchange and an ap-
propriate interface at the physical and application level will become more
prominent as archives grow and exist longer. One of the goals in the project
is the development of one of the first repository exchange interfaces.
Additionally the project develops a means to lightweight publication for large
scale measurement data that is tightly connected to the RADAR repository.
Because repositories such as RADAR must focus on curation and content
preservation these are complex software packages that offer workflows, mul-
tiple data base interface, user and access control management and versioning
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Figure 38: Data pathways and actors in bwDIM.
to name a few common features. Tying data processing, large scale, reli-
able storage and high speed networks from large data centers into the repos-
itory workflow of the RADAR or bwDataDiss application environment will
instantly allow researchers who use miscroscopes, cameras and other data
taking instruments in e.g. chemistry, biology and genetics, to publish data
directly from the workbench. In the third pillar of the project requirement
and possibilities for data exchange between the repositories and publishers
is being investigated. All components of bwDIM are tightly connected to a
generic authentication and authorization infrastructure that governs and pro-
tects access to data. Work on the AAI components of bwDIM is done in close
collaboration with the LSDMA and the European AARC [Ert16] project.
The bwDIM brings together researchers and developers from the KIT Library,
the KIT computer centre (SCC) and the Leibniz Institute for Information In-
frastructure (FIZ).
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3 Other Users and Requirements
From the examples of use cases above it is clear that plain storage commonly
provided by the data centre is not sufficient to cater for all the requirements
of archive applications and usage.
There is a strong requirement for data checksums that are accessible at the
user level. Archive applications can also benefit from the ability to be able to
selectively keep certain data cached on disk and to be able to verify archived
data without actually reading the data. Archive and long-time storage re-
quirements were collected from communities participating in the Large Scale
Data Management and Analysis [Jun14] initiative at SCC. The project brings
diverse communities and several archive related projects together which re-
sulted in a unique basis for discussion and assessments. More requirements
stem from the infrastructure project bwDataArchiv [PW14], funded by the
state of Baden- Württemberg, which aims to develop and deploy a service
for long time storage for scientific data. It supports users from universities
and institutes in Baden-Württemberg and national and international archive
and large data preservation projects. The infrastructure and technology of
bwDataArchiv offers a secure, reliable and tamper free storage for billions of
files at PetaByte scale.
4 Archive System Technology
To securely store big data, tape systems have been the first choice at data
centres for reasons of reliability and costs [RK13]. Maybe tape is the ugly
sister of magnetic storage but with its longevity, reliability and the low, near-
ing zero power consumption of tape for storing digital data, it is clear that
tape is a prime medium for archiving. Although disk density may further
increase tape has a proven potential for high capacity storage. In the labora-
tory the tape recording layer with nano-grained particles reaches a density of
148 Gb/in2 [16v], which is more than 30-40 times the density of today’s tape
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Figure 39: Institutions rely on the long time storage infrastructure from bwDataArchive.
media (but still only 20% of today’s hard disks). The down side of tape stor-
age is the long time-to-first-byte and difficult file management. However the
high speed access and zero to none latency of disks and future silicon storage
comes at a price.
Part of the inherent problems of linear storage can be mitigated by intel-
ligent caching and automated migration of data using hierarchical storage
management (HSM). Software that incorporates this functionality and han-
dles large tape collections is for example the High Performance Storage Sys-
tem (HPSS) [17a] in use at SCC for the bwDataArchiv project [PW14] and
at HLRS. HPSS is a scalable policy based HSM solution that can manage
petabytes of data on disk as well as on tape [Wat05].
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HPSS combines online disk cache and archive tape storage and allows defin-
ing multiple storage hierarchies and migration policies based on file size, ac-
cess frequency and number of copies on tape. Support is available for end-
to-end data integrity and validation using the IEEE T10-Protection Informa-
tion field, which allows the checksum to be transferred from application to
the host bus adapter such as a Fibre Channel card to the disk or tape drive
and back. End-to-end data integrity protection prevents silent data corruption
and theoretically guarantees a perfect bit to bit preservation. The recently
introduced FUSE interface offers a file system like access to the HPSS tape
storage, leveraging access through standard storage protocols like sftp, nfs, or
http.
4.1 Archive Interface
In a collaboration that includes scientific users, data centre technicians and
software developers the archive infrastructure at SCC will have offer enhance-
ments for operating large data archives. The archive oriented interface, be-
ing developed, increases efficiency by enabling special operations for fixity
checking, will allow storing of system meta data and informs the application
about the location status of the stored objects. Ultimately the goal is to make
archive storage interoperable between different applications and sites.
The variety of systems used for long term storage of data offer interface fea-
tures that follow the POSIX standard to a certain degree and offer features
to handle the low level operation of the system. Certain operations such as
data validation are sometimes available but vastly different between products.
Applications that use the storage i.e. dSpace , Preservica , Archivematica and
many others, are therefore limited to the standard file system or database op-
erations in case a data base is used for long time storage. Use of non-generic
feature increases their complexity and makes them dependant on the under-
lying storage system. To cope with these problems a solution is developed
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Figure 40: Components of the archive interface.
within the RADAR [16u] and EUDAT [16l] projects that is capable of unify-
ing several tape storage systems.
4.2 Architecture
The system adds a service interface to the storage system alongside the com-
mon IO channel. While all of the IO operations are performed with the stor-
age backend directly via the data channel, communication with our service is
done on a separate channel, referred to as service channel (Figure 40).
This concept enables existing applications to store and access data in the usual
way without interference with our service. If the application chooses to regis-
ter data using the service channel it can use additional functionality. Currently
the service enables applications to attach user defined attributes in the form
of meta data and to access periodically calculated checksums.
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5 Benefits to use cases and outlook
We have identified several communities and typical use cases that profit from
storage with features dedicated to long time storage of data. Moreover, with
the development of a dedicated interface for archives it is possible to use the
storage backend more efficiently. The additional meta data layer which stores
the checksum, can be used to register additional information that data centres
require to operate long time storage for a growing number of communities.
The implementation for efficient checksum calculation for two different tape
based storage systems behind the same interface is a first step to the imple-
mentation of several features that will support archive applications and data
centre operations. The uptake of the new interface in one or more projects
at KIT helps to quickly improve the implementation and to selectively add
features from user requirements.
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Abstract Managing and analyzing large amounts of data requires high performance
storage systems that can keep up with the applications’ I/O demands. Additionally,
energy efficiency plays an important role as storage systems are often responsible for
a significant part of the total cost of ownership. Within the Performance and Power
Optimization work package of the Data Services Integration Team, we have focused
on both of these aspects. Based on demands observed in real systems and applica-
tions, we have developed tools and solutions to improve both performance and cost
efficiency.
1 Introduction
Throughout the history of supercomputers as recorded by the TOP500 list,
the computational power has been increasing exponentially, doubling roughly
every 14.5 months. This development is currently realized by employing an
increasing number of processor cores, with the current number one system
having more than 10 million cores. While this increase in computational
power has allowed more detailed numerical simulations to be performed, this
has also caused the simulation results to grow in size exponentially. Com-
putational speed and storage capacity have roughly increased by factors of
300 and 100 every 10 years, respectively. The storage speed, however, has
only grown by a factor of 20 every 10 years, even when taking newer tech-
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nologies such as SSDs into account. Thus, the importance of performing I/O
efficiently and storing the resulting data cost-efficiently increases.
Overall, the storage subsystems can be responsible for a significant portion of
a system’s total cost of ownership. In the case of Mistral, hosted at the Ger-
man Climate Computing Center (DKRZ), it accounts for roughly 20 % of the
overall costs. This amount of storage is necessary due to the huge amounts of
data produced by current HPC applications. The I/O requirements of paral-
lel applications, however, can vary widely: While some applications process
large amounts of input data and produce relatively small results, others might
work using a small set of input data and output large amounts of data; addi-
tionally, the data can be spread across many small files or be concentrated into
few large files. Naturally, any combination thereof is also possible. These dif-













Figure 41: HPC I/O stack based on
technologies typically used
in earth system science.
To foster data exchange and portability,
application developers often make use of
high-level libraries that offer access to self-
describing data. Middlewares and other ab-
stractions are used to shield application de-
velopers from the complexity of HPC I/O.
Additionally, parallel file systems them-
selves are split up into multiple layers.
Combined, this leads to HPC I/O stacks as
illustrated in Figure 41. While this allows
exchanging individual layers without im-
pacting others, this stack also has its down-
sides. On the one hand, this complex stack makes it important to adequately
tune I/O for optimal performance because many different software compo-
nents are involved until the data actually reaches the storage devices. On
the other hand, debugging performance problems and optimizing I/O perfor-
mance is made difficult by the complex interplay of layers.
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Additionally, even though the theoretical computing performance continues
to increase exponentially, applications have trouble scaling up to millions of
processor cores. The actual utilization of often less than 10 % and it is there-
fore also necessary to improve application performance. The Performance
and Power Optimization work package’s mission has been to provide appli-
cation developers with adequate tools and information on how to make use
of the available HPC hardware in an efficient way, regarding both perfor-
mance and energy. Additionally, important parts of the I/O infrastructure
should be analyzed and optimized. The following sections are meant to give
an overview of the most important achievements and illustrate their benefits
for the wider data science community.
2 Metadata Performance in Lustre
File system metadata operations can be crucial to overall system performance,
especially in the case that each application process operates on a single pri-
vate file. In this scenario, the parallel file system is often hammered with a
vast amount of metadata operations such as create, unlink or stat. While
new algorithms and techniques to improve the metadata operation perfor-
mance have been proposed, only little evaluation has been done with regards
to newer multi-core and multi-socket non-uniform memory access (NUMA)
platforms and the emerging storage devices such as solid state drives (SSDs)
and non-volatile random access memory (NVRAM).
In [Cha14a], we examine the implications of such platforms regarding the
performance scalability of Lustre’s metadata server in version 2.4. We run
our experiments on a four socket NUMA platform that has 48 cores. We
leverage the mdtest benchmark to generate appropriate metadata workloads
and include configurations with varying numbers of active cores and mount
points. Additionally, we compare Lustre’s metadata scalability with the local
file systems ext4 and XFS.
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Figure 42: Lustre metadata performance and CPU utilization of the create and unlink opera-
tions with respect to the number of active cores.
Figure 42 illustrates the results for the create and unlink operations while
varying the number of active cores in the system. As we can see, the per-
formance improvement is limited to 18 cores for create and 12 cores for
unlink. Also, we see huge performance degradations when using more
cores. The results comply with the observed CPU utilization that drops when
more cores are added. Running similar experiments with multiple configura-
tions, we identify that the performance of Lustre’s metadata server is limited
to a single socket. We also observe that the metadata server’s back-end device
is not a limiting factor regarding the performance.
3 Performance Monitoring
Performance analysis is an important prerequisite for performance optimiza-
tion. ElasticMonitoring is a DESY-developed monitoring solution based on
ElasticSearch and uses Kibana/Grafana to navigate through the database and
create a customized dashboard. The tool collects metrics and feeds an Elastic-
Search database for further analysis (see Figure 43). It consists of three infor-
mation sources: methods to collect performance metrics, syslog forwarding
and customizable information collection. On the one hand, to collect per-
formance metrics, IBM’s ZIMon sensors and collectors for a GPFS-based
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Figure 43: Architecture of the ElasticMonitoring suite.
system can be used as a data source. On the other hand, there is also the
possibility to configure the metrics manually, making the tool independent
from any commercial software. The latter can also work as an extension to
the ZIMon method, for example, if additional metrics are needed that are not
contained in the database. To collect system logs, the tool rsyslog is used
together with an ElasticSearch plugin. Furthermore, a Python module was
implemented to forward any customized information into the ElasticSearch
database. All of this information together gives the possibility to correlate all
collected data and events. This helps monitoring the resource usage, to find
bottlenecks and to analyze and trace occurring errors. Additionally, it helps
in planing of future resource needs. It is successfully used in DESY’s newly
created storage environment for the next generation of physics experiments at
the local X-ray source Petra-III and their 24 beamlines [Str15].
3.1 Automatic Performance Validation Tool
For systems designed to have a continuous fast data ingest coming over dif-
ferent protocols, monitoring of the connections is mandatory. An example of
such a system coming from photon science is one or multiple detectors taking
images from a sample and writing it into a storage system. These detectors
are running on different Windows or Linux type operating systems giving
access to the data over a NFS or SMB connection. To detect problems, the
whole data taking chain has to be validated. We developed an automatic per-
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Figure 44: Deviations for a 10 MB test file.
Figure 45: Correlation matrix.
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formance validation tool to check NFS and SMB connections from a detector
node to a storage system fully automatically. For that, the tool generates fake
data with a given size and rate using a dedicated simulation tool and ingests it
into the storage system. The measured performance results are then compared
with a reference data set to find deviations (see Figure 44). Furthermore, dif-
ferent types of quantities are collected to find correlations and dependencies
(see Figure 45). The tests are done on a regular basis to find potential prob-
lems as soon as possible.
4 Data Transfer and Online Analysis
of Scientific Data
Current and future instrument development for scientific experiments reveal
the need for tools to handle the huge amount of generated scientific data (see
DLCL Matter). On the one hand, the data has to be drained from the de-
tectors fast enough. On the other hand, the experimental conditions have to
be monitored and analyzed in close to real time to prevent the collection of
unfavorable data, which also helps with preserving the valuable sample.
HiDRA (High Data Rate Access) was developed exactly for that purpose (see
Figure 46). It is a generic tool set for high performance data multiplexing
with different qualities of service and is based on Python and ZeroMQ. It
can be used to directly store the data in the storage system but also to send
Figure 46: HiDRA architecture.
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it to some kind of online monitoring or analysis framework. Together with
OnDA (Online Data Analysis) [Mar16], data can be analyzed with a delay of
seconds resulting in an increase of the quality of the generated scientific data
by 20 %. The modular architecture of the tool (divided into event detectors,
data fetchers and receivers) makes it easily extendible and even gives the
possibility to adapt the software to specific detectors directly (for example,
Eiger and Lambda detector).
Available event
detectors:
• Based on inotifyx
library (Linux)
• Based on watchdog
library
(Linux/Windows)
• Get events via
API (C/Python)
Available data fetchers:
• Read from file system
• Get data via
API (C/Python)
Available receiver types:
• Store as files
• Forward to an
application
• Build HDF5
5 Best Practices for Scientific I/O
with HDF and NetCDF
A typical example of I/O-intensive HPC applications are simulations from the
field of earth system science that generate vast amounts of data as checkpoints
and model output files. The performance of those applications is highly de-
pendent on the storage system performance due to the synchronous nature
of checkpointing. Another important aspect for such applications is efficient
data management and, to improve this, standardized file formats are used to
store and manipulate data so that they can be easily exchanged between in-
stitutes and scientists for further processing. Among the commonly used for-
mats are the Hierarchical Data Format (HDF) and the Network Common Data
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Figure 48: Performance with 1-OST pattern.
retrieval of the data by programs written in various programming languages
like C or Fortran. Therefore, establishing best practices for developers using
these high-level libraries is an important step in ensuring that available HPC
hardware is well-utilized.
In [Bar15], we present these common I/O interfaces, evaluate their perfor-
mance in detail and describe best practices to achieve optimal performance.
To conduct our analysis, we used a self-modified version of the IOR bench-
mark to generate I/O patterns that mimic the I/O routines of real-world ap-
plications on top of Lustre due to its prevalence in HPC systems. While
more results and best practices can be found in [Bar15], we want to illustrate
the impact of access patterns on achievable performance. Figures 47 and 48
show results using a disjoint and 1-OST pattern, respectively. While the dis-
joint pattern causes all client processes to communicate with all file system
servers, the 1-OST pattern establishes a 1-to-1 communication scheme be-
tween client processes and file system servers.
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In Figure 47, many results have a high variation when using independent
I/O due to a combination of competition on the file system servers and the
network resources with the lack of synchronization when using independent
I/O. The results are much lower than the practical maximum of 1,125 MiB/s.
In Figure 48, POSIX and MPI-IO achieve almost the theoretical maximum
because the 1-to-1 communication prevents competition on the servers and
network resources. By default, NetCDF issues unaligned data accesses which
causes significant performance degradations and leads to communication with
more than one server. Enabling aligned accesses in HDF and implementing
analogous functionality in NetCDF greatly improves performance and allows
both libraries to almost reach the same performance as POSIX and MPI-IO.
6 Power Consumption Modeling
The continually increasing power needs for running a supercomputer set a
barrier to their future development both for total cost of ownership but also
the ability to provide the amount of energy required. The currently fastest
supercomputer consumes approximately 15.3 MW to deliver 93 PFLOPS. In
other words, if we continue with the same trend we will need a small nuclear
power plant to generate enough electricity to power Exaflop supercomputers.
Figure 49: Real (green) and estimated (black) power consumption traces of some of the training
and validation benchmarks. Note that the X-axis represents the timeline of samples
while the Y-axis measures power from 38 to 160 W.
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Monitoring the power consumption during an application run is an important
step towards improving the energy efficient of it. The use of wattmeters is ob-
viously the easiest solution. However, in most of the real case scenarios this
is not feasible. To that end, the use of models to predict the power consump-
tion of a system is an appealing alternative to wattmeters since they avoid
hardware costs and are easy to deploy.
In the work presented in [Dol15], we illustrate an analytical methodology to
build models with a reduced number of features in order to estimate power
consumption at node level. We aim at building simple power models by per-
forming a per-component analysis (CPU, memory, network, I/O) through the
execution of four standard benchmarks. While they are executed, information
from all the available hardware counters and resource utilization metrics pro-
vided by the system is collected. Based on correlations among the recorded
metrics and their correlation with the instantaneous power, our methodology
allows to identify the significant metrics and to assign weights to the selected
metrics in order to derive reduced models. The reduction also aims at ex-
tracting models that are based on a set of hardware counters and utilization
metrics that can be obtained simultaneously and, thus, can be gathered and
computed on-line.
Figure 49 plots power traces in order to compare the real (green) and esti-
mated (black) power consumption using some of the baseline cases, ranging
from models that work with only one feature to more elaborated ones com-
bining hardware counters, OS statistics and temperature sensors. We include
some benchmarks (training set) but also cases from the validation set. We
see that even though CPU_UTIL cannot predict the power consumption well,
once we add more features we are able to minimize the difference between
the predicted and actual measured value.
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7 Scientific Data Compression
Due to the continuously increasing processing power in HPC systems and the
slower pace of storage development mentioned previously, the I/O problems
observed today will be much more prevalent in the future. Compression can
be used to reduce the amount of data and thus address both performance and
capacity problems.
7.1 Elaborate Compression
Compressing application level checkpoints, visualization dumps etc. effi-
ciently is a challenging task since they are highly heterogeneous in nature.
A single file usually contains values of variables of different data types and
different representations such as single or multi-dimensional arrays. To this
end, the efficiency of a single compression algorithm for the whole dataset is
limited since it will not work best for all the cases. Moreover, domain decom-
positions of scientific data may introduce temporal and spatial locality within
and across files containing scientific data. For example, in a climate simu-
lation application, a variable modeling the temperature of Texas may have
similar values to that of New Mexico. Current applications tend to use high-
level file formats like HDF that allow data description (variable name, type,
size, dimensionality etc.).
In the work presented in [Cha15b], we propose to improve scientific datasets
compressibility by generating data clusters based on the knowledge provided
by the high-level file formats and the similarity values and then applying
adaptive compression per cluster based on the data patterns found on them.
Our clustering technique aims to form discrete clusters with less entropy
which will result in higher compressibility. The adaptive compression al-
gorithm targets to exploit the data patterns found in each cluster by applying



























Figure 50: Lustre architecture in combination with the power-performance analysis framework.
In [Cha14b], we provide a power-performance evaluation of HPC storage
servers that take over tasks other than simply storing the data to disk. We use
the Lustre parallel file system with its ZFS back-end, which natively supports
compression, to show that data compression can help to alleviate capacity
and energy problems. In the first step of our analysis, we use the tracing
environment shown in Figure 50 to study different compression algorithms
with regards to their CPU and power overhead with a real dataset. Then, we
use a modified version of the IOR benchmark to verify our claims for the
HPC environment.
The results demonstrate that the energy consumption can be reduced by up
to 30 % in the write phase of applications and up to 7 % for write-intensive
applications. At the same time, the required storage capacity can be reduced
by approximately 50 %. These savings can help in designing more power-
efficient and leaner storage systems. Reducing the data size also leads to
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benefits in terms of total cost of ownership. In [Kuh14], we illustrate a model
to estimate the benefits of compression in advance. The model only takes
costs for the actual storage hardware into account but not possible indirect
savings such as decreased cooling and space requirements.
8 Vectorization of Reed-Solomon Codes
used in ZFS
ZFS uses RAID-Z technology to implement data protection. This is a soft-
ware scheme that utilizes error correction coding (ECC) to minimize cost of
mirroring in terms of required disks. Depending on selected scheme, RAID-
Z1, RAID-Z2 or RAID-Z3, such a volume is able to recover from a single,
two or three disk failures, respectively. We developed and implemented effi-
cient scalar and SIMD vectorized versions of RAID-Z methods. Reconstruc-
tion of erasures in the complete RAID-Z scheme is implemented in seven spe-
cialized methods. The original implementation used a Log/Exp lookup table
multiplication method that requires two lookup table operations per symbol
to perform multiplication by a constant. For a 64-bit scalar implementation,
this amounts to 16 lookup operations.
The impact of these optimizations is shown in Figure 51. For evaluation,
RAID-Z block size is varied from 16 KiB to 64 MiB so that data does not
fit into CPU caches. Plots show per-disk throughput of the original and new
RAID-Z methods using scalar, SSE and AVX2 instruction sets, executing on
a single CPU core. The evaluation assumes eight data disks and two parity
disks (that is, RAID-Z2).
9 Analyzing and Predicting LBUGs with a
Hidden Markov Model
Lustre is a parallel distributed network file system, employed predominantly
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Figure 51: Combined throughput of RAID-Z2 parity operations on pool consisting of eight data
and two parity disks.
parallel and distributed system and the large and complex code base, Lustre
is prone to critical software bugs called LBUGs. These bugs cause freezing
kernel threads and require a subsequent reboot of the operating system. We
developed a hidden Markov model for analyzing and predicting LBUGs that is
trained on Lustre logging data, which is a time series and consists of Lustre
function calls and information whether LBUGs occurred. The model is trained
with the Baum-Welch algorithm, that is, values in the hidden and emitting
matrix are optimized such that the model can reproduce the input data in
probabilistic sense. Moreover, hidden to emitting state, relations can be vi-
sualized for analyzing and understanding latent paths of functions calls (see
Figure 52). These latent paths can reveal hidden relations of function calls
that result in LBUGs.
In addition, one can sample, that is, generate data from the model. Further-
more, one can estimate the expected value of the time step a LBUG will occur
and thus predicting time windows with LBUG occurrences.
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Figure 52: Visualization of latent paths from hidden to emitting states of Lustre logging data.
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10 Conclusion and Contributions
The presented works cover a wide range of applications and use cases. The
members of the Performance and Power Optimization work package have
contributed both to demands of individual projects and to general components
that are important for the storage infrastructure. To summarize, we have pro-
duced the following contributions that benefit data scientists and the whole
data science community:
• Our metadata evaluations allow tuning storage system appropriately for
workloads involving many small files and high metadata rates in gen-
eral.
• A scalable solution for performance monitoring has been developed
and deployed at DESY, which improves productivity of scientists by
finding problems early.
• The online analysis of experiment results gives scientists immediate
access to their data and allows them to tune their experiments appropri-
ately.
• Best practices for HDF and NetCDF give hints to application devel-
opers using these and similar high-level libraries for achieving optimal
I/O performance.
• Investigating compression in the HPC context has provided interesting
insights regarding performance and power benefits. It has also led to
several follow-up projects such as adding compression support to Lus-
tre and adaptive compression to HDF.
• The improved performance gained by vectorizing the error correction
coding in ZFS is beneficial for common configurations and also impor-
tant in the HPC context as Lustre is moving towards using ZFS as its
back-end file system.
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• Analyzing and predicting LBUGs in Lustre can be used to improve the
availability of the file system. This is especially important as LBUGs
typically require rebooting the affected machines, leading to extended
downtime.
• Additional cooperations and studies based on work done in this work
package that could not be mentioned in this article due to space rea-
sons [LAK15; KKL14].
Acknowledgement





[Cha14b] Konstantinos Chasapis et al. “Evaluating Power-Performace
Benefits of Data Compression in HPC Storage Servers”. In:
IARIA Conference. Ed. by Steffen Fries and Petre Dini. Cha-
monix, France: IARIA XPS Press, Apr. 2014, pp. 29–34. ISBN:
978-1-61208-332-2.
[KKL14] Julian Kunkel, Michael Kuhn, and Thomas Ludwig. “Exascale
Storage Systems – An Analytical Study of Expenses”. In: Su-
percomputing Frontiers and Innovations. Volume 1, Number
1 (June 2014). Ed. by Jack Dongarra and Vladimir Voevodin,
pp. 116–134. URL: http://superfri.org/superfri/article/view/20.
[Kuh14] Michael Kuhn et al. “Compression By Default - Reducing
Total Cost of Ownership of Storage Systems”. In: Super-
computing. Ed. by Julian Martin Kunkel, Thomas Ludwig,
and Hans Werner Meuer. Lecture Notes in Computer Sci-
ence 8488. Leipzig, Germany: Springer International Publish-
ing, June 2014. ISBN: 978-3-319-07517-4. DOI: 10.1007/978-
3-319-07518-1.
[LAK15] Michael Lautenschlager, Panagiotis Adamidis, and Michael
Kuhn. “Big Data Research at DKRZ – Climate Model Data Pro-
duction Workflow”. In: Big Data and High Performance Com-
puting. 26th ed. Advances in Parallel Computing. IOS Press,
2015, pp. 133–155. ISBN: 978-1-61499-582-1. DOI: 10.3233/
978 - 1 - 61499 - 583 - 8 - 133. URL: http : / / ebooks . iospress . nl /
volume/big-data-and-high-performance-computing.
[Str15] M. Strutz et al. “ASAP3 - New Data Taking and Analysis Infras-
tructure for PETRA III”. In: J. Phys. Conf. Ser. 664.4 (2015),
p. 042053. DOI: 10.1088/1742-6596/664/4/042053.
159
Performance and Power Optimization
Other References
[Bar15] Christopher Bartz et al. “A Best Practice Analysis of HDF5
and NetCDF-4 Using Lustre”. In: High Performance Comput-
ing. Ed. by Julian Martin Kunkel and Thomas Ludwig. Lecture
Notes in Computer Science 9137. Frankfurt, Germany: Springer
International Publishing, June 2015, pp. 274–281. ISBN: 978-3-
319-20118-4. DOI: 10.1007/978-3-319-20119-1_20.
[Cha14a] Konstantinos Chasapis et al. “Evaluating Lustre’s Metadata
Server on a Multi-socket Platform”. In: Proceedings of the 9th
Parallel Data Storage Workshop. PDSW 2014. New Orleans,
Louisiana: IEEE Press, 2014, pp. 13–18. ISBN: 978-1-4799-
7025-4. DOI: 10.1109/PDSW.2014.5.
[Cha15b] Konstantinos Chasapis et al. Towards Scientific-Data Compres-
sion Using Variable Clustering. Livermore, California, Aug.
2015.
[Dol15] Manuel F. Dolz et al. “An analytical methodology to derive
power models based on hardware and software metrics”. In:
Computer Science - Research and Development (2015), pp. 1–
10. ISSN: 1865-2042. DOI: 10.1007/s00450-015-0298-8.
[Mar16] Valerio Mariani et al. “OnDA: online data analysis and feed-
back for serial X-ray imaging”. In: Journal of Applied Crys-
tallography 49.3 (June 2016), pp. 1073–1080. DOI: 10 .1107/
S1600576716007469.
160
Big Data and Realtime Computing
Hermann Heßlinga
a University of Applied Sciences, HTW Berlin, Berlin
Abstract The resolution power of experimental devices in almost any area is increas-
ing steadily resulting in data rates so huge that only some small fraction of the data can
be stored in long–term data archives. Consequently, techniques have to be developed
for an effective pre–analysis already during the data taking period in order to weed out
that part of the data that is dispensable for an in–depth analysis later on. In this article,
recent efforts in this direction are reviewed for photon science and radio astronomy.
1 Introduction
Photon science and radio astronomy are similar both from a physical point
of view and from a computational point of view. This is particularly evident
in the forthcoming new experiments European XFEL and Square Kilometre
Array (SKA).
Computationally, both experiments are going to produce large amounts of
data, so huge that only a small fraction of the data can be stored in long–
term archives for a detailed scientific analysis. Already during the data taking
period, algorithms have to perform a preliminary analysis in order to iden-
tify effectively data of interest in realtime or near–realtime. This is a strong
challenge in photon science and, possibly, the most critical challenge at SKA.
Physically, both experiments perform interference measurements, i.e. they
crucially make use of the superposition property of electromagnetic waves.
In order to recover the information about the objects of interest, for example
pulsars in radio astronomy and molecules in photon science, an inverse oper-
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ation has to be applied to the measurement data which, in both experiments,
is essentially an inverse Fourier transformation. In radio astronomy, the in-
verse Fourier transformation allows to determine the position of astronomical
objects on the celestial sphere, i.e. the direction from which the radiation is
emitted. The third dimension cannot be reconstructed in radio astronomy, in
general, i.e. the relative distance between astronomical objects is not resolv-
able. In photon science, the diffraction images collected by the detectors are
also two–dimensional. However, three–dimensional models of the samples
can be reconstructed by extracting phase informations from the diffraction
images which, in turn, is feasible as the orientation of the samples can take
any value relative to the direction of the incoming laser light.
Despite the similarities there are also conceptual differences between XFEL
and SKA which, in particular, have an impact on the problem where the re-
duction of data can take place.
In photon science, the relevant interference phenomena happened already
when the laser light leaves an illuminated sample, i.e. a pre–selection of data
can be realized as an on–detector vetoing, in principle. The experiments in
photon science are not as fixed as the experiments at the Large Hadron Col-
lider (LHC) at CERN but change dynamically in the course of time. Conse-
quently, data reduction in real–time has to be automated in a way which is
compatible with the flexibile setup of the experiments in photon science.
In radio astronomy, the individual detectors, i.e. the antennas, cannot be used
for a pre–selection of data as the interference takes place later on within the
“correlators” where the signals of any two antennas of an array of antennas
are superimposed. See Sec. 3 for more details on the workflow at SKA.
2 Photon Science
In photon science, the internal structures of tiny objects like molecules, pro-
teins, and viruses are explored by illuminating samples of such objects with
laser light and collecting the diffracted light by means of detectors equipped
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Figure 53: In femtosecond X–ray nanocrystallography, ultrashort light pulses from a free elec-
tron laser hit tiny crystals at the interaction point. The samples are transported in a
stream which is propagated perpendicular through the laser beam. At the LCLS, the
detector consists of two 2D–panels (each equipped with a 1024 x 1024 pixel array)
and records coherent diffraction images at the rate of up to 200 Hz [N11].
with arrays of pixel sensors. In Fig. 53 the schematic layout of the Lineac
Coherent Light Source (LCLS) is shown which is typical for experiments in
photon science. In femtosecond nano–crystallography, crystals are formed
out of the samples which have spatial extent of the order of nanometers and
which are transported through a beam of light. The beam of light is com-
posed of flashes of ultra–short X–rays where the the temporal extension of
the flashes is of the order of femtoseconds which is briefer than the timescale
where samples are destroyed by radiation damage. By this approach, the
structure of macromolecules can be determined that cannot be combined to
sufficiently large crystals necessary for studies using conventional radiation
sources. A typical image from a macromolecule is shown in Fig. 54. The
sharp dark peaks are called Bragg–spots and are due to a scattering of light at
the internal crystal planes of the sample.
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Figure 54: Diffraction image from a single nanocrystal built from the protein lysozyme
[AHC14]. The distribution of the rectangles corresponds to the location of the sub–
panel within the front panel at the LCLS. The dark spots show the Bragg–spots. The
photon background is given by the “halo ring” around the beamhole at the centre of
the detector.
The samples are dissolved in a transport medium, e.g. water, where they can
move freely. This setup has an advantage and a disadvantage at the same time.
The orientation of the nanocrystals is not fixed, i.e. a 2D–diffraction image
taken by the detector is nothing but a projection along some random direction.
This indeterminism can be used advantageously as the orientation of the sam-
ple can be reconstructed for every 2D image by comparing sufficiently many
images. Finally, by merging all 2D–images properly a 3D–diffraction image
can be obtained, see Fig. 55.1 This information is used for extracting the
electron density map of the sample, see. Fig. 56, essentially by performing
an inverse Fourier transformation.
1 For reconstructing 3D–structures it is not sufficient to consider the distribution of Bragg–spots,
in addition, relative phases have to be extracted (“phase problem”). This can be done by ex-
ploring small regions around the Bragg–spots and by comparing their shapes with the shape
obtained by averaging over samples whose Bragg–spots are located at the same position in the
diffraction images. This method provides good results even if the signal–to–noise ratio (SNR)
is low, see Ref. [CP12].
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Figure 55: Three-dimensional rendering of the X-ray diffraction pattern for the Photosystem I
protein, reconstructed from more than 15,000 single nanocrystal snapshots taken at
the LCLS. Image: T. White, DESY.
Figure 56: A reconstructed image of the Photosystem I complex. Image: R. Fromme, Arizona
State University.
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Within femtosecond nanocrystallography, it is not possible to synchronize the
position of the samples and the time sequence of flashes such that every flash
of X–rays hits a sample. On the contrary, the hit rate is quite small, only of
the order of 5 %, i.e. most of the diffraction images taken by the detector are
“blank”.
Traditionally, every image collected by the experiments in photon science is
stored and analyzed later on. This strategy could be realized because the
data rates are comparatively small in previous and current experiments and
because of the fear to loose valuable data due to an ineffective pre–selection
of data.
With the upcoming European XFEL this traditional strategy is not feasible
anymore and a shift in paradigm is needed. An identification of “blank” im-
ages should take place as early as possible preferable already within the detec-
tor and only “hit” images should be stored for a later analysis. The essential
question is whether a fast algorithm can be found that is able to weed out
successfully “blank” images in realtime. The available time period is given
by the 27,000 images per second that can be taken at the European XFEL.
This problem was analyzed in a series of publications [BS14], [BS15a],
[BS15b], [BS16a], and [BS16b], which are briefly reviewed in the follow-
ing.
Large neural networks are successfully used for classifying images. However,
the first attempt for using neural networks for identifying “blank” diffraction
images failed [D16]. A very large three–layered neural network was con-
structed where the pixels of the 1024×1024 pixels of the front panel (see
Fig. 53) were identified with the neurons of the input layer of the neural net-
work, its hidden layer had the same number of neurons as the input layer,
and the output layer showed two neurons. The training of this neural net-
work turned out very time–consuming and, more importantly, the percentage
of successfully identified “blank” images was approx. 50 %, i.e. this large
“brute–force” neural network turned out to be blind and was just as effective
as tossing a coin. The deeper reason for this failure is that the physical content
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Figure 57: Neural network with three input neurons, two output neurons and no hidden layer.
The weights of the connections between the neurons are obtained from a training set
of diffraction images with known properties (either “hit” or “blank”).
of the diffraction images is contained in the Bragg–spots, i.e. in rather point–
like objects which are beyond the detection horizon of traditional imaging
algorithms and even convolutional neural networks.
The decisive stimulation for deriving a solution was given by radio astronomy
where neural networks successfully support the search for pulsars [WG10].
Remarkably, the neural network is quite small and consists of only twelve
input neurons, twelve hidden neurons and two output neurons. The key to
this approach is the extraction of twelve characteristic observables from a
time–series analysis of the data and the identification of the observables with
the neurons of the input layer.
Is it possible to implement this strategy also in photon science? In other
words, are there characteristic observables in photon science that can be
used as the input of a neural network? The answer is yes as is argued in
Ref. [BS14]. Surprisingly, only three observables are sufficient and the com-
plexity of the neural network is almost trivial as no hidden layer is needed,
see Fig. 57. The observable Imax denotes the maximum intensity measured by
one of the pixels, Imean is the mean intensity obtained by averaging over all
pixels and ∆I is the associated standard deviation. The value of the bias neu-
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ron is always set to one, as usual. A diffraction image is classified as “blank”
if the output neurons obey the inequality Ogood ≤ Obad . If the signal–to–noise
ratio (SNR) of a sample of nanocrystals is sufficiently large, the diffraction
images are almost correctly identified as “blank” or “not blank” (up to 95 %).
In the subsequent papers [BS15a], [BS15b], and [BS16a] the algorithm was
refined by removing single–pixel noise, see Fig. 59, by determining the
boundaries of the Bragg–spots, see Fig. 60, and finally by identifying the
positions of the Bragg–spots signals within a diffraction image, see Fig. 61.
It turns out that the algorithm is identifying signals even within the “halo–
ring” which is due to strong noise from diffraction of X–rays at the transport
fluid of the samples. The reference tool Cheetah [AHC14] is less successful
in identifying Bragg–spots within the “halo–ring”.
In Ref. [BS16a] a workflow is suggested for implementing the neural network
based algorithm (as shown in Fig. 58–61) into the detector hardware and it
was estimated that an effective identification of “blank” diffraction images
can successfully be realized in realtime at the European XFEL.
3 Radio Astronomy
In radio astronomy, electromagnetic radiation emitted from far–distant as-
tronomical objects like pulsars, white dwarfs, and galaxies is measured by
antenna arrays, see Fig. 62. The signals are interfered within the correlator
by superimposing the collected signals between every pair of antennas. As a
result, a complex–valued visibility function V (u,v) is obtained. Each pair of
antennas corresponds to a point in the uv–plane. The coordinates (u,v) span
a plane orthogonal to the direction of the astronomical object and are propor-
tional to the baseline between two antennas, i.e. the relative distance between
both antennas.
As an example, Fig. 63 shows the visibility function of a double radio source
system (e.g. radio jets or hotspots). The geometry of the system is encoded
in the pattern structure of light and dark regions (“fringes”) and can be made
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Figure 58: Algorithm: initial image [D16].
Figure 59: Algorithm: single–pixel noise removed [D16].
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Figure 60: Algorithm: edge detection [D16].
Figure 61: Algorithm: position of identified signals within the initial image [D16].
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Figure 62: SKA dishes in South Africa (artists rendition, SKA organization). The 15m wide
dish telescopes will provide highest–resolution imaging capabilities.
visible by an inverse Fourier transformation. The resulting 2D intensity dis-
tribution of the double–source (on the celestial sphere) is shown on the lower
left corner of Fig. 63. Both sources are in contact with one another, have the
same diameter, and are emitting radiation with the same intensity.
The larger the number of antennas the more points in the uv–plane are cov-
ered. Due to the rotation of the earth the position of each pair of antennas
is changing resulting in trajectories in the uv–plane which is improving the
overall covering and is essential for a determination of “fringes”.
SKA is realized in two steps. In phase 1, approx. 10 % of the antennas are
installed, the remaining 90 % are built in phase II. The amount of raw data
collected by the antennas is expected to be ∼2 petabyte per second once SKA
is fully operational, i.e. SKA and the Large Hadron Collider (LHC) will be
comparable with respect to the raw data production rate. At LHC the raw data
are reduced strongly by a factor ∼206 in realtime and near–realtime based on
multi–level trigger analyses, resulting finally in an increase of long–term data
archives by ∼25 petabyte per year.
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Figure 63: Visibilty function (absolute value thereof) of a double radio source system in contact
with one another (see lower left corner). The circular fringes are due to the circular
shapes of the sources. From the orientation of the straight fringes the orientation
of the system can be extracted (the straight fringes are perpendicular to the axis
between both radio sources). The boundaries of the fringes are given by the zeroes
of the visibility function.
Data reduction in radio astronomy is much harder than at LHC. The data
workflow at SKA is shown in Fig. 64. Data from the correlators are trans-
ported to one of two SKA Science Data Centers (located in Australia and
South Africa, respectively). After meta data have been added data reduc-
tion takes place in two separated sub–workflows. By repeatedly process-
ing the visibility function and by taking additional information into count
(calibration, sky models, etc.) the amount of data is reduced and eventu-
ally standardized data products are formed which facilitate reprocessing and
scientific analyses and which are delivered to worldwide–distributed SKA
Regional Centers. In a second processing pipeline, time–series analyses are
performed, for example for studying pulsars, and the resulting data products
are also transported to the SKA Regional Centers. There, the data are stored
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Figure 64: Data flow at the Square Kilometre Array (SKA) [P16].
in long–term data archives and can be processed by astronomers for physical
analyses.
Within the Science Data Centers pre–analyses are performed in order to re-
duce the data by a factor ∼204, i.e. at SKA one hundred times more data
have to be stored in long-term data archives than at LHC due to the larger
complexity of data in radio astronomy compared to high energy physics. In
phase I, the Science Data Centers deliver up to one petabyte per day to the
Regional Centers. Possible strategies for managing the huge data volumes are
still being determined, for an overview of the current status see Ref. [P16].
It is suggested to generalize the popular MapReduce ansatz to graph–based
data workflows. In order not to limit scaling, the movement of data and the
exchange of messages is minimized. At SKA phase II, the necessary process-
ing power and the size of the long–term data archives will increase by a factor
of ∼200.
The basic data products provided by the SKA Science Data Centers are “3D
image cubes” whose sizes can be estimated from the final baseline design
[al15]. For example, an image cube from the SKA–mid antennas contains
data of approx. 10k×20k pixels, 4 polarisations, and ∼64k frequency chan-
nels, i.e. a spectral image cube may be as large as 200 terabyte (provided
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64 bits are stored per pixel). Data objects of this enormous size can no longer
be processed by single workstations but need enormous parallel processing
capabilities.
The big data challenges at SKA are so huge that new algorithms and tools
have to be developed. The unavoidable parallel processing of large image
cubes may require an exchange of intermediate results between parallel in-
stances. This could have a strong impact on the scaling behavior of the work-
flow because, according to Amdahl’s law, the speedup may go down due to
blocking effects if a lot of messages of large size are exchanged between too
many parallel instances.
How shall the long–term data archives be distributed between the different ar-
eas of research? This was not a problem before because all data were archived
and could be analyzed in–depth later on. At SKA, however, the Science Data
Centers perform fast pre–analyses, i.e. the scientific content of data products
cannot be determined completely. To cope with the resulting uncertainty,
probabilities should be assigned to data products indicating their relevance
for scientific subareas. In high energy physics, in particular at LHC, almost
any physical analysis relies on a full Monte Carlo simulation including the de-
tector. Similarly, a full Monte Carlo simulation should be realized at SKA for
reliably assigning probabilities to the data products. This requires an identi-
fication of observables that can be used for separating scientific subareas and
that can be extracted out of the data in realtime [H16].
4 Contributions and Outlook
Only a small fraction of the data produced at the upcoming new experi-
ments in photon science and radio astronomy can be stored in long–term data
archives. For the European XFEL, an algorithm was developed to reduce
the data volume by weeding out diffraction images that contain no physical
information. Its essential component is a surprisingly small neural network
whose input is identified with three observables that are determined by pre–
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Figure 65: Diffraction images from weakly unordered crystals of giant biomolecules are
blurred. Here, a diffraction image of the Photosystem II is shown. Out of the im-
pressive patterns more information about the samples can be extracted than from
diffraction images with Bragg–spots generated out of regular crystals (left). Image:
E. Reimann, DESY.
analyzing a given diffraction image. It is suggested to run the algorithm in
parallel within the panels of the detector hardware in order to identify useless
“blank” diffraction images in realtime already during the data taking period.
The proposed algorithm is an impressive example of a successful cooperation
between informatics and physics.
The algorithm is shown to be quite effective if the diffraction images are taken
from samples of regular nanocrystals. Forming regular nanocrystals out of or-
ganic giants like proteins and viruses is hard if possible at all. Remarkably, the
internal structure of samples may be resolved even better if they are included
in weakly irregular nanocrystals [al16]. The resulting diffraction images are
blurred, see Fig. 65. Since the proposed algorithm relies on sufficiently strong
signal–to–noise ratios, its effectiveness needs to be reinvestigated for this new
class of samples.
Finally, the problem of taming the flood of data at the Square Kilometre Ar-
ray (SKA) was considered. It was pointed out that for an effective reduction
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of data it may be beneficial to develop a Monte Carlo program for simulat-
ing both the radiation from astronomical objects and the influence of anten-
nas. An open question is whether observables can be identified that allow to
separate effectively and efficiently the different areas of research at SKA in
realtime.
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Abstract Besides data management, the analysis of research data is another important
aspect covered by LSDMA. The overarching goal of all data efforts must be to start
managing the scientist’s data right after the data left the data acquisition device as this
is the only way to capture gapless provenance information. This is inevitable for trans-
parent and reproducible science. However, this means also that the research data is at
the very beginning of its lifecycle. In order to obtain publishable results the data often
has to go through several processing steps until the final results are available. Such
processing steps can reach from basic scripts to complex scientific workflows con-
sisting of several dependent processing steps. In order to achieve the aforementioned
reproducibility capturing the data provenance, e.g. what happened with the data and
led to which results, should be an essential part of every processing step. This article
describes the efforts taken by the LSDMA project in order to provide scientists with
data analysis capabilities integrated seamlessly into data management workflows. For
this, two approaches were chosen: The integration of data processing into an exist-
ing data repository system and the extension of an existing computing middleware by
automated processing of data stored next to the computing environment. This arti-
cle presents both approaches, realized use cases and finally gives a summary of the
LSDMA efforts in term of data analysis.
1 Introduction
Management of large scale research data is challenging and it gets even more
so when adding analysis workflows to the data. This is on the one hand due
to the fact, that typical data management systems have no support for large
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scale data analysis. On the other hand it gets more and more important to
capture consistent provenance information in order to be able to reproduce
analysis workflows. It is s no longer sufficient telling the user to download the
data to its processing location and upload it after successful processing as the
user often has no time or expertise to add a sufficient amount of provenance
information. Therefor, a seamless integration of data processing environment
and data management environment is highly desirable.
LSDMA Work Package 6 (WP6) mainly followed two approaches of integrat-
ing data management and data analysis: One approach aims at the integration
of data driven workflows into UNICORE [97c; Ben16], which is primarily a
middleware for computing tasks. Another approach deals with the integra-
tion of data processing as a service into the generic repository architecture
KIT Data Manager [KIT16; Jej14]. Both approaches are presented in the fol-
lowing chapters. Finally, a potential integration of both solutions is discussed.
2 Integration of Data Processing
into KIT Data Manager
A repository is a managed location in which collections of digital data objects
are registered preserved, made accessible and retrievable, and are curated. It
is essential that data in a digital data object is accompanied by metadata de-
scribing the data content and organization to enable their reuse in the future.
Traditional repositories are holding digital data objects at their final lifecycle
phase, where they have to be preserved and made accessible, e.g. for cita-
tion. In contrast, as research data repository, the KIT Data Manager mainly
deals with data at the beginning of its lifecycle. Thus, after the ingest of a
digital data object, data processing workflows have to be applied to the data
in order to extract knowledge and new insights worth being published. Of
course, even if the data is stored in a repository system, the user is still able
to process the data outside of the repository, ingest the results again manually
and add provenance information, e.g. input objects, applied algorithms and
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parameters, manually. The main disadvantage of this approach, apart from
the need for manual steps, is the lack of reproducibility as it is very unlikely
that the scientist takes care of capturing detailed provenance information for
all processing steps applied to the raw data. Therefore, the challenge that has
been addressed in LSDMA WP6 was to provide the seamless integration of
both, data workflows and repository system with the following advantages:
• The repository system can take care of transferring data asynchronously
in a proper representation to the execution environment.
• Once configured, data workflows can be executed and monitored by the
repository system without user interaction.
• Workflow results can be ingested and linked to the input data object(s)
automatically.
• The repository system can capture provenance information for all work-
flows.
In order to realize the goal of integrating data workflows and repository sys-
tem, the repository system as well as suitable workflows have to fulfill a cou-
ple of requirements which are presented in the following sections. At the end
of this chapter, some implemented use cases are presented and discussed.
2.1 Data Workflow Service
The basic ideas behind KIT Data Manager have already been presented in
[Jej14]. Simply spoken, the data workflow service is an extension to the pre-
viously presented architecture introducing a new aspect to the internal meta-
data model and another high-level service. Both are following the principles
of KIT Data Manager providing a high level of extensibility and flexibility
allowing to exchange underlying technologies without affecting applications
using the interfaces on top. Furthermore, existing structures and services are
seamlessly integrated, e.g. the data workflow service metadata model was
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integrated into the existing metadata model of KIT Data Manager. The meta-
data model covers all information needed in order to describe, execute and
monitor data workflows. The model basically consists of three major parts:
• Data Workflow Task: A data workflow task describes properties of
one workflow step wrapping a generic user application. This includes
application metadata, e.g. name, description, version and contact in-
formation, as well as all information needed for the actual execution,
e.g. location of the application binary package, default arguments and
mandatory environment properties. For the binary package a specific
structure is pre-defined allowing the workflow service to execute all
user applications in the same way.
• Execution Environment: The execution environment entity of the
metadata model describes a processing environment capable of execut-
ing data workflow tasks. This includes basic metadata, e.g. name and
description, but also environment specific elements like available en-
vironment properties, the location of the attached data storage and the
according handler implementation used to execute tasks at the accord-
ing execution environment. Details about the execution environment
handler are described later.
• Execution Environment Property: Finally, there are execution en-
vironment properties that can be linked to execution environments to
describe their capabilities and to data workflow tasks to describe their
requirements. At execution time both environment properties lists can
be compared to decide whether an execution environment is capable
of executing a specific task or not. With this feature it is imaginable
that an analysis workflow is executed in multiple configured execution
environments if single workflow tasks have special requirements.
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Figure 66: Registration procedure of a data workflow task and execution environment. Yellow
boxes describe the creation of metadata entities, whereas blue boxes are detached
steps that have to be performed by the application provider (step 2) or the operator
of the repository system (step 5).
From the configuration perspective, registering data workflow tasks and ex-
ecution environments is quite easy using the data workflow service of KIT
Data Manager. This procedure is shown exemplarily in figure 66.
The most challenging part of the registration process is the preparation and
testing of the user application. It has to be ensured that the user application,
as soon as it is executed by the repository system, has a high reliability and
a proper error handling. This necessitates extensive testing of the applica-
tion and a detailed description of requirements towards the execution envi-
ronment. This is mainly due to the fact that debugging an application run by
the repository system is hardly possible. As soon as the application has been
successfully tested and packaged it is stored in an application vault, which is
a managed location accessible by the repository system. Once in the applica-
tion vault an application package is never changed again. If the application
changes it has to be registered as a new version of the same application. This
is necessary in order to be able to reproduce previous executions with one
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specific version of the application. As one can see, the effort for preparing
an application for the execution by the presented data workflow service is
comparably high. That’s the main reason why only recurring tasks should be
implemented as data workflow tasks. However, by increasing the effort the
quality of registered application is expected to be higher as double-checking
the application avoids the need for later correction, redeployment and in the
worst case reprocessing of data.
Another custom part of the data workflow preparation is the registration of
the execution environment. Typically, this is done only once as the execu-
tion environment attached to a repository system, e.g. a compute cluster,
does not change quite often. Basically, there are only two relevant properties
of each execution environment: One is the configured access point allowing
the repository system to access the processing storage, the other is a execu-
tion environment handler implementation taking care of the entire processing
workflow including data staging, application preparation, application execu-
tion and monitoring as well as registering the result data as new digital data
object in the repository system. Most of these steps are generic, e.g. data
staging, application preparation and result registration. Only custom steps
like the actual task submission and the monitoring are specific for each exe-
cution environment and must be implemented for new environments.
As soon as both data workflow task and execution environment are registered,
the task can be assigned to a digital data object to run in the configured execu-
tion environment. The according process is shown and described in figure 67.
Even if the setup and execution process looks complex, most of the effort
has to be performed only once. Once configured, the overall benefit, e.g.
automated processing of recurring tasks, automated ingest of results including
gapless provenance information, greatly outweighs the effort. The following
sections are presenting scientific use cases benefiting of the Data Workflow
service.
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Figure 67: The figure presents the execution process of a data workflow. After assigning a
task to a digital data object (1) the user application and the data are transferred to
the configured processing storage (2, 3). Afterwards, the actual user application
is executed by the repository system using the configured execution environment
handler implementation (4). After successful execution, a new digital data object is
created and the output data is ingested to the repository system (5, 6, 7, 8).
2.2 Scientific Use Cases
This section presents three scientific use cases integrating the data workflow
service. From the data processing perspective, these use cases are quite sim-
ple as they allow data-parallel processing. Nevertheless, the automated pro-
cessing, the reproducibility and the documentation of the data provenance are
important advantages for the scientist independent from the complexity of the
processing workflow.
Nanoscopy Open Reference Data Repository
The Nanoscopy Open Reference Data Repository (NORDR) is build up in
Data Lifecycle Lab Key Technologies together with colleagues from Mann-
heim and Heidelberg. Datasets produced using lightoptical nanoscopy are
stored automatically in a repository system [Pra15] and are to be processed
using novel algorithms implemented in Matlab which are currently under de-
velopment. The processing consists of three steps linked together using three
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different tasks executed by the data workflow service. The resulting prove-
nance information is extracted into a ProvONE [Cue14] model and can be
used to compare different workflows and the effect of changing particular in-
put parameters or algorithm versions. By doing so, the development of the
processing algorithms and the knowledge gain can be significantly advanced.
Ultra-Fast Synchrotron Tomography
The Ultra-Fast Synchrotron Tomography is a novel imaging method for
studying moving biological samples [Yan13]. Due to a reduced number of
projections the data acquisition time for living specimen can be essentially
increased, but the effort for image reconstruction is considerably higher. For-
tunately, the reconstruction process can be parallelized very well, such that
volumes with 1024 slices can be processed in six minutes speeding up the
processing time compared to the local execution by a factor of 120. Due to
the fact, that the acquired data is ingested into a repository system right after
the data acquisition, this processing can be realized by the repository system
using the data workflow service. For parallel execution a Hadoop cluster was
utilized via an appropriate execution environment handler implementation.
Software Workflow for the Automatic Tagging of Images
The Software Workflow for the Automatic Tagging of Images (SWATI)
[Cha15a] provides algorithms for the automatic analysis of scans of medieval
manuscripts. It allows to extract features from manuscript pages which can
than be visualized and analyzed by codicology scholars. The main challenge
in this project is the vast amount of digital data objects as each manuscript
page stands for one processable object summing up to approx. 150.000 ob-
jects for one virtual collection. Each of these objects is processed in multiple
steps resulting in an overall number of approx. 600.000 digital data objects
after one processing cycle. The results are presented to experts using novel
data visualization techniques. The tagged results then may lead to an evolu-
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tion of processing algorithms which necessitates a reprocessing of the entire
virtual collection. Due to the integration using the data workflow service this
process can be fully automated allowing the scientists to concentrate on their
research instead of data management.
3 Data-intensive Computing with UNICORE
UNICORE is a mature software for federating heterogeneous compute and
data resources, comprising a full software stack from clients to various server
components down to the components for accessing the actual compute or data
resources. Its design follows several basic principles: abstraction of resource-
specific details, openness and extensibility, operating system independence,
security, and autonomy of resource providers. UNICORE is available from
the SourceForge repository [97b] under a permissive, commercially friendly
license (BSD).
3.1 General Developments regarding Data
In the course of LSDMA, the UNICORE middleware has seen a large num-
ber of improvements, as new functionality was added and new ways to use
the software were explored. This development was driven by use cases and
projects inside and outside of LSDMA, for example the European flagship
Human Brain Project (HBP) [13b]. Within HBP, UNICORE is used as the
middleware to integrate computing and data resources from leading European
supercomputing centers, providing supercomputing capabilities and large-
scale storage to neuroscientists.
A general overview of the current state of the software, its overall architecture
and especially the crucial security features is beyond the scope of this work,
but is presented in a recent paper [Ben16]. Here, we limit ourselves to de-
scribing UNICORE’s features related to data-intensive computing, focusing
on things that where added during the course of LSDMA.
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UNICORE offers several interfaces for realizing data access and manage-
ment, and is able to connect to a variety of backend systems that store the
actual data and metadata.
• UNICORE’s Storages are abstracted file system like data resources.
They offer operations such as listing directories. To give access to files,
storages act as factory services for file transfer resources. Different
backends are supported. Beyond the traditional POSIX file systems,
Amazon S3 [06a], Apache HDFS [Shv10] and CDMI [CDM13] can be
used.
• UNICORE supports metadata [NS10]. The default implementation of
the metadata manager stores the metadata in hidden files on the same
storage as the data.
• File transfers are used to read from or write to a physical remote file.
UNICORE supports both client-server data transfers and server-server
transfers, with a number of available data transport protocols. For
high-performance transfer of large volumes of data, the UNICORE File
Transfer Protocol (UFTP) [SP11] can be used.
For data processing, UNICORE is based on the batch job model, where jobs
are processed asynchronously by a backend cluster resource manager such
as SLURM [JYG02]. Recently we have added support for running jobs on
Apache YARN [Vav13], which opens up the area of “big data” processing,
and its integration with traditional cluster computing.
To widen the range of users, it is now possible to access UNICORE via a
Web portal [Pet13]. This is mainly intended for non-expert users, who need
a simple way to access computing and data resources. The portal does not
give access to all UNICORE features, but focuses on simple creation and
management of jobs, handling data and running workflows.
To satisfy demands for the integration of more complex UNICORE function-
ality into custom applications and science gateways, we have added a com-
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plete set of RESTful APIs [SRB14], that are continually expanded to cover all
of UNICORE’s rich feature set. Usage of the RESTful APIs is much simpler
than the usage of UNICORE’s SOAP Web Services APIs, and can be done in
all popular languages, including Python. The RESTful APIs and SOAP APIs
can be used in parallel in a fully consistent manner.
3.2 Development of Data Oriented Processing
and its Application
The Data Oriented Processing (DOP) [SGG13] of UNICORE is a move from
the traditional computing triggered by users to a model where processing is
triggered by the data itself. This is highly beneficial for big data use cases,
metadata extraction, compression, and preprocessing, which can be ineffi-
cient with traditional jobs. With DOP, rule files are associated to a direc-
tory. When data is incoming, the rules get evaluated and matching actions
are triggered. An example is to have a rule automatically create and write
MD5 checksums for every incoming PDF file. DOP can be compared to the
iRODS [Raj10] rule engine, which in contrast is focused on low computing
requirements while executing actions within rules. This is due to the fact
that iRODS rules can only run on the file server itself. DOP scales to high
computing requirements as the rule executions are only limited by the num-
ber of cores available on the HPC resource at hand. Furthermore, DOP rules
are completely user controlled and running in the security context of a user,
meaning with the login of the user. This makes DOP much more flexible than
the iRODS mechanism as there, only administrators can create rules and have
them run under the administration login. Also, DOP integrates seamlessly
with backend storages mentioned before. The DOP feature was released with
the UNICORE 7 release.
We applied DOP to integrate KNIME [Ber08] workflow executions with HPC
resources [Gru16b]. The motivation is that varying user data sets and work-
flows exist in KNIME. The challenge is enable parallelization and utilize in a
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Listing 2 “The central section of the UNICORE rule is shown which, among
other things, governs how an action is defined and triggered.”[Gru16b]
{




Action: { Type: BATCH, Job: {
Name: knime_headless,












Memory: 20664M, CPUs: 8,
Runtime: 1h, Queue: haswell,
CPUsPerNode: 8,}},},
}, ... ],}
HPC resources in a usable manner. We used KNIME for the creation and ex-
ecution of workflows but it lacks a generic HPC integration. The UNICORE
middleware is utilized to enable generic HPC access. The HPC integration is
them evaluated via the image analysis use case at hand.
The use case involves analyzing microscopy data that is of fundamental im-
portance in the life sciences. Data in gigabyte and terabyte range is created via
confocal and light sheet microscopes. While the users are experts in chem-
istry, biology, genetics, and microscopy, they are rarely experts in using HPC
resources too. Meaning, a simple way to distribute analysis jobs is needed.
Our use case involves a preprocessing pipeline for E. coli grown in a Mother
Machine that process raw movie data, often with many hundred movies and
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arbitrary rotation. It is desired to rotate them horizontally, find growth chan-
nels and crop them, and save each channel in a specific format.
KNIME, The Open Analytics Platform, is a desktop application that can be
used to analyze data with workflows in a flexible way. Workflow nodes, that
perform tasks on data, can be used to from large and complex workflows.
KNIME provides graphical ease-of-use and is widely used in academia and
industry. It can flexibly integrate data and tools by various means to access,
transform, analyze, mine, visualize, and deploy the data. Many pre-developed
nodes are freely available.
We integrated KNIME with HPC resources using the DOP feature. A rule
(see Listing 2) is configured for a server side directory that is mounted on the
workstation of the user. When a user wants to execute the workflow on the
HPC cluster she just exports the workflow using the built-in KNIME export
method to the directory. The workflow then gets executed on the HPC system.
This results in a data set on the cluster that is extended with the results. We
extended DOP to support parameter sweeps and utilized it here spawn several
workflow instances that each analyze a separate chunk of the data.
To evaluate the approach, we first measured and computed the mean pro-
cessing time and the speed-up with varying numbers of threads per workflow
instance, which yielded a balance at 8 threads. Then, the induced overhead
per workflow execution was measured at about 27s. The overhead is due to
the interval of 30s between rule evaluations and UNICORE internal overhead.
It seems large until one considers workflow executions times in the range of
hours to days. Then, measurements were performed with up to 1.76 TB in
7.488 M files, see Figure 68. Using 800 cores this resulted in a runtime of
about 2 hours, which is 200x faster than the 17 days that were needed before
on a 4 core workstation.
In conclusion we utilized the new UNICORE DOP feature to seamlessly and
generically integrate KNIME with HPC resources. Further work includes
fully automating an existing pre-processing pipeline from the microscopy to
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Figure 68: “Measurement results for concurrent processing of increasing number of datasets
with an overall data size of up to 1.76 TB in 7.488 M files. The mean runtimes are
1259, 1955, 4318, and 7154 seconds respectively including error bars. These con-
stitute a significant decrease in runtime compared to local processing on a work-
station which would take about 17 days as compared to 2 hours on the HPC sys-
tem.”[Gru16b]
4 Summary
This article presented two approaches of integrating novel data analysis fea-
tures into UNICORE and KIT Data Manager. In UNICORE the data oriented
processing enables the scientist to schedule automated workflows by placing
processing instructions next to the data. This allows intuitive usage on the one
hand and provides application specific provenance information on the other
hand. Provenance information was also a main aspect for the integration of
the data workflow service into KIT Data Manager. There, analysis work-
flows are defined by metadata stored in a database allowing to reproduce the
applied workflow tasks easily. Several scientific use cases have been imple-
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planned besides work to offload individual KNIME workflow nodes to HPC.
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mented and could prove the benefits of both solutions for the corresponding
user community.
Despite of the independent development of both approaches the mutual in-
tegration of UNICORE’s data oriented processing and KIT Data Manager’s
data workflow service are easily possible, e.g. by using UNICORE as execu-
tion environment for data workflow tasks.
For the future, the implementation of more use cases and improving both
solutions with regard to scalability, security and usability are planned in order
to establish flexible mechanisms for data analysis within the large scale data
management landscape.
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for Large Data Sets
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Abstract We give an overview on algorithms for large data sets developed in the
group of Peter Sanders in the years 2012–2016. This includes algorithms for the (par-
allel) basic toolbox like sorting, searching, data structures, load balancing or com-
munication efficient algorithms. Another focus is graph algorithms, in particular
(hyper)graph-partitioning.
1 Introduction
Application data sets from various sources have grown much faster than the
available computational resources which are still governed by Moore’s law
but increasingly hit physical limitations like clock frequency, energy con-
sumption, and reliability. To name just a few applications, one can mention
sensor data from particle colliders like LHC at CERN, the world wide web,
sequenced genome data – ultimately from most human individuals, or GPS
traces from millions and millions of smart phone users that can yield valu-
able information, e.g., on the current traffic situation. Large data sets are a
fascinating topic for computer science in general and for algorithmics in par-
ticular. On the one hand, the applications can have enormous effects for our
daily life, on the other hand, they are a big challenge for research and en-
gineering. The main difficulty is that a successful solution has to take into
account issues from three quite different areas of expertise: The particular
application at hand, technological challenges, and the “traditional” areas of
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Figure 69: Algorithm Engineering.
This paper will give examples from the work of my group. Most of our work
relates to generic techniques that can be used in many applications and ranges
from theoretical considerations over experimental evaluation to reusable tools
released as open source software. For more application specific work refer to
Section 6.
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computer science know-how. This paper focuses on the aspect of algorithm
design which is often at the core of underlying application problem. Inte-
grating the three aspects means that we have to take into account traditional
algorithmic know-how, technological aspects and the peculiarities of applica-
tions, e.g., latency requirements or properties of the input instances. Algo-
rithm engineering [San09] with its emphasis on realistic models and its cycle
of design, analysis, implementation, and experimental evaluation can serve
as a glue between these requirements. Figure 69 summarizes the different
aspects of algorithm engineering.
Sanders
2 The Basic Toolbox – Sorting,
Searching and Data Structures
Surprisingly, even the most basic algorithms and data structures used in al-
most all applications as they are taught in basic algorithms courses (e.g.
[MS08]) still allow a lot of innovations when it comes to large data sets and
modern architectures. See [San15] for an a analysis why this is the case.
We have worked a lot on sorting [FSS13; BS13; BES15; Axt15] and related
problems [BFO13]. This includes the most scalable and robust parallel sort-
ing algorithms currently available [Axt15] and the first serious work on par-
allel string sorting [BS13; BES15]. Further topics include priority queues
[BKS15; RSD15], search trees [AS16] and the fastest concurrent hash tables
currently available [MSD16].
3 The Parallel Basic Toolbox –
Communication and Coordination
When it comes to parallel computing, the basic toolbox has to be extended
with techniques for coordinating the processors. For the largest inputs, it
often turns out that communication bandwith between the processors of a
distributed memory machine is the bottleneck. We have therefore identi-
fied Communication Efficient Algorithms as a focus of our research [SSM13;
HS16]. Once more, even the most fundamental problems turn out to allow a
lot of improvements. In a first paper introducing the problem [SSM13], we
consider duplicate detection, distributed Bloom filters, database join, and lin-
ear programming as examples. A subsequent paper [HS16] addresses various
top-k selection problems.
Another long-standing focus of our work are load balancing and scheduling
algorithms [SSS13; SS12b; MSS15].
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4 Succinct Data Structures
To achieve good performance in Big Data applications, it is often mandatory
to keep the relevant data in main memory. However, large amounts of main
memory are expensive and on a particular machine, the maximal installable
memory has a fixed upper bound. Hence, a lot of work has recently focused
on the question whether one can compress data in such a way that one can
still work with it. My group, mostly driven by my Postdocs Johannes Fischer
(now Professor at University of Dortmund) and Simon Gog, have done a lot
of work in that direction [Mül14; BF14; AF14; Bil13; FS13; GV16a; GV16b;
Gog14]. Most notably, Simon Gog’s succinct data structure library (SDSL)
[Gog14] is quickly developing into a universally used tool for implementing
such data structures. A prominent application area is information retrieval
[Bil13; GV16a; GV16b]. Another example, are dictionary data structures
where the keys need not actually be stored [AF14; Mül14]. This sounds quite
abstract and theoretical. However, our research on that topic was driven by a
cooperation with SAP – such data structures make up a significant part of the
space consumption in the SAP HANA data base [MRF14].
5 Graph Algorithms
Graph algorithms are a major focus of work in our group. A long standing
subject are algorithms for computing shortest paths. For an extensive sur-
vey on route planning refer to [Bas16]. We also developed the first parallel
algorithm for multi-objective shortest paths [SM13; EKS14].
A more recent focus of our work was on graph partitioning [SS12a; OSS12;
SS13; SSS12; SSS14; Bad14; GMS16; ASS15; SS16a]. See [Bul14] for an
extensive overview. Graph partitioning splits a graph into pieces of about
equal size such that few edges are cut. This is a central problem for process-
ing large graphs since it allows to store the pieces on different nodes of a
distributed system or on disk. Our graph partitioning tool KaHIP can handle
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the largest available graphs and has record breaking quality on a wide spec-
trum of instances. In particular on graphs with small cuts like road networks
or with very complicated structures like social networks, it outperforms the
previously used systems by a wide margin.
We have started to generalize our techniques to hypergraph partitioning where
edges can connect more than two nodes [Sch16]. Already now, our partitioner
KaHyPar is both faster and better than most competing tool with the exception
of the PaToH tool which is faster but computes lower quality solutions.
A key insight we gained from developing these systems is that good heuristics
for the NP-complete graph partitioning problem require efficient algorithms
for even more fundamental graph algorithms that have polynomial time solu-
tions. For example, we developed a fast and scalable algorithm for approxi-
mate weighted matching [Bir13].
We are also using the graph partitioner as an ingredient in algorithms for other
graph problems like independent sets [LSS15; Lam16; Dah16]. Furthermore,
we have developed graph drawing algorithms using similar techniques as for
partitioning [MNS15].
An important issue are also benchmarks and generators for large graphs
that allow to evaluate graph algorithms for large instances [Bad13; Bad14;
SS16b].
6 Applications
Since at the heart of many big data applications are algorithms that determine
their performance, we are also directly involved in some of these applications
– usually in cooperations with domain experts.
A typical example of the myriad of applications of graph partitioning in sci-
entific computing is parallel fluid flow using the Lattice Boltzmann approach
[Fie12]. An interesting (and quite common) challenge here was that the sim-
ulation code is actually optimized for working on regular grids rather than
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arbitrary graphs. The solution here is to work with a coarse grained graph
whose nodes are regular grids of various resolution.
A cooperation with SAP mostly revolves around basic toolbox issues and
their application in the core algorithms of a main memory column-store
database [Fär12; Wil13; WDS13a; MRF14; Mül14; Mül15].
An interesting application from computational biology is the analysis of se-
quences of 3D microscopic images. For example, this is needed to track cells
in embryonal development. In turn, this seemingly specialistic applications
is one of the main tools for understanding what genomes mean. We believe
that many of the resulting question can be cast as graph theoretical questions
leading to scalable algorithms with high-quality results [Ste16b].
A show case application of big data is tracking particles in particle acceler-
ators. For example, the CMS detector of the CERN-LHC accelerator can be
viewed as a high speed camera yielding 40 million pictures a second which
have to be analyzed in real time. We have shown how to parallelize an impor-
tant part of this task on GPUs [Fun14] and are currently recasting the problem
as a graph analysis problem with the hope to improve both speed and accu-
racy.
We have also adapted classical load balancing techniques to the requirements
of massively parallel computations on isotopes [Dor16].
7 Conclusion and Contributions
Partially induced by the participation in LSDMA, the focus of work in my
group has shifted to algorithms for large data sets and (even) stronger em-
phasis on practical impact inside and outside of Helmholtz research. For me
this does not mean to give up theory and basic research but to bridges gaps
between theory and practice. For LSDMA, this meant mostly two things.
On the one hand, our expertise in basic algorithms in the basic toolbox and
graph algorithms gives us the competence to work as a kind of consultant in
application projects. Publications like [Fie12; Dor16; Fun14] fall in this cat-
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egory but are only the tip of the iceberg because often, despite being useful
and interesting for both sides, the results do not always warrant a publication.
On the other hand, we distill algorithms into widely useful tools like KaHiP,
KaHyPar and SDSL. These are useful not only for Helmholtz but on a global
scale and have high scientific impact witnessed by many publications and ci-
tations. We view the development and maintainance of such tools as a task
that fits the Helmholtz mission (Key Technologies) very well since it requires
a long term effort that is difficult to sustain with classical university research.
A third kind of applied research is perhaps even more interesting: Identify-
ing a grand challenge application problem that cannot be solved with existing
algorithms and working on it in an interdisciplinary team with a major in-
vestment of person power. The SAP cooperation can be viewed as such an
example which helped substantially improving SAP Hana and helped spawn-
ing the HANA Vora project. More closely to Helmholtz, the cooperation on
3D+t microscopy is such an effort that is just starting. We are in the process
of initiating further such efforts.
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The Helmholtz Association funded the 
“Large-Scale Data Management and 
Analysis” (LSDMA) portfolio theme from 
2012-2016. Four Helmholtz centres, six 
universities and another research in-
stitution in Germany joined to enable 
data-intensive science by optimising 
data life cycles in selected scientific 
communities. In our Data Life Cycle 
Labs (DLCLs), data experts performed 
joint R&D together with scientific com-
munities to optimise data management
and analysis tools, processes and meth-
ods. Complementing the activities in
the DLCLs, the Data Services Integration
Team (DSIT) focused on the develop-
ment of generic tools and solutions, 
which are applied by several scientific 
communities. This book gives an exten-
sive overview of the LSDMA activities 
throughout the years.
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