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Determinants and permanents of an arbitrary
the Hadamard degree of a Cauhy matrix and proof of a
generalization of a onjeture of R.F.Sott(1881).
A.M.Kamenetsky
Abstrat.
In this paper we give the absolutely new proof of a onjeture of R.F.Sott(1881) on the permanent of a
Cauhy matrix
(
1
xi−yj
)
16i,j6n
, where x1, . . . , xn and y1, . . . , yn are the distint roots of the polynomials
xn − 1 and yn + 1, respetively. The simple formula is given for the permanent of the Cauhy matrix
A =
(
1
xi−yj
)
16i,j6n
, where x1, . . . , xn and y1, . . . , yn are the distint roots of the polynomials x
n + a
and yn + b, respetively:
per(A) =
n
(b− a)n
n−1∏
k=1
[nb− k(b− a)] =
=


(−1)
n−1
2
n
(b− a)n
n−1
2∏
k=1
[−na− k(b− a)][nb− k(b− a)], if n ≡ 1(mod 2),
n
2
·
n(a+ b)
(b− a)n
n
2
−1∏
k=1
[na+ k(b− a)][nb+ k(a− b)], if n ≡ 0(mod 2).
from whih the orreted formula of R.F.Sott follows instantly. Proof follows from obtained by the
author a formula for the determinant of an arbitrary of the Hadamard degree m of a Cauhy matrix
A and Borhard's theorem.
Key words: Cauhy matrix, permanents, determinants, Hadamard degree.
1. Introdution.
In 1881 R.F.Sott [1℄ gave the following result without proof. Let
A = ((xi − yj)
−1)16i,j6n
1
be a Cauhy matrix, where x1, . . . , xn and y1, . . . , yn are the distint roots of the polynomials
xn − 1 and yn + 1, respetively. Then
per(A) =


n[1 × 3× 5× . . .× (n− 2)]2/2n, if n is odd,
0, if n is even.
(1)
In 1979 Henry Min [2℄ rst proved the orret result
per(A) =


(−1)(n−1)/2n[1× 3× 5× . . .× (n− 2)]2/2n, if n is odd,
0, if n is even.
(2)
Thus R.F.Sott guess formula for per(A) up to a sign. In [3℄ the proof of the formula (2)
is the same as in [2℄. Both in [3℄ and in [2℄ evaluate of the determinant of the rst and the
seond Hadamard degree foregoing speialized a Cauhy matrix whih is based in fat on the
proof of one and the same trigonometri identity. My proof is based on absolutely another
idea, permitting obtain ompat formula for determinant of an arbitrary Hadamard degree of
speialized a Cauhy matrix if x1, x2, . . . xn and y1, y2, . . . yn are the distint roots of polynomials
xn + a and yn + b, respetively.
2. Results.
Theorem 1. Let x1, x2, . . . , xn be independent variables over a eld K of harateristi 0 and let
y1, y2, . . . , yn ∈ K, A = ((xi−yj)
−1)16i,j6n be a Cauhy matrix, let A
(m) = ((xi−yj)
−m)i6i,j6n be
m-th Hadamard degree of the Cauhy matrix A, let m > 1. Then
det(A(m)) = (−1)n(m−1)[(m− 1)!]−n
(
∂
∂x1
)m−1(
∂
∂x2
)m−1
. . .
(
∂
∂xn
)m−1
det(A), (3)
per(A(m)) = (−1)n(m−1)[(m− 1)!]−n
(
∂
∂x1
)m−1(
∂
∂x2
)m−1
. . .
(
∂
∂xn
)m−1
per(A). (4)
Proof. Sine
per(A(m)) =
∑
σ∈Sym(n)
n∏
i=1
(xi − yσ(i))
−m
and det(A(m)) =
∑
σ∈Sym(n)
(sign σ)
n∏
i=1
(xi − yσ(i))
−m,
2
then(
∂
∂x1
)m−1(
∂
∂x2
)m−1
. . .
(
∂
∂xn
)m−1
per(A) =
=
(
∂
∂x1
)m−1(
∂
∂x2
)m−1
. . .
(
∂
∂xn
)m−1 ∑
σ∈Sym(n)
n∏
i=1
(xi − yσ(i))
−1 =
=
∑
σ∈Sym(n)
n∏
i=1
(
∂
∂xi
)m−1
(xi − yσ(i))
−1 =
∑
σ∈Sym(n)
n∏
i=1
(−1)m−1(m− 1)!(xi − yσ(i))
−m =
= (−1)n(m−1)[(m− 1)!]n
∑
σ∈Sym(n)
n∏
i=1
(xi − yσ(i))
−m = (−1)n(m−1)[(m− 1)!]n per(A(m)),
(
∂
∂x1
)m−1(
∂
∂x2
)m−1
. . .
(
∂
∂xn
)m−1
det(A) =
=
(
∂
∂x1
)m−1(
∂
∂x2
)m−1
. . .
(
∂
∂xn
)m−1 ∑
σ∈Sym(n)
(sign σ)
n∏
i=1
(xi − yσ(i))
−1 =
=
∑
σ∈Sym(n)
(sign σ)
n∏
i=1
(
∂
∂xi
)m−1
(xi − yσ(i))
−1 =
=
∑
σ∈Sym(n)
(sign σ)
n∏
i=1
(−1)m−1(m− 1)!(xi − yσ(i))
−m =
= (−1)n(m−1)[(m− 1)!]n
∑
σ∈Sym(n)
(sign σ)
n∏
i=1
(xi − yσ(i))
−m = (−1)n(m−1)[(m− 1)!]n det(A(m)).

Lemma 1. Let K be a eld and f(x) ∈ K[x], let E be the splitting eld of f(x) over K.
f(x) =
n∏
i=1
(x− xi), g(x) = x
nf(x−1) =
n∏
i=1
(1− xix), xi ∈ E, 1 6 i 6 n
pk = pk(x1, x2, . . . , xn) =
∑n
i=1 x
k
i . Then
∞∑
k=1
pkx
k = −x
(
d
dx
g(x)
)
(g(x))−1 (5)
Proof.
∞∑
k=1
pkx
k =
n∑
i=1
∞∑
k=1
xki x
k =
n∑
i=1
(1− xix)
−1xix = −x
n∑
i=1
−xi
1− xix
=
= −x
n∑
i=1
d
dx
(1− xix)
1− xix
= −x
(
d
d x
g(x)
)
(g(x))−1

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Lemma 2. Let K be a eld of harateristi 0, let F (x) ∈ K[[x]], let m, k be positive integers.
Then
m
k
Coef
xm
(F (x))k = Coef
xm−1
((F (x))k−1
d
d x
F (x)). (6)
If F (0) = 0, then
m∑
k=1
m
k
Coef
xm
(F (x))k = Coef
xm
−
x d
d x
(1− F (x))
1− F (x)
. (7)
Proof. If F (x) =
∞∑
n=0
anx
n
, then by denition Coef
xm
F (x) = am. Therefore Coef
xm
F (x) = 1
m
×
×Coef
xm−1
d
dx
F (x) and it follows that
Coef
xm
(F (x))k=
1
m
Coef
xm−1
d
d x
(F (x))k=
1
m
Coef
xm−1
k(F (x))k−1
d
d x
F (x)=
k
m
Coef
xm−1
((F (x))k−1
d
d x
F (x)),
i. d.
m
k
Coef
xm
(F (x))k = Coef
xm−1
((F (x))k−1 d
dx
F (x)). Let F (0) = 0. Then by the equality (6) it
follows that
m∑
k=1
m
k
Coef
xm
(F (x))k =
m∑
k=1
Coef
xm−1
(
(F (x))k−1
d
dx
F (x)
)
= Coef
xm−1
( d
d x
F (x)
) m∑
k=1
(F (x))k−1 =
= Coef
xm−1
( d
d x
F (x)
) ∞∑
k=1
(F (x))k−1 = Coef
xm−1
( d
d x
F (x)
)
(1− F (x))−1 =
= Coef
xm
x
( d
dx
F (x)
)
(1− F (x))−1 = Coef
xm
[
−x
( d
d x
(1− F (x))
)
(1− F (x))−1
]
Lemma 2 is proved. 
If charK = 0, ϕ(x) ∈ K[[x]], ϕ(0) = 1, then by denition log(ϕ(x)) = −
∞∑
m=1
(1−ϕ(x))m
m
.
Therefore
d
d x
log(ϕ(x)) = −
( ∞∑
m=1
(1− ϕ(x))m−1
)
d
d x
(1− ϕ(x)) = (ϕ(x))−1
d
d x
ϕ(x).
Therefore the equatlity (7) follows from the equality
mCoef
xm
log(1− F (x)) = Coef
xm
(
x
d
d x
log(1− F (x))
)
Lemma 3. Let K be a eld of harateristi 0, let ϕ1(x), ϕ2(x), . . . , ϕn(x)∈K[[x]], let ϕi(0) = 1,
1 6 i 6 n. Then
n∑
i=1
log(ϕi(x)) = log
(
n∏
i=1
ϕi(x)
)
(8)
4
Proof. Sine
d
d x
n∑
i=1
log(ϕi(x)) =
n∑
i=1
d
d x
log(ϕi(x)) =
n∑
i=1
(ϕi(x))
−1 d
d x
ϕi(x),
d
d x
log
(
n∏
i=1
ϕi(x)
)
=
(
n∏
i=1
ϕi(x)
)−1
d
d x
(
n∏
i=1
ϕi(x)
)
=
=
( n∏
i=1
ϕi(x)
)−1 n∑
j=1
(
n∏
i=1
ϕi(x)
)
(ϕj(x))
−1 d
d x
ϕj(x) =
n∑
j=1
(ϕj(x))
−1 d
d x
ϕj(x)
and onstant terms of the series
n∑
i=1
log(ϕi(x)) and log
(
n∏
i=1
ϕi(x)
)
are equal to 0, then
n∑
i=1
log(ϕi(x)) = log
(
n∏
i=1
ϕi(x)
)
.

Lemma 4. Let n > 1, let l1, l2, . . . , ln be positive integers suh that l1 > l2 > . . . > ln. Then
l1 + l2 + . . .+ ln
l1
n−1∏
i=1
(
li
li+1
)
=
(n−1∏
i=1
(
li
li+1
))
+
n−1∑
k=1
( k∏
i=1
(
li − 1
li+1 − 1
))( n−1∏
i=k+1
(
li
li+1
))
(9)
Proof by indution on n. Let n > 2. Then from the equality
(
l1
l2
)
= l1
l2
(
l1−1
l2−1
)
it follows
that
l1+l2+...+ln
l1
n−1∏
i=1
(
li
li+1
)
= (1 + l2+...+ln
l1
)
n−1∏
i=1
(
li
li+1
)
=
(n−1∏
i=1
(
li
li+1
))
+ l2+...+ln
l1
l1
l2
(
l1−1
l2−1
) n−1∏
i=2
(
li
li+1
)
=
=
(n−1∏
i=1
(
li
li+1
))
+
(
l1−1
l2−1
)
l2+...+ln
l2
n−1∏
i=2
(
li
li+1
)
. By the indution hypothesis it follows that
l2+...+ln
l2
×
×
n−1∏
i=2
(
li
li+1
)
=
(n−1∏
i=2
(
li
li+1
))
+
n−1∑
k=2
( k∏
i=2
(
li−1
li+1−1
))( n−1∏
i=k+1
(
li
li+1
))
. Therefore l1+l2+...+lk
l1
n−1∏
i=1
(
li
li+1
)
=
=
(n−1∏
i=1
(
li
li+1
))
+
(
l1−1
l2−1
)[n−1∏
i=2
(
li
li+1
)
+
n−1∑
k=2
( k∏
i=2
(
li−1
li+1−1
))( n−1∏
i=k+1
(
li
li+1
))]
=
(n−1∏
i=1
(
li
li+1
))
+
n−1∑
k=1
( k∏
i=1
(
li−1
li+1−1
))
×
×
( n−1∏
i=k+1
(
li
li+1
))
. Lemma 4 is proved.
Lemma 5. Let λ1, λ2, . . . , λn be nonnegative integers,
n∑
i=1
iλi =m >1. Then
m((λ1+λ2+...+λn−1)!)
λ1!λ2!...λn!
is integer.
Proof. Lemma 5 follows diretly from the lemma 4. Really, let s= max{i | 16 i6 n,
n∑
j=i
λj≥ 1},
li =
n∑
j=i
λj, 1 6 i 6 n. Then s > 1, li − li+1 = λi, 1 6 i 6 n − 1, ln = λn. Sine
n−1∏
i=1
(
li
li+1
)
=
5
= l1!
(l1−l2)!(l2−l3)!...(ln−1−ln)!ln!
,
n∑
i=1
li =
n∑
i=1
n∑
j=i
λj =
n∑
j=1
j∑
i=1
λj =
n∑
j=1
jλj = m, then
l1+l2+...+ls
l1
×
×
s−1∏
i=1
(
li
li+1
)
= l1+l2+...+ln
l1
n−1∏
i=1
(
li
li+1
)
= m
λ1+λ2+...+λn
· (λ1+λ2+...+λn)!
λ1!λ2!...λn!
= m((λ1+λ2+...+λn−1)!)
λ1!λ2!...λn!

Lemma 5 also follows diretly from the lemma 2. Let k =
n∑
i=1
λi, let a1, a2, . . . , an be
independent variables over the eld Q of rational numbers, let K = Q(a1, a2, . . . , an) and
F (x) =
n∑
i=1
aix
i
, let Z be the ring of rational integers. Then
m
k
Coef
xm
(F (x))k =
m
k
Coef
xm
(a1x+ a2x
2 + . . .+ anx
n)k =
=
m
k
∑
µ1+...+µn=k
µi>0, µi∈Z, 16i6n
µ1+2µ2+...+nµn=m
k!
µ1!µ2! . . . µn!
n∏
i=1
aµii =
=
∑
µ1+...+µn=k
µi>0, µi∈Z, 16i6n
µ1+2µ2+...+nµn=m
m((µ1 + µ2 + . . .+ µn − 1)!)
µ1!µ2! . . . µn!
n∏
i=1
aµii . (10)
But from equality (6) it follows that
m
k
Coef
xm
(F (x))k = Coef
xm−1
((F (x))k−1
d
d x
F (x)) ∈ Z[a1, a2, . . . , an].
Therefore
∑
µ1+...+µn=k
µi>0, µi∈Z, 16i6n
µ1+2µ2+...+nµn=m
m((µ1 + µ2 + . . .+ µn − 1)!)
µ1!µ2! . . . µn!
n∏
i=1
aµii ∈ Z[a1, a2, . . . , an]
Hene, in partiular,
m((µ1+µ2+...+µn−1)!)
µ1!µ2!...µn!
∈ Z. Another one more proof follows from [10, theo-
rem 8, p.18℄.
Lemma 6. Let A and B be ommutative rings, let x1, x2, . . . , xn be independent variables over
the ring A, let y1, y2, . . . , yn ∈ B, let ϕ be a homomorphism of the ring A into the ring B. Let
ψ : A[x1, x2, . . . , xn]→ B be dened by
ψ
(∑
aλ1,λ2,...,λnx
λ1
1 x
λ2
2 . . . x
λn
n
)
=
(∑
ϕ(aλ1,λ2,...,λn)y
λ1
1 y
λ2
2 . . . y
λn
n
)
.
Then the mapping ψ is homomorphism of the ring A[x1, x2, . . . , xn] into the ring B.
6
Proof by indution on n. Let f(x), g(x) ∈ A[x], f(x) =
k∑
i=0
aix
i, g(x) =
l∑
j=0
bjx
j , y ∈ B,
ψ(f(x)) =
=
k∑
i=0
ϕ(ai)y
i. Then f(x) + g(x) =
max(k,l)∑
i=0
(ai + bi)x
i
, f(x)g(x) =
k+l∑
s=0
csx
s, cs =
∑
i+j=s, i,j>0
aibj ,
ψ(f(x) + g(x)) = ψ
(max(k,l)∑
i=0
(ai + bi)x
i
)
=
max(k,l)∑
i=0
(ϕ(ai + bi))y
i =
max(k,l)∑
i=0
(ϕ(ai) + ϕ(bi))y
i =
=
k∑
i=0
ϕ(ai)y
i +
l∑
i=0
ϕ(bi)y
i = ψ(f(x)) + ψ(g(x)),
ψ(f(x)g(x)) =
k+l∑
s=0
ϕ(cs)y
s =
k+l∑
s=0
(
ϕ
(∑
i+j=s
aibj
))
ys =
=
k+l∑
s=0
(∑
i+j=s
ϕ(ai)ϕ(bj)
)
ys =
( k∑
i=0
(ϕ(ai))y
i
)( l∑
j=0
(ϕ(bi))y
j
)
= ψ(f(x))ψ(g(x)).
Let n > 2, let ψ1 be restrition of the mapping ψ on subring A[x1, x2, . . . , xn−1] of the ring
A[x1, x2, . . . , xn]. By the indution hypothesis for n−1 it follows that ψ1 is the homomorphism
of the ring A[x1, . . . , xn−1] into the ring B. From the proved above ase n = 1 it follows that ψ is
homomorphism of the ring (A[x1, . . . , xn−1])[xn] into the ring B. But (A[x1, . . . , xn−1])[xn] =
= A[x1, . . . , xn] and therefore ψ is homomorphism of the ring A[x1, . . . , xn] into the ring B.
Lemma 6 is proved.
Lemma 7. Let K be a eld, f(x) ∈ K[x], E be the splitting eld of f(x) over K, f(x) = xn +
+
n∑
i=1
aix
n−i =
n∏
i=1
(x− xi), xi ∈ E, 1 6 i 6 n. Then for all m > 1
n∑
i=1
xmi =
∑
λ1+2λ2+nλn=m,
λi>0, λi∈Z, 16i6n
(−1)λ1+λ2+...+λn
m((λ1 + λ2 + . . .+ λn − 1)!)
λ1!λ2! . . . λn!
n∏
i=1
aλii (11)
Proof. We shall prove at rst the equality (11) under the ondition that charK = 0.
1) Let F (x) = −
n∑
i=1
aix
i
. Then by the formula (10) it follows that
m∑
k=1
m
k
Coef
xm
(F (x))k =
∑
λ1+2λ2+nλn=m,
λi≥0, λi∈Z, 16i6n
(−1)λ1+λ2+...+λn
m((λ1 + λ2 + . . .+ λn − 1)!)
λ1!λ2! . . . λn!
n∏
i=1
aλii
Sine 1− F (x) = 1 +
n∑
i=1
aix
i = xnf(x−1), then by the lemma 1 it follows that
Coef
xm
−x
(
d
dx
(1− F (x))
)
(1− F (x))−1 =
n∑
i=1
xmi .
7
Therefore from the equality (7) it follows the equality (11).
2) Let g(x) = xnf(x−1) = 1 +
n∑
i=1
aix
i, ϕ(x) = 1 − g(x) = −
n∑
i=1
aix
i
. Then by the equality
(5) it follows that
∞∑
m=1
Pmx
m−1 =
(
d
d x
ϕ(x)
)
(1− ϕ(x))−1 =
(
d
d x
ϕ(x)
) ∞∑
l=0
(ϕ(x))l.
Hene and by the formula of dierentiation of formal series it follows that
d
d x
∞∑
m=1
Pm
m
xm =
∞∑
m=1
Pmx
m−1 =
(
d
d x
ϕ(x)
) ∞∑
l=0
(ϕ(x))l =
=
d
d x
∞∑
l=0
1
l + 1
(ϕ(x))l+1 =
d
dx
∞∑
k=1
1
k
(ϕ(x))k
and sine onstant terms of the series
∞∑
m=1
Pm
m
xm and
∞∑
k=1
1
k
(ϕ(x))k are equal to 0, then
∞∑
m=1
Pm
m
xm =
∞∑
m=1
1
k
(ϕ(x))k. (12)
From the equality (12) it follows that
Pm
m
=
m∑
k=1
1
k
Coef
xm
(ϕ(x))k =
m∑
k=1
1
k
∑
λ1+λ2+...+λn=k
λ1+2λ2+nλn=m,
λi∈Z, λi>0, 16i6n
k!
λ1!λ2! . . . λn!
n∏
i=1
(−ai)
λi =
=
∑
λ1+2λ2+nλn=m,
λi∈Z, λi>0, 16i6n
(−1)λ1+λ2+...+λn
(λ1 + λ2 + . . .+ λn − 1)!
λ1!λ2! . . . λn!
n∏
i=1
(ai)
λi
and therefore
Pm =
∑
λ1+2λ2+nλn=m,
λi∈Z, λi>0, 16i6n
(−1)λ1+λ2+...+λn
m(λ1 + λ2 + . . .+ λn − 1)!
λ1!λ2! . . . λn!
n∏
i=1
(ai)
λi
3) The equality (12) follows diretly from the equality (8). Really, −
∞∑
k=1
1
k
(ϕ(x))k =
= log(1 − ϕ(x)) = log(g(x)) = log
(
1 +
n∑
i=1
aix
i
)
= log
( n∏
i=1
(1 − xix)
)
=
n∑
i=1
log(1 − xix) =
= −
n∑
i=1
∞∑
m=1
(xix)m
m
= −
∞∑
m=1
n∑
i=1
(xix)m
m
= −
∞∑
m=1
Pm
m
xm.
Now let x1, x2, . . . , xn be independent variables over the eld of rational numbers Q andK =
= Q(x1, x2, . . . , xn), let f(x) =
n∏
i=1
(x− xi) = x
n +
n∑
i=1
aix
n−i
. Sine
ak = (−1)
k
∑
16i1<i2<...<ik6n
xi1xi2 . . . xik = (−1)
ksk(x1, x2, . . . , xn), 1 6 k 6 n,
8
then by the lemma 5 it follows that the equality (11) is the polynomial identity in the ring
Z[x1, x2, . . . , xn]. Lemma 5 also follows from the equality (11) and from lassial theorem about
unique representation of a symmetri polynomials from the ring Z[x1, x2, . . . , xn] in the form of
a polynomials g(s1, s2, . . . , sn), where g(x1, x2, . . . , xn) ∈ Z[x1, x2, . . . , xn]. Now let K be a eld
of positive harateristi and f(x) ∈ K[x], let E be the splitting eld of f(x) over the eld K,
let f(x) = xn+
n∑
i=1
aix
n−i =
n∏
i=1
(x− yi), yi ∈ E, 1 6 i ≤ n. Let e be the unity of the eld K, let
ϕ : Z→ E, ϕ(k) = ke, k ∈ Z. Let ψ : Z[x1, x2, . . . , xn]→ E,
ψ
(∑
bλ1,λ2,...,λnx
λ1
1 x
λ2
2 . . . x
λk
k
)
=
∑
ϕ(bλ1,λ2,...,λn)y
λ1
1 y
λ2
2 . . . y
λk
k ),
∑
bλ1,λ2,...,λnx
λ1
1 x
λ2
2 . . . x
λk
k ∈ Z[x1, x2, . . . , xn]. Sine the mapping ϕ is the homomorphism of the
ring Z into the ring E, then by the lemma 6 it follows that ψ is the homomorphism of the ring
Z[x1, x2, . . . , xn] into the ring E. Sine ψ(sk(x1, x2, . . . , xn)) = sk(ψ(x1), ψ(x2), . . . , ψ(xn)) =
= sk(y1, y2, . . . , yn) = (−1)
kak, 1 6 k 6 n, then by applying the homomorpism ψ to the both
sides of the polynomial equality in the ring Z[x1, x2, . . . , xn]
n∑
i=1
xmi = (−1)
m
∑
λ1+2λ2+nλn=m,
λi∈Z, λi>0, 16i6n
(−1)λ1+λ2+...+λn
m((λ1 + λ2 + . . .+ λn − 1)!)
λ1!λ2! . . . λn!
×
×
n∏
k=1
(sk(x1, . . . , xn))
λk
(13)
we obtain that
n∑
i=1
ymi = (−1)
m
∑
λ1+2λ2+nλn=m,
λi∈Z, λi>0, 16i6n
(−1)λ1+λ2+...+λn
m((λ1 + λ2 + . . .+ λn − 1)!)
λ1!λ2! . . . λn!
×
×
n∏
k=1
(sk(y1, . . . , yn))
λk =
= (−1)m
∑
λ1+2λ2+nλn=m,
λi∈Z, λi>0, 16i6n
(−1)λ1+λ2+...+λn
m((λ1 + λ2 + . . .+ λn − 1)!)
λ1!λ2! . . . λn!
n∏
k=1
((−1)kak)
λk =
=
∑
λ1+2λ2+nλn=m,
λi∈Z, λi>0, 16i6n
(−1)λ1+λ2+...+λn
m((λ1 + λ2 + . . .+ λn − 1)!)
λ1!λ2! . . . λn!
n∏
k=1
(ak)
λk
Lemma 7 is proved. 
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Sine sk(x1, x2, . . . , xn, 0, . . . , 0) = sk(x1, x2, . . . , xn) if k 6 n, and sk(x1, x2, . . .
. . . , xn, 0 . . . , 0) = 0 if k > n then the equality (13) follows from [5, (16), p. 381℄. Really,
from [5, (16), p. 381℄ it follows that
n∑
i=1
xmi +
m∑
j=1
ymj =
1
(−1)m−1(m− 1)!
∑
λ1+2λ2+mλm=m,
λi∈Z, λi>0, 16i6m
m!
m∏
i=1
(i!)λi(λi!)
×
× (−1)λ1+λ2+...+λm−1(λ1 + λ2 + . . .+ λm − 1)!
m∏
i=1
(i!si(x1, x2, . . . , xn, y1 . . . , ym))
λi =
= (−1)m
∑
λ1+2λ2+mλm=m,
λi∈Z, λi>0, 16i6m
(−1)λ1+λ2+...+λm
m((λ1 + λ2 + . . .+ λm − 1)!)
λ1!λ2! . . . λm!
m∏
i=1
(si(x1, . . . , xn, y1, . . . , ym))
λi .
Setting y1 = . . . = ym = 0, we obtain (13).
Lemma 8. Let K be a eld and f(x)∈K[x], let E be the splitting eld of f(x) over K, f(x) =
=
n∏
i=1
(x− xi), xi ∈ E xi 6= 1 for all i, 1 6 i 6 n. Then
n∏
i=1
(
x−
1
1− xi
)
= (f(1))−1xnf
(
1−
1
x
)
(14)
Proof. We have,
n∏
i=1
(
x−
1
1− xi
)
=
(
n∏
i=1
(1− xi)
)−1
·
n∏
i=1
((1− xi)x− 1) = (f(1))
−1g(x),
where g(x) =
n∏
i=1
((1− xi)x− 1). But
xng
(
1
x
)
=
n∏
i=1
(1− xi − x) =
n∏
i=1
((1− x)− xi) = f(1− x).
Hene, g(x) = xnf
(
1− 1
x
)
and
n∏
i=1
(
x−
1
1− xi
)
= (f(1))−1xnf
(
1−
1
x
)

Lemma 9. Let K be a eld of harateristi 0 or relatively prime with n, if charK 6= 0,
c ∈ K, c 6= 0, 1; let ε be a primitive root from 1 of degree n, let α be an arbitrary root of the
polynomial xn − c,
fn,m(k) = fn,m(c, α; k) =
n−1∑
i=0
εik
(1− εtα)m
, n > 1, m ∈ Z, k ∈ Z
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Then
fn,m(k) = α
−k
[
(−1)m
(
k − 1
m− 1
)
n+
m−1∑
i=0
(−1)i
(
k
i
)
fn,m−i(0)
]
, 1 6 k 6 n, m > 1 (15)
fn,m(0) = (−1)
m
∑
λ1+2λ2+...+nλn=m
λi∈Z, λi>0,16i6n
m(λ1 + λ2 + . . .+ λn − 1)!
λ1!λ2! . . . λn!
(
1
c− 1
)λ1+λ2+...+λn n∏
i=1
(
n
i
)λi
,
m > 1 (16)
fn,m(0) =
1
c− 1
[
(−1)m
(
n
m
)
m+
m−1∑
i=1
(−1)i
(
n
i
)
fn,m−i(0)
]
, 1 6 m 6 n, (17)
fn,m(0) =
1
c− 1
n∑
i=1
(−1)i
(
n
i
)
fn,m−i(0), m > n+ 1, (18)
∞∑
m=1
(fn,m(0))x
m =
nx(1 − x)n−1
(1− x)n − c
,
∞∑
m=0
(fn,m(0))x
m =
n[(1− x)n−1 − c]
(1− x)n − c
(19)
Proof. We shall prove the equality (15) by indution on k, 1 6 k 6 n. Let k ∈ Z, m ∈ Z. Then
fn,m(k)− α
−1fn,m(k − 1) =
n−1∑
i=0
εik
(1− εiα)m
− α−1
n−1∑
i=0
εi(k−1)
(1− εiα)m
=
=
n−1∑
i=0
εi(k−1)(εi − α−1)
(1− εiα)m
= −α−1
n−1∑
i=0
εi(k−1)(1− εiα)
(1− εiα)m
= −α−1
n−1∑
i=0
εi(k−1)
(1− εiα)m−1
=
= −α−1fn,m−1(k − 1).
Hene
fn,m(k) = α
−1[fn,m(k − 1)− fn,m−1(k − 1)], k ∈ Z, m ∈ Z. (20)
Sine fn,0(0) = n, then from equality (20) it follows that the equality (15) is orret for k = 1.
Case m = 1. Sine
n−1∑
i=0
εik =
1− εkn
1− εk
= 0,
if 1 6 k 6 n− 1, then from the equality (20) it follows that
fn,1(k) = α
−1
[
fn,1(k − 1)−
n−1∑
i=0
εi(k−1)
]
=


α−1fn,1(k − 1), if 2 6 k 6 n,
α−1(fn,1(0)− n), if k = 1.
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It follows that
fn,1(k) = α
−(k−1)fn,1(1), if 2 6 k 6 n.
Therefore fn,1(k) = α
−(k−1)fn,1(1), if 1 6 k 6 n. Sine
fn,1(1) = α
−1(fn,1(0)− n),
then fn,1(k) = α
−k(fn,1(0)− n), if 1 6 k 6 n.
Case m > 2. Let 2 6 k 6 n. From the equality (20) and the indution hypothesis for k− 1:
fn,m(k − 1) = α
−(k−1)
[
(−1)m
(
k − 2
m− 1
)
n +
m−1∑
i=0
(−1)i
(
k − 1
i
)
fn,m−i(0)
]
,
fn,m−1(k − 1) = α
−(k−1)
[
(−1)m−1
(
k − 2
m− 2
)
n +
m−2∑
i=0
(−1)i
(
k − 1
i
)
fn,m−1−i(0)
]
it follows that
fn,m(k) = α
−k
[
(−1)m
(
k − 2
m− 1
)
n− (−1)m−1
(
k − 2
m− 2
)
n+
+
m−1∑
i=0
(−1)i
(
k − 1
i
)
fn,m−i(0)−
m−2∑
i=0
(−1)i
(
k − 1
i
)
fn,m−1−i(0)
]
=
= α−k
[
(−1)m
((
k − 2
m− 1
)
+
(
k − 2
m− 2
))
n +
m−1∑
i=0
(−1)i
(
k − 1
i
)
fn,m−i(0)−
−
m−1∑
j=1
(−1)j−1
(
k − 1
j − 1
)
fn,m−j(0)
]
= α−k
[
(−1)m
(
k − 1
m− 1
)
n+ fn,m(0)+
+
m−1∑
i=1
(−1)i
((
k − 1
i
)
+
(
k − 1
i− 1
))
fn,m−i(0)
]
=
= α−k
[
(−1)m
(
k − 1
m− 1
)
n + fn,m(0) +
m−1∑
i=1
(−1)i
(
k
i
)
fn,m−i(0)
]
=
= α−k
[
(−1)m
(
k − 1
m− 1
)
n +
m−1∑
i=0
(−1)i
(
k
i
)
fn,m−i(0)
]
.
From indution priniple it follows that the equality (15) is orret for all k, 1 6 k 6 n, and
m > 1. Let
ϕ(x) = xn − c =
n∏
i=1
(x− xi) =
n∏
i=1
(x− εiα).
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From the lemma 8 it follows that
n−1∏
j=0
(
x−
1
1− εjα
)
=
n∏
i=1
(
x−
1
1− εiα
)
= (ϕ(1))−1xnϕ
(
1−
1
x
)
=
= (1−c)−1xn
[(
1−
1
x
)n
− c
]
= (1−c)−1[(x−1)n−cxn] = xn+(1−c)−1
n∑
i=1
(−1)i
(
n
i
)
xn−i.
Hene and from lemma 7 it follows that
fn,m(0) =
n−1∑
i=0
1
(1− εiα)m
=
n−1∑
i=0
(
1
1− εiα
)m
=
∑
λ1+2λ2+...+nλn=m
λi∈Z, λi>0, 16i6n
(−1)λ1+...+λn×
×
m(λ1 + λ2 + . . .+ λn − 1)!
λ1!λ2! . . . λn!
n∏
i=1
[
(1− c)−1(−1)i
(
n
i
)]λi
=
=
∑
λ1+2λ2+...+nλn=m
λi∈Z, λi>0, 16i6n
(−1)λ1+λ2+...+λn
m(λ1 + λ2 + . . .+ λn − 1)!
λ1!λ2! . . . λn!
×
×
(
1
1− c
)λ1+λ2+...+λn
(−1)λ1+2λ2+...+nλn
n∏
i=1
(
n
i
)λi
=
= (−1)m
∑
λ1+2λ2+...+nλn=m
λi∈Z, λi>0, 16i6n
(
1
c− 1
)λ1+λ2+...+λn m(λ1 + λ2 + . . .+ λn − 1)!
λ1!λ2! . . . λn!
n∏
i=1
(
n
i
)λi
.
From the equality
n−1∏
i=0
(
x−
1
1− εiα
)
= xn + (1− c)−1
n∑
i=1
(−1)i
(
n
i
)
xn−i (21)
and respetively from rst and seond formulas of Newton it follows the equalities (17) and (18).
How it is no wonder that, the equalities (17) and (18) also follows diretly from the equality
(15). Really, setting in equality (15) k = n, we obtain
fn,m(n) = α
−n
[
(−1)m
(
n− 1
m− 1
)
n+ fn,m(0) +
m−1∑
i=1
(−1)i
(
n
i
)
fn,m−i(0)
]
, (22)
Sine fn,m(n) = fn,m(0), α
−n = c−1 and
(
n−1
m−1
)
n =
(
n−1
m−1
)
n
m
m =
(
n
m
)
m, then from the equality
(22) it follows that
cfn,m(0) = (−1)
m
(
n
m
)
m+ fn,m(0) +
m−1∑
i=1
(−1)i
(
n
i
)
fn,m−i(0),
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and therefore
fn,m(0) =
1
c− 1
[
(−1)m
(
n
m
)
·m+
m−1∑
i=1
(−1)i
(
n
i
)
fn,m−i(0)
]
, (23)
for all m > 1.
The equalities (17) and (18) are equivalent one equality (23) for all m > 1. Let
f(x) =
n−1∏
i=0
(
x−
1
1− εiα
)
.
Then, how we show above, f(x) = (1− c)−1[(x− 1)n − cxn] and it follows that
g(x) = xnf(x−1) = (1− c)−1[(1− x)n − c].
Hene and by the lemma 1 it follows that
∞∑
m=1
fn,m(0)x
m = −x
(
d
d x
g(x)
)
(g(x))−1 =
nx(1− x)n−1
(1− x)n − c
.
Sine fn,0(0) = n, then
∞∑
m=0
fn,m(0)x
m = n+
∞∑
m=1
fn,m(0)x
m = n+
nx(1 − x)n−1
(1− x)n − c
=
n[(1− x)n−1 − c]
(1− x)n − c
.

Theorem 2. Let K be a eld of harateristi 0 or relatively prime with n, if charK 6= 0. Let
a, b ∈ K \ {0}, a 6= b, ε be a primitive root from 1 of degree n. Let β and γ be an arbitrary roots
of the polynomials xn+a and xn+b in the splitting eld of (xn+a)(xn+b) over K, respetively.
Let xi = ε
iβ and yi = ε
iγ, 1 6 i 6 n, let α = β−1γ, let fn,m(k) =
n−1∑
i=0
εik
(1−εiα)m
, k ∈ Z, m > 1.
Then
det
((
1
(xi − yj)m
)
16i,j6n
)
= (−1)mna−mα−
n(n−1)
2 ×
× fn,m(0)
n−1∏
k=1
[
(−1)m
(
k − 1
m− 1
)
n+
m−1∑
i=0
(−1)i
(
k
i
)
fn,m−i(0)
]
(24)
Proof. Carry out from i-th row, 1 6 i 6 n, of matrix
(
1
(xi−yj)m
)
16i,j6n
fator x−mi we obtain
that
det
((
1
(xi − yj)m
)
16i,j6n
)
= (x1x2 . . . xn)
−m det
((
1
(1− x−1i xj)
m
)
16i,j6n
)
=
= (x1x2 . . . xn)
−m det
((
1
(1− εj−iα)m
)
16i,j6n
)
. (25)
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Let bk =
1
(1−εkα)m
, 1 6 k 6 n. Then from (25) it follows that
det
((
1
(xi − yj)m
)
16i,j6n
)
= (x1x2 . . . xn)
−m det((b(j−i)modn)16i,j6n). (26)
From well known formula for the determinant group matrix of nite yli group it follows that
det((b(j−i)modn)16i,j6n) =
n∏
k=1
n∑
i=1
εikbi. (27)
Sine
xn + a =
n∏
i=1
(x− εiβ) =
n∏
i=1
(x− xi),
then x1x2 . . . xn = (−1)
na and from the equalities (26), (27) and (15) it follows that
det
((
1
(xi − yj)m
)
16i,j6n
)
= ((−1)na)−m
n∏
k=1
n∑
i=1
εikbi =
= (−1)mna−m
n∏
k=1
n∑
i=1
εik
(1− εiα)m
= (−1)mna−m
n∏
k=1
fn,m(k) = (−1)
mna−m
n−1∏
k=0
fn,m(k) =
= (−1)mna−mfn,m(0)
n−1∏
k=1
fn,m(k) =
= (−1)mna−mfn,m(0)
n−1∏
k=1
α−k
[
(−1)m
(
k − 1
m− 1
)
n +
m−1∑
i=0
(−1)i
(
k
i
)
fn,m−i(0)
]
=
= (−1)mna−mfn,m(0)α
−
Pn−1
k=1 k
n−1∏
k=1
[
(−1)m
(
k − 1
m− 1
)
n+
m−1∑
i=0
(−1)i
(
k
i
)
fn,m−i(0)
]
=
= (−1)mna−mα−
n(n−1)
2 fn,m(0)
n−1∏
k=1
[
(−1)m
(
k − 1
m− 1
)
n +
m−1∑
i=0
(−1)i
(
k
i
)
fn,m−i(0)
]
.
Theorem 2 is proved. 
Theorem 3. Let K be a eld of harateristi 0 or relatively prime with n, if charK 6= 0. Let
a, b ∈ K \ {0}, a 6= b, x1, . . . , xn and y1, . . . , yn are the distint roots of the polynomials x
n + a
and xn + b in the splitting eld of (xn + a)(xn + b) over K, respetively. Then
per
((
1
xi − yj
)
16i,j6n
)
=
n
(b− a)n
n−1∏
k=1
[na + k(b− a)] = (28)
=
n
(b− a)n
n−1∏
k=1
[nb+ k(a− b)] = (29)
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=

(−1)
n−1
2
n
(b− a)n
n−1
2∏
k=1
[−na− k(b− a)][nb− k(b− a)], if n ≡ 1(mod 2),
n
2
·
n(a+ b)
(b− a)n
n
2
−1∏
k=1
[na+ k(b− a)][nb+ k(a− b)], if n ≡ 0(mod 2).
(30)
Proof. From the Borhardt's theorem [4, p.18℄ it follows that
per
((
1
xi − yj
)
16i,j6n
)
· det
((
1
xi − yj
)
16i,j6n
)
= det
((
1
(xi − yj)2
)
16i,j6n
)
. (31)
Sine per
(
( 1
xi−yj
)16i,j6n
)
is independent from the order of the roots of the polynomials xn+a and
yn + b, then hoose ordering the same as in theorem 2 and using introdued in the same plae
notations we obtain from (24) that
det
((
1
xi − yj
)
16i,j6n
)
= (−1)na−1α−
n(n−1)
2 fn,1(0)
n−1∏
k=1
[fn,1(0)− n], (32)
det
((
1
(xi − yj)2
)
16i,j6n
)
= a−2α
n(n−1)
2 fn,2(0)
n−1∏
k=1
[fn,2(0)− kfn,1(0) + (k − 1)n], (33)
Sine
αn = (β−1γ)n = (βn)−1 · γn = (−a)−1 · (−b) = a−1b = c,
then from the equality (16) it follows that
fn,1(0) = −
n
c− 1
= −
n
b
a
− 1
= −
na
b− a
, (34)
fn,2(0) =
(
1
c− 1
)2
·
(
n
1
)2
+ 2
1
c− 1
(
n
2
)
=
n2
( b
a
− 1)2
+
n(n− 1)
b
a
− 1
=
n2a2
(b− a)2
+
n(n− 1)a
b− a
(35)
From the equalities (31)  (35) it follows that per(( 1
xi−yj
)16i,j6n) =
= (−1)na−1
n2a2
(b−a)2
+ n(n−1)a
b−a
− na
b−a
·
n−1∏
k=1
n2a2
(b−a)2
+ n(n−1)a
b−a
+ kna
b−a
+ (k − 1)n
− na
b−a
− n
=
= (−1)n−1a−1
[
na
b− a
+ n− 1
] n−1∏
k=1
na
b−a
[ na
b−a
+ n− 1 + k + (k−1)(b−a)
a
]
− nb
b−a
=
= a−1
(a
b
)n−1
·
(n− 1)b+ a
b− a
n−1∏
k=1
[(
na
b− a
+ n− 1
)
+ k +
(k − 1)(b− a)
a
]
=
16
= a−1
(a
b
)n−1
·
(n− 1)b+ a
b− a
n−1∏
k=1
[
nb− (b− a)
b− a
+
(k − 1)b+ a
a
]
=
= a−1
(a
b
)n−1
·
(n− 1)b+ a
b− a
n−1∏
k=1
[
nb
b− a
+
(k − 1)b
a
]
=
= a−1
(a
b
)n−1
·
(n− 1)b+ a
b− a
n−1∏
k=1
b
a(b− a)
[na+ (k − 1)(b− a)] =
= a−1
(n− 1)b+ a
(b− a)n
n−2∏
k=0
[na + k(b− a)] =
n
(b− a)n
n−1∏
k=1
[na + k(b− a)].
Sine the mapping ϕ(k) = n− k is the bijetion of the set {1, 2, . . . , n− 1} onto itself, then
n−1∏
k=1
[na + k(b− a)] =
n−1∏
k=1
[na+ ϕ(k)(b− a)] =
n−1∏
k=1
[na + (n− k)(b− a)] =
n−1∏
k=1
[nb− k(b− a)].
Let n ≡ 1(mod 2), n > 3. Then the mapping ϕ(k) = n−k is a bijetion of the set {1, 2, . . . , n−1
2
}
onto the set {n+1
2
, n+1
2
+ 1, . . . , n− 1} and therefore
n−1∏
k=1
[na+ k(b− a)] =

(n−1)/2∏
k=1
[na+ k(b− a)]

 · n−1∏
k=n+1
2
[na+ k(b− a)] =
=

(n−1)/2∏
k=1
[na+ k(b− a)]

 · (n−1)/2∏
k=1
[na + ϕ(k)(b− a)] =
=

(n−1)/2∏
k=1
[na + k(b− a)]

 (n−1)/2∏
k=1
[nb− k(b− a)] =
(−1)
n−1
2
n−1
2∏
k=1
[−na− k(b− a)][nb− k(b− a)]. (36)
Let n ≡ 0(mod 2). Then ϕ(k) = n − k is the bijetion of the set {1, 2, . . . , n
2
− 1} on the set
{n
2
+ 1, n
2
+ 2, . . . , n− 1} and therefore
n−1∏
k=1
[na+ k(b− a)] =

(n/2)−1∏
k=1
[na+ k(b− a)]

 · [na + n
2
(b− a)] ·
n−1∏
k=n
2
+1
[na + k(b− a)] =
=
n/2−1∏
k=1
[na+k(b−a)]·
n
2
(a+b)·
n/2−1∏
k=1
[na+ϕ(k)(b−a)] =
n
2
(a+b)
n/2−1∏
k=1
[na+k(b−a)][nb−k(b−a)].
Theorem 3 is proved. 
Theorem 3 is a diret generalization of a onjeture of R.F.Sott(1881) if a = −1, b = 1.
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Theorem 4. Let K be a eld of harateristi 0 or relatively prime with 2n if charK 6= 0.
Let a ∈ K \ {0} and x1, . . . , xn and y1, . . . , yn are distint roots of the polynomials x
n + a and
yn − ain the splitting eld of (xn + a)(xn − a) over K, respetively. Then
per
((
1
xi − yj
)
16i,j6n
)
=


(−1)
n+1
2
n
2na
(∏(n−1)/2
k=1 (n− 2k)
)2
, if n ≡ 1(mod 2)
0, if n ≡ 0(mod 2).
Proof. Setting in equality (30) b = −a we obtain that
per
((
1
xi − yj
)
16i,j6n
)
=


(−1)
n−1
2
n(−a)n−1
(−2a)n
∏(n−1)/2
k=1 (n− 2k)
2, if n ≡ 1(mod 2)
0, if n ≡ 0(mod 2).
=


(−1)
n+1
2
n
2na
(∏(n−1)/2
k=1 (n− 2k)
)2
, if n ≡ 1(mod 2)
0, if n ≡ 0(mod 2).

Theorem 5. Let f(x) and g(x) be separable polynomials over a eld K and x1, . . . , xn and
y1, . . . , yn are the distint roots of the polynomials f(x) and g(x), respetively, in the splitting
eld E of the polynomial f(x)g(x) over the eld K. Assume that m 6 n and the polynomials
f(x) and g(x) are relatively prime. Then per
(
( 1
(xi−yj)k
)16i6m
16j6n
)
∈ K for all k ∈ Z.
Proof. Let ai,j =
1
(xi−yj)k
, 1 6 i 6 m, 1 6 j 6 n, A = (ai,j)16i6m
16j6n
. Let Gal(E/K) be the Galois
group of all K  automorphisms of the eld E and σ ∈ Gal(E/K). Sine
{σ(x1), . . . , σ(xm)} = {x1, . . . , xm}, {σ(y1), . . . , σ(yn)} = {y1, . . . , yn},
then there exists substitutions ϕ ∈ Sym(m), ψ ∈ Sym(n) suh that
σ(xi) = xϕ(i), σ(yj) = yψ(j), 1 6 i 6 m, 1 6 j 6 n,
where Sym(n) is symmetri group of substitutions of degree n. Therefore
σ(per(A)) = σ

per

( 1
(xi − yj)k
)
16i6m
16j6n



 = per

( 1
(σ(xi)− σ(yj))k
)
16i6m
16j6n

 =
per

( 1
(xϕ(i) − yψ(j))k
)
16i6m
16j6n

 = per((aϕ(i),ψ(j))16i6m
16j6n
) = per(A)
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So, for all σ ∈ Gal(E/K)
σ(per(A)) = per(A). (37)
Sine the elements of the eld E whih are invariant relatively all Kautomorphisms of the
group Gal(E/K) of the eld E belong to the eld K, then from (37) it follows that per(A) ∈ K.
Theorem 5 is proved. 
Theorem 6. Let f(x) and g(x) be separable polynomials of degree n over the eld K and
x1, . . . , xn and y1, . . . , yn are the distint roots of the polynomials f(x) and g(x), respetively, in
the splitting eld E of the polynomial f(x)g(x) over the eld K. Assume that the polynomials
f(x) and g(x) are relatively prime. Then
(
det
((
1
(xi−yj)k
)
16i,j6n
))2
∈ K for all k ∈ Z.
Proof. In the notations of the proof of the theorem 5 we have
σ(det(A)) = σ
(
det
((
1
(xi − yj)k
)
16i,j6n
))
= det
((
1
(σ(xi)− σ(yj))k
)
16i,j6n
)
=
= det
((
1
(xϕ(i) − yψ(j))k
)
16i,j6n
)
= det((aϕ(i),ψ(j))16i,j6n) =
= (signϕ)(signψ) det((ai,j)16i,j6n) = (signϕ)(signψ) det(A)
So, for all σ ∈ Gal(E/K)
σ(det(A)) = ± det(A). (38)
From (38) it follows that σ((det(A))2) = (det(A))2 for all σ ∈ Gal(E/K) and therefore
(det(A))2 ∈ K
Theorem 6 is proved. 
Lemma 10. Let m > 1, n > m+ 1, x1, . . . , xn, y1, . . . , yn be elements in a ommutative ring,
ai,j = (xi − yj)
m, A
(m)
n = (ai,j)16i,j6n. Then
det(A(m)n ) =


(∏n−1
i=0
(
n−1
i
))∏
16i<j6n(xj − xi)(yj − yi), if n = m+ 1,
0, if n > m+ 2
(39)
Proof. Let bi,j =
(
m
j−1
)
xj−1i , ci,j = (−yj)
m−i+1, 1 6 i, j 6 n,
Bn,m = (bi,j)16i,j6n, Cn,m = (ci,j)16i,j6n.
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Sine m 6 n− 1, that
n∑
k=1
bi,kck,j =
n∑
k=1
(
m
k − 1
)
xk−1i (−yj)
m−k+1 =
n−1∑
l=0
(
m
l
)
xli(−yj)
m−l =
=
m∑
l=0
(
m
l
)
xli(−yj)
m−l = (xi − yj)
m = ai,j .
Hene, A
(m)
n = Bn,m · Cn,m and therefore
det(A(m)n ) = det(Bn,m) · det(Cn,m) (40)
Sine
det(Bn,m) =
(
n∏
j=1
(
m
j − 1
))
det((xj−1i )16i,j6n) =
(
n−1∏
i=0
(
m
i
))
·
∏
16i<j6n
(xj − xi),
det(Cn,m) = (−y1)
m(−y2)
m . . . (−yn)
m ·
∏
16i<j6n
((−y−1j )− (−y
−1
i )) =
=
(
n∏
i=1
(−yi)
m
)
·
( ∏
16i<j6n
(yj − yi)
)
·
∏
16i<j6n
(yiyj)
−1 =
=
(
n∏
i=1
(−yi)
m
)
·
( ∏
16i<j6n
(yj − yi)
)
·
(
n∏
i=1
yn−1i
)−1
=
= (−1)mn
(
n∏
i=1
ym−n+1i
)
·
∏
16i<j6n
(yj − yi),
then from (40) it follows that
det(A(m)n ) = (−1)
mn
(
n−1∏
i=0
(
m
i
))
·
(
n∏
i=1
ym−n+1i
)
·
∏
16i<j6n
(xj − xi)(yj − yi). (41)
The equality (39) follows diretly from (41). 
Lemma 11. Let n > m+ 1, m > 1. Then
rank(((xi − yj)
m)16i,j6n) = m+ 1 if xi 6= xj , yi 6= yj (42)
for all i, j, 1 6 i < j 6 n.
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Proof follows diretly from the equality (39).
From the lemma 11 it follows that the theorem of Carlitz-Levine [4, p.19℄ is nonappliable
to a matrix ((xi− yj)
−m)16i,j6n if m > 2, n > m+1 and xi 6= yj, 1 6 i, j 6 n, xi 6= xj , yi 6= yj,
1 6 i < j 6 n.
Lemma 12. Let K be a eld of harateristi 0, ϕ(x) ∈ K[[x]], ϕ(0) = 1, exp(x) =
∞∑
n=0
xn
n!
.
Then
exp(log(ϕ(x))) = ϕ(x). (43)
Proof. Let F (x) = exp(log(ϕ(x))). Sine d
dx
exp(x) = exp(x), then
d
d x
F (x) =
d
d x
exp(log(ϕ(x))) = exp(log(ϕ(x)))
d
d x
log(ϕ(x)) = F (x)(ϕ(x))−1
d
d x
ϕ(x).
F (x) d
dx
ϕ(x)− ( d
dx
F (x))ϕ(x) = 0. Hene
d
d x
(F (x)(ϕ(x))−1) =
[(
d
dx
F (x)
)
ϕ(x)− F (x)
d
dx
ϕ(x)
]
(ϕ(x))−2 = 0
and therefore F (x)(ϕ(x))−1 = F (0)(ϕ(0))−1 = 1, F (x) = ϕ(x). 
Lemma 13. Let K be a eld of a harateristi 0, E be th splitting eld of f(x) over K,
f(x) ∈ K[x],
f(x) = xn +
n∑
k=1
akx
n−k =
n∏
i=1
(x− xi), xi ∈ E, 1 6 i 6 n.
Let ak = 0 for all k > n+ 1. Then for all k > 1
ak =
∑
λ1+2λ2+...+kλk=k
(−1)λ1+λ2+...+λk
1λ12λ2 . . . kλkλ1!λ2! . . . λk!
k∏
i=1
(xi1 + x
i
2 + . . .+ x
i
n)
λi . (44)
Proof. Let
ϕ(x) = xnf(x−1) = 1 +
n∑
k=1
akx
k = 1 +
∞∑
k=1
akx
k.
Then ϕ(x) =
n∏
i=1
(1− xxi) and from lemma 3 it follows that
exp(log(ϕ(x))) =
∞∑
s=0
1
s!
(
log
(
n∏
j=1
(1− xjx)
))s
=
=
∞∑
s=0
1
s!
(
n∑
j=1
log(1− xjx)
)s
=
∞∑
s=0
1
s!
(
−
n∑
j=1
∞∑
i=1
(
(xjx)
i
i
))s
.
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Hene and from the lemma 12 it follows that
1 +
∞∑
k=1
akx
k =
∞∑
s=0
1
s!
(
−
n∑
j=1
∞∑
i=1
xij
i
xi
)s
=
∞∑
s=0
1
s!
(
−
∞∑
i=1
1
i
(
n∑
j=1
xij
)
xi
)s
. (45)
From the equality (45) it follows that
ak = Coef
xk
k∑
s=1
1
s!
(
−
k∑
i=1
1
i
(
n∑
j=1
xij
)
xi
)s
=
=
k∑
s=1
(−1)s
s!
∑
λ1+λ2+...+λk=s
λ1+2λ2+...+kλk=k
λi∈Z, λi>0, 16i6k
s!
λ1!λ2! . . . λk!

 k∏
i=1
(
1
i
n∑
j=1
xij
)λi =
=
∑
λ1+2λ2+...+kλk=k
λi∈Z, λi>0, 16i6k
(−1)λ1+λ2+...+λk
λ1!λ2! . . . λk!
k∏
i=1
1
iλi
(
n∑
j=1
xij
)λi
=
=
∑
λ1+2λ2+...+kλk=k
λi∈Z, λi>0, 16i6k
(−1)λ1+λ2+...+λk
1λ12λ2 . . . kλkλ1!λ2! . . . λk!
k∏
i=1
(xi1 + x
i
2 + . . .+ x
i
n)
λi .

Lemma 14. Let A be a square matrix of order n over a eld of harateristi 0,
det(xIn − A) = x
n +
n∑
k=1
akx
n−k.
Then for all k > 1
ak =
∑
λ1+2λ2+...+kλk=k
λi∈Z, λi>0, 16i6k
(−1)λ1+λ2+...+λk
1λ12λ2 . . . kλkλ1!λ2! . . . λk!
k∏
i=1
(Tr(Ai))λi (46)
Proof. Let x1, x2, . . . , xn be the eigenvalues of the matrix A. Then
det(xIn − A) =
n∏
i=1
(x− xi), Tr(A
i) =
n∑
j=1
xij
for all i > 0 and the equality (46) follows from (44). 
Lemma 15. Let x1, x2, . . . , xn be independent variables over the rational numbers eld Q,
s0 = 1,
sk = sk(x1, x2, . . . , xn) =
∑
16i1<i2<...<in6n
xi1xi2 . . . xik , 1 6 k 6 n,
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sl = sl(x1, x2, . . . , xn) = 0, if l > n+ 1. Then for all k > 1
sk = (−1)
k
∑
λ1+2λ2+...+kλk=k
λi∈Z, λi>0, 16i6k
(−1)λ1+λ2+...+λk
1λ12λ2 . . . kλkλ1!λ2! . . . λk!
k∏
i=1
(xi1 + x
i
2 + . . .+ x
i
n)
λi
(47)
Proof. Sine
n∏
i=1
(x− xi) = x
n +
n∑
k=1
(−1)ksk(xi1xi2 . . . xin)x
n−k,
then (47) follows diretly from (44) and (45). 
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