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Abstract
We study the Dirichlet problem in a domain with a small hole close to the boundary. To do so,
for each pair ε = (ε1, ε2) of positive parameters, we consider a perforated domain Ωε obtained
by making a small hole of size ε1ε2 in an open regular subset Ω of Rn at distance ε1 from the
boundary ∂Ω. As ε1 → 0, the perforation shrinks to a point and, at the same time, approaches
the boundary. When ε → (0, 0), the size of the hole shrinks at a faster rate than its approach to
the boundary. We denote by uε the solution of a Dirichlet problem for the Laplace equation in
Ωε. For a space dimension n ≥ 3, we show that the function mapping ε to uε has a real analytic
continuation in a neighborhood of (0, 0). By contrast, for n = 2 we consider two diﬀerent
regimes: ε tends to (0, 0), and ε1 tends to 0 with ε2 ﬁxed. When ε→ (0, 0), the solution uε has a
logarithmic behavior; when only ε1 → 0 and ε2 is ﬁxed, the asymptotic behavior of the solution
can be described in terms of real analytic functions of ε1. We also show that for n = 2, the
energy integral and the total ﬂux on the exterior boundary have diﬀerent limiting values in the
two regimes. We prove these results by using functional analysis methods in conjunction with
certain special layer potentials.
Re´sume´
Nous e´tudions le proble`me de Dirichlet dans un domaine avec une petite inclusion proche du
bord. Pour cela, pour chaque paire ε = (ε1, ε2) de parame`tres positifs, nous conside´rons un
domaine perfore´ Ωε obtenu en faisant une petite inclusion de taille ε1ε2 dans un ouvert re´gulier
Ω de Rn a` distance ε1 du bord ∂Ω. Quand ε1 → 0, l’inclusion se re´tracte en un point et, en
meˆme temps, se rapproche du bord. Quand ε → (0, 0), l’inclusion se re´tracte plus vite qu’elle
n’approche du bord. Notons uε la solution du proble`me de Dirichlet pour l’e´quation de Laplace
surΩε. En dimension n ≥ 3, nous montrons que la fonction qui a` ε associe uε a un prolongement
analytique re´el dans un voisinage de (0, 0). A contrario, lorsque n = 2 nous conside´rons deux
rgimes : ε tend vers (0, 0), et ε1 tend vers 0 avec ε2 ﬁxe´. Quand ε → (0, 0), la solution uε a un
comportement logarithmique ; Quand seul ε1 → 0 et ε2 est ﬁxe´, le comportement asymptotique
de la solution peut se de´crire a` l’aide de fonctions re´elles analytiques en ε1. Nous montrons
aussi que pour n = 2, l’e´nergie inte´grale et le ﬂux total sur le bord exte´rieur ont des valeurs
limites diﬀe´rentes selon les deux re´gimes. Nous prouvons ces re´sultats en utilisant des me´thodes
d’analyse fonctionnelle ainsi que des potentiels de couche adapte´s.
Keywords: Dirichlet problem; singularly perturbed perforated domain; Laplace operator; real
1
analytic continuation in Banach space; asymptotic expansion
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1. Introduction
Elliptic boundary value problems in domains where a small part has been removed arise in
the study of mathematical models for bodies with small perforations or inclusions, and are of
interest not only for their mathematical aspects, but also for their applications to elasticity, heat
conduction, ﬂuid mechanics, and so on. They play a central role in the treatment of inverse
problems (see, e.g., Ammari and Kang [1]) and in the computation of the so-called ‘topological
derivative’, which is a fundamental tool in shape and topological optimization (see, e.g., Novotny
and Sokołowsky [33]). Owing to the diﬀerence in size between the small removed part and
the whole domain, the application of standard numerical methods requires the use of highly
nonhomogeneous meshes that often lead to inaccuracy and instability. This diﬃculty can be
overcome and the validity of the chosen numerical strategies can be guaranteed only if adequate
theoretical studies are ﬁrst conducted on the problem.
In this paper, we consider the case of the Dirichlet problem for the Laplace equation in a
domain with a small hole ‘moderately close’ to the boundary, i.e., a hole that approaches the
outer boundary of the domain at a certain rate, while shrinking to a point at a faster rate. In two-
dimensional space, we also consider the case where the size of the hole and its distance from the
boundary are comparable. It turns out that the two types of asymptotic behavior in this setup are
diﬀerent: the ﬁrst case gives rise to logarithmic behavior, whereas the second one generates a real
analytic continuation result. Additionally, the energy integral and the total ﬂux of the solution on
the outer boundary may have diﬀerent limiting values.
We begin by describing the geometric setting of our problem. We take n ∈ N \ {0, 1} and,
without loss of generality, we place the problem in the upper half space, which we denote by Rn+.
More precisely, we deﬁne
R
n
+ ≡ {x = (x1, . . . , xn) ∈ Rn : xn > 0} .
We note that the boundary ∂Rn+ coincides with the hyperplane xn = 0. Then we ﬁx a domain Ω
such that
Ω is an open bounded connected subset of Rn+ of class C
1,α, (H1)
where α ∈]0, 1[ is a regularity parameter. The deﬁnition of functions and sets of the usual
Schauder classes C k,α (k = 0, 1) can be found, for example, in Gilbarg and Trudinger [19, §6.2].
We denote by ∂Ω the boundary of Ω. In this paper, we assume that a part of ∂Ω is ﬂat and that
the hole is approaching it (see Figure 1). This is described by setting
∂0Ω ≡ ∂Ω ∩ ∂Rn+, ∂+Ω ≡ ∂Ω ∩ Rn+,
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and assuming that
∂0Ω is an open neighborhood of 0 in ∂Rn+. (H2)
The set Ω plays the role of the ‘unperturbed’ domain. To deﬁne the hole, we consider another set
ω satisfying the following assumption:
ω is a bounded open connected subset of Rn of class C 1,α such that 0 ∈ ω.
The set ω represents the shape of the perforation. Then we ﬁx a point
p = (p1, . . . , pn) ∈ Rn+, (1.1)
and deﬁne the inclusion ωε by
ωε ≡ ε1p + ε1ε2ω , ∀ε ≡ (ε1, ε2) ∈ R2 .
We adopt the following notation. If ε′ ≡ (ε′1, ε′2), ε′′ ≡ (ε′′1 , ε′′2 ) ∈ R2, then we write ε′ ≤ ε′′
(respectively, ε′ < ε′′) if and only if ε′j ≤ ε′′j (respectively, ε′j < ε′′j ), for j = 1, 2, and denote by
]ε′, ε′′[ the open rectangular domain of ε ∈ R2 such that ε′ < ε < ε′′. We also set 0 ≡ (0, 0).
Then it is easy to verify that there is εad ∈]0,+∞[2 such that
ωε ⊆ Ω, ∀ε ∈ ]0, εad[.
In addition, since we are interested in the case where the vector (ε1, ε1ε2) is close to 0, we may
assume without loss of generality that
εad1 < 1 and 1 < ε
ad
2 < 1/ε
ad
1 .
Hence, ε1ε2 < 1 for all ε ∈ ]0, εad[. This technical condition allows us to deal with the function
1/ log(ε1ε2) as in Section 4, and to consider the case where ε2 = 1 in Section 5.
In a certain sense, ]0, εad[ is a set of admissible parameters for which we can deﬁne the
perforated domain Ωε obtained by removing from the unperturbed domain Ω the closure ωε of
ωε, i.e.,
Ωε ≡ Ω \ ωε, ∀ε ∈ ]0, εad[.
We remark that, for all ε ∈ ]0, εad[, Ωε is a bounded connected open domain of class C 1,α with
boundary ∂Ωε consisting of two connected components: ∂Ω and ∂ωε = ε1p + ε1ε2∂ω. The
distance of the hole ωε from the boundary ∂Ω is controlled by ε1, while its size is controlled by
the product ε1ε2. Clearly, as the pair ε ∈ ]0, εad[ approaches the singular value (0, ε∗2), both the
size of the cavity and its distance from the boundary ∂Ω tend to 0. If ε∗2 = 0, then the ratio of the
size of the hole to its distance from the boundary tends to 0, and we can say that the size tends to
zero ‘faster’ than the distance. If, instead, ε∗2 > 0, then the size of the hole and its distance from
the boundary tend to zero at the same rate. Figure 1 illustrates our geometric setting.
On the ε-dependent domain Ωε, for ε ∈ ]0, εad[ ﬁxed we now consider the Dirichlet problem⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
Δu(x) = 0, ∀x ∈ Ωε ,
u(x) = go(x), ∀x ∈ ∂Ω ,
u(x) = gi
(
x−ε1p
ε1ε2
)
, ∀x ∈ ∂ωε ,
(1.2)
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Figure 1: Geometrical setting.
where go ∈ C 1,α(∂Ω) and gi ∈ C 1,α(∂ω) are prescribed functions. As is well known, (1.2) has
a unique solution in C 1,α(Ωε). To emphasize the dependence of this solution on ε, we denote it
by uε. The aim of this paper is to investigate the behavior of uε when the parameter ε = (ε1, ε2)
approaches the singular value 0 ≡ (0, 0). In two-dimensional space we also consider the case
where ε1 → 0 with ε2 > 0 ﬁxed, and show that this leads to a speciﬁc asymptotic behavior.
Namely, in such regime, there are no logarithmic terms appearing in the asymptotic behavior
of the solution, in contrast with what happens when ε = (ε1, ε2) → (0, 0) in dimension two
(cf. Subsections 1.3.2 and 1.3.3 below). In higher dimension, instead, the case where ε1 → 0
with ε2 > 0 ﬁxed does not present speciﬁc diﬀerences and the tools developed for analyzing
the situation when ε = (ε1, ε2) → (0, 0) can be exploited by keeping ε2 > 0 “frozen”. Then
the corresponding results on the macroscopic and microscopic behavior would follow. For this
reason, we conﬁne here to analyze the case where ε1 → 0 with ε2 > 0 ﬁxed only in dimension
two.
We remark that every point x ∈ Ω stays in Ωε for ε1 suﬃciently close to 0. Accordingly,
if we ﬁx a point x ∈ Ω, then uε(x) is well deﬁned for ε1 suﬃciently small and we may ask the
following question:
What can be said about the map ε → uε(x) for ε > 0 close to 0? (1.3)
We mention that here we do not consider the case where ε2 is close to 0 and ε1 remains positive.
This case corresponds to a boundary value problem in a domain with a hole that collapses to a
point in its interior, and has already been studied in the literature.
1.1. Explicit computation on a toy problem
To explain our results, we ﬁrst consider a two-dimensional test problem that has an explicit
solution. We denote by B(x, ρ) the ball centered at x and of radius ρ, take a function gi ∈
C 1,α(∂B(0, 1)), and, for ε ∈]0, (1, 1)[, consider the following Dirichlet problem in the perforated
half space R2+ \ B((0, ε1), ε1ε2):⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
Δuε(x) = 0, ∀x ∈ R2+ \ B((0, ε1), ε1ε2)
uε(x) = 0, ∀x ∈ ∂R2+,
uε(x) = gi
(
x−ε1p
ε1ε2
)
, ∀x ∈ ∂B((0, ε1), ε1ε2),
limx→∞ uε(x) = 0 ,
(1.4)
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where p = (0, 1). We also consider the conformal map
ϕa : z →
z − ia
z + ia
,
with inverse
ϕ−1a : z → −ia
z + 1
z − 1 .
When a  0 is real, ϕa maps the real axis onto the unit circle. Moreover, if
a(ε) = a(ε1, ε2) = ε1
√
1 − ε22 ,
then ϕa(ε) maps the circle centered at (0, ε1) and of radius ε1ε2 to the circle centered at the origin
and of radius
ρ(ε2) =
√√√√1 − √1 − ε22
1 +
√
1 + ε22
.
We note that the maps a : (ε1, ε2) → a(ε) and ρ : ε2 → ρ(ε2) are analytic. We mention that
a similar computation is performed in Ben Hassen and Bonnetier [2] for the case of two balls
removed from an inﬁnite medium.
Since harmonic functions are transformed into harmonic functions by a conformal map, we
can now transfer problem (1.4) onto the annular domain B(0, 1) \ B(0, ρ(ε2)) by means of the
map ϕa(ε) and see that the unknown function uε = uε ◦ ϕ−1a(ε) satisﬁes⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
Δuε = 0, in B(0, 1) \ B(0, ρ(ε2)),
uε = 0, on ∂B(0, 1),
uε(z) = g
i
ε
(arg z), for all z ∈ ∂B(0, ρ(ε2)),
and the new boundary condition
gi
ε
(θ) = gi
⎛⎜⎜⎜⎜⎝− i
ε2
⎛⎜⎜⎜⎜⎝√1 − ε22 ρ(ε2)e
iθ + 1
ρ(ε2)eiθ − 1 + 1
⎞⎟⎟⎟⎟⎠
⎞⎟⎟⎟⎟⎠ , ∀θ ∈ [0, 2π[.
To obtain the analytic expression of the solution, we expand gi
ε
in the Fourier series
gi
ε
(θ) = a0(gi
ε
) +
∑
k≥1
ak(gi
ε
) cos kθ + bk(gi
ε
) sin kθ,
so that, in polar coordinates,
uε(r, θ) = a0(g
i
ε
)
log r
log ρ(ε2)
+
∑
k≥1
(
ak(gi
ε
) cos kθ + bk(gi
ε
) sin kθ
) rk − r−k
ρ(ε2)k − ρ(ε2)−k .
We can then recover uε by computing uε = uε ◦ ϕa(ε). To this end, we remark that in polar
coordinates we have ϕa(ε)(x) = rε(x)eiθε(x), with
rε(x) =
∣∣∣∣∣∣∣
x1 + ix2 − ia(ε)
x1 + ix2 + ia(ε)
∣∣∣∣∣∣∣ , θε(x) = arg
⎛⎜⎜⎜⎜⎝ x1 + ix2 − ia(ε)x1 + ix2 + ia(ε)
⎞⎟⎟⎟⎟⎠ .
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As an example, if we assume that gi = 1, then the solution of (1.4) is
uε(x) =
log rε(x)
log ρ(ε2)
=
log
(
x21 +
(
x2 − ε1
√
1 − ε22
)2)
− log
(
x21 +
(
x2 + ε1
√
1 − ε22
)2)
log
(
1 −
√
1 − ε22
)
− log
(
1 +
√
1 + ε22
) . (1.5)
We note that for any ﬁxed x ∈ R2+ and ε1, ε2 positive and suﬃciently small, the map ε → uε(x)
is analytic. When ε → 0, the function uε tends to 0 with a main term of order ε1| log ε2|−1. In
addition, for ε2 > 0 ﬁxed, the map ε1 → uε(x) has an analytic continuation around ε1 = 0.
In what follows, we intend to prove similar results also for problem (1.2), and thus answer the
question (1.3) by investigating the analyticity properties of the function ε → uε(x). Furthermore,
instead of evaluating uε at a point x, we consider its restriction to suitable subsets of Ω and the
restriction of the rescaled function X → uε(ε1p+ ε1ε2X) to suitable open subsets of R2 \ω. This
permits us to study functionals related to uε, such as the energy integral and the total ﬂux on ∂Ω.
Our main results are described in Subsection 1.3, in the next subsection instead we present our
strategy.
1.2. Methodology: the functional analytic approach
In the literature, most of the papers dedicated to the analysis of problems with small holes
employ expansion methods to provide asymptotic approximations of the solution. As an exam-
ple, we mention the method of matching asymptotic expansions proposed by Il’in (see, e.g., [20,
21, 22]), the compound asymptotic expansion method of Maz’ya, Nazarov, and Plamenevskij
[30] and of Kozlov, Maz’ya, and Movchan [23], and the mesoscale asymptotic approximations
presented by Maz’ya, Movchan, and Nieves [29, 31]. We also mention the works of Bonnaillie-
Noe¨l, Lacave, and Masmoudi [7], Chesnel and Claeys [8], and Dauge, Tordeux, and Vial [16].
Boundary value problems in domains with moderately close small holes have been analyzed by
means of multiple scale asymptotic expansions by Bonnaillie-Noe¨l, Dambrine, Tordeux, and Vial
[5, 6], Bonnaillie-Noe¨l and Dambrine [3], and Bonnaillie-Noe¨l, Dambrine, and Lacave [4].
A diﬀerent technique, proposed by Lanza de Cristoforis and referred to as a ‘functional an-
alytic approach’, aims at expressing the dependence of the solution on perturbation in terms of
real analytic functions. This approach has so far been applied to the study of various elliptic
problems, including problems with nonlinear conditions. For problems involving the Laplace
operator we refer the reader to the papers of Lanza de Cristoforis (see, e.g., [24, 25]), Dalla Riva
and Musolino (see, e.g., [11, 12, 13]), and Dalla Riva, Musolino, and Rogosin [15], where the
computation of the coeﬃcients of the power series expansion of the resulting analytic maps is
reduced to the solution of certain recursive systems of boundary integral equations.
In the present paper, we plan to exploit the functional analytic approach to represent the map
that associates ε with (suitable restrictions of) the solution uε in terms of real analytic maps with
values in convenient Banach spaces of functions and of known elementary functions of ε1 and ε2
(for the deﬁnition of real analytic maps in Banach spaces, see Deimling [17, p. 150]). Then we
can recover asymptotic approximations similar to those obtainable from the expansion methods.
For example, if we know that, for ε1 and ε2 small and positive, the function in (1.3) equals a
real analytic function deﬁned in a whole neighborhood of (0, 0), then we know that such a map
can be expanded in a power series for ε1 and ε2 small, and that a truncation of this series is an
approximation of the solution.
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To conclude the presentation of our strategy, we would like to comment on some novel tech-
niques that we bring into the functional analytic approach for the analysis of our problem. First,
we describe how the functional analytic approach ‘normally’ operates on a boundary value prob-
lem deﬁned on a domain that depends on a parameter ε and degenerates in some sense as ε
tends to a limiting value 0. The initial step consists in applying potential theory techniques to
transform the boundary value problem into a system of boundary integral equations. Then, pos-
sibly after some suitable manipulation, this system is written as a functional equation of the form
L[ε,μ] = 0, where L is a (nonlinear) operator acting from an open subset of a Banach space
R × B1 to another Banach space B2. Here R is a neighborhood of 0 and the Banach spaces
B1 and B2 are usually the direct product of Schauder spaces on the boundaries of certain ﬁxed
domains. The next step is to apply the implicit function theorem to the equation L[ε,μ] = 0
in order to understand the dependence of μ on ε. Then we can deduce the dependence of the
solution of the original boundary value problem on ε.
The strategy adopted in this paper diﬀers from the standard application of the functional
analytic approach in two ways.
• The ﬁrst one concerns the potential theory used to transform the problem into a system
of integral equations. To take care of the special geometry of the problem, instead of the
classical layer potentials for the Laplace operator, we construct layer potentials where the
role of the fundamental solution is taken by the Dirichlet Green’s function of the upper
half space. Since the hole collapses on ∂Rn+ ∩ ∂Ω as ε tends to 0, such a method allows
us to eliminate the integral equation deﬁned on the part of the boundary of Ωε where
the boundary of the hole and the exterior boundary interact for ε = 0. In Section 2, we
collect a number of general results on such special layer potentials. We remark that if
the union of Ω and its reﬂection with respect to ∂Rn+ is a regular domain, then there is
no need to introduce special layer potentials and the problem may be analyzed by means
of a technique based on the functional analytic approach and on a reﬂection argument
(see Costabel, Dalla Riva, Dauge, and Musolino [10]). However, under our assumption,
the union of Ω and its reﬂection with respect to ∂Rn+ produces an edge on ∂R
n
+ and, thus,
is not a regular domain.
• By using the special layer potentials mentioned above, we can transform problem (1.2)
into an equation of the form L[ε,μ] = 0, where the operator L acts from an open set
] − εad, εad[ ×B1 into a Banach space B2 whose construction is, in a certain sense, arti-
ﬁcial. B2 is the direct product of a Schauder space and the image of a speciﬁc integral
operator (see Propositions 2.11 and 3.1). In this context, we have to be particularly careful
to check that the image of L is actually contained in such a Banach space B2, and that L
is a real analytic operator (see Proposition 3.1). We remark that this step is instead quite
straightforward in previous applications of the functional analytic approach (see, e.g., [13,
Prop. 5.4]). Once this work is completed, we are ready to use the implicit function theorem
and deduce the dependence of the solution on ε.
1.3. Main results
To perform our analysis, in addition to (H1)–(H2) we also assume that Ω satisﬁes the condi-
tion
∂+Ω is a compact submanifold with boundary of Rn of class C 1,α. (H3)
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In the two-dimensional case, this condition takes the form
∂0Ω is a ﬁnite union of closed disjoint intervals in ∂R2+. (H3)
In particular, we note that assumption (H3) implies the existence of linear and continuous ex-
tension operators Ek,α from C k,α(∂+Ω) to C k,α(∂Ω), for k = 0, 1 (cf. Lemma 2.17 below). This
allows us to change from functions deﬁned on ∂+Ω to functions deﬁned on ∂Ω (and viceversa),
preserving their regularity.
To prove our analyticity result, we consider a regularity condition on the Dirichlet datum
around the origin, namely
there exists r0 > 0 such that the restriction go|B(0,r0)∩∂0Ω is real analytic. (H4)
As happens for the solution to the Dirichlet problem in a domain with a small hole ‘far’ from the
boundary, we show that uε converges as ε1 → 0 to a function u0 that is the unique solution in
C 1,α(Ω) of the following Dirichlet problem in the unperturbed domain Ω:⎧⎪⎪⎨⎪⎪⎩Δu = 0 in Ω ,u = go on ∂Ω .
We note that u0 is harmonic, and therefore analytic, in the interior of Ω. This fact is useful
in the study of the Dirichlet problem in a domain with a hole that shrinks to an interior point
of Ω. If, instead, the hole shrinks to a point on the boundary, as it does in this paper, then we
have to introduce condition (H4) in order to ensure that u0 has an analytic (actually, harmonic)
extension around the limit point. Indeed, by (H4) and a classical argument based on the Cauchy-
Kovalevskaya Theorem, we can prove the following assertion (cf. Appendix B).
Proposition 1.1. There is r1 ∈]0, r0] and a function U0 fromB(0, r1) toR such thatB+(0, r1) ⊆ Ω
and ⎧⎪⎪⎨⎪⎪⎩ΔU0 = 0 in B(0, r1),U0 = u0 in B+(0, r1),
where B+(0, r) = B(0, r) ∩ Rn+.
Then, possibly shrinking εad1 , we may assume that
ε1p + ε1ε2ω ⊆ B(0, r1), ∀ε ∈ ] − εad, εad[ . (1.6)
We now give our answers to question (1.3). We remark that, instead of the evaluation of uε at a
point x, we consider its restriction to a suitable subset Ω′ of Ω.
1.3.1. The case ε→ 0 in spaces of dimension n ≥ 3
For ε → 0, the question (1.3) is answered diﬀerently when n ≥ 3 and n = 2. If n ≥ 3, the
statement is easier.
Theorem 1.2. Let Ω′ be an open subset of Ω such that 0  Ω′. There are ε′ ∈ ]0, εad[ with
ωε ∩ Ω′ = ∅ for all ε ∈ ] − ε′, ε′[ and a real analytic map UΩ′ from ] − ε′, ε′[ to C 1,α(Ω′) such
that
uε |Ω′ = UΩ′ [ε] ∀ε ∈ ]0, ε′[ . (1.7)
Furthermore,
UΩ′ [0] = u0|Ω′ . (1.8)
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Theorem 1.2 implies that there are ε′′ ∈]0, ε′[ and a family of functions {Ui, j}i, j∈N2 ⊆ C 1,α(Ω′)
such that
uε(x) =
∞∑
i, j=0
Ui, j(x) εi1ε
j
2 , ∀ε ∈]0, ε′′[ , x ∈ Ω′,
with the power series
∑∞
i, j=0 Ui, j ε
i
1ε
j
2 converging in the norm of C
1,α(Ω′) for ε in an open neigh-
borhood of 0. Consequently, one can compute asymptotic approximations for uε whose conver-
gence is guaranteed by our preliminary analysis.
A result similar to Theorem 1.2 is expressed in Theorem 3.6 concerning the behavior of uε
close to the boundary of the hole, namely, for the rescaled function X → uε(ε1p+ ε1ε2 X). Later,
in Theorems 3.7 and 3.9 we present real analytic continuation results also for the energy integral∫
Ωε
|∇uε|2dx. In particular, we show that the limiting value of the energy integral for ε→ 0 is the
energy of the unperturbed solution u0.
1.3.2. The case ε→ 0 in two-dimensional space
Here, we need to introduce a curve η → ε(η) ≡ (ε1(η), ε2(η)) that describes the values
attained by the parameter ε in a speciﬁc way. The reason is the presence of the quotient
log ε1
log(ε1ε2)
, (1.9)
which plays an important role in the description of uε for ε small. We remark that the expression
(1.9) has no limit as ε → 0. Therefore, we choose a function η → ε(η) from ]0, 1[ to ]0, εad[
such that
lim
η→0+
ε(η) = 0, (1.10)
and for which
lim
η→0+
log ε1(η)
log(ε1(η)ε2(η))
exists and equals λ ∈ [0, 1[. (1.11)
It is also convenient to denote by δ the function
δ : ]0, 1[ → R2,
η → δ(η) ≡ (δ1(η), δ2(η)) ≡ ( 1
log
(
ε1(η)ε2(η)
) , log ε1(η)
log
(
ε1(η)ε2(η)
) ) , (1.12)
so that
lim
η→0+
δ(η) = (0, λ) .
In Section 4, we prove an assertion that describes uε(η) in terms of a real analytic function of four
real variables evaluated at (ε(η), δ(η)).
Theorem 1.3. Let λ ∈ [0, 1[. Let Ω′ be an open subset of Ω with 0  Ω′. Then there are
ε′ ∈ ]0, εad[, an open neighborhoodVλ of (0, λ) in R2, and a real analytic map
UΩ′ :] − ε′, ε′[×Vλ → C 1,α(Ω′),
such that
uε(η)|Ω′ = UΩ′
[
ε(η), δ(η)
]
, ∀η ∈]0, η′[ . (1.13)
9
The equality in (1.13) holds for all parametrizations η → ε(η) from ]0, 1[ to ]0, εad[ that satisfy
(1.10) and (1.11). The function η → δ(η) is deﬁned as in (1.12). The pair ε′ ∈ ]0, εad[ is small
enough to yield
ωε ∩Ω′ = ∅ , ∀ε ∈] − ε′, ε′[ , (1.14)
and η′ can be any number in ]0, 1[ such that
(ε(η), δ(η)) ∈]0, ε′[×Vλ , ∀η ∈]0, η′[ .
At the singular point (0, (0, λ)), we have
UΩ′ [0, (0, λ)] = u0|Ω′ . (1.15)
As a corollary to Theorem 1.3, we can write the solution uε(η) in terms of a power series in
(ε(η), δ(η)) for η positive and small. Speciﬁcally, there are η′′ ∈]0, η′] and a family of functions
{Uβ}β∈N4 ⊆ C 1,α(Ω′) such that
uε(η)(x) =
∑
β∈N4
Uβ(x) ε1(η)β1ε2(η)β2δ1(η)β3 (δ2(η) − λ)β4 ∀η ∈]0, η′′[ , x ∈ Ω′ .
Moreover, the power series
∑
β∈N4 Uβ ε
β1
1 ε
β2
2 δ
β3
1 (δ2 − λ)β4 converges in the norm of C 1,α(Ω′) for
(ε1, ε2, δ1, δ2) in an open neighborhood of (0, (0, λ)).
We emphasize that the map UΩ′ , as well as the coeﬃcients {Uβ}β∈N4 , depends on the limiting
value λ, but not on the speciﬁc curve ε(·) that satisﬁes (1.11). A result similar to Theorem
1.3 also holds, which describes the behavior of the solution of problem (1.2) close to the hole
(cf. Theorem 4.8), for the energy integral
∫
Ωε
|∇uε|2 dx (cf. Theorem 4.9), and for the total ﬂux
through the outer boundary
∫
∂Ω
nΩ · ∇uε dσ (cf. Theorem 4.10). In particular, we show that the
limiting value of the energy integral is
lim
η→0
∫
Ωε
|∇uε(η)|2 dx =
∫
Ω
|∇u0|2 dx +
∫
R2\ω
|∇v0|2 dx, (1.16)
where v0 ∈ C 1,αloc (R2 \ ω) is the unique solution of⎧⎪⎪⎪⎨⎪⎪⎪⎩
Δv0 = 0 in R2 \ ω ,
v0 = gi on ∂ω ,
sup
R2\ω |v0| < +∞ .
(1.17)
In addition, we show that the ﬂux on ∂Ω satisﬁes
lim
η→0
∫
∂Ω
nΩ · ∇uε(η) dσ = 0.
Finally, we remark that the functions δ1 and δ2 are not uniquely deﬁned. For example, we
may choose
δ˜2(η) ≡ log ε2(η)log (ε1(η)ε2(η))
or other similar alternatives instead of δ2(η) (we note that δ˜2(η) = 1 − δ2(η)). Furthermore, the
solution may not depend on the quotient (1.9) if we consider problems with a diﬀerent geometry.
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For instance, in the toy problem of Subsection 1.1, the solution (1.5) can be written as an analytic
map of three variables evaluated at (ε1, ε2, (log ε2)−1). As we emphasize in a comment at the end
of Subsection 4.1, the reason for this simpler behavior is that in the toy problem we do not have
an exterior boundary ∂+Ω. It is worth noting that a quotient similar to (1.9) plays a fundamental
role also in the two-dimensional Dirichlet problem with moderately close small holes, which was
investigated in [14] and where it was shown that an analog of the limiting value λ (cf. (1.11))
appears explicitly in the second term of the asymptotic expansion of the solution.
1.3.3. The case ε1 → 0 with ε2 > 0 ﬁxed in two-dimensional space
We remark that we may restrict our attention to the problem with ε2 = 1. Then the generic
case of ε2 = ε∗2 ∈]0, εad2 [ ﬁxed is obtained by rescaling the reference domain ω using the factor
ε∗2. We also remark that the restricted case is a one-parameter problem. Consequently, it is
convenient to deﬁne εad ≡ εad1 , ωε ≡ ωε1,1, Ωε ≡ Ωε1,1, and uε ≡ uε1,1 for all ε ∈ ] − εad, εad[. The
next assertion is proved in Section 5.
Theorem 1.4. Let Ω′ be an open subset of Ω such that 0  Ω′. Then there are ε′ ∈]0, εad1 [ such
that
ωε ∩Ω′ = ∅ ∀ε ∈] − ε′, ε′[ (1.18)
and a real analytic map UΩ′ from ] − ε′, ε′[ to C 1,α(Ω′) satisfying
uε|Ω′ = UΩ′ [ε], ∀ε ∈]0, ε′[ . (1.19)
Furthermore,
UΩ′ [0] = u0|Ω′ . (1.20)
Theorem 1.4 implies that there are ε′′ ∈]0, ′[ and a sequence of functions {Uj} j∈N ⊆ C 1,α(Ω′)
such that
uε(x) =
∞∑
j=0
Uj(x) ε j ∀ε ∈]0, ε′′[ , x ∈ Ω′,
with the power series
∑∞
j=0 Uj ε
j converging in the norm of C 1,α(Ω′) for ε in an open neighbor-
hood of 0.
A result similar to Theorem 1.4 is also established for the behavior of uε near the boundary
of the hole (cf. Theorem 5.7), for the energy integral
∫
Ωε
|∇uε|2 dx (cf. Theorem 5.9), and for the
total ﬂux through the outer boundary
∫
∂Ω
nΩ · ∇uε dσ (cf. Theorem 5.11). In particular, we show
that the limiting value of the energy integral is
lim
ε→0
∫
Ωε
|∇uε|2 dx =
∫
Ω
|∇u0|2 dx +
∫
R
2
+\(p+ω)
|∇w∗|2 dx , (1.21)
and that the limiting value of the total ﬂux is∫
p+∂ω
np+ω · ∇w∗ dσ (1.22)
where w∗ is the unique solution in C 1,αloc (R
2
+ \ (p + ω)) of⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
Δw∗ = 0 in R2+ \ (p + ω) ,
w∗(X) = gi(X − p) for all X ∈ p + ∂ω ,
w∗ = go(0) on ∂R2+ ,
limX→∞ w∗(X) = go(0) .
(1.23)
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We remark that for suitable choices of go and gi, the limiting value of the energy integral diﬀers
from the one in (1.16), which emphasizes the diﬀerence between the two regimes. Besides, the
limit value of the total ﬂux (1.22) equals 0 only for special choices of go, gi.
1.4. Numerical illustration of the results.
In our numerical simulations, the domain Ω is a ‘stadium’ represented by the union of the
rectangle [−2, 2]× [0, 2] and two half-disks. The origin (0, 0) is in the middle of a segment of the
boundary. We choose p = (1, 1), and the inclusion is a small disk as described in Figure 2. The
small parameter ε is ε1 =
(
2
3
)n1
, ε2 =
(
2
3
)n2
for integers 1 ≤ n1 ≤ 16, and 1 ≤ n2 ≤ 20.
(a) n1 = 1 and n2 = 4, 4312 triangles. (b) n1 = 2 and n2 = 4, 4364 triangles.
Figure 2: Diﬀerent computational domains.
To approximate the solution uε of the boundary value problem, we use a P4 ﬁnite element
method on an adapted triangular mesh as provided by the Finite Element Library ME´LINA (see
[28]). Figures 3–5 exhibit the computed square root of the energy integral, this is the norm
‖∇uε‖L 2(Ωε), in the previously deﬁned conﬁgurations. In Figure 3, we take go = 0 and gi = 1,
so the sum in (1.16) is 0 and the limiting energy (1.21) is strictly positive (note that with such go
and gi the energy coincides with the electrostatic capacity of ωε in Ω).
(a) uε for n1 = 2 and n2 = 4. (b) Norm ‖∇uε‖L 2(Ωε).
Figure 3: Case where go = 0 and gi = 1.
To illustrate the diﬀerent types of behavior of the energy integral, we now consider go = x2
and either gi = 0 = go(0) (see Figure 4), or gi = 1  go(0) (see Figure 5). Notice that with that
choice of go, we have ‖∇u0‖L 2(Ω) =
√
8 + π  3.34, which is the limiting value observed when
gi = 0 in Figure 4. On the contrary, in the numerical results for gi = 1, the energy has a diﬀerent
limiting value whether both ε1 and ε2 tend to 0 or ε1 tends to 0 with ε2 ﬁxed, in agreement with
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(a) uε for n1 = 2 and n2 = 4. (b) Norm ‖∇uε‖L 2(Ωε).
Figure 4: Case gi = 0 and go = x2.
(a) uε for n1 = 2 and n2 = 4. (b) Norm ‖∇uε‖L 2(Ωε).
Figure 5: Case gi = 1 and go = x2.
our expectation when gi  go(0). When both ε1 and ε2 tend to 0, the limiting value of the energy
is the same as in the well-known case where ε2 → 0 with ε1 ﬁxed (that is, when the hole shrinks
to an interior point of Ω). We notice that in the latter case, the energy appears to converge at a
slow logarithmic rate (see, in particular, Figures 3 and 5); this is also a well-known fact, predicted
by theoretical analysis (see, e.g., Maz’ya, Nazarov, and Plamenevskij [30]).
1.5. Structure of the paper
The paper is organised as follows. In Section 2, we present some preliminary results in
potential theory and study the layer potentials with integral kernels consisting of the Dirichlet
Green’s function of the half space. Section 3 is devoted to the n ≥ 3 dimensional case. Here we
prove our analyticity result stated in Theorem 1.2. In Section 4, we study the two-dimensional
case for ε → 0. In particular, we prove Theorem 1.3. In Section 5, we consider the case
where n = 2 and ε1 → 0 with ε2 = 1 ﬁxed and we prove Theorem 1.4. Concluding remarks
are presented in Section 6. Some routine technical tools have been placed in the Appendix.
Speciﬁcally, in Appendix A we prove some decay properties of the Green’s function and the
associated single-layer potential, and in Appendix B we present an extension result based on the
Cauchy-Kovalevskaya Theorem.
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2. Preliminaries of potential theory
In this section, we introduce some technical results and notation. Most of them deal with
the potential theory constructed with the Dirichlet Green’s function of the upper half space.
Throughout the section we take
n ∈ N \ {0, 1} .
2.1. Classical single and double layer potentials
As a ﬁrst step, we introduce the classical layer potentials for the Laplace equation and thus
we introduce the fundamental solution S n of Δ deﬁned by
S n(x) ≡
⎧⎪⎪⎪⎨⎪⎪⎪⎩
1
sn
log |x| if n = 2 ,
1
(2−n)sn |x|2−n if n ≥ 3 ,
∀x ∈ Rn \ {0} ,
where sn is the (n − 1)-dimensional measure of the boundary of the unit ball in Rn. In the sequel
D is a generic open bounded connected subset of Rn of class C 1,α.
Deﬁnition 2.1 (Deﬁnition of the layer potentials). For any φ ∈ C 0,α(∂D), we deﬁne
vS n [∂D, φ](x) ≡
∫
∂D
φ(y)S n(x − y) dσy, ∀x ∈ Rn ,
where dσ denotes the area element on ∂D.
The restrictions of vS n [∂D, φ] toD and to Rn \D are denoted viS n [∂D, φ] and veS n [∂D, φ] respec-
tively (the letter ‘i’ stands for ‘interior’ while the letter ‘e’ stands for ‘exterior’).
For any ψ ∈ C 1,α(∂D), we deﬁne
wSn [∂D, ψ](x) ≡ −
∫
∂D
ψ(y) nD(y) · ∇S n(x − y) dσy, ∀x ∈ Rn ,
where nD denotes the outer unit normal to ∂D and the symbol · denotes the scalar product in
R
n.
To describe the regularity properties of these layer potentials we will need the following deﬁni-
tion.
Deﬁnition 2.2. We denote by C 1,αloc (R
n \ D) the space of functions on Rn \ D whose restrictions
to O belong to C 1,α(O) for all open bounded subsets O of Rn \ D.
C 0,α# (∂D) denotes the subspace of C 0,α(∂D) consisting of the functions φ with
∫
∂D φ dσ = 0.
Let us now present some well known regularity properties of the single and double layer
potentials.
Proposition 2.3 (Regularity of layer potentials). If φ ∈ C 0,α(∂D), then the function vS n [∂D, φ]
is continuous from Rn to R. Moreover, the restrictions viS n [∂D, φ] and veS n [∂D, φ] belong to
C 1,α(D) and to C 1,αloc (Rn \ D), respectively.
If ψ ∈ C 1,α(∂D), then the restriction wSn [∂D, ψ]|D extends to a function wiS n [∂D, ψ] of C 1,α(D)
and the restriction wSn [∂D, ψ]|Rn\D extends to a function weS n [∂D, ψ] of C 1,αloc (Rn \ D).
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In the next Proposition 2.4 we recall the classical jump formulas (see, e.g., Folland [18,
Chap. 3]).
Proposition 2.4 (Jump relations of layer potentials). For any x ∈ ∂D, ψ ∈ C 1,α(∂D), and
φ ∈ C 0,α(∂D), we have
wS n [∂D, ψ](x) =
s
2
ψ(x) + wSn [∂D, ψ](x) ,
nΩ(x) · ∇vS n [∂D, φ](x) = −
s
2
φ(x) +
∫
∂D
φ(y)nΩ(x) · ∇S n(x − y) dσy ,
where  = i, e and si = 1, se = −1.
We will exploit the following classical result of potential theory.
Lemma 2.5. The map C 0,α# (∂D) × R → C 1,α(∂D)
(φ, ξ) → vS n [∂D, φ]|∂D + ξ
is an isomorphism.
Moreover, if n ≥ 3, then the map C 0,α(∂D) → C 1,α(∂D)
φ → vS n [∂D, φ]|∂D
is an isomorphism.
2.2. Green’s function for the upper half space and associated layer potentials
As mentioned above, a key tool for the analysis of problem (1.2) are layer potentials con-
structed with the Dirichlet Green’s function of the upper half space instead of the classical fun-
damental solution S n. Transforming problem (1.2) by means of these layer potentials will lead
us to a system of integral equations with no integral equation on ∂0Ω, which is the part of the
boundary of ∂Ω where the inclusion ωε collapses for ε = 0.
Let us begin by introducing some notation. We denote by ς the reﬂexion with respect to the
hyperplane ∂Rn+, so that
ς(x) ≡ (x1, . . . , xn−1,−xn) , ∀x = (x1, . . . , xn) ∈ Rn .
Then we denote by G the Green’s function deﬁned by
G(x, y) ≡ S n(x − y) − S n(ς(x) − y), ∀(x, y) ∈ Rn × Rn with y  x and y  ς(x).
We observe that
G(x, y) = G(y, x), ∀(x, y) ∈ Rn × Rn with y  x and y  ς(x), (2.1)
and
G(x, y) = 0, ∀(x, y) ∈ ∂Rn+ × Rn with y  x and y  ς(x). (2.2)
We denote by the symbols ∇xG(x, y) and ∇yG(x, y) the gradient of the function x → G(x, y)
and of the function y → G(x, y), respectively. If D is a subset of Rn, we ﬁnd convenient to set
ς(D) ≡ {x ∈ Rn | ς(x) ∈ D}. We now introduce analogs of the classical layer potentials of
Deﬁnition 2.2 obtained by replacing S n by the Green’s function G. In the sequel,D+ denotes an
open bounded connected set contained in Rn+ and of class C
1,α.
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Deﬁnition 2.6 (Deﬁnition of layer potentials derived by G). For any φ ∈ C 0,α(∂D+), we de-
ﬁne
vG[∂D+, φ](x) ≡
∫
∂D+
φ(y)G(x, y) dσy, ∀x ∈ Rn .
The restrictions of vG[∂D+, φ] to D+ and Rn+ \ D+ are denoted viG[∂D+, φ] and veG[∂D+, φ] re-
spectively.
For any subset Γ of the boundary ∂D+ and for any ψ ∈ C 1,α(∂D+), we deﬁne
wG[Γ, ψ](x) ≡
∫
Γ
ψ(y) nD+ (y) · ∇y G(x, y) dσy, ∀x ∈ Rn .
By the deﬁnition of G, we easily obtain the equalities
vG[∂D+, φ](x) = vS n [∂D+, φ](x) − vS n [∂D+, φ](ς(x)) , ∀x ∈ Rn, ∀φ ∈ C 0,α(∂D+) ,
and
wG[∂D+, ψ](x) = wSn [∂D+, ψ](x) − wSn [∂D+, ψ](ς(x)) , ∀x ∈ Rn , ∀ψ ∈ C 1,α(∂D+) .
Thus one deduces by Propositions 2.3 and 2.4 the regularity properties and jump formulas for
vG[∂D+, φ] and wG[∂D+, ψ].
Proposition 2.7 (Regularity and jump relations for the layer potentials derived by G). Let φ ∈
C 0,α(∂D+) and ψ ∈ C 1,α(∂D+). Then
• the functions vG[∂D+, φ] and wG[∂D+, ψ] are harmonic inD+, ς(D+), andRn\D+ ∪ ς(D+);
• the function vG[∂D+, φ] is continuous from Rn to R and the restrictions viG[∂D+, φ] and
veG[∂D+, φ] belong to C 1,α(D+) and to C 1,αloc (Rn+ \ D+), respectively;
• the restriction wG[∂D+, ψ]|Ω extends to a function wiG[∂D+, ψ] of C 1,α(D+) and the re-
striction wG[∂D+, ψ]|Rn+\D+ extends to a function weG[∂D+, ψ] of C
1,α
loc (R
n
+ \ D+).
The jump formulas for the double layer potential are (with  = i, e, si = 1, se = −1)
wG[∂D+, ψ](x) =
s
2
ψ(x) + wG[∂D+, ψ](x), ∀x ∈ ∂+D+ ,
wiG[∂D+, ψ](x) = ψ(x), ∀x ∈ ∂0D+ .
Moreover, we have
vG[∂D+, φ](x) = 0, ∀x ∈ ∂Rn+ , (2.3)
weG[∂D+, ψ](x) = 0, ∀x ∈ ∂Rn+ \ ∂0D+ .
Here above, ∂0D+ ≡ ∂D+ ∩ ∂Rn+ and ∂+D+ ≡ ∂D+ ∩ Rn+.
In the following lemma we show how the layer potentials with kernel G introduced in Deﬁ-
nition 2.6 allow to prove a corresponding Green-like representation formula.
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Lemma 2.8 (Green-like representation formula inD+). Let ui ∈ C 1,α(D+) be such that Δui =
0 inD+. Then we have
wG[∂D+, ui|∂D+ ] − vG[∂D+,nD+ · ∇ui|∂D+ ] =
⎧⎪⎪⎨⎪⎪⎩u
i inD+,
0 in Rn \ D+ ∪ ς(D+) . (2.4)
Proof. Let us ﬁrst consider x ∈ D+. By the Green’s representation formula (see, e.g., Folland
[18, Chap. 2]), we have
ui(x) = −
∫
∂D+
nD+ (y) · ∇S n(x − y) ui(y) dσy −
∫
∂D+
S n(x − y) nD+ (y) · ∇ui(y) dσy, ∀x ∈ D+ .
(2.5)
On the other hand, we note that if x ∈ D+ is ﬁxed, then the function y → S n(ς(x) − y) is of class
C 1(D+) and harmonic inD+. Therefore, by the Green’s identity, we have
0 =
∫
∂D+
nD+ (y) · ∇S n(ς(x)− y) ui(y) dσy +
∫
∂D+
S n(ς(x)− y) nD+ (y) · ∇ui(y) dσy ∀x ∈ D+ .
(2.6)
Then, by summing equalities (2.5) and (2.6) we deduce the validity of (2.4) inD+.
Let us now consider any ﬁxed x ∈ Rn \D+ ∪ ς(D+). We observe that the functions y → S n(x−y)
and y → S n(ς(x) − y) are harmonic on D+. Accordingly G(x, ·) is an harmonic function in D+.
Then a standard argument based on the divergence theorem shows that∫
∂D+
ui(y) nD+ (y) · ∇yG(x, y) −G(x, y) nD+ (y) · ∇ui(y) dσy = 0 .

2.3. Mapping properties of the single layer potential vG[∂Ω, ·]
In order to analyze the ε-dependent boundary value problem (1.2), we are going to exploit
the layer potentials with kernel derived by G in the case whenD = Ωε. Since ∂Ωε = ∂Ω ∪ ∂ωε,
we need to consider layer potentials integrated on ∂Ω and on ∂ωε. In this section, we will
investigate some properties of the single layer potential supported on the boundary of the set Ω
which satisﬁes the assumptions (H1), (H2), and (H3).
First of all, as one can easily see, the single layer potential vG[∂Ω, φ] does not depend on the
values of the density φ on ∂0Ω. In other words, it takes into account only φ|∂+Ω. For this reason,
it is convenient to introduce a quotient Banach space.
Deﬁnition 2.9. We denote by C 0,α+ (∂Ω) the quotient Banach space
C 0,α(∂Ω)/{φ ∈ C 0,α(∂Ω) | φ|∂+Ω = 0} .
Then we can prove that the single layer potential map
C 0,α+ (∂Ω) → C 1,α(∂+Ω)
φ → vG[∂Ω, φ]|∂+Ω
is well deﬁned and one-to-one. Namely we have the following.
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Proposition 2.10 (Null space of the single layer potential derived by G). Let φ ∈ C 0,α(∂Ω).
Then vG[∂Ω, φ]|∂+Ω = 0 if and only if φ|∂+Ω = 0.
Proof. Let φ ∈ C 0,α(∂Ω) be such that φ|∂+Ω = 0. As a consequence,
vG[∂Ω, φ](x) =
∫
∂+Ω
G(x, y)φ|∂+Ω(y) dσy = 0 ∀x ∈ ∂Ω .
Let now assume that vG[∂Ω, φ]|∂+Ω = 0. With (2.3), we have in particular vG[∂Ω, φ]|∂0Ω = 0 and
then vG[∂Ω, φ]|∂Ω = 0. By the uniqueness of the solution of the Dirichlet problem we deduce that
vG[∂Ω, φ] = 0 in Ω. By the harmonicity at inﬁnity of vG[∂Ω, φ] (cf. Lemma A.2), by equality
vG[∂Ω, φ]|∂Rn+∪∂Ω = 0, and by a standard energy argument based on the divergence theorem, we
deduce that ∇vG[∂Ω, φ] = 0 in Rn+ \ Ω, and that accordingly vG[∂Ω, φ] is constant in Rn+ \ Ω.
Since vG[∂Ω, φ] = 0 on ∂Ω, we have vG[∂Ω, φ] = 0 in Rn+. Then, for the normal derivative of
vG[∂Ω, φ] on ∂+Ω we have the following jump formulas:
nΩ(x) · ∇vG[∂Ω, φ](x) = −
s
2
φ(x) +
∫
∂+Ω
φ(y)nΩ(x) · ∇xG(x, y) dσy, ∀x ∈ ∂+Ω ,
with  = i, e, si = 1, se = −1. It follows that
φ = nΩ · ∇veG[∂Ω, φ] − nΩ · ∇viG[∂Ω, φ] = 0 on ∂+Ω ,
and thus the proof is complete. 
By the previous Proposition 2.10 one readily veriﬁes the validity of the following Proposition
2.11 where we introduce the image space V 1,α(∂+Ω) of vG[∂Ω, ·]|∂+Ω.
Proposition 2.11 (Image of the single layer potential derived by G). Let V 1,α(∂+Ω) denote the
vector space
V 1,α(∂+Ω) =
{
vG[∂Ω, φ]|∂+Ω, ∀φ ∈ C 0,α+ (∂Ω)
}
.
Let ‖ · ‖V 1,α(∂+Ω) be the norm on V 1,α(∂+Ω) deﬁned by
‖ f ‖V 1,α(∂+Ω) ≡ ‖φ‖C 0,α+ (∂Ω)
for all ( f , φ) ∈ V 1,α(∂+Ω)×C 0,α+ (∂Ω) such that f = vG[∂Ω, φ]|∂+Ω. Then the following statements
hold.
(i) V 1,α(∂+Ω) endowed with the norm ‖ · ‖V 1,α(∂+Ω) is a Banach space.
(ii) The operator vG[∂Ω, ·]|∂Ω is an homeomorphism from C 0,α+ (∂Ω) to V 1,α(∂+Ω).
2.3.1. Characterization of the image of the single layer potential
We wish now to characterize the functions of V 1,α(∂+Ω), that is the set of the elements of
C 1,α(∂Ω) that can be represented as vG[∂Ω, φ]|∂+Ω for some φ ∈ C 0,α+ (∂Ω). We do so in the
following Proposition 2.12.
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Proposition 2.12. Let f ∈ C 1,α(∂+Ω). Then f belongs to V 1,α(∂+Ω) if and only if f = ue|∂+Ω,
where ue is a function of C 1,αloc (R
n
+ \Ω) such that⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
Δue = 0 in Rn+ \Ω,
ue = 0 on ∂Rn+ \ ∂0Ω,
limx→∞ 1|x|u
e(x) = 0,
limx→∞ x|x| · ∇ue(x) = 0.
(2.7)
Proof of Proposion 2.12. We divide the proof in three steps.
• First step: Green-like representation formulas in Rn+ \ Ω. As a ﬁrst step, we prove a represen-
tation formula for harmonic functions in the set Rn+ \Ω.
Lemma 2.13. Let ue ∈ C 1,αloc (Rn+ \Ω) be such that⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
Δue = 0 in Rn+ \Ω,
lim|x|→∞ 1|x|u
e(x) = 0,
lim|x|→∞ x|x| · ∇ue(x) = 0.
Then we have
− wG[∂+Ω, ue|∂+Ω](x) + vG[∂Ω,nΩ · ∇ue|∂Ω](x) +
2xn
sn
∫
∂Rn+\∂0Ω
ue(y)
|x − y|n dσy
=
⎧⎪⎪⎨⎪⎪⎩u
e(x) ∀x ∈ Rn+ \Ω,
0 ∀x ∈ Ω.
Proof. Let R > maxx∈Ω |x|. Let Ωe,+R ≡ Rn+ ∩ B(0,R) \ Ω. Let x ∈ Ωe,+R . Let r > 0 andB(x, r) ⊆ Ωe,+R . By Lemma 2.8 we have
ue(x) = wG[∂B(x, r), ue|∂B(x,r)](x) − vG[∂B(x, r),nB(x,r) · ∇ue|∂B(x,r)](x)
=
∫
∂B(x,r)
ue(y) nB(x,r)(y) · ∇yG(x, y) −G(x, y) nB(x,r)(y) · ∇ue(y) dσy . (2.8)
Then we observe that G(x, ·) is a harmonic function in Ωe,+R \ B(x, r) and thus by the divergence
19
theorem we have
0 =
∫
Ω
e,+
R \B(x,r)
ue(y)ΔyG(x, y) −G(x, y)Δue(y) dx
= −
∫
∂B(x,r)
ue(y) nB(x,r)(y) · ∇yG(x, y) −G(x, y) nB(x,r)(y) · ∇ue(y) dσy
+
∫
∂Ωe,+R
ue(y) nΩe,+R (y) · ∇yG(x, y) −G(x, y) nΩe,+R (y) · ∇ue(y) dσy
= −
∫
∂B(x,r)
ue(y) nB(x,r)(y) · ∇yG(x, y) −G(x, y) nB(x,r)(y) · ∇ue(y) dσy
−
∫
∂+Ω
ue(y) nΩ(y) · ∇yG(x, y) −G(x, y) nΩ(y) · ∇ue(y) dσy
+
∫
∂+B(0,R)
ue(y) nB(0,R)(y) · ∇yG(x, y) −G(x, y) nB(0,R)(y) · ∇ue(y) dσy
−
∫
∂Rn+∩B(0,R)\∂0Ω
ue(y) ∂ynG(x, y) −G(x, y) ∂ynue(y) dσy.
Using Deﬁnition 2.6 and the fact that G(x, y) = 0 and ∂ynG(x, y) = −2xns−1n |x − y|−n for all
y ∈ ∂Rn+, we deduce
0 = −
∫
∂B(x,r)
ue(y) nB(x,r)(y) · ∇yG(x, y) −G(x, y) nB(x,r)(y) · ∇ue(y) dσy
− wG[∂+Ω, ue|∂+Ω](x) + vG[∂+Ω,nΩ · ∇ue|∂+Ω](x)
+
∫
∂+B(0,R)
ue(y) nB(0,R)(y) · ∇yG(x, y) −G(x, y) nB(0,R)(y) · ∇ue(y) dσy
+
2xn
sn
∫
∂Rn+∩B(0,R)\∂0Ω
ue(y)
|x − y|n dσy.
Then we observe that the maps y → |y|n−1G(x, y) and y → |y|n∇yG(x, y) are bounded at inﬁnity
(see Lemma A.1). Thus, by taking the limit as R→ ∞ we obtain
0 = −
∫
∂B(x,r)
ue(y) nB(x,r)(y) · ∇yG(x, y) −G(x, y) nB(x,r)(y) · ∇ue(y) dσy
− wG[∂+Ω, ue|∂+Ω](x) + vG[∂Ω,nΩ · ∇ue|∂Ω](x) +
2xn
sn
∫
∂Rn+\∂0Ω
ue(y)
|x − y|n dσy .
(2.9)
Then by summing (2.8) and (2.9) we show the validity of the ﬁrst equality in the statement. The
proof of the second equality is similar and accordingly omitted. 
Incidentally, we observe that under the assumptions of Lemma 2.13 the integral∫
∂Rn+\∂0Ω
ue(y)
|x − y|n dσy
exists ﬁnite for all x ∈ Rn+ \ ∂Ω.
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• Second step: representation in terms of single layer potentials plus an extra term. In the fol-
lowing Proposition 2.14, we introduce a representation formula for a suitable family of functions
of C 1,α(∂Ω). More precisely, we show that the restriction to ∂+Ω of a function f ∈ C 1,α(∂Ω)
which satisﬁes certain assumptions can be written as the sum of a single layer potential with
kernel G plus an extra term.
Proposition 2.14. Let f ∈ C 1,α(∂Ω) with f|∂0Ω = 0. Assume that there exists a function ue ∈
C 1,αloc (R
n
+ \Ω) such that ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
Δue = 0 in Rn+ \Ω,
ue = f on ∂+Ω,
limx→∞ 1|x|u
e(x) = 0,
limx→∞ x|x| · ∇ue(x) = 0.
Then there exists φ ∈ C 0,α(∂Ω) such that
vG[∂Ω, φ](x) +
2xn
sn
∫
∂Rn+\∂0Ω
ue(y)
|x − y|n dσy = f (x) , ∀x ∈ ∂+Ω . (2.10)
Proof. Let ui ∈ C 1,α(Ω) be the solution of the Dirichlet problem with boundary datum f . By
Lemma 2.8 we have
0 = wG[∂Ω, ui|∂Ω](x) − vG[∂Ω,nΩ · ∇ui|∂Ω](x) , ∀x ∈ Rn+ \Ω .
Since ui|∂0Ω = f|∂0Ω = 0 we deduce that
0 = wG[∂+Ω, f|∂+Ω](x) − vG[∂Ω,nΩ · ∇ui|∂Ω](x) , ∀x ∈ Rn+ \Ω . (2.11)
By Lemma 2.13 we have
ue(x) = −wG[∂+Ω, f|∂+Ω](x) + vG[∂Ω,nΩ · ∇ue|∂Ω](x) +
2xn
sn
∫
∂Rn+\∂0Ω
ue(y)
|x − y|n dσy (2.12)
for all x ∈ Rn+ \ Ω. Then by taking the sum of (2.11) and (2.12) and by the continuity properties
of the (Green) single layer potential one veriﬁes that the proposition holds with
φ = nΩ · ∇ue|∂Ω − nΩ · ∇ui|∂Ω .

• Last step: vanishing of the extra term in (2.10). In order to understand what can be represented
just by means of the single layer potential, the ﬁnal step is to understand when such an extra term
vanishes. So let f ∈ C 1,α(∂+Ω) be such that f = ue|∂+Ω, where ue is a function of C
1,α
loc (R
n
+ \Ω)
such that (2.7) holds. Then
2xn
sn
∫
∂Rn+\∂0Ω
ue(y)
|x − y|n dσy = 0 , ∀x ∈ ∂+Ω ,
and thus (2.10) implies that f ∈ V 1,α(∂+Ω). Conversely, if f ∈ V 1,α(∂+Ω) then there exists
φ ∈ C 0,α+ (∂Ω) such that f = vG[∂Ω, φ]|∂+Ω and the function ue ≡ vG[∂Ω, φ]|Rn+\Ω satisiﬁes (2.7).
This concludes the proof of Proposition 2.12. 
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Now that Proposition 2.12 is proved, we observe that if ue is as in Proposition 2.14, then
lim
t→0+
2t
sn
∫
∂Rn+\∂0Ω
ue(y)
|x + ten − y|n dσy = u
e(x), ∀x ∈ ∂Rn+ \ ∂0Ω , (2.13)
where en denotes the vector (0, . . . , 0, 1) ∈ Rn. The limit in (2.13) can be computed by exploiting
known results in potential theory (see Cialdea [9, Thm. 1]). A consequence of (2.13) is that the
second term in the left hand side of (2.10) vanishes on ∂+Ω only if ue|∂Rn+\∂0Ω = 0. Namely, we
have the following
Proposition 2.15. Let ue be as in Proposition 2.14. Then we have
2xn
sn
∫
∂Rn+\∂0Ω
ue(y)
|x − y|n dσy = 0, ∀x ∈ ∂+Ω (2.14)
if and only if
ue|∂Rn+\∂0Ω = 0 . (2.15)
Proof. One immediately veriﬁes that (2.15) implies (2.14). To prove that (2.14) implies (2.15),
we denote by U+ the function of x ∈ Rn \ (∂Rn+ \ ∂0Ω) deﬁned by the left hand side of (2.14).
Then, we observe that, by the properties of integral operators with real analytic kernel and no
singularity, U+ is harmonic in Rn \ (∂Rn+ \ ∂0Ω) and vanishes on ∂0Ω. Thus, (2.14) implies that
U+ = 0 on the whole of ∂Ω and by the uniqueness of the solution of the Dirichlet problem we
have that U+ = 0 on Ω. By the identity principle for analytic functions it follows that U+ = 0 on
R
n \ (∂Rn+ \ ∂0Ω) and thus, by (2.13), we have
ue(x) = lim
t→0+
U+(x + ten) = 0 ∀x ∈ ∂Rn+ \ ∂0Ω.

In Remark 2.16 here below we observe that a function ue which satisﬁes the conditions of
Proposition 2.14 actually exists and that the second term in the left hand side of (2.10) cannot be
in general omitted.
Remark 2.16. Let f ∈ C 1,α(∂Ω) with f|∂0Ω = 0 and let u# ∈ C 1,αloc (Rn \Ω) be the unique solution
of the Dirichlet problem in Rn \ Ω with boundary datum f which satisﬁes the decay condition
limx→∞ u#(x) = 0 if n ≥ 3 and such that u# is bounded if n = 2 (i.e., u# is harmonic at ∞). Then
the function ue# ≡ u#|Rn+\Ω satisﬁes the conditions of Proposition 2.14. In addition, ue#|∂Rn+\∂0Ω = 0
only if f = 0, and thus the corresponding second term in the left hand side of (2.10) is 0 only if
f = 0 (cf. Proposition 2.15). The latter fact can be proved by observing that if ue#|∂Rn+\∂0Ω = 0,
then u#|∂Rn+\∂0Ω = 0 and thus u#|∂Rn+ = 0 (because u#|∂0Ω = f|∂0Ω = 0 by our assumptions on f ).
Then, by the decay properties of u# and by the divergence theorem we have∫
R
n−
|∇u#|2 dx = lim
R→∞
(∫
∂B(0,R)∩Rn−
un∂B(0,R) · ∇u dσ +
∫
∂Rn+∩B(0,R)
u ∂xnu dσ
)
= 0 .
It follows that u#|Rn− = 0, which in turn implies that u# = 0 by the identity principle of real analytic
functions. Hence f = u#|∂Ω = 0.
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2.4. Extending functions from C k,α(∂+Ω) to C k,α(∂Ω)
We will need to pass from functions deﬁned on ∂+Ω to functions deﬁned on ∂Ω, and vicev-
ersa. The restriction operator from C k,α(∂Ω) to C k,α(∂+Ω) is linear and continuous for k = 0, 1.
On the other hand, we have the following extension result.
Lemma 2.17. There exist linear and continuous extension operators Ek,α from C k,α(∂+Ω) to
C k,α(∂Ω), for k = 0, 1.
A proof can be eﬀected by arguing as in Troianiello [34, proof of Lem. 1.5, p. 16] and by
exploiting condition (H3). We observe that as a consequence of Lemma 2.17 we can identify
C 0,α+ (∂Ω) and C 0,α(∂+Ω).
3. Asymptotic behavior of uε in dimension n ≥ 3
In this section, we investigate the asymptotic behavior of the solution of problem (1.2) as
ε → 0. In the whole Section 3, the dimension n is assumed to be greater than or equal to 3.
Namely,
n ∈ N \ {0, 1, 2} .
Our strategy is here to reformulate the problem as an equation L[ε,μ] = 0 where L is a real
analytic function and to use the implicit function theorem.
3.1. Deﬁning the operator L
Let ε ∈]0, εad[. We start from the Green-like representation formula of Lemma 2.8. By
applying it to the solution uε of (1.2), we can write:
uε =wiG[∂Ωε, uε|∂Ωε ] − viG[∂Ωε,nΩε · ∇uε|∂Ωε ]
=wiG[∂Ω, g
o] − weG
[
∂ωε, gi
( · − ε1p
ε1ε2
)] − viG[∂Ω,nΩ · ∇uε|∂Ω] + veG[∂ωε,nωε · ∇uε|∂ωε ] .
By adding and subtracting viG[∂Ω,nΩ · ∇u0|∂Ω] we get
uε =wiG[∂Ω, g
o] − viG[∂Ω,nΩ · ∇u0|∂Ω] − weG
[
∂ωε, gi
( · − ε1p
ε1ε2
)]
− viG[∂Ω,nΩ · ∇uε|∂Ω − nΩ · ∇u0|∂Ω] + veG[∂ωε,nωε · ∇uε|∂ωε ] .
(3.1)
Then we note that
u0 = wiG[∂Ω, g
o] − viG[∂Ω,nΩ · ∇u0|∂Ω]
and we think to the functions
nΩ · ∇uε|∂Ω − nΩ · ∇u0|∂Ω , nωε · ∇uε|∂ωε
as to unknown densities which have to be determined in order to solve problem (1.2). Accord-
ingly, inspired by (3.1) and by the rule of change of variables in integrals, we look for a solution
of problem (1.2) in the form
u0(x) − εn−11 εn−12
∫
∂ω
nω(Y) · (∇yG)(x, ε1p + ε1ε2Y)gi(Y) dσY −
∫
∂+Ω
G(x, y)μ1(y) dσy
+ εn−21 ε
n−2
2
∫
∂ω
G(x, ε1p + ε1ε2Y)μ2(Y) dσY , x ∈ Ωε,
(3.2)
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where the pair (μ1, μ2) ∈ C 0,α+ (∂Ω) × C 0,α(∂ω) has to be determined. We set μ ≡ (μ1, μ2) and
B1 ≡ C 0,α+ (∂Ω)×C 0,α(∂ω). Since the function in (3.2) is harmonic in Ωε for all μ ∈ B1, we just
need to choose μ ∈ B1 such that the boundary conditions are satisﬁed. By the jump properties
of the layer potentials derived by G, this is equivalent to ask that μ ∈ B1 solves
L[ε,μ] = 0, (3.3)
where L[ε,μ] ≡ (L1[ε,μ],L2[ε,μ]) is deﬁned by
L1[ε,μ](x) ≡ vG[∂Ω, μ1](x)
− εn−21 εn−22
∫
∂ω
G(x, ε1p + ε1ε2Y) μ2(Y) dσY
+ εn−11 ε
n−1
2
∫
∂ω
nω(Y) · (∇yG)(x, ε1p + ε1ε2Y) gi(Y) dσY ∀x ∈ ∂+Ω ,
L2[ε,μ](X) ≡ vS n [∂ω, μ2](X) − εn−22
∫
∂ω
S n(−2pnen + ε2(ς(X) − Y)) μ2(Y) dσY
−
∫
∂+Ω
G(ε1p + ε1ε2X, y) μ1(y) dσy
− εn−12
∫
∂ω
nω(Y) · ∇S n(−2pnen + ε2(ς(X) − Y)) gi(Y) dσY
+ U0(ε1p + ε1ε2X) − wSn [∂ω, gi](X) −
gi(X)
2
∀X ∈ ∂ω ,
with pn as in (1.1) (note that pn > 0 by the membership of p in Rn+) and U0 as in Proposition 1.1.
3.2. Real analyticity of the operator L
By the equivalence of the boundary value problem (1.2) and the functional equation (3.3),
we can deduce results for the map ε → uε by studying the dependence of μ upon ε in (3.3). To
do so, we plan to apply the implicit function theorem for real analytic maps and, as a ﬁrst step,
we wish to prove that the operator L is real analytic.
Proposition 3.1 (Real analyticity of L). The map
] − εad, εad[ ×B1 → V 1,α(∂+Ω) × C 1,α(∂ω)
(ε,μ) → L[ε,μ]
is real analytic.
Proof. We split the proof component by component.
Study of L1. Here we prove that L1 is real analytic from ] − εad, εad[ ×B1 to V 1,α(∂+Ω).
First step: the range of L1 is a subset of V 1,α(∂+Ω). Let Ue[ε,μ] denote the function from
R
n
+ \Ω to R deﬁned by
Ue[ε,μ](x) ≡ veG[∂Ω, μ1](x)
− εn−21 εn−22
∫
∂ω
G(x, ε1p + ε1ε2Y) μ2(Y) dσY
+ εn−11 ε
n−1
2
∫
∂ω
nω(Y) · (∇yG)(x, ε1p + ε1ε2Y) gi(Y) dσY .
24
Then, by the properties of the (Green) single layer potential and by the properties of integral
operators with real analytic kernel and no singularity one veriﬁes that Ue[ε,μ] ∈ C 1,αloc (Rn+ \Ω).
In addition, one has ⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
ΔUe[ε,μ] = 0 in Rn+ \Ω,
Ue[ε,μ] = 0 on ∂Rn+ \ ∂0Ω,
limx→∞ Ue[ε,μ](x) = 0,
limx→∞ x|x| · ∇Ue[ε,μ](x) = 0
ThusUe[ε,μ] satisﬁes the conditions of Proposition 2.12. Accordingly, we conclude that L1[ε,μ] =
Ue[ε,μ]|∂+Ω belongs to V 1,α(∂+Ω).
Second step: L1 is real analytic. We decompose L1 and study each part separately.
• By the deﬁnition of V 1,α(∂+Ω) in Proposition 2.11, one readily veriﬁes that the map μ1 →
vG[∂Ω, μ1]|∂+Ω is linear and continuous from C
0,α
+ (∂Ω) to V 1,α(∂+Ω) and therefore real
analytic.
• We now consider the map which takes (ε, μ2) to the function f[ε, μ2](x) of x ∈ ∂+Ω deﬁned
by
f[ε, μ2](x) ≡
∫
∂ω
G(x, ε1p + ε1ε2Y) μ2(Y) dσY ∀x ∈ ∂+Ω.
We wish to prove that f is real analytic from ] − εad, εad[ × C 0,α(∂Ω) to V 1,α(∂+Ω) by
showing that there is a real analytic function
φ : ] − εad, εad[ × C 0,α(∂Ω)→ C 0,α+ (∂Ω)
such that
f[ε, μ2] = vG[∂Ω, φ[ε, μ2]]|∂+Ω (3.4)
for all (ε, μ2) ∈ ] − εad, εad[ × C 0,α(∂Ω). Then the real analyticity of f follows by the
deﬁnition of V 1,α(∂+Ω) in Proposition 2.11.
We will obtain φ as the sum of two real analytic terms. To ﬁnd the ﬁrst one we observe
that, by the properties of integral operators with real analytic kernel and no singularity,
the map (ε, μ2) → f[ε, μ2] is real analytic from ] − εad, εad[ × C 0,α(∂ω) to C 1,α(∂+Ω) (see
Lanza de Cristoforis and Musolino [26, Prop. 4.1 (ii)]). Then, by the extension Lemma
2.17, we deduce that the composed map
] − εad, εad[ × C 0,α(∂Ω) → C 1,α(∂Ω)
(ε, μ2) → E1,α ◦ f[ε, μ2]
is real analytic. Let now ui[ε, μ2] denote the unique solution of the Dirichlet problem for
the Laplace equation in Ω with boundary datum E1,α ◦ f[ε, μ2]. As is well-known, the map
from C 1,α(∂Ω) to C 1,α(Ω) which takes a function ψ to the unique solution of the Dirichlet
problem for the Laplace equation in Ω with boundary datum ψ is linear and continuous. It
follows that the map from ] − εad, εad[×C 0,α(∂ω) to C 1,α(Ω) which takes (ε, μ2) to ui[ε, μ2]
is real analytic. Thus the map
] − εad, εad[ × C 0,α(∂ω) → C 0,α+ (∂Ω)
(ε, μ2) → nΩ · ∇ui[ε, μ2]|∂Ω (3.5)
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is real analytic.
The function in (3.5) is the ﬁrst term in the sum that gives φ. To obtain the second term we
deﬁne
ue[ε, μ2](x) ≡
∫
∂ω
G(x, ε1p + ε1ε2Y) μ2(Y) dσY , ∀x ∈ Rn+ \Ω .
Then, by standard properties of integral operators with real analytic kernels and no sin-
gularity one veriﬁes that the map from ] − εad, εad[ × C 0,α(∂ω) to C 0,α(∂+Ω) which takes
(ε, μ2) to
nΩ · ∇ue[ε, μ2](x) = nΩ(x) ·
∫
∂ω
∇xG(x, ε1p + ε1ε2Y) μ2(Y) dσY ∀x ∈ ∂+Ω
is real analytic (see Lanza de Cristoforis and Musolino [26, Prop. 4.1 (ii)]). Thus, by the
extension Lemma 2.17, we can show that the map
] − εad, εad[ × C 0,α(∂ω) → C 0,α+ (∂Ω)
(ε, μ2) → nΩ · ∇ue[ε, μ2]|∂Ω (3.6)
is real analytic.
We are now ready to show that φ is given by the diﬀerence of the function in (3.6) and
the one in (3.5). To do so, we begin by observing that ui[ε, μ2]|∂+Ω = f[ε, μ2]. Then, by
Lemma 2.8 we have
0 = wG[∂+Ω, f[ε, μ2]](x) − vG[∂+Ω,nΩ · ∇ui[ε, μ2]|∂+Ω](x) (3.7)
for all x ∈ Rn+ \ Ω. Moreover, the function ue[ε, μ2] belongs to C 1,αloc (Rn+ \Ω) and one
veriﬁes that ⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
Δue[ε, μ2] = 0 in Rn+ \Ω,
ue[ε, μ2](x) = 0 on ∂Rn+ \ ∂0Ω,
limx→∞ ue[ε, μ2](x) = 0 ,
limx→∞ x|x| · ∇ue[ε, μ2](x) = 0
(3.8)
(see Lemma A.2). In addition, by the deﬁnitions of f[ε, μ2] and ue[ε, μ2] one sees that
ue[ε, μ2]|∂+Ω = f[ε, μ2] . (3.9)
Then by (3.8) and by Lemma 2.13 we deduce that
ue[ε, μ2](x) = −wG[∂+Ω, f[ε, μ2]](x) + vG[∂+Ω,nΩ · ∇ue[ε, μ2]|∂+Ω](x) (3.10)
for all x ∈ Rn+ \Ω. Now, taking the sum of (3.7) with (3.10) we obtain
ue[ε, μ2](x) = vG[∂+Ω,nΩ · ∇ue[ε, μ2]|∂+Ω](x) − vG[∂+Ω,nΩ · ∇ui[ε, μ2]|∂+Ω](x)
for all x ∈ Rn+ \ Ω. Then, by (3.9) and by the continuity properties of the (Green) single
layer potential in Rn we get
f[ε, μ2](x) = vG[∂+Ω,nΩ · ∇ue[ε, μ2]|∂+Ω](x) − vG[∂+Ω,nΩ · ∇ui[ε, μ2]|∂+Ω](x)
for all x ∈ ∂+Ω. Hence, (3.4) holds with
φ[ε, μ2] = nΩ · ∇ue[ε, μ2]|∂+Ω − nΩ · ∇ui[ε, μ2]|∂+Ω .
To show that L1 is real analytic it remains to observe that, since the maps in (3.5) and (3.6)
are both real analytic, φ is real analytic from ] − εad, εad[ × C 0,α(∂Ω) to C 0,α+ (∂Ω).
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• Finally, we have to consider the function which takes ε to the function g[ε] deﬁned on ∂+Ω
by
g[ε](x) ≡
∫
∂ω
nω(Y) · (∇yG)(x, ε1p + ε1ε2Y) gi(Y) dσY ∀x ∈ ∂+Ω .
By arguing as we have done above for f[ε, μ2], we can verify that the map ε → g[ε] is real
analytic from ] − εad, εad[ to V 1,α(∂+Ω) .
This proves the analyticity of L1.
Study of L2. The analyticity of L2 from ] − εad, εad[ ×B1 to C 1,α(∂ω) is a consequence of:
• The real analyticity of U0 (see also assumption (1.6));
• The mapping properties of the single layer potential (see Lanza de Cristoforis and Rossi
[27, Thm. 3.1] and Miranda [32]) and of the integral operators with real analytic kernels
and no singularity (see Lanza de Cristoforis and Musolino [26, Prop. 4.1 (ii)]).

3.3. Functional analytic representation theorems
To investigate problem (1.2) for ε close to 0, we consider in the following Proposition 3.2 the
equation in (3.3) for ε = 0.
Proposition 3.2. There exists a unique pair of functions μ∗ ≡ (μ∗1, μ∗2) ∈ B1 such that
L[0,μ∗] = 0,
and we have
μ∗1 = 0 and vS n [∂ω, μ
∗
2]|∂ω = −go(0) + wSn [∂ω, gi]|∂ω +
gi
2
.
Proof. First of all, we observe that for all μ ∈ B1, we have⎧⎪⎪⎨⎪⎪⎩L1[0,μ](x) = vG[∂Ω, μ1](x), ∀x ∈ ∂+Ω ,L2[0,μ](X) = vS n [∂ω, μ2](X) + go(0) − wSn [∂ω, gi](X) − gi(X)2 , ∀X ∈ ∂ω .
By Proposition 2.10, the unique function in C 0,α+ (∂Ω) such that vG[∂Ω, μ1] = 0 on ∂+Ω is μ1 = 0.
On the other hand, by classical potential theory and Lemma 2.5, there exists a unique function
μ2 ∈ C 0,α(∂ω) such that
vS n [∂ω, μ2](X) = −go(0) + wSn [∂ω, gi](X) +
gi(X)
2
∀X ∈ ∂ω.
The validity of the proposition is proved. 
We are now ready to study the dependence of the solution of (3.3) upon ε. Indeed, by
exploiting the implicit function theorem for real analytic maps (see Deimling [17, Thm. 15.3])
one proves the following.
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Theorem 3.3. There exist 0 < ε∗ < εad, an open neighborhood U∗ of μ∗ ∈ B1 and a real
analytic map M ≡ (M1,M2) from ] − ε∗, ε∗[ toU∗ such that the set of zeros of L in ] − ε∗, ε∗[×U∗
coincides with the graph of M.
Proof. The partial diﬀerential of L with respect to μ evaluated at (0,μ∗) is delivered by
∂μL1[0,μ∗](μ¯) = vG[∂Ω, μ¯1]|∂+Ω ,
∂μL2[0,μ∗](μ¯) = vS n [∂ω, μ¯2]|∂ω ,
for all μ¯ ∈ B1. Then by Proposition 2.11 and by the properties of the (classical) single layer
potential (cf. Lemma 2.5) we deduce that ∂μL[0,μ∗] is an isomorphism from B1 to V 1,α(∂+Ω)×
C 1,α(∂ω). Then the theorem follows by the implicit function theorem (see [17, Thm. 15.3]) and
by Proposition 3.1. 
3.3.1. Macroscopic behavior
In the following remark, we exploit the maps M1 and M2 of Theorem 3.3 in the representation
of the solution uε.
Remark 3.4 (Representation formula in the macroscopic variable). Let the assumptions of The-
orem 3.3 hold. Then
uε(x) =u0(x) − εn−11 εn−12
∫
∂ω
nω(Y) · (∇yG)(x, ε1p + ε1ε2Y)gi(Y) dσY
−
∫
∂+Ω
G(x, y)M1[ε](y) dσy
+ εn−21 ε
n−2
2
∫
∂ω
G(x, ε1p + ε1ε2Y)M2[ε](Y) dσY ∀x ∈ Ωε,
for all ε ∈ ]0, ε∗[.
As a consequence of Remark 3.4 one can prove that for all ﬁxed x ∈ Ω the function uε(x) can
be written in terms of a convergent power series of ε for ε1 and ε2 positive and small. If Ω′ is
an open subset of Ω such that 0  Ω′, then a similar result holds for the restriction uε |Ω′ , which
describes the ‘macroscopic’ behavior of uε far from the hole. Namely, we are now ready to prove
Theorem 1.2.
Proof of Theorem 1.2. Let ε∗ be as in Theorem 3.3. We take ε′ ∈ ]0, ε∗[ small enough so that
ωε ∩Ω′ = ∅ for all ε ∈ ] − ε′, ε′[. Then we deﬁne
UΩ′ [ε](x) ≡ u0(x) − εn−11 εn−12
∫
∂ω
nω(Y) · (∇yG)(x, ε1p + ε1ε2Y)gi(Y) dσY
−
∫
∂+Ω
G(x, y)M1[ε](y) dσy
+ εn−21 ε
n−2
2
∫
∂ω
G(x, ε1p + ε1ε2Y)M2[ε](Y) dσY,
for all x ∈ Ω′ and for all ε ∈ ] − ε′, ε′[. Then, by Theorem 3.3 and by a standard argument
(see the study of L2 in the proof of Proposition 3.1) one deduces that UΩ′ is real analytic from
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] − ε′, ε′[ to C 1,α(Ω′). The validity of (1.7) follows by Remark 3.4 and the validity of (1.8) can
be deduced by Proposition 3.2, by Theorem 3.3, and by a straightforward computation. 
3.3.2. Microscopic behavior
By Remark 3.4 and by the rule of change of variable in integrals we obtain here below a
representation of the solution uε in proximity of the perforation.
Remark 3.5 (Representation formula in the microscopic variable). Let the assumptions of The-
orem 3.3 hold. Then
uε(ε1p + ε1ε2X) = u0(ε1p + ε1ε2X) − weS n [∂ω, gi](X)
− εn−12
∫
∂ω
nω(Y) · ∇S n(−2pnen + ε2(ς(X) − Y)) gi(Y) dσY
−
∫
∂+Ω
G(ε1p + ε1ε2X, y)M1[ε](y) dσy
+ vS n [∂ω,M2[ε]](X) − εn−22
∫
∂ω
S n(−2pnen + ε2(ς(X) − Y))M2[ε](Y) dσY
for all X ∈ Rn \ ω and all ε = (ε1, ε2) ∈ ]0, ε∗[ such that ε1p + ε1ε2X ∈ Ωε.
Then we can prove the following theorem, where we characterize the ‘microscopic’ behavior
of uε close to hole, i.e. uε(ε1p + ε1ε2 · ) as ε→ 0.
Theorem 3.6. Let the assumptions of Theorem 3.3 hold. Let ω′ be an open bounded subset of
R
n \ ω. Let ε′′ be such that 0 < ε′′ < ε∗ and (ε1p + ε1ε2ω′) ⊆ B(0, r1) for all ε ∈ ] − ε′′, ε′′[.
Then there exists a real analytic map Vω′ from ] − ε′′, ε′′[ to C 1,α(ω′) such that
uε(ε1p + ε1ε2 · )|ω′ = Vω′ [ε] ∀ε ∈ ]0, ε′′[ . (3.11)
Moreover we have
Vω′ [0] = v0|ω′ (3.12)
where v0 ∈ C 1,αloc (Rn \ ω) is the unique solution of⎧⎪⎪⎪⎨⎪⎪⎪⎩
Δv0 = 0 in Rn \ ω ,
v0 = gi on ∂ω
limX→∞ v0(X) = go(0) .
Proof. We deﬁne
Vω′ [ε](X) ≡ U0(ε1p + ε1ε2X) − weS n [∂ω, gi](X)
− εn−12
∫
∂ω
nω(Y) · ∇S n(−2pnen + ε2(ς(X) − Y)) gi(Y) dσY
−
∫
∂+Ω
G(ε1p + ε1ε2X, y)M1[ε](y) dσy
+ vS n [∂ω,M2[ε]](X) − εn−22
∫
∂ω
S n(−2pnen + ε2(ς(X) − Y))M2[ε](Y) dσY
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for all X ∈ ω′ and for all ε ∈ ] − ε′′, ε′′[. Then, by Proposition 1.1, by Theorem 3.3, and by a
standard argument (see the study of L2 in the proof of Proposition 3.1) one deduces that Vω′ is
real analytic from ] − ε′′, ε′′[ to C 1,α(ω′). The validity of (3.11) follows by Remark 3.5. By a
straightforward computation and by Proposition 3.2 one veriﬁes that
Vω′ [0](X) = go(0) − weS n [∂ω, gi](X) + vS n [∂ω,M2[0]](X), (3.13)
for all X ∈ ω′. Then, by Proposition 3.2 and by the jump properties of the double layer potential
we deduce that the right hand side of (3.13) equals gi on ∂ω. Hence, by the decaying properties
at∞ of the single and double layer potentials and by the uniqueness of the solution of the exterior
Dirichlet problem, we deduce the validity of (3.12). 
3.3.3. Energy integral
We now turn to study the behavior of the energy integral
∫
Ωε
|∇uε|2 dx by representing it in
terms of a real analytic function. In Theorem 3.7 here below we consider the case when go = 0.
Theorem 3.7. Let go = 0. Let the assumptions of Theorem 3.3 hold. Then there exist εG ∈ ]0, ε∗[
and a real analytic map G from ] − εG, εG[ to R such that∫
Ωε
|∇uε|2 dx = εn−21 εn−22 G(ε) ∀ε ∈ ]0, εG[ (3.14)
and
G(0) =
∫
Rn\ω
|∇v0|2 dx . (3.15)
Proof. We observe that by the divergence theorem and by (1.2) we have∫
Ωε
|∇uε|2 dx =
∫
∂Ω
uε nΩ · ∇uε dσ −
∫
∂ωε
uε nωε · ∇uε dσ
= −
∫
∂ωε
gi
(x − ε1p
ε1ε2
)
nωε (x) · ∇uε(x) dσx .
(3.16)
Then, we take ω′ as in Theorem 3.6 which in addition satisﬁes the condition ∂ω ⊆ ω′. We set
εG ≡ ε′′ with ε′′ as in Theorem 3.6 and we deﬁne
G(ε) ≡ −
∫
∂ω
gi nω · ∇Vω′ [ε] dσ ∀ε ∈ ] − εG, εG[ .
By Theorem 3.6 and by standard calculus in Banach spaces it follows that G is real analytic
from ] − εG, εG[ to R. By (3.16) and by the rule of change of variable in integrals one shows the
validity of (3.14). Finally, the validity of (3.15) follows by (3.12) and by the divergence theorem.

We now consider the case when go  0. To do so, we need the following technical Lemma
3.8 which can be proved by the properties of integral operators with harmonic kernel (and no
singularity).
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Lemma 3.8. Let O be an open subset ofRn such that O∩(∂+Ω ∪ ς(∂+Ω)) = ∅. Then wG[∂+Ω, ψ]
is harmonic on O for all ψ ∈ C 1,α(∂Ω).
Theorem 3.9. Let the assumptions of Theorem 3.3 hold. Then there exist εE ∈ ]0, ε∗[ and a real
analytic map E from ] − εE, εE[ to R such that∫
Ωε
|∇uε|2 dx = E(ε) ∀ε ∈ ]0, εE[ (3.17)
and
E(0) =
∫
Ω
|∇u0|2 dx . (3.18)
Proof. As in the proof of Theorem 3.7 we begin by noting that, by the divergence theorem and
by (1.2), we have∫
Ωε
|∇uε|2 dx =
∫
∂Ω
go nΩ · ∇uε dσ −
∫
∂ωε
gi
(x − ε1p
ε1ε2
)
nωε (x) · ∇uε(x) dσx (3.19)
for all ε ∈ ]0, εad[. Then, by Remark 3.4 we have∫
∂Ω
go nΩ · ∇uε dσ = I1,ε + εn−11 εn−12 I2,ε + εn−21 εn−22 I3,ε (3.20)
with
I1,ε =
∫
∂Ω
go nΩ · ∇u0 dσ −
∫
∂Ω
go nΩ · ∇vG[∂Ω,M1[ε]] dσx , (3.21)
I2,ε = −
∫
∂Ω
go(x) nΩ(x) · ∇x
∫
∂ω
nω(Y) · (∇yG)(x, ε1p + ε1ε2Y) gi(Y) dσY dσx ,
I3,ε =
∫
∂Ω
go(x) nΩ(x) · ∇x
∫
∂ω
G(x, ε1p + ε1ε2Y)M2[ε](Y) dσY dσx
for all ε ∈ ]0, ε∗[. By the Fubini’s theorem and by (2.1) it follows that
I2,ε = −
∫
∂ω
gi(Y)nω(Y) · ∇y
(∫
∂Ω
go(x) nΩ(x) · ∇x (G(y, x)) dσx
)
y=ε1p+ε1ε2Y
dσY ,
I3,ε =
∫
∂ω
M2[ε](Y)
∫
∂Ω
go(x)nΩ(x) · ∇x (G(ε1p + ε1ε2Y, x)) dσx dσY .
Then, by the deﬁnition of the double layer potential derived by G (cf. Deﬁnition 2.6) and by
(2.2), it follows that
I2,ε = −
∫
∂ω
gi(Y)nω(Y) · ∇wG[∂+Ω, go](ε1p + ε1ε2Y) dσY ,
I3,ε =
∫
∂ω
M2[ε](Y)wG[∂+Ω, go](ε1p + ε1ε2Y) dσY
(3.22)
for all ε ∈ ]0, ε∗[.
Now we choose a speciﬁc domainω′ which satisﬁes the conditions in Theorem 3.6 and which
in addition contains the boundary of ω in its closure, namely such that ∂ω ⊆ ω′. Then, for such
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ω′, we take εE ≡ ε′′ with ε′′ as in Theorem 3.6. By (3.11) and by a change of variable in the
integral, we have∫
∂ωε
gi
(x − ε1p
ε1ε2
)
nωε (x) · ∇uε(x) dσx = εn−21 εn−22
∫
∂ω
gi nω · ∇Vω′ [ε] dσ (3.23)
for all ε ∈ ]0, εE[.
Then we deﬁne
E1(ε) ≡
∫
∂Ω
go nΩ · ∇(u0 − vG[∂+Ω,M1[ε]]) dσ ,
E2(ε) ≡ −
∫
∂ω
gi(Y)nω(Y) · ∇wG[∂+Ω, go](ε1p + ε1ε2Y) dσY ,
E3(ε) ≡
∫
∂ω
M2[ε](Y)wG[∂+Ω, go](ε1p + ε1ε2Y) dσY ,
E4(ε) ≡ −
∫
∂ω
gi nω · ∇Vω′ [ε] dσ
and
E(ε) ≡ E1(ε) + εn−11 εn−12 E2(ε) + εn−21 εn−22 E3(ε) + εn−21 εn−22 E4(ε) (3.24)
for all ε ∈]−εE, εE[. Now the validity (3.17) follows by (3.19)–(3.24). In addition, by Theorems
3.3 and 3.6, by Lemma 3.8, and by a standard argument (see in the proof of Proposition 3.1 the
study of L2), we can prove that the Ei’s are real analytic from ] − εE, εE[ to R. Hence E is real
analytic from ] − εE, εE[ to R.
To prove (3.18) we observe that by Proposition 3.2 and Theorem 3.3, we have M1[0] = 0.
Thus (3.24) implies that E(0) =
∫
∂Ω
gonΩ · ∇u0 dσ and (3.18) follows by the divergence theorem.

4. Asymptotic behavior of uε in dimension n = 2 for ε close to 0
When studying singular perturbation problems in perforated domains in the plane, it is ex-
pected to see some logarithmic terms in the description of the perturbation. Such logarithmic
terms do not appear in dimension higher than or equal to three and are generated by the speciﬁc
behavior of the fundamental solution upon rescaling. Indeed,
S 2(εX) = S 2(X) +
1
2π
log ε
for all ε > 0, and for the Green’s function G we have
G(ε1p + ε1ε2X, ε1p + ε1ε2Y)
= S 2(X − Y) + 12π log ε1ε2 − S 2(−2p2e2 + ε2(ς(X) − Y)) −
1
2π
log ε1 , (4.1)
for all ε = (ε1, ε2) ∈ R2+. To handle the logarithimic terms, we need a representation formula for
harmonic functions in Ωε which is diﬀerent from the one that we have exploited in the case of
dimension ≥ 3.
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First of all we note that, if ε ∈ ]0, εad[, then the sets Ωε and ωε satisfy the same assumption
(H1), (H2), and (H3) as Ω. Accordingly, we can apply the results of Subsection 2.3 with Ω
replaced by Ωε or ωε.
In that spirit, we denote by vG[∂ωε, 1] the single layer potential with density function identi-
cally equal to 1 on ∂ωε:
vG[∂ωε, 1](x) ≡
∫
∂ωε
G(x, y) dσy, ∀x ∈ R2 .
We set Bε ≡ C 0,α+ (∂Ω) × C 0,α# (∂ωε) (cf. Deﬁnitions 2.2 and 2.9). Then we have the following
proposition.
Proposition 4.1. Let ε ∈ ]0, εad[ and ρ ∈ R \ {0}. Then the map
Bε × R → V 1,α(∂+Ωε)
(φ, ξ) → vG[∂Ω, φ1]|∂+Ωε + vG[∂ωε, φ2]|∂+Ωε + ξ (ρvG[∂ωε, 1]|∂+Ωε )
is an isomorphism.
Proof. We have
vG[∂Ω, φ1]|∂+Ωε + vG[∂ωε, φ2]|∂+Ωε + (ρvG[∂ωε, 1]|∂+Ωε )ξ = vG[∂Ωε, φ]|∂+Ωε
with
φ(x) ≡
{
φ1(x) ∀x ∈ ∂Ω ,
φ2(x) + ρξ ∀x ∈ ∂ωε .
Then the statement follows by the deﬁnition of V 1,α as the image of the single layer potential
derived by G (cf. Proposition 2.11). 
Now, by Proposition 4.1 and by the representation formula stated in Lemma 2.8 we have the
following Proposition 4.2 where we show a suitable way to write a function of C 1,α(∂Ωε) as a
sum of layer potentials derived by G.
Proposition 4.2. Let ε ∈ ]0, εad[. Let f ∈ C 1,α(∂Ωε). Let ρ ∈ R \ {0}. Then there exists a unique
pair (φ, ξ) = ((φ1, φ2), ξ) ∈ Bε × R such that
f = wiG[∂Ωε, f ]|∂Ωε + vG[∂Ω, φ1]|∂Ωε + vG[∂ωε, φ2]|∂Ωε + (ρvG[∂ωε, 1]|∂Ωε )ξ .
4.1. Deﬁning the operatorM
Let ε ∈ ]0, εad[. By the previous Proposition 4.2, we can look for solutions of problem (1.2)
in the form
wiG[∂Ωε, uε|∂Ωε ] + vG[∂Ω, φ1] + vG[∂ωε, φ2] + (ρvG[∂ωε, 1])ξ (4.2)
for a suitable (φ, ξ) ∈ Bε ×R. We split the integral on ∂Ωε as the sum of integrals on ∂Ω and on
∂ωε, we add and subtract viG[∂Ω,nΩ · ∇u0|∂Ω], and we obtain
wiG[∂Ω, g
o] − viG[∂Ω,nΩ · ∇u0|∂Ω] − weG
[
∂ωε, gi
( · − ε1p
ε1ε2
)]
+ vG[∂Ω, φ1 + nΩ · ∇u0|∂Ω] + vG[∂ωε, φ2] + (ρvG[∂ωε, 1])ξ .
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Then we note that
u0 = wiG[∂Ω, g
o] − viG[∂Ω,nΩ · ∇u0|∂Ω] .
By taking ρ = (ε1ε2 log(ε1ε2))−1 and by performing a change of variable in the integrals over
∂ωε, we deduce that the solutions of (1.2) can be written in the form
u0(x) − ε1ε2
∫
∂ω
nω(Y) · (∇yG)(x, ε1p + ε1ε2Y) gi(Y) dσY + vG[∂Ω, μ1](x)
+
∫
∂ω
G(x, ε1p + ε1ε2Y) μ2(Y) dσY +
ξ
log(ε1ε2)
∫
∂ω
G(x, ε1p + ε1ε2Y) dσY, ∀x ∈ Ωε
(4.3)
provided that (μ1, μ2, ξ) ∈ C 0,α+ (∂Ω) × C 0,α# (∂ω) × R is chosen in such a way that the boundary
conditions of (1.2) are satisﬁed.
Now deﬁne B ≡ C 0,α+ (∂Ω) × C 0,α# (∂ω). We can verify that the (extension to Ωε of the)
harmonic function in (4.3) solves problem (1.2) if and only if the pair (μ, ξ) ∈ B × R solves
M[ε, 1log(ε1ε2) ,
log ε1
log(ε1ε2)
,μ, ξ] = 0 , (4.4)
where M[ε, δ,μ, ξ] ≡ (M1[ε, δ,μ, ξ],M2[ε, δ,μ, ξ]) is deﬁned for all (ε, δ,μ, ξ) ∈ ] − εad, εad[ ×
R
2 ×B × R by
M1[ε, δ,μ, ξ](x) ≡ vG[∂Ω, μ1](x)
+
∫
∂ω
G(x, ε1p + ε1ε2Y) μ2(Y) dσY
+ δ1 ξ
∫
∂ω
G(x, ε1p + ε1ε2Y) dσY
− ε1ε2
∫
∂ω
nω(Y) · (∇yG)(x, ε1p + ε1ε2Y) gi(Y) dσY, ∀x ∈ ∂+Ω ,
M2[ε, δ,μ, ξ](X) ≡ vS 2 [∂ω, μ2](X) + ρω(1 − δ2) ξ
−
∫
∂ω
S 2(−2p2e2 + ε2(ς(X) − Y)) μ2(Y) dσY
+ δ1ξ
∫
∂ω
(S 2(X − Y) − S 2(−2p2e2 + ε2(ς(X) − Y))) dσY
+
∫
∂+Ω
G(ε1p + ε1ε2X, y) μ1(y) dσy
− ε2
∫
∂ω
nω(Y) · ∇S 2(−2p2e2 + ε2(ς(X) − Y)) gi(Y) dσY
+ U0(ε1p + ε1ε2X) − wS 2 [∂ω, gi](X) −
gi(X)
2
, ∀X ∈ ∂ω ,
with
ρω ≡ 12π
∫
∂ω
dσ .
Thus, to ﬁnd the solution uε of problem (1.2) it suﬃces to ﬁnd a solution of the system
of integral equations (4.4) and, to study the asymptotic behavior of uε, we are now reduced to
analyze the behavior of the solutions of (4.4).
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We incidentally observe that the dependence of equations (4.4) upon the quotient (1.9) is
generated by the presence of the term (ρvG[∂ωε, 1])ξ in the representation (4.2). Other geometric
settings may lead to diﬀerent integral equations which may not depend on (4.2). For example,
in the toy problem of Subsection 1.1 we don’t have the exterior boundary ∂+Ω and, by Lemma
2.13, we can write the solution as the sum of a double and a single layer potential supported on
∂ωε. As we have mentioned at the end of Subsection 1.3.2, the expression (1.5) of such solution
does not display a dependence on the quotient (1.9).
4.2. Real analyticity of the operatorM
We are going to apply the implicit function theorem for real analytic maps to equation (4.4)
(see Deimling [17, Thm. 15.3]). As a ﬁrst step, we prove thatM deﬁnes a real analytic nonlinear
operator between suitable Banach spaces.
Proposition 4.3 (Real analyticity ofM). The mapM deﬁned by
] − εad, εad[ × R2 ×B × R → V 1,α(∂+Ω) × C 1,α(∂ω)
(ε, δ,μ, ξ) → M[ε, δ,μ, ξ]
is real analytic.
Proof. We split the proof component by component.
Study ofM1. First we prove thatM1 is real analytic.
First step: the range ofM1 is a subset of V 1,α(∂+Ω). Let (ε, δ,μ, ξ) ∈ ] − εad, εad[×R2 ×B ×R.
Let Ue[ε, δ,μ, ξ] denote the function deﬁned by
Ue[ε, δ,μ, ξ](x) ≡ veG[∂Ω, μ1](x)
+
∫
∂ω
G(x, ε1p + ε1ε2Y) μ2(Y) dσY
+ δ1 ξ
∫
∂ω
G(x, ε1p + ε1ε2Y) dσY
− ε1ε2
∫
∂ω
nω(Y) · (∇yG)(x, ε1p + ε1ε2Y) gi(Y) dσY, ∀x ∈ R2+ \Ω .
The function Ue[ε, δ,μ, ξ] belongs to ∈ C 1,αloc (R2+ \Ω) by the properties of the (Green) single layer
potential and by the properties of integral operators with real analytic kernel and no singularity.
In addition, one veriﬁes that⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
ΔUe[ε, δ,μ, ξ] = 0 in R2+ \Ω,
Ue[ε, δ,μ, ξ] = 0 on ∂R2+ \ ∂0Ω,
limx→∞ Ue[ε, δ,μ, ξ](x) = 0,
limx→∞ x|x| · ∇Ue[ε, δ,μ, ξ](x) = 0
(see also Lemma A.2). Then, by the characterization of V 1,α in Proposition 2.12, we conclude
thatM1[ε, δ,μ, ξ] = Ue[ε, δ,μ, ξ]|∂+Ω ∈ V 1,α(∂+Ω).
Second step: M1 is real analytic. We observe that
M1[ε, δ,μ, ξ] = vG[∂Ω, μ1]|∂+Ω + f[ε, δ1, μ2, ξ]
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where
f[ε, δ1, μ2, ξ](x) ≡
∫
∂ω
G(x, ε1p + ε1ε2Y) μ2(Y) dσY
+ δ1 ξ
∫
∂ω
G(x, ε1p + ε1ε2Y) dσY
− ε1ε2
∫
∂ω
nω(Y) · (∇yG)(x, ε1p + ε1ε2Y) gi(Y) dσY, ∀x ∈ ∂+Ω .
Since that the map which takes μ1 to vG[∂Ω, μ1]|∂+Ω is linear and continuous from C
0,α
+ (∂Ω) to
V 1,α(∂+Ω), it is real analytic. Then, to prove thatM1 is real analytic we have to show that the map
which takes (ε, δ1, μ2, ξ) to f[ε, δ1, μ2, ξ](x) is real analytic from ] − εad, εad[ ×R ×C 0,α# (∂ω) ×R
to V 1,α(∂+Ω). To that end, we will show that there is a real analytic map
φ : ] − εad, εad[ × R × C 0,α# (∂ω) × R→ C 0,α+ (∂Ω)
such that
f[ε, δ1, μ2, ξ] = vG[∂Ω, φ[ε, δ1, μ2, ξ]]|∂+Ω (4.5)
for all (ε, δ1, μ2, ξ) ∈ ] − εad, εad[ × R × C 0,α# (∂ω) × R. Then the real analyticity of f will follow
from the deﬁnition of the Banach space V 1,α(∂+Ω) in Proposition 2.11.
We will obtain such map φ as the sum of two real analytic terms. To construct the ﬁrst one,
we begin by observing that f is real analytic from ] − εad, εad[ × R × C 0,α# (∂ω) × R to C 1,α(∂+Ω)
by the properties of integral operators with real analytic kernel and no singularities (see Lanza de
Cristoforis and Musolino [26, Prop. 4.1 (ii)]). Then, by the extension Lemma 2.17, the composed
map
] − εad, εad[ × R × C 0,α# (∂ω) × R → C 1,α(∂Ω)
(ε, δ1, μ2, ξ) → E1,α ◦ f[ε, δ1, μ2, ξ]
is real analytic. Then we denote by ui[ε, δ1, μ2, ξ] the unique solution of the Dirichlet problem
in Ω with boundary datum E1,α ◦ f[ε, δ1, μ2, ξ]. Since the map from C 1,α(∂Ω) to C 1,α(Ω) which
takes a function ψ to the unique solution of the Dirichlet problem in Ω with boundary datum ψ
is linear and continuous, the map from ] − εad, εad[ × R × C 0,α# (∂ω) × R to C 1,α(Ω) which takes
(ε, δ1, μ2, ξ) to ui[ε, δ1, μ2, ξ] is real analytic. In particular we have that
the map ] − εad, εad[ × R × C 0,α# (∂ω) × R → C 0,α+ (∂Ω)
(ε, δ1, μ2, ξ) → nΩ · ∇ui[ε, δ1, μ2, ξ]|∂Ω
is real analytic.
(4.6)
The map in (4.6) will be the ﬁrst term in the sum which gives φ. To obtain the second term,
we begin by taking
ue[ε, δ1, μ2, ξ](x) ≡
∫
∂ω
G(x, ε1p + ε1ε2Y) μ2(Y) dσY
+ δ1 ξ
∫
∂ω
G(x, ε1p + ε1ε2Y) dσY
− ε1ε2
∫
∂ω
nω(Y) · (∇yG)(x, ε1p + ε1ε2Y) gi(Y) dσY, ∀x ∈ R2+ \Ω .
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By standard properties of integral operators with real analytic kernels and no singularity (see
Lanza de Cristoforis and Musolino [26, Prop. 4.1 (ii)]), we have that the map from ] − εad, εad[×
R × C 0,α# (∂ω) × R to C 0,α(∂+Ω) which takes (ε, δ1, μ2, ξ) to
nΩ · ∇ue[ε, δ1, μ2, ξ](x)
= nΩ(x) ·
∫
∂ω
∇xG(x, ε1p + ε1ε2Y) μ2(Y) dσY
+ δ1 ξ nΩ(x) ·
∫
∂ω
∇xG(x, ε1p + ε1ε2Y) dσY
− ε1ε2
2∑
j,k=1
(nΩ(x)) j
∫
∂ω
(nω(Y))k(∂x j∂ykG)(x, ε1p + ε1ε2Y) g
i(Y) dσY, ∀x ∈ ∂+Ω
is real analytic. Since by the extension Lemma 2.17 we can identify C 0,α+ (∂Ω) with C 0,α(∂+Ω),
we deduce that
the map ] − εad, εad[ × R × C 0,α# (∂ω) × R → C 0,α+ (∂Ω)
(ε, δ1, μ2, ξ) → nΩ · ∇ue[ε, δ1, μ2, ξ]|∂Ω
is real analytic. (4.7)
We now show that the maps in (4.6) and (4.7) provide the two terms for the construction of φ.
First, we observe that ui[ε, δ1, μ2, ξ]|∂+Ω = f[ε, δ1, μ2, ξ], and thus by the representation formula
in Lemma 2.8 we have
0 = wG[∂+Ω, f[ε, δ1, μ2, ξ]](x) − vG[∂+Ω,nΩ · ∇ui[ε, δ1, μ2, ξ]|∂+Ω](x) (4.8)
for all x ∈ R2+ \Ω. In addition, one veriﬁes that ue[ε, δ1, μ2, ξ] ∈ C 1,αloc (R2+ \Ω) and that⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
Δue[ε, δ1, μ2, ξ] = 0 in R2+ \Ω,
ue[ε, δ1, μ2, ξ](x) = 0 on ∂R2+ \ ∂0Ω,
limx→∞ ue[ε, δ1, μ2, ξ](x) = 0 ,
limx→∞ x|x| · ∇ue[ε, δ1, μ2, ξ](x) = 0
(4.9)
(see also Lemma A.2). Then, by (4.9), by equality ue[ε, δ1, μ2, ξ]|∂+Ω = f[ε, δ1, μ2, ξ], and by the
exterior representation formula in Lemma 2.13 we have
ue[ε, δ1, μ2, ξ](x) = −wG[∂+Ω, f[ε, δ1, μ2, ξ]](x) + vG[∂+Ω,nΩ · ∇ue[ε, δ1, μ2, ξ]|∂+Ω](x) (4.10)
for all x ∈ R2+ \ Ω. Then, by taking the sum of (4.8) and (4.10) and by the continuity properties
of the (Green) single layer potential we obtain that (4.5) holds with
φ[ε, δ1, μ2, ξ] = nΩ · ∇ue[ε, δ1, μ2, ξ]|∂+Ω − nΩ · ∇ui[ε, δ1, μ2, ξ]|∂+Ω .
In addition, by (4.6) and (4.7), φ is real analytic from ] − εad, εad[×R×C 0,α# (∂ω)×R to C 0,α+ (∂Ω).
The analyticity ofM1 is now proved.
Study ofM2. The analyticity of the mapM2 from ] − εad, εad[ ×R2 ×B ×R to C 1,α(∂ω) can be
proved by arguing as for L2 in the proof of Proposition 3.1. 
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4.3. Functional analytic representation theorems
4.3.1. Analysis of (4.4) via the implicit function theorem
In this subsection, we study equation (4.4) around a singular pair (ε, δ) = (0, (0, λ)), with
λ ∈ [0, 1[. As a ﬁrst step, we investigate equation (4.4) for (ε, δ) = (0, (0, λ)).
Proposition 4.4. Let λ ∈ [0, 1[. There exists a unique (μ∗, ξ∗) ∈ B × R such that
M[0, (0, λ),μ∗, ξ∗] = 0
and we have
μ∗1 = 0
and
vS 2 [∂Ω, μ
∗
2]|∂ω + ρω(1 − λ) ξ∗ = −go(0) + wS 2 [∂ω, gi]|∂ω +
gi
2
.
Proof. First of all, we observe that for all (μ, ξ) ∈ B × R, we have⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
M1[0, (0, λ),μ, ξ](x) = vG[∂Ω, μ1](x), ∀x ∈ ∂+Ω ,
M2[0, (0, λ),μ, ξ](X) = vS 2 [∂ω, μ2](X) + ρω(1 − λ) ξ
+vG[∂Ω, μ1](0) + go(0) − wS 2 [∂ω, gi](X) − g
i(X)
2 , ∀X ∈ ∂ω .
By Proposition 2.11 (ii), the unique function in C 0,α+ (∂Ω) such that vG[∂Ω, μ1] = 0 on ∂+Ω is
μ1 = 0. On the other hand, by classical potential theory, there exists a unique pair (μ2, ξ) ∈
C 0,α# (∂ω) × R such that (cf. Lemma 2.5)
vS 2 [∂ω, μ2](X) + ρω(1 − λ) ξ = −go(0) + wS 2 [∂ω, gi](X) +
gi(X)
2
, ∀X ∈ ∂ω.
Now the validity of the proposition is proved. 
Then, by the implicit function theorem for real analytic maps (see Deimling [17, Thm. 15.3])
we deduce the following theorem.
Theorem 4.5. Let λ ∈ [0, 1[. Let (μ∗, ξ∗) be as in Proposition 4.4. Then there exist ε∗ ∈ ]0, εad[,
an open neighborhoodVλ of (0, λ) in R2, an open neighborhoodU∗ of (μ∗, ξ∗) in B ×R, and a
real analytic map Φ ≡ (Φ1,Φ2,Φ3) from ] − ε∗, ε∗[×Vλ toU∗ such that the set of zeros ofM in
] − ε∗, ε∗[ ×Vλ ×U∗ coincides with the graph of Φ.
Proof. The partial diﬀerential of M with respect to (μ, ξ) evaluated at (0, (0, λ),μ∗, ξ∗) is deliv-
ered by
∂(μ,ξ)M1[0, (0, λ),μ∗, ξ∗](φ, ζ) = vG[∂Ω, φ1]|∂+Ω ,
∂(μ,ξ)M2[0, (0, λ),μ∗, ξ∗](φ, ζ) = vS 2 [∂ω, φ2]|∂ω + ρω(1 − λ) ζ ,
for all (φ, ζ) ∈ B×R. Then by Proposition 2.11 and by the properties of the single layer potential
we deduce that ∂(μ,ξ)M[0, (0, λ),μ∗, ξ∗] is an isomorphism from B ×R to V 1,α(∂+Ω)×C 1,α(∂ω).
Then the theorem follows by the implicit function theorem (see Deimling [17, Thm. 15.3]) and
by Proposition 4.3. 
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4.3.2. Macroscopic behavior
Since log ε1/ log(ε1ε2) has no limit when ε ∈ ]0, εad[ tends to 0, we have to introduce a
speciﬁc curve of parameters ε. Then, we take a function η → ε(η) from ]0, 1[ to ]0, εad[ such that
assumptions (1.10) and (1.11) hold (cf. Theorem 1.3). In the following Remark 4.6, we provide
a convenient representation for the solution uε(η).
Remark 4.6 (Representation formula in the macroscopic variable). Let the assumptions of The-
orem 4.5 hold. Let η → ε(η) be a function from ]0, 1[ to ]0, εad[ such that assumptions (1.10) and
(1.11) hold. Let η → δ(η) be as in (1.12). Then
uε(η)(x) = u0(x) − ε1(η)ε2(η)
∫
∂ω
nω(Y) · (∇yG)(x, ε1(η)p + ε1(η)ε2(η)Y) gi(Y) dσY
+ vG
[
∂Ω,Φ1
[
ε(η), δ(η)
]]
(x)
+
∫
∂ω
G(x, ε1(η)p + ε1(η)ε2(η)Y)Φ2
[
ε(η), δ(η)
]
(Y) dσY
+ δ1(η)Φ3
[
ε(η), δ(η)
] ∫
∂ω
G(x, ε1(η)p + ε1(η)ε2(η)Y) dσY
for all x ∈ Ωε(η) and for all η ∈]0, 1[ such that (ε(η), δ(η)) ∈ ]0, ε∗[ ×Vλ.
As a consequence of this representation formula, uε(η)(x) can be written as a converging
power series of four real variables evaluated at
(
ε(η), δ(η)
)
for η positive and small. A similar
result holds for the restrictions uε(η)|Ω′ to any open subset Ω
′ of Ω such that 0  Ω′. Namely, we
are now in the position to prove Theorem 1.3.
Proof of Theorem 1.3. Let ε∗ andVλ be as in Theorem 4.5. We take ε′ ∈]0, ε∗[ such that (1.14)
holds true. Then, we deﬁne
UΩ′ [ε, δ](x) ≡ u0(x) − ε1ε2
∫
∂ω
nω(Y) · (∇yG)(x, ε1p + ε1ε2Y) gi(Y) dσY
+ vG[∂Ω,Φ1[ε, δ]](x)
+
∫
∂ω
G(x, ε1p + ε1ε2Y)Φ2[ε, δ](Y) dσY
+ δ1Φ3[ε, δ]
∫
∂ω
G(x, ε1p + ε1ε2Y) dσY
for all x ∈ Ω′ and for all (ε, δ) ∈] − ε′, ε′[×Vλ. By Theorem 4.5 and by a standard argument
(see in the proof of Proposition 3.1 the argument used to study L2), we can show that UΩ′ is
real analytic from ] − ε′, ε′[×Vλ to C 1,α(Ω′). The validity of (1.13) follows by Remark 4.6 and
the validity of (1.15) is deduced by Proposition 4.4, by Theorem 4.5, and by a straightforward
computation. 
4.3.3. Microscopic behavior
We now present a representation formula of the rescaled function uε(η)(ε1(η)p + ε1(η)ε2(η)·).
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Remark 4.7 (Representation formula in the microscopic variable). Let the assumptions of The-
orem 4.5 hold. Let η → ε(η) be a function from ]0, 1[ to ]0, εad[ such that assumptions (1.10) and
(1.11) hold. Let η → δ(η) be as in (1.12). Then
uε(η)(ε1(η)p + ε1(η)ε2(η)X) = u0(ε1(η)p + ε1(η)ε2(η)X) − weS 2 [∂ω, gi](X)
− ε2(η)
∫
∂ω
nω(Y) · ∇S 2
(
−2p2e2 + ε2(η)(ς(X) − Y)
)
gi(Y) dσY
+
∫
∂+Ω
G(ε1(η)p + ε1(η)ε2(η)X, y)Φ1
[
ε(η), δ(η)
]
(y) dσy
+ vS 2
[
∂ω,Φ2
[
ε(η), δ(η)
]]
(X)
−
∫
∂ω
S 2
(
−2p2e2 + ε2(η)(ς(X) − Y)
)
Φ2
[
ε(η), δ(η)
]
(Y) dσY
+ ρω
(
1 − δ2(η))Φ3[ε(η), δ(η)]
+ δ1(η)
∫
∂ω
(
S 2(X − Y) − S 2
(
−2p2e2 + ε2(η)(ς(X) − Y)
))
dσYΦ3
[
ε(η), δ(η)
]
,
for all X ∈ R2 \ ω and for all η ∈]0, 1[ such that (ε(η), δ(η)) ∈ ]0, ε∗[ × Vλ and such that
ε1(η)p + ε1(η)ε2(η)X ∈ Ωε(η).
In the following Theorem 4.8, we show that uε(η)(ε1(η)p + ε1(η)ε2(η) · ) for η close to 0 can
be expressed as a real analytic map evaluated at
(
ε(η), δ(η)
)
.
Theorem 4.8. Let the assumptions of Theorem 4.5 hold. Let ω′ be an open bounded subset of
R
2 \ ω and let ε′′ ∈]0, ε∗[ be such that
(ε1p + ε1ε2ω′) ⊆ B(0, r1) ∀ε ∈] − ε′′, ε′′[ .
Then there is a real analytic map
Vω′ :] − ε′′, ε′′[×Vλ → C 1,α(Ω′)
such that
uε(η)(ε1(η)p + ε1(η)ε2(η) · )|ω′ = Vω′
[
ε(η), δ(η)
]
, ∀η ∈]0, η′′[ . (4.11)
The equality in (4.11) holds for all parametrizations η → ε(η) from ]0, 1[ to ]0, εad[ which satisfy
(1.10) and (1.11). The function η → δ(η) is deﬁned as in (1.12).
At the singular point (0, (0, λ)) we have
Vω′ [0, (0, λ)] = v0|ω′ (4.12)
where v0 ∈ C 1,αloc (R2 \ ω) is the unique solution of (1.17).
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Proof. We deﬁne
Vω′ [ε, δ](X) ≡ U0(ε1p + ε1ε2X) − weS 2 [∂ω, gi](X)
− ε2
∫
∂ω
nω(Y) · ∇S 2(−2p2e2 + ε2(ς(X) − Y)) gi(Y) dσY
+
∫
∂+Ω
G(ε1p + ε1ε2X, y)Φ1[ε, δ](y) dσy
+ vS 2 [∂ω,Φ2[ε, δ]](X)
−
∫
∂ω
S 2(−2p2e2 + ε2(ς(X) − Y))Φ2[ε, δ](Y) dσY
+ ρω(1 − δ2)Φ3[ε, δ]
+ δ1
∫
∂ω
(S 2(X − Y) − S 2(−2p2e2 + ε2(ς(X) − Y))) dσY Φ3[ε, δ]
for all X ∈ ω′ and for all (ε, δ) ∈]−ε′′, ε′′[×Vλ. Then, by Proposition 1.1 and by a standard argu-
ment (see the study of L2 in the proof of Proposition 3.1) we verify that Vω′ is real analytic from
] − ε′′, ε′′[×Vλ to C 1,α(ω′). The validity of (4.11) follows by Remark 4.7. By a straightforward
computation and by Proposition 4.4 one veriﬁes that
Vω′ [0, (0, λ)](X) = go(0) − weS 2 [∂ω, gi](X) + vS 2 [∂ω,Φ2[0, (0, λ)]](X) + ρω(1 − λ)Φ3[0, (0, λ)]
(4.13)
for all X ∈ ω′. Then, we deduce that the right hand side of (4.13) equals gi on ∂ω by Proposition
4.4 and by the jump properties of the double layer potential. Hence, by the decaying properties at
∞ of the single and double layer potentials and by the uniqueness of the solution of the exterior
Dirichlet problem, we deduce the validity of (4.12). 
4.3.4. Energy integral
We turn to consider the behavior of the energy integral
∫
Ωε(η)
∣∣∣∇uε(η)∣∣∣2 dx for η close to 0.
Theorem 4.9. Let the assumptions of Theorem 4.5 hold. Then there exist εE ∈ ]0, ε∗[ and a real
analytic function
E : ] − εE, εE[ ×Vλ → R
such that ∫
Ωε(η)
∣∣∣∇uε(η)∣∣∣2 dx = E(ε(η), δ(η)) , ∀η ∈]0, ηE[ , (4.14)
where the latter equality holds for all functions η → ε(η) from ]0, 1[ to ]0, εad[ which satisfy
(1.10) and (1.11) and with η → δ(η) as in (1.12), and for all ηE ∈]0, 1[ such that(
ε(η), δ(η)
) ∈ ]0, εE[ ×Vλ , ∀η ∈]0, ηE[ .
In addition,
E(0, (0, λ)) =
∫
Ω
|∇u0|2 dx +
∫
R2\ω
|∇v0|2 dx . (4.15)
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Proof. By the divergence theorem and by (1.2) we have∫
Ωε
|∇uε|2 dx =
∫
∂Ω
uε nΩ · ∇uε dσ −
∫
∂ωε
uε nωε · ∇uε dσ
=
∫
∂Ω
go nΩ · ∇uε dσ −
∫
∂ωε
gi
(x − ε1p
ε1ε2
)
nωε (x) · ∇uε(x) dσx
(4.16)
for all ε ∈ ]0, εad[. Then we take a function η → ε(η) from ]0, 1[ to ]0, εad[ and a function
η → δ(η) from ]0, 1[ to R2 which satisfy (1.10) – (1.12). By Remark 4.6 we have∫
∂Ω
go nΩ · ∇uε(η) dσ = I1,η + ε1(η)ε2(η)I2,η + I3,η + δ1(η)I4,η (4.17)
for all η ∈]0, 1[ such that (ε(η), δ(η)) ∈ ]0, ε∗[ ×Vλ, where
I1,η =
∫
∂Ω
go nΩ · ∇u0 dσ +
∫
∂Ω
go nΩ · ∇vG[∂Ω,Φ1[ε(η), δ(η)]] dσ ,
I2,η = −
∫
∂Ω
go(x) nΩ(x) · ∇x
∫
∂ω
nω(Y) · (∇yG)(x, ε1(η)p + ε1(η)ε2(η)Y) gi(Y) dσY dσx ,
I3,η =
∫
∂Ω
go(x) nΩ(x) · ∇x
∫
∂ω
G(x, ε1(η)p + ε1(η)ε2(η)Y)Φ2
[
ε(η), δ(η)
]
(Y) dσY dσx ,
I4,η = Φ3
[
ε(η), δ(η)
] ∫
∂Ω
go(x) nΩ(x) · ∇x
∫
∂ω
G(x, ε1(η)p + ε1(η)ε2(η)Y) dσY dσx .
By the Fubini’s theorem and by (2.1) it follows that
I2,η = −
∫
∂ω
gi(Y)nω(Y) · ∇y
(∫
∂Ω
go(x) nΩ(x) · ∇x (G(y, x)) dσx
)
y=ε1(η)p+ε1(η)ε2(η)Y
dσY ,
I3,η =
∫
∂ω
Φ2
[
ε(η), δ(η)
]
(Y)
∫
∂Ω
go(x)nΩ(x) · ∇x (G(ε1(η)p + ε1(η)ε2(η)Y, x)) dσx dσY ,
I4,η = δ1(η)Φ3
[
ε(η), δ(η)
] ∫
∂ω
∫
∂Ω
go(x) nΩ(x) · (∇x G)(x, ε1(η)p + ε1(η)ε2(η)Y) dσx dσY ,
and, by the deﬁnition of the double layer potential derived by G (cf. Deﬁnition 2.6) and by (2.2),
we deduce that
I2,η = −
∫
∂ω
gi(Y)nω(Y) · ∇wG[∂+Ω, go](ε1(η)p + ε1(η)ε2(η)Y) dσY ,
I3,η =
∫
∂ω
Φ2
[
ε(η), δ(η)
]
(Y)wG[∂+Ω, go](ε1(η)p + ε1(η)ε2(η)Y) dσY ,
I4,η = Φ3
[
ε(η), δ(η)
] ∫
∂ω
wG[∂+Ω, go](ε1(η)p + ε1(η)ε2(η)Y) dσY ,
(4.18)
for all η ∈]0, 1[ such that (ε(η), δ(η)) ∈ ]0, ε∗[ ×Vλ.
Now we choose a speciﬁc domainω′ which satisﬁes the conditions in Theorem 4.8 and which
in addition contains the boundary of ω in its closure, namely such that ∂ω ⊆ ω′. Then, for such
ω′, we take εE ≡ ε′′ with ε′′ as in Theorem 4.8. By (5.3) and by a change of variable in the
integral, we have∫
∂ωε
gi
(x − ε1(η)p
ε1(η)ε2(η)
)
nωε(η) (x) · ∇uε(η)(x) dσx =
∫
∂ω
gi nω · ∇Vω′ [ε(η), δ(η)] dσ, (4.19)
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for all η ∈]0, 1[ such that (ε(η), δ(η)) ∈ ]0, εE[ ×Vλ.
Then we deﬁne
E1(ε, δ) ≡
∫
∂Ω
go nΩ · ∇(u0 + vG[∂+Ω,Φ1[ε, δ]]) dσ ,
E2(ε, δ) ≡ −
∫
∂ω
gi(Y)nω(Y) · ∇wG[∂+Ω, go](ε1p + ε1ε2Y) dσY ,
E3(ε, δ) ≡
∫
∂ω
Φ2[ε, δ](Y)wG[∂+Ω, go](ε1p + ε1ε2Y) dσY ,
E4(ε, δ) ≡ Φ3[ε, δ]
∫
∂ω
wG[∂+Ω, go](ε1p + ε1ε2Y) dσY ,
E5(ε, δ) ≡ −
∫
∂ω
gi nω · ∇Vω′ [ε, δ] dσ
and
E(ε, δ) ≡ E1(ε, δ) + ε1ε2E2(ε, δ) + E3(ε, δ) + δ1E4(ε, δ) + E5(ε, δ) (4.20)
for all (ε, δ) ∈] − εE, εE[×Vλ. Now the validity (4.14) follows by (4.16)–(4.19). In addition, by
Theorems 4.5 and 4.8, by Lemma 3.8 (which holds also for n = 2), and by a standard argument
(see in the proof of Proposition 3.1 the study of L2), we can prove that the Ei’s are real analytic
from ] − εE, εE[×Vλ to R. Hence E is real analytic from ] − εE, εE[×Vλ to R.
To complete the proof we have to verify (4.15). We begin by observing that Φ1[0, (0, λ)] = 0
by Proposition 4.4 and Theorem 4.5. Thus
E1(0, (0, λ)) =
∫
∂Ω
go nΩ · ∇u0 dσ =
∫
Ω
|∇u0|2 dx . (4.21)
By Lemma 2.7, we have wG[∂+Ω, go](0) = go(0). Since Φ2[0, (0, λ)] belongs to C 1,α# (∂ω), we
compute
E3(0, (0, λ)) = go(0)
∫
∂ω
Φ2[0, (0, λ)] dσ = 0 . (4.22)
Then, by (4.12) and by the divergence theorem, we have
E4(0, (0, λ)) = −
∫
∂ω
gi nω · ∇v0 dσ =
∫
R2\ω
|∇v0|2 dx . (4.23)
We conclude by (4.20) – (4.23). 
Finally, in the following Theorem 4.10 we consider the total ﬂux on ∂Ω.
Theorem 4.10. Let the assumptions of Theorem 4.5 hold. Then there exist εF ∈ ]0, ε∗[ and a
real analytic function
F : ] − εF, εF[ ×Vλ → R
such that ∫
∂Ω
nΩ · ∇uε(η) dσ = F(ε(η), δ(η)) , ∀η ∈]0, ηF[
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where the latter equality holds for all functions η → ε(η) from ]0, 1[ to ]0, εad[ which satisfy
(1.10) and (1.11) and with η → δ(η) as in (1.12), and for all ηF ∈]0, 1[ such that(
ε(η), δ(η)
) ∈ ]0, εF[ ×Vλ , ∀η ∈]0, ηF[ . (4.24)
Furthermore,
F(0, (0, λ)) = 0 .
Proof. Let η → ε(η) from ]0, 1[ to ]0, εad[ and η → δ(η) from ]0, 1[ to R2 which satisfy (1.10) –
(1.12). Then by the divergence theorem we have∫
∂Ω
nΩ · ∇uε(η) dσ =
∫
∂ωε
nωε · ∇uε(η) dσ
for all η ∈]0, 1[ such that (ε(η), δ(η)) ∈ ]0, ε∗[ × Vλ. Then we take ω′ which satisﬁes the
conditions in Theorem 4.8 and such that ∂ω ⊆ ω′. Then, for such ω′, we take εF ≡ ε′′ with ε′′
as in Theorem 4.8 and we deduce that∫
∂Ω
nΩ · ∇uε(η) dσ =
∫
∂ω
nω · ∇Vω′ [ε(η), δ(η)] dσ
for all η ∈]0, 1[ such that (ε(η), δ(η)) ∈ ]0, εF[ ×Vλ. Accordingly, we deﬁne
F(ε, δ) ≡
∫
∂ω
nω · ∇Vω′ [ε, δ] dσ , ∀(ε, δ) ∈ ] − εF, εF[ ×Vλ .
Then the equality (4.24) holds true. By Theorem 4.8, one deduces that F is real analytic from
] − εF, εF[ ×Vλ to R. Finally, by (4.12) we have
F(0, (0, λ)) =
∫
∂ω
nω · ∇Vω′ [0, (0, λ)] dσ =
∫
∂ω
nω · ∇v0 dσ
and the latter integral vanishes because v0 is harmonic at inﬁnity (see (1.17)). 
5. Asymptotic behavior of uε in dimension n = 2 for ε1 close to 0 and ε2 = 1
As noticed in the beginning of Section 4, when studying singular perturbation problems in
perforated domains in the two-dimensional plane one would expect to have some logarithmic
terms in the asymptotic formulas. Such logarithmic terms are generated by the speciﬁc behavior
of the fundamental solution upon rescaling (cf. equality (4.1)). However, for our problem there
will be no logarithmic term when ε2 = 1 is ﬁxed and we just consider the dependence upon ε1.
Indeed, for ε2 = 1, we have
S 2(ε1p + ε1ε2X) = S 2(p + X) +
log ε1
2π
and thus
G(ε1p + ε1ε2X, ε1p + ε1ε2Y) = S 2(X − Y) − S 2(−2p2e2 + (ς(X) − Y))
for all ε1 > 0. Accordingly the rescaling of G gives rise to no logarithmic term.
Since we are dealing here with a one parameter problem, we ﬁnd convenient to take ε ≡ ε1,
εad ≡ εad1 , Ωε ≡ Ωε1,1, ωε ≡ ωε1,1, and uε ≡ uε1,1 for all ε ∈] − εad, εad[.
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5.1. Deﬁning the operator N
Let ε ∈] − εad, εad[. By Proposition 4.2 we can look for solutions of problem (1.2) under the
form
wiG[∂Ωε, uε|∂Ωε ] + vG[∂Ω, φ1] + vG[∂ωε, φ2] + vG[∂ωε, 1] ξ
for suitable (φ1, φ2, ξ) ∈ C 0,α+ (∂Ω) × C 0,α# (∂ωε) × R. We split the integral on ∂Ωε as the sum of
integrals on ∂Ω and on ∂ωε, we add and subtract viG[∂Ω,nΩ · ∇u0|∂Ω] to obtain the new form
wiG[∂Ω, g
o] − viG[∂Ω,nΩ · ∇u0|∂Ω] − weG
[
∂ωε, gi
( · − εp
ε
)]
+ vG[∂Ω, φ1 + nΩ · ∇u0|∂Ω] + vG[∂ωε, φ2] + vG[∂ωε, 1] ξ .
Since
u0 = wiG[∂Ω, g
o] − viG[∂Ω,nΩ · ∇u0|∂Ω] ,
we ﬁnally look for solutions of (1.2) in the form
u0(x) − ε
∫
∂ω
nω(Y) · (∇yG)(x, εp + εY) gi(Y) dσY + vG[∂Ω, μ1](x)
+
∫
∂ω
G(x, εp + εY) μ2(Y) dσY + ξ
∫
∂ω
G(x, εp + εY) dσY, ∀x ∈ Ωε
(5.1)
for suitable (μ, ξ) ∈ B × R ensuring that the boundary conditions of (1.2) are satisﬁed (here as
in Section 4 we take B ≡ C 0,α+ (∂Ω) × C 0,α# (∂ω)).
The (extension to Ωε of the) harmonic function in (5.1) solves problem (1.2) if and only if
the pair (μ, ξ) solves
N[ε,μ, ξ] = 0 , (5.2)
with N[ε,μ, ξ] ≡ (N1[ε,μ, ξ],N2[ε,μ, ξ]) deﬁned by
N1[ε,μ, ξ](x) ≡ vG[∂Ω, μ1](x)
+
∫
∂ω
G(x, εp + εY) μ2(s) dσY
+ ξ
∫
∂ω
G(x, εp + εY) dσY
− ε
∫
∂ω
nω(Y) · (∇yG)(x, εp + εY) gi(Y) dσY, ∀x ∈ ∂+Ω ,
N2[ε,μ, ξ](X) ≡ vS 2 [∂ω, μ2](X)
−
∫
∂ω
S 2(−2p2e2 + ς(X) − Y) μ2(Y) dσY
+ ξ
∫
∂ω
(S 2(X − Y) − S 2(−2p2e2 + ς(X) − Y)) dσY
+
∫
∂+Ω
G(εp + εX, y) μ1(y) dσy
−
∫
∂ω
nω(Y) · ∇S 2(−2p2e2 + ς(X) − Y) gi(Y) dσY
+ U0(εp + εX) − wS 2 [∂ω, gi](X) −
gi(X)
2
, ∀X ∈ ∂ω .
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Thus, it suﬃces to ﬁnd a solution of (5.2) to solve problem (1.2). Therefore, we now analyze the
behavior of the solutions of the system of integral equations (5.2).
5.2. Real analyticity of N
In the following Proposition 5.1 we state the real analyticity of N. We omit the proof, which
is a straightforward modiﬁcation of the proof of Propositions 3.1 and 4.3.
Proposition 5.1 (Real analyticity of N). The map
] − ε0, ε0[×B × R → V 1,α(∂+Ω) × C 1,α(∂ω)
(ε,μ, ξ) → N[ε,μ, ξ]
is real analytic.
In the sequel we set
ω˜ ≡ ω ∪ (ς(ω) − 2p2e2) .
Then ω˜ is an open subset ofR2 of classC 1,α with two connected components,ω and ς(ω)−2p2e2,
and with boundary ∂ω˜ consisting of two connected components, ∂ω and ∂ς(ω)−2p2e2. One can
also observe that ω˜ is symmetric with respect to the horizontal axis R × {−p2}. Then, for all
functions φ from ∂ω to R, we denote by φ˜ the extension of φ to ∂ω˜ deﬁned by
φ˜(X) ≡
{
φ(X) if X ∈ ∂ω ,
−φ(ς(X) − 2p2e2) if X ∈ ∂(ς(ω) − 2p2e2) .
In particular, the symbol 1˜ will denote the function from ∂ω˜ to R deﬁned by
1˜(X) ≡
{
1 if X ∈ ∂ω ,
−1 if X ∈ ∂(ς(ω) − 2p2e2) .
If k ∈ N, then we denote by C k,αodd(∂ω˜) the subspace of C k,α(∂ω˜) consisting of the functions ψ
such that ψ(X) = −ψ(ς(X) − 2p2e2) for all X ∈ ∂ω˜. The extensions φ˜ belongs to C k,αodd(∂ω˜) for all
φ ∈ C k,α(∂ω), in particular 1˜ ∈ C k,αodd(∂ω˜). One can also prove that vS 2 [∂ω˜, ψ]|∂ω˜ and wS 2 [∂ω˜, θ]|∂ω˜
belong to C 1,αodd (∂ω˜) for all ψ ∈ C 0,αodd (∂ω˜) and θ ∈ C 1,αodd (∂ω˜).
Then, by classical potential theory we have the following Lemma 5.2.
Lemma 5.2. The map from C 0,α# (∂ω) × R to C 1,αodd (∂ω˜) which takes (μ, ξ) to
vS 2 [∂ω˜, μ˜]|∂ω˜ + ξ vS 2 [∂ω˜, 1˜]|∂ω˜
is an isomorphism.
Proof. By Lemma 2.5 the map which takes (μ, ξ) to vS 2 [∂ω˜, μ]|∂ω˜ + ξ is an isomorphism from
C 0,α# (∂ω˜)×R toC 1,α(∂ω˜). Then the map fromC 0,αodd (∂ω˜) toC 1,αodd (∂ω˜) which takes μ to vS 2 [∂ω˜, μ˜]|∂ω˜
is an isomorphism. One concludes by observing that the map from C 0,α# (∂ω) × R to C 0,αodd (∂ω˜)
which takes (μ, ξ) to μ˜ + ξ 1˜ is an isomorphism. 
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5.3. Functional analytic representation theorems
As an intermediate step in the study of (5.2) around ε = 0, we now analyze equation (5.2) at
the singular value ε = 0.
Proposition 5.3. There exists a unique (μ∗, ξ∗) ∈ B × R such that
N[0,μ∗, ξ∗] = 0
and we have
μ∗1 = 0
and
vS 2 [∂ω˜, μ˜
∗
2](X) + ξ
∗ vS 2 [∂ω˜, 1˜](X) = −go(0)1˜(X) + wS 2 [∂ω˜, g˜i](X) +
g˜i(X)
2
, ∀X ∈ ∂ω˜ .
Proof. First of all, we observe that for all (μ, ξ) ∈ B × R, we have⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
N1[0,μ, ξ](x) = vG[∂Ω, μ1](x), ∀x ∈ ∂+Ω ,
N2[0,μ, ξ](X) = vS 2 [∂ω, μ2](X)
−
∫
∂ω
S 2(−2p2e2 + ς(X) − Y) μ2(Y) dσY
+ξ
∫
∂ω
(S 2(X − Y) − S 2(−2p2e2 + ς(X) − Y)) dσY
−
∫
∂ω
nω(Y) · ∇S 2(−2p2e2 + ς(X) − Y) gi(Y) dσY
+go(0) − wS 2 [∂ω, gi](X) −
gi(X)
2
, ∀X ∈ ∂ω .
By Theorem 2.11 (ii), the unique function in C 0,α+ (∂Ω) such that vG[∂Ω, μ1] = 0 on ∂+Ω is μ1 = 0.
On the other hand, by a change of variable in integrals, one veriﬁes that
N2[0,μ, ξ](X) = vS 2 [∂ω˜, μ˜2](X)+ξ vS 2 [∂ω˜, 1˜](X)+g
o(0)1˜(X)−wS 2 [∂ω˜, g˜i](X)−
gi(X)
2
, ∀X ∈ ∂ω .
Then, by Lemma 5.2, there exists a unique pair (μ2, ξ) ∈ C 0,α# (∂ω) × R such that
vS 2 [∂ω˜, μ˜2](X) + ξ vS 2 [∂ω˜, 1˜](X) = −go(0)1˜(X) + wS 2 [∂ω˜, g˜i](X) +
g˜i(X)
2
, ∀X ∈ ∂ω˜ .
Now the statement is proved. 
The main result of this section is obtained by exploiting the implicit function theorem for real
analytic maps (see Deimling [17, Thm. 15.3]).
Theorem 5.4. Let (μ∗, ξ∗) be as in Proposition 5.3. Then there exist 0 < ε∗ < εad, an open
neighborhoodU∗ of (μ∗, ξ∗) in B ×R, and a real analytic map Ψ ≡ (Ψ1,Ψ2,Ψ3) from ] − ε∗, ε∗[
toU∗ such that the set of zeros of N in ] − ε∗, ε∗[ ×U∗ coincides with the graph of Ψ.
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Proof. The partial diﬀerential of N with respect to (μ, ξ) evaluated at (0,μ∗, ξ∗) is delivered by
∂(μ,ξ)N1[0,μ∗, ξ∗](φ, ζ) = vG[∂Ω, φ1]|∂+Ω ,
∂(μ,ξ)N2[0,μ∗, ξ∗](φ, ζ) = vS 2 [∂ω˜, φ˜2]|∂ω + ζ vS 2 [∂ω˜, 1˜]|∂ω,
for all (φ, ζ) ∈ B × R. Then ∂(μ,ξ)N[0,μ∗, ξ∗] is an isomorphism from B × R to V 1,α(∂+Ω) ×
C 1,α(∂ω) thanks to Proposition 2.11 and Lemma 5.2. The conclusion is reached by the implicit
function theorem (see Deimling [17, Thm. 15.3]) and by Proposition 5.1. 
5.3.1. Macroscopic behavior
We ﬁrst provide a representation of the solution uε.
Remark 5.5 (Representation formula in the macroscopic variable). Let the assumptions of The-
orem 5.4 hold. Then
uε(x) = u0(x) − ε
∫
∂ω
nω(Y) · (∇yG)(x, εp + εY) gi(Y) dσY + vG[∂Ω,Ψ1[ε]](x)
+
∫
∂ω
G(x, εp + εY)Ψ2[ε] dσY + Ψ3[ε]
∫
∂ω
G(x, εp + εY) dσY,
for all x ∈ Ωε and for all ε ∈ ]0, ε∗[.
As a consequence of Remark 5.5, uε(x) can be written in terms of a converging power series
of ε for ε positive and small. A similar result holds for the restrictions uε|Ω′ where Ω
′ is an open
subset of Ω such that 0  Ω′. Namely, we are now in the position to prove Theorem 1.4.
Proof of Theorem 1.4. Let ε∗ be as in Theorem 5.4. Let ε′ ∈]0, ε∗] be such that (1.18) holds
true. We deﬁne
UΩ′ [ε](x) ≡ U0(x) − ε
∫
∂ω
nω(Y) · (∇yG)(x, εp + εY) gi(Y) dσY + vG[∂Ω,Ψ1[ε]](x)
+
∫
∂ω
G(x, εp + εY)Ψ2[ε] dσY + Ψ3[ε]
∫
∂ω
G(x, εp + εY) dσY,
for all x ∈ Ω′ and for all ε ∈]−ε′, ε′[. Then, by Theorem 4.5 and by a standard argument (see the
study of L2 in the proof of Proposition 3.1) one veriﬁes that UΩ′ is real analytic from ]− ε′, ε′[ to
C 1,α(Ω′). The validity of (1.19) follows by Remark 5.5 and the validity of (1.20) can be deduced
by Proposition 5.3, by Theorem 5.4, and by a straightforward computation. 
5.3.2. Microscopic behavior
As we have done in Remarks 3.5 and 4.7 for ε small, we now present a representation formula
of uε(εp + ε ·).
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Remark 5.6 (Representation formula in the microscopic variable). Let the assumptions of The-
orem 5.4 hold. Then
uε(εp + εX) = u0(εp + εX) − weS 2 [∂ω, gi](X) −
∫
∂ω
nω(Y) · ∇S 2(−2p2e2 + ς(X) − Y) gi(Y) dσY
+
∫
∂+Ω
G(εp + εX, y)Ψ1[ε](y) dσy
+ vS 2 [∂ω,Ψ2[ε]](X) −
∫
∂ω
S 2(−2p2e2 + ς(X) − Y)Ψ2[ε] dσY
+ Ψ3[ε]
∫
∂ω
(S 2(X − Y) − S 2(−2p2e2 + ς(X) − Y)) dσY,
for all X ∈ R2 \ ω and for all ε ∈ ]0, ε∗[ such that εp + εX ∈ Ωε.
We now show that uε(εp + ε · ) can be expressed as a real analytic map of ε for ε small.
Theorem 5.7. Let the assumptions of Theorem 5.4 hold. Let ω′ be an open bounded subset of
R
2 \ ω. Let ε′ ∈]0, ε∗[ be such that
(εp + εω′) ⊆ B(0, r1) , ∀ε ∈] − ε′, ε′[ .
Then there exists a real analytic map Vω′ from ] − ε′, ε′[ to C 1,α(Ω′) such that
uε(εp + ε · )|ω′ = Vω′ [ε], ∀ε ∈]0, ε′[ . (5.3)
Moreover we have
Vω′ [0] = v∗|ω′ + g
o(0), (5.4)
where v∗ ∈ C 1,αloc (R2 \ ω˜) is the unique solution of⎧⎪⎪⎪⎨⎪⎪⎪⎩
Δv∗ = 0 in R2 \ ω˜ ,
v∗ = g˜i − g˜o(0) on ∂ω˜ ,
limX→∞ v∗(X) = 0 .
Proof. We deﬁne
Vω′ [ε](X) = U0(εp + εX) − weS 2 [∂ω, gi](X) −
∫
∂ω
nω(Y) · ∇S 2(−2p2e2 + ς(X) − Y) gi(Y) dσY
+
∫
∂+Ω
G(εp + εX, y)Ψ1[ε](y) dσy
+ vS 2 [∂ω,Ψ2[ε]](X) −
∫
∂ω
S 2(−2p2e2 + ς(X) − Y)Ψ2[ε] dσY
+ Ψ3[ε]
∫
∂ω
(S 2(X − Y) − S 2(−2p2e2 + ς(X) − Y)) dσY
for all X ∈ ω′ and for all ε ∈] − ε′, ε′[. Then, one veriﬁes that Vω′ is real analytic from ] − ε′, ε′[
to C 1,α(ω′) by Proposition 1.1, by Theorem 5.4, and by a standard argument (see in the proof of
Proposition 3.1 the argument used to study L2). Relation (5.3) follows by Remark 5.6.
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Now, by a change of variables in the integrals and by Proposition 5.3, one veriﬁes that
Vω′ [0](X) ≡ go(0) − weS 2 [∂ω˜, g˜i](X) + vS 2 [∂ω˜, Ψ˜2[0]](X) + Ψ3[0]vS 2 [∂ω˜, 1˜](X), (5.5)
for all X ∈ ω′. The right hand side of (5.5) equals gi on ∂ω by Proposition 5.3 and by the jump
properties of the double layer potential. Then, the (harmonic) function
v∗(X) ≡ −weS 2 [∂ω˜, g˜i](X) + vS 2 [∂ω˜, Ψ˜2[0]](X) + Ψ3[0]vS 2 [∂ω˜, 1˜](X), ∀X ∈ R2 \ ω˜ (5.6)
equals g˜i− g˜o(0) on ∂ω˜. By the decaying properties at∞ of the single and double layer potentials,
limX→∞ v∗(X) exists and is ﬁnite. Since v∗(X) = −v∗(ς(X) − 2p2e2), limX→∞ v∗(X) = 0. Now,
(5.4) holds by the uniqueness of the solution of the exterior Dirichlet problem. 
Remark 5.8. If we take w∗(X) ≡ v∗(X − p) + go(0) for all X ∈ R2+ \ (p + ω), then
Vω′ [0](X − p) = w∗(X), ∀X ∈ p + ω′
and w∗ is the unique solution in C 1,αloc (R
2
+ \ (p + ω)) of (1.23).
5.3.3. Energy integral
In Theorem 5.9 here below we turn to consider the energy integral
∫
Ωε
|∇uε|2 dx for ε close
to 0.
Theorem 5.9. Let the assumptions of Theorem 5.4 hold. Then there exist 0 < εE < ε∗ and a real
analytic map
E : ] − εE, εE[→ R
such that ∫
Ωε
|∇uε|2 dx = E(ε), ∀ε ∈ ]0, εE[ . (5.7)
Furthermore,
E(0) =
∫
Ω
|∇u0|2 dx + 12
∫
R2\ω˜
|∇v∗|2 dx . (5.8)
Proof. We take ω′ as in Theorem 5.7 which in addition satisﬁes the condition ∂ω ⊆ ω′. Then
we set εE ≡ ε′′ with ε′′ as in Theorem 5.7 and we deﬁne
E1(ε) ≡
∫
∂Ω
go nΩ · ∇(u0 + vG[∂+Ω,Ψ1[ε]]) dσ ,
E2(ε) ≡ −
∫
∂ω
gi(Y)nω(Y) · ∇wG[∂+Ω, go](εp + εY) dσY ,
E3(ε) ≡
∫
∂ω
(Ψ2[ε](Y) + Ψ3[ε]) wG[∂+Ω, go](εp + εY) dσY ,
E4(ε) ≡ −
∫
∂ω
gi nω · ∇Vω′ [ε] dσ
and
E(ε) ≡ E1(ε) + εE2(ε) + E3(ε) + E4(ε), ∀ε ∈ ] − εE, εE[ . (5.9)
50
By Theorems 5.4 and 5.7, by Lemma 3.8, and by a standard argument (see in the proof of
Proposition 3.1 the study of L2), one veriﬁes that the functions Ei’s and E are real analytic from
] − εE, εE[ to R. Using the deﬁnition of wG[∂+Ω, go] and by the Fubini’s theorem, one gets
E2(ε) = −
∫
∂Ω
go(x)nΩ(x) · ∇x
(∫
∂ω
nω(Y) · (∇yG)(x, εp + εY)gi(Y) dσY
)
dσx
and
E3(ε) =
∫
∂Ω
go(x)nΩ(x) · ∇x
(∫
∂ω
G(x, εp + εY)Ψ2[ε](Y) dσY
)
dσx
+
∫
∂Ω
go(x)nΩ(x) · ∇x
(
Ψ3[ε]
∫
∂ω
G(x, εp + εY) dσY
)
dσx
for all ε ∈]0, εE[. Then, (5.7) follows by the divergence theorem, by Remark 5.5, and by Theorem
5.7 (see also the proofs of Theorems 3.9 and 4.9, where an analog argument is presented in full
details).
To prove (5.8), we observe that Ψ1[0] = 0 by Proposition 5.3 and Theorem 5.4. Thus
E1(0) =
∫
∂Ω
go nΩ · ∇u0 dσ =
∫
Ω
|∇u0|2 dx . (5.10)
By Lemma 2.7, wG[∂+Ω, go](0) = go(0). Since Ψ2[0] ∈ C 1,α# (∂ω), we compute
E3(0) = go(0)Ψ3[0]
∫
∂ω
dσ . (5.11)
Then, we have∫
∂ω
nω · ∇v∗ dσ = −
∫
∂ω
nω · ∇weS 2 [∂ω˜, g˜i] dσ +
∫
∂ω
nω · ∇veS 2 [∂ω˜, Ψ˜2[0] + Ψ˜3[0]] dσ
= −
∫
∂ω
nω · ∇wiS 2 [∂ω˜, g˜i] dσ +
∫
∂ω
(
Ψ˜2[0] + Ψ˜3[0]
)
dσ = Ψ3[0]
∫
∂ω
dσ .
where we have used successively (5.6), the jump properties of the (classical) single and double
layer potentials, the divergence theorem, and Ψ2[0] ∈ C 1,α# (∂ω). Using (5.4) and the equality
v∗(X) = −v∗(ς(X) − 2p2e2) which holds for all X ∈ R2 \ ω˜, we have
E4(0) = −
∫
∂ω
(gi − go(0)) nω · ∇v∗ dσ − go(0)
∫
∂ω
nω · ∇v∗ dσ
= −1
2
∫
∂ω˜
v∗ nω˜ · ∇v∗ dσ − go(0)
∫
∂ω
nω · ∇v∗ dσ
=
1
2
∫
R2\ω˜
|∇v∗|2 dx − go(0)Ψ3[0]
∫
∂ω
dσ .
(5.12)
thanks to the divergence theorem. Relation (5.8) follows by (5.9) – (5.12). 
Remark 5.10. If we take w∗ as in Remark 5.8, then
E(0) =
∫
Ω
|∇u0|2 dx +
∫
R
2
+\(p+ω)
|∇w∗|2 dx .
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Finally, we consider in the following Theorem 5.11 the total ﬂux on ∂Ω. The proof of Theo-
rem 5.11 can be deduced by a straightforward modiﬁcation of the proof of Theorem 4.10 and it
is accordingly omitted.
Theorem 5.11. Let the assumptions of Theorem 5.4 hold. Then there exist εF ∈]0, ε∗[ and a real
analytic function
F : ] − εF, εF[→ R
such that ∫
∂Ω
nΩ · ∇uε dσ = F(ε), ∀ε ∈ ]0, εF[ .
Furthermore,
F(0) =
∫
∂ω
nω · ∇v∗ dσ =
∫
p+∂ω
np+ω · ∇w∗ dσ .
6. Conclusions
In this paper, we have studied the asymptotic behavior of the solution to the Dirichlet prob-
lem in a bounded domain in Rn with a small hole that approaches the boundary. We have shown
that this behavior depends on the space dimension n: if n ≥ 3, the solution exhibits real-analytic
dependency on the perturbation parameters; if n = 2, logarithmic behavior may occur. Addition-
ally, in the two-dimensional case we highlight two diﬀerent regimes. In one, the hole approaches
the outer boundary while shrinking at a faster rate; in the other, the shrinking rate and the rate
of approach to the boundary are comparable. For these two diﬀerent regimes, the energy inte-
gral and the total ﬂux on the outer boundary have diﬀerent limiting values. Intuitively, we may
say that when the hole shrinks suﬃciently fast in two-dimensional space, the shrinking eﬀect
dominates the eﬀect of its vicinity to the outer boundary.
The method used for our analysis is based on potential theory constructed with the Dirichlet
Green’s function in the upper half space. Our results allow us to justify the representation of the
solutions and related functionals as convergent power series, which is usually diﬃcult to achieve
with standard asymptotic analysis. We intend to compute such power series expansions in future
publications. To that end, we can exploit the integral representation of the solution and deduce the
coeﬃcients of the series by solving recursive systems of boundary integral equations (as in Dalla
Riva, Musolino, and Rogosin [15]) or we can resort to an approximation method of asymptotic
analysis, such as the multiple scale expansions method (cf. Bonnaillie-Noe¨l, Dambrine, Tordeux,
and Vial [6]), with the advantage that now we just need to identify the terms of the asymptotic ex-
pansion, the convergence being a consequence of the results of the present paper. We also plan to
extend the analysis of perturbation problems in domains with a small hole close to the boundary
to other diﬀerential operators and boundary conditions. We remark that the functional analytic
approach developed in this paper within the framework of Schauder spaces can be extended to a
Sobolev space setting under Lipschitz regularity assumptions on the domains. A ﬁrst step in this
direction has already been completed in Costabel, Dalla Riva, Dauge, and Musolino [10].
Appendix A. Decay properties of the Green’s function and the associated single-layer po-
tential
In the following Lemma A.1 we present a result concerning the Green’s function G which
allows us to study the behavior of vG[∂Ω, φ] at inﬁnity.
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Lemma A.1. Let n ∈ N \ {0, 1}. Let d ≡ 2 supy∈Ω |y|. Then the function
(Rn \ B(0, d)) ×Ω → R
(x, y) → |x|n−1 G(x, y)
is bounded.
Proof. We observe that, for all (x, y) ∈ (Rn \ B(0, d)) ×Ω, we have
|x − y|2 − |ς(x) − y|2 =
n−1∑
j=1
(x j − y j)2 + (xn − yn)2 −
n−1∑
j=1
(x j − y j)2 − (xn + yn)2 = −4xnyn.
Let us ﬁrst consider n = 2. By exploiting the inequality |x| > 2|y|, we calculate that for any
(x, y) ∈ (Rn \ B(0, d)) ×Ω,
|G(x, y)| = 1
2π
∣∣∣log |x − y| − log |ς(x) − y|∣∣∣ = 1
4π
∣∣∣log |x − y|2 − log |ς(x) − y|2∣∣∣
≤ 1
4π
1
min{|x − y|2 , |ς(x) − y|2}
∣∣∣|x − y|2 − |ς(x) − y|2∣∣∣ ≤ 1
π
|x2y2|
min{|x − y|2 , |ς(x) − y|2}
≤ 1
π
|x| |y|
(|x| − |y|)2 =
1
π
|y|
(1 − |y|/|x|)2
1
|x| ≤
4|y|
π
1
|x| ≤
2d
π
1
|x| .
To prove the statement for n ≥ 3 we observe that
|G(x, y)| = 1
(n − 2)sn
∣∣∣|x − y|2−n − |ς(x) − y|2−n∣∣∣
=
1
(n − 2)sn
∣∣∣|x − y|2 − |ς(x) − y|2∣∣∣
|x − y| |ς(x) − y|(|x − y| + |ς(x) − y|)
n−3∑
j=0
|x − y| j+3−n|ς(x) − y|− j ≤ 2
nd
sn
1
|x|n−1
for all (x, y) ∈ (Rn \B(0, d))×Ω. Hence |x|n−1 |G(x, y)| ≤ 2nd/sn for all (x, y) ∈ (Rn \B(0, d))×Ω
and for all n ∈ N \ {0, 1}. 
Then, by Lemma A.1 one readily deduces the validity of the following.
Lemma A.2. Let n ∈ N \ {0, 1}. Let φ ∈ C 0,α(∂Ω). Then the function which takes x ∈ Rn \ (Ω ∪
ς(Ω)) to |x|n−1 vG[∂Ω, φ](x) is bounded. In particular, vG[∂Ω, φ] is harmonic at inﬁnity.
Appendix B. An extension result
In this Appendix we prove Proposition 1.1. We ﬁnd convenient to set B+(0, r) ≡ B(0, r)∩Rn+
and B−(0, r) ≡ B(0, r) \ B+(0, r) for all r > 0. Then, possibly shrinking r0 we can assume
that B+(0, r0) ⊆ Ω. By assumption (H4) and by a standard argument based on the Cauchy-
Kovalevskaya Theorem we shows the validity of the following
Lemma B.1. Let n ∈ N \ {0, 1}. There exist r1 ∈]0, r0] and a function H from B(0, r1) to R such
that ΔH = 0 in B(0, r1) and H|B(0,r1)∩∂0Ω = go|B(0,r1)∩∂0Ω.
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Proof. By the Cauchy-Kovalevskaya Theorem there exists r1 ∈]0, r0], a function H+ fromB+(0, r1)
to R, and a function H− from B−(0, r1) to R, such that
ΔH+ = 0 in B+(0, r1), H+|B(0,r1)∩∂0Ω = g
o
|B(0,r1)∩∂0Ω, and ∂xnH
+
|B(0,r1)∩∂0Ω = 0,
ΔH− = 0 in B−(0, r1), H−|B(0,r1)∩∂0Ω = g
o
|B(0,r1)∩∂0Ω, and ∂xnH
−
|B(0,r1)∩∂0Ω = 0.
We now deﬁne
H(x) ≡
{
H+(x) if x ∈ B+(0, r1) ,
H−(x) if x ∈ B−(0, r1) ,
for all x ∈ B(0, r1). Note that H is well deﬁned and H(x) = go(x) for x ∈ B(0, r1) ∩ ∂0Ω. Then
one observes that∫
B(0,r1)
H Δϕ dx =
∫
B+(0,r1)
H+ Δϕ dx +
∫
B−(0,r1)
H− Δϕ dx
= −
∫
B(0,r1)∩∂0Ω
H+ ∂xnϕ dσ +
∫
B(0,r1)∩∂0Ω
H− ∂xnϕ dσ
+
∫
B(0,r1)∩∂0Ω
(∂xnH
+)ϕ dσ −
∫
B(0,r1)∩∂0Ω
(∂xnH
−)ϕ dσ = 0
for all test functions ϕ ∈ C∞c (B(0, r1)). Hence the lemma is proved. 
We are now ready to prove Proposition 1.1.
Proof of Proposion 1.1. Let H be as in Lemma B.1. Let V+ ≡ u0|B+(0,r1) − H|B+(0,r1). Then we
have ΔV+ = 0 in B+(0, r1) and V+|B(0,r1)∩∂0Ω = 0. Then we deﬁne V
−(x) ≡ −V+(ς(x)) for all
x ∈ B−(0, r1). Then one veriﬁes that ΔV− = 0 in B−(0, r1) and V−|B(0,r1)∩∂0Ω = 0. In addition we
have ∂xnV
+
|B(0,r1)∩∂0Ω
= ∂xnV
−
|B(0,r1)∩∂0Ω
. Then we set
V(x) ≡
{
V+(x) if x ∈ B+(0, r1) ,
V−(x) if x ∈ B−(0, r1) ,
for all x ∈ B(0, r1). Hence we compute∫
B(0,r1)
V Δϕ dx =
∫
B+(0,r1)
V+ Δϕ dx +
∫
B−(0,r1)
V− Δϕ dx
= −
∫
B(0,r1)∩∂0Ω
V+ ∂xnϕ dσ +
∫
B(0,r1)∩∂0Ω
V− ∂xnϕ dσ
+
∫
B(0,r1)∩∂0Ω
(∂xnV
+)ϕ dσ −
∫
B(0,r1)∩∂0Ω
(∂xnV
−)ϕ dσ = 0
for all test functions ϕ ∈ C∞c (B(0, r1)). So that ΔV = 0 in B(0, r1). Finally we take U0 ≡ V + H
and we readily verify that the statement of Proposition 1.1 is veriﬁed (see also Lemma B.1). 
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