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Premessa 
 
Scopo di questo lavoro è quello di sviluppare alla fine un semplice modello basato su 
agenti -agent-based model- col quale analizzare l’emergere ed il persistere di diverse 
convenzioni che governano la contrattazione e lo scambio tra gruppi distinti. 
A tal fine la trattazione è suddivisa nel modo seguente. 
Il Capitolo 1 è dedicato all’economia sociale, ambito di studio nato dalla necessità di 
integrare tra loro discipline come l’economia, la sociologia, la psicologia, le quali, 
tradizionalmente, sono state sviluppate separatamente; ma che, di fatto, studiano diversi 
aspetti dello stesso fenomeno. Qui sono introdotti i concetti di interazione sociale ed 
istituzione o convenzione. Per quanto riguarda quest’ultima, prima di focalizzarci su 
quelle che più specificatamente interesseranno il nostro modello, è presentata una 
panoramica sulla letteratura esistente, che si sofferma, in particolare, sull’approccio 
evolutivo all’emergere delle stesse.   
Molti processi sociali fondamentali sono complessi e non sono scomponibili in modo 
ordinato in sub-processi separati – economico, culturale, demografico – le cui analisi 
distinte possano essere aggregate per fornire, a loro volta, un’analisi adeguata del 
processo sociale come un tutt’uno. A questo proposito, lo sviluppo di modelli basati su 
agenti (ABMs) e la loro simulazione al computer offrono la speranza di riuscire ad 
analizzare congiuntamente le dinamiche derivanti da questi diversi processi. È per 
questo che il Capitolo 2 è dedicato al rapporto tra le scienze sociali e la simulazione. 
Infine, nel Capitolo 3 viene sviluppato il nostro modello. 
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I 
 
 
L’economia sociale 
 
1.1 Introduzione 
 
Un’evidente caratteristica delle scienze sociali, negli ultimi decenni, è rappresentata dal 
dissolversi delle tradizionali barriere tra le discipline, con la nascita di una nuova area di 
ricerca, che possiamo definire dell’economia sociale -social economics-.  
Un tratto peculiare di questa disciplina è quello di unire fini che, tradizionalmente, sono 
stati perseguiti separatamente dalla sociologia ed economia. La prima apporta a 
quest’impresa comune la sua ricca concettualizzazione del ruolo delle influenze sociali 
sulle preferenze e percezioni individuali. La seconda fornisce i mezzi per modellare 
formalmente il comportamento aggregato della società, come risultato di decisioni 
individuali adottate interattivamente. Quest’unione ha comportato, il più delle volte, il 
trasferimento della metodologia economica nelle altre scienze sociali; allo stesso modo, 
comunque, evidenti cambiamenti sono in atto nella stessa economia. Questo sviluppo si 
può spiegare in diversi modi. Prima di tutto, gli interventi pubblici hanno iniziato a 
focalizzarsi su questioni dove le spiegazioni sociali e psicologiche del comportamento 
sembrano essenziali nell’integrare quelle economiche tradizionali. In secondo luogo, i 
progressi metodologici nella teoria economica hanno permesso l’incorporazione di 
concetti più ricchi, che descrivono il comportamento umano, all’interno del formalismo 
col quale economia è condotta. Uno di questi progressi riguarda l’utilizzo di modelli 
basati su agenti. Questi ultimi facilitano la modellizzazione di popolazioni eterogenee di
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attori socioeconomici, permettendo di tener conto della diversità tra gli individui, come 
anche delle interdipendenze dirette tra loro rispetto a quelle mediate dal mercato. 
 
1.2 L’oggetto dell’economia sociale 
 
L’obiettivo di questa disciplina è di indagare una vecchia questione: l’interrelazione 
esistente tra il comportamento dei singoli, da una parte, e della società, o gruppi di 
individui, dall’altra. Essa parte dall’assunzione che le persone siano direttamente 
influenzate dalle scelte e caratteristiche altrui e che ciò genera un feedback tra le scelte 
passate di alcuni, il contesto presente e le scelte future di altri. Il risultante sistema 
dinamico è l’oggetto di studio. Tuttavia modellare le interdipendenze dirette nelle 
decisioni non è, di per sé, nuovo in economia, ad esempio, ciò avviene nella teoria dei 
giochi. A questo proposito, nel Paragrafo 1.3 si evidenzia cosa distingue questo 
approccio da quelli più tradizionali. 
Molte di queste idee hanno degli antecedenti in studi classici sull’interazione sociale. 
Già nei primi anni ’70 Thomas Schelling aveva analizzato le dinamiche all’opera nella 
segregazione razziale. Egli cercò di evidenziare le condizioni sotto le quali le decisioni 
individuali circa il dove vivere, influenzandosi a vicenda, producano dei quartieri 
caratterizzati da segregazione e ciò accada anche quando tutti i soggetti, di per sé, 
preferirebbero vivere in quartieri integrati. In tale sistema quindi il perseguimento del 
proprio interesse personale conduceva ad un risultato sociale subottimale. Modelli come 
questo possono efficacemente spiegare molti fenomeni interessanti, esistono comunque 
dei limiti. Infatti, se li consideriamo seriamente come possibili spiegazioni della 
segregazione negli Stati Uniti, assumere posizioni sociali simmetriche è, effettivamente, 
inappropriato. Esiste un’ovvia asimmetria tra i bianchi, che si trovano 
complessivamente in una miglior situazione economica e sociale ed i neri, che furono 
storicamente schiavi dei primi; ciò comporta che lo status socioeconomico e le 
possibilità di scelta di un nero che vive in un quartiere a maggioranza bianca non siano 
comparabili con quelli, viceversa, di un bianco che abita in un quartiere a maggioranza 
nera. Un pregio di tale modello è, comunque, quello di mostrare come la segregazione 
possa realizzarsi anche quando non ci sono azioni coercitive e finalizzate a ciò. 
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1.3 L’approccio dell’economia sociale 
 
Due elementi fondamentali caratterizzano i modelli elaborati in quest’ambito: 
 
Il rigetto dell’affermazione che ciò che accade fuori dall’equilibrio possa essere 
tranquillamente ignorato; 
Il riconoscimento che non è più sufficiente parlare in termini vaghi di razionalità 
limitata ed ordine spontaneo. 
 
I segni caratteristici dell’approccio seguito comprendono, prima di tutto, una 
modellizzazione esplicita del sistema socioeconomico visto come un insieme di 
individui eterogenei, i quali non interagisco solo attraverso i prezzi generati dal mercato 
ma pure direttamente; i network sociali, i gruppi di pari, i modelli da emulare giocano, 
in questo caso, un ruolo fondamentale nel determinare il comportamento individuale.  
E’ probabile che le interazioni non mediate dal mercato rappresentino la maggior parte 
dell’esperienza umana. Queste sono cruciali nel determinare il comportamento, le 
preferenze e le convinzioni individuali. 
 
Per rendere tale studio concreto bisogna, prima di tutto, rispondere ad alcune domande 
metodologiche. Innanzi tutto, occorre esplicitare quali proprietà aggregate del sistema 
siamo interessati a studiare; secondariamente, dobbiamo mantenere l’individualità dei 
soggetti in ogni istante, cosicché le regole comportamentali si applichino agli individui 
piuttosto che a degli agenti rappresentativi. Terzo, dobbiamo sapere come le persone 
rispondono alle loro convinzioni circa le caratteristiche ed i comportamenti altrui. 
Quarto, bisogna specificare come si formano queste convinzioni. Questo, a sua volta, 
dipenderà dall’abilità degli individui ad apprendere, ragionare e dal processo 
informativo. Infine, dobbiamo permettere l’esistenza di perturbazioni casuali che 
possono essere causate da modifiche nell’ambiente, errori nella trasmissione delle 
informazioni e dall’eterogeneità delle risposte individuali; in generale, questi shock 
casuali rappresentano ciò che esula dalla sfera di spiegazione dei modelli elaborati. 
La combinazione di questi elementi fornisce un sistema dinamico stocastico di cui 
vogliamo indagare le proprietà aggregate. Tipicamente tale sistema avrà un 
comportamento molto complesso, lontano dallo steady-state, in questo senso i modelli 
sociali dinamici hanno un aspetto differente rispetto ai più tradizionali approcci di 
modellizzazione economica. Ma le differenze non finiscono qua, poiché s’insiste nel 
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mantenere l’individualità ed eterogeneità degli agenti nella descrizione del sistema, 
l’ampiezza dello spazio di tutti i possibili stati che lo descrivono può diventare enorme. 
Questo limita la nostra capacità di caratterizzare pienamente il comportamento del 
processo. Tuttavia, l’obiettivo dell’analisi è quello d’identificare le proprietà aggregate 
o di lungo periodo che possono essere rintracciate nonostante l’enormità del sistema. 
Esistono vari metodi analitici per fare ciò, i quali utilizzano strumenti statistici. La 
simulazione al computer integra tale approccio analitico, permettendo lo studio del 
comportamento di questi sistemi nel medio periodo. Un vantaggio fondamentale di 
quest’ultima è rappresentato dalla ricchezza degli ambienti che possono essere, con 
essa, modellati. Una questione irrisolta è comunque quella di legare tali modelli ai dati 
empirici. I vantaggi e gli svantaggi dei modelli basati su agenti saranno più ampiamente 
discussi nel Capitolo 2. 
 
1.4 Quali fenomeni spiegare 
 
L’economia sociale si è occupata di diversi fenomeni, tra i quali troviamo le patologie 
sociali: il crimine, la gravidanza giovanile ecc… Qui il suo contributo alla loro 
comprensione è stata la possibilità di analizzare esplicitamente il ruolo del gruppo nel 
determinare tali comportamenti. Tali patologie sono un esempio di una più vasta 
categoria di fenomeni, in cui la distribuzione delle caratteristiche individuali di una 
popolazione fallisce nello specificare univocamente le caratteristiche del 
comportamento aggregato. Intuitivamente, quando le decisioni individuali dipendono da 
quelle altrui sorge indeterminatezza su cosa la popolazione faccia effettivamente nel suo 
insieme. A sua volta l’indeterminatezza introduce il ruolo della storia, delle 
convenzioni, delle norme sociali, nel comprendere sia i fenomeni socioeconomici di 
breve che di lungo periodo, un ruolo che è tipicamente assente nei modelli economici 
neoclassici. 
Ci sono, tuttavia, argomenti che dovrebbero continuare ad essere esplorati in ambienti 
più semplici (ad esempio il comportamento monopolistico). I modelli basati su agenti 
sembrano particolarmente appropriati per studiare le dinamiche di quei processi che 
coinvolgono un gran numero di agenti dispersi ed eterogenei.  
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1.5 L’interazione sociale 
 
Le interazioni sociali si riferiscono a particolari forme di esternalità, con le quali le 
azioni di un gruppo di riferimento influenzano il comportamento individuale. Il gruppo 
di riferimento dipende dal contesto, solitamente è rappresentato dalla famiglia, i vicini, 
gli amici, il gruppo dei pari. Tali interazioni sociali sono, a volte, chiamate interazioni 
non di mercato, per sottolineare il fatto che non sono regolate dal meccanismo dei 
prezzi. L’azione reciproca può essere sia di tipo locale che globale. Inoltre, mentre si 
mette spesso in evidenza l’interazione sociale positiva, la quale implica che il beneficio 
privato netto nel perseguire una certa azione aumenta se altri fanno altrettanto, quindi si 
ritiene più probabile che altri adottino lo stesso comportamento; esistono pure casi ben 
conosciuti di interazione negativa. Ad esempio, la competizione per accaparrarsi risorse 
scarse è una forma d’interazione globale negativa che opera attraverso il sistema dei 
prezzi, nella misura in cui l’aumento del consumo da parte di un individuo, aumentando 
il prezzo del bene in questione, diminuisce il consumo altrui. A causa di questa forza ci 
si aspetta, generalmente, un’interazione positiva quando non ci sono in gioco risorse 
scarse su cui competere. 
 
1.5.1 Meccanismi che generano interazione sociale 
 
In generale, possiamo classificare i meccanismi che producono interazione sociale in 
quattro categorie principali: interazioni fisiche, legate all’apprendimento, allo stigma ed 
estetiche. 
Un esempio d’interazione sociale fisica si manifesta durante le sommosse, dove, 
maggiore è il numero di rivoltosi, minore è la probabilità di essere arrestati. Queste 
interazioni a loro volta possono essere sia di entità locale che globale, in base al raggio 
d’azione di polizia e rivoltosi. 
Pure le esternalità nelle reti di comunicazione sono un esempio classico d’interazione 
fisica. In questo caso aumenta l’utilità di una tecnologia quanto più essa è diffusa, si 
pensi al telefono o all’e-mail.  
 
Altre interazioni sociali, basate sull’apprendimento, possono realizzarsi se gli individui 
imparano l’uno dall’altro. In Young (1998), le persone apprendono osservando le azioni 
passate e ciò produce convergenza verso gli equilibri di Nash. L’avere vicino soggetti 
che adottano una certa azione, rende più facile impararla. Tale meccanismo può 
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significare venir a conoscenza che una certa tecnologia esiste, imparare ad utilizzarla o 
ancora conoscerne i benefici. Anche qui, l’interazione può essere locale o globale. 
Young definisce il rinforzo positivo, col quale l’adozione di un comportamento diviene 
tanto più probabile, quanto più esso è posto in essere dagli altri, “effetto conformità”. 
Quest’autore, introducendo il concetto di conformità, definisce una diversa 
classificazione, distinguendo tra: conformità pura o imitativa (casi in cui le persone 
desiderano semplicemente essere uguali agli altri), conformità strumentale (qui essa 
facilità una qualche forma di coordinamento; ad esempio le persone usano le parole con 
il loro significato convenzionale non perché vogliano essere come gli altri, ma perché 
vogliono essere capite!) e conformità informativa (l’adozione di un’azione da parte dei 
pari può trasmettere informazioni circa la sua desiderabilità, ad esempio l’uso dei 
contraccettivi, di nuove tecnologie e simili). 
 
Tornando alla classificazione precedente, per quanto riguarda le ultime due categorie, 
possiamo affermare esistere un’asimmetria intrinseca tra le azioni che sono intraprese 
perché rappresentano dei segnali positivi e quelle che sono evitate perché, al contrario, 
rappresentano segnali negativi. Generalmente, più persone adottano un’azione con 
segnale positivo, più il segnale si affievolisce e con esso il valore e la domanda per 
quell’azione.  Un esempio riguarda quei prodotti acquistati per raggiungere un certo 
status; qui, una maggior partecipazione necessariamente comporta un ridursi del segnale 
e quindi una diminuzione della domanda in tal senso.  Parimenti, più individui attuano 
un’azione con segnale negativo, più quest’ultimo si affievolisce, ma, in questo caso, la 
domanda tende ad aumentare; ad esempio, il fatto che più persone commettano un 
particolare crimine, potrebbe ridurre la probabilità che quest’ultimo sia considerato una 
cosa negativa, con tutto quello che ciò comporta. 
 
Infine, qualche volta basta un solo individuo per spostare la società da una norma 
all’altra, questo è tanto più probabile quanto più l’individuo è illustre e altamente 
visibile. Tuttavia, celebrità e visibilità non sono né condizioni necessarie né sufficienti 
per indurre tale cambiamento. 
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1.6 Evidenza empirica sulle interazioni sociali 
 
Nella letteratura sull’interazione sociale, la teoria è andata molto avanti rispetto alle 
verifiche empiriche, allo sviluppo d’interventi pubblici che operano tramite tali 
meccanismi e alla valutazione di questi ultimi. Sebbene esistano analisi statistiche che 
hanno prodotto prove dell’influenza del gruppo sul comportamento individuale, la 
questione dell’evidenza empirica rimane controversa. Una ragione di ciò riguarda la 
qualità dei dati. E’ relativamente raro che un ricercatore conosca a priori quali gruppi 
influenzino un individuo o quali siano le loro caratteristiche; inoltre, c’è il problema di 
come distinguere le influenze del gruppo dagli effetti individuali inosservati. I problemi 
inferenziali riguardanti l’esistenza e la stima della dimensione delle interazioni sociali 
sono stati oggetto di una discussione di lunga data e l’entità di tali meccanismi rimane 
largamente sconosciuta. Ciò comporta che la bontà degli interventi pubblici miranti 
primariamente a tali interazioni non è ancora stata stabilita.  
L’esercizio tipico in letteratura lega solitamente attraverso l’analisi di regressione il 
comportamento di un individuo alle caratteristiche di qualche gruppo, a cui egli 
appartiene. La tradizionale critica a ciò è che le caratteristiche del gruppo sono, in un 
senso o nell’altro, endogene o, più in generale, correlate con variabili inosservate 
nell’equazione. Una questione è se tale endogeneità, quando presente, possa essere 
elusa grazie a qualche tecnica consueta, come le variabili strumentali o i minimi 
quadrati in due passi o comunque in altri modi.  
In questo lavoro tuttavia, dato l’obiettivo finale, la nostra attenzione si focalizzerà sui 
modelli computazionali basati su agenti e non sulla determinazione ed analisi esplicita 
di sistemi di equazioni. 
 
1.7 Istituzioni: l’approccio evolutivo  
 
Per istituzione intendiamo: una legge, costume, usanza, prassi, organizzazione 
instauratasi nel tempo. È nell’interesse di ognuno conformarsi a queste, se ci si attende 
che anche gli altri faranno altrettanto. Esse coordinano quindi il comportamento degli 
individui in varie sfere d’interazione economica e sociale. Ad esempio, i mercati 
coordinano lo scambio di particolari tipi di beni in determinati luoghi ed orari. La 
moneta coordina il commercio. Il linguaggio facilita la comunicazione. Le norme di 
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buona educazione coordinano la nostra interazione sociale con gli altri. Le leggi 
definiscono i limiti del comportamento accettabile e ci dicono cosa aspettarci quando li 
sorpassiamo. Queste e molte altre sono il frutto, almeno in parte, di forze evolutive. 
Esse sono plasmate dall’impatto cumulato dell’interazione di molti individui nel corso 
del tempo. I mercati, ad esempio, spesso sorgono in luoghi d’incontro convenienti. Gli 
acquirenti incominciano ad aspettarsi che certi beni vengano offerti in determinati posti 
e, dall’altra parte, i venditori inizieranno a soddisfare le loro aspettative. Inoltre, 
s’incomincerà ad attendersi particolari procedure che governano gli scambi. Tutto ciò 
sarà determinato in maniera considerevole dalle decisioni di molti individui che, di per 
sé, sono solo interessati a concludere il miglior affare al momento e non all’impatto 
delle loro decisioni sullo sviluppo del mercato nel lungo periodo. 
 
Qual è la relazione tra convenzioni sociali e welfare economico? 
Ad un primo livello di analisi, la risposta è abbastanza semplice: esse riducono i costi di 
transazione, coordinando le aspettative e riducendo l’incertezza; anche se non esiste 
garanzia che questo avvenga in modo efficiente ed equo. 
 
Ma perché le istituzioni divengono tali? 
La risposta è, evidentemente, attraverso un lungo periodo di sperimentazione con forme 
diverse. Alla fine, una forma diviene standard e consueta per quel tipo d’interazione (in 
quella determinata località), non necessariamente perché è la migliore, ma perché 
adempie allo scopo ragionevolmente bene, è ciò che ognuno si aspetta e deviare da essa 
sarebbe costoso. Naturalmente, non per tutte le istituzioni, la nascita può essere spiegata 
in questa maniera. Alcune, ad esempio, furono create per editto. Nel Medioevo, le città-
mercato furono spesso stabilite per volontà reale. I linguaggi sono insegnati da 
vocabolari e libri di grammatica. Però, se guardiamo in profondità, troviamo che queste 
codificazioni sono spesso un modo per ratificare ciò che già si era stabilito attraverso un 
processo evolutivo. Inoltre, le codificazioni e gli editti non fermano l’evoluzione: le 
città-mercato sorsero e sparirono, i libri sono continuamente riscritti ecc… 
 
1.7.1 Approccio evolutivo VS Approccio tradizionale 
 
L’affermazione che le istituzioni economiche, ed i modelli di comportamento, possano 
essere spiegati come il prodotto di decisioni individuali non è nuovo in economia. In 
maniera forse più rilevante, ciò si può attribuire ai membri della scuola austriaca: 
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specialmente Menger, Von Hayek, Schumpeter, sebbene elementi di tale approccio 
siano già impliciti negli scritti precedenti di Adam Smith, David Hume, Edmund Burke 
ed altri. Quali sono allora le caratteristiche che distinguono il punto di vista “evolutivo” 
da quello classico in economia? 
Uno è lo status accordato all’equilibrio, l’altro è lo status accordato alla razionalità. 
Questi temi verranno poi ripresi nel Capitolo 2 quando si illustreranno i vantaggi dei 
modelli basati su agenti. 
 
1.7.1.1 Status dell’equilibrio 
 
Nell’economia neoclassica, l’equilibrio è il paradigma dominante. Le strategie 
individuali sono assunte essere ottimali date le aspettative, e quest’ultime sono assunte 
essere giustificate dall’evidenza. Pure nell’approccio evolutivo si è interessati 
all’equilibrio, ma s’insiste sul fatto che esso possa essere capito solo all’interno di una 
cornice dinamica che spieghi come si realizza. L’economia neoclassica descrive come il 
mondo appare una volta che le acque si sono calmate, noi siamo interessati a come le 
acque si comportano durante la fase di transizione. Comunque, a dir la verità, le acque 
mai si calmano del tutto, continuano ad oscillare sospinte da correnti d’aria casuali. 
Queste scosse persistenti si dimostrano essere un ingrediente essenziale per descrivere 
come le cose appaiono in media nel lungo periodo. 
 
1.7.1.2 Status della razionalità 
 
Nella teoria economica neoclassica, specialmente nella teoria dei giochi tradizionale, gli 
agenti sono assunti essere iper-razionali. Conoscono le funzioni di utilità degli altri (o la 
probabilità che abbiano queste funzioni di utilità), sono pienamente consapevoli del 
processo in cui sono inseriti, fanno piani ottimi di lungo periodo basati sull’assunzione 
che anche gli altri faranno altrettanto e così via… Questo è uno schema del 
comportamento umano piuttosto stravagante ed implausibile, specialmente se applicato 
agli ambienti più complessi e dinamici che gli agenti tipicamente affrontano. Al 
contrario, qui si assume che gli individui si adattino, costoro non sono privi di 
razionalità, ma non sono iper-razionali: si guardano attorno, raccolgono informazioni e 
agiscono ragionevolmente sulla base di queste per la maggior parte del tempo. Essi 
quindi non sono pienamente informati sul mondo nel quale si trovano e basano le loro 
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decisioni su informazioni parziali (anche per quanto riguarda il tipo di processo nel 
quale sono coinvolti); inoltre, potrebbero non essere particolarmente previdenti. In 
breve, sono riconoscibilmente umani. Con riferimento al Capitolo 3, assumeremo che 
gli agenti aggiustino il loro comportamento basandosi su cosa pensano che gli altri 
abbiano intenzione di fare e queste aspettative sono generate endogenamente grazie alle 
informazioni su ciò che gli altri hanno fatto in passato. Questo crea un meccanismo di 
feedback del seguente tipo: 
 
                         PRECEDENTI                                         ASPETTATIVE 
 
                                                              AZIONI 
 
Pure in tali ambienti a “bassa razionalità” si può dire molto circa le istituzioni (equilibri) 
che emergono nel tempo. Infatti, queste sono spesso le stesse predette dalle teorie che 
assumono la iper-razionalità: l’equilibrio di Nash, l’equilibrio perfetto nei sottogiochi, 
l’eliminazione iterata delle strategie fortemente dominate ecc… In breve, le forze 
evolutive spesso sostituiscono la iper-razionalità individuale quando al processo 
adattivo è lasciato abbastanza tempo per manifestarsi. 
 
Prima di continuare una precisazione è necessaria. Nel corso di questa trattazione, 
considereremo “strategia” ed “azione” perlopiù come sinonimi, benché il concetto della 
prima sia più esteso rispetto a quello di una singola azione. Infatti, per strategia 
s’intende un piano completo d’azione; che prescriva ad un giocatore cosa fare in ogni 
situazione in cui egli è chiamato a fare una mossa (azione). 
 
1.7.2 Meccanismi adattivi 
 
In generale, possiamo individuare diversi meccanismi in base ai quali le persone 
adattano il loro comportamento in risposta a quello altrui, dato un ambiente decisionale 
interattivo. La verità, comunque, è che non abbiamo ancora dati adeguati sul come gli 
individui prendano effettivamente le loro decisioni (lasciando sola una teoria ormai 
accettata). Dobbiamo, quindi, fare assunzioni basate sull’esperienza quotidiana e su 
frammenti di evidenza sperimentale. Tra i meccanismi adattivi discussi nella letteratura 
troviamo i seguenti: 
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Selezione naturale Coloro che utilizzano strategie che forniscono un più elevato 
payoff hanno un vantaggio riproduttivo sugli altri, i quali nel tempo tenderanno 
a diminuire la loro frequenza nella popolazione. Modello standard per descrivere 
tale situazione è quello della dinamica di replicazione, nel quale il tasso di 
crescita di una strategia è assunto essere funzione lineare del suo payoff in 
termini relativi rispetto a quello medio; 
 
Imitazione Le persone copiano il comportamento altrui, soprattutto quelli che 
appaiono fornire il maggior payoff. L’imitazione può essere guidata 
semplicemente dalla popolarità di un comportamento o ci può essere una 
relazione tra payoff e propensione ad imitare. Contrariamente al meccanismo 
precedente, qui le vincite non sono legate a nessuna dinamica replicativa, ciò è 
più consistente con le situazioni che ci proponiamo di studiare. Tuttavia, 
affinché modelli del genere abbiano senso, i payoffs individuali devono essere 
osservabili dagli altri, un’assunzione che non sempre è soddisfatta; 
 
Rinforzo Gli individui tendono a riadottare quelle strategie che hanno fornito un 
elevato payoff in passato e ad evitare quelle che, viceversa, sono state poco 
remunerative. Su ciò si basa il modello standard della psicologia 
comportamentale. Come nei modelli imitativi, i payoffs non sono legati a 
dinamiche replicative; ma a differenza di questi, è il proprio comportamento 
passato che conta, non quello altrui. Si assume, quindi, che la probabilità di 
prendere un’azione nel presente cresca all’aumentare della vincita risultata 
dall’adottare quello stesso comportamento in passato; 
 
Miglior risposta Le persone massimizzano il loro payoff atteso dato ciò che si 
attendono dagli altri. Quest’approccio include una varietà di regole di 
apprendimento che attribuiscono agli agenti differenti gradi di razionalità nel 
prevedere il comportamento futuro altrui. Nei modelli più semplici, i soggetti 
scelgono la loro miglior risposta sulla base della distribuzione di frequenza 
empirica, che si assume riescano a ricordare, delle azioni dei loro precedenti 
avversari, al fine di massimizzare la loro vincita attesa. 
 
I modelli di replicazione, a differenza di quelli di rinforzo, sono più adatti per studiare 
dinamiche economiche e sociali; tuttavia, non sono interamente convincenti. Uno 
svantaggio è rappresentato dal fatto che assumono una razionalità umana veramente 
Capitolo I 
 
14 
 
 
limitata. Gli agenti sono supposti guardare solo ai loro payoffs e non tentano di 
anticipare quello che faranno gli altri. Un secondo problema riguarda le applicazioni 
pratiche: nella vita reale, le persone possono non aver giocato a sufficienza per imparare 
dai precedenti payoffs. Critiche simili valgono per l’imitazione. Sebbene non dubitiamo 
che esista una componente imitativa nel processo d’apprendimento umano, non sembra 
credibile che sia la principale. Nell’adattarsi alle situazioni interattive, è più probabile 
che le persone basino le loro azioni su ciò che si aspettano dagli altri, anche se tali 
aspettative si possono formare in modo abbastanza rudimentale. Questa è l’assunzione 
fondamentale dei modelli della miglior risposta. Una caratteristica attrattiva di questi 
modelli è che permettono di distinguere tra le preferenze individuali e le convinzioni 
circa il mondo, potendo mantenere fisse le prime e facendo evolvere le seconde in 
funzione dell’esperienza maturata. Ciò permette di analizzare questioni che altrimenti 
non potrebbero essere trattate coerentemente in altre cornici, inclusi l’impatto d’avere 
più o meno informazioni e l’effetto dell’avversione al rischio. Pertanto, nel Capitolo 3, 
faremo riferimento a quest’ultimo meccanismo, più appropriato per le applicazioni che 
abbiamo in mente. In linea di principio, ovviamente, sarebbe desiderabile utilizzare un 
modello d’apprendimento che incorpori tutti questi elementi (imitazione, rinforzo, 
miglior risposta). Per realizzare ciò tuttavia servirebbe una rappresentazione 
multidimensionale dei payoffs, poiché in questi modelli essi indicano cose diverse. Il 
nostro scopo, invece, è quello di mostrare come semplici regole a livello individuale 
comportino l’emergere di strutture di comportamenti prevedibili a livello aggregato.  
 
1.7.3 Definizione del gioco sottostante e del processo sociale 
 
Per parlare del processo sociale in maniera più rigorosa abbiamo bisogno, prima di 
tutto, di un modello che rappresenti come i soggetti interagiscono a livello micro. 
Questo è fornito naturalmente da un gioco, che descrive le strategie disponibili per ogni 
giocatore e, date le preferenze individuali, i payoffs associati ai diversi esiti. 
Ovviamente la forma del gioco dipende dalla situazione interattiva che vogliamo 
modellare. Per chiarire le idee, facciamo affidamento a strutture relativamente semplici, 
come giochi di coordinamento, di contrattazione, ma l’approccio della cosiddetta teoria 
dei giochi evolutiva stocastica si estende a tutti quelli con un numero finito di strategie. 
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Un’istituzione può essere rappresentata come uno tra diversi possibili equilibri del gioco 
sottostante; più tecnicamente, può essere vista come un equilibrio di Nash forte1. Al fine 
di catturare la dimensione sociale di questa, possiamo aggiungere che essa è un 
equilibrio di un gioco ripetuto dai differenti individui che compongono la società, dove i 
comportamenti di equilibrio sono ampiamente riconosciuti come usuali. In altre parole, i 
giocatori non sono fissi, ma sono estratti da una popolazione di potenziali partecipanti. 
In equilibrio, ogni soggetto continuerà a giocare la sua parte (salvo errori), poiché 
questa è l’unica miglior risposta date le aspettative sul comportamento altrui. Poiché 
una convenzione è una di molte possibili miglior risposte reciproche definite dal gioco 
di riferimento, le istituzioni non sono determinate univocamente dal punto di vista 
ambientale ma sono, piuttosto, delle costruzioni umane (non necessariamente 
intenzionali). Possiamo quindi chiederci quale tra queste prevarrà e perché una 
convenzione potrebbe essere, nel tempo, soppiantata da un’altra. Gli studiosi di teoria 
dei giochi si riferiscono a ciò, come ad un problema di selezione degli equilibri; mentre 
gli storici lo definiscono un problema di cambiamento strutturale, innovazione 
istituzionale o, in alcuni casi, rivoluzione sociale. 
 
A livello aggregato, l’evoluzione nel tempo delle istituzioni può essere modellata 
attraverso un sistema dinamico stocastico. Sia Z un insieme di possibili stati di un 
sistema dinamico. Un processo dinamico in tempo discreto è una funzione (t, z), 
definita per ogni periodo t = 0, 1, 2, … e ogni z ∈ Z, tale che, se il processo è nello stato 
z in t, allora sarà nello stato z′ = (t, z) in t+1. Per ogni stato iniziale z0, la soluzione 
(successione di stati) del processo è {z0,  z1 =  (t, z0),  z2 =  (t, z1), …}. 
Assumiamo, poi, che tale processo sia scosso da perturbazioni casuali generate da 
diversi fattori, come shock esogeni o dall’imprevedibilità del comportamento umano. Il 
fatto è che a volte le persone fanno scelte singolari per ragioni non chiarite e spiegate 
all’interno del modello; è per questo che si cerca di tener conto di ciò considerando le 
loro scelte come una variabile casuale. L’esistenza di queste perturbazioni implica che 
la dinamica evolutiva non si stabilizza mai una volta per tutte, ma continua a fluttuare. Il 
fatto che lo stato in cui si può venir a trovare una certa società cambi in modo perpetuo 
non significa, naturalmente, che tutti gli stati siano ugualmente probabili. A questo 
                                               
1
 Sia G=(X, Y, f, g) un gioco con 2 giocatori in forma strategica. Diremo che (x*, y*)∈ XxY è un equilibrio 
di Nash per G se: f(x*, y*)≥ f(x, y*), ∀x∈X e g(x*, y*) ≥ g(x*, y), ∀y∈Y. Se la disuguaglianza vale stretta 
sarà un equilibrio forte. 
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proposito, la teoria dei giochi evolutiva stocastica si propone di investigare quali 
convenzioni siano più suscettibili di essere dissolte dalle azioni singolari (non di miglior 
risposta) degli agenti e quali invece siano più resistenti a tale forza. A tal fine il sistema 
dinamico è rappresentato come un processo di Markov in tempo discreto2, del quale, in 
ogni periodo, vengono specificate le probabilità di transitare dallo stato corrente ad ogni 
altro, dati questi in numero finito. Il sistema, ovviamente, passerà più tempo in alcune 
configurazioni; in altre parole certi stati saranno più facili da raggiungere e più difficili 
da lasciare e saranno, quindi, questi a presentarsi con maggiore frequenza nel lungo 
periodo. Essi sono i cosiddetti stati stocasticamente stabili -stochastically stable states-, 
i quali emergeranno con una probabilità non trascurabile anche quando l’entità 
dell’“errore”, vale a dire la probabilità che gli agenti facciano scelte casuali, è 
arbitrariamente piccola (Foster e Young, 1990). 
Un importante risultato di questa teoria è che per giochi di coordinamento 2x2 e sotto 
alcune restrizioni (innocue) lo stato stocasticamente stabile coincide con l’equilibrio 
risk dominant (Young, 1998) 3. Quindi, preso un periodo sufficientemente lungo, una 
popolazione sarà più frequentemente vicina alla convenzione col bacino d’attrazione più 
largo e la ragione, posta a sostegno di ciò, è che gli eventi casuali con più probabilità 
sospingeranno la società dentro questo bacino che non fuori, cosicché tale norma è sia 
più accessibile che più resistente alle perturbazioni. Se una conclusione deve essere 
dedotta da ciò, è quella che storicamente si osserverà una prevalenza delle istituzioni 
stocasticamente stabili.  
 
1.7.4 Punti deboli dell’approccio evolutivo 
 
Questo approccio non è, tuttavia, immune da critiche. Il principale difetto è che astrae 
dall’importante ruolo dell’azione collettiva nel processo d’innovazione e trasformazione 
istituzionale. Non fu un’accumulazione fortuita di eventi che causò, ad esempio, la fine 
                                               
2
 Un processo stocastico discreto {Xt}, t∈T={0, 1, 2, …}, avente un insieme di stati S numerabili, è detto 
Catena di Markov, se verifica le seguenti proprietà: 
 
P{Xt+1 =j | X0 =k0, …, Xt-1 =kt-1, Xt =i} = P{Xt+1 =j | Xt =i}, ∀ t∈T, ∀ i,j∈S, k0,…, kt-1∈S; 
P{Xt+1 =j | Xt =i} = P{X1 =j | X0 =i}, ∀ t 0, ∀ i,j∈S. 
 
Tale processo stocastico viene definito Catena di Markov a stati finiti nel caso in cui ammetta un numero 
finito ℵ di stati. 
3
 I risultati concernenti la stabilità stocastica si possono generalizzare al di là dei giochi di coordinamento 
2x2 e possono essere applicati anche quando l’equilibrio risk dominant non può essere definito. Essa è un 
criterio di selezione degli equilibri più generale rispetto ad altri più noti, sebbene in certi casi possa essere 
ad essi correlata. 
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del regime comunista o dell’apartheid, ma piuttosto le azioni coordinate e finalizzate di 
coloro che volevano vivere sotto convenzioni alternative. A questo proposito, se in 
modelli del genere, introduciamo delle mosse intenzionali, che non seguono, tuttavia, il 
criterio della miglior risposta, la caratterizzazione egualitaria degli stati stocasticamente 
stabili non è più così robusta (Bowles, 2001). Le azioni, che non rappresentano una 
miglior risposta, non necessariamente sono irrazionali, esse costituiscono 
comportamenti le cui ragioni non sono esplicitamente modellate nella matrice dei 
payoffs. Ciò può includere la sperimentazione, un capriccio come anche l’errore vero e 
proprio. 
Un’altra preoccupazione che riguarda quest’approccio è che il lungo periodo può essere 
veramente lungo rispetto alla vita umana. Mentre, ad esempio in biologia, i processi 
sottostanti la teoria delle mutazioni nei fenotipi possono operare attraverso centinaia di 
migliaia di generazioni, un approccio analogo nelle scienze sociali deve considerare un 
orizzonte molto più limitato. A questo proposito, esistono delle modifiche plausibili che 
possono essere apportate al processo, con cui gli agenti aggiornano le loro strategie, che 
possono accelerare drasticamente la dinamica evolutiva. Tali modifiche tengono 
presenti alcune caratteristiche prettamente umane che potrebbero aiutare a spiegare un 
ritmo di cambiamento nelle convenzioni sociali considerevolmente più rapido di quello 
del mutamento dei fenotipi governato dall’evoluzione biologica. Esse possono essere 
riassunte affermando che le interazioni umane tendono ad essere locali, intenzionali e 
guidate dal conformismo. L’appartenenza a piccoli gruppi accresce l’importanza 
relativa degli eventi casuali e, quindi, la probabilità che variazioni stocastiche nelle 
giocate comportino una transizione tra istituzioni diverse. Il conformismo origina, a sua 
volta, “errori” correlati, questo perché, è più probabile che un membro della società 
adotti una particolare azione più i suoi pari fanno altrettanto. Ciò produce un maggior 
accumulo di giocate “casuali” che possono accelerare il processo di transizione. Non 
sappiamo se il conformismo e la segmentazione sociale possano fornire una ragione 
plausibile dei mutamenti istituzionali storicamente osservati, poiché questo dipende 
dalla conoscenza empirica di tali fenomeni, la quale, attualmente, è abbastanza 
inadeguata. Ma data l’importanza di questi due fattori, i tempi d’attesa così lunghi, che 
caratterizzano i modelli con errori incorrelati e accoppiamento casuale tra i giocatori, 
potrebbero essere ridotti movendo un passo avanti nella direzione di un maggior 
realismo circa la natura delle interazioni umane. 
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Sempre collegata al tempo, un’altra questione è rappresentata dalla scala temporale 
nella quale gli eventi accadono. Nei processi studiati il tempo è misurato in periodi 
discreti che corrispondono ad eventi distinti, per esempio, ad ogni interazione tra un 
paio d’individui. Quando la popolazione è numerosa, migliaia o anche milioni di tali 
eventi potrebbero essere compressi in un lasso di tempo reale breve, come un’ora o un 
giorno. Non ha, quindi, senso fare affermazioni circa il breve e lungo periodo senza una 
metrica per tradurre il tempo in cui avvengono gli avvenimenti del modello nella scala 
reale. Un’assunzione implicita in tali modelli è che alcuni parametri cambiano più 
lentamente di altri, cosicché i primi possono essere visti fissi rispetto ai secondi. 
Quando modelliamo un comportamento strategico in un gioco solitamente assumiamo 
che la struttura dei payoffs rimanga fissa, mentre le aspettative dei giocatori cambiano. 
Tale assunzione, tuttavia, ha più senso in alcuni casi che non in altri. Nella 
competizione tra tecnologie informatiche, i payoffs possono cambiare così velocemente 
che necessitano di essere visti come un elemento dinamico del sistema. In altre 
situazioni, il gioco può evolvere molto più lentamente, si pensi alla regola che stabilisce 
il lato della strada su cui guidare. Sia che nel gioco siano coinvolte carrozze che 
automobili, rimane essenzialmente un problema di coordinamento la cui struttura dei 
payoffs non cambia molto nel tempo (ovviamente cambia il valore di questi in termini 
assoluti, la disutilità di un incidente aumenta all’aumentare della velocità al momento 
dell’impatto, ma ciò che importa, nel nostro caso, è che le convenzioni in competizione 
tra loro producano uguali payoffs). 
 
1.7.5 Conclusioni 
 
Per concludere, i modelli dinamici discussi nella teoria dei giochi evolutiva illustrano 
come complesse strutture sociali possano emergere dall’impatto cumulativo di molte 
decisioni non coordinate degli individui. Le forze in atto potranno portare ad una sorta 
di “ordine sociale spontaneo” attraverso le scelte decentralizzate e assolutamente auto-
interessate di molti individui. Comunque ciò non significa necessariamente che verrà 
massimizzato il benessere sociale, poiché si potrebbe convergere verso un equilibrio 
subottimale.  
Un diverso tipo di ordine sociale si ha quando gli individui, anziché modificare il 
proprio comportamento, cambiano coloro con cui sono associati. In altre parole, si 
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scelgono i vicini, i compagni, anziché conformarsi a quest’ultimi. Questo è chiamato 
processo di classificazione -sorting process- (Schelling 1971, 1978). 
 
Questi modelli sono indubbiamente molto stilizzati e non vogliono spiegare come 
specifiche norme siano venute alla luce. Esse saranno il prodotto di circostanze storiche 
particolari che risiedono al di fuori della portata di quanto detto. Tuttavia, modelli di 
questo tipo possono identificare certe strutture qualitative che possono valere quando 
consideriamo in media casi differenti. Per chiarire ciò, si consideri un insieme di distinte 
società (ad esempio villaggi) i cui membri interagiscono internamente ma non 
esternamente. Nel tempo ognuna svilupperà le sue istituzioni (contratti, convenzioni 
sociali e così via). Possiamo considerare queste come equilibri particolari di un gioco 
con molti equilibri potenziali. In ogni momento, una data società sarà probabilmente 
vicina all’equilibrio, nel senso che quasi tutti seguiranno quel comportamento che ci si 
attende, e quasi tutti vorranno seguire ciò, dato il comportamento atteso altrui. Da 
notare, comunque, che parliamo di “quasi” tutti e non di tutti, ci sarà sempre qualcuno 
fuori dagli schemi, anticonformista. Costoro, d’accordo con la teoria, giocheranno un 
ruolo cruciale nel promuovere il mutamento nel lungo periodo: di tanto in tanto 
diverranno sufficientemente numerosi e in grado di spostare la società da un equilibrio 
all’altro. Inoltre, poiché lo stesso processo è in atto simultaneamente in tutte le società, 
la distribuzione di frequenza delle diverse istituzioni sarà abbastanza stabile e 
prevedibile nel lungo periodo. In particolare, la teoria suggerisce che alcune saranno 
intrinsecamente più stabili e durature di altre in presenza di shock stocastici. La stabilità 
sarà influenzata dalla struttura dei payoffs e, in generale, non è vero che i risultati, 
aventi maggior stabilità, massimizzino anche il benessere sociale. Quando gli shock 
stocastici sono sufficientemente piccoli, la moda della distribuzione tenderà verso le 
istituzioni stocasticamente stabili predette dalla teoria. Il processo tenderà quindi ad 
esibire lunghi periodi di stasi, vicino ad un qualche equilibrio, interrotti da 
relativamente brevi periodi nei quali si sposta da un equilibrio ad un altro. Con un 
termine tratto dalla biologia possiamo definire ciò come effetto dell’equilibrio puntuato, 
-punctuated equilibrium effect-. 
 
Infine, come abbiamo già detto, sarebbe assurdo affermare che questo è il solo modo 
con cui tali strutture sorgono, ad esempio, un ruolo fondamentale potrebbe essere 
giocato dall’azione concertata di gruppi di individui più o meno numerosi, si pensi al 
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fenomeno della segregazione razziale. A questo proposito, il modello di Schelling evita 
ciò, mettendo però in evidenza come essa possa realizzarsi anche in assenza di tali 
azioni concertate. Similmente non si vuole affermare che le norme di comportamento 
emergano sempre in modo spontaneo. Esse sono spesso trasmesse su vasta scala da 
istituzioni, il cui scopo è quello di inculcare, a torto o a ragione, tali precetti: come 
famiglie, scuole, istituti religiosi ecc… Tuttavia, non dobbiamo dimenticare che spesso 
tali istituzioni sono, esse stesse, un frutto dell’evoluzione sociale. Se è vero che una 
famiglia può trasmettere regole di comportamento dai genitori ai figli, queste norme 
sono influenzate da quelle apprese in altre famiglie e così via… 
 
1.8 Dinamica evolutiva delle classi sociali 
 
Schiavitù, latifondi, mezzadria ecc… hanno tradizionalmente aggregato un gran numero 
di poveri sotto la direzione di una classe benestante che approfittava del loro lavoro.  
A questo proposito, per classi sociali intendiamo le istituzioni che governano il livello 
del surplus congiunto e la sua divisione tra i gruppi di attori economici come datori di 
lavoro e lavoratori, proprietari terrieri e mezzadri, padroni e schiavi. Come questi 
esempi suggeriscono, la suddivisione della società in classi non si esaurisce nella 
descrizione di come il reddito viene distribuito, ma include anche altri aspetti: giuridici, 
politici, sociologici ecc…, i quali possono influenzare gli incentivi relativi sia alla 
produttività che all’impegno politico. 
 
Dati gli esempi sopra, ci si può chiedere quali siano in generale (sempre che esistano) le 
caratteristiche delle istituzioni che manifestano un successo evolutivo? Per rispondere 
abbiamo bisogno di comprendere come nascono, si diffondono e svaniscono queste 
strutture ed il processo col quale si sostituiscono l’una all’altra. 
Molti attribuiscono il successo di certe convenzioni alla loro efficienza, a questo 
proposito Douglass North (1981) scrisse: “…la competizione di fronte ad una scarsità 
onnipresente impone la sopravvivenza delle istituzioni più efficienti, mentre le altre 
tenderanno a svanire.”. 
In contrasto, Acemoglu, Johnson e Robinson (2005), Krusell e Rios-Rull (1996) ed altri 
hanno modellato la frequente emergenza e persistenza d’istituzioni inefficienti come 
risultato del conflitto distributivo tra i vari attori economici. In questi modelli, le 
inefficienze sorgono a causa di problemi d’impegno politico, ma la loro logica può 
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essere facilmente generalizzata per includere altre fonti, come l’asimmetria e non 
verificabilità delle informazioni ed altre ragioni del perché i costi di contrattazione 
possono essere rilevanti. 
In generale, possiamo ravvisare due meccanismi fondamentali che possono aiutare a 
comprendere il diverso grado di successo delle varie forme d’ordinamento sociale. Il 
primo è la competizione tra gruppi governati da diverse istituzioni; in questo caso, 
quelle che prevalgono sono quelle che contribuiscono al successo delle nazioni, bande 
ed, in generale, di gruppi distinti in competizione tra loro. Il secondo processo, 
enfatizzato da Marx nella sua trattazione della relazione esistente tra progresso tecnico e 
cambiamento istituzionale, è interno al gruppo, e può assumere la forma di conflitto tra 
attori interdipendenti che beneficiano diversamente da un certo ordinamento, o quella di 
un adattamento graduale alle nuove richieste ed opportunità. Noi ci occuperemo delle 
dinamiche evolutive interne ai gruppi; in particolare di quelle che governano la 
formazione di diversi assetti sociali. A tal proposito, ci si può chiedere se esistano delle 
ragioni per aspettarsi che le strutture più durature siano anche quelle più eque o meno.  
 
Possiamo identificare due approcci, abbastanza distinti, ai processi che determinano le 
dinamiche evolutive all’interno di un gruppo. 
 
Il primo è quello proposto dalla teoria dei giochi evolutiva stocastica, visto nel 
precedente paragrafo. In quest’approccio, che possiamo ritenere ispirato dalla teoria 
darwiniana, i cambiamenti avvengono attraverso l’accumulo di azioni individuali 
singolari (che non seguono cioè la logica della miglior risposta) sufficienti a spostare il 
processo dinamico sottostante dal bacino di attrazione di un equilibrio dentro quello di 
un altro. Modifiche nel linguaggio, nell’etichetta, nelle convenzioni contrattuali sono 
state modellate in questa maniera (Young, 1998). E’ a questo che faremo riferimento nel 
Capitolo 3. 
 
Il secondo approccio, introdotto da Marx, evidenzia l’asimmetria tra i giocatori e spiega 
i cambiamenti istituzionali attraverso modifiche nel rapporto di forza tra quelli che 
beneficerebbero da differenti convenzioni e gli altri. In questa cornice, un cambiamento 
è tanto più probabile quanto più le strutture esistenti facilitano l’azione collettiva di 
coloro che si avvantaggerebbero da esso e quanto più sono inefficienti le istituzioni 
correnti rispetto a quelle alternative, che consentirebbero, quindi, consistenti guadagni 
potenziali. Quest’approccio, basato sulla nozione di azione collettiva, è stato usato per 
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modellare quei conflitti tra classi risultanti, poi, in una fondamentale trasformazione 
dell’organizzazione sociale, come ad esempio durante la Rivoluzione Francese, Russa e 
Cubana (Soboul, 1974; Lefebvre, 1947; Trotsky, 1932; Zeitlin, 1967); ma anche per 
spiegare modifiche più graduali come quelle che hanno portato alla fine del feudalesimo 
in Europa (Brenner, 1976). 
 
Sebbene i meccanismi causali sottostanti siano differenti, questi due approcci 
condividono il risultato che quelle convenzioni che sono sia inefficienti che inique 
saranno svantaggiate e, nel lungo periodo, tenderanno ad essere rimpiazzate da quelle 
più efficienti ed egualitarie. Questa, tuttavia, è un’affermazione notevole alla luce della 
persistenza, nella storia, di regimi né equi né efficienti. 
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II 
 
 
La simulazione e le scienze sociali 
 
2.1 Introduzione 
 
L’utilizzo della simulazione al computer all’interno delle scienze sociali è un’idea 
abbastanza nuova; sebbene i primi esempi risalgano agli anni ’60, s’incomincia ad 
usarla largamente solamente dagli anni ’90.  
È tipico della scienza essere interessati alle proprietà di un fenomeno del quale però non 
si possiede un modello esplicito adeguato. Questo avviene, ad esempio, quando 
vogliamo investigare i complessi fenomeni della vita. Qui le soluzioni analitiche 
potrebbero non essere trattabili a causa dell’inerente complessità del sistema. In queste 
situazioni è sempre più comune far ricorso alla simulazione. Essa è ritenuta un mezzo 
eccellente per modellizzare e comprendere i processi sociali. Costruire un modello è 
largamente riconosciuto come modo per capire il mondo: qualcosa che noi facciamo 
spesso, ma che la scienza ha perfezionato e formalizzato. Un modello è una 
semplificazione - più piccolo, meno dettagliato, meno complesso, o tutte queste cose 
insieme - di una qualche struttura o sistema. Come nei modelli statistici, anche nella 
simulazione esistono degli input inseriti dal ricercatore e degli output generati, appunto, 
mediante la simulazione. Spesso gli input sono gli attributi necessari affinché il modello 
si adegui ad un’ambientazione sociale specifica, mentre l’output rappresenta il 
comportamento del modello nel tempo. 
Uno scopo della simulazione è quello di ottenere una comprensione migliore di certe 
caratteristiche della società; un altro uso classico riguarda le previsioni. Un esempio, 
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relativamente ben conosciuto, è l’utilizzo della simulazione in demografia, dove, data la 
numerosità e struttura per età della popolazione di un paese, si potrebbe voler analizzare 
come questa si evolverà nel prossimo futuro. Infine, essa può essere utilizzata per 
l’addestramento o l’intrattenimento, si pensi ai simulatori di volo. Tuttavia la ragione 
principale che ha portato gli scienziati sociali ad interessarsi ad essa riguarda il 
contributo che può dare alla comprensione dei processi sociali e alla loro 
formalizzazione. Ad esempio, si possono costruire modelli semplici che si focalizzano 
su certi aspetti della società ed indagare le conseguenze di specifiche teorie 
nell’“ambiente artificiale ” creato. Per far ciò, le teorie convenzionali, espresse in forma 
testuale, devono essere tradotte in un linguaggio di programmazione. 
Ogni relazione che si vuole modellare deve essere specificata esattamente. Ad ogni 
parametro deve essere assegnato un valore, poiché, altrimenti, sarebbe impossibile 
eseguire una simulazione. Con tale disciplina, i modelli sono potenzialmente aperti 
all’esame da parte di altri ricercatori, in tutti i loro dettagli. Ma questi benefici di 
chiarezza e precisione comportano anche degli svantaggi. La simulazione di processi 
sociali complessi implica la stima di molti parametri e l’ottenimento di dati idonei a ciò 
può essere arduo. 
 
2.2 Scienze sociali e complessità 
 
Uno dei temi ricorrenti nella simulazione sociale è che, nonostante gli agenti siano 
programmati con regole semplici, il comportamento aggregato può risultare 
estremamente complesso, usando quest’ultimo termine in senso tecnico; cioè il 
comportamento del sistema nel suo insieme non può essere determinato ripartendolo e 
comprendendo il funzionamento delle sue parti separatamente. Questa sarebbe, in 
parole povere, la strategia classica del riduzionismo.  
Un motivo di tale complessità è che esistono molte relazioni non lineari tra le unità, cioè 
le persone. Tali relazioni coinvolgono il trasferimento di conoscenza e materiali, che 
spesso influenzano il comportamento dei riceventi. Ciò comporta che è impossibile 
investigare correttamente la società studiando i singoli individui, uno per volta. Il 
comportamento della società, a questo proposito, è detto “emergere” dalle sue unità. 
I metodi statistici convenzionali usati per analizzare i sistemi sociali sono quasi tutti 
basati sull’assunzione di una relazione lineare tra le variabili. Ma questa è 
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un’assunzione restrittiva. A questo proposito, un nuovo campo interdisciplinare, la 
teoria della complessità, sta sviluppando risultati generali circa i sistemi non lineari. 
Questi ultimi sono difficili da studiare poiché la maggior parte di loro non può essere 
risolta analiticamente. Spesso, non esiste nessun insieme di equazioni che può essere 
risolto per predire le caratteristiche del sistema. Il solo modo, generalmente efficace, per 
esplorare un comportamento non lineare è simularlo costruendo un modello appropriato. 
Tuttavia, anche se si può capire, in qualche modo, come funzionano dei sistemi non 
lineari, questi restano imprevedibili. Ciò non è privo di conseguenze. Per esempio, la 
filosofia convenzionale nelle scienze sociali ha stabilito una rapida connessione tra il 
saper spiegare un fenomeno ed il saperlo prevedere. Si tende ad assumere che il test di 
una teoria sia la sua capacità predittiva. Questo, però, non è un criterio appropriato per 
le teorie non lineari, per lo meno a livello micro.  
 
2.3 Fenomeni emergenti 
 
Una nozione formale di fenomeno emergente è una delle più importanti idee provenienti 
dalla teoria della complessità. Esso si manifesta quando l’interazione tra degli oggetti, 
ad un livello, fa sorgere differenti tipi di oggetti ad un altro livello. Più precisamente, un 
fenomeno è emergente se richiede nuove categorie per essere descritto, le quali non 
sono richieste per descrivere il comportamento dei componenti sottostanti. Ad esempio, 
la temperatura è una proprietà che emerge dal moto degli atomi; infatti, un atomo 
singolo non ha temperatura, ma un insieme di questi sì.  
Un altro esempio, precedentemente introdotto, fa riferimento al modello di Schelling. 
Una delle caratteristiche cruciali di quest’ultimo è l’assenza di una nozione di 
segregazione nella definizione degli attributi degli agenti. Questi non scelgono tra il 
vivere o meno in una struttura caratterizzata da segregazione, ma hanno delle preferenze 
locali riguardanti il loro vicinato. La segregazione risulta quindi emergere dalla loro 
interazione. 
Che l’idea di fenomeno emergente nelle scienze sociali non sia ovvia, è attestato dal 
notevole dibattito tra i sociologi iniziato con Durkheim (1895) circa la relazione 
esistente tra caratteristiche individuali e fenomeni sociali. Durkheim, nei momenti più 
incauti, affermava che i fenomeni sociali sono esterni agli individui; mentre gli 
individualisti metodologici argomentavano che non esiste una cosa chiamata società 
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(per esempio, Watkins, 1955). Entrambi i versanti del dibattito erano confusi poiché non 
compresero pienamente l’idea di emergenza. Recentemente, alcuni teorici sociali stanno 
ridefinendo il concetto. Sempre sul concetto di fenomeno emergente, alcuni distinguono 
tra emergenza “debole” e “forte”. La prima si ha quando l’osservatore è esterno al 
sistema; mentre la seconda quando gli agenti coinvolti sono in grado di percepire il 
fenomeno emergente. Qui la simulazione può fornire una potente metafora per tali 
ricerche. 
 
Nell’applicare la teoria della complessità ai fenomeni sociali, bisogna fare un 
avvertimento importante. Le istituzioni umane possiedono delle differenze sostanziali 
rispetto alle comunità animali, come i termitai per esempio. Entrambe, possono essere 
definite come emergenti dall’azione individuale. La differenza è che, mentre le termiti 
non ragionano ma seguono l’istinto nel comportarsi a quel modo, le persone hanno la 
capacità di ragionare, di apprezzare e reagire alle istituzioni, frutto della loro 
interazione. A questo proposito, è tipico della società umana il formarsi di istituzioni 
che risultano dal comportamento che tiene conto di questi fenomeni emergenti. Non 
solo gli scienziati sociali possono distinguere diversi modelli di azione collettiva, ma 
anche gli stessi agenti e, quindi, il loro comportamento può essere influenzato 
dall’esistenza di tali modelli. Nell’aiutare a comprendere questa caratteristica della 
società umana, a cui sono stati attribuiti diversi nomi: emergenza del secondo ordine, 
riflessività, doppia ermeneutica, i modelli basati su agenti sembrano promettere bene. 
 
Un’altra importante caratteristica delle società è che esse sono il risultato di processi 
dinamici. Gli individui, che la compongono, sono costantemente “in movimento”: 
parlano, ascoltano, agiscono. La società emerge da questo cambiamento costante. 
Inoltre, le unità, che la compongono, cioè le persone, variano enormemente nelle loro 
capacità, desideri, bisogni, conoscenze; in contrasto con molti sistemi fisici, i quali sono 
composti di entità simili o anche identiche. Per queste ragioni, benché le teorie della 
complessità sviluppate per comprendere i sistemi naturali possano essere illuminanti, 
deve essere esercitata prudenza nell’applicare queste direttamente ai fenomeni sociali.  
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2.4 Approcci alla simulazione nelle scienze sociali 
 
Quest’ambito di ricerca ha una ventina d’anni, cosicché non esistono tradizioni ben 
radicate su cui fare affidamento ed esiste una gran varietà d’approcci tra i quali 
scegliere: system dynamics (dinamiche di sistema) e world models, microsimulation, 
queuing models (modelli delle code), multilevel simulation, multi-agent models, cellular 
automata (automi cellulari), e learning and evolutionary models (modelli evolutivi e di 
apprendimento). Molti di questi approcci furono sviluppati, originariamente, in campi 
come la fisica e l’intelligenza artificiale. La seguente figura mostra, in generale, 
l’evoluzione degli approcci citati; solo alcuni, comunque, saranno trattati nel corso del 
capitolo. 
 
 
 
FIGURA 2.4.1 Sviluppo degli approcci contemporanei alla simulazione nelle scienze sociali 
(Troitzsch,1997). Legenda: nell’area grigia modelli basati su equazioni; nell’area bianca modelli  
basati su agenti, eventi, oggetti; “sCA” indica gli automi cellulari utilizzati nelle scienze sociali 
 
L’utilizzo della simulazione al computer in ambito sociale ha avuto una nascita difficile 
(Troitzsch, 1997). I primi lavori, isolati, coincidono con l’avvento del computer nella 
ricerca universitaria nei primi anni ’60. Essi consistevano principalmente in simulazioni 
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basate su dinamiche di sistema. Tale approccio fa uso di grandi sistemi di equazioni alle 
differenze per tracciare la traiettoria di variabili nel tempo, si pensi, ad esempio, al Club 
di Roma ed al suo rapporto sui limiti dello sviluppo (1972). 
 
Un approccio alla simulazione, che prospera da più di vent’anni, sollecitato da 
preoccupazioni di politica economica, è la microsimulazione. Questa è una tecnica 
specifica, tuttavia, fino a poco tempo fa, era la sola forma di simulazione che aveva un 
diffuso riconoscimento nelle scienze sociali. Essa si basa su un grande campione 
casuale estratto da una popolazione di individui, famiglie o imprese. Ad ogni unità 
viene attribuita un’“età” usando un insieme di probabilità di transizione, le quali 
determinano la probabilità che l’unità subirà un qualche cambiamento durante l’anno 
(per esempio, la probabilità che una donna di una certa età dia alla luce un bambino). 
Dopo che ogni unità è invecchiata di un anno, il processo è ripetuto e così il campione 
viene fatto avanzare nel tempo. Statistiche aggregate possono essere calcolate ed usate 
come stime delle future caratteristiche della popolazione. La microsimulazione ha delle 
caratteristiche informative se comparate con altri approcci. Prima di tutto, essa non 
pretende di fornire chiarimenti. Secondo, tratta ogni unità individualmente e non c’è 
nessun tentativo di modellare l’interazione tra queste. Infine, le motivazioni o intenzioni 
delle unità sono trascurate, ognuna si evolve di anno in anno solo in risposta al lancio di 
un dado, rappresentato da un generatore di numeri casuali. 
 
Un altro approccio è rappresentato dai cosiddetti automi cellulari. Essi consistono in 
un’ampia griglia di celle posizionate in modo regolare. Ognuna di queste celle può 
essere in uno di un numero ristretto di stati e cambia tra questi, secondo delle regole che 
dipendono esclusivamente dallo stato delle celle contigue. Tali automi cellulari 
forniscono un’utile struttura per modellare alcuni fenomeni sociali, come ad esempio la 
diffusione dei pettegolezzi, la formazione di quartieri caratterizzati da segregazione 
etnica ecc… 
 
2.5 Lo sviluppo dei modelli basati su agenti (ABMs) 
 
A parte la microsimulazione, di simulazione in campo sociale poco si è parlato negli 
anni ’80. Tuttavia, nei primi anni ’90 la situazione cambia radicalmente, principalmente 
come risultato dello sviluppo di modelli multi-agente, i quali offrirono la speranza di 
riuscire a simulare individui autonomi e l’interazione tra loro. Un modello multi-agente 
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consiste in un insieme di oggetti, cosiddetti software objects, che rappresentano gli 
agenti, i quali interagiscono in un ambiente virtuale. Per oggetto intendiamo un pezzo di 
codice contenente dati e regole che operano su questi ultimi. Gli agenti sono 
programmati per avere un certo grado di autonomia, per agire ed interagire con gli altri, 
con l’ambiente e per avere mete da raggiungere. Con un modello del genere è possibile 
elaborare un mondo virtuale e, eseguendo il programma, osservarne il comportamento. 
In particolare, forme di azioni emergenti possono manifestarsi durante la simulazione. 
Gli agenti sono programmati, generalmente, usando un linguaggio di programmazione 
ad oggetti e sono costruiti usando un insieme di regole affinché siano in grado di 
“percepire” e “reagire” alle diverse situazioni, di “perseguire” i loro scopi e di 
“interagire” con gli altri. Il modello di Schelling, accennato nel capitolo precedente, può 
essere considerato un primo e semplice esempio di modello multi-agente.  
Poiché tali agenti sono dei processi computazionali utilizzati per modellare, in modo 
molto semplificato, le capacità umane, è facile cadere in tentazione ed usare un 
vocabolario normalmente riservato alle persone, come “intelligenza”, “intenzioni” 
“azioni”. Tuttavia, l’attribuzione di intenzionalità ad un programma deve essere 
considerata solamente in senso metaforico. 
Il compito del ricercatore è quello di definire le capacità cognitive e sensoriali degli 
agenti, le azioni che possono intraprendere, le caratteristiche dell’ambiente che li 
circonda e la configurazione iniziale del sistema. Una volta fatto ciò, bisognerà 
osservare cosa accade quando la simulazione è eseguita. L’output potrebbe, poi, essere 
confrontato con dati empirici. Sebbene realizzare una simulazione per generare delle 
strutture, che ci si aspetterebbe di trovare nella realtà (se il modello è corretto), e 
confrontare quest’ultime con osservazioni empiriche, sia molto più semplice, che non 
cercare di ottenere direttamente informazioni dettagliate sui processi sociali, bisogna 
comunque tener presente due complicazioni. La prima è che la maggior parte delle 
teorie e dei modelli di riferimento sono stocastici; quindi sono basati, in parte, su scelte 
casuali. Ad esempio, in un modello di segregazione, la simulazione normalmente 
inizializza il territorio virtuale con agenti posizionati in modo casuale, e, alla fine, dove 
questi finiscono dipenderà anche da dove, in principio, erano stati posizionati. 
L’importante in modelli del genere, quindi, non è il particolare raggruppamento che 
risulta, ma il fatto che per certi valori dei parametri un qualche raggruppamento emerga 
sempre. Le caratteristiche di questi agglomerati possono essere valutate usando misure 
come la densità media per cluster (media di più esecuzioni del modello, partendo da 
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diverse configurazioni iniziali) e la varianza nella grandezza di questi. Sono queste 
valutazioni statistiche che dovrebbero, poi, essere confrontate coi dati reali. 
Sfortunatamente, i metodi statistici necessari per fare buone comparazioni non sono 
ancora ben sviluppati, almeno nelle scienze sociali.  
Il secondo avvertimento è che diversi modelli possono fornire le stesse strutture 
emergenti. Quindi una corrispondenza tra ciò che si vede emergere nel modello e ciò 
che si osserva nella realtà può essere considerata come una condizione necessaria ma 
non sufficiente per dimostrarne la validità. In altre parole, una microspecificazione che 
genera il fenomeno indagato è una candidata alla spiegazione, ma possono esistere 
anche altri candidati, come in ogni disciplina in cui teorie diverse competono. In questo 
caso, tutto quello che uno può fare è aumentare la propria familiarità col modello, 
testandolo in più e più modi. Rispetto a ciò, la metodologia della simulazione non è 
differente da altri approcci. Infine, i risultati simulati circa il comportamento aggregato 
possono essere di difficile comprensione così come la realtà. 
L’obiettivo centrale sarebbe sia quello di scoprire i micro-meccanismi che spiegano il 
comportamento individuale, sia il modo in cui questi ultimi, sebbene semplici, possano 
generare fenomeni emergenti per mezzo dell’interazione. 
 
2.5.1 Classificazione degli ABMs 
 
Centinaia di questi modelli sono stati elaborati, nel tempo, per esaminare una grande 
varietà di fenomeni sociali. Essi possono essere classificati in base a diversi aspetti:  
 
      Astratti VS Descrittivi 
Artificiosi VS Realistici 
     Positivi VS Normativi 
   Spaziali VS Network 
Agenti Complessi VS Agenti Semplici   
 
Astratti VS Descrittivi I modelli possono essere caratterizzati da diversi gradi con cui 
cercano d’incorporare i dettagli di oggetti particolari. Un esempio di modello, che cerca 
di essere una dettagliata rappresentazione di un luogo specifico, la Long House Valley 
in Arizona, e della sua evoluzione, è quello di Dean et al. (1999). Il modello copre un 
periodo che va dal 400 D.C. al 1400 e gli agenti sono rappresentati da famiglie che 
abitano su di una versione virtuale di questo luogo. Viceversa, una serie di articoli 
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(Conte e Castelfranchi 1995, Castelfranchi, Conte e Paolucci 1998, Saam e Harrer 1999, 
Staller e Petta 2001, Flenthe, Polani e Uthman 2001, Hales 2002, Younger 2004) hanno 
esplorato la relazione tra norme ed iniquità sociale, usando un “gioco” veramente 
semplice, nel quale gli agenti guidati da “norme” (cioè regole comportamentali) 
ricercano, su di una griglia regolare, il “cibo”, che è poi consumato per mantenere il 
proprio livello di energia o “forza”.    
 
Artificiosi VS Realistici Sebbene il modello appena menzionato sia altamente astratto, si 
propone, comunque, di aiutare nella comprensione delle società umane effettive. La 
maggior parte delle simulazioni basate su agenti è stata eseguita per studiare fenomeni 
sociali reali; tuttavia, è anche possibile modellare situazioni che non esistono nel nostro 
mondo. Un esempio è rappresentato dal lavoro di Doran (1997), il quale investiga le 
possibili conseguenze del fatto che gli agenti possano vedere nel futuro (cioè, fare 
previsioni perfette). Altri lavori sulle società artificiali sono stati guidati dal desiderio di 
progettare gruppi di individui cooperativi che perseguono obiettivi che il singolo non 
potrebbe raggiungere. Sebbene alcuni di questi modelli prendano ispirazione dalle 
società umane, molti assumono l’esistenza di un regime di comando e controllo che non 
è plausibile realmente (Wooldridge, 2002). 
 
Positivi VS Normativi I modelli con una chiara applicabilità ai problemi decisionali 
tenderebbero ad essere normativi, cioè progettati per dare raccomandazioni circa quali 
politiche sarebbe meglio perseguire. Per esempio, Moss (1998) sviluppò un modello per 
rappresentare il processo decisionale di dirigenti di medio livello di fronte ad una crisi e, 
in base a ciò, cercò di formulare alcune raccomandazioni circa le strutture organizzative 
appropriate per affrontare tali eventi. Comunque, la maggior parte delle simulazioni 
sociali basate su agenti sono di carattere positivo, cioè descrittive rispetto al fenomeno 
studiato; esse cercano più di fornire un aiuto alla comprensione piuttosto che di dare 
consigli. 
 
Spaziali VS Network Gli agenti in alcuni modelli operano in un ambiente spaziale sul 
quale sono in grado di muoversi; spesso si tratta di una griglia bidimensionale di celle 
rettangolari, anche se, a volte, vengono utilizzate mappe di territori specifici. Per altri 
modelli la geografia fisica è irrilevante. Ciò che importa sono le relazioni tra i soggetti, 
spesso rappresentate da network di connessioni tra nodi, gli agenti. Per esempio, 
Gilbert, Pyka e Ahrweiler (2001) hanno elaborato un modello di “network 
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dell’innovazione”, nel quale i nodi sono costituiti da imprese high tech che possiedono 
una loro conoscenza di base che sfruttano per progettare prodotti da lanciare sul mercato 
simulato. Alcuni prodotti avranno successo e l’impresa prospererà, altri falliranno. Le 
imprese potranno aumentare le loro capacità innovative attraverso la ricerca e mediante 
scambi di conoscenze. La forma di questi network emergenti e la sua dinamica è stata 
poi comparata con dati reali riguardanti settori, come ad esempio quello delle 
biotecnologie, e questi si sono dimostrati qualitativamente simili. 
 
Agenti Complessi VS Agenti Semplici Gli agenti più semplici sono quelli che seguono 
un insieme di regole di stato-azione. Un esempio di tale regola potrebbe essere: “SE il 
livello di energia è basso, ALLORA muovi un passo verso la fonte di cibo più vicina”. 
Gli agenti che si trovano in quello stato eseguiranno quella data azione. Comunque, è 
difficile progettare agenti cognitivamente realistici usando regole così semplici e così, a 
volte, vengono utilizzati modelli cognitivi più sofisticati. 
 
2.5.2 Punti di forza degli ABMs 
 
Gli esempi sopra indicano che la simulazione si può utilmente applicare anche a modelli 
che coinvolgono una struttura spaziale e la razionalità limitata, due argomenti spesso 
trascurati in campo sociale. A questo proposito, le caratteristiche chiave degli ABMs 
tipicamente includono: 
 
Eterogeneità Essi permettono di rappresentare ogni individuo esplicitamente 
anziché assumere degli agenti rappresentativi. Questi soggetti possono differire 
in una miriade di modi: per ricchezza, preferenze, memoria, regole decisionali, 
network sociali, ubicazione, tratti genetici, cultura ecc…e questi possono 
adattarsi o cambiare endogenamente nel corso del tempo; 
 
Autonomia Non c’è nessun controllo centrale o “top down” sul comportamento 
degli individui. Naturalmente esisteranno dei meccanismi di feedback tra micro 
e macro strutture e gli agenti saranno influenzati da norme formatesi 
endogenamente attraverso le precedenti interazioni; ma nessun controllore 
centrale (ad esempio banditore Walrasiano) o autorità superiore è posizionata fin 
dal principio; 
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Spazio esplicito Effetti geografici possono essere modellati posizionando gli 
agenti su di un territorio simulato, il quale riproduca fedelmente un terreno vero 
o sia rappresentato da una griglia regolare di celle (automa cellulare); 
 
Interazioni locali In questo spazio, gli agenti tipicamente interagiscono coi 
vicini. In generale, prevedere interazioni uniformi a livello globale non 
rappresenta la norma; 
 
Razionalità limitata La razionalità può essere modellata usando tecniche 
derivanti dall’intelligenza artificiale; ma spesso l’interesse non è quello di 
modellare la capacità cognitiva generale ma d’investigare le conseguenze della 
razionalità limitata. A tal proposito, si possono distinguere due componenti di 
ciò: informazioni limitate e capacità computazionali limitate. Gli agenti, sebbene 
solitamente perseguano dei fini, non sono ottimizzatori globali ma piuttosto 
usano semplici regole basate su notizie locali; 
 
Dinamiche non d’equilibrio Esse sono d’interesse centrale in questo campo 
assieme alle transizioni tra regimi diversi e all’emergenza di regolarità 
macroscopiche derivanti dalle interazioni locali decentralizzate. 
 
2.5.3 Punti di debolezza degli ABMs 
 
Le critiche più frequenti che vengono mosse contro questi modelli sono il fatto che non 
abbiamo equazioni, che non siano deduttivi e, infine, che siano ad hoc e non generali. 
Tali questioni sono state affrontate da Epstein (2005), il quale argomenta come le prime 
due affermazioni siano da ritenersi false, mentre la terza, in questa fase di sviluppo 
dell’area, sia poco importante.  
 
Per quanto riguarda la prima questione egli afferma che, per ogni modello basato su 
agenti, esistono delle equazioni equivalenti uniche. Dopo tutto, ogni modello del genere 
è un programma elaborato al computer (usando un linguaggio di programmazione ad 
oggetti o strutturato) e come tale può essere computato da una Macchina di Turing, ma, 
per ognuna di queste, esiste un’unica corrispondente ed equivalente funzione ricorsiva 
parziale. Quindi, in linea di principio, si potrebbe tradurre ogni modello computazionale 
basato su agenti in un insieme esplicito di formule matematiche. In pratica, però, tali 
formule potrebbero essere estremamente complesse e difficili da interpretare. Ma, 
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tecnicamente parlando, esse esistono sicuramente. Inoltre, molti modelli del genere sono 
stati matematizzati in altri modi, per esempio come sistemi dinamici stocastici. Egli 
aggiunge che questa critica tradisce una certa ingenuità circa i modelli contemporanei, 
basati su equazioni, usati in molte aree della scienza applicata, come ad esempio quelli 
climatici. Qui, i modelli d’interesse sono costituiti da enormi sistemi di equazioni non 
lineari, i quali, in pratica, non sono risolti analiticamente ma approssimati 
computazionalmente.  
 
L’altro equivoco è che l’approccio basato su equazioni sia deduttivo, mentre l’approccio 
computazionale basato su agenti non lo sia. Ogni realizzazione di un modello basato su 
agenti è una stretta deduzione. Questo si può dimostrare in vari modi, forse il più diretto 
è notare che ogni stato segue dai precedenti. Ogni programma può essere espresso in 
funzioni ricorsive e quest’ultime possono essere calcolate deterministicamente dai 
valori iniziali. Poiché tale procedura è deduttiva, così ogni realizzazione del modello. 
Ma se ogni esecuzione è una stretta deduzione, cosa si può dire della casualità, 
caratteristica comune in tali modelli? Anche le realizzazioni stocastiche sono strette 
deduzioni. In un computer, i numeri casuali sono, infatti, prodotti da un generatore di 
numeri pseudo-casuali strettamente deterministico. 
 
Per quanto riguarda il problema della generalità, estendiamo tale punto dentro le aree 
dell’incompletezza e della complessità computazionale. Nella logica matematica, esiste 
una distinzione tra ciò che è vero e ciò che si può provare. In ambito sociale, possiamo 
fare un’analoga differenza tra l’essere in equilibrio e l’essere ottenibile e ci si può 
chiedere se ogni equilibrio sia raggiungibile. In generale, siamo interessati alla 
distinzione tra la soddisfazione di un qualche criterio (come l’essere in equilibrio) da 
una parte e la sua ottenibilità dall’altra. L’equilibrio (di Nash, per esempio) è analogo 
alla verità: è un criterio che uno stato (una distribuzione di strategie) può soddisfare o 
meno e l’“essere un equilibrio di Nash” di una configurazione di strategie può essere 
verificato meccanicamente. Molti scienziati sociali ritengono, a tal proposito, che se una 
configurazione sociale è un equilibrio di Nash è anche raggiungibile; ma esistono casi di 
giochi che smentiscono tale affermazione (Epstein e Hammond, 2002). Una questione 
separata, ma di enorme importanza pratica, è se tali equilibri, ottenibili in linea di 
principio, lo siano anche in tempi umanamente significativi. Anche qui, esistono 
modelli nei quali i periodi di attesa per ottenere gli equilibri (raggiungibili) crescono 
esponenzialmente rispetto alla definizione di certe variabili chiave. Esistono quindi 
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problemi di computabilità, di raggiungibilità degli equilibri (oltre che alla loro mera 
esistenza), di complessità, d’indecidibilità, la cui importanza solo ora sta incominciando 
ad essere riconosciuta. Così riassume Duncan Foley: “La teoria della calcolabilità e 
complessità computazionale suggeriscono che ci sono due inerenti limitazioni al 
paradigma delle scelte razionali. Una limitazione deriva dal fatto che il problema che 
l’agente si trova davanti sia, di fatto, indecidibile, cosicché non esista nessuna procedura 
che per ogni input darà la risposta voluta in tempo finito. Una seconda limitazione è 
posta dalla complessità computazionale, cosicché anche se il problema fosse risolvibile, 
il costo computazionale per risolverlo potrebbe essere così grande da travolgere 
completamente ogni possibile guadagno derivante dalla scelta ottima.” (Albin, 1998). 
Naturalmente, oltre questi limiti formali alla canonica razionalità, esiste tutta una serie 
di dimostrazioni pratiche che l’“homo sapiens”, nel suo processo decisionale, non si 
comporta come l’“homo economicus”. Ora, il solo fatto che un’idealizzazione (l’homo 
economicus, per esempio) non sia dettagliatamente accurata non è, di per sé, motivo di 
rigetto. Le teorie sono idealizzazioni. Non esistono né gas perfetti, né punti materiali; 
ma queste sono utili idealizzazioni in fisica. Comunque, nelle scienze sociali è giusto 
chiedersi se l’idealizzazione della razionalità umana, di fatto, illumini più di quanto non 
oscuri. Data l’evidenza empirica, ciò è piuttosto dubbio. 
 
Questo ci porta alla questione della generalità. L’intera teoria delle scelte razionali è 
messa in discussione da quanto sopra affermato; tuttavia, la teoria che gode della 
maggior generalità formale4 (ed eleganza matematica) è precisamente quest’ultima.  
Ora, la generalizzabilità ha a che fare con la quantificazione; ad esempio, la teoria delle 
scelte razionali assume che tutti gli agenti massimizzino la loro utilità attesa. 
Chiaramente, nei modelli basati su agenti non si quantifica su insiemi così grandi; esiste 
una grande quantità di sperimentazioni caratterizzate da razionalità limitata, imitazione, 
evoluzione, tags, apprendimento ecc… In molti casi, comunque, ciò è motivato dalla 
fedeltà ai dati empirici. La generalizzabilità, benché sia un impulso encomiabile, non è 
la questione più importante per tali modelli in questa fase; la conformità ai dati spesso 
richiede che si quantifichi sopra insiemi più piccoli, ma negli anni a venire si potrebbe, 
tuttavia, raggiungere un grado maggiore di generalità ed unificazione. 
 
                                               
4
 Qui, si intende generalità nelle affermazioni teoriche, non nella portata delle sue applicazioni empiriche 
che hanno successo. 
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2.5.4 ABMs come complemento alla teoria 
 
Costruire un modello è più facile se esiste già un corpo di teoria da cui trarre 
ispirazione. Teorie che considerano le dinamiche dei fenomeni sociali sono 
probabilmente più utili che non quelle che si focalizzano su relazioni statiche ed 
equilibri. La teoria fornisce un accesso alla letteratura esistente, suggerendo quali fattori 
potrebbero essere più importanti e quali fenomeni confrontabili tra loro. Inoltre, essa 
può identificare chiaramente quali siano le assunzioni alla base del modello. Queste 
ultime devono essere il più possibile articolate con chiarezza, affinché il modello sia in 
grado di generare informazioni utili. 
A questo proposito, gli ABMs possono essere usati come un valido complemento alla 
teoria quando non è possibile risolvere completamente in modo analitico i modelli 
matematici. Qui, la teoria fornisce delle relazioni matematiche, forse anche delle 
equazioni, ma queste non sono direttamente solvibili o nessun concetto appropriato di 
soluzione è facilmente disponibile. Oppure può essere che una configurazione di 
equilibrio possa essere calcolata, ma la sua stabilità essere ambigua o, ancora, la 
dipendenza dell’equilibrio rispetto ad un importante parametro può essere di difficile 
computazione. Esiste tutta una serie di motivi a causa dei quali non si potrebbe riuscire 
ad analizzare pienamente un modello formale. In tali circostanze, è comune ricorrere 
alla rappresentazione numerica al fine di ottenere ulteriori informazioni dall’analisi; ciò 
potrebbe anche essere realizzato attraverso un modello computazionale basato su agenti. 
Questo può essere una semplice rappresentazione del modello matematico; tuttavia, 
solitamente nel processo di formalizzazione di una teoria in termini matematici, alcune, 
se non molte, assunzioni semplificatrici sono fatte: agenti rappresentativi sono 
introdotti, un singolo vettore dei prezzi è assunto valere per tutta l’economia, le 
preferenze sono considerate fisse, si assume la conoscenza comune ecc… E’ raro che 
tali semplificazioni siano desiderabili poiché esse non sono realistiche ed il loro effetto 
sui risultati è sconosciuto a priori, tuttavia sono convenienti. 
Come abbiamo già illustrato, nei modelli basati su agenti è facile rilassare tali 
assunzioni. Gli agenti possono essere resi diversi, prezzi eterogenei possono emergere e 
le informazioni possono essere locali. Comunque, si può utilizzare tale struttura anche 
per riprodurre il modello analitico che adesso potrebbe apparire altamente stilizzato. 
Una volta che il modello computazionale, così ridotto, dimostra riprodurre i risultati 
Capitolo II 
 
37 
 
 
analitici, fornendo una prima valutazione delle sue prestazioni, può essere ampliato, 
inserendo agenti eterogenei ecc… ed utilizzato per uno studio sistematico.  
Come abbiamo già affermato, una critica che viene mossa contro la modellizzazione 
basata su agenti è che le singole realizzazioni - run - sono solo casi specifici e niente di 
generale può essere appreso circa il processo sottostante fintantoché non si hanno dei 
risultati analitici su cui fare affidamento. A questo proposito, tali modelli possono 
essere utilizzati per verificare se i risultati ottenuti formalmente valgono ancora quando 
alcune assunzioni sono rilassate. Quest’applicazione della computazione basata su 
agenti, anche se non esplicita, è, tuttavia, implicita in molto del lavoro apparso fino ad 
oggi. 
Segue una breve rassegna di come questi strumenti possano essere impiegati come 
complemento alla teoria. 
 
2.5.4.1 Gli equilibri esistono ma non sono computabili
 
 
I teoremi del punto fisso furono apparentemente introdotti in economia da von 
Neumann, col suo modello input-output (1945-46). Oggi molti campi della teoria 
economia dipendono da questi teoremi per dimostrare l’esistenza degli equilibri. Come 
abbiamo già detto l’esistenza di un equilibrio è qualcosa di diverso rispetto al suo 
raggiungimento. In altre parole, senza un meccanismo di convergenza verso un punto 
fisso in un ammontare di tempo finito, pochi sono i motivi per credere che questo verrà 
mai raggiunto. A questo proposito, si potrebbe essere tentati di concepire i processi 
economici letteralmente in termini dell’algoritmo utilizzato nelle prove costruttive dei 
teoremi appena citati. Ma tale progetto sarebbe destinato a fallire poiché si sa che il 
teorema di Brouwer, nel caso peggiore, è caratterizzato da complessità computazionale 
esponenziale nella dimensione del problema (Hirsch et al., 1989), dove per dimensione 
intendiamo quella dello spazio dei beni nella versione dell’equilibrio economico 
generale di Arrow-Debreu. Inoltre, è stato dimostrato come il calcolo dei punti fissi di 
Brouwer e Kakutani sia, in generale, un compito computazionale molto arduo 
(Papadimitriou, 1994). Mettendo insieme tutto questo con la stima empirica di Scarf 
(1973) che il numero dei calcoli necessari per riequilibrare un modello computabile di 
equilibrio generale è pari alla quarta potenza della dimensione dello spazio dei beni, uno 
affermerebbe che il modello Walrasiano, nel quale nessuno scambio ha luogo 
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fintantoché un banditore non calcola il vettore dei prezzi che eguaglia domanda e 
offerta, non sia una rappresentazione credibile di ciò che accade in realtà. 
 
A questo proposito un modello di scambio basato su agenti è stato costruito e la sua 
complessità computazionale investigata (Axtell, 2005). In questo modello, gli agenti, 
facenti parte di una popolazione eterogenea, sono accoppiati in modo casuale ed 
impegnati in uno scambio bilaterale che sia Pareto-efficiente. Qui, viene dimostrato che 
il numero delle interazioni agente-agente richieste per riequilibrare l’economia è lineare 
nell’ampiezza della popolazione e quadratico nel numero dei beni. Questi risultati sono 
robusti rispetto ad una variazione della popolazione da 10 a 106 agenti e ad una quantità 
di beni che va da 2 a 104 circa. Ora, si dimostra che è possibile provare alcuni teoremi 
per questo processo; che esso converge; che la ricchezza degli individui può cambiare 
nel tempo e che è possibile ottenere gli equilibri Walrasiani attraverso scambi bilaterali, 
ma che gli equilibri derivanti da questi ultimi non possono essere raggiunti mediante il 
meccanismo Walrasiano. Lo sviluppo di tali risultati fu stimolato direttamente dallo 
studio dell’output fornito da un modello basato su agenti. 
 
Infine, per quanto riguarda l’esistenza dei punti fissi, è utile mettere in evidenza che nel 
modello di scambi bilaterali descritto sopra, esiste un numero inimmaginabile di 
equilibri. In modelli del genere ciò che diviene importante è, quindi, la selezione degli 
equilibri. A questo proposito, gli equilibri, che effettivamente si ottengono, sono sempre 
peculiari rispetto agli agenti, nel senso che, di realizzazione in realizzazione, può variare 
sostanzialmente ogni particolare allocazione relativa ai soggetti. Ma le statistiche a 
livello aggregato sopra tali realizzazioni sono abbastanza robuste. Abbiamo quindi una 
forma debole di dipendenza dal percorso seguito, nella quale la storia delle interazioni 
tra agenti è importante dal punto di vista individuale, sebbene non lo sia per il sistema 
nel suo insieme. Prendere sul serio questi modelli da l’impressione che la sociologia, in 
particolare i network sociali che determinano chi interagisce con chi, dovrebbero avere 
un ruolo più importante nei modelli economici, parallelamente ad una riduzione della 
preminenza dei teoremi del punto fisso. 
 
2.5.4.2 Equilibrio non raggiungibile da individui caratterizzati da razionalità limitata
 
 
La razionalità limitata è stata modellata in diversi modi. Il risultato principale dei 
modelli matematici che hanno trattato ciò è che agenti caratterizzati in questa maniera 
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hanno difficoltà a raggiungere l’equilibrio determinato sulla base delle aspettative 
razionali, quando l’ambiente economico non è dei più banali. A questo proposito, 
abbiamo già visto come una caratteristica degli ABMs sia proprio la possibilità di 
definire individui con razionalità limitata. In tale contesto, il fallimento nel 
raggiungimento dell’equilibrio è tipico. Comunque, benché sia spesso difficile 
investigare analiticamente fenomeni che non siano di equilibrio, una delle qualità più 
importanti della computazione basata su agenti è, proprio, la sua capacità d’indagare 
sistematicamente i comportamenti dinamici d’interesse. 
 
Ad esempio, il mercato artificiale di Santa Fe è un modello di questo genere, nel quale 
gli agenti allocano il loro patrimonio tra un’attività rischiosa ed un titolo privo di rischio 
(Arthur et al., 1996). Essi formulano endogenamente le loro aspettative, in modo 
adattivo, sulla base delle passate performance del mercato. Ciò che emerge è un insieme 
di convinzioni tra gli agenti che evolve nel tempo. In questo ambiente, il mercato si può 
auto-organizzare in una struttura complessa, dove i prezzi ed i volumi presentano 
caratteristiche statistiche simili a quelle reali. Inoltre, esso può anche sperimentare bolle 
speculative. 
 
Sembrerebbe, quindi, che i modelli basati su agenti abbiano molto da dare allo studio 
delle conseguenze della razionalità limitata. 
 
2.5.4.3 Gli equilibri sono ottenibili asintoticamente 
 
Nei modelli teorici, specialmente in quelli stocastici, è comune caratterizzare gli 
equilibri asintoticamente. L’implicazione di ciò, dal punto di vista empirico, fa cardine 
sull’assunzione, solitamente non giustificata, che il processo non rimanga lontano dal 
suo comportamento asintotico per periodi di tempo significativi. Poiché, se esistessero 
stati transitori ma duraturi, allora i dati empirici potrebbero far riferimento a questi e 
non al comportamento asintotico del sistema. Consideriamo modelli ergodici5. Gli stati 
che valgono asintoticamente sono quelli nei quali il processo spende la maggior parte 
del suo tempo. Comunque, esistono sistemi dinamici, formalmente ergodici, ma che 
                                               
5
 Sia data una Catena di Markov a stati finiti. Essa è detta ergodica se tutti i suoi stati ricorrenti sono 
aperiodici e quindi ergodici. Uno stato i∈S è detto ricorrente se non è transitorio. i∈S è transitorio se ∃ 
j∈S, i≠j tale che j è accessibile da i, ma non vale il viceversa. i∈S è detto aperiodico se ha periodo t=1, 
ovvero se il processo può tornare nello stato i in due istanti successivi s e s+1. Infine, i∈S è detto 
ergodico se è aperiodico e ricorrente. Esiste pure una nozione di ergodicità più forte, nella quale si 
richiede anche che la catena non abbia stati transitori.  
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possiedono sub-regioni dello spazio degli stati possibili in cui il sistema può essere 
confinato con enorme probabilità sopra una lunga scala temporale; questi sono detti 
mostrare “rottura di ergodicità” rispetto a detta scala. I modelli basati su agenti possono 
essere utilizzati per indagare tali stati transitori ma durevoli. 
 
Ad esempio, Young (1993) ha descritto tutta una classe di modelli evolutivi nei quali 
degli agenti interagiscono ripetutamente in un contesto rappresentato con un gioco di 
contrattazione. Ognuno ha una memoria finita e gioca la sua strategia di miglior risposta 
sulla base dei suoi ricordi la maggior parte delle volte; tuttavia, con una bassa 
probabilità il suo comportamento è casuale. Egli ha dimostrato come dei molti equilibri 
possibili in tali giochi, solo alcuni, asintoticamente, hanno una probabilità positiva di 
venir selezionati, quelli cosiddetti stocasticamente stabili. A questo proposito, è stata 
creata una versione computazionale di tali situazioni interattive (Axtell et al., 2001), la 
quale visualizza il percorso seguito dalla popolazione verso gli equilibri di Nash, la 
transizione tra regimi diversi e che dimostra la possibilità di raggiungere le 
configurazioni stabili stocasticamente alla fine. Questa versione computazionale illustra 
anche la rottura dell’ergodicità che caratterizza questo modello, dal momento che i 
tempi di transizione tra certi stati durevoli, ma non stocasticamente stabili, dipendono in 
modo esponenziale dalla lunghezza della memoria, dalla grandezza della popolazione e 
dall’inverso dell’entità dell’errore. In altre parole, la società può rimanere a lungo 
confinata lontana dalle configurazioni stabili stocasticamente per grandi valori attribuiti 
alla capacità mnemonica, alla numerosità della popolazione o per bassi valori della 
percentuale d’errore. La caratterizzazione di questi fenomeni sarebbe molto difficile da 
effettuare analiticamente, fornendo un’ulteriore prova dell’importante complementarietà 
tra modellizzazione analitica e computazione basata su agenti.  
 
In generale, tale approccio è particolarmente adatto per descrivere quei comportamenti 
sociali che sono lontani dall’equilibrio, un punto che verrà ripreso nella sezione 
successiva. Prima di continuare, il modello che svilupperemo nel Capitolo 3 parte 
proprio da quest’ultimo esempio. 
 
2.5.4.4 Gli equilibri esistono ma sono instabili 
 
La stabilità degli equilibri può spesso venir dedotta dalla struttura del problema, sia 
grazie a considerazioni qualitative che calcolo esplicito. Un problema può avere 
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equilibri multipli, non tutti stabili, allora può essere importante separare quelli che lo 
sono da quelli che, invece, non lo sono. Ma cosa succede quando tutti gli equilibri sono 
instabili? Il primo impulso potrebbe essere quello di rigettare tale struttura 
incontrollabile, pensando che nessun processo sociale possa essere ben rappresentato in 
tale maniera. Tuttavia, il seguente esempio mostra come tali modelli potrebbero essere 
appropriati per descrivere alcuni importanti fenomeni sociali e che l’approccio basato su 
agenti può essere molto utile al fine di una maggior comprensione di tali processi. 
 
Canning (1995) ha analizzato un semplice modello di formazione dei gruppi. Ogni 
agente deve decidere quanto sforzo fare all’interno del suo gruppo ed associato a ciò c’è 
un costo. Esistono economie di scala locali tali che lo sforzo effettivo di due agenti che 
lavorano assieme è maggiore della somma degli sforzi presi singolarmente, questo 
favorisce la formazione di team. Si assume che il prodotto venga suddiviso equamente 
tra i partecipanti alla squadra. Ciò comporta free-riding all’aumentare dell’ampiezza del 
gruppo. E’ possibile analizzare questo modello come sistema dinamico. Questo 
dimostra come la grandezza di equilibrio del gruppo, come anche l’entità dello sforzo 
siano instabili: i gruppi si allargano e riducono, l’esatta natura della dinamica dipende, 
comunque, dal valore assegnato ai vari parametri del modello. Sembrerebbe che 
nient’altro possa essere detto analiticamente circa questa struttura. Ma importanti 
questioni permangono, ad esempio: “Qual è la distribuzione relativa all’ampiezza dei 
gruppi che si formano?”. A questo proposito, un ABM per analizzare la formazione 
endogena di gruppi è stato elaborato da Axtell (1999).  
 
Alla luce di tutto questo, gli ABMs dimostrano di essere uno strumento potente per 
migliorare la comprensione della teoria. Accanto a tale uso, comunque, ne possiamo 
individuare altri due. Essi possono essere sviluppati anche quando è possibile formulare 
delle equazioni che descrivono completamente un processo sociale e queste siano 
risolvibili analiticamente o numericamente. Nel primo caso, la simulazione può 
costituire un modo alternativo per la presentazione dei risultati; nel secondo caso, essa 
rappresenta una nuova tipologia di analisi Monte Carlo. Infine, esiste un’importante 
classe di problemi per i quali scrivere equazioni non è un’attività produttiva. In questi 
casi, ricorrere alla computazione basata su agenti può essere il solo modo disponibile 
per investigare sistematicamente i processi in questione. 
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2.6 Conclusioni 
 
Riassumendo, possiamo affermare che esistono diverse tecniche di simulazione, con 
diverse caratteristiche e aree d’applicazione. Qui, ci siamo soffermati in particolare sui 
modelli basati su agenti i quali permettono di creare ambienti artificiali all’interno dei 
quali poter studiare le interazioni tra agenti eterogenei e le regolarità che queste fanno 
emergere a livello aggregato, dato che nel prossimo capitolo andremo a sviluppare 
proprio un semplice modello di questa natura. Prima, però, la seguente tabella fornisce 
una comparazione schematica tra le diverse tecniche di simulazione usate in ambito 
sociale. Con “numero di livelli” si intende se la tecnica può modellare non solamente un 
livello (individuo o società) ma l’interazione tra questi. Questo perché, se un approccio 
permette di modellare più livelli, si possono investigare fenomeni emergenti. Le 
tecniche che si basano sull’intelligenza artificiale permettono di progettare gli agenti in 
modo più sofisticato, mentre altre derivano alcuni dei loro pregi dal costringere il 
ricercatore a progettare agenti molto semplici. Infine, la maggior parte delle tecniche è 
capace di trattare quella moltitudine di agenti, che uno si aspetterebbe di trovare in una 
simulazione in campo sociale; sebbene il primo approccio elencato è orientato allo 
sviluppo di modelli di un intero sistema, dove il sistema stesso è l’unico agente 
simulato. 
 
Tecnica Numero di 
livelli 
Comunicazione 
tra gli agenti 
Complessità 
degli agenti 
Numero degli 
agenti 
System dynamics 1 No Bassa 1 
Microsimulation 2 No Alta Molti 
Queuing models 1 No Bassa Molti 
Multilevel simulation 2+ Possibile Bassa Molti 
Multi-agent models 2+ Sì Alta Pochi 
Cellular automata 2 Sì Bassa Molti 
Learning models 2+ Possibile Alta Molti 
 
TABELLA 2.6.1 Comparazione tecniche di simulazione in campo sociale 
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III 
 
 
Applicazione 
 
3.1 Introduzione 
 
Come accennato nella Premessa, scopo di questo lavoro è sviluppare un semplice 
modello basato su agenti col quale analizzare l’emergere ed il persistere di diverse 
convenzioni che governano la contrattazione e lo scambio tra gruppi distinti. Il punto di 
partenza è la struttura descritta nell’articolo “The Emergence of Classes in a Multi-
Agent Bargaining Model” (Axtell et al., 2001). Questo Capitolo è così strutturato.  
Nel Paragrafo 3.2 presentiamo il modello base ed i risultati ottenuti con esso. Questo è 
stato elaborato cercando di rispettare il più fedelmente possibile il lavoro di cui sopra. 
Introdurremo tuttavia anche ulteriori concetti utili successivamente.  
Nel Paragrafo 3.3 aumentiamo il numero delle strategie a disposizione degli agenti, ai 
quali sono attribuite differenti funzioni di utilità, da questo punto in poi, quindi, sono 
presenti anche distinzioni economicamente significative. Analizziamo così quali siano 
le norme più frequenti al variare dell’atteggiamento nei confronti del rischio. 
Infine, nel Paragrafo 3.4 sviluppiamo una semplice economia di puro scambio a due 
beni. In essa, non vale il meccanismo Walrasiano, col quale si presume che gli scambi 
avvengano esclusivamente ai prezzi di equilibrio. Al contrario, analizziamo le 
dinamiche ed i risultati che emergono in funzione di scambi decentrati e bilaterali, i 
quali sono poi confrontati con l’esito predetto dalla Teoria dell’Equilibrio Economico 
Generale.
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3.2 Modello base 
 
L’idea essenziale dell’articolo di Axtell et al. è quella di mostrare come delle norme 
possano emergere spontaneamente a livello aggregato dall’interazione decentrata di 
molti individui che nel tempo si accumula in un insieme d’aspettative sociali. A causa 
della natura auto-rinforzante del processo, tali aspettative tendono a perpetuarsi per 
lunghi periodi di tempo, anche se possono essere sorte per eventi meramente casuali e 
non avere nessuna giustificazione a priori.  
Abbiamo già visto cosa intendiamo per norme. Qui siamo interessati a quelle che 
governano la distribuzione della proprietà. In particolare, ci focalizzeremo sulla 
distinzione tra norme eque e discriminatorie.  
Un esempio di norma discriminatoria è la pratica di passare l’eredità al primo nato 
(primogenitura). Un altro è l’idea che certe categorie di persone (ad esempio le donne, i 
neri) dovrebbero ricevere un compenso più basso a parità di lavoro, o non dovrebbero 
ottenerlo del tutto. Ciò può portare a differenze rilevanti tra le classi economiche, in 
altre parole, a distinzioni durature nei diritti di proprietà in funzione di caratteristiche 
che sono viste come socialmente rilevanti. 
 
3.2.1 Meccanismo di contrattazione individuale 
 
Al fine di specificare il processo di interazione sociale, dobbiamo, prima di tutto, 
descrivere come avviene la contrattazione a livello individuale (one-shot). 
Consideriamo due individui. Ognuno domanda una qualche porzione di una “torta”, che 
prendiamo come metafora di una proprietà disponibile. Qui, l’esatta natura di questa 
proprietà non c’interessa. Per semplicità, supponiamo che il bene sia divisibile e che 
entrambe le parti abbiano su di lui un ugual diritto a priori. 
 
a. Un modo standard di modellare questa situazione è tramite un gioco di 
contrattazione non cooperativa alla Nash: ogni parte ottiene ciò che ha 
domandato, se la somma delle richieste non è maggiore del 100%, altrimenti 
nessuno prende niente; 
b. Un’alternativa sarà quella di supporre che i giocatori ottengano quanto richiesto 
se, e solo se, la somma ammonta perfettamente al 100%, in altre parole solo se 
essi si coordinano perfettamente su di una specifica norma (contratto). Questo 
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secondo meccanismo ci permetterà in seguito di modellare un’economia di puro 
scambio. 
 
In generale, definiamo le strategie disponibili con dk, dove k varia da un valore minimo 
ad uno massimo; essa indica la percentuale richiesta del bene in questione. Per 
semplificare l’analisi, supponiamo che ogni agente abbia a disposizione solamente 3 
strategie, dk, con k che assume i seguenti valori: 30 (Bassa), 50 (Media) e 70 (Alta).  
Di seguito sono riportate le matrici dei payoffs, forme normali dei giochi di 
contrattazione appena esposti.  
 
 
Bassa (L) Media (M) Alta (H) 
Bassa (L) 30,30 30,50 30,70 
Media (M) 50,30 50,50 0,0 
Alta (H) 70,30 0,0 0,0 
 
TABELLA 3.2.1 (Punto a)  
 Bassa (L) Media (M) Alta (H) 
Bassa (L) 0,0 0,0 30,70 
Media (M) 0,0 50,50 0,0 
Alta (H) 70,30 0,0 0,0 
 
TABELLA 3.2.2 (Punto b)
 
In questi due giochi di coordinamento ci sono esattamente tre equilibri di Nash in 
strategie pure, mostrati in grassetto: (L, H), (M, M) e (H, L). Sono state avanzate varie 
teorie per identificare quale di questi equilibri sia il più plausibile a priori6, tuttavia, noi 
non siamo interessati a ciò. Invece di assumere l’equilibrio, vogliamo esplorare il 
processo da cui esso emerge a livello aggregato (se veramente ciò accade) per mezzo 
delle interazioni ripetute e decentrate tra gli agenti. 
 
3.2.2 Esperienza, comportamento e caratteristiche individuali 
 
Consideriamo una popolazione di ℑ agenti (indicizzati con i) distinguibili tra loro per 
mezzo di una caratteristica osservabile (tag), ad esempio: avere la pelle nera o bianca, 
gli occhi azzurri o castani ecc…; definiamole tag1 e tag2. In linea di principio, si 
potrebbe definire un numero qualsiasi di etichette (tags)7. Esse non hanno nessun 
significato economico, nel senso che gli agenti sono uguali dal punto di vista delle loro 
capacità e seguono la stessa regola comportamentale (condizionata dall’esperienza). 
 
                                               
6
 Ad esempio, due criteri di selezione dell’equilibrio più probabile in giochi che presentano equilibri 
multipli sono il concetto dell’equilibrio risk-dominant o quello dell’equilibrio efficiente. 
7
 Se la variabile tags=1 allora i giocatori sono indistinguibili tra loro. 
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In ogni periodo t, avvengono ℑ/28 contrattazioni bilaterali. In ognuna di queste, una 
coppia di agenti, estratta a caso dall’intera popolazione, si trova davanti il gioco della 
TABELLA 3.2.1. Il comportamento dei contraenti, così come le loro aspettative circa le 
azioni altrui, evolve endogenamente sulla base dell’esperienza. Più specificatamente, 
supponiamo che ogni soggetto memorizzi, assieme al comportamento dei suoi 
avversari, anche la tag; cosicché, di fronte ad un individuo caratterizzato da tag1 (tag2), 
ognuno giocherà quella strategia che massimizza la sua vincita attesa rispetto alla 
distribuzione, che ha in memoria, delle ultime m scelte delle controparti contraddistinte 
da tag1 (tag2)9 che ha incontrato. Quindi ogni soggetto ritiene che la sua controparte 
corrente giochi le strategie pure disponibili con delle probabilità pari alle frequenze 
percentuali con cui, avversari con quella tag, hanno fatto altrettanto negli m più recenti 
incontri che egli ricordi. Gli agenti si comportano in questo modo la maggior parte delle 
volte, ma, con una probabilità ε >0, le loro scelte saranno casuali, nel senso che non 
seguiranno la logica della miglior risposta. Dato ciò, ciascun individuo sarà 
caratterizzato dalla sua storia d’interazione e avrà dei ricordi peculiari su cui basare le 
proprie azioni. Questi, per ogni giocatore, sono rappresentati da tanti vettori, quante 
sono le distinte tipologie di agenti presenti. Il processo d’aggiornamento avviene in 
questo modo: le azioni delle varie controparti saranno registrate in successione nel 
vettore memoria di pertinenza e, una volta raggiunta la massima capienza m, aggiornare 
ciò significa scordare (eliminare) il ricordo più vecchio. 
 
Facciamo inoltre le seguenti ipotesi. Esse varranno per tutto il capitolo, ove non 
diversamente specificato. 
 
Ipotesi 1 Ciascuna tag ha la stessa numerosità. 
Questo per evitare eventuali distorsioni dovute alla diversa ampiezza10; 
 
Ipotesi 2 Ogni agente è caratterizzato dalla stessa capacità mnemonica (m).  
Tuttavia essa potrebbe anche variare in modo casuale nella popolazione, da un 
livello minimo (ml) ad uno massimo (mu); 
 
                                               
8
 Alcuni agenti potrebbero non essere attivati in un periodo particolare, mentre altri giocare più di una 
volta. In media, comunque, ogni agente è attivato una volta per periodo. 
9
 Se un agente non ha ricordi su una certa tipologia d’avversario, allora sceglierà in modo casuale. Se, dati 
i suoi ricordi, esistono più strategie pure che garantiscono un payoff atteso massimo, tra queste, sceglierà 
in modo casuale. 
10
 La procedura Matlab sviluppata consente, comunque, di definire anche ampiezze diverse. 
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Ipotesi 3 La relazione di preferenza dei giocatori soddisfa le ipotesi standard: essa è 
completa, riflessiva, transitiva, monotona e continua. Le preferenze degli 
agenti sono rappresentate con la seguente funzione di utilità: 
Ui(x) = xα 
dove x è la quota percentuale di bene ottenuta dalla singola contrattazione e 
α>0 l’elasticità della funzione di utilità. Per tutto il Paragrafo 3.2 
assumeremo: α=1. 
Quest’ultima riflette il grado di avversione al rischio del soggetto. Se 0<α<1, 
l’agente è avverso al rischio, se α=1, l’agente è neutrale, mentre se α>1, egli è 
amante del rischio; 
 
Ipotesi 4 I ricordi sono inizializzati in modo che contengano delle frequenze distribuite 
casualmente intorno a quelle che garantiscono l’indifferenza tra le possibili 
strategie pure, che non siano dominate11.  
 
Le regole, che abbiamo fin qui definito per la contrattazione, l’evoluzione 
dell’esperienza ed il comportamento individuale, descrivono una particolare dinamica 
sociale come funzione della numerosità della popolazione (ℑ), della lunghezza della 
memoria (m) e dell’entità della perturbazione casuale (ε). Questo rappresenta un 
processo di Markov, in cui i diversi stati sono rappresentati dalla concatenazione dei 
ricordi di tutti gli agenti. La probabilità di lungo periodo di essere in uno di questi 
differenti stati potrebbe essere calcolata usando tecniche derivanti dalla teoria dei 
sistemi dinamici stocastici. Questi metodi, tuttavia, sono meno utili per indagare il 
comportamento di tali processi nel breve e medio periodo. Qui, come abbiamo detto, la 
computazione basata su agenti può giocare un ruolo determinante, identificando quali 
stati siano durevoli su una scala temporale intermedia, sebbene non necessariamente 
stabili nel lunghissimo periodo. 
 
 
 
 
                                               
11
 Essi potrebbero essere inizializzati anche in altri modi. Ad esempio, le frequenze di riferimento 
potrebbero essere quelle per le quali ogni strategia ha la stessa probabilità di essere presente nei ricordi in 
t=0. 
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3.2.3 Rappresentazione grafica dei ricordi e della miglior risposta degli agenti 
 
Quando sarà possibile, cioè quando il numero delle strategie non dominate a 
disposizione sarà uguale a 3 e mu>0, in ogni periodo t, il contenuto dei ricordi potrà 
essere rappresentato mediante simplessi del seguente tipo. 
 
 
FIGURA 3.2.1 Esempio di simplesso con spiegazione  
significato delle diverse aree e punti 
 
Ad ogni punto dell’area del simplesso corrisponde uno e un solo vettore di frequenze 
percentuali (infinite in termini assoluti) di ricordi. Questo può essere così spiegato. 
Supponiamo di avere un simplesso unitario bidimensionale come quello sopra.  
Possiamo passare da un vettore frequenze ai punti di questo, grazie alla seguente 
matrice P: 
P= 
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Ogni colonna si riferisce ad una strategia, rispettivamente L, M e H. Ogni riga ad una 
coordinata cartesiana, vale a dire Χ ed Υ. La posizione sul simplesso la otteniamo come 
prodotto matriciale tra P e un vettore dei ricordi in frequenze percentuali (la cui somma, 
ricordiamo, è 1). Come esempio, consideriamo i vettori unitari ei, di lunghezza 3, con 
i=1, 2, 3 corrispondenti ad avere in memoria istanze di una sola strategia. A questi sono 
associati i punti estremi (vedi FIGURA 3.2.1), infatti: 
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Allo stesso modo, al vettore i cui elementi sono tutti 1/3 (strategie equipresenti nei 
ricordi), possiamo associare il punto PE, il quale sarà equidistante da tutti i punti estremi 
(nella FIGURA 3.2.1 è indicato con un asterisco). 
Quindi per ogni giocatore, la posizione sul simplesso dipenderà dal contenuto dei suoi 
ricordi nei confronti di un certo gruppo di avversari12. In particolare, dato il modo in cui 
sono state definite le diverse aree, ognuno sarà posizionato nel bacino di attrazione di 
quella strategia che massimizza la sua vincita attesa. Quest’ultimo, dato quello che 
abbiamo fin qui detto, può essere così definito: 
 
Definizione 3.2.1 Bacino d’attrazione di una strategia: sottoinsieme di punti (frequenze 
relative) tali per cui questa strategia è l’unica miglior risposta per un soggetto. 
 
Nell’esempio considerato, gli individui sono localizzati intorno all’estremo in basso a 
sinistra, ciò significa che per ognuno la miglior risposta è M. 
Oltre alla parte interna (rispetto al simplesso) di tali aree, i giocatori potrebbero essere 
posizionati anche sulla frontiera. Qui essi sarebbero indifferenti tra quelle strategie, i cui 
bacini hanno tale frontiera in comune. In particolare, esiste un unico punto che 
appartiene alla frontiera di ogni area (PI nella FIGURA 3.2.1), esso corrisponde a dei 
ricordi coi quali si è indifferenti tra tutte le strategie possibili, poiché queste 
garantiscono lo stesso payoff atteso.  
Infine, lungo i lati (vertici esclusi) sono sistemati quei giocatori, per i quali, un’azione 
non è presente in memoria. Cioè se un individuo è posto sul lato MH , HL  o LM  vuol 
dire che, rispettivamente, non ha L, M o H nei ricordi. 
 
I punti del simplesso sono dati, il fatto che poi appartengano ad un bacino, piuttosto che 
ad un altro, dipenderà dal gioco sottostante (matrice dei payoffs). Questi punti sono, 
ovviamente, infiniti e, dato un qualsiasi m finito, di fatto, i giocatori potranno essere 
posizionati solo su di un loro sottoinsieme finito. A titolo di esempio, vediamone alcuni 
                                               
12
 Il numero dei puntini può, tuttavia, essere inferiore al numero dei giocatori per l’ovvio motivo che se 2 
o più agenti hanno dei ricordi caratterizzati dalle stesse frequenze relative, questi ultimi saranno 
sovrapposti graficamente. 
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dei più semplici. Se m=1, gli unici punti “accessibili” saranno i vertici. Se m=2, accanto 
a questi, ogni individuo potrà sostare anche su altri: i punti medi dei lati del simplesso; 
in questo caso, comunque, l’interno non è ancora raggiungibile, poiché non tutte le 
strategie potranno essere presenti contemporaneamente in memoria. Infine, se m=3, a 
questi si aggiunge un punto interno, PE. Si capisce quindi che, all’aumentare della 
capacità mnemonica, sempre più punti saranno accessibili e, poiché un agente, dato un 
nuovo ricordo, potrà decidere se stare fermo (perché non si modifica la composizione 
percentuale dei suoi ricordi) o muoversi, ma in questo caso potrà farlo solo verso uno di 
quei punti più vicini alla sua posizione di partenza13, per lui questa moltiplicazione di 
punti rende meno agile transitare da una zona all’altra, in altre parole, cambiare spesso 
miglior risposta. La ragione di quest’ultima osservazione sarà più chiara in seguito, 
quando illustreremo gli effetti che diverse m hanno sulla stabilità delle norme una volta 
instauratesi. 
 
Questa analisi può essere facilmente estesa anche a casi con n strategie non dominate e 
simplessi (n-1) -dimensionali.   
 
3.2.4 Nozione di equilibrio a livello aggregato 
 
Abbiamo visto come, a livello individuale, il gioco presenti 3 equilibri di Nash in 
strategie pure; questo indipendentemente dal fatto che si incontrino agenti caratterizzati 
da stessa tag o meno. A livello aggregato, invece, una distinzione è necessaria, se 
adottiamo la seguente definizione di norma sociale:  
 
Definizione 3.2.2 Norma sociale: stato che si auto-perpetua, nel quale i ricordi degli 
agenti e, quindi, la loro strategia di miglior risposta non variano. In altre parole, è un 
punto di equilibrio del sistema dinamico, quando il termine di errore ε =0.  
 
Consideriamo, per esempio, lo stato nel quale tutti gli agenti hanno in memoria solo M; 
allora ognuno penserà che la prossima controparte giocherà quest’ultima strategia. Dato 
ciò, la miglior risposta è proprio M. Assumendo ε =0, non esisterebbero divergenze tra 
tale strategia ed il comportamento effettivo; quindi le convinzioni individuali si 
dimostrerebbero corrette e la situazione si perpetuerebbe nel tempo. Questa è la norma 
equa. Se non esiste nessuna differenza osservabile tra gli agenti, questa convenzione è 
                                               
13
 Quelli che rispettano la condizione min(d(x, y)), con d funzione distanza, x posizione di partenza e y 
punti accessibili data m.  
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l’unico equilibrio per la dinamica sociale in assenza di errore. Questo perché, data 
l’indistinguibilità che regna tra gli agenti, se a livello individuale cercassero di 
coordinarsi su di un altro equilibrio, per loro sarebbe impossibile mantenere invariata 
l’identità della miglior risposta. 
Supponiamo, infatti, di suddividere la popolazione in due parti, tali che alcuni individui 
giocano L poiché negli ultimi m incontri hanno sempre incontrato soggetti che 
giocavano H; mentre per questi ultimi vale l’opposto. Anche se si raggiungesse uno 
stato del genere, date le assunzioni, gli agenti non saprebbero distinguersi l’uno 
dall’altro. In assenza di una caratteristica distintiva, difficilmente il meccanismo 
d’accoppiamento casuale permetterebbe a tutti di mantenere invariata la propria miglior 
risposta, poiché difficilmente tutti i soggetti si troverebbero di fronte qualcuno disposto 
a giocare la strategia complementare alla propria nei periodi a venire. Al contrario, essa 
varierà continuamente ed indefinitamente tra L ed H, senza che si converga mai verso la 
norma equa. Infatti, M non massimizza mai il payoff atteso di un individuo che non 
abbia mai incontrato nessuno giocare quest’ultima. Ciò può essere facilmente 
dimostrato attraverso il simplesso (vedi FIGURA 3.2.1): il lato, in corrispondenza del 
quale M non è presente nei ricordi, non appartiene al suo bacino di attrazione, a 
differenza di quello che accade per le altre due. Graficamente, quindi, i soggetti 
continueranno a spostarsi continuamente tra l’area di H ed L.Un regime del genere sarà 
chiamato stato “rissoso”, del quale diamo la seguente definizione: 
 
Definizione 3.2.3 Stato rissoso: stato, nel quale, dato un equilibrio forte di Nash del 
gioco individuale (dk, dk′), con k ≠ k′, tutti gli agenti appartenenti ad una tag hanno dk, 
dk′ o entrambe come miglior risposta interna al gruppo stesso. 
 
Diverso è il discorso, se gli individui, che cercano di coordinarsi su di un equilibrio 
estremo, possono distinguersi tra loro per mezzo di una qualche caratteristica. Qui 
l’accumularsi a livello aggregato di contrattazioni bilaterali, dove appartenenti ad un 
gruppo ottengono sistematicamente quote maggiori rispetto ai membri dell’altro, non 
implica nessun cambiamento continuo di miglior risposta. Tali istituzioni si fondano su 
di una “etichetta” che consente agli individui di sapere cosa giocare in funzione della 
tag della controparte. Delle classi sociali sono sorte. Con tali norme, la società si 
coordina efficientemente, sebbene in modo discriminatorio ed iniquo.  
Riassumendo i regimi, di cui indagheremo la dinamica sociale attraverso la quale 
emergono e persistono, sono: 
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Norma equa, nella quale il bene è suddiviso equamente tra i richiedenti. Non 
necessariamente, in generale, tale norma deve coincidere con una ripartizione in 
parti uguali tra tutti gli aventi diritto. Tuttavia qui assumiamo che non esistano 
differenze tra i giocatori, tali da giustificare una diversa ripartizione; 
Norme discriminatorie, con le quali i richiedenti ottengono somme differenti 
sulla base di caratteristiche che sono diventate socialmente rilevanti (ma che 
sono economicamente irrilevanti);  
Stati rissosi, nei quali nessuna norma di distribuzione è emersa causando dispute 
continue ed opportunità mancate.  
 
Sia nel primo che nel secondo caso, la società funziona in modo efficiente. Non esiste 
nessun trade-off tra equità ed efficienza, ma una differenza sul come i diritti di proprietà 
sono ripartiti. Il terzo caso, invece, è molto inefficiente. Da notare che gli stati rissosi 
non esibiscono classi, poiché gli agenti cambiano frequentemente miglior risposta, 
qualche volta domandando H e qualche altra L. 
 
Data la Definizione 3.2.2, a livello applicativo, per sapere quali norme emergano, 
calcoliamo per ciascun agente la sua miglior risposta, alla fine del periodo T, rispetto ad 
ogni tag. Distinguiamo, poi, tra il concetto di equilibrio intragruppo ed intergruppo.  
 
Esisterà equilibrio tra agenti appartenenti ad una stessa tag, ad esempio tag1, se: 
 
∀i∈ tag1, i gioca M come unica strategia di miglior risposta nei confronti degli 
agenti appartenenti alla sua stessa tag. 
 
Al contrario, esisterà equilibrio tra soggetti appartenenti a due distinti gruppi, per 
esempio tag1 e tag2, se, dato un equilibrio forte di Nash del gioco individuale (dk, dk′), 
vale contemporaneamente che: 
 
∀i∈ tag1, i gioca dk come unica strategia di miglior risposta nei confronti degli 
agenti appartenenti a tag2; 
∀j∈ tag2, j gioca dk′ come unica strategia di miglior risposta nei confronti degli 
agenti appartenenti a tag1. 
 
Prima di continuare una precisazione è necessaria. In queste definizioni applicative di 
equilibrio, non abbiamo fatto riferimento alla composizione dei ricordi, la quale 
potrebbe cambiare, mantenendo comunque invariata la miglior risposta. In altre parole, 
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facciamo riferimento a processi che sono entrati nel bacino di attrazione di tale norma e 
che, se ε=0, convergerebbero necessariamente verso quest’ultima. 
 
Riassumendo, in ogni run di simulazione si susseguono T periodi. Gli individui 
decidono la loro azione secondo il meccanismo descritto sopra e, data la combinazione 
di strategie che ne deriva, i payoffs sono distribuiti ed i ricordi aggiornati. Alla fine di T 
si raccolgono le frequenze assolute con cui i diversi regimi sono sorti nel run specifico, 
sia tra agenti caratterizzati da stessa tag che diversa. Sono così calcolate le frequenze 
relative con cui le diverse convenzioni si sono realizzate, rispetto alla serie di 
simulazioni effettuate, al variare dei valori assegnati ai parametri, quali: numero degli 
agenti (ℑ), lunghezza della memoria (m) ed entità dell’errore (ε). Ricordiamo che, di 
periodo in periodo, l’unica cosa che si può modificare sono i ricordi degli agenti e, 
quindi, la loro miglior risposta. Se escludiamo la possibilità di definire distinte tags, di 
fatto è l’esperienza individuale l’unico elemento di eterogeneità nella popolazione, 
almeno per adesso.  
 
3.2.5 Modello con un solo tipo di agente: dinamiche e risultati 
 
In questo paragrafo cominciamo l’analisi vera e propria della dinamica e dei risultati nel 
modello base. Attribuiamo ai parametri i seguenti valori: 
 
ℑ  varia tra: 20, 50 e 100;  
Numero di tags=1 (ovvero tag1); 
 varia tra: 5, 10, 20 e 50; 
ε assume valore: 0.02 e 0.1; 
T=150; 
Numero di runs per ogni combinazione dei parametri: 100. 
 
Le seguenti tabelle mostrano la frequenza con cui sono emersi i diversi regimi. Nella 
denominazione di questi, “Altro” identifica quei casi in cui, entro T, il processo non è 
ancora entrato univocamente nel bacino di attrazione né della norma equa né dello stato 
rissoso. All’interno di ogni cella, i diversi valori fanno riferimento a distinte capacità 
mnemoniche, in ordine: m=5, 10, 20 e 50. 
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ε=0.02 
Regimi 
ℑ 
Norma equa  
(50, 50) 
Stato rissoso 
(30, 70) Altro 
20 
98.00 
94.00 
82.00 
78.00 
0.00 
6.00 
18.00 
22.00 
2.00 
0.00 
0.00 
0.00 
50 
97.00 
100.00 
96.00 
95.00 
0.00 
0.00 
4.00 
5.00 
3.00 
0.00 
0.00 
0.00 
100 
97.00 
100.00 
100.00 
100.00 
0.00 
0.00 
0.00 
0.00 
3.00 
0.00 
0.00 
0.00 
 
TABELLA 3.2.3  
 
ε=0.1 
Regimi 
ℑ 
Norma equa  
(50, 50) 
Stato rissoso 
(30, 70) Altro 
20 
80.00 
99.00 
93.00 
82.00 
0.00 
0.00 
7.00 
18.00 
20.00 
1.00 
0.00 
0.00 
50 
58.00 
100.00 
100.00 
99.00 
0.00 
0.00 
0.00 
1.00 
42.00 
0.00 
0.00 
0.00 
100 
33.00 
96.00 
100.00 
100.00 
0.00 
0.00 
0.00 
0.00 
67.00 
4.00 
0.00 
0.00 
 
TABELLA 3.2.4  
 
In generale, nonostante il variare dei parametri qui considerati, è la norma equa che 
emerge con più frequenza (prima colonna delle tabelle sopra). In altre parole, con molta 
probabilità il processo tenderà a far convergere la società verso la convenzione che 
permette un’equa ed efficiente ripartizione della proprietà disponibile. Tuttavia si 
possono notare alcune particolarità: 
 
1. Leggeri aumenti di ε, se m è sufficientemente elevata, sembrano favorire il 
raggiungimento dell’equilibrio (50, 50); 
2. A parità di parametri (valori interni ad una singola cella) aumenti di m sembrano 
favorire il sorgere di stati rissosi; 
3. Quando m è bassa (vedi m=5), aumenti di ℑ sembrano favorire il 
raggiungimento della norma equa.  
 
Tutte queste questioni saranno spiegate, illustrando il ruolo che il gioco sottostante, i 
parametri: ℑ, m e ε nonché le condizioni iniziali hanno sulla dinamica sociale descritta. 
 
3.2.5.1 Ruolo del gioco sottostante 
 
Indipendentemente dai valori attribuiti a ℑ, m e ε, è la matrice dei payoffs del gioco 
sottostante, in particolare gli aumenti percentuali con cui si passa da una vincita 
all’altra, che determinano i bacini di attrazione delle strategie disponibili. 
Nel caso specifico da noi considerato, M ha il bacino di attrazione più grande e se tutte 
le strategie avessero la stessa frequenza relativa nei ricordi, proprio lei massimizzerebbe 
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la vincita attesa (vedi FIGURA 3.2.1 pag. 48). Ciò favorisce il convergere ed il 
permanere del processo sociale proprio in prossimità della norma equa. Dinamicamente 
quest’affermazione può essere così spiegata. Affinché 70 (30) sia miglior risposta è 
necessario avere nei ricordi una quantità relativamente elevata di 30 (70); al contrario, 
affinché lo sia 50 ciò non è necessario. Abbiamo appena visto che, se il contenuto dei 
ricordi fosse equamente diviso tra tutte e tre le strategie, la miglior risposta sarebbe 50. 
Quindi, mentre il fatto di avere come miglior risposta 30 (70) implica anche una più 
elevata probabilità che il ricordo più vecchio sia un 70 (30), il quale verrà eliminato per 
la contrattazione successiva; questo non accade col 50, visto che massimizza il payoff 
atteso anche quando i ricordi sono equamente distribuiti e, quindi, quando la probabilità 
che sia un 50 il ricordo più vecchio è simile a quella che lo sia un’altra strategia. Quindi 
i 50 si accumulano più facilmente, poiché un’alta probabilità di entrata non corrisponde 
necessariamente ad una più alta probabilità di uscita. Dato ciò, nelle fasi iniziali, benché 
possano essere pochi gli agenti che hanno 50 come miglior risposta, la loro presenza e 
l’effetto dell’errore inseriranno nei ricordi altrui istanze recenti di questa strategia, 
probabilmente non accompagnate dall’eliminazione di un 50. Viceversa l’inserimento di 
un nuovo 30 o 70 probabilmente sarà accompagnato anche dall’eliminazione di uno di 
loro, lasciando invariata la miglior risposta. La norma equa sarà, allora, più facile da 
raggiungere e più difficile da lasciare e sarà, quindi, questa a presentarsi con maggiore 
frequenza nel lungo periodo. Nella terminologia della teoria dei giochi evolutiva, 
possiamo definirla stocasticamente stabile (vedi Capitolo 1 pag. 16). 
 
Nell’Appendice A si trova un’analisi di come si modificano i bacini di attrazione al 
variare delle strategie disponibili, sia nel caso in cui valga il meccanismo di 
contrattazione a che b del Paragrafo 3.2.1 (pag. 44). 
 
3.2.5.2 Ruolo di ℑ, m e ε 
 
Partiamo col termine d’errore (ε). Esso inciderà negativamente sulla stabilità di un 
regime, norma equa o stato rissoso che sia, una volta che questo è emerso. Tuttavia il 
secondo sarà più instabile, a causa dei continui cambiamenti di miglior risposta che 
caratterizzano gli agenti di una stessa tag quando, a livello individuale, cercano di 
coordinarsi su di un equilibrio estremo del gioco di contrattazione (vedi Paragrafo 3.2.4 
pag. 50). Adesso se ε=0, tale situazione continuerebbe indefinitamente; mentre se ε>0, 
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di tanto in tanto, alcuni agenti transiteranno nell’area di M. L’accumulo di questi può 
riuscire infine a spostare il processo sociale verso il bacino dell’equilibrio (50, 50); la 
cui maggior ampiezza (oltre all’inesistenza di tali spostamenti continui) ne favorirebbe 
poi la permanenza. Tuttavia, come sarebbe naturale aspettarsi, se ε continua a crescere, 
oltre una certa soglia, la frequenza, con cui (50, 50) si manifesta, comincia a calare 
inesorabilmente, dato che aumenta la componente casuale nel comportamento e ciò 
rende difficile, se non impossibile, un qualche coordinamento. Questo spiega perché 
passando da ε=0.02 (TABELLA 3.2.3) a ε=0.1 (TABELLA 3.2.4) a parità degli altri 
parametri e per valori di m sufficientemente elevati, si assiste ad un aumento della 
frequenza con cui compare la norma equa in concomitanza con una diminuzione dei 
casi in cui lo stato rissoso emerge entro T. Le figure seguenti danno un’idea del diverso 
impatto che leggeri aumenti di ε hanno sulla stabilità della norma equa, grazie al suo 
bacino di attrazione più esteso, rispetto allo stato rissoso. 
 
Valori parametri: ℑ =50, m=10, T=250. ε assume i valori: 0.02, 0.05 e 0.1. Abbiamo diviso ℑ in 2 gruppi 
(blu e rosso) di ugual ampiezza. Ogni figura fa riferimento ad un diverso run. Nei primi tre, la società è 
fatta partire dallo stato rissoso (un gruppo gioca H e l’altro L come miglior risposta). Negli altri tre, 
entrambi i gruppi sono inizializzati nel bacino di attrazione di M. Poi si avviano le contrattazioni e, 
graficamente, sono tracciati i segmenti che, per ogni individuo, uniscono le varie posizioni che costui 
assume sul simplesso man mano che il processo sociale si evolve fino a T. Possiamo notare come, in 
entrambi i casi, aumenti di ε accrescano la variabilità della composizione percentuale dei ricordi. 
Tuttavia, mentre nei primi tre casi questo comporta anche un aumento di coloro che transitano nel bacino 
di M; negli altri, i giocatori continuano ugualmente ad avere sempre M come miglior risposta. 
 
 
FIGURA 3.2.2 Percorso 
seguito, ε =0.02 
 
FIGURA 3.2.3 Percorso 
seguito, ε =0.05 
 
FIGURA 3.2.4 Percorso 
seguito, ε =0.1
 
FIGURA 3.2.5 Percorso 
seguito, ε =0.02 
 
FIGURA 3.2.6 Percorso 
seguito, ε =0.05 
 
FIGURA 3.2.7 Percorso 
seguito, ε =0.1
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A parità di ε, più m è piccolo, più è probabile che un’azione casuale (ma anche non) 
modifichi la miglior risposta di un agente, dato che maggiore sarà il suo peso su tutto il 
vettore ricordi. Viceversa più i soggetti si ricordano, più è difficile e lungo far cambiar 
loro idea. Quindi, una volta che un particolare regime si è instaurato, la capacità 
mnemonica ne influenza positivamente la stabilità. Essa aumenta l’importanza che le 
condizioni iniziali hanno sulla determinazione dell’identità degli stati transitori. Al 
contrario di ε che, invece, ne riduce l’importanza, aumentando l’incidenza delle azioni 
casuali che, a differenza di quelle che seguono il meccanismo della miglior risposta, non 
si fondano sull’esperienza passata. Le figure successive danno un’idea di ciò. Esse 
cercano di mostrare come all’aumentare di m, sia più difficile per una nuova azione 
ricordata spostare l’agente da un bacino all’altro. Usando una metafora, se 
immaginiamo che gli agenti, dato un nuovo ricordo, possano decidere se restare fermi o 
fare un passo, l’aumento di m è come se ne rendesse i passi sempre più corti; cosicché 
per loro diviene sempre più difficile raggiungere una nuova zona (cambiare miglior 
risposta), sebbene l’area di partenza possa essere relativamente piccola. 
 
Valori parametri: ℑ =50, ε =0.02, T=250. m assume i valori: 5, 10, 20 e 50. Le figure a sinistra mostrano 
per ogni agente il percorso seguito fino a T. Quelle a destra la posizione finale. Gli agenti sono stati 
inizializzati nello stato rissoso. In particolare, in rosso è tracciato il percorso di un agente (l’ultimo ad 
essere plottato) per chiarire qual è, in generale, la traiettoria seguita. Si può notare come riduzioni in m 
aumentino la facilità e, quindi, la frequenza con cui cambia la miglior risposta (si confrontino tra loro le 
FIGURE: 3.2.8, 3.2.12, 3.2.14 e 3.2.16). In particolare, negli esempi da noi considerati, con m=5 il 
processo sociale entro T è già riuscito ad entrare nel bacino della norma equa (FIGURA 3.2.9), 
diversamente da quello che accade negli altri casi (FIGURE: 3.2.11, 3.2.13 e 3.2.15). 
 
 
FIGURA 3.2.8 Percorso seguito, m=5 
 
FIGURA 3.2.9 Posizione finale, m=5 
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FIGURA 3.2.10 Percorso seguito, m=10 
 
FIGURA 3.2.11 Posizione finale, m=10 
 
FIGURA 3.2.12 Percorso seguito, m=20 
 
FIGURA 3.2.13 Posizione finale, m=20 
 
FIGURA 3.2.14 Percorso seguito, m=50 
 
FIGURA 3.2.15 Posizione finale, m=50
 
Tornando ai nostri risultati, data la particolare inizializzazione dei ricordi (intorno a PI), 
maggiore è m, più è probabile che gli agenti rimangano “intrappolati” nella zona di 
confine tra L e H. Infatti, confrontando i valori interni ad ogni cella nelle TABELLE 
3.2.3 e 3.2.4, si può notare come aumenti di m accrescano la frequenza con cui lo stato 
rissoso emerge entro T. A questo proposito, le frequenze successive sono state ottenute, 
realizzando 100 runs, con m=100, lasciando invariati gli altri parametri ai valori alla 
base dei risultati della TABELLA 3.2.3 in corrispondenza di ℑ=100 (che qui sono 
riportati per comodità). 
 
 
m=5      
m=10    
m=20    
m=50    
m=100  
 
 
(50&50) (30&70) Altro 
97.00 
100.00 
100.00 
100.00 
97.00 
0.00 
0.00 
0.00 
0.00 
3.00 
3.00 
0.00 
0.00 
0.00 
0.00 
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Possiamo quindi affermare che, date le condizioni iniziali, con m “sufficientemente” 
elevata, aumentano i casi di mancato coordinamento.  Quanto sia tale sufficienza 
dipende, oltre che dal gioco sottostante, anche da ℑ e ε. Tutto ciò introduce la questione 
di come interagiscano tra loro queste variabili. 
 
Data m sufficientemente elevata, più ampia è la popolazione ℑ, maggiore è la stabilità 
di un regime una volta emerso; sia perché inferiore è la capacità che ha ogni singolo di 
influenzare gli altri con la propria miglior risposta14; sia perché nonostante possa essere 
maggiore, in termini assoluti, la quota di coloro che giocano casualmente, costoro non 
seguono “nessun disegno”, agiscono in modo scoordinato tra loro. Ciò riduce la 
possibilità che riescano a incidere sul processo sociale in modo univoco facendolo 
uscire da un bacino per farlo entrare in un altro. Questo vale sia per la norma equa che 
lo stato rissoso, per quest’ultimo, comunque, sappiamo cosa, in più, ne mina la stabilità. 
 
Infine, l’osservazione al punto 3 (pag. 54) può essere così spiegata. La probabilità che 
non sia giocata la miglior risposta è (ε - ε/D), con D numero delle strategie. Questo 
perché c’è una probabilità ε/D che l’azione casuale massimizzi, di fatto, la vincita 
attesa. Quindi per ogni t in media ℑ*(ε - ε/D) agenti giocheranno in modo casuale. 
Questo accade indipendentemente dall’entità di ℑ; tuttavia, più grande è questa, più 
spesso si manifesta, impedendo che la condizione di equilibrio intragruppo venga 
verificata stabilmente. Al contrario, minore è ℑ, più raro è l’evento, benché quando 
accade sia in grado di incidere maggiormente sulla dinamica del processo. Infatti, 
benché il valore del rapporto ℑ*(ε - ε/D)/ℑ non dipenda da ℑ(≠0), una volta che costoro 
sono riusciti, con la loro giocata, a modificare la miglior risposta altrui, questi ultimi 
riusciranno a far cambiare idea agli avversari, tanto più la popolazione è ristretta e 
quindi maggiore è la frequenza con cui due stessi agenti si incontrano. Le due figure 
successive vogliono dare un’idea di quanto appena affermato. 
 
Valori parametri: m=5, T=250 e ε=0.1. Nella prima, ℑ=20; nella seconda, ℑ=100. Esse rappresentano 
l’evoluzione della miglior risposta degli agenti da t=0 fino a t=T. L’asse delle ascisse corrisponde all’asse 
temporale, mentre quella delle ordinate indica la frequenza percentuale con cui le diverse strategie sono 
miglior risposta, fatta 100 l’ampiezza della tag corrispondente. “Multi” si riferisce a coloro che hanno 
una miglior risposta multipla; “No Ric” ad eventuali giocatori che non hanno ricordi. 
 
                                               
14
 Questo perché ognuno gioca in media una volta a periodo e l’accoppiamento è casuale all’interno 
dell’intera popolazione. Ciò vuol dire che due stessi agenti si incontrano, in media, ogni (ℑ -1) periodi. 
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FIGURA 3.2.16 
 
FIGURA 3.2.17
 
Nella FIGURA 3.2.17 è costante la presenza di individui che non hanno M come 
miglior risposta unica. Sebbene costoro rappresentino una quota molto piccola sul 
totale, essa è tuttavia sufficiente ad impedire che la condizione di equilibrio sia 
verificata stabilmente. La FIGURA 3.2.16 mostra invece un’altra situazione. La 
presenza di questi individui è meno frequente, benché incidano maggiormente sul 
processo quando ci sono. 
 
Tutto ciò comunque dipende molto dal meccanismo di accoppiamento che abbiamo 
scelto nel modello. Infatti, abbiamo assunto che gli agenti siano accoppiati, estraendoli 
in maniera casuale dall’intera società. Nella realtà, gli individui interagiscono in 
network sociali, caratterizzati da relazioni locali e globali. L’esistenza di tali strutture 
locali può, quindi, ridurre enormemente la dipendenza del processo di apprendimento 
sociale dalla numerosità della popolazione. Tuttavia localmente il comportamento degli 
agenti è abbastanza differente da quello qui descritto, i soggetti si relazionano 
ripetutamente con le stesse persone e le interazioni non sono anonime. 
 
3.2.5.3 Ruolo delle condizioni iniziali 
 
Nel corso di quest’analisi, sono state citate più volte le condizione iniziali, con le quali 
intendiamo l’insieme dei vettori dei ricordi che vengono assegnati ai giocatori prima di 
dare avvio alle contrattazioni vere e proprie. Sebbene formalmente, data l’ergodicità del 
sistema, queste non incidono sulle probabilità con cui i diversi stati valgono 
asintoticamente, esse possono, tuttavia, influenzare molto gli stati che emergono nel 
breve e medio periodo. A questo proposito, già nel Capitolo 2 abbiamo accennato come 
il nostro sistema presenti una “rottura di ergodicità”. 
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L’esistenza di un ε>0 implica che nessuno stato è perfettamente assorbente15. Tuttavia, 
esistono 2 regioni dello spazio di tutti gli stati possibili, una equa e l’altra rissosa, le 
quali sono veramente persistenti: una volta che il processo entra in tali regioni, tende a 
starci per lunghi periodi di tempo. Una particolare implicazione è che, nonostante esista 
un solo equilibrio (M, M), può essere difficile per decisori che operano in modo 
decentralizzato scoprirlo, date certe condizioni iniziali e, quindi, la società può rimanere 
a lungo confinata lontana dalle configurazioni stabili asintoticamente per grandi valori 
attribuiti a m, ℑ o per bassi valori attribuiti a ε. 
 
Per quanto riguarda i nostri risultati, effettivamente, le frequenze con cui i diversi stati 
sono emersi dipendono fortemente dalla posizione iniziale della società (casuale intorno 
a PI). Questa configurazione vuole dare ad ogni strategia la stessa possibilità di venir 
scelta come miglior risposta, in principio. Tornando all’esempio già citato, è come se, 
date delle zone di diversa estensione e forma con un unico punto di frontiera in comune, 
decidessimo di far partire la nostra popolazione proprio da tale luogo; 
indipendentemente, quindi, dall’ampiezza della parte interna di ciascun’area. Questo 
tipo di inizializzazione distorce a favore di alcune strategie a discapito di altre, nella 
misura in cui aumenta la probabilità che degli agenti vengano posizionati in zone, 
altrimenti poco probabili nel caso in cui fossero paracadutati dall’alto in modo casuale. 
Data questa partenza, è più facile che il processo sociale venga attratto lontano 
dall’equilibrio, benché asintoticamente, data la regola con cui gli individui si muovono, 
tenderanno a passare la maggior parte del loro tempo in (50, 50). In questo contesto, m 
determina il tipo di terreno, al suo aumentare, è come se si passasse da piane ghiacciate 
a foreste sempre più paludose! È per questo che, per valori della capacità mnemonica 
molto elevati, il processo può non riuscire ad uscire da situazioni di mancato 
coordinamento per lunghi periodi. 
 
                                               
15
 Sia data una Catena di Markov ed un suo stato i∈S. Quest’ultimo è detto assorbente se pii =1. Cioè, una 
volta raggiunto tale stato, il sistema permane lì per tutti i periodi successivi. 
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Al fine di mostrare l’importanza che le 
condizioni iniziali hanno sull’emergere di 
regimi più o meno temporanei, abbiamo 
realizzato le stesse simulazioni alla base delle 
distribuzioni di frequenza delle TABELLE 
3.2.3 e 3.2.4, supponendo però una partenza 
casuale intorno a PE. Così facendo sempre e 
solo l’equilibrio (50, 50) è emerso.  
Le figure a lato sono due esempi possibili di 
queste diverse inizializzazioni. 
 
Esse fanno riferimento a 2 runs effettuati con:  
ℑ =20, m=50 e ε =0.02. 
 
FIGURA 3.2.18 Esempio di  
inizializzazione intorno a PI 
 
 
FIGURA 3.2.19 Esempio di  
inizializzazione intorno a PE
 
 
3.2.5.4 Payoffs: Equilibrio VS Regime Rissoso 
 
Prima di concludere il caso con un’unica tag, vediamo come l’identità dello stato 
esistente influenzi il guadagno che i giocatori riescono ad ottenere dalla contrattazione. 
A questo proposito, i grafici seguenti mostrano come l’andamento del payoff medio, 
ottenuto dai giocatori in ogni periodo t di contrattazione, sia molto influenzato dal fatto 
che la società nel suo complesso riesca (FIGURE 3.2.20 e 3.2.22) o meno (FIGURE 
3.2.21 e 3.2.23) a coordinarsi. Nello specifico, la vincita ottenuta in media in ogni 
periodo, nel caso di stati rissosi, tenderà ad essere inferiore rispetto a quella ottenibile 
nell’equilibrio (M, M). In essi, gli agenti non riescono a coordinarsi e domandano 
troppo (entrambi giocano H) o troppo poco (entrambi scelgono L), finendo per lasciare 
parte della “torta” sul tavolo. In poche parole, tali situazioni sono fortemente 
inefficienti. 
 
Valori parametri: ℑ =20, m=50, ε =0.02 e T=150. Le figure sotto mostrano l’evoluzione simultanea della 
miglior risposta e del payoff medio di ogni periodo, dati 2 distinti runs. Nel primo la società è riuscita a 
coordinarsi entro T (FIGURE 3.2.20) nel secondo no (FIGURA 3.2.21). 
 
Capitolo III 
 63
 
FIGURA 3.2.20  
 
FIGURA 3.2.21 
 
Per quanto riguarda la FIGURA 3.2.20, si può notare come, nonostante già verso t=40, 
l’equilibrio (M, M) sia stato raggiunto, il payoff medio non rimanga fisso a 50 ma 
continui ad avere piccole oscillazioni. Queste sono dovute all’errore ε, la cui azione, 
tuttavia, non è catturata dal grafico che mostra l’evoluzione della miglior risposta, 
almeno fino a quando tali perturbazioni casuali non sono in grado di modificare, 
appunto, la strategia che massimizza la vincita attesa di qualcuno. A riprova di tale 
spiegazione, vengono mostrate analoghe figure, relative a dinamiche nelle quali ε =0. 
 
 
FIGURA 3.2.22  
 
FIGURA 3.2.23
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3.2.6 Modello con 2 tipi di agente: dinamiche e risultati 
 
Supponiamo, ora, che gli agenti siano distinguibili tra loro per mezzo di un’“etichetta”, 
cioè tags=2. Essa non ha nessun significato particolare, nel senso che i soggetti sono 
assunti possedere le stesse capacità; comunque sia, tale diversità può condizionare il 
loro comportamento. In questa variante del modello, le possibilità sociali sono più 
ricche di prima. Infatti, la dinamica, che governa l’emergere (ed il dissolversi) delle 
norme intergruppo, differisce da quella che fa altrettanto, ma all’interno di questi. 
 
Attribuiamo ai parametri i seguenti valori:  
 
ℑ  varia tra: 40, 100 e 200;  
Numero di tags=2 (ovvero tag1 e tag2); 
 varia tra: 5, 10, 20 e 50; 
ε assume valore: 0.02 e 0.1; 
T=250; 
Numero di runs per ogni combinazione dei parametri: 100. 
 
Le seguenti tabelle mostrano la frequenza con cui sono emersi i diversi regimi, sia a 
livello intragruppo (TABELLE 3.2.5 e 3.2.7) che intergruppo (TABELLE 3.2.6 e 3.2.8). 
Data la definizione di equilibrio esposta precedentemente, nei rapporti tra gruppi 
distinti, le convenzioni che possono sorgere sono (30, 70), (50, 50) o (70, 30).  Poiché 
non esiste nessuna differenza economicamente significativa che giustifichi l’emergere 
della norma (30, 70) piuttosto che (70, 30), esse sono compresse in un unico (30, 70). 
Come prima, all’interno di ogni cella, i diversi valori fanno riferimento a distinte 
capacità mnemoniche, in ordine: m=5, 10, 20 e 50. 
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Risultati della dinamica intragruppo 
 
ε=0.02 
Regimi 
ℑ 
Norma equa  
(50, 50) 
Stato rissoso 
(30, 70) Altro 
40 
98.50 
92.50 
88.50 
82.00 
0.00 
7.50 
11.50 
18.00 
1.50 
0.00 
0.00 
0.00 
100 
98.50 
99.50 
99.00 
96.00 
0.00 
0.50 
1.00 
4.00 
1.50 
0.00 
0.00 
0.00 
200 
96.50 
100.00 
100.00 
98.50 
0.00 
0.00 
0.00 
1.50 
3.50 
0.00 
0.00 
0.00 
 
TABELLA 3.2.5  
Risultati della dinamica intergruppo 
 
ε=0.02 
Regimi 
ℑ 
Norma equa  
(50, 50) 
Equilibrio 
(30, 70) Altro 
40 
80.00 
85.00 
77.00 
77.00 
17.00 
15.00 
23.00 
23.00 
3.00 
0.00 
0.00 
0.00 
100 
91.00 
96.00 
92.00 
90.00 
5.00 
4.00 
8.00 
10.00 
4.00 
0.00 
0.00 
0.00 
200 
93.00 
100.00 
100.00 
100.00 
0.00 
0.00 
0.00 
0.00 
7.00 
0.00 
0.00 
0.00 
 
TABELLA 3.2.6 
 
ε=0.1 
Regimi 
ℑ 
Norma equa  
(50, 50) 
Stato rissoso 
(30, 70) Altro 
40 
76.50 
99.00 
92.50 
86.50 
0.00 
0.50 
7.50 
13.50 
23.50 
0.50 
0.00 
0.00 
100 
62.50 
99.50 
100.00 
97.00 
0.00 
0.00 
0.00 
3.00 
37.50 
0.50 
0.00 
0.00 
200 
35.00 
97.50 
100.00 
100.00 
0.00 
0.00 
0.00 
0.00 
65.00 
2.50 
0.00 
0.00 
 
TABELLA 3.2.7  
ε=0.1 
Regimi 
ℑ 
Norma equa  
(50, 50) 
Equilibrio 
(30, 70) Altro 
40 
59.00 
90.00 
85.00 
76.00 
6.00 
9.00 
15.00 
24.00 
35.00 
1.00 
0.00 
0.00 
100 
31.00 
96.00 
98.00 
93.00 
0.00 
0.50 
2.00 
7.00 
69.00 
3.50 
0.00 
0.00 
200 
10.00 
97.00 
100.00 
99.00 
0.00 
0.00 
0.00 
0.00 
90.00 
3.00 
0.00 
1.00 
 
TABELLA 3.2.8 
 
L’andamento delle frequenze con cui i diversi regimi emergono, all’interno e tra gruppi 
distinti, è sostanzialmente simile; la differenza è semmai nell’entità con cui questo 
avviene. In altre parole, in entrambi i casi, aumenti di ε tendono a ridurre la probabilità 
con cui, a parità degli altri parametri, sorge il regime (30, 70) (confronta i valori delle 
TABELLE 3.2.5 e 3.2.6 con quelli rispettivi delle TABELLE 3.2.7 e 3.2.8). Viceversa 
aumenti di m ne accrescono la frequenza (vedi penultima colonna di ogni tabella). 
Infine, riduzioni di ℑ, per bassi valori di m, tendono a ridurre i casi di mancato 
coordinamento entro T (vedi ultima colonna di ogni tabella). A queste osservazioni può 
essere data una spiegazione analoga a quanto detto nel Paragrafo 3.2.5 circa la sola 
dinamica intragruppo. Qui vogliamo focalizzare l’attenzione su un altro aspetto; vale a 
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dire, la maggior frequenza con cui, a parità di parametri, sorgono stati diversi dalla 
norma equa nei rapporti intergruppo. Infatti l’accumularsi di contrattazioni bilaterali, 
dove appartenenti ad una tag ottengono sistematicamente quote maggiori rispetto ai 
membri di un’altra, fa sorgere delle strutture più stabili. Questo perché, come abbiamo 
visto nel Paragrafo 3.2.4 (pag. 50), la possibilità che hanno gli agenti di distinguersi l’un 
altro permette loro di coordinarsi in modo efficiente su tali convenzioni senza continui 
cambiamenti di miglior risposta. Il “bacino di attrazione” della struttura per classi della 
società è molto più ampio di quello del regime rissoso e, conseguentemente, i tempi di 
transizione tra questi equilibri e la norma equa sono più lunghi. A questo proposito, è 
una questione aperta quella di stimare analiticamente la durata attesa di questi regimi 
transitori in funzione dei parametri del modello. Le figure seguenti confrontano le 
dinamiche in atto in questi due casi. 
 
Valori parametri: ℑ=100, m=10, ε =0.02 e T=250. Abbiamo diviso ℑ in 2 gruppi (blu e rosso) di ugual 
ampiezza. Nelle figure di sinistra, gli agenti appartengono alla stessa ed unica tag; mentre, in quelle di 
destra, i 2 gruppi corrispondono effettivamente a 2 distinte tags. In entrambi i casi la società è fatta partire 
dallo stato rissoso (un gruppo gioca H e l’altro L come miglior risposta). Le FIGURE 3.2.24 e 3.2.25 
mostrano la loro posizione iniziale. Abbiamo poi dato avvio alle contrattazioni e, nella successiva coppia 
di grafici, è stato tracciato il percorso seguito da ognuno fino a T. Si può notare come, nel caso della 
FIGURA 3.2.26, gli agenti transitino da un bacino all’altro (tra L ed H); mentre, nel caso della FIGURA 
3.2.27, ogni gruppo (tag) permane nel suo bacino di partenza. 
 
 
FIGURA 3.2.24 tags=1 
 
 
FIGURA 3.2.25 tags=2 
 
FIGURA 3.2.26 tags=1 
 
FIGURA 3.2.27 tags=2
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Prima di concludere la presentazione del modello base, illustriamo degli esempi di 
alcune delle strutture sociali che possono sorgere e permanere per periodi di tempo più 
o meno duraturi, dati certi parametri, in funzione delle diverse storie d’interazione e 
condizioni di partenza che possono presentarsi16. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                                               
16
 Nelle figure seguenti i valori dei parametri sono: ℑ=40, tags=2, m=10, ε =0.02 e T=250. Nei grafici 
dell’andamento della vincita media per periodo, a differenza di quelli precedentemente presentati, nel 
calcolo della media sono stati considerati pure i payoffs (uguali a 0) di coloro che non giocano in quel 
particolare t. Tuttavia, ciò non modifica il trend di fondo che questa variabile manifesta. 
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3.2.6.1 Equità intragruppo e intergruppo 
 
In questo caso la norma equa coordina sia le contrattazioni che avvengono tra agenti 
appartenenti alla stessa tag che a tag diversa. Questo perché i giocatori, salvo 
comportamenti che non seguano la logica della miglior risposta (ε), riescono a 
coordinarsi sull’equilibrio centrale a livello individuale, suddividendosi il bene a metà, 
anziché azzuffarsi per esso e la convenzione (50, 50), equa ed efficiente, emerge a 
livello aggregato. 
 
La FIGURA 3.2.28 offre un esempio di 
come appaiono in questo caso i ricordi 
degli agenti rappresentati sul simplesso. 
Si può notare come tutti siano 
posizionati nel bacino di attrazione della 
strategia M. Le FIGURE 3.2.29 e 3.2.30 
mostrano invece l’andamento dei 
payoffs medi per periodo, da t=0 fino a 
T, relativo alla dinamica sociale che ha 
poi generato i risultati dei simplessi. 
 
FIGURA 3.2.28 Posizione finale agenti nei 
rapporti intragruppo (simplesso di sinistra)  
che intergruppo (simplesso di destra)
 
 
 
FIGURA 3.2.29 Andamento payoff, a livello 
intragruppo, per tag1 (blu) e tag2 (rosso) 
 
FIGURA 3.2.30 Andamento payoff, a livello 
intergruppo, per tag1 (blu) e tag2 (rosso)
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3.2.6.2 Equità solo intergruppo 
 
Questo caso si differenzia rispetto al precedente solo per quanto riguarda i rapporti 
intragruppo. In altre parole, quando si incontrano agenti diversi, questi riescono a 
coordinarsi attraverso la convenzione (50, 50). Mentre, per quanto riguarda i rapporti 
all’interno dei gruppi stessi (in uno o più di questi), il regime rissoso prevale. Quando 
questo accade, in media, i giocatori otterranno dalle contrattazioni coi loro simili una 
vincita inferiore rispetto a quello che riescono ad ottenere dalle relazioni intergruppo. 
 
La FIGURA 3.2.31 offre un esempio di 
come appaiono i ricordi degli agenti 
rappresentati sul simplesso, nel caso in 
cui solo una tag (tag1) non sia riuscita a 
coordinarsi in modo efficiente entro T. 
Quest’ultimi agenti sono posizionati nei 
bacini di L ed H e cercano invano di 
coordinarsi sull’equilibrio di Nash 
corrispondente.  
 
FIGURA 3.2.31 Posizione finale agenti nei 
rapporti intragruppo (simplesso di sinistra) 
che intergruppo (simplesso di destra)
 
Le FIGURE 3.2.32 e 3.2.33 mostrano invece quale sia l’andamento dei payoffs medi 
corrispondente alle dinamiche in questione. Si può notare come quello relativo a tag1 
sia, in media, inferiore rispetto a quello di tag2 a livello intragruppo. 
 
 
FIGURA 3.2.32 Andamento payoff, a livello 
intragruppo, per tag1 (blu) e tag2 (rosso) 
 
FIGURA 3.2.33 Andamento payoff, a livello 
intergruppo, per tag1 (blu) e tag2 (rosso)
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3.2.6.3 Emergenza endogena di classi distinte 
 
Equità solo intragruppo 
 
Qui, l’interazione decentralizzata conduce ad uno stato nel quale la norma equa prevale 
all’interno di ogni gruppo; mentre una convenzione discriminatoria governa le relazioni 
intergruppo. Quando gli agenti incontrano uno del loro tipo, la maggior parte si aspetta 
di suddividere il bene a metà; mentre, quando un agente di un gruppo, supponiamo tag2, 
incontra un membro di un altro, supponiamo tag1, il primo ha un atteggiamento 
aggressivo nei confronti del secondo che si sottomette facilmente. In altre parole, una 
distinzione di classe è emersa endogenamente. 
Una volta stabilita, una struttura del genere può persistere per lunghi periodi di tempo. 
La ragione è che i soggetti, appartenenti ad uno dei 2 gruppi, hanno incominciato ad 
aspettarsi che le controparti dell’altro pretenderanno molto, cosicché per loro è divenuto 
razionale adottare un comportamento passivo. Similmente, gli altri si attenderanno dai 
primi tale remissività e per loro sarà razionale17 avvantaggiarsene. 
 
                                               
17
 In generale, la razionalità si riferisce ad un decisore che è in grado di effettuare delle scelte tra diverse 
alternative disponibili. Queste scelte hanno delle conseguenze (anche complesse) e la razionalità del 
decisore sta nel fatto che: ha preferenze sulle conseguenze, quest’ultime sono coerenti e sceglierà l’azione 
disponibile, la cui conseguenza preferisce. Di fatto, comunque, essa verrà espressa col concetto di 
scegliere quella strategia che massimizza l’utilità attesa. 
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La FIGURA 3.2.34 offre un esempio di 
questa situazione. In essa si può notare 
come a livello intergruppo prevalga il 
regime discriminatorio in cui una 
categoria (quella che si trova nel vertice 
L) si aspetta che l’altra (vertice H) 
adotti un comportamento passivo e 
viceversa. Al contrario, nei rapporti 
intragruppo tutti si trovano nel bacino di 
attrazione della norma equa. 
 
 
FIGURA 3.2.34 Posizione finale agenti nei  
rapporti intragruppo (simplesso di sinistra)  
che intergruppo (simplesso di destra)
 
Le FIGURE 3.2.35 e 3.2.36 mostrano il corrispondente andamento dei payoffs medi. Si 
può notare come, una volta che il regime discriminatorio è emerso nei rapporti tra 
gruppi, gli agenti che appartengono alla classe che gioca in modo più aggressivo 
ottengano in media un payoff maggiore dei membri dell’altra. 
 
 
FIGURA 3.2.35 Andamento payoff, a livello 
intragruppo, per tag1 (blu) e tag2 (rosso) 
 
FIGURA 3.2.36 Andamento payoff, a livello 
intergruppo, per tag1 (blu) e tag2 (rosso)
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Assenza di equità 
 
Questo caso si differenzia da quello precedente per il fatto che qui la norma equa è 
assente anche a livello intragruppo (in uno o più dei gruppi considerati). Questo nei 
rapporti interni ad una singola tag porta all’instaurazione di uno stato rissoso 
inefficiente; mentre tra soggetti distinti la convenzione che governa le contrattazioni è 
efficiente benché discriminatoria. 
 
La FIGURA 3.2.37 offre un esempio di 
questa situazione, nel caso in cui solo 
gli agenti di una tag non siano riusciti a 
coordinarsi su (50, 50). Per quanto 
riguarda invece i rapporti con gli altri, la 
stessa adotta un comportamento passivo 
nei confronti della controparte. In 
questa situazione, sebbene gli individui 
agiscano in maniera razionale, il 
risultato sociale non è ottimale. Infine, 
nonostante questo regime, a differenza 
di quello precedente, non corrisponda 
ad un equilibrio del gioco sottostante, 
può ugualmente persistere per lunghi 
periodi di tempo. 
 
FIGURA 3.2.37 Posizione finale agenti nei 
rapporti intragruppo (simplesso di sinistra) 
che intergruppo (simplesso di destra)
 
Le FIGURE 3.2.38 e 3.2.39 mostrano il corrispondente andamento dei payoffs medi. Si 
può notare come gli agenti di tag1 ottengano una vincita mediamente inferiore sia dalle 
contrattazioni con loro simili che con membri di tag2. 
 
 
FIGURA 3.2.38 Andamento payoff, a livello 
intragruppo, per tag1 (blu) e tag2 (rosso) 
 
FIGURA 3.2.39 Andamento payoff, a livello 
intergruppo, per tag1 (blu) e tag2 (rosso)
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3.2.7 Conclusioni 
 
In questo paragrafo abbiamo presentato il modello base, col quale abbiamo indagato il 
processo sociale che si mette in moto quando una popolazione di agenti, distinguibili o 
meno tra loro, interagisce, per mezzo di contrattazioni bilaterali e decentralizzate, al fine 
di suddividersi una proprietà disponibile. Il sistema, che ne deriva, presenterà degli 
equilibri; a questo proposito, abbiamo argomentato come, sebbene la norma equa 
rappresenti lo stato stocasticamente stabile, destinato a prevalere asintoticamente, sia 
nei rapporti intragruppo che intergruppo, regimi più o meno rissosi possono permanere 
per lunghi periodi di tempo in funzione delle condizioni iniziali, di eventi casuali e dei 
valori assegnati ai parametri del modello. Dato ciò, grazie alla computazione basata su 
agenti abbiamo mostrato il ruolo giocato dall’ampiezza della popolazione ℑ, dalla 
capacità mnemonica m e dall’entità dell’errore ε, nell’influenzare la frequenza con cui 
tali regimi sorgono e durano, dato un mondo iniziale privo di norme. Questi fattori 
influenzano le dinamiche che fanno emergere tali stati, oltre alla loro stabilità una volta 
emersi. Alla luce di quanto scritto nel Capitolo 2, tali risultati sono in linea con quanto 
ottenuto da Axtell et al..  
In particolare, essi affermano che, usando metodi asintotici, può essere dimostrato che 
quando m e ℑ/m sono sufficientemente elevati, la probabilità di essere nell’equilibrio 
(50, 50) è sostanzialmente maggiore di quella di essere in uno stato rissoso o norma 
discriminatoria, se si aspetta abbastanza e ε è piccolo. La ragione intuitiva è che, una 
volta stabilitasi, è più difficile disfare l’equità che non un regime rissoso. Comunque 
l’inerzia del sistema, quindi il tempo di attesa necessario per raggiungere tale 
convenzione, può essere enorme e tali stati possono perdurare per lunghi lassi 
temporali. Abbiamo visto che, se nell’esperienza di un soggetto, una proporzione 
sufficiente di precedenti avversari ha giocato in modo aggressivo (domandando H), 
allora sarà meglio cedere (chiedendo L), anziché proporre un’uguale suddivisione (M), e 
viceversa.  
 
Dal punto di vista pratico, permane, tuttavia, il problema, già enunciato nel Capitolo 1, 
di tradurre i periodi di tempo del modello in termini reali; infatti, nell’ambiente 
sviluppato lo scorrere del tempo è misurato in periodi discreti t =1, 2, …, T che 
corrispondono ad eventi distinti, rappresentati da un insieme di ℑ/2 contrattazioni. 
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Questa rimane una questione aperta. Comunque i tempi necessari per raggiungere 
l’equilibrio potrebbero essere ridotti modificando la struttura di interazione. In questo 
caso, si potrebbe introdurre una topologia e stabilire che gli agenti interagiscano con più 
frequenza con i loro vicini, anziché prevedere un meccanismo di accoppiamento casuale 
sopra l’intera popolazione. Questo darebbe anche maggior realismo al modello qui 
elaborato. 
I tempi di transizione tra i regimi potrebbero essere ridotti, anche supponendo che gli 
individui pesino diversamente i loro ricordi, in base al fatto che siano più o meno 
recenti.  
 
Inoltre, altri due aspetti andrebbero considerati: il fatto che gli agenti di una stessa tag 
siano considerati interscambiabili e l’approccio secondo il quale i fenomeni spiegati 
emergono in modo involontario ed inatteso (nessuna responsabilità), tipicamente grazie 
ad una dinamica in cui gli agenti adottano una miglior risposta rispetto alle azioni altrui.  
A questo proposito, spiegare la povertà e la suddivisione della società in classi, senza 
far riferimento all’esistenza di decisioni finalizzate da parte di alcuni, riguardanti il 
sistema scolastico, la tassazione e la politica sociale, sembrerebbe piuttosto limitato. 
 
Senza negare la validità di queste osservazioni; qui si è voluto sviluppare un semplice 
modello computazionale al fine di mostrare come, indipendentemente dall’esistenza di 
azioni finalizzate a ciò, le dinamiche di un’interazione decentralizzata tra agenti che 
operano in modo individualmente razionale (per la maggior parte del tempo) possano 
condurre la società, a livello aggregato, ad organizzarsi attraverso istituzioni che 
sebbene non siano né eque né efficienti, possono, tuttavia, perdurare nel tempo. 
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3.3. Estensione del modello 
 
In questo paragrafo estenderemo il modello base nelle seguenti direzioni: 
 
1. Aumenteremo il numero delle strategie disponibili (Paragrafo 3.3.2); 
2. Introdurremo delle differenze economicamente significative tra gli agenti, vale a 
dire delle diverse funzioni di utilità (Paragrafo 3.3.3); 
 
Poiché l’analisi proseguirà con riferimento ad entrambi i meccanismi di assegnazione 
dei payoffs descritti nel Paragrafo 3.2.1 (pag. 44); prima di passare all’estensione, 
illustreremo brevemente come cambiano i bacini di attrazione delle strategie nel caso in 
cui il gioco sottostante sia quello del punto b anziché a. 
 
3.3.1 Nuovo meccanismo di contrattazione 
 
Nel caso in cui assumiamo che i contraenti ottengano la quota richiesta solamente se la 
somma delle domande ammonta al totale disponibile, il simplesso della FIGURA 3.2.1 
(pag. 48) si modifica nel seguente modo: 
 
 
FIGURA 3.3.1 Esempio di simplesso 
 
Confrontando questa figura con quella precedente, si può notare come prima PE cadesse 
nel bacino di M; adesso invece è in quello di H. Se teniamo a mente le matrici dei 
payoffs questo è ovvio (vedi TABELLE 3.2.1 e 3.2.2 pag. 45). Adesso se un agente 
ritiene equiprobabili le strategie altrui, e l’unico modo per ottenere la quota richiesta è 
quello di coordinarsi perfettamente su di un equilibrio, allora punterà a quell’esito che 
gli garantirebbe la vincita massima in caso di accordo. Quindi, in corrispondenza di PE, 
M non è mai preferibile, a differenza di quello che può accadere nell’altro caso; dove la 
possibilità di ottenere quanto richiesto anche in assenza di accordo (basta che la somma 
delle domande non superi il totale disponibile) può rendere più conveniente giocare in 
modo meno aggressivo. A questo proposito, i risultati seguenti fanno riferimento ad una 
serie di 100 simulazioni, eseguite sia per tags=1 che tags=2, con ℑ=100, m=20 e 
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ε=0.02. Queste frequenze sono confrontate con quelle corrispondenti, ottenute col 
precedente meccanismo di contrattazione (a). Si può notare come i casi, in cui gli 
individui cercano di coordinarsi sull’equilibrio estremo, siano maggiori se vale b. 
 
tags=1 
 
Punto a  
Punto b  
 
(50&50) (30&70) Altro 
100.00 
75.00 
0.00 
25.00 
0.00 
0.00 
 
tags=2 
 
 
Punto a  
Punto b  
 
 
Intragruppo 
 
(50&50) (30&70) Altro 
99.00 
64.00 
1.00 
36.00 
0.00 
0.00 
 
 
Intergruppo 
 
(50&50) (30&70) Altro 
92.00 
53.00 
8.00 
47.00 
0.00 
0.00 
 
3.3.2 Nuove strategie a disposizione 
 
Per semplificare l’analisi, supponiamo che ogni agente abbia a disposizione solamente 
11 possibili domande, dk, con k che varia da 0 a 100 a passo di 10. Il payoff di ciascuno 
dipenderà dalla quota x che ottiene e dalla sua funzione di utilità, che qui riportiamo:  
 
Ui(x)=uix = xα; con α>0 
 
Di seguito sono definite, in generale, le matrici dei payoffs che fanno riferimento ad 
entrambi i meccanismi di contrattazione esposti. 
 
 0 10 20 30 40 50 60 70 80 90 100 
0 ui0,uj0 ui0,uj10 ui0,uj20 ui0,uj30 ui0,uj40 ui0,uj50 ui0,uj60 ui0,uj70 ui0,uj80 ui0,uj90 0,uj100 
10 u110,uj0 ui10,uj10 ui10,uj20 ui10,uj30 ui10,uj40 ui10,uj50 ui10,uj60 ui10,uj70 ui10,uj80 ui10,uj90 0,0 
20 u120,uj0 ui20,uj10 ui20,uj20 ui20,uj30 ui20,uj40 ui20,uj50 ui20,uj60 ui20,uj70 ui20,uj80 0,0 0,0 
30 u130,uj0 ui30,uj10 ui30,uj20 ui30,uj30 ui30,uj40 ui30,uj50 ui30,uj60 ui30,uj70 0,0 0,0 0,0 
40 u140,uj0 ui40,uj10 ui40,uj20 ui40,uj30 ui40,uj40 ui40,uj50 ui40,uj60 0, 0 0,0 0,0 0,0 
50 u150,uj0 ui50,uj10 ui50,uj20 ui50,uj30 ui50,uj40 ui50,uj50 0,0 0,0 0,0 0,0 0,0 
60 u160,uj0 ui60,uj10 ui60,uj20 ui60,uj30 ui60,uj40 0,0 0,0 0,0 0,0 0,0 0,0 
70 u170,uj0 ui70,uj10 ui70,uj20 ui70,uj30 0,0 0,0 0,0 0,0 0,0 0,0 0,0 
80 u180,uj0 ui80,uj10 ui80,uj20 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 
90 ui90,uj0 ui90,uj10 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 
100 ui100,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 
 
TABELLA 3.3.1 (Punto a) In grassetto gli equilibri di Nash in strategie pure del gioco,  
evidenziati quelli forti, gli unici candidati ad emergere come convenzione 
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 0 10 20 30 40 50 60 70 80 90 100 
0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,uj100 
10 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 ui10,uj90 0,0 
20 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 ui20,uj80 0,0 0,0 
30 0,0 0,0 0,0 0,0 0,0 0,0 0,0 ui30,uj70 0,0 0,0 0,0 
40 0,0 0,0 0,0 0,0 0,0 0,0 ui40,uj60 0, 0 0,0 0,0 0,0 
50 0,0 0,0 0,0 0,0 0,0 ui50,uj50 0,0 0,0 0,0 0,0 0,0 
60 0,0 0,0 0,0 0,0 ui60,uj40 0,0 0,0 0,0 0,0 0,0 0,0 
70 0,0 0,0 0,0 ui70,uj30 0,0 0,0 0,0 0,0 0,0 0,0 0,0 
80 0,0 0,0 ui80,uj20 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 
90 0,0 ui90,uj10 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 
100 ui100,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 
 
TABELLA 3.3.2 (Punto b) In grassetto gli equilibri di Nash in strategie pure del gioco,  
evidenziati quelli forti, gli unici candidati ad emergere come convenzione 
 
I valori specifici di tali matrici dipenderanno da α. Tuttavia, per ogni giocatore i∈ℑ vale 
sempre la seguente relazione: 
 
0 uik uik′,  ∀ k  k′,  k, k′∈[0, 100] 
 
Si può notare come la strategia d0 sia debolmente dominata da tutte le altre e che, una 
volta eliminata quest’ultima, lo stesso accade per d100.  
Quando si ricercano gli esiti più probabili di un gioco, eliminando questo tipo di 
strategie, si parla di eliminazione iterata delle strategie debolmente dominate. Ma, 
affinché tale criterio di selezione degli equilibri possa essere opportunamente impiegato, 
è necessario fare un’ipotesi aggiuntiva, che qui non abbiamo fatto (e non intendiamo 
fare). In altre parole, bisogna assumere che siano conoscenza comune fra tutti i 
giocatori: i parametri del gioco, l’intelligenza e la razionalità degli agenti. A questo 
proposito, i risultati delle simulazioni realizzate mostrano chiaramente come questi 
comportamenti dominati vengano sistematicamente scartati, grazie ad un’ipotesi molto 
più realistica di contrattazioni bilaterali e decentralizzate che nel tempo di susseguono 
in una certa popolazione, i cui agenti scelgono la loro azione, cercando di rispondere al 
meglio, data la propria esperienza. 
 
Se aumentiamo il numero delle strategie a disposizione, la sostanza dei risultati ottenuti 
in precedenza non cambia. In altre parole, soprattutto in corrispondenza del secondo 
meccanismo di assegnazione dei payoffs, anziché parlare di prevalenza dell’equilibrio 
(50, 50), parleremo di prevalenza di quelli centrali. Questo perché, dato il maggior 
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numero di accordi possibili, per gli agenti diverrà più difficile coordinarsi perfettamente 
sulla norma equa per mezzo di un processo spontaneo.  
 
Ad esempio, attribuiamo ai nostri parametri i seguenti valori: 
 
ℑ =100;  
Numero di tags=2 (ovvero tag1 e tag2); 
=20;  
=0.02;  
Le strategie a disposizione sono dk, con k che varia da 0 a 100 a passo di 10;  
T=250; 
Numero di runs per ogni combinazione dei parametri: 100. 
 
Le seguenti tabelle mostrano la frequenza con cui i diversi regimi sono emersi sia a 
livello intragruppo (3.3.3) che intergruppo (3.3.4), per entrambi i meccanismi, a e b. 
 
           Regimi 
Punto 
Equilibrio 
(50, 50) 
Stato rissoso 
(40, 60) 
Stato rissoso 
(30, 70) 
Stato rissoso 
(20, 80) 
Nessun 
Equilibrio 
a 83.50 16.00 0.50 0.00 0.00 
b 32.00 50.50 15.50 2.00 0.00 
 
TABELLA 3.3.3 Risultati della dinamica intragruppo 
 
 
           Regimi 
Punto 
Equilibrio 
(50, 50) 
Equilibrio 
(40, 60) 
Equilibrio 
(30, 70) 
Nessun 
Equilibrio 
a 61.00 39.00 0.00 0.00 
b 27.00 58.00 15.00 0.00 
 
TABELLA 3.3.4 Risultati della dinamica intergruppo 
 
 
Confrontando i risultati della TABELLA 3.3.3 con quelli della 3.3.4, si può sempre 
notare una maggior frequenza della norma equa a livello intragruppo rispetto 
all’intergruppo. Mentre, confrontando all’interno di ogni tabella il punto a col b, si può 
notare una maggior frequenza dell’equilibrio (50, 50) nel primo caso rispetto al 
secondo, dovuta al comportamento più aggressivo che la struttura dei payoffs incita in 
quest’ultimo. 
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3.3.3 Nuove dinamiche e risultati 
 
Vediamo adesso come si modificano i risultati ottenuti in precedenza se, accanto a 
questa espansione delle strategie disponibili, introduciamo la possibilità che tag diversa 
significhi anche diversa propensione al rischio. 
 
Attribuiamo ai parametri del modello i seguenti valori: 
 
ℑ =100;  
Numero di tags=2 (ovvero tag1 e tag2); 
=20;  
=0.02;  
Per quanto riguarda α, siano α1 e α2 le elasticità della funzione di utilità, 
rispettivamente, degli agenti appartenenti a tag1 e tag2. Queste varieranno tra: 
0.5, 1, 1.5 e 2; 
Le strategie a disposizione sono dk, con k che varia da 0 a 100 a passo di 10;  
T=250; 
Numero di runs per ogni combinazione dei parametri: 100. 
 
Qui saremo interessati solamente alle dinamiche intergruppo.  
Le seguenti tabelle mostrano la frequenza con cui emergono i diversi equilibri al variare 
di α1 (per riga) e α2 (per colonna). La prima colonna di tabelle fa riferimento al 
meccanismo di contrattazione a, la seconda al b. Nella coppia di strategie di equilibrio, 
la prima si riferisce a tag1 e la seconda a tag2. Gli equilibri di Nash (0, 100) e (100, 0) 
del gioco individuale non sono considerati, poiché non emergono mai come norme (e di 
fatto non lo sono). Essi non sono equilibri per il nostro processo sociale. Questo può 
essere così spiegato. Non esiste nessuna distribuzione di frequenza possibile in 
corrispondenza della quale d0 sia l’unica miglior risposta. In altre parole, il suo bacino 
di attrazione è un insieme vuoto. Dato ciò essa potrà essere giocata solamente per errore 
o nel caso poco probabile in cui un soggetto, avendo in memoria tutte istanze di d100, 
scegliendo a caso tra tutte le strategie, scelga proprio d0. La rarità di questi eventi 
comporta che anche la sua complementare d100 sarà difficilmente miglior risposta. A 
questo proposito, se avviamo il processo in modo che i membri di una tag giochino 0 e 
gli altri 100, anche con ε=0, ben presto gli agenti maturerebbero altre miglior risposte. 
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a 
 
 0.1 0.5 1 1.5 2 
0.1 0.00 0.00 20.00 72.00 95.00 
0.5 0.00 0.00 0.00 2.00 21.00 
1 0.00 0.00 0.00 0.00 0.00 
1.5 0.00 0.00 0.00 0.00 0.00 
2 0.00 0.00 0.00 0.00 0.00 
 
TABELLA 3.3.5 Equilibrio (10, 90) 
 
b 
 
 0.1 0.5 1 1.5 2 
0.1 26.00 41.00 47.00 70.00 74.00 
0.5 0.00 0.00 3.00 8.00 19.00 
1 0.00 0.00 0.00 0.00 0.00 
1.5 0.00 0.00 0.00 0.00 0.00 
2 0.00 0.00 0.00 0.00 0.00 
 
TABELLA 3.3.6 Equilibrio (10, 90)
 0.1 0.5 1 1.5 2 
0.1 0.00 54.00 77.00 26.00 5.00 
0.5 0.00 0.00 5.00 45.00 64.00 
1 0.00 0.00 0.00 0.00 8.00 
1.5 0.00 0.00 0.00 0.00 0.00 
2 0.00 0.00 0.00 0.00 0.00 
 
TABELLA 3.3.7 Equilibrio (20, 80) 
 0.1 0.5 1 1.5 2 
0.1 12.00 17.00 28.00 23.00 24.00 
0.5 0.00 2.00 14.00 32.00 31.00 
1 0.00 0.00 0.00 5.00 11.00 
1.5 0.00 0.00 0.00 0.00 0.00 
2 0.00 0.00 0.00 0.00 0.00 
 
TABELLA 3.3.8 Equilibrio (20, 80)
 
 0.1 0.5 1 1.5 2 
0.1 0.00 6.00 0.00 0.00 0.00 
0.5 0.00 0.00 54.00 53.00 15.00 
1 0.00 0.00 0.00 29.00 55.00 
1.5 0.00 0.00 0.00 1.00 6.00 
2 0.00 0.00 0.00 0.00 4.00 
 
TABELLA 3.3.9 Equilibrio (30, 70) 
 0.1 0.5 1 1.5 2 
0.1 9.00 15.00 17.00 7.00 1.00 
0.5 0.00 16.00 25.00 34.00 31.00 
1 0.00 0.00 5.00 18.00 25.00 
1.5 0.00 0.00 0.00 5.00 7.00 
2 0.00 0.00 0.00 0.00 1.00 
 
TABELLA 3.3.10 Equilibrio (30, 70) 
 
 0.1 0.5 1 1.5 2 
0.1 0.00 0.00 0.00 0.00 0.00 
0.5 0.00 18.00 33.00 0.00 0.00 
1 0.00 0.00 20.00 50.00 32.00 
1.5 0.00 0.00 0.00 9.00 50.00 
2 0.00 0.00 0.00 1.00 8.00 
 
TABELLA 3.3.11 Equilibrio (40, 60) 
 0.1 0.5 1 1.5 2 
0.1 4.00 15.00 6.00 0.00 1.00 
0.5 3.00 23.00 37.00 15.00 16.00 
1 1.00 6.00 31.00 44.00 39.00 
1.5 0.00 0.00 12.00 31.00 54.00 
2 0.00 0.00 2.00 3.00 13.00 
 
TABELLA 3.3.12 Equilibrio (40, 60)
 
 0.1 0.5 1 1.5 2 
0.1 0.00 0.00 0.00 0.00 0.00 
0.5 0.00 67.00 8.00 0.00 0.00 
1 0.00 5.00 61.00 21.00 5.00 
1.5 0.00 0.00 13.00 72.00 43.00 
2 0.00 0.00 2.00 48.00 76.00 
 
TABELLA 3.3.13 Equilibrio (50, 50) 
o Norma equa 
 0.1 0.5 1 1.5 2 
0.1 8.00 6.00 2.00 0.00 0.00 
0.5 8.00 20.00 13.00 11.00 3.00 
1 0.00 17.00 27.00 16.00 23.00 
1.5 0.00 3.00 17.00 31.00 33.00 
2 0.00 4.00 18.00 37.00 64.00 
 
TABELLA 3.3.14 Equilibrio (50, 50) 
o Norma equa
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 0.1 0.5 1 1.5 2 
0.1 0.00 0.00 0.00 0.00 0.00 
0.5 0.00 14.00 0.00 0.00 0.00 
1 0.00 39.00 19.00 0.00 0.00 
1.5 0.00 4.00 47.00 18.00 1.00 
2 0.00 0.00 32.00 49.00 12.00 
 
TABELLA 3.3.15 Equilibrio (60, 40) 
 
 0.1 0.5 1 1.5 2 
0.1 6.00 4.00 0.00 0.00 0.00 
0.5 11.00 23.00 8.00 0.00 0.00 
1 5.00 39.00 27.00 17.00 2.00 
1.5 3.00 26.00 51.00 33.00 6.00 
2 1.00 18.00 53.00 58.00 18.00 
 
TABELLA 3.3.16 Equilibrio (60, 40)
 
 0.1 0.5 1 1.5 2 
0.1 0.00 0.00 0.00 0.00 0.00 
0.5 8.00 0.00 0.00 0.00 0.00 
1 0.00 51.00 0.00 0.00 0.00 
1.5 0.00 56.00 37.00 0.00 0.00 
2 0.00 18.00 61.00 2.00 0.00 
 
TABELLA 3.3.17 Equilibrio (70, 30) 
 0.1 0.5 1 1.5 2 
0.1 4.00 2.00 0.00 0.00 0.00 
0.5 14.00 10.00 0.00 0.00 0.00 
1 19.00 23.00 10.00 0.00 0.00 
1.5 13.00 30.00 19.00 0.00 0.00 
2 5.00 33.00 23.00 2.00 4.00 
 
TABELLA 3.3.18 Equilibrio (70, 30)
 0.1 0.5 1 1.5 2 
0.1 0.00 0.00 0.00 0.00 0.00 
0.5 63.00 0.00 0.00 0.00 0.00 
1 83.00 5.00 0.00 0.00 0.00 
1.5 33.00 40.00 3.00 0.00 0.00 
2 4.00 68.00 5.00 0.00 0.00 
 
TABELLA 3.3.19 Equilibrio (80, 20) 
 
 0.1 0.5 1 1.5 2 
0.1 10.00 0.00 0.00 0.00 0.00 
0.5 18.00 6.00 0.00 0.00 0.00 
1 26.00 15.00 0.00 0.00 0.00 
1.5 21.00 31.00 1.00 0.00 0.00 
2 16.00 32.00 4.00 0.00 0.00 
 
TABELLA 3.3.20 Equilibrio (80, 20) 
 0.1 0.5 1 1.5 2 
0.1 0.00 0.00 0.00 0.00 0.00 
0.5 0.00 0.00 0.00 0.00 0.00 
1 13.00 0.00 0.00 0.00 0.00 
1.5 67.00 0.00 0.00 0.00 0.00 
2 96.00 14.00 0.00 0.00 0.00 
 
TABELLA 3.3.21 Equilibrio (90, 10) 
 0.1 0.5 1 1.5 2 
0.1 21.00 0.00 0.00 0.00 0.00 
0.5 46.00 0.00 0.00 0.00 0.00 
1 49.00 0.00 0.00 0.00 0.00 
1.5 63.00 10.00 0.00 0.00 0.00 
2 78.00 13.00 0.00 0.00 0.00 
 
TABELLA 3.3.22 Equilibrio (90, 10) 
 
 0.1 0.5 1 1.5 2 
0.1 100.00 40.00 3.00 2.00 0.00 
0.5 29.00 1.00 0.00 0.00 0.00 
1 4.00 0.00 0.00 0.00 0.00 
1.5 0.00 0.00 0.00 0.00 0.00 
2 0.00 0.00 0.00 0.00 0.00 
 
TABELLA 3.3.23 Nessun Equilibrio 
 
 0.1 0.5 1 1.5 2 
0.1 0.00 0.00 0.00 0.00 0.00 
0.5 0.00 0.00 0.00 0.00 0.00 
1 0.00 0.00 0.00 0.00 0.00 
1.5 0.00 0.00 0.00 0.00 0.00 
2 0.00 0.00 0.00 0.00 0.00 
 
TABELLA 3.3.24 Nessun Equilibrio
 
 
Confrontando l’andamento delle frequenze (a vs b) possiamo affermare che, in 
generale, è abbastanza simile. Ad esempio, con α1=0.1 e α2=2, prevale l’equilibrio (10, 
90) (vedi TABELLE 3.3.5 e 3.3.6 in corrispondenza di tale combinazione). 
Aumentando poi α1 e diminuendo α2, gli equilibri centrali emergono con sempre più 
probabilità. Quando i giocatori hanno preferenze simili, la norma equa tende a prevalere 
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(vedi TABELLE 3.3.13 e 3.3.14). Infatti anche se all’inizio la maggior parte cercasse di 
coordinarsi in altro modo, difficilmente riuscirebbe a trovare qualcuno disposto a 
giocare la strategia complementare. Questo crea quindi una prima fase di mancato 
coordinamento, successivamente alla quale, si converge verso gli equilibri centrali. 
Al contrario, quando gli agenti sono caratterizzati da una diversa propensione al rischio, 
in particolare se una classe è caratterizzata da α<1 e l’altra da α>1, è più probabile che 
si coordinino su un equilibrio asimmetrico, dove i secondi prevalgono. A questo 
proposito, si può notare la specularità dei risultati ottenuti confrontando le frequenze di 
un equilibrio con quelle del suo “opposto”, ad esempio (20, 80) e (80, 20).  
Esistono comunque delle differenze. Ad esempio, quando α1=α2=0.1, nel caso a, non è 
mai emersa una norma entro T (vedi TABELLA 3.3.23). Ciò vuol dire che gli agenti 
continuavano a non coordinarsi ed una situazione inefficiente permaneva. Nel caso b, 
invece, una minor elasticità sembra rendere le diverse norme più equiprobabili (vedi 
prima cella nelle tabelle della colonna b). 
Quanto finora affermato può essere razionalizzato mettendo in evidenza come si 
modificano i bacini di attrazione delle strategie disponibili al variare dell’atteggiamento 
nei confronti del rischio. Poiché, con 9 strategie non dominate ci servirebbero dei 
simplessi 8-dimensionali per realizzare perfettamente un’analisi grafica del genere, ne 
daremo un’intuizione nel caso delle solite 3 strategie (vedi FIGURE da 3.3.2 a 3.3.9). 
Le successive argomentazioni possono, poi, essere facilmente estese a giochi con più 
strategie. 
 
Vettore strategie: [30, 50, 70]. La prima riga fa riferimento al meccanismo a, la seconda al b. 
 
 
       FIGURA 3.3.2 
         α=0.1 
 
       FIGURA 3.3.3 
         α=0.5 
 
       FIGURA 3.3.4 
         α=1 
 
       FIGURA 3.3.5 
         α=2 
 
 
       FIGURA 3.3.6 
         α=0.1 
 
       FIGURA 3.3.7 
         α=0.5 
 
       FIGURA 3.3.8 
         α=1 
 
     FIGURA 3.3.9 
         α=2
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Grazie alle figure esposte sopra si può notare facilmente come minore è α, più esteso è 
il bacino di L a discapito sia di M che H (vedi figure da destra a sinistra). Viceversa al 
crescere dell’elasticità è H che diviene più conveniente a discapito delle altre due (vedi 
figure da sinistra a destra).  
È molto probabile quindi che, inizializzando i giocatori, in modo casuale, intorno al 
punto di indifferenza tra tutte le strategie, questi cadranno e transiteranno con maggior 
probabilità all’interno di quel bacino per loro più esteso. Sulla base di ciò, essi 
incominceranno a giocare le loro strategie di miglior risposta. Adesso, se davanti si 
trovano spesso controparti che giocano la strategia a loro complementare, questo non 
farà altro che confermare le loro aspettative e contribuire ad affermare tale norma, dopo 
una breve fase di assestamento e mancato coordinamento. Al contrario se desiderano 
coordinarsi su convenzioni diverse, nelle fasi iniziali incontreranno soggetti le cui 
giocate non consolidano le loro aspettative. Questo, molto probabilmente, nel caso a tre 
strategie porterà a coordinarsi su (50, 50), nei casi con più strategie condurrà comunque 
a coordinarsi su equilibri centrali.  
Ciò però non è sempre vero, ad esempio, abbiamo visto cosa succede quando 
α1=α2=0.1. Per rispondere a questa domanda trattiamo separatamente a e b. 
  
Col primo gioco di contrattazione, per α→0, la strategia passiva L diviene sempre più 
appetibile; ciò comporta aumenti progressi del suo bacino, il quale al limite ricopre tutto 
(si noti che questo varrebbe per qualunque simplesso n-dimensionale). Infatti, più 
l’elasticità è bassa, più i guadagni percentuali del passare da una strategia alla 
successiva vengono smorzati. Questo riduce la convenienza ad adottare un 
comportamento aggressivo; soprattutto davanti ad una strategia che consente di ottenere 
la quota richiesta con certezza. Questo sbilanciamento eccessivo a favore di una sola 
strategia che non sia M, rende tuttavia sempre più difficile coordinarsi su una qualunque 
norma. Questo perché il bacino della strategia in questione cresce anche a sfavore di 
quella che, con lei, costituirebbe la coppia di equilibrio, rendendo più arduo trovare 
qualcuno disposto stabilmente a giocare la seconda. Un ragionamento simile, questa 
volta a favore della strategia più aggressiva, si può fare per α→∞.  Ad esempio, 
ponendo α1=α2=4 ed effettuando 100 nuovi runs, questa è la frequenza con cui sorge la 
norma equa (confrontata con quelle ottenute in corrispondenza degli altri valori 
attribuiti ad α1 e α2):  
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α1=α2=0.1 
α1=α2=0.5 
α1=α2=1    
α1=α2=1.5 
α1=α2=2    
α1=α2=4    
Norma equa 
0.00 
67.00 
61.00 
72.00 
76.00 
 6.00 
 
mentre la frequenza del mancato coordinamento è 91%. Quindi gli equilibri centrali, in 
generale, e la norma equa, in particolare, sembrano favoriti per valori intermedi di α, in 
corrispondenza dei quali i loro bacini raggiungono le maggiori dimensioni per poi 
ridiminuire. Questi valori corrispondono a quelli in corrispondenza dei quali PE transita 
in essi. Data la matrice dei payoffs della TABELLA 3.3.1 (pag. 76), quando α assume: 
0.1, 0.5, 1.5, 2 e 4, rispettivamente PE si trova nell’area delle seguenti strategie: 10, 40, 
frontiera tra 50 e 60 (miglior risposta multipla), 70, 70 e 90. È facile ottenere ciò. Sia A 
tale matrice (nxn) ed f il vettore con tutti 1/n. PE si trova nel bacino di quella strategia in 
corrispondenza della quale vale max(A*f). 
 
Per quanto riguarda, invece, il meccanismo di contrattazione b, per α→0 i vantaggi 
derivanti dai diversi accordi si fanno sempre più simili. E’ per questo che, soprattutto 
per bassi valori di α (α<1), si assiste ad una maggior dispersione con cui le diverse 
norme emergono, vale a dire, esse diventano sempre più equiprobabili. Anche qui 
comunque per α→∞ accade qualcosa di analogo al caso precedente. Ponendo α1=α2=4 
ed effettuando 100 nuovi runs, questa è la frequenza della norma equa (confrontata con 
quelle ottenute in corrispondenza degli altri valori di α1 e α2): 
 
 
 
α1=α2=0.1 
α1=α2=0.5 
α1=α2=1    
α1=α2=1.5 
α1=α2=2    
α1=α2=4    
 
Norma equa 
8.00 
20.00 
29.00 
31.00 
64.00 
17.00 
 
mentre la frequenza del mancato coordinamento è 81%.  
Ciò è dovuto ad agenti che temporaneamente ma costantemente transitano nei bacini 
delle strategie più aggressive. Questo avviene perché tali aree sono prominenti rispetto 
alle altre. È così facile che qualcuno ne venga attratto ma, poiché difficilmente costoro 
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si troveranno di fronte individui che sistematicamente giocano le azioni complementari, 
cambieranno presto idea.  
 
Le figure seguenti sono a chiarimento di 
quanto appena affermato. 
 
Valori parametri: ℑ=100, tags=2, m=20, T=500, ε 
=0.02, α1=α2=4. Vettore strategie: [0 10 20 30 40 
50 60 70 80 90 100]. 
 
FIGURA 3.10 Evoluzione miglior risposta   
tag1 vs tag2  e tag2 vs tag1 (a) 
 
FIGURA 3.11 Evoluzione miglior risposta: 
tag1 vs tag2  e tag2 vs tag1 (b) 
 
 
Abbiamo già visto nel Paragrafo 3.2.5 come la definizione di particolari ℑ, m e ε possa 
modificare tali risultati. 
 
3.3.4 Conclusioni 
 
In questo parte del nostro lavoro, sono state introdotte nel modello delle differenze 
economicamente significative tra gli agenti, cioè abbiamo introdotto la possibilità che 
diverse tag potessero significare diverso atteggiamento nei confronti del rischio. 
La conseguenza più netta di ciò è che, tanto più gli agenti sono caratterizzati da una 
diversa elasticità della funzione di utilità, tanto più tenderanno ad emergere convezioni 
con le quali, a farla da padrone, sono quelli meno avversi al rischio. Viceversa per 
sapere cosa accade quando gli individui hanno preferenze analoghe, dobbiamo 
distinguere tra i due meccanismi di contrattazione. 
Nel caso in cui i giocatori ottengano la quota da loro richiesta anche quando la somma 
di queste è inferiore al totale disponibile, se entrambi i gruppi sono molto avversi al 
rischio o se, all’opposto, amano fortemente rischiare, la società nel suo complesso 
potrebbe sperimentare lunghi periodi di mancato coordinamento, i cui svantaggi sono 
stati esposti nel corso della trattazione. Tuttavia, potrebbero essere definiti particolari 
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valori di ℑ, m e ε che rendano più stabili i diversi equilibri, ad esempio una maggior 
capacità di ricordarsi l’esperienza passata.  
 
Nel caso, invece, in cui l’unico modo di portare a casa la quota richiesta è quello di 
coordinarsi perfettamente sulla stessa norma; se i soggetti sono fortemente avversi al 
rischio, i vantaggi che si hanno a passare da un accordo all’altro sono talmente bassi, 
che la quasi indifferenza che a livello individuale i giocatori hanno su queste diverse 
convenzioni, si traduce a livello aggregato, con una tendenziale equiprobabilità dei 
diversi equilibri. Al contrario, se i giocatori sono molto propensi a rischiare, anche qui 
vale lo stesso discorso fatto per l’altro meccanismo di assegnazione dei payoffs. 
 
Se una lezione deve essere tratta da tutto ciò, è questa. 
In generale, è più facile per una società sviluppare delle norme che coordinino le azioni 
dei suoi componenti, tanto più questi hanno degli atteggiamenti e quindi comportamenti 
compatibili. Fin qui però nulla è detto circa quale norma, tra le tante possibili, emergerà 
con più probabilità. A questo proposito, tutto quello che rende dei soggetti più sicuri e 
propensi al rischio, a discapito di altri che invece, per loro natura e/o condizioni 
economico-sociali, sono più restii a correre rischi, pur di accaparrarsi la quota di bene 
maggiore, porta il processo sociale, nel corso del tempo, verso i bacini di quelle 
convenzioni che, benché efficienti, sono comunque discriminatorie nei confronti di 
coloro che adottano un comportamento più passivo. Questo, sebbene a priori, nessuna 
distinzione tra le categorie sia stata fatta, tale da giustificare una ripartizione non uguale. 
Tuttavia, anche una società, in cui la maggior parte degli individui fosse remissiva o 
aggressiva, potrebbe avere i suoi grattacapi. Essa potrebbe impiegare molto tempo 
prima di riuscire a coordinarsi su una qualche norma che, comunque, tenderebbe ad 
essere quella equa. 
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3.4 Modello di un’economia di puro scambio 
 
In quest’ultima parte del capitolo, analizzeremo una semplice economia ( ℑ, Xi,  i, i) 
di puro scambio. Ciascun agente (i∈ℑ) è caratterizzato da un insieme di consumo 
Xi∈ℜ+, da delle preferenze ( i) Pmosco e da una dotazione iniziale i∈ℜ ++. 
 
Per semplicità, oltre alle ipotesi 1, 2 e 4 del Paragrafo 3.2.2 (pag. 45), facciamo le 
seguenti: 
 
Ipotesi 1 =2,  è il numero di beni presenti nell’economia; 
 
Ipotesi 2 Le preferenze degli agenti sono rappresentate con la seguente funzione di 
utilità Cobb-Douglass:  
Ui(x,y)=x	y
, con α>0, 
>0 
i coefficienti α e 
 potranno variare sia in funzione della tag che all’interno 
della stessa. Tuttavia, assumeremo che, per ogni gruppo, il rapporto tra i suoi 
α e 
 sia pari a 1; 
 
Ipotesi 3 Analogo è il meccanismo di assegnazione previsto per le dotazioni iniziali. In 
altre parole, all’interno di ciascuna tag possiamo definire varie tipologie di 
giocatori in base alle diverse dotazioni iniziali e/o funzioni di utilità che li 
caratterizzano. Dati 3 valori (ω ω ), tali che >0 e 0<ω <ω , supponendo 
di avere 2 distinte classi, noi suddivideremo la popolazione ℑ in quattro 
gruppi (indicizzati con h) in funzione della loro dotazione iniziale: G1, G2, G3 
e G4 (a questi, poi, potrà essere assegnata o meno la stessa funzione di 
utilità)18:  
 
i=(ω ω ) ∀i∈ G1 ⊆ tag1; 
i=(ω ω ) ∀i∈ G2 ⊆ tag1; 
i=(ω  ω  ) ∀i∈ G3 ⊆ tag2; 
i=(ω  ω  ) ∀i∈ G4 ⊆ tag2; 
 
                                               
18
 Questo è solo un esempio e la procedura Matlab elaborata consente di creare quanti più gruppi si 
desidera. Ognuno sarà caratterizzato dalla sua tag, dotazione iniziale e funzioni di utilità. 
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Se tutti gli individui avessero le stesse preferenze, potremo affermare con 
certezza che gli agenti appartenenti al gruppo G3(G4) godono di una miglior 
outside opportunity rispetto a quelli del gruppo G1(G2).  
 
Nell’ambiente che abbiamo cominciato a descrivere non vale il meccanismo 
Walrasiano, col quale si presume che un banditore centrale computi il vettore dei prezzi 
che eguaglia la domanda e l’offerta per ogni bene presente, e che gli scambi avvengano 
esclusivamente sulla base di questi valori di equilibrio. Al contrario, i prezzi emergono 
dal basso in funzione di scambi bilaterali e decentralizzati, questa ipotesi è molto più 
convincente, data l’esperienza quotidiana di tutti noi. 
A questo proposito, il paragrafo seguente introduce un nuovo meccanismo di 
contrattazione individuale, derivato da quello al punto b (vedi Paragrafo 3.2.1 pag. 44). 
 
3.4.1 Meccanismo di contrattazione individuale 
 
A differenza dei casi precedenti, qui la contrattazione non verte sulla suddivisione di un 
bene; bensì sullo scambio di 2 e, quindi, sulla suddivisione del surplus che ne deriva. 
In ogni partita, due agenti, accoppiati in maniera casuale, si incontrano per porre in 
essere uno scambio. Ciascun giocatore baserà la sua scelta sul gruppo al quale la 
controparte corrente appartiene; in altre parole, è in grado di riconoscerne non solo la 
tag, ma anche il tipo all’interno della stessa. Il meccanismo di scelta della miglior 
risposta, così come quello di aggiornamento dei ricordi, è uguale a quello descritto in 
precedenza. Data la loro esperienza passata, gli agenti nominano contemporaneamente 
uno dei contratti disponibili (quello che massimizza il rispettivo payoff atteso). Se 
entrambi desiderano lo stesso contratto, quindi le loro scelte sono compatibili, lo 
scambio avrà luogo, altrimenti ognuno ottiene la propria outside opportunity, in altre 
parole, in quest’ultimo caso entrambi consumano la propria dotazione iniziale (i), 
godendo solamente dell’utilità fornita da quest’ultima.  
Con tali contratti, gli agenti decidono come suddividere efficientemente il surplus 
derivante dallo scambio, accordandosi sul come allocare tra loro le quantità aggregate 
dei due beni disponibili. Ogni contratto prevede uno specifico scambio netto, z, tra le 
controparti, tale che la coppia di allocazioni (i+z, j-z), con i, j∈ℑ, i≠ j, sia accettabile 
ed efficiente per entrambi. Accettabile, in questo contesto, significa che degli agenti, 
che operano in modo individualmente razionale, acconsentono allo scambio e questo 
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accade se l’utilità che percepiscono consumando tali quantità non è inferiore a quella 
ottenibile mediante la loro dotazione iniziale. Efficiente (o Pareto-ottimale) significa 
che data quell’allocazione non ne esiste nessun’altra realizzabile tale che entrambi gli 
individui stiano meglio (o anche uno solo di essi stia meglio, a parità di condizione 
dell’altro). Se le due richieste sono compatibili, cioè zi=-zj, allora lo scambio avrà 
luogo, in altre parole, il contratto verrà stipulato, altrimenti, come già detto, ognuno 
otterrà la sua outside opportunity (ui, uj). Le strategie a disposizione vengono così 
indicate: zk, k=0,…,1. Se un soggetto i gioca z0 significa che lascia tutti i vantaggi dello 
scambio all’avversario j, il quale, giocando z1, potrà ottenere la massima utilità 
possibile, (uj*= uj1), mentre per il primo U(i+z0)=U(i)= ui = ui0. Viceversa, se 
gioca z1 chiederà per sé tutti i benefici della contrattazione, (ui*= ui1). Con le altre 
strategie possibili, se l’affare va a buon fine, i vantaggi dello scambio saranno ripartiti 
tra i due contraenti.  
Data l’Ipotesi 2 (pag. 87), la curva dei contratti è una funzione lineare. Ciò permette di 
rappresentare tutti gli accordi possibili come combinazioni lineari di quelli estremi. In 
generale, se i gioca zk, significa che propone alla controparte uno scambio netto 
rappresentato da una combinazione convessa tra z0 e z1 tale che:  
 
zk=k* z1+(1-k)*z0 
 
Questa situazione interattiva può essere rappresentata mediante un gioco. Supponendo 
che k vari da 0 a 1 a passo di 0.1, esso possiede la seguente matrice dei payoffs:  
 
 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 
0 ui,uj ui,uj ui,uj ui,uj ui,uj ui,uj ui,uj ui,uj ui,uj ui,uj ui,uj* 
0.1 ui,uj ui,uj ui,uj ui,uj ui,uj ui,uj ui,uj ui,uj ui,uj ui0.1,uj0.9 ui,uj 
0.2 ui,uj ui,uj ui,uj ui,uj ui,uj ui,uj ui,uj ui,uj ui0.2,uj0.8 ui,uj ui,uj 
0.3 ui,uj ui,uj ui,uj ui,uj ui,uj ui,uj ui,uj ui0.3,uj0.7 ui,uj ui,uj ui,uj 
0.4 ui,uj ui,uj ui,uj ui,uj ui,uj ui,uj ui0.4,uj0.6 ui,uj ui,uj ui,uj ui,uj 
0.5 ui,uj ui,uj ui,uj ui,uj ui,uj ui0.5,uj0.5 ui,uj ui,uj ui,uj ui,uj ui,uj 
0.6 ui,uj ui,uj ui,uj ui,uj ui0.6,uj0.4 ui,uj ui,uj ui,uj ui,uj ui,uj ui,uj 
0.7 ui,uj ui,uj ui,uj ui0.7,uj0.3 ui,uj ui,uj ui,uj ui,uj ui,uj ui,uj ui,uj 
0.8 ui,uj ui,uj ui0.8,uj0.2 ui,uj ui,uj ui,uj ui,uj ui,uj ui,uj ui,uj ui,uj 
0.9 ui,uj ui0.9,uj0.1 ui,uj ui,uj ui,uj ui,uj ui,uj ui,uj ui,uj ui,uj ui,uj 
1 ui*,uj ui,uj ui,uj ui,uj ui,uj ui,uj ui,uj ui,uj ui,uj ui,uj ui,uj 
 
TABELLA 3.4.1 In grassetto gli equilibri di Nash  
in strategie pure del gioco, evidenziati quelli forti 
 
Gli esiti lungo la diagonale secondaria appartengono al nucleo dell’economia, e si 
possono verificare solo se gli agenti nominano lo stesso contratto.  
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I valori specifici di tale matrice dipenderanno dalle dotazioni iniziali degli agenti, 
nonché dalla loro funzione di utilità. Tuttavia, per ogni giocatore i vale sempre la 
seguente relazione: 
ui
k
 ui
k′
,
  ∀ k  k′,  k, k′∈[0, 1] 
 
Affinché uno scambio possa definirsi efficiente è necessario che generi un’uguaglianza 
tra i saggi marginali di sostituzione (MRS) delle controparti. A questo proposito, se già 
prima dello scambio MRSi=MRSj, allora ognuno ottiene la sua outside opportunity e 
nessuna contrattazione ha luogo; in questa situazione particolare, i valori contenuti nella 
matrice dei payoffs sarebbero tutti pari alla coppia (ui, uj). Date le assunzioni 
precedenti, questo accade sicuramente se si incontrano giocatori dello stesso gruppo.  
 
In ogni periodo t, una volta che tutte le contrattazioni sono state concluse, i ricordi 
aggiornati, le allocazioni consumate ed i payoffs distribuiti, si passa al periodo 
successivo, t+1, fino al raggiungimento di T, così termina un run di simulazione. Di 
periodo in periodo, varieranno solo i ricordi degli agenti e, quindi, la loro strategia di 
miglior risposta; mentre le loro dotazioni e preferenze rimarranno invariate; inoltre, non 
c’è possibilità di accumulare e trasferire al futuro nessun bene.  
 
Prima di passare all’analisi vera e propria della dinamica e dei risultati del modello, 
poiché gli esiti ottenuti saranno confrontati con quanto prescritto dalla teoria 
dell’equilibrio economico generale, il paragrafo successivo definisce brevemente quali 
siano le condizioni da rispettare in corrispondenza di quest’ultimo. 
 
3.4.2 L’Equilibrio Economico Generale della nostra economia 
 
Queste sono le condizioni da rispettare nell’equilibrio walrasiano di un’economia di 
puro scambio: 
1. Il vettore dei prezzi, p*, deve essere tale da azzerare le funzioni di eccesso di 
domanda aggregata per tutti i beni esistenti.  
Nel nostro caso: 
 
E1(x11, x12, x13, x14)= =−
h
hhh nx 0)( *11ω
 con h=1,…,4     (1) 
E2(x21, x22, x23, x24)=  =−
h
hhh nx 0)( *22ω
 con h=1,…,4      (2) 
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Dove E è tale funzione, mentre nh, ωh e xh indicano, rispettivamente, l’ampiezza 
del gruppo h-esimo, la sua dotazione iniziale e quantità domandata; 
2. Le quantità domandate da ciascun individuo devono essere tali da massimizzare 
la sua funzione di utilità dato il proprio vincolo di bilancio.  
Nel nostro caso, date le assunzioni fatte circa le preferenze dei soggetti, questa 
condizione si riduce al rispetto della seguente relazione lineare tra x2h e x1h: 
 
x2h=
2
1
p
p
* x1h, con h=1,…,4     (3)  
 
dove 
2
1
p
p è il prezzo relativo tra i due beni. 
 
Il prezzo relativo di equilibrio può essere facilmente ottenuto sostituendo la relazione 
(3) nella (2) e sottraendo membro a membro la (1) con la (2). Otteniamo così la 
seguente equazione: 
ω1-ω2+(
2
1
p
p
-1)*ω1=0     (4) 
 
dove 
ℑ∈
=
i
icc ωω  è la quantità totale del bene c-esimo presente nell’economia. 
Risolvendo per 
2
1
p
p
 otteniamo: 
 
*
*
2
1
p
p
=
1
2
ω
ω
     (5) 
 
Assumendo che il bene 2 sia il numerario, avremo: 
 
p1*=
1
2
ω
ω
     (6) 
 p2*=1      (7) 
 
Le corrispondenti quantità domandate possono essere poi ottenute, grazie alle equazioni 
dei vincoli di bilancio peculiari ad ogni gruppo, che sono: 
 
x1h*p1+x2h*p2=ω1h*p1+ω2h*p2, con h=1,…,4     (8) 
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Sostituendo a x2, p1 e p2 i loro valori di equilibrio ed esplicitando il tutto per x1, 
abbiamo: 
x1h*=
2
1212 **
ω
ωωωω hh +
  con h=1,…,4     (9) 
 
Mentre per l’altro bene, basta sostituire le relazioni di equilibrio (5) e (9) nella (3), 
otteniamo così: 
x2h*=
1
1212 **
ω
ωωωω hh +
  con h=1,…,4     (10) 
 
Se qui introduciamo le ipotesi fatte circa l’assegnazione delle dotazioni iniziali e 
l’ampiezza dei diversi gruppi, la (6) si semplifica nel modo seguente: 
 
p1*=1     (11) 
 
dato che ω1=ω219, mentre per le allocazioni di equilibrio abbiamo:  
 
xi*= 




 ++
22
ωωωω
 ∀ i∈ {G1∪ G2}      (12) 
xi*= 





+
+
+
+ λωωλωω
22
 ∀ i∈ {G3∪ G4}      (13) 
 
In equilibrio, quindi, i membri di una stessa tag consumeranno medesime allocazioni. 
Date queste, possono essere facilmente calcolati i corrispondenti eccessi di domanda per 
ogni gruppo: 
 
 xi*= 





−−
22
ωωωω
 ∀ i∈ G1     (14) 
 xi*= 





−−
22
ωωωω
 ∀ i∈ G2     (15) 
 xi*= 





−−
22
ωωωω
 ∀ i∈ G3     (16) 
 xi*= 





−−
22
ωωωω
 ∀ i∈ G4     (17) 
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 Date ω1=ω *n1+ω *n2+ω +)*n3+(ω +)*n4 e ω2=ω *n1+ω *n2+ω +)*n3+(ω +)*n4 ne deriva 
che ω1=ω2. 
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Si può notare come, in corrispondenza dell’equilibrio, coloro che appartengono a 
G1(G2) e G3(G4) siano caratterizzati da vettori di eccesso di domanda uguali; in 
particolare, gli agenti appartenenti ai gruppi G1 e G3 riforniscono del secondo bene i 
membri degli altri due, ottenendone in cambio somme nette positive del primo. Sulla 
base di questa analogia, definiamo i membri di G1 e G3 (G2 e G4) come appartenenti ad 
uno stesso tipo. Ciò vuol dire che l’equilibrio walrasiano non richiede nessuno scambio 
tra agenti del medesimo tipo. 
Per confrontare quanto predetto da questa teoria con i risultati delle nostre simulazioni, 
considereremo l’evoluzione degli scambi solo tra i seguenti gruppi: G1 e G2, G1 e G4, G2 
e G3, G3 e G420; cosicché i prezzi di equilibrio walrasiano, nonché i vettori di eccesso di 
domanda per i vari gruppi, sono gli stessi anche a livello di sub-economie composte da 
agenti tutti uguali a quei due che si incontrano per contrattare. 
 
3.4.3 Dinamiche e risultati 
 
Attribuiamo ai parametri del modello i seguenti valori: 
 
ℑ =100;  
Numero di tags=2 (ovvero tag1 e tag2); 
Dotazioni iniziali definite a partire da: 1=(ω ω )=(1, 16). λ varia tra: 5, 10 e 
50; 
αh e βh, con h=1,…,4, assumono i seguenti valori: 0.1, 0.5, 1 e 2; 
=10;  
=0.02;  
Le strategie a disposizione sono zk, dove k varia da 0 a 1 a passo di 0.1;  
T=250; 
Numero di runs per ogni combinazione dei parametri: 100. 
 
Dato ciò, le quantità consumate da ogni agente in corrispondenza dell’equilibrio 
walrasiano sono le seguenti: 
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 La procedura Matlab elaborata, tuttavia, realizza simulazioni pure negli altri casi. Solo se s’incontrano 
agenti caratterizzati da stesso MRS, questi non contrattano e, ad ognuno, viene attribuita la propria outside 
opportunity. 
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Se λ=5      xi*= [ ]5.85.8 ∀ i∈ {G1∪ G2} 
Se λ=10    xi*= [ ]5.85.8 ∀ i∈ {G1∪ G2} 
Se λ=50    xi*= [ ]5.85.8 ∀ i∈ {G1∪ G2} 
 
xi*= [ ]5.135.13 ∀ i∈ {G3∪ G4} 
xi*= [ ]5.185.18 ∀ i∈ {G3∪ G4} 
xi*= [ ]5.585.58 ∀ i∈{G3∪ G4} 
 
Per quanto riguarda, invece, quello che accade in caso di contrattazione decentralizzata, 
le tabelle seguenti mostrano le frequenze con cui sono sorte le diverse norme tra i 
distinti gruppi che contrattano21. 
 
Quali norme emergono tra G1 e G2 
  
 (0.8, 0.2) (0.7, 0.3) (0.6, 0.4) (0.5, 0.5) (0.4, 0.6) (0.3, 0.7) (0.2, 0.8) No  Equilibrio 
α1=β1=0.1; 
α2=β2=0.1 
0.00 15.00 23.00 23.00 27.00 11.00 1.00 0.00 
α1=β1=0.5; 
α2=β2=0.5 
1.00 13.00 12.00 50.00 13.00 10.00 0.00 1.00 
α1=β1=1; 
α2=β2=1 
0.00 13.00 21.00 35.00 12.00 19.00 0.00 0.00 
α1=β1=2; 
α2=β2=2 
0.00 6.00 20.00 24.00 20.00 2.00 0.00 28.00 
 
   
 
    
α1=β1=0.5; 
α2=β2=1 
0.00 0.00 6.00 35.00 24.00 30.00 5.00 0.00 
α1=β1=0.5; 
α2=β2=2 
0.00 0.00 0.00 19.00 45.00 25.00 11.00 0.00 
 
TABELLA 3.4.2 In grassetto l’esito che corrisponde all’equilibrio walrasiano,  
sottolineata la norma equa. (0.9, 0.1) e (0.1, 0.9) non compaiono perché  
non sono mai sorti. 
 
Qui la norma equa (0.5, 0.5) corrisponde all’equilibrio walrasiano. 
Come si può notare dalla TABELLA 3.4.2, in generale, se gli agenti hanno dotazioni 
iniziali speculari e medesime preferenze, sono gli equilibri centrali (e tra questi, in 
particolare, la norma equa) quelli che emergono con maggiore frequenza. Quindi anche 
nel caso in cui si permettesse all’economia di convergere verso l’equilibrio per mezzo di 
contrattazioni bilaterali che avvengono in modo decentrato, possiamo affermare che, 
con molta probabilità, proprio l’esito predetto dalla teoria dell’equilibrio economico 
generale (o qualcosa di molto simile) emergerà. 
                                               
21
 Qui gli equilibri sono espressi come coppia di strategie in termini di scambio netto, date queste, si può 
facilmente passare alle quantità consumate corrispondenti: per ogni i∈ℑ, xik=(i+zik), dove k indica la 
strategia giocata. 
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Tuttavia, delle precisazioni sono necessarie. Esse riprendono, in sostanza, quanto già 
argomentato nel Paragrafo 3.3.3 circa la frequenza con cui le diverse convenzioni 
sorgono nel caso b. Il ridursi di α
 
e β, rendendo i bacini di attrazione delle strategie 
disponibili sempre più simili, renderà anche più equiprobabile il sorgere delle diverse 
convenzioni (a questo proposito, si confrontino i valori ottenuti in corrispondenza di 
α1=β1=α2=β2=0.1 e α1=β1=α2=β2=0.5 della tabella precedente).   
Dall’altra parte, dei valori di α
 
e β troppo elevati, espandendo i bacini delle strategie più 
aggressive a discapito delle altre, renderanno più arduo il coordinamento. Comunque, 
sappiamo già come si possano rendere più stabili i diversi stati. Infatti, nel caso 
α1=β1=α2=β2=2, aumentando la capacità mnemonica a m=20, otteniamo le seguenti 
frequenze che qui sono confrontate con quelle corrispondenti della TABELLA 3.4.2.  
 
 
 
m=10   
m=20   
(0.8, 0.2) (0.7, 0.3) (0.6, 0.4) (0.5, 0.5) (0.4, 0.6) (0.3, 0.7) (0.2, 0.8) No Equilibrio 
0.00 6.00 20.00 24.00 20.00 2.00 0.00 28.00 
1.00 11.00 33.00 13.00 30.00 11.00 0.00 1.00 
 
Si può notare come i casi di mancato coordinamento vengano ridotti drasticamente. 
Tuttavia, abbiamo già visto nel Paragrafo 2 come aumenti eccessivi di m possano 
favorire la permanenza di stati più o meno iniqui e perché. 
In generale, risultati fortemente asimmetrici incominciano ad emergere con maggior 
probabilità e sistematicità quando attribuiamo ai soggetti delle diverse preferenze. 
Questo si nota confrontando i valori riportati nelle ultime due righe della TABELLA 
3.4.2 con il resto dei risultati. Le distribuzioni si fanno sempre più distorte a favore dei 
membri di G2, i quali sono sempre meno avversi al rischio rispetto a G1. Ciò non toglie 
che norme discriminatorie possano comunque instaurarsi anche negli altri casi, per i 
motivi ampiamente discussi in precedenza. 
 TABELLA 3.4.3 L’esito sottolineato è la norma equa. La retta verticale in grassetto indica, per ogni valore di λ, dove è situato 
l’esito che corrisponde all’equilibrio walrasiano in termini di coppia di strategie. 
 
Quali norme emergono tra G1 e G4 
  
λ=5 (0.99, 0.01) (0.9, 0.1) (0.8, 0.2) (0.7, 0.3) (0.6, 0.4) (0.5, 0.5) (0.4, 0.6) (0.3, 0.7) (0.2, 0.8) No Equilibrio 
α1=β1=0.1; 
α4=β4=0.1 
0.00 
 
0.00 
 
0.00 
 
4.00 
 
20.00 
 
33.00 
 
33.00 
 
8.00 
 
2.00 
 
0.00 
 
α1=β1=0.5; 
α4=β4=0.5 
0.00 
 
0.00 
 
0.00 
 
14.00 
 
16.00 
 
38.00 
 
20.00 
 
10.00 
 
2.00 
 
0.00 
 
α1=β1=1; 
α4=β4=1 
0.00 
 
0.00 
 
1.00 
 
6.00 
 
25.00 
 
35.00 
 
25.00 
 
8.00 
 
0.00 
 
0.00 
 
α1=β1=2; 
α4=β4=2 
0.00 
 
0.00 
 
0.00 
 
27.00 
 
31.00 
 
26.00 
 
14.00 
 
1.00 
 
0.00 
 
1.00 
 
           
α1=β1=0.5; 
α4=β4=1 
0.00 
 
0.00 
 
0.00 
 
7.00 
 
22.00 
 
41.00 
 
20.00 
 
8.00 
 
2.00 
 
0.00 
 
α1=β1=0.5; 
α4=β4=2 
0.00 
 
0.00 
 
0.00 
 
0.00 
 
6.00 
 
20.00 
 
44.00 
 
26.00 
 
4.00 
 
0.00 
 
           
α1=β1=1; 
α4=β4=0.5 
0.00 
 
0.00 
 
1.00 
 
15.00 
 
25.00 
 
47.00 
 
8.00 
 
4.00 
 
0.00 
 
0.00 
 
α1=β1=2; 
α4=β4=0.5 
0.00 
 
0.00 
 
1.00 
 
36.00 
 
44.00 
 
18.00 
 
1.00 
 
0.00 
 
0.00 
 
0.00 
 
           
λ=10 (0.99, 0.01) (0.9, 0.1) (0.8, 0.2) (0.7, 0.3) (0.6, 0.4) (0.5, 0.5) (0.4, 0.6) (0.3, 0.7) (0.2, 0.8) No Equilibrio 
α1=β1=0.1; 
α4=β4=0.1 
0.00 
 
0.00 
 
1.00 
 
5.00 
 
17.00 
 
35.00 
 
30.00 
 
7.00 
 
5.00 
 
0.00 
 
α1=β1=0.5; 
α4=β4=0.5 
0.00 
 
0.00 
 
1.00 
 
5.00 
 
21.00 
 
47.00 
 
22.00 
 
3.00 
 
1.00 
 
0.00 
 
α1=β1=1; 
α4=β4=1 
0.00 
 
0.00 
 
1.00 
 
22.00 
 
36.00 
 
31.00 
 
7.00 
 
3.00 
 
0.00 
 
0.00 
 
α1=β1=2; 
α4=β4=2 
0.00 
 
0.00 
 
1.00 
 
19.00 
 
41.00 
 
32.00 
 
5.00 
 
1.00 
 
0.00 
 
1.00 
 
           
α1=β1=0.5; 
α4=β4=1 
0.00 
 
0.00 
 
0.00 
 
9.00 
 
14.00 
 
50.00 
 
20.00 
 
6.00 
 
1.00 
 
0.00 
 
α1=β1=0.5; 
α4=β4=2 
0.00 
 
0.00 
 
0.00 
 
5.00 
 
6.00 
 
41.00 
 
27.00 
 
21.00 
 
0.00 
 
0.00 
 
           
α1=β1=1; 
α4=β4=0.5 
0.00 
 
0.00 
 
2.00 
 
20.00 
 
28.00 
 
36.00 
 
8.00 
 
6.00 
 
0.00 
 
0.00 
 
α1=β1=2; 
α4=β4=0.5 
0.00 
 
0.00 
 
1.00 
 
28.00 
 
32.00 
 
38.00 
 
1.00 
 
0.00 
 
0.00 
 
0.00 
 
           
λ=50 (0.99, 0.01) (0.9, 0.1) (0.8, 0.2) (0.7, 0.3) (0.6, 0.4) (0.5, 0.5) (0.4, 0.6) (0.3, 0.7) (0.2, 0.8) No Equilibrio 
α1=β1=0.1; 
α4=β4=0.1 
0.00 
 
0.00 
 
0.00 
 
7.00 
 
17.00 
 
35.00 
 
31.00 
 
8.00 
 
2.00 
 
0.00 
 
α1=β1=0.5; 
α4=β4=0.5 
0.00 
 
0.00 
 
3.00 
 
5.00 
 
15.00 
 
44.00 
 
25.00 
 
8.00 
 
0.00 
 
0.00 
 
α1=β1=1; 
α4=β4=1 
0.00 
 
0.00 
 
4.00 
 
21.00 
 
27.00 
 
29.00 
 
8.00 
 
11.00 
 
0.00 
 
0.00 
 
α1=β1=2; 
α4=β4=2 
0.00 
 
0.00 
 
2.00 
 
19.00 
 
42.00 
 
31.00 
 
5.00 
 
0.00 
 
0.00 
 
1.00 
 
           
α1=β1=0.5; 
α4=β4=1 
0.00 
 
0.00 
 
1.00 
 
2.00 
 
11.00 
 
44.00 
 
26.00 
 
12.00 
 
4.00 
 
0.00 
 
α1=β1=0.5; 
α4=β4=2 
0.00 
 
0.00 
 
0.00 
 
7.00 
 
12.00 
 
49.00 
 
21.00 
 
10.00 
 
1.00 
 
0.00 
 
           
α1=β1=1; 
α4=β4=0.5 
0.00 
 
0.00 
 
1.00 
 
26.00 
 
22.00 
 
40.00 
 
6.00 
 
5.00 
 
0.00 
 
0.00 
 
α1=β1=2; 
α4=β4=0.5 
0.00 
 
0.00 
 
5.00 
 
17.00 
 
46.00 
 
32.00 
 
0.00 
 
0.00 
 
0.00 
 
0.00 
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Tra questi due gruppi, l’emergere della norma equa avvantaggia colui che ha una 
maggior dotazione iniziale rispetto all’esito di equilibrio walrasiano. Inoltre, aumenti di 
λ, accrescono sempre più questa distorsione. Infatti, si può notare dalla TABELLA 
3.4.3, come per λ che passa da 5, 10 a 50, tale equilibrio sia situato, rispettivamente, tra 
le seguenti convenzioni: (0.6, 0.4) e (0.7, 0.3); (0.7, 0.3) e (0.8, 0.2) ed infine (0.9, 0.1) 
e (0.99, 0.01).  
Per quanto riguarda, poi, quale tra le diverse norme s’instaurerà con maggior 
probabilità, ciò dipenderà dall’effetto netto di 2 variabili distinte: le preferenze e la 
percentuale di variazione nelle quantità consumate dei beni tra l’accordo peggiore a 
quello migliore (τ) per ciascun gruppo. In termini assoluti, passando dal primo al 
secondo, le variazioni di quantità saranno uguali per entrambi. Questo comporta, in 
termini relativi, che τ sarà inferiore per coloro che partono con una dotazione maggiore.  
Questi due fattori incideranno sui risultati nella misura in cui il loro variare influenza gli 
incrementi percentuali di utilità tra un accordo ed il successivo. 
 
Proposizione 3.3.1 Dato τh, maggiori sono αh e βh, più aggressivo è il comportamento 
degli individui del gruppo h-esimo. Tuttavia, per sapere cosa succede al variare di τ, 
bisogna conoscere l’entità di (αh+βh). Infatti, se αh+βh=1, τ ha un’influenza nulla sui 
bacini di attrazione; se αh+βh<1, aumenti di τ restringono le aree delle strategie più 
aggressive; viceversa, se αh+βh>1, τ ha un effetto diretto sull’espansione di tali aree. 
 
Una dimostrazione di questa proposizione si trova nell’Appendice B. 
Alla luce di ciò, nel valutare quale gruppo tenderà a prevale sull’altro, è possibile che 
non sia quello caratterizzato da elasticità maggiori proprio per l’effetto di τ, che 
potrebbe più che compensare quello di α
 
e β.  
Nel nostro caso, comunque, le simulazioni effettuate mettono in evidenza una tendenza 
a prevale di coloro che sono caratterizzati da minor avversione al rischio; sebbene, 
l’effetto di τ sia evidenziato dal fatto che incrementi nelle elasticità a favore di un solo 
gruppo sembrano favorire maggiormente G1 rispetto a G4. Nella TABELLA 3.4.3, 
questo si può notare, confrontando tra loro i valori delle ultime quattro righe in 
corrispondenza di uno qualunque dei diversi λ considerati. Le frequenze delle prime due 
sono ottenute, riducendo l’avversione al rischio dei membri di G4 (α4=β4=1 e poi 
α4=β4=2) e lasciando invariate α1=β1=0.5. Viceversa le altre sono ottenute, 
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aumentando α1 e β1 e mantenendo invariate α4 e β4. Nonostante la simmetria con cui 
vengono modificate le elasticità in questione, le distribuzioni di frequenza che ne 
derivano mostrano una maggior distorsione verso quegli equilibri più favorevoli a G1 
quando sono i suoi membri quelli più propensi a rischiare, rispetto a quel che non 
accada quando lo stesso vale per G4. 
L’influenza di τ emerge anche quando i giocatori sono caratterizzati dalle stesse 
preferenze (prime quattro righe in corrispondenza di ogni λ considerato nella 
TABELLA 3.4.3). Per α e β che variano tra: 0.1, 0.5, 1 e 2, si può notare come nel 
primo caso sia favorito G4; nel secondo caso sostanzialmente non emerga nessuna 
differenza; mentre negli ultimi due prevalga G1. Quindi in corrispondenza di α+β>1 la 
distribuzione di frequenza tende ad essere distorta in favore di quest’ultimo gruppo. A 
questo proposito, tale distorsione può favorire l’emergere di una norma vicina 
all’equilibrio walrasiano se λ non è eccessivamente elevata. Ma all’aumentare delle 
disparità iniziali di dotazione, la divergenza tra quest’ultimo e la moda della 
distribuzione di frequenza si fa sempre più estesa. Tale differenza, abbiamo visto, viene 
in parte colmata se assumiamo degli agenti più propensi a rischiare. Tuttavia, questo 
accade fino ad un certo punto, poiché aumenti eccessivi nelle elasticità delle funzioni di 
utilità accrescono anche i casi di mancato coordinamento. 
 TABELLA 3.4.4 L’esito sottolineato è la norma equa. La retta verticale in grassetto indica, per ogni valore di λ, dove è situato 
l’esito che corrisponde all’equilibrio walrasiano in termini di coppia di strategie. 
Quali norme emergono tra G2 e G3 
  
λ=5 (0.99,0.01) (0.9,0.1) (0.8,0.2) (0.7,0.3) (0.6,0.4) (0.5,0.5) (0.4,0.6) (0.3,0.7) (0.2,0.8) No Equilibrio 
α2=β2=0.1; 
α3=β3=0.1 
0.00 
 
0.00 
 
0.00 
 
3.00 
 
14.00 
 
44.00 
 
27.00 
 
12.00 
 
0.00 
 
0.00 
 
α2=β2=0.5; 
α3=β3=0.5 
0.00 
 
0.00 
 
1.00 
 
9.00 
 
23.00 
 
41.00 
 
18.00 
 
7.00 
 
1.00 
 
0.00 
 
α2=β2=1; 
α3=β3=1 
0.00 
 
0.00 
 
1.00 
 
12.00 
 
35.00 
 
36.00 
 
12.00 
 
4.00 
 
0.00 
 
0.00 
 
α2=β2=2; 
α3=β3=2 
0.00 
 
0.00 
 
0.00 
 
27.00 
 
31.00 
 
24.00 
 
14.00 
 
1.00 
 
0.00 
 
3.00 
 
           
α2=β2=0.5; 
α3=β3=1 
0.00 
 
0.00 
 
0.00 
 
4.00 
 
18.00 
 
44.00 
 
21.00 
 
12.00 
 
1.00 
 
0.00 
 
α2=β2=0.5; 
α3=β3=2 
0.00 
 
0.00 
 
0.00 
 
1.00 
 
14.00 
 
22.00 
 
26.00 
 
33.00 
 
3.00 
 
1.00 
 
           
α2=β2=1; 
α3=β3=0.5 
0.00 
 
0.00 
 
2.00 
 
19.00 
 
30.00 
 
30.00 
 
11.00 
 
8.00 
 
0.00 
 
0.00 
 
α2=β2=2; 
α3=β3=0.5 
0.00 
 
0.00 
 
8.00 
 
40.00 
 
29.00 
 
23.00 
 
0.00 
 
0.00 
 
0.00 
 
0.00 
 
           
λ=10 (0.99,0.01) (0.9,0.1) (0.8,0.2) (0.7,0.3) (0.6,0.4) (0.5,0.5) (0.4,0.6) (0.3,0.7) (0.2,0.8) No Equilibrio 
α2=β2=0.1; 
α3=β3=0.1 
0.00 
 
0.00 
 
1.00 
 
3.00 
 
23.00 
 
35.00 
 
24.00 
 
11.00 
 
3.00 
 
0.00 
 
α2=β2=0.5; 
α3=β3=0.5 
0.00 
 
0.00 
 
0.00 
 
10.00 
 
16.00 
 
39.00 
 
30.00 
 
5.00 
 
0.00 
 
0.00 
 
α2=β2=1; 
α3=β3=1 
0.00 
 
0.00 
 
1.00 
 
15.00 
 
27.00 
 
29.00 
 
19.00 
 
9.00 
 
0.00 
 
0.00 
 
α2=β2=2; 
α3=β3=2 
0.00 
 
0.00 
 
3.00 
 
13.00 
 
38.00 
 
34.00 
 
11.00 
 
1.00 
 
0.00 
 
0.00 
 
           
α2=β2=0.5; 
α3=β3=1 
0.00 
 
0.00 
 
0.00 
 
5.00 
 
24.00 
 
35.00 
 
24.00 
 
12.00 
 
0.00 
 
0.00 
 
α2=β2=0.5; 
α3=β3=2 
0.00 
 
0.00 
 
0.00 
 
3.00 
 
11.00 
 
29.00 
 
24.00 
 
32.00 
 
1.00 
 
0.00 
 
           
α2=β2=1; 
α3=β3=0.5 
0.00 
 
0.00 
 
0.00 
 
24.00 
 
32.00 
 
30.00 
 
11.00 
 
3.00 
 
0.00 
 
0.00 
 
α2=β2=2; 
α3=β3=0.5 
0.00 
 
0.00 
 
6.00 
 
28.00 
 
40.00 
 
23.00 
 
1.00 
 
1.00 
 
0.00 
 
1.00 
 
           
λ=50 (0.99,0.01) (0.9,0.1) (0.8,0.2) (0.7,0.3) (0.6,0.4) (0.5,0.5) (0.4,0.6) (0.3,0.7) (0.2,0.8) No Equilibrio 
α2=β2=0.1; 
α3=β3=0.1 
0.00 
 
0.00 
 
1.00 
 
2.00 
 
22.00 
 
37.00 
 
29.00 
 
7.00 
 
2.00 
 
0.00 
 
α2=β2=0.5; 
α3=β3=0.5 
0.00 
 
0.00 
 
0.00 
 
3.00 
 
24.00 
 
36.00 
 
24.00 
 
12.00 
 
1.00 
 
0.00 
 
α2=β2=1; 
α3=β3=1 
0.00 
 
0.00 
 
0.00 
 
17.00 
 
30.00 
 
28.00 
 
17.00 
 
8.00 
 
0.00 
 
0.00 
 
α2=β2=2; 
α3=β3=2 
0.00 
 
0.00 
 
1.00 
 
21.00 
 
44.00 
 
32.00 
 
2.00 
 
0.00 
 
0.00 
 
0.00 
 
           
α2=β2=0.5; 
α3=β3=1 
0.00 
 
0.00 
 
1.00 
 
9.00 
 
13.00 
 
31.00 
 
32.00 
 
12.00 
 
2.00 
 
0.00 
 
α2=β2=0.5; 
α3=β3=2 
0.00 
 
0.00 
 
0.00 
 
5.00 
 
21.00 
 
39.00 
 
22.00 
 
10.00 
 
3.00 
 
0.00 
 
           
α2=β2=1; 
α3=β3=0.5 
0.00 
 
0.00 
 
4.00 
 
16.00 
 
28.00 
 
38.00 
 
8.00 
 
6.00 
 
0.00 
 
0.00 
 
α2=β2=2; 
α3=β3=0.5 
0.00 
 
0.00 
 
4.00 
 
24.00 
 
41.00 
 
28.00 
 
3.00 
 
0.00 
 
0.00 
 
0.00 
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I rapporti tra G2 e G3 (ed i risultati ottenuti) sono analoghi a quelli tra G1 e G4. 
Estendiamo, quindi, a questo caso, quanto già affermato rispetto ai rapporti tra questi 
ultimi due gruppi. 
 
Quali norme emergono tra G3 e G4 
  
 (0.8, 0.2) (0.7, 0.3) (0.6, 0.4) (0.5, 0.5) (0.4, 0.6) (0.3, 0.7) (0.2, 0.8) No  Equilibrio 
α3=β3=0.1; 
α4=β4=0.1 
1.00 
1.00 
1.00 
9.00 
8.00 
7.00 
26.00 
23.00 
22.00 
37.00 
31.00 
47.00 
17.00 
21.00 
17.00 
10.00 
14.00 
6.00 
0.00 
2.00 
0.00 
0.00 
0.00 
0.00 
α3=β3=0.5; 
α4=β4=0.5 
0.00 
1.00 
2.00 
7.00 
7.00 
12.00 
21.00 
35.00 
11.00 
42.00 
32.00 
49.00 
23.00 
22.00 
16.00 
6.00 
1.00 
7.00 
1.00 
1.00 
3.00 
0.00 
1.00 
0.00 
α3=β3=1; 
α4=β4=1 
1.00 
1.00 
0.00 
7.00 
7.00 
6.00 
21.00 
22.00 
22.00 
47.00 
41.00 
48.00 
20.00 
22.00 
16.00 
4.00 
6.00 
5.00 
0.00 
1.00 
3.00 
0.00 
0.00 
0.00 
α3=β3=2; 
α4=β4=2 
1.00 
0.00 
1.00 
12.00 
5.00 
6.00 
20.00 
35.00 
19.00 
24.00 
26.00 
52.00 
17.00 
25.00 
20.00 
26.00 
8.00 
2.00 
0.00 
1.00 
0.00 
0.00 
0.00 
0.00 
 
   
 
    
α3=β3=0.5; 
α4=β4=1 
1.00 
0.00 
0.00 
5.00 
6.00 
5.00 
12.00 
11.00 
10.00 
46.00 
43.00 
46.00 
27.00 
29.00 
28.00 
8.00 
11.00 
7.00 
1.00 
0.00 
3.00 
0.00 
0.00 
1.00 
α3=β3=0.5; 
α4=β4=2 
0.00 
0.00 
0.00 
4.00 
4.00 
3.00 
7.00 
19.00 
7.00 
29.00 
32.00 
46.00 
34.00 
31.00 
27.00 
23.00 
10.00 
14.00 
3.00 
4.00 
3.00 
0.00 
0.00 
0.00 
 
TABELLA 3.4.5 In grassetto l’esito che corrisponde all’equilibrio walrasiano,  
sottolineata la norma equa. (0.9, 0.1) e (0.1, 0.9) non compaiono perché  
non sono mai sorti. 
 
Nella TABELLA 3.4.5, i tre valori che compaiono all’interno di ogni cella fanno 
riferimento, rispettivamente, a λ=5, 10 e 50. 
Anche qui possiamo estendere un commento fatto in precedenza; quello relativo alle 
norme sorte tra G1 e G2, dato che le dotazioni di G3 e G4, si ottengono aggiungendo una 
costante λ alle quantità iniziali dei primi due gruppi citati. Da notare, tuttavia, che il 
minor τ, affievolendo il comportamento aggressivo delle parti, riduce drasticamente i 
casi di mancato equilibrio entro T, nel caso in cui α3=β3=α4=β4 =2. 
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3.4.4 Conclusioni 
 
In quest’ultima versione del nostro modello, abbiamo inserito un bene ulteriore. Questo 
ci ha permesso di rappresentare una semplicissima economia di puro scambio, dove gli 
agenti interagiscono per mezzo di contrattazioni bilaterali. L’accumularsi di queste, 
ancora una volta, porta la società a coordinarsi intorno ad un insieme di norme. 
Abbiamo quindi analizzato come tali risultati si differenzino dall’equilibrio walrasiano. 
Quest’ultimo esito potrà sempre emergere nell’ambiente da noi sviluppato, ma abbiamo 
anche visto come solo in casi particolari la convenzione che si instaura con più 
frequenza corrisponde proprio a lui. Questo perché esistono sostanziali differenze tra il 
meccanismo walrasiano e la dinamica sociale che abbiamo descritto e da cui gli 
equilibri emergono. 
L’obiettivo del presunto banditore centrale è quello di trovare quel vettore dei prezzi 
che eguaglia domanda ed offerta aggregata per ogni bene. Al fine di realizzare ciò, i soli 
dati, che lo interessano, sono le quantità aggregate di ciascun bene, nonché le funzioni 
di preferenza degli agenti. A proposito di quest’ultime, nei casi da noi considerati, ciò 
che importa non è il confronto tra le elasticità degli agenti, bensì il rapporto tra α e β. In 
funzione di tale relazione un bene potrà essere più desiderabile dell’altro e ciò ne 
influenzerà i prezzi relativi di equilibrio. Per calcolare questi ultimi, il banditore 
prescinde da qualsiasi considerazione sul come effettivamente tali quantità aggregate 
sono distribuite tra la popolazione inizialmente. Queste serviranno, in seguito, per 
decidere i vettori di domanda degli agenti affinché, dati i prezzi, si realizzi il market 
cleaning. In questo modo, viene selezionato sulla curva dei contratti quell’unico 
accordo che soddisfa tali condizioni di equilibrio. Abbiamo già visto nel Capitolo 2 
quali siano le differenze tra l’esistenza di un equilibrio e la sua effettiva raggiungibilità 
e come il compito del banditore diventi sempre più arduo al crescere della complessità 
del sistema.  
Nel nostro modello, invece, non è presunta nessuna autorità centrale. Ci si pone nella 
prospettiva dei singoli e, sulla base della dinamica originata, date le assunzioni fatte 
circa i meccanismi di formazione delle convinzioni, contrattazione e scelta, abbiamo 
definito un diverso concetto di equilibrio, il quale tuttavia prescinde l’esistenza di forze 
che, a livello globale, modifichino i prezzi in funzione degli eccessi di domanda ed 
offerta. In un ambiente così definito, l’equilibrio walrasiano non è altro che un 
equilibrio tra i tanti, il quale potrà emergere o meno in funzione dei valori assegnati ai 
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parametri, alle condizioni iniziali nonché agli eventi fortuiti che incidono sul processo 
sociale oggetto d’indagine. 
Nello specifico, abbiamo visto che se gli agenti fossero caratterizzati da dotazioni 
iniziali speculari, allora la norma equa corrisponderebbe proprio a tale equilibrio. Ma 
questo non significa necessariamente che esso sarà l’esito più probabile del gioco. In 
particolare, se gli individui avessero diverse preferenze, quelli meno avversi al rischio 
tenderebbero a prevale. Da notare che una modifica nelle elasticità non modifica 
l’identità dell’equilibrio economico generale, fintantoché mantiene invariati i rapporti 
tra α e β. Nonostante questo non influenzi le quantità che si possono ottenere in 
corrispondenza dei vari accordi possibili, modificando l’atteggiamento nei confronti del 
rischio di alcuni a discapito di altri, può portare i primi a prevaricare sui secondi, 
instaurando una convenzione discriminatoria. 
Nelle situazioni, invece, in cui a dei giocatori sono assegnate delle dotazioni maggiori 
rispetto ad altri, la norma equa risulta distorta a favore dei primi, rispetto all’equilibrio 
walrasiano, visto che essa continua a rappresentare il punto medio nel nucleo 
dell’economia. 
In questi casi, non è detto che prevalgano coloro che sono caratterizzati da una maggior 
propensione al rischio. A questo proposito, abbiamo visto come interagiscano tra loro le 
preferenze con l’entità delle dotazioni iniziali, più precisamente col fattore τ. 
Un’importante implicazione di ciò è che, anche nel caso in cui questi individui 
potessero accumulare parte dei beni oggetto di scambio nel corso della loro vita, se non 
intervengono altri fattori in grado di modificare le loro preferenze, questo accumulo 
sarebbe del tutto ininfluente sulle dinamiche sociali, nel caso in cui α+β=1.  
 
Per concludere, il modello computazionale qui sviluppato, mette in evidenza come 
l’introduzione di contrattazioni bilaterali e decentralizzate tenda a favorire coloro ai 
quali sono attribuite maggiori dotazioni iniziali, rispetto a quello che accade in 
corrispondenza dell’equilibrio economico generale; sebbene la definizione delle 
preferenze possa influire sull’emergere di convenzioni più o meno favorevoli ad un 
gruppo, presa come punto di riferimento la norma equa. L’assunzione di particolari 
funzioni di utilità potrebbe quindi avvantaggiare ulteriormente coloro che già 
inizialmente godono di maggiori quantità di beni o, viceversa, potrebbe andare a 
vantaggio degli altri, spostando il processo verso l’equilibrio walrasiano. 
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Appendice 
 
A 
 
Vediamo, in generale, come la definizione dei payoffs disponibili modifichi i bacini di 
attrazione, dati i meccanismi di contrattazione descritti nel Paragrafo 3.2.1 pag. 44. Le 
assunzioni di riferimento sono quelle del Modello base (Paragrafo 3.2). Date queste, nel 
caso in cui si ottenga la quota richiesta, identifichiamo l’entità del payoff con la 
strategia giocata. 
 
Data dk, con k=50, esprimiamo le altre 2 strategie nel modo seguente: dk, con k=50-δ e 
k=50+δ, con δ∈(0, 50). Se δ→0, si fanno sempre più simili le variazioni percentuali 
con le quali da L si passa a M e, da questa, ad H, benché la prima necessariamente 
permanga maggiore della seconda, dato che l’incremento in termini assoluti è fisso. Al 
contrario, per δ→50, i salti relativi divergono sempre più e, al limite, il primo tende ad 
infinito ed il secondo a 1. 
Le figure seguenti mostrano come si modificano i bacini di L, M e H, al variare dei 
payoffs. La prima colonna fa riferimento al meccanismo a, la seconda al b. Per 
semplicità, abbiamo assunto che δ assuma solamente i valori: 1, 5, 20, 35 e 49. Non 
bisogna dimenticare il significato che hanno variazioni di queste aree al mutare della 
matrice dei payoffs. Se si allarga l’area relativa ad una certa azione, vuol dire che 
particolari combinazioni dei ricordi, che prima avrebbero favorito altre strategie, adesso 
danno come miglior risposta la prima. 
 
Adesso analizziamo separatamente questi due casi. 
Dato il meccanismo a, maggiore è δ e più elevata è la convenienza a passare da L a M; 
maggiore sarà quindi la frequenza con cui, data una certa combinazione di parametri, 
emerge l’equilibrio (M, M). Questo perché, nonostante tale aumento favorisca anche H, 
la stabilità del regime (H, L) è minata dal fatto che il bacino di L si comprime sempre 
più. Nello specifico, per δ→50, i bacini di M e H tendono a svuotare quello di L; mentre 
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tra loro tendono ad avere aree della stessa dimensione. In particolare, PE tende a 
localizzarsi sulla frontiera di queste (vedi figure della prima colonna). Questo è 
facilmente intuibile tenendo a mente la matrice dei payoffs. Infatti la vincita attribuita 
all’esito (M, M) rimane 50; mentre quella di (H, L) tende a 100; quindi, al limite, la 
vincita attesa, in corrispondenza di PE, tende a 50 anche nel secondo caso. 
Viceversa, il ridursi di δ favorisce il sorgere di situazioni in cui, a livello individuale, i 
soggetti cercano (invano) di coordinarsi sull’equilibrio estremo del gioco di 
contrattazione singola. Tuttavia, valori di δ troppo piccoli, rendono sempre più arduo, 
non solo coordinarsi su M ma anche l’emergere dello stato “rissoso” (L, H). Si veda, ad 
esempio, la FIGURA A.1 dove in corrispondenza di δ=1, il bacino di L prevale 
nettamente sia su quello di M che di H. Infatti, per δ→0, il bacino di L si estende fino a 
coprire tutta l’area del simplesso. Questo perché, con L, ottenere la quota richiesta è un 
evento certo. 
 
Al contrario per quanto riguarda il secondo meccanismo di contrattazione (b), per δ→0, 
L tenderà al limite ad avere un bacino di attrazione uguale a quello delle altre due 
strategie; altrimenti sarà sempre inferiore. Anche qui, questo è facilmente intuibile 
tenendo a mente la matrice dei payoffs. Infatti le vincite assegnate ai vari accordi si 
fanno sempre più simili.  
Mentre per δ→50, i bacini di H ed M tenderanno a svuotare quello di L; (vedi figure 
della seconda colonna); rendendo sempre più arduo coordinarsi sull’equilibrio estremo. 
 
a 
 
 
FIGURA A.1 δ=1, vettore strategie  
[49 50 51] 
 
 
b 
 
 
FIGURA A.2 δ=1, vettore strategie  
[49 50 51] 
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FIGURA A.3 δ=5, vettore strategie  
[45 50 55] 
 
 
FIGURA A.4 δ=5, vettore strategie  
[45 50 55] 
 
FIGURA A.5 δ=20, vettore strategie  
[30 50 70] 
 
FIGURA A.6 δ=20, vettore strategie  
[30 50 70] 
 
 
FIGURA A.7 δ=35, vettore strategie 
[15 50 85] 
 
FIGURA A.8 δ=35, vettore strategie 
[15 50 85]
 
FIGURA A.9 δ=49, vettore strategie 
[1 50 99] 
 
FIGURA A.10 δ=49, vettore strategie 
[1 50 99]
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B 
 
In generale, come abbiamo già visto, date n strategie non dominate, potremmo 
rappresentare l’insieme dei bacini di attrazione di queste per mezzo di un simplesso (n-
1)-dimensionale. In base, poi, alla particolare matrice dei payoffs del gioco sottostante, 
queste aree avranno diverse forme ed ampiezze. A questo punto, se, nonostante le loro 
distinte dotazioni iniziali, due gruppi si trovassero ad avere dei simplessi identici, dato 
lo stesso punto di partenza e dati i valori attribuiti ai parametri del modello, saremo in 
grado di dire quali siano gli equilibri più probabili, che emergeranno entro T, ma nulla a 
priori ci potrebbe suggerire, data la coppia di strategie di equilibrio, quale gruppo 
giocherà con molta più probabilità l’una e l’altra. 
In sostanza, questo è ciò che accade nel nostro caso, quando ad agenti, caratterizzati 
dalle funzioni di utilità che abbiamo assunto, vengono attribuite delle elasticità α e β: 
α+β=1 e sono rese disponibili le stesse azioni. In altre parole, possiamo pensare di 
attribuire a ω  e ω  qualunque somma positiva, in ogni caso, fissati i valori di k, i bacini 
delle strategie non si modificano22.  
Quanto appena affermato può essere così spiegato. Data l’assunzione al punto 2, 
Paragrafo 3.4 (pag. 87), la curva dei contratti esprimerà la seguente relazione tra 1x  e 
2x  per ogni coppia di agenti che contrattano: 1
1
2
2 * xx ω
ω
= . Su questo luogo geometrico, 
identifichiamo, per ciascun giocatore, quegli accordi che si trovano in corrispondenza 
dell’intersezione con la sua curva di indifferenza che passa per la sua dotazione 
iniziale23. Questi costituiscono per loro i contratti peggiori, mentre i migliori possibili si 
                                               
22
 Naturalmente, facciamo riferimento a soggetti che abbiamo spazio per contrattare, cioè con MRS 
diversi. 
23
 Sia βαω ωω iiiu 21 *= , l’utilità che il giocatore i-esimo deriva dalla sua dotazione iniziale; le quantità 
( ix1

, ix2
 ), che cerchiamo, si ottengono come soluzione positiva del seguente sistema: 





=
=
ii
iii
xx
uxx
1
1
2
2
21
*
*
ω
ω
ωβα
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ottengono come allocazioni complementari rispetto a 1ω  e 2ω
24
 dato il peggiore 
dell’altro.  
Consideriamo, ora, un giocatore generico i∈ℑ e le seguenti variabili a lui relative: 
 






= iii xxx 1
1
2
1 *

ω
ω
  Contratto peggiore possibile 






= iii xxx 1
1
2
1 ***
~
 γ
ω
ωγ   Contratto migliore possibile 
 
dato che giacciono sulla stessa retta, dove γ=(1+τ). Quest’ultimo è il fattore che 
determina l’influenza delle dotazioni iniziali sulle variazioni relative dei payoffs in 
corrispondenza dei vari esiti del gioco e, con essa, l’influenza sulla convenienza che un 
individuo ha nell’adottare una strategia più o meno aggressiva. Si dimostrerà ora come 
il segno di tale effetto dipenda dai valori assunti da (α+β). 
 
Data la matrice dei payoffs della TABELLA 3.4.1 (pag. 89), consideriamo l’incremento 
relativo generico di utilità ∆uikk′ che l’agente i ottiene passando dall’accordo k al 
successivo k′, con k, k′∈(0, 1], k<k′. Queste ultime rappresentano la quota che egli 
richiede per sé della differenza tra il suo contratto migliore e peggiore. Innanzitutto, 
vogliamo esprimere ∆uikk′ in funzione di: γ, α e β. Prima di fare ciò, però, 
normalizziamo a zero la vincita in caso di mancato accordo, sottraendo ad ogni payoff 
l’outside opportunity. Quest’operazione non modifica i vettori di frequenza in 
corrispondenza dei quali gli individui preferiscono un esito all’altro o vi sono 
indifferenti; in altre parole, così facendo, non cambiano i bacini di attrazione delle 
diverse strategie; poiché, in ogni caso, ottenere almeno questa somma è un evento certo. 
 
L’utilità che i∈ℑ deriva con l’accordo k-esimo è: 
 
βα
ikikik xxu 21 *=         (1) 
 
Sostituendo a ikx1 e ikx2 la loro definizione in termini di k, γ  e ix1

, otteniamo: 
                                                                                                                                         
 
24
 Qui ji 111 ωωω +=  e ji 222 ωωω += , con i,j∈ℑ, coppia di agenti che contratta. 
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( )[ ]
β
α
ω
ω
γ
ω
ω
ω
ω
γ



















	






−



	






+



	






−+= kxxxkxxxu iiiiiiik ******** 1
1
2
1
1
2
1
1
2
111

        (2) 
Raccogliendo i fattori comuni, otteniamo: 
 
( ) ( )( )βαβα γ
ω
ω β
++
−+



	






= kkxu iik *** 1
1
2
1

        (3) 
 
Analogamente, l’outside opportunity è pari a: 
 
β
βα
β
αω
ω
ω
ω
ω



	






=











	






=
+
1
2
11
1
2
1 ***
)(
iiii xxxu

        (4) 
 
Sottraendola a iku e raccogliendo nuovamente i fattori comuni, otteniamo: 
 
( )( )[ ]11 ***
1
2
1
)(
−−+



	






=−
++ βα
β
βαω γ
ω
ω
kkxuu iiik

        (5) 
 
Analogo ragionamento si può fare per k′. Abbiamo quindi: 
 
( )( )[ ]11 ***
1
2
1
)(
−
′
−
′+



	






=−
++
′
βα
β
βαω γ
ω
ω
kkxuu iiki

        (6) 
 
Infine: 
 
ω
ωω
iik
iikiki
kik
uu
uuuu
u
−






	



−−

	



−
=∆
′
′
        (7) 
 
Mettendo in evidenza, sia a numeratore che denominatore, il fattore comune 
β
βα
ω
ω



	






+
1
2
1 *
)(
ix

e semplificando, otteniamo: 
 
( )( ) ( )( )
( )( ) 11
11
*
**
−−+
−+−′−′+
=∆
+
++
′ βα
βαβα
γ
γγ
kk
kkkk
u kik         (8) 
 
A questo punto, ponendo α+β=1, abbiamo: 
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11
11
*
**
/−−+/
+−/−′−′+/
=∆
′ kk
kkkk
u kik γ
γγ
        (9) 
( ) ( )
( )1
11
*
**
−
−−−
′
=∆
′ γ
γγ
k
kk
u kik         (10) 
Semplificando: 
k
kk
u kik
−
′
=∆
′
        (11) 
 
Come si può vedere, già così una parte della nostra proposizione è dimostrata; infatti, 
date tali preferenze, sugli incrementi percentuali in questione non incidono le dotazioni 
iniziali, che dipenderanno, invece, dalle sole strategie rese disponibili. 
 
Al fine di sapere cosa succede al variare di γ, quando α+β≠1, calcoliamo la derivata 
prima rispetto a γ della (8), chiamiamola f(γ). Analizziamo poi come si modifica il suo 
segno in funzione del valore assunto da (α+β). Ricordiamo che γ=1+τ e quindi aumenti 
di γ significano aumenti di τ.  
 
( )
( )( ) ( )( ) ( )( ) ( )( )
( )( )2
**
γ
γ
γ
γγ
γ
γ
γ
γ
fDEN
fNUMfDENfDENfNUMf 




∂
∂
−





∂
∂
=
∂
∂
        (12) 
 
Poiché α,β>0, k∈(0, 1) e γ>1, il denominatore di questa derivata sarà sempre positivo, 
le variazioni del suo segno dipenderanno, quindi, dal solo numeratore, uguale a: 
 
( ) ( ) ( )( ) ( ) ( )( )[ ]******* 11 11 −+−+ −++−′−′+′+=

	





∂
∂ βαβα γβαγβα
γ
γ
kkkkkk
fNUM …
( )( ) ( )( ) ( )( ) **** 1111







 +++
−+−′−′+−−−+ βαβαβα γγγ kkkkkk … 
( ) ( )( )[ ]1*** 1 −+−++ βαγβα kkk         (13) 
 
Porre la (13)0 equivale a porre la (14)1. Questa si ottiene, dopo varie semplificazioni 
e aggiustamenti, dalla (13): 
 
( )
( )
( )
( )
( ) ( )[ ]( )
( )[ ]( ) 111*1
11*1
1
1
*
1**1
1*1
*
**
** ≥
−−′+
−−+




−′+
−
′+′
+
++
−+
−′+
βα
βα
γ
γ
γ
γ βα
γ
γ
k
k
kkk
kkk
k
k
        (14) 
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Dato quanto abbiamo fin qui detto, ( )( ) 11
1
**
**
>
−
′+
−
′+′
γ
γ
kkk
kkk
. Resta da vedere cosa accade 
all’altro pezzo. Denotiamo con a, b e x, rispettivamente, (1+k*(γ-1)), (1+k′*(γ-1)) e 
(α+β), chiaramente sarà 1<a<b.  
Possiamo, quindi, scrivere: 
 
( )
( )
( ) ( )[ ]( )
( )[ ]( )
( )
( ) ( )xgaba
bba
k
k
xx
xx
k
k
=
−
−
=
−−′+
−−+




+
++
−+
−′+
*
*
*
1**1
1*1
11*1
11*1
βα
βα
γ
γβα
γ
γ
        (15) 
 
Date le nostre assunzioni, ( )xg , per x∈(0, +∞), sarà compresa nell’intervallo (0, 1), 
dove crescerà in modo continuo e monotono verso 1. Allora, poiché ( ) 0lim
0
=
→
xg
x
e 
( ) 1lim =
∞→
xg
x
, esisterà un’unica ( ) ( )( ) 11
1
:
**
**
* =
−
′+
−
′+′
γ
γ
kkk
kkk
xgx  . Sappiamo già qual è 
questa x , è proprio x =1. Ciò vuol dire che la (14) sarà minore di 1 per x = (α+β)<1, 
mentre sarà maggiore di 1 per x = (α+β)>1.  
Con questo finisce la dimostrazione. 
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