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This paper considers tests for a unit root when the innovationsfollow a near-integratedGARCH
process. We compare the asymptotic propertiesof the likelihood ratio statistic with that of the least-
squares based Dickey-Fuller statistic. We ﬁrst use asymptotics where the GARCH variance process
is stationary with ﬁxed parameters, and then consider parameter sequences such that the GARCH
process converges to a diffusion process. In the ﬁxed-parameter case, the asymptotic local power
gain of the likelihood ratio test is only marginal for realistic parameter values. However, under
near-integrated parameter sequences the difference in power is more pronounced.
1 Introduction
A well-known property of ﬁnancial time series is that their conditional variance displays variation over
time, such that persistent periods of high variation are followed by low-volatility periods. This phe-
nomenon, known as volatility clustering, is modelled in the econometrics literature either by GARCH
(generalized autoregressive-conditional heteroskedaticity) type models (see Bollerslev et al., 1994, for
an overview) or by stochastic volatility models, see e.g. Shephard (1996). When applied to daily ﬁnan-
cial returns data, both classes of models display a high degree of persistence, and hence a low degree
of mean-reversion in the volatility process. Such processes are referred to as near-integrated,s i n c e
their characteristic polynomial has a root close to but not necessarily equal to unity. Boswijk (1999)
considers (quasi-) likelihood based tests for a unit root in the volatility process in exponential GARCH
(EGARCH) models and stochastic volatility models.
In the present paper we study the effect of such near-integrated volatility processes on testing for
an autoregressive unit root in the level of the process itself (instead of its volatility). This problem
is relevant in ﬁnance, for example when models for the term structure of interest rates depend on the
presence and degree of mean-reversion in the short rate. A typical model for the short rate is the one by
Vasicek (1977), which is essentially a ﬁrst-order autoregression with constant volatility. When applied
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1to daily or weekly interest rates, the hypothesis of a unit root (i.e., no mean-reversion) often cannot
be rejected, and a possible explanation of this is that least-squares-based tests are not powerful enough
to discover the (weak) mean-reversion. Since interest rates clearly do not have a constant volatility,
a likelihood-based testing procedure which takes this phenomenon into account might be expected to
yield more efﬁcient estimates and hence more powerful tests.
Previous work in this area is by Ling and Lee (1997, 1998) and Rahbek (1999), who consider tests
for a unit autoregressive root in models with GARCH errors. They ﬁnd that the maximum likelihood
estimator of the mean-reversion parameter has a limiting distribution that is a weighted average of
a Dickey-Fuller-type distribution and a normal distribution. They consider GARCH processes with
ﬁxed parameters in the stationarity region, whereas in this paper we study the case where the volatility
parameters approach the unit root bound. Therefore, we consider parameter sequences such that the
autoregressive root in the volatility process approaches unity as the sample size increases. This allows
us to use the results of Nelson (1990) on continuous-time diffusion limits of GARCH processes. The
present paper is also closely related to Hansen (1992b, 1995), who considers ordinary least-squares,
generalized least-squares and adaptive estimation of regressions with non-stationary volatility.
The outline of the remainder of the paper is as follows. In Section 2, we deﬁne the model and
hypothesis, and the parameter sequences that will be used in the asymptotic analysis. Section 3 anal-
yses the likelihood function, the score and the information, and their asymptotic distribution under the
relevant probability measures. We study the asymptotic distributions of the Dickey-Fuller test statistic,
based on least-squares estimation, and the likelihood ratio test statistic, both under the null hypothesis
and under local alternatives. Section 4 provides numerical evidence on the local power of these tests,
and Section 5 concludes.
2 The Model

















































































































which is tested against the alternative
￿
<
0. The model (1) has a restricted constant term, such that
under the null hypothesis the process does not contain a drift. Other speciﬁcations of the deterministic
2component in
X
t can be considered, including a restricted linear trend term (to test a random walk with
drift against a trend-reverting autoregression), but this is not considered explicitly here. Similarly, the



































0 ). The asymptotic distribution of the test statistics
considered in the next section will depend on what we assume about the parameter of interest
￿, but also






























































































Under Assumption 1, the process
X








0 deﬁne the local alternatives. Under Assumption 2, the variance
process is also near-integrated. One possible motivation for these parameter sequences is that the model
(1)–(4) is viewed as a discrete-time approximation, for varying
n but over a ﬁxed time interval, of the
continuous-time diffusion process deﬁned below in Lemma 2, see Nelson (1990).
We conclude this section with two lemmas that describe the limiting behaviour of
X
t under each of
the two possible assumptions.














































































































The proof of this lemma is given in Ling and Li (1998, Theorem 3.3) for
￿
=










), a Brownian motion with variance
￿









c as a continuous functional of the partial sum of
"
t.
































































































































































































The proof of this lemma follows from Nelson (1990, Theorem 2.2 and Section 2.3). The difference
again is that Nelson considers the case
￿
=
0, but the extension of his proof to the present case is
































n, then the actual process generating
X
t may be approximated by (1)–(4)
under Assumption 2; the approximation error will vanish as
n
!
1 , see Nelson (1990). An alternative
(Euler) approximation would lead to a discrete-time stochastic volatility-type model, but we choose to
work with the GARCHmodel because it has a closed-form expression for the likelihood function, which
simpliﬁes the construction of likelihood-based test statistics considered in the next section.
3 Likelihood Analysis
The statistical analysis of model (1)–(4) is given in Ling and Li (1997, 1998) and Rahbek (1999), but
will be brieﬂy repeated here.


















































































































































1, on the regression parameters




0, which are not observed. In practice, they may be replaced by suitable estimates (we will assume that
this has an asymptotically negligible effect).














+, andthe restricted parameter space
























































), the unrestricted and restricted maximum likelihood estimators, respectively.























































































































t; this is a monotonic transformation of the likelihood ratio
statistic for
H













































































































































































), and evaluate their joint asymptotic behaviour












































































































































































































































































































































































































￿ of the information matrix can be derived from this. We shall
not give explicit expressions here, but only provide their limiting behaviour in the next lemma, see Ling
and Li (1998).


















































































































































































































































































￿ is a positive deﬁnite matrix.
These results leads to the following theorem, which is obtained as a combination of the results of
Ling and Li (1998) and Rahbek (1999):







































































































































































R under the null hypothesis (
￿
=
0 ) depends on the nuisance parameter
￿. In practice this nuisance parameter can be estimated consistently, and used to obtain an asymptotic
p-value, either by Monte Carlo simulation or by the Gamma approximation proposed by Boswijk and




￿ (it is invariant to
￿ and
￿).
In the next section, we compare the power functions of the two statistics for various values of
￿.
Consider now the asymptotic behaviour of the score vector and information matrix under Assump-
tion 2:



















































































































































































































6A proof is given in the Appendix. Note that the limiting Riemann integral in (30) is the quadratic
variation of the stochastic integral in (29). The suitably normalized information matrix is block-diagonal
in the limit, because the cross-variation between the two parts of the score vector is zero in the limit.
These results imply:







































































































































































































































The theorem is proved in the Appendix. The results are closely related to those obtained by Hansen
(1992b, 1995), who considers ordinary least-squares, generalized least-squares and adaptive estima-
tion of regressions with non-stationary volatility. Note that the likelihood ratio statistic is asymptoti-






that when the process generating the non-stationary volatility is unkown, it may be estimated non-
parametrically, without loss of efﬁciency relative to a parametric likelihood analysis.
Both distributions in Theorem 2 depend on nuisance parameters, evenunder the null hypothesis (
￿
=







), although parameter variations




) will leave the distributions in (32) and (33) unaffected. From Nelson




2 is most relevant, since it determines the stationary distribution of
the volatility process. Unfortunately these parameters are not consistently estimable. Further research
will have to indicate the degree of dependence on the volatility parameters, and the possibility of ﬁnding
a bounding distribution that would enable one to control the asymptotic size of the tests. In the next
section we evaluate the power of the two tests, taking the volatility parameters as known.
4 Local Power
In this section we provide some numerical evidence on the local power of the two alternative test statis-

































3 (the value of
￿ is
obtained by Monte Carlo simulation). This corresponds to a relatively smooth GARCH process
with strong persistence, as typically found in empirical data sets of daily returns. The high value



























2. Again this leads to a rather slowly
mean-reverting GARCH process, but now the higher value of
￿ leads to more short-run variation
in the volatility. The low value of
￿ leads us to expect more power gains for the
L
R test in this
case.
Table 1 displays the local power function of the
￿
1 test, which is the same for both parameter
combinations, and that of the
L
R statistic for each data-generating process. All results are obtained by
Monte Carlo simulation, using a discretization of the processes and integrals. As expected, the power
gain of the
L
R test relative to the least-squares-based
￿







that for GARCH processes, one might as well use the conventional test. For the second parameter
combination, the power gain is substantial for low values of
￿
￿. As the mean-reversion increases, we





1 exceeds that of
L
R.



































































































































Next, we consider the local power function when the volatility process is near-integrated. Again we

























































0; the expected variance has been chosen
smaller here, but the results in Table 1 are invariant to
￿











































which leads to a smoother and more persistent volatility process.
Critical values and local power results for the two test statistics for each parameter combination have
been obtained by Monte Carlo simulation, and are given in Table 2.









































































































































































































8We observe that the power differences are more pronounced now, especially with the second param-








0 case is substantially higher
than the corresponding case in Table 1. Further Monte Carlo analysis would have to indicate which of
the two asymptotic approximations are more accurate in ﬁnite samples.
5C o n c l u s i o n
In this paper we have investigated likelihood ratio testing for a unit root when the innovations follow a
near-integrated GARCH process. With ﬁxed GARCH parameters, the asymptotic local power function
indicates that for parameter combinations that appear to be relevant in empirical ﬁnance, the possible
power gain of the likelihood ratio statistic over the conventional Dickey-Fuller test is only marginal.
However, when we consider near-integrated parameter sequences for the GARCH process, then the
power advantages of the likelihood ratio test become more substantial. This suggests that the likelihood
ratio statistic would be an attractive alternative to the usual Dickey-Fuller test in series with smooth
and persistent volatility. At this point however, the test is not yet operational since its asymptotic null
distribution depends on nuisance parameters that are not consistently estimable (note, however, that
the same applies to the least-squares based test). Further research will have to indicate how severe
this problem is, and whether replacing the unknown diffusion parameters by their maximum likelihood
estimates would yield a possible practical solution.
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Proof of Lemma 4
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0. This proves (28).












































) has bounded variance, so that again the conditions of Hansen
(1992a) for weak convergence to a stochastic integral apply.
For the results on the score and information for



































































), respectively. The block-diagonality follows from this, together with the fact that















Proof of Theorem 2
The result (32) follows from Lemma 4 and (14). Previous derivations show that
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