Florida Institute of Technology

Scholarship Repository @ Florida Tech
Theses and Dissertations
5-2022

Organizational Digital Agility: Strategic Imperative for Digital
Transformation and Firm Performance
John Willard Hill

Follow this and additional works at: https://repository.fit.edu/etd
Part of the Business Administration, Management, and Operations Commons

Organizational Digital Agility: Strategic Imperative for Digital Transformation and
Firm Performance

by
John Willard Hill
A dissertation submitted to the Nathan M. Bisk College of Business of
Florida Institute of Technology
in partial fulfillment of the requirements
for the degree of
Doctor
of
Business Administration

Melbourne, Florida
May, 2022

i

We the undersigned committee hereby approve the attached dissertation,
“Organizational Digital Agility: Strategic Imperative for Digital Transformation
and Firm Performance.”
by
John Willard Hill

_________________________________________________
Abram Walton, Ph.D.
Professor
Nathan M. Bisk College of Business
Major Advisor
_________________________________________________
Alexander R. Vamosi, Ph.D.
Associate Professor
Nathan M. Bisk College of Business
_________________________________________________
Darrel L. Sandall, Ph.D.
Graduate Faculty
Nathan M. Bisk College of Business
_________________________________________________
Robyn Tapley, Psy.D.
Director, Student Counseling Center
School of Psychology
_________________________________________________
Theodore R. Richardson, Ed.D.
Professor and Dean
Nathan M. Bisk College of Business

ii

Abstract
Title: Organizational Digital Agility: Strategic Imperative for Digital
Transformation and Firm Performance
Author: John Willard Hill
Advisor: Abram Walton, Ph.D.
A firm’s ability to achieve a competitive advantage through the creation of
digital capabilities is affected by a firm’s organizational digital agility (ODA). At
their heart, both the resource-based view and dynamic capabilities provide vehicles
for describing the ‘what’ regarding the role of resources in executing firm strategy.
However, these two theoretical foundations do not address the ‘how’ and the
manager's role in deploying those resources to achieve a competitive advantage.
Resource orchestration theory begins to address this gap and advocates for the
manager’s role in deploying these resources. Yet, despite this theoretical
foundation, little research has been conducted on the organizational factors that
impact the delivery of digital capabilities and ultimately drive gains in competitive
advantage. This study introduces the concept of ODA and establishes the impact of
ODA on successful resource orchestration in digital transformation efforts. CIO
level engagement is used to validate a survey instrument and then test the
hypotheses. ODA and its constructs are significant predictors of digital capability
creation as a proxy for digital transformation. The positive correlation between
digital capabilities and firm performance is confirmed.
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Chapter 1: Introduction
Overview
Digital transformation efforts and the resulting digital capabilities they
produce can dramatically alter firm business models and drive competitive
advantage for firms that successfully deploy them (Porter & Heppelmann, 2015;
Cenamor et al., 2017). There is significant research to support the positive impact
of digital capabilities on firm performance, whether that be in customer
engagement (Braojos et al., 2019), customer relationship management (Srinivasan
& Moorman, 2005; Wang & Kim, 2017; Foltean et al., 2019) or improved
operational efficiency (Sjödin et al., 2018; Cheah et al., 2017; Bouwman et al.,
2018). For the multinational corporation (MNC), the creation of digital
capabilities can accelerate internationalization (Wittkop et al., 2018), improve their
global capabilities (Neubert, 2018), and improve subsequent performance (Lee et
al., 2019). To achieve digital capabilities, firms must deliver them through
digitalization projects. There is a clear positive relationship between factors such
as IT capabilities (Nwankpa & Roumani, 2016), project management competence
(Badewi & Shehab, 2016), and organizational change management (Guha et al.,
1997; Hornstein, 2015) in terms of a firm’s ability to deliver digital capabilities.
Yet, despite comprehensive best practice exchanges in these areas, there are still
high failure rates in the kinds of complex technology projects efforts needed to
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deliver these capabilities (Doherty & King, 2001; Bloch et al., 2012; Vaidya et al.,
2013; Ali & Miller, 2017). Assuming that project management and organizational
change management competence exist at acceptable levels within the firm, the
implication is that there must be other organizational factors that impact the
delivery of digital capabilities.
This paper analyzes the problem from the resource-based view (RBV). In
particular, resource orchestration attempts to bridge RBV and dynamic capabilities
gaps by bringing them into a single model that advocates for the manager's role in
deploying resources to achieve the capabilities (Sirmon et al., 2011). The
execution of digital transformation efforts requires cross-functional participation in
the firm that further solidifies the role of resource orchestration as a model. As a
firm grows in size and complexity, managing resources against competing priorities
can significantly impede the successful orchestration in digitalization projects. The
intersection of competing firm priorities and resource constraints can substantially
impact its ability to orchestrate its resources effectively.
The literature on resource orchestration lacks an exploration of the
organizational characteristics that affect the orchestration. This study creates a
model to extend resource orchestration and explain why firms fail to achieve the
expected level of digital capability that they set out to create. The concept of
‘organizational digital agility (ODA)’ as a driver of creating digital capabilities
acquired by the firm is defined and explored. An organization’s ODA provides a
source of competitive advantage in creating digital capabilities faster and more
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efficiently than its competitors. The level of digital capabilities within a firm is
positively correlated with firm performance relative to industry peers.

Background and Rationale for the Study
The theoretical foundations for the study exist in RBV, dynamic
capabilities, and resource orchestration. The underpinnings of RBV are based on
Barney’s (1991) work that asserts that strategic resources are rare, valuable,
inimitable, and non-substitutable. It is further argued that a firm’s long-term
competitiveness is ultimately derived from its core competencies (Prahalad &
Hamel, 1990). Yet, in reality, much of a firm’s resources are ordinary (Winter,
2003). The combination and orchestration of the resources may be as much a
source of a competitive advantage as the rare resources. However, with a few
exceptions (Arend, 2004; Sirmon et al., 2010), little attention has been paid to
resource weakness.
Dynamic capabilities was born out of the recognition that firms must
continue to look for ways to transform their sub-optimal or even ordinary
resources. Teece et al. (1997) defined dynamic capabilities as “the firm’s ability to
integrate, build, and reconfigure internal and external competences to address
rapidly changing environments” (p. 516). Teece et al. (1997) recognized the firm’s
ability to modify competencies and the role management has in integrating and
combining firm resources to react to changing market conditions. Essentially
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capabilities can be viewed as bundling lower-level resources into higher-order
resources (Grewal & Slotegraaf 2007; Madhavaram & Hunt 2008).
Barney’s (1991) initial framework does not deal with the concept of
bundled resources (Black & Boal, 1994). As an extension of RBV, dynamic
capabilities does not address how firm management bundles resources into
capabilities. To successfully understand the ability of resources to drive a
competitive advantage, the firm must also understand the interrelationship between
them. The simple existence of a firm's resources or dynamic capabilities does not
guarantee success (Hamel & Prahalad, 1993; Sirmon et al., 2007).
Resource orchestration integrates the Sirmon et al. (2007) resource
management concept and the Adner and Helfat (2003) asset orchestration
framework. RBV serves as the conceptual foundation for resource management,
while dynamic capabilities provides the inspiration for asset orchestration (Sirmon
et al., 2011). Firm managers are critical in resource orchestration given their role
in developing resources and capabilities, and ultimately their deployment to drive a
competitive advantage (Helfat et al., 2007; Sirmon et al., 2007; Sirmon et al.,
2011).
In today’s business world, a firm's ability to create digital capabilities can
serve as a source of competitive advantage and a requirement to stay in business
effectively. The firm’s ability to create these capabilities is undoubtedly dependent
on the firm’s project management and organizational change management
competence (Guha et al., 1997; Hornstein, 2015; Badewi & Shehab, 2016).
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However, it is expected that a firm’s level of ODA will affect a firm’s effort to
orchestrate its resources to create digital capabilities. ODA is defined as those
organization characteristics that differentiate between success and failure in
implementing digital projects. These main ODA factors include slack,
organizational alignment, and organizational speed.
As a firm's size increases, it is more likely that its resources are fully
absorbed into current operational activities or projects, and consequently, not
available for innovation opportunities (Voss et al., 2008). A firm's ability to create
slack may increase the odds of success in achieving digital capability creation.
Bourgeois defines slack as “that cushion of actual or potential resources which
allows an organization to adapt successfully to internal pressures for adjustment or
to external pressures for change in policy, as well as to invite changes in strategy
with respect to the external environment” (1981, p 30).
The firm's organizational alignment on its priorities is crucial to its ability to
react to changing market conditions. As a firm relies on increased cross-functional
project interdependencies, it can reduce predictability in the organizational
portfolio and execution (Zika-Viktorsson et al., 2006). The result may be a gap in
the understanding of firm-wide prioritization of projects and operations. The lack
of clarity on digitalization project priorities can adversely impact timelines and
deliverables. Leadership awareness of their teams' actual capacity to work on new
initiatives can provide a potential source of organizational friction if the awareness
is low. A firm's ability to understand what types of lower-order resources are
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available to work on digitalization efforts can be challenging in the orchestration
efforts. This risk can be increased for part-time resources that are found from
different functions within the firm than the sponsoring functional business unit.
Rachinger et al. (2019) view organizational capacity as one of the two critical
challenges for firms in digitalization efforts.
Finally, for global digitalization initiatives, the likelihood of success will be
enhanced by adopting a phased approach to the implementation (Parida et al.,
2015). An organization’s organizational speed reflects its ability to develop and
implement projects to deploy new capabilities as quickly as possible. Research has
demonstrated a linkage between Agile practices that embrace reducing the size of
projects and project success (Serrador & Pinto, 2015).

Statement of the Problem
Numerous studies have been conducted to assess the positive impact of new
digital capabilities on firm performance (Srinivasan & Moorman, 2005; Cheah et
al., 2017; Wang & Kim, 2017; Braojos et al., 2019; Bouwman et al., 2018; Sjödin
et al., 2018; Foltean et al., 2019). New in this context does not necessarily equate
to the invention of new products. It means that the capability is new to the firm.
Further studies have explored the positive relationship between dynamic
capabilities and firm performance (Zott, 2003; Drnevich et al., 2011; Protogerou et
al., 2012). Despite the strategic importance and attention put towards digitalization
projects, they continue to suffer from failure rates that can exceed 50% (Doherty &
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King, 2001; Bloch et al., 2012; Vaidya et al., 2013; Ali & Miller, 2017). The
research conducted in RBV, dynamic capabilities, and resource orchestration, has
invested little attention into understanding organizational characteristics that can
inhibit or accelerate capability creation. There is no definition for these
organizational characteristics or a comprehensive understanding of how they
impact digital capability development.

Purpose of the Study
This research aimed to create a theoretical framework for ODA and explain
its relationship between digital transformation efforts and digital capabilities. This
research adds to the resource orchestration body of knowledge by creating a
definition for ODA and a model that explains the impact of several organizational
factors within ODA on the orchestration of resources across firms. From a
practical standpoint, the research demonstrates the strategic imperative for
organizations to understand the impact of ODA on delivering digital capabilities.
In addition, this paper has also confirmed the significant correlation between digital
capability and firm performance.

Questions that Guide the Research
The key research questions that this paper set out to answer are:
RQ1. What is the significance of the effect of the level of investment in
digitalization projects on digital capability creation?

7

RQ2. Does ODA affect the ability of digitalization projects to deliver the
intended digital capabilities for firms?
RQ2a. What is the significance of the effect of organizational slack on
digital capability creation?
RQ2b. What is the significance of the effect of organizational alignment on
digital capability creation?
RQ2c. What is the significance of the effect of organizational speed on
digital capability creation?
RQ2d. What is the significance of the cumulative effect of the factors of
ODA on digital capability creation?
RQ3. Do firms with higher levels of digital capabilities outperform their
industry peers?

Definition of Terms
Throughout this paper, many terms are used that are specific to strategy,
digital investment, organizational structure, and technology. In addition, some
words are used to refer to multiple concepts to simplify the model. The definitions
for each of the key terms are summarized below:
Bundling: The process of combining or modifying firm resources and integrating
them to create capabilities by stabilizing, enriching, or pioneering the resources
(Ochoa et al., 2017; Sirmon et al., 2007; Sirmon et al., 2011).
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Chief Information Officer (CIO): The executive in a firm responsible for
technology deployment and the technology landscape's operations.
Organizational digital agility: A firm's ability to leverage technology and
organizational characteristics to quickly and efficiently create digital capabilities.
Digitalization: “…the use of digital technologies to change a business model and
provide new revenue and value-producing opportunities; it is the process of moving
to a digital business” (Gartner, n.d.).
Digitalization project: It is an initiative designed to create a digital capability,
whether that be by formal project, through an agile methodology, or an informal
initiative.
Dynamic capabilities: “..the firm’s ability to integrate, build, and reconfigure
internal and external competences to address rapidly changing environments.”
(Teece et al., 1997, p. 516).
Leveraging: The deployment of firm capabilities to create value for customers
through mobilization, coordination, or deployment.
New Capability: A capability that is new to the firm.
Project management: Refers to both traditional project management techniques and
those disciplines found within the agile methodology.
Resources: “..those tangible and intangible assets which are tied semi-permanently
to the firm” (Wernerfelt, 1984, p 172).
Resource-based view (RBV): The theory that a firm’s resources are critical to the
achievement of firm competitive advantage
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Resource orchestration: A strategy theory that integrates the resource management
and asset orchestration concepts and, as a result, integrates RBV and dynamic
capabilities.
Slack: “That cushion of actual or potential resources which allows an organization
to adapt successfully to internal pressures for adjustment or to external pressures
for change in policy, as well as to initiate changes in strategy with respect to the
external environment” (Bourgeois, 1981, p 30).
Structuring: Reflects the firm’s efforts to acquire, accumulate, and potentially
divest its resources.
Successful project implementation: A project meets the proposed endpoints in
terms of budget, time, and scope.

Significance of the Study
Firms are faced with high failure rates in complex digitalization efforts
(Doherty & King, 2001; Bloch et al., 2012; Vaidya et al., 2013; Ali & Miller, 2017)
despite widespread best practice understanding in project management and change
management. As the need for digital capabilities expands, firm management will
be under pressure to improve the odds that digitalization efforts will produce digital
capabilities. According to research firm IDC the expected compound annual
growth rate in the total investment of digital transformation investments is expected
to be 15.5% between 2020 and 2023 and reach a total market size of $6.8T
(Fitzgerald et al., 2020). The opportunity to improve the predictability of the
success of these investments represents an enormous economic opportunity. Just a
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20% improvement in digitalization project outcomes represents a $1.36T value to
the market. There is a significant opportunity beyond the cost of digitalization
projects. Improving the success probability represents an enhanced time-to-market
opportunity for firms and ultimately increased revenue and or profit margins. The
research will also extend the resource orchestration theory by proposing additional
factors involved in the process of a firm’s creation of capabilities.

Organization of the Remainder of the Study
Chapter Two is a review of the literature relevant to the topic. The review
includes an analysis of the theoretical underpinnings of the conceptual model in the
topics RBV, dynamic capabilities, resource orchestration, and resource
orchestration moderators. The review also supports the definition of ODA and its
conceptual model that will serve as the model for the study. Five hypotheses are
proposed to test the concept of ODA and its constructs impact on the creation of
digital capabilities. An additional hypothesis is posed on the positive relationship
between digital capabilities and firm performance.
Chapter three, Methodology, justifies the use of a quantitative research
method as the means of testing the proposed study hypotheses. The survey
technique is justified as the study instrument. The chapter provides an overview of
the methodology, research design, sample identification and data collection
processes, and the proposed method for ensuring validity and reliability. Chapter
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four provides details on the findings from the research study, while chapter five
discusses conclusions and recommendations for future research.
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Chapter 2: Literature Review
Overview
Chapter Two explores the literature underpinning this study in the areas of
RBV, dynamic capabilities, and resource orchestration. The chapter will also build
an understanding of the literature supporting the proposed conceptual ODA model
and hypotheses. The purpose of the literature review in a quantitative study is to
provide a theoretical foundation for building the conceptual model and hypotheses
(Creswell, 2014).

Organization of the Remainder of the Chapter
The chapter’s first section reiterates the research questions guiding this
study. The second section surveys the underlying theoretical support for the study.
This review includes an extensive scan of the literature on RBV, dynamic
capabilities, and resource orchestration. The final section explores the conceptual
model and hypotheses for the study.

Questions that Guide the Research
To reiterate, the research questions that are guiding this study are:
RQ1. What is the significance of the effect of the level of investment in
digitalization projects on digital capability creation?
RQ2. Does ODA affect the ability of digitalization projects to deliver the
intended digital capabilities for firms?
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RQ2a. What is the significance of the effect of organizational slack on
digital capability creation?
RQ2b. What is the significance of the effect of organizational alignment on
digital capability creation?
RQ2c. What is the significance of the effect of organizational speed on
digital capability creation?
RQ2d. What is the significance of the cumulative effect of the factors of
ODA on digital capability creation?
RQ3. Do firms with higher levels of digital capabilities outperform their
industry peers?

Resource-Based View
At the heart of an exploration into the management of firm resources to
achieve a competitive advantage lies two theoretical bases, the resource-based view
(RBV) and dynamic capabilities. The evolution of RBV from the origins of
Penrose (1959) and Wernerfelt (1984) to Barney’s (1991) value, rareness,
inimitable, non-substitutability (VRIN) framework sets the stage for the role of
resources as a competitive differentiator for the firm. Much of RBV’s attention
has been focused on rare and hard-to-imitate or substitute resources. Yet, in reality,
much of a firm’s resources are ordinary (Winter, 2003).
Wernerfelt (1984) was the first to use the term RBV and defined resources
as “those tangible and intangible assets which are tied semi-permanently to the
firm” (p 172). Wernerfelt (1984) suggested that the resources could be both a
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weakness and a strength and that a firm’s ability to create a resource barrier would
be analogous to a barrier to entry for other firms. A firm’s ability to achieve a
competitive advantage could directly result from its deployment of resources to
create a first-mover advantage.
The theoretical foundation for RBV is based on Barney’s (1991) work that
asserts that strategic resources are rare, valuable, inimitable, and non-substitutable.
The ability of firms to leverage these resources varies, and those that are successful
at it can create sustained competitive advantage (Crook et al., 2008). Teece, Pisano,
and Shuen (1997) viewed resources as sticky to the firm, and the ability to alter the
overall mix is somewhat limited. That does not mean that firms cannot have an
ongoing strategic investment approach to address any resource gaps (Dierickx &
Cool, 1989). However, inimitable resources like knowledge are likely to be far
more challenging to acquire than physical resources.
Firms make decisions on the competencies that it views as key to their
competitiveness in the market. These core competencies represent those resources
that should receive more of a firm’s investment strategy. Prahalad and Hamel
(1990) argued that a firm’s long-term competitiveness is ultimately derived from its
core competencies. A firm’s ability to identify its core competencies and the
resulting efforts to create and maximize them are crucial to driving a competitive
advantage. It should not be overlooked that this premise implies that non-core
competencies should not be as actively invested in and perhaps are candidates for
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outsourcing. This active step by firm management adds to the evidence that VRIN
resources' existence is not enough to drive a competitive advantage.
Much of RBV’s attention has been focused on rare and hard-to-imitate or
substitute resources. Yet, in reality, much of a firm’s resources are ordinary
(Winter, 2003). The combination and orchestration of the resources may be as
much a source of a competitive advantage as the rare resources. Given that
management is focused on achieving a rate of return in excess cost of the
investment in the resources deployed (Maritan, 2001), focusing on the deployment
and orchestration of these ordinary skills may be as important as the VRIN
resources. It is the bundling of these ordinary and VRIN resources to create higherorder capabilities that will drive firm competitive advantage. It is improbable that a
firm will achieve that outcome with VRIN resources alone.
Penrose (1959) stated that the firm needed to view resources as a bundle
that encapsulates their strengths and weaknesses. Yet, despite that foundational
base, RBV tends to focus on resource strengths. Little attention has been paid to
resource weakness, with a few exceptions (Arend, 2004; Sirmon et al., 2010).
Addressing the firm's resource weaknesses may provide a source of competitive
advantage since many competitors may overlook this opportunity (Sirmon et al.,
2010). Resources will have different values depending on the environment they
exist within. They can range from a strength to a weakness, or vice-a-versa. There
are many techniques available for firms to drive improvements in the performance
of their resources. Firms can pursue organizational competency development (Aral
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& Weill, 2007), strategic alliances (Hess & Rothaermel, 2011), or product
development (Bianchi et al., 2014). It is the recognition that firms must continue to
look for ways to transform their sub-optimal or even ordinary resources that leads
to the construct of dynamic capabilities.

Dynamic Capabilities
The concept of a firm being able to modify a resource to make one that was
previously homogenous into one that is inimitable has been around for some time
(Rumelt, 1984). The concept of dynamic capabilities was introduced by Teece et
al. (1997), who defined them as “the firm’s ability to integrate, build, and
reconfigure internal and external competences to address rapidly changing
environments” (p. 516). Teece et al. (1997) recognized the firm’s ability to modify
competencies and the role management has in integrating and combining firm
resources to react to changing market conditions. Firm leadership must manage its
paths, processes, and positions to turn its resources into one that can create a
competitive advantage. Danneels (2008, p. 519) further defined this ability to build
new capabilities as “competence to build new competences.” Essentially
capabilities can be viewed as bundling lower-level resources into higher-order
resources (Grewal & Slotegraaf 2007; Madhavaram & Hunt 2008). From an RBV
perspective, it is the combination of ordinary and VRIN resources that creates the
dynamic capability.
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Eisenhardt and Martin (2000) have a different view of dynamic capabilities.
If market velocity is thought of in terms of the rate at which market conditions
change, they argue that as the velocity of a market increases, the dynamic
capabilities become more represented as unstable processes and routines. In an
unstable environment, the simple nature of dynamic capabilities means they can
quickly be adapted to create new processes. Zollo and Winter (2002) further
advocated that dynamic capabilities should be thought of as a set of routines.
Whether for dynamic or operational capabilities, these routines require someone to
coordinate those tasks (Helfat & Peteraf, 2003). The nature of capabilities
themselves can be thought of in terms of whether they are dynamic or ordinary.
Ordinary capabilities are those capabilities that help the firm run its daily
operations and produce the expected outputs. By contrast, dynamic capabilities
modify or enhance those ordinary capabilities to produce a higher level of
capability. The firm must balance the high cost of developing or acquiring
dynamic capabilities versus the return they provide (Winter, 2003).
Teece (2007, p. 1319) subsequently stated that “dynamic capabilities can be
disaggregated into the capacity (1) to sense and shape opportunities and threats, (2)
to seize opportunities, and (3) to maintain competitiveness through enhancing,
combining, protecting, and, when necessary, reconfiguring the business enterprise’s
intangible and tangible assets”. Firm management plays a crucial role in balancing
the optimization of the firm's future prospects with the need to protect the firm's
current competitiveness.
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Capabilities can be divided into both ordinary capabilities that are needed to
help the firm run its daily operations and dynamic capabilities that can turn higherorder activities into a source of competitive advantage (Teece, 2014). The future of
a firm rest in their dynamic capabilities, while the present ability to conduct
business rests with their ordinary capabilities (Ambrosini & Bowman, 2009). A
firm cannot be expected to move beyond its status quo without ordinary capabilities
that enable daily operations (Protogerou et al., 2011). The implication is that the
combination and orchestration of the ordinary resources may be as much a source
of a competitive advantage as the rare resources. Given that management is
focused on achieving a rate of return in excess cost of the investment in the
resources deployed (Maritan, 2001), a focus on the deployment and orchestration of
these ordinary skills may be as important as the VRIN resources. It is the bundling
of these ordinary and VRIN resources to create higher-order capabilities that will
drive firm competitive advantage. It is doubtful that a firm will achieve that
outcome with VRIN resources alone.
With a few exceptions (Arend, 2004; Sirmon et al., 2010), little attention
has been paid to resource weakness. Addressing the firm's resource weaknesses
may provide a source of competitive advantage since many competitors may
overlook this opportunity (Sirmon et al., 2010). It is the recognition that firms
must continue to look for ways to transform their sub-optimal or even ordinary
resources that leads to the construct of dynamic capabilities.
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The creation of dynamic capabilities alone does not ensure success by the
firm. Teece further recognized the impact that other organizational characteristics
can have on dynamic capabilities. “Dynamic capabilities reside in large measure
with the firm’s top management team but are impacted by the organizational
processes, systems, and structures that the enterprise has created to manage its
business in the past” (Teece, 2007, p. 1346).

Resource Orchestration
Through its evolution, RBV scholars have addressed the key criticisms of
its tautological nature (Barney 2001), the static theoretical construct (Priem &
Butler 2001a), and the inability to explain differences in firm outcomes
(Kraaijenbrink et al., 2010). Critics of RBV argue that it drives little in the way of
identifying the practical application of it for firm management (Lewis et al., 2010).
RBV does not address the “how” for firm management as it views the resources
themselves as the source of competitive advantage (Priem & Butler 2001a). RBV
would hold that if two firms have the same resources, they would have competitive
parity, and no competitive advantage would exist. However, in reality, firm
management is faced with optimizing the deployment of firm resources and
understanding the interaction between them to drive firm outcomes (Priem and
Butler 2001a). The manager's role in determining resource value and its context
within a changing business environment is not considered in RBV (Arend &
Bromiley, 2009; Priem & Butler, 2001b). This management role in overseeing
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resources and the resulting outcomes is perhaps the most significant gap in RBV
(Kraaijenbrink et al., 2010; Priem & Butler 2001a, 2001b; Sirmon et al., 2007;
Sirmon et al. 2011).
Barney’s (1991) initial framework does not deal with the concept of
bundled resources (Black & Boal, 1994). As an extension of RBV, dynamic
capabilities does not address how firm management bundles resources into
capabilities. To successfully understand the ability of resources to drive a
competitive advantage, the firm must also understand the interrelationship between
them. These interrelationships themselves can generate rents for the firm (Robins,
1992). While RBV and dynamic capabilities can help explain the use of resources
and capabilities to achieve a competitive advantage, it does not address how these
assets' use achieves this advantage. The simple existence of a firm's resources or
dynamic capabilities does not guarantee success (Hamel & Prahalad, 1993; Sirmon
et al., 2007).
Resource orchestration was developed as an extension to RBV and dynamic
capabilities to address the gap with regard to managerial action. Resource
orchestration integrates the Sirmon et al. (2007) resource management concept and
the Adner and Helfat (2003) asset orchestration framework. As part of this
integration, resource orchestration also integrates two different theoretical
foundations into one model. RBV serves as the conceptual foundation for resource
management, while dynamic capabilities provides the inspiration for asset
orchestration (Sirmon et al., 2011). The combination of the two models addresses
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the gaps found within each model. The linkage of RBV and dynamic capabilities
in resource orchestration was demonstrated by Cui and Pan (2015) in their case
study-based research into e-commerce. Figure 1 depicts the resource orchestration
framework and the relationship to RBV and dynamic capabilities.

Resource Orchestration

Structuring
• Acquiring
• Accumulating
• Divesting

Bundling
• Stabilizing
• Enriching
• Pioneering

Search/Selection
• Identify
• Invest
• Governance & Organization
• Business model

Leveraging
• Mobilizing
• Coordinating
• Deploying strategies

Resource
Management

Configuration/Deployment
• Provide vision
• Nurture innovation
• Coordinate cospecialized assets

Asset
Orchestration

RBV Based

Dynamic Capabilities
Based

Figure 1:Resource Orchestration (Source: Sirmon et al., 2011)

The argument is set forth that firm-wide management orchestration of its
resource base is needed to achieve a competitive advantage (Chadwick et al.,
2015). Resource orchestration combines the principles of resource management
and asset orchestration into one construct (Sirmon et al., 2011
Firm managers are critical in resource orchestration given their role in
developing resources and capabilities, and ultimately their deployment to drive a
competitive advantage (Helfat et al., 2007; Sirmon et al., 2007; Sirmon et al.,
2011).
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The possession of resources does not necessarily equate to a firm's
competitive advantage (Cui et al., 2017; Ketchen et al., 2014). It is the
combination or the manner of deployment of these resources that is more often the
source of competitive advantage (Seddon, 2014).
The three main dimensions of resource management within resource
orchestration are structuring, bundling, and leveraging (Sirmon et al., 2007). The
effects of structuring and bundling resources have been established through several
empirical studies (Ndofor et al., 2011; Sirmon et al., 2008; Sirmon et al., 2010).
The firm’s efforts to structure involve the acquisition, accumulation, and
potentially divestiture of its resources. Accumulation refers to the firm's efforts to
develop its resources and increase its capabilities (Sirmon et al., 2007). The firm's
structuring of resources is the essential first step required to build the higher-level
capabilities needed to drive a competitive advantage (Yi et al., 2016).
Bundling is the process of combining or modifying firm resources and
integrating them to create capabilities by stabilizing, enriching, or pioneering the
resources (Ochoa et al., 2017; Sirmon et al., 2007; Sirmon et al., 2011).

The firm

can bundle resources to create higher-order capabilities that ultimately allow it to
effectively manage complex tasks, including change management (Yi et al., 2016).
Stabilizing involves an incremental improvement, while enriching consists of
extending current capabilities (Sirmon et al., 2007). At the same time, an essential
part of resource management stabilizing is less likely to be a source of competitive
advantage for the firm (Sirmon et al., 2011; Sirmon et al., 2007) as it involves
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making minor changes to existing firm capabilities (Carnes 2016). A firm enriches
its capabilities by extending and enhancing them or by adding complementary
resources. The firm uses enrichment to drive synergies among its resources to
achieve higher-level capabilities (Baert et al., 2016). Finally, pioneering involves
the creation of new capabilities. It can be achieved by creating new capabilities or
reforming existing ones (Cui & Pan, 2015).
Leveraging firm capabilities is the deployment of them to create value for
customers either through mobilization, coordination, or deployment. Mobilizing
involves the identification of the combination of capabilities needed to drive market
opportunities. Coordinating is the process of integrating those capabilities to meet
market opportunities, while deploying is the actual utilization of those
combinations (Sirmon et al., 2007). Leveraging plays a unique role within resource
orchestration due to the inherent nature of capability development itself. Capability
development will not always occur sequentially. Leveraging allows the firm to
handle this circuitous nature of capability development to respond to market
opportunities.
Investment and deployment are the two key dimensions of asset
orchestration within resource orchestration theory (Helfat et al., 2007; Sirmon &
Hitt, 2009). The contingent link between resource investment and deployment
strategies to meet a market opportunity is crucial for firm management (Helfat et
al., 2007; Sirmon & Hitt, 2009). A firm that over invests in resources without an
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effective deployment plan can reduce the firm effectiveness rather than have it
improve (Sirmon & Hitt, 2009).
Investment is the dimension of asset orchestration that is easiest to plan and
execute. The firm can calculate returns from the deployment of capital and make
fact-based decisions. For firm management, the more challenging dimension is
understanding how to deploy these resources effectively. The task is much simpler
for resources deployed within a single function to align with organizational goals.
The deployment of resources across cross-functional initiatives for future time
periods is significantly more challenging. These deployment efforts are further
challenged as changes to other firm initiatives and priorities occur.
To understand the challenges involved in executing resource orchestration,
the firm should be viewed from three perspectives: breadth, life cycle, and depth
(Sirmon et al., 2011). Firm breadth is a reflection of the markets and diversity
within which it chooses to operate. The competitive dynamics of the markets
within which it operates, as well as firm diversification strategy, are critical aspects
to an understanding of breadth (Sirmon et al., 2011). The diversity of business
operations produces pressure on the firm to find synergies to drive communication
and collaboration across the firm (Baert et al., 2016; Sirmon et al., 2011). As the
firm breadth increases, the challenges of orchestration should increase.
The life cycle of a firm (start-up, growth, mature, & decline) has additional
resource orchestration considerations for the firm (Sirmon et al., 2011). For
example, a firm that has not built the proper systems and coordination skills in the
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growth phase is likely to fail (Gilbert et al., 2006). In the mature phase, a firm that
cannot orchestrate its resources to new market conditions will be unable to pursue
growth opportunities effectively. The firm's life cycle can profoundly affect how
management deploys its resources to drive innovation (Carnes et al., 2017).
A firm’s depth provides additional challenges for the firm in its efforts to
orchestrate its resources. As the levels in a firm increase, there is an increased
opportunity for a decline in information quality as it cascades to lower levels of
firm management (Teece et al., 1997). If the flow of information is bi-directional,
it puts a significant strain on the firm's middle management to orchestrate the
information related to resource investment and deployment (Sirmon et al., 2011).
Chadwick et al.’s (2015) research supported the considerable role middle
management has in resource orchestration given their role in executing senior
management's vision.
Several studies have provided support for resource orchestration in one
form or another (Cui & Pan, 2015; Cui et al., 2017; Jayanthi et al., 2009;
Khoshkbarforoushha et al., 2016; Liu & Liang, 2015; Loskyll et al., 2012; Zhang et
al., 2013). Firms with a similar ability to invest in resources should have the same
capability to achieve similar results. Similarly, the existence of best practices and
benchmarking would indicate that firms could copy other firms and achieve similar
results. In reality, neither of these premises is easy to execute. In the end, varying
results among firms deploying similar resources can be explained by the unique
combination each of these firms utilizes (Aral & Weill, 2007). The manager’s
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deployment and orchestration of firm resources and the interrelationships between
resources, routines, and processes are the sources of competitive advantage.
Therefore, the firm’s processes and characteristics significantly impact its ability to
orchestrate its resources successfully.

Conceptual Development and Hypotheses
As a firm progresses in maturity, it risks the potential of exhibiting
organizational dimensions that produce increased risks in orchestrating resources to
build capabilities. These risk factors include increased functional layers in their
organization, multiple business units (at a minimum subsidiaries), and operating in
the mature through decline phases of their life cycle. However, to execute
digitalization projects, the firm must be able to orchestrate its resources on these
projects and consider the impact of simultaneous operational and functional efforts.

Digital Capability
Understanding the definitions of digitalization and digital capabilities is a
critical first step in analyzing their relationship. IT research company, Gartner
(n.d.), has defined digitalization as “…the use of digital technologies to change a
business model and provide new revenue and value-producing opportunities; it is
the process of moving to a digital business.” Digitalization enables the creation of
new products, services, and even business models (Matzler et al., 2013). Further,
digital technology enables firms to extract new sources of value from the data
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created by digitalization efforts (Gobble, 2018). To simplify the model, a digital
transformation or digitalization project refers to any initiative designed to create a
digital capability, whether that be by formal project, through an agile methodology,
or an informal initiative.
There appears to be an improper definition of digital capabilities within the
literature. Several authors (Levallet & Chan, 2018; Khin & Ho, 2019) refer to
digital capabilities as the capability to build new products and services. The more
appropriate reference is to consider these build capabilities as the dynamic
capabilities present in the digitalization efforts (Rachinger et al., 2019) rather than
digital capabilities. Digital capabilities reflect the firm’s ability to interact with
customers, partners, and suppliers digitally. They result from the digitalization of a
process and the capability that it provides the firm. As a result, it is expected that
firm deployment of digitalization projects is critical to achieving digital
capabilities. Thus:

Hypothesis 1 – The level of investment in digitalization projects
significantly affects digital capability creation.

Organizational Digital Agility
The transformations achieved through digitalization efforts remain a key
challenge for firms across the industry (Berghaus & Back, 2017). These
transformations can unlock new value propositions and value creation opportunities
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for firms (Wessel et al., 2020). The nature of digitalization projects requires the
firm to rethink its business models, processes, and even its service and product
offerings (Wiesböck & Hess, 2020). The movement to new operating models
through innovative digitalization projects can dramatically alter a firm’s operations
(Christensen 1997; Lyytinen and Rose 2003). However, the management of
digitalization projects provides significant challenges for firms (Berghaus & Back,
2017; Chanias et al., 2019). Inevitably, digitalization projects occur concurrently
across an organization (Gimpel et al., 2018; Zimmer, 2019) that further challenge
the firm’s ability to execute.
To successfully execute digitalization projects and achieve the intended
digital capabilities, firm management must orchestrate and synchronize firm
resources across the digitalization projects, other project types, and ongoing
operational responsibilities. The complexities of managing digitalization projects
as they intersect with firm operational management requires a degree of guidance
for firm management not contained in resource orchestration theory. Each of the
three views of resource orchestration (depth, breadth, and life cycle) can exhibit a
range that can provide significant challenges in the orchestration of resources for
managing digitalization projects. As firms increase in size, they are more likely to
exhibit the inefficiencies in resource orchestration that inhibit orchestrating its
resources effectively. They are more likely to have multiple divisions (breadth),
many layers of management (depth), and be in more advanced phases of firm
maturity (life cycle).
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Digitalization projects involve technology and process changes that face a
high risk in execution and suffer significant failure rates. Even digitalization
projects executed with well-laid blueprints are fraught with execution risk. For
example, enterprise resource planning (ERP) system implementations continue to
have success rates of less than 50% (Ali & Miller, 2017) despite years of continued
focus on best practice sharing and process standardization. Yet, digitalization
projects are critical to a firm orchestrating its resources to achieve a competitive
advantage. They are the types of initiatives designed to drive differentiation in the
marketplace or propel the firm to higher performance levels. More than pure
resource orchestration theory is needed for firm managers to navigate digitalization
projects' complexities successfully.
Therefore, the concept of ODA is introduced as a means of explaining those
organizational characteristics that impact the ability of a firm to deliver digital
capabilities. A search of EBSCO, Proquest, and Google Scholar for the term
organizational digital authority produced one publication that included the term. In
that article the term is used in the context that the move to online learning is a
challenge to universities’ organizational digital agility (Bhagat & Kim, 2020).
ODA is not defined in the research article. Similarly, a Google search of trade
press and other websites found no use of ODA.
To close this gap in the literature, the researcher has defined ODA as a
firm's ability to leverage technology and organizational characteristics to quickly
and efficiently create digital capabilities. ODA as a second-order latent variable is
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made up of three first-order constructs. The first-order constructs are
organizational slack, organizational alignment, and organizational speed. As each
of the first-order latent variables is an organizational construct the researcher
concluded that the second-order latent variable should include the word
organizational as well. There are two hygiene factors that go along with ODA.
They are project management and change management. For the sake of
simplifying the model, project management refers to both traditional project
management techniques and those disciplines found within the agile methodology.
Figure 2 is presented as a means of architecting ODA’s relationship to
digitalization projects and the resulting digital capabilities. The relationship to the
out-of-scope processes of portfolio management, architecture, and operations is
also identified.
Organizational Digital Agility
Study Scope
Slack
Portfolio
Mgt

Digital
Capabilities

Digitalization
Projects

Firm
Performance

Alignment
Speed
Project Management &
Organizational Change Management
Architecture & Operations

Figure 2: ODA Model

The assertion is that digitalization efforts are unlikely to be successful
without the hygiene effects being satisfactorily present. There is a clear positive
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relationship between project management competence (Badewi & Shehab, 2016)
and organizational change management (Guha et al., 1997; Hornstein, 2015) in
terms of a firm’s ability to deliver digital capabilities. Yet, it is the nature of
project management itself that can cause challenges for a firm to execute
digitalization projects. Traditional project management practices are focused on
delivering a specific outcome within budget and the required timelines while
managing risk and ultimately focusing on not failing (Baghizadeh et al., 2020). In
digitalization efforts where eventually, innovation becomes a key objective, this
focus on risk management can be contrary to the project's objectives (Wiener et al.,
2019). Projects tend to be oriented toward short term measurable results.
Digitalization projects and their less tangible future-oriented outcomes (Berghaus
& Back, 2017; Gothelf & Seiden, 2017) can be more challenging to measure
(Murphy & Simon, 2002). The three main factors in ODA of organizational slack,
organizational alignment, and organizational speed represent a model of
understanding why some firms are better at delivering digital capabilities.

Organizational Slack
As a firm's size increases, it is more likely that its resources are fully
absorbed into current operational activities or projects, and consequently, not
available for innovation opportunities (Voss et al., 2008). This full absorption of
resources makes it difficult for the firm to react to changing market conditions or
handle projects that are not on track. To provide this capability, the firm needs to
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create slack. The question as to why slack exists in firms was first postulated by
Cyert and March (1963), who argued that slack played a critical role in balancing
goal incongruities between political factions in firms and thus provided a means for
keeping the firm together. Bourgeois defines slack as “that cushion of actual or
potential resources which allows an organization to adapt successfully to internal
pressures for adjustment or to external pressures for change in policy, as well as to
initiate changes in strategy with respect to the external environment” (1981, p 30).
Subsequent definitions of slack have defined it as the delta between resources
available to a firm and the resources needed to achieve a specific output (Geiger &
Cashen, 2002). A firm has slack if they possess a level of resources that allows
them a degree of discretion on their utilization (Cheng & Kesner, 1997). At a
foundational level, even going back to Penrose (1959), the concept of slack being
instrumental in a firm achieving success has been advocated. A firm can create
slack in the organization by creating a buffer in its work activities (Voss et al.,
2008), or by bundling its resources (Sirmon et al., 2011).
There are many reasons that a firm benefits from the presence of slack. The
firm can respond to environmental shocks that might produce the need to reduce
budgets (Meyer, 1982; Palmer & Wiseman, 1999). Slack can serve as a catalyst for
driving innovation (Levinthal & March, 1981). The presence of slack enables the
firm to pursue innovation activities without fearing negative impacts because of
failures in those activities (Bourgeois, 1981). There have been mixed results in
empirical studies exploring the impact of slack on innovation ranging from

33

positively correlated (Damanpour, 1987; Singh, 1986) to inconclusive (Zajac,
Golden, & Shortell, 1991).
Firms are better positioned to react to market opportunities or drive
organizational change by implementing slack (Chandy & Tellis, 1998; Gatignon &
Xuereb, 1997). Slack has been demonstrated as being critical to creating higher
level R&D and marketing competencies (Danneels, 2008). The employment of
slack provides firm leadership the ability to react to constraints and redirect lowerorder resources to create the higher-order capabilities that are necessary to create a
competitive advantage. Without slack, those constraints would inhibit the creation
of the higher-order capability. Firm management tends to maximize its resource
allocation to drive optimal utilization. However, the presence of slack provides a
significant advantage in a firm’s efforts to respond to changing market conditions
or firm priorities.
Despite the research on the positive impact of slack, there are a range of
arguments against its value in the firm. These include the belief that slack reflects
managerial incompetence (Leibenstein, 1969; Williamson, 1964), produces
increased risk-taking (Palmer & Wiseman, 1999), drives poor R&D investments
(Jensen, 1993), creates ineffective portfolio management discipline (Jensen, 1993,
Leibenstein, 1969), and results in accepting riskier business paths (Bromiley, 1991;
Wiseman and Bromiley, 1996; Palmer & Wiseman, 1999).
The ambiguous nature of slack suggests that slack and innovation have an
inverted U-shaped relationship which was been demonstrated in several empirical
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studies (Nohria & Gulati, 1996; Geiger & Cashen, 2002). Too little slack crowds
out the opportunity to drive innovation, while too much slack breeds organizational
complacency and, as a result, increases the risk of ill-conceived innovation
opportunities being pursued. A similar U-shaped relationship between firm
performance and slack was found by Tan and Peng (2003). Hill and Walton’s
(2021) longitudinal study of 114 firms did not find an inverted U-shaped
relationship between slack and innovation. While there is the potential for a Ushaped relationship between slack and firm performance, it is not expected that a
similar relationship exists between digitalization efforts and digital capabilities
exists. An increase in slack would only have a positive relationship with the ability
to create new digital capabilities for the firm.
The detractors to slack assume that there are idle resources. However, a
more accurate definition assumes that to create slack in a firm does not require that
the firm have idle resources waiting for work. It means that they need to structure
work that can effectively be set aside without losing efficiency to respond to those
changing conditions. The existence of slack provides the firm with several
capabilities. Resources are available to pick up previously un-planned tasks. The
firm has a better understanding of tasks that are not time-critical and done later.
Finally, the firm also has a better understanding of tasks that, if set aside, do not
require re-work when re-started. Thus:
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Hypothesis 2 – The level of organizational slack in a firm significantly
affects digital capability creation.
Organizational Alignment
Attempts to enable new business models through digitalization projects are
often seen as emanating from a top-down, leader-led approach (Heberle et al.,
2017). Further, a key assumption of any strategic plan is understanding the level
of firm resources available to management to execute its priorities. Yet, in firm
functions focused more on knowledge management activities, management's ability
to understand its ability to execute against initiatives is more challenging. As an
organization's depth increases, understanding these limits is further compromised
as one moves up the hierarchy away from the workgroup. Management is more
likely to overestimate the ability of its organization to deliver. If there are
challenges to understand the current firm-level understanding of resource capacity
limits, predicting future capacity constraints is even more difficult. Rachinger et al.
(2019) view organizational capacity as one of the two key challenges for firms in
digitalization efforts.
A critical Lean principle, setting work in progress (WIP) limits, aims to
address the issue of too much work in progress in the firm for the resources
available. Software development organizations have already started to explore the
impact of managing WIP on their delivery effectiveness. Organizations that use
WIP management increased their productivity (Anderson et al., 2011; Concas et al.,
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2013; Middleton & Joyce, 2011), suffered from lower switching costs (Ikonen et
al., 2011), and reduced cycle times (Birkeland, 2010; Shinkle, 2009).
Firm management is faced with the challenge of predicting the future
implications of the intersection of digitalization projects with functional priority
projects and operational tasks. An inability to see these intersections and the
resulting impact on WIP will limit the effectiveness of digitalization projects. The
projects will face the risk of reducing resource availability at key project junctions.
This risk is further enhanced if the project relies on resources from shared service
functions like finance and technology. In multi-project environments with shared
resources deployed to multiple projects, the execution of those project tasks can
result in high switching costs by team members transitioning from project to
project (Anavi-Isakow & Golany, 2003). The use of shared resources operating on
multiple projects can result in an overburden situation for those resources as this
overhead is not understood by planners.
Firms that have defined processes for understanding and managing their
resource capacities possess several advantages over firms that do not. First, they
can better understand the firm resources available to start projects before initiation,
thereby improving the likelihood of an on-time start and sufficient progress in the
early phase. Second, for MNCs with resources being deployed from subsidiaries,
there is improved clarity on expectations. Third, when resource over commitments
occur, these firms are better positioned to see problems and correct them – thereby
improving success probability for initiatives with overcommitted resources.
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The execution of complex digitalization projects has the potential to bring
significant organizational tension for firms to manage. These projects may impact
functional level priorities, and cross-functional partners may not fully embrace or
support the initiative. Yet, digitalization projects' success rate can be improved
through improved senior leadership coordination, awareness of process
interactions, and goal alignment (Anthony et al., 2014). As a firm relies on
increased cross-functional project interdependencies, it can reduce predictability in
the organizational portfolio and execution (Zika-Viktorsson et al., 2006). In most
environments characterized by multiple simultaneous projects, the arrival of new
projects are dynamic and stochastic (Dumond & Mabert, 1988; Bock & Patterson,
1990). From an RBV perspective, senior executives' collaboration and
communication in a firm is itself a resource that improves firm performance (Grant,
1991). Firm management must effectively synchronize its operational levers to
realize advantages (Bianchi et al., 2014; Holcomb et al., 2009). However, much of
the research has been focused on the prioritization and portfolio management of
single categories of projects like IT, for example (Bardan et al., 2004; Kumar et al.,
2008). There is a gap in the understanding of firm-wide prioritization of projects
and operations.
The absence of a firm-wide prioritization process can lead to particular
issues in an MNC. Subsidiaries must balance potential global or regional
digitalization efforts with country-level and country-functional level projects and
on-going operational needs. Failure to understand the appropriate prioritization can
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lead to insufficient resources needed for the cross-functional digitalization efforts.
Leaders may prioritize other functional initiatives higher, and as a result, the
resulting digital capability may be delayed, have reduced scope, or even be
abandoned.
Some firms will point to a strategic plan as the method to address this
challenge. Most large international firms have some form of strategic planning
department charged with organizing firm initiatives across a multi-year time period.
Research on the subject is mixed as some research has shown a clear benefit for the
firms that execute strategic planning processes (Miller & Cardinal, 1994; Sarason
& Tegarden, 2003; Tapinos et al., 2005). Yet, other research shows little linkage
between strategic planning and firm performance (Falshaw et al., 2006; Robinson
& Pearce, 1983).
Inherent in this construct is the assumption that the firm can predict the
future, understand how all initiatives fit together, and how non-strategic priorities
intersect with strategic initiatives. Yet, the longer the time horizon, the less likely
something is a plan, and the more likely it is a prediction that in itself is a fallacy
for the firm (Mintzberg, 1994). The firm cannot predict how changes in project
assumptions will impact those projects around them in the future. In addition, there
is a natural tendency for functional level initiatives not to be well understood at the
enterprise level. As a result, the strategic plan can be without value in addressing
potential conflicts shortly after its completion without a prioritization process.
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Firms that possess more effective methods of prioritizing initiatives across
the firm produce several advantages over those that do not. First, they can resolve
conflicts between competing initiatives that are making resource constraints for
which adding resources is not an option. Second, when changes to assumptions in
initiatives occur mid-year, they can assess the impacts and re-prioritize their
initiatives. Third, when new initiatives are proposed mid-year, the firm can
prioritize how it fits within the current portfolio and provide clarity on the impacts
to the current priority. Finally, all leaders have clarity on prioritizing firm
initiatives, which allow the firm to react with enhanced speed and precision.
In the concept development and expert panel phases on this study there was
thought to be two different constructs; alignment and awareness. However, as part
of the pilot study it was concluded that the two constructs were very much
intertwined and really represented a single construct. Therefore, alignment was
selected as the construct to represent this aspect of the theory. Thus:

Hypothesis 3 – The level of organizational alignment in a firm significantly
affects digital capability creation.

Organizational Speed
Given the rate of innovation and change in technology, the speed at which a
firm deploys its digital capabilities provides a potential for a competitive advantage
for the firm. Yet finding a proxy for organizational speed that is operationalized
across firms is difficult. Therefore, this paper proposes using the size of
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digitalization efforts as a proxy for organizational speed. A large cross-functional
team would spend from weeks to months in a traditional project management
methodology, depending on the project complexity, building out all of the project's
requirements and the associated work break down structures needed to achieve the
outcome. This approach creates challenges from both the project initiation and
project execution perspectives. From a project initiation perspective, this requires
all necessary firm resources to be available to start the project. If any resource is
missing, the firm is faced with two alternatives, accept a sub-optimal requirements
definition or delay the project. From a project execution perspective, there are
multiple challenges. First, if a resource is not available at a given time, then the
entire project risks being delayed if that resource is part of the project's critical
path. Second, as time progresses in a project, any requirement changes become
increasingly more expensive to implement. Finally, as time elapses and the project
team continues to build the new firm capability, the market could change and result
in the new capability not meeting the firm's needs any longer.
One of the key attempts to overcome this limitation in projects can be found
in Agile. The term Agile in the construct of projects originated with the Agile
Manifesto in 2001 (Beck et al.) and was created to address issues in a traditional
waterfall type software development project. Agile is often described as an
empirical process where the focus is on defining the goal and principles and let the
team self-organize. Agile also focuses on building minimum viable products
(MVPs) that allow the firm to learn from their deployment and adjust for future
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activity. An MVP is a capability that can exist on its own. If no future capability
building were to occur, the MVP would deliver value on its own. The use of MVPs
would enable the firm to create a set of interconnected project phases and, thereby,
model their impact on the firm. However, the future phases' exact details would be
left until the current phase's learnings are realized. This would allow the firm to be
able to work with imperfect information upfront and delay the need to make
decisions until closer to when it is needed to be made. From an RBV perspective,
the concept of MVP has some basis in literature. One of the earliest examples of
the MVP methodology was the concept of stepping stones by Wernerfelt (1984).
In more recent times, Agile has moved from the world of software development to
firm-wide use and even as a philosophy for starting up enterprises and new
divisions in firms (Ries, 2011).
The impact of detailed planning on digitalization projects does not imply
that a firm does not need a central strategy or a true north that projects can align
with. Even with a decentralized approach to the execution of projects and
planning, there is still evidence to support the use of a centralized group focused on
firm strategy (Andersen, 2004). The focus on possible inefficiencies associated
with planning and large cross-functional projects is limited explicitly to the process
of creating requirements for the digitalization project. The detailed creation of
requirements at initiation is likely to inhibit the firm’s ability to react to changing
market and firm conditions.
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Research has demonstrated a linkage between Agile practices and project
success (Serrador & Pinto, 2015). There are several different approaches to agile
implementation within firms, and some disagreement on when agile makes the best
sense to use versus a more traditional methodology (Dybå, T., & Dingsøyr, 2008).
However, the one characteristic that can transcend methodology types is the focus
on limiting the size of the target capability by phase. For global digitalization
initiatives, the likelihood of success will be enhanced by adopting a phased
approach to the implementation (Parida et al., 2015). The use of MVP type
approaches can assist in the firm’s execution of digitalization projects for various
reasons. First, with an MVP based approach, firms can react to changing market
conditions and adjust their project scope and timelines. Second, as intersecting
projects produce results that change assumptions, the firm can respond more
effectively. Collyer et al. (2010) found that in dynamic environments, one of the
three key factors causing changes in projects within traditional project approaches
their relationship with other projects or product and service activities. Third, the
achievement of value quickly in digitalization efforts makes it more likely that
future releases are approved, thus improving the firm's overall digital capability.
Thus:
Hypothesis 4 – The speed at which an organization executes its digital
projects significantly affects digital capability creation.
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Organizational Digital Agility
The critical requirement for defining and establishing a second-order latent
variable is that the concepts should be extracted from theory (Mackenzie et al.,
2011; Johnson et al., 2012). The researcher has identified three first-order
constructs that make up the second-order latent variable ODA. The literature
review supports the impacts of slack, alignment, and speed as part of ODA.
Creating the second-level latent variable ODA makes it easy to refer to the
collective effects of slack, alignment, and speed. If each first-order latent variable
produces statistically significant relationships with digital capability creation, then
ODA will have a similar relationship with digital capability. Thus,

Hypothesis 5 – The level of ODA in a firm significantly affects digital
capability creation.

Digital Capabilities and Firm Performance
A literature review yielded limited broad quantitative studies seeking to
understand the impact of digital capabilities on firm performance relative to its
competitors. There has been research into the impact of IT capabilities (Bharadwaj,
2000) and IT investment on firm performance (Mithas & Rust, 2016). At discrete
levels, there has been research into the impact of digital capabilities. One study on
the relationship between big data and firm performance found a positive
relationship (Wamba et al., 2017). Most of the studies involving the relationship of
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innovation as a proxy for capability use R&D expenditures or patent counts to
determine technical capability (Tsai, 2004). Nwankpa and Roumani (2016)
demonstrated a positive impact of digital transformation on firm performance.
However, what is missing in the literature is an understanding of the exact
relationship between digital capability levels relative to competitors and the firm
performance relative to those competitors. The theory and the literature suggest
that the relationship between digital capability and firm performance will be
positive. Thus,

Hypothesis 6 – The level of digital capability in a firm and its financial
performance relative to its competitors is positively correlated.

The summary of these relationships is represented in the conceptual model in
Figure 3.
Organizational Digital Agility
H5
Slack
Digitalization
Projects

H2
Digital
Capabilities

H1
Alignment
Speed

H6

H3
H4
Hygiene factors: Project Management &
Organizational Change Management

Figure 3: Conceptual Model Variable View
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Chapter 3: Methodology
Overview
This paper has outlined the study's theoretical underpinnings by reviewing
the literature on RBV, dynamic capabilities, and resource orchestration. In
addition, the literature surrounding the conceptual ODA model and its proposed
variables has been explored. This chapter will provide detail on the methodology
being proposed to execute the study. The chapter will describe the proposed
participant selection process, data collection processes, and how validity and
reliability will be achieved.

Worldview
Creswell (2014) suggests that researchers identify the philosophical views
or worldview that will ultimately guide the research. The researcher espouses a
postpositivist worldview. This worldview is sometimes referred to as the scientific
method, and a researcher with this philosophy is focused on testing theories and
measuring the relationship between variables (Creswell, 2014).

Organization of the Remainder of this Chapter
The proposed design of the study is described in five main sections that
comprise this chapter. The first section of this chapter presents the research
questions and hypotheses. The second section of this chapter presents the proposed
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research design, variable design, and an overview of the quantitative approach to be
used, and the rationale for selecting the questionnaire instrument to test. The third
section examines the population of possible participants, the proposed sample size,
and the method to be used to secure participants. The fourth section delineates the
proposed methods used for data collection, procedures, and statistical techniques
that will be employed. The fifth section covers ethical considerations as well as
study validity and trustworthiness factors.

Research Questions & Hypotheses
To reiterate, the research questions that are guiding this study are:
RQ1. What is the significance of the effect of the level of investment in
digitalization projects on digital capability creation?
RQ2. Does ODA affect the ability of digitalization projects to deliver the
intended digital capabilities for firms?
RQ2a. What is the significance of the effect of organizational slack on
digital capability creation?
RQ2b. What is the significance of the effect of organizational alignment on
digital capability creation?
RQ2c. What is the significance of the effect of organizational speed on
digital capability creation?
RQ2d. What is the significance of the cumulative effect of the factors of
ODA on digital capability creation?
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RQ3. Do firms with higher levels of digital capabilities outperform their
industry peers?
The researcher has identified six hypotheses from which to explore these
research questions.
Hypothesis 1 – The level of investment in digitalization projects
significantly affects digital capability creation.
Hypothesis 2 – The level of slack in a firm significantly affects digital
capability creation.
Hypothesis 3 – The level of organizational alignment in a firm significantly
affects digital capability creation.
Hypothesis 4 – The speed at which an organization executes its digital
projects significantly affects digital capability creation.
Hypothesis 5 – The level of ODA in a firm significantly affects digital
capability creation.
Hypothesis 6 – The level of digital capability in a firm and its financial
performance relative to its competitors is positively correlated.

Research Design
This study utilized a quantitative assessment of data secured through a
survey instrument of firm Chief Information Officers (CIOs) in the United States
and Europe. The model variables include digital capabilities as the dependent
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variable and digitalization projects as the independent variable. The three
components to ODA are slack, organizational alignment, and organizational speed.

Dependent Variable
The range of possible digital capabilities is vast, and as a result, for the
purposes of this paper, the focus is on evaluating outside-in capabilities, which is
one of the four categories of capabilities advanced as driving competitive
advantage for firms (Day, 1994; Day & Wensley, 1988; Conant et al., 1990).
Outside-in capabilities are focused on the interactions with customers, channel
partners, and suppliers. These capabilities are key to responding to changing
market conditions, and as a result, the digitalization of these capabilities further
provides opportunities for firms to compete more effectively in the market. (Day
1994)
The measurement of digital capability is derived by adapting previously
validated questions on outside-in capabilities (Di Benedetto & Song, 2003; Hao &
Song, 2016). The questions ask the respondent to evaluate their capabilities against
their top 3 competitors. The resulting scores are averaged to create an overall
digital capability dependent variable called DIGITAL.

Independent Variables
The independent variable will be the amount of money spent by firms on
the firms' digitalization projects. DIGITALIZATION is measured by assessing the
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level of firm investment in the same outside-in capabilities contemplated in
DIGITAL over two years. The variable is calculated by summating the responses
and then dividing by firm revenue to create a percentage of revenue metric to
control for firm size.

Organizational Slack
Previous measures of slack focused on three types of slack: available,
recoverable, and potential (Bourgeois, 1981; Cheng & Kessner, 1997; Palmer &
Wiseman, 1999; Geiger & Cashman, 2002). In these studies, the available slack is
measured by the ﬁrm’s quick ratio, which is a reflection of the ﬁrm’s liquidity.
Measures of recoverable slack focused on excess administrative and operational
expenses and are measured as the ratio of general and administrative expenses to
sales. Finally, potential slack looked at unused borrowing capacity through a firm’s
debt to equity ratio.
However, these measures only measure pure slack in the form of unused
resources. It does not refer to the more modern definition of slack that refers to the
organization's capacity to set aside work and pick up the more important activity
and not adversely impact the firm or cause the work in progress to lose value when
set aside. As a result, using these financial metrics would potentially artificially
lower the calculation of slack using my definition. Therefore, to assess the level of
slack, I adapted a two-question assessment created by Nohria and Gulati (1996)
that asks respondents to describe the impact on their work group’s output based on
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a 10% reduction in the budget in one scenario and a 10% work capacity reduction
in the other. The resulting percentage impacts was averaged to create the SLACK
variable score.

Organizational Alignment
A review of the literature did not yield relevant questions to assess a firm’s
use of the prioritization process for its initiatives as part of maintaining
organizational alignment. Originally four questions were created to measure
alignment and four more questions were designed to assess leadership awareness.
Subsequently the researcher decided to collapse alignment and awareness into a
single construct called alignment and hence be used to calculate the variable called
ALIGNMENT. The questions use a seven-point Likert scale to assess the ability to
resolve conflicts between parties, the ability to evaluate the impact of new projects
on existing projects, and a firm-wide understanding of relative prioritization of
projects and operational activities.

Organizational Speed
The questions used to assess the proxy for speed are centered around the
size of capability and build off the MVP methodology. Four questions were
developed using a seven-point Likert scale approach. These questions seek to
assess the degree to which digitalization projects are truly broken down into MVPs.
The indicators included the cost to change deliverables, the ability to change the
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scope of deliverables, the time to complete deliverables, and the increased
likelihood of funding projects that are broken down into MVPs. The results of the
scores on these questions are averaged to create the SPEED variable.

Financial Performance
For the measurement of firm performance, the evaluation will focus on growth
related measures as the focus of the digital capability assessment is largely focused
on market linking capabilities. The PERFORMANCE variable is derived from a
previously validated instrument (Boyer et al., 1997) and is the average of two
questions on market share growth and sales growth in which the respondents are
asked to rate their firm using a Likert scale response.
Previous research has concluded that the subjective measures are often as
reliable as objective measures (Boyd et al., 1993; Dess and Robinson, 1984). There
is the risk that the use of a subjective measure could result in bias by the
participant. However, the use of subjective measures is widely used in empirical
research in operations type settings (Khazanchi et al., 2007). The use of a
subjective measure helps to overcome resistance from firms that might be hesitant
to disclose financial measures, especially in the case of private companies (Boyer et
al., 1997; Ward and Duray, 2000). As the survey is being responded to by C Level
executives there is little risk that they are not in position to provide the requested
information in a subjective scale.
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Additional Variables
Several data points will be collected as part of the survey to include firm
size in revenue, technology operating model (centralized vs. decentralized),
industry, company headquarter location, geographic breadth, project management
competency, and organizational change management competency. However, only
the two hygiene factors, project management and change management competency,
will be evaluated as additional independent variables. Project management
competency and organizational change management have been shown to impact
large projects' success (Guha et al., 1997; Hornstein, 2015; Badewi & Shehab,
2016). A seven-point Likert scale will be used for firms to assess strength in these
competencies.

Conceptual Diagram Variables
The conceptual diagram is revised for ease of review in Figure 4 with the variables'
names added.
Organizational Digital Agility
H5
SLACK
DIGITALIZATION

H2
H1

ALIGNMENT
SPEED

DIGITAL

H6

H3
H4
Hygiene factors: PROJ_MGT, CHANGE_MGT

Figure 4: Conceptual Model Variable View with Hypotheses
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PERFORMANCE

Research Approach
To assess firms' success in creating digital capabilities and the potential
impact of ODA, the work will require a research methodology that allows for a
comprehensive and expedient approach to securing the data. The survey method
allows the researcher to access a broad range of firms across industries
anonymously to maximize participation. Since the data is not observable by the
researcher, the survey provides a non-experimental method of collecting the data
(Sokro, 2012). In addition, this quantitative approach supports the researcher’s
worldview. The postpositivist generally uses quantitative techniques to test their
theories (Creswell, 2014).
Traditionally research has been focused on the impact of project
management and change management competencies on the execution of large
projects like those driving digitalization. This survey will be the first widespread
attempt to understand additional organizational factors that impact digital
capabilities creation. Several statistical techniques will be used in the study
including exploratory factor analysis (EFA) and principal component analysis
(PCA), confirmatory factor analysis (CFA), multiple regression, and Pearson r.

Population and Sample
To create a desired sample size for the study, it is important to understand
the population's size as a whole first. This study will focus on firms that have the
position of CIO and are likely to have executed digitalization projects. An
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assumption is made that the firm's size can be used as a proxy for the existence of
these two conditions. Therefore, a cutoff of 1000 employees will be used to
estimate the population of firms from which to study. As of 2017, there were
approximately 10,170 companies with more than 1000 employees in the United
States (Census, 2017). To calculate the sample size needed for the study,
Cochran’s (1977) formula for estimating the sample for continuous data can be
used. If categorical data is not being used then Cochran’s sample size formula for
continuous data is appropriate (Bartlett et al., 2001). The formula is:
n0 = t2s2
d2
Where,
t represents the value of one tail at the desired confidence level
s represents the population’s standard deviation.
d equals the acceptable margin of error. In the case non-categorical data
then a 3% margin of error is acceptable (Krejcie & Morgan, 1970).
Assuming a confidence level of 95% and a margin of error of .03, Bartlett et al.
(2001) demonstrated that for populations above 4000, the sample size should be
119. To further assess the sample size reasonableness G*Power (Faul et al., 2007)
was used to check the statistical power of the sample size 119 with an alpha of .05
and a power of .95. At a power of .95 this means there is a 95% chance of finding
an effect if there is one. Cohen’s (1988) formula for effect size in a multiple
regression is defined as f2 = R2 / (1- R2). Assuming a medium effect as defined by
an R2 of .13 then the f2 should be near .15 (Cohen, 1988). To achieve that a sample
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size of 89 is required. Therefore, the researcher concluded that a sample size of
119 is satisfactory for this study. As the survey is being targeted toward a C Level
executive it is expected that the survey response will be quite low (Bednar &
Westphal, 2006). I am expecting a response rate of somewhere around 15% 20%. A 17.5% response rate would require 680 surveys to be distributed. To
provide a further buffer 725 surveys will be distributed.
A pilot survey was required to calculate the construct validity and the
reliability of the survey instrument. The literature on the calculation of pilot study
sample size provides a range of researchers' guidelines to consider. Treece and
Treece (1982) suggested ten as the pilot study's minimum size for a study sample
size of 100. Other research suggests between 10 and 30 (Isaac & Michael, 1995;
Hill, 1998) and at least 12 (van Belle, 2002; Julious, 2005). Another consideration
for the size of the pilot study is the use of EFA and PCA as statistical techniques.
Unfortunately, there is no clear guideline on the minimum sample size when
utilizing EFA and PCA. Recommended ratios of samples to number of variables
range include 2:1 (Kline, 1979), 3:1 (Cattell, 1978), 5:1 (Gorosuch, 1983; Bryant &
Yarnold, 1995), and 6:1 (Cattell, 1978). The is a widely used 10:1 ratio suggested
by Nunnally (1978) but this was not supported by statistical research (Osbourne &
Costello, 2004). Dochteman and Jenkins (2011) subsequently used computer
simulations to determine that a sample size of 19 was sufficient in 90% of the cases
tested. Therefore, a decision was taken to secure at least 20 responses for the pilot
study. Based on the work of the expert panel there were four main factors that had
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to be tested with one of those, Slack, previously validated. The researcher expects
a high response rate for the pilot survey as the selection of participants will come
from a random selection of participants from the researcher’s personal network of
over 250 CIOs as well as from the Inspire CIO network that the researcher is a
member of. As a result, 75 surveys were distributed as part of the pilot study.

Selection of Participants
This study involved sending a survey instrument to CIOs or heads of
technology to test the hypotheses posed in this paper. The CIO is the member of
the firm’s senior executive team responsible for all technology-related projects and
operations within the firm. The CIO community is an ideal group to assess
digitalization projects' effectiveness given their unique positioning within firms and
the reliance on technology development to achieve the desired outcomes.
A random sample of 75 from the more than 250 CIOs in the researcher’s
personal database of CIOs and the Inspire CIO network was selected to conduct the
pilot study. These two databases contain CIOs from a diverse set of industries and
firm sizes. The selection of 725 study participants were randomly chosen from
firms within the researcher’s database, the CIO Executive Council, the Inspire CIO
network, and the National Retail Federation. These networks contain
approximately 1600 CIOs. This means that the group from which I am drawing the
sample represents approximately 16% of the total population of firms that I would
expect to have a CIO in the United States. While the main target is firms in the
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U.S. the sampling did result in some European and Asia-Pacific headquartered
companies being selected to participate. As the study does not seek to differentiate
based on firm location that was not determined to be an issue.
The problem of nonresponse bias associated with only a specific
demographic of firms responding was also considered. As a result, the population
characteristics might not be reflected in the sample characteristics. For example,
perhaps only firms with strong digitalization results might respond. Groves and
Peytcheva (2008) conducted a literature review of the topic and concluded that two
critical factors related to this study increase the potential of nonresponse bias.
First, nonresponse bias is less likely when the population has more experience with
the entity requesting the survey. Second, in situations where the population is more
generalized, there is an increased opportunity for nonresponse bias. In this study,
the researcher is a CIO and, therefore, will be better connected to the sample
population. In addition, by definition, the CIO is a precise role in the firm and
lacks the general characteristics cited as a risk.

Instrumentation & Data Collection
This study employed a survey as the means of collecting data. A survey has
been designed to collect data on firm digitalization project spend, the achievement
of digital capabilities, firm performance, and the factors affecting the creation of
digital capabilities. The survey has been developed based on both previously
validated questions and those created by the researcher. All questions in the survey
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have been assessed for validity and reliability before distribution to the sample.
Three questions were removed after the pilot study due to a lack of sufficient
loading onto the constructs within ODA. The remaining main study survey
questions can be found in Attachment 1. The survey consisted of 29 questions in
total and was broken up into five main groupings of questions. Section one
contained six questions and focused on key demographics of the firm. Section two
contained four questions and sought information on the level of spend on
digitalization projects. Section three contained 11 questions that focused on
understanding slack, alignment, speed, project management competence, and
change management competence. The slack questions utilized a five-point Likert
scale while the remaining used a seven-point Likert scale. Section four contained
five-point Likert scale questions designed to understand digital capabilities relative
to the firm’s competitors. Finally, section five utilized size point Likert scale
questions to assess firm financial performance relative to its competitors. The
survey concluded by offering a link to another survey where the respondent could
provide contact information to receive survey results and to offer to participate in a
future study.

Procedures
The study was conducted in three phases: expert panel, pilot survey, and
main survey. The purpose of the expert panel was to finalize the survey questions
and establish the face and content validity of the survey instrument. The panel
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consisted of seven CIOs and four senior executives at consulting and enterprise
software firms. The CIOs came from five different industries and had an average
experience of just over ten years at the CIO level. Each of the firms comes from a
different industry, has global operations, and annual revenue of between $3B and
$6B (USD). The consulting and software executives hold a partner, managing
director, or senior vice-president title and have an average of eight years at that
level. The representatives come from five different firms with average annual
revenue of $50B. None of the panel members was promised any compensation as
part of the participation. However, upon completion of the interview, each was
sent a gift as thanks for their time.
The panel was broken up into an initial group of four members that
reviewed the hypotheses for an initial check regarding their agreement with the
model and the initial survey. These review sessions with the panel members were
conducted through one-hour long videoconference, and audio conference calls
given the members' geographic dispersion. Each member was asked to provide
their views on several dimensions of the research effort. First, they were asked to
assess their degree of agreement with the hypotheses proposed. Second, each was
asked to assess the questions associated with digitalization, digital capabilities,
slack, organizational alignment (including leader awareness which was originally
conceived of as the fourth ODA construct), and speed on three dimensions. Each
participant was asked to assess the degree of each question's essentialness to
measuring each construct and assess if the respondents would understand the
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question and be able to answer the question. For any questions that did not receive
positive feedback, the panel was asked to provide suggested alterations to the
wording. The suggestions were immediately incorporated and used with the next
panel interview.
Those recommendations were incorporated into the survey, and the survey
was then reviewed by a professional survey designer who made further
recommended changes from a readability and design perspective. The remaining
panel members were then asked to go through the same assessment steps as the
initial panel sub-group. This time though, the questions were held constant
throughout the panel interviews, and no modifications were made.
The pilot survey was then executed so as complete the testing for reliability
and validity of the survey instrument. A representative sample of CIOs was
surveyed on-line using Qualtrics through the survey instrument created in the
expert panel phase. The responses were analyzed using exploratory factor analysis.
The results were then used to finalize the final list of questions and groupings for
the main survey.
The main survey was sent to CIOs mainly across the U.S. although some
surveys did end going to participants in Europe and Asia. The data was collected
using Qualtrics, an online survey application. Survey requests were sent out via
email and LinkedIn. The instructions for each of these communications directed
respondents to the Qualtrics survey. All data needed for the analysis was collected
from the online survey. Online surveys have been demonstrated to provide a
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means of rapidly collecting data and increasing response rates (Cooper &Schindler,
2014). To improve response rate full anonymity was assured and no IP addresses
were collected as part of the online survey. The use of incentives has also been
demonstrated to improve participation rates in surveys (Cooper & Schindler, 2014).
However, since respondents are senior executives, it is not expected that a small
monetary token will influence their participation. Instead, the researcher promised
to fund a STEM scholarship for $10,000 at a historically black college or university
in return for meeting the threshold on the number of survey responses.

Data Collection
The data that was collected by the main study survey is specified in Table 1.
Each variable is directly tied to a questionnaire item. The latent variables SPEND,
SLACK, SPEED, ALIGNMENT, AGILITY, DIGITAL, and PERFORM were
calculated. The same questions were used in the pilot study except for three
questions that were subsequently dropped. In addition, in the pilot study, there was
an additional construct called Awareness that was combined into Alignment for the
main study. As a result, in the pilot study some of the questions were labeled as
AWARENESSx and were subsequently relabeled as ALIGNMENTx for the main
study. However, those labels were not visible to the participants. Qualtrics was
used to collect the on-line surveys from the respondents. The data was then
downloaded into Excel to prepare the data for statistical analysis.
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Table 1: Variable Definitions
Variable
Administrative
RESPONSEID
CIO
CENTRALIZEDTECH
HQ
REVENUE
NO_OF_COUNTRIES
INDUSTRY
Digitalization Spend

Definition

Source / Calculation Range

Computer generated identifier for response
Is respondent CIO (or equivalent title) in
company
Is technology centralized in firm
Headquarter location of firm
Annualrevenue in USD for firm
Number of countries that the firm operates
in
Primary industry that the firm operates in

Qualtrics Generated

Custom Text

Survey
Survey
Survey
Survey

1-2
1-2
1-5
1-7

Nominal
Nominal
Nominal
Nominal

Survey
Survey

1-6
1 - 14

Nominal
Nominal

Survey

1-7

Ordinal

Level of investment in CRM digital projects Survey
Level of investment in channel management
digital projects
Survey
Level of investment in product and service
development digital projects
Survey

1-7

Ordinal

1-7

Ordinal

1-7

Ordinal

Level of investment in market sensing
MARKET_SENSE_SPEND digital projects
CRM_SPEND
CHANNEL_MGT_SPEND
PROD_DEV_SPEND

DIGITALIZATION
Level of Digitalization overall
Organizational Digital Agility
SLACK1
Slack subfactor 1
SLACK2
Slack subfactor 2
SLACK
ALIGNMENT1
ALIGNMENT2
ALIGNMENT3
ALIGNMENT4
ALIGNMENT5
ALIGNMENT6

Level of SLACK overall
Organizational Alignment subfactor 1
Organizational Alignment subfactor 2
Organizational Alignment subfactor 3
Organizational Alignment subfactor 4
Organizational Alignment subfactor 5
Organizational Alignment subfactor 6

Mean of
DIGITALIZATION
subfactors divided by
REVENUE
1.0 - 7.0 Scale
Survey
Survey
Mean of SLACK
subfactors
Survey
Survey
Survey
Survey
Survey
Survey

ALIGNMENT
SPEED1
SPEED2
SPEED3

Organizational Alignment overall
Speed subfactor 1
Speed subfactor 2
Speed subfactor 3

SPEED

Speed overall

Mean of
ALIGNMENT
subfactors
Survey
Survey
Survey
Mean of SPEED
subfactors

Organizational digital agility overall

Mean of SLACK*,
ALIGNMENT, and
SPEED factors

DIG_AGILITY
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Type

1-5
1-5

Ordinal
Ordinal

1.0 - 5.0
1-7
1-7
1-7
1-7
1-7
1-7

Scale
Ordinal
Ordinal
Ordinal
Ordinal
Ordinal
Ordinal

1.0 - 7.0
1-7
1-7
1-7

Scale
Ordinal
Ordinal
Ordinal

1.0 - 7.0 Scale

1.0 - 7.0 Scale

Variable
Hygiene Factors
PROJ_MGT
CHANGE_MGT
Digital Capabilities
MKT_SENSE_CAP
CRM_CAP
CHANNEL_MGT_CAP
PROD_DEV_CAP
DIGITAL
Firm Performance
SALES_GROWTH
MKT_SHARE_GROWTH

PERFORMANCE
*Adjusted to 7 point scale

Definition

Source / Calculation Range

Type

Level of project management competence in
firm
Survey

1-7

Ordinal

Level of change management competence
infirm

Survey

1-7

Ordinal

Survey
Survey

1-5
1-5

Ordinal
Ordinal

Survey

1-5

Ordinal

1-5

Ordinal

Digital capabilities overall

Survey
Mean of DIGITAL
Subfactors

1.0 - 7.0 Scale

Sales growth relative to competitors
Mrket share growth relative to competitors

Survey
Survey

1-5
1-5

Firm performance overall

Mean of
PERFORMANCE
Subfactors

1.0 - 5.0 Scale

Level of digital market sensing capabilities
in firm
Level of digital CRM capabilities in firm
Level of digital channel management
capabilities in firm
Level of digital product and service
development capabilities in firm

Ordinal
Ordinal

Data Analysis
JASP was utilized to perform the statistical analysis of the collected data in
the pilot survey phase. First descriptive statistics to include frequency, mean,
minimum, maximum, and standard deviation were computed. Checks for skew and
kurtosis were also made to ensure normalcy in data. Next, both EFA and PCA
were used to validate the latent construct groupings. EFA techniques are utilized to
determine the degree to which underlying items load onto a higher-level construct.
The rule of thumb threshold for factor loading has a wide range of
recommendations that are found in the literature from a minimum of .4 at the lower
end (Stevens, 1992) to .55 (Comrey & Lee, 1992) and .60 (Guadagnoli & Velicer,
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1988) at the upper end. The mid-point figure of .55 has been adopted as the cut-off
for this study.
JASP was utilized to perform the statistical analysis of the collected data in
the main survey phase. First descriptive statistics to include frequency, mean,
minimum, maximum, and standard deviation were computed. Checks for skew and
kurtosis were also made to ensure normalcy in data. The frequency statistics were
used to verify a distribution in responses across industry and company size.
A check for the assumptions for multiple regression was conducted to
include the independence of residuals, presence of homoscedasticity, normally
distributed residuals. The independence of residuals was verified by calculating the
Durbin-Watson statistic. The presence of homoscedasticity was verified through
visual inspections of a plot of standardized residuals versus standardized predicted
values. Normally distributed residuals were verified by a visual inspection of a
normal probability plot.
A review for multicollinearity in the data was conducted by calculating the
Pearson correlation coefficients. Multicollinearity in the data can be problematic
for linear regressions as high correlations among variables can produce unreliable
regression coefficients. Pearson correlations of less than .80 should be present
among the independent variables (Garson, 2012). The Variance Inflation Factors
(VIFs) were also calculated as another method to determine the level of
multicollinearity. Serious multicollinearity is indicated by VIFs greater than 10
(Hair, et al., 2010; Cohen et al., 2015).
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Next, two linear regression models were conducted to test the hypotheses.
First, digital capability was regressed on digitalization spend, project management,
change management, slack, alignment, and speed to test hypotheses H1, H2, H3,
and H4. Next digital capability was regressed on digitalization spend, project
management, change management, and ODA to test H5. Several outputs from the
linear regression models were used to test the hypotheses. These include the
regression coefficients (bi) indicating the relationship between independent and
dependent variables and the t values used to determine the statistical significance of
the relationship (p).
Finally, a Pearson correlation analysis was conducted to test H6. The main
goal of H6 was to understand the relationship between the level of digital capability
and firm performance. A regression analysis would not have been appropriate as
there are many more variables impacting firm performance than the level of digital
capability.

Reliability and Validity
The reliability of a study refers to the degree to which consistent results
would be derived from repeated uses of the study instruments and approach
(Cooper & Schindler, 2014). The study procedures, questionnaire, analytic
methods, and detailed results are provided in this study. This detailed explanation
of the study should enable future researchers to replicate the research or add
theoretical constructs to it.
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One key factor that can adversely impact the reliability of a study is
nonresponse error. This error occurs due to a respondent response profile to the
study that does not reflect the population as a whole (Fowler, 2014). However, a
low response rate to a survey does not in itself produce nonresponse error (Groves,
2006). In this study, the primary consideration is the size of the firms responding
in terms of annual revenue. Therefore, if only small or only large firms respond,
that could impact the findings. In addition, a lack of distribution of industry type
may also be a source of nonresponse error even though industry type is not a
variable being considered in this study. The examination for possible nonresponse
error in this study was conducted by comparing the distribution of respondents by
industry to the population of firms in the U.S. with more than 1000 employees.
There is a lack of detailed data on the sizes of firms with over 1000 employees
from the Bureau of Labor Statistics, so the distribution of firm size was reviewed to
ensure no lack of diversity existed.
Common method variance (CMV) is another factor that can negatively
impact the reliability of a survey. This error occurs when a single survey is used to
collect both the dependent and independent variable information from respondents.
In this study, it would be impractical to collect detail of ODA factors and digital
capabilities on companies without using a survey. There is a potential for common
raters to bias their responses consciously or unconsciously for several reasons
(Podsakoff et al., 2003). To address the potential for CMV, a researcher can
employ several techniques such as varying question order (Chang et al., 2010) and
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separating the independent and dependent variables in the survey (Podsakoff et al.,
2003). In this study, the questions on the level of spending on digital capabilities
and those on digital capabilities relative to firm competitors were separated by
questions surrounding ODA. The ODA questions were further organized to
randomly ask the questions on slack, alignment, and speed. In addition to the
survey design considerations, there is significant reason to doubt the existence of
CMV in this type of research. Fuller et al. (2016) argued that researchers should not
assume CMV biases the data collected in business research unless there is reason to
believe CMV might exist. They asserted that there is little likelihood of CMV, and
unless there is specific information to suggest CMV, then the researcher does not
need to assume its presence and defend against its existence. Lance et al. (2010)
concluded that the potential inflationary effects of CMV are nearly offset by the
effects of measurement error.
Despite these assurances, a post hoc test for CMV was conducted using the
Harman One-Factor Test. This test uses EFA and loads all study variables into one
factor. An eigenvalue of 50% or more on that single factor suggests the presence of
CMV (Podsakoff & Organ, 1986).
The assessment of the reliability of the instrument is calculated via the
Cronbach Alpha and McDonald’s Omega coefficients. When using Likert scales,
the Cronbach Alpha coefficient is considered the most appropriate reliability
measure (Whitley, 2002; Robinson, 2009). This coefficient measures reliability for
multi-item measures and is the most commonly used internal consistency measure
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(John & Soto, 2007). For social and behavioral studies, a Cronbach alpha score of
.70 or higher is generally considered the minimum level of reliability for an
instrument (Green et al., 1977; Nunally, 1978; Devellis & Thorpe, 2021).
Cronbach Alphas were computed for each of the constructs within ODA and ODA
overall. McDonald’s omega was calculated to provide an additional check for
reliability to address concerns over the use of Cronbach Alpha (Revelle et al.,
2009).
Validity has two dimensions to it, external and internal. External validity
refers to the extent to which the research results can be extended to other contexts.
In contrast, internal validity refers to the degree to which the study instrument
measures what it set out to measure (Cooper & Schindler, 2014). The external
validity for this study was created by selecting a full range of company sizes and
industries within the U.S. and, to a lesser extent Europe. However, since the
primary focus was the U.S., it may limit generalizability outside of the U.S. In
addition, the study focused on for-profit enterprises, and as a result, the findings
may not be valid in nonprofit settings.
The three main types of internal validity are criterion validity, content
validity, and construct validity. The extent to which a research instrument predicts
what would occur in a real-life setting is known as criterion validity (Sullivan et al.,
2009). However, as ODA has not been previously studied, it would be impractical
to try and determine criterion validity. Therefore, the researcher has determined
that this does not apply to this study.
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Content validity means the degree to which a research instrument represents
the content being studied (Sullivan et al., 2009). Questions on digital capabilities,
slack, and firm performance were derived by previously validated questions,
thereby increasing the overall content validity of the instrument. The content
validity was established by measuring the content validity ratio (CVR) proposed by
Lawshe (1975). The CVR is one of the most widely used methods of calculating
content validity (Wilson et al., 2012). As part of the expert panel phase, the experts
are requested to specify whether an item is necessary for operating a construct in a
set of items or not. To this end, they are instructed to score each item from 1 to 3
with a three-degree range of “not necessary, useful but not essential, essential”
respectively. Content validity ratio varies between 1 and -1. The higher score
indicates further agreement of panel members on the necessity of an item in an
instrument. The formula of content validity ratio is CVR = (Ne - N/2)/(N/2), in
which the Ne is the number of panelists indicating “essential” and N is the total
number of panelists.
The degree to which an instrument accurately measures the theoretical
constructs is known as construct validity and it is made up of two components:
convergent validity and divergent validity (Sullivan et al., 2009). Questions on
digital capabilities, slack, and firm performance were derived by previously
validated questions, thereby increasing the overall construct validity of the
instrument. However, the alignment (including awareness) and speed constructs
were created by the researcher and needed to be assessed for construct validity
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during the pilot phase of the study. In this study, convergent validity was
determined by using factor loading, Composite Reliability (C.R.), and Average
Variance Extracted (AVE) calculations (Fornell & Larcker, 1981). EFA and PCA
were utilized to verify the loading of the questions into the constructs of ODA. An
examination of the C.R. levels was used to verify the internal consistency of the
scale items (Netemeyer, 2003), while AVE was utilized to understand the level of
variance captured by constructs versus that due to measurement error. Finally,
discriminant validity was assessed to validate that each construct measures
something unique. Discriminant validity can be determined by analyzing the
correlations between the constructs or by comparing the square root of AVE for
each construct to the inter-construct correlations. The correlations should be less
than .90 (Hair et al., 2010), and the square root of AVE should exceed the
correlations (Fornell & Larcker, 1981).

Ethical Considerations
An Institutional Review Board (IRB) application was completed and
approved for this study. The researcher collected all data anonymously, and no
company identifying information was solicited. In addition, no personal data about
the respondents was collected within the survey itself. If the respondent was
interested in learning about the survey results or volunteering for a follow-on
interview, they were routed to a separate and unlinked survey to collect that
information. The IRB found the survey to qualify for exemption in accordance
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with the Code of Federal Regulations (CFR), title 45, part 46, on the protection of
human subjects. The researcher has completed ethical research training offered by
the Collaborative Institutional Training Initiative.

Researcher Positionality
The researcher in this study is a Chief Information Officer with a firm
having revenues of more than $1B. The researcher has over 20 years of executive
experience in technology management and has held CIO roles for eight years. As a
result of this experience, the researcher has unique insight into the factors affecting
firms in their digitalization project efforts.
The researcher’s professional experience has undoubtedly influenced the
research questions and resulting hypotheses. This personal experience, combined
with conversations with hundreds of other CIOs over the years, helped drive the
literature research and the resulting concepts that were ultimately tested by the
instrument created. The instrument itself is a mixture of previously developed
assets developed by other researchers and those developed by this researcher in
conjunction with the work of an expert panel. This instrument design and the use
of a quantitative research methodology have helped reduce the likelihood of
researcher bias.
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Chapter 4: Findings
Overview
This research aimed to create a theoretical framework for ODA and explain
the relationship between digitalization efforts and digital capabilities. The study
sought to test this framework and the impact of digital capabilities on firm
performance through a survey of CIOs. The research consisted of three main
phases: expert panel, pilot study, and main study. The following sections describe
the findings from each phase and the statistical support for the hypotheses.

Expert Panel Findings
Based on the author's literature review and experience, an initial version of
the survey was created. Questions were either adapted from previously published
research or were developed by the researcher to develop assessments for the
dependent, independent, and control variables. An expert panel was convened to
establish the items' face and content validity in the initial survey instrument. The
panel consisted of seven CIOs and four senior executives at consulting and
enterprise software firms. The CIOs came from five different industries and had an
average experience of just over ten years at the CIO level. Each firm comes from a
different industry, has global operations, and annual revenue of between $3B and
$6B (USD). The consulting and software executives hold a partner, managing
director, or senior vice-president title and have an average of eight years at that
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level. The representatives come from five different firms with average annual
revenue of $50B. None of the panel members was promised any compensation for
participation. However, upon completing the interview, each was sent a gift as
thanks for their time.
The panel was broken up into an initial group of four members that
reviewed the five hypotheses for an initial check regarding their agreement with the
model and the initial survey. Given the members ' geographic dispersion, these
review sessions with the panel members were conducted through one-hour-long
videoconference and audio conference calls. Each member was asked to provide
their views on several dimensions of the research effort. First, they were asked to
assess their degree of agreement with the hypotheses proposed. Second, on three
dimensions, each was asked to evaluate the questions associated with digitalization,
digital capabilities, slack, organizational alignment, and organizational speed.
They were asked to assess the degree of each question's essentialness to measuring
each construct and whether the respondents would understand the question and
answer it. For any questions that did not receive positive feedback, the panel was
asked to provide suggested alterations to the wording. The suggestions were
immediately incorporated and used with the following panel interview.
Those recommendations were incorporated into the survey, and the survey
was then reviewed by a professional survey designer who made further
recommended changes from a readability and design perspective. The remaining
panel members were then asked to go through the same assessment steps as the
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initial panel sub-group. This time though, the questions were held constant
throughout the panel interviews, and no modifications were made. The final pilot
survey is included in attachment 1.
Face validity was established for each question in the survey. Four of the
seven CIOs in the panel commented that one or more of these variables were
challenging for their organization and adversely impacted their digitalization
efforts. The industry executives in the survey agreed that these are challenges they
see in some of their clients that are struggling to get digitalization projects to meet
their desired endpoints.
The content validity was established by measuring the content validity ratio
(CVR) proposed by Lawshe (1975). The CVR is one of the most widely used
methods of calculating content validity (Wilson et al., 2012). As part of the expert
panel, the experts were asked to specify whether an item is necessary for operating
a construct in a set of items or not. To this end, they were requested to score each
item from 1 to 3 with a three-degree range of "not necessary, useful but not
essential, essential" respectively. Content validity ratio varies between 1 and -1.
The higher score indicates further agreement of panel members on the necessity of
an item in an instrument. The formula of content validity ratio is CVR=(Ne N/2)/(N/2), in which the Ne is the number of panelists indicating "essential" and N
is the total number of panelists. The numeric value of the content validity ratio is
determined by Lawshe Table.
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For an expert panel of seven members and a P=.05, the expected CVR must
be a minimum of .741 (Wilson et al., 2012). The computed CVR from this expert
panel exceeded the minimum threshold for each question with a score of 1 for each
question.

Pilot Study Findings
The main objective of the pilot study was to validate the study instrument
created in the expert panel phase. The intent was not to test the hypotheses at this
phase of the research. The sample size of the pilot study did not allow for
statistically sound regression techniques to be utilized.
Sample Selection
The COVID-19 pandemic resulted in many corporate offices being closed.
As a result, the CIOs had to be reached by email as mailed surveys were unlikely to
reach their targets. The researcher needed to focus on high-quality databases that
contained CIO email addresses. The decision was made to randomly select 75
names from the researcher's personal database of CIOs and the Inspire CIO
network. These two databases have over 1,000 CIOs from which to draw.
To determine if the random sample represented possible respondents across
the defined industry categories, a check was made. The resulting frequency table is
presented in Table 2. The random sample produced a distribution that would allow
the researcher to assume generalizable results.
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Table 2: Pilot Study Sample Frequencies for Industry
Industry
Frequency
Agriculture
1
Construction
1
Consumer Products
9
Distribution
3
Financial Services
9
Government and Education
4
Healthcare
5
Industrial Manufacturing
9
Insurance
3
Real estate
2
Retail
12
Services
5
Technology
7
Travel and Leisure
3
Utilities
2
Total
75

Percent
1.33
1.33
12.00
4.00
12.00
5.33
6.67
12.00
4.00
2.67
16.00
6.67
9.33
4.00
2.67
100.00

Cumulative Percent
1.33
2.67
14.67
18.67
30.67
36.00
42.67
54.67
58.67
61.33
77.33
84.00
93.33
97.33
100.00

Data Collection
The survey requests were sent by LinkedIn messages for 27 firms and via
email for 48 firms. The LinkedIn messages and emails identified the researcher as
a doctoral student at the Florida Institute of Technology and a peer CIO. There
were no bounced emails suggesting that all emails reached the recipients' corporate
network. Given the prevalence of spam filters, it is impossible to determine
whether all recipients read the email. The pilot ran from 4/28/21 to 6/7/21. After
the initial request, two additional follow-ups were sent to the recipients. At the
conclusion of the pilot study data collection phase, a total of 25 surveys had been
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returned for a response rate of 33%. All responses were complete in terms of the
data requested to calculate the validity of survey variables.
A check was made to determine the extent to which the responses
represented a representative distribution versus the sample. Table 3 outlines the
responses by industry. It is important to note that there were no responses from
firms in the agriculture, distribution, or government categories. The distribution
and government categories are prone to the potential for the respondent to
categorize them in a category other than what the researcher had slotted them.
Otherwise, the distribution is not dissimilar to the sample firm industry profile.

Table 3: Pilot Study Frequencies for Industry
Industry
Construction
Consumer Products
Financial Services
Healthcare
Industrial Manufacturing
Insurance
Real Estate
Retail
Services
Technology
Travel and Leisure
Utilities
Total

Frequency
1
2
3
1
4
1
2
5
1
1
2
2
25

%
4.00
8.00
12.00
4.00
16.00
4.00
8.00
20.00
4.00
4.00
8.00
8.00
100.00
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Cumulative %
4.00
12.00
24.00
28.00
44.00
48.00
56.00
76.00
80.00
84.00
92.00
100.00

An analysis of the size distribution of the firms was conducted to determine
any issues with regards to non-response. The survey broadly targeted firms with
revenue above $500M in annual revenue, and the resulting frequency distribution
represented in Table 4 indicates no issues with non-response bias.

Table 4: Pilot Study Frequencies for Revenue
Revenue
Less than $250M
$250M to $500M
$500M to $1B
$1B to $2B
$2B to $5B
$5B to $10B
Greater than $10B
Missing
Total

Frequency
1
0
6
4
5
5
2
2
25

%
4.00
0.00
24.00
16.00
20.00
20.00
8.00
8.00
100.00

Cumulative %
4.00
28.00
44.00
64.00
84.00
92.00
100.00

Another check was done to understand the operating region of the
responding firms. Table 5 demonstrates a wide distribution in the geographic reach
of the firms that responded to the survey.

Table 5: Pilot Study Frequencies for Number of Countries
# of Countries
1
2-5
6-10
11-20
More than 20
Total

Frequency
6
6
2
4
7
25

%
24.00
24.00
8.00
16.00
28.00
100.00
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Cumulative %
24.00
48.00
56.00
72.00
100.00

Statistical Analysis of Instrument Validation
All statistical methods in the pilot study were calculated using JASP
software. These methods include descriptive statistics, EFA, and PCA. First, the
key variables' descriptive statistics (Table 6) were calculated and reviewed for
reasonableness. The mean and standard deviation statistics are in line with what
was expected. The values for skewness and kurtosis indicate normal univariate
distribution as they are within a range of plus or minus 2 (George & Mallery,
2019).
Table 6: Pilot Study Descriptive Statistics
N Statistic
SLACK
25
ALIGNMENT
25
SPEED
25
AGILITY
25
DIGITAL
25
PROJMGT
25
CHANGEMGT
25
a. Skewness standard error = .46
b. Kurtosis standard error = .90

Minimum
Statistic
1.0
1.8
2.7
3.2
2.0
1.0
1.0

Maximum
Statistic
5.0
6.3
7.0
6.2
5.0
7.0
7.0

Mean
Statistic
3.3
4.8
5.1
4.9
3.4
4.9
4.6

Std. Dev.
Statistic
1.1
1.3
1.2
0.9
0.8
1.8
1.8

Skewness
Statistica
-0.20
-0.70
-0.78
-0.23
-0.04
-0.99
-0.71

Kurtosis
Statisticb
-0.47
-0.53
-0.48
-1.16
-0.33
-0.07
-0.92

An EFA was conducted to evaluate the construct validity and ensure that
each latent variable loaded onto a single construct in the model. The use of
promax rotation with maximum likelihood estimation was run first by the
researcher to identify the level of factor correlations. As two factors had a
correlation of .592 an oblique method such as promax was confirmed as best suited
for the analysis because it allows for correlation between the factors (Fabrigar et
al., 1999). The EFA was run on the 14 questions that measured the constructs
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within ODA. The suitability of EFA was assessed prior to analysis. Inspection of
the correlation matrix showed that all variables had at least one correlation
coefficient greater than 0.6. That exceeds the recommended threshold of .3 (Hair et
al., 2010). The overall Kaiser-Meyer-Olkin (KMO) measure was 0.645, which
exceeds a suggested rate of .6 as the minimum requirement for sampling accuracy,
according to Kaiser (1974). Bartlett's (1954) test of sphericity was statistically
significant (p < .001), indicating that the data was likely factorizable. A visual
inspection of the scree plot in Figure 5 suggested that three components should be
retained (Cattell, 1966).
Figure 5: Pilot Study Scree Plot
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Table 7 indicates that three components meet an Eigenvalue threshold of
1.0 and explain 31.2%, 20.7%, and 13.2% of the total variance. Table 8 displays
the factor loadings after the rotations were completed.

Table 7: Pilot Study Initial Exploratory Factor Analysis
Factor
1
2
3

Total
4.37
2.90
1.85

Initial Eigenvalues
% of Variance
31%
21%
13%

Cumulative %
31%
52%
65%

Table 8: Initial Loading of Survey Items on ODA Components
Rotated Structure Matrix for EFA with Promax Rotation of a Three Factor Questionnaire
Rotated Factor Coefficients
Items
Slack1

Factor 1

Factor 2

Factor 3

Uniqueness

.19

-.32

.98

.01

Slack2

-.29

.29

.76

.35

Awareness1

.41

.43

-.32

.45

Alignment1

.58

.33

.14

.26

Speed3

-.31

1.13

-.05

.05

Alignment3

.22

.35

.22

.65

Alignment4

.85

-.03

-.09

.33

Speed1

.56

-.10

.25

.63

Alignment2

.77

.06

-.14

.39

Awareness3

.80

.16

-.10

.23

Awareness2

.90

-.21

-.11

.39

Speed4

.06

.77

.05

.34

Speed2

.15

.60

-.01

.52

Awareness4

.72

.07

.22

.30
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After the EFA was conducted, it became clear that there were three
components instead of the four components contemplated during the Expert Panel
phase. Alignment and awareness were too similar and, therefore, difficult to
distinguish between them. The loadings of the questions onto a single component
suggested a single construct as opposed to two constructs. A review with the
steering committee confirmed this conclusion. As a result, a decision was taken to
combine alignment and awareness into one component called alignment. Three
questions were identified as problematic through the EFA process. SPEED1
loaded onto alignment (Component 1) even though the concept was unrelated.
Therefore, that question was removed. AWARENESS1 and ALIGNMENT3 did
not meet the .55 rule of thumb for factor loading and were, thus, removed as well.
As expected, the previously validated questions on slack had high factor loadings.
A subsequent initial EFA was run on the remaining 11 questions that
measured the three components of ODA. Inspection of the correlation matrix
showed that all variables still had at least one correlation coefficient greater than .6.
The overall KMO measure was .75, which exceeds the minimum suggested rates of
.5 (Kaiser, 1974) and .7 (Hoelzle & Meyer, 2013; Lloret et al., 2017). Bartlett's test
of sphericity was statistically significant (p < .001), indicating that the data was
likely factorizable. Tables 9 and 10 display the revised EFA results after removing
the three questions.
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Table 9: Revised EFA Results
Factor
1
2
3

Total
3.76
2.39
1.66

Initial Eigenvalues
% of Variance
34%
22%
15%

Cumulative %
34%
56%
71%

Table 10: Revised Loading of Survey Items on ODA Components
Rotated Structure Matrix for EFA with Promax Rotation of a Three Factor Questionnaire
Rotated Factor Coefficients
Items
Alignment
Speed
Slack
Communalities
Awareness2
.84
-.20
-.06
.43
Awareness3
.82
.16
-.08
.19
Alignment4
.82
-.02
-.05
.35
Awareness4
.75
.04
.25
.29
Alignment2
.73
.09
-.11
.41
Alignment1
.61
.34
.16
.23
Speed3
-.19
1.05
-.10
.10
Speed4
.13
.74
.03
.32
Speed2
.16
.59
-.02
.53
Slack1
.19
-.35
1.01
.01
Slack2
-.26
.26
.75
.33

Principal component analysis was also conducted as another check to verify
that the appropriate latent variable grouping was identified. As with EFA, PCA
was conducted using a promax rotation. While the component loading values were
slightly different, the results of the initial PCA analysis were identical to the EFA
analysis in terms of items loading against the three components. Table 11 displays
the final PCA results after removing the three questions that did not appropriately
load against one of the three components.
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Table 11: PCA Results
Rotated Structure Matrix for PCA with Varimax Rotation of a Three Component Questionnaire
Rotated Component Coefficients
Items
Alignment
Speed
Slack
Communalities
Awareness2
.85
-.04
-.09
.73
Alignment4
.84
.21
-.04
.75
Awareness3
.83
.34
.00
.80
Awareness4
.78
.23
.26
.73
Alignment2
.73
.32
-.03
.64
Alignment1
.68
.54
.27
.83
Speed3
.08
.93
-.01
.88
Speed4
.30
.80
.10
.74
Speed2
.31
.72
.02
.62
Slack1
.18
-.17
.93
.93
Slack2
-.16
.29
.88
.89

Table 12 reflects the new names for the questions after the three questions
were removed and the three constructs of SLACK, ALIGNMENT, and
AWARENESS were introduced. Table 13 displays how the calculation of the
latent variables was executed.

Table 12: Survey Question Name Changes
Initial Question Names
SLACK1
SLACK2

Revised Question Names
SLACK1
SLACK2

AWARENESS2
AWARENESS3
AWARENESS4
ALIGNMENT1
ALIGNMENT2
ALIGNMENT4
SPEED2
SPEED3
SPEED4

ALIGNMENT2
ALIGNMENT3
ALIGNMENT4
ALIGNMENT1
ALIGNMENT6
ALIGNMENT5
SPEED1
SPEED2
SPEED3
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Table 13: Calculation of Latent variables Based on EFA
Factor
SLACK

Construct
Organizational Slack

Calculation
Mean (SLACK1, SLACK2)

ALIGNMENT
SPEED

Organizational Alignment
Organizational Speed

Mean (ALIGNMENT1, ALIGNMENT2, ALIGNMENT3,
ALIGNMENT4, ALIGNMENT5, ALIGNMENT6)
Mean (SPEED1, SPEED2, SPEED3)

The factor loadings, Cronbach's alpha, AVE, and CR of the retained items
for each construct of ODA are shown in Table 14. The three ODA constructs,
slack, alignment, and speed were all tested for internal consistency and reliability.
The researcher decided to verify the slack results despite earlier research that had
previously determined the reliability and validity of the underlying questions.
Slack's two questions scale had a high level of internal consistency, as determined
by a Cronbach's alpha of .80. Alignment's six-question scale had a high level of
internal consistency, as determined by a Cronbach's alpha of .91. Speed's threequestion scale had a high level of internal consistency, as determined by a
Cronbach's alpha of .83. While there is some debate about what constitutes a high
Cronbach alpha result, generally, a score greater than .70 is considered adequate for
research such as that conducted in this study (Green et al., 1977; Devellis &
Thorpe, 2021). An additional review for reliability was conducted using
McDonald’s omega for alignment and speed. The omega values exceeded the
threshold with Alignment at .910 and Speed at .846. As omega requires three
components to calculate the result, it was not possible to calculate omega for slack
as there are only two components in the variable.

86

In this study, convergent validity was determined by using factor loading,
CR, and AVE calculations (Fornell & Larcker, 1981). EFA was utilized to verify
the loading of the questions into the constructs of ODA. An examination of the CR
levels was used to verify the internal consistency of the scale items (Netemeyer,
2003), while AVE was utilized to understand the level of variance captured by
constructs versus that due to measurement error. Each of the constructs exceeded
the recommended minimum of .60 for factor loadings. The AVE and CR for the
constructs met the rule-of-thumb minimums of .50 and .80, respectively, supporting
their reliability (Fornell & Larcker, 1981; Netemeyer, Bearden, & Sharma, 2003).
Table 14: Pilot Study Reliability and Construct Validity of Latent Variables

Construct
Organizational Slack
Organizational Alignment
Organizational Speed

Cronbach's
Alpha
.80
.91
.83

Range of Factor
Loadings
.68 - .85
.72 - .93
.90 -.93

Average
Variance
Explained
.82
.62
.68

Composite
Reliability
.90
.91
.86

Finally, discriminant validity was assessed to validate that each construct
measures something unique. Discriminant validity can be determined by
analyzing the correlations between the constructs or by comparing the square root
of AVE for each construct to the inter-construct correlations. Table 15 displays the
results of this analysis, and each of the correlations is less than the recommended
.90 (Hair et al., 2010), and the square root of AVE exceeds the inter-construct
correlations (Fornell & Larcker, 1981). Therefore, discriminant validity was
established.

87

Table 15: Pilot Study Discriminant Validity
SLACK

ALIGNMENT

SLACK

.91*

ALIGNMENT

.10

.79*

SPEED

.12

.54

SPEED

.82*

*Diagonal elements report the square root of AVE and other matrix entries report
the correlation estimation between them

Pilot Study Summary
The pilot study involving a survey of 25 CIOs produced a validated and
reliable survey instrument that could be used to test the hypotheses surrounding the
impact of ODA and its constructs on the creation of digital capabilities. The use of
EFA identified three main constructs within ODA instead of four that were
contemplated within the expert panel phase of the study. As a result, alignment and
awareness were collapsed into a single construct called alignment for the main
study. Construct validity was demonstrated through factor loading and CR and
AVE calculations. The reliability of the instrument was confirmed through an
analysis of Cronbach's alpha, and discriminant validity was established by
analyzing the correlations between the constructs or by comparing the square root
of AVE for each construct to the inter-construct correlations. The pilot study
results produced no concerns about proceeding to the main study.
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Main Study Findings
The final phase of the research involved a survey of 725 CIOs conducted
between 6/26/21 and 8/31/21. The selection of study participants and data
collection processes followed the approach utilized in the pilot study. In addition
to the statistical analyses needed to test the hypotheses, further analysis was done to
check for CMV.
Sample Selection
The final phase of the research involved a survey of 725 CIOs randomly
chosen from firms within the researcher's database, the CIO Executive Council, the
Inspire CIO network, and the National Retail Federation. As the study was going
to be delivered exclusively in an electronic manner due to the COVID pandemic, it
was essential to use high-quality databases that contain the CIO's email address or
LinkedIn connection information. Each of the databases met this requirement and
included CIOs from a diverse set of industries and sizes. The combined population
count within the databases was 1623 CIOs.
Data Collection
The survey requests were sent by LinkedIn messages to 111 recipients and
via email to 614 recipients. The LinkedIn messages and emails identified the
researcher as a doctoral student at the Florida Institute of Technology and a peer
CIO. There were no bounced emails suggesting that all emails at least reached the
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recipient's corporate network. Given the prevalence of spam filters, it is impossible
to determine whether all recipients read the email. The responses were received
from 6/26/21 to 8/31/21. After the initial request, two additional follow-ups were
sent to the recipients. At the conclusion of the main study data collection phase,
137 surveys were returned. However, 5 of the surveys were not completed in terms
of the data requested and had to be removed. This left a total of 132 valid
responses for a valid response rate of 18.2%. All responses were completed by the
firm's CIO or head of technology. According to Cycyota and Harrison's (2006)
metanalysis of studies targeting senior executives, the median response rate for
studies not employing prescreening was 28%. However, as this survey was
primarily conducted via email, achieving that response rate was challenging. The
ability to contact respondents via email is significantly impacted by the wide use of
spam-blocking tools at companies (Couper, 2000; Couper, Kapteyn, Schonlau, &
Winter, 2007). It is nearly impossible to calculate the percentage of emails not
routed to the intended audience because of organizational spam filters (Yetter &
Capaccioli, 2010).
A check was made to determine the extent to which the responses had a
wide distribution across industries. Table 16 outlines the responses by industry. It
is important to note that there were no responses from firms in the agriculture
category. In general, the distribution of responses suggested that the study results
can be broadly generalized across industries.
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Table 16: Main Study Frequencies for Industry
Industry
Construction
Consumer Products
Distribution
Financial Services
Government and Education
Healthcare
Industrial Manufacturing
Insurance
Real Estate
Retail
Services
Technology
Travel and Leisure
Utilities
Total

Frequency
6
10
9
6
5
6
16
8
8
27
8
9
8
6
132

Percent
4.55
7.59
6.82
4.55
3.79
4.55
12.12
6.06
6.06
20.456
6.06
6.82
6.06
4.55
100.00

Cumulative Percent
4.55
12.12
18.94
23.49
27.27
31.82
43.94
50.00
56.06
76.52
82.58
89.39
95.46
100.00

A similar check was performed to understand whether the distribution of
responses by firm size was spread across categories. Table 17 displays the
frequencies by firm revenue. The table indicates a spread across categories of size,
and as a result, the distribution of responses suggested that the study results can be
broadly generalized across firm sizes. A review of each category of revenue
indicated that no one segment was dominated by a particular industry and had
broad distributions.
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Table 17: Main Study Frequencies for Revenue
Revenue
Less than $250M
$250M to $500M
$500M to $1B
$1B to $2B
$2B to $5B
$5B to $10B
Greater than $10B
Total

Frequency
16
13
29
23
19
13
19
132

Percent
12.12
9.85
21.97
17.42
14.39
9.85
14.39
100.00

Cumulative Percent
12.12
21.97
43.94
61.36
75.76
85.61
100.00

Another check was done to understand the operating region of the
responding firms. The firms were asked to state how many countries their firm
operates within. Table 18 demonstrates a wide distribution in the geographic reach
of the firms that responded to the survey. Therefore, the study results can equally
be applied to national and global firms.

Table 18: Main Study Frequencies for Number of Countries
Number of Countries
1
2-5
6-10
11-20
More than 20
Missing
Total

Frequency
40
35
10
10
36
1
132

Percent
30.30
26.52
7.58
7.58
27.27
0.76
100.00

Cumulative Percent
30.30
56.82
64.89
72.52
99.24
100.00

While this study was targeted at firms headquartered in the U.S., the nature
of the selection resulted in some non-U.S. headquartered firms responding to the
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survey. Table 19 indicates that 90.2% of the responses were from firms
headquartered in North America. As a result, there is a question about the
generalizability of the results beyond North America.
Table 19: Main Study Frequencies for HQ
HQ
Asia Pacific
Europe
North America
Total

Frequency
1
12
119
132

Percent
0.76
9.09
90.15
100.00

Cumulative Percent
0.76
9.85
100.00

Non-Response Bias
Non-response bias was tested by comparing the data on the dependent
variables DIGITAL and PERFORM between early responses and later responses.
The cut-off was set at three weeks, which resulted in 70 of the 132 responses
falling into that early period. An ANOVA (See Table 20) was conducted,
demonstrating no statistically significant differences in the DIGITAL AND
PERFORM mean scores between the early and later survey submissions. As
assessed by Levene's (1960) test for equality of variances, there was homogeneity
of variances, with DIGITAL having p=.39 and PERFORM having a p=.88. The
findings contained in the ANOVA and Levene's test suggests that if the survey was
to continue and more responses were received that the inclusion would not
substantially affect the conclusions reached in the study.
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Table 20: ANOVA Between Early and Later Responses

DIGITAL

Between Groups
Within Groups
Total
PERFORM Between Groups
Within Groups

Sum of Squares
0.04
76.02
76.06
0.17
143.21

df
1
130
131
1
127

Mean Square
0.04
0.59

F
0.08

Sig.
.79

0.17
1.13

0.15

.70

Latent Construct Validation
A confirmatory factor analysis (CFA) was conducted to validate that the
constructs developed and validated in the pilot study using EFA still held true with
a more extensive data set in the main study. The results of the CFA are located in
Tables 21 and 22. Kline (2016) states that beyond the chi-square statistic, the most
widely cited goodness of fit measures are the comparative fit index (CFI), root
mean square error of approximation (RMSEA), and the standardized root mean
square residual (SRMSR). The chi-square statistic is a straightforward way of
testing the fit of a model but suffers from a problem that a large sample size
produces results that suggest a fit that does not exist (Bentler & Bonnet, 1980;
Byrne, 1998; Lei & Lomax, 2005). However, Kenny (2020) argues that for
samples of between 75 and 200, the chi-square test is a good measure of fit. In this
study with a p-value of .01, the chi-square statistic is statistically significant and
suggests a model with a good fit. Some scholars suggest adding an additional step
to minimize the impact of sample size by using a normed chi-square (Wheaton et
al., 1977) which is calculated as χ2/df. The normed chi-square should be
interpreted as a smaller number is better. The most conservative cut-off value for
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normed chi-square in the literature is 2.0 (Tabachnick and Fidell, 2007). In this
study, the normed chi-square is 1.58, and as it is lower than 2.0 suggests a good fit.
A range of cut-off values is suggested when using RMSEA to evaluate the
goodness of fit. MacCallum et al. (1996) suggested .08, Hu and Bentler (1999)
argued for .06, and more recently, an upper limit of 0.07 was stipulated (Steiger,
2007). The RMSEA in the main study is .067 and would suggest somewhere from
mediocre to good based on the literature. However, one widely cited research
effort by Hu and Bentler (1999) indicates a combination approach to various
goodness of fit measures. Within the measures recommended by Kline, they argue
that the CFI should be greater than .95 and the SRMSR should be less than .06. In
this study, both measures meet these thresholds at .952 and .059, respectively. The
combination of the Chi-square, RMSEA, CFI and SRMSR results in the main study
indicate a good fit for the model and a reaffirmation of the validity concluded in the
pilot study.

Table 21: Main Study CFA Chi-Square Test
Model
Baseline model
Factor model

Χ²
550.024
64.841
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Df
55
41

p
0.010

Table 22: Main Study CFA Fit Indices
Index
Comparative Fit Index (CFI)
Root mean square error of approximation (RMSEA)
Standardized root mean square residual (SRMR)

Value
0.952
0.067
0.059

While the literature suggests little chance of CMV, a post hoc test for CMV
was conducted using the Harman One-Factor Test. This test uses EFA and loads
all study variables into one factor. An eigenvalue of 50% or more on that single
factor suggests the presence of CMV (Podsakoff & Organ, 1986). In the main
study, the resulting proportion of the variance loaded onto the single factor was
only 36.9%. Therefore, it is concluded that CMV does not exist.

Descriptive Statistics
The key variables' descriptive statistics (Table 23) were calculated and
reviewed for reasonableness. The mean and standard deviation statistics are in line
with what was expected. The values for skewness and kurtosis indicate normal
univariate distribution as they are within a range of plus or minus 2 (George &
Mallery, 2019).
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Table 23: Main Study Descriptive Statistics
N Statistic
SLACK
132
ALIGNMENT
132
SPEED
132
AGILITY
132
DIGITAL
132
PROJMGT
132
CHANGEMGT
132
PERFORM
132
a. Skewness standard error = .21
b. Kurtosis standard error = .42

Minimum
Statistic
1.0
2.2
1.7
2.0
1.5
1.0
1.0
1.0

Maximum
Statistic
5.0
6.8
7.0
6.4
5.0
7.0
7.0
5.0

Mean
Statistic
3.0
4.8
4.9
4.6
3.3
4.8
4.2
3.5

Std. Dev.
Statistic
1.1
1.2
1.1
0.9
0.8
1.5
1.5
1.1

Skewness
a
Statistic
-0.08
-0.56
-0.57
-0.35
-0.02
-0.67
-0.31
-0.38

Kurtosis
b
Statistic
-0.80
-0.66
-0.34
-0.57
-0.44
-0.26
-0.67
-0.44

Control Variable Analysis
An Analysis of Variance (ANOVA) was conducted using the two main
control variables, industry and size. Table 24 shows the mean values for each
variable by industry type, and table 25 displays the mean values by firm size. In
industry type, there are no statistically significant variances within the categories.
However, when controlling for firm size, there were statistically significant
differences in means between two categories of CHANGEMGT and SPEND. No
additional calculations were done to determine the categories of firm size that were
significantly different as neither variable was the focus of the analysis, However,
Any inferences associated with these two variables would not be generalizable
across firm size.
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Table 24: Main Study Mean Variance by Industry
Industry (N)
Construction (6)
Consumer Products (10)
Distribution (9)
Financial Services (6)
Government and Education (5)
Healthcare (6)
Industrial Manufacturing (16)
Insurance (8)
Real Estate (8)
Retail (26)
Services (8)
Technology (9)
Travel and Leisure (8)
Utilities (4)

SLACK
3.00
2.95
2.17
3.58
2.70
3.33
3.13
3.00
3.25
3.07
2.81
3.06
3.19
3.17

SPEED
5.22
4.70
5.11
4.50
5.13
4.83
4.83
4.83
5.17
4.72
4.96
5.37
5.00
4.83

ALIGNMENT PROJMGT CHANGEMGT
5.03
4.33
4.17
4.65
4.00
4.20
4.48
4.33
3.67
4.83
4.83
3.83
4.70
4.60
4.00
4.67
3.83
3.00
4.67
4.63
3.88
5.02
5.88
4.75
5.04
5.38
4.75
4.88
4.96
4.33
4.71
5.50
4.25
5.00
4.89
4.50
4.23
4.50
4.50
4.69
4.83
4.67

SPEND
2.77
3.83
2.71
6.68
5.95
3.77
2.89
4.02
3.87
4.40
3.70
4.81
3.84
2.64

DIGITAL PERFORM
3.71
3.25
3.00
3.35
3.17
3.28
3.25
3.50
3.40
3.70
2.83
2.67
3.25
3.59
3.16
3.19
3.81
4.31
3.27
3.62
3.31
3.81
3.42
3.39
3.22
3.00
3.58
3.25

SPENDa
8.60
4.50
3.25
3.08
3.10
3.04
3.44

DIGITAL PERFORM
3.31
3.56
3.12
3.69
3.24
3.29
3.25
3.18
3.32
3.74
3.42
3.58
3.42
3.50

Table 25: Main Study Mean Variance by Firm Size
Industry (N)
Less than $250M (16)
$250M to $500M (13)
$500M to $1B (29)
$1B to $2B (23)
$2B to $5B (19)
$5B to $10B (13)
Greater than $10B (19)

a

SLACK
2.75
3.19
2.97
3.13
2.90
3.15
3.16

SPEED
5.38
4.97
4.76
4.97
4.72
4.67
4.97

ALIGNMENT PROJMGT CHANGEMGTa
5.12
4.06
3.94
4.30
4.15
3.08
4.58
5.03
4.36
4.83
4.78
4.52
5.21
4.90
4.68
4.67
5.08
3.77
4.62
5.11
4.37

ANOVA Post Hoc analysis shows significant mean variance between one or more groups (p<.1)

A correlation analysis was conducted to examine the relationships between
the variables. Table 26 provides the Pearson correlations for the variables. Of
particular interest was to identify any early indications of multicollinearity
indicated by the values of Pearson r. As none of the values exceeded .8, there is no
indication of a problem (Garson, 2012). The review of the relationship between
DIGITAL and each of its latent variables, SLACK, SPEED, and ALIGNMENT,
demonstrates statistically significant relationships and would indicate support for
the hypotheses proposed.

98

Table 26: Main Study Pearson Correlations

Variable
Pearson's r
p-value
Pearson's r
SLACK
p-value
Pearson's r
SPEED
p-value
Pearson's r
ALIGNMENT
p-value
Pearson's r
SPEND
p-value
Pearson's r
PROJMGT
p-value
Pearson's r
CHANGEMGT
p-value
Pearson's r
PERFORM
p-value
DIGITAL

DIGITAL SLACK
—
—
.27
.00
.49
< .001
.52
< .001
-.01
.95
.26
.00
.37
< .001
.63
< .001

—
—
.20
.02
.28
.00
.03
.72
.20
.02
.23
.01
.09
.31

SPEED ALIGNMENT SPEND PROJMGT

—
—
.64
< .001
.11
.22
.35
< .001
.40
< .001
.31
< .001

—
—
.04
.63
.59
< .001
.57
< .001
.34
< .001

—
—
-.11
.22
-.10
.28
.08
.35

CHANGE
PERFORM
MGT

—
—
.60
< .001
.08
.38

—
—
.10
.27

—
—

Hypothesis H1, H2, H3, AND H4 Testing
The first 4 hypotheses can be tested with a single regression test. As a
reminder the hypotheses were:
Hypothesis 1 – The level of investment in digitalization projects
significantly affects digital capability creation.
Hypothesis 2 – The level of organizational slack in a firm significantly
affects digital capability creation.
Hypothesis 3 – The level of organizational alignment in a firm significantly
affects digital capability creation.
Hypothesis 4 – The speed at which an organization executes its digital
projects significantly affects digital capability creation.
Hypothesis 5 – The level of ODA in a firm significantly affects digital
capability creation.
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Each of the hypotheses is represented in Figure 3 that was already introduced.

Organizational Digital Agility
H5
Slack
Digitalization
Projects

H2
Digital
Capabilities

H1
Alignment
Speed

H6

Firm
Performance

H3
H4
Hygiene factors: Project Management &
Organizational Change Management

Figure 3: Conceptual Model Variable View

Before conducting the multiple regression, an examination of all
requirements for regression was undertaken to ensure that they were met. First,
there was independence of residuals, as assessed by a Durbin-Watson statistic of
2.106 which is within the range of 1.5 to 2.5 to indicate no autocorrelation.
Second, the VIF and tolerance were used to assess multicollinearity in the model.
There is a problem with multicollinearity if the VIF value exceeds 10.0 or the
tolerances are less than 0.1 (Hair et al., 2010; Cohen et al., 2015). However, Hair
et al. (2010) also suggest being more restrictive in the case of smaller sample sizes.
Therefore, for the purposes of this evaluation, the researcher adopted a cutoff value
of 5.0 for VIF to assess multicollinearity. In this model, all values are outside of
these parameters, so there is no multicollinearity. Third, the error terms exhibit
homoscedasticity (see Figure 6), as assessed by visual inspection of a plot of
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standardized residuals versus standardized predicted values. The balanced
distribution of the residuals around the baseline suggests that the assumption of
homoscedasticity has not been violated. Finally, residuals were normally
distributed as assessed by visual inspection of a normal probability plot in Figure 7.
The Q-Q plot shows that the standardized residuals fit along the diagonal,
suggesting that both assumptions or normality and linearity have also not been
violated. Therefore, the data support the use of regression analysis.

Figure 6: Residuals vs. Predicted for 3 Latent Variable Model

101

Figure 7: Q-Q Plot Standardized Residuals for 3 Latent Variable Model

To test H1, H2, H3, and H4, digital capability was regressed against the
level of spending on digital projects, project management competence, change
management competence, and the three latent variables slack, speed, and
alignment. Table 27 displays the results of the regression. The multiple regression
model statistically significantly predicted the level of digital capability, F(6, 123) =
10.348, p < .001, adj. R2 = .30. Speed and alignment had a statistically significant
effect on digital capability creation, p <.01. Slack was marginally statistically
significant at p = .071. The level of investment in digital capabilities, project
management, and change management had a statistically insignificant effect on
digital capability creation.
In summary, the analysis showed that the hypothesis that the level of
investment in digitalization projects predicts digital capabilities (H1) was not
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supported. The hypothesis that there will be a significant prediction in digital
capability creation by the level of slack in a firm (H2) was partially supported. The
hypotheses that there will be a significant prediction in digital capability creation
by the level of organizational alignment and organizational speed (H3 and H4)
were supported.

Table 27: Multiple Regression Results for Digital Capability (3 Latent Variables)
DIGITAL
Model
SPEND
PROJMGT
CHANGEMGT
SLACK
SPEED
ALIGNMENT

B

95% CI for B
LL
UL

SE B

β

p

0.02
0.05
0.05
0.06
0.07
0.07

-0.05
-0.10
0.10
0.14
0.26
0.32

0.494
0.325
0.347
0.071
0.008
0.008

R2
.34

-0.02
-0.05
0.05
0.10
0.18**
0.20**

-0.06
-0.15
-0.05
-0.01
0.05
0.05

0.03
0.05
0.15
0.21
0.31
0.35

Note. B = unstandardized regression coefficient; CI = confidence interval; LL = lower limit; UL = upper limit; SE B =
standard error of the coefficient; β = standardized coefficient; R2 = coefficient of determination;

Hypothesis H5 Testing
Hypothesis 5 suggests that the level of ODA in a firm significantly affects
digital capability creation. ODA was calculated as the mean of the SLACK
(converted to 7-point scale), ALIGNMENT, and SPEED latent variables. The
impact of the second-order latent variable, ODA, was tested via regression analysis.
All requirements to conduct a multiple regression were met. First, there was
independence of residuals, as assessed by a Durbin-Watson statistic of 2.096.
Second, there was no problem with multicollinearity as the VIF value was less than
5.0. Third, there was homoscedasticity (see Figure 8), as assessed by visual
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inspection of a plot of standardized residuals versus standardized predicted values.
The balanced distribution of the residuals around the baseline suggests that the
assumption of homoscedasticity has not been violated. Finally, residuals were
normally distributed as assessed by visual inspection of a normal probability plot in
Figure 9. The Q-Q plot shows that the standardized residuals fit along the
diagonal, suggesting that both assumptions or normality and linearity have also not
been violated.

Figure 8: Residuals vs. Predicted for ODA Model

104

Figure 9: Q-Q Plot Standardized Residuals for ODA Model
Multiple regression was run to predict digital capability from digital spend,
project management, change management, and ODA. The results of the multiple
regression are displayed in Table 28. The multiple regression model statistically
significantly predicted the level of digital capability, F(4, 125) = 15.197, p < .001,
adj. R2 = .31. ODA had a statistically significant effect on digital capability
creation, p <.001. The level of investment in digital capabilities, project
management, and change management was not statistically significant. Therefore,
the hypothesis that will be a significant prediction in digital capability creation by
the cumulative effect of the factors of ODA (H5) is supported.
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Table 28: Multiple Regression Results for Digital Capability (ODA Model)
DIGITAL

B

95% CI for B
LL
UL

SE B

β

p

2

R

Model
.33
SPEND
-0.01
-0.06
0.03
0.02
-0.05
0.54
PROJMGT
-0.04
-0.14
0.06
0.05
-0.08
0.43
CHANGEMGT
0.05
-0.05
0.16
0.05
0.10
0.31
AGILITY
0.487***
0.33
0.65
0.08
0.55
<.001
Note. B = unstandardized regression coefficient; CI = confidence interval; LL = lower limit; UL = upper limit; SE B =
standard error of the coefficient; β = standardized coefficient; R2 = coefficient of determination

Hypothesis 6 Testing
Hypothesis 6 states that the level of digital capability in a firm and its
financial performance relative to its competitors is positively correlated. Before
conducting a Pearson r analysis, a check of assumptions was made to ensure
appropriateness of the statistical method without intervention. There is a linear
relationship between the variables, as indicated through a visual inspection of the
scatterplot. There were five outliers that had a financial performance rating of 1.00
out of a scale of 5.00. There was no justification for removing them from the
analysis. However, an analysis was run without the five outliers, and the results
were in line with the entire sample and still statistically significant at r (125) = .60,
p <.001. The assumption of bivariate normality was confirmed by conducting a
Shapiro-Wilk test which resulted in a p = .121 (Royston, 1983). The literature
indicates that an r > .50 to be a large correlation coefficient (Cohen, 1988; Gignac
& Szodorai, 2016). The test produced a statistically significant, large positive
correlation between the level of digital capability in a firm and its financial
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performance relative to its competitors, r (130) = .63, p <.001. Therefore, H6 is
confirmed.

Main Study Summary
The level of spending of digital projects (H1) and the levels of project
management and change management were found not to be statistically significant
predictors of the level of digital capability in firms. Of the three constructs of
ODA, alignment (H3) and speed (H4) were statistically significant predictors of
digital capabilities, while slack (H2) was a marginally significant predictor. The
second-order factor, ODA (H5), was also a statistically significant predictor of
digital capability. Finally, the level of ODA and firm performance (H6) is
positively correlated. In summary, H3, H4, H5, and H6 were supported, H2 was
partially supported, and H1 was not supported.

Synthesis and Summary of Data
All three phases of the study were integral to the conclusions reached in the
research. An expert panel of seven CIOs and four industry executives was utilized
to complete the survey instrument draft and establish the content and face validity
of the instrument. The pilot study involving 25 CIOs produced the insights needed
to create the final survey instrument and verify the validity and reliability necessary
to rely on its findings during the main study. The main study resulted in 125 CIO
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survey responses that met the sample thresholds required to test the hypotheses.
Below is a summary of the results of each hypothesis test:

Hypothesis 1 – The level of investment in digitalization projects
significantly affects digital capability creation. Not Supported
Hypothesis 2 – The level of slack in a firm significantly affects digital
capability creation. Partially Supported
Hypothesis 3 – The level of organizational alignment in a firm significantly
affects digital capability creation. Supported
Hypothesis 4 – The speed at which an organization executes its digital
projects significantly affects digital capability creation. Supported
Hypothesis 5 – The level of ODA in a firm significantly affects digital
capability creation. Supported
Hypothesis 6 – The level of digital capability in a firm and its financial
performance relative to its competitors is positively correlated. Supported
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Chapter 5: Discussion, Implications &
Recommendations
Overview and Summary of Research Results
Resource orchestration attempts to bridge the gaps in RBV and dynamic
capabilities by bringing them into a single model that advocates for the manager's
role in deploying resources to achieve the capabilities (Sirmon et al., 2011). The
execution of digitalization projects as part of digital transformation efforts requires
cross-functional participation in the firm that further solidifies the role of resource
orchestration as a model. As a firm grows in size and complexity, managing
resources against competing priorities can significantly impede the successful
orchestration in digitalization projects. The intersection of competing firm
priorities and resource constraints can dramatically impact its ability to orchestrate
its resources effectively. This dynamic is evident in the high failure rates in the
digital transformation projects needed to deliver these capabilities (Doherty &
King, 2001; Bloch et al., 2012; Vaidya et al., 2013; Ali & Miller, 2017).
The literature on resource orchestration lacks an exploration of the
organizational characteristics that affect the orchestration. Using digital
capabilities as a proxy for resource orchestration, this study created a model to
extend resource orchestration and explain why firms fail to achieve the expected
level of digital capability that they set out to create. The concept of ODA as a
driver of creating digital capabilities acquired by the firm was defined and
explored. An organization's ODA provides a competitive advantage in creating
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digital capabilities faster and more efficiently than its competitors. Ultimately, this
research set out to answer several questions. These research questions were
answered through a quantitative study of 125 firms across various industries and
sizes in the U.S., Europe, and Asia. The data was collected through a survey of
CIOs that was analyzed using multiple regression and CFA. The remainder of the
chapter discusses the research results and the implications for both theory and
practitioners as an output of the results of this study. The research's limitations are
outlined before concluding with opportunities for further research in the space.

Discussion of Results
In RQ1, the researcher sought to understand the significance of the effect of
the level of investment in digitalization projects on digital capability creation. At
the outset of the research, the author was concerned that the relationship between
digital spending and the resulting creation of digital capabilities would be
statistically insignificant. However, the literature review did not suggest a
statistically insignificant relationship, and the researcher decided that H1 would
reflect that a relationship exists. The test for H1 demonstrated no statistically
significant relationship between the level of investment in digital projects and the
creation of digital capabilities. This outcome was not unexpected as there are
plenty of examples of firms spending significant money without achieving the same
outcomes as their peers. There can be several reasons for this disparity. First, the
labor cost can be vastly different depending on where a firm locates the resources
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executing its digitalization efforts. Second, the choice of the underlying technology
utilized can be a source of significant variance. Finally, without the proper level of
firm competency and organizational support, the level of investment does not
guarantee success in building digital capabilities.
RQ2a posed the question, what is the significance of the effect of organizational
slack on digital capability creation? Despite previous research that suggested a
significant relationship between slack and digital capability creation, the results of
H2 only indicated partial support. There are two possible reasons for not achieving
a statistically significant result. First, the design of the questions asks the
respondent to assume what would happen based on a cut in budget to its ability to
deliver. The nature of the respondent could impact the results. If the respondent
tends to have a more optimistic nature, the result could slant to more slack in the
organization. The contrary result could happen with a pessimistic respondent.
Second, there could be more optimized industries than others, and as a result, there
would be less perceived slack. Discrete manufacturing is one industry that comes
to mind. Additional research is needed to understand if this is an industry-specific
situation. The number of responses by industry was not large enough to test within
this study.
In RQ2b, the study sought to understand the significance of the effect of
organizational alignment on digital capability creation. The test results for H3
indicated support for the relationship between alignment and digital capability
creation. The creation of digital capabilities means that the firm has implemented
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and uses technology that supports one of the four measured process areas: market
sensing capabilities, customer linking capabilities, channel management
capabilities, or product and service development capabilities. The measure of this
capability is relative to the level of digital capability of competitors. A firm’s
alignment across all organizational levels on the relative priority of digital
initiatives and the availability of resources to work on the projects are critical
predictors of the ability to execute digital transformation activities. RQ2c asked,
what is the significance of the effect of speed on digital capability creation? The
results of H4 testing demonstrated a statistically significant relationship between
the rate at which firms execute digital transformation efforts and the level of digital
capability created.
In RQ2d, the research sought to understand the significance of the cumulative
effect of ODA factors on digital capability creation. H5 served as the test for the
impact of the second-order latent variable, ODA, and its effects on digital
capability creation. The test demonstrated a statistically significant relationship
between ODA and digital capability creation. Finally, in RQ3, the study attempted
to affirm that firms with higher levels of digital capabilities outperform their
industry peers. The test results for H6 indicated a large positive correlation
between the level of digital capabilities in a firm and their financial performance
relative to industry peers.
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Contribution of the Study
This research aimed to create a theoretical framework for ODA and explain the
relationship between digitalization efforts and digital capabilities. This research
adds to the resource orchestration body of knowledge by creating a definition for
ODA and a model that explains the impact of several organizational factors within
ODA on the orchestration of resources across the firm.
A digitalization project and the related hygiene factors extend resource
orchestration. The structuring, bundling, leverage, selection, and configuration of
resources to deploy digitalization projects align with resource orchestration
concepts (Sirmon et al., 2011). Figure 10 depicts the relationship between resource
orchestration and ODA.
Resource Orchestration

Organizational Digital Agility
Slack
Digital
Capabilities

Digitalization
Projects

Firm
Performance

Alignment
Speed

Hygiene factors: Project Management &
Organizational Change Management

Figure 10: ODA Intersection with Resource Orchestration
ODA and its constructs represent an additional set of organizational characteristics
that affect the creation of digital firm capabilities. The study’s results indicate that
ODA has a statistically significant impact on creating digital capabilities and the
resulting digital transformation effort. In contrast, the amount spent on those
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digitalization efforts lacks a statistically significant relationship. The lack of a
statistically significant relationship does not mean that the level of investment is
not essential to creating digital capabilities. Instead, two firms investing the same
amount in digitalization efforts can produce two different levels of capability
depending on their ODA maturity.

Contribution to Applied Practice
For firms seeking to transform their businesses through the creation of
digital capabilities, this research demonstrates the significant impact of ODA and
its constructs on developing the capabilities. Technology practitioners and
corporate executives are encouraged to address the organizational characteristics of
ODA to improve the outcomes of digital project efforts. First, organizations must
seek to create and manage slack actively. These resources can be easily moved to
help a digitalization effort without negatively impacting the organization because of
the re-alignment of task priorities. Examples of such activities could be reserving
time for innovation, training, lower value enhancement activities, or community
give-back programs.
Practitioners can test the impact of slack on creating digital capabilities
through two different tests. One test would be an A-B test whereby a portion of
technology scrum teams would implement a defined slack program, and another set
of teams would make no changes. After completing the test, a comparison should
be made between the two approaches on a full range of productivity measures such
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as velocity and quality. The second test would measure the impact on team
productivity and quality after implementing a slack program. An ANOVA can be
used to determine the results of both tests.
Second, organizations must create precise alignment on the relative ranking
of firm priorities across the enterprise. Individual firm associates must understand
how each activity is relatively weighted by importance. Firms can implement one
best practice to establish ordinal rankings and not just groupings of priorities across
digital and non-digital initiatives. By doing so, firm associates will understand how
to prioritize their work, and the firm will be sure that the associate prioritization
will match the strategic level prioritization. This alignment exercise should extend
to all efforts by the firm, not just projects. A firm’s associates need to understand
the relative ranking of operational tasks, continuous improvement activities, and
projects. Many firms have a prioritization process for key projects but are then
silent on how those projects intersect other priorities. A lack of clarity is
particularly impactful when resources are part-time on a project. Those resources
are left to make decisions as to what takes priority. This lack of clarity can result in
activities that afford the least path of resistance getting more attention at the
expense of a critical digitalization effort.
Third, executives should ensure that there is clarity in terms of the resources
that are available to work on digitalization projects. By understanding actual
capacity, a firm can eliminate bottlenecks created by part-time resources assigned
to projects. If executives understand the capacity available to work on projects, the
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likelihood of embarking on a digitalization effort that resource availability issues
will hamper will be lessened.
The use of Kanban can help firms in managing prioritization and resource
availability. Kanban provides an instrument where managers can see all work and
available resources. The tool is helpful in those situations where resources are
assigned to multiple tasks. The card-based visualization nature of Kanban also
provides managers with one place to see what resources are working on what
activities and ensure that those resources are working on the correct priority tasks.
The Kanban cards can be coded with their prioritization to provide visual clues on
relative rankings.Fourth, organizations should focus on sizing project deliverables
to maximize their delivery speed. This insight is consistent with the agile
methodology (Beck et al., 2001). By limiting the size of project deliverables into
minimum viable products (MVP), firms can improve the odds of quickly delivering
digital capabilities. Several risk factors negatively impact longer-duration projects,
including resource attrition, leadership changes, changing market dynamics, and
overly complicated processes. An MVP is a deliverable that contributes
capabilities on its own and needs no further augmentation to be of value to the firm.
By focusing on MVPs, a firm can quickly deliver digital capabilities. Firms should
set a maximum duration of six months or less for MVP delivery. By setting
maximum duration thresholds, the firm ensures that project teams focus on
reducing the scope to truly deliver an MVP and thereby increase the chance of
achieving the desired digitalization outcomes.
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Firm leadership should put processes into place to address the speed at which
decisions are made on issues affecting digitalization efforts. Traditional steering
committee structures that operate periodically may not provide the agility required
by digital teams. Those steering committees are focused on a single project or
program and cannot resolve conflicts between projects. An enterprise committee
should be established to review the enterprise Kanban boards and resolve resource
conflicts. This committee would also regularly review projects’ overall
prioritization and make changes based on evolving firm priorities, market
conditions, and project progress. This committee, however, is not empowered to
make decisions on the scope of projects. That responsibility must be reserved with
the various product owners. Product owner empowerment is necessary to improve
the delivery speed of digital projects.
Sixth, firms should consider the level of investment, project management
competence, and change management competence as hygiene factors. While none
of the three had a statistically significant impact on the creation of digital
capabilities, the firm has little chance of realizing its digital transformation
objectives without any one of the three factors. However, excellence in each of the
three does not guarantee the delivery of digital transformation either. ODA and its
components are imperative if the firm is going to be successful in reaching its
digital transformation objectives.
In addition, this paper has also confirmed the significant correlation
between digital capability and firm performance. The importance of improving
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ODA within a firm is reinforced by its impact on its performance relative to its
competitors. It is, therefore, imperative for firms in today’s digital age to improve
their ODA if they hope to effectively compete in the marketplace. Digital
capabilities anchor virtually all processes within the firm, and higher-order
capabilities such as sales and marketing, R&D, manufacturing, or planning are,
therefore, at the mercy of the firm’s ability to execute digital transformation efforts.
ODA is one critical component of successfully achieving those transformation
aspirations.
Finally, each year a significant number of digital projects fail to produce the
outcomes that they set out to achieve. If the implementation of ODA principles
improves digital transformation outcomes by just 10%, then this represents a yearly
economic value to the collective industry of over $650M per year (Fitzgerald et al.,
2020). For a firm that can generate digitalization project savings due to ODA,
these savings could then be poured into additional digital investments that would
otherwise not be launched due to funding limitations. The resulting increase in
digital capabilities will spur further gains in competitive positioning.

Limitations
The primary limitation of this research is the extent that it is generalizable
to a wide range of firm types in terms of size, industry, and location. The study
was primarily conducted with firms in the U.S., so the results may not be
generalizable to other parts of the world. However, the global nature of the firms
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participating in the study does help offset this limitation. While there was
widespread participation across industry types, no firms participated from the
agricultural industry. In addition, this research focused on for-profit enterprises, so
the application of its findings to non-profit entities may not be warranted.
Slack was measured using survey questions that were validated in previous
studies. The researcher did successfully verify reliability through an analysis of
Cronbach alpha. However, as slack had only two questions, the additional
reliability measurement using McDonald’s omega could not be calculated as it
requires a minimum of three items to assess. Finally, while every effort was made
to ensure CMV was not present, the results would be improved with more objective
assessments of digital capabilities and firm performance.

Recommendations and Future Research
There are several opportunities to conduct additional research into the topic
of ODA. The researcher recommends conducting qualitative research involving
interviews or case studies within each construct of ODA. This qualitative research
would help expose why some firms are better at each aspect of ODA than others. It
would also enable an understanding of best practices and interconnections between
the processes. Finally, a qualitative approach could spark additional extensions to
ODA.
From a quantitative research perspective, deep research into a single
industry would help expose additional metrics and drivers leading to the ODA
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maturity within firms. A broader set of objective quantitative measures could be
employed to produce further insights. By selecting a single industry, a researcher
could integrate objective metrics and not solely rely on survey responses for the
collection of data.
Research can explore if all process areas are equally affected by the level of
ODA. Future studies could analyze if investments market sensing capabilities,
customer linking capabilities, channel management capabilities, or product and
service development capabilities are more sensitive to ODA than other areas.
Further analysis could take these capability disciplines and understand their relative
importance for firm performance. The available data would allow a researcher to
run discrete multiple regression analyses for each investment capability. For
example, only one variable would need to be created in the market sensing
capabilities analysis. The new independent variable for market sense spend would
take the current result for that variable and divide it by revenue. The other
independent variables for alignment, slack, speed, project management, and change
management would remain the same. The new dependent variable would become
the market sense capability variable.
Finally, a similar research effort could be conducted in non-profit settings
like government and education to see if similar findings are present in those
environments. The definition of digital capabilities would need to be adapted to
reflect the nature of the non-profit enterprise. However, the remainder of the
survey instrument would be applicable in the setting.

120

References
Adner, R., & Helfat, C. E. (2003). Corporate effects and dynamic managerial
capabilities. Strategic Management Journal, 24(10), 1011-1025. Retrieved
from https://search-proquestcom.portal.lib.fit.edu/docview/225006871?accountid=27313
Ali, M., & Miller, L. (2017). ERP system implementation in large enterprises – a
systematic literature review. Journal of Enterprise Information
Management, 30(4), 666-692. doi:10.1108/JEIM-07-2014-0071
Ambrosini, V., & Bowman, C. (2009). What are dynamic capabilities, and are they
a useful construct in strategic management? International Journal of
Management Reviews, 11(1), 29-49.
Anderson, D., Concas, G., Lunesu, M. I., & Marchesi, M. (2011, May). Studying
lean-kanban approach using software process simulation. In International
Conference on Agile Software Development (pp. 12-26). Springer, Berlin,
Heidelberg.
Andersen, T. J. (2004). Integrating decentralized strategy making and strategic
planning processes in dynamic environments. Journal of Management
Studies, 41(8), 1271-1299.
Anavi-Isakow, S., & Golany, B. (2003). Managing multi-project environments
through constant work-in-process. International Journal of Project
Management, 21(1), 9-18.

121

Anthony, E. L., Green, S. G., & McComb, S. A. (2014). Crossing functions above
the cross-functional project team: The value of lateral coordination among
functional department heads. Journal of Engineering and Technology
Management, 31, 141-158. doi:10.1016/j.jengtecman.2012.12.001
Aral, S., & Weill, P. (2007). IT assets, organizational capabilities, and firm
performance: How resource allocations and organizational differences
explain performance variation. Organization Science, 18(5), 763-780.
doi:10.1287/orsc.1070.0306
Arend, R. J. (2004). The definition of strategic liabilities, and their impact on firm
performance. Journal of Management Studies, 41(6), 1003-1027.
doi:10.1111/j.1467-6486.2004.00464.x
Arend, R. J., & Bromiley, P. (2009). Assessing the dynamic capabilities view:
spare change, everyone? Strategic Organization, 7(1), 75–90.
https://doi.org/10.1177/1476127008100132
Badewi, A., & Shehab, E. (2016). The impact of organizational project benefits
management governance on ERP project success: Neo-institutional theory
perspective. International Journal of Project Management, 34(3), 412-428.
Baert, C., Meuleman, M., Debruyne, M., & Wright, M. (2016). Portfolio
entrepreneurship and resource orchestration. Strategic Entrepreneurship
Journal, 10(4), 346-370. doi:10.1002/sej.1227

122

Baghizadeh, Z., Cecez-Kecmanovic, D., & Schlagwein, D. (2020). Review and
critique of the information systems development project failure literature:
An argument for exploring information systems development project
distress. Journal of Information Technology, 35(2), 123-142.
Barney, J. (1991). Firm resources and sustained competitive advantage. Journal of
Management, 17(1), 99-120.
Barney, J. B. (2001). Resource-based theories of competitive advantage: A ten-year
retrospective on the resource-based view. Journal of Management, 27(6),
643-650. doi:10.1016/S0149-2063(01)00115-5
Bartlett, M. S. (1954). A further note on the multiplying factors for various chisquare approximations in factor analysis. Journal of the Royal Statistical
Society, Series B, 16, 296-298.
Bartlett, J., Kotrlik, J. & Higgins, C. (2001). Organizational research: Determining
appropriate sample size in survey research appropriate sample size in survey
research. Information Technology, Learning, and Performance Journal,
19(1), 43.
Beck, K., Beedle, M., Van Bennekum, A., Cockburn, A., Cunningham, W., Fowler,
M., ... & Kern, J. (2001). Manifesto for agile software development.
Bednar, M. K., & Westphal, J. D. (2006). Surveying the corporate elite: Theoretical
and practical guidance on improving response rates and response quality in
top management survey questionnaires. In Research Methodology in Strategy
and Management. Emerald Group Publishing Limited.

123

Berghaus, S., & Back, A. (2017, December). Disentangling the fuzzy front end of
digital transformation: Activities and approaches. Association for Information
Systems.
Bentler, P. M., & Bonett, D. G. (1980). Significance tests and goodness of fit in the
analysis of covariance structures. Psychological Bulletin, 88(3), 588.
Bhagat, S., & Kim, D. J. (2020). Higher education amidst COVID-19: challenges
and silver lining. Information Systems Management, 37(4), 366-371.
Bianchi, M., Frattini, F., Lejarraga, J., & Di Minin, A. (2014). Technology
exploitation paths: Combining technological and complementary resources in
new product development and licensing. Journal of Product Innovation
Management, 31(Suppl. S1), 146-169. doi:10.1111/jpim.12198
Birkeland, J. O. (2010). From a timebox tangle to a more flexible flow. In
International Conference on Agile Software Development (pp. 325-334).
Springer, Berlin, Heidelberg.
Black, J. A., & Boal, K. B. (1994). Strategic resources: Traits, configurations and
paths to sustainable competitive advantage. Strategic Management
Journal, 15(S2), 131-148. doi:10.1002/smj.4250151009
Bloch, M., Blumberg, S., & Laartz, J. (2012). Delivering large-scale IT projects on
time, on budget, and on value. Harvard Business Review, 2-7.

124

Bock, D. B., & Patterson, J. H. (1990). A comparison of due date setting, resource
assignment, and job preemption heuristics for the multiproject scheduling
problem. Decision Sciences, 21(2), 387-402. doi:10.1111/j.15405915.1990.tb01692.x
Bourgeois, L. J. (1981). On the measurement of organizational slack. The Academy
of Management Review, 6(1), 29-39. doi:10.5465/AMR.1981.4287985
Bouwman, H., Nikou, S., Molina-Castillo, F. J., & de Reuver, M. (2018). The
impact of digitalization on business models. Digital Policy, Regulation and
Governance.
Boyd, B. K., Dess, G. G., & Abdul M. A. Rasheed. (1993). Divergence between
archival and perceptual measures of the environment: Causes and
consequences. The Academy of Management Review, 18(2), 204-226.
doi:10.2307/258758
Boyer, K. K., Leong, G. K., Ward, P. T., & Krajewski, L. J. (1997). Unlocking the
potential of advanced manufacturing technologies. Journal of Operations
Management, 15(4), 331-347. doi:10.1016/S0272-6963(97)00009-0
Braojos, J., Benitez, J., & Llorens, J. (2019). How do social commerce-IT
capabilities influence firm performance? Theory and empirical evidence.
Information & Management, 56(2), 155-171.
Bromiley, P. (1991). Testing a causal model of corporate risk taking and
performance. Academy of Management Journal, 34, 37–59.

125

Bryant, F. B., & Yarnold, P. R. (1995). Principal-components analysis and
exploratory and confirmatory factor analysis. In L. G. Grimm & P. R.
Yarnold (Eds.), Reading and understanding multivariate statistics (pp. 99–
136). American Psychological Association.
Byrne, B.M. (1998). Structural Equation Modeling with Lisrel, Prelis, and Simplis:
Basic Concepts, Applications, and Programming (1st ed.). Psychology
Press. https://doi.org/10.4324/9780203774762
Carnes, C. M, Chirico, F., Hitt, M. A., & Pisabi, V. (2016). Resource orchestration
for innovation: Structuring and bundling resources in growth and maturity
stage firms. Long Range Planning, 1-14. doi:10.1016/j.lrp.2016.07.003.
Carnes, C. M., Chirico, F., Hitt, M. A., Huh, D. W., & Pisano, V. (2017). Resource
orchestration for innovation: Structuring and bundling resources in growthand maturity-stage firms. Long Range Planning, 50(4), 472-486.
Cattell, R. B. (1966). The scree test for the number of factors. Multivariate
Behavioral Research, 1, 245-276.
Cattell, R.B. (1978). The scientific use of factor analysis in behavioral and life
sciences. New York: Plenum Press.
Cenamor, J., Sjödin, D. R., & Parida, V. (2017). Adopting a platform approach in
servitization: Leveraging the value of digitalization. International Journal of
Production Economics, 192, 54-65.

126

Census (2017). U.S. and states, NAICS sectors, large employment sizes up to
5,000+. https://www.census.gov/data/tables/2017/econ/susb/2017-susbannual.html
Chadwick, C., Super, J. F., & Kwon, K. (2015). Resource orchestration in practice:
CEO emphasis on SHRM, commitment‐based HR systems, and firm
performance. Strategic Management Journal, 36(3), 360-376.
doi:10.1002/smj.2217
Chandy, R. K., & Tellis, G. J. (1998). Organizing for radical product innovation:
The overlooked role of willingness to cannibalize. Journal of Marketing
Research, 35(4), 474-487. doi:10.1177/002224379803500406
Chang, S., van Witteloostuijn, A., & Eden, L. (2010). From the editors: Common
method variance in international business research. Journal of International
Business Studies, 41(2), 178-184. doi:10.1057/jibs.2009.88
Chanias, S., Myers, M. D., & Hess, T. (2019). Digital transformation strategy
making in pre-digital organizations: The case of a financial services
provider. The Journal of Strategic Information Systems, 28(1), 17-33.
Cheah, S., & Wang, S. (2017). Big data-driven business model innovation by
traditional industries in the Chinese economy. Journal of Chinese Economic
and Foreign Trade Studies.
Cheng, J. L. C., & Kesner, I. F. (1997). Organizational slack and response to
environmental shifts: The impact of resource allocation patterns. Journal of
Management, 23(1), 1-18. doi:10.1016/S0149-2063(97)90003-9

127

Christensen, C. M. (2013). The innovator's dilemma: when new technologies cause
great firms to fail. Harvard Business Review Press.
Cochran, W. G. (1977). Sampling techniques (3rd ed.). New York: John Wiley &
Sons
Cohen. J. (1988). Statistical power analysis for the behavioral sciences (2nd ed.).
Hillsdale, NJ: Lawrence Erlbaum.
Cohen, J., Cohen, P., West, S. G., & Aiken, L. S. (2015). Applied Multiple
Regression/Correlation Analysis for the Behavior Sciences (3rd ed.). New
York: Routledge.
Collyer, S., Warren, C., Hemsley, B., & Stevens, C. (2010). Aim, fire, aim—
Project planning styles in dynamic environments. Project Management
Journal, 41(4), 108-121.
Conant, J. S., Mokwa, M. P., & Varadarajan, P. R. (1990). Strategic types,
distinctive marketing competencies and organizational performance: a
multiple measures‐based study. Strategic Management Journal, 11(5), 365383.
Concas, G., Lunesu, M. I., Marchesi, M., & Zhang, H. (2013). Simulation of
software maintenance process, with and without a work‐in‐process limit.
Journal of Software: Evolution and Process, 25(12), 1225-1248.
Cooper, D. R., & Schindler, P. S. (2014). Business research methods. New York:
McGraw-Hill.

128

Couper, M. P. (2000). Web surveys – A review of issues and approaches. Public
Opinion Quarterly, 64, 464–494.
Couper, M. P., Kapteyn, A., Schonlau, M., & Winter, J. (2007). Noncoverage and
nonresponse in an Internet survey. Social Science Research, 36, 131–148.
Creswell, J. W. (2014). Research Design: Qualitative, Quantitative, and Mixed
Methods Approaches. Thousand Oaks, CA: SAGE Publications.
Cui, M., & Pan, S. L. (2015). Developing focal capabilities for e-commerce
adoption: A resource orchestration perspective. Information &
Management, 52(2), 200-209. doi:10.1016/j.im.2014.08.006.
Cui, M., Pan, S. L., Newell, S., & Cui, L. (2017). Strategy, resource orchestration
and e-commerce enabled social innovation in rural china. Journal of
Strategic Information Systems, 26, 3-21. doi: 10.1016/j.jsis.2016.10.001.
Cycyota, C. S., & Harrison, D. A. (2006). What (not) to expect when surveying
executives: A meta-analysis of top manager response rates and techniques
over time. Organizational Research Methods, 9(2), 133-160.
Cyert, R. M., & March, J. G. 1963. A behavioral theory of the firm. Englewood
Cliffs, NJ: Prentice-Hall.
Damanpour, F. (1987). The adoption of technological, administrative, and ancillary
innovations: Impact of organizational factors. Journal of Management,
13(4), 675-688. doi:10.1177/014920638701300408
Danneels, E. (2008). Organizational antecedents of second‐order competences.
Strategic Management Journal, 29(5), 519-543.

129

Day, G. S. (1994). The capabilities of market-driven organizations. Journal of
Marketing, 58(4), 37. doi:10.2307/1251915
Day, G. S., & Wensley, R. (1988). Assessing advantage: a framework for
diagnosing competitive superiority. Journal of Marketing, 52(2), 1-20.
Dess, G. G., & Robinson, R. B. (1984). Measuring organizational performance in
the absence of objective measures: The case of the privately-held firm and
conglomerate business unit. Strategic Management Journal, 5(3), 265-273.
doi:10.1002/smj.4250050306
DeVellis, R. F., & Thorpe, C. T. (2021). Scale development: Theory and
applications. Sage publications.
Di Benedetto, C. A., & Song, M. (2003). The relationship between strategic type
and firm capabilities in chinese firms. International Marketing Review,
20(5), 514-533. doi:10.1108/02651330310498762
Dochtermann, N.A. & Jenkins S.H. (2011). Multivariate methods and small sample
sizes. Ethology, 117, 95−101.
Doherty, N. F., & King, M. (2001). An investigation of the factors affecting the
successful treatment of organisational issues in systems development
projects. European Journal of Information Systems, 10(3), 147-160.
Drnevich, P. L., & Kriauciunas, A. P. (2011). Clarifying the conditions and limits
of the contributions of ordinary and dynamic capabilities to relative firm
performance. Strategic Management Journal, 32(3), 254-279.

130

Dumond, J., & Mabert, V. A. (1988). Evaluating project scheduling and due date
assignment procedures: An experimental analysis. Management Science,
34(1), 101-118. doi:10.1287/mnsc.34.1.101
Dybå, T., & Dingsøyr, T. (2008). Empirical studies of agile software development:
A systematic review. Information and Software Technology, 50(9-10), 833859. doi:10.1016/j.infsof.2008.01.006
Fabrigar, L. R., Wegener, D. T., MacCallum, R. C., & Strahan, E. J. (1999).
Evaluating the use of exploratory factor analysis in psychological research.
Psychological Methods, 4(3), 272.
Falshaw, J. R., Glaister, K. W., & Tatoglu, E. (2006). Evidence on formal strategic
planning and company performance. Management Decision.
Faul, F., Erdfelder, E., Lang, A.-G., & Buchner, A. (2007). G*Power 3: A flexible
statistical power analysis program for the social, behavioral, and biomedical
sciences. Behavior Research Methods, 39, 175-191.
Fitzgerald, S., Jimenez, D., Findling, S., Yorifuji, Y., Kumar, M., Wu, L.,
Carosella, G., Ng, S., Parker, P., Carter, P., & Whalen, M. (2020). IDC
FutureScape: Worldwide digital transformation 2021 predictions. IDC.
Retrieved from https://www.idc.com/getdoc.jsp?containerId=US46880818.
Foltean, F. S., Trif, S. M., & Tuleu, D. L. (2019). Customer relationship
management capabilities and social media technology use: Consequences
on firm performance. Journal of Business Research, 104, 563-575.

131

Fornell, C., & Larcker, D. F. (1981). Evaluating structural equation models with
unobservable variables and measurement error. Journal of Marketing
Research, 18(1), 39-50.
Fowler, F. J., Jr. (2014). Survey research methods (5th ed.). Thousand Oaks, CA:
SAGE.
Fuller, C. M., Simmering, M. J., Atinc, G., Atinc, Y., & Babin, B. J. (2016).
Common methods variance detection in business research. Journal of
Business Research, 69(8), 3192-3198.
Garson, G. D. (2012). Testing statistical assumptions. Asheboro, NC: Statistical
Associates Publishing.
Gartner. (n.d.). Gartner glossary - Information technology.
https://www.gartner.com/en/informationtechnology/glossary/digitalization#:~:text=Glossary%20D%20Digitalizatio
n-,Digitalization,moving%20to%20a%20digital%20business.
Gatignon, H., & Xuereb, J. (1997). Strategic orientation of the firm and new
product performance. Journal of Marketing Research, 34(1), 77-90.
doi:10.1177/002224379703400107
Geiger, S. W., & Cashen, L. H. (2002). A multidimensional examination of slack
and its impact on innovation. Journal of Managerial Issues, 14(1), 68-84.
George, D., & Mallery, P. (2019). IBM SPSS statistics 26 step by step: A simple
guide and reference. Routledge.

132

Gignac, G. E., & Szodorai, E. T. (2016). Effect size guidelines for individual
differences researchers. Personality and individual differences, 102, 74-78.
Gilbert, B. A., McDougall, P. P., & Audretsch, D. B. (2006). New venture growth:
A review and extension. Journal of Management, 32(6), 926-950.
doi:10.1177/0149206306293860
Gimpel, H., Hosseini, S., Huber, R. X. R., Probst, L., Röglinger, M., & Faisst, U.
(2018). Structuring Digital Transformation: A Framework of Action Fields
and its Application at ZEISS. Journal of Information Technology Theory
and Application, 19(1), 3.
Gobble, M. M. (2018). Digitalization, digitization, and innovation. ResearchTechnology Management, 61(4), 56-59.
Gorusch, R. L. (1983). Factor analysis (2nd ed.). Hillsdale, NJ: Lawrence Erlbaum
Associates.
Gothelf, J., & Seiden, J. (2017). You Need to Manage Digital Projects for
Outcomes, Not Outputs. Retrieved from https://hbr.org/2017/02/you-needto-manage-digital-projectsfor-outcomes-not-outputs
Grant, R. M. (1991). The resource-based theory of competitive advantage:
Implications for strategy formulation. California Management
Review, 33(3), 114-135. doi:10.2307/41166664
Green, S. B., Lissitz, R. W., & Mulaik, S. A. (1977). Limitations of coefficient
alpha as an index of test unidimensionality. Educational and Psychological
Measurement, 37, 827–838.

133

Groves, R. M. (2006). Nonresponse Rates and Nonresponse Bias in Household
Surveys. Public Opinion Quarterly, 70(5), 646-675.
Groves, R. M., & Peytcheva, E. (2008). The impact of nonresponse rates on
nonresponse bias: a meta-analysis. Public Opinion Quarterly, 72(2), 167189.
Guha, S., Grover, V., Kettinger, W. J., & Teng, J. T. (1997). Business process
change and organizational performance: exploring an antecedent model.
Journal of Management Information Systems, 14(1), 119-154.
Hair, J. F., Anderson, R. E., Babin, B. J., & Black, W. C. (2010). Multivariate data
analysis: A global perspective. Pearson Upper Saddle River.
Hamel, G., & Prahalad, C. K. (1993). Strategy as stretch and leverage. Harvard
Business Review, 71 (2), 75-84.
Hao, S., & Song, M. (2016). Technology-driven strategy and firm performance:
Are strategic capabilities missing links? Journal of Business Research,
69(2), 751-759. doi:10.1016/j.jbusres.2015.07.043
Helfat, C. E., Finkelstein, S., Mitchell, W., Peteraf, M. A., Singh, H., Teece, D. J.,
& Winter, S. G. (2007). Dynamic capabilities: foundations. Dynamic
capabilities: Understanding strategic change in organizations, 1-18.
Hill, R. (1998). What sample size is “enough” in internet survey research?
Interpersonal Computing and Technology: An Electronic Journal for the 21st
Century, 6(3-4).

134

Hill, J. & Walton, A. (2021). Impact of organizational slack on innovation
outcomes. The Journal of Management and Engineering Integration, 14 (1),
46-54.
Hoelzle, J. B., Meyer, G. J. (2013). Exploratory factor analysis: Basics and beyond.
In Weiner, I. B., Schinka, J. A., Velicer, W. F. (Eds.), Handbook of
Psychology: Research Methods in Psychology (Vol. 2, 2nd ed., pp. 164-188).
Hoboken, NJ: Wiley.
Holcomb, T. R., Holmes, R. M., & Connelly, B. L. (2009). Making the most of
what you have: Managerial ability as a source of resource value
creation. Strategic Management Journal, 30(5), 457-485.
doi:10.1002/smj.747
Hornstein, H. A. (2015). The integration of project management and organizational
change management is now a necessity. International Journal of Project
Management, 33(2), 291-298.
Hu, L. T., & Bentler, P. M. (1999). Cutoff criteria for fit indexes in covariance
structure analysis: Conventional criteria versus new alternatives. Structural
Equation Modeling: A Multidisciplinary Journal, 6(1), 1-55.
Huesch, M. D. (2013). are there always synergies between productive resources
and resource deployment capabilities? Strategic Management
Journal, 34(11), 1288-1313. doi:10.1002/smj.2068

135

Ikonen, M., Pirinen, E., Fagerholm, F., Kettunen, P., & Abrahamsson, P. (2011).
On the impact of kanban on software project work: An empirical case study
investigation. In 2011 16th IEEE International Conference on Engineering of
Complex Computer Systems, 305-314. IEEE.
Isaac, S., & Michael, W. B. (1995). Handbook in research and evaluation. San
Diego, CA: Educational and Industrial Testing Services
Jayanthi, S., Roth, A. V., Kristal, M. M., & Venu, L. C. (2009). Strategic resource
dynamics of

manufacturing firms. Management Science, 55(6), 1060-

1076. doi:10.1287/mnsc.1090.1002.
Jensen, M. C. 1993. The modern industrial revolution, exit, and the failure of
internal control systems. Journal of Finance, 48: 831-880.
John, O. P., & Soto, C. J. (2007). The importance of being valid: Reliability and the
process of construct validation. In R. W. Robins, R. C. Fraley, & R. F.
Krueger (Eds.), Handbook of research methods in personality psychology
(p. 461–494). The Guilford Press.
Julious, S. A. (2005). Sample size of 12 per group rule of thumb for a pilot study.
Pharmaceutical Statistics, 4, 287-291.
Kaiser, H. F. (1974). An index of factorial simplicity. Psychometrika, 39(1), 31-36.
Kenny, D. A. (2020). Measuring model fit. Retrieved from
http://davidakenny.net/cm/fit.htm on 10/24/21.

136

Ketchen, D. J., Wowak, K. D., & Craighead, C. W. (2014). Resource gaps and
resource orchestration shortfalls in supply chain management: The case of
product recalls. Journal of Supply Chain Management, 50(3), 6-15.
doi:10.1111/jscm.1204.
Khazanchi, S., Lewis, M. W., & Boyer, K. K. (2007). Innovation-supportive
culture: The impact of organizational values on process innovation. Journal
of Operations Management, 25(4), 871-884.
Khin, S., & Ho, T. C. (2019). Digital technology, digital capability and
organizational performance. International Journal of Innovation Science.
Khoshkbarforoushha, A., Wang, M., Ranjan, R., Wang, L., Alem, L., Khan, S. U.,
& Benatallah, B. (2016). Dimensions for evaluating cloud resource
orchestration frameworks. Computer, 49(2), 24-33.
doi:10.1109/mc.2016.56.
Kline, P. (1979). Psychometrics and psychology. London: Academic Press.
Kline, R. B. (2016). Principles and practice of structural equation modeling (4th
ed.). New York: Guilford.
Kraaijenbrink, J., Spender, J.-C., & Groen, A. J. (2010). The Resource-Based
View: A Review and Assessment of Its Critiques. Journal of Management,
36(1), 349–372. https://doi.org/10.1177/0149206309350775
Krejcie, R. V., & Morgan, D. W. (1970). Determining sample size for research
activities. Educational and Psychological Measurement, 30, 607-610.

137

Kumar, R., Ajjan, H., & Niu, Y. (2008). Information technology portfolio
management: Literature review, framework, and research issues. Information
Resources Management Journal, 21(3), 64-87. doi:10.4018/irmj.2008070104
Lance, C. E., Dawson, B., Birkelbach, D., & Hoffman, B. J. (2010). Method
effects, measurement error, and substantive conclusions. Organizational
Research Methods, 13(3), 435-455.
Lawshe, C. H. (1975). A quantitative approach to content validity. Personnel
Psychology, 28(4), 563-575.
Lee, Y. Y., Falahat, M., & Sia, B. K. (2019). Impact of Digitalization on the Speed
of Internationalization. International Business Research, 12(4), 1-11.
Lei, M., & Lomax, R. G. (2005). The effect of varying degrees of nonnormality in
structural equation modeling. Structural Equation Modeling, 12(1), 1-27.
Leibenstein, H. (1969). Organizational or frictional equilibria, X-efficiency, and the
rate of innovation. The Quarterly Journal of Economics, 83(4), 600-623.
doi:10.2307/1885452
Levallet, N., & Chan, Y. E. (2018). Role of Digital Capabilities in Unleashing the
Power of Managerial Improvisation. MIS Quarterly Executive, 17(1).
Levinthal, D., & March, J.G. (1981). A model of adaptive organizational search.
Journal of Economic Behavior and Organization, 2: 307-333.

138

Lewis, M., Brandon‐Jones, A., Slack, N., & Howard, M. (2010). Competing
through operations and supply: The role of classic and extended resource‐
based advantage. International Journal of Operations & Production
Management, 30(10), 1032-1058. doi:10.1108/01443571011082517
Liu, Y., & Liang, L. (2015). Evaluating and developing resource-based operations
strategy for competitive advantage: an exploratory study of Finnish hightech manufacturing industries. International Journal of Production
Research, 53(4), 1019-1037. doi:10.1080/00207543.2014.932936.
Lloret, S., Ferreres, A., Hernandez, A., Tomas, I. (2017). The exploratory factor
analysis of items: Guided analysis based on empirical data and software.
Anales de Psicologia, 33, 417-432.
Loskyll, M., Heck, I., Schlick, J., & Schwarz, M. (2012). Context-based
orchestration for control of resource-efficient manufacturing
processes. Future Internet, 4(4), 737-761. doi:10.3390/fi4030737.
Lyytinen, K., & Rose, G. M. (2003). The disruptive nature of information
technology innovations: the case of internet computing in systems
development organizations. MIS Quarterly, 557-596.
MacCallum, R. C., Browne, M. W., & Sugawara, H. M. (1996). Power analysis and
determination of sample size for covariance structure modeling.
Psychological methods, 1(2), 130.

139

Maritan, C. A. (2001). Capital investment as investing in organizational
capabilities: An empirically grounded process model. The Academy of
Management Journal, 44(3), 513-531. doi:10.2307/3069367
Matzler, K., Bailom, F., Friedrich von den Eichen, S. and Kohler, T. (2013).
Business model innovation: Coffee triumphs for Nespresso. Journal of
Business Strategy, 34(2), 30-37.
Meyer, A. D. (1982). Adapting to environmental jolts. Administrative Science
Quarterly, 27(4), 515-537. doi:10.2307/2392528
Middleton, P., & Joyce, D. (2011). Lean software management: BBC worldwide
case study. IEEE Transactions on Engineering Management, 59(1), 20-32.
Miller, C. C., & Cardinal, L. B. (1994). Strategic planning and firm performance: A
synthesis of more than two decades of research. The Academy of
Management Journal, 37(6), 1649-1665. doi:10.2307/256804
Mintzberg, H. (1994). The fall and rise of strategic planning. Harvard Business
Review, 72(1), 107-114.
Murphy, K. E., & Simon, S. J. (2002). Intangible benefits valuation in ERP
projects. Information Systems Journal, 12(4), 301-320.
Ndofor, H. A., Sirmon, D. G., & He, X. (2011). Firm resources, competitive actions
and performance: Investigating a mediated model with evidence from the
in-vitro diagnostics industry. Strategic Management Journal, 32(6), 640657. doi:10.1002/smj.901.

140

Netemeyer, R. G., Bearden, W. O., & Sharma, S. (2003). Scaling procedures:
Issues and applications. Sage Publications.
Neubert, M. (2018). The impact of digitalization on the speed of
internationalization of lean global startups. Technology Innovation
Management Review, 8(5).
Nohria, N., & Gulati, R. (1996). Is slack good or bad for innovation? Academy of
Management Journal, 39(5), 1245-1264.
Nunally, J. C. (1978). Psychometric theory. New York: McGraw Hill.
Nwankpa, J. K., & Roumani, Y. (2016). IT capability and digital transformation: A
firm performance perspective. Thirty Seventh International Conference on
Information Systems, Dublin.
Ochoa, O. L., Claes, B., Koryak, O., & Diaz, A. (2017). Integration through
orchestration. Journal of Enterprise Information Management, 30(4), 555582. doi:10.1108/jeim-02-2016-0060.
Osborne, J. W., & Costello, A. B. (2004). Sample size and subject to item ratio in
principal components analysis. Practical Assessment, Research, and
Evaluation, 9(1), 11.
Palmer, T. B., & Wiseman, R. M. (1999). Decoupling risk taking from income
stream uncertainty: A holistic model of risk. Strategic Management
Journal, 20(11), 1037-1062.

141

Parida, V., Sjödin, D. R., Lenka, S., & Wincent, J. (2015). Developing global
service innovation capabilities: How global manufacturers address the
challenges of market heterogeneity. Research-Technology Management,
58(5), 35-44.
Penrose, E. (1959) The theory of the growth of the firm, New York, John Wiley.
Podsakoff, P. M., MacKenzie, S. B., Lee, J-Y., & Podsakoff, N. P. (2003).
Common method biases in behavioral research: A critical review of the
literature and recommended remedies. Journal of Applied Psychology,
88(5), 879-903.
Porter, M. E., & Heppelmann, J. E. (2014). How smart, connected products are
transforming competition. Harvard Business Review, 92(11), 64.
Priem, R. L., & Butler, J. E. (2001a). Is the resource-based "view" a useful
perspective for strategic management research? The Academy of
Management Review, 26(1), 22-40. doi:10.2307/259392
Priem, R. L., & Butler, J. E. (2001b). Tautology in the resource-based view and the
implications of externally determined resource value: Further comments.
The Academy of Management Review, 26(1), 57-66. doi:10.2307/259394
Protogerou, A., Caloghirou, Y., & Lioukas, S. (2012). Dynamic capabilities and
their indirect impact on firm performance. Industrial and Corporate
Change, 21(3), 615-647.

142

Rachinger, M., Rauter, R., Müller, C., Vorraber, W., & Schirgi, E. (2019).
Digitalization and its influence on business model innovation. Journal of
Manufacturing Technology Management.
Revelle, W., & Zinbarg, R. E. (2009). Coefficients alpha, beta, omega, and the glb:
Comments on Sijtsma. Psychometrika, 74(1), 145-154.
Ries, E. (2011). The lean startup: How today's entrepreneurs use continuous
innovation to create radically successful businesses. Crown Books.
Robins, J. A. (1992). Organizational considerations in the evaluation of capital
assets: Toward a resource-based view of strategic investment by
firms. Organization Science, 3(4), 522-536. doi:10.1287/orsc.3.4.522
Robinson Jr, R. B., & Pearce, J. A. (1983). The impact of formalized strategic
planning on financial performance in small organizations. Strategic
Management Journal, 4(3), 197-207.
Robinson, J. (2010). Triandis' theory of interpersonal behaviour in understanding
software piracy behaviour in the South African context (Doctoral
dissertation, University of the Witwatersrand).
Royston, J. P. (1983). Some techniques for assessing multivarate normality based
on the Shapiro‐Wilk W. Journal of the Royal Statistical Society: Series C
(Applied Statistics), 32(2), 121-133.
Sarason, Y., & Tegarden, L. F. (2003). The erosion of the competitive advantage of
strategic planning: A configuration theory and resource based view. Journal
of Business and Management, 9(1), 1.

143

Seddon, P. B. (2014). Implications for strategic IS research of the resource-based
theory of the firm: A reflection. Journal of Strategic Information Systems,
23(4), 257-269. doi:10.1016/j.jsis.2014.11.001
Serrador, P., & Pinto, J. K. (2015). Does Agile work?—A quantitative analysis of
agile project success. International Journal of Project Management, 33(5),
1040-1051.
Shinkle, C. M. (2009, August). Applying the Dreyfus model of skill acquisition to
the adoption of Kanban systems at software engineering professionals
(SEP). In 2009 Agile Conference (pp. 186-191). IEEE.
Singh, J. V. (1986). Performance, slack, and risk taking in organizational decision
making. The Academy of Management Journal, 29(3), 562-585.
doi:10.2307/256224
Sirmon, D. G., Hitt, M. A., & Ireland, R. D. (2007). Managing firm resources in
dynamic environments to create value: Looking inside the black box. The
Academy of Management Review, 32(1), 273-292.
doi:10.5465/AMR.2007.23466005
Sirmon, D. G., Gove, S., & Hitt, M. A. (2008). Resource management in dyadic
competitive rivalry: The effects of resource bundling and deployment. The
Academy of Management Journal, 51(5), 919-935.
doi:10.5465/AMJ.2008.34789656.

144

Sirmon, D. G., & Hitt, M. A. (2009). Contingencies within dynamic managerial
capabilities: Interdependent effects of resource investment and deployment
on firm performance. Strategic Management Journal, 30(13), 1375-1394.
doi:10.1002/smj.791
Sirmon, D. G., Hitt, M. A., Arregle, J., & Cambell, J. T. (2010). the dynamic
interplay of capability strengths and weaknesses: Investigating the bases of
temporary competitive advantage. Strategic Management Journal, 31(13),
1386-1409. doi:10.1002/smj.893
Sirmon, D. G., Hitt, M. A., Ireland, R. D., & Gilbert, B. A. (2011). Resource
orchestration to create competitive advantage: Breadth, depth, and life cycle
effects. Journal of Management, 37 (5), 1390-1412.
Sjödin, D. R., Parida, V., Leksell, M., & Petrovic, A. (2018). Smart Factory
Implementation and Process Innovation: A Preliminary Maturity Model for
Leveraging Digitalization in Manufacturing Moving to smart factories
presents specific challenges that can be addressed through a structured
approach focused on people, processes, and technologies. ResearchTechnology Management, 61(5), 22-31.
Sokro, E. (2012). Impact of employer branding on employee attraction and
retention. European Journal of Business and Management, 4(18), 164-173.
Srinivasan, R., & Moorman, C. (2005). Strategic Firm Commitments and Rewards
for Customer Relationship Management in Online Retailing. Journal of
Marketing, 69(4), 193–200. https://doi.org/10.1509/jmkg.2005.69.4.193

145

Steiger, J. H. (2007). Understanding the limitations of global fit assessment in
structural equation modeling. Personality and Individual differences, 42(5),
893-898.
Sullivan, L. E., Johnson, R. B., Mercado, C. C., & Terry, K. J. (Eds.) (2009). The
SAGE glossary of the social and behavioral sciences (1st ed.). Thousand
Oaks, CA: SAGE.
Tabachnick, B.G. and Fidell, L.S. (2007), Using multivariate statistics (5th ed.).
New York: Allyn and Bacon.
Tan, J., & Peng, M. W. (2003). Organizational slack and firm performance during
economic transitions: Two studies from an emerging economy. Strategic
Management Journal, 24(13), 1249-1263. doi:10.1002/smj.351
Tapinos, E., Dyson, R. G., & Meadows, M. (2005). The impact of performance
measurement in strategic planning. International Journal of Productivity
and Performance Management, 54(5/6), 370-384.
doi:10.1108/17410400510604539
Teece, D., Pisano, G., & Shuen, A. (1997). Dynamic capabilities and strategic
management. Strategic Management Journal, 18 (7), 509-533.
Teece, D. J. (2007). Explicating dynamic capabilities: the nature and
microfoundations of (sustainable) enterprise performance. Strategic
Management Journal, 28(13), 1319-1350.

146

Teece, D. J. (2014). The foundations of enterprise performance: Dynamic and
ordinary capabilities in an (economic) theory of firms. The Academy of
Management Perspectives, 28(4), 328-352.
Treece, E. W., & Treece, J. W. (1982). Elements of research in nursing (3rd ed.).
St. Louis, MO: Mosby.
Vaidya, R., Myers, M. D., & Gardner, L. (2013, June). Major issues in the
successful implementation of information systems in developing countries.
In International Working Conference on Transfer and Diffusion of IT (pp.
151-163). Springer, Berlin, Heidelberg.
van Belle, G. (2002). Statistical rules of thumb. New York: John Wiley
Voss, G. B., Sirdeshmukh, D., & Voss, Z. G. (2008). The effects of slack resources
and environmental threat on product exploration and exploitation. The
Academy of Management Journal, 51(1), 147-164.
doi:10.5465/AMJ.2008.30767373
Wang, Z., & Kim, H. G. (2017). Can social media marketing improve customer
relationship capabilities and firm performance? Dynamic capability
perspective. Journal of Interactive Marketing, 39, 15-26.
Ward, P. T., & Duray, R. (2000). Manufacturing strategy in context: environment,
competitive strategy and manufacturing strategy. Journal of Operations
Management, 18(2), 123-138.
Wernerfelt, B. (1984). A Resource-Based View of the Firm. Strategic Management
Journal, 5 (2):171–80. doi:10.1002/smj.4250050207.

147

Wessel, L., Baiyere, A., Ologeanu-Taddei, R., Jonghyuk Cha, & Jensen, T. B.
(2021). Unpacking the Difference Between Digital Transformation and ITEnabled Organizational Transformation. Journal of the Association for
Information Systems, 22(1), 102–129.
Wheaton, B., Muthen, B., Alwin, D. F., & Summers, G. F. (1977). Assessing
reliability and stability in panel models. Sociological Methodology, 8, 84136.
Wiener, M., Mähring, M., Remus, U., Saunders, C., & Cram, W. A. (2019).
Moving is project control research into the digital era: the “Why” of control
and the concept of control purpose. Information Systems Research, 30(4),
1387-1401.
Whitley, B. E. (2002). Principals of research and behavioural science, Boston,
McGraw-Hill.
Wiesböck, F., & Hess, T. (2020). Digital innovations: Embedding in organizations.
Electronic Markets: The International Journal on Networked Business,
30(1), 75. https://doi-org.portal.lib.fit.edu/10.1007/s12525-019-00364-9
Wilson, F. R., Pan, W., & Schumsky, D. A. (2012;). Recalculation of the critical
values for Lawshe’s content validity ratio. Measurement and Evaluation in
Counseling and Development, 45(3), 197-210.
doi:10.1177/0748175612440286
Winter, S. G. (2003). Understanding dynamic capabilities. Strategic Management
Journal, 24(10), 991-995. doi:10.1002/smj.318

148

Wiseman, R.M., & Bromiley P. (1996). Toward a model of risk in declining
organizations: An empirical examination of risk, performance and decline.
Organization Science, 7, 524-543.
Wittkop, A., Zulauf, K., & Wagner, R. (2018). How digitalization changes the
internationalization of entrepreneurial firms: theoretical considerations and
empirical evidence. Management Dynamics in the Knowledge Economy,
6(2), 193-207.
Woodside, A. G. (2013). Moving beyond multiple regression analysis to
algorithms: Calling for adoption of a paradigm shift from symmetric to
asymmetric thinking in data analysis and crafting theory. Journal of
Business Research, 66(4), 463-472. doi:10.1016/j.jbusres.2012.12.021
Yetter, G., & Capaccioli, K. (2010). Differences in responses to Web and paper
surveys among school professionals. Behavior Research Methods, 42(1),
266-272.
Yi, Y., Li, Y., Hitt, M. A., Liu, Y., & Wei, Z. (2016). The influence of resource
bundling on the speed of strategic change: Moderating effects of relational
capital. Asia Pacific Journal of Management, 33(2), 435-467.
doi:10.1007/s10490-016-9458-z.
Zajac, E. J., Golden, B. R., & Shortell, S. M. (1991). New organizational forms for
enhancing innovation: The case of internal corporate joint ventures.
Management Science, 37(2), 170-184. doi:10.1287/mnsc.37.2.170

149

Zhang, Q., She, Q., Zhu, Y., Wang, X., Palacharla, P., & Sekiya, M. (2014).
Survivable resource orchestration for optically interconnected data center
networks. Optics Express, 22(1), 23-29. doi:10.1364/OE.22.000023.
Zika-Viktorsson, A., Sundström, P., & Engwall, M. (2006). Project overload: An
exploratory study of work and management in multi-project settings.
International Journal of Project Management, 24(5), 385-394.
Zimmer, M. P. (2019). Improvising digital transformation: Strategy unfolding in
acts of organizational improvisation. Twenty-fifth Americas Conference on
Information Systems, Cancun.
Zott, C. (2003). Dynamic capabilities and the emergence of intraindustry
differential firm performance: Insights from a simulation study. Strategic
Management Journal, 24(2), 97-125.

150

Appendices
Appendix 1: Survey Questionnaire
•
•
•
•
•
•

Is the technology function at your company centralized (single global
leader)?
Where is your company's headquarters located?
What is your company's annual revenue (USD)?
What industry does your firm earn most of its revenue in?
In what regions does company conduct business? (Select all that apply)
In approximately how many countries do you operate in?

DIGITALIZATION: Please describe your average annual investment in the
following digital capability areas over the last 2 years.
• Market sensing capabilities
• Customer linking capabilities (i.e. creating and managing durable customer
relationships)
• Channel management capabilities (i.e. creating and managing relationships
with channel partners such as wholesalers and retailers)
• Product and service development capabilities
SLACK 1: Assume that due to some sudden development, 10% of the time of all
people working in your department has to be spent on work totally unconnected
with the tasks and responsibilities of your department. How seriously do you
anticipate that your output will be affected over the next year?
• Output will not be affected
• Output will fall by about 5%
• Output will fall by about 10%
• Output will fall by about 15%
• Output will fall by about 20%
SLACK 2: Assume that due to a similar development, your department's annual
operating budget is reduced by 10%. How significantly do you anticipate that your
work will be affected over the next year?
• Output will not be affected
• Output will fall by about 5%
• Output will fall by about 10%
• Output will fall by about 15%
• Output will fall by about 20%
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Consider your company's capabilities (not just the technology function) in
executing digitalization projects and indicate your level of agreement with the
following statements. (Responses on 7- point Likert Scale from Disagree to Agree)
• ALIGNMENT 1: We are able to resolve conflicts between projects and
operations.
• SPEED 2: Projects that are broken down into small discrete deliverables are
more likely to receive funding.
• ALIGNMENT 5: We have a single and agreed company wide prioritization
of all digitalization projects.
• PROJECT_MGT: We have strong project management competencies.
• ALIGNMENT 6: Before we initiate new projects we assess the impact to
existing projects.
• ALIGNMENT 3: When resource conflicts occur we are able to resolve
them.
• ALIGNMENT 2: All business functions understand the project
requirements of them at initiation.
• SPEED 3: The majority of our discrete project deliverables are
implemented in periods of 6 months or less.
• SPEED 1: We are able to quickly change the scope of digitalization project
deliverables.
• CHANGE_MGT: We have strong organizational change management
competencies
• ALIGNMENT 4: We understand our organizational capacity for executing
projects.
DIGITAL: Please describe your digital capabilities relative to your top three major
competitors for each category. (Responses on 5-point Likert scale from Much
Worse to Much Better)
• Market sensing capabilities
• Customer linking capabilities (i.e. creating and managing durable customer
relationships)
• Channel management capabilities (i.e. creating and managing relationships
with channel partners such as wholesalers or retailers)
• Product and service development capabilities
PERFORMANCE: For your major product line, indicate your position with
respect to your top three major competitors on the following dimensions.
(Responses on 5-point Likert scale from Lower to Higher)
• Sales Growth
• Market Share Growth
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Appendix 2: Summary of Statistical Test Measures

Pilot Sample Size
Generic Rule of Thumbs

Factor Analysis minimum ration of sample size to factors

Main Study Sample Size
Cochran's Formula for continuous data

Study
Metrics

Study
Thresholds

Literature
Recommended
Metric

References

Researcher Rationale & Comments

25

20

8.33

20

10
10 - 30
12
19
2:1
3:1
5:1
6:1
10:1

Treece & Treece, 1982
Isaac & Michael, 1995; Hill, 1998
van Belle, 2002; Julious, 2005
Dochteman & Jenkins, 2011
Kline, 1979
Cattell, 1978
Gorosuch, 1983; Bryant & Yarnold, 1995
Cattell, 1978
Nunnally (1978) but this was not supported
by statistical research (Osbourne & Costello,
2004)

The study called for a minimum sample size of 20 . This conclusion was
based on the observation that it respresented the midpoint of the generic rule
of thumbs and research by Dochteman and Jenkins (2011) determined that a
sample size of 19 was sufficient in 90% of the cases tested. Finally, the most
conservative ratio of population to the number factors was 18 (based on 3:1
ratio).

132

119

Cochran, 1977; Cartlett et al., 2001
Faul et al., 2007

Two checks were made to establish the main study sample size. One was
based on the statistical requirement for continuous data and the other was a
powered analysis. The power analysis assumed a medium effect size for the
regression.

All > -1.16
and < .07

Between -2 and
2

G*Power (Power = .95, alpha = .05, R2 = .13)

Preliminary Data Checks
Skewness and Kurtosis Statistics (normal univariate
distribution assumption)

119
89

Between -2 and 2 George & Mallery, 2019

Non-statistical checks: Distribution of responses across demographics using frequency descriptives
Exploratory Factor Analysis (EFA)
EFA Suitability
Correlations between variables
>.6
At least one >.3 At least one >.3 Hair et al., 2010
for each variable for each variable
Kaiser-Meyer-Olkin (KMO)
0.75
>.7
> .5
Kaiser, 1974
>.7
Hoelzle & Meyer, 2013; Lloret et al., 2017

153

For exploratory data analysis in activities like EFA and CFA, techniques such
as skewness, kurtosis, histogram, or stem-leaf diagram are typically used to
ensure normal distribution. Skewness and kurtosis provide statistical outputs
while the other methods rely on visual inspection.

A factor analysis assumes there is correlation between the variables. The
researcher selected the most conservative cut-off.
KMO is the test used to understand the sampling adequacy of each variable
and the entire model. The statistic measures the degree to which variance
among variables is common. A higher number indicates a lower proportion
of the variance being a result of common variance. The researcher adopted the
most conservative cut-off.

Study
Metrics

Study
Thresholds

Literature
Recommended
Metric

EFA Suitability (Continued)
Bartlett's test of sphericity

p < .001

p < .05

Statistically
significant

Bartlett, 1954

EFA Factor Loading Threshold

.68 - .93

0.55

0.4

Stevens, 1992

0.55
0.6

Comrey & Lee, 1992
Guadagnoli & Velicer, 1988
Green et al., 1977; Nunally, 1978; Devellis
& Thorpe,
2021
Revelle
et al.,
2009

Cronbach alpha is the widely adopted measure for reliability.

Wilson et al., 2012

CVR is the appropriate statistic to measure content validity.

Reliability
Cronbach alpha
McDonald’s omega

Validity
Content validity ratio (CVR)
Convergent validity
Composite Reliability (C.R.),
Average Variance Extracted (AVE)

Discriminant validity
Correlations between the constructs
Comparing the square root of AVE for each construct to
the inter-construct correlations

References

Researcher Rationale & Comments

Bartlett’s test for Sphericity is used to check to see if there is a redundancy
between variables that can be then reduced into factors. It compares the
correlation matrix to the identity matrix. The result should be statistically
significant. An alpha of .05 was used.
The author chose .55 as the cut off for the factor loading threshold when
starting the analysis as it represented the most conservative value in the more
recent research.

.8 - .91
.846 - .91

> .70
> .70

> .70
> .70

1

> 0.741

> 0.741

.62 - .82

> .5

> .5

Fornell & Larcker, 1981; Netemeyer,
Bearden, & Sharma, 2003

Composite Reliability was used to verify the internal consistency of the scale
items. The recommended threshold was adopted.

.86 - .91

> .8

> .8

Fornell & Larcker, 1981; Netemeyer,
Bearden, & Sharma, 2003

Average Variance Extracted was utilized to understand the level of variance
captured by constructs versus that due to measurement error. The
recommended threshold was adopted.

.10 - .54
All >

< 0.9
Square root
greater

.39 and .88

p > .05

< 0.9
Hair et al., 2010
Square root greater Fornell & Larcker, 1981

One of the key assumptions of Cronbach's alpha is tau-equivalence. While at
high factor loadings this requirement becomes less of an issue McDonald's
omega was selected as an additional reliability measure.

The correlations between the constructs should be less than .9.
The square root of AVE should exceed the inter-construct correlations.

Nonresponse Bias
Levene's test for equality of variances

p not statistically
significant
Levene, 1960
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The objective was to not reject the null hypothesis that the population
variances are equal. An alpha of .05 was used.

Confirmatory Factor Analysis (CFA)
Normed chi-square

RMSEA

CFI
SRMSR
Common method variance (CMV)
Harman One-Factor Test
Multiple Regression Assumptions
Durbin-Watson statistic

Multicollinearity
Pearson correlation coefficients among the independent
variables
Variance Inflation Factors (VIFs)

Study
Metrics

Study
Thresholds

Literature
Recommended
Metric

References

1.58

< 2.0

< 2.0

Tabachnick and Fidell, 2007 (Most
conservative)

0.067

< .07

0.952
0.059

> .95
< .06

< .08
< .07
< .06
> .95
< .06

MacCallum et al., 1996
Steiger, 2007
Hu & Bentler, 1999
Hu & Bentler, 1999
Hu & Bentler, 1999

0.369

< 50%

< 50%

2.106

1.5 - 2.5

1.5 - 2.5

All < .63

< .8

<.8

Garson, 2012

1.046 2.508

<5

<10

Hair, et al., 2010; Cohen et al., 2015

Podsakoff & Organ, 1986

Researcher Rationale & Comments

The normed chi-square was used as it attempts to overcome the limitations of
sample size found in using the chi-square statistic. The most conservative cutoff was adopted.
Kline (2016) states that beyond the chi-square statistic, the most widely cited
goodness of fit measures are the CFI, RMSEA, SRMSR. The researcher
adopted the cutoff cited in the most recent research on RMSEA and the
recommended thresholds for CFI and SRMSR.

The Harman One-Factor Test is the single statistical test for CMV. The
eigenvalue for the single loaded factor should be less than 50%.
The Durbin-Watson statistic is used to verify the independence of residuals
(no autocorrelation). The result should be near 2 with a range of 1.5 to 2.5
generally accepted as indicating no autocorrelation.

With a smaller sample size the best practice is to reduce the maximum
allowable VIF. The author reduced the threshold by 50% and adopted a VIF
of 5 as the cut-off.

Non-statistical checks
Homoscedasticity: visual inspection of a plot of standardized residuals versus standardized predicted values. Should be balanced distribution of the
residuals around the baseline.
Normally distributed residuals : Visual inspection of normal probability plot should show standardized residuals fit along the diagonal
Pearson Correlation
Assumptions
Shapiro-Wilk test (bivariate normality assumption)
p = .121
p >.05
p not statistically Royston, 1983
significant
Non-statistical test: linear relationship between the variables, as indicated through a visual inspection of the scatterplot and no outliers
Correlation Coefficient (large effect)
0.63
> .5
> .5
Cohen, 1988; Gignac & Szodorai, 2016
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The objective was to not reject the null hypothesis that the population is
normally distributed. An alpha of .05 was used.
A coefficient greater than .5 indicates a large effect size.

