A number of regularization methods for discrete inverse problems consist in considering weighted versions of the usual least square solution. These filter methods are generally restricted to monotonic transformations, e.g. the Tikhonov regularization or the spectral cut-off. However, in several cases, non-monotonic sequences of filters may appear more appropriate. In this paper, we study a hard-thresholding regularization method that extends the spectral cut-off procedure to non-monotonic sequences. We provide several oracle inequalities, showing the method to be nearly optimal under mild assumptions. Contrary to similar methods discussed in the literature, we use here a non-linear threshold that appears to be adaptive to all degrees of irregularity, whether the problem is mildly or severely ill-posed. Finally, we extend the method to inverse problems with noisy operator and provide efficiency results in a conditional framework.
Introduction
We are interested in recovering an unobservable signal x 0 , based on noisy observations of the image of x 0 through a linear operator A. The observation y satisfies the following relation
y(t) = Ax 0 (t) + ε(t),
where ε is a Gaussian random process representing the noise. This problem is studied in [6, 10, 12] and in many applied fields such as medical imaging in [15] or seismography in [16] for instance. When the measured signal is only available at a finite number of points t 1 , . . . , t n , the operator A must be replaced by a discrete version A n : x → (Ax(t 1 ), . . . , Ax(t n )) t , leading to a discrete linear model
with y ∈ R n (v t denotes the transpose of v). Difficulties in estimating x 0 occur when the problem is ill-posed, in the sense that small perturbations in the observations induce large changes in the solution. This is caused by an ill-conditioning of the operator A n , reflected by a fast decay of its singular values b 2 i . In such problems, the least square solution, although having a small bias, is generally inefficient due to a too large variance. Hence, regularization of the problem is required to improve the estimation. A large number of regularization methods Keywords and phrases. Inverse problems, singular value decomposition, hard-thresholding. 1 Institut de Mathématiques de Toulouse, Université Paul Sabatier Toulouse III, 118 route de Narbonne, 31062 Toulouse, France. rochet@math.univ-toulouse.fr are based on considering weighted versions of the least square estimator. The idea is to allocate low weights λ i , or filters, to the least square coefficients that are highly contaminated with noise, thus reducing the variance, at the cost of increasing the bias at the same time. The most famous filter-based method is arguably the one due to Tikhonov (see [18] ), where a collection of filters is indirectly obtained via a minimization procedure with 2 penalization. Tikhonov filters are entirely determined by a parameter τ that controls the balance between the minimization of the 2 norm of the estimator and the residual. Another well spread filter method that will be given a particular attention, is the spectral cut-off discussed in [2, 8, 9] . One simply considers a truncated version of the least square solution, where all coefficients corresponding to arbitrarily small eigenvalues are removed. Thus, spectral cut-off is associated to binary filters λ i , equal to 1 if the corresponding eigenvalue b i exceeds in absolute value a certain threshold τ , and 0 otherwise.
A common feature of spectral cut-off and Tikhonov regularization is the predetermined nature of the filters λ i , defined in each case as a fixed non-decreasing function f (τ, .) of the eigenvalues b 2 i , and where only the parameter τ is allowed to depend on the observations. However, in many situations, non-monotonic sequences of filters may seem to be more appropriate. Actually, optimal values for λ i generally depend on both the noise level, which is determined by the eigenvalue b i , and the component, say x i , of x 0 in the direction associated to b i . A restriction to monotonic collections of filters may turn out to be inefficient in situations where the coefficients x i are uncorrelated to the singular values of the operator A n .
Regularization methods involving more general classes of filters have also been treated in the literature. For example, the unbiased risk estimation (URE) introduced by Stein in [17] and studied in this context in [6] , applies to arbitrary classes of filters, dealing in particular with non-monotonic collections. However, this approach has proven inefficient in cases where the set of possible values for the filters grows exponentially with the number of observations. A suitable alternative is given by the more recent risk hull method discussed in [4] , although the computation of the estimator may require computationally expensive Monte-Carlo procedures.
Here, we focus on the class of unrestricted binary filters λ i ∈ {0, 1}, known as projection filters. The computation of the estimator relies on the choice of a proper set of coefficients, m ⊆ {1, . . . , n}, which increases the number of possibilities compared to the spectral cut-off. A suitable set m is chosen by a hard-thresholding procedure on the observations, which results in selecting only the indices i for which the corresponding observation is greater (in absolute value) than a threshold c i . While most thresholding methods studied in the literature consider a threshold proportional to the variance (see for instance [1] or [14] ), we propose a non-linear threshold that adapts to all degree of irregularity. We show this method to satisfy a non-asymptotic oracle inequality, when the oracle is computed in the class of projection filters. Moreover, we show our estimator to nearly achieve the rate of convergence of the best linear estimator in the maximal class of filters, i.e. when no restriction is made on λ i .
It many actual situations, one may consider that the operator A n is not known precisely and only an approximation of it is available. Regularization of inverse problems with approximate operator is studied in [5, 7, 11] . We tackle the problem of estimating x 0 in the situation where we observe independently a noisy versionb i of each eigenvalue b i . We consider a framework where the observationsb i are made once and for all, and are thus seen as non-random. We provide a bound on the conditional risk of the estimator, given the values ofb i , in the form of a conditional oracle inequality.
The paper is organized as follows. We introduce the problem in Section 2. We define our estimator in Section 3, and provide two kinds of oracle inequalities and numerical applications. Section 4 is devoted to an application of the method to inverse problems with noisy operators. The proofs of our results are postponed to Appendix A.
Problem setting
Let (X , . ) be a Hilbert space and A n : X → R n (n > 2) a linear operator. We tackle the problem of recovering an unknown signal x 0 ∈ X based on the indirect observations
where ε is a Gaussian vector representing the noise. We assume that ε is centered with known covariance matrix σ 2 I, where I denotes the identity matrix. We endow R n with the inner product u, v n = 1 n u t v and the associated norm . n and we note A * n : R n → X the adjoint of A n . Let K n be the kernel of A n and K ⊥ n its orthogonal in X which we assume to be of dimension n. The fact that A n is surjective ensures that the observation y provides information in all directions. If this condition is not met, one may simply reduce the dimension of the image in order to make A n surjective.
..,n be a singular system for the linear operator A n , that is,
n > 0 are the ordered non-zero eigenvalues of the self-adjoint operator A * n A n . The φ i 's (resp. ψ i 's) form an orthonormal system of K ⊥ n (resp. R n ). Note that due to the discretized nature of the problem, b i , φ i , ψ i all depend on n although the dependency is dropped to ease notations.
The efficiency of the estimator relies first of all on the accuracy of the discrete operator A n and how "close" it is to the true value A. The convergence of the estimator toward x 0 is subject to the condition that the distance of x 0 to the set K ⊥ n tends to 0, which is reflected by a proper asymptotic behavior of the design t 1 , . . . , t n . This aspect is not discussed here, we consider a framework where we have no control over the design t 1 , . . . , t n and we focus on the convergence of the estimator toward the best approximate solution x † , that is, the orthogonal projection of x 0 onto K ⊥ n . Remark that the best approximate solution can also be expressed as the image of A n x 0 through the generalized Moore-Penrose inverse operator
We refer to [8] for more details. Searching for a solution in the subspace K ⊥ n allows to reduce the number of regressors to n. Then, estimating x † can be made using a classical linear regression framework where the number of regressors is equal to the dimension of the observation. Decomposing the observation in the singular basis {ψ i } i=1,...,n leads to the following model 
In this model, the noise η = (η 1 , . . . , η n ) t is Gaussian with diagonal covariance matrix, as we have 
Filterbased methods aim to cancel out the high frequency noises by allocating low weights to the components z i corresponding to small singular values. A widely used example is the Tikhonov regularization, with weights of the form λ i = (1 + τσ
The Tikhonov solution can be expressed as the minimizer of the functional
which makes the method particularly convenient in cases where the SVD of A * n A n or the coefficients z i are not easily computable. We refer to [3, 18] for further details.
Another common filter-based method is the truncated singular value decomposition or spectral cut-off studied in [2, 8, 9 ]. An estimator of x 0 is obtained as a truncated version of z, where all coefficients z i corresponding to arbitrarily small singular values are replaced by 0. This approach can be viewed as a principal component analysis, for which only the highly explanatory directions are selected. The spectral cut-off estimator is associated to filters of the form λ i = ½{i ≤ k}, where ½{.} denotes the indicator function and k is a bandwidth to be determined. Data-driven methods for selecting suitable values of k are discussed in [3, 4, 9, 19, 20] .
A natural way to generalize the spectral cut-off procedure is to enlarge the class of estimators by considering non-ordered truncated versions of z, as made in [12, 13] or [14] (see also examples 1 and 2 in [6] ). This approach reduces to a model selection issue where each model is identified with a set of indices m ⊆ {1, . . . , n}. Precisely, for m a given model, definex m ∈ K ⊥ n and x m ∈ K ⊥ n as the orthogonal projections of z and x 0 respectively onto
The objective is to find a model m that makes the expected risk E x m − x 0 2 small. The computation of the estimator no longer relies on the choice of one parameter k ∈ {1, . . . , n} as for spectral cut-off, but on the choice of a set of indices m ⊆ {1, . . . , n}, which increases the number of possibilities. In particular, this approach allows non-monotonic collections of filters that may perform better than decreasing sequences obtained by spectral cut-off. To see this, write the bias-variance decomposition of the estimatorx m for a deterministic model m,
which follows by
In these settings, it appears that in order to minimize the risk, best is to select indices i for which the component x 2 i is larger than the noise level σ 
Hard-thresholding regularization
The construction of the projection estimator reduces to finding a proper set m. An optimal value for m (minimizing the risk) is obtained by keeping small simultaneously the bias term i/ ∈m x i . An optimal model is thus given by m * := i :
The coefficients x i being unknown to the practitioner, the optimal set m * can not be computed in practical cases. For this reason it is referred to as an oracle. We shall now provide a model m constructed from the available information, that mimics the oracle m * . Fixing a threshold on the coefficients x i being impossible, we propose to use a threshold on the coefficients z i . Precisely, consider the set
..,n a sequence of positive parameters to be chosen and where we recall that y i = b i z i . Obviously, the behavior of the resulting estimatorx m relies on the choice of the sequence {μ i } i=1,...,n : the larger the μ i 's, the more sparse isx m . It must be chosen so that the resulting set m contains only the indices i for which the noise level is small compared to the actual value of x i , but the only knowledge of the observations z i and the variances σ 2 i makes it a difficult task. A number of thresholding procedures have been studied in the inverse problem literature. In [13] , Loubes proposes a 1 -penalization procedure to the inverse problem, corresponding to a soft-thresholding approach with a threshold on y 2 i of the order c log n n σ 2 , for some c > 0. In [1] , Abramovich and Silverman discuss an approach based on the decomposition of the observation in a wavelet basis, for which the coefficients can be selected via a thresholding criterion. Here again, a threshold of the order c log n n σ 2 is suggested. For these two approaches, the threshold is a linear function of the variance, which with our notations, corresponds to taking a parameter μ i = c log n that does not depend on the index i. In Theorem 3.1, we discuss the accuracy of using a non-linear threshold.
Oracle inequalities
In the definition of m, the choice of the parameters μ i is crucial. Too large values of μ i will result in an under-adjustment, keeping too few relevant components z i to estimate x 0 . On the contrary, a small value of μ i increases the probability of selecting a component z i that is highly affected with noise. Thus, it is essential to find a good balance between these two types of errors.
We introduce the notation κ n = sup i∈m * b
−2
i . Remark that the sequence {n −1 κ n } n∈N is bounded by x 0 2 . Besides, the condition κ n = o(n) is actually quite mild, as it occurs for instance in the ideal case where the SVD of A * n A n does not depend on n, or if it converges in a weak sense toward the SVD of A * A (typically, if the sequence {b i , φ i } n∈N converges in R × X as n → ∞, for all i).
, which have χ 2 distribution with one degree of freedom. Moreover, we use the notation a ∨ b = max{a, b}.
The advantage of the method is that suitable values of θ and β can be chosen prior to the observations, based only on the degree of ill-posedness, i.e. on the behavior of the singular values b −2 i . In order to control the residual term, we propose to take θ and β such that
while θ is chosen sufficiently large to keep the term log(θ −1 κ n ) small. Let us discuss some examples. In the literature, we usually distinguish three main kinds of inverse problems. The problem can be well-posed, meaning that the eigenvalues of (A * n A n ) † are bounded, b = O(e 2it ) for some t > 0, the condition (3.1) is fulfilled for β > 1 and θ ∼ log n. We will show in Section 3.3 that these parameter values provide adaptive estimators.
The estimatorx m being built using binary filters λ i ∈ {0, 1}, it is natural to measure its efficiency by comparing its risk to that of the best linear estimator in this class. Nevertheless, we see in the next corollary that a similar oracle inequality holds if we consider the oracle in the maximal class of filters, that is, allowing the λ i 's to take any real value. 
This result is a straightforward consequence of Lemma A.2 in the Appendix, where it is shown that the oracle in the class of binary filters λ i ∈ {0, 1} achieves the same rate of convergence up to a factor 2, as the best filter estimator obtained with non-random values of λ. This results points out that the class of unrestricted binary filters only induces a slight loss of efficiency compared to the maximal class.
Comparison with unbiased risk estimation and risk hull method
In a general point of view, the estimatorx m can be obtained via a minimization procedure, using a BIC-type criterion for heteroscedastic models,
However, expressing the estimator as the solution to a minimization problem does not ease the computation. The method requires in any case calculation of the SVD of A * n A n and the coefficients z i , which may be computationally expensive. On the other hand, the computation of the estimator is simple once the decomposition of z in the SVD of A * n A n is known, as it suffices to compare each coefficient z 2 i to the threshold 4σ
Let us compare our approach to general methods dealing with arbitrary classes of filters. First, we discuss the unbiased risk estimation (URE) introduced in [17] and studied in [6] in the inverse problem framework. The method constructs an estimator of x 0 via the minimization of an unbiased estimate of the risk, over an arbitrary set Λ of filters. When restricted to the class of projection filters λ i ∈ {0, 1}, unbiased risk estimation reduces to minimizing over the collection M of all subsets of {1, . . . , n}, the criterion
The minimum is achieved for the set m = {i : z
i }, which corresponds to taking μ i = 1/2. This choice is shown to be unadapted to the class of projection filters λ i ∈ {0, 1} in Proposition 2 in [6] , yielding a residual term of the order of the constant.
A good alternative to URE is the risk hull method (RHM) discussed in [4] . Rather than considering an unbiased estimate of the risk, the idea of RHM is to find a function (λ) that bounds the risk from above, uniformly over the class Λ of filters. So, let (.) be such that
The estimator is then defined via the minimizerλ of λ → (λ) over Λ. By the previous inequality, we obtain an upper bound of the risk by
The risk hull has to be chosen as small as possible, while still satisfying (3.2), in order to obtain a sharp bound on the risk of the estimatorx(λ). An analytic form of the minimal risk hull may be difficult to obtain but it can be computed by Monte-Carlo (see [4] ). In the class of projection filters where all filter λ can be canonically identified with a model m ⊆ M, the objective is to find : M → R such that
Although it is not necessarily minimal, convenient is to consider a risk hull of the form (m) = δ + i/ ∈m x 2 i + i∈m c i , where δ ≥ 0 is a tolerance term and the c i 's are such that 
Simulations
We shall now see numerical applications. We consider an heteroscedastic sequential model,
with ε i ∼ N (0, 1). This model illustrates the inverse problem, where the observation is expressed via the singular value decomposition of the operator A n . So, the x i 's stand for the coefficients of x 0 in the singular basis {φ i }, i.e. x i = x 0 , φ i . The noises ε i are independently drawn from a standard Gaussian distribution. The variance of the model is determined by the non-decreasing sequence {σ
..,n which reflects the decay of the spectrum of A n A * n . For now, we do not need to specify the value of basis {φ i }, as it is not directly involved in the model. Consequently, the function of interest x 0 is not fully determined. Nevertheless, this framework covers several possible values for x 0 , depending on the underlying value of the operator A n .
We calculate the risks of the following statistics.
•x m * is the optimal linear projection estimator defined in Section 3.2, obtained with the filters λ i = ½{x For the last two estimators, the value of the parameter β is taken such that i . This results in the function of interest being somehow correlated with the SVD of A n , which makes the spectral cut-off method particularly efficient. We see that the estimator of Theorem 3.1 with optimal tuning parameter θ * nearly achieves the same efficiency as the optimal spectral cut-off estimate. We remark moreover a gap between the risk ofx * th and that of the best linear threshold estimatex * lin . Finally, the estimator computed with the arbitrary value θ = log n is rather satisfactory, as it performs as well as the best linear threshold. These remarks hold for all degrees of ill-posedness and for the two sample sizes.
To illustrate these results, we consider an operator A * n A n with eigenfunctions {φ 2k = cos(kπ.), φ 2k+1 = sin(kπ.), k ∈ N}, forming an orthogonal system on L 2 ([−1; 1]). We assume that the coefficients x i are the decomposition of the signal in this basis. We see in the graphics below a realization of the estimator and the linear threshold oracle when the problem is mildly ill-posed (b −2 i i 2 ). The simulations are made both for n = 50 and n = 200.
Mildly ill-posed problem: b
On both graphics, we observe that the optimal linear threshold tends to be overly smooth while the non-linear threshold estimator (here obtained with the arbitrary value θ = log n) matches more the true function. In the following graphics, we compare realizations of the optimal spectral cut-off and the optimal non-linear threshold estimator obtained with optimal tuning parameter θ * .
In this example, the coefficients x i are computed in a way that the sequence {x i } tends to decrease as the variance σ 2 i grows. As a result, the spectral cut-off procedure appears to be very efficient (with optimal bandwidth) because only the first coefficients are likely to belong in the optimal model m * . Nevertheless, the above graphics show that the non-linear threshold estimator performs roughly as well with optimal tuning parameter θ * . We now consider an example where no condition is imposed on the trend of the sequence {x i }. To do so, we draw a uniform random permutation ρ(.) on the indices i = 1, . . . , n and we compute the coefficients In this table, we observe a significant difference of efficiency between the spectral cut-off and the threshold procedure for a low degree of ill-posedness. This difference vanishes as the regularity decreases, as we see that the risk of the spectral cut-off estimator with optimal bandwidth is roughly equal to that of the non-linear threshold estimator obtained with optimal value of θ in the cases b i . Here again, we observe that the efficiency of the estimator obtained for θ = log n performs overall as well as the best linear threshold.
In this particular case, the spectral cut-off estimator remains overly smooth with optimal bandwidth, especially with a low degree of ill-posedness, as we see in the graphics above. The efficiency is increased using a threshold procedure, even with non-optimal values of the tuning parameter (here again, the estimator is computed taking θ = log n). We observe that the thresholding procedure becomes roughly as efficient as the spectral cut-off (with optimal tuning parameters) when the degree of ill-posedness increases, making the last coefficients x i harder to estimate.
Regularization with unknown operator
We shall now discuss a situation where the operator A n is not precisely known and is observed with a noise, independently from y. This situation is studied in [5, 7] or [11] . As in [5] , we assume that the eigenvectors φ i and ψ i are known. This seemingly strong assumption is actually met in many situations, for instance if the problem involves convolution or differential operators which can be decomposed in Fourier basis (see also the examples in [3] ). Thus, only the eigenvalues b i are unknown and we assume they are observed independently of y, with a centered noise ξ i with known variance s 2 > 0:
The method discussed in this paper is different according to whether the eigenvalues are known exactly or observed with a noise. Thus, we need to assume here that s is positive and the known operator framework can not be seen as a particular case. Moreover, we assume that the ξ i 's are independent and satisfy the two following conditions. A1. There exist K, α > 0 such that ∀t > 0, ∀i = 1, . . . , n, P(ξ
The condition A1 simply states that the ξ i 's have finite exponential moments. The condition A2 is hardly restrictive, and is fulfilled for instance as soon as the ξ i 's are identically distributed. As we shall see in the sequel, the method requires knowledge of the constant δ (or at least an upper bound for it), but no information on the constants α, K or C is needed to build the estimator.
Knowing the eigenvectors of A * n A n allows us to write the model in the form
In our framework where the actual eigenvalues b i are unknown, a natural estimator of each component x i is obtained byz i =b
−1
i y i , provided thatb i = 0. However, it is clear that this estimate is not satisfactory ifb i is far from the true value (consider for instance the extreme case whereb i = 0 or ifb i and b i are of opposite signs). Actually, the naive estimatorb
can not be used efficiently to estimate b
because it may have an infinite variance. In [5] , the authors fix a threshold w the estimate can not exceed and consider an estimator of b
if |b i | > 1/w and null otherwise. As we shall see below, we use the same idea here, where the threshold fixed on theb i 's is implicitly part of the variable selection process.
We can reasonably assume that null values ofb i do not provide any relevant information and can not be used to estimate x 0 . Thus, to avoid considering trivial situations, we assume that allb i are non-zero. In all generality, thez i 's can be viewed as noisy observations of x i by writing
, where we recall ε i = ε, ψ i n . As in the previous section, we propose a threshold procedure to filter out the observationsz i that are potentially highly contaminated with noise. Here, the noiseη i is more difficult to deal with because it depends on the unknown coefficient x i .
Our objective is to find an optimal variable selection criterion conditionally to theb i 's. In order to do so, we consider a framework where theb i 's are observed once and for all, and are treated as non-random. Thus, we define as an oracle, a model m * ξ minimizing the conditional risk E ξ x m − x 0 2 , where E ξ (.) denotes the expectation knowing ξ = (ξ 1 , . . . , ξ n ) t . Following a similar argument as in the previous section, a model minimizing the conditional risk contains only the indices i for which the coefficient x 2 i is larger than the noise level. Hence, we may define m * ξ = {i :
A notable difference here is that the noiseη i actually depends on the value x i . We can calculate the conditional expectation ofη 
where we setσ
After simplifications, it appears that the optimal model conditionally to the ξ i 's can be expressed in the two following equivalent forms
In the first expression, we see that the oracle selects indices i for which the observationb i exceeds a certain value depending on both x i and b i . Interestingly, componentsz i corresponding to observations |b i | smaller than half the true eigenvalue |b i | are not selected in the oracle, regardless of the coefficient x i . Here again, the optimal model m * ξ can not be used in practical cases since it involves the unknown values x i and ξ i . We can only try to mimic the optimal threshold, based on the observationsz i andb i . Consider the set
where {ν i } i=1,...,n are parameters to be chosen and δ is the constant defined in A2. With this definition, only the indices for which the observationb i is larger than a certain value, namely δs, are selected. This conveys the idea discussed in [5] , that when b i is small compared to the noise level, the observationb i is potentially mainly noise. Remark however that in [5] , the lower limit for the observed eigenvalues is s log 2 (1/s), while in our method, it is chosen of the same order as the standard deviation s.
Define the set M = {i : |b i | < 2δs}. 
The threshold is chosen in order to control the conditional risk. Inspection of the proof shows that choosing a term ν i = 2 log(ib −2 i ) involving the index i in the logarithm enables to control the variance regardless of the degree of ill-posedness and the nature of the inverse problem. The main interest of this result lies in the fact that it provides an oracle inequality, conditionally to theb i 's. In particular, the conditional oraclex m * ξ performs better than the minimizer of the expected risk m → E x m − x † 2 , since the optimal set m * ξ is allowed to depend on the ξ i 's. We see that the estimatorx m ξ performs almost as well as the conditional oracle. Indeed, the residual term Δ(ξ) is independent from ξ with high probability, and its expectation is negligible under A1 as pointed out in the theorem. The non-random term i∈M x 2 i is small if the eigenvalues b i are observed with a good precision, i.e. if the variance s 2 is small. Moreover, this term can be shown to be of the same order as the risk under the condition A2. 
for a constant K 1 independent from n and s.
With a noisy operator, we manage to provide an estimator that achieves the rate of convergence of the conditional oracle, regardless of the precision of the approximation of the spectrum of A n . Indeed, the constant K 1 in Corollary 4.2 does not involve the variance s 2 of ξ. Actually, the variance only plays a role in the accuracy of the oracle. The result is non-asymptotic and requires no assumption on s 2 .
where we used that X ≤ X½{X ≥ 0}. Since γ i has χ 2 (1) distribution, we get 
Proof. The minimal values of the expected risks can be calculated explicitly in the two classes considered here. Minimizing over R n the function λ → E x(λ) − x † 2 , we find that the optimal value of λ i is reached for λ * i = x 
