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Abstract
We present a general construction of KMS states in the framework of pertur-
bative algebraic quantum field theory (pAQFT). Our approach may be understood
as an extension of the Schwinger-Keldysh formalism. We obtain in particular the
Wightman functions at positive temperature, thus solving a problem posed some
time ago by Steinmann [55]. The notorious infrared divergences observed in a di-
agrammatic expansion are shown to be absent due to a consequent exploitation of
the locality properties of pAQFT. To this avail, we introduce a novel, Hamiltonian
description of the interacting dynamics and find, in particular, a precise relation
between relativistic QFT and rigorous quantum statistical mechanics.
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1 Introduction
According to the standard model of cosmology, the early universe was for some time in
an equilibrium state with high temperature. At these temperatures, matter has to be
described by an interacting quantum field theory. Also a variety of other phenomena
are studied within the framework of quantum field theory at positive temperature. This
includes in particular the thermodynamics of quark-gluon plasmas where one expects a
phase transition from a confined to a deconfined phase as predicted by lattice QCD. For
other examples and an introduction to the methods in this field we refer to [60]. There
are, however, several problems with this project:
First of all, there is no generally accepted concept of temperature in an expanding
universe (for a discussion see e.g. [17]). But curvature is, in the relevant period, already
small compared with the heuristically assigned temperature, hence an approximation by
a positive temperature state on Minkowski spacetime seems to be meaningful as long as
the considered time scales are sufficiently small.
Once one accepts this ansatz one has to construct interacting quantum field theory
at positive temperature on Minkowski spacetime. Surprisingly, this problem turns out to
be much harder than one might have expected before. Standard quantum field theory is
based on an expansion in Feynman graphs. If one replaces in these graphs the Feynman
propagator by its positive temperature analogue one finds quite a number of infrared
divergences whose systematic removal is not at all obvious.
Several approaches to this problem have been proposed in the literature, in particular
Umezawa’s thermal field theory [23, 46], the euclidean approach by Matsubara [45, 43]
and the Schwinger Keldysh path integral [52, 39]. A review of these methods may be
found in a paper by Landsman and van Weert [42] where also the relation to rigorous
quantum statistical mechanics is discussed.
The difficulties may be traced back to the change in the behavior at large times
induced by the interaction. In the vacuum sector of quantum field theory a corner stone
is the LSZ asymptotic condition which postulates that the interacting field behaves at
large times as a free field. This behavior can actually be derived from the general axioms
of quantum field theory (Wightman axioms or Haag-Kastler axioms) in the presence of
isolated mass shells in the energy momentum spectrum [29] (for a recent improvement,
see [20]). It may be interpreted as a consequence of the fact that (stable) particles are
far from each other at large times such that their interaction can be neglected.
At positive temperature this assumption clearly is no longer satisfied. Moreover,
even the existence of stable particles (defined as eigenstates of the mass operator) is
incompatible with interaction, as was shown by Narnhofer, Requardt and Thirring [47].
The presumably correct behavior at large times has been derived by Bros and Buchholz
for φ4 under some plausible assumptions [14].
Equilibrium states at positive temperature can be characterized by the KMS condi-
tion. This condition is valid for Gibbs states and holds also in the thermodynamic limit
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[30]. In quantum statistical mechanics much is known about these states (see e.g. [11] or,
for a recent overview [50]). A construction was also possible in some superrenormaliz-
able two-dimensional relativistic quantum field theories by means of functional integral
methods [33, 27, 26].
In the case of perturbative quantum field theory in four spacetime dimensions, Stein-
mann described in two seminal papers the perturbation expansion of Wightman func-
tions at zero [54] and nonzero [55] temperature. While at zero temperature the existence
and uniqueness of the series could be established, at positive temperature only unique-
ness could be proved whereas the existence was unclear due to a number of infrared
divergences. A cancellation of these divergences was not excluded, but was not visible.
Actually, some of these divergences were discussed in the mentioned review of Landsman
and van Weert and there shown to cancel. A general proof that all arising divergences
cancel does not seem to exist, to the best of our knowledge.
In euclidean field theory at positive temperature the problem is absent, and a rigorous
perturbative construction was performed by Kopper, Müller and Reisz [41]. There is,
however, no reconstruction theorem comparable to the Osterwalder-Schrader Theorem
[48] which is valid at nonzero temperature and which covers the case of perturbative
interacting quantum field theory in four dimensional Minkowski space1.
In this paper we develop a new approach to the problem, based on perturbative alge-
braic quantum field theory (pAQFT), see [5, 24] for an introduction. pAQFT provides a
state independent construction of the local algebras of observables, and the problem of
field theory at positive temperature is then reduced to the construction of a KMS state
on this algebra.
In pAQFT one first introduces a spacetime cutoff by multiplying the interaction
Lagrangian with a test function g of compact support. One then constructs time ordered
products of all local fields by the algebraic version of causal perturbation theory which
was mainly developed for quantum field theory on curved spacetimes. In terms of the
time ordered products one can define the interacting field inside the algebra of the free
field, thereby avoiding the consequences of Haag’s theorem on the nonexistence of the
interaction picture in field theory. The vacuum is then constructed in the following way:
one considers the expectation values of products of interacting fields in the vacuum state
of the free theory and studies their behavior in the limit when g tends to 1 (adiabatic
limit, see e.g. [21]).
A corresponding method seems to fail at positive temperature due the persistent
influence of the interaction at asymptotic times. We therefore use a different approach.
We exploit the fact that the interacting theory satisfies the time-slice axiom [18] so that
it suffices to look at interacting fields within a finite time interval. We then exploit the
causality properties of causal perturbation theory and construct the interacting field in
the adiabatic limit within the algebra of the free field associated to a somewhat larger
time interval, a method first described by Hollands and Wald [35]. The time evolution
1The existing theorems (see [7] for an account) make assumptions on the existence of the algebra
at time zero which are satisfied in P (φ)2-theories (see [38]), but no longer in more singular theories as
interacting quantum field theory in 4 dimensions.
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of the interacting field is then related to the free time evolution by a co-cycle which is
generated by a time-averaged interacting Hamiltonian density.
We are now in a position to apply standard methods of rigorous quantum statistical
mechanics in order to construct a KMS state of the interacting theory as a perturba-
tion of a KMS state of the free theory. We use the expansion in terms of truncated
functions developed by Araki [4, 11] and exploit the KMS condition of the free theory
and the spatial decay of correlations and finally succeed in an explicit construction of
an equilibrium state at positive temperature.
2 Perturbed dynamics
A characteristic difficulty of quantum field theory is the singular behavior of the relevant
interactions. As a matter of fact, the interaction Hamiltonian, formally written as a
spatial integral of the Hamiltonian density,
HI =
∫
d3x HI(0,x) (1)
suffers from several problems:
1. the Hamiltonian density involves pointlike products of fields; this problem can
be solved by normal ordering, but it has to be done in a state independent way
[34, 16].
2. in four dimensional spacetime all normal ordered polynomials of the free field of
degree larger than 1 cannot be restricted to a spacelike surface as operator valued
distributions.
3. the integral over all space typically does not exist.
Problem 3 is related to Haag’s Theorem [28, 32] and may be avoided by looking at the
induced derivation on the algebra of local observables A,
δI(A) = i
∫
d3x [HI(0,x), A] .
Problem 2 however reenters if a perturbation expansion for the full dynamics is based
on this derivation. Moreover, in general the algebra of canonical commutation rela-
tions can no longer be used for the interacting theory due to a nontrivial field strength
renormalization.
For these reasons, a perturbative expansion as in quantum statistical mechanics [11]
was considered not to be possible for quantum field theory, and one developed other
formalisms which, however, have also problems. In particular, the infrared problems
stated above have not been solved therein.
A method which is relatively near to quantum mechanics is based on the formal
expansion of the time evolution operator of the interaction picture in terms of time
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ordered products of interaction densities,
U(t, s) =
∞∑
n=0
(−i)n
∫ t
s
dt1
∫ t1
s
dt2 · · ·
∫ tn−1
s
dtn
∫
d3x1 . . . d
3xnHI(t1,x1) . . .HI(tn,xn)
=
∞∑
n=0
(−i)n
n!
∫ t
s
dt1 · · ·
∫ t
s
dtn
∫
d3x1 · · · d3xn THI(t1,x1) · · ·HI(tn,xn)
where T denotes time ordering. If one replaces in this formula the n-fold integral over
the time-slice [s, t]×R3 by the integral over a test function with compact support one is
left with the problem to define time ordered products as operator valued distributions.
For n = 1, time ordering has no effect, and, indeed by the Gårding-Wightman theorem
[25], the normal ordered polynomials of the free field are well-defined operator valued
distributions.
The next step is to define the time ordered product for n > 1. By definition, the
time ordered product is well defined at non-coinciding points where it is the operator
product in the appropriate order. It remains the problem to extend the time ordered
products to all points, in the sense of operator valued distributions.
This problem, originally posed by Stückelberg and Bogoliubov, was solved by Epstein
and Glaser [21]. They were able to show that these extensions always exist and are unique
up to finite renormalizations; the ambiguity corresponds exactly to the usual freedom of
choosing renormalization conditions. One ends up with the formal S-matrix
S(g) =
∞∑
n=0
(−i)n
n!
∫
d4x1 . . . d
4xn THI(x1) . . .HI(xn)g(x1) . . . g(xn)
where g ∈ D(R4) is a test-function with compact support. S(g) is the generating
functional of time ordered products of the interaction density.
How is S(g) related to observable quantities? First of all, it is expected that in the
adiabatic limit g → 1 the formal S-matrix S(g) tends to the physical S-matrix in the
Fock space representation of the theory, since in this limit it agrees with Dyson’s formula.
For this to hold one has to choose renormalization conditions such that the renormalized
mass and the field strength renormalization coincides with the free theory [22]. For
positive temperature this is of no use because of the different asymptotic behavior.
Another important relation to observables was discovered by Bogoliubov. Namely,
let Ai, i = 1, . . . , N be local fields of the theory with A1 = HI . Provided all time ordered
products of these fields have been fixed, one may introduce the formal S-matrix
S(f) =
∞∑
n=0
(−i)n
n!
∫
d4x1 . . . d
4xn
N∑
k1,...,kn=1
TAk1(x1) . . . Akn(xn)fk1(x1) . . . fkn(xn) (2)
with f ∈ D(R4,RN ). S(f) may be interpreted as the S-matrix with the interaction
A(f) =
∫
d4x
∑
Ak(x)fk(x). Actually, as shown in [19], one can perform all these con-
structions within an abstract *-algebra A. A is isomorphic to the algebra of smeared
normal ordered products of the free field on Fock space, where the smearing involves not
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only test functions but also certain distributions with compact support. For a spacetime
region O we define A(O) as the subalgebra of A of those smeared normal ordered prod-
ucts where the smearing is restricted to a compact subset of O. The formal S-matrices
are then unitary elements of the *-algebra A[[λ]] of formal power series with values in
A. We will often suppress the formal parameter in what follows keeping in mind that
our treatment of interactions is always in the sense of formal perturbation theory.
A crucial object in the description of interacting fields is the so-called relative S-
matrix
Sg(f) := S(g)−1S(g + f) , f, g ∈ D(R4,RN ) .
Bogoliubov discovered [8] that one can define the interacting field by the formula
[Ai(x)]g :=
δ
δfi(x)
∣∣∣
f=0
Sg(f) (3)
as a formal power series of operator valued distributions on the Fock space of the free
theory. Furthermore he also proved that the relative S-matrix Sg(f) depends only on the
restriction of g to the causal past J−(supp f) of the support of f (where J±(O) denote
the closures of the regions which can be reached from the spacetime region O by a future
or past directed causal path, respectively). This is a consequence of the improved causal
factorization condition [21]
S (f + g + h) = S (f + g)S (g)−1 S (g + h) , (4)
which holds (irrespective of supp(g) and the choice of the local fields in A) if supp(f)
does not intersect the past of supp(h) . The formula is equivalent to each of the following
relations of the relative S-matrix
Sg(f + h) = Sg(f)Sg(h) (5)
Sg+f (h) = Sg(h) (6)
Sg+h(f) = Sg(h)−1Sg(f)Sg(h) = Sg(h)−1Sg(f + h) (7)
if supp(f) does not intersect with the past of supp(h). The relations (5) and (6) are
heavily exploited in causal perturbation theory on Minkowski spacetime [21] and led to
the development of causal perturbation theory on curved spacetimes, see [15].
The retarded interacting field [Ai]g with interaction A(g), defined by Boboliubov’s
formula (3), coincides at points x 6∈ J+(supp g) with the field Ai of the free theory. The
singularities of the naive interaction picture are avoided in this framework, since the
interaction is switched on in a smooth way described by the spacetime cutoff g ∈ D,
compared to the instantaneous switching at time zero. For a discussion on this topic,
see [51].
The improved causality condition (4) (which is implied by the causal factorization
of time ordered products and by the definition of the formal S-matrix as a formal
power series) turns out to be crucial for the construction of the algebra of interact-
ing fields. Namely, let Ag(O) be the algebra generated by the relative S-matrices Sg(f)
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with supp f ⊂ O where O is a relatively compact region of spacetime. We know that
Sg(f) depends only on the behavior of g within J−(O). But, as first observed in [37]
and systematically exploited in [15], the dependence on g in that part of the past which
is outside of J+(O) is via a unitary transformation which is independent of f , i.e. if
g′ coincides with g on a neighborhood of J(O) := J+(O) ∩ J−(O), then there exists a
unitary W (g′, g) ∈ A[[λ]] such that
Sg′(f) = W (g′, g)Sg(f)W (g′, g)−1 (8)
holds for all f with supp f ⊂ O. Thus the algebra Ag(O) is, up to isomorphy, uniquely
determined by the restriction of g to the causal completion J(O) of O. We denote this
abstract algebra by A[g](O) where [g] ≡ [g]O is the class of all test functions which
coincide with g on a neighborhood of J(O). One then can insert for g a smooth function
G without restrictions on the support. The algebra A[G](O) is generated by maps
S[G](f) : [G]O → A , g 7→ Sg(f) , supp f ⊂ O , (9)
with pointwise algebraic operations.
For O1 ⊂ O2 one obtains a natural embedding iO2,O1 : A[G](O1) → A[G](O2) by re-
stricting the maps S[G](f) from [G]O1 to [G]O2 . As shown in [15], this allows to construct
the adiabatic limit G = (1, 0, . . . , 0) for the net of local observables in the sense of the
Haag-Kastler axioms (algebraic adiabatic limit).
3 Time averaged Hamiltonian description of the dynamics
In this section we introduce a version of the adiabatic limit which goes back to Hollands
and Wald [35] and which allows a discussion of the interacting dynamics in close analogy
with the Hamiltonian formalism but where the restriction to a Cauchy surface is replaced
by the restriction to a time-slice, thus avoiding the UV divergences accompanying the
Hamiltonian formalism in four dimensional quantum field theory.
The time-slice axiom [31] of quantum field theory is a weak form of the determination
of the theory by initial conditions. It is also called primitive causality. In the algebraic
framework it says that the algebra of a globally hyperbolic subregion O of spacetime
is equal to the algebra of O1 ⊂ O, if O1 is a neighborhood of some Cauchy surface of
O. The time-slice axiom holds in perturbative QFT [18]. It implies that the algebra of
local observables of the interacting theory is, for every  > 0, generated by the relative
S-matrices S[G](f) with supp f ⊂ Σ = {(t,x)| −  < t < }.
Now let χ ∈ D(R) with suppχ ⊂ (−2, 2) and χ(t) = 1 for |t| ≤ . Let χ+(t) =
1 − χ(t) for t > 0 and 0 elsewhere and χ− = 1 − χ − χ+. The functions χ, χ+ and χ−
can be considered as functions on the Minkowski space M = R4 which depend only on
the time component. They form a smooth partition of unity subordinate to the cover
M = M− ∪ Σ2 ∪M+ = I− ×R3 ∪ I2 ×R3 ∪ I+ ×R3 ,
I− = (−∞,−), I2 = (−2, 2), I+ = (,+∞),  > 0,
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supp(f)
supp(χ+)
supp(χ)
supp(χ−)
x0 = 2
x0 = 
x0 = −
x0 = −2
C(f)Σ
Figure 1: The cover of M (projected onto the x0 − x1 plane) and the partition of unity
1 = χ+ + χ− + χ. In addition the dependence region C(f) of Sgχ(f) is drawn as the
shaded region.
see figure 1. We now decompose g ∈ [G]O,
g = gχ+ + gχ+ gχ− ,
use the causal factorization and obtain for supp f ⊂ O ⊂ Σ
Sg(f)
(6)= Sgχ+gχ−(f)
(7)= Sgχ(gχ−)−1Sgχ(f)Sgχ(gχ−). (10)
By construction, Sgχ(f) ∈ A(O1) for every neighborhood O1 of the dependence region
C(f) = J−(supp(f))∩supp(χ), see figure 1. The crucial fact is now that Sgχ(f) becomes
independent of the choice of g ∈ [G]O for O sufficiently large. Thus (10) induces an
embedding of the algebra of the interacting theory into that of the free theory,
γχ : A[G] → A, S[G](f) 7→ SGχ(f) , supp f ⊂ Σ , (11)
with
SGχ(f) = Sgχ(f), g ∈ [G]O, O sufficiently large . (12)
As shown in [18], γχ is even an isomorphism, and it maps local subalgebras into local
subalgebras such that
γχ(A[G](Or)) ⊂ A(Or+4) ⊂ γχ(A[G](Or+8)) , (13)
with Or = {(t,x)||t|+ |x| ≤ r}. This is in agreement with the Hamiltonian picture where
the time zero algebras are identified.
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We now restrict ourselves to time independent functions G and investigate the rela-
tion between the interacting dynamics and the free one. The free dynamics αt acts on
the relative S-matrices by shifting the test functions:
αt(Sg(f)) = Sgt(ft) , ft(x0,x) = f(x0 − t,x) . (14)
The dynamics of the interacting theory αGt is defined by the action on the generators
S[G](f),
αGt (S[G](f)) := S[G](ft). (15)
Pointwise, for g ∈ [G]O, where O ⊃ supp(f) ∪ supp(ft), this means
αGt (S[G](f))(g) = Sg(ft) = αt(Sg−t(f)). (16)
We now use the isomorphism γχ and map the interacting dynamics to the algebra of the
free theory,
αG,χt ◦ γχ = γχ ◦ αGt . (17)
For t sufficiently small such that supp ft ⊂ Σ, we find
αG,χt (SGχ(f)) = SGχ(ft) = αt(SGχ−t(f)). (18)
The interacting dynamics αG,χt and the free dynamics αt differ by a co-cycle. To compute
it, we note that, for sufficiently small t, the difference
χt − χ = ρt− + ρt+ (19)
can be written in terms of smooth functions ρt−, ρt+ supported in the complement of the
future and the past of supp(f), respectively, i.e. supp(ρt−) ∩ J+(supp(f)) = ∅ and vice
versa.
Using the support property of ρt− and ρt+, a causal factorization can be done in
complete analogy to (10).
Theorem 1. Let G have compact support in the spatial variable x. Then the interacting
dynamics αG,χt and the free dynamics αt are intertwined by a unitary co-cycle t 7→
UχG(t) ∈ A,
αG,χt (A) = U
χ
G(t)αt(A)U
χ
G(t)
−1, A ∈ A , (20)
with
UχG(t) = SGχ(Gρ
t
−). (21)
for t sufficiently small, where ρt− was defined in (19).
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The proof of equation (20) for sufficiently small t is a straightforward application of
the causal relations of the relative S-matrices (6–7):
αt(SGχ(f)) = SGχt(ft)
(6)= SG(χ+ρt−)(ft)
(7)= SGχ(Gρt−)−1SGχ(ft)SGχ(Gρt−) .
under the condition supp(f), supp(ft) ⊂ Σ. The condition of compact spatial support
of G was necessary for the co-cycle UχG(t) to exist. In order to extend the formula to all
values of t we show that equation (21) actually characterizes a co-cycle.
Proposition 1. For t, s in a neighborhood of the origin, t 7→ UχG(t) satisfies the co-cycle
condition
UχG(t+ s) = U
χ
G(t)αt (U
χ
G(s)) . (22)
Proof. Let Θ− = θ(−t), where θ is the Heaviside function on R. Then ρt− = Θ−(χt−χ),
and for t, s sufficiently small we have
ρt+s− = Θ−(χt+s − χ) = Θ−(χt − χ) + Θ−(χt+s − χt) = ρt− + (ρs−)t,
where (ρs−)t is ρs− which is shifted by t, according to (14). We then find
UχG(t)
−1UχG(t+ s) = SGχ(Gρ
t
−)−1SGχ(Gρt− +G(ρs−)t)) = SG(χ+ρt−)(G(ρ
s
−)t).
Using χ + ρt− = χt − ρt+ and the fact that the supports of ρt+ and (ρs−)t are causally
separated, we can again apply the factorization rule and obtain for the right hand side
SG(χt+ρt+)(G(ρ
s
−)t) = SGχt(G(ρs−)t) = αt
(
SGχ(Gρs−)
)
= αt(UχG(s)) .
This shows the claim.
The unitary UχG(t) corresponds to the time-evolution operator
ei(H0+HI)te−iH0t (23)
in the interaction picture.
We can now use the co-cycle condition to define UχG(t) for all t ∈ R. The proposition
guarantees that there exists a unique extension. Thus the adjoint action of UχG(t) coin-
cides with the dynamics αG,χt ◦ α−t of the interaction picture. This finishes the proof of
the theorem.
The co-cycle satisfies the differential equation
1
i
d
dt
UχG(t) =
1
i
d
ds
∣∣∣
s=0
UχG(t+ s) = U
χ
G(t)αt(K
χ
g ) ,
with
KχG :=
1
i
d
dt
∣∣∣
t=0
UχG(t) = [A(G(−
d
dt
ρt−))]Gχ ,
10
t = 0
χ
χ˙−
Figure 2: The cutoff function χ as a dashed line. The first derivative of χ for t < 0, i.e.
χ˙− as solid line.
where the last equation follows from (21) and Bogoliubov’s formula (3). For the deriva-
tive of ρt− one finds the following:
ρt−(x0) = Θ−(x0)
(
χt(x0)− χ(x0)
)
, − d
dt
∣∣∣
t=0
ρt−(x0) = Θ−(x0)χ˙(x0) =: χ˙−(x0)
where χ˙ is the first derivative of χ. From the properties of χ it follows that supp(χ˙−) ⊂
(−2,−) and that ∫ dx0 χ˙−(x0) = 1. These properties imply that a smearing with χ˙
is in fact a time average over the interval, in which the interaction is switched on, see
figure 2.
We specialize now to the case G = (h, 0, . . . , 0), h ∈ D(R3), and obtain
KχG ≡ Kχh =
[
HI(hχ˙−)
]
hχ =
∫
d4x h(x)χ˙−(x0) [HI(x)]hχ . (24)
We see that Kχh is the spatial integral of the time-averaged interaction Hamiltonian
density, subject to the interaction HI(hχ). (By abuse of notation, we write hχ instead
of (hχ, 0, . . . , 0).)
This corresponds to the situation in quantum mechanics where an instantaneous
switching of the interaction leads to the generator
1
i
d
dt
∣∣∣
t=0
ei(H0+HI)te−iH0t = HI .
The differential equation for Uχh (t) has, for t > 0, the solution
Uχh (t) = 1+
∞∑
n=1
in
∫ t
0
dt1
∫ t1
0
dt2 · · ·
∫ tn−1
0
dtn αtn(K
χ
h ) · · ·αt1(Kχh ) (25)
in the sense of formal power series in Kχh . Note that K
χ
h itself is a formal power series
in the interaction with vanishing zeroth order term. Therefore (25) is a well defined
composition of formal power series.
A final result shows that the co-cycle Uχh (t) actually does, up to equivalence, not
depend on the choice of the time cutoff χ.
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Proposition 2. Let χ, χ′ ∈ D(R) such that supp(χ), supp(χ′) ⊂ Σ2 and χ(t) = 1 =
χ′(t) for t ∈ (−, ). It holds that the co-cycles Uχh and Uχ
′
h are equivalent, i.e.
Uχ
′
h (t) = V
−1Uχh (t)αt(V )
with the unitary V = Shχ(hσ−), σ− = Θ−(χ′ − χ).
Proof. We set
χ′ − χ = σ+ + σ−
χt − χ = ρt+ + ρt−
χ′t − χ′ = ρ′t+ + ρ′t−
where the index ± indicates that the supports of the functions are in the future or past
of Σ, respectively. In particular, we find the relation σ−t = σ−+ ρ′t−− ρt−. We then find
for the right hand side of the asserted equation
V −1Uχh (t)αt(V ) = Shχ(hσ
−)−1Shχ(hρt−)Shχt(hσ−t )
= S(h(χ+ σ−))−1S(h(χ+ ρt−))S(hχt)−1S(h(χt + σ−t ))
= S(h(χ′ − σ+))−1S(h(χ′ − σ+ − σ− + ρt−))S(h(χ′t − σ+t − σ−t ))−1S(h(χ′t − σ+t ))
(4)= S(hχ′)−1S(h(χ′ − σ− + ρt−))S(h(χ′t − σ−t ))−1S(hχ′t)
where in the last line the causal factorization from equation (4) was used for the in-
nermost two factors. The third factor is factorized, again with the help of (4), and we
obtain the equation
S(h(χ′t − σ−t ))−1 = S(h(χ′ + ρ′t+ + ρ′t− − σ−t ))−1
= S(h(χ′ + ρ′t− − σ−t ))−1S(hχ′)S(h(χ′ + ρ′t+)−1)
= S(h(χ′ + ρt− − σ−))−1S(hχ′)S(h(χ′ + ρ′t+)−1)
where we used the relation ρ′t− − σ−t = ρt− − σ− in the last line. Reinserting this factor-
ization into the previous equation yields the desired result:
V −1Uχh (t)αt(V ) = S(h(χ
′ + ρ′t+))−1S(hχ′t)
= S(h(χ′ + ρ′t+))−1S(h(χ′ + ρ′t− + ρ′t+))
= S(hχ′)−1S(h(χ′ + ρ′t−)) = Shχ′(ρ′t−) = U
χ′
h (t) .
The generator Kχh changes under χ→ χ′ by
Kχ
′
h = V
−1KχhV + V
−1 1
i
d
dt
∣∣∣
t=0
αt(V ), V = Shχ(hσ−),
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as it is expected from a generator of a co-cycle. In view of the last proposition we will
often suppress χ in the notation.
The formalism developed here is very close to the Hamiltonian formalism used in
quantum statistical mechanics, see [11]. A direct application is not possible due to the
singularity of the interaction Hamiltonian density in relativistic field theory (see the
work of Stückelberg [57]). By the transition from the time zero hypersurface to a time-
slice with a finite extension in time a regularized interaction Hamiltonian density was
found, which relates the free and the interacting dynamics. The price to pay is that the
regularized density is a field in the interacting theory and thus only known as a formal
power series in the interaction.
4 KMS states for the interacting dynamics: General dis-
cussion
After the construction of the interacting dynamics αht with respect to the interaction
Hamiltonian HI with a spatial cutoff h ∈ D(R3) we come to the main point of this
work: The construction of KMS states for αht . First, in section 4.1, we show, that the
perturbation technique, which was introduced by Araki [4] for bounded perturbations of
C∗-dynamical systems, can be generalized to our framework. By this method we obtain
KMS states for an interaction with a spatial cutoff.
Then, in section 4.2, we prove that the cutoff can be removed, if the connected cor-
relation functions of the unperturbed theory decay sufficiently fast in spatial directions.
4.1 The case of finite volume
We start with a definition of a KMS state, adapted to our framework.
Definition 1. Let αt be a one-parameter group of automorphisms of a ∗-algebra A. A
state ωβ on A is called a KMS state with respect to αt with inverse temperature β, if the
functions
(t1 . . . , tn) 7→ ωβ(αt1(A1) · · ·αtn(An)), A1, . . . , An ∈ A,
have an analytic continuation to the region
Tβn = {(z1 . . . , zn) ∈ Cn : 0 < =(zi)−=(zj) < β, 1 ≤ i < j ≤ n} ,
are bounded and continuous on the boundary and fulfill the boundary conditions
ωβ(αt1(A1) · · ·αtk−1(Ak−1)αtk+iβ(Ak) · · ·αtn+iβ(An))
= ωβ(αtk(Ak) · · ·αtn(An)αt1(A1) · · ·αtk−1(Ak−1)) .
In the C∗-algebraic framework (cf. [29]) all higher order conditions are implied by
the condition on the n = 2 point function
t 7→ ωβ(Aαt(B)) .
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This is due to the better analytic control in the realm of C∗-algebras compared to
algebras of unbounded operators.
The interacting KMS state can be obtained using the standard methods which were
first developed by Araki [4] and are elaborated in more detail in [11]. The non-trivial
part of the proof is to show that the methods which were developed in the C∗-algebraic
formalism extend to our framework.
Let h ∈ D(R3). We set G(t,x) = (h(x), 0, . . . , 0) and replace everywhere the index
G by h. Moreover, we suppress the index χ.
Theorem 2. Let ωβ be a KMS state on A with respect to αt. Then the following
statements hold in the sense of formal power series in the interaction:
• For A1, . . . , An ∈ Ah the functions
(t1, . . . , tn, s) 7→ ωβ
(
γ
(
αht1(A1) · · ·αhtn(An)
)
Uh(s)
)
have an analytic continuation into Tβn+1 and are bounded and continuous on the
boundary.
• Let ωhβ(A) denote, for every A ∈ A[h], the evaluation of the analytic extension of
the function
t 7→ GA(t) = ωβ(γ(A)Uh(t))
ωβ(Uh(t))
(26)
at iβ. Then ωhβ is a KMS state with respect to αht on A[h].
Proof. We begin with the proof of the first item. To show that the analytic continuation
of
Gn(t1, . . . , tn|s) = ωβ
(
γ
(
αht1(A1) · · ·αhtn(An)
)
Uh(s)
)
is well-defined, it is useful to construct a unitary operator intertwining the dynamics at
different times. To this end, consider
Uh(t, s) = Uh(t)−1Uh(s) .
With the initial condition Uh(t, t) = 1 one obtains the power series expansion
Uh(t, s) =
∞∑
n=0
(i(t− s))n
∫
Sn
dnu αs+u1(t−s)(Kh) · · ·αs+un(t−s)(Kh) ,
where Sn denotes the unit simplex
Sn = {(u1, . . . , un) ∈ Rn : 0 ≤ u1 ≤ . . . ≤ un ≤ 1} . (27)
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We use the representation of αht ,
γ ◦ αht = Ad(Uh(t)) ◦ αt ◦ γ ,
and insert the expansion of Uh into Gn. We find for the l-th term G(l)n in the formal
power series expansion of Gn in Kh
G(l)n (t1, . . . , tn|s)
=
∑
m∈Nn+10
|m|=l
∫
Sm1
dm1u(1) · · ·
∫
Smn+1
dmn+1u(n+1)(it1)m1 · · · (i(tn − s))mn+1×
ωβ
m1∏
j=1
[
α
u
(1)
j t1
(Kh)
]
αt1(A1)
m2∏
j=1
[
α
t2+u(2)j (t2−t1)
(Kh)
]
· · ·
mn+1∏
j=1
[
α
s+u(n+1)j (tn−s)
(Kh)
] .
Using the restriction on the integration variables and the fact that ωβ is a KMS state
it follows that the functions G(l)n have an analytic continuation into the strip Tβn+1.
Moreover, if we fix s = iβ we find that the functions
(t1, . . . , tn) 7→ Gn(t1, . . . , tn|iβ)
can be analytically extended to
{(z1, . . . , zn) ∈ Cn : 0 < =(z1) < =(z2) < . . . < =(zn) < β}
and fulfill the KMS boundary conditions in the sense of formal power series inKh (thus in
HI by composition of formal power series) as in Definition 1. Thus the linear functional
A 7→ GA(iβ) defines a KMS functional.
In order to prove the second point it remains to show that the functional is positive.
This follows by noting that, in the GNS representation pi induced by ωβ with cyclic
vector Ω, the vector valued function
t 7→ Ψ(t) = Uh(t)Ω (28)
has an analytic extension to the strip 0 < =(t) < β2 , and that Ψ(iβ2 ) induces ωhβ ,
ωhβ(A) =
〈Ψ( iβ2 ), pi(A)Ψ(iβ2 )〉
〈Ψ(iβ2 ),Ψ(iβ2 )〉
.
This is, in the C∗-algebraic setting, a well known consequence of the KMS condition for
ωβ and the co-cycle relation for Uh (see, e.g. [11]), and the argument holds as well in our
framework. A complication is that one needs an appropriate concept of positivity for
formal power series. Here we call a formal power series of complex numbers positive if
it can be written as an absolute square of a power series. See [9, 44] for a more detailed
discussion on states on algebras of formal power series .
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There exists a convenient expansion of the interacting KMS state in terms of the
connected correlation functions of the free theory that will play an important role in the
discussion on the spatial cluster properties. In the rest of the work we use the implicit
definition
ω(A1 · · ·An) =
∑
P∈Part{1,...,n}
∏
I∈P
ωc
(⊗
i∈I
Ai
)
for the connected part2 ωc of ω, seen as a linear functional ωc : TA → C, where TA
is the tensor algebra over A and Part{1, . . . , n} is the set of all partitions of {1, . . . , n}
into non-void subsets. Note that the properties of ωβ from Definition 1 carry over to the
connected part ωcβ. The following proposition was first proven in [10] in the C∗-algebraic
setting.
Proposition 3. The KMS state ωhβ can be written in terms of the analytically extended
connected correlation functions:
ωhβ(A) =
∞∑
n=0
(−1)n
∫
βSn
dnuωcβ (γ(A)⊗ αiu1(Kh)⊗ · · · ⊗ αiun(Kh)) (29)
(Note that there are no analytic elements in the algebra A. The suggestive notation above
is always to be understood in the sense of analytic extensions of correlation functions.)
Proof. The proof proceeds in the same way as the original proof in [10] and is only
sketched here. For this we introduce the following expansion in the interaction Kh with
a formal parameter λ,
ωh,λβ (A) =
∞∑
n=0
λnΩn(A) , ωβ(γ(A)Uh,λ(iβ)) =
∞∑
n=0
λnνn(A) .
The coefficients νn are obtained from the expansion of Uh,λ(t):
νn(A) = (−β)n
∫
Sn
du1 · · · dun ωβ(γ(A)αiu1β(Kh) · · ·αiunβ(Kh)), ν0(A) = ωβ(γ(A)) .
By definition of the interacting states ωh,λβ it holds that
ωβ(γ(A)Uh,λ(iβ)) = ωβ(Uh,λ(iβ))ωh,λβ (A) .
Thus, by comparing the coefficients of the expansions on both sides, one gets
νn(A) =
n∑
k=0
νk(1)Ωn−k(A), Ωn(A) = νn(A)−
n∑
k=1
νk(1)Ωn−k(A) .
By induction, it is then shown that
Ωn(A) = (−β)n
∫
Sn
du1 · · · dun ωcβ (γ(A)⊗ αiu1β(Kh)⊗ · · · ⊗ αiunβ(Kh)) .
2The notion “truncated part” of the state is sometimes used in the literature. Both are synonyms.
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Having a closer look on the definition of the perturbed KMS state ωhβ in Proposition 2
one may ask, whether it depends on the choice of χ. Taking into acount the dependence
of γ and Uh on χ we find that the state is, in fact, independent of the choice of χ:
Proposition 4. Let χ, χ′ ∈ D(R) be given as in Proposition 2. Then the associated
KMS states on Ah, as defined in Theorem 2 coincide.
Proof. In the same notation as in the proof of Proposition 2 we denote χ′−χ = σ+ +σ−.
Due to causality of the relative S-matrices (6–7) we know that
γχ′ = Ad(V −1) ◦ γχ .
Furthermore we use the transformation property of the co-cycle,
Uχ
′
h (t) = V
−1Uχh (t)αt(V ),
which is derived in Proposition 2. The state ωhχ
′
β is defined, via the equation (26), by
analytic extension of the functions G′A(t) where χ is replaced by χ′. Looking at the
numerator we find that
ωβ(γχ′(A)Uχ
′
h (t)) = ωβ
(
V −1γχ(A)Uχh (t)αt(V )
)
.
Due to the KMS condition, the analytic extension to t = iβ coincides with that of the
numerator of GA. The same argument holds for the denominator by setting A = 1.
4.2 The case of infinite volume
On the level of the algebra and the time evolution, the adiabatic limit h→ 1 is easy. In
the following we assume that the cutoff function h ∈ D(R3) is chosen such that h(x) = 1
for all x ∈ Br, where Br is the open ball with radius r in R3, and we denote the constant
function with value 1 by I. Let supp f ⊂ Or. Then
S[h](f)(g) = Sg(f) = S[I](f)(g) , (30)
if g ≡ 1 on Or, hence A[h](Or) = A[I](Or).
Moreover, if also supp ft ⊂ Or, then
αht (S[I](f)) = αIt (S[I](f)) , (31)
hence αht (A) = αIt (A) for A ∈ A[I](Or−|t|).
We now would like to show that the expectation values ωhβ(A) with A ∈ A[I](O),
which are determined by (29) for sufficiently large r, converge as h → I in the sense of
formal power series in HI .
The adiabatic or thermodynamic limit in which h tends to the constant function has
to be approached in such a way that the boundary volume
{x ∈ R3 : 0 < h(x) < 1}
becomes negligible as the volume of the region, in which h = I, grows to infinity (as-
suming that h is positive). The precise formulation of this idea is due to van Hove [58].
(See the monograph of Ruelle [49] for more details.)
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Definition 2. A van Hove sequence of cutoff functions is a sequence (hn)n∈N of test
functions hn ∈ D(R3) with the following properties:
0 ≤ hn(x) ≤ 1 ∀x ∈ R3, hn(x) =
{
1 , |x| < n ,
0 , |x| > n+ 1 .
The thermodynamic limit in the sense of van Hove is the limit limn→∞ hn for all van
Hove sequences. It is abbreviated by vH− limh→I .
In the expansion of the interacting KMS state in connected correlation functions of
the generator Kh, as defined in (24) , the spatial cutoff h enters in two different ways;
namely in the modification of the interaction density by the interaction HI(hχ) and
in the spatial integral over the density with the spatial cutoff. We may modify Kh by
considering the interaction density in the adiabatic limit h → I and obtain another
generator
K ′h := [HI(hχ˙−)]χ (32)
instead of Kh. One readily sees that the difference of Kh and K ′h is localized in a small
neighborhood of that subregion of the support of h where h 6= I, intersected with the
time-slice Σ2. Consequently, the dynamics induced by Kh and K ′h will coincide in the
adiabatic limit.
The latter generator has the advantage that it is a linear functional of h,
K ′h =
∫
d3xh(x)α0,x(R), (33)
with
R =
∫
dt χ˙−(t)[HI(t, 0)]χ . (34)
Here αt,x denotes the automorphism of A representing a translation in Minkowski space.
R is independent of h. Therefore we only have to control the decay behavior of the
connected correlation functions in order to prove the existence of the adiabatic limit.
Theorem 3. Let ω′βh be the interacting KMS state for the time evolution α′th where
the generator Kh is replaced by K ′h. If the (analytically extended) connected correlation
functions
Fn(u1,x1; · · · ;un,xn) = ωcβ (A0 ⊗ αiu1,x1(A1)⊗ · · · ⊗ αiun,xn(An))
are contained in the space L1(βSn × R3n) for Ai ∈ A with i = 0, . . . , n, n ∈ N and
0 < β ≤ +∞, then the van Hove limit
vH− lim
h→1
ω′β
h(A) =: ωIβ(A), A ∈ A[I],
exists and defines a KMS state on A[I] with respect to αIt .
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Proof. Due to Proposition 3 we know that the expectation value of A ∈ A in the inter-
acting state ω′βh ◦ γ−1 can be written in terms of the connected correlation functions.
Inserting the definition of K ′h we obtain terms of the form∫
βSn
dnu
∫
d3nxh(x1) . . . h(xn)ωcβ(A⊗ αiu1,x1(R)⊗ · · · ⊗ αiun,xn(R)) .
But R is a formal power series with coefficients in A. Hence each term in the expansion
is of the form of an integral over a correlation function of the form Fn as defined in the
theorem. Hence under the assumption on Fn the limit h→ I exists.
It is clear from the proof that in order to establish the convergence of the state as
h tends to I, the strict assumptions on the sequence (hn)n∈N can be weakend. In fact,
any bounded sequence of functions approaching the constant 1 uniformly on compact
sets will do. However, if one is interested in observables like the free energy per volume,
assumptions on differentiability and the control on the “boundary”, i.e. the region in
which hn drops from the constant to zero have to be made. See [44] for more details on
this.
A natural question that emerges at this point is, whether a corresponding theorem
holds for the interacting KMS states defined by the co-cycle Uχh by formula (26) in the
previous section. In this case the interaction density at points near to the boundary of
the support of h is not yet in the adiabatic limit. Let [A](m)g denote the m-th term in
the power series expansion of [A]g, let g0, . . . gk ∈ D(R4) and m ∈ Nk0. We consider the
functions
Fmk (x1, . . . ,xk)(g0, . . . , gk) = ωcβ
(
[A0](m0)g0 ⊗ αx1 [A1](m1)g1 ⊗ · · · ⊗ αxk [Ak](mk)gk
)
.
If, for all m, these functions are uniformly bounded by an L1 function, for g0, . . . , gk in
a bounded set of D(R4), the proof of the theorem applies, provided the derivatives of
the functions hn are uniformly bounded in n.
We expect that also this property holds for the case of a massive free field, but restrict
ourselves to the simpler case treated in the theorem. Unfortunately, a direct proof of
the χ-independence of our construction as in Proposition 4 is not yet available for this
case. It would be an immediate consequence of the stronger estimate described above.
5 Cluster properties of the massive scalar field
In this section we will show that there exist examples in which the conditions of Theo-
rem 3 are fulfilled. To this end, we start from the algebra A of Wick polynomials of the
free, massive scalar field. It is well-known that the quasi-free states ωvac and ωβ induced
by the 2-point functions
ωvac(Φ(x)Φ(y)) = Dvac+ (x− y), Dvac+ (x) =
1
(2pi)3
∫
d3p
2ωp
e−i(ωpx0−px)
ωβ(Φ(x)Φ(y)) = Dβ+(x− y), Dβ+(x) =
1
(2pi)3
∫
d3p eipx
2ωp(1− e−βωp)
(
e−iωpx0 + eiωp(x0+iβ)
)
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where ωp =
√
p2 +m2 with m2 ≥ 0, define KMS states on the Weyl algebra of the free
field. In Appendix A we show that the extension of these states to the algebra A have
the desired analytic properties which are required in Definition 1.
We will show that these states satisfy the conditions in Theorem 3, implying the
existence of the adiabatic limit of their interacting counterparts with respect to the time-
evolution αIt for polynomial interactions HI . In particular the interacting state ωIvac is
shown to define a translation-invariant ground state. This provides a new construction
of the vacuum state, independent of the known construction of Epstein and Glaser [21].
Subsequently, we derive the existence of thermal equilibrium states of the interacting,
massive scalar field. To the best of our knowledge, this is the first complete proof within
renormalized perturbation theory in QFT.
5.1 Vacuum state
The main point of this section is a theorem that shows that the connected vacuum n-
point correlation functions of (composite) free fields decrease exponentially in spatial and
imaginary time directions. This, in turn, implies the existence of the adiabatic limit of
the interacting vacuum state (in the sense of van Hove) due to Theorem 3. Such a state-
ment has already been proven in the lecture notes by Araki in [3] in an axiomatic setting,
where the Ai are bounded operators and translations αti,xi with uniformly bounded, real
times ti were used.
Proposition 5. Let ωvac be the vacuum state of the free Klein-Gordon field with mass
m > 0, induced by the translation invariant two-point function
ωvac(Φ(x)Φ(0)) = Dvac+ (x) =
1
(2pi)3
∫
d3p
2ωp
e−i(ωpx0−px) . (35)
The connected correlation function
F vacn (u1,x1; · · · ;un,xn) = ωcvac (A0 ⊗ αiu1,x1(A1)⊗ · · · ⊗ αiun,xn(An))
for A0, . . . , An ∈ A(O) with O ⊂ BR ⊂ R4 decreases exponentially in S∞n ×R3n
|F vacn (u1,x1; . . . ;unxn)| ≤ ce−
m√
n
re , re =
√√√√ n∑
i=1
u2i + |xi|2 ,
uniformly for re > 2R. Here S∞n = {(u1, . . . , un) ∈ Rn : 0 < u1 < · · · < un}.
Proof. We use the off-shell formalism explained in Appendix A by which the elements of
A can be identified with functionals on field configurations φ ∈ C∞(M), up to functionals
which vanish on solutions of the Klein-Gordon equation. The connected correlation
functions ωcvac can be written in terms of the functional differential operator Γ
ij
2 from
the proof of Proposition 6, where the KMS two-point function Dβ+ has to be replaced by
Dvac+ . The correlation function ωvac itself can be written as
ωvac(A0A1 · · ·An) =
∏
0≤i<j≤n
eΓ
ij
2 (A0 ⊗ · · · ⊗An)
∣∣∣
(φ0,...,φn)=0
.
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Here the product of exponentials can be rewritten as
∏
0≤i<j≤n
eΓ
ij
2 =
∏
0≤i<j≤n
∞∑
m=0
(Γij2 )m
m! =
∑
l=(lij)i<j
lij∈N0
∏
i<j
(Γij2 )lij
lij !
which reads in terms of a graphical expansion
∑
l=(lij)i<j
lij∈N0
∏
i<j
(Γij2 )lij
lij !
=
∑
G∈Gn+1
ΓG, ΓG =
∏
i<j
(Γij2 )lij
lij !
,
where Gn denotes the set of all graphs G with n vertices and lij are the number of lines
joining the vertices i and j. Rewriting the products of exponentials in another way and
using a similar argument as above one finds
∏
0≤i<j≤n
eΓ
ij
2 =
∏
0≤i<j≤n
(
eΓ
ij
2 − 1 + 1
)
=
∑
G∈Gn+1
∏
G′∈[G]
∏
i<j
(
(Γij2 )lij
lij !
)
(36)
where [G] denotes the set of connected components of G. The connected correlation
functions can be consequently written as
ωcvac(A0 ⊗ · · · ⊗An) =
∑
G∈Gcn+1
∏
i<j
(
(Γij2 )lij
lij !
)
(A0 ⊗ · · · ⊗An)
∣∣∣
(φ0,...,φn)=0
where Gcn denotes the set of connected graphs with n vertices. The last equation can be
verified by showing that the recursion formula for the connected correlation functions
picks out exactly the connected components in the graphical expansion on the right hand
side of equation (36).
Then the functions F vacn can be written as
F vacn (u1,x1; · · · ;un,xn) = ωcvac (A0 ⊗ αiu1,x1(A1)⊗ · · · ⊗ αiun,xn(An))
=
∑
G∈Gcn+1
∏
i<j
(
(Γij2 )lij
lij !
)
(A0 ⊗ · · · ⊗ αiun,xn(An))
∣∣∣
(φ0,...,φn)=0
=:
∑
G∈Gcn+1
1
Symm(G)F
vac
n,G(u1,x1; · · · ;un,xn)
with
F vacn,G(u1,x1; · · · ;un,xn) =
∏
i<j
(Γij2 )lij (A0 ⊗ αiu1,x1(An)⊗ · · · ⊗ αiun,xn(An))
∣∣∣
(φ0,...,φn)=0
,
similar to the terminology of the proof of Proposition 6. The source and range of the
line l is denoted with s(l) and r(l), respectively, and X,Y contain all points which are
21
connected by the lines l ∈ E(G). The last line defined the contribution of G to F vacn and
Symm(G) is the symmetry factor of G. Instead of indexing all vertices we can also index
the graph G by all its edges l ∈ E(G). The contribution of a fixed, connected graph G
is
F vacn,G(u1, z1; · · · ;un, zn)
=
∫
dX dY
∏
l∈E(G)
Dvac+ (xl − yl)
δ2
δφs(l)(xl)δφr(l)(yl)
(A0 ⊗ · · · ⊗ αiun,zn(An))
∣∣∣
(φ0,...,φn)=0
=
∫
dX dY
∏
l∈E(G)
Dvac+ (x¯l − y¯l) Ψ(X,Y )
with the abbreviations x¯l = (x0l + ius(l),xl + zs(l)) and y¯l = (y0l + iur(l),yl + zr(l)) and
the functional derivatives
Ψ(X,Y ) =
∏
l∈E(G)
δ2
δφs(l)(xl)δφr(l)(yl)
(A0 ⊗ · · · ⊗An)
∣∣∣
(φ0,...,φn)=0
.
The F vacn,G can be written as integrals in momentum space
F vacn,G(U,Z) =
∫
dP
∏
l∈E(G)
e−p0l (ur(l)−us(l))+ipl(zs(l)−zr(l))Dˆvac+ (pl)Ψˆ(−P, P )
=
∫
dP
∏
l∈E(G)
(
e−ωpl (ur(l)−us(l))+ipl(zs(l)−zr(l)) 12ωpl
)
Ψˆ(−P, P )
∣∣∣
p0
l
=ωpl
where ωpl =
√
p2l +m2. By Proposition 8 (in Appendix B) we know that Ψˆ(−P, P ) is
rapidly decreasing in the forward lightcone, and since supp Dˆvac+ ⊂ Hm with
Hm = {p ∈ R4 : p20 − p2 = m2, p0 > 0} ⊂ J+
the above integral converges absolutely since by assumption ur(l) − us(l) > 0. Therefore
we can make use of Proposition 7 from Appendix B to obtain the estimate
∣∣∣F vacn,G(u1,x1; . . . ;un,xn)∣∣∣ ≤ c e−mr, r = ∑
l∈G
√(
ur(l) − us(l)
)2
+
∣∣∣xr(l) − xs(l)∣∣∣2 .
Since the graph G is connected, i.e. every vertex can be reached from (u0,x0) = 0, we
can use
r =
∑
l∈G
√(
ur(l) − us(l)
)2
+
∣∣∣xr(l) − xs(l)∣∣∣2 ≥ max
i∈{1,...,n}
√
u2i + |xi|2
≥
√√√√ 1
n
n∑
i=1
u2i + |xi|2 =
1√
n
√√√√ n∑
i=1
u2i + |xi|2 ,
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which yields
∣∣∣F vacn,G(u1,x1; . . . ;un,xn)∣∣∣ ≤ c′e− m√n re , re =
√√√√ n∑
i=1
u2i + |xi|2 .
This shows that F vacn,G actually decays exponentially in every variable (ui,xi), instead of
only in the difference variables. Consequently, since on the algebra of Wick polynomials
only finitely many graphs contribute to the sum, also the summed expression
F vacn (u1,x1; . . . ;un,xn) =
∑
G∈Gcn+1
1
Symm(G)F
vac
n,G(u1,x1; . . . ;un,xn)
is exponentially decaying in its variables and is thus integrable over S∞n ×R3n.
Using the analyticity properties of the vacuum state we know that the co-cycle U ′h(t),
inserted as a right factor in the expectation value, admits an analytic extension to the
full upper half plane, using the first point of Proposition 6 for the limiting case β → +∞.
In particular, the linear functional
ωhvac(A) = lim
β→∞
ωvac(γ(A)U ′h(iβ))
ωvac(U ′h(iβ))
=
∞∑
n=0
(−1)n
∫
S∞n
du1 · · · dun ωcvac
(
γ(A)⊗ αiu1(K ′h)⊗ · · · ⊗ αiun(K ′h)
)
exists and is positive. Theorem 3 implies that the adiabatic limit
ωIvac(A) = vH− lim
h→I
ωhvac(A)
=
∞∑
n=0
∫
S∞n
dU
∫
R3n
dX ωcvac (γ(A)⊗ αiu1,x1(R)⊗ · · · ⊗ αiun,xn(R))
with R =
∫
dt χ˙−(t)[HI(t, 0)]χ exists. In particular we find that the function
t 7→ ωIvac(AαIt (B))
(where I as before denotes the constant function h = 1) has a bounded analytic contin-
uation into the whole upper half plane, which characterizes a ground state.
5.2 Thermal equilibrium states
In this section, we show that KMS states of perturbatively constructed, massive scalar
field theories exist for all 0 < β < +∞. The proof of this fact is very similar to
the case of the vacuum, as far as the perturbative expansions are concerned. A main
difference arises in the investigation of the decay behavior due to the fact that the KMS
state has contributions from positive and negative energies. The KMS condition and
the exponential decay of the negative energy part turn out to be crucial to show the
convergence of the state in the adiabatic limit.
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Theorem 4. Let ωβ be the quasi-free KMS state of the Klein-Gordon field with mass
m > 0 and inverse temperature 0 < β < ∞ whose translation invariant two-point
function is
ωβ(Φ(x)Φ(y)) = Dβ+(x− y), Dβ+(x) =
1
(2pi)3
∫
dp e−i(p0x0−px) ε(p0)δ(p
2 −m2)
1− e−βp0 .
(37)
Then the connected correlation function
F βn (u1,x1; . . . ;un,xn) = ωcβ (A0 ⊗ αiu1,x1(A1)⊗ · · · ⊗ αiun,xn(An))
for A0, . . . , An ∈ A(O) with O ⊂ BR ⊂ R4 decays exponentially in spatial directions
∣∣∣F βn (u1,x1; . . . ;un,xn)∣∣∣ ≤ c e− m√n re , re =
√√√√ n∑
i=1
|xi|2 ,
uniformly for re > 2R and (u1, . . . , un) ∈ βSn.
Proof. We proceed in the same manner as for the vacuum state. To this end we write
F βn (u1,x1; . . . ;un,xn) = ωcβ (A0 ⊗ αiu1,x1(A1)⊗ · · · ⊗ αiun,xn(An))
=
∑
G∈Gcn+1
1
Symm(G)F
β
n,G(u1,x1; . . . ;un,xn)
with
F βn,G(u1,x1; . . . ;un,xn) =
∏
i<j
(Γij2 )lij (A0 ⊗ αiu1,x1(A1)⊗ · · · ⊗ αiun,xn(An))
∣∣∣
(φ0,...,φn)=0
where the Γij2 are the functional differential operators from the proof of Proposition 6.
The differential operator is now re-written in terms of the two-point function
Γij+ =
∫
dx dy Dβ+(x0 − y0,x− y)
δ2
δφi(x)δφj(y)
.
By switching to a product over the lines l ∈ E(G) of the graph G we find
F βn,G(U,Z) =
∫
dP
∏
l∈E(G)
ep0l (us(l)−ur(l))+ipl(zs(l)−zr(l))Dˆβ+(pl)Ψˆ(−P, P )
=
∫
dP
∏
l∈E(G)
eipl(zs(l)−zr(l)) (λ+(pl) + λ−(pl))
2ωl (1− e−βωl) Ψˆ(−P, P )
with
λ+(pl) = eωl(us(l)−ur(l))δ(p0l − ωl) , λ−(pl) = e−βωleωl(ur(l)−us(l))δ(p0l + ωl) ,
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with ωl ≡ ωpl in analogy to the calculation for the vacuum state. The difference here is
that Dˆβ+ is not purely supported in the forward lightcone, it has positive and negative
mass-shell part λ±. The functional derivatives are, again, given by
Ψ(X,Y ) =
∏
l∈E(G)
δ2
δφs(l)(xl)δφr(l)(yl)
(A0 ⊗ · · · ⊗An)
∣∣∣
(φ0,...,φn)=0
. (38)
Due to the fact, that the integration momenta pl can lie in both the forward and backward
lightcone, we cannot use the same argumentation as in the case of the vacuum state.
In order to prove the convergence of the integral we will show that all negative energy
parts λ− are actually exponentially decreasing.
To this end, we use the KMS condition in the original function
F βn (u1,x1; . . . ;un,xn) = ωcβ (A0 ⊗ αiu1,x1(A1)⊗ · · · ⊗ αiun,xn(An))
together with the identification (u0,x0) = 0 to rearrange the time-translations in imag-
inary directions:
ωcβ (A0 ⊗ αiu1,x1(A1)⊗ · · · ⊗ αiun,xn(An))
= ωcβ
(
αium,xm(Am)⊗ · · · ⊗ αiun,xn(An)⊗ αiβ(A0)⊗ αi(u1+β),x1(A1)⊗ · · ·
· · · ⊗ αi(um−1+β),xm−1(Am−1)
)
.
The equality holds irrespective of the choice m ∈ {1, . . . , n}. The non-trivial point is
made now: There exists an m ∈ {1, . . . , n} such that um − um−1 ≥ βn+1 . We simply
rename all of the variables to
F βn,G(U,X) = F
′β
n,G(V,Y ) = ωcβ
(
αiv0,y0(B0)⊗ αiv1,y1(B1)⊗ · · · ⊗ αivn,yn(Bn)
)
where B0 = Am, B1 = Am+1, . . . , Bn = Am−1, v0...
vn−m
 =
um...
un
 ,
vn−m+1...
vn
 =
 u0 + β...
um−1 + β
 , (39)
and the similar relabeling is done for the spatial variables yi with respect to xi. Now
the analogous derivation for F ′ yields
F ′βn,G(v0,y0; . . . ; vn,yn) =
∫
dP
∏
l∈E(G)
eipl(ys(l)−yr(l)) (λ+(pl) + λ−(pl))
2ωl (1− e−βωl) ΨˆB(−P, P ) ,
with
λ+(pl) = eωl(vs(l)−vr(l))δ(p0l − ωl), λ−(pl) = eωl(vr(l)−vs(l)−β)δ(p0l + ωl) ,
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where now v0 ≤ v1 ≤ . . . ≤ vn and ΨB is the functional derivative from equation (38) in
which the (Ai) are replaced by (Bi).
We expand the products of the sum of λ± by replacing every line l ∈ E(G) by either
a line l+ or l−, to which we associate the factors λ±, and summing over all possibilities
to distribute pluses and minuses on all lines in G. This is done by introducing a function
ε : E(G)→ {+,−}
that associates signs to all the lines in the graph. Denoting E±(G) = {l ∈ G : ε(l) = ±}
we find
F ′βn,G(v0,y0; . . . ; vn,yn)
=
∑
ε
∫
dP
∏
l+∈E+(G)
 eipl+ (ys(l+)−yr(l+))
2ωl+
(
1− e−βωl+
)λ+(pl+)
×
×
∏
l−∈E−(G)
 eipl− (ys(l−)−yr(l−))
2ωl−
(
1− e−βωl−
)λ−(pl−)
 ΨˆB(−P, P ).
Now we estimate the largest difference between the vi
max
i<j
(vj − vi) = vn−1 − v0 = β + um−1 − um = β − (um − um−1) ≤ β
n+ 1︸ ︷︷ ︸
=:cβ
< β .
Thus we rewrite
e−ωl−βeωl− (vr(l−)−vs(l−)) = e−ωl− (β−cβ)eωl− (vr(l−)−vs(l−)−cβ)
= e−ωl−
nβ
n+1 eωl− (vr(l−)−vs(l−)−cβ)︸ ︷︷ ︸
≤1
,
which shows the claim that the integrand of F ′βn decays fast in the momentum variables
associated to lines l−. The remaining integration variables (those associated to l+) are
located in the forward lightcone, in which F ′βn is rapidly decreasing. This implies that∏
l−∈E−(G)
e−ωl− (vr(l−)−vs(l−))ΨˆB(−P, P )
∣∣∣
p0
l+
=ωl+ , p
−
l−=−ωl−
is rapidly decreasing in all spatial momenta P = (p1, . . . ,pE(G)). We use the geometric
series
1
1− e−βω =
∞∑
k=0
e−βkω
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to rewrite the integrand
∑
ε
∏
l+∈E+(G)
1
2ωl+
eipl+ (ys(l+)−yr(l+))−ωl+ (vr(l+)−vs(l+))
1− e−βωl+ ×
×
∏
l−∈E−(G)
1
2ωl−
eipl− (ys(l−)−yr(l−))−ωl− (cβ−(vr(l)−vs(l)))e−ωl−
nβ
n+1
1− e−βωl−
=
∑
ε
∑
k∈N|E(G)|0
∏
l+∈E+(G)
1
2ωl+
eipl+ (ys(l+)−yr(l+))−ωl+ (vr(l+)−vs(l+)+βkl+ )×
×
∏
l−∈E−(G)
1
2ωl−
eipl− (ys(l−)−yr(l−))−ωl− (cβ−(vr(l)−vs(l))+βkl− )e−ωl−
nβ
n+1 .
Hence the function F ′ is of the form
F ′βn,G(v0,y0; . . . ; vn,yn)
=
∑
ε
∑
k∈N|E(G)|0
∫
dP
∏
l+∈E+(G)
1
2ωl+
eipl+ (ys(l+)−yr(l+))e−ωl+ (vr(l+)−vs(l+)+βkl+ )×
×
∏
l−∈E−(G)
1
2ωl−
eipl− (ys(l−)−yr(l−))e−ωl− (cβ−(vr(l)−vs(l))+βkl− ) Ξ(P ) ,
with
Ξ(P ) =
∏
l−∈E−(G)
e−ωl−
nβ
n+1 ΨˆB(−P, P )
∣∣∣
p0
l+
=ωl+ , p
0
l−=−ωl−
.
By the above argumentation, Ξ(P ) is rapidly decreasing in all its variables. Fixing the
sign-function ε and a multi-index n, we can use Proposition 7 from Appendix B to find
the estimate
F ′βn,G,ε,k(v0,y0; . . . , vnyn) ≤ c
∏
l∈E(G)
e−m
√
|x∂l|2+(βkl)2 ,
where x∂l = xr(l) − xs(l). In this estimate we used the fact, that the vi range only over
a finite interval and the differences
cβ − (vr(l) − vs(l)) ≥ 0
are bounded from below by zero. The sum over kl yields
∞∑
k=0
e−m
√
q2+(βk)2 =
∑
βn<q
e−m
√
q2+(βk)2 +
∑
βn≥q
e−m
√
q2+(βk)2
≤ q
β
e−mq + e
−mq
1− e−mβ ≤ c
′ e−mq
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for q > 0. This implies that
F ′βn,G,(V,Y ) =
∑
n∈NE(G)
F ′βn,G,ε,k(V,Y ) ≤ cc′
∏
l∈E(G)
e−m
√
|x∂l|2
≤ c′′e− m√n re , re =
√√√√ n∑
k=0
|xk|2 ,
by the same means as in the case of the vacuum state. The exponential decay for F βn,G,
i.e.
∣∣∣F βn,G(u1, . . . , un,x1, . . . ,xn)∣∣∣ ≤ c′ e− m√n re , re =
√√√√ n∑
k=1
|xk|2 ,
follows by the simple coordinate change in equation (39), thus F βn,G decays exponentially
in all its variables. The same decay properties hold for F βn , which is the sum over
all connected graphs of F βn,G divided by the symmetry factor of G. This proves the
assertion.
As in the vacuum case we can exploit the analytic properties of the KMS state ωβ to
show that the limiting state obeys the KMS condition by using Proposition 6. We find
an explicit formula for the adiabatic limit of the state ω′βh
ωIβ(A) = lim
h→I
ω′β
h(A)
=
∞∑
n=0
(−1)n
∫
βSn
dU
∫
R3n
dX ωcβ (γ(A)⊗ αiu1,x1(R)⊗ · · · ⊗ αiun,xn(R)) ,
with
R =
∫
dt χ˙−(t) [HI(t, 0)]χ .
The limit exists, defines a state on A[I], and the function
t 7→ ωIβ(AαIt (B))
has an analytic continuation into the strip Sβ and is continuous on the boundary with
the value
ωIβ(AαIt+iβ(B)) = ωIβ(αIt (B)A) .
In order to prove these statements one has simply to replace the limiting KMS state
ωIβ with the ones on the finite volume ωhβ in the proof of Theorem 2. Since the arising
integrands are absolutely integrable, we can exchange the limits in the integrations and
obtain the desired statements. In particular we find that, due to the fact that the free
KMS state is invariant under all spacetime translations and spatial rotations, so is the
interacting state ωIβ in the adiabatic limit.
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6 Conclusion
In this work we were concerned with the construction of KMS states in perturbative
renormalized relativistic QFT. The traditional approaches to construct states in per-
turbative QFT by starting from the corresponding state of the free theory in the limit
t→ −∞ lead, in the case of positive temperature, to infrared divergences as emphasized
by Steinmann in [55]. These divergences occur even in the massive case, see e.g. [1].
Their physical origin may be traced back to the change in the asymptotic behavior in
time as analyzed by Bros and Buchholz in [14].
Thus we chose another approach by using ideas from the realm of quantum statistical
mechanics. For this to achieve we had to close a gap between the description of QFT
and QM as dynamical systems, which originates from the fact that non-trivial local
interactions in relativistic QFTs in four dimensions are too singular to be restricted to
Cauchy surfaces. Therefore, the formal application of quantum mechanical perturbation
theory leads to spurious UV divergences (the Stückelberg UV-divergences [57]), that
appear even after renormalization.
To avoid these difficulties, we exploited the validity of the time-slice axiom in causal
perturbation theory [18] and embedded the algebra of interacting fields into the algebra of
the free theory, restricted to a time-slice which may be understood as a thickened Cauchy
surface. We showed that the interacting dynamics αIt differs from the free dynamics αt
locally by a well defined co-cycle Uh(t), thus we obtain a UV regular interaction picture.
We therefore can apply techniques from quantum statistical mechanics [11] and construct
KMS states for the dynamics with a spatial cutoff h.
As a last step the spatial cutoff h had to be removed (adiabatic or thermodynamic
limit). We showed that this is always possible if the KMS state of the free theory has
sufficiently good spatial clustering properties. We show that this assumption is satisfied
for the free massive scalar field. As a byproduct we also obtained a new proof for the
existence of the vacuum state. We always formulated our arguments for four-dimensional
Minkowski space, but all arguments are actually valid independent of the dimension. In
two-dimensional spacetime, for polynomial interactions, our methods are not needed,
because of the existence of a sufficiently large algebra of time zero fields.
Our results are obtained within formal perturbation theory. Conceptually, however,
the methods are not restricted to perturbation theory, and it would be interesting to
explore whether they can be applied in the sense of constructive field theory, for instance
in φ43.
The non-zero mass of the theory was crucial for the proof of existence, since, in
general, the correlation functions of massless theories exhibit a too slow decay at spatial
infinity. The consequences of this are observed in many applications of the massless
theories at positive temperature and are sometimes referred to as the IR problem of
perturbative QFT at positive temperature, see e.g. [1]. A solution of this problem is
to use the so-called thermal mass term, that arises, due to finite renormalization of the
interaction terms, as a mass term of the free theory. The idea has already been used
in the context of QED and QCD at positive temperature [42], an interpretation of this
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method in the general context of perturbative QFT in the present setting is given in
[44]. In the massless φ4-theory it originates from the fact that the transformation from
the ?-product with the vacuum two-point function to the ?-product at finite inverse
temperature β involves a finite transformation which corresponds to a change of the
Wick ordering prescription,
:φ4:vac=:φ4:β +6c(β) :φ2:β +6c(β) (40)
where
c(β) = (Dβ+ −Dvac+ )(0) =
1
12pi2β2 . (41)
The coefficient of the quadratic term then can be used as a mass term, and one obtains
convergent expressions for the KMS state. But since Dβ+ is not analytic in m2 at m = 0,
the arising series is no longer a power series in the coupling constant.
We believe that our approach provides a basis for extending powerful methods from
quantum statistical mechanics to perturbative QFT. In particular, one might apply these
methods to problems of non-equilibrium thermodynamics in QFT, as treated e.g. in
[6, 2]. One may also test whether structural properties of the interacting KMS state pre-
dicted from an axiomatic approach, such as the relativistic KMS condition [12], Källen-
Lehmann type representations [13] and time asymptotics [14] can be verified. We also
hope that the problem of phase transitions can be addressed by our method, yielding
a bridge between the quantum statistical approach and the arguments relying on the
effective potential of quantum field theory.
Another potential application of our results is on the treatment of bound states in
quantum field theory, including in particular the derivation of the Lamb shift. Here a lot
of progress was made during the last years in the so-called nonrelativistic QED (see e.g.
[53]). Approaches to relativistic quantum mechanics typically suffer from inconsistencies
since the concept of particles in QFT is dependent on the interaction. Our approach
is completely consistent with the principles of QFT, but, unfortunately, still based on
formal perturbation theory.
Our method has a formal similarity with the Schwinger-Keldysh approach. There
the expectation values of time-ordered products of fields Ai are obtained from the ex-
pectation value of the free theory similar to the Gell-Mann and Low formula
ωIβ(TA1(x1) . . . An(xn)) =
1
Z
ωβ
(
TCA1(x1) . . . An(xn) exp(−i
∫
C
dz
∫
d3x HI(z,x)h(x))
)
,
but where time ordering is replaced by ordering along the contour C depicted in figure
3, see [42] for more details to this formalism. The right hand side of this formula might
be written as a path integral. The attempt to construct the interacting KMS state by
the adiabatic limit g → 1 as discussed in section 2 corresponds to the contour in the
limit t0 → ∞. By choosing a contour C which oscillates several times parallel to the
real axis, one would formally obtain the thermal Wightman functions of the interacting
field, if the contour reaches the time-arguments of the fields in the correct order.
The choice t0 =  for the contour C (together with the restriction to observables that
are supported in Σ) corresponds to the idea of exploiting the time-slice axiom, where
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−t0 t0
C1
C3
C2
C4
t0 − iσ−t0 − iσ
−t0 − iβ
Figure 3: The Schwinger-Keldysh contour C = C1 ∪ C2 ∪ C3 ∪ C4 in the complex time-
plane.
the time cutoff χ is replaced by the characteristic function of the interval [−, ]. This
avoids the aforementioned IR divergences completely, but would generate additional UV
divergences at the boundaries t = ±. Our formalism may be thus understood as a
Schwinger-Keldysh formalism with a smeared, but finitely extended contour.
Acknowledgments
We thank the referees of the paper for many valuable hints. One of the authors (F. L.)
gratefully acknowledges financial support from the Konrad-Adenauer-Stiftung.
A Proof of the KMS condition
In order to show that the quasi-free state ωβ, defined by
ωβ(Φ(x)Φ(0)) = Dβ+(x) =
1
(2pi)3
∫
d3p eipx
2ωp(1− e−βωp)
(
e−iωpx0 + eiωp(x0+iβ)
)
, (42)
satisfies the analytic conditions from Definition 1 we will use an off-shell formulation of
the algebra of the Wick polynomials of the free field. For an introduction we refer to [5]
or [40, 24]. In this formulation the algebra of Wick polynomials A is constructed by (non
necessarily linear) functionals over the space of classical field configurations φ ∈ C∞(M),
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M = R4, which are not subject to any field equation. A local field A, smeared with a
test function f ∈ D(M), is in this formalism given by
A(f)(φ) =
∫
d4x f(x)a(φ(x), ∂φ(x), . . . ) ,
where a is a polynomial in φ and its derivatives. The most general observable is given
by sums of
FT (φ) =
∫
d4x1 · · · d4xn T (x1, . . . , xn)φ(x1) · · ·φ(xn) (43)
with a distribution of compact support T ∈ E′(Mn) with the following singularity struc-
ture
WF(T ) ⊂
{
(x1, . . . , xn|p1, . . . , pn) ∈ T˙ ∗Mn :
n∑
k=1
pk = 0
}
. (44)
Here T˙ ∗ denotes the cotangent bundle of a manifold, with the zero section removed.
These functional are called microcausal functionals. It is evident that A(f) is contained
in this set as one replaces T by a sum of δ-distributions and its derivatives multiplied
with a test function f . The product between such functionals is declared by a functional
differential operator (a ?-product in the sense of deformation quantization)
(F ? G)(φ) = eΓ2(F ⊗G)(φ) (45)
with the differential operator
Γ2(F ⊗G) =
∫
d4x d4y ω2(x, y)
δF
δφ(x) ⊗
δG
δφ(y) .
Here ω2 is the two-point function of some quasi-free Hadamard state ω over the algebra of
Wick polynomials A. The ∗-algebra which is ?-generated by functionals (43) is denoted
by Aω. The connection to the Hilbert space formalism of QFT is the following: There
is a ∗-homomorphism piω : Aω → A into the the algebra of Wick-polynomials, given by
piω(FT ) =
∫
d4x1 · · · d4xn T (x1, . . . , xn) :Φ(x1) · · ·Φ(xn):ω2 (46)
where the Wick-ordering :·:ω2 within A has been done with respect to the two-point
function ω2. Note that if the two-point function of another quasifree Hadamard state
were to be put in Γ2, the corresponding ∗-homomorphism would result in a locally quasi-
equivalent representation [59].
The representation piω is not faithful, since elements of the form PΦ(x) vanish on A
whereas they don’t on Aω.3 This is a consequence of the off-shell setting in Aω. It has
been shown that the kernel of piω is the ideal I generated by elements of the form
FPiT (φ) =
∫
d4x1 · · · d4xn (xi +m2)T (x1, . . . , xn)φ(x1) . . . φ(xn) ∈ Aω2 .
3P denotes the Klein-Gordon differential operator P = +m2 on M .
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The algebra Aω / I is called the on-shell algebra. Notice that the quasi-free state ω on
A is found as the evaluation functional on Aω
A 7→ A(0) = ω(piω(A)), A ∈ Aω.
Proposition 6. Let ωβ be a quasi-free KMS state on A with respect to the time-evolution
αt and with inverse temperature 0 < β ≤ +∞. Then, for every A1, . . . , An ∈ A, the
functions
(t1, . . . , tn) 7→ ωβ(αt1(A1) · · ·αtn(An))
have an analytic continuation into
Tnβ = {(z1, . . . zn) ∈ Cn : 0 < =(zj − zi) < β ∀1 ≤ i < j ≤ n} .
Moreover, for 0 < β <∞ and k ∈ {1, . . . , n} it holds that
ωβ(αt1(A1) · · ·αtk(Ak)αtk+1+iβ(Ak+1) · · ·αtn+iβ(An))
= ωβ(αtk+1(Ak+1) · · ·αtn(An)αt1(A1) · · ·αtk(Ak)) .
Proof. We prove the Proposition for the case 0 < β < ∞. The case β = +∞ is proven
along the same lines, except from the KMS conditions. It is assumed that the two-point
function Dβ+ of ωβ, defined by equation (42), is used in the ?-product (45) and the
resulting off-shell algebra is denoted by Aβ. A multiple product of observables can be
written as
(A1 ? · · · ? An)(φ) =
∏
1≤i<j≤n
eΓ
ij
2 (A1 ⊗ · · · ⊗An)
∣∣∣
φ1=···=φn=φ
,
with
Γij2 =
∫
d4x d4y Dβ+(x− y)
δ2
δφi(x)δφj(y)
,
using the Leibniz rule of differential calculus on functionals. Here the n-fold tensor
product of functionals are considered as functionals in n field configurations φ1, . . . , φn .
The time-translations αt on Aω are simply given by αt(A)(φ) = A(φ−t) where
φ−t(x) = φ(x0 + t,x) in agreement with the notation in (14). The expectation value in
the KMS state is then the evaluation at φ = 0, and it holds that
ωβ(αt1(A1) · · ·αtn(An)) = (αt1(A1) ? · · · ? αtn(An)) (φ = 0)
=
∏
1≤i<j≤n
eΓ
ij
2 (αt1(A1)⊗ · · · ⊗ αtn(An))
∣∣∣
φ1=···=φn=0
=
∏
1≤i<j≤n
eΓ
ij
2 (ti,tj)(A1 ⊗ · · · ⊗An)
∣∣∣
φ1=···=φn=0
,
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with
Γij2 (ti, tj) =
∫
d4x d4y Dβ+(x0 − y0 + ti − tj ,x− y)
δ2
δφi(x)δφj(y)
.
As t 7→ Dβ(t,x) has an analytic continuation into −Sβ = {z ∈ C : −β < =(z) < 0} the
function
(t, t′) 7→ eΓij2 (t,t′)(A1 ⊗ · · · ⊗An)
has an analytic continuation to {(z1, z2) ∈ C2 : −β < =(z1−z2) < 0} for all A1, . . . , An ∈
Aβ. Thus for the full expectation value we obtain that the map
(t1, . . . , tn) 7→
∏
1≤i<j≤n
eΓ
ij
2 (ti,tj)(A1 ⊗ · · · ⊗An)
∣∣∣
φ1=···=φn=0
has an extension into
Tnβ = {(z1, . . . , zn) ∈ Cn : 0 < =(zj − zi) < β ∀1 ≤ i < j ≤ n} .
The KMS conditions for the expectation values
ωβ(αt1(A1) · · ·αtn(An)) =
∏
1≤i<j≤n
eΓ
ij
2 (ti,tj)(A1 ⊗ · · · ⊗An)
∣∣∣
φ1=···=φn=0
follow directly from the fact that Γij2 (ti, tj) = Γ
ji
2 if ti − tj = −iβ.
B Propositions for the adiabatic limit
The following propositions are used to show that the connected correlation functions
have a uniform exponential decay in spatial and imaginary time directions. Parts of this
are already well-known in the case of the vacuum two-point function ωvac(Φ(x)Φ(y)),
see e.g. [8]. For our purposes however, a more general statement has to be proven.
Proposition 7. Let f ∈ D′(R4) with supp(f) ⊂ BR ⊂ R4. Then the functions
If (x0,x) =
∫
d3p
2ωp
e−i(x0ωp−px)fˆ(ωp,p), ωp =
√
p2 +m2 ,
Ibf (x0,x) =
∫
d3p
2ωp
e−i(x0ωp−px)e−bωp fˆ(−ωp,p), b > 0 ,
have an analytic continuation into the lower half plane C−×R3, and for m > 0 it holds
that
|If (−iu,x)| ≤ c e−mr ,
∣∣∣Ibf (−iu,x)∣∣∣ ≤ c e−mr , r = √u2 + x2 ,
uniformly for r ≥ 2R.
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Proof. The domain of analyticity of If and Ibf is obvious due to the fact that fˆ is a
polynomially bounded function while the remaining integrands for
If (−iu,x) : e
ipx−u
√
p2+m2
2
√
p2 +m2
Ibf (−iu,x) :
eipx−u
√
p2+m2
2
√
p2 +m2
e−bωp
decay exponentially for u > 0 and b > 0. The following steps will be discussed for If
only, the case for Ibf is identical until further notice. Using the identity
1
2pi
∫
dk
eiku
k2 + ω2 =
e−ωu
2ω , u, ω > 0 ,
we can rewrite the integral:
If (−iu,x) =
∫
d3p
eipx−u
√
p2+m2
2
√
p2 +m2
fˆ
(√
p2 +m2,p
)
= 12pi
∫
dp
ei(up0+xp)
p20 + p2 +m2
fˆ
(√
p2 +m2,p
)
.
Without loss of generality, we choose the coordinates x = nr cos(α) and u = r sin(α)
with n = (1, 0, 0) and 0 < 2α < pi. Hence, r =
√
u2 + x2. The following change in the
momentum variables is helpful:
k0 = p0 sin(α) + p1 cos(α), k1 = p0 cos(α)− p1 sin(α), k2/3 = p2/3 .
The integral is of the form
If (−iu,x) = 12pi
∫
dk
eik0rfˆ (ω(k),p(k))
k20 + k21 + k22 + k23 +m2
= 12pi
∫
dk
eik0rfˆ (ω(k),p(k))
k20 + k2 +m2
where
ω(k) =
√
(k0 cos(α)− k1 sin(α))2 + k22 + k23 +m2 ,
p(k) = (k0 cos(α)− k1 sin(α), k2, k3) .
We replace the integration in the k0-variable by a contour integration in the upper half
plane. By the Paley-Wiener theorem [56] we know that for (ω,p) in the upper half plane
C4+: ∣∣∣fˆ(ω,p)∣∣∣ ≤ c eR√|ω|2+|p|2 .
Thus the integrand will exponentially decay for values r > R. We thus look at the
contour integral
1
2pi
∫
C
dz
eizr
z2 + k2 +m2
fˆ(ω,p) ,
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where the dependence of ω and p on the variables k0 = z and k is suppressed in the
notation of fˆ . We see that the integrand has a pole at
z = i
√
k2 +m2 .
Furthermore, since the principal square root in ω(z,k) has a branch cut on the negative
real axis, we get a branch cut along a vertical axis, starting from
z = k1 tan(α) + i
√
k22 + k23 +m2
cos(α) .
Thus we choose a contour that avoids both the pole and the branch cut (see figure 4)
=(k0) = 0
C
i
√
k2 +m2
i
√
k22+k23+m2
cos(α)
k1 tan(α)
Figure 4: The integration contour C. The semicircle has to be extended to infinite size
and the orientation is positive.
such that the contour integral vanishes due to the exponential decay of the integrand:
0 = 12pi
∫
C
dz
eizr
z2 + k2 +m2
fˆ(ω,p)
= If (x0,x) +
1
2pi
∮
pole
dz
eizr
z2 + k2 +m2
fˆ(ω,p)
+ 12pi
∫
branch
dz
eizr
z2 + k2 +m2
fˆ(ω,p) .
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The pole contour can be calculated using the residue theorem
1
2pi
∮
z=i
√
k2+m2
dz
eizr
z2 + k2 +m2
fˆ(ω,p)
= i Res
z=i
√
k2+m2
eizrfˆ(ω,p)(
z − i
√
k2 +m2
) (
z + i
√
k2 +m2
)
= e
−r
√
k2+m2 fˆ(ω,p)
2
√
k2 +m2
∣∣∣
k0=i
√
k2+m2
,
thus the full pole contribution to If is
Ipole(−iu,x) =
∫
d3k
e−r
√
k2+m2 fˆ(ω,p)
2
√
k2 +m2
∣∣∣
k0=i
√
k2+m2
.
The branch cut contributes with
i
cosα
∫ ∞
Ω
dτ
eirk1 tan(α)e−
rτ
cos(α)
z(τ)2 + k2 +m2
(
fˆ(ω,p)
∣∣
k0=z(τ)+i − fˆ(ω,p)
∣∣
k0=z(τ)−i
)
where z(τ) = k1 tan(α) + i τcos(α) and Ω =
√
k22 + k23 +m2. The arguments of fˆ in this
parametrization of the branch cut are given as
ω(k0 = z(τ), ki) = ±i
√
τ2 − k22 − k23 −m2
p(k0 = z(τ), ki) = (iτ, k2, k3) .
In particular, fˆ does not depend on k1 on the branch cut. We invoke the k1-integration
to find ∫
dk1
∫ ∞
Ω
dτ
eirk1 tan(α)e−
rτ
cos(α)
z(τ)2 + k2 +m2
(fˆ(ω,p)+ − fˆ(ω,p)−) .
We replace the k1-integration by a contour-integration along a semi-circle in the upper
half plane, where the integrand falls off exponentially (as r > R):
∫
C
dw
∫ ∞
Ω
dτ
eirw tan(α)e−
rτ
cos(α)
z(τ)2 + w2 + k22 + k23 +m2
(fˆ(ω,p)+ − fˆ(ω,p)−).
The fact that fˆ does not depend on k1 on the branch cut implies that the only contri-
bution to the integral comes from the poles of the integrand, which are located at
wpole = −iτ sin(α)± cos(α)
√
τ2 − k22 − k23 −m2 .
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By assumption 0 < 2α < pi, thus both poles lie in the lower half plane and the full
contour integral vanishes. Moreover the integrand falls off exponentially in the upper
half plane, such that the branch cut does not contribute to If at all.
Hence, we have If (−iu,x) = Ipole(−iu,x) and this contribution can be estimated by
|If (−iu,x)| =
∣∣∣∣∣∣
∫
d3k
e−r
√
k2+m2 fˆ(ω(k),p(k))
2
√
k2 +m2
∣∣∣
k0=i
√
k2+m2
∣∣∣∣∣∣
≤ c
∫
d3k
e−r
√
k2+m2eR
√
|ω(k)|2+|p(k)|2
2
√
k2 +m2
∣∣∣
k0=i
√
k2+m2
.
The values of ω(k) and p(k) at the pole k0 = z = i
√
k2 +m2 are
ω(k) =
√
k2 +m2 sin(α)− ik1 cos(α), p1(k) = i
√
k2 +m2 cos(α)− k1 sin(α) .
Thus under the square root of the integrand we have
|ω(k)|2 + |p(k)|2 = k2 +m2 + k21 + k22 + k23 +m2 = 2(k2 +m2) .
This implies that the integral decays exponentially in |x| = r uniformly in r as r > 2R,
since:
|If (−iu,x)| ≤ c
∫
d3k
e−r
√
k2+m2e
√
2R
√
k2+m2
2
√
k2 +m2
≤ c e−(r−
√
2R)m
∫
d3k
e−(r−
√
2R)(
√
k2+m2−m)
2
√
k2 +m2
≤ c e−(r−
√
2R)m
∫
d3k
e−(2−
√
2)R(
√
k2+m2−m)
2
√
k2 +m2︸ ︷︷ ︸
<∞
.
The same argumentation can be done for Ibf :
∣∣∣Ibf (−iu,x)∣∣∣ = ∣∣∣Ibpole(−iu,x)∣∣∣ ≤ c ∫ d3ke(
√
2R−b−r)
√
k2+m2
2
√
k2 +m2
.
This proves the claim.
The other proposition concerns the singular directions of the functional derivatives
that appear in the expansion of the truncated vacuum expectation values.
Proposition 8. Define for A0, . . . , An ∈ A the compactly supported distribution
Ψ(x1, . . . , xk, y1, . . . , yk) =
k∏
l=1
δ2
δφs(l)(xl)δφr(l)(yl)
(A0 ⊗ · · · ⊗An)
∣∣∣
φ0=···=φn=0
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where s, r : {1, . . . , k} → {0, . . . , n} such that s(l) < r(l) for all l ∈ {1, . . . , k} and let Ψˆ
denote its Fourier transform. Then
(p1, . . . , pk) 7→ Ψˆ(−p1, . . . ,−pk, p1, . . . pk)
is rapidly decreasing inside a neighborhood of the union of k-fold product of the closed
forward lightcone (V +)k with that of the backward lightcone (V −)k.
Proof. Using the tensor product rule for wavefront sets (see [36]) and the fact that
the functionals Ai are microcausal (see the beginning of Appendix A), one finds that
Ψˆ(−P, P ) is rapidly decaying in every direction, except the cone defined by{
(p1, . . . , pk) ∈ T˙ ∗Mk :
∑
l=1,...,k
s(l)=m
pl −
∑
l=1,...,k
r(l)=m
pl = 0, m = 0, . . . , n
}
Assume that all of the momenta lie inside either the forward or backward lightcone.
Taking the first condition (m = 0) we see that that {l ∈ {1, . . . , k} : r(l) = 0} = ∅. This
implies ∑
l=1,...,k
s(l)=0
pl = 0 =⇒ pl = 0 ∀l ∈ {1, . . . , k} : s(l) = 0 .
But the set {l ∈ {1, . . . , k} : s(l) = 0} contains in particular all indices {l ∈ {1, . . . , k} :
r(l) = 1}. This information can be put into the next condition, m = 1, which yields∑
l=1,...,k
s(l)=1
pl −
∑
l=1,...,k
r(l)=1
pl
︸ ︷︷ ︸
=0
= 0 =⇒ pl = 0 ∀l ∈ {1, . . . , k} : s(l) = 1
as, once again, all the directions are contained in one of the lightcones V +, V −. This
can be iterated until m = n with the result that all momenta {pl : l = 1, . . . , k} vanish,
hence (p1, . . . , pk) 6∈ T˙ ∗Mk.
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