ABSTRACT In this paper, a novel fingerprint-based localization technique is proposed, which is applicable for positioning user equipments (UEs) in cellular communication networks such as the long-termevolution (LTE) system. This technique utilizes a unique mapping between the characteristics of a radio channel formulated as a fingerprint vector and a geographical location. A feature-extraction algorithm is applied to selecting channel parameters with non-redundant information that are calculated from the LTE down-link signals. A feedforward neural network with the input of fingerprint vectors and the output of UEs' known locations is trained and used by UEs to estimate their positions. The results of experiments conducted in an in-service LTE system demonstrate that by using only one LTE eNodeB, the proposed technique yields a median error distance of 6 and 75 meters in indoor and outdoor environments, respectively. This localization technique is applicable in the cases where the Global Navigation Satellite System (GNSS) is unavailable, e.g., in indoor environments or in dense-urban scenarios with closely spaced skyscrapers heavily blocking the line-of-sight paths between a UE and GNSS satellites.
I. INTRODUCTION
Recently, an increased demand for location-based services motivates the development of accurate, efficient, and realtime localization techniques in both indoor and outdoor environments [1] - [5] . Global Navigation Satellite Systems (GNSSs), such as the Global Positioning System (GPS), are widely used to localize a User Equipment (UE) in outdoor environments [6] , [7] . However, in the cases where thick clouds block out the GNSS signals, or UEs are in a building [8] , the localization performance is deteriorated severely. Another category of localization techniques makes use of Cellular Network (CN) and Wireless Local Area Network (WLAN) [9] . They are important supplements to the GNSS-based localization techniques, especially in indoor environments and some outdoor environments where the navigation signals are heavily attenuated due to cloud absorption, building blockages, and foliage shadowing.
The CN-and WLAN-assisted localization techniques can be categorized into three groups based on the underlying positioning methodologies: lateration-, angulation-, and fingerprint-based algorithms [10] . For the lateration-based algorithms, the parameters such as received signal strength indicator [11] , [12] , reference signal received power [13] , time of arrival and time difference of arrival of transmitted signals [14] - [16] , are used to calculate the distances from multiple sites with known geographical locations to the UE in order to estimate the UE's location [17] . The angulationbased algorithms are used to localize the UE by estimating the angles of arrival of the signals received from at least two known sites [18] , [19] . These two kinds of algorithms rely on an assumption that a sufficient number of reference sites are available. The performance of localization technique based on the two algorithms deteriorates dramatically when the signals arrive at the UE from non-Line-of-Sight (NLoS) multipaths, or when the multipath fading in a cluttered environment results in erroneous estimates of the angle-of-arrival parameters.
The fingerprint-based algorithms [10] , [20] , [21] usually include two phases, i.e. a training phase in which a fingerprint database is constructed and a localization phase in which the constructed database is applied to estimating UEs' locations. The fingerprint is referred to as a specific set of parameters, which provides a unique combination of parameter values with respect to a geographical location. The fingerprint can be visual images, acoustic waves, radio signals and movement characteristics [21] . Data collected by sensors in a UE, e.g. ambient sound, light, and colors at a location, can be applied to constructing the audio-visual fingerprint [22] , [23] . The signal fingerprint is referred to as the characteristics of radio frequency signals or radio channels, e.g. received signal strength [24] - [29] , properties extracted based on Channel Impulse Responses (CIRs) [30] - [32] , a sequence of cell-IDs [33] , etc.. The motion fingerprint refers to velocities and orientations measured by a UE utilizing accelerometers and compasses [34] . After the fingerprint database is obtained, a UE location is estimated by comparing the currently achieved fingerprint with the database through matching algorithms, e.g. probabilistic methods, k-NearestNeighbor (kNN) based methods, neural networks, support vector machines, and decision tree approaches [35] - [39] .
It is worth mentioning that for the rapid growth of the CN and WLAN, the signal fingerprint has attracted considerable attention [39] - [46] . In Section II, a collection of existing signal-fingerprint-based localization techniques is reported, and their performances as well as resource consumption are remarked. However, a common drawback of these localization techniques is that the information in the underlying fingerprints is restricted to few properties such as channel gains and propagation delays of LoS multipaths. In many cases, these properties exhibit a significant ambiguity with respect to multiple adjacent UE locations, and such an ambiguity deteriorates the localization performance consequently.
In this paper, we define a new structure of signal fingerprint based on multiple channel parameters selected from a broader scope than the existing techniques. All these channel parameters can be calculated by using the down-link signals of an LTE network. A neural network obtained in a training period is applied to localizing UEs based on a fingerprint database. The main novelties and contributions of our work lie in: i) Different from the parameters used in the existing localization techniques, totally eleven channel parameters calculated based on both narrowband and wideband characteristics of radio channel are taken into account to construct a fingerprint. Especially, channel parameters calculated based on characteristics of multipath components in channel are considered; ii) A feature-extraction algorithm is utilized to determine the most suitable fingerprint for an area of interest;
iii) The performance of the proposed localization technique is for the first time validated by channel measurements performed in both indoor and outdoor scenarios.
The rest of paper is structured as follows. In Section II, the state-of-art of signal-fingerprint-based localization techniques is reviewed. In Section III, the eleven channel parameters calculated from CIRs are elaborated, and procedures of forming a so-called fingerprint matrix are introduced. Then how to determine a channel parameter subset based on the fingerprint matrix and to train a neural network for localization are explained in Section IV. In Section V, two measurement campaigns for evaluating the performance of the proposed localization technique are presented. Finally, conclusive remarks are addressed in Section VI.
II. SIGNAL-FINGERPRINT-BASED LOCALIZATION TECHNIQUES REVISITED
A variety of studies on signal-fingerprint-based localization techniques has been reported in literature. Some important pieces of work are summarized in Table 1 . The key features of these techniques are tabulated which include the underlying wireless technologies, the adopted fingerprint matching algorithms, the positioning accuracy achieved, the technique complexity and resource consumption, as well as the typical application scenarios. Note that the positioning accuracy usually refers to the positioning error distance. Lower the positioning error distance resulted, higher the accuracy can be achieved for the underlying localization technique.
To illustrate the accuracy reported in these localization techniques more clearly, Figures 1(a) and 1(b) display positioning error distances in a bar plot for indoor and outdoor scenarios respectively. It can be observed from Figure 1 that the order of magnitude of the positioning error distance in indoor scenarios is less than 6 meters while the most of localization techniques in outdoor scenarios exhibit the order of magnitude of almost 50 meters.
It is clear from Table 1 that the WLAN is commonly used for the indoor, and the CN is applied for both indoor and outdoor localization. For most of techniques, characteristics extracted from CIRs are taken into account when constructing a fingerprint. Multipath information can also be integrated as a part of the fingerprint [47] . Then, the kNN and neural network algorithms are widely used for the fingerprint matching. In addition, the probabilistic methods are found to take more time than other matching algorithms to collect a sufficient number of samples in order to construct a statistical distribution of a parameter [49] . The positioning error distance is observed to be higher for the outdoor than the indoor scenarios. It is noted that a trade-off is a vital consideration among localization accuracy, technique complexity and resource consumption to fairly evaluate a localization technique. In the work presented here, we focus on designing a new signal-fingerprint-based localization technique using radio channel characteristics extracted from the radio signals in the LTE network. Our intention is to explore more refined channel characteristics, especially those related to multipath dispersion behaviors. We expect to find a combination of sensible channel parameters that allows to unambiguously identify a geographical location. The technique should be applicable provided that the signals from a fixed network node, say LTE's eNodeBs are available, regardless of the types of environments. The LTE network is particularly selected in the study here, as its down-link signals have a bandwidth of up to 20 MHz per carrier, which allows detecting multipath components (MPCs) in channel with an improved delay resolution [41] . To the authors' best knowledge, up to now, similar ideas of exploiting channel characteristics as the fingerprint for localization in LTE networks have been rarely studied [50] , [51] .
III. CHANNEL-IMPULSE-RESPONSE-BASED FINGERPRINT A. PROPOSED STRUCTURE OF A NOVEL SIGNAL FINGERPRINT
We assume that a UE utilizing the proposed signalfingerprint-based localization technique can access a fingerprint database or a local storage from a physical cell of a base station (BS), e.g. an eNodeB of the LTE network.
The UE receives radio signals from the BS in service, and CIRs are extracted from common pilot signals, i.e. cellspecific reference signals of the LTE system by following the procedures proposed in [52] . A certain number of CIR-based channel parameters which are applicable for a specific environment are used as the fingerprint. The UE obtains its estimated location by comparing the current fingerprint with the existing fingerprint database. The database consists of the fingerprints obtained during the training period in the area that is covered by the radio signals transmitted from the cell. When accessing another cell, the UE chooses the fingerprint database of the new cell accordingly. To obtain the latest environmental changes, the fingerprint database is required to be updated in a regular manner by re-collecting the fingerprints for the area.The updating rate for the fingerprint database depends on the UE appearance frequency in the area, e.g. the database update is usually performed more frequently in urban than in mountainous, suburban or rural areas since the distribution or number of objects around the UE in the urban scenarios are more likely to change in a short period. In addition, both a commercial UE and a device dedicated for localization that own a high computational performance are recommended to update the fingerprint database under specifically designed protocols for necessary operations.
Besides the channel parameters calculated from CIR profiles, an algorithm called Space-Alternating Generalized Expectation-maximization (SAGE) is applied to extracting dominant MPCs in channel [53] , [54] . Thanks to an availability of CIRs in various CNs and WLANs, the fingerprint can be composed of the channel parameters calculated from both CIR profiles and MPCs. Specifically, in our study, the proposed signal fingerprint is established based on eleven channel parameters that can provide a comprehensive understanding of the UE ambience. Table 2 lists these parameters which can be conveniently categorized into three groups describing respectively, channel fading behaviors, channel dispersive behaviors in delay domain observed based on CIRs, and more refined structures of CIRs represented by MPCs. Under the assumption that a UE is able to obtain these eleven channel parameters, it is possible to form a vector containing some of these parameters as an identity, i.e. a unique fingerprint vector for a location denoted with
whereθ zs , s = 1, . . . , J represents the estimated value of the sth parameter at the zth sampling location whose x-and y-coordinates are X z and Y z respectively. Note that the UE localization is performed in a plain in this study, implying that a UE location is marked with two components as x-and y-coordinates. In the case of outdoor localization, the x-and y-coordinates of UE location are represented by the GPS latitude and longitude respectively. For the indoor localization, the coordinate of UE location is expressed in meter in a coordinate system specifically set in an area, e.g. a hall of a building. In such a case, the two components represent the distances from the current location to the origin of the coordinate system in north-south and west-east directions respectively. The fingerprint database of the cell is composed of such fingerprint vectors. Note that the proposed localization technique is scalable to include multiple nodes, and the single-node fingerprint can be extended into a multiple-node one. To this end, the channel parameters calculated based on down-link signals from multiple cells can be arranged in a vector for each location.
B. CHARACTERISTICS EXTRACTED FROM CIRs
The time-division-duplexing frame of the LTE system is composed of twenty time-slots and lasts for totally ten milliseconds [55] . In our case, CIRs extracted from half-frame signals are regarded as one snapshot. Totally 200 snapshots of CIRs collected during one second are considered as an ''observation segment'', and one fingerprint vector α z is then generated in which the eleven channel parameters are calculated. Notice that the location coordinates are recorded at the starts of individual one-second segments.
1) AVERAGE AND STANDARD DEVIATION OF REFERENCE SIGNAL RECEIVED POWER
The so-called Reference Signal Received Power (RSRP) is a parameter for the LTE system which is defined as the arithmetic mean over the power contribution of the cellspecific reference signals [55] . As an extension of this definition, in our case, the RSRP in the mth snapshot denoted by γ m which is obtained from the effective normalized Power Delay Profile (PDP) in the mth snapshot P m (τ ) can be calculated as
The normalized PDP P m (τ ) is calculated as
where y m (τ ) is a complex-valued CIR in delay in the mth snapshot. The effective normalized PDP P m (τ ) can be obtained from the normalized PDP P m (τ ) by preserving its spectral components that exceed a power threshold set for eliminating the influence of noises. Then the average and standard deviation of RSRP denoted byσ rsrp and ξ σ rsrp respectively are calculated based on all snapshots of RSRPs in one observation segment as
where std (·) is an operator for calculating the standard deviation of the given arguments, and M represents a total number of snapshots during one second, i.e. 200 snapshots in our case.
2) STANDARD DEVIATION OF MULTIPATH FADING
We assume that a UE experiences constant path loss and shadow fading during one snapshot that lasts 5 milliseconds. Channel narrowband coefficient can be simply viewed as an indicator of multipath fading severity. According to [56] , the channel narrowband coefficient in the mth snapshot denoted by h m is calculated as
Then, the standard deviation of multipath fading denoted by σ F is calculated as the standard deviation of |h m | 2 in a logarithmal form in one observation segment, i.e.
The so-called K -factor is defined as a ratio between the power of deterministic and of scattering components [57] . For the CIRs obtained in M k snapshots in each of N segments, K -factor can be calculated based on the observations obtained from these M k snapshots. In the nth segment, the response of the deterministic component can be obtained by averaging the complex-valued CIRs while the response of the scattering VOLUME 5, 2017 component by subtracting the average CIRs from the individual CIRs. Then the narrowband representations of two components denoted by h det,n and h sca,m,n , m = 1, . . . , M respectively are calculated by the same way of (5). Then the K -factor in the nth segment denoted by K n is calculated as
where M k is associated with the coherence time during which the radio channel is considered time-invariant, and moreover, M k · N = 200 in our case. Here, M k is set 10, i.e. the channel is regarded time-invariant in 50 milliseconds. The average K -factor denoted byK is calculated asK
4) AVERAGE AND STANDARD DEVIATION OF ROOT-MEAN-SQUARE DELAY SPREAD
The so-called root-mean-square (rms) delay spread describes the dispersive behaviors of MPCs in the delay domain attributed to the UE's surroundings. Note that the received signals are the convolution among the responses of transmitter and receiver as well as the radio channel. As a consequence, an MPC's delay may be different from the delay caused by the radio propagation. For this reason, we choose the delay spread to characterize channel dispersion in the delay domain rather than the MPC delay in the case where the time instant for transmitting signals is unknown to the receiver, i.e. the UE in our case. According to [58] , the rms delay spread in the mth snapshot denoted by σ τ,m is calculated based on the second central moment of the effective normalized PDP P m (τ ) in the mth snapshot as
Then the average and standard deviation of rms delay spread denoted byσ τ and ξ σ τ respectively are calculated based on the M snapshots of CIRs during one observation segment.
5) AVERAGE AND STANDARD DEVIATION OF EXCESS DELAY SPREAD
Another way to describe the channel dispersive behaviors in the delay domain is presented as delay scope within which the MPCs are considered dominant [59] . We need to specify a power threshold, e.g. 10 dB above the spectral height of the noise components, or 10 dB below the highest power in delay. The normalized PDP whose spectral heights within a certain delay range are above this threshold will be considered as signal components. The part of PDP below this threshold is considered to be insignificant. The so-called excess delay spread is then defined to be the range of the signal components in the delay domain. Then the average and standard deviation of excess delay spread denoted byσ τ and ξ σ τ respectively are calculated based on the M snapshots of CIRs during one observation segment.
C. MULTIPATH-COMPONENTS-BASED CHARACTERISTICS EXTRACTED BY USING THE SAGE ALGORITHM
The SAGE algorithm, an approximation of the maximum likelihood estimation algorithm, has been applied to estimating the MPCs' parameters by using an iterative approach. In our case, each MPC is characterized by the parameters of the complex-valued amplitude and delay. The CIR y(t) can be written in the form of the superposition of the MPCs in channel as
where L, a and τ denote respectively the total number of MPCs, the amplitude and the delay of the th MPC in channel, and n(t) represents the complex white Gaussian noise components.
Based on the estimated parameters of MPCs from multiple snapshots in one observation segment, three channel parameters are calculated and considered to be useful for constructing a fingerprint, which are:
• Average dynamic range of multipath power over one observation segment denoted by δ sage . The difference between the strongest power and the weakest power of MPCs for the mth snapshot is denoted by P m , and then, the parameter δ sage is calculated as the arithmetic mean over all the M snapshots as δ sage = denoted by σ τ,sage . This parameter is obtained by calculating the standard deviation of the delay spreads for all the snapshots during one observation segment. It is worth mentioning that the standard deviation of rms delay spread extracted from both CIR profiles and MPCs, i.e. ξ σ τ and σ τ,sage are defined in a similar way. The CIR profiles provide an overall information of the radio channel while the MPCs represent dominant components in the channel. Preserving these two parameters at the same time is necessary for constructing an accurate and informative fingerprint.
D. FINGERPRINT MATRIX FORMED BY CHANNEL PARAMETERS
In our localization technique, a fingerprint matrix denoted by F is introduced which is used in both the training and localization phases. This 2-dimension matrix is with rows and columns being the sampling locations and the channel parameters respectively. We denote the fingerprint matrices for the training and localization phases by F tp and F lp respectively. In this subsection, the procedure of generating a fingerprint matrix is elaborated.
Note that the channel parameters which are calculated as in subsections III-B and III-C do not have the same unit, e.g. the multipath fading in a logarithmal form and the delay spread in seconds. Moreover, the orders of magnitude of two channel parameters are likely to be dramatically different, e.g. the delay spread of 10 −7 seconds and the average number of effective multipaths of 10. As a result, the influence of channel parameter with less order of magnitude may be easily neglected in the further step of feature extraction. Therefore, to construct a fingerprint vector with multiple elements, it is important to harmonize the unit and order of magnitude of each channel parameter through certain transformation operations.
Firstly, in the form of the fingerprint vector α in (1), we introduce a matrix X which is obtained by concatenating the channel parameters as well as the coordinates of C sampling locations for an area in columns. The matrix X which can be split into two matrices V and G is written as
with
and
where (·) T is an operator for obtaining the transpose of the given matrix. The matrix G is a so-called location matrix in which each row represents the coordinate of a sampling location. A location matrix denoted by G tp is composed of the coordinates of sampling locations in the training phase, while another location matrix denoted by G lp contains the coordinates of the locations to be estimated in the localization phase.
Two steps are performed to transform the matrix V into the fingerprint matrix F. Removing average and scaling standard deviation to unit are used in order to transform the elements of each column in the matrix V into random variables with zero mean and unit standard deviation. It is noted that the elements in the matrix F unnecessarily vary within the scope of −1 to 1 after these transformations.
Step 1 (Removing Average): The arithmetic average over elements in each column of the matrix V is removed. An auxiliary matrix Q with C rows and J columns is calculated as
where 1 denotes a column vector containing C elements of 1's, and β denotes a row vector containing the averages in each row of V , i.e. β = [
, where v ij denotes the (i, j)th element of the matrix V .
Step 2 (Scaling Standard Deviation to Unit): The standard deviation of elements in each column of the matrix Q is scaled to one. The matrix F with C rows and J columns is calculated as
where (·) −1 denotes an inverse of the given matrix, and D is an auxiliary diagonal matrix defined as
with q ij being the (i, j)th element of the matrix Q, where diag(·) denotes an operator for constructing a diagonal matrix with diagonal elements being the given arguments.
IV. FINGERPRINT-BASED LOCALIZATION TECHNIQUE
In this section, a feature-extraction algorithm and a neural network algorithm used in the proposed localization technique are introduced. For the training phase, a feature-extraction algorithm is implemented which selects J 0 columns from the fingerprint matrix F tp , e.g. the first and the fifth columns. Then a new matrix F tp with two columns is constructed. In such a case, a subset with the first and the fifth channel parameters is determined from the original parameter set. Then a feed-forward neural network is trained with the input of the matrix F tp and the output of the location matrix G tp . For the localization phase, a matrix F lp is obtained by selecting the first and the fifth columns from the matrix F lp . The location estimation is performed by using the trained neural network. Finally, a matrixĜ lp generated using the neural network whose elements are estimated coordinates of the locations is compared with the location matrix G lp for calculating the positioning error distances.
A. FEATURE EXTRACTION FOR THE FINGERPRINT MATRIX
The feature-extraction algorithm is used to select a feature subset from a set of features, considering their relevance and redundancy [60] . A good feature subset is defined in which the features are weakly relevant from each other and remain non-redundant [61] . This principle is applied in our case to selecting a channel parameter subset based on the matrix F tp . The relevance among channel parameters is closely related to the types of environments [62] . Some parameters are significantly relevant in a certain environment, and become less relevant in another case. Thus, for each specific area, it is necessary to select a subset of the eleven channel parameters for establishing fingerprint vectors. Moreover, the computational complexity required for matrix operation is reduced by using a subset of parameters in both training and localization phases.
Here, we briefly introduce the proposed feature-extraction algorithm based on the entropy and information gain [63] .
This algorithm is theoretically convinced and practically simple [60] .
Firstly, a Singular Value Decomposition-based (SVD-) entropy of a matrix Z is defined as an entropy of normalized eigenvalues of the matrix ZZ T [63] . The normalized eigenvalue of the jth column denoted by ω j is calculated as
where s j represents the jth singular value of the matrix Z. According to [63] , the SVD-entropy of the matrix Z denoted by E(Z) is calculated as
where R is the rank of the matrix Z. The SVD-entropy varies between 0 and 1. If the SVD-entropy equals zero, the matrix Z can be expressed by a single eigenvector of the matrix ZZ T , i.e. one normalized eigenvalue in the matrix Z is 1 and the others are zeros. If the SVD-entropy equals one, the matrix can be expressed by all the eigenvectors of the matrix ZZ T , i.e. ω j = 1 R for all j in the matrix Z. In our case, the SVD-entropy of 0 implies that only a single channel parameter in a certain set is significant, while the SVD-entropy of 1 means that all the channel parameters in a certain set are equally important.
Secondly, we introduce a new matrix W to distinguish from the previous matrix Z. Note that W [−i] represents the matrix obtained by removing the ith column from the matrix W . A contribution of the ith feature to the SVD-entropy of the matrix W defined in [64] is written as
Hereby, we call λ i the contribution of the feature to the entropy which is termed as CE-Value. In some literature, the CE-Value is also called information gain, which indicates the importance of one feature to the original feature set. If the SVD-entropy of the matrix W [−i] is less than that of the matrix W , the ith feature is vital and considered to be reserved in the feature subset, otherwise, the ith feature can be removed from the feature subset. One can select a feature whose CE-Value is positive. However, the situation that all the feature CE-Values in the original feature set are positive may occur. As an alternative, to extract the dominant features we recommend to consider the average and standard deviation of the feature CE-Values in the original set. We denote the average and standard deviation of all the feature CE-Values by λ avg and λ std respectively. The feature whose CE-Value is higher than λ avg + λ std is called an entropy-contributing feature. The total number of entropy-contributing features is regarded as the size of the feature subset, i.e. a combination of channel parameters. Here, four approaches of the algorithm proposed in [65] are utilized to determine a final feature subset, i.e. Simple Ranking (SR), the first Forward Selection (FS1), the second Forward Selection (FS2) and Backward Elimination (BE). We evaluate the performance of the underlying featureextraction approaches by using two metrics. One is the Sammon's error applied to showing the preservation extent of the structure in the dimension-reduced matrix by using the Euclidean distance between two samples of the matrix [65] , i.e. two rows in the matrix F tp in our case. Lower the Sammon's error value, a better preservation is achieved. The Sammon's error denoted by µ is defined as
whered ij denotes the Euclidean distance between two samplesw i andw j in the dimension-reduced matrixW while d ij represents the Euclidean distance between two samples w i and w j in the matrix W . Another metric is the correlation coefficient which is introduced to address a linear dependency of two features, i.e. two channel parameters in our case [66] . The correlation coefficient ρ(β i , β j ) between two channel parameters, say β i and β j , is calculated as
whereĒ(·) and D(·) denote respectively two operators for calculating the expectation and variance of the given argument.
To determine which feature-extraction approach is used, both two metrics should be considered, and a composite metric denoted by is introduced to combine the Sammon's error and the absolute value of correlation coefficient. The metric is defined for each feature-extraction approach as
where |·| denotes the absolute value of the given argument. In our case, the channel parameter subset is chosen by using the feature-extraction approach with the lowest value of .
B. LOCALIZATION USING A NEURAL-NETWORK-BASED APPROACH
The neural network is a software technique analogous to a brain in the biology. The neural network is usually trained to perform a matching between a specific input and a target output in many applications, e.g. classification, pattern recognition, dynamic control [67] . A neural network is comprised of a number of basic elements called neuron. In order to train the network, a learning algorithm is applied to updating both connections between the neurons and neuron thresholds until the output of the network is as consistent as possible with the target output. Specifically, a neural network for a particular learning task is trained based on a group of known samples with label, and predicts the output of the network with the test samples. It is a widely investigated approach to learning a pattern that reveals a non-linear relationship between the known input and target output, which makes the fingerprintbased localization feasible using a neural network [68] . In this paper, a neural network with feed-forward architecture and an error-back-propagation-based learning algorithm is adopted. This kind of neural network usually contains three layers each with a number of neurons, i.e. an input layer, a hidden layer, and an output layer. The term ''feedforward'' implies that the neural network has a topological structure in which only links between two neighboring layers exist, i.e. the input layer can only be connected to the hidden layer while the hidden layer only to the output layer. In our case, the neural network to be trained has a pair of input and output, i.e. the fingerprint matrix F tp and the location matrix G tp respectively. Specifically, the input matrix F tp is composed of C sampling locations organized as rows each consisting of J 0 elements representing channel parameters, and the output matrix G tp contains correspondingly C sampling locations with their two coordinate components. The number of neurons in the input layer denoted by N input is equal to the number of columns in F tp . Similarly, the number of neurons in the output layer denoted by N output is set identical with the number of columns in G tp . Nevertheless, the number of neurons in the hidden layer denoted by N hidden is adaptive [69] . To determine N hidden , we attempt to run the neural network with N hidden ranging from 2 to 10, and the trained neural network is chosen which yields the minimal positioning error distance. 1 Figure 2 illustrates the structure of the feed-forward three-layer neural network implemented in our case. The circles in this figure represent neurons in different layers. For convenience of description, those neurons are called ''input-layer-neurons'', ''hidden-layer-neurons'' and ''output-layer-neurons'' respectively. In our case, each input-layer-neuron represents a selected channel parameter after feature-extraction while two output-layer-neurons denote the two components of the location coordinate respectively. An activation function y 0 = f (x 0 ) is used to calculate the output of the hidden-layerneuron or the output-layer-neuron y 0 . The input x 0 of the activation function is the difference between a neuron's input and its own threshold. The choice of our activation functions used in the hidden layer and output layer will be discussed later.
An error-back-propagation algorithm defined based on a first-order method proposed in [71] has been widely studied. This algorithm requires a large number of iterations to obtain the neural network convergence [72] . Some improved error-back-propagation algorithms, e.g. two second-order methods of neuron by neuron [73] and of LevenbergMarquardt (LM) [74] as well as regular Bayesian method, provide a better prediction accuracy with a low complexity. Among them, despite of a computational complexity in processing a large-size network that usually contains thousands of neurons, the second-order LM algorithm for a mediumsize network needs much less iterations with lower Mean Squared Error (MSE) compared with the first-order errorback-propagation algorithm. We apply the LM algorithm to train the proposed feed-forward neural network. The MSE calculated based on an objective function in this algorithm is considered as a metric to assess an error between the output of the neural network and the exact counterpart known in advance. The connection weight between the two neurons and the threshold of a neuron are adjusted iteratively by minimizing the MSE. We use a i and b i to denote the attribute vector and the label vector respectively in the ith training instance, i.e. a J 0 -dimension fingerprint vector and a 2-dimension vector for a sampling location in our case. A training set for the neural network denoted by T that contains multiple training instances is written as
where
is the exact output in the ith training instance. Supposing that the final output of the neural network in the ith training instance isb i = (b i,1 ,b i,2 ). The error of the ith training instance denoted by δ i err is calculated as
The MSE of the whole training set to be minimized, say δ err , is calculated as
A neuron-parameter vector κ in our case is defined as κ = w 11 , . . . , w J 0 X , r 11 , . . . , r X 2 , ϑ 1 , . . . , ϑ X , ε 1 , ε 2 . The updated κ value denoted by κ can be written as
with the adjustment κ calculated as where U ∈ R D×D , D = J 0 × X + 2 × X + X + 2 is an identity matrix, J is a Jacobian matrix with C ×2 rows and D columns whose elements are derived from the gradient of the MSE, is a learning rate, and
is a row vector with regard to all the training instances [75] . In practice, we use MATLAB Neural Network Toolbox 2 to construct a feed-forward three-layer neural network using the LM algorithm. Table 3 displays the parameters for establishing the proposed neural network. The tangent-sigmoid function and linear function are selected as activation functions of the hidden layer and the output layer respectively, which are defined as
Note that a linear function is chosen as the activation function of the output layer since it can retain the input undistorted regardless of location coordinates. The training for the neural network is ceased if any of the following conditions is satisfied:
• For outdoor localization, the MSE performance is set less than 1 × 10 −8 . For examples, if the error in the longitude estimate is 10 −4 degrees, the error of straightline distance grows from 4.166 meters to 11.077 meters in the cases of the latitude decreasing from 68 degrees to 5 degrees. For indoor localization, the MSE of less than 1 × 10 −2 meters implies a straight-line distance of 0.14 meters between two locations.
• The gradient of the MSE is less than 1×10 −2 or 1×10 −8 for indoor and outdoor localization respectively.
• The MSE keeps increasing in more than 10 iterations.
• The maximum iteration number reaches 300. 2 The details of the Neural Network Toolbox in MATLAB software can be referred to https://cn.mathworks.com/products/neural-network/index.html Changing the above settings can influence the accuracy of the neural network algorithm. It is necessary to seek a balance between a computational complexity and a tolerable positioning error level. Our experimental results shown later in Section V illustrate that the current settings are appropriate to maintain reasonable accuracy with a tractable complexity. 
V. MEASUREMENT CAMPAIGNS AND LOCALIZATION PERFORMANCE
We performed two channel measurement campaigns in an indoor and an outdoor environments respectively, using a suit of Universal Software-defined Radio Peripheral (USRP) device controlled by a software. Figure 3 illustrates the diagram of the measurement system which consists of, besides the USRP, a laptop computer carrying a storage disk, an omnidirectional antenna working in 1-3 GHz LTE operating frequency band, and a GPS-disciplined clock generating a sinusoidal signal with the frequency of 10 MHz. The USRP connected with the antenna is controlled by the laptop and used to output the baseband data. The GPS-disciplined clock provides reference timing signals to avoid the oscillator drifts in the USRP. Furthermore, it also provides the latitude and longitude information for the outdoor measurements. The geographical information is used as the target output of the neural network in the training phase, and is also regarded as the true values in the localization phase for assessing the accuracy of the localization technique. The down-link LTE signals with a bandwidth of 20 MHz are acquired with a sampling rate of 50 Msample/s in all the measurements.
It is worth mentioning that in the outdoor environments, the LoS propagation scenario is usually obtained. In such a case, the channels observed at different UE locations exhibit similar CIRs which are hard to distinguish. Such an ambiguity results in the low accuracy of the proposed localization technique. However, in the indoor environments where the NLoS propagation is usually the case, the channel variations with respect to the UE locations are evident, which largely benefits the localization accuracy.
A. OUTDOOR MEASUREMENT CAMPAIGN
The outdoor measurement campaign consists of two measurements: one for training phase and the other for localization phase. Both measurements were performed in Jiading campus, Tongji University at different days with an interval of one week. Figure 4 illustrates the routes of the two measurements on a satellite-view map and four photographs taken during the measurements. In this map, the yellow and red lines denote the routes of the first and second measurements respectively. It can be observed that the environment is the typical suburban area in China with largely-separated buildings of height ranging from 7 to 24 storeys.
The sizes of the measurement area as showed in Figure 4 are about 610 meters and 310 meters in the west-east and the north-south directions respectively. Two LTE BSs exist which are located on the rooftop of seven-storey Dianxin Building denoted by ''g'' and Qiche Building marked with ''h'' respectively. The marks ''a''~''f'' denote the locations where photographs are taken. The arrow on the circle coincides with the shooting direction of the photograph. The receiver moved at an average pedestrian speed of 1.1 meters per second. The latitude and longitude of the receiver were recorded once per second by using the GPS receiver. It can be observed from the photos taken at the locations ''b'' and ''f'' that the measurements were performed along a main road crossing the areas of three-storey shops, seven-storey dormitory buildings, and twenty-storey residential buildings. Light traffic and few people were observed during the measurements. Most of time, a LoS path between the receiver and the BS existed. Situations occurred with the LoS path blocked in the measurements, leading to a batch of NLoS paths. A total of 539 sampling locations of the first measurement are used for training a neural network, while 502 sampling locations of the second measurement are used for test. Note that only one fingerprint vector was generated for each sampling location.
CIRs were extracted from the down-link signals obtained from the same LTE cell during the two measurements. Figure 5 illustrates an example of concatenated normalized PDPs that last for two seconds. Note that the normalization is performed by using (3). It can be observed from Figure 5 that a LoS path is accompanied by some NLoS paths. The power of these NLoS paths changes rapidly during the whole two seconds. Figure 6 illustrates the empirical contribution to the entropy for all the eleven channel parameters in the first measurement. It is evident from Figure 6 that three channel parameters, namely the standard deviation of RSRP ξ σ rsrp , receiver, and thus, may jointly serve as a unique label of the receiver location. It is also noted that the delay-spread-based parameters do not contribute as much as the other parameters. This is non-surprising since in the outdoor scenarios with the LoS path present, the delay spread does not change significantly as the UE moves, and consequently, they fail to provide the clear and unique identification of the specific environment where the UE resides.
For the first outdoor measurement, the Sammon's errors of the four feature-extraction approaches are calculated. The results show that the four approaches exhibit a common Sammon's error equal to 0.27. It is implied that the three selected channel parameters are non-redundant regardless of the feature-extraction approaches being applied. Figure 7 depicts the correlation coefficients among all the eleven channel parameters calculated by using (21) . It can be observed from Figure 7 that the correlation coefficients between ξ σ rsrp and σ F , ξ σ rsrp and N eff , σ F and N eff are 0.007, 0.138, and 0.129 respectively, revealing that they are weakly connected with each other. The values of for the four feature-extraction approaches are obviously the same. Therefore, the three channel parameters, i.e. ξ σ rsrp , σ F and N eff , have been selected as a channel parameter subset for the environment being measured. Based on this result, a fingerprint matrix F tp ∈ R 539×3 and a location matrix G tp ∈ R 539×2 are formulated and used to train the neural network. In addition, another fingerprint matrix F lp ∈ R 502×3 and location matrix G lp ∈ R 502×2 are formed and applied to evaluating the performance of the localization technique.
To evaluate the accuracy of localization technique, the so-called ''positioning error distance'' denoted by η e is applied which is defined as a distance calculated using the true UE location and the estimated location [10] . Specifically, the positioning error distance for each sampling location is calculated based on the difference between the true coordinate of the receiver and its estimate obtained by using the trained neural network. Figure 8 depicts the cumulative distribution function of η e calculated by using 502 sampling locations, i.e. 502 valid fingerprint vectors in this case. It can be observed that the median of positioning error distance is about 75 meters, and the percentages of locations with η e less than 50 meters, within the range of [50, 100] meters, and beyond 100 meters are respectively 23.9%, 41.94% and 34.16%. The distribution exhibits a heavy tail to the larger end of the abscissa with the maximal error distance up to 336.8 meters. The Federal Communication Commission (FCC) requires that 67% and 95% of the locations should have positioning error distances of up to 100 meters and 300 meters respectively [76] . As indicated by the green and the blue lines showed in Figure 8 , the empirical 67% and 95% of the locations in our case have error distances of 102.9 meters and 264.6 meters respectively. It is obvious that the proposed technique needs to be refined in order to comply with the FCC standards.
B. INDOOR MEASUREMENT CAMPAIGN
The indoor measurement campaign was performed in a ground-floor hall of the Hua Building in Jiading campus, Tongji University in one day. The building is marked by ''J'' in Figure 4 . The photographs taken during the measurement campaign are illustrated in Figure 9 which show the external and internal surroundings of the building. It can be observed that there exist one reception desk, two vending machines and three plaster-surfaced pillars in this wide hall of the building. It can also be observed in Figure 4 that the Hua Building is closer to the BS on the top of Dianxin Building than that on the top of Qiche Building. Note that the indoor localization for a multi-floor scenario has not been considered in this paper. However, to represent a UE location with additional altitude information, the two-dimensional location coordinate system can be extended into a three-dimensional coordinate system. Besides the first two dimensions denoting the x-and y-axis distances, the third dimension can represent the altitude of the UE by setting a reference horizontal plane.
A total of 58 sampling locations were fixedly measured in the area of about 400 square meters, and 410 fingerprint vectors were obtained from all the sampling locations. We randomly chose 80 vectors for the training phase while the rest of 330 vectors for the localization phase. Figure 10 shows a bird's-eye view map of the ground-floor hall where each of sampling locations is marked by a diamond and main objects in the hall are depicted. In this map, the ''Effective location'' means that CIRs can be obtained in the current sampling location, while the ''Null location'' denotes that no valid CIRs have been obtained. It can be observed from Figure 10 that the distance between two adjacent sampling locations is set 1, 1.5 or 2 meters, respectively. Similar steps to those applied in the outdoor scenario were performed including the parameter selection, the neural network training and the UE localization. Figure 11 illustrates an example of one snapshot of normalized PDP obtained in the indoor measurement campaign. Note that the power threshold in the PDP is set 10 dB below the maximal power to extract the significant channel components. Figure 12 illustrates the empirical contribution to the entropy for all the eleven channel parameters obtained for the sampling locations in the training period of the indoor measurement campaign. It is obvious from Figure 12 that two channel parameters, namely the standard deviation of multipath fading σ F and the average number of effective multipaths N eff , can be considered as the entropy-contributing features. The results of the SR and the FS2 approaches show that the parameters σ F and N eff can be selected as a channel parameter subset. However, the result of the FS1 approach shows that the parameters σ F and δ sage are supposed to be chosen while the BE approach tends to select the parametersσ rsrp and σ F . Figure 13 depicts the correlation coefficients among all the eleven parameters during the training phase in the indoor measurement campaign. It can be observed from Figure 13 that the correlation coefficients between σ F and N eff , σ F and δ sage , as well asσ rsrp and σ F are −0.12, 0.012 and 0.106 respectively. The values of for four feature-extraction approaches are 0.5224, 0.3998, 0.5224 and 0.4943 respectively. As a consequence, the two channel parameters given by the FS1 approach, i.e. σ F and δ sage have been selected as a channel parameter subset for the environment being measured. Figure 14 depicts the cumulative distribution function of positioning error distance η e obtained through 324 valid fingerprint vectors in 40 effective sampling locations of the indoor measurement campaign. Eventually, to illustrate the performance validation of the proposed localization technique more clearly, Table 4 reports the experimental results obtained in the outdoor and indoor measurement campaigns.
C. COMPARISONS OF THE PROPOSED TECHNIQUE WITH THE EXISTING METHODS
Compared to the existing localization techniques as reported in Table 1 , our proposed CIR-based technique owns the following properties: i) it focuses on the channel characteristics that provide a deep understanding of propagation environments; ii) it chooses the suitable channel parameters to construct the fingerprint through a feature-extraction algorithm; iii) it requires no calibration for the UE side. In indoor environments, the UE may behave more ''omni-directionally'' due to multiple reflections, and hence needs no calibration of different antennas. In outdoor environments, the UE is more likely to behave ''directionally''. However, if a large amount of user equipment data with various states of antennas is collected, the UE localization can be performed in a statistical way, and thus requires no calibration.
It can be observed from Table 1 that in the outdoor scenarios, the minimal positioning error distances are 42.43 and 27.86 meters for rural and urban cases respectively [49] , which are less than the error distance obtained by using our proposed technique. However, the localization technique in [49] needs to execute the two time-consuming matching algorithms, i.e. a probabilistic algorithm for the UE to obtain a sufficient number of samples, and a so-called kNN algorithm requiring the inputs of up to seven physical cells. For the indoor scenarios, the minimal positioning error distance of down to 1 meter can be achieved by using the existing techniques [41] , [43] , [45] , [48] . However, these techniques usually own a high computational complexity. For example, the neural network algorithm proposed in [41] has 45 input neurons, 65 hidden neurons, and 1 output neuron. Moreover, the numbers of input-layer-neurons and hiddenlayer-neurons are respectively 4 and 6 times of the numbers in our proposed localization technique. We consider the performance of our technique to be acceptable for a trade-off among the localization accuracy, the technique's complexity as well as the overall time and resource consumption.
VI. CONCLUSIONS
In this paper, a novel signal fingerprint composed of radio channel characteristics was introduced which provided unique identities for geographical locations of user equipments (UEs) in Long-Term-Evolution (LTE) networks. This fingerprint is a vector consisting of channel parameters that are selected from eleven candidates through a feature-extraction algorithm by assessing their irrelevance and non-redundancy. A feed-forward three-layer neural network using the Levenberg-Marquardt learning algorithm was trained to match a fingerprint matrix to a location matrix. The UE localization can be readily performed by applying the trained neural network. Preliminary experimental results obtained through channel measurements in in-service LTE networks demonstrated that the proposed localization technique yielded median positioning error distances of 6 meters for indoor and of 75 meters for outdoor scenarios respectively. Although such performances do not prevail upon many existing works, the applicability of implementing learning-based strategies in e.g. UE positioning has been demonstrated in this paper with resources available in public wireless communication networks.
