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a b s t r a c t
The integer multicommodity flow problem on a cycle (IMFC) is to find a feasible integral
routing of given demands between κ pairs of nodes on a link-capacitated undirected cycle,
which is known to be polynomially solvable. Alongwith integral polyhedra related to IMFC,
this paper shows that there exists a linear program, with a polynomial number of variables
and constraints,which solves IMFC. Using the results,we also present a compact polyhedral
description of the convex hull of feasible solutions to a certain class of instances of IMFC
whose number of variables and constraints is O(κ), which in turnmeans that there exists a
non-trivial special case for which a minimum cost integer multicommodity flow problem
can be solved in polynomial time.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
An integer multicommodity flow problem defined on an undirected network (IMFP) is given with a link-capacitated
undirected network G = (V , L) with a nonnegative integral capacity cl for each link l ∈ L, in which rk units of demand
between two nodes (ok and dk) must be routed, for each selected node pair (commodities) k ∈ K , where K = {1, 2, . . . κ}
and ok < dk. An integermulticommodity flow is a function f on K where fk is an integral flow between ok and dk for each k ∈ K .
Given nonnegative integral vectors c and r , we say that an integer multicommodity flow f is feasible if fk = rk for each k ∈ K
and
∑
k∈K fk(l) ≤ cl for each l ∈ L. The problem IMFP is to find a feasible integer multicommodity flow. For other variants of
these problems, we refer readers to Schrijver [8]. IMFP is a cornerstone optimization problem in combinatorial optimization
and have practically important applications in telecommunications, transportation, and the design of VLSI circuits [8]. IMFP,
however, is generally NP-complete. There exist some special cases of IMFP which can be solved in polynomial time. See
chapter 70 of Schrijver [8] for more details.
This paper considers integermulticommodity flow problem on a cycle (IMFC), which is IMFP defined on a cycle. For IMFC,
Frank et al. [4] have presented a linear time algorithm for the case of rk = 1 for each k ∈ K . Very recently, Myung [7] have
presented an O(κ) algorithm.
Among related optimization problems to IMFC, the well-known ring loading problem with integer demand splitting (RLP)
has played a key role in designing modern telecommunication networks. See [3] for the details of the backgrounds of the
application. Formally, RLP is to find the minimum link capacity C for which IMFC, with capacity C on each link, can have a
feasible solution. Efficient polynomial time algorithms for RLP have been proposed by a number of previous works. Vachani
et al. [9] presented an O(v3) algorithm for RLP. Myung [6] gave an improved O(vκ) algorithm. Wang [10] presented a linear
time algorithm.
Recently, Lee et al. [5] presented a compact polyhedral description of the convex hull of the feasible solutions to RLP
whose number of variables and constraints is bounded by O(κ). This compact representation is extended in the sense that it
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gives a polyhedral description in a higher dimensional space that includes the original space, so that the convex hull is the
projection of this description onto the original space.
Let G = (V , L) be an undirected cycle with V = {1, 2, . . . , v} and L = {(1, 2), (2, 3), . . . , (v−1, v), (v, 1)}. On a cycle, a
demand between twonodes can be routed in both of the two directions, clockwise and counter-clockwise. For each k ∈ K , let
us define the decision variable xk which denotes the amount of demand between ok and dk routed in the clockwise direction.
If we route xk units of demand of commodity k in the clockwise direction, for each k ∈ K , (rk − xk) units are routed in the
counter-clockwise direction. Let P+k = {(i, i+ 1) ∈ L : ok ≤ i < dk} and P−k = L \ P+k , for each k ∈ K . Then P+k (P−k ) is the set
of links which are used by the clockwise (counter-clockwise) path between ok and dk.
Now, we define a generalized ring loading set X(r, c) := P(r, c) ∩ Zκ+1, where P(r, c) ⊆ Rκ+1 is the polyhedron defined
by the following inequalities (1) and (2):
0 ≤ xk ≤ rk, for all k ∈ K , (1)∑
{k∈K |l∈P+k }
xk +
∑
{k∈K |l∈P−k }
(rk − xk) ≤ cl + x0, for all l ∈ L. (2)
The left-hand-sides of the inequalities (2) denote the sum of demands routed through link l, for all l ∈ L. The additional
variable x0 is to model the excess(or surplus) load imposed on each link, which is unrestricted in sign. In our definition of
P(r, c), we allow the capacity vector c to have negative coordinates. X(r, 0) is the same set as the set of feasible solutions to
RLP studied by Lee et al. [5] and the set X(r, c) ∩ {x ∈ Rκ+1 : x0 = 0} is the set of feasible solutions to IMFC.
In this paper, we first present a compact description of conv(X(r, c)), the convex hull of X(r, c). Using the results, we
show that there exists a linear program of a polynomial size which solves IMFC. We also present a compact formulation of
the convex hull of the feasible solutions for a non-trivial class of instances of IMFC.
2. A compact formulation of the generalized ring loading set
In this section, we first present some special cases where P(r, c) itself is integral, that is, each of its nonempty faces
contains an integral point. Note that P(r, c) is not necessarily integral, which can be easily verified by a simple example.
Now, for ease of exposition, let us rewrite the inequality (2) for each l ∈ L as follows:
− x0 +
∑
{k∈K |l∈P+k }
xk −
∑
{k∈K |l∈P−k }
xk ≤ cl + Rl, (3)
where Rl = −∑{k∈K |e∈P−k } rk.
We call an integer is even(odd) if its absolute value is even(odd). Let E ⊆ L be the set of links such that cl + Rl is even for
each l ∈ E, and let O = L \ E.
Theorem 1. P(r, c) is integral if E = ∅ or E = L.
Proof. Let x¯ = (x¯0, x¯1, . . . , x¯κ) be an extreme point of P(r, c) and let L(x¯) ⊆ L be the set of links for which the corresponding
inequalities (3) are satisfied at equalities by x¯. We also define K(x¯) = {k ∈ K : 0 < x¯k < rk}. Then, x¯ is the unique solution
to the following system of linear equations:
xk = rk, for all k ∈ K \ K(x¯) such that x¯k = rk,
xk = 0, for all k ∈ K \ K(x¯) such that x¯k = 0,
−x0 +
∑
{k∈K |l∈P+k }
xk −
∑
{k∈K |l∈P−k }
xk = cl + Rl, for all l ∈ L(x¯). (4)
Observe that each variable xk appears in each equation in (4) with the coefficient 1 or−1. Since E = ∅ or E = L, the right-
hand-side values of (4) have the same parity and those values after substituting xk = rk for each k ∈ K \ K(x¯) such that
x¯k = rk into them also have the same parity. Therefore, x¯ is the unique solution to the following modified system of linear
equations with the right-hand-sides of the same parity:
− x0 +
∑
{k∈K(x¯)|l∈P+k }
xk −
∑
{k∈K(x¯)|l∈P−k }
xk = bl, for all l ∈ L(x¯), (5)
where bl is the updated right-hand-side value, for each l ∈ L. Let A be the coefficient matrix and let b be the right-hand-side
vector of (5). Without loss of generality, we can assume that A is an (m+ 1)× (m+ 1) nonsingular matrix. Observe that A
is a (−1, 1) matrix of which the 1’s appear consecutively in each column except for the first column corresponding to the
variable x0 which consists of the−1’s; that is, if aij = akj = 1 and k > i+ 1, then alj = 1 for all i < l < k. Now, let T be an
(m+ 1)× (m+ 1) lower-triangular matrix of which t11 = 1, t1j = 1/2 and tjj = −1/2 for all j = 2, . . . ,m+ 1, and all the
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other elements are zero. Then, x¯ is the unique solution to TAx = Tb. Then, TA is an (m+ 1)× (m+ 1) nonsingular matrix of
the following structure:
TA =
[−1 a
0 N
]
,
where a is an (1×m) vector ofwhich each element is either−1 or 1, andN is an (m×m) nonsingularmatrix. Observe that the
first row of TA is the same as that of A. Each column of N is either a (0,−1) vector or a (0, 1) vector. Further, in each column
ofN , the nonzero elements appear consecutively, that is,N is a totally unimodularmatrix. Since elements of b have the same
parity, each element of Tb is also integral. Therefore, the unique solution x¯ to the system of linear Eq. (5) is integral. 
Now, we proceed to present a compact formulation of conv(X(r, c)). The approach we used here is the same as that used
by [5]. That is, we first show that X(r, c) can be represented as a union of two subsets of it, and that there exist a compact
polyhedral description for each of the two subsets. Then, we derive a compact formulation for the convex hull of the union
of the two polyhedra.
Define P0 := P(r, c0) and P1 := P(r, c1), where c0l = cl, c1l = cl − 1, for all l ∈ E and c0l = cl − 1, c1l = cl, for all l ∈ O. If
we let X i := X(r, c) ∩ P i, for each i ∈ {0, 1}, then the following Lemma 1 holds.
Lemma 1. X(r, c) = X0 ∪ X1.
Proof. If O = ∅ (or E = ∅), then P0 = P(r, c) (or P1 = P(r, c)), which means X(r, c) = (X0 ∪ X1). Now, assume that O 6= ∅
and E 6= ∅. First, it is clear that (X0 ∪ X1) ⊆ X(r, c). Conversely, assume for the purpose of deriving a contradiction, that
there exists a point x∗ in X(r, c) but x∗ 6∈ X i for all i ∈ {0, 1}. In other words, x∗ ∈ P(r, c) but x∗ 6∈ P i for all i ∈ {0, 1}. This
implies that there exists a pair of links e ∈ E and f ∈ O such that
−x∗0 +
∑
{k∈K |e∈P+k }
x∗k −
∑
{k∈K |e∈P−k }
x∗k = ce + Re, (6)
−x∗0 +
∑
{k∈K |f∈P+k }
x∗k −
∑
{k∈K |f∈P−k }
x∗k = cf + Rf . (7)
Otherwise, x∗ should be in P0 or P1. By combining the Eqs. (6) and (7), we can get the following Eq. (8):
− 2x∗0 +
∑
{k∈K |e,f∈P+k }
2x∗k −
∑
{k∈K |e,f∈P−k }
2x∗k = ce + Re + cf + Rf , (8)
Since x∗ ∈ Zκ+1, the left-hand-side of the Eq. (8) is even. The right-hand-side, however, is odd by the definition of the sets
E and O. This is a contradiction. Therefore, X(r, c) ⊆ (X0 ∪ X1). 
The following Lemma 2 is helpful in our subsequent analysis, which is given by Balas [1,2].
Lemma 2. Let Πi := {x ∈ Rn : Aix ≤ bi}, i ∈ M, be a finite set of polyhedra, and let C i := {x ∈ Rn : Aix ≤ 0} be the recession
cone of P i for each i ∈ M, where M := {1, 2, . . . ,m}. If C i = C j for each pair of i, j ∈ M such that i 6= j, then conv(∪i∈M Πi) is
the projection of the following polyhedronΩ onto x-space:
Ω :=

x ∈ Rn, (yi, yi0) ∈ Rm × R :
x−
∑
i∈M
yi = 0,
Aiyi ≤ biyi0, for all i ∈ M,∑
i∈M
yi0 = 1,
yi0 ≥ 0, for all i ∈ M.

.
Now, let Q (r, c) be a polyhedron defined by the following set of equalities and inequalities (9)–(14):
x0 = y00 + y10, (9)
xk = y0k + y1k, k ∈ K , (10)
yik ≤ rkzi, k ∈ K , i ∈ {0, 1}, (11)
−yi0 +
∑
{k∈K |l∈P+k }
yik −
∑
{k∈K |l∈P−k }
yik ≤ bilzi, i ∈ {0, 1}, l ∈ L, (12)
yik ≥ 0, k ∈ K , i ∈ {0, 1}, (13)
z0 + z1 = 1, zi ≥ 0, i ∈ {0, 1}, (14)
where b0l = cl + Rl and b1l = cl + Rl − 1, for each l ∈ E, and b0l = cl + Rl − 1 and b1l = cl + Rl, for each l ∈ O.
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Theorem 2. Q (r, c) is an extended formulation of conv(X(r, c)).
Proof. By Lemma 1, X0 ∪ X1 = X(r, c), i.e., conv(X(r, c)) = conv(X0 ∪ X1). For each i ∈ {0, 1}, c il + Rl, for all l ∈ L have
the same parity by the definition of c i, which means conv(X i) = P i by Theorem 1. Hence, conv(X0 ∪ X1) = conv(P0 ∪ P1).
Also, the recession cone of P0 is the same as that of P1. Therefore, the projection of Q (r, c) onto x-space is conv(P0 ∪ P1) by
Lemma 2, which means Q (r, c) is an extended formulation of conv(X(r, c)). 
Assuming v ≤ κ , the number of variables and constraints of the above compact formulation Q (r, c) is O(κ). Theorem 2
is a direct generalization of the results given by [5], that is, the extended formulation of the feasible solutions to RLP is a
special case of Q (r, c)where c = 0.
Now, let XI(r, c) := X(r, c) ∩ {x ∈ Rκ+1 : x0 = 0}, which is the set of feasible solutions to IMFC, and let x?0 = min{x0 :
(x, y, z) ∈ Q (r, c)}. Then, the following is a direct consequence of Theorem 2.
Corollary 1. XI(r, c) 6= ∅ if and only if x?0 ≤ 0.
As mentioned in Section 1, whether or not XI(r, c) 6= ∅ can be answered in O(κ) time by using the algorithm given by
Myung [7]. The above Corollary 1 shows that there exists a linear program whose number of variables and constraints is
O(κ), which can solve IMFC.
If we let QI(r, c) be the subset of Q (r, c) such that x0 = 0, then Corollary 1 also implies that XI(r, c) 6= ∅ if and only if
QI(r, c) 6= ∅. Moreover, the following theorem states that there exists a non-trivial special case of IMFC for which a compact
polyhedral description of conv(XI(r, c)) is possible.
Theorem 3. QI(r, c) is an extended formulation of conv(XI(r, c)) if XI(r, c¯) = ∅, where c¯l = cl − 1 for all l ∈ L.
Proof. By Theorem 2 and the definition of XI(r, c),QI(r, c) is an extended formulation of conv(XI(r, c)) if and only ifQI(r, c)
is integral. Since XI(r, c¯) = ∅, x0 ≥ 0 for every point in Q (r, c) by Corollary 1. That is, x0 ≥ 0 is a valid inequality for the set
Q (r, c). Therefore, QI(r, c) is a face of Q (r, c) if it is nonempty, which implies QI(r, c) is integral. 
3. Concluding remarks and future research
The compact formulation of conv(X(r, c)), Q (r, c), is a generalization of the previous result on RLP [5] to the case where
a nonnegative integral capacity already exists on each link. However, if we require x0 to be nonnegative, Q (r, c) is integral
if XI(r, c − 1) = ∅, where 1 is a v-dimensional vector of all 1’s, which is implied by the proof of Theorem 3.
To the best of our knowledge, we do not have enough information to determine whether or not a minimum cost integral
multicommodity flow problem on cycles (MC-IMFC), min{dx : x ∈ XI(r, c)} for d ∈ Rκ , is polynomially solvable. Theorem 3,
however, implies that there exists a non-trivial special case of MC-IMFC that can be solved in polynomial time.
Certainly, studies on the projection of Q (r, c) onto the original space would be needed to understand the facial structure
of the convex hull of integer multicommodity flows on a cycle. We also think that it is worthwhile to apply the approach
used in this paper to more general cases, such as integer multicommodity flow problems defined on planar graphs.
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