This paper presents new results on Functional Analysis of Variance for fixed effect models with correlated Hilbert-valued Gaussian error components. The geometry of the Reproducing Kernel Hilbert Space (RKHS) of the error term is considered in the computation of the total sum of squares, the residual sum of squares, and the sum of squares due to the regression. Under suitable linear transformation of the correlated functional data, the distributional characteristics of these statistics, their moment generating and characteristic functions, are derived. Fixed effect linear hypothesis testing is finally formulated in the Hilbert-valued multivariate Gaussian context considered.
Introduction
An extensive literature on functional data analysis techniques emerges in the last few decades. In particular, in the functional linear regression context, one can refer to the papers [11] ; [12] ; [13] ; [15] ; [16] ; [21] ; [44] , among others. We particularly refer to the flexible approach recently presented in [30] to approximate the regression function in the case of a functional predictor and a scalar response, based on the Projection Pursuit Regression principle. Specifically, an additive decomposition, which exploits the most interesting projections of the prediction variable to explain the response, is derived. This approach can be used as an exploratory tool for the analysis of functional dataset, and the dimensionality problem is overcome. In the functional nonparametric regression framework we refer to [31] and [32] , among others. Asymptotic results, in particular, uniform consistency, in the purely nonparametric context are derived in [45] for a kNN generalized regression estimator. For more details we refer to the reader to the nice summary on the statistics theory with functional data in [20] , and the references therein. New branches of the functional statistical theory in a univariate and multivariate framework are collected in [7] .
Functional Analysis of Variance (FANOVA) extends the classical ANOVA methods, allowing the analysis of high-dimensional data with a functional background. Due to the vast existing literature on functional data statistical analysis techniques, FANOVA models have recently gained popularity and related literature has been steadily growing. For comprehensive reviews we refer, for example, to [49] and [57] . In particular, FANOVA model fitting and its component estimation have been addressed in several papers (see [5] ; [35] ; [39] ; [41] ; [42] ; [46] ; [58] , among others).
In the context of hypothesis testing from functional data, [29] discussed the difficulties of generalizing the ideas of multivariate testing procedures to the functional data analysis context. A powerful overall test for functional hypothesis testing, based on the decomposition of the original functional data into Fourier and wavelet series expansions, is proposed in [27] . In this paper, the adaptive Neyman and wavelet thresholding procedures of [26] are respectively applied to the resulting empirical Fourier and wavelet coefficients. The general philosophy of the presented methodology exploits the sparsity of the signal representation in the Fourier and wavelet domains, allowing a significant dimension reduction. Somewhat similar approaches were considered in [24] and [25] . In [36] a maximum likelihood ratio based test is suggested for functional variance components in mixed-effect FANOVA models. The procedures presented in [27] are applied to the mixed-effect FANOVA model in [56] . An alternative asymptotic approach, inspired in classical ANOVA tests, is derived in [19] , for studying the equality of the functional means from k independent samples of functional data. In [1] and [2] the testing problem in the mixed-effect functional analysis of variance models is addressed, developing asymptotically optimal (minimax) testing procedures for the significance of functional global trend, and the functional fixed effects, from the empirical wavelet coefficients of the data (see also [6] ). Statistical shape analysis methods are applied in [48] to developing a neighborhood hypothesis testing procedure to establish that a mean is in a specified δ-neighborhood. Recently, in the context of functional data defined by curves, considering the L 2 -norm, an up-to-date overview of hypothesis testing methods for functional data analysis is provided in [61] , including functional ANOVA, functional linear models with functional responses, heteroscedastic ANOVA for functional data, and hypothesis tests for the equality of covariance functions, among other related topics.
Most of the above-cited papers are based on dimension reduction techniques, applying numerical projection and smoothing methods. Classical ANOVA results are then considered for projections in an univariate and multivariate framework. For example, smoothing splines ANOVA (SS-ANOVA) has the restriction of considering the time as an additional factor which implies independence in time. This restriction was removed in [10] and [35] , using the RKHS theory. This theory is also applied in the present paper to remove independence assumption on the functional zero-mean Gaussian error vector term. Since the aim of this paper is to provide explicit results within the infinite-dimensional probability distribution setting, we restrict our attention to the Gaussian case. It is well-known that Gaussian measures on Hilbert spaces can be identified with infinite products of independence real-valued Gaussian measures (see, for example, [22] ). Hence, one can work with infinite series of independent real-valued random variables. Indeed, such an identification, jointly with the acute formulation of Cramér-Wold theorem derived in [18] , can be applied to implement the multiway ANOVA methodology for functional data proposed in [17] , which does not require the Gaussian assumption although the hypothesis of independence is maintained (see [22] ). Here, we also apply the results in [22] , on characteristic functions of quadratic functionals constructed from Gaussian measures on Hilbert spaces, for the derivation of the probability distribution of the func-tional components of variance, and of the test statistics formulated for linear hypothesis testing.
In all above-cited papers, a Hilbert-valued formulation of the traditional analysis of variance has tended to be missing, since the Functional Analysis of Variance derived in [64] . Specifically, in [64] , the following L 2 ([0, 1])-valued fixed effect model is considered:
where X = (x ij ) is a n × p fixed effect design matrix. The response Y is a n-dimensional vector of independent Gaussian L 2 ( 
where [·] T denotes transposition, diag(R) is a diagonal matrix operator with non-null functional entries, in the diagonal, given by the compact and selfadjoint operator R, defined on L 2 ([0, 1]), i.e., E[ε i ⊗ ε j ] = δ i,j R, with δ denoting the Kronecker delta function. Here, σ represents a scale parameter. Note that, in the Gaussian case, E ε 2 H n = n(trace(R)) < ∞, with trace(·) denoting the trace of an operator, which implies that R is in the trace class (see, for example, [22] , Chapter 1).
This paper extends the results derived in [64] to an arbitrary Hilbert space H (not necessarily given by L 2 ([0, 1])), and to the case where ε has correlated H-valued zero-mean Gaussian components. Specifically, a generalized leastsquares estimator of H p −valued parameter β is obtained. The functional mean-square error is computed in the RKHS norm. It is proved that, for an orthogonal fixed effect design matrix, the statistics minimizing the functional quadratic loss function takes its values in the functional parameter space H p . The analysis developed here is referred to a common orthonormal eigenvector system, which is assumed to be known, providing the spectral diagonalization of the covariance operators of the error components. This assumption is satisfied, for example, by the system of stochastic differential or pseudodifferential equations introduced in Section 2.1, with fixed effect H-valued parameters. In this case, the common orthonormal basis of eigenvectors of H can be determined from the differential or pseudodifferential operators defining such a system of equations (see Section 2.1 below).
Another important issue addressed in this paper is the construction of a matrix operator providing a suitable functional linear transformation of our observed H n -valued response (see Section 4.1), in order to ensure the almost surely finiteness of the total sum of squares, the sum of squares due to regression, and the residual sum of squares. Under this transformation, the moment generating and characteristic functionals of these three statistics are derived. Linear hypothesis testing is also addressed, in terms of a suitable matrix operator class defining a linear transformation of the H-valued components of β, to test some contrasts.
The outline of the paper is as follows. Section 2 introduces the analyzed Hilbert-valued multivariate Gaussian fixed effect model with correlated error components. In Section 3, the generalized least-squares estimator of the H p -valued fixed effect parameter β is derived, providing sufficient conditions for the almost surely finiteness of its H p -norm. The transformed functional data model is constructed in Section 4. The almost surely finiteness of the functional components of variance is then proved. Their moment generating and characteristic functionals are derived in Section 5. Linear hypothesis testing is addressed in Section 6 in a multivariate Hilbert-valued Gaussian framework. Final comments are provided in Section 7.
The model
Let H be a real separable Hilbert space endowed with the inner product ·, · H . Consider the following Hilbert-valued multivariate fixed effect model:
where
T is such that E[ε] = 0, and has covariance matrix operator
where R ε i ε i i = 1, . . . , n, are compact and self-adjoint operators on H, in the trace class. As before, σ represents a scale parameter. In the subsequent development, we assume that R ε i ε i i = 1, . . . , n, are strictly positive. For i = j, with i, j ∈ {1, . . . , n}, R ε i ε j denotes the cross-covariance operator between ε i and ε j . Here,
T ∈ H p , and X is a realvalued n × p matrix, the fixed effect design matrix.
Remark 1 Note that the Gaussian error term of model (3) has covariance matrix operator (4) , which in the particular case of R ε i ε j ≡ 0, for i = j, and i, j ∈ {1, . . . , n}, and R ε i ε i = R, for i = 1, . . . , n, coincides with the covariance operator (2) of the error term in (1), as given in [64] . Thus, equation (3) provides an extension of model (1), going beyond the space L 2 ([0, 1]), and the independence and homoscedastic assumptions.
Remark 2 Further research can be developed considering the non-linear and non-gaussian case, and a more flexible class of design matrices. Fixed design assumption is very common in the standard multiple (finite-dimensional) regression theory, as well as it can be justified in the functional regression setting (see, for example, [20] ). Partial linear regression is formulated in the functional setting in [3] , displaying a better performance than the functional linear regression and functional nonparametric regression (see, for example, [4] ; [62] ; [63] ). Recent advances have extended the linear approach by combining it with link functions, considering multiple indices. But this approach still requires to be improved. The authors in [14] introduce a new technique for estimating the link function in a nonparametric framework. An approach to multi-index modeling using adaptively defined linear projections of functional data is proposed, which enables prediction with polynomial convergence rates. In [34] , the framework of functional regression modeling with scalar response is considered. The unknown regression operator is approximated in a semiparametric way through a single index approach. Possible structural changes are taken into account in the presented approach. In particular, non-smooth functional directions and additive link functions are used for managing ruptures by applying Single Index Model.
In the subsequent development, the following assumption is made:
Assumption A0. The auto-covariance operators R ε i ε i , i = 1, . . . n, admit a spectral decomposition in terms of a common complete orthogonal eigenvector system {φ k } k≥1 defining in H the resolution of the identity
The following orthogonality condition is assumed to be satisfied:
where δ denotes, as before, the Kronecker delta function.
Remark 3 Assumption A0 provides a semiparametric definition of the elements of the class of covariance matrix operators characterizing the correlation structure of the functional vector error term. Specifically, these elements admit an infinite series representation in terms of a sequence of finite-dimensional matrices {Λ k , k ≥ 1} (the parametric part), introduced in equation (16) below, with respect to a resolution of the identity of the Hilbert space H (the non-parametric part), given by {φ k , k ≥ 1}.
Under Assumption A0, the following orthogonal expansions hold for ε i , i = 1, . . . , n, in terms of their common covariance operator eigenvector system {φ k , k ≥ 1} :
In addition, from (6), using the assumed orthogonality condition (5)
Hence, the covariance matrix operator (4) can be rewritten as:
Example
An example of zero-mean Gaussian H n -valued random variable ε satisfying Assumption A0 is now constructed considering the space
n -valued zero-mean Gaussian solution, in the mean-square sense, of the system of stochastic fractional pseudodifferential equations
where L is an elliptic fractional pseudodifferential operator on L 2 (R d ) of positive order s ∈ R + , whose inverse belongs to the Hilbert-Schmidt operator class on L 2 (R d ), and f i , i = 1, . . . , n, are continuous functions. Here, ǫ i , i = 1, . . . , n, are zero-mean Gaussian H-valued random variables such that
. . , n, satisfying the orthogonality condition (5) . From spectral theorems on functional calculus for self-adjoint operators on a Hilbert space H (see, for example, [23] , pp. 112-126), the covariance operators
. . , n, with A * denoting the adjoint of operator A, admit a spectral kernel representation in terms of the eigenvectors {φ k , k ≥ 1} of operator L in the following form: For i = 1, . . . , n,
Let us now fix some notation and preliminary results for the subsequent development. By H = H n we will denote, as before, the Hilbert space of vector functions in H n with the inner product f,
, with Φ * k : H n −→ R n , the projection operator into such a system of the components of any vector function f ∈ H n as follows:
. (12) The inverse operator Φ of Φ * satisfies ΦΦ
n . Let us consider a matrix operator A with functional entries defined by the operators
Then, the following notation will also be used
Reciprocally, given an infinite sequence of n×n matrices
Thus, from (8), considering (14)- (15),
and from equations (12) and (13),
for all f, g ∈ H = H n , with
. . , g kn ) T and
Note that from Cauchy-Schwarz inequality,
. . , n, and hence, R ε i ε i , i = 1, . . . , n, are positive self-adjoint trace covariance operators, i.e., λ ki > 0, k ≥ 1, and
From equation (17), for every
Hence,
, and
εε of the matrix covariance operator satisfies
Proof.
From equations (17) and (20),
εε (H), there exist f and g ∈ H = H n such that
From equations (17), (21) and (24) (25) where I H n denotes the identity operator on H n . From (24) and (25), equations (22) and (23) are obtained.
Remark 4
In the following development we will assume that the eigenvector system {φ k , k ≥ 1} and the matrix sequence {Λ k , k ≥ 1} are known. Thus, we address the problem of least-squares estimation of H p -valued parameter β, under suitable conditions on the fixed design matrix X (see Section 3). In the case where ε is defined by a system of stochastic partial differential or pseudodifferential equations (see Subsection 2.1), equations (10)- (11) show that the functional entries of the covariance matrix operator (4) are given in terms of the eigenvector system of operator L (which is known), and the eigenvalues of L, transformed by the continuous functions f i , i = 1, . . . , n, defining the system of stochastic differential or pseudodifferential equations (9) . Covariance operator estimation has been addressed in [8] , [38] and [43] .
Generalized least-squares estimation in the RKHS norm
It is well-known (see, for example, [22] , pp. 12-13) that the RKHS H(ε) of ε is defined as the closure of R 
From Lemma 1,
where, as before ε = Y − Xβ, and (26) is minimized if and only if, for each k ≥ 1, the norm
with respect to β k is given by the generalized least squares estimator
Hence, the corresponding approximation of the functional vector parameter β is obtained from (27) by considering
Under Assumption A0, equations (26)- (28) provide a statistics minimizing the functional mean-square error, computed in the RKHS norm of H(ε). This statistics will define an estimator of parameter β, hence, a generalized least squares estimator, if the following condition is satisfied:
i.e., if β ∈ H p , with H p being the functional parameter space where β takes its values. The following proposition provides a sufficient condition that ensures that the statistics given in (28) is a generalized least-squares estimator for functional parameter vector β.
then, equation (29) is satisfied a.s. Consequently, β in equation (28) defines a generalized least-squares estimator for β.
where we have used the well-known formula
for a given symmetric matrix Q, but not necessarily positive definite, with y being a random vector whose mean is µ, and whose variance-covariance matrix is V = E[yy T ] − µµ T (see, for example, [37] , [54] ). Therefore,
s., and in particular β ∈ H p a.s.
Remark 5
The sufficient condition (30) restricts our class of fixed effect design matrices to those ones preserving the trace property (19) of the infinite series of matrices {Λ k , k ≥ 1}. In particular, in the case where X is the identity matrix
Functional analysis of variance for the transformed data model
Let us first compute the residual error sum of squares SSE. From definition of β in equations (27) and (28), we have
where, as before, I n×n is the n × n identity matrix. From Lemma 1 and (33), the residual error sum of squares (SSE) is computed in the geometry of the RKHS of ε as follows:
where, for each k ≥ 1, M k is given in equation (33) .
In addition, since, under Assumption A0, from Lemma 1, the total sum of squares (SST) is given by
it follows that the first two moments of SST are not finite, i.e.,
Hence, we consider a linear transformation of the functional vector Y in equation (3) to ensure that the corresponding total sum of squares ( SST) is almost surely finite. Denote by W : H n −→ H n such a transformation, thus
4.1. Conditions on W for a.s. finiteness of functional variance components In the construction of the functional entries of W, we consider the resolution of the identity in H given by ∞ k=1 φ k ⊗ φ k , with {φ k , k ≥ 1} denoting, as before, the common eigenvector system of the covariance operators R ε i ε j , i, j = 1, . . . , n. Note that such eigenvectors are assumed to be known (see Remark 4) . Specifically, the weight matrix operator W will be of the form
For the almost surely finiteness of the total sum of squares from equation (36) , W must satisfy
with Φ * k WΦ k = W k = (w kij ) i,j=1,...,n , for each k ≥ 1. A sufficient condition for (38) to hold is that
since from equation (19),
In addition, we restrict out attention to the matrix operators satisfying (37)- (38) and admitting an inverse matrix operator W −1 : H n −→ H n with WW −1 = I H n . One can easily check that the total sum of squares SST for model (36) is almost surely finite under (38), i.e.,
For illustration purposes, we briefly describe a simple way for the construction of weight matrix operator W satisfying (39).
Construction of W
where Ω k (Λ k ) is a diagonal matrix whose non-null elements are ω p (Λ k ), p = 1, . . . , n, and where Ψ T k Ψ k = I n×n , with Ψ k having as columns the eigenvectors of Λ k . For each k ≥ 1, matrix W k can then be constructed in terms of matrix Ψ k as follows:
where Ω k (W k ) is a diagonal matrix whose non-null elements ω p (W k ), p = 1, . . . , n, satisfy the following condition: As k → ∞,
with ̺(p) > 1, for every p = 1, . . . , n, and
, with ̺ > 1, for p = 1, . . . , n, and for each k ≥ 1.
We can also simplify the conditions required in the construction of W by the choice of parameter ρ(p) independently of p, with ̺ > 1. Since from (19) ,
for certain M > 0. Note that parameter ρ also characterizes the order of divergence of the sequence µ k (Λ
, p = 1, . . . , n, k ≥ 1.
Almost surely finiteness of the functional components of variance
The proof of this result is given in Appendix A.
The sum of squares due to regression ( SSR) for the transformed data model is given by
For the almost surely finiteness of the expected sum of squares due to regression it is sufficient to consider
in equation (42) (respectively to consider max p=1,...,n ω p (W k ) ≤ Mk −ρ+̺ , for ρ > 1 and ̺ > 1, in (43)). In particular an example of matrix operator W can be constructed from the identity ω p (W k ) = k − ρ(p)+̺(p) , for p = 1, . . . , n, and k ≥ 1, where ρ(p) and ̺(p) are given as in Section 4.1.1. This construction of W ensures that The proof of this result is given in the Appendix B.
Finally, the almost surely finiteness of SSE follows from Propositions 2 and 3, as proven in Appendix C.
Infinite-dimensional distribution of the functional components of variance
This section provides the moment generating and characteristic functionals of the statistics SST, SSR and SSE.
Moment generating functions of the variance components
The following result establishes sufficient conditions for the existence of the moment generating functionals of the statistics SST, SSR and SSE, in the transformed functional data model.
Theorem 1
Let us consider that Assumption A0, and equation (30) are satisfied. Assume also that W, constructed in (41) , is strictly positive definite, and that equation (45) to hold. Furthermore, for each k ≥ 1, the elements of the eigenvalues systems
respectively, are considered to be strictly less than one. Then, the moment generating functions of SST, SSR and SSE are given by
Proof. We will apply that for a n × 1 Gaussian vector y ∼ N (µ, Σ), the moment generating function of y T Ay admits the following expression (see, for example, [37] , pp. 600-608):
In addition, under Assumption A0, the elements of the sequences
and
are mutually independent. Then, for each k ≥ 1, applying (49) 
and to matrices
playing the role of matrix A, for each element of the infinite series defining SST, SSR, and SSE, respectively, we obtain equations (46), (47) and (48) from the independence of the elements of the sequences (50) and (51) . In equation (46), the infinite product In a similar way, it can be proved in equation (47) that the infinite product
since it provides the negative square root of the Fredholm determinant of operator
εε WR εε , at point t. Note that, again, from (45) , under (30) , operator
εε WR εε is in the trace class (see Appendix B), and hence, its Fredholm determinant is finite for Finally, in equation (48), the negative square root of the Fredholm determinant at point t of the trace operator
which is finite for We now study the finiteness of the second factor at the right-hand side of equations (46), (47) and (48), given in terms of negative exponential functions. Specifically, in equation (46), consider
where, as before, for each k ≥ 1, ξ i (A k ) denotes the ith eigenvalue of n × n matrix A k , appearing in the series representation of a matrix operator
for every i = 1, . . . , n, and k ≥ 1, for t < K SST
, we obtain
where, for each k ≥ 1, Ψ k is the projection operator into the eigenvectors of Λ k , appearing in equation (40) . Also, for each k ≥ 1, and for i = 1, . . . , n,
denotes the ith projection of the n×1 vector [Xβ] k with respect to the ith eigenvector of Λ k . Note that we have applied that, for each k ≥ 1, W k has been constructed from the same eigenvector system as Λ k (see equations (40) and (41)). In particular,
Finally, equation (57) is finite from condition (45) , which implies
From equations (53) and (56), denoting
we have that M SST (t) is finite for every t < min{K SST , IT SST }. An analytic continuation argument (see [47] , Th. 7.1.1) guarantees that M SST (t) defines the unique limit moment generating function for all real values of t.
Similar arguments to equation (46) can be applied for the proof of the finiteness of the second negative exponential factors in equations (47) and (48) , as well as for the existence of the moment generating functions given in such equations. The details can be left to the reader, since they can be obtained straightforward from the above-described steps by replacing, for each (47), and, in equation (48), replacing it by matrix
Characteristic functions of the variance components
In the derivation of the results in this section, we apply Proposition 1.2.8 of Chapter 1, p.14, in [22] , where the characteristic function of quadratic forms defined in terms of symmetric operators, and Hilbert-valued Gaussian random variables is provided. This result is formulated in Lemma 2 below, for the special case where the Hilbert space considered is H = H n .
Lemma 2 Let Y be an H-valued zero-mean Gaussian random variable with trace covariance matrix operator R YY . Let M be a symmetric matrix operator on H. Assume that R
YY L(H) < 1, where · L(H) denotes the norm in the space of bounded linear operators on H. Then, for b ∈ H,
The next result establishes sufficient conditions for the explicit definition of the characteristic functionals of SST, SSR and SSE.
Theorem 2 Under Assumption A0, and conditions (30) and (45), the following assertions hold:
(i) The characteristic functional of SST is defined as
(ii) The characteristic functional of SSR is given by
(iii) The characteristic functional of SSE can be expressed as
The proof can be found in Appendix D.
Linear functional hypothesis testing
Consider the null hypothesis
where C ∈ H m , and K is an matrix operator from
for f, g ∈ H, and for i = 1, . . . , m, and j = 1, . . . , p, in terms of the eigenvectors φ k , k ≥ 1, of the functional entries of R εε . Thus, we restrict out attention to test some contrasts on the functional components of β, in terms of the class of matrix operators K such that, for each l ≥ 1, Φ *
Remark 6 Since the developed Functional Analysis of Variance in a multivariate context is referred to the orthogonal basis of H, {φ k , k ≥ 1}, which is assumed to be known (see Remark 4 and Section 2.1), a natural way of defining possible linear transformations K of our functional parameter vector β ∈ H p , to test some contrasts, is given by (64) , with Φ * l KΦ l = K l , for l ≥ 1.
Lemma 3
The generalized least squares estimator β defined in equations (27)- (28) (30) , this estimator is a Hilbert-valued Gaussian random variable (H p -valued random variable), with functional mean β and trace covariance operator Q such that, for each
where, for each k ≥ 1, q ki represents the ith diagonal element of matrix
. . , p, and q kij and q kji , with q kij = q kji , denote its (i, j) and (j, i) entries, i = j, and i, j = 1, . . . , p.
The proof directly follows from classical generalized least-squares theory (see, for example, [37] and [53] ), and from condition (30) (see, for example, [22] , pp.8-17, Chapter 1).
Note that Φ * l (C) = C l represents a m × 1 vector for each l ≥ 1. Hence,
As a direct consequence of Lemma 3, the following result is considered (see, for example, [37] and [53] ).
Lemma 4 Under the null hypothesis H
l C, follows a chi-squared distribution with m degrees of freedom.
Lemma 4 allows the application of an extended version of the finite-dimensional hipothesis testing approach for functional data proposed in [17] , based on the formulation of Cramér-Wold theorem derived in [18] . In our multivariate infinite-dimensional one-way ANOVA, the random vectors should be selected from a Gaussian distribution on the Hilbert space H = H m with non-degenerate m-dimensional projections.
The next proposition allows the application of Lemma 2 for the formulation of a functional linear test.
Proposition 4
Assume that condition (30) holds, and that matrix operator K is such that
Then, under the null hypothesis H 0 : Kβ = C, the test statistic
has characteristic functional given by
Here, as before, β l = Φ * l ( β), and Φ *
The proof of Proposition 4 directly follows from Lemmas 2 and 3, under condition (65), considering M = 2iωK * K and Y = β − β in Lemma 2.
Theorem 3 Assume that the conditions considered in Proposition 4 hold. Then, for testing H 0 : Kβ = C versus H 1 : Kβ = C, at level α, there exists a test ψ given by:
where the probability distribution F on H = H n has characteristic functional given in equation (66) of Proposition 4.
Final comments
Our approach allows the identification of the functional components of variance SST, SSR and SSE with series of independent finite-dimensional random quadratic forms, respectively constructed from a sequence of independent multivariate (n-dimensional) Gaussian random variables (see Theorem 2). The elements of such a multivariate normal sequence respectively define the n-dimensional projections of the infinite-dimensional multivariate Gaussian measure on H = H n , underlying to our studied Hilbert-valued fixed-effect Gaussian model with correlated error components. New functional hypothesis tests, in the spirit of classical one way F-ANOVA test, can be formulated from such identifications, applying an extended version of the methodology proposed in [17] for independent functional data.
The example given in Section 2.1 can be applied to different practical situations. Specifically, in the geophysical context, the response can be referred to time (respectively, to space), i.e., the response takes its values in a separable Hilbert space of vector functions with temporal support (respectively, with spatial support). In such a case, equation (9) represents the physical law governing the evolution in time of the vectorial random source or multivariate innovation process (respectively, describing the spatial diffusion of the vectorial random source or multivariate spatial innovation), at each station (for example, heat transfer equation at each meteorological station, under different climatological conditions, e.g., considering seasonal factors, location factors, etc.), in the heterocedastic and correlated settings (see, for instance, [60] , for a mixed-effect spatiotemporal process formulation applied to meteorology). In human tactile perception (see, for example, [56] ), for i = 1, . . . , n, operator f i (L) can define the movement equation describing the path of the random stimulus applied to the ith subject, under different experimental conditions, which can affect the perception of the subject. Here, the applied random stimuli interact or are correlated between different individuals. Other possible fields of application of the proposed Hilbert-valued Gaussian fixed effect model with functional correlated noise can be found in the statistical analysis of functional magnetic resonance imaging data (see, for example, [40] , and the references therein), disease mapping (see, for example, [52] ), and in spatiotemporal environmental processes (see [59] ).
Alternatively, the semi-parametric class of covariance matrix operators introduced in (8) can be reformulated in a more flexible way, by considering an extended definition of the matrix sequence {Λ k , k ≥ 1}, given in (16) . Specifically, in (16), a separable correlation structure between random variables {η ki , k ≥ 1} and {η kj , k ≥ 1}, for i = j, and i, j ∈ {1, . . . , n} is considered, ensuring, from equations (18)- (19) , that trace (
In a more general framework, we can consider, for i = j,
with f being a function such that the matrix Λ k is of full rank, for every k ≥ 1, and condition (19) is satisfied. Extensions of the formulated results to the framework of Hilbert-valued fixed effect models with autoregressive correlated error components can be obtained from the presented methodology and the results derived in [8] and [9] , in the temporal autoregressive case, as well as the results given in [50] and [51] , in the spatial autoregressive case. However, in the H-valued multivariate time series framework, the assumption on the existence of a common resolution of the identity could exclude some interesting cases. Hence, further research is required to obtain a more flexible setting of assumptions.
k W k Xβ k will be used. Applying CauchySchwarz inequality, and Parselval identity, under (42) (respectively, (43)), we obtain
which finite, since, under (42) (respectively, (43)), Let us compute
is finite. Moreover, applying again well-known properties of the trace of the product of real and symmetric positive semi-definite matrices (see, for example, [28] ), and Cauchy-Schwarz inequality, we obtain
under conditions (30) and (45), where T W, X, Λ
since Xβ ∈ H = H n , and (45) . From equations (68)-(70), keeping in mind that, E SST < ∞, as given in Appendix A, we have E[ SSR] < ∞. Thus, SSR is a.s. finite as we wanted to prove. Appendix C. Almost surely finiteness of SSE The a.s. finiteness of SSE follows straightforward from Appendix B, since
as given in equations (68)-(70).
Appendix D. Proof of Theorem 2
The proof of Theorem 2 follows from Lemma 2. We now provide the main steps involved in the derivation of the characteristic functional of the components of variance for the transformed functional data model. 
Hence, for
we have det I n×n − 2iωΛ
for ω < min{B SST , (1/2)IT SST }, with IT SST being defined as in (58) , and
where, as before,
denotes the ith eigenvalue of matrix Λ
k , for i = 1, . . . , n, and for each k ≥ 1. An analytic continuation argument (see [47] , Th. 7.1.1) guarantees that F SST (iω) defines the unique limit characteristic functional for all values of ω.
(ii) Similarly, from Lemma 2, for suitable ω (see equation (78) below), we have det I n×n − 2iωΛ 
where, as before, for i = 1, . . . , n,
denotes the ith eigenvalue of matrix
for each k ≥ 1. An analytic continuation argument (see [47] , Th. 7.1.1) guarantees that F SSR (iω) defines the unique limit characteristic functional for all values of ω.
(iii) From Lemma 2, for suitable ω (see equation (81) below), we obtain det I n×n − 2iωΛ
for ω < min{B SSE , IT SSE }, with
for each k ≥ 1. An analytic continuation argument (see [47] , Th. 7.1.1) guarantees that F SSE (iω) defines the unique limit characteristic functional for all values of ω.
