Abstract. Necessary and sufficient conditions for an almost CR quaternionic manifold to admit a local immersion as an hypersurface into the quaternionic projective space are determined, using the language of G-structures.
Introduction
The main result of this paper is better explained if we start by recalling a familiar situation from complex geometry. A real manifold M of dimension 2n − 1 is an almost Cauchy-Riemann manifold (of hypersurface type) if at each tangent space T x M there exists a distinguished subspace D x ⊂ T x M of real dimension 2n − 2 and a complex structure I x on it, both depending smoothly on the point x ∈ M (that is, the collection of subspaces D x generates a complex tangent distribution D ⊂ T M ).
The notion of almost CR manifold arose in the study of real hypersurfaces M in a complex vector space C n . Indeed any such M is endowed with the complex tangent distribution obtained by setting D x = T x M ∩ iT x M , where i denotes the operation of multiplication by the imaginary unit in C n . In this case, it follows from the description of D that for any section X, Y ∈ Γ(D). These are hence the necessary conditions for an almost CR manifold M to admit a local immersion into C n , so that the almost CR structure is induced by the ambient space. It is known that they are also sufficient if M is strictly pseudo-convex and 2n − 1 ≥ 7 [10] or, by a classical result of A. Andreotti and C. D. Hill [4] , if all the data are real-analytic.
The main aim of this paper is to consider an analogous problem in the quaternionic setting and it can be summarized as follows:
To estabilish necessary and sufficient conditions for an almost CR quaternionic manifold to be locally immersible in the quaternionic projective space, so that the almost CR quaternionic structure is induced by the ambient space.
Manifolds endowed with a kind of quaternionic CR structure appeared for the first time in the ′ 00s, introduced by O. Biquard in [5, 6] and motivated by the study of quaternionic Kähler metrics and their conformal infinities. Essentially, a real manifold M of dimension 4n − 1 is called a quaternionic contact manifold if it is endowed with a tangent distribution D of rk R D = 4n − 4 with the property that the symbol algebra m(x) = m −2 (x) + m −1 (x) associated to the filtration T −2
x M = T x M ⊃ T x M −1 = D x of the tangent space T x M is identifiable with the (definite) quaternionic Heisenberg algebra m = Im(H) + H n−1 at all points x ∈ M . The associated tangent distribution is, in particular, endowed with an almost quaternionic structure together with a canonical conformal class of Hermitian inner products on it.
The maximally homogeneous model of these sub-Riemannian geometries is provided by the quotient of Sp(n, 1) modulo the parabolic subgroup stabilizing an isotropic quaternionic line: This is a real hypersurface in the quaternionic projective space HP n . Unfortunately, not all real hypersurfaces of HP n are quaternionic contact manifolds [11, 12] .
This issue is overcome if one considers a more general definition that has been recently introduced by the authors of [17] , in a non-metrical framework. In this case, an almost CR quaternionic manifold is a triple (M, ı, E) made up by a real manifold M of dimension 4n − 1 together with an immersion of its tangent bundle T M in an almost quaternionic vector bundle E of rank rk(E) = 4n (see Def. 2.4 for the complete definition).
The main aim of this paper is then to determine necessary and sufficient conditions for (M, ı, E) to admit a local immersion in HP n (roughly speaking one wants to understand when E ≃ T HP n ).
Our results are expressed in the language of G-structures [24, 15] , that is reductions π : P → M of the bundle of all linear frames of a manifold. Indeed the datum of a CR quaternionic manifold (M, ı, E) is equivalent to a G-structure where G ⊂ GL 4n−1 (R) is a Lie group which is isomorphic to the subgroup of H = GL n (H) · Sp 1 made up of transformations preserving the subspace H n−1 + Im H of H n (see Prop. 2.3 for its explicit description). On the other hand, HP n is the flat model of almost quaternionic manifolds i.e. manifolds endowed with a H-structure.
It is an important classical result of V. Guillemin [13] that obstructions to flatness for a G-structure can be expressed in terms of the so-called structure functions, G-equivariant functions c p : P → H p,2 (g) taking values in the Spencer cohomology groups H p,2 (g) associated to the Lie algebra g of G.
Such a framework was in particular exploited in [20, 3] , where the groups H p,2 (gl n (H)⊕sp 1 ) were explicitly described for every p ≥ 0 in order to study the geometry of (almost) quaternionic manifolds (see also [18] ).
The main result of this paper is based on a generalization of V. Guillemin obstruction theory to the case where the G-structure under consideration is not flat but is possibly induced by an immersion into an ambient space which is endowed with a flat H-structure (in particular G is a quotient of the subgroup of H ⊂ GL(V ) which preserves a given subspace W ⊂ V ). The general theory of such induced G-structures has been recently discussed in [21] (inspired by a previous work of A. A. Rosly and A. S. Schwarz [19] of the '80s), where the appropriate cohomological obstructions were recognized to be provided by some restricted Spencer cohomology groups H p,2 (g, W ) (see Def. 3.1 for the definition of these latter).
Our main result on almost CR quaternionic manifolds is the following. In the statement, we denote by h the linear Lie algebra gl n (H) ⊕ sp 1 with its defining representation V = H n and by W the subspace H n−1 + Im H of V .
Theorem. Let M be a manifold of dimension 4n − 1 ≥ 7 that is endowed with an almost CR quaternionic structure (M, ı, E) and let π : P → M be its canonically associated G-structure. Then:
(i) There exists a well-defined G-equivariant first order structure function c 0 : P → H 0,2 (h, W ) which vanishes if (M, ı, E) is locally immersible into a quaternionic manifold. Moreover there exists a natural isomorphism
of s-modules, where s ≃ sl 2n−2 (C)⊕sl 2 (C) is the complexification of the Levi factor sl n−1 (H) ⊕ sp 1 of the Lie algebra g of G, F = C 2n−2 and H = C 2 are the defining representation of sl 2n−2 (C) and sl 2 (C) respectively, Ad the adjoint representation of sl 2n−2 (C) and D the sl 2n−2 (C)-irreducible module given by the kernel of the natural contraction F ⊗ Λ 2 F * → F * ; (ii) Assume the first order structure function identically vanishes. Then there exists a well-defined G-equivariant second order structure function c 1 : P → H 1,2 (h, W ) which vanishes if (M, ı, E) is locally immersible in HP n and a natural isomorphism of s-modules between the restricted H 1,2 (h, W ) and the usual H 1,2 (h) Spencer cohomology groups;
(iii) Assume the first and second order structure functions identically vanish. Then (M, ı, E) is immersible in HP n locally around any x ∈ M .
Note that we did not require any assumption of analiticity on the data. We conjecture that the vanishing of the first order structure function is not only necessary but also sufficient for the existence of a local immersion of M in a quaternionic manifold N ; the vanishing of c 0 amounts to some condition on the torsion T of any connection on the G-principal bundle π : P → M which, in principle, should be possible to explicitly express in intrinsic terms of T itself (and some extra tensors). If this is the case, points (ii) and (iii) essentially say that it is enough, to get the required immersion M ⊂ HP n , that N looks like HP n along the submanifold M .
The paper is organized as follows. In §2 we recall the basic definitions of quaternionic linear algebra and geometry, explicitly determine the group G in Prop. 2.3 and end with a discussion on complexifications; in §3 the basics of induced G-structures are introduced, we construct a long exact sequence which relates the restricted H p,q (h, W ) and the usual H p,q (h) Spencer cohomology groups of the Lie algebra h = gl n (H) ⊕ sp 1 in Prop. 3.3, we calculate the formers for q = 0, 1 in Prop. 3.4 and finally prove the main Thm. 3.5 on induced structures. Sections §4, §5 and §6 contain the most technical part of the paper. Section §4 is devoted to determine the s-module structure of the group H 0,2 (h, W ) (the discussion is kept here as much elementary as possible to support any future more explicit description). In §5 we show that H 2,2 (h, W ) vanishes (a priori there could be a third order structure function); the proof of this fact strongly relies on the above mentioned exact sequence and on Theorem 5.2, where the groups H p,3 (h) are determined with the help of Kostant version of the Borel-Bott-Weil Theorem [16] , whose main ingredients are recalled in the Appendix for reader's convenience. Finally §6 provide the canonical isomorphism between H 1,2 (h, W ) and H 1,2 (h).
Conventions. Let h be a Lie algebra. The bracket α, β between (local) differential forms α, β ∈ Ω • loc (M, h) on a manifold M taking values in h is defined as in [22] . Tensor products of h-modules are indicated either in the usual way or simply by juxtaposition.
Preliminaries
2.1. Some background on quaternionic structures in a vector space. Let V be a real vector space of dimension 4n. A hypercomplex structure on V is the datum of a triple H = (I 1 , I 2 , I 3 ) of anticommuting complex structures I α : V → V (α = 1, 2, 3) with I 3 = I 1 I 2 . We call the 3-dimensional subspace
of End (V ) a quaternionic structure on V and the pair (V, Q) a quaternionic vector space. We also say that the triple H is an admissible basis of (V, Q). These latter are not unique: Two admissible bases H, H ′ are always related by an orthogonal matrix A ∈ SO(3) in the following way [3] :
In particular any quaternionic vector space (V, Q) has an associated 2-sphere
= 1} of admissible complex structures. Finally a basis of V is called an admissible frame for (V, Q) if it is of the form
for some admissible basis H = (I α ) and a set {v 1 , . . . , v n } of vectors in V .
) has a natural hypercomplex structure provided by
where R h is the operation of right multiplication by a quaternion h ∈ H. The associated quaternionic structure is usually called the standard quaternionic structure of H n .
An isomorphism between quaternionic vector spaces (V, Q) and (V ′ , Q ′ ) is the datum of a R-linear invertible map
. Any quaternionic vector space (V, Q) of real dimension dim V = 4n turns out to be isomorphic to the standard quaternionic structure on H n . Indeed any choice of an admissible basis H = (I α ) provides V with the structure of a n-dimensional right module over H: Given a quaternion a = a 0 + a 1 i + a 2 j + a 3 k ∈ H and a vector v ∈ V one sets
The automorphism group H of any quaternionic vector space (V, Q) with dim V = 4n is thus identifiable with
where an element (A, a) ∈ H acts on a vector v ∈ V ≃ H n by
Denote by h ≃ gl n (H) ⊕ sp 1 the Lie algebra associated to H. Its defining action is obtained by infinitesimally varying (2.2), i.e.
(A, a) · v := Av − va , where in this case A ∈ gl n (H) and a ∈ sp 1 . We remark that in the case n = 1 the group H is isomorphic to the oriented conformal group CO + 4 ≃ GL 1 (H) · Sp 1 in four dimensions and that an almost quaternionic manifold is nothing else that a conformal manifold (plus a compatible orientation). As we are not interested in investigating hypersurfaces of conformal manifolds:
From now on we restrict, without further mention, to the case n ≥ 2.
Let us now fix an identification V = H n once and for all. If we consider the following (4n − 1)-dimensional real subspace
then there exist obvious decompositions
where R = {(0, . . . , 0, h n ) | h n ∈ R} ≃ R and One gets also a decomposition
together with the associated projectors
We are now going to state and prove the main result of this section, Proposition 2.3, where we describe the closed subgroup
of H made up of transformations preserving W . Before we need an auxiliary simple lemma, which will shorten the proof of Proposition 2.3.
Proof. Decompose a quaternion h ∈ H in real and imaginary parts as usual
It is immediate to see that h ′ = 0 if and only if h = 0 and that, in this case, the lemma is trivially satisfied. If the imaginary parts of h and h ′ are non-zero, we have to distinguish two possibilities: -h × h ′ = 0. Taking u orthogonal to h and h ′ we get 0 = ( h × h ′ ) · u, an absurd. Hence, this possibility cannot occur; -h × h ′ = 0. This possibility can occur. Taking u parallel to both h and h ′ , one gets that h ′ is parallel to the conjugate h of h. The lemma is proved. 
The Lie algebra g of G is isomorphic to the Lie algebra
whose only non trivial brackets are the natural ones of gl n−1 (H), sp 1 and Proof. Let ϕ = (A, a) ∈ H be an isomorphism of H n such that p R • ϕ| W = 0. We show that p U • ϕ| D = 0. Indeed assume, by contradiction, the existence of a d ∈ D such that ϕ(d) = Ada −1 ≡ u mod D for some non-zero u ∈ U . Then for every b ∈ H one gets that db ∈ D ⊂ W and that
for some matrices A 1 ∈ GL n−1 (H), A 2 ∈ Hom H (H, H n−1 ) and A 4 ∈ H\{0}. Now, for any element u ∈ U ⊂ W one has that
By applying Lemma 2.2, there exist a λ ∈ R\{0} such that A 4 = λa. This concludes the proof of part (i). Denote now bỹ
the Lie group whose semi-direct multiplication law has been set as follows:
Part (ii) follows directly from the fact that the Lie group homomorphism
exhibitsG as a double-cover of G.
Consider an isomorphism ϕ = (A, a) ∈ G. We have already seen that ϕ(D) ⊂ D and ϕ| D = (A 1 , a). As D ≃ H n−1 for some n ≥ 2 and D ⊂ W , one gets that the restriction ϕ| W uniquely determines A 1 ∈ GL n−1 (H) and a ∈ Sp 1 up to a common sign. Part (iii) for ϕ = (A, a) ∈ G is thus a consequence of the fact that ϕ(vh) = ϕ(v)aha −1 for all v ∈ V and h ∈ H.
By differentiating, one gets the analogous statement for elements of g.
2.2.
Some background on quaternionic structures on a manifold. Let N be an almost quaternionic manifold, that is a manifold of dimension dim N = 4n endowed with a rank 3 subbundle Q of End (T N ) which is locally generated by a triple H = (I 1 , I 2 , I 3 ) of endomorphisms satisfying
As any tangent space T x N of an almost quaternionic manifold N is endowed with the structure of a quaternionic vector space, most of the definitions introduced in Section 2.1 can be carried over unchanged. For example we call H an admissible (local) basis of the bundle Q and two admissible bases defined on the same open set U ⊂ N are related by a map A : U → SO(3) as in (2.1). An almost quaternionic structure Q on manifold N of dimension 4n can equally be introduced by considering the associated bundle
of admissible frames. Indeed this latter is (identifiable with) the H-structure determined by frames which are of the form
for some tangent vectors v 1 , . . . , v n ∈ T x N and an admissible basis H = (I α ) and, vice-versa, any H-structure on a manifold N of dimension 4n defines a unique almost quaternionic structure. Due to this, with a little abuse of notation, we use the symbol Q also to indicate the total space of the bundle (2.7) and the notation p : Q → N (2.8) for the associated bundle projection.
Recall that an almost quaternionic manifold (N, Q) is called quaternionic if it is "1-integrable" i.e. if it admits a compatible torsion-free connection. A stronger notion of integrability can also be introduced [20] and it is known that any integrable quaternionic manifold is, at least locally, isomorphic to the quaternionic projective space HP n . This latter is the maximally homogeneous quaternionic model in the sense that
is homogeneous w.r.t. to an automorphism group that is of maximal possible dimension. Indeed (see [3, 18, 23] ) the Lie algebra h = gl n (H)⊕sp 1 ⊂ gl(V ) is of finite type (in Cartan sense) with maximal transitive prolongation
the vector space V * being indentified with the first prolongation h (1) via
where H = (I α ) is an admissible basis. Several notions of CR quaternionic manifold (of hypersurface type) have been recently introduced and investigated, mainly in a metrical framework (see e.g. [5, 6, 11, 1, 2] ). We adopt the following one, introduced for the first time in [17] , since it has the benefit to encompass all other known definitions. 
An equivalent characterization is again provided by considering reductions of the principal bundle of all linear frames. Indeed the datum of an almost CR quaternionic structure on M is the same thing as a G-structure
where G is the group described in Proposition 2.3, thought of as acting on the subspace W ⊂ V . We conclude §2 with a discussion on the complexifications of the vector spaces V , W and the Lie algebras h, g, h (∞) .
The complexified picture. There exists an isomorphism of complex
12) where the real vector spaces H n and H are seen as complex vector spaces via the complex structures R i : H n → H n and L i : H → H given by the right and left multiplications by the unit quaternion i ∈ Im H. Of course, the complex linear action of h on H n ⊗ C H is determined by the infinitesimal variations of the actions of GL n (H) on H n on the left and of Sp 1 on H on the right. The real form V corresponds in H n ⊗ C H with the fixed points set of the following h-equivariant
By extending the action of h on both sides of (2.12) to the complexification h ⊗ R C ≃ gl 2n (C) ⊕ sl 2 (C), one finally gets an isomorphism
of gl 2n (C)⊕sl 2 (C)-modules, where E = C 2n and H = C 2 denote the defining representations of gl 2n (C) and sl 2 (C), respectively.
Consider now the following Levi factor
is not the obvious embedding but it is "diagonal" on the ideal sl 2 (C) (recall also equation (2.5) at the group level). The action of (2.13) on the complexification of the decomposition (2.4) can then be described as follows. First, there exists a splitting E = F + H * , (2.14) of s-modules, where F = C 2n−2 is the defining representation of sl 2n−2 (C). The complexification of (2.4) is then given by
where S 2 H is the adjoint representation of sl 2 (C). Note that W decomposes into irreducible inequivalent s-modules as follows:
The complexification of the maximal transitive prolongation (2.9) of h is also important. Consider the complex simple Lie algebra sl 2n+2 (C) and fix a Cartan subalgebra t of it (to be concrete, we may assume that t is the usual set of trace-free diagonal matrices). Let us denote by Φ the set of roots of sl 2n+2 (C) w.r.t. t and fix a simple root system {δ 1 , . . . , δ ℓ } of Φ, ℓ = 2n + 1. To be concrete, let us consider the usual choice
and denote by H δ i ∈ t the coroot associated to the simple root δ i . It is known (see e.g. [9] ) that the gradation
where it has been assigned degree zero to all simple roots except for δ 2 , which is marked with a cross in the nodes of the Dynkin diagram of A 2n+1 × · · · and is of degree one. The degree of a root δ ∈ Φ is computed by linearity.
In particular one has that the Cartan subalgebras of
17) are generated by {H δ 1 } and {H δ 3 , . . . , H δ ℓ }. The decomposition (2.15) can also be read now inside the maximal transitive prolongation, that is
and the Levi factor s of the subalgebra stabilizing FH + S 2 H is the direct sum of a copy of
which is different from (2.16) and a subalgebra
of (2.17). We end §2 by exhibiting the complexification of (2.10).
If we denote by {s 1 , s 2 } the standard basis of H, one has that
Similarly, the explicit identification of the 0-degree part of sl 2n+2 (C) with gl 2n (C) ⊕ sl 2 (C) is given by
, a → a 0 0 0 for any A ∈ gl 2n (C) and a ∈ sl 2 (C). Denoting by ω :
for any e ∈ E * , x ∈ E and s, r ∈ H.
Induced G-structures and Orders of immersibility
Let N be an almost quaternionic manifold and consider its associated Hstructure (2.8). Any hypersurface M of N is endowed with the almost CR quaternionic structure (M, ı, T N | M ), where ı : T N | M → T N is the natural inclusion [17] .
In the terminology of [21] M is a regular submanifold, that is at any point x ∈ M there exists a frame 
is a G-structure on M , G being the group described in Proposition 2.3 thought of as acting on W . According to [21] , it is also convenient to call immersible any almost CR quaternionic structure (2.11) which is locally of the form (3.1) for an immersion in the quaternionic projective space HP n . Before stating and proving the main results of this section, we need the following.
Definition 3.1.
[21] The restricted Spencer cohomology groups H p,q (h, W ) of the Lie algebra h = gl n (H) ⊕ sp(1) w.r.t. the subspace W = H n−1 + Im H of V = H n are the cohomology groups of the following differential complex
for any φ ∈ C p,q (h, W ) and w 1 , . . . , w q+1 ∈ W .
Remark 3.2. Each C p,q (h, W ) carries the structure of a g-module w.r.t. which the coboundary ∂ is equivariant. In particular, any restricted Spencer cohomology group H p,q (h, W ) is in a natural way a g-module.
We now provide the necessary results on geometric structures induced on submanifolds, showing in particular that the cohomology groups H p,2 (h, W ) are the obstructions to immersibility in HP n for an almost CR quaternionic structure (M, ı, E). First of all, there exists a relationship between the usual Spencer cohomology groups H p,q (h) = H p,q (h, V ) of h = gl n (H) ⊕ sp 1 and the restricted ones. It is given by the following. Proposition 3.3. Let g be the subalgebra (2.6) of h = gl n (H) ⊕ sp 1 determined by maps preserving the real subspace W = H n−1 + Im H of V = H n . Then there exists a long exact sequence of vector spaces
which is compatible with the natural action of the Levi factor sl n−1 (H) ⊕ sp 1 of g.
Proof.
For any fixed N = p + q ∈ N, consider the two differential complexes
of Spencer and restricted Spencer cochains. The restriction map φ → φ|
with exact columns. By standard homological algebra (see e.g. [8] [pag. 17]), such diagram gives rise to a long exact sequence of g-modules
We now show that H p,q
To this aim, it is sufficient to consider the following morphism of differential complexes Equivariance of the morphisms in (3.3) follows from the fact that (3.3) is (gl n−1 (H) Hom H (H, H n−1 )) sp 1 -equivariant. This implies that the whole construction is equivariant for (gl n−1 (H) Hom H (H, H n−1 )) sp 1 and, in particular, for the Levi factor sl n−1 (H) ⊕ sp 1 .
We are now able to calculate the groups H p,q (h, W ) for q = 0, 1. The obtained result will be essential in the proof of the main Theorem 3.5 of §3.
Proposition 3.4. The cohomology groups H p,0 (h, W ) and H p,1 (h, W ) are trivial for every p ≥ 1 while H 0,0 (h, W ) = V and H 0,1 (h, W ) = V ⊗W * /h| W .
Proof. Recall that transitivity of h
Similarly it is easy to check directly from definitions that H 0,0 (h, W ) = V and H p,0 (h, W ) = 0 for every p = 0, 2. By considering the exact sequence (3.3) in the case p = 2, q = 0, one gets in particular that
is exact and that H 2,0 (h, W ) = 0 as well.
The equalities H 0,1 (h, W ) = V ⊗ W * /h| W and H p,1 (h, W ) = 0 for p ≥ 3 follow immediately from the definitions. By considering the exact sequence (3.3) in the case p = 3, q = 1, one gets in particular that
is exact. Since H 2,2 (h) = 0 by [20] [Thm. 3.4 .], one also has H 2,1 (h, W ) = 0. We are left with the proof of H 1,1 (h, W ) = 0. Unfortunately, the proof of this statement is not elementary and actually uses the results of §4, of which we have to assume the main Theorem 4.1 and Proposition 4.2. We proceed as follows.
By considering the exact sequence (3.3) in the case p = 1, q = 1, one gets in particular an exact sequence
of sl n−1 (H) ⊕ sp 1 -modules. A completely analogus statement continues to hold if one passes to the complexification, equivariance now being under the action of the Levi factor s ≃ sl 2n−2 (C) ⊕ sl 2 (C). Theorem 4.1 of §4 tells us that (after complexifying)
Here Ad denotes the adjoint representation of sl 2n−2 (C) while we refer the interested reader to §4 for the definition ofD (which is not important here). The analogous decomposition for H 0,2 (h) is given in Prop. 4.2 of §4:
On the other hand, by using that
is isomorphic to the r.h.s. of (3.5) as well. This implies that β is injective and that H 1,1 (h, W ) = 0 due to (3.4).
Let M be a manifold endowed with an almost CR quaternionic structure (M, ı, E) and fix a point x ∈ M . Fixed any admissible local frame of (2.11)
loc (M ) the function associated to a given local form ω ∈ Ω q loc (M, h (p−1) ). We are now ready to state and prove the main result of this section. Theorem 3.5. Let M be a manifold of dimension dim M = 4n − 1 that is endowed with an almost CR quaternionic structure (M, ı, E) and consider its canonically associated G-structure π : P → M . Then (i) There exists a well-defined G-equivariant function
where ω (−1) ∈ Ω 1 loc (M, W ) denotes any admissible local coframe extending ǫ −1 x : T x M → W . The function (3.6) is called the first order structure function of (M, ı, E) and this latter is said to be immersible at the first order whenever c 0 = 0.
(ii) Assume now that (M, ı, E) is immersible at the first order. Then there exists a well-defined G-equivariant function
where
is any form taking values in h = h (0) and satisfying dω (−1) = −∂ω (0) . The function (3.7) is called the second order structure function of (M, ı, E) and this latter is said to be immersible at the second order whenever c 0 = c 1 = 0.
(iii) Assume now that (M, ı, E) is immersible at the second order. Then there exists a well-defined G-equivariant function
where ω (1) ∈ Ω 1 loc (M, V * ) is the unique form which takes values in V * = h (1) and satisfies dω (0) + 1 2 ω (0) , ω (0) = −∂ω (1) . The function (3.8) is called the third order structure function of (M, ı, E) and this latter is said to be immersible at the third order whenever c 0 = c 1 = c 2 = 0.
Moreover, the almost CR quaternionic manifold (M, ı, E) is immersible into the quaternionic projective space HP n if and only if it is immersible at the third order.
Proof. Fix a local section ǫ ∈ Γ loc (P ) which extends the admissible frame ǫ x : W → T x M and denote by
the associated inverse coframe. We also denote by w = ǫ(w) the local vector field associated to an element w ∈ W and by A · f the natural pointwise action of a A ∈ C ∞ loc (M, G) on a function f ∈ C p,q loc (M ). Consider the function
and a second coframeω (−1) = Aω (−1) , determined by some A ∈ C ∞ loc (M, G).
10) where θ = dA(·)A −1 ∈ Ω 1 loc (M, g) is the right Darboux derivative of A so that θ •ǫ is a function taking values in g ⊗ W * ⊂ C 1,1 (h, W ). It follows that
This proves part (i). Assume now (M, ı, E) is immersible at the first order.
Following the same arguments of the proof of [21] [Prop. 5.2.], one gets the existence of a smooth solution We now want to show that dφ+ ω (0) , φ +
from which it follows directly that ∂ φ, Φ = φ, φ . Similarly, the law
Finally, consider the exterior differential dΦ ∈ Ω 1 loc (M, h (1) ) of the function (3.12). It is not difficult to see that ∂dΦ(w 1 , w 2 ) = dφ(w 1 , w 2 ) + φ([w 1 , w 2 ]). Hence
and the second order structure function (3.7) does not depend on the choice of the form (3.11). Indipendence from the extension (3.9) and Gequivariance are seen as follows. By (3.10) and G-equivariance of the restricted Spencer operator one gets thatf = −∂(A · ω (0) − θ •ǫ) and that
provides an associated solution of the first order immersibility condition. Part (ii) is now a direct consequence of the following chain of equations
Part (iii) is proved in a completely similar way. Assume now (M, ı, E) is immersible at the second order. As before, there exists a smooth solution
pointwise. Note that (3.15) is unique as Ker
Consider a formω (0) = ω (0) + φ as above. Equation (3.13) implies that
The fact that d is an odd derivation of the super Lie bracket ·, · implies that
if and only if the following term is exact
On the other hand, it is not difficult to see that
and, proceeding as in the proof of part (ii), one also has
This proves that the third order structure function (3.8) does not depend on the choice of (3.11). Indipendence from the extension (3.9) and Gequivariance follow from equation (3), their proofs are omitted. Assume now (M, ı, E) is immersible at the third order around a point x ∈ M . By construction, there exists then a sl n+1 (H)-valued local 1-form
which satisfies the Maurer-Cartan equation dω + 1 2 ω, ω = 0. As the maximal transitive prolongation h (∞) of h is finite-dimensional and isomorphic to sl n+1 (H), and since G is precisely the subgroup of H of transformations preserving W ⊂ V , one can apply [21] [Thm. 4.2] and deduce that (M, ı, E) is locally immersible around x. The opposite direction of the proof also follows from [21] [Thm. 4.2] : The required form (3.16) is obtained using the Maurer-Cartan form of the Lie group PGL n+1 (H) and the soldering form ϑ : T P → W of the G-structure associated to the almost CR quaternionic manifold (M, ı, E). We refer the interested reader to [21] for more details.
The main aim of the next sections is to improve Theorem 3.5 by describing as much explicitly as possible the restricted Spencer cohomology groups H p,2 (gl n (H) ⊕ sp 1 , W ) w.r.t. to the subspace W = H n−1 + Im H of V = H n .
For notational convenience we will work exclusively over C, so that real representations are automatically complexified (recall also §2.3). In a similar way the module structure of the (restricted) Spencer cohomology groups will always be analyzed in terms of complex representations. In particular recall that any complex irreducible representation of sl 2n (C) ⊕ sl 2 (C) is of the form I ⊗ S k H, for some irreducible sl 2n (C)-module I, and that it is (the complexification of) a real h-module if I is contained (⊗ p E) ⊗ (⊗ q E * ) with p + q + k even. Of course a similar observation is true for the representations of s = sl 2n−2 (C) ⊕ sl 2 (C) and sl n−1 (H) ⊕ sp 1 .
We also recall that the irreducible complex representations of sl 2 (C) are the symmetric powers S k H and their tensor products behave according to the Clebsch-Gordan formula
Complex irreducible representations of special linear Lie algebras can be identified as usual with weights or with Young diagrams.
The cohomology group
We have seen that an almost CR quaternionic manifold is 1-immersible if and only if the torsion T ∈ C ∞ loc (M, C 0,2 (h, W )) of a (and hence of any) con-
. We now wish to describe the space
as much explicitly as possible. The description of the restricted Spencer cohomology group H 0,2 (h, W ) = C 0,2 (h, W )/∂C 1,1 (h, W ), which is the target space of the first structure function, will then follow easily. A first simple but important observation is that
is the coboundary operator between usual Spencer cochains. Moreover the sl 2n (C) ⊕ sl 2 (C)-module structure of / ∂C 1,1 (h) has been described in [20] as follows. First one has the decomposition into inequivalent sl 2n (C) ⊕ sl 2 (C)-irreducible modules
where C and D are the kernels of the natural contractions E ⊗ S 2 E * → E * and E ⊗ Λ 2 E * → E * respectively. Then [20] proves that
Our main goal in this section is to provide a similar description of the s-module structure of the restricted Spencer cohomology group H 0,2 (h, W ). Denoting byC andD the sl 2n−2 (C)-irreducible modules given by the kernels of the natural contractions F ⊗ S 2 F * → F * and F ⊗ Λ 2 F * → F * and by Ad the adjoint representation of sl 2n−2 (C), the following result holds.
Theorem 4.1. The restricted Spencer cohomology group H 0,2 (h, W ) of the Lie algebra h = gl n (H) ⊕ sp 1 w.r.t. the subspace W = H n−1 + Im H of V = H n has a decomposition into inequivalent irreducible s-modules
where s is the Lie algebra isomorphic to sl 2n−2 (C) ⊕ sl 2 (C) which has been described in (2.13).
Our strategy to prove Theorem 4.1 is the following. First of all, note that the natural projection V ⊗ Λ 2 V * → V ⊗ Λ 2 W * is s-equivariant. By decomposing (4.2) into s-irreducible submodules, one is able to determine the s-module structure of (4.1). To do so, we first need a series of intermediate results, which are collected in the following.
Proposition 4.2. The s-isotipic decomposition of the spaces
H is as follows:
* HS 2 H and the fact that Λ 2 (S 2 H) ≃ S 2 H. The second decomposition is a consequence of the first one:
The third decomposition follows immediately from the existence of an
The decomposition of C follows from the isomorphism C ≃ (ES 2 E * )/E * and the fact that
The decomposition of / ∂C 1,1 (h) follows from those of C, D and
Finally, the decomposition of DS 3 H follows immediately from that of D.
We are now ready to give the proof of Thm. 4.1.
Proof of Thm. 4.1. We start by noticing that, since the natural projection V ⊗ Λ 2 V * → V ⊗ Λ 2 W * is s-equivariant and surjective, standard arguments of representation theory together with the results of Proposition 4.2 imply that
A deeper investigation is required to determine which of the remaining irreducible s-submodules
or contribute to the cohomology. Another glimpse to Proposition 4.2 says that at least one irreducible submodule F * S 3 H has to contribute to the cohomology. We are going to prove that no other submodules will contribute. More precisely, we first show that ∂C 1,1 (h, W ) contains the whole isotipic components inside V ⊗ Λ 2 W * relative to the irreducible submodules F * H, S 2 H, Ad S 2 H, FS 3 H, S 4 H. Then we will prove that ∂C 1,1 (h, W ) contains also three copies of the submodule F * S 3 H, but not the whole isotipic component of it inside V ⊗ Λ 2 W * .
We now need to explicitly specify plenty of s-equivariant immersions. To definite several of them we will make extensive use of the s-equivariant projectors ξ : E → F, ψ : E → H * associated to the decomposition (2.14) and of the immersions
where e ∈ E * and x, y ∈ E. Similar formulae are valid for the s-equivariant immersions of F * in F ⊗ S 2 F * and F ⊗ Λ 2 F * . For later use, we furnish also the immersions of F * , H and F * S 2 H in D. To ease the notation, we describe elements of D ⊂ E ⊗ Λ 2 E * directly by their action on decomposable tensors (x, y) ∈ E ⊗ E:
where f ∈ F * and h ∈ H.
Consider the h-submodule
2)), and it can be decomposed It is contained in / ∂C 1,1 (h) (recall equation (4.2)) and it can be decomposed into irreducible s-modules as follows:
Note, for the moment, that this not in contradiction with our request (4.3). Now, appropriate submodules S 4 H and Ad S 2 H are given by
Restricting the action to Λ 2 W , one obtains non-trivial modules of maps which have trivial intersection with ı 5 and ı 4 , respectively. We finally turn to the last part of the proof, dealing with the remaining appropriate submodules 2F * H, S 2 H, 2F * S 3 H in (4.3). We first single out one submodule isomorphic to S 2 H. To this end, first consider the following two immersions
and then appropriately take a linear combination of these to get
This immersion furnishes, upon restricting the action to Λ 2 W , a fourth module S 2 H in ∂C 1,1 (h, W ) which has trivial intersection with ı 3 , ı 6 , ı 10 . We now single out two submodules isomorphic to F * H. Consider first
Then the two linear combinations 2 2n − 1
induce two non-intersecting submodules which are contained in ∂C 1,1 (h, W ) and whose direct sum has zero intersection with ı 1 , ı 8 , ı 9 . We conclude the proof of the theorem by considering
which induce, with ı 7 , all the required copies of
The main aim of this section is to improve Theorem 3.5 of §3 as follows.
Theorem 5.1. Let M be a manifold of dim M = 4n−1 that is endowed with an almost CR quaternionic structure (M, ı, E). Then (M, ı, E) is immersible in the quaternionic projective space HP n if and only if it is immersible at the second order.
By Theorem 3.5, the proof of Theorem 5.1 boils down to prove the following cohomological property:
The restricted Spencer cohomology group H 2,2 (gl n (H) ⊕ sp 1 , W ) vanishes.
We will attack this problem as follows. By considering the exact sequence (3.3) for p = 3 and q = 2, one gets in particular that
is exact. It follows then that Theorem 5.1 holds if we show that H 2,3 (h) = 0.
To the best of the author's knowledge, this is the first occurence where usual Spencer cohomology groups of the third-order play some role in geometric problems; for them no results at all are available in the literature, in contrast with the usual second-order groups H p,2 (h) determined in [20] . Nevertheless, it is more convenient to prove that H 2,3 (h) = 0 instead of showing the vanishing of H 2,2 (h, W ) with analogues of the elementary techniques used in §4. This has a double motivation.
On a one obvious hand there is no need of an explicit description of the isotopic components of H 2,2 (h, W ), as we are going to show that this latter is trivial.
On the other hand H 2,3 (h) = 0 is a stronger result than H 2,2 (h, W ) = 0, to prove which one can exploit h-equivariance (instead of s-equivariance) and the machinery of the Kostant version of the Borel-Bott-Weil Theorem [16] . For the reader convenience, and to set up the notation, the Appendix A recalls the basic facts of the Borel-Bott-Weil Theorem, in the form which is more suitable for us. We almost literally reproduced a part of the very nice résumé given by Yamaguchi in [25] .
By the above discussion, Theorem 5.1 is a consequence of the following.
Theorem 5.2. The Spencer cohomology group H 2,3 (h) is trivial. The Spencer cohomology groups H 1,3 (h) and H 0,3 (h) are irreducible sl 2 (C) ⊕ sl 2n (C)-modules isomorphic to
where the first (resp. second) Young diagram has 2n − 3 (resp. 2n − 4) rows which are of the form (resp. the form ) .
Proof. Consider the Lie algebra h (∞) = sl 2n+2 (C), fix a Cartan subalgebra t of it together with the corresponding sets Φ of roots and {δ 1 , . . . , δ ℓ } of simple roots, as done in §2.2. The opposite simple root system ∆ = {α 1 , . . . , α ℓ } = {−δ 1 , . . . , −δ ℓ } satisfies the assumptions in Appendix A, we can apply thus the Kostant version of the Borel-Bott-Weil Theorem and determine H •,3 (h).
Let σ i = σ α i be the reflection in Φ R which corresponds to a α i ∈ ∆ and denote by σ ijk = σ i · σ j · σ k the composition of three simple reflections. By
In order to determine the Hasse diagram W 0 (3) ⊂ W (3), one has first to distinguish the various possible cases.
If σ = σ ijk ∈ W (3) there are indeed the following possibilities, depending on the mutual position of α i , α j , α k :
On the other hand, if σ = σ iji ∈ W (3) there are two possibilities:
It follows that the roots σ −1 ∈ W (3) which satisfy
are precisely given by
We have thus proven that W 0 (3) = {σ 231 , σ 234 }. Moreover equation (A.1) together with
Thus, by Theorem A.1, one finally gets that H 2,3 (h) = 0 and that
where H σ is the irreducible sl 2 (C) ⊕ gl 2n (C)-module with the highest weight
In our case
In terms of the simple root system {δ 1 ; δ 3 , . . . , δ ℓ } of the semisimple part sl 2 (C) ⊕ sl 2n (C) of g 0 , we get that H 1,3 (h) and H 0,3 (h) have lowest weights
Using the longest element w o of the Weyl group of sl 2 (C) ⊕ sl 2n (C), we arrive at the conclusion that H 1,3 (h) and H 0,3 (h) are isomorphic to the standard cyclic modules with the highest weight 1 2
and
In terms of the fundamental weight {ω 1 } of sl 2 (C) and those {ω 3 , . . . , ω ℓ } of sl 2n (C), one finally gets that (5.1) equals to
while (5.2) equals to 4ω 1 + (ω 3 + ω ℓ−2 ) . This concludes the proof of the Theorem.
The main goal of this section is to prove the following.
Proof. We first recall that in Theorem 5.2 we showed that H 0,3 (h) is an irreducible sl 2 (C) ⊕ sl 2n (C)-module whose highest weight is given by (5.2). More explicitly the h.w. of H 0,3 (h) satisfies
* is the kernel of the natural contraction from E ⊗ Λ 3 E * to Λ 2 E * (remember that E = C 2n for some n ≥ 2). In particular
Our first aim is now to describe the branching rules of H 0,3 (h, W ) w.r.t. the subalgebra (2.13) which stabilizes FH + S 2 H; recall that the embeddings in sl 2 (C) ⊕ sl 2n (C) of the factors sl 2 (C) and sl 2n−2 (C) of s are given by (2.18) and (2.19). We first need to decompose V into irreducibles s-modules. Since
one has that E ⊗ Λ 3 E * decomposes as follows
We distinguish the cases n = 2 and n ≥ 3. In the latter case, one has that
whereṼ is the kernel of the natural contraction from F ⊗ Λ 3 F * to Λ 2 F * . This, in turn, furnishes the decomposition
explicitly calculate β). Moreover, as one is then interested in the component ofβ in EH ⊗ Λ 3 E * S 3 H, there is also no need of explicitly calculate the full wedge product −α ∧ ρ * : It is enough to take wedge products on the E-part and symmetric products on the H-part.
After that one has simply to completely symmetrize on H⊗S 3 H, take the trace-free part on E ⊗ Λ 3 E * and check that the obtained result is non-zero. We here limit ourselves to write down the appropriate elements α ∈ DS 3 H for each irreducible component , where f, f 1 , f 2 , f i 1 , f i 2 , f j ∈ F * , x i ∈ F, h ∈ H and {s 1 , s 2 } denotes the standard symplectic basis of H, i.e. ω(s 1 , s 2 ) = 1.
Appendix A. Some background. The Borel-Bott-Weil Thm Let g = ⊕ p∈Z g p be a simple Z-graded Lie algebra over C such that its negatively graded part m = ⊕ p<0 g p is generated by g −1 , and denote by E the characteristic element of the gradation. Since ad(E) is a semisimple endomorphism of g, there exists a Cartan subalgebra t of g such that E ∈ t. If Φ denotes the set of roots of g relative to t then one has the root space decomposition g = t + where Λ q m * = ⊕ j≥q Λ q j m * inherits a Z-gradation from that of m, and put C q (g) = g ⊗ Λ q m * and C(g) = C q (g) .
Then ρ : g 0 → gl(C(g)) is a completely reducible representation of g 0 . Here we note that t is also a Cartan subalgebra of the reductive Lie algebra g 0 . An irreducible representations of g 0 , that integrates to some parabolic subgroup, is described as a standard cyclic module with highest weight ξ ∈ D 0 , where ξ denotes a dominant integral weight in D 0 = {µ ∈ Λ | µ, α ≥ 0 for each α ∈ Φ + 0 } . Here Λ = {µ ∈ Φ R | µ, α ∈ Z for each α ∈ Φ} and µ, α = 2(µ, α)/(α, α) , where (·, ·) denotes the positive definite inner product on Φ R induced by the Killing form B of g. Thus the space C(g) has the isotipic decomposition
where C ξ is the isotipic component of C(g) with highest weight ξ ∈ D 0 (that is C ξ is the sum of irreducible components in C(g) with highest weight ξ). Let now denote by Λ ρ the set of weights of ρ. Then
where A = α∈A α. The important fact on the representation ρ is that each ρ(Z) ∈ gl(C(g)) commutes with a Laplacian operator on C(g) and that the latter reduces to the scalar 1 2 (|δ + θ| 2 − |δ + ξ| 2 )
on each isotipic component C ξ . Here |α| denotes the lenght of α ∈ Φ R , δ = 1 2
and θ is the highest root. Hence the Spencer cohomology H •,• (g) consists of isotipic components C ξ of C(g) such that |δ + θ| = |δ + ξ|. Thus, to describe H •,• (g), we need to find ξ ∈ Λ ρ such that |δ+θ| = |δ+ξ|. This is accomplished by the Weyl group W of the root system Φ as follows. For an element σ ∈ W we put Φ σ = Φ + ∩ σ(Φ − ) and define the Hasse diagram W 0 ⊂ W of g = ⊕ p∈Z g p by putting W 0 = {σ ∈ W | Φ σ ⊂Φ + }.
is a bijection onto the set of highest weights in Λ ρ such that |δ + θ| = |δ + ξ|.
Moreover dim V ξσ = 1 where V ξσ is the weight space of weight ξ σ in C(g).
Furthermore we put
where |Φ σ | denotes the cardinality of Φ σ (recall that |Φ σ | coincides also with the lenght ℓ(σ) of the reflection σ ∈ W , see e.g. [14] ). For an element σ ∈ W 0 (q) with Φ σ = {β 1 , . . . , β q } ⊂Φ + consider
where x α is a root vector for the root α ∈ Φ. Then we have
which implies that C ξσ ⊂ g ⊗ Λ q m * for σ ∈ W 0 (q). Summarizing we can state the following.
Theorem A.1.
[16] Let g = p∈Z g p be a simple Lie algebra over C endowed with a Z-gradation such that g p = [g p+1 , g −1 ] for p < −1. Then the g 0 -irreducible decomposition of the Spencer cohomology H •,• (g) ≃ Ker of g is given by
where H σ is the irredubile g 0 -module with highest weight ξ σ = σ(θ) − Φ σ generated by the highest weight vector x σ(θ) ⊗ x Φσ ∈ g ⊗ Λm * . Furthermore
for any non-negative integer q.
We conclude this section with few basic observations. As seen above H σ is a g 0 -irreducible submodule of C •,q (g) for any σ ∈ W 0 (q) and in addition x σ(θ) ∈ g σ(θ)(E) , x Φσ ∈ Λ Similarly W (2) = {σ ij = σ i · σ j | i = j} and Φ σ ij = {α i , α j − α j , α i α i } so that W 0 (2) = {σ ij | (a) α i , α j ∈ ∆ 1 or (b) α i ∈ ∆ 1 , α j / ∈ ∆ 1 and α j , α i = 0} .
