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Summary
This paper proposes a new methodology to design optimal antennas for MIMO (Multi-Input Multi-Output) communi-
cation systems by using spherical mode expansion. Given spatial channel properties of a MIMO channel, such as the
angular profile at both sides, the optimal MIMO antennas should provide the largest channel capacity with a constraint
of the limited implementation space (volume). In designing a conventional MIMO antenna, first the antenna structure
(current distribution) is determined, second antenna directivity is calculated based on the current distribution, and
thirdly MIMO channel capacity is calculated by using given angular profiles and obtained antenna directivity. This
process is repeated by adjusting the antenna structure until the performance satisfies a predefined threshold. To the
contrary, this paper solves the optimization problem analytically and finally gives near optimal antenna structure (cur-
rent distribution) without any greedy search. In the proposed process, first the optimal directivity of MIMO antennas is
derived by applying spherical mode expansion to the angular profiles, and second a far-near field conversion is applied
on the derived optimal directivity to achieve near optimal current distributions on a limited surface. The effectiveness
of the proposed design methodology is validated via numerical calculation of MIMO channel capacity as in the con-
ventional design method while giving near optimal current distribution with constraint of an antenna structure derived
from proposed methodology.
keywords: MIMO, antenna directivity, antenna structure, current distribution, spherical mode expansion, capacity
maximization.
1 Introduction
In the latest and future wireless communication systems, Multiple-Input Multiple-Output (MIMO) technology is im-
portant with respect to improving the system performance. In MIMO systems, both the receiver and transmitter are
constructed with multiple antenna elements to increase the capacity in proportion to the number of antenna elements
and to achieve better bit error rate performance by utilizing diversity and multiplexing gains [1][2].
Designing the array antenna is difficult in terms of the size, polarization, mutual coupling, and spatial correlation
between antenna elements [3]. In order to reduce the antenna size, the antenna elements should be located in the small-
est space possible. This, however, degrades the capacity because the mutual coupling and spatial correlation become
high when the distance between antenna elements is small [4]. To decrease mutual coupling and spatial correlation,
several solutions have been proposed. For example, by using a capacitor or conductor connected between antenna
elements, the effect of mutual coupling can be canceled [5]. Another example is using orthogonal polarization, such
as horizontal and vertical polarization. By using them, space diversity can be achieved with uncorrelated channels [6].
Conventionally, these problems are considered independently and the optimal antenna to achieve the best performance
has not been found yet. Furthermore, the optimal radiation patterns have been derived by using an angular profile
to improve diversity gain in the transmitter or receiver side [7][8]. However, for the MIMO system, the propagation
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Figure 1: Antenna design concept by using Spherical mode expansion.
environments at the transmitter and receiver are not always independent. Thus the directivity optimization of both
transmitter and receiver sides are needed for the MIMO system. To maximize the performance of MIMO systems, we
should consider the problems comprehensively for designing the optimal antenna in both the transmitter and receiver
sides. To address this issue, we have proposed a new approach for antenna’s design by using spherical mode expan-
sion (SME) [9][10]. SME has been used in many studies to analyze characteristics of antennas, circuits, propagation
channels and so on [11]-[16]. However, in these previous works, SME is used to just describe directivity of special
type of antennas to evaluate the performance of MIMO systems. On the other hand, we consider both the outer space
expanded by SME (a propagation environment and antenna directivities) and the inner space (current distributions of
antennas) by a far-near field conversion using SME in order to maximize the performance of MIMO systems.
The concept of our proposed antenna design scheme is shown in Fig. 1. First, the optimal directivity of each
antenna element is derived from a power angular profile of departure and arrival waves. In SME, an electrical and
magnetic field is expanded by spherical wave functions and spherical mode coefficients (SMCs). SMCs, which spec-
ify the antenna directivity, can be optimized from angular profiles of propagation environments drawn in Fig. 2 if the
antenna volume is given. Thus, designing antenna directivities is equivalent to calculating optimal SMCs to maximize
the channel capacity. Next, the current distribution to achieve the optimal directivity is calculated. SMCs also deter-
mine the current distribution on the surface of the antenna volume, therefore the current distribution for the optimal
directivity can be calculated by projecting it on the conductor surface to be implemented. By using the above scheme,
we can maximize channel capacity by matching antenna directivity to the propagation environment. In this paper, we
will describe the detailed theory to derive optimal directivities and current distributions for MIMO antenna systems.
We will confirm the validity of the proposed method by comparing the channel capacity of the optimal directivity and
the directivity recalculated from the current distributions to that of a conventional half-wave length dipole antenna
array.
This paper is organized as follows. In Sec. 2, spherical wave functions and SME of the antenna directivity are
described. Section 3 describes the method of optimizing antenna directivities for the MIMO system. In Sec. 4, the
derivation method of near optimal current distribution with constraint of an antenna structure is described. In Sec.
5, the validity of the proposed method is confirmed by comparing the performance of the optimal directivity and the
recalculated directivity. In Sec. 6, the conclusions are summarized.
2
Figure 2: MIMO system model.
2 Spherical mode expansion
How to express the antenna directivity by using SME is introduced in this section. Additionally, truncation of the
modes is described to define the number of effective SMCs in a limited antenna volume.
2.1 Spherical wave function
Spherical wave functions are canonical solutions of the Helmholtz equation in spherical coordinates. Since these
functions have the orthogonality between different modes, linear analyses can be applied to any functions in the
spherical coordinates as shown in Fig. 3. There are two groups of solutions, which are expressed as follows,
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(1)
where k is the wave number in free space and i is the imaginary unit. P¯
|m|
n (x) is the normalized associated Legendre
function of n(=1,2,3,· · · )-th degree and m(=−n,−n+1 · · ·0 · · · n−1, n)-th order, and z(c)n (x) is the radial function shown
in Table 1 defined by c = 1, 2, 3, 4. The radial function is specified by index c and degree n. Spherical wave functions
~f
(c)
smn have indices s(= 1, 2), m, n and c, where index s identifies the solution of the Helmholtz equation. s = 1 means
a Transverse electric (TE) wave and s = 2 means a Transverse magnetic (TM) wave. θ is the elevation angle and φ
is the azimuth angle in spherical coordinate. rˆ, θˆ and φˆ are unit vectors for corresponding directions of the spherical
coordinate. Table 1 shows types of the index c. For example, electric and magnetic fields are expressed by using the
index c = 3.
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Figure 3: Spherical coordinate.
Table 1: Radial function z
(c)
n (x).
Index c z
(c)
n (x) Function
c = 1 jn(x) Spherical Bessel function
(a radial standing wave, finite at the origin)
c = 2 nn(x) Spherical Neumann function
(a radial standing wave, infinite at the origin)
c = 3 h
(1)
n (x) Spherical Hankel function of the first kind
(a radial outgoing wave, infinite at the origin)
c = 4 h
(2)
n (x) Spherical Hankel function of the second kind
(a radial incoming wave, infinite at the origin)
2.2 Far-field pattern function
Spherical wave function in far-field is called “Far-field pattern function”. Far-field pattern function is represented by
the spherical wave function of c = 3 from the definition of Table 1.
~ksmn(θ, φ) = lim
kr→∞
{√
4π
kr
e−ikr
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}
. (2)
And Eq. (2) becomes,
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Since these functions contain the vertical and horizontal polarization expressed as terms of θˆ and φˆ respectively, SME
enables to consider the two types of the polarization at the same time.
2.3 Spherical mode expansion of antenna directivity
The antenna directivity can be expressed by using far-field pattern functions as follows,
~g(θ, φ) =
∑
smn
qsmn~ksmn(θ, φ) (5)
~g(θ, φ) is the antenna directivity including θ and φ polarization. We call θ and φ polarization as vertical and horizontal
polarization respectively. By using SME, each directivity can be expressed as a superposition of far-field pattern
functions. Thus, we can design the directivities by considering only coefficients qsmn corresponding to the mode of
far-field pattern function, which is called “spherical mode coefficient (SMC)”.
2.4 Truncation of modes
For convenience, the indices of SME s, m, n are replaced by a single index j from now on. Relationship between
indices s, m, n and the index j is expressed as follows,
j = 2(n2 + n − 1 + m) + s. (6)
Since the maximum value of the index m is determined by the index n, the number of index j depends on the maximum
value of index n. If the volume of target is limited, the number of index n can be truncated at n = N defined from
the radius of the volume [9] because the function can be sampled and recalculated by using limited number of modes
in the spherical coordinates like a sampling theorem. The number of modes depends on the truncation index N as
follows,
N = ⌊kr0⌋, (7)
J = 2N(N + 2), (8)
where a symbol ⌊·⌋ means a floor function which indicates the largest integer smaller than or equal to kr0. By using
the index j, Eq. (5) can be rewritten into a vector form as follows.
~g(θ, φ) =
J∑
j=1
q j~k j(θ, φ) = q
T~k(θ, φ) (9)
q =
[
q1, · · · , qJ
]T
(10)
~k(θ, φ) =
[
~k1(θ, φ), · · · ,~kJ(θ, φ)
]T
, (11)
where q ∈ CJ is a vector of SMCs and ~k(θ, φ) ∈ CJ is a vector of far-field pattern functions which are vector functions
with θ and φ polarization components defined in Eq. (3) and (4). Since each of far-field pattern function is unique and
does not depend on the propagation environments, designing the optimal antenna directivity is equivalent to deriving
the vector of SMCs.
3 Optimization of MIMO antenna directivity
In this section, we shall derive the optimal antenna directivities of MIMO systems by using mathematical tools of SME
shown in Sect. 2. The definition of optimization is to maximize the average channel capacity given a joint angular
profile of the propagation channel.
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Figure 4: MIMO system model including antenna directivities (Nt = Nr = 2).
3.1 MIMO system model
Nt × Nr MIMO system is shown in Fig. 4. The angle of departure and the angle of arrival are defined as ψt = (θt, φt)
and ψr = (θr, φr). The vector of transmit antenna directivities ~gt ∈ CNt and that of receive antenna directivities ~gr ∈ CNr
are defined as follows,
~gt(ψt) =
[
~gt1(ψt), · · · , ~gtNt (ψt)
]T
, (12)
~gr(ψr) =
[
~gr1(ψr), · · · , ~grNr(ψr)
]T
, (13)
where ~gtnt (ψt)(nt = 1, · · · , Nt) is the nt-th transmit antenna directivity and ~grnr(ψr)(nr = 1, · · · , Nr) is the nr-th receive
antenna directivity which we would like to optimize in this paper. These directivities are vector functions with θ and
φ polarization components defined in Eq. (3) and (4).
The received signal vector y(t) ∈ CNr is defined as
y(t) =
∫
ψr
∫
ψt
~gr(ψr) · ~~h(ψt, ψr, t) · ~gTt (ψt)dψtdψrs(t)
+n(t)
= H(t)s(t) + n(t), (14)
H(t) =
∫
ψr
∫
ψt
~gr(ψr) · ~~h(ψt, ψr, t) · ~gTt (ψt)dψtdψr, (15)
where H(t) ∈ CNr×Nt is a channel matrix including antenna directivities, ~~h(ψt, ψr, t) is a channel response including
polarization components of the transmit and receive antennas, where the symbol of the double arrow means the vector
function determined four polarization components such as θ and φ polarizations in the transmitter and θ and φ po-
larizations in the receiver, and s(t) ∈ CNt is the transmit signal vector. The noise vector n(t) ∈ CNr is expressed as
n(t) =
[
n1(t), · · · , nNr(t)
]T
and E[n(t)nH(t)] = PnINr is assumed, where INr is a Nr × Nr unit matrix. The total transmit
power is P = E[sH(t)s(t)]. It is noted that, in the MIMO system, the angular profile in the receiver side depends on the
antenna directivity on the transmitter side and vice versa. These angular profiles are calculated using a joint angular
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profile
~~Ph(ψt, ψr) = E
[ ∣∣∣∣∣~~h(ψt, ψr, t)
∣∣∣∣∣2
]
as follows.
~Ph,r(ψr) = E
[ ∫
ψt
∣∣∣∣∣~~h(ψt, ψr, t)
∣∣∣∣∣2 ~gTt (ψt)~gt(ψt)dψt
]
=
∫
ψt
~~Ph(ψt, ψr)~g
T
t (ψt)~gt(ψt)dψt, (16)
~Ph,t(ψt) = E
[ ∫
ψr
∣∣∣∣∣~~h(ψt, ψr, t)
∣∣∣∣∣2 ~gTr (ψr)~gr(ψr)dψr
]
=
∫
ψr
~~Ph(ψt, ψr)~g
T
r (ψr)~gr(ψr)dψr. (17)
Since the angular profile in the receiver side is determined by the channel response and the directivities of transmit
antennas, it is defined by using ~gt(ψt) and not depends on ~gr(ψr) in Eq. (16). The angular profile in the transmitter side
is defined and not depends on ~gt(ψt) in the similar way as shown in Eq. (17).
3.2 Correlation matrix and average channel capacity
In this paper, we derive the optimal antenna directivity to maximize the average channel capacity. The channel capacity
of the Nt × Nr MIMO system is derived in [1], and expressed as follows.
C¯ = E
[
log2 det
(
INr + γ0H(t)H
H(t)
)]
, (18)
where γ0 = Ps/Pn is the ratio of the transmit power and the noise power, Ps = P/Nmin is the transmit power per each
stream and Nmin = min{Nt, Nr} is the number of streams. It is noted that the power is divided equally for all streams
in this paper for simple analysis. Channel correlation matrix in the receiver side R¯c,r ∈ CNr×Nr is defined by using the
channel matrix as follows.
R¯c,r = E
[
H(t)HH(t)
]
. (19)
The infimum of average channel capacity is related to the channel correlation matrices for a large signal-to-noise
ratio (SNR) as shown in [19]. In this case, maximizing the average channel capacity is equivalent to maximize the
determinant of the correlation matrices including antenna directivities as follows.
max C¯ ⇔ max Inf C¯
⇔ max log2
(
det R¯c,r
)
⇔ max det R¯c,r. (20)
On the other hand, the channel correlation matrix of the receiver can be rewritten by using SME as follows.
R¯c,r = E
[∫
ψr
∫
ψt
(
~gr(ψr) · ~~h(ψt, ψr, t) · ~gTt (ψt)
)
(
~g∗t (ψt) · ~~h∗(ψt, ψr, t) · ~gHr (ψr)
)
dψtdψr
]
=
∫
ψr
∫
ψt
~gr(ψr) ·
(
~gTt (ψt) · ~~Ph(ψt, ψr) · ~g∗t (ψt)
)
·~gHr (ψr)dψtdψr
=
∫
ψr
~gr(ψr) · ~Ph,r(ψr) · ~gHr (ψr)dψr, (21)
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where the directivities of the receiver ~gr(ψr) can be expressed by using a matrix of SMCs Qr ∈ CJ×Nr and the vector of
the far-field pattern functions ~kr(ψr) ∈ CJ as
~gr(ψr) = Q
T
r
~kr(ψr), (22)
Qr =
[
qr1, · · · , qrNr
]
, (23)
~kr(ψr) =
[
~k1(ψr), · · · ,~kJ(ψr)
]
, (24)
By substituting Eq. (22) into (21), the channel correlation matrix can be expressed by quadratic form as,
R¯c,r = Q
T
r
∫
ψr
~kr(ψr) · ~Ph,r(ψr) · ~kHr (ψr)dψrQ∗r
= QTr RrQ
∗
r . (25)
Rr ∈ CJ×J is called spherical mode correlation matrix at the receiver side which is calculated by a combination of the
angular profile ~Ph,r(ψr) and the far-field pattern functions ~kr(ψr). Therefore, the antenna directivities of the receiver
can be optimally designed with the knowledge of Rr. Similarly, the antenna directivities of the transmitter can be
optimized with the knowledge of spherical mode correlation matrix at the transmitter side Rt.
3.3 Optimal spherical mode coefficients and directivity
As a final step, the optimal antenna directivities to maximize the average channel capacity is explained. In this
subsection, we’ll concentrate on expressions in the receiver side, however, the directivities of the transmitter can be
optimized similarly based on the given directivities at the receiver. From Eq. (20), maximizing the average channel
capacity is equal to maximizing the determinant of the channel correlation matrix. By substituting Eq. (25) into (20),
the determinant of the channel correlation matrix can be maximized by controlling the SMC matrix Qr. Since the
channel correlation matrix is semi-positive definite matrix, it can be transformed by the eigenvalue decomposition
using the SMC matrix as shown in Eq. (23) and (25), where |q1|2 = · · ·= |qNr |2 = 1. The maximum determinant of the
channel correlation matrix is expressed by Hadamard inequality [20] as follows.
maxdet R¯c,r = maxdet(Q
T
r RrQ
∗
r ) ≤
Nr∏
j=1
(qTr jRrq
∗
r j). (26)
The equality is achieved when qT
ri
Rrq
∗
r j
= 0 (i , j) is satisfied. Thus, the vectors to maximize the determinant of the
channel correlation matrix are derived by the eigen vectors from the first to the Nr-th order of Rr.
[ur1, · · · , urNr ] = arg max
q∗
1
,··· ,q∗
Nr
det(QTr RrQ
∗
r ), (27)
Therefore, the maximum determinant of the channel correlation matrix is derived as
max det R¯c,r = max det(Q
T
r RrQ
∗
r )
=
Nr∏
j=1
(uHr jRrur j) =
Nr∏
j=1
λr j. (28)
λ j( j = 1, · · · , J) is an eigenvalue of the spherical mode correlation matrix Rr that can be calculated as
Rr = UrΛrU
H
r , (29)
Λr = diag [λr1, · · · , λrJ] , (30)
(λr j ≥ λr( j+1) ≥ 0, for j = 1, · · · , J − 1)
Ur = [ur1, · · · , urJ] , (31)
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where Ur ∈ CJ×J is an eigen matrix. Therefore, the optimal spherical coefficientsQr,opt ∈ CJ×Nr can be calculated as a
set of eigen vectors corresponding to the Nr largest eigenvalues as
Qr,opt =
[
u∗r1, · · · , u∗rNr
]
. (32)
Finally the optimal antenna directivities are derived by using the optimal spherical coefficientsQr,opt as follows.
~gr(ψr) = Q
T
r,opt
~kr(ψr)
=
[
uHr1
~kr(ψr), · · · , uHrNr~kr(ψr)
]T
. (33)
3.4 Optimization at both transmitter and receiver sides
In the case of optimization at either receiver or transmitter side, the optimal directivity is derived by the method in
subsection 3.3. On the other hand, when the optimization at both receiver and transmitter sides is needed, one of
solutions is a sequential optimization as shown in Fig. 5. In this manuscript, we assume that the joint angular profile
can be estimated ideally. Then, Fig. 5 shows an algorithm to derive optimal directivities at the transmitter and receiver
in an iterative manner by using the given joint angular profile. Therefore, no iterative power angular profile estimation
is needed.
First, initial SMCs Q
(0)
t are defined at the transmitter. Next, the SMCs of the receiver side Q
(1)
r can be calculated
by Eq. (29) and (32) with the knowledge of angular profile containing Q
(0)
t . In the same way, the SMCs of the
transmitter and receiver sides, Q
(2n)
t and Q
(2n+1)
r , can be calculated with the knowledge of angular profile containing
Q
(2n−1)
r and Q
(2n)
t alternately. These calculations should be repeated until the value of objective function converges.
The convergence conditions at transmitter and receiver are indicated respectively as follows.∣∣∣det R¯(2n)c,t − det R¯(2n−1)c,r ∣∣∣ < ǫ (34)∣∣∣det R¯(2n+1)c,r − det R¯(2n)c,t ∣∣∣ < ǫ, (35)
where ǫ is a capable difference. Consequently, SMCs at both transmitter and receiver sides are calculated by the
sequantial optimization when the objective function converges as
lim
itr→∞
∣∣∣det R¯(itr+1)c,t − det R¯(itr)c,r ∣∣∣ = 0. (36)
4 Derivation of current distribution for optimal antenna directivity
In this section, we shall derive the near optimal current distribution with constraint of an antenna structure by using
the far-near field conversion of the SME. For that purpose, a new matrix equation between coefficients of current
distribution on an implementation surface and designed spherical mode coefficients in far-field pattern is developed.
Since the same procedure is used at the transmitter and receiver sides, we shall discuss the derivation of the near
optimal current distribution generally by using SMCs’ vector of the n-th antenna directivity qn.
4.1 Orthogonal basis functions and current distribution coefficients
The current distribution occurs on the implementation surface of antenna included in the antenna volume with the
radius r0. The current distribution has r, θ, φ components in the spherical coordinate and expressed as the summation
of the current on the minute region when the implementation surface is divided into L minute regions. The current on
the minute region is defined as ~al~bl(r, θ, φ), where ~al is a current distribution coefficient and ~bl(r, θ, φ) is an orthogonal
basis function defined as
~bl(r, θ, φ) = bl(r)rˆ + bl(θ)θˆ + bl(φ)φˆ, (37)∫
V0
bl(u)bl′(u)dV0 = δll′ , (for u = r, θ, φ) (38)
9
Figure 5: Sequential optimization at transmitter and receiver.
Figure 6: Minute region indicated by the index l.
where δll′ indicates Kronecker’s delta and V0 is the antenna volume and the index l (l = 1, · · · , L) indicates the l-th
minute region in the antenna volume as shown in Fig. 6. Therefore, the current distribution on the implementation
surface can be expanded by using orthogonal basis functions and current distribution coefficients as
~J(r, θ, φ) =
L∑
l=1
~al~bl(r, θ, φ)
=
L∑
l=1
(
arl b
r
l (r, θ, φ)rˆ
+aθl b
θ
l (r, θ, φ)θˆ + a
φ
l
b
φ
l
(r, θ, φ)φˆ
)
. (39)
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4.2 Current distribution for optimal antenna directivity
From [9], SMCs are derived from spherical wave functions of c = 1 and a current distribution as
qsmn = (−1)m+1
∫
V0
k√
η
~f
(1)
s,−m,n(r, θ, φ) · ~J(r, θ, φ)dV0, (40)
where η is a characteristic admittance and ~J(r, θ, φ) is the current distribution in Eq. (39). From Eqs. (40) and (39), the
SMC can be expressed as
q j = (−1)m+1
∫
V0
k√
η
~f
(1)
s,−m,n(r, θ, φ)
 L∑
l=1
~al~bl(r, θ, φ)
 dV0
=
L∑
l=1
(−1)m+1 k√
η
(
arl
∫
V0
f
(1)r
s,−m,n(r, θ, φ)bl(r)dV0
+aθl
∫
V0
f
(1)θ
s,−m,n(r, θ, φ)bl(θ)dV0
+a
φ
l
∫
V0
f
(1)φ
s,−m,n(r, θ, φ)bl(φ)dV0
)
, (41)
where f
(1)r
s,−m,n(r, θ, φ), f
(1)θ
s,−m,n(r, θ, φ), f
(1)φ
s,−m,n(r, θ, φ) are r, θ, φ components of the spherical wave function respectively.
Again, the current distribution coefficients and the orthogonal basis functions in 3-D space are vectorized by using the
index l′ (l′ = 1, · · · , 3L) as
al′ =
{ ar
l′ (l
′ = 1, · · · , L)
aθ
l′−L (l
′ = L + 1, · · · , 2L)
a
φ
l′−2L (l
′ = 2L + 1, · · · , 3L)
, (42)
bl′(u) =
{ bl′(r) (l′ = 1, · · · , L)
bl′−L(θ) (l′ = L + 1, · · · , 2L)
bl′−2L(φ) (l′ = 2L + 1, · · · , 3L)
. (43)
Substituting Eqs. (42) and (43) into (41), the SMC is expressed as
q j =
3L∑
l′=1
al′ (−1)m+1
k√
η
∫
V0
f
(1)u
s,−m,n(r, θ, φ)bl′(u)dV0
=
3L∑
l′=1
al′z jl′ , (44)
z jl′ = (−1)m+1
k√
η
∫
V0
f
(1)u
s,−m,n(r, θ, φ)bl′(u)dV0, (45)
where z jl′ is calculated from the j-th spherical wave function and the l
′-th orthogonal basis function. Therefore, the
n-th antenna’s SMC vector qn is expressed by a matrix Z ∈ CJ×3L whose j-th column and l′-th row component is z jl′
and the current distribution coefficient vector an ∈ C3L whose l′-th component is al′ as
qn = Zan. (46)
From Eq. (46), it can be concluded that, if optimal SMC vector qn is given, the current distribution coefficient for the
optimal antenna directivity can be derived by using a pseudo inverse matrix Z+ ∈ C3L×J as follows
a˜n = Z
+qn. (47)
It is noted that the pseudo inverse matrix is calculated by singular values of Z shown in [27].
11
5 Numerical analysis
It is noted that the antenna design procedure we proposed is applied for any frequency. The optimal directivity
is derived by using the procedure when the design frequency is determined. In this section, assuming simple and
symmetric angular profiles and sphere antenna volumes defined in wavelength at both sides, the optimal directivity
and the current distribution are derived.
5.1 Analysis condition
In this analysis, a 2×2 MIMO system is considered and the analysis condition is shown in Table 2. We assume that the
angular profile does not depend on the wave number k and define the antenna volume by kr0. In this case, the analysis
results also do not depend on k.
The angular profile is strictly defined as a probability density function on the circle such as a vonMises distribution.
Since the vonMises distribution is approximated by a Gaussian distribution [28], we define the angular profile by using
a multivariate Gaussian distribution as follows.
Ph(x) =
1√
(2π)4det(Σ)
exp
(
−1
2
(x −m)HΣ−1(x −m)
)
(48)
x = [θt, φt, θr, φr]
T (49)
m = [µt,θ, µt,φ, µr,θ, µr,φ]
T, (50)
where the means of θ components are µt,θ, µr,θ, the means of φ components are µt,φ, µr,φ. A covariance matrix Σ ∈ C4×4
is positive definite as shown in [29] and defined as
Σ = (ccH) ◦ P (51)
c = [σt,θ, σt,φ, σr,θ, σr,φ]
T (52)
P =

1 0 ρtr,θθ ρtr,θφ
0 1 ρtr,φθ ρtr,φφ
ρtr,θθ ρtr,φθ 1 0
ρtr,θφ ρtr,φφ 0 1
 , (53)
where ◦ means Hadmard product, the standard deviations of θ components are σt,θ, σr,θ, the standard deviations of φ
components are σt,φ, σr,φ. It is assumed that θt and φt, θr and φr are uncorrelated and other components are correlated.
Correlation coefficients between transmitter and receiver sides are defined as ρtr,θθ, ρtr,θφ, ρtr,φθ, ρtr,φφ. The propagation
environments at the transmitter and receiver are not always independent in the MIMO system due to line-of-sight
components, deterministic clusters, and so on, the correlation between the transmitter and receiver sides should be
considered. For example, when the correlation coefficient between transmitter and receiver sides is zero, transmitter
and receiver sides are independent. On the other hand, when the correlation coefficient becomes large, the transmitter
and receiver sides are not independent and their angular profiles are determined each other. To simplify the analysis,
it is assumed that all correlation coefficients have same values ρtr,θθ = ρtr,θφ = ρtr,φθ = ρtr,φφ = ρh ≥ 0. When the
correlation coefficients between components of ψ are defined as ρh = 0, 0.2, 0.4, Fig. 7 shows the angular profiles
using the multivariate Gaussian distributions with an omni-directional antenna at transmitter or receiver side. Also, we
assume that the angular profile shown in Fig. 7 has only θ polarization component. Since the θ polarization component
of the angular profile is given, we should optimize only the θ polarization components of directivities.
In this analysis, a planar antenna structure is considered shown in Fig. 8. The square of gray color indicates
the conductor of the planar antenna and two types of current distributions are calculated on the same plane, which
correspond to Antenna #1 and Antenna #2 respectively. A set of conductors including conventional multiple elements
is considered as an overall antenna structure and different patterns of current distribution induced on the structure are
called as antennas #1 and #2. Since we haven’t designed the current distributions element by element, the consideration
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Table 2: Analysis condition.
The number of antennas Nt = Nr = 2
The angle of departure µt,φ = 0
◦, µt,θ = 90◦
The angle of arrival µr,φ = 0
◦, µr,θ = 90◦
The angular spread 2σt,φ = 60
◦
of the transmitter side 2σt,θ = 30
◦
The angular spread 2σr,φ = 60
◦
of the receiver side 2σr,θ = 30
◦
Polarization of angular profile Only θ polarization
The radius of the antenna volume r0 =
√
2λ/4
The number of modes J = 16
The capable difference 1% of the difference
The number of minute regions L = 1600
of coupling which conventionally occurs between antenna elements is not needed in this study. The length of one side
of the planar antenna is λ/2, so the radius of the antenna volume is r0 =
√
2λ/4. Orthogonal basis functions are
defined by sine functions, which are expressed as
~bl(y, z) = bl(y)yˆ + bl(z)zˆ, (54)
bl(u) =

sin(k(u−(ul−∆u)))
sin(k∆u)
(ul − ∆u ≤ u ≤ ul)
sin(k((ul+∆u)−u))
sin(k∆u)
(ul ≤ u ≤ ul + ∆u)
0 (elsewhere)
, (55)
ul =
λ
2
· l
L
− ∆u, (56)
∆u =
λ
4L
, (57)
where L is the number of minute regions.
Furthermore, we derive the average channel capacity under the same condition in both of the transmitter and
receiver and compare to the conventional antenna, which is half-wavelength of dipole antenna array shown in Fig. 9.
Conventional multiple planar antennas, like a microstrip antnna array, cannot be located within the spherical volume
used in the analysis because its antenna array size is larger than the spherical volume. Therefore, we choose the
half-wavelength dipole antenna array as the conventional antennas because it can be located in the spherical volume.
The improvement of the capacity is owing to received power gains with two orthogonal directivities. Thus, we
evaluate the received power gains by calculating the determinant of the channel correlation matrix shown in Eq. (25).
5.2 Convergence of objective function
The maximum average channel capacity is achieved by maximizing the determinant of channel correlation matrix.
as shown in Eq. (28). In our method, the transmit or receive antenna directivities are optimized iteratively by using
the angular profile with receive or transmit antenna directivities. Thus, we should confirm the convergence of the
objective function i.e. the determinant of the channel correlation matrix. Not only the increase of antenna gain but
also the orthogonality of the antenna directivity weighted by the angular profile affects the increase of the objective
function and results in improvement of channel capacity. Therefore, both the antenna gain and the orthogonality of
the antenna directivity weighted by the angular profile should be considered at the same time. When the antenna gain
increases, the diagonal components of the channel correlation matrix become large. And when the orthogonality of the
antenna directivity weighted by the angular profile increases, the non-diagonal components of the channel correlation
13
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Figure 7: Angular profile with an omni-directional antenna at transmitter or receiver side normalized by the maximum
value (Left: Horizontal plane, Right: Vertical plane).
matrix decrease. Because these two factors increase the value of the determinant of correlation matrix, we compared
the values of determinant in the next section.
Figure 10 shows the determinant of the channel correlation matrix calculating iteratively. In the analysis, the
initial SMCs are defined as those of the half-wavelength dipole antenna array. The capable difference ǫ is defined
as 1% of the difference of the determinant in the previous calculation, which is 0.01
∣∣∣det R¯(itr−1)c,t − det R¯(itr−2)c,r ∣∣∣ or
0.01
∣∣∣det R¯(itr−1)c,r − det R¯(itr−2)c,t ∣∣∣ for the itr-th times calculation. It is because the directivities are converged enough
in the iterative calculation when the difference is within 1 % in the analysis. The determinant is normalized by that
with the half-wavelength dipole antenna array shown in Fig. 9. When the count is zero, the half-wavelength dipole
antenna array is used at the transmitter and receiver. The odd count means the optimization of receive antennas and
the even count means the optimization of transmit antennas. From the results, we confirmed that the determinant of
the channel correlation matrix converges in the case of several correlation coefficients. From now, we shall use the
case of ρh = 0.2 for analyses.
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Figure 9: Half-wavelength dipole antenna array.
5.3 Optimal antenna directivity and current distribution
The same directivities are derived at the transmitter and receiver because the angular profile is defined symmetry at the
transmitter and receiver, thus we show the results at the receiver. Optimal directivities and optimal SMCs are derived in
Figs. 11 and 12. The directivities are shown in the case of a horizontal plane (θ=90◦) and vertical planes (φ=0◦, 45◦).
It is found that the directivity of Antenna #1 has a peak and that of Antenna #2 has a null toward direction from which
waves with high intensity come in θ polarization. The directivity of Antenna #2 has a peak toward θ=60◦ and φ=45◦.
In this case, the determinant of channel correlation matrix is 50 dB larger than that with the half-wavelength dipole
antenna array.
The current distributions for planar antennas are calculated and shown in Figs. 13-16. Each contour line indicates
the amplitude of current distribution and each color indicates the phase of current distribution on the planar antenna
structure of Fig. 8. One method to realize the derived current distributions is to divide the surface into many small
regions and to feed them with corresponding excitation coefficients by using spatial sampling theory of the current
distribution. However, it’s obviously not efficient in terms of hardware cost. Therefore, we’d like to keep it as a future
work and derive novel feeding structure with limited costs.
The directivity and the SMCs recalculated from each current distribution are shown in Figs. 17 and 18. The peak
and null is almost the same with that of the optimal directivity in the vertical plane. However, the directivities in
horizontal plane are different because of a symmetry of the planar antennas’ structures. The optimal directivity in
Fig. 11 is derived without any limitation of the antenna configuration. On the other hand, the directivity in Fig. 17 is
derived with the constraint of planar structure without thickness on yz-plane as in Fig. 8. Since this structure has a
symmetrical property with respect to the yz-plane, the directivity must have the symmetrical pattern and therefore the
gain for φ=0◦ is decreased.
It is also found that the effective modes of optimal directivities and recalculated planar antennas are the same. The
determinant of the channel correlation matrix achieves 42 dB larger than that with the half-wavelength dipole antenna
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Figure 10: Objective function of Eq. (28).
array.
5.4 Average channel capacity
Figure 19 indicates the average channel capacity in four cases as follows.
• Optimal Directivity: Proposed.
• Recalculated Planar antenna directivity: Proposed (Planar).
• Half-wavelength dipole antenna array: Dipole array.
• Single-Input Single-Output with Half-wavelength dipole antenna: SISO.
When the average signal-to-noise ratio (SNR) is 15 dB, the channel capacity with the optimal directivity that we
proposed is 7.3 bps/Hz larger than that with Dipole array and 9.4 bps/Hz larger than that of SISO. The recalculated
planar antenna directivity is degraded 2.3 bps/Hz compared to that with the optimal directivity. From the results shown
in subsection 5.3, the determinant of the channel correlationmatrix with the recalculated directivity is much larger than
that with the dipole array because the directivity is matched to the angular profile and the loss of radiation power is
minimized. Therefore, large channel capacity is achieved by the directivities matched to the angular profile.
6 Conclusion
We proposed a method to derive the optimal directivity and the current distribution by using spherical mode expansion
in order to maximize the average channel capacity. Maximizing the capacity is equivalent to maximizing the deter-
minant of the channel correlation matrix, thus the SMC vector can be derived from the eigen vector of the spherical
mode correlation matrix. Using the proposed method, the orthogonal directivities are derived and lower correlation is
achieved when the angular profile and the antenna volume are given. The SMCs can also be derived from the current
distribution and spherical wave functions of c = 1. Consequently, the current distribution coefficients for the optimal
directivity are derived by using a pseudo inverse matrix of Z calculated from spherical wave functions of c = 1 and
orthogonal basis functions.
In numerical analysis, we derived an example of the optimal directivity and recalculated planar antenna directiv-
ity. From the analysis results, we confirmed that the directivity optimization that we proposed improves the average
channel capacity of MIMO systems.
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Figure 11: Optimal antenna directivities ((a)-(c): θ polarization component, (d)-(f): φ polarization component).
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Figure 12: Spherical mode coefficients of optimal antenna directivities.
Since the main contribution of this paper is the derivation of optimal directivities and corresponding current distri-
butions, we would like to remain the design of feeding points as our future work. To determine the feeding points is
necessary for actual antenna design, thus we would like to derive novel feeding structure with limited costs in our fu-
ture work. for example we will apply a theory about matrix of decoupling and matching networks [30] or an expanded
design manner for massive MIMO antennas. Also, in a future study, we should figure out how to obtain joint angular
profile when channels are varying.
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Figure 17: Recalculated planar antenna directivities ((a)-(c): θ polarization component, (d)-(f): φ polarization compo-
nent).
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Figure 18: Spherical mode coefficients of recalculated antenna directivities.
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Figure 19: Comparison of average channel capacity.
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