Introduction
It is well known that subfield subcodes and propagation techniques would give codes with good parameters. Recently Xing, Ling and Niederreiter [8, 4, 5] have constructed a class of codes with very good parameters from the rational function field of F q using specially chosen subcodes of Reed-Solomon codes and propagation rules. Due to their good parameters and algebraic structures, this class of linear codes has attracted further attention. For instance, a decoding algorithm of these codes is given in [6] and these codes have also been generalized to arbitrary algebraic function fields [9] .
In this paper we introduce a general framework for such constructions over rational function fields and study their dual codes. Since subcodes and propagations in the construction have nice algebraic structures, it turns out that the dual codes are also in the same class and we can easily control the dual codes so that we get self-orthogonal and self-dual codes with good parameters. By codes with good parameters, we basically mean linear codes with parameters close to the best known ones according to Brouwer's table [2] or certain known bounds. We show that all linear codes can be obtained from our construction in a unique way and dual codes as well as self-orthogonality can be obtained in a simple and explicit manner. Direct constructions of the dual codes and self-orthogonal codes are provided. This paper is organized as follows. In Section 2 we introduce our construction and consider the dual codes explicitly. We study direct constructions of dual codes in Section 3. Some self-orthogonal codes with good parameters are constructed.
Construction
Throughout the paper we use the usual Euclidean inner product. If C ⊆ F n q is a linear code, we denote its dual by C ⊥ . A code C is said to be self-orthogonal if C ⊆ C ⊥ . If C = C ⊥ , then C is said to be self-dual. For i ∈ F q \{0} for i = 1, 2, . . . , n, let ( 1 , . . . , n ) · C denote the equivalent code defined as { ( 1 c 1 , . . . , n c n ) | (c 1 , . . . , c n ) ∈ C}. If ( 1 , . . . , n ) · C ⊆ C ⊥ for some 1 , . . . , n ∈ F q \{0}, then C is said to be quasi-self-orthogonal. Similarly, if this containment is in fact an equality, then C is quasi-self-dual. Let F q be a finite field and let F q be a fixed algebraic closure.
Let r be any prime and consider the set 
For h a ∈ S, we define h a ∈ S as h a = h a .
Let P be a subset of F q r with the largest cardinality such that
It is easy to check that the F q -linear span of the set
where f is the minimal polynomial of over F q . Now we give our construction in a general framework. For a given positive integer n, assume that for some m n there exists a pair (Ŝ,P) such thatP = { 1 , . . . , m } is a set of elements of F q with distinct minimal polynomials over F q andŜ is a set of m polynomials h 1 , . . . , h m ∈ F q [x] such that the set
For example, let r be a prime number satisfying (q r − q)/r + q n and let m = (q r − q)/r + q. Consider the pair (S, P) as defined before. It is clear thatŜ = S andP = P satisfy the conditions above.
We fix an order onP asP = ( 1 , 2 , . . . , m ) and letP n = { 1 , . . . , n }. For k n and an F q -linearly independent subset {g 1 , . . . , g k } ⊆ Span F qŜ with the corresponding k × n matrix G = (g i ( j )) 1 i k,1 j n of full rank k, we denote the code generated by G as C(g 1 , . . . , g k ;P n ). Note that when m = n, we have C(h 1 , . . . , h n ;P n ) = F n q . Example 2.2. Let w ∈ F 8 with w 3 = w + 1. Let 1 = 0, 2 = 1, 3 = w, 4 = w 3 and [8] , Xing and Ling considered the case r = 2 and they constructed codes with good parameters. Ling et al. [4] considered the general case that r 2 is an integer. They constructed codes of arbitrary length and some codes with good parameters. In this remark we compare these constructions and our construction. We consider only a special type of our construction for the comparison. Namely, for a prime number r, we consider codes C(h 1 , . . . , h k ;P n ) with {h 1 , . . . , h k } ⊆ S andP = P. Here S is the set of all associated polynomials {h a : a ∈ r q }and P ⊂ F q r is a chosen subset of the largest cardinality satisfying (2.1) as defined above. Moreover, deg
Our special construction and the constructions in [8, 4] are identical for r = 2. For r 3 a prime integer, our special construction and the construction in [4] use similar subsets of F q r for evaluations of polynomials. For r 3 a prime integer, the sets of polynomials used in our special construction and in [4] are different. For example, it can be readily verified that, when q = 4 and r = 3, the degrees of the largest set of polynomials used in [4] is a proper subset of the one in our special construction. The corresponding subset in our special construction includes the set of degrees {33, 49, 50, 54} as extra.
We observe that for n m, any q-ary [n, k, d] linear code C can be considered as C(g 1 , . . . , g k ;P n ) uniquely upto an ordering of entries ofP, for some g 1 , . . . , g k .
Proposition 2.4. Let the notation be as above. Given a q-ary [n, k, d] linear code C, there exists a unique subspace
Proof. We can embed : C → (C) ⊆ F m q by appending zeroes. Since
is an F q -linear isomorphism, W C = −1 ( (C)) is a uniquely determined linear subspace of Span F qŜ . The proof now follows from the definition of C(g 1 , . . . , g k ;P n ).
Hence for a prime number r, fixing an order on the elements of P, we can find all q-ary linear codes of length n m = (q r − q)/r + q in a unique way. Moreover, m → ∞ as r → ∞ for a fixed q.
. . , g k ;P n ), the observation in Proposition 2.4 leads to a method for finding
Theorem 2.5. Let the notation be as above. Choose
g k+1 , . . . , g n ∈ Span F qŜ such that the n × n matrix G = (g i ( j )) 1 i,
j n is nonsingular. Consider the matrix B defined as
j n is a matrix of rank n − k as well. Therefore, it is enough to prove that
Note that by definition we have
by the definition of B, we have
for 0 i, j n and i = j . In particular
. . , n − k and j = 1, 2, . . . , k which is equivalent to (2.2) by using (2.3). This completes the proof.
. . , h i ( m ))|1 i m}
generates the F q -linear space F m q , the codes in our construction can be considered as evaluation codes (see [3, Section 4] ). Therefore, using filtrations of subspaces of Span F qŜ , we get lower bounds on the minimum distance of a given dual code C(g 1 , . . . , g k ;P n )
⊥ . For simplicity, we assume n = m in this remark. Recall the F q -linear isomorphism
be a filtration, where
Every choice of such a filtration gives a lower bound on the minimum distance of
We have the dual filtration F ⊥ given as
. . , g n ;P n ) ⊥ .
Using the F q -linear isomorphism , we define g ij ∈ Span F qŜ such that g ij ( ) = g i ( )g j ( ) for any 1 i, j n. For
. . , g k ;P n ) ⊥ we define the following n × n matrices over F q :
where D is the diagonal matrix with y 1 , y 2 , . . . , y n as its entries in the main diagonal. Then M y = MDM t and hence for the Hamming weight wt(y) of the codeword y ∈ C(g 1 , . . . , g k ;P n ) ⊥ we have We use the filtration
Note thatP 4 is ordered asP 4 = (0, 1, w, w 3 ). Then
From the definition of g i,j for 1 i, j 4, it follows that
Using (2.4) we obtain that
If y ∈ C(g 1 , g 2 , g 3 ;P 4 ) ⊥ \{0}, then by the argument in Remark 2.6, we have that
where * denotes a nonzero entry (which is 1 in this case since the code is binary). Hence wt(y) = 4 for y ∈ C(g 1 , g 2 , g 3 ;P 4 ) ⊥ \{0}. code.
For the remainder of the paper, for a prime number r, we fix S to be the set of all associated polynomials {h a : a ∈ r q } andP = P to be a chosen subset of F q r with the largest cardinality satisfying (2.1) as defined above. Remark 2.8. In Section 2, we have chosen to introduce our codes using the general pair (Ŝ,P) instead of the constructive approach of the special class (S, P). This allows us to give some results in the more general context of (Ŝ,P), see for example Theorem 2.5.
Direct constructions of dual codes
Let r be a prime, F q a finite field of characteristic different from r and n = (q r − q)/r + q. In this section we study direct constructions of dual codes corresponding to pairs (S, P) defined in Section 2. We explicitly construct (quasi) self-orthogonal codes with good parameters. Throughout the section we order the elements of S = {h 1 , . . . , h n } such that deg h i < deg h i+1 for i = 1, . . . , n − 1. Then we have h 1 = 1 and h n = x (q−1)(1+q+...+q r−1 ) = x q r −1 . Moreover, we also order the elements of P as P = ( 1 , 2 , . . . , q , 
is self-orthogonal. Since Span F q S forms a ring with multiplication modulo (x q r − x) and S is a basis, we have for any 1 i 1 k and
Proof. First note that
Moreover, by the definition of the operation h → h on S and by the definition of the set {h j 1 , . . . , h j n−k }, we have a n (i 1 , i 2 ) = 0 for 1 i 1 k and 1 i 2 n − k. Therefore, since h( ) = h( q ) for any h ∈ Span F q S and ∈ F q r , we get ⇔ a = (a 1 , . . . , a r ) with a 1 = · · · = a r = (q − 1)/2.
Proof. The case r = 2 directly follows from the definitions. First, we consider the case that r is odd and q is even. Assume the contrary, then there exists a = (a 1 , . . . , a r ) ∈ r q such that, for all 0 i q − 1, we have (a 1 , . . . , a r ) .
which is a contradiction since r is odd.
Next we prove the remaining case that both r and q are odd. We note that the action of r on r q induces an action on the set of indices {1, . . . , r} also.
Assume that O a = O a and let I = {i : 1 i r, and a i = (q − 1)/2}. Then I is nonempty. Indeed otherwise we can apply the argument above and hence we get a contradiction to the fact that r is odd.
The assumption that O a = O a implies that a = (q − 1 − a 1 , . . . , q − 1 − a r ) ∈ O a , which means that there is some 1 j r such that a 1 , . . . , a r ) . (3.4) For i ∈ I , we have q − 1 − a i = a i , so j r fixes I (when considered as acting on {1, . . . , r}). It is well-known that the stabilizer of I in r is a subgroup of r . Since r is a prime, this stabilizer is either the trivial subgroup or the entire r .
Clearly, if the stabilizer of I is the trivial subgroup (i.e., j = 0 or, equivalently, j = r), then (3.4) shows that a 1 = · · · = a r = (q − 1)/2. This, however, contradicts the assumption that the stabilizer of I is trivial. Now suppose the stabilizer of I is r . Since I is nonempty, let i ∈ I for some 1 i r. Applying (3.4) shows that q − 1 − a i−j = a 1 = (q − 1)/2, so a i−j = (q − 1)/2, for all 1 j r. (Here, the indices of a i−j are taken modulo r.) This shows again that a 1 = · · · = a r = (q − 1)/2.
Next we define special subsets S 0 , S − , and S + depending on the cases. Case r is 2 and q is odd:
Case r is odd and q is even: = (a 1 , . . . , a r ) and = (a 1 , . . . , a r ) and
Case r is odd and q is odd: For simplicity we consider r = 3 and let
S 0 = {h s },
and a 2 , a 3 ) and
For a subset T ⊂ S, we denote by T the subset {h | h ∈ T }. Note that in the case r is odd and q is even, for T ⊂ S satisfying (3.5) and #T = n/2 we obtain self-dual codes. We obtain similar results for the pair ( S, P) where
where 1 = 0. Letñ = n − 1 = (q r − q)/r + q − 1 and define 
is self-orthogonal. Moreover, let T ⊂ S be a subset with
Proof. First, note that h i = h 1 for any 2 i n − 1. Then
Next we observe that
Therefore, for any 1 i 1 k and 1 i 2 n − 1 − k, we have
Using the arguments in the proof of Theorem 3.1, we obtain (3.6) and (3.7). Next we assume that T ⊂ S with h 1 ∈ T satisfying (3.5). Then C(T \{h 1 }; P) is a subcode of C(T ; P) and hence the minimum distance of C(T \{h 1 }; P) is at least d. Moreover, for any h ∈ T \{h 1 }, we have h( 1 ) = 0 and therefore d 1 d. Also (quasi) self-orthogonality follows from the definition of T. This completes the proof.
Note that in the case r is odd and q is odd, #S 0 = 1. Moreover, let q ≡ 1 mod 4 and hence choose e ∈ F q with e 2 = −1. Then we can get (quasi) self-dual codes using P as follows. For simplicity, we assume that r = 3. Theorem 3.5. Let F q be a finite field with q ≡ 1 mod 4, e ∈ F q with e 2 = −1, r = 3 and s = ((q − 1)/2, (q − 1)/2, (q − 1)/2) ∈ 3 q . Let T ⊂ S be a subset with h 1 , h s ∈ T and T \{h s } satisfying (3.5) .
Proof. Note that (h s ( ))
2 = h n ( ) for any ∈ F q 3 and hence
The rest of the proof is similar to the proof of Theorem 3.1 Example 3.6. Using Theorem 3.1 and subsets {h j 1 , . . . , h j k } ⊂ S satisfying (3.5) with deg h j 1 < deg h j 2 for 1 j 1 < j 2 n and deg h j k as small as possible, we obtain the following (quasi) self-orthogonal q-ary [n, k, d] codes whose parameters are the same as the best known ones for linear codes (see [2] ). The minimum distances can be estimated as in [8] and using Magma [1] . We also obtain some good (quasi) self-orthogonal codes whose parameters are beyond the range of Brouwer's tables ( [2] We give a generator matrix for 5-ary quasi-self-orthogonal code [45, 17, 17] in Fig. 1 . where I 17 is the 17 × 17 identity matrix and P is a 17 × 28 matrix given in Fig. 1 .
Remark 3.7. Example 3.6 as well as examples in [8] suggest that certain choices of r, subsets of P and subsets of S can yield good codes. It would be interesting to characterize some classes of good codes using our construction.
