Empirical phi-divergence test-statistics have demostrated to be a useful technique for the simple null hypothesis to improve the finite sample behaviour of the classical likelihood ratio test-statistic, as well as for model misspecification problems, in both cases for the one population problem. This paper introduces this methodology for two sample problems. A simulation study illustrates situations in which the new teststatistics become a competitive tool with respect to the classical z-test and the likelihood ratio test-statistic.
Introduction
The method of likelihood introduced by Fisher is certainly one of the most commonly used techniques for parametric models. The likelihood has been also shown to be very useful in non-parametric context. More concretely Owen (1988 Owen ( , 1990 Owen ( , 1991 introduced the empirical likelihood ratio statistics for non-parametric problems. Two sample problems are frequently encountered in many areas of statistics, generally performed under the assumption of normality. The most commonly used test in this connection is the two sample ttest for the equality of means, performed under the assumption of equality of variances. If the variances are unknown, we have the so-called Behrens-Fisher problem. It is well-known that the two sample t-test has cone major drawback; it is highly sensitive to deviations from the ideal conditions, and may perform miserably under model misspecification and the presence of outliers. Recently Basu et al. (2014) presented a new family of test statistics to overcome the problem of non-robustness of the t-statistic.
1
Empirical likelihood methods for two-sample problems have been studied by different researchers since Owen (1988) introduced the empirical likelihood as a non-parametric likelihood-based alternative approach to inference on the mean of a single population. The monograph of Owen (2001) is an excellent overview of developments on empirical likelihood and considers a multi-sample empirical likelihood theorem, which includes the two-sample problem as a special case. Some important contributions for the two-sample problem are given in Owen (1991) , Adimiri (1995) , Jin (1995) , Qin (1994 Qin ( , 1998 , Qin and Zhao (2000) , Zhang (2000) , Liu et al. (2008) , Baklizi and Kibria (2009), Wu and Yan (2012) and references therein.
Consider two independent unidimensional random variables X with unknown mean µ 1 and variance σ 2 1 and Y with unknown mean µ 2 and variance σ 2 2 . Let X 1 , ..., X m be a random sample of size m from the population denoted by X, with distribution function F , and Y 1 , ..., Y n be a random sample of size n from the population denoted by Y , with distribution function G. We shall assume that F and G are unknown, therefore we are interested in a non-parametric approach, more concretely we shall use empirical likelihood methods. If we denote µ 1 = µ and µ 2 = µ + δ, our interest will be in testing
being δ 0 a known real number. Since δ = µ 2 − µ 1 becomes the parameter of interest, apart from testing (1), we might also be interested in constructing the confidence interval for δ.
In this paper we are going to introduce a new family of empirical test statistics for the two-sample problem introduced in (1): Empirical phi-divergence test statistics. This family of test statistics is based on phidivergence measures and it contains the empirical log-likelihood ratio test statistic as a particular case. In this sense, we can think that the family of empirical phi-divergence test statistics presented and studied in this paper is a generalization of the empirical log-likelihood ratio statistic.
and x 1 , ..., x m , y 1 , ..., y n a realization of
and
The empirical log-likelihood ratio statistic for testing (1) is given by
Using the standard Lagrange multiplier method we might obtain sup p,q L (δ 0 ), as well as sup p,q L (p, q). For sup p,q L (δ 0 ), taking derivatives on
Therefore, the empirical maximum likelihood estimates λ 1 , λ 2 and µ of λ 1 , λ 2 and µ, under H 0 , are obtained as the solution of the equations
and log sup
In relation sup p,q L (p, q), taking derivatives on
we have
Therefore, the empirical log-likelihood ratio statistic (3), for testing (1), can be written as
Under some regularity conditions, Jing (1995) established that
where χ 
Empirical phi-divergence test statistics
For the hypothesis testing considered in (1) , in this section the family of empirical phi-divergence test statistics are introduced as a natural extension of the empirical log-likelihood ratio statistic given in (3).
We consider the N -dimensional probability vectors
where p i , i = 1, ..., m, q j , j = 1, ..., n were defined in (4) and (5), respectively, and ν in (2). Let P be the N -dimensional vector obtained from P with p i , q j replaced by the corresponding empirical maximum likelihood estimators p i , q j and ν by m N . The Kullback-Leibler divergence between the probability vectors U and P is given by
,
Therefore, the relationship between ℓ (δ 0 ) and
Based on (16) , in this paper the empirical phi-divergence test statistics for (1) are introduced for the first time.
This family of empirical phi-divergence test statistics is obtained replacing the Kullback-Leibler divergence by a phi-divergence measure in (16), i.e.,
where 
, we get the Kullback-Leibler divergence and T φ (δ 0 ) coincides with the empirical log-likelihood ratio statistic ℓ (δ 0 ) given in (16) .
2 ) be the optimal estimator of µ under the assumption of having the known values of σ 2 1 , σ 2 2 , i.e. it is given by the shape πX + (1 − π)Y and has minimum variance. It is well-known that
Similarly, an asymptotically optimal estimator of µ having unknown values of σ
, is given by
where
respectively. In the following lemma an important relationship is established, useful to get the asymptotic distribution of
Lemma 1 Let µ the empirical likelihood estimator of µ. Then, we have
Proof. See Appendix 5.3.
Proof. See Appendix 5.4.
Remark 3 A (1 − α)-level confidence interval on δ can be constructed as
5
The lower and upper bounds of the interval CI 1−α (δ) require a bisection search algorithm. This is a computationally challenging task, because for every selected grid point on δ, one needs to maximize the empirical phi-divergence T φ (δ) over the nuisance parameter, µ, and there is no closed-form solution to the maximum point µ for any given δ. The computational difficulties under the standard two-sample empirical likelihood formulation are due to the fact that the involved Lagrange multipliers, which are determined through the set of equations (6), have to be computed based on two separate samples with an added nuisance parameter µ. Such difficulties can be avoided through an alternative formulation of the empirical likelihood function, for which computation procedures are virtually identical to those for one-sample of size N = m + n empirical likelihood problems. Through the transformations
and (15) can be alternatively obtained as
where the estimates of the Lagrange multipliers λ * = ( λ 1, * , λ 2, * ) T are the solution in λ * of
Remark 4 In the particular case that m = n, the two samples might be understood as a random sample of size n from a unique bidimensional population. In this setting the two sample problem can be considered to be a particular case of Balakrishnan et al. (2015) . 
, and obtained the weighted empirical likelihood (WEL) estimator as well as the weighted empirical log-likelihood ratio statistic. In order to get the WEL estimator, it is necessary to maximize (22) subject to
where v i and w j are the same transformations given in Remark 3 with δ = δ 0 and the estimates of the Lagrange
Now, if we define the probability vectors
the weighted empirical log-likelihood ratio test ℓ w (δ 0 ) presented in Wu and Yan (2012) can be written as
The weighted empirical log-likelihood ratio test can be extended by defining the family of weighted empirical phi-divergence test statistics as
where D φ ( w U , w P ) is the phi-divergence measure between the probability vectors w U and w P , i.e.,
Taking into account
and based on Theorem 2.2. in Wu and Yan (2012), we have that
where c is the second diagonal element of the matrix D −1 .
7
The square of the classical z-test statistic for two sample problems,
, has asymptotically χ 2 1 distribution, the same as the empirical phi-divergence test statistics, according to Theorem 2. In order to compare the finite sample performance of the confidence interval (CI) of δ based on T φ (δ) with respect to the ones based on t (δ) as well as the empirical log-likelihood ratio test-statistic ℓ (δ) given in (3), we count on a subfamily of phi-divergence measures, the so-called power divergence measures φ γ (x) =
, dependent of tuning parameter γ ∈ R, i.e.
where p i and q j can be obtained from (20)- (21). We analyzed five new test-statistics, the empirical powerdivergence test statistics taking γ ∈ {−1, −0.5, 
The reason why two different values of R were followed is twofold. On one hand calculating δ
L is much more time consuming than I(T (r) ≤ χ 2 1,α ) and on the other hand for the designed simulation experiment the replications needed to obtain a good precision is less for the expected width than for the coverage probability.
The simulation experiment is designed in a similar manner as in Wu and Yan (2012) . The true distributions, unknown in practice, are generated from:
. Depending on the sample sizes, six scenarios were considered, (m, n) ∈ {(15, 30), (30, 15) , (30, 30) , (30, 60) , (60, 30), (60, 60)}. Table 1 summarizes the results of the described simulation experiment with α = 0.05. In all the cases and scenarios the narrower width is obtained with T γ=−1 (δ), but the coverage probabilities closest to 95% depends on the case or scenario. For the case of the lognormal distribution the CI based on t (δ) test-statistic has the closest coverage probability to 95%, but for the case of the normal distribution T γ=2/3 (δ) and T γ=1 (δ) power divergence based tend to have the closest coverage probability to 95%.
In order to complement this study, the power functions have been drawn through R = 15, 000 replications and taking δ as abscissa. For case i) the power functions exhibit a symmetric shape with respect to the center and also a parallel shape, in such a way that the test statistics with better approximation of the size have worse power. For case ii), fixing the values of the two parameters of X and changing the two parameter of Y as
δ is displaced from δ 0 = 0 to the right when k > 1 and from δ 0 = 0 to the left when 0 < k < 1 (δ > − exp{ϑ 1 + 1 2 θ 1 }). Unlike case i), the power function of case ii) exhibits a different shape on both sides from the center of abscissa, and the most prominent differences are on the left hand size. Clearly in case ii), even though the approximated size for t (δ 0 ) is the best one, it has the worst approximated power function, in particular there is an area of the approximated power function on the left hand side of δ 0 = 0 with smaller value than the approximated size. Hence, in case ii) the power functions of T ∈ {T γ (δ)} γ∈Λ are more acceptable than the power function of t (δ 0 ). Taking into account the strong and weak point of t (δ 0 ) in case ii), T γ=2/3 (δ 0 ) could be a good choice for moderate sample sizes and ℓ (δ 0 ) = T γ=0 (δ 0 ) for small sample sizes. assumed that (X, Y ) was bivariate normal, which would not be required under our proposed empirical likelihood approach. In Tsao and Wu (2006) this example was studied on the basis of the empirical log-likelihood ratio test. The 95% CIs of δ based on T ∈ {t (δ)} ∪ {T γ (δ)} γ∈Λ are summarized in Table 3 . As in the simulation study, the narrowest CI width is obtained with T γ=−1 (δ). In all the test-statistics used to construct the CIs δ 0 = 0 is not contained, so the null hypothesis of equal means is rejected with 0.05 significance level. 
Extension of the dimension for the random variable
Let X 1 , ..., X m and Y 1 , ..., Y n be two mutually independent random samples with common distribution function F and G respectively. Assuming that X i and Y j take values in R k and
with µ 1 = µ and µ 2 = µ + δ, our interest is in testing
where δ 0 ∈ R k and known.
The empirical likelihood under H 0 is
and in the whole parameter space,
The empirical log-likelihood ratio statistic for testing (26) is given by
Based on Lagrange multiplier methods, sup p,q L (δ 0 ) is obtained for
where mλ
The empirical maximum likelihood estimates λ 1 , λ 2 and µ of λ 1 , λ 2 and µ, under H 0 , can be obtained as the solution of
On the other hand sup p,q L (p, q) is obtained for
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After some algebra, we obtain
Under some regularity conditions, it follows that
where χ 2 k,α is the α-th order quantile of the χ 2 k distribution. Let
T be the estimate the probability vector
where p i and q j are obtained from (27) and (28) replacing λ 1 , λ 2 and µ by λ 1 , λ 2 and µ, respectively. In this k-dimensional case, the Kullback-Leibler divergence between the probability vectors U and P is given by
Therefore, the relationship between ℓ (δ 0 ) and the Kullback-Leibler divergence is
Based on (31) the family of empirical phi-divergence test statistics are defined as
Therefore the expression of T φ (δ 0 ) is
Finally, based in this result it is possible to establish
5.2 Extension of the test-statistic using the Rényi's divergence Rényi (1961) introduced the Rényi's divergence measure as an extension of the Kullback-Leibler divergence.
Unfortunately this divergence measure is not a member of the family of phi-divergence measures considered in this paper. Menéndez et al. (1995 Menéndez et al. ( , 1997 and now the result follows.
