Recent deep monocular depth estimation approaches based on supervised regression have achieved remarkable performance. However, they require costly ground truth annotations during training. To cope with this issue, in this paper we present a novel unsupervised deep learning approach for predicting depth maps. We introduce a new network architecture, named Progressive Fusion Network (PFN), that is specifically designed for binocular stereo depth estimation. This network is based on a multi-scale refinement strategy that combines the information provided by both stereo views. In addition, we propose to stack twice this network in order to form a cycle. This cycle approach can be interpreted as a form of data-augmentation since, at training time, the network learns both from the training set images (in the forward half-cycle) but also from the synthesized images (in the backward half-cycle). The architecture is jointly trained with adversarial learning. Extensive experiments on the publicly available datasets KITTI, Cityscapes and ApolloScape demonstrate the effectiveness of the proposed model which is competitive with other unsupervised deep learning methods for depth prediction.
INTRODUCTION
Most previous works considering deep architectures for predicting depth maps operate in a supervised learning setting [1] , [2] , [3] , [4] and employ powerful deep regression models based on Convolutional Neural Networks (ConvNet). These models are usually designed for monocular depth estimation, i.e. they are trained to learn the transformation from a single RGB image to a depth map in a pixel-to-pixel fashion. However, supervised learning models require ground-truth depth data which are usually costly to acquire. This problem is especially relevant with deep learning architectures, as large amounts of data are typically required in order to produce satisfactory performance. Furthermore, monocular depth estimation is an inherently ill-posed problem due to the well-known scale ambiguity issue [5] . For instance, given an image patch of a blue sky, it is difficult to predict if this patch is infinitely far away (sky), or whether it is part of a blue object. Therefore, local information such as the texture must be combined with contextual information. Additionally, in complex environments as those encountered by autonomous driving cars, current depth estimation methods still have difficulties in predicting accurately depth maps from a single camera. These difficulties are encountered in particular when many objects are present in the scene due to the several occlusions.
To tackle these problems, unsupervised (also called selfsupervised) learning-based approaches for depth estimation operating on a stereo setting have been introduced [6] , [7] , [8] , Fig. 1 : Motivation of the proposed unsupervised depth estimation approach using cycled generative networks. [9] . These methods operate by learning the correspondence field (i.e. the disparity map) between two different image views of a calibrated stereo camera using only the left and right RGB images (no ground-truth depth map). The disparity refers to the difference in image location of an object seen by the left and right cameras. Importantly, the disparity value is inversely proportional to the object depth at the corresponding pixel location. Then, given the calibration parameters of the stereo cameras, the depth maps can be calculated using the predicted disparity maps. At test time, depending on the network architecture, depth is estimated either from a single stereo view [8] (referred to as monocular depth estimation) or stereo pairs [10] (referred to as binocular or stereo depth estimation). Thanks to this formulation, we avoid groundtruth data collection, using lidar for instance, that is much more complex (eg. multimodal-synchronization, hardware constraints) and expensive than adding a second camera. Another potential advantage of unsupervised depth estimation can be found in online adaptation as in [11] , where the network is self-adapted in an online fashion at testing time when depth supervision is no more available. Most of previous works [8] , [9] are based on a common strategy introduced in [12] : given a pair of left and right images a neural network is trained for the task of predicting the right-toleft disparity map from the left image. The left image can then be re-synthesized by warping the right image accordingly to the predicted disparity. The network is trained by minimizing a left image reconstruction loss (see Sec 3.1 for technical details). This approach relies on the supervision from the image synthesis of an expected view, whose quality plays a direct influence on the performance of the estimated disparity map. Significant progress has been made recently along this research line [8] , [13] , [14] .
} }
In this paper, we follow this research thread and propose a novel end-to-end trainable deep network model for adversarial learning-based depth estimation given stereo image pairs. Contrary to most recent works [8] , [9] , [12] , we focus on the binocular scenario where stereo image pairs are available both at training and test time. The proposed approach consists of a generative subnetwork which predicts the two disparity maps from the right to the left views and vice-versa. This sub-network is stacked twice in order to form a cycle as illustrated in Fig. 1 . This novel network design provides strong constraints and supervision for each image view, facilitating the optimization of the network. It is important to mention that, despite the cycle shape and the use of adversarial loss, our cycle approach is not directly related to Cycle-GAN [15] . Cycle-GAN is designed for image-to-image translation when paired data are not available. In the case of binocular stereo depth estimation, paired data are available (i.e. corresponding left/right images). Our cycle approach can be interpreted as a form of data-augmentation since, at training time, the network learns to predict disparity maps from images of the training set (in the forward cycle pass), but also from synthesized images (in the backward cycle pass). In addition, it prevents the sub-network to predict blurred or deformed images in the forward cycle pass, since it would suffer the consequences in the backward cycle pass. The whole cycle is jointly learned and the final disparity map is produced by the first G network.
Part of the material presented in this paper appeared in [10] . The current paper extends [10] in several ways:
• First, we present a more detailed analysis of related works by including recently published works dealing with supervised and unsupervised depth estimation.
• Second, we propose a novel network architecture named Progressive Fusion Network (PFN), that is specifically designed for binocular stereo depth estimation. This network is based on a multi-scale refinement strategy that combines the information provided by the left and right images.
• Third, the cycle model proposed in [10] is adapted in order to benefit from the two disparity maps predicted by the proposed PFN.
• Finally, we significantly extend our quantitative evaluation by performing an in-detail ablation study and by comparing our binocular stereo model with the very recent works in this area. Our extensive experiments on three large publicly available datasets (i.e. KITTI [16] , Cityscapes [17] and Apol-loScape [18] ) demonstrate the effectiveness of the proposed adversarial image synthesis, cycled generative network structure and Progressive Fusion Network. On the widely used KITTI dataset, our approach is competitive with state of the art methods on the static unsupervised setting.
The rest of the paper is organized as follows. In Section 2, we analyze the related work considering both supervised and unsupervised depth estimation methods. The details of our method are presented in Section 3. Section 4 presents the experimental evaluation and conclusions are drawn in Section 5.
RELATED WORK
In this section we review previous works focusing on depth estimation with deep learning models and, more broadly, considering pixel-level prediction tasks. We also briefly discuss previous approaches on cascade regression as the proposed PFN strategy is inspired from them.
Supervised Depth Estimation
In the last decade, deep learning models have greatly improved the performance of supervised approaches for depth estimation. Given enough training data, deep neural networks have been shown to be especially effective in predicting depth maps in a monocular setting [1] , [3] , [4] , [19] , [20] . A first ConvNet was proposed by Eigen et al. [1] , where the benefit of considering both local and global information was demonstrated. Other works considered probabilistic graphical models implemented as neural networks for end-to-end optimization, boosting the performance of deep regression models [3] , [4] , [21] , [22] . In particular, Wang et al. [21] proposed a ConvNet integrated with a hierarchical Conditional Random Fields (CRFs) for joint depth estimation and semantic segmentation. Xu et al. [22] introduced a CRFs-based approach for learning deep representations and highlighted the benefit of exploiting information from multiple scales to improve depth predictions. A similar idea was also exploited in [4] , where a structured attention mechanism was integrated into the CRFs. Similarly, stereo matching has been tackled using supervised ConvNet models. Chang et. al [23] introduce a pyramid pooling module for incorporating global context information into image features. In [24] a residual refinement network is adopted to to improve prediction. Finally, Tulyakov et al. [25] propose a sub-pixel cross-entropy loss combined with a MAP estimator in order to handle stereo ambiguous matches. However, supervised learning-based approaches rely on expensive ground-truth depth data for training and are not flexible to be deployed in novel environments. Even if synthetic data generation has been proposed to partially tackle this issue [26] , the cost of synthesizing realistic data remains high.
Unsupervised Depth Estimation
More recent works proposed deep learning models for unsupervised learning-based depth estimation [9] , [14] , [27] , [28] , [29] , thus avoiding the use of costly ground truth depth annotations. For instance, Garg et al. [12] introduced an approach to learn predicting the depth map in an indirect way. They used a Convolutional Neural Network to estimate the right-to-left disparity map from the left image and then to accordingly warp the right image to the predicted disparity in order to reconstruct the left image. They also trained the network in order to minimize the discrepancy between the original and the reconstructed left image. Improving upon [12] , Godard et al. [8] proposed to estimate both the leftto-right and right-to-left disparity maps using a single generative network and utilized the consistency between them to constrain the model. In [30] , 3D convolutions are employed to perform 3D feature matching leading to computationally costly model (inference about 1 fps). Zhou et al. [13] introduced an approach to jointly learn the depth and the camera pose adopting a single deep network. Importantly, most of these works focus on the monocular setting since, at test time, depth is estimated from a single stereo view. Conversely, in this work, we focus on the binocular stereo depth estimation scenario where both images are available at test time. Other works considered jointly learning the scene depth and the ego-motion in monocular videos without using groundtruth data [13] , [31] , [32] , [33] , [34] . These works demonstrated that by integrating temporal information and considering multiple consecutive frames better estimates can be obtained. In opposition to these works, we purely focus on improving the performance of unsupervised frame-level depth estimation without exploiting any additional information such as temporal consistency or supervision from related tasks (e.g. segmentation, ego-motion estimation, etc.).
Pixel-level prediction
Beyond depth estimation, great progress has also been made in many pixel-level prediction tasks thanks to the development of deep learning architectures and, in particular, of fully convolutional neural networks. Specifically, pixel-level prediction tasks refer to estimating a continuous value or a category label for each pixel of an input image. Notable examples are semantic segmentation [35] , [36] , surface normal estimation [31] , denoising [37] or image colorization [38] . Some of these works also stressed the importance of considering multi-scale deep representations for improving accuracy [39] , [40] . Importantly, many pixel-level prediction methods employed a U-Net architecture [41] . This architecture consists of an encoder-decoder network that uses skip connections to preserve local information. However, this architecture is designed for the task in which the input and the output images are geometrically aligned [42] . In this paper we show that, since binocular stereo depth estimation suffers from the misalignment problem (see Sec. 3.4), the U-Net architecture is insufficient and requires some adaptation.
Recently, Generative Adversarial Networks (GANs) have attracted a lot of attention, not only for image generation tasks [43] but also for pixel-level prediction problems [44] . A major advantage of GANs is that they consider a global consistency loss oppositely to traditional losses such as L 1 or L 2 losses that act only at pixel level. For instance, in the case of image segmentation, Luc et al. [35] showed that adversarial training better enforces spatial consistency among the class labels. In this paper we argue that spatial consistency is also needed in depth estimation and propose an adversarial learning scheme for training depth prediction networks.
Among all pixel-level prediction tasks, optical flow estimation is surely the most closely related to binocular stereo depth estimation. On one hand, optical flow estimates the 2D shift of each pixel to align one image at time t and the following image at time t + 1 or vice-versa. On the other hand, unsupervised binocular stereo depth estimation consists in learning to estimate a disparity map (horizontal pixel shift) to align the two stereo views at the same time t. In [45] , a convNet named flowNet is supervisingly trained to predict optical flow [45] . More recently, a self-supervised approach was proposed to implement self-supervised optical flow estimation [46] . Although the employed self-supervised formulation is close to our approach, we employ a specific coarse to fine estimation strategy.
Coarse to fine estimation
Many regression problems in computer vision have been addressed with a coarse to fine estimation approach. For regression problems, the coarse to fine strategy is often implemented via cascade regression [43] , [47] : a first coarse estimation of the values of interest is combined with the input image in order to refine the prediction. The refinement procedure is repeated until convergence. This approach provides good results since it combines the global information encoded in the current estimation with the local information present in the image. A standard implementation, as in flowNet [45] consists in stacking several ConvNets resulting in a high computation cost. To keep a low computation cost, we combine the coarse-to-fine strategy with a multi-scale learning framework that helps to iteratively fuse the information from multiple cameras from low to high resolution. In our proposed model, an estimation is first performed at low resolution, and it is then used to tackle the misalignment problem and further refine the prediction. Therefore, the estimation is gradually refined within a single decoder network.
PROPOSED APPROACH
As mentioned in the introduction, our framework for unsupervised depth estimation has two main contributions. First, we propose to exploit cycle consistency in order to regularize better our model and therefore achieve better performance. The cycle consistency approach is combined with an adversarial learning strategy in order to further improve the predictions. The details of our model are given in Sections 3.2 and 3.3. Second, we propose a network architecture named Progressive Fusion Network, that uses a multiscale approach to fuse the information provided by each image. The motivations and the details of this network architecture are given in Section 3.4. Before presenting the details of our approach, we briefly introduce in Sec. 3.1 the basics of unsupervised depth estimation and the notations used in the remaining of the paper.
Unsupervised Binocular Depth Estimation
In this work, we aim at estimating a depth map given a pair of images from calibrated stereo cameras. A supervised approach would consist in learning a stereo matching network that predicts depth [6] . In this scenario, the network is trained via minimization of a pixel-wise error measure between the predicted and the ground-truth disparities. Conversely, we follow an unsupervised approach: given a left image I l and a right image I r , we are interested in predicting the disparity maps d r and d l . The disparity map d r is defined as the 2D map where each pixel value represents the offset of the corresponding pixel from the left and the right images. Symmetrically, d l encodes the offsets from the right to the left images. We propose to estimate the disparity in an indirect way through image synthesis from different views. Specifically, the approach consists in training a network to predict disparity maps that can be used to generate the left images from the right images or vice-versa. Formally speaking, we assume that a rightto-left disparity map d l is produced from a generator network G with both the left and right images, I l and I r , as inputs. The warping function f w (·) is used to perform the synthesis of the left image view by sampling from I r Fig. 2 : Illustration of the detailed framework of the proposed cycled generative networks with Progressive Fusion Network for unsupervised adversarial depth estimation. L rec represents the reconstruction loss for different generators; L con denotes a consistence loss between the disparity maps generated from the two generators.
Importantly, the image sampler used to implement the warping function f w (·) needs to be differentiable in order to be able to train the whole model via gradient descent. Therefore, we use the image sampler from the spatial transformer network [48] that employs a bilinear sampler. A reconstruction loss betweenÎ l and I l is thus utilized to provide supervision in optimizing the network G. Usually, the L 1 loss is employed:
Symmetrically, we use the left-to-right disparity d r to synthesize the left image:Î
and obtain the corresponding loss:
Finally, if we assume that the images are rectified, and that we know the baseline distance b between the two cameras and the focal length f , we can obtain the depth at a pixel location (x, y) of the left image from the predicted disparity with d l = b f d(x,y) . We now detail how this general unsupervised approach can be extended to a cycle binocular model.
Network Training for Binocular Depth Estimation
In this section, we detail the training loss employed in our binocular depth estimation model. The reconstruction loss is defined as the sum of the reconstruction losses of the two images.
where L rec is defined as in Eqn. (3) . In order to constrain the predicted disparities on each other, we also add an L1-norm consistency loss as follows:
Since the two disparity maps correspond to different views, they are not aligned and their consistency cannot be measured directly with an L 1 loss . Inspired by [8] , we use the warping operation to make them pixel-to-pixel aligned. More precisely, in the first term of Eqn. (7), since the left-to-right disparity d r is aligned with the right image, we use the right-to-left warping f w (d l , .) introduced in Eqn. (1) to obtain a disparity aligned with d l .
In order to further improve the quality of the synthesized images, we also propose to use adversarial learning [49] . The key idea of adversarial learning is to train two networks simultaneously, a discriminator and a generator. The objective of the generator is to generate realistic images (in our case the right image from the left image and vice-versa). The goal of the discriminator is to distinguish real images of the training set from generated images. In our particular case, we add two discriminators D r and D l . The discriminator network D r is trained to distinguish real right images I r from right images that were synthesized from left imagesÎ r . Similarly, D l is trained to distinguish real left images I l from left imagesÎ l that were synthesized from right images. In [49] the proposed adversarial loss is formulated as a min-max objective function that involves a cross entropy loss. However, in this standard GAN formulation, the optimization generally suffers from vanishing gradients due to the sigmoid cross-entropy loss. There have been recent improvements in the GAN methodology to stabilize training and, to this aim, we use a least-square GAN loss [50] by substituting the cross-entropy loss by the least-squares function with binary coding (1 for real, 0 for synthesized). Consequently, the formulation in Eqn. (9) is split in two losses used to trained the discriminator and the generator respectively:
The intuition behind Eqn. (8) is that the discriminator is trained to output 1 when the input image is a real right images and 0 when the input is a synthesized image. In Eqn. (8) , the G network is trained in order to predict a d r disparity map such that the discriminator confuses the synthesized image with real right images and, thus, outputs 1. The total adversarial loss for the left-to-right stream is given by:
(a) The network is composed of two streams that take as input the left and the right images respectively. is then concatenated with the right-to-left stream. Skip connections (dotted lines) are used to transfer local information from the encoder to the decoder. ⊕ denotes the concatenation operator, w denotes the warping operator introduced in (13), Up denotes the 2 × 2 Up-sampling operator.
We define similarly the adversarial loss for the right-to-left stream L l gan and obtain the total adversarial:
A major advantage of considering an adversarial loss is that it imposes a global consistency loss oppositely to the L 1 loss used in Eqn.(6) that acts only locally. Note that, at test time, the inferred d l and d r are used as final outputs of the model and the discriminators are not used anymore.
Cycled Generative Networks for Binocular Depth Estimation
In order to further exploit the left and right images synthesized by our half-cycle network, we propose a cycled network structure. An overview of the proposed framework is shown in Fig. 2 . A first generator network, forward half-cycle, produces two distinct disparity maps (d r , d l ) from different view directions, and synthesizes different-view images as described in Section 3.2, namelŷ I r ,Î l . In the second half-cycle, the generator network G takes as inputs these two synthesized imagesÎ r ,Î l and predicts new disparity maps d r , d l that are again used to synthesize the opposite viewsÎ r ,Î l from the synthesized images. The overall model we obtain in this way forms a cycle. This cycle formulation can be seen as a data augmentation approach since, at training time, the network learns to predict disparity maps from the images of the training (in the forward half-cycle), but also from synthesized images (in the backward half-cycle). In the literature, standard methods using GANs for data augmentation [51] , use generally two separated networks: a data generator network and the network finally used for prediction. In our case, we employ only a single network exploiting the left-right consistency of the data since the G network is used both to generate training data and to estimate depth. The second half-cycle prevents the first half-cycle network from predicting inconsistent disparity pairs. Indeed inconsistencies in the disparities predicted in the forward half-cycle would harm the estimations of the second half-cycle network. Consequently, imposing cycle consistency favors consistent predictions in the first half-cycle. At inference time, the second half-cycle is not used anymore. More formally, the cycled generative network is based on the half-cycle structure previously described. Assuming that we obtained the synthesized imageÎ r andÎ l from the halfcycle network, we now aim at predicting the original left image fromÎ r and the original right image fromÎ l . To this aim,Î r andÎ l are used as input of the next cycle generative network G. G produces again two disparity maps d l and d r . Again, we synthesize the left-view imageÎ l fromÎ r andÎ r fromÎ l via the warping operation f w . Similarly to the forward half-cycle, a reconstruction loss L rec is used for the backward half-cycle as in Eqn. (6) . We also add a consistency loss L rec and an adversarial L gan as in Eqn. (7) and Eqn.(11), respectively. During adversarial learning, synthesized and real images are independently passed to the discriminator networks.
The full optimization objective consists on the combination of the reconstruction, adversarial and consistency losses for both half-cycles and can be written as follows:
where {γ i } 3 i=1 represents a set of weights for controlling the importance of different terms.
Importantly, when the optimization is finished, given a testing pair {I l , I r }, the testing is performed using only the first halfcycle. Therefore, the proposed cycle approach does not increase the testing computation time but only the training complexity. Nevertheless, note that this cycle framework increases the training complexity by increasing the number of computation operations but it does not increase the number of parameters. Note that the discriminators of the two half-cycles share their parameters in order to avoid an increase in the number of parameters. In other words, we use a right view discriminator for the right images (I r , I r ,Î r ) and a left view discriminator for the left view images (I l , I l ,Î l ), they are denoted in Fig. 2 as D r and D l respectively.
Progressive Fusion Network
When it comes to binocular depth estimation, the question of how to fuse the information provided by each image needs to be addressed. A standard approach, as used in [8] , consists in simply A multi-scale loss is also employed in [8] , [12] , however, in our model, the low resolution depth maps are not only used to deeply supervise the network as in [8] . Instead, the low resolutions depth maps are used to correct the misalignment between the images and, in this way, help the network to better predict the higher resolutions.
Network Implementation Details
We now describe the details of the network implementation. For the encoder of G, we use a ResNet-50 backbone network as in [20] . The left and right encoders share the weights. Conversely, the forward and the backward cycle paths share their parameters. For the discriminators D l and D r , we employ a network structure which has five consecutive convolutional operations with a kernel size of 3, a stride size of 2 and a padding size of 1, and batch normalization [52] is performed after each convolutional operation. The adversarial loss is applied to output patches and is implemented following [50] . The encoder network takes as input images of size 256 × 512. The ResNet-50 encoder outputs high level features of size (4 × 8 × 2048). As mentioned in Sec 3.4, each up-sampling is followed by a convolution layer. We employ 3 × 3 convolution layers with number of channels of 512, 256, 128 and 64 respectively with Elu activations.
The detailed architecture of our network is described in Table 1 where we present the structure of our half-cycle network. We specify the inputs and outputs of each part of the network. In particular, following the notation of previous Section 3.4 we denoted withξ the concatenation of features and disparity of one branch of the network after the warping that aligns them with the other branch.
EXPERIMENTAL RESULTS

Experimental Setup
Datasets. We carry out experiments on three large stereo images datasets, i.e. KITTI [53] , Cityscapes [54] and ApolloScape [18] . For the KITTI dataset, we use the Eigen split [1] for training and testing. This split contains 22,600 training image pairs, and 697 test pairs. We do data augmentation with online random flipping of the images during training. The Cityscapes dataset is collected using a stereo camera from a driving vehicle through several German cities, during different times of the day and seasons. It presents higher resolution images and is annotated mainly for semantic segmentation. To train our model we combine the densely and coarse annotated splits to obtain 22,973 image-pairs. For testing we use the 1,525 image-pairs of the densely annotated split. The test set also has pre-computed disparity maps for the evaluation. The ApolloScape dataset has been collected from a stereo camera attached to a car driving in different Chinese cities. To the best of our knowledge, we are the first to benchmark depth estimation methods on the ApolloScape dataset. We employ two sequences from the Scene Parsing data split, scene road02 and road03, obtaining 9156 training image pairs and 2186 testing image pairs. Note that, the other sequences use varying setting stereo camera settings and, as a consequence, cannot be used easily for depth estimation. The dataset provides dense depth ground-truth for all the images.
Training Procedure and Parameter Setup. We train the models denoted with Half-Cycle Stereo with a standard training procedure, i.e. initializing the network with random weights and making the network train for 10 epochs. This corresponds to ≈ 28K steps for both the KITTI and Cityscapes datasets and 11.5K steps for ApolloScape. The models denoted with Cycle Stereo are optimized starting from the corresponding pre-trained half-cycle model. We train the full cycle model for 10 additional epochs with the same optimization hyper-parameters. We use the Adam optimizer for the optimization. The momentum parameter and the weight decay are set to 0.9 and 0.0002, respectively. The final optimization objective has weighed loss parameters γ 1 = 1, γ 2 = 0.1 and γ 3 = 0.1. The batch size for training is set to 8 stereo image pairs and the learning rate is 10 −5 in all the experiments. Unlike in [10] where the learning rate is reduced, in this work it is constant and each experiment is performed for 10 epochs, significantly reducing the training time. In addition, in [10] , the network is trained for 50 epochs, while the model proposed in this work requires only 20 epochs to converge. The simpler training procedure can be explained by the lower number of parameters of our proposed model. Indeed the four decoders used in [10] are replaced by two decoders that share parameters. Importantly, in our preliminary experiments, we observed that the SSIM loss is really sensitive to the training schedule (number of iterations and learning decay) on KITTI. In order to draw a fair comparison with [8] , we employ the training schedule of [8] , when using SSIM on KITTI.
With respect to the time aspect, the training of the Half-Cycle Stereo network models, on two Titan Xp GPUs and KITTI dataset for 10 epochs, takes around 4.5 hours for the simpler to 7 hours for the more complex model. The full model Cycle Stereo requires 10 additional epochs of training that take from 5 to 8 hours depending on the complexity of the model. Regarding testing, in our experiments the inference time for each stereo pair is 45 ms.
The proposed model is implemented using the deep learning library TensorFlow [55] . The input images are down-sampled to a resolution of 512 × 256 from 1226 × 370 in the case of the KITTI dataset, while for the Cityscapes dataset, at the bottom one fifth of the image is cropped following [8] and then is resized to 512 × 256. The resolution of the ApolloScape original images is 3384×2710 pixels. After rectification and cropping using the API of [18] , we obtain 2048 × 1268 pixel images. We then adopt the standard preprocessing used for the Cityscapes dataset.
Evaluation Metrics. To quantitatively evaluate the proposed approach, we follow several standard evaluation metrics used in previous works [1] , [8] , [21] . Given P the total number of pixels in the test set andd i , d i the estimated depth and ground truth depth values for pixel i, we employ the following metrics: 1) Mean relative error (abs rel): 1
3) Root mean squared error (rmse):
logd i − log d i 2 5) Accuracy with threshold τ , i.e.the percentage ofd i such that δ = max( dî di ,d i di ) < α τ . If not specified otherwise, we employ α = 1.25 and τ ∈ [1, 2, 3] following the procedure used in [1] .
Ablation study: Baseline Models
We compare several baseline models for the ablation study: L gan denotes the use of the adversarial loss.
1) Half-cycle with a monocular setting (Half-Cycle Mono), which uses the forward branch to synthesize from one image view to the other with a single disparity map output and the single RGB image is as input during testing; 2) Half-cycle with a stereo setting (Half-Cycle Stereo), which uses the forward branch but the network takes as input the two images. It corresponds to the model as described in Sec 3.2 where G is a PFN as described in Sec 3.2; 3) Cycle Stereo, which corresponds to the model as described in Sec 3.3 where G is also a PFN as described in Sec 3.2. We propose to evaluate each model with and without the use of the adversarial loss. In addition, in order to understand the role of our PFN, we propose to compare three variants of the compared models:
1) The model without warping (referred to as w/o in Tables 2).
In that case, we adopt a late fusion approach as in [10] ; 2) A model in which only the estimated disparities (referred to as d in Tables 2 and 3 ) are shuttled to the other stream. Formally speaking, Eqn. (13) is replaced byξ
3) The full model in which both the disparities and the feature maps are shuttled (referred to as d ⊕ ξ in Tables 2 and 3) .
Ablation study: Results and discussion
To validate that the proposed cycled generative network helps and that the proposed PFN is effective for the task, we present an extensive ablation study on both the KITTI dataset (see Table 2 ), on the Cityscape dataset (see Table 3 ) and on the ApolloScape dataset (see Table 4 ). First, we observe, that the cycle approach consistently outperforms the Half-Cycle approach. For instance on KITTI, if we compare the Half-Cycle Stereo+L GAN model with Cycle Stereo+L GAN in which we warp d ⊕ ξ, we observe a 0.0114 gain according to the Abs Rel metric, that corresponds to a 7.76% improvement. Similar gain can be observed for all the metrics used in the comparison. Second, we consistently observe a gain when we employ our PFN network with respect to the fusion model proposed in [10] independently of the use of the cycle approach. Again, this boost in performance brought by the PFN is observed on both datasets and according to all the metrics employed in this comparison. Interestingly, we notice that, independently of the use of cycle or adversarial loss, warping both the features and the disparities, performs better than warping only the disparities. We observe that, on both datasets, the adversarial loss helps predicting better depth maps. It confirms that adding a loss that acts globally can be beneficial for depth estimation. Finally, we report the results when we add the self-similarity loss proposed in [8] (referred to as +SSIM in Table 2 ), Intuitively, the SSIM loss measures how the object structure in the scene, is preserved in the synthesized image, independently of the average luminance and contrast. For more technical details, please refer to [56] . We observe that it further improves the results of our proposed model.
In order to further compare the different baselines, we propose to plot the accuracy metric described in Sec. 4.1 for different threshold values. More precisely, considering thatd i , d i are the estimated and ground truth depth values for pixel i, we measure the percentage ofd i such that δ = max( dî di ,d i di ) < a τ when τ varies. Note that contrary to the scores reported in Table 2 and 3, we chose α = 1.1 for the sake of better visualization. The obtained plots are reported in Fig. 6 .
On the KITTI dataset, we first notice that the results in the plot are in line with those presented in Table 2 since we clearly observe the benefit of the use of both our cycle setting and the 1 
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Half proposed PFN. Interestingly, for both the Half-Cycle and the Cycle models, the use of the adversarial loss (red lines) reduces the amount of small errors (τ < 1.00). The amount of large errors (τ > 1.00) is similar to what is obtained without adversarial loss (green lines). We also observe that the performance gain of the Cycle approach (solid lines) is spread uniformly over the whole range of errors. Similarly, adding the SSIM loss reduces uniformly the errors and leads to the best performing model. Concerning the Cityscapes dataset, the accuracy plot confirms the benefit of using our Cycle approach. Similarly to the KITTI dataset, for both the Half-Cycle and the Cycle models, the use of the adversarial loss (red lines) reduces the amount of small errors (τ < 1.00) but the amount of large errors (τ > 1.00) is similar to what is obtained without adversarial loss (green lines). Nevertheless, the boost of the Cycle approach is smaller than that on the KITTI dataset. When warping only the disparities, the Half-Cycle and Cycle models perform similarly but the use of a cycle improves the predictions when warping the feature maps (green and red lines). As observed on the KITTI dataset, the SSIM loss further reduces the prediction errors.
In addition to KITTI and Cityscapes, we report an ablation study on the ApolloScape dataset in Table 4 . This dataset provides dense depth annotation and therefore allows more accurate evaluation. We observe that, for both the Half-Cycle and the Cycle, our proposed feature alignment and sharing among stereo branches improves the perfomance. Moreover, it is clear that adversarial learning contributes to improving the results. In both Half-Cycle and Cycle settings, every evaluation metric shows an improvement. These observations are well in-line with the numbers reported on the KITTI and Cityscapes and further demonstrate the effectiveness of our approach.
We also perform a qualitative comparison of the different baseline models with the proposed model. This qualitative evaluation is performed on the KITTI dataset and the results are shown in two figures in which we compare the Half-Cycle models (Fig. 4 ) and the Cycle models ( Fig. 5) respectively. First, we observe that the Cycle setting generates smoother disparity maps than the Half-Cycle setting. In addition, when only the disparities are exchanged between the two streams of the PFN, we obtain very smooth predictions but with a low level of detail. When both the disparity and the feature maps are warped (d ⊕ ξ models), the predicted depth maps are more detailed and have sharper edges. In addition, by looking at the rows 6 and 8 of Figs. 4) and 5), we notice that the models without feature warping have difficulty in estimating the depth of nearby objects. Predicting accurate depth maps for these examples is challenging since the network needs to handle larger misalignment between the two input images. These examples illustrate the benefit of our proposed model which is better handle these difficult cases. Finally, by looking at the rows 1, 2, 4, 5 and 7, we can see that the models without adversarial loss underestimate the depth of the roads in foreground. Estimating the depth of the road is challenging since the image is almost uniform in these regions and the network cannot exploit the edges to estimate the disparity values. The fact that the GAN loss seems to help predicting the depth better for the uniform image regions may explain the reduction of small errors observed with the adversarial loss in Fig.6 . Concerning the Cityscapes dataset, we observe a similar trend to the KITTI dataset by looking at the qualitative results reported in Figs. 7 and 8 . The proposed PFN produces very smooth disparities but without much details when exchanging only the disparity maps between the two streams. For example the road sign in row 6 ( Fig. 7 and 8) is barely distinguishable and the parked cars in row 5 appear in the disparity maps as a single continuous object. Models trained with feature and disparity warping (d ⊕ ξ) improve the estimations allowing to capture better the details of the objects and the background for images in row 1, 2 and 5 ( Fig. 7 and 8 ). This is further improved by the cycle setting and the adversarial training that, as shown in Fig. 8 , produces more detailed disparities especially in challenging image areas such as those corresponding to the background.
Ablation study: exploiting resynthesized images. Our proposed model is designed in two Half-Cycle blocks. The first reconstructs images that are used as input in the second Half-Cycle. In Table 5 , we compare two different approaches for exploiting the resynthetised images on both KITTI and Apolloscape. We perform an experiment where we input in the second Half-Cycle the right resynthetised image and the real left image. This approach is compared to our approach where we input both synthesized images. We observed that the performances decrease when we use (Î r , I l ) as input compared to our proposed Cycle model that takes in input (Î r ,Î l ). The performances are similar to our half-cycle baseline according to several metrics. It validates experimentally our design choice for the cycle inputs.
Ablation study: discriminator usage. In our model as described in Sec.3, we employ two discriminators, the first D r is applied to the right reconstructed images and the second D l to the left reconstructed images. We perform an experiment where we apply a single discriminator D on both images. In Table 6 , we observed that using two discriminators (D r for I r and D l for I l ) is more effective. A possible explanation is that the reconstruction errors are different between the two synthesized images. Indeed, when generating the right image, the pixels located in the right side of the objects are not visible in the left image because of self-occlusion. Therefore errors are larger on the right of objects. Symmetrically, when synthesizing the left image, errors are larger on the left side of objects. The difference distribution of reconstruction errors can explain why separated discriminators work better. The second set of experiments concerning the use of disciminator focuses on the question of where the discriminators should be employed. Table 7 presents results obtained by using the discriminators at different locations on the KITTI dataset. These experiments illustrate the contribution of both the discriminators, on the first and the second Half-Cycles.
Ablation study: impact of feature alignment. In each stereo fusion layer, we align the feature maps as formulated in Eqn. (13) in order to avoid misalignment issues . We now present experiments to measure the impact of this design choice. We evaluate a variant of our model without using our proposed disparity and feature alignment. More precisely, instead of aligning the feature maps before concatenation, we simply concatenate the disparities and the feature maps in each PFN layer as in the the U-Net architecture. Results are reported in Table 8 for both KITTI and ApolloScape. These experiments demonstrate the impact of feature alignment and illustrate that a U-Net-based architecture performs better when handling feature misalignment.
Comparison with the State of the Art
In Garg et al. [12] , DispNet [7] , MADNet [11] and Godard et al. [8] . As far as we know, there are not quantitative results presented in the existing works on the Cityscapes dataset and for this reason, we perform the comparison on the KITTI dataset. These results further demonstrate the potential of unsupervised training for depth estimation. Note that we do not include the recent work in [33] in Table 9 as a different experimental setup is considered (different training/test split). Furthermore in [33] additional information (ego-motion information) is exploited for depth prediction.
For comparison with the unsupervised methods, we outperform previous methods, according to four metrics: Abs Rel, Sq Rel, RMSE and RMSE log. In particular, we outperform the binocular methods DispNet [7] , MADNet [11] and the method proposed by Godard et al. [8] . According to accuracy metrics, we are on par with theses recent approaches. These results illustrate the benefit of our approach. Note that we compared with Disp-Net [7] , MADNet [11] since they are two recent architectures for stereo matching with a code that is publicly available and ready-touse. Even though, these architectures are trained with supervision in the original work, we report the performances obtained when training in the self-supervised setting. Concerning AdaDepth [57] , we must mention that their approach is, to some extent, related to our approach since they employ adversarial learning in a context of domain adaptation with extra synthetic training data. Therefore, the better performance of our model illustrates the superiority of the proposed cycle-based data-augmentation approach compared to their use of synthetic data. When we consider the methods that use several frames at training and test time, only [34] performs better. Regarding ApolloScape dataset, to the best of our knowledge, we are the first to benchmark depth estimation methods on this dataset. We compare our approach with the competitive unsupervised models proposed in [8] , [10] using publicly available codes. Results are presented in Table 10 , our proposed model improves by a large margin over [10] and the monocular model of [8] , and, importantly, it improves also with respect to the binocular model of [8] according to five metrics over seven. 1 
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Half-Cycle, d Half-Cycle, d ⊕ ξ Half-Cycle + L GAN , d ⊕ ξ GT Depth Map Fig. 7 : Qualitative comparison of different Stereo Half-Cycle models on the Cityscapes testing dataset. The second column presents progressive disparity fusion, they are in general smoother but don't present the level of detail that we can find in third and fourth column where we have progressive feature fusion. Columns three and four present results from models learned with adversarial loss. Fig. 7 in column two we present the results with progressive disparity fusion, while columns three, four and five have progressive features fusion.
The conclusion drawn in this quantitative comparison are confirmed by the qualitative evaluation reported in Fig 9. Compared to our previous work [10] , we see that our model estimates better the edges of the objects that appear in the image. For instance in the second row, we can distinguish better the shape of the trunk of the tree in foreground. The same remark stands for the reconstruction of the cars in the 2 nd , 3 rd , 4 th and 6 th rows. Comparing with [8] , we distinguish similarly the edges of the objects but we estimate better the depth of large horizontal regions of the images. For instance, the depth of the road is much better estimated by our proposed model. This is especially true for the rows 1, 5 and 6 in which [8] underestimates the depth of the road. It can be explained by the difficulty of handling large displacements between the left and the right object when the image region does not contain many edges.
In addition to the several novelties presented in this work with respect to our previous work [10] , the newly proposed model has fewer parameters and a lower training complexity. The best performing model of [10] consisted of seven main blocks, an encoder extracting the features from the images, four decoders, trained to reconstruct disparities and two discriminators, one for the right stereo view and one for the left stereo view. This complex model is trained iteratively to guarantee a good starting point for fine-tuning the network. Despite the good performance, the model proposed in our previous work has a complex optimization process.
CONCLUSIONS
We have presented a novel approach for unsupervised deep learning for the depth estimation employing a cycle structure. This new approach uses cycle consistency such that the network does not only learn from the training set images but also from the images generated in the first half-cycle. In addition, we proposed a generative deep network model specifically designed for binocular stereo depth estimation. By combining a refinement approach with a multi-scale strategy we improve the quality of the predicted depth map. It is worth noticing that although tested in the unsupervised setting, the proposed PFN can be also used in a supervised stereo scenario. In this work we decided to focus on the unsupervised setting because of the aforementioned practical advantages. However, monocular depth estimation methods can also benefit from the proposed adversarial approach. Extensive experiments were conducted on three publicly available datasets i.e.the popular KITTI, Cityscapes and ApolloScape datasets. Our results demonstrate the effectiveness of the proposed model, which is competitive with state of the art approaches for unsupervised depth estimation. As future works we plan to evaluate the proposed PFN to other prediction tasks in which the misalignment between the input images may affect the performance, i.e.optical flow estimation or video frame interpolation.
