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Dynamical Ginzburg–Landau theory is applied to the study of thermal effects of motion of
interfaces that appear after different phase transitions. These effects stem from the existence of the
surface thermodynamic properties and temperature gradients in the interfacial transition region.
Thermal effects may be explained by the introduction of a new thermodynamic force exerted on the
interface, called here Gibbs–Duhem force, and the internal energy density flux through the interface.
The evolution equations for the interfacial motion are derived. For the experimental verification of
the thermal effects during continuous ordering the expression is derived for the amplitude of
temperature waves. © 2002 American Institute of Physics. @DOI: 10.1063/1.1448485#
I. INTRODUCTION
An interface comprises a layer of rapid variations of
structural properties and is an important paradigm in science
that helps understand many, seemingly unrelated, physical
situations. Commonly interfaces appear whenever a thermo-
dynamic system undergoes some kind of a phase transition
and may be encountered in condensed matter, soft matter
~biology! and even cosmology. Interfaces constitute struc-
tural defects and, because of the global disequilibrium of a
defective system, a network of interfaces exhibits structural
coarsening or time evolution of the interface density. Three
distinctly different types of interfaces may be identified in
different thermodynamic systems: ~1! homophase interfaces,
which separate two bulk pieces of the same phase and same
composition, e.g., grain boundaries, Bloch ~magnetic! walls,
antiphase-domain boundaries, and Higgs field boundaries in
cosmology; ~2! isomorphous interfaces between phases of
the same crystalline structure but significantly different com-
position, e.g., polymeric interfaces, which occur commonly
via spinodal decomposition; ~3! heterophase interfaces,
which appear as a result of different first-order ~discontinu-
ous! phase transitions, e.g., crystallization, and separate
phases of different crystalline symmetry. In the present pa-
per, however, we will not be concerned with specific model
systems or types of transitions. Rather, we will be concerned
with the general features of interfacial dynamics and thermal
effects that may manifest in completely unrelated situations.
For instance, for the first time heterophase and homophase
interfaces are treated on the common basis.
Moving interfaces are exposed to different thermal ef-
fects that were studied mainly for first-order transitions, like
melting–freezing, where emission or absorption of the latent
heat associated with the transition renders a ‘‘feedback’’ re-
action on the rate and microstructure of the transformation.
In order to study thermal effects, naturally, we need a heat
equation compatible with the dynamics of phase transitions
that take place in the system. There is a whole bunch of
different models now ‘‘on the market’’ that describe such
situation. The history of application of the heat equation to
thermodynamic systems with relaxation goes back to the
early 1950s in the Russian literature when Fastov1 used ‘‘the
entropy version’’ to study relaxations in elastic media ~no
phase transitions!. Later Patashinski et al.2,3 and Oxtoby
et al.4 independently applied such an equation to the problem
of phase boundary motion. Halperin, Hohenberg, Ma5 were
the first to propose on semi-intuitive grounds an ad hoc ‘‘en-
ergy version’’ of the heat equation which they dubbed Model
C. In mid-1980s Caginalp, and Collins and Levine6 intro-
duced the ‘‘phase-field’’ model, which includes the heat
equation with constant density of heat sources equal to the
latent heat of transformation. The phase-field model serves
the purpose of being an effective numerical tool, at the same
time yielding a reasonable approximation in the limiting case
of a sharp interface.7 Although intuitively appealing, the
phase field model is not thermodynamically consistent with
the dynamics of phase transitions, which precludes it from
revealing all physical effects that accompany the transitions.
The topic of thermodynamic consistency of the heat
equation with the phase transitions was recently a subject of
extensive scrutiny and several attempts8,9 have been made to
derive one. These attempts, however, suffer from one major
problem that not all energy contributions were accounted for
in the internal energy functional of the whole system. That
did not allow the authors to derive the full expression for the
heat source and capture all essential thermal effects in the
system. As known, the heat equation may be derived from
the first or second law of thermodynamics utilizing the en-
ergy or entropy function and must lead to the same
equation.10 A thermodynamically consistent derivation of the
generalized heat equation compatible with the fist and sec-
ond laws and dynamics of phase transitions was first pre-
sented in Ref. 11 and will be briefly reviewed in Sec. III A.
Such equations can be used not only for phase transitions but
also for any thermodynamic process where internal param-
eters relax in the course of the latter.
Thermal effects may alter the course not only of first-
order transitions but of the continuous transitions as well,
especially in systems with low thermal conductivity. Zia
et al.12 considered the dynamics of the interface between two
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symmetric phases using the framework of the so-called
Model C.5 Although being a right step in the right direction,
this work lacks any quantitative results on the part of inter-
face kinetics except the morphological stability. Recently we
analyzed the influence of the internal energy excess on the
dynamics of the antiphase domain boundary in the frame-
work of the Onsager theory of linear response.13 We derived
an evolution equation that takes into account the finite rate of
energy transfer in the transition region and showed that the
internal energy transport causes a drag effect and tempera-
ture hump in the transition region. Although the principal
result that the necessity to move energy together with the
interface results in slowing down of its motion was obtained
in the paper on the grounds of simple symmetry arguments,
some questions remained unanswered. For instance, what is
the temperature distribution around the interface? What will
happen if the energy transfer mechanism ~thermal conduc-
tion! is turned off?
To answer these questions, motion of a homophase
boundary will be analyzed here in the framework of the dy-
namical Ginzburg–Landau theory, which, arguably, is the
most convenient way of addressing such problem. The para-
digm of the Landau theory of phase transition15 assumes that
the Gibbs free energy in addition to temperature and pressure
is a continuous function of the long-range order parameters
with different transitions corresponding to different order pa-
rameters. In this paper we shall restrict ourselves with sys-
tems that exhibit nonconservative dynamics of the order pa-
rameter only. To wit, the conservative dynamics of spinodal
decomposition in solutions of small molecules and polymer
blends are not included in the consideration here. Thermal
effects in the latter were considered in Ref. 14. All other
cases of interfaces presented above will be treated here on
the common grounds of the dynamical Ginzburg–Landau
theory.
The scope of the paper is as follows: In Sec. II the iso-
thermal dynamics of interfaces in systems without any con-
servative law will be reviewed. In Sec. III thermal effects of
interfacial dynamics are considered and a local evolution
equations are derived. In Secs. IV and V these equations are
applied to two different types of interfaces, homophase and
heterophase. In Sec. VI the main results are discussed and an
experiment to reveal thermal effects in new systems is sug-
gested.
II. ISOTHERMAL DYNAMICS OF INTERFACES
A. Landau theory of phase transitions
Any theory of dynamic processes starts with the analysis
of the equilibrium state in the system, specified by the con-
ditions on its boundary, e.g., constant temperature and pres-
sure ~open system!, or adiabatic insulation from the environ-
ment ~closed system!. One has to choose the set of
independent variables and conjugate dependent thermody-
namic functions that characterize such state of equilibrium.
Away from equilibrium, in addition to temperature T and
pressure P , a thermodynamic system is characterized by an-
other set of internal parameters $h i%, which is a measure of
disequilibrium in the system. Then, criteria of equilibria in
different systems are expressed as the conditions of optimi-
zation of specified thermodynamic functions, e.g., Gibbs free
energy G , internal energy E , or entropy S with respect to
variations of this set of internal parameters $h i%,
F5S dEdh iD S ,V5S
dG
dh i
D
T ,P
52TS dSdh iD E ,V50. ~1!
One may argue that temperature and pressure is a better
choice of independent variables than energy density and spe-
cific volume because, regardless of the outer constraints of
open or closed systems, conditions of equilibrium, together
with Eq. ~1!, include constant temperature and pressure
throughout, but not constant energy density or specific vol-
ume. These arguments determine our choice of (T ,P) as the
independent variables and the Gibbs free energy G as the
thermodynamic potential. At equilibrium the internal param-
eters relax to specific values which are functions of tempera-
ture and pressure, h iE5J(T ,P), and can be found by re-
solving the proper condition of thermal equilibrium ~1!.
Entropy S , volume V , and other thermodynamic functions
may be found with the help of the Legendre transformation,
S52S ]G~T ,P ,h i!]T D P ,h i, V5S
]G~T ,P ,h i!
]P D T ,h i,
G~T ,P ,h i!5E2TS1PV . ~2!
In the framework of the Landau theory of phase
transitions15 the internal parameters $hi% are associated with
the symmetry changes and are usually called the order pa-
rameters ~OP!. The concept of an order parameter helps de-
fine a phase as a locally stable state of matter homogeneous
in the order parameter. Different transitions may be laid out
into the same framework if proper physical interpretations of
order parameters are found. All examples from the Introduc-
tion may be described by a single scalar order parameter:
magnetization for ferromagnets, average angle of molecules
about the direction of the director for liquid crystals, order-
ing on sublattices for order–disorder transition, scalar Higgs
field in cosmology. That is why we restrict the present paper
to the case of a scalar OP h.
In the framework of a Landau theory15 the free energy is
a continuous function of OP and may be expanded in powers
of OP compatible with the symmetries of initial and final
phases,
G~T ,P ,h!5G~T ,P ,0!1V$ 12 a~T ,P !h21 13 b~T ,P !h3
1 14 c~T ,P !h41fl%. ~3!
Commonly, the temperature dependent coefficients of the ex-
pansion a(T), b(T), c(T),. . . are taken in the Landau form
where the first one is linearly proportional to temperature,
a(T)5a0(T2Tc), and b , c are temperature independent.
B. Interfaces at equilibrium
Coexistence of two phases at equilibrium brings about a
transition region between them, called an interface. The pres-
ence of interfaces makes the system essentially inhomoge-
neous even at equilibrium that is, there appear gradients of
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OP. Since an interface comprises the spatial variation of the
OP, the Gibbs free energy of the entire system should be
written in the functional form,
G5E gˆd3x . ~4!
The free energy density gˆ becomes a function of the gradi-
ents of the thermodynamic variables as well as the variables
themselves. There is a certain penalty on the inhomogeneous
system in the form of the ‘‘gradient energy’’ contribution into
the free energy. In this paper the gradient-energy contribution
is represented in the standard Ginzburg–Landau–Cahn–
Hilliard form,16,17
gˆ5g~T ,P ,h!1 12 k~„h!2, ~5!
where the gradient energy coefficient k may depend on tem-
perature and pressure.
Thermodynamic equilibrium of the system under condi-
tions of constant temperature and pressure is described by
minimization of the Gibbs free energy, Eq. ~1!. For the func-
tional ~4!, ~5!, the latter takes the form of the Euler–
Lagrange equation,
dG
dh
[
]g
]h
2k„2h50. ~6!
At constant temperature and pressure. Eq. ~6! is known
to have many different solutions with different symmetries,
e.g., one-dimensional periodic,18 cylindrical, spherical.19
None of these, however, possess thermodynamic stability ex-
cept one-dimensional translation invariant solutions, which
represent flat interfaces. Using translation invariance, Eq. ~6!
may be integrated once to yield
g˘ ~TE ,PE ,h![g~TE ,PE ,h!2
k
2 S dhdx D
2
5m , ~7!
where (TE ,PE) are the equilibrium temperature and pres-
sure, that is the temperature and pressure of phase coexist-
ence, and m is the chemical potential, which may be found
from the values of the free energy far away from the inter-
face,
m5g~TE ,PE ,h1!5g~TE ,PE ,h2!. ~8!
Equation ~8! is a continuum expression of the Gibbs phase
rule. Here and below w6[w(x56‘) and h6
5J(TE ,PE) are the equilibrium bulk-phase OP values. In
Eqs. ~5!, ~7! and below the hatted quantities stand for non-
local densities and are defined as the sum of the local and
gradient contributions, while the quantities with ł are de-
fined as the differences of the same contributions. An anal-
ogy with the classical mechanics may be brought to bear: g˘
is analogous to the negative of the Hamiltonian of the me-
chanical system, the nonlocal free energy density—to the
Lagrangian, and the total free energy—to the action. Then
Eq. ~6! is equivalent to the Lagrange equation, Eq. ~7!—to
the conservation of the mechanical energy with m being the
total energy.
For the free energy ~3! to describe a phase transition it
ought to have a characteristic double-well form. Then Eq. ~7!
may be solved to yield a typical hyperbolic tangent shape for
the OP variation through the interface, h I(x). Different types
of interfaces with respect to their stability at different tem-
peratures are considered in the Secs. IV and V.
As is known,20,21 all properties of an interface at equi-
librium are completely determined by just one intensive
quantity, the surface tension or surface energy s. The equi-
librium surface energy in a one-component medium is de-
fined as the excess Gibbs free energy of the system with an
interface, per unit area of the interface, compared to that of
the homogeneous bulk phase occupying the same volume.
The corresponding extensive quantity is proportional to the
total area of the interface. Utilizing Eqs. ~4!, ~8! for s, we
obtain17,22
s[E
2‘
1‘
$gˆ~TE ,PE ,h I!2m%dx . ~9!
Equations ~5!, ~7!, ~9! yield another expression for the sur-
face energy,
s5E
2‘
1‘
kS dh Idu D
2
du . ~10!
To characterize an interfacial thickness we adopt the defini-
tion introduced in Ref. 17,
l I[
@h I#
maxu„h Iu
, ~11!
where a quantity in square brackets represents the jump
across the interface: @w#[w12w2 . Then Eqs. ~5!, ~7!, ~10!,
~11! allow us to estimate the surface tension as s
’k@h I#
2/l I . It is also advantageous for our analysis to in-
troduce the following surface quantity,22
Gs[E
2‘
1‘
dsdx , ~12!
ds5H sˆ2s12~h2h1! @s#@h# J . ~13!
The quantity Gs does not diverge and, in the spirit of
Gibbs,20 may be called the relative surface entropy with re-
spect to the OP.
C. Relaxation of an order parameter
Being away from equilibrium the thermodynamic system
relaxes back to an equilibrium state where the OP is one of
the solutions of Eq. ~1!. Hence, F is the driving force for the
OP relaxation. Mandel’shtam and Leontovitch implemented
this idea in a seminal paper23 where they studied relaxations
and scattering of sound in liquids ~no phase transitions!.24 To
characterize relaxation in a nonequilibrium system in com-
pliance with the second law they assumed linear proportion
between the rate of the relaxation parameter change and the
thermodynamic force F: h˙}2(]G/]h)T ,P . Landau and
Khalatnikov adopted this evolution equation later in their
study of the absorption of sound in the vicinity of the
second-order transition.25
In heterogeneous medium the gradient-energy contribu-
tion is essential and the free energy is a functional ~4!, ~5!.
Therefore, the local thermodynamic force is expressed as the
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variational derivative of the free energy @left-hand side of Eq.
~6!# instead of the partial one and the general equation of the
order parameter evolution takes the form, which is known as
the time-dependent Ginzburg–Landau equation ~TDGLE!,
dh
dt 52gS dGdh D T ,P . ~14!
Here d/dt means the substantial derivative. The response co-
efficient g sets the relaxation time scale th5(ga)21.
D. Interfaces away from equilibrium
Consider a transition from one state to another when the
OP changes its bulk-phase value form h1 to h2 very rapidly
inside a certain transition zone, called interface, while re-
maining practically constant or changing very slowly outside
this zone, see Fig. 1. To describe motion of a curved inter-
face away from equilibrium, instead of the Cartesian coordi-
nate system x5(x ,y ,z), we shall introduce new curvilinear
time-dependent coordinates $u5U(x,t),v5V(x,t),w
5W(x,t)% such that the OP is a function of one coordinate
only: h5h(u).11,26–30 One may introduce the velocity of
motion Vn(v ,w ,t) of the surface U5const using the relation,
]U
]t
1Vnu„Uu50. ~15!
In order to eliminate the arbitrariness of the new curvilinear
coordinates associated with the transformation function u
5U(x,t), we assume that it obeys the eikonal equation ev-
erywhere: („U)251.31,32 Hence, the U5const surfaces are
equidistant and the radius of curvature of these surfaces is
r5r0(v ,w ,t)1u , where r0(v ,w ,t) is the radius of curvature
of the surface U50, see Fig. 1. The latter is specified as
follows: d2h(0)/du250. According to Eqs. ~1!, ~6!, h~0!
corresponds to one of the equilibrium values of the OP: hE
5J(T ,P).
The Laplacian operator can be conveniently expressed in
the new coordinates as follows:
„25
]2
]u2
12K~u ,v ,w ,t !
]
]u
, ~16!
where K is the mean curvature of the surface U5const,33,34
K[r21~u ,v ,w ,t !5K0$12uK01u2K0
21O~u3K0
3!%;
~17!K05K~0,v ,w ,t !.
In the curvilinear coordinates TDGLE ~14! transforms
into an ODE as follows:11,26–30
k
d2h
du2 1S 2kK1 Vng D dhdu 2 ]g~T ,h!]h 50. ~18!
Introduction of the time-dependent curvilinear coordinates
has an advantage in that the evolution of the OP field may be
described now by the motion of one surface U50 in space
and time. This method is reminiscent of the method of char-
acteristics in hydrodynamics and theory of sound10 and the
method of the optical path in the theory of light.31,32 To solve
Eq. ~18! the method of averaging will be used in the next
section.
It is also possible, however much less trivial than at
equilibrium, to determine the surface energy of an interface,
which is allowed to move. The major difficulty comes from
the fact that the free energy densities of phases on opposite
sides of the interface are not supposed to be equal in disequi-
librium. On the contrary, if present ~e.g., for a first-order
transition!, the difference between these densities constitutes
the bulk driving force for the interface motion. Even if the
densities of the free energy are equal ~e.g., for a continuous
transition!, the interface is not flat and is moving under in-
fluence of its own curvature and surface energy. To find the
nonequilibrium surface energy we suggest the following
procedure.35 Let us allow the interface to move during dt
and calculate the change of the Gibbs free energy in the
system as a result of such motion, assuming temperature a
constant. Using Eqs. ~4!, ~6!, we obtain
dG5E ~d gˆ !Td3x5dtE F S ]g]h D T2k„2hG dhdt d3x . ~19!
Transforming to the curvilinear coordinates (u ,v ,w) and us-
ing Eqs. ~15!, ~16!, ~17!, one can find that this change is
divided into two contributions,
dG52dt@g#E
V
Vndvdw1dtE
u2
u1
kS dhdu D
2
du
E
V
2K0Vndvdw . ~20!
Here u2 and u1 are the points far from the interface where
dh/du vanishes and V is the area of the interface, Fig. 1. The
first term is proportional to the volume of the material swept
over by the interface; the coefficient of proportionality in
front of this term is the bulk free-energy jump that represents
FIG. 1. Curvilinear coordinate system (u ,v ,w) associated with a moving
interface. The Gibbs–Duhem force FGD may be either parallel or antiparallel
to the interfacial velocity Vn depending on the type of interface heteroge-
neous ~HTI! or homogeneous ~HOI!.
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the driving force for the interface motion. The second term is
proportional to the change of the area of the interface; the
coefficient of proportionality of this term is the nonequilib-
rium surface energy.
The fact that the formula for the nonequilibrium surface
energy coincides with that at equilibrium Eq. ~10!, allows us
to introduce the surface entropy x and internal energy « as
follows:
x[2
ds
dT ; «[s1Tx . ~21!
If an equilibrium interface exists at a specific temperature TE
only, as is the case for a first-order transition, the differentia-
tion in Eq. ~21! should be understood in the sense of disequi-
librium. Otherwise, for instance in case of a continuous tran-
sition, the surface entropy x equals the relative surface
entropy Gs , Eq. ~12!. The equilibrium definition of the inter-
facial thickness, Eq. ~11!, may also be extended into a non-
equilibrium situation of a moving boundary. As one can see
from Eqs. ~16!, ~17!, ~19!, ~20!, the separation of the free
energy change into volumetric and interfacial contributions
is possible only if the geometric number of the interface is
small enough,
Ge[2K0l I!1. ~22!
III. THERMAL EFFECTS OF INTERFACIAL DYNAMICS
A. Generalized equation of heat transfer
As it has been concluded in the Introduction, the motion
of an interface is accompanied by energy redistribution and
heat propagation in the system. In order to derive the gener-
alized heat equation ~GHE!, which describes temperature
variations along with ongoing phase transition, one has to
apply the first law of thermodynamics to a small volume dV
of a heterogeneous nonequilibrium medium, deˆ5dq1dw .
Here dw is the work term and dq52div JTdt is the amount
of heat given to the volume dV . As the compression is not
the issue in this paper, we will assume our medium incom-
pressible. Hence, the work term vanishes. To finish the GHE
one has to find the expressions for the internal energy density
variation deˆ and the heat flux JT that account for nonlocal
interactions in the medium.
The derivation of the former11 is based on the calculation
of a small variation of the internal energy functional E of the
whole system as a result of a small inhomogeneous variation
of the OP dh,
dE5E
dV
~d eˆ !d3x . ~23!
Now let us assume that the variation dh occurred in the
volume dV independently from neighboring volumes of the
system and at constant temperature. Such variation dh van-
ishes everywhere outside of the considered volume. Then,
using the definition of the variational derivative,36 we obtain
dE5
dE
dh EdV~dh!d3x . ~24!
Finally, comparing Eqs. ~23! and ~24! and using continuity of
the variations d eˆ(x) and dh(x) as functions of the position,
we arrive at the expression for the energy density variation,
d eˆ5S dEdh D V ,Tdh . ~25!
When temperature varies simultaneously with OP the nonlo-
cal energy density variation takes the form,
deˆ5CdT1S dEdh D V ,Tdh; C[S
] eˆ
]T D V ,h . ~26!
Here C is the specific heat for constant V and h per unit
volume of such material.
Substitution of Eq. ~26! into the first law of thermody-
namics for the incompressible medium yields the GHE
sought for
C
dT
dt 52„JT1Q~x,t !, ~27!
where Q(x,t) is the density of instantaneous heat sources in
the energy representation,
Q~x,t !52S dEdh D V ,T
dh
dt 52F S ]e]h D V ,T2kE„2hG dhdt ,
~28!
kE5k2T
dk
dT .
Utilizing Legendre transformation, Eqs. ~2!, the heat source
Q(x,t) may also be represented in the entropy form,
Q~x,t !52FTS dSdh D V ,T1S dGdh D V ,TG dhdt . ~29!
The same variational procedure as in Eqs. ~23!–~26!
may be used to find the entropy variation in the volume dV ,
dsˆ5
C
T dT1S dSdh D V ,Tdh; C5TS
] sˆ
]T D V ,h . ~30!
Comparing Eqs. ~30! and ~26! and using Eq. ~29! we arrive
at the expression of the first law in the form,
dsˆ5
1
T dq2
1
T S dGdh D V ,Tdh . ~31!
According to the second law of thermodynamics dsˆ
>dq/T . Application of the second law to our system yields
a constraint on the OP evolution equation,
S dGdh D V ,T
dh
dt <0. ~32!
Constraint ~32! was first derived in Ref. 11 and rederived
later in Ref. 9. It manifests the Le Chatelier–Braun principle
in the nonlocal nonequilibrium media and proves that the
TDGLE ~14! is admissible, but not a unique, choice of the
evolution equation for the OP if the response coefficient g
is positive. Another option for the OP would be to obey
4256 J. Chem. Phys., Vol. 116, No. 10, 8 March 2002 A. Umantsev
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an evolution equation with memory,37 h˙52* tA(t
2s)F(s)ds . In this case, condition ~32! yields positive defi-
niteness of the kernel A(t).
The entropy representation, Eq. ~29!, shows that the heat
source consists of the entropy contribution, which may be
either positive or negative depending on the direction of the
transition, and the dissipation which, due to the constraint
~32!, is proportional to the rate of the transition squared and,
hence, always positive. Also it is possible to see from the
entropy representation, Eq. ~29!, that there may be local
sinks of heat inside an overall positive heat source.
The heat flux in a thermodynamic system JT depends on
local values of temperature, its gradients and properties of
the medium. In Refs. 5 and 9 the following expression was
adopted for the flux: L„(dS/d eˆ). Another possibility would
be to consider an integral expression for the heat flux in a
medium with memory.38 The heat flux vector, however, is
known to vanish with „T ~Fourier’s Law!. Thus expanding
the flux JT in „T and disregarding terms of the order higher
than the first one we obtain the regular expression for the
heat flux, JT52l„T , where the thermal conductivity l may
be a function of T and h. Then the GHE takes the form,
C
dT
dt 5„~l„T !1Q~x,t !. ~33!
GHE, Eqs. ~28!, ~29!, ~33!, is thermodynamically rigor-
ous and absolutely invariant with respect to the derivation
from the first or second laws of thermodynamics. The system
of coupling TDGLE ~14! and GHE ~33! describes creation
and subsequent evolution of an interface in a medium. Both
equations, are of diffusion type and are characterized by dif-
fusivities, the thermal diffusivity a5l/C for the latter and
the ordering diffusivity m5gk for the former. The ratio of
these diffusivities R is an important parameter, which deter-
mines different regimes of interfacial dynamics,
R[
a
m
. ~34!
As it has been explained in the Introduction, a few other
forms of the GHE have been suggested and derived. No one
of them, however, is complete in the sense of all relaxation
effects being accounted for. The ‘‘entropic version’’ of the
GHE, suggested and used in Refs. 1–4, lacks the dissipative
term proportional to the rate squared, second term in the
entropic representation of the heat source, Eq. ~29!. The ‘‘en-
ergetic version’’ of GHE, suggested and used in Refs. 5, 8, 9,
lacks the nonlocal nonequilibrium term, the last term in the
energetic representation of the heat source, Eq. ~28!. The
latter stems from the fact that the gradient energy was not
accounted for in the total internal energy functional that is,
the nonlocal interactions in the system were assumed to be
completely of entropic nature. It will be shown in the next
section that this term is solely responsible for the surface
creation and dissipation effect in the motion of interfaces.
B. Energy density flux
A phase transition is accompanied by the transfer of the
internal energy, which is described by the energy density flux
vector JE , defined as follows: deˆ/dt52div JE . As we are
concerned with transition in incompressible media, d/dt
5]/]t and, in order to obtain an expression for the energy
density flux, we should find the partial derivative of eˆ with
respect to time,
] eˆ
]t
5C
]T
]t
1
dE
dh
]h
]t
1divS kE„h ]h]t D . ~35!
Substituting the GHE in the energetic representation, Eqs.
~27!, ~28!, into Eq. ~35! we obtain the expression for JE in
the incompressible motionless medium,
JE5JT2kE„h
]h
]t
. ~36!
This is a new result. It shows that except for the heat flux, the
expression for JE contains the work flux associated with the
interactions that appear in the system due to inhomogenieties
in a nonlocal nonequilibrium medium. The work flux entails
the inhomogeneous term in the heat source, Eq. ~28!, and is
responsible for the surface creation and dissipation effect,
analyzed in the next section. The work flux is analogous to
the intensity of a sound wave in a fluid with h replacing the
displacement of an element of fluid and kE replacing the
adiabatic bulk modulus.10
C. Evolution equation for nonisothermal interfaces
In order to derive the evolution equation for a piece of
an interface we transform TDGLE ~14! and GHE ~33! to the
time-dependent curvilinear coordinates (u ,v ,w), where h
5h(u) and T5T(u ,v ,w). In the new curvilinear coordi-
nates TDGLE is represented by Eq. ~18! and GHE, Eq. ~33!,
transforms as follows:
C
]T
]t
5l
]2T
]u2
1~2lK1CVn!
]T
]u
1QS T ,h , dhdu D . ~37!
Then we average these equations over the thickness of the
interface. Proper averaging of the TDGLE should include a
weight factor because at equilibrium 2*1]g/]h(TE ,h I)du
50, see Eq. ~7!. Contrary to that, we do not need any weight
factors to average GHE ~37! because 2*1Q(TE ,h I)duÞ0.
We multiply all the terms of Eq. ~18! by the weight factor
dh/du and integrate them over the interval (u2 ,u1). Uti-
lizing the relation,
dg5
]g
]h
dh1
]g
]T dT , ~38!
and taking into account that dh/du vanishes at u2 and u1
we obtain an equation for the motion of a phase separating
interface,
E
u2
u1S 2kK1 Vng D S dhdu D
2
du5@g#1E
u2
u1
s˘
]T
]u
du , ~39!
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where s˘5s21/2ks(dh/du)2 and ks52dk/dT . Using Eq.
~17! and the fact that (dh/du)2 is a bell-like, even function
of u , the left-hand side of Eq. ~39! may be represented as
follows:
skh1O~ l I
3K0
3!, ~40!
where s is the nonequilibrium surface energy, see Eqs. ~10!,
~20!, and kh may be called the dynamic wave number of a
curved interface,
kh5
Vn
m
12K0 . ~41!
The first term in the right-hand side of Eq. ~39! is the
free energy jump across the interface where temperature
changes together with OP. The physical nature of this term
may be elucidated by the introduction of the latent heat of a
transition at temperature T ,40,41
L~T ![@e#T . ~42a!
Such definition yields the relation for the specific heat jump
across the interface, cf. Eq. ~26!,
dL
dT 5@C#T . ~42b!
Notice that the jump of e and C in Eqs. ~42! must be taken at
constant temperature and the differentiation in Eq. ~42b! is
not along the equilibrium curve, as in Ref. 40. Then, the free
energy jump in a system where the latent heat is temperature
independent can be expressed as follows:
@g#5L
TE2T2
TE
2s1@T#1CH @T#2T2 lnS 11 @T#T2 D J .
~43!
Substituting Eqs. ~40! and ~43! into Eq. ~39! we obtain an
evolution equation which relates different local characteris-
tics of an interface,
skh5L
TE2T2
TE
1FGD1
1
2 C
@T#2
T2
1O~@T#3,l I
3K0
3!,
~44a!
FGD[E
u2
u1
~ s˘ 2s1!
]T
]u
du . ~44b!
Equation ~44! reveals the ‘‘driving forces’’ for the inter-
facial motion and is the principal result of the present paper.
According to Eq. ~44a!, an interface is driven not only by its
curvature (22K0) and the free energy difference on both
sides of the interface, L(TE2T2)/TE , but also by another
force, FGD , which appears as a consequence of the tempera-
ture gradient inside the transition zone, see Eq. ~44b!. Such
force may be called the Gibbs–Duhem force because it may
be found from the Gibbs–Duhem relation. Notice that the
driving forces in Eq. ~44a! have units of pressure because
they act on a unit area of the interface.
To elucidate the physical meaning of FGD we solve the
stationary GHE ~37! (]T/]t50) inside the interface using a
method of asymptotic expansion. First, we obtain integral
representations of the temperature gradient when the tem-
perature gradient in the final phase at u5u2 is zero and we
integrate this expression by parts,
l
]T
]u
52e2kTuE
u2
u
du˜Q~ u˜ !ekTu˜
52E
u2
u
du˜Q~ u˜ !1kTE
u2
u
du˜E
u2
u˜
du5Q~u5 !1O~ l I3kT3 !.
~45!
Here kT is the thermal wave number of a curved interface,
kT5
VnC
l
12K0 . ~46!
Expansion ~45! is in increasing powers of kT and may be
considered an expansion into ‘‘powers of disequilibrium.’’ It
can be truncated if l IkT!1, which, in addition to condition
~22!, requires the generalized Peclet number to be small,
Pe[l IVnC/l!1. ~47!
Then the temperature gradient in Eq. ~45! can be calculated
using the equilibrium structure of the OP h I(u) for the heat-
source density in the energy representation,
Q~u !5Vn
dh I
du F S ]e]h D V ,T2kES d
2h I
du2 12K0
dh I
du D G . ~48!
Finally, substitution of Eq. ~45! into Eq. ~44b! gives us the
expression for the Gibbs–Duhem force,
FGD52
Vn
l S J12 Cl VnJ222K0J3D . ~49!
The coefficients Ji’s are different moments of the entropy
density and can be represented as follows:
J15E
u2
u1
du~ s˘2s1!U~u !,
J25E
u2
u1
du~ s˘ 2s1!E
u2
u
du˜U~ u˜ !,
~50!
J35E
u2
u1
du~ s˘2s1!E
u2
u
du˜H kES dhdu˜ D 21U~ u˜ !J ,
U~u !5 e˘ 2e25TE~ s˘2s2!.
Substitution of Eq. ~49! into Eq. ~44a! yields the evolution
equation for the interface motion,
L
TE2T2
TE
1
1
2 C
@T#2
T2
5S s
m
1
J1
l DVn12sK02 Cl2 J2Vn2
2
2
l
J3VnK0 . ~51!
Equation ~51! is a new result. According to Eq. ~49!, the
GD force is either parallel or antiparallel to the interfacial
velocity and manifests in the second term proportional to the
interfacial velocity in the evolution Eq. ~51!. Notice that s/m
is positive even for k,0, see Eq. ~10!. Exact expressions for
the quantities Ji’s for different types of interfaces will be
found in the next sections. It is instructive, however, to elu-
cidate the physical nature of the terms in Eq. ~51! using only
4258 J. Chem. Phys., Vol. 116, No. 10, 8 March 2002 A. Umantsev
Downloaded 04 Aug 2004 to 203.197.62.148. Redistribution subject to AIP license or copyright, see http://jcp.aip.org/jcp/copyright.jsp
measurable quantities such as the latent heat L and the rela-
tive surface entropy Gs , Eq. ~12!. From Eqs. ~50! one can
see that J3’J2’J1l I . Then, if ks50, the entropic represen-
tation yields
J15TEE
u2
u1
du$s~u !2s1%$s~u !2s2%
5TEE
u2
u1
duH ds212 @s#@h I# ~h I2h¯ !ds
1@s#2
~h I2h2!~h I2h1!
@h I#
2 J , ~52!
where h¯5(h21h1)/2. Using the bell-like shape of ds from
Eq. ~12!, we obtain
E
u2
u1
duds2’
1
l I
Gs
2
, E
u2
u1
du~h I2h¯ !ds’0,
~53!E
u2
u1
du
~h I2h2!~h I2h1!
@h I#
2 ’2
1
6 l I .
Then, taking into account that @s(TE)#5L/TE , and substi-
tuting Eqs. ~53! into Eq. ~52!, we obtain
J1’
TE
lI
Gs
22
l I
6TE
L2. ~54!
The type of transition effects the relative magnitudes of Gs
and L , which in turn dramatically effects the magnitude of
J1 , being negative for a typical first-order transition and
positive for a continuous transition. Hence, see Eqs. ~49!,
~54!, FGD propels the motion of interfaces that appear after
first order transitions serving as a driving force and opposes
motion of interfaces after continuous transitions manifesting
a drag force. Substituting Eq. ~54! into Eq. ~51! we arrive at
the linear approximation of the local evolution equation,
L
TE2T2
TE
52sK01S sm 2 l I6lTE L21 TEll I Gs2DVn . ~55!
The beauty of this equation is that it is expressed only
through measurable quantities and appropriate thermody-
namic parameters of a system and still is applicable to many
different situations.
D. Heat-balance equation
The heat equation ~37! accounts for the thermal fluxes
across and along the interface. Consequently there is no con-
servation of energy along the characteristic line (v ,w)
5const, while such conservation exists in the case of a pla-
nar interface where K50. Absence of the conservation law
does not allow us to resolve the large-scale thermal problem
for a curved interface, which has been done for a planar one
in Ref. 41. To analyze the flow of energy through the inter-
face we need to calculate the energy density flux vector in
the interface. Equations ~15!, ~36!, ~45!, ~48! yield
JE52l
dT
du 1kEVnS dh Idu D
2
5Vn~ eˆ2e2!1O~Pe21Pe Ge!. ~56!
The most important ramification of the energy density flux,
Eq. ~56!, is the presence of temperature gradients in the in-
terfacial transition region even when outside the interface
isothermal conditions are maintained. To find the equation
for the jumps of temperature and temperature-gradient across
a curved interface we average the stationary GHE ~37!
(]T/]t50) in the interval (u2 ,u1), use the same ideas as
in Eq. ~40! and obtain the heat balance equation,
lS F]T]u G1kT@T# D1Vn~L22«K0!50. ~57!
Equation ~57! differs from the regular heat-balance ~Stefan!
boundary condition in the term proportional to the curvature
of the interface K0 and the velocity of its motion Vn . An-
other way to look at the condition ~57! is to say that the heat
of transformation is less than the latent heat times the trans-
formed volume by the amount of the surface internal energy
times the area of the new interface. The latter constitutes the
surface creation and dissipation effect, which vanishes for a
flat or immobile interface when the interfacial area does not
vary. This effect is totally missing from the formulation in
Refs. 8, 9 because kE50 is assumed there.
IV. HOMOPHASE INTERFACES
Homophase interfaces ~HOI! appear after a continuous
transition, when on both sides of the interface are different
variants of the same phase. Antiphase domain boundaries,
magnetic domain walls and cosmological walls are examples
of HOI’s. The motion of HOI has been addressed in numer-
ous studies, which go back to Lifshitz’s seminal paper,42
where he conjectured a linear proportionality between the
speed and curvature of a moving antiphase domain boundary.
Allen and Cahn27 used a continuum approach, similar to that
of the present paper, and, on the premise of the invariable
interfacial profile of the moving isothermal HOI in the direc-
tion of its motion, showed that a small piece of a gently
curved interface, condition ~22!, will move with the velocity,
Vn522mK0 . Krzanowski and Allen,43 and Cahn and
Novick-Cohen39 considered solute-drag effects at a migrat-
ing HOI. Umantsev13 considered the influence of the internal
energy excess on the dynamics of HOI in the framework of
the Onsager theory of linear response and showed that such
excess causes drag effect on the motion of HOI. The drag
alters the effective interfacial mobility as follows:
Vn52
m
11D0
2K0 . ~58!
In the denotations of the present paper the drag coefficient is
D05mx«/lsl I . Equation ~58! shows that the interfacial dy-
namics is limited not only by the mobility of an interface but
also by the thermal conduction with the drag coefficient D0
measuring the relative role of these processes.
A number of questions, however, remained unaddressed
by the simplified Onsager-type formulation in Ref. 13. For
instance, what is the temperature distribution around the in-
terface? What is the mechanism of thermal drag? What will
happen if the energy transfer mechanism ~thermal conduc-
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tion! is turned off? In order to answer these questions we
shall carry out here a continuum analysis of HOI motion.
A. Continuum theory
The free energy g for a system undergoing continuous
transition must be an even function of OP because states with
6h are indistinguishable. This makes the coefficient b in
Eq. ~3! vanish. In the present study we choose a regular
Landau form for the free energy,
g5ga~T !1
1
2 a0h
2S T2TcTc 1 12 h2D . ~59!
The homogeneous equilibrium set hE5J(TE) for such free
energy, Fig. 2~a!, consists of a totally disordered a-state with
ha50 and two ordered variants of the same phase, b and g,
with hg
b56A2t , where
t5
TE2Tc
Tc
. ~60!
Above the critical temperature TC (t.0) this set is reduced
to only one completely disordered and stable a-state. Below
TC (t,0) this set consist of homogeneous ordered phases
hb and hg with the disordered a-state being unstable. Stable
heterogeneous isothermal solutions of Eq. ~7!, h I(x), exist at
any TE,TC (t,0) and represent transition layers ~HOI!
where OP changes from hg to hb over the distance l I
52A22k/a0t . The surface energy of HOI is s
5 23A22ka0t3, Gs equals the surface entropy x}(2t)1/2,
and «>TEx because x@s/TE , see Eq. ~23!. Then, see Eqs.
~49!, ~54!, as L50, FGD;2Vn ~drag force! and Eq. ~58!
may be easily recovered from Eq. ~55!. Notice that in the
framework of the continuum theory the drag coefficient D0
does not show critical behavior near TC , cf. Eq. ~63! below.
This is a consequence of a linear temperature dependence of
the first term of the Landau expansion ~59!.
In order to derive the continuum evolution equation ~51!
for HOI one has to calculate the coefficients Ji’s from Eqs.
~50! for the free energy ~59!,
J15
&a0
3Tc
Aa0k~11t!~2t!3/2,
~61!
J25
a0k
Tc
~11t!~2t!, J35
2a0k
3Tc
t2.
Substitution of Eqs. ~61! into ~51! yields the evolution equa-
tion for HOI motion in the form,
Vn12mK01DVnH 1234 S Pe1 11t/311t GeD J 50, ~62!
where the continuum-theory drag coefficient D is
D5
11t
2uR , u5
CTc
a0
. ~63!
There are two corrections to the interface evolution equation
~62! due to the temperature gradients in the transition region.
The linear correction DVn does not vanish even for slightly
curved and thus slowly moving pieces of interface. The
second-order dissipative correction D(Pe1Ge)Vn is small
due to the constraints ~22!, ~47!.
To explain the drag effect we propose a borrow-return
mechanism, see Fig. 3. Both variants on either side of the
interface are characterized by the same amount of internal
energy density. Transformation inside the interface from one
variant to the other, however, requires crossing the internal
energy barrier ~maximum!, which corresponds to the disor-
dered phase with ha50. So, a small volume of substance
FIG. 2. Homogeneous equilibrium states for different types of phase tran-
sitions. Thick lines stable states; thin solid lines, unstable states. ~a! Con-
tinuous transition, curved thin line, the temperature double layer dT(h); ~b!
first-order transition.
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must borrow a certain amount of energy proportional to De
from the neighboring volumes while moving uphill on the
internal energy diagram, Fig. 3, and return it later on the
downhill stage of the transformation. The borrow-return
mechanism entails the internal energy flux vector, which can
be calculated from Eqs. ~56!, ~59!,
JE5 14a0~h42h22t22t!Vn . ~64!
This is a bell-like function of space, peaked at u50 (h
50). Such internal energy exchange requires a transport
mechanism, which is served here by the heat conduction.
Thus, the drag effect is due to the finite rate of such mecha-
nism measured by the conductivity l.
The energy flux through the interface is manifested in
the temperature waves of amplitude @T# , which can be cal-
culated using Eq. ~57!. Assuming that @dT/du#50 and using
Eq. ~58! to estimate the velocity of HOI, we arrive at the
expression for the amplitude of the temperature waves,
@T#52
2«K0
C~R211RD ! ’22TEx
m
l
K0}~2t!1/2. ~65!
Notice that the surface energy « and entropy x have the
critical temperature dependence, which yields the critically
dependent temperature jump.
B. Dissolution of a spherical particle
Different thermal effects of HOI motion may be eluci-
dated in a problem of dissolution of a g-phase ~minority-
variant! spherical particle in a b-phase ~majority-variant! in-
finite matrix. Such a situation occurs after quenching
material to temperatures below the critical point TC . For a
spherical particle K051/r0 and Vn5dr0 /dt , where r0(t) is
the particle’s radius. Then, Eq. ~62! may be approximately
solved as follows:
~11D !~r in
2 2r0
2!22Dr*~r in2r0!54mt , ~66!
where r in is the initial radius of a particle and r* is the
threshold radius, below which the thermal effect changes
from drag to boost,
r*5
3/2
11t S 11 t3 22u D11D D l I . ~67!
The threshold radius r*, however, is of the order of the
magnitude of the interfacial thickness and, obviously, the in-
terface approximation, which was used all along to derive
Eq. ~62! is not valid for r0,r*.
For the total dissolution time of a minority-variant
spherical particle, Eq. ~66! yields
t¯5
r in
2
4m ~11D !S 122 D11D r*r inD , ~68!
The first term in this expression represents the solution of
this problem rendered by athermal LAC theory.27,42 The sec-
ond term represents the thermal correction given by Onsager-
type macroscopic theory.13 The third term is the continuum
correction due to dissipative processes inside the interface
considered in the present treatment.
To verify the evolution equation for HOI motion, Eq.
~62!, we shall use the method of numerical simulations to
solve the above described problem of dissolution of a spheri-
cal particle. This method allows one to study the dynamics of
interfacial motion without simplifying assumptions of scale
separation, Eqs. ~22!, ~47! and the averaging technique. The
problem of dissolution was simulated by the coupled Eqs.
~14!, ~33!, ~59! and the computations were conducted in the
scaled units with the spatial lh and temporal th scales,
lh5A ka0, th5
1
ga0
. ~69!
For a spherically symmetric problem all surfaces U5const
are concentric spheres with the radii of curvature r5r(t). At
r→1‘ the b-phase remained for the entire computational
period, while at r50 g-phase existed up until the last stages
of dissolution, Fig. 1. For dissolution Vn,0 with different
dynamical regimes being controlled by the average tempera-
ture t, Eq. ~60!, thermodynamic ratio u, Eq. ~63!, and kinetic
ratio R , Eq. ~34!. In Fig. 4 are shown the results of numerical
solutions of Eqs. ~14!, ~33!, ~59! for different values of r in in
the form of the normalized total dissolution times (4m t¯/r in2 )
vs the drag coefficient D ~values of u, t were kept constant
while R changed!. If LAC theory were correct the numerical
values of the function (4m t¯/r in2 ) would have been equal to
unity. In fact, the normalized total dissolution times deviate
from unity significantly and are very close to (11D), a
correction required by the macroscopic Onsager-type theory
of thermal effects, Eq. ~58!. The numerical results, however,
are smaller than the Onsager correction, in accordance with
the formula ~68!, which takes into account dissipative effects
inside the interface. The proximity of the numerical dissolu-
tion times to the continuum-theory values for different r in
and D @see Eq. ~68! and thin lines in Fig. 4# proves the
validity of the local dynamic Eq. ~62!.
FIG. 3. Borrow-return mechanism. Internal energy of a substance as a func-
tion of an order parameter.
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As it has been explained in the previous subsection, the
energy flux manifests in the temperature waves of amplitude
@T# , Eq. ~65!. To verify this prediction we have examined in
the numerical experiment the critical dependence of @T# on
the average temperature of the medium t. The crosses in Fig.
5 correspond to the numerical values of @T#/TC , the solid
line is the best-fit function @T#/TC55.4310233(2t)1/2
While the numerical critical exponent is very close to the
theoretically predicted exponent of 12, the numerical prefactor
differs by 50% from the theoretical value of 7.931023 for
this experiment. The reason for such discrepancy is the as-
sumption @dT/du#50, which is not completely true.
C. Ideal thermal insulator
According to Eqs. ~58!, ~62! HOI slows down and stops
completely if l→0, implying that the simultaneous Eqs.
~14!, ~33!, ~59! have an equilibrium non-one-dimensional so-
lution for an ideal thermal insulator that is, a substance with
l50, if such a substance would exist. Rigorously speaking
Eqs. ~58! and ~62! are not valid for vanishing l because
small thermal conductivity represents a singular perturbation
to the problem, e.g., condition ~47! is not fulfilled. Physically
this means that phase transition and temperature variation
occur on the same length scale and the separation of the
thermal and interfacial length scales is not possible. To ana-
lyze theoretically the HOI structure in an ideal insulator one
has to solve directly the equilibrium Eq. ~6!, which is known
not to have stable isothermal inhomogeneous solutions oth-
ers than 1D. However, if the condition of invariable tempera-
ture is relaxed, there appears a solution, which, to the second
order in Ge, takes the form,
dT[
T~u !2TE
TC
’2&lhK0
h I
t2
~8t17h I
2!~t1h I
2!,
~70!
dh[h~u !2h I~u !’2&lhK0
h I
2
t2
~t1h I
2!.
This solution represents a temperature double layer dT in the
transition zone that causes small OP spikes dh.
Vanishing of the velocity of motion of a curved HOI in
an ideal insulator is a striking result. Physically this means
that a network of HOI’s will be at equilibrium with an ideal
insulator. Thus it becomes crucial to check the stability of
these states with respect to dynamic fluctuations. Analytical
evaluation of stability is somewhat tedious task. The method
of numerical simulations has an advantage of finding only
stable solutions, as ‘‘fluctuations’’ are naturally present there
in the form of computational errors. In Fig. 6 are depicted
spatial distributions of the temperature increments dT for a
spherical particle with initial radius r in5100 in a system
with u50.1 and average temperature t520.1, obtained nu-
merically for R51 and R50. In Fig. 7 the increments of
temperature dT ~a! and OP dh ~b! are plotted as functions of
the OP h after a very long computational time in a system
with R50. The temperature double layer dT as a function of
the OP h is also shown in Fig. 2~a!, although greatly exag-
gerated. Comparison of the simulation results with the theo-
retical expressions ~70! in Fig. 7 provides a good match,
which convincingly demonstrates the existence and stability
of a network of HOI’s with the temperature double layer. In
a poorly conducting material this network will coarsen, the
coarsening process, however, will be totally controlled by the
heat transfer.
V. HETEROPHASE INTERFACES
Heterophase interfaces ~HTI! separate contiguous phases
of the same medium, but different symmetries and appear as
a result of a first order ~discontinuous! transition. The coef-
FIG. 4. Scaled total dissolution times vs the drag coefficient D for different
initial radii of spherical particles: r in5200(D); r in5150(L); r in5100
(3); r in550(1). Solid lines, theoretical results: 1, athermal LAC theory;
2, thermal macroscopic Onsager-type theory; thin lines, continuum theory,
Eq. ~68!, for different initial radii.
FIG. 5. Amplitude of the temperature wave @T#/TC as a function of the
distance from the critical point (2t) for r in5200, u50.15, R510.
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ficients of the Landau free energy may be chosen as follows:
a(T)5a0(T2Tc), and b , c as temperature independent. Iso-
thermal interface-dynamics effects in a system described by
such free energy have been thoroughly investigated.26 With
all the due respect to these works, unfortunately, we should
say that such free energy is too complicated for the purposes
of analytical study of thermal effects, with the main difficulty
coming from the temperature dependent latent heat of such
system. In one of the earlier papers41 we have developed a
more convenient model represented by the following free
energy:
g5ga~T ,P !1
1
2 a0h
2$h2 23 ~h12 !h1h2%,
h5
T2Tc
TE2Tc
. ~71!
High and low symmetry phases correspond to ha50 and
hb51 respective values of OP at all temperatures. These
phases are separated by an equilibrium state with the tem-
perature dependent value of OP hg5 12h(T), which is un-
stable above Tc , but gains thermodynamic stability below
Tc , Fig. 2~b!. A first order transition from a to b phase is
accompanied by the release of the latent heat L in the same
amount at all temperatures. In accordance with the Gibbs
phase rule, the thermodynamic equilibrium between b and a
phases, see Eq. ~8!, is achieved at the specific temperature
TE5Tc /(12a0/6L) only. For the free energy, Eq. ~71!, the
relative surface entropy vanishes Gs50; the thickness l I
54lh and the surface energy s5 16Aka0 are temperature in-
dependent and, hence, remain unchanged even away from
equilibrium. The coefficients Ji of the Gibbs–Duhem force,
Eq. ~50!, are
J1520.633lh
L2
TE
, J2520.645lh2
L2
TE
,
~72!
J3520.645lh2
L2
TE
10.106lh
2 aL
TE
.
A. Heat trapping
To reveal different thermal effects during first order tran-
sitions we shall consider a typical problem of growth of a
spherical particle of the b-phase from the a-phase matrix.
The r-axis is directed from b-phase to a-phase, Fig. 1, so
that the center of curvature is in the b-phase and the growth
of the particle corresponds to Vn being positive. Thermal
effects do not change significantly the critical nucleus radius,
FIG. 6. The temperature double layers dT as a function of the distance from
the center of a spherical particle with r in5100 in a system with u50.1 and
t520.1. Curve 1, R50; curve 2, R51. Arrow points in the direction of
motion of layer 2.
FIG. 7. Increments of temperature dT ~a! and order parameter dh ~b! for
r in5100 in a system with u50.1, t520.1, and R50 as functions of the
order parameter h, compared with the analytical expressions ~70! ~dashed
lines!.
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rcr’2sTE /L(TE2T2), unless l→0, see Eqs. ~51! and
~55!. The rate of transformation, however, is different from
the isothermal value. The most dramatic thermal effect, as
can be seen from Eqs. ~51! and ~55!, is manifested in the
possibility to have b-phase growing (Vn.0) even when its
temperature after transformation is above the equilibrium
value (T2.TE). This effect has been called heat trapping
and was studied in detail in Refs. 11, 3, 4, 41. The heat
trapping becomes possible when the Gibbs–Duhem force,
Eq. ~49!, becomes large enough to propel an interface against
the negative bulk driving force. As one can see from Eq.
~55!, for the heat trapping to occur the coefficient in front of
the term linear in Vn must be negative and, as Gs50, the
following criterion must be fulfilled:
l IL2
sTE
.6
l
m
. ~73!
Criterion ~73! should be considered as the low limit on the
thickness of the interface or the upper limit on the rate of
thermal conduction in the system for the heat trapping to
occur. During heat trapping the low symmetry b-phase
grows at the expense of the high symmetry a-phase at a
temperature above the equilibrium point. In case of crystal-
lization of water this would have meant the growth of super-
heated ice from supercooled water. Condition ~73!, however,
is not fulfilled for crystallization of ice but is quite feasible
for crystallization of other substances.
Equations ~51! and ~55! also point at another situation
when the growing phase may be observed at a temperature
above equilibrium one that is, around regions in materials
where the curvature is negative ~the center of curvature is in
the a-phase!. The difference with the heat trapping effect is
that the latter is possible even for flat interfaces.
B. Surface creation and dissipation effect
Another example of a thermal effect can be revealed in
the analysis of the heat balance before and after a HTI
sweeps material during a first order transition. The amount of
heat released is called the heat of transformation. It is com-
monly attributed to the product of the latent heat and the
transformed volume. However, as Eq. ~57! demonstrates, if
the moving interface is curved, the heat of transformation
will differ from the above described amount by the amount
of the surface internal energy times the surface area created
or destroyed. This effect has been noticed by Wollkind in
Ref. 44 and used in the form of a boundary condition in one
of his later papers. Tiller discussed the surface creation or
destruction effect in Ref. 45. The theoretical description of
this effect in Ref. 45, however, was not appropriate because
the author attributed it to the evolution equation, similar to
Eq. ~55!, instead of the heat-balance condition, Eq. ~57!.
The rigorous derivation of the surface creation and dis-
sipation effect has been given by Roytburd and the present
author in Ref. 11, and used by Davis and the present author
in Ref. 46 to study the influence of this effect on the absolute
stability of the solidification front during crystal growth from
a hypercooled melt, i.e., the condition when the front loses
dendritic or cellular structure and restores completely its
smoothness. If the surface creation and dissipation effect is
not considered the absolute stability is achieved when the
thermal length lT5a/Vn becomes equal to the capillary
length lC5sCTE /L2.47 A consistent account of the surface
creation and dissipation effect shows that stabilization occurs
when lT becomes equal to lC(12L/CTE), that is, for larger
front speeds and initial hypercoolings. This means that the
surface creation and dissipation effect works ‘‘against’’ the
regular Gibbs–Thompson effect and retards stabilization.
VI. DISCUSSION
In summary, we have presented theoretical description of
a few thermal effects in interface motion. These effects are
robust and conceivably independent of the method employed
for the analysis. Equations ~51! and ~57! identify the local
interfacial variables Vn , K0 , T2 , @T# , @dT/du# , and relate
them to the kinetic properties of the medium like a, m and
thermodynamic interface quantities, L, s, «, Gs , l I . These
equations are local in the sense that they are independent of
the history of the process and may be used as boundary con-
ditions in a global problem of structural evolution like that of
dendritic growth in crystallization or domain growth after
continuous ordering.
There are two distinctly different sets of thermal effects
considered in this paper. One set originates from the exis-
tence of the Gibbs–Duhem thermodynamic force on the in-
terface, which is one of the principal results of the present
paper. In the cases of continuous and discontinuous transi-
tions this force has opposite directions compared to the ve-
locity of the interface, resulting in heat trapping effect for the
latter transition and drag effect for the former one. Interest-
ingly to note that thermal drag during continuous transitions
exists despite of the vanishing latent heat, which causes ther-
mal effects during first order transitions, e.g., crystallization.
Thermal drag occurs because the conversion of one variant
of the same phase into another one is accompanied by the
transmission of energy between neighboring pieces of a ma-
terial, which cannot occur infinitely fast. The Gibbs–Duhem
force is antiparallel to the boundary velocity and has the
meaning of a drag force. As a result, HOI moves towards the
center of its curvature with a speed which is lower than that
predicted by the Lifshitz–Allen–Cahn theory.27,42 Such
slowing down should be taken into account in experimental
verification of the theory of coarsening of domain structures
albeit thermal effects do not change time exponents of the
latter.
The present treatment convincingly demonstrated that
the thermal conductivity of a material is vital for the struc-
tural coarsening. If the thermal conductivity vanishes (l
50), that is the energy-transfer mechanism is ‘‘turned off,’’
a curved homophase interface becomes stable. Stability of a
minority-variant spherical particle in the bulk of a majority
variant is quite surprising and needs a physical explanation
inasmuch as a critical nucleus in the theory of the first order
transitions is an equilibrium but unstable state of the system.
‘‘Dissolution’’ of a minority-variant spherical particle is
caused by Laplacian pressure from the curved interface
@Gibbs–Thompson effect, see Eq. ~55!#. At the same time the
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Gibbs–Duhem force generates an additional ~thermal! pres-
sure in the particle that neutralizes Laplacian pressure.
Another set of thermal effects stems from the existence
of the surface internal energy and necessity to carry it over
together with the moving interface. In the case of a discon-
tinuous transition this entails the surface creation and dissi-
pation effect, which consists in altering the heat of transfor-
mation by the amount of the internal energy of the surface
area created or destroyed by the moving curved interface. In
the case of a continuous transition the surface internal energy
entails thermal waves around a moving interface. Tempera-
ture waves must accompany motion of antiphase-domain or
grain boundaries and can be revealed by different imaging
techniques and serve as experimental verification of the ther-
mal drag effect. One possibility is in situ observation in in-
frared light. Another possibility is the Mirage technique mea-
surement, which utilizes the gradients in the index of
refraction of air arising from the temperature gradients in-
duced by the temperature waves on the specimen surface.48
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