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Abstract 
Data Use and Access Behavior in eScience 
—— Exploring Data Behavior of Users of Scientific Data in the New Data-intensive Science 
Jian Zhang 
Chaomei Chen, Supervisor, Ph.D. 
 
 
 
Science is entering its fourth paradigm of ―data-intensive science‖. Relatively little attention has 
been paid to the users of scientific data, particularly their data practices. This dissertation 
endeavors to advance our knowledge of data behavior in the new paradigm. In association with 
the scope of Sloan Digital Sky Survey (SDSS) project, I conduct two major lines of research: a 
content analysis of SDSS-related scientific publications to investigate astronomers‘ data use 
behavior, and a visual exploration analysis (VEA) of SDSS SQL query logs with the design of a 
visualization tool, SDSS Log Viewer. By integrating results from VEA and statistics, I conducted 
three case studies of SDSS log data to investigate users‘ data seeking behavior. 
For astronomers‘ data usage behavior, I found that: 1) while a large volume of scientific data is 
produced in SDSS, researchers that rely on SDSS only intended to leverage the large number and 
use more data; 2) studies that leveraged a large volume of data from multiple data sources are 
relatively rare in the SDSS research domain; 3) using data collected by others, both data 
collection projects and other researchers, is a common data behavior in the SDSS research 
community; and 4) the results of possibility of data reconstruction suggest that scientific 
publications themselves are insufficient for linking scientific data with the data sources. 
For users‘ data seeking behavior, I found that: 1) a small number of automatic query generators 
formed the major query traffics (in terms of the number of queries) to the SDSS data archive and 
six common categories of queries were identified. The number of query templates used by 
xviii 
 
automatic query generators are small; 2) Academic researchers, who are the target users of the 
SDSS data archive, issued relatively large number of queries mannually. Compared to the queries 
generated by automatic data requestors, the query templates used by this type of users are rather 
diverse in terms of both sophistication of condition strings and complexity of query structures. A 
possible learning hierarchy is observed in this user group; and 3) occasional passing-by users are 
large in numbers, but their behavior is still unclear. 
As possible the first empirical study of users‘ data use and access behavior, aforementioned 
findings have lay down the foundation for wide range of future study. Also the method used in 
this study is generic and much of it is applicable to other fields because the specific steps in the 
methods are independent of application domains.  
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CHAPTER 1: INTRODUCTION 
 
 
 
1.1 Background and Motivation 
It is widely accepted that current science is facing data deluge (Bell, Hey, & Szalay, 2009; 
Borgman, Wallis, & Enyedy, 2007). Scientific data are collected, produced, and stored in speed 
faster than the speed in which these data are queried, used, and analyzed (Borgman, 2007). More 
projects, like Large Synoptic Survey Telescope (LSST)
1
, Ocean Observatory Initiative (OOI)
2
, 
and Embedded Networked Sensing (ENS), are on their way to produce even more data for 
scientific community. Some scientists proposed that the fourth science paradigm, which is a data-
intensive science, is coming, after the first three paradigms, called empirical science, theoretical 
science, computational science (Bell, et al., 2009; Borne, 2009; Gray & Szalay, 2007; Hey, 
Tansley, & Tolle, 2009). 
The ongoing creation and availability of high volumes of scientific data soon will transform 
scientific research. In KDD 2003‘s speech, Gim Gray envisioned the rise of ―X-informatics‖ in 
the new data-intensive science paradigm, where X stands for different disciplines, such as bio-
informatics and astro-informatics(Borne, 2009). X-informatics focuses on capturing, organizing, 
summarizing, analyzing, and visualizing data, so that a scientific discipline can make the best use 
of its rich data collection for scientific discoveries. 
Along with the high volumes of scientific data, many, if not all, scientific artifacts associated 
with these data are born digital (Pepe, Mayernik, Borgman, & Van de Sompel, 2009), and are 
(could be) always online (Gray & Szalay, 2007). Researchers of scholarly communication(Van de 
                                                          
1
  www.lsst.org 
2
  www.ooi.washington.edu 
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Sompel & Lagoze, 2009) have envision the unification of all scientific data with all scientific 
artifacts, which will create a world in which scientific data and literature can interoperate with 
each other. Such a world, which is frequently referred as cyber-infrastructure (in the USA) or e-
Science (mainly in EU), will greatly increase what Gim Gray called ―information velocity‖ of 
science, hence improving the scientific productivity of researchers(Hey, et al., 2009), and 
stimulating new research methods like Literature Based Discovery(LBD) (Swanson, 1986). 
Visionaries of the ―fourth paradigm‖ also see the opportunities of integrating vast, globally 
distributed scientific data and knowledge repositories to provides scientific and non-scientific 
communities with persistent access to distributed data and knowledge routinely, transparently, 
securely, and permanently(Borgman, 2007; Hey & Trefethen, 2003; Van de Sompel & Lagoze, 
2009). 
While building up cyber-infrastructure in new science paradigm is driven mainly by technical 
issues and many challenges come from technical challenges, such as reducing analysis algorithm 
from N*N complexity to NlogN, and managing large database with RMDBS, visionaries have 
recognized that the even more fundamental issues come from understanding of the users of these 
cyber-infrastructure. Gray (Van de Sompel & Lagoze, 2009) indicated that 
―[B]ehind even the most difficult technical problems lies an even more fundamental problem: 
assuring the integration of the cyber-infrastructure into human workflows and practices. 
Without such integration, even the best cyber-infrastructure will fail to gain widespread 
use.‖(p, 198)  
Borgman in her book Scholarship in the Digital Age also noticed that  
―[B]uilding a technical framework for scholarship is much easier than understanding what to 
build, for whom, for what purposes, and how their usage of the technologies will evolve over 
time.‖(p. 3). 
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Atkinson and De Roure (Atkinson & De Roure, 2009) in their position report for UK data-
intensive initiatives emphasized that  
―Attention to the analysis of data should be increased in order to make the best use of data. 
The arguments for collecting or generating data are well rehearsed as are those for 
preserving data. Investment in improving the use of data should be increased to meet 
research needs and to maximize the overall value of generating, collecting, preserving, 
curating and archiving data.‖(p. 7) 
Although the importance of understanding users‘ practice is summoned, very few existing 
studies have focused on this topic. This thesis study will answer this call and study one important 
perspective of the human workflows and practices, which is how users access and use the high 
volumes of scientific data. This thesis endeavors to answer who are the consumers that access 
these data, how they use these data, for what purposes, and how their usage of the data evolves 
over time. 
1.2 Overall Research Goal, Scope, Data, and Methodology 
1.2.1 Overall Research Goal 
In responding aforementioned call for studies of users and their data behavior, this 
dissertation study set up the overall research goal as followings. 
Improve our understanding of users’ data behavior in the new data-intensive science 
paradigm. 
1.2.2 Research Scope 
Data intensive science could occur in various disciplines (Hey, et al., 2009). Studying all 
science disciplines therefore goes beyond the scope of this thesis. To scope the project, I focus on 
a specific scientific project, the Sloan Digital Sky Survey (SDSS), which has been frequently 
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cited as one of the exemplar pioneers of data-intensive science and one of the first milestones of 
data-intensive science (Balazinska, et al., 2007; Borne, 2009; Gray & Szalay, 2002; Keim, 
Mansmann, Schneidewind, Thomas, & Ziegler, 2008). 
The overall research scope of this thesis study therefore is: 
Study the users’ data behavior in the scope of Sloan Digital Sky Survey project.  
In this scope, scientific data will be specified as the observational data produced by 
SDSS project. 
Users of these data could be anyone that directly or indirectly access the SDSS data 
archive and use these data for their purposes. In this scope, the SDSS data users include 
professional astronomers and the general public (Singh, et al., 2006). 
1.2.2.1 Brief introduction of the Sloan Digital Sky Survey 
The SDSS is one of the milestones of data-intensive science and is the largest astronomical 
data collection project to date. It digitally maps about the half of the Northern sky in five 
wavelength bands. SDSS collects digital images of 300 million astronomical objects, and digital 
spectral of 1.3 million objects (York, et al., 2000). The project had collected 40 TB of raw data, 
and produced 5 TB of catalog data. All of these data are archived in the SDSS Science Archive, 
and are publicly accessible through the Internet. The Science Archive data products are available 
in two main forms: raw (binary) file data that can be downloaded in moderate quantities using 
rsync and wget; and queryable catalog data stuffed in a commercial RDBMS and retrievable by 
advanced query tools. 
To access SDSS data, users can use web-based query tools provided by the SDSS SkyServer 
web pages, or they can issue SQL queries directly to the data archive through access portals. 
Because SDSS adopts a ―bring the analysis to the data‖ philosophy, it allows analyses of 
scientific data to be conducted within its databases, called the CasJobs personal database, to avoid 
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unnecessarily moving huge amount of data. Users can program SQL queries in their CasJobs 
personal database. Tens of millions of queries have been issued to the archive each year, and the 
number keeps increasing. To date, more than 160 billion queries have been submitted to and 
served by the archive. 
1.2.2.2 Research Data 
In order to study the SDSS users‘ data behaviors, data that carry out the data behavior 
information are needed. Currently, possible data include the user itself, documents that recorded 
these usage efforts, and log history of data access to the SDSS archive. 
Users themselves are the most direct data sources. However, acquiring usage information 
direct from users is hard due to the lack of users‘ identification and the potential lower participant 
rate of identifiable users. According to (Singh, et al., 2006) the users of SDSS data include not 
only the 5,000 astronomers around the world, but the general public as well. Most of them access 
the SDSS data archive anonymously, leaving no clue about who they are. Meanwhile the majority 
of registered users for advanced database analysis function are astronomers and hard to be 
recruited. 
Scientific publications that related to SDSS offer an indirect mean to retrieve SDSS users‘ 
data usage behavior. Authors normally report their data in scientific papers, hence making study 
of their data usage behavior possible. 
One important reason for choosing SDSS as the example project in this study is because its 
query log data is publicly accessible. Different from commercial search engines companies, 
SDSS data archive releases all its query log data to the public through the Web, hence giving 
valuable data to analyze the SDSS data users‘ data access behavior.  
Based upon the availability of research data, this thesis will use SDSS-related scientific 
publications and SDSS access query log data as our research data. 
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1.2.3 Research Methodology 
Many methods exists for study users‘ data behaviors, range from field observation, to laboratory 
experiment, interview, survey, content analysis, and query log analysis.  
Qualitative methods such as interview and survey can reveal rich and detailed information 
and obtain deep understanding of naturalistic users‘ data access behavior in the context of users‘ 
goals. These methods, however, are extremely labor intensive. In addition, as the users pertained 
to this study are mainly scientists, recruiting enough number of typical users would be 
prohibitively difficult. Hence these methods are not considered in this study. 
Given that the availability of research data, studying the scientific publications with content 
analysis method is a proper alternative. On one hand content analysis of scientific publications 
can reveal in-depth insights of how scientists access and analyze data in their study; on the other 
hand, it is much easier to obtain scientific publications than to recruiting scientists. 
In terms of scientific data access, query log analysis is a popular alternative. This unobtrusive 
method can provide valuable insight into understanding the information-searching process of 
online users (Jansen, 2006). However, the scalability issue challenges current query log analysis 
given the large volume of query log records (Lam, 2008; Thomas & Cook, 2005). When facing 
the scalability challenge, visualization has been considered as a vital component in the solution, 
given our visual ability to process a large amount of information in parallel. A newly emerged 
field of visual analytics leverages the strengths of visualization, interaction, and data mining for 
turning the information overload into an opportunity (Keim, Mansmann, et al., 2008). Hence this 
study will adopt visual analytics to analyze the large patterns of SDSS‘ query log data. 
The overall research methodology for this thesis is: 
Content analysis of SDSS-related scientific documents and visual analysis of the SDSS 
query log data. 
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1.3 Research Framework and Research Questions 
1.3.1 Research Framework 
In general, the research framework of this dissertation study is shown in Figure 1. This thesis 
study is constituted by two modules. Module A is a content analysis study of SDSS-related 
scientific publications. This module focuses on the targeted users of SDSS project, these 
scientists, and endeavors to reveal scientists‘ data usage behavior patterns. Module B includes a 
visual exploratory analysis of large amounts of SDSS query log data. This module focuses on 
another type of users of SDSS project, the general queriests, and endeavors to reveal users‘ data 
seeking behavior patterns. By combination of finding from these two modules, a whole picture of 
users‘ data behavior of could be drawn. 
 
 
 
 
Figure 1. The framework of this thesis 
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In each module, a set of research questions was considered to reveal the corresponding data 
behavior. Module A focuses on questions about users‘ data usage behavior, while module B 
focuses on users‘ data seeking behavior. 
1.3.2 Module A: Data Usage Behavior 
In the data-intensive science paradigm, the volume of data increases dramatically. In the 
SDSS project, the number of astronomical object is in the scale of a million. Whether and how, 
however, scientists can keep up with the pace of data increment is still unclear. Therefore it is 
important to ask what the volume of data used for astronomical research, and to check whether 
astronomers do benefit from the large data volume SDSS created and use more data, and to find 
out how scientists actually sought, processed, and analyzed these data. 
Beside SDSS, astronomy community has been working on other large scale data 
collection projects, such as 2dF Galaxy Survey. With existence of such multiple data 
sources, how scientists integrate these data sources for their research purposes is also 
unclear. Therefore their data integration behavior is worth investigation. 
RQ1. How many data were used in SDSS-related literature, and how these data were used?  
RQ2. Has analysis of large data sets become the major research method in SDSS-related? 
 
Scientists and funding agencies alike to presume that in the new paradigm scientific data are 
being captured and curated for reused by others (Wallis, Mayernik, Borgman, & Pepe, 2010). As 
expensive equipments, e.g. large telescopes and particle accelerators, are likely shared within a 
research community and are among the main drivers for collaborations, data share and reuse are 
expected to be common, particularly in ―big science.‖ (Borgman, Wallis, & Enyedy, 2007; 
Borgman, Wallis, Mayernik, & Pepe, 2007). The term ―reuse‖ in this study means more than 
―share and access‖ as implied in previous studies. In the new paradigm where data are always 
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accessible, reusing data should be based on existing scientific knowledge associated with these 
data. Thus this study extends the concept of ―reuse‖ to ―reconstruct‖, referencing construction of 
the same data used in existing studies (or in specifically this scope, papers). Therefore for ―reuse‖ 
of data, it is necessary to check the possibility of reconstruction of the same research data.  
RQ3. Is it possible to reconstruct the same research data based on the description in the 
paper? 
 
Visionaries of the ―fourth paradigm‖ also see the opportunities of integrating vast, globally 
distributed scientific data and knowledge repositories to provides scientific and non-scientific 
communities with persistent access to distributed data and knowledge routinely, transparently, 
securely, and permanently(Borgman, 2007; Hey & Trefethen, 2003; Van de Sompel & Lagoze, 
2009). Such integration of data and knowledge requires a linkage mechanism between scientific 
data and other artifacts, such as publications, which still form the major rendezvous for scholarly 
communication. Although automatically extract scientific data IDs and names are popular 
practices in many digital libraries, however, no empirical studies have been carried out to 
investigate the possible linkage mechanisms exists in publications in the new data-intensive 
science project. Therefore this study investigates possible linkage mechanism reported in SDSS 
publications to their data sources. 
RQ4. Is it possible to create a linkage of the data that were used in scientific publications 
to the sources where the same data can be retrieved?  
 
1.3.3 Module B: Data Seeking Behavior 
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The SDSS SQL query logs are a rich information source that contains the general users‘ data 
accessing activities. Analyzing the data, however, is challenging due to its huge volume and its 
heterogeneous features. Both statistical methods and advanced data mining methods require a 
clear understanding of the log data first. Thus this module adopts a data-driven research 
philosophy, and research questions of this module are exploratory in nature. 
Previous studies of SDSS logs (Abdulla, 2005; Chatzopoulou, Eirinaki, & Polyzotis, 2009b; 
Singh, et al., 2006; A. R. Thakar, 2008) mainly used statistical methods to analyzed SDSS logs in 
different aggregated levels. Methods used in these studies, however, can hardly reveal users‘ data 
seeking behavior because they either relied on assumptions and conjectures that came from 
experiences of other data, or lost the semantic meaning of SQL queries. Therefore, this research 
question seeks to find a novel method for analyzing SDSS data users. And With novel method 
proposed in the RQ6, this research question seeks to profile users in the 5Ws.  
RQ5. How to profile users based on their SDSS data seeking behavior? 
RQ6. What are the data seeking patterns? 
 
While previous studies and above two research questions focus on queries that were executed 
and return to users data or information, there are a certain amount of queries that were rejected by 
the SDSS data archive for execution. Such failures are particularly useful for SDSS data 
managers to understand users comfort with SQL language and to uncover bugs and errors in their 
system (A. R. Thakar, 2008). In the last research question this study endeavors to explore these 
failed queries and reveal their patterns. 
RQ7. Why did queries fail to be executed by the SDSS data archive, and what are patterns 
of these failures?  
 
11 
 
 
1.4 Brief Summary of Conclusions 
In this section, I briefly summarize the major conclusions of this study in terms of key findings 
with reference to the abovementioned research questions. For detailed analyses and discussion 
that lead to these conclusions, readers are referred subsequence chapters, in particular Chapter 3 
for data usage behavior; and refer to Chapter 4 and 5 for data access behavior. 
Data usage behavior 
1. As a large volume of scientific data (primarily observational data) is produced in SDSS, 
researchers that rely on SDSS only intended to leverage the large volume and use more 
data than other cases, e.g. using both SDSS and other data sources. 
2. Using data collected by others, both data collection projects and other researchers, is a 
common data behavior in the SDSS research community 
3. Studies that leveraged a large number of data from multiple large data sources are 
relatively rare. 
4. Scientific publications themselves may be insufficient for linking data. A dilemma exists 
for both personal owned data and large scale public data archive. 
Data access behavior 
5. The SDSS Log Viewer, an interactive visualization tool, enables effective and efficient 
visual exploratory analysis of SDSS query logs. 
6. Automatic query generators dominated the query traffics (in terms of the number of 
queries) to the SDSS data archive, with six common types of simple templates and 
possible parallel queries. 
7. Academic researchers, the target users of the SDSS data, manually queried SDSS 
databases. And their query behavioral patterns are evidently characterized by a possible 
learning hierarchy in terms of Bloom's taxonomy. 
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8. Occasional passing-by users form the majority of data requestors and their query 
behaviors do not follow apparent patterns. 
1.5 Contributions 
This work has advanced our knowledge of data usage and access behavior in dealing with large-
scale data-intensive scientific projects such as the SDSS project in astronomy. As the fourth 
science paradigm is on its way, results from this study could also be applied to other emerging 
data-intensive scientific projects. Novel methods used in this study are also applicable to analysis 
and exploration of other similar massive SQL query data. In summary, this thesis study has made 
three kinds of contributions, namely theoretical contributions, practical contributions, and 
technical contributions.  
1.5.1 Theoretical contributions 
To my humble knowledge, this is the first empirical study of scientific data behavior in the 
new science paradigm. This work has advanced our knowledge of data use and access behavior in 
the new paradigm. Identified generic patterns could serve as theoretical foundations for future 
studies. For example, the results of the volume of data used in SDSS-related publications is the 
first empirical results about to what extent astronomers are be able to consume the large volume 
data a data-intensive project produced. Based on this finding, analyses of similar behavior in a 
longitudinal way may reveal the correlation between data produced and data used. In addition, 
when scientific data keep increasing, the complexity of data themselves and data management 
system will increase too. Therefore data seeking behavior becomes complex as well, which have 
been demonstrated in the SDSS SQL query log analysis. Some information seeking theories help 
to explain patterns observed, but not all patterns. Further analysis of these unexplained patterns 
may lead to new theories or principles of data seeking behavior. 
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Although the major findings are domain-specific, as possible a first empirical study of data 
users‘ data use and access behavior, this study is the first time the questions such as how 
scientists use data and to what extent user access behavior can be profiled based on their sql 
queries have been addressed specifically. 
The SDSS queries are semi-structured text data. The field of visual analytics is in its 
developing stage (Thomas & Cook, 2005), and text visualization has been considered as a 
promising research topic (Jeff. Heer, 2010). This study has developed a new approach to the 
visual analysis of the large amount of semi-structured text data. And similar visual 
representations were also identified in other user-generated text visualization, which will likely 
form a common theme for visualizing semi-structured text data, hence advancing our knowledge 
of how visualization can help explore and analyze this type of text. 
1.5.2 Practical contributions 
Understanding the SDSS data users‘ use behavior could help designers of future data-
intensive scientific projects such as LSST, OOI, to optimize their data management strategy, to 
improve their access interface, and to satisfy the most needed demands of users in the most 
efficient way. For example, the SDSS database system were built and optimized for 20 typical 
queries predicted by a small number of astronomers (Alexander Szalay, et al., 2000). The results 
from SQL query log analysis show a different story. The 20 typical queries may cover manually 
created queries, but not work for the other two types of user groups, particularly for these 
automatically generated queries. For designers of future SQL based data infrastructure, they may 
need to design different policies and processing strategies for different user groups and their 
different data seeking behavior. 
The analytical methods used in this thesis are generic and much of them are applicable to 
other fields because the specific steps in the methods are independent of application domains.  
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Content analysis as a research method has been widely used in mass communication and 
journalism domain. This dissertation study shows the potentials of applying this method to study 
user behavior in both quantitative and qualitative way in scientific publications. Therefore, the 
same content analysis method could be applied to other scientific publications so that results from 
other studies of users‘ data use behavior could be compared to this study and further improve out 
knowledge of this topic. 
As SQL based log data have been seeing in many other domains, such as financial systems 
and network management, methods developed in the visual exploratory analysis of the query log 
data offer new visual means to explore and analyze other similar massive SQL query datasets. 
Previous study has argued that fully automated search, filter, and analysis can reliably work for 
only well-defined and well understood questions. For a massive SQL log dataset, this study has 
proved that visual exploratory analysis could help to understand data and to develop interesting 
research questions for confirmative analyses by using statistical methods and mining algorithms. 
For example, visual exploratory analysis of individual users reveals a possible learning hierarchy 
in terms of Bloom‘s Taxonomy. Then future studies can benefit from these recognized patterns 
and develop automatic and quantitative methods to study users‘ learning patterns in much large 
scale. 
1.5.3 Technical contributions 
The outcome of the visual exploratory analysis of SDSS query log data offers an interactive 
information visualization tool, the SDSS Log Viewer. This tool is available for the SDSS data 
archive managers in Johns Hopkins University and it has been using now. Any researchers who 
are interested in analyzing the large amount of heterogeneous data can use it as well.  
With certain extension of the SDSS Log Viewer, this tool could be used for similar sky survey 
projects. For example, the Large Synoptic Survey Telescope (LSST) project will increase the 
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volume of astronomical data to nearly a hundred times than SDSS. Users of this project will be 
able to see and retrieve LSST data nearly in the same time when data are collected. If they use 
SQL as their data retrieve mechanism, the SDSS Log Viewer could help data managers to observe 
their users‘ data access behavior synchronously so that they can adjust their data publishing 
strategies to accommodate users‘ needs on time. 
In design of the SDSS Log Viewer, this study created a set of Java libraries that are applicable 
to MS SQLServer queries. These libraries, with a few efforts of extension, could be used to 
process, visualize, and analyze other SQL queries, e.g. MySQL, queries, DB2 queries, and etc.  
1.6 The Organization of the Thesis 
Chapter 2 reviews the previous studies on related topics, including the fourth paradigm, 
existing data behavior studies, choice of methodology, content analysis as a research method, 
the previous studies of SDSS SQL logs, log visualization and analysis, and theory of 
information behavior. In chapter 3, I present a content analysis study of SDSS-related 
scientific publications which reveals scientists‘ data usage behavior. In chapter 4, I describe 
the design of SDSS Log Viewer, an interactive information visualization tool, which is used to 
visually explore the SDSS SQL logs. In chapter 5, I present the results of three case studies 
of the SDSS SQL logs, and discussed the user data seeking behavior based upon information 
seeking theories. In Chapter 6, after the two types of data behavior were identified in the 
content analysis study and the visual exploratory analysis, I present an overview discussion 
of users‘ data behavior in the new data-intensive science paradigm. Chapter 7 summarizes the 
thesis and discusses future work. 
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CHAPTER 2: LITERATURE REVIEW 
 
 
 
In Chapter 1, the overall background, research scope, method, data, and questions of this 
dissertation are discussed briefly. In this chapter, details of these topics are fully reviewed to 
show the state-of-the-art. 
This chapter first reviews the related studies of scientific data behavior within the context of 
the fourth scientific paradigm in session 2.1 and 2.2. The second part of this section reviews 
works that are associated with methodology that applicable to this thesis study, including the 
content analysis method and query log analysis. The content analysis as a research method is 
reviewed in section 2.3. Sections about review of query log analysis starts with a review of 
previous studies of the SDSS SQL query logs, and then proceeds with reviews of log 
visualizations and analysis. As there are very few theoretical frameworks that can help to study 
users‘ data behavior, in the last section, I review information seeking behavior theories as the 
theoretical foundation of analysis of users‘ data seeking behavior. 
2.1 The Fourth Paradigm: the Data-intensive Science 
It is widely accepted that current science is facing a data deluge. Scientific data sets on the tera- 
or peta-byte scale are produced on a 24/7 basis, and are widely accessible to not only targeted 
scientific communities, but also to the general public. First christened by Jim Gray, some 
scientists have proposed that current science is stepping into its fourth paradigm (Gray & Szalay, 
2007). After empirical science which appeared a thousand years ago, theoretical science which 
appeared few hundred years ago, and computational science which appeared few decades ago, 
today‘s science is becoming data-intensive science (Bell, et al., 2009; Hey, et al., 2009). 
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Data-intensive science includes three basic activities: data capture, data curation, and data 
analysis (Hey, et al., 2009). The majority of scientific data will come in all scale and shapes, 
covering large international experiments such as those occurred in CERN‘s Large Hadron 
Collider; cross-laboratory, single-laboratory, and individual observation; potentially people‘s 
everyday lives. These data will be captured by advanced sensors and instruments on a 24/7 basis 
like the Large Synoptic Survey Telescope (LSST) project and Ocean Observatory Initiative (OOI) 
project. Soon scientific data archives will become new publishers of scientific artifacts. These 
data archives will challenge data management designers (Alex Szalay & Gray, 2001), such as 
lower speed of I/O compared to the quickly increased speed of CPUs, and lower speed of delivery 
of data online compared to the speed of capturing data (Gray, et al., 2005). Data analysis will 
become close to the data sources, and data sources will not only archive data, but also help users 
to do the analysis if the data volume if extremely large that cannot be transferred into local disk 
via the Internet (Gray, et al., 2005). 
Scholarly communication, including peer review, is also undergoing fundamental change in 
the new science paradigm. Visionaries have seen the crucial roles that public digital libraries will 
play in keeping the scientific data, documents about these data, and scientific discoveries based 
on these data together(Borgman, 2007; Hey, et al., 2009; Pepe, et al., 2009). Semantic linkage 
among the different scientific artifacts could help researchers to traverse among research papers 
to the studied data, and vice verse, or help outsiders of a scientific project to better understand the 
experiment context via reading metadata and data linked records. 
The new science paradigm is still on its way. Call for researches and actions on data capture 
and generation has been well argued in both the US and EU (ESFRI, 2008; Interagency Working 
Group on Digital Data, 2009), and arguments of preserving data has been highlighted too (Alma 
& Shridan, 2008; DCC, 2008). It is until recent that researchers and visionaries provoked the need 
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for study scientific data users (Atkinson & De Roure, 2009; Borgman, 2007; Van de Sompel & 
Lagoze, 2009). Therefore it is not surprised to see only a few studies have focused on this topic. 
2.2 Existing Data Practice Studies 
Existing studies of scientific data practices in the new paradigm have identified practices ranging 
from data collection, to data curation, data sharing, data publishing, and data access(Ailamaki, 
Kantere, & Dash, 2010; Beagrie, Beagrie, & Rowlands, 2009; Borgman, 2007; Doraimani & 
Iamnitchi, 2008; Goldman, Bhatt, & Sieczkiewicz, 2010; Hodge & Frangakis, 2005; Mangiafico, 
2010; Pepe, Mayernik, Borgman, & Van de Sompel, 2010; 2008; Wallis, et al., 2010; Yao & An, 
2004). These practices can be modeled into a scientific lifecycle (Borgman, Wallis, Mayernik, et 
al., 2007; Wallis, et al., 2010). The idea the lifecycle of scientific projects is coined by Christine 
Borgman in her book Scholarship in the Digital Age, in which she evoked the emerging scholarly 
information infrastructure to maintain the links of all kinds of scientific artifacts, range from 
project proposals and plans, to device documents, raw data, processed data, manuscripts, and final 
publication, to facilitate the distributed, data- and information-intensive collaborative research in 
the digital age. The idea of scientific lifecycle is further clarified in a recent work (Pepe, et al., 
2009), and was clearly demonstrated as in Figure 2. (The image was redrawn based on original 
one to avoid copyright issue) 
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Figure 2. Higher-level integrated scientific project lifecycle with value chain of scholarships 
added 
Figure 2 is a simplified vision of the lifecycle based on the two exemplar projects reported in 
(Pepe, et al., 2009). The scientific lifecycle here is defined as ―the socio-technical ensemble of 
activities of a particular field of practice and the associated artifacts.‖ ((Pepe, et al., 2009), p.9) It 
could vary by disciplines, projects, methods, and other practices. The inner loop demonstrates the 
scientific lifecycle associated with a scientific project. The steps of the lifecycle are condensed 
for clarity. The various scientific artifacts are plotted in the outside loop, associated with the steps 
in which they may be created. 
In terms of scientific data, in the initial stage of the cycle, instruments are designed and 
calibrated, and data are captured. In subsequent stages, data are cleaned, processed, published, 
and curated. In later stage of the cycle, data are shared, accessed, retrieved, used, and reused. 
For collecting scientific data, scientific data could come from observations, or simulations 
(Ailamaki, et al., 2010), or experiments and record-keeping (Hodge & Frangakis, 2005). A recent 
report (2008) categorized data collection into three types: scientific experiments, modeling or 
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simulation, and observations. The volume of scientific data from all of these sources keeps 
increasing, and most data are born digital (Ailamaki, et al., 2010; Borgman, 2007). 
After being captured, scientific data can be maintained in a variety of locations and data 
structures. Based on three features of data-intensive research, (Atkinson & De Roure, 2009) 
defined seven categories of scientific data, including 1) Informal local data, 2) Structured local 
data, 3) Informally published data, 4) Community published data, 5) New shared repositories, 6) 
Reference repositories, and 7) Federated reference repositories. In general, data in the seven 
categories could fall into three data domains, named private data domain, community sharing 
domain, and public domain (Borgman, 2007; Mangiafico, 2010). 
The behavior of data curation, sharing, and publishing varies among different data domains. 
In the private data domain, researchers collect data for their own research purposes and hardly 
share with external colleagues. These data are normally stored and used locally, and shared 
among internal team members mainly by emails or portable devices (Beagrie, et al., 2009). In the 
community sharing domain, researchers produce data for their own research but these data are 
then shared with external colleagues through institutional archives (Goldman, et al., 2010), public 
URL, publishers, or network devices (Beagrie, et al., 2009). In the fully public domain, data are 
produced by one group of scientists and mainly consumed by others. Such data are typically 
stored in digital data repositories and distributed through eScience infrastructures or the Internet 
(Borgman, 2007).  
Traditionally, ―big science‖ fields like astronomy have more data in the public domain. These 
data typically have higher degree of instrumentation, and are well documented with context 
information about data collection. ―Little science‖ fields also are experiencing a data deluge, and 
many of these fields demand data publishing for reuse by others (Borgman, Wallis, & Enyedy, 
2007; Borgman, Wallis, Mayernik, et al., 2007; Pepe, et al., 2010; Wallis, et al., 2007; Wallis, et 
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al., 2010). For example, in habitat ecology, researchers generally agree on sharing data for reused 
by others, but show concerns of who to release, to whom, under what condition (Borgman, 
Wallis, & Enyedy, 2007). In terms of using data shared by colleagues, scientists need to assess 
the integrity (Wallis, et al., 2007) and reusability (Faniel & Jacobsen, 2010) of shared data before 
they can trust the data source and pursue scientific questions with these data. 
2.3 Methodology Overview and Choice 
Demonstrated in above studies of data practices in the new paradigm, many methods could be 
applied to study the users‘ data behavior, range from field observation(Ailamaki, et al., 2010; 
Atkinson & De Roure, 2009), to laboratory experiment, interview(Atkinson & De Roure, 2009), 
survey (Beagrie, et al., 2009), content analysis (D. O. Case, 2006), and query log analysis (Lam, 
2008). Qualitative methods such as field observation, interview, and survey have been widely 
used to study human information behavior (McKechine, Baker, Greenwood, & Julien, 2002), and 
can reveal deep information of users‘ behavior at the naturalistic context with users‘ own goal. 
However, hardly can these methods be applied to this study given the difficulties to recruit 
enough number of typical scientists. Because normally the methods to access and analyze 
research data are discussed in scientific publication for allowing peers to reduplicate studies, 
content analysis of scientific literature is turned out to be a proper alternative for this study. 
Section 2.4 will review the content analysis method and its application in scientific publications. 
When scientific data become accessible online, data users will not only be scientists, but be 
anyone that can access to the Internet. Previous studies had revealed that more than 70 percent of 
visits to SDSS web site come from non-astronomers, and the number of visits per months keeps 
increasing (http://skyserver.sdss.org/log/en/traffic/). Those data users‘ behaviors can partially be 
reflected from their data seeking behavior by studying their query log data. However, the huge 
volume of SDSS query log data challenges researchers. Only a few previous studies (Abdulla, 
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2005; Chatzopoulou, et al., 2009b; Singh, et al., 2006) had analyzed SDSS log data even though 
the log data is publically open, and their analysis primarily focused on query recommendation, 
rather than understanding users. (See detailed review in section 2.5) 
Because visualization has been considered as a vital component in the solution of exploration 
and analysis of large amount of data (Keim, Andrienko, Fekete, & Gorg, 2008; Lam, 2008; 
Shneiderman, 2002; Thomas & Cook, 2005), this thesis plans to leverage the power of 
visualization for analysis of the large volume of SDSS query log data. Section 2.6 reviews studies 
in log visualization analysis. 
Although this study does not strictly apply interview and focus group method, a group of 
astronomers have offer a regular discussion with the author about relevant questions of the thesis 
study and offered feedbacks on results, which greatly enhanced the evaluation of both content 
analysis study and the visual analysis. In addition, three data scientists at the Johns Hopkins 
University had helped me during the design and analysis of SDSS SQL query logs through a set 
of interviews and focus group discussions. 
2.4  Content Analysis of Scientific Literature 
This section reviews the general methodology of content analysis, and then focuses on current 
studies that apply content analysis methods to analyze scientific literature, more particularly to 
analyze the data access and analysis behavior in scientific literature. 
2.4.1 Content Analysis as a Research Method 
Dated back to the late 1600s, content analysis has evolved into a common scientific research 
method used by various disciplines (Krippendorff, 2004). This method is mainly employed in 
mass communication and journalism domain for ―objective, systematic, and quantitative 
description of the content of communication.‖ ((Berelson, 1952), p.18). It also becomes a 
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popular, quantitative and qualitative, research method used in the library and information science 
(LIS) domain with varying research goals and objectives (White & Marsh, 2006). 
Not surprisingly, multiple definitions of content analysis exist given it‘s widely used in 
various domains. A recent and widely cited definition by Krippendorff  is ―content analysis is a 
research technique for making replicable and valid inference from text (or other meaningful 
matter) to the context of their use‖ ((Krippendorff, 2004), p.18). The notion of inference is based 
on analytical constructs or rule of inference, which help researchers to move from text to answers 
of research questions (White & Marsh, 2006).   
Although different studies presents multiple, nuanced versions of how to conduct content 
analysis, the basic research design is well established (Zhang, 2007).  
Step one: formulate research questions or hypotheses; 
Step two: define the population based on research interests and select appropriate sample 
from it; 
Step three: define a unit of analysis that can represent the information for analysis; 
Step four: develop a category by which message can be validly and reliable classified, and 
develop codebooks of the categories; 
Step five: train coders to code the sample following the category and to check the inter-coder 
reliability—the degree of agreement among coders; 
Step six: analyze the coded data and draw conclusion. 
The research data of content analysis have gone beyond the original textual scope. In the 
WWW era, the multi-dimensional contents on a Web page also become the data of content 
analysis study (Zhang, 2007). As one of the major communication channels in current 
scholarship, scientific literature was chosen as study data in content analysis for various purposes 
and objectives as well.  
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2.4.2 Content Analysis of Scientific Literature 
Eight papers that apply content analysis method to study scientific literature were identified 
and reviewed (Garner, Davidson, & Williams, 2008; McKechine, et al., 2002; Miller & Kerlow-
Myers, 2009; Plit & Beck, 2009; Potter & Riddle, 2007; Spurlock, Cox, Lewis, & Lueck, 2008; 
Stansbury, 2002; Xue & Yu, 2009).  
Content analysis method has been applied to study scientific literature in various fields like 
management engineering (Spurlock, et al., 2008), public relation(Xue & Yu, 2009), nursing study 
(Lin, Hsieh, & Chuang, 2009), and library and information science(Stansbury, 2002). The study 
purposes vary as well, ranging from paint the whole picture of a research domain (Garner, et al., 
2008; McKechine, et al., 2002; Potter & Riddle, 2007; Spurlock, et al., 2008; Xue & Yu, 2009), 
to study of a specific concept like the ―acculturation‖ in (Miller & Kerlow-Myers, 2009), to study 
of a specific hypothesis like if there is gender different of participants in nursing studies in (Plit & 
Beck, 2009), or to study a specific part of article like statement of research questions in 
(Stansbury, 2002). To the date, very few studies of content analysis have concerned the data 
access behavior in scientific papers, however.  
As reading and coding a scientific literature for content analysis is time consuming and labor-
intensive, a relative large number of coders may speed the process. The number of coders is from 
2 to 10 in the eight surveyed papers.  
Although different in above issues, many content analyses of scientific literature studies used 
one article as the unit of analysis. Then attributes that are associated with the unit, like authors, 
publication years, type of research methods, are coded. While some studies use existing codebook 
developed by previous studies(Stansbury, 2002), others developed their own codebook by reading 
the contents of sample articles (Miller & Kerlow-Myers, 2009). 
25 
 
 
There are mainly two kinds of source of choosing the population of articles. Some studies use 
the ―core‖ or ―prominent‖ journals in their study domain and set up a time frame as population 
boundary (Garner, et al., 2008; Lin, et al., 2009; McKechine, et al., 2002; Potter & Riddle, 2007; 
Spurlock, et al., 2008); meanwhile others retrieve articles from domain specific digital libraries 
(Miller & Kerlow-Myers, 2009; Xue & Yu, 2009). The total number of finally analyzed articles 
varied from tens to nearly one thousand.  
In summary, the content analysis method is a highly flexible research method for both 
quantitative and qualitative studies. It helps researchers to infer the conclusions from the textual 
contents in the study context. Content analysis has been applied into study scientific literature, 
mainly the published papers, for various research objectives and in different domains. This 
method shows great potentials to reveal the data access and analysis behavior in SDSS-related 
publications. 
2.5 Previous Studies of SDSS SQL Query Logs 
The SDSS SQL log data contain useful information about users‘ data seeking behavior and 
system performance, and thus is a rich target for database analysts. SDSS analysts have applied 
statistical methods to analyze SQL log data to manage database systems, e.g. finding overall 
traffic profiles(Singh, et al., 2005), to understand their users, e.g. revealing users‘ level of comfort 
with SQL(A. R. Thakar, 2008), and to help users to use the data archive, e.g. recommending 
similar and validated queries(Chatzopoulou, Eirinaki, & Polyzotis, 2009a). 
Consider SQL queries as text data, Abdulla (Abdulla, 2005) tokenized SDSS queries, and 
parsed query parameters out so that user referred tables and columns can be found out, co-queried 
tables and columns patterns will be known. Abdulla‘s analysis focused on semantic level of the 
SQL queries. Later Singh(Singh, et al., 2006) studied the syntactic level of queries in his study of 
the five year traffics to SDSS portal web site and data archive. By comparing the similarity of 
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queries, Singh clustering SDSS SQL queries into a set of clusters, which reveal query templates
3
. 
With these templates, they detected abnormal traffics, like Bot queries that were not sent from 
human beings rather than Bot agents. Also, such text mining analysis (Chatzopoulou, et al., 
2009b; Singh, et al., 2006) can help novice SQL users to write syntactically correct and 
semantically useful queries.  
Besides the query clustering, these studies also offer a general background of the SDSS data 
users. Singh‘s traffic analysis implied that more than 70 percent of visits to SDSS web portal, the 
SkyServer, come from the non-astronomer users, such as educators and students. Also 
distribution of many visit parameters follows the power law, which could be described as the 
number of a certain kind of visit is proportional to the rank of the parameter values of this kind 
visit. 
To conduct above analyses, SDSS analysts usually issued advanced SQL codes to the log 
database, and extract statistics about query profiles and database usage. If needed, other general 
analysis software such as SPSS and Excel were used to further process extracted results. These 
methods, however, are inadequate for analysis of the SDSS SQL log data. First of all, without a 
clear idea of the log data, particularly, the user-generated queries, analysts have to rely on 
assumptions and conjectures coming from their past experience. For example, it had been 
assumed that people had irregular thinking time (the time between queries) and programs had 
regular thinking time. But when programs need to wait for a previous query to return a non-zero 
row, and then proceed to retrieve data based on the returned rows, such assumption is false. In 
such a case the time interval between queries depends on many factors, such as network traffics, 
database status, and etc., which would cause irregular time delay. 
                                                          
3
 A SQL query template, according to this study, is a ―skeleton of SQL statement with parameter 
replaced with #‖. In the rest of this dissertation, I will use this definition too.  
27 
 
 
In addition, statistic results are meaningless when data values fail to follow required 
distributions. For example, the mean of a group of values will be useless when these values have 
a binomial distribution. In such case, if the analyst can better defined subpopulation boundaries 
by examining the data value distributions, the subsequent statistical analysis would yield more 
meaningful results. 
Furthermore, semantic meaning of user-generated queries is missing during above analyses. 
For example, (Abdulla, 2005) tokenized SQL queries and shuffled them together to get statistical 
distribution of tokens, but the original structure of queries is lost. Query contents reflect the 
encoded astronomical knowledge of users, particularly that of advanced users. If analysts can 
combine their background knowledge of SDSS with query contents, they can not only reveal 
users‘ data seeking behavior, but also infer users‘ data seeking intentions, and so can better 
understand their users and tune the database systems for serving users. For example, some queries 
that consume a majority of database resources might be flagged as anomalies. However, if 
analysts infer that these queries have a good scientific reason, e.g. retrieving all blue galaxies that 
are affected by surrounding galaxies within a certain radius, they could deal with these queries 
differently from anomalies with unfriendly intentions. 
These challenges require an exploratory data analysis of SDSS SQL logs to obtain better 
understanding of the data. Exploratory data analysis advocates studying data to look for patterns 
and form hypotheses before conducting confirmative analyses and reaching final conclusions 
(Tukey, 1977). Because of its capability to amplify human cognition, visualization plays an 
important role in exploratory data analysis (Lam, 2008). As demonstrated in previous log 
visualization and analysis (see the next section for details), visualization techniques help to 
explore various log data, hence becoming a promising method for understanding the users‘ data 
access behaviors even without well-defined hypotheses or research questions. Results from visual 
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exploratory analysis, however, could form well-defined hypotheses or research questions for 
future confirmative analyses. 
2.6 Log Visualizations and Analysis 
Log data provide valuable insight into understanding users, network, and their interactions 
(Chi, 2002; Jansen, 2006; Lam, et al., 2007). Visualization has been widely employed to explore 
and analysis log file for different purposes. Existing system and techniques normally support 
human-based log and computer-based log which are mainly a sequence of actions or a set of 
query terms.  
However, the SDSS query log consists of a large number of SQL queries. A SQL query itself 
is could be a semi-structured text data unit. Therefore visual analysis the SDSS SQL query log 
could be a particular case of text visualization, which focuses on semi-structured text data.  
This session first review the existing log visualization and analysis works based on two 
different types of log data, named human-generated log, and machine-generated log. Then in 
order to better design a system for SDSS SQL log visualization, a systematic review of text 
visualization is performed in the second part. 
2.6.1 Existing Works for Log Visualization and Analysis 
2.6.1.1 Human-generated log 
Human-generated log include mainly two categories: Web clickstream, and search session 
log. While Web clickstream records users‘ browsing history within a web site or among different 
sites, search session log contain users‘ search contents, which are normally free text sent to a Web 
search engine like Google or Yahoo, and users‘ following result clicking behaviors. In the Web 
2.0 era, tremendous text contents have been created by users, 
User-generated Text Contents 
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In the Web 2.0 era, tremendous text contents have been created by users, and also been 
visualized for various research purposes. Due to its popularity and availability of data, text 
contents of Wikipedia attract many visualization studies such as (Balakrishnan, Kiesler, Kittur, & 
Fussell, 2010; Brandes & Lerner, 2008; D. Fisher & Dourish, 2004; Iba, Nemoto, Peters, & 
Gloor, 2010; Otjacques, Cornil, & Feltz, 2009; Suh, Chi, Kittur, & Pendleton, 2008; Viegas, 
Wattenberg, & Dave, 2004; Viegas, Wattenberg, Kriss, & van Ham, 2007; Wattenberg, Viegas, 
& Hollenbach, 2010). While many of these studies focused on metadata of Wikipedia entries such 
as authors (Balakrishnan, et al., 2010; Brandes & Lerner, 2008; D. Fisher & Dourish, 2004), 
editing frequencies(Suh, et al., 2008), and etc., a few traced the revision history of text contents 
(Viegas, et al., 2004; Viegas, et al., 2007; Wattenberg, et al., 2010). For example, history flow 
system (Viegas, et al., 2004; Viegas, et al., 2007) divides text of a Wiki document into segments, 
and then represents each segment as a bar and color-codes these bars based on their authors, 
hence transforming a Wiki document into a line composed with color-coded bars whose length 
are proportional to lengths of their corresponding segments. Different revision versions become a 
set of lines. Alignment of these lines based on their revision time helped analysts to revealed 
cooperation and conflict patterns. Later the same visual encoding strategy was used in the 
chromogram visualization for transforming words into images (Wattenberg, et al., 2010). 
Similar to Wiki documents, revision and editing of software codes are common. Visualization 
methods have been used to illustrate software codes‘ revision and editing history too. For an 
overview of software visualization, readers can refer to (Deihl, 2007) (chapter 1). Exemplar 
studies like (Eick, Steffen, & Sumner, 1992; Gilbert & Karahalios, 2007) tokenized codes into 
pieces and color-coded these pieces based on features related to analysis tasks.  
These studies show a common method for transforming text contents into images to reduce 
recognition load from reading text to looking images. Textual contents are first divided into 
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tokens such as paragraphs, sentences, and words, and then colors are assigned to these tokens 
based on features related to targeted analysis tasks such as revision times and authors. For 
visualizing these color-code tokens, various shapes are used, such as lines in (Viegas, et al., 2004; 
Viegas, et al., 2007), rectangles in (Wattenberg, et al., 2010), areas in (Gilbert & Karahalios, 
2007), and ellipses in (Otjacques, et al., 2009). Based on other features such as temporal relation, 
aligning these shapes then creates visualizations, which show patterns, trends, and anomalies. In 
this study we adopted this visual encoding method in our SQL Content View to represent user-
generated SQL query contents. 
Recent years have seen dramatically increasing of user-generated contents at social media 
platforms such as Twitter and Facebook. Visualizations of these short and sometimes compact 
texts can increase awareness of ongoing events (Dork, Gruen, Williamson, & Carpendael, 2010) 
or analyze news stories (Diakopoulos, Naaman, & Kivran-Swaine, 2010). A common approach 
used in these studies is to represent time as a linear ordered axis and plot volume of events in 
stacked areas. Text contents are usually represented by a small number of topic terms, which are 
plotted within or outside stacked areas. Similar visualization methods have been used to analyze 
time-oriented events data like ThemeRiver(Havre, Hetzler, Whitney, & Nowell, 2002), 
EventRiver(Luo, Yang, Fan, Ribarsky, & Luo, 2009), and TIARA(S. Liu, et al., 2009).  
Different from SQL query contents, user-generated social media contents are usually in the 
form of free text and lack of structures. Therefore, a ―bag of words‖ method is used to extract 
topic terms to represent a collection of documents. SQL queries have clearly defined structures. 
Semantic meanings will be lost without support of these structures. In our application, the ―bag of 
words‖ method thus is inappropriate. 
Web Clickstream 
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Many studies and system focused on analyzing users clicksteam for usability improvement 
(Chi, 2002; Cugini & Scholtz, 1999; Hochheiser & Schneiderman, 2001; Waterson, et al., 2002; 
Wong & Marsden, 2001), traffic monitoring (Chi, 2002; Pitkow & Bharat, 1994), understanding 
users‘ information foraging behavior(Pirolli & Card, 1999; Wexelblat & Maes, 1999), mapping 
Web site‘s structure(Pitkow & Bharat, 1994), and mapping the science structure (Bollen & van de 
Sompel, 2006).  
As Web sites normally have a hierarchical structure, tree structures such as hierarchical tree, 
tree map, and radial tree have been widely applied in Web clickstream visualization. For 
example, Chi (Chi, 2002) visualize the Xerox‘s site with disk-tree (one kind of radial tree), and 
encoded the clickstream traffic with colors, so that the users‘ browsing stream, frequency, and hot 
traffic stream can be revealed and analyzed. Similar systems include VIZVIP (Cugini & Scholtz, 
1999), radial tree in (Wong & Marsden, 2001), hierarchical tree in WebQuilt (Waterson, et al., 
2002). Web clickstream can also form a loop, so network visualization was applied too as in 
WebViz, WebQuilt, and Clickestream Mapping of Science (Bollen & van de Sompel, 2006). 
Beside hierarchical visualization, clickstream data are also visualized with multiple coordinate 
views such as scatter plot in (Hochheiser & Schneiderman, 2001) to reveal the correlation 
between different attributes of clickstream like visit time, URLs, hostnames, and etc. 
In general Web clickstream logs contain paths of a fixed set of web pages, thus having 
different features from the SDSS SQL query logs. Existing systems are inadequate for visually 
exploring the SQL log data. 
Search session log  
Search session log contains sessions, time-stamped sequence of events, which corresponds to 
a user action, like submitting a query to Web search engines or clicking on a retrieved result 
(Lam, et al., 2007). Search session log is also called transaction log by some researchers (Jansen, 
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2006). Given the rich contents of search queries, major search engine companies, like Google, 
utilized these log data to understand their users search behavior. Results of these analyses can be 
used for query recommendation and for academic research, such as Google Trends 
(www.google.com/trends). 
Non-visual methods have been widely used for analysis of search session log (Jansen, 2006). 
Recently few visualization of session log appears. An exemplar study is the Session Viewer 
(Lam, et al., 2007), which is particularly targeting exploration of large amount of session log data. 
Session Viewer integrates two analysis levels of session log, namely detailed-session analysis and 
statistical-aggregated analysis, into multiple coordinated views so that analysts can directly 
explore, manipulate, and search session log at different levels. Figure 3 shows the major Graphic 
User Interface (GUI) of the Session Viewer. 
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Figure 3. Major interface of Session Viewer containing multiple views of session log data at 
different analysis levels (adopted from (Lam, et al., 2007)) 
 
 
 
Session Viewer visualizes a set of events in a session with a stack of colored rectangles (see 
the ―Multiple view‖ in Figure 3). Each event is represented by a rectangle and color-coded 
according to the category the event belongs to, and the sequence of rectangles follows the event 
sequence in a session. This visual encoding method quickly shows session structures. 
2.6.1.2 Computer-generated log visualization and analysis 
Computer-generated log mainly comes from the events that occur within a system or 
network, such as network traffic, FTP server activities, and etc. Many network management and 
administrative systems require exploration and monitoring this log for administrative purpose, 
such as traffic monitoring, intrusion detection, and among others. Exemplar studies include 
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visualization of event log clusters in LogView (Makanju, Brooks, Zincir-Heywood, & Milios, 
2008), visual browsing computer-log files in MieLog (Takada & Koike, 2002), and NFlowViz 
(Mansmann, Fischer, Keim, Pietzko, & Waldvogel, 2009). The typical analysis goal of computer-
based visualization is detecting anomalies, instead of understanding users. 
Some features in computer-based logs are similar to SQL query logs, e.g. attributes about 
performance and access information. Therefore design for computer-based log visualization also 
helps this study. For example, LogView (Makanju, et al., 2008) clustered system events into a 
few groups and visualized those groups and individual events in a squerified treemap. A group 
forms a rectangle composed by smaller equal size rectangles that represent individual events, and 
these groups are color-coded based on its cluster size. Interactions such as dynamic queries help 
to set individual events visible so that correlated between other features and event clusters can be 
identified and anomalies can be spotted. In addition, although MieLog‘s (Takada & Koike, 2002) 
color-coded text bars are based on pre-calculated anomaly values, its four layer-hierarchical view 
for displaying log files is quite useful to manage log hierarchies. 
2.6.1.3 Visualizing SQL Queries 
Non-visual analyses of SQL queries for database tuning or query optimization are common 
research activities. But visualizations of user-generated queries are rare except for a few studies. 
QueryScope (Hu, Chang, Lang, Ross, & Zhang, 2008) visualized the nested structure of a query 
and its subqueries (queries within a query). A query and its subqueries are represented by circles. 
Tables in queries are represented by filled circles within query circles and color-coded based on 
their features. Based on this visualization, patterns of nested structures can be easily explored. 
Because QueryScope used multiple circles to represent one query, which require more display 
space than rectangle bars, it can hardly be scaled up for displaying tens of thousands of queries. 
Therefore this visual encoding method is not well-suited for SDSS log analysis. 
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2.6.1.4 Summary of log visualization and analysis 
The SDSS SQL log data were created by users, hence falling into the human-generated log 
data category and they are also similar to user-generated textual contents. Compared to 
clickstream log and search session log, SDSS SQL query logs have some similar features like the 
temporal features, categorical features, and also SQL queries have semantic meanings similar to 
semantic meanings that query terms in search session logs and user-generated textual contents 
have. However, SDSS SQL query has several significant differences from search session log. 
First, session logs and user-generated contents are normally free texts, while SDSS query is semi-
structured text with fixed grammar and logics; second, session log analysis is more interested in 
the following result click behavior, which the SDSS query log does not include such behaviors; 
and third, session log normally has clear session ID to identify a session, but SDSS query log 
does not have this privilege that could record one unique user‘s session. So far IP address is the 
only identifier to separate users. 
In addition, although many studies exist for visualizing and analyzing log data, most of them 
are focusing on usability improvement for design purpose, or traffic monitoring, rather than 
understanding users‘ data access behavior. The Web clickstream visualization reveals users‘ 
browsing history, not data access behavior. While session log analysis is more like to know how 
users follow the ranked search result links. Given that a SQL query or a group of queries reflect 
users‘ data access intents which are represented in the parameters and the analysis functions, the 
SQL query has more semantic meanings than general query terms sent to search engines. Because 
SDSS adopts a ―bring the analysis to the data‖ philosophy, it allows analyses of scientific data to 
be conducted within its databases to avoid unnecessarily moving huge amount of data. Therefore 
these user-generated queries can be considerably complex, including not only data search queries, 
but also queries that require server side analysis activities.  In this sense, the SDSS SQL queries 
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could be considered as semi-structured text data that reflect users‘ data seeking and analytic 
interests. 
2.7 Theories of Information Seeking Behavior 
As reviewed in previous sections, it is until recent that scientific data behavior is studied. 
Therefore, it is unsurprised that there is no theories have been proposed to specifically explain, 
model, and predicate human beings‘ data behavior except a few studies that concerns the data 
share and data open incentives and disincentives (Borgman, 2007). In information science 
domain, however, human information behavior (HIB) has been studied for years(K. Fisher, 
Erdelez, & Mckechnie, 2005). Some theories associated with information seeking have the 
potentials to explain, model, and predicate human data behavior. This section reviews these 
studies, which have been applied to explain users‘ data seeking behavior revealed in SDSS SQL 
query log analysis
4
.  
Seeking information is one of the most common behaviors studied in library and information 
science domain. Wilson (Wilson, 1999) defined information seeking behavior is a subclass of 
human information behavior and a superclass that contains information search behavior. Wilson 
framed information seeking process is a problem-solving process, including four stages: problem 
identification, problem definition, problem resolution, and solution presentation in a chain and 
each subsequence stage can return to its previous stage, therefore forming feedback loops 
(Wilson, 1999). The problem-solving process, in microscope levels, includes one or more 
information-seeking episodes through which human progress at different stages, adopt different 
strategies, and exhibit different information behaviors.  
                                                          
4
 It should be noticed that there are many theories of HIB. For a comprehensive review, please refer (K. 
Fisher, et al., 2005). Because this study is an exploratory and data-driven research, it is always a retro-
perspective view to find and review theories of HIB related to patterns that were revealed from my 
analyses. 
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Kuhlthau (Kuhlthau, 2004, 2005) and Ellis(Ellis, 1989, 2005) each had proposed a type of 
information-seeking episodes. Kuhlthau found that the information-seeking process of library 
patron have six clearly defined stage related to cognitive, affective states, and search activities of 
the users, including Initiation, Selection, Exploration, Formulation, Collection, and Presentation. 
When users proceed through the seven stages, their cognitive feelings shift from uncertainty, to 
eventually satisfaction. And their thoughts become specificity from original ambiguity. In 
addition, they will seek more pertinent information than seek relevant information. Resulting 
from a set of empirical studies of various domains, Ellis (Ellis, 1989, 2005) defines the 
information seeking behavior with a small number of activities rather than stages. These activities 
include Starting, Chaining, Browsing, Differentiating, Monitoring, and Extracting, which are 
common behaviors that observed and concluded from a large set of activities occurred in multiple 
domains. In general, Ellis and Kuhlthau‘s models describe behaviors occurred within one loop of 
a problem-solving stage defined by Wilson. 
It should be noticed that stages in above models may not always be involved with information 
retrieval (IR) systems. The interactive search sessions, depicted in interactive IR models, take 
place within information seeking process, particularly, within Problem definition and problem 
resolution stages in Wilson‘s model (Spink, Wilson, Ford, Foster, & Ellis, 2002a). Various 
interactive IR models have been proposed, such as Ingwersen‘s Cognitive Model of IR 
Interaction (Ingwersen, 2005) and Saracevic‘s Stratified Model of IR Interaction (Saracevic, 
1996). The interactions between participants, users and computers (systems) form a dialogue 
through an interface. The key elements of these IR models also include users‘ cognitive space, the 
situations that users exist, and the environment where information search sessions occurred.  
When going down to single searches, previous studies (Spink, Wilson, Ford, Foster, & Ellis, 
2002b) had identified that end-users perform different search sessions overtime, which form the 
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Successive Search Episodes. In users‘ information searching process, successive IR searches are a 
fundamental aspect of users‘ behavior. Spink (Spink, et al., 2002b) defines a search episode as a 
user interaction with either a single or multiple IR systems separated by a time unit for evaluation 
of the previous search episode before embarking on a new search episode. Within a single and a 
set of successive search episodes, users‘ feedback type and search term selection strategies could 
change (Spink, 1996). 
In summary, above theoretical framework shows a four layers model of information seeking 
behavior. On the top layer is the problem-solving model, which defines the four stage of solving 
human problem when information is needed. The second layer is information seeking models that 
describe different activities and cognitive states users have during the process of seeking 
information. The third layer is constituted by successive search episodes and the time interval 
between these search episodes. The lowest layer is one search episode that contains users‘ 
interactions with various IR systems. 
Although this theoretical framework is used to explore, model, and predicate human 
information behavior, it also shows possibility to study users‘ data seeking behavior. In terms of 
problem-solving, SDSS primary users, the scientists, want to find the right data that can help 
them do study astronomical problems. Therefore their data seeking process is indeed problem-
solving oriented. In addition, SDSS produces tremendous astronomical data, finding the data 
relevant to users‘ research tasks depends on users‘ judgment. In such case, data seeking has a 
similar ―relevance‖ feature as information seeking. 
Besides users‘ cognitive space and seeking activities studied in above framework, there is 
another theory that discussed users‘ effort spent on information seeking is worth to be reviewed 
here. When users search information, they normally follow the ―principle of least efforts‖, which 
was originally used by Zipf (Zipf, 1949) to describe various physical and social phenomena that 
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the frequencies of events and the rank of events have correlations that follow a power law 
distribution. In terms of human activities, the principle of least effort premise that in performing 
tasks individuals adopt a course of actions that will expand the probable least average of their 
work — the least efforts. Later Case (D. Case, 2005) and Mann (T. Mann, 1987) observed the 
same phenomenon occurred to library patrons when they seek information. He found an 
information seeking client will tend to use the most convenient search method, in the least 
exacting mode available. Information seeking behavior stops as soon as minimally acceptable 
results are found. This theory holds true regardless of the user's proficiency as a searcher, or their 
level of subject expertise. Also this theory takes into account the user‘s previous information 
seeking experience. The user will use the tools that are most familiar and easy to use to find 
results. 
Given the tremendous volume of SDSS data, seeking data that is of interest of users require a 
lot of efforts. Thus I expect such the principle of least effort might be observed in users‘ SDSS 
data seeking activities. 
2.8 Bloom’s Taxonomy of Knowledge Learning 
In the emerging data-intensive science paradigm, as data volume increase, the complexity of 
data management systems, e.g. database, and data analysis tools also increases. To benefit from 
the huge volume of scietific data, users not only need to learn domain knowledge of collected 
data, but also need to learn the data management system and data analysis tool. Therefore to 
better understand their data behavior, particularly, their learning behavior about data, it is 
necessary to review some theories of learning.  
One of well adopted learning theories is Bloom‘s learning taxonomy(Bloom, Engehhart, 
Furst, Hill, & Krathwohl, 1956). In this education objective taxonomy, Bloom pinpointed six 
stages of cognitive learning processes: Knowledge, Comprehesion, Application, Analysis, 
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Synthesis, and Evaluation. These six stages are ordered from simple to complex and from 
concrete to abstract, hence forming a hierarchy of learning and assuming each simpler stage was 
prerequiste to mastery of the next more complex one.  
―Knowledge‖ is associated with recall data or information; ―Comprehension‖ means 
understand the meaning, translation, interpolation, and interpretation of instructions and problems; 
―Application‖ refers to use a concept in a new situtation or unpromoted use of an abstraction; 
―Analysis‖ means separates material or concepts into component parts so that its organizational 
structure may be understood; ―Synthesis‖ refers to build a new structure or pattern from diverse 
components or put parts together to form a whole; ―Evaluation‖ means make judgements about 
the value of ideas or materials. (Bloom, et al., 1956) 
Since the taxonomy appearance, various revisions and improvements had been made. One of 
the newly revised version is shown in Figure 4, which is redrawed based on (Anderson, et al., 
2000; Krathwohl, 2002). 
 
 
 
 
Figure 4. The hierarchy of Bloom‘s learning taxonomy and proposed detailed 
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In this revision version of Bloom‘s taxonomy, the hierarchy of six stages is put into four 
levels and named after verbs. Stages of Analyze, Evaluate, and Create, which are equal to the 
original Analysis, Evaluation, and Synthesis, stay on the top of this hierarchy, followed on the 
lower levers by Apply, Understand, and Remember, equal to the original Application, 
Comprehension, and Knowledge respectively.  
This version considers the top three stages to be actually parallel stages, therefore should be 
on the same level. 
2.9 Summary 
In this chapter, I reviewed the concept of the fourth paradigm, called the data-intensive 
science, and the major components that form this paradigm. In the emerging paradigm, as 
visionaries noticed, users‘ data practices are essential to make sure cyber-infrastructure useful. 
Existing studies, which are reviewed in the section 2.2, focused on data collection, curation, 
publications, and sharing. But a few answered how users actually use scientific data and how they 
access these data, hence leading to the need for studying these two topics reported in this 
dissertation. To study the two topics, two methods, content analysis of scientific literature and 
visual log analysis, were chosen and the rationales were discussed in section 2.3. In section 2.4 I 
reviewed the existing studies that applied content analysis method to study scientific literature. 
And in section 2.5 and 2.6, I reviewed the studies of SDSS SQL query logs and the challenges 
these studies faced, which leads to my solution of these challenges, Visual Exploratory Analysis 
(VEA). As data seeking behavior is a relatively new concept, so far rare theories can be found. 
But information science domain have developed rich theories about information seeking 
behavior, which have the potentials to help explain users‘ data seeking behavior and are reviewed 
in section 2.7. For better seeking and using SDSS data, users may need to learn not only domain 
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knowledge but also the data source. In section 2.8 I reviewed one popular theory of learning, the 
Bloom‘s Taxonomy and one of its new revisions. 
In the next chapter, I will introduce the first module of this dissertation, the content analysis 
of SDSS-related publications. The main goal of this content analysis study is to investigate 
scientific users‘ (in the scope of this dissertation are astronomers) data usage behavior manifested 
in their publications. Details of the method, procedures, materials, results, as well as conclusions 
will be covered in the next chapter. 
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CHAPTER 3: DATA USAGE BEHAVIOR OF SCIENTIFIC DATAUSERS 
 
 
 
As revealed in the previous chapter, very little is known about users‘ data usage behavior in the 
new paradigm. To fill this void, in this chapter a content analysis was conducted.  
3.1 Introduction 
Current science is entering into its ―fourth paradigm‖ of data-intensive science (Hey, et al., 2009). 
Scientific fields such as physics, astronomy, and genomics, have led the way to construct 
repositories and tools to address this paradigm. Data sets on the tera- or peta-byte scale are 
produced on a 24/7 basis, and are preserved and curated in scientific data archives and 
repositories for researchers from various research communities (Gray, et al., 2005; Hey & 
Trefethen, 2003). 
Today, when the ―fourth paradigm‖ becomes close to the reality (in some fields, at least), and 
many scientific data and knowledge repositories were constructed, it is necessary to review the 
data practices occurred in real scientific data projects. Such review could serve as the foundation 
for evaluation of current projects and lessons learned could benefit design of future eScience 
infrastructures. 
Existing studies reviewed in the chapter two have revealed many insights about scientific data 
practices most of which focused on the initial and early stages of the data life cycle. A little is 
known about how scientific data are actually used, particularly, in ―big science‖ fields in which 
digital data repositories were constructed and deployed for a while. Reviews of what really 
happened could serve as a basis for evaluation of current data infrastructure and examine whether 
presumptions are true and whether visions have become reality. And lessons learned from 
existing practices could be used for construction of future digital data libraries. 
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Although being frequently presented in data practice studies before, the term ―data use‖ is 
rather general and lack of specified scope for research purposes. This study chooses one scientific 
paper as a unit for studying data use in that one paper is normally involved with the overall 
process of using scientific data, and by using one paper as a unit, results of data use could be 
synthesized and compared systematically. 
The term ―reuse‖ in this study means more than ―share and access‖ as implied in previous 
studies. In ―big science‖ where data are always accessible, reusing data should be based on 
existing scientific knowledge associated with these data. Thus this study extends the concept of 
―reuse‖ to ―reconstruction‖, referencing reconstruct the same data used in existing studies (or in 
specifically scope, papers). 
Our research questions from RQ1 to R5 address the later stages of the data life cycle in which 
data shared or published, accessed, used, and reused. These questions can be categorized as 
following three types: 
Data source: What data are generated? Who generate? Where do data stored? Are data 
published or shared? 
Data volume: How many data are used? In what scale are data used? What are data volumes 
in an analysis population and sample? 
Data reconstruction: Is it possible to regenerate the same data used in the existing paper? 
What mechanisms exist for facilitate reconstruction? What are other factors that impact 
reconstruction? And for reconstruction of the research data, is it possible to create a linkage of the 
data that were used in scientific publications to the sources where the same data can be retrieved?  
The rest of this chapter elaborates the content analysis study. Section 3.1 relates the details of 
method, including its processes and the coding book developed for analysis. Section 3.2 list 
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results of this study. Section 3.3 discusses the results and proposes users‘ data usage behavior. 
Section 3.4 concludes this content analysis study. 
3.2 Method: Content Analysis of SDSS Publications 
In this section we deliberate our methods in three subsections after a careful justification of 
the choice of our method. In the first subsection, we introduce the code book used in this content 
analysis. Then we brief the overall process of our content analysis. In the end, inter-coder 
reliability is presented.  
Survey and interview are two of the most common research methods for studying users‘ 
information behaviors (McKechine, et al., 2002). It is difficult, however, to recruit enough 
participants for surveys or interviews in this study given that most of targeted researchers are in 
external institutes. Thus we turned to scientific publications, which form the main channel of 
scholarly communication. In addition, we conducted a small focus group study with three 
astronomers in our institution (led by Dr. Michael S. Vogeley at the Department of Physics, 
Drexel University) for development of the code book for this content analysis. When results were 
derived, a post-study interview was conducted with the same astronomers for more insights of 
these results. All study materials and research data are available online
5
. 
3.2.1  Procedure of the Content Analysis 
Figure 5 depicts the overall procedure of the content analysis, which including four stages. 
 
 
 
                                                          
5
 http://nevac.ischool.drexel.edu/~james/ContentAnalysis/SDSSCA.html. 
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Figure 5. Content analysis study procedure, which includes four stages. 
 
 
 
In stage I, I collected SDSS-related documents from NASA ADS (adswww.harvard.edu) 
digital library, which primarily archives astronomy and astrophysics scientific documents. I 
retrieved SDSS-related documents up to Sept. 26th, 2009 via searching ―SDSS OR (Sloan AND 
survey)‖ in documents‘ title and abstract. A total of 2,632 records of publications were retrieved, 
and all bibliographic information of publications was stored in a local database. Then 200 papers 
were randomly sampled and full texts of these 200 papers were downloaded for content analysis. 
As NASA ADS contains non-refereed documents, such as conference abstracts, the 200 
publications were chosen from refereed journals only. 
In order to design code book of this content analysis, in stage II, 20 papers were chosen from 
the 200 samples and were carefully studied to design the code book. I also conducted a small 
focus group discussion with three astronomers to identify the major coding contents, like what the 
units of analysis are, what should or could be coded, the major concepts, and coding rules. The 
major contents of the code book are described in the next section. 
In stage III, besides me, two additional coders were recruited for coding SDSS papers. Both 
coders are senior students and had worked for SDSS project before, therefore having background 
knowledge of astronomy and SDSS data. The two coders were required to carefully read the code 
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book. I answered questions about the code book raised by the two coders. Then the two coders 
and I separately coded the 20 sample papers used in initial code book design as a pilot study. 
Inter-coder reliability of coding results was checked. And we discussed the major inconsistent 
results and agree on new coding rules in a follow-up training. The new coding rules are described 
in Appendix A.3. 
In the final stage, the first author coded all 200 sample papers, while each of the other two 
coders coded 100 papers because the workload of coding 200 papers is too heavy to integrate into 
their schedule. Second round inter-coder reliability was checked between the two coders and the 
first author after coding 30 papers. A discussion was conducted to improve consistency among 
coders and newer coding rules were created. The new coding rules are described in Appendix 
A.3. All coding data were collected in an Excel spread sheet. I use statistics package, SPSS, and 
an ACCESS database to analyze these results. 
3.2.2 Code Book of the Content Analysis 
In order to conduct this content analysis, we designed a  code books (or called code schemas) 
which contains definitions of basic concepts and terms, the coding process that coders should 
follow, questions that coders will answer and explanation of these questions, and relevant and 
valid categories that coders will chose to answer some questions. The rest of this subsection 
highlights some key parts of the contents of our code book for readers to easily understand results 
presented in following sections. Details contents of the code book could be found in Appendix 
A.1. 
3.2.2.1 Basic concepts 
The key concepts used in this study include the ―unit of analysis‖, ―data‖, ―data source‖, ―object‖, 
―population‖, ―sample‖, ―access‖, and ―preprocess‖. 
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Unit of analysis in this study is a SDSS-related paper, including its full-text contents and 
associated bibliographic features, like publishing time and journals, number of citations the paper 
received, and if the paper peer-reviewed. 
Data in this analysis means observational data collected by astronomical devices, like 
telescopes, CCDs.  
A Data source refers to a unique set of data collected by various astronomical projects and 
studies, such as the Sloan Digital Sky Survey or Asteroid Database. One paper could use multiple 
data sources. 
An object means an astronomical item with certain properties, like asteroids, stars, galaxies. 
One object could contain a lot of other objects. For example, a galaxy includes millions of stars. 
Therefore when count the number of objects used in a data source, the object refers to the major 
item that a study analyzed. For instance, if a paper focused on galaxies, the number of galaxies is 
the number of objects, rather than the number of stars in those galaxies. 
Population referred in one data source means the targeted objects or coverage of the data 
source, e.g. all galaxies in the Northern sky covered by SDSS or the total coverage areas (e.g. 
6000 square degrees); while sample refers the object actually used in analysis, e.g. all galaxies 
with redshift larger than 5 in DR4. 
Access refers to obtaining astronomical data from data sources. 
Preprocess refers to the efforts spent on extracting, cleaning, and calibrating data from 
population in order to produce sample data. 
3.2.2.2 Coding process 
The process of coding one paper includes three steps.  
Step 1: Coders should read the paper‘s title and abstract in details, hence knowing the general 
context of the paper. 
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Step 2: Coders could skim over the coded paper, but need to read through ―introduction‖ 
section and ―sample‖ or ―data‖ or ―method‖ section so as to have confidence of coding the paper. 
Step 3: Once finish reading the paper, coders start to code the paper by answering a set of 
questions and record their answers. During the coding, if there is any confusion, coders need look 
into the paper for finding answers. For the clarity of definitions of categories, coders need to 
check code book. 
3.2.2.3 Major Questions coders need to answer 
A set of questions that could reveal data usage behavior was designed for coders to find answers 
from the coded papers. Here list the questions related to results for readers to easily understand 
results. For all questions, please see the Appendix A.2. 
The question about paper type 
Coders first need to identify the type of papers from six categories: ―Theoretical paper‖, 
―Discovery paper‖, ―Analysis paper‖, ―Method paper‖, ―Observational paper‖, and ―Others‖. 
Each category is explained as below. 
1. ―Theoretical paper‖: Study theories, models, parameters, and etc.  
2. ―Discovery paper‖: Discover previous unknown or undetected objects. 
3. ―Analysis paper‖: analyze various properties of objects based on SDSS or other survey‘s 
data. 
4. ―Algorithm (or Method) paper‖: Introduce an (or a set of) new algorithm(s) or new 
methods, and tested with SDSS data. 
5. ―Observational paper‖: Introduce new observation to objects that have been observed 
before, and not new discovery. 
6. ―Other paper‖: This type paper can hardly be assigned to the above categories, mainly 
including technical report papers, data release papers, review papers, and etc.  
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Coders need to make subjective judgment. They can choose at most two categories from the 
six categories and assign each category a percentage of which the coded paper contributes to this 
category. For example, a coded paper could fall into ―Analysis paper‖ and ―Observational paper‖, 
and 70% of the paper contributes to analysis and 30% to observation. And when I did analyze, the 
final category of this paper is assigned to the category with higher percentage. 
The Question about directly use data or not 
For each paper, coders need to judge if the paper DIRECTLY used data or not. If used, 
coders need to identify how many data sources were used and what were they. The name of a data 
source normally follows authors‘ description in their papers. Later, the name of the same data 
source with different appearances is unified. For data that were collected by the authors for their 
studies, we named the data source as ―Their own data collection‖. For the data that referred in 
previous studies, we name the data source as ―Referred to previous studies‖.  
The Question about data sources 
For each data source that was identified in a paper, coders need to assign a category to it from 
six types, including ―Open data archive‖, ―Community shared data source‖, ―Their own data 
collection‖, ―Referred to previous studies‖, and ―Other‖. Explanations of these types are listed 
below. 
1. ―Open data archive‖, indicating public data source, available to everyone, not only the 
astronomy community. SDSS, NED, SIMBAD archive are typical example. 
2. ―Community shared data source‖, indicating the data source is available to the astronomy 
community, but not accessible to the outsiders. Typical example could be ―Blanton‘s 
Catalog‖ of SDSS data. Sometime, this type of data source means astronomers must ask 
the data source owner for obtaining the data, but it will be easy if for astronomy research. 
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3. ―Their own data collection‖, indicating that the author(s) collected the research data by 
their own, such as using telescopes for specific observations. And the data collection is 
NOT intended to become publicly available.  
4. ―Previous studies used data‖, indicating that the coded paper referred to previous studies 
that introduced the data access and process behavior, or create new datasets. The previous 
studies could be authors by either the same  
5. ―Other‖, data sources are not from the above, or no indication of what the data source is. 
Coders also need to find out the population and sample that authors described in the paper 
and code the number of objects used for population and sample. If there is no such information 
available on a paper, coders will code as ―No descriptions‖. Based on these data sources, coders 
need to find out the number of objects that were finally analyzed in the coded paper. 
The Question about data reconstruction 
For each data source, the possibility of reconstructing very similar data set was measured in 
an ordinal scale: Impossible, Nearly impossible, Possible, and Quite possible.  
The ―Impossible‖ level indicates there is no way to reconstruct the objects used in a data 
source except for asking the corresponding authors.  
The ―Nearly impossible‖ level indicates that objects could be partially reconstructed, but it is 
very hard.  
The ―Possible‖ level indicates a similar set of objects can be reconstructed, although it could 
be hard.  
The ―Quite possible‖ indicates a similar or exactly the same set of objects can be easily 
reconstructed. 
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3.2.3 Inter-coder reliability and processing inconsistent coding results 
This content analysis study used Krippendorff‘s alpha value(Krippendorff, 2004) to check the 
inter-coder reliability for subjectively judged measures, including paper type (a nominal 
variable), if used data or not (a nominal variable), and the number of data sources in each paper 
(an ordinal variable). For the final 200 coded papers, the alpha values of the three measures are 
0.73, 0.81, and 0.84, respectively, Given 0.7 is conventionally accepted  (Lombard, Snyder-Duch, 
& Bracken, 2002), our inter-coder reliability is acceptable. For the subjective measurement of 
possibility of reconstruction of research data from each data source, the inter-coder reliability is 
determined by the product of inter-coder reliability of the number of data sources in each paper 
and the inter-coder reliability among the same code data sources. So the inter-coder reliability of 
reconstruction is lower than 0.7 unsurprised. Therefore the results of possibility of reconstruction 
should be read as suggestive results instead of conclusive. 
Except for these three subjective measures, we considered other measures, like the 
description of populations and samples, and the number of objects in populations and samples are 
factual measures because this information can either exist in the code papers or not, and if 
existed, it can be found without subjective judgments. 
In terms of the inconsistent coding results between the first author and one coder, another 
coder voted for the two‘s results. For example, coder A voted for results inconsistent between the 
first author and coder B. For a very few undecided results by the three coders, the third author (an 
astronomer) was invited to do the final judgment. After unify the inconsistency, the final results 
were analyzed and presented in the next section. 
3.3 Results 
From the 200 SDSS-related publications, not only do quantitative results were measured, but 
interesting and unexpected qualitative phenomena were observed also. Findings are organized by 
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the research questions themes identified above: Data source, data volume, and data 
reconstruction. 
3.3.1 Data Source 
3.3.1.1 Quantitative measurements 
Within the 200 papers coded, the majority of them (169 out of 200 papers) directly used 
observational data to conduct their research. Within these studies, more than half (98 papers) used 
one data source only, while other 71 papers used two to five data sources. When using a data 
source, authors normally cited introductory papers of the published data source, such as technical 
summary papers or data release papers. However, we found that citing the introductory papers 
does not necessarily mean that the data source was actually used. Table 1 shows the number of 
data sources used in the 200 samples. 
 
 
 
Table 2. If used data and the number of data sources. 
Data sources Num. of papers Percentage 
Not use observational data 31 15.5 
Used data 169 84.5 
Used 1 data source 
Used 2 data sources 
Used 3 data sources  
Used 4 data sources 
Used 5 data sources 
98 
48 
16 
5 
2 
49.0 
24.0 
8.0 
2.5 
1.0 
 
 
 
There are total 278 data source instances used in the 169 papers, which belong to 47 unique 
data sources. One data source instance is one data source that was used in one paper. For 
example, paper A had used three data sources, and then each data source is count as one data 
source instance. Table 2 lists the top 10 frequently used data sources. Unsurprisingly, SDSS is the 
most often used data source. Authors‘ own data collection is the second, followed by data 
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referred to previous studies. Two other large scale sky survey projects, 2MASS(Two Micron All 
Sky Survey) and 2dFGRS (2dF Galaxy Redshift Survey) were used seven and five times 
respectively. 
 
 
 
Table 2. Top 10 frequently used data sources. 
Name of data sources Freq. 
Perc. 
(%) 
Max number of 
objects in it database 
Project 
completed time 
SDSS 138 49.8 300 millions 2008 
Their own data collection 60 21.5 Varied, mainly <1000 N/A 
Referred to previous 
studies 
22 7.9 Varied N/A 
2MASS 7 2.5 4 millions 2003 
2dFGRS 5 1.8 400,000 2003 
FIRST 3 1.1 816,331 2008 
Chandra 2 0.7 Varied * 
GALEX 2 0.7 32180 * 
RASS 2 0.7 N*10,000 2001 
UKIDSS 2 0.7 140 millions 2005-2012 
*: based on satellite telescopes, no specific completion time. 
 
 
 
In terms of data sources that were co-used in one paper we identified the most frequently co-
used data sources. 
For two co-used data sources, in the 169 papers, the ―SDSS‖ and ―Their own data collection‖ 
are the most common pair-wised co-used data sources (35 times). The ―SDSS‖ and ―Referred to 
previous studies‖ is the second common pair-wised co-used pattern (15 times). The other seven 
data sources in the top 10 list all had been co-used with the ―SDSS‖ with the frequencies listed in 
Table 2. For example, ―2MASS‖ was used seven times and in all seven times it was co-used with 
the ―SDSS‖. The other six followed the same pattern. 
In terms of three data sources that were co-used in one paper, the ―SDSS,‖ ―Their own data 
collection,‖ and ―2MASS‖ have been co-used five times, becoming the most common three co-
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used data sources. The second most common three co-used group is the ―SDSS‖, ―Their own data 
collection‖, and ―Referred to previous studies‖ (four times). In the top 10 list, only ―2dFGRS‖, 
―FIRST‖, and ―UKIDSS‖ have been co-used with the ―SDSS‖ and ―2MASS‖ each one time. The 
total number of studies that can use three or more large scale data sources is small (five papers). 
The 278 data source instances fall into five categories that were defined through the focus 
group discussion with astronomers.  Table 3 shows the summary of data source types.  
 
 
 
Table 3. The type of a data source. 
Type of a data source Frequency  Percentage 
Open data archive  144 51.9  
Community shared data source  35  12.5  
Their own data collection  59 21.2  
Data used in previous studies  38 13.7  
Others  2  0.7  
 
 
 
In Table 3, the number of ―Data used in previous studies‖ is larger than the number of 
―Referred to previous studies‖ shown in Table 2. This is because although some data belongs to a 
certain data source, they were used in the way that is referred in previous studies. For example, 
researchers analyzed features of six high-redshift quasars in SDSS data archive, but reference 
these data to a previous study that discovered the six quasars. 
In the 38 ―Data used in previous studies‖ cases, 22 (58%) referred to data collected by other 
researchers, while 16 (42%) referred data collected in authors‘ previous studies. 
3.3.1.2 Qualitative observations 
Three interesting cases were observed regarding data sources. 
There is one paper ((Spergel, et al., 2007)) claimed to use a large volume of data from five 
data sources, but gave very few information, in one sentence, of what data they actually used. 
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However, this paper is one of the highly cited papers in astronomy. It has been cited more than 
5000 times to the date.  
Among the 200 coded papers, none of them used data from Virtual Observatories (VB). And 
even no descriptions related to VB were found by any of the three coders.  
In astronomy community, data as products per se could become a research. For example, a 
few studies conducted the Sloan Lens ACS Survey to identify strong gravitational lens galaxies, 
which are shared and used by researchers who are interested in this phenomenon. 
3.3.2 Data Volume 
3.3.2.1 Quantitative measurements 
In the 169 papers that directly used observational data, we identified the number of objects 
that were used for final analysis. Most papers explicitly gave this number. A few (12 papers) have 
no description about this information. Figure 6 depicts the distribution of the number of objects 
(left panel), and its categorized distribution (right panel). Value ―0‖ means there is no description 
of the number of analyzed objects. 
 
 
Figure 6. (Left panel) Distribution of the number of objects analyzed in a paper. Y-axis is in 
logarithmic scale because the value is extreme skew. (right panel) its categorized distribution. 
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The distribution of the number of objects is skewed, with the median of 102, ranging from 
one to 12 million. The categorized values show that the number of analyzed objects in the 169 
papers spread across this range. 72 papers (42.6%) analyzed less than 100 objects, and 10 percent 
papers (18 out of 169) analyzed hundreds of objects and another 10 percent analyzed thousands 
of objects. There are five papers that analyzed more than one million objects. 
Because SDSS covers millions of objects, we are particularly interested in studies that use 
SDSS as the only data source, and the comparison of these papers with other cases. There are 67 
papers that solely relied on SDSS data out of the 169 papers that used data. Figure 7 shows the 
distribution of studies that used SDSS as the only data source versus other cases. 
 
 
 
Figure 7. The paper that use SDSS as the only data source versus other cases in the categorized 
number of objects analyzed in a paper. 
 
 
 
It is clear that in studies using SDSS as the only data source, the majority of them used more 
than ten thousand objects. In other cases, studies are more like to use a small number of objects, 
typically less than 100 objects. 
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In each data source, the number of objects used was identified too. Figure 8 shows the 
distribution of the number of objects in a data source (left panel) and its categorized distribution 
(right panel). 
 
 
 
 
 
 
Authors are less likely to give the number of objects used in all data sources in their papers. 
Rather they gave the number of objects that were finally analyzed. Thus the percentage of ―No 
Description‖ cases in data sources (in Figure 6) is higher than the number in papers (in Figure 4). 
Other patterns of the number of objects in data sources are similar to the number of objects in a 
paper.  
Figure 9 shows the distribution of the number of objects used in a data source in the five 
different data source types. Value ―0‖ means there is no description of the number of objects used 
in a data source.  
The number of objects in ―Community shared data source‖ is larger than other types. It 
ranges from a handful to more than a million, and the majority (three quartiles) is larger than 100. 
The number of objects in ―Their own data collection‖ type is smaller than the other two major 
Figure 8. (Left panel) Distribution of the number of objects used in a data source. Y-axis is in 
logarithmic scale because the value is extreme skew. (right panel) its categorized distribution. 
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data source types
6
. It ranges from 1 to a few hundred with four outliers with a few thousand 
objects. 
 
 
 
 
Figure 9. Distribution of the number of objects used in a data source in the five types of data 
sources. 
 
 
 
3.3.2.2 Qualitative observations 
In order to analyze a large volume of data, several high performance computing practices 
were reported in coded papers. For example, to visualize 12 million galaxies, astronomers turned 
to San Diego Super Computer Center for computational resources. Grid computing and 
                                                          
6
 Note: Only two cases of data sources exist in “Others” seen in Table 3. 
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distributed computing system such as IBM BlueGene/L system can also been used in SDSS 
researches.  
Besides computational resources, advanced data mining algorithms were used in astronomical 
research too, e.g. Bayesian Max-likelihood, hierarchical clustering, neural network, and etc. 
In the astronomy community, the discovery of a few new astronomical objects is considered 
as research even though the discovery is an accidental event. 
Most cases of ―Their own data collection‖ involved using of telescopes. The time assigned 
for using telescope varied, but mainly is limited to a few days. 
3.3.3 Data Reconstruction 
3.3.3.1 Quantitative measurements 
Reconstruction in a data source instance 
Table 4 shows the reconstruction of the 278 instances of data sources. It is nearly impossible 
to reconstruct data from around half of the instances. Still in one third instances, reconstruction of 
the same dataset is quite possible. 
 
 
 
Table 4. Data reconstruction possibility in a data source. 
Level of reconstruction Num. of data sources Percentage 
Impossible 58 20.8 
Nearly impossible 81 29.0 
Possible 46 16.5 
Quite possible 93 33.7 
 
 
 
When consider the type of a data source instance, reconstruction of data in a data sources 
changed. Figure 10 shows the distribution of data sources in different types and color-coded with 
their reconstruction. 
61 
 
 
Data sources in ―Open data archive‖ have a higher level of reconstruction (62, 43%, instances 
in the purple bar belonging to ―Quite possible‖ level , and 25, 17%, instances in the gray bar 
belonging to ―Possible‖ level). A similar phenomenon occurred in ―Community shared data 
source‖ category. In the other two major types of a data source, reconstruction is mainly in 
―Impossible‖ (green bars) and ―Nearly impossible‖ level (blue bars). Data sources in ―Their own 
data collection‖ type have the lowest proportion of reconstruction (11, 19%, in ―Impossible‖ 
level, and 33, 56%, in ―Nearly impossible‖ level). 7 
 
 
 
 
Figure 10. Distribution of data source in the five types and color-coded with reconstruction. 
 
 
 
                                                          
7
 It should be noticed that reconstruction is an ordinal variable. Thus we do not use mean 
comparison methods here which require scale variables. 
Possibility of Data Reconstruction 
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Figure 11shows the relation between reconstruction of a data source instance and the number 
of objects used in that data source instance. 
 
 
 
 
Figure 11. Distribution of data source in the categorized number of objects used in a data source 
and color-coded with reconstruction 
 
 
 
There is a roughly correlation between reconstruction and data volume. The larger the 
number of objects used in a data source, the easier the data could be reconstructed except for the 
range between 10 to 99, which has higher proportion of ―Possible‖ (7 cases in the gray bar, 12%) 
and ―Quite possible‖ (36 cases in the purple bar, 61%) reconstruction. 
Reconstruction in a paper 
For a paper, the possibility of regenerating data analyzed in a paper is determined by the 
possibility of regenerating data from all data sources. Thus we measure the reconstruction of a 
Possibility of Data Reconstruction 
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paper with the lowest reconstruction among all data sources the paper used. Table 5 shows the 
summary of reconstruction in a paper 
 
 
 
Table 5. Data reconstruction possibility in a paper. 
Level of reconstruction Num. of papers Percentage 
Impossible 43 25.4 
Nearly impossible 62 36.7 
Possible 26 15.4 
Quite possible 38 22.5 
 
 
 
Unsurprisingly, reconstruction in paper level is lower than reconstruction in data source level 
in proportion. In ―Impossible‖ level, there are 25.4% in paper level compared to 20.8% in data 
source level. And ―Nearly impossible‖ percentage increased from 29% in data source level to 
36.7% in paper level.  
3.3.3.2 Qualitative observations 
Reconstruction is a subjective measurement, depending on a coder‘s background knowledge, 
the degree of clarity of descriptions about data sampling and processing, and whether there are 
clues, e.g. URL links to dataset or SQL queries for retrieving data, in a paper. 
As described in the method section, two coders are senior students who are majored in 
astronomy. During coding they both expressed that their familiarity of certain data sources let 
them give a higher score of reconstruction to these data sources. Thus the ability to use and reuse 
data in terms of regenerating the same data could be impacted by researchers‘ background 
knowledge. 
Another observation regarding reconstruction is the clarity of descriptions of data sampling 
and processing. In some cases, researchers barely gave the name and number of objects used in 
their publications. In other cases, objects analyzed are needed to be sampled from a large 
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population though a fair complex process. An unclear description of the process could cause 
coders to give lower scores of reconstruction. 
We also observed that clues of where to retrieve used data are available in some publications. 
Some researchers used URLs to offer a link to their analyzed data; meanwhile publishers, e.g. 
The Astronomical Journal, also offer to host research data online along with their publications. 
SDSS Data Archive requires users to use SQL queries to retrieve data. But in the 200 coded 
papers, there are only two papers giving the SQL query used to retrieve the research data 
analyzed. 
Regarding data from ―Data used in previous studies‖, some researchers used personal 
communication with the data owners to obtain research data and described this activity in papers, 
showing data owners‘ willingness of sharing research data. 
3.4 Discussion 
Results presented above demonstrate the diversity of data behavior occurred in the SDSS 
project, including both practices related to the new data-intensive science paradigm and practices 
inheriting from the previous paradigms. The discussion is organized in the two themes. 
3.4.1 Data Behavior related to Data-intensive Science 
3.4.1.1 Data source 
In data-intensive science projects such as the SDSS, it has been seen that digital data 
repositories were constructed which endeavor to allow researchers to conduct their research with 
―bits on the fingertips‖ (Gray & Szalay, 2002). This vision becomes reality according to results 
reported above. As reported in SDSS publications, large digital archives, including SDSS Data 
Archive and others like 2MASS and 2dFGRS, were frequently used. If considering types of data 
sources, more than a half (64%) of data sources used in the 200 coded papers comes from either 
―Open data archive‖ category or ―Community shared data source‖ category. Using data collected 
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by others, particularly, by data collection projects, is a common activity reported in SDSS 
publications. 
Besides used data from digital data repositories, reuse of data collected by other researchers 
were observed in the 200 papers too. Among the 38 reported cases of using data in previous 
studies, more than half (22 cases) used data collected by non-authors. In addition, data as final 
product per se could be research. Willingness to produce and share data in the SDSS-related 
research could be considered to be strong. 
While multiple data repositories are available online, integrating vast, globally distributed 
scientific data repositories to persistent access to distributed data has been seen as essential 
(Borgman, 2007; Hey & Trefethen, 2003; Interagency Working Group on Digital Data, 2009). 
Based on results about co-used data sources and observation of contents, we can see a cross-
match model of data used. Figure 12 depicts the data usage process in the cross-match model. The 
basic process of this model is to find the different properties of the same set of objects across 
several data sources that focus on different properties of the same astronomical objects, such as 
near-infrared images, x-ray images, and ultraviolet images. 
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Figure 12. Cross-match model of co-used data sources. 
 
In a ―little science‖ project, Wallis, et al. (Wallis, et al., 2010) expressed the challenge of 
binding different digital data systems together. Our results demonstrate that the same challenge 
exists in SDSS project too. The cross-match model has been strongly promoted in data-intensive 
astronomy (Borne, 2009). Several projects such as the World Wide Telescope (Alex Szalay & 
Gray, 2001), National Virtual Observatory and International Virtual Observatory Alliance 
endeavor to implement the model. However, in our results papers following the cross-match 
model are relatively rare, particularly for studies that cross-matched three or more data sources 
with a large data volume (five papers only). And there is no any mention of using Virtual 
Observatories to retrieve scientific data for research purposes in the 200 paper analyzed this 
content analysis. 
The reason causes this phenomenon could be, in one hand it is possible that SDSS data itself 
is good enough to answer many research questions given its large coverage of sky, and having 
both photometric and spectroscopic data. On the other hand, problems caused by data provenance 
and trust issues (Balazinska, et al., 2007; B. Mann, 2002) among multiple data sources could 
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prevent researchers from using more data sources. Data from ―Their own data collection‖ and 
―Referred to previous studies‖ normally results in few or no problems of data provenance and 
trust. Therefore it is common to see the two data sources appeared in studies. 
In addition, the learning curve of large scale data sources could cause the problem too. When 
data volume goes beyond the capability of manual exam, obtain the confidence of understanding 
a data source become a challenge. One astronomer mentioned in our focus group interview that 
without helps from 2dFGRS data managers, he cannot correctly use their data for doing research 
because it is hard to know how these data were collected, processed, and stored, and hard to learn 
the software tools that designed for analyzed these data. 
3.4.1.2 Data volume 
In data-intensive science, the volume of data increased. Our results identify two aspects of the 
usage pattern of the number of objects analyzed in SDSS related publications. When considering 
these studies in general, the number of object is distributed from one to millions, with most 
papers focused on a small number of objects (<100) (see Figure 6). But when differentiating 
studies that solely used SDSS data from the others, the scenario is different (See Figure 7). These 
studies leverage the large amount of data produced by SDSS, and the majority of them analyzed 
more than ten thousand objects; a few even used the entire SDSS dataset (around three hundred 
million objects). A similar pattern is seen in data volume in data sources where studies used a 
relatively large number of objects coming from both public and community shared data 
repositories.  
Borne, et al. (Borne, 2009) foresaw that astronomy will become astro-informatics as a data-
intensive discipline. Astronomers will need full spectrum arms of computer science and 
technology to deal with rapidly increasing data. Our qualitative observations showing that some 
astronomers had already started to leverage the power of high performance computing 
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technologies. Some automatic algorithms have become routine methods used in the astronomy 
community. 
3.4.1.3 Data reconstruction 
In the new paradigm, data in science data repositories are publicly accessible to almost any 
researchers. In such condition, using and reusing data from public repositories requires 
researchers to check existing scientific knowledge associated with data they plan to analyze. 
Therefore, reconstruction is an essential feature of data behavior in data-intensive science 
projects.  
Our results suggests that regeneration of research data from data sources of ―Open data 
archive‖ and ―Community shared data source‖ is easily than those of ―Their own data collection‖ 
and ―Data used in previous studies‖ (see Table 4 and Figure 10) And purely relying on 
descriptions in a paper, reconstructing the same data analyzed in a paper is still less possible. 
Only one third papers have high possibility of reconstruction (see Table 5 compared to Table 4). 
Observations of possibility of reconstruction reveal that the more knowledge researchers have of 
a data source, the clearer of description, and the more retrieval mechanisms exist, the more likely 
that a set of data will be regenerated.  
Visionaries of the ―fourth paradigm‖ like Jim Gray had seen the need to link scientific data to 
scientific knowledge to facilitate and enhance scholarly communication (Gray & Szalay, 2007; 
Van de Sompel & Lagoze, 2009). To achieve this vision, the possibility of reconstruction of 
research data used in a study should be very higher and more machine-friendly than it is now.  
Our results demonstrate that scientific publications, in the current format, are insufficient for 
the task of linking data. When the number of astronomical objects analyzed in a paper exceeds a 
few hundreds, it is very hard to explicitly list all of the IDs of these objects. Clear descriptions of 
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data analyzed in scientific publications are human-friendly, but not work well for automatic 
named entity extraction algorithms. 
To solve this challenge, players around the scholarly communication chain, including data 
providers, publishers, researchers, and digital librarians, need to work together. Data providers 
such as the LSST data scientists could offer standardized retrieval mechanisms, like unique query 
IDs that can specify retrieve queries researchers used. Such kind of mechanisms should be clear 
and concise enough to be explicated listed in scientific publications. Science publishers who are 
producers of scientific artifacts need to design new publication formats that allow authors to input 
data link information, or work with librarians to allow authors dump their own collected data for 
reuse and sharing. Researchers with certain incentives of data reusing and sharing should 
explicitly list their research data, particularly for data in public open data sources. Such activities 
have been observed in SDSS publications, but are still not the norm. Librarians have experiences 
of preserving, managing, and serving various scientific artifacts. Working with other players, 
librarians could offer more rich linking opportunities among scientific artifacts. Current library 
and information science community has developed many methods to extract data objects from 
publications and hosted data centers at different scales for researchers to store data. If new 
explicit data object or object sets identifiers available, they can extend the current work to the 
new data-intensive circumstance. 
3.4.2 Data behavior inheriting from the previous paradigm  
3.4.2.1 Data source 
Researchers in the SDSS project demonstrate similar data practices as those seen in the 
previous paradigms. Although multiple data repositories exist, astronomers keep collecting their 
own data for research purposes. A common pattern of using their own data in the SDSS project is 
the follow-up data usage model given the fact that most ―Their own data collection‖ occurrences 
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are follow-up observations of candidates selected from SDSS. Figure 13 depicts the data usage 
processes in this model.  
 
 
 
Figure 13. Follow-up model of co-used data sources 
 
 
 
The basic stages of data usage follow the arrows. When SDSS data were released to the 
astronomy community, researchers queried the database for objects of interest to them, or they 
checked for unusual objects in the database, e.g. those marked as “unknown‖. Then researchers 
generated a set of objects as candidates for follow-up observations as they believed these 
candidates may lead to new discoveries. A follow-up observation was then conducted. Combining 
their own data with SDSS data, new discoveries were reported, or new catalogs of certain objects 
were created. 
In the follow-up model, users of SDSS data are not only consumers. They are also data 
producers! Their follow-up observations tend to produce data of better quality than SDSS, or data 
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that the SDSS instruments cannot capture. However, these data normally are in private data 
domain. It is difficult for researchers other than themselves to benefit from these data if no 
retrieval mechanisms are available. 
3.4.2.2 Data volume and data reconstruction possibility 
In general data owned by individual researchers are in small number scales, ranging from a 
handful to a few thousand objects at most. Qualitative observations reveal that the lower numbers 
may due to the limited observation time assigned to telescope time applications.  
Data owned by individual researchers normally achieves better quality than SDSS did, or data 
that SDSS‘ device cannot capture. However, these data normally exist in private data domain, and 
are stored on researchers‘ computers. The possibility of reconstruction of such data is the lowest 
among all types of data sources. Later studies can hardly benefit from these data since no retrieval 
mechanisms are available. Except for data-as-product research, personal communication serves as 
the main channel of data sharing. As discussed in section 3.4.1.3, designer and managers of data 
archives or digital libraries need to consider this interesting phenomenon and provide 
mechanisms for preserving and linking new observations of objects to their counterparts in 
existing data sources. 
So far little is known about how astronomers produce, use, and manage these data or how 
manage behavior varies between astronomers and the professional scientific data practitioners. 
And future studies should take this into account and study more. 
3.5 Conclusion 
In the context of a data-intensive science project, the Sloan Digital Sky Survey where 
scientific data were collected and archived by one group of scientists, and are consumed by the 
rest of scientific community, I conducted a content analysis of astronomical data usage behavior 
manifested in SDSS-related publications in order to reveal scientific data usage patterns in the 
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new paradigm. I investigate the data sources used in SDSS publications, data volume in terms of 
the number of objects analyzed in studies, and the possibility to reconstruct similar research data 
based on descriptions in publications. Patterns of scientists‘ data usage behavior were reveals 
through the content analysis and are concluded below. 
1. As foreseen by visionaries of the data-intensive science, using data collected by others, 
both data collection projects and other researchers, is a common data behavior in SDSS research 
community (section 3.3.1.1). On the other hand, however, astronomers were still collecting data 
by themselves for research purposes. They are data producers too in the ―follow-up‖ model of 
data use (section 3.4.2.1). To allow other researchers benefit from these new data, designers of 
data manage systems and digital libraries need to consider this interesting phenomenon and 
provide mechanisms for preserving and linking new data to their counterparts in existing public 
data sources (section 3.4.2.2). 
2. Studies that can leverage large number of data from multiple data sources are relatively 
rare in SDSS research domain. Although this ―cross-match‖ model of study has been strongly 
promoted in data-intensive science paradigm, it is still challenging to astronomers to integrate a 
large amount of data located in different data repositories. And Virtual Observatory projects may 
be insufficient for research purposes (section 3.4.1.1).  Data integration on the data providers‘ 
side needs to not only integrate data, but also integrate researchers‘ data needs for their research 
purposes, such as data trust and data provenance issues. And data archives need to reduce the 
learning obstacles of using data, particularly for using a large volume of data (section 3.4.1.3). 
3. While a large number of scientific data is produced in SDSS, researchers that rely on the 
data source intended to leverage the large number (section 3.3.2.1).The ability to analyze a large 
number of scientific data could be an essential requirement in the data-intensive paradigm. 
Qualitative observations have revealed such data-intensive computing activities in SDSS 
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publications (section 3.3.2.2). New courses are needed to be added to astronomy curriculums as 
visionaries of astro-informatics suggested. 
4. Visionaries of the fourth paradigm foresaw the benefit of linking between scientific data 
and scientific knowledge, which can increase ―information velocity‖. The results of possibility of 
data reconstruction based on SDSS publications, however, suggest that scientific publications 
themselves are insufficient for tracking data analyzed back to the data sources (section 3.3.3). 
Other mechanisms, such as standard data descriptions and machine readable data description, 
would be eagerly needed. All players in the scholarly communication chain should work together 
to solve this challenge (section 3.4.1.3). 
3.6 Summary 
This chapter related a content analysis of SDSS-related publications, which reveals scientific 
data users usage behavior in the SDSS projects and concludes in the above section. 
In the next chapter, I will focus on studying users‘ data access behavior from SDSS SQL 
query logs, which are rich information sources but challenging for analysis. I discuss why it is 
challenging to analyze and report the proposed solution, visual exploratory analysis. The next 
chapter also introduces details of designing the SDSS Log Viewer, an interactive information 
visualization tool that integrates temporal visualization, text visualization, spatial visualization, 
and dynamic query. 
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CHAPTER 4: DATA SEEKING BEHAVIOR OF SCIENTIFIC DATA USERS 
PART I: THE SDSS LOG VIEWER 
 
 
 
As reviewed in chapter 2, when SDSS data become accessible online, data users will not only 
be scientists, but be anyone that can access to the Internet. Previous studies had revealed that 
more than 70 percent of visits to SDSS SkyServer site come from non-astronomers, and the 
number of queries to SDSS data archive keeps increasing(Singh, et al., 2006). Those data users‘ 
data behaviors can be studied from their data access behavior recorded in the query logs. 
However, the huge volume of SDSS query log data challenges researchers. Only a few previous 
studies had analyzed SDSS log data even though the log data is open to the public. In order to 
deal with the large volume of SDSS query log data, this thesis study develop the SDSS Log 
Viewer, an interactive visualization tool to explore SDSS query log because visualization has 
been considered as a vital component in the solution of exploration and analysis of large amount 
of data. 
This chapter relates the design of the SDSS Log Viewer, as the answer of the RQ6: How to 
profile users based on their SDSS data seeking behavior? The results of user data behavior 
analyzed based on this tool are presented in the next chapter.  
In this chapter, I first describe the SDSS log data in details and the challenges that the 
previous studies faced. Next I analyze the system requirement by following a user-centered 
design principle, and introduce the overall design process. And then I describe the major 
components of this tool and discuss the rationales that support each design choice. I also present 
the tool‘s evolution history. Implementation and target users‘ feedback is discussed at the end of 
this chapter. 
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4.1 Introduction 
4.1.1 SDSS SQL Query Logs 
The billions of queries issued by SDSS users have been logged since 2003, and are available 
to the public through SDSS site8. The SQL log data is in the form of a table. Each log row has 20 
attributes. Some attributes specify date and time when SQL queries were issued, some include 
access information associated with users such as their IP addresses and access portals, and some 
indicate system performance information such as how long a query ran and how many rows were 
returned for a query. Table 6 lists attributes in the log table that are relevant to this study. 
 
 
 
Table 6. Relevant attributes in SDSS SQL logs 
Attribute Meaning Example 
yy Query issued year 2003 
mm Query issued month 11 
dd Query issued day 30 
hh Query issued hour 23 
mi Query issued minute 59 
ss Query issued second 46 
clientIP IP address of a query 128.220.255.255 
requestor Web site query from skyserver.pha.jhu.edu 
server Server queried SDSSDR1 
dbname Database queried BESTDR1 
access Categorical access type Public 
elapsed Execution time of query 0.016 
rows Number of rows returned 1 
statement A query issued by users ―select top 1 from bestDR1‖ 
error Error occurred to a query ―-1‖ or ―0‖ 
   
 
 
 
                                                          
8
 http://skyserver.sdss.org/log/en/traffic/sql.asp 
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Most of SDSS SQL log attributes are similar to normal transaction log data, which can be 
characterized as multivariate event sequences with categorical and temporal characteristics. In 
addition to these features, the SDSS SQL log data has a unique feature: user-generated SQL 
queries, which, according to (Thomas & Cook, 2005), can be characterized as semi-structured 
text data. Because SDSS adopts a ―bring the analysis to the data‖ philosophy, it allows analyses 
of scientific data to be conducted within its databases to avoid unnecessarily moving huge amount 
of data. Therefore these user-generated queries can be considerably complex, including not only 
data search queries, but also queries that require server side analysis activities. 
In general, the SDSS SQL log data is an exceptionally huge volume of data with mixed types, 
including numeric, categorical, and textual data in a temporal manner. Therefore analyzing this 
log data is challenging. 
4.1.2 Challenges to Statistical Analysis of SDSS SQL Logs 
The SDSS SQL log data contain useful information about users‘ data seeking behavior and 
system performance, and thus is a rich target for database analysts. SDSS analysts have applied 
statistical methods to analyze SQL log data to manage database systems, e.g. finding overall 
traffic profiles(Singh, et al., 2005), to understand their users, e.g. revealing users‘ level of comfort 
with SQL(A. R. Thakar, 2008), and to help users to use the data archive, e.g. recommending 
similar and validated queries(Chatzopoulou, et al., 2009a). 
To conduct such statistical analyses, SDSS analysts usually issued advanced SQL codes to 
the log database, to extract statistics about query profiles and database usage. If needed, other 
general analysis software such as SPSS and Excel were used to further process extracted results. 
These methods, however, are inadequate for analysis of the SDSS SQL log data. First of all, 
without a clear idea of the log data, particularly, the user-generated queries, analysts have to rely 
on assumptions and conjectures coming from their past experience. For example, it had been 
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assumed that people had irregular thinking time (the time between queries) and programs had 
regular thinking time. But when programs need to wait for a previous query to return a non-zero 
row, and then proceed to retrieve data based on the returned rows, such assumption is false. In 
such a case the time interval between queries depends on many factors, such as network traffics, 
database status, and etc., which would cause irregular time delay. 
In addition, statistic results are meaningless when data values fail to follow required 
distributions. For example, the mean of a group of values will be useless when these values have 
a binomial distribution. In such case, if the analyst can better defined subpopulation boundaries 
by examining the data value distributions, the subsequent statistical analysis would yield more 
meaningful results. 
Furthermore, semantic meaning of user-generated queries is missing during many statistical 
analyses. Query contents reflect the encoded astronomical knowledge of users, particularly that of 
advanced users. If analysts can combine their background knowledge of SDSS with query 
contents, they can not only reveal users‘ data seeking behavior, but also infer users‘ data seeking 
intentions, and so can better understand their users and tune the database systems for serving 
users. For example, some queries that consume a majority of database resources might be flagged 
as anomalies. However, if analysts infer that these queries have a good scientific reason, e.g. 
retrieving all blue galaxies that are affected by surrounding galaxies within a certain radius, they 
could deal with these queries differently from anomalies with unfriendly intentions. 
These challenges require an exploratory data analysis of SDSS SQL logs to obtain better 
understanding of the data. Exploratory data analysis advocates studying data to look for patterns 
and form hypotheses before conducting confirmative analyses and reaching final conclusions 
(Tukey, 1977). Because of its capability to amplify human cognition, visualization plays an 
important role in exploratory data analysis (Lam, 2008). Demonstrated in the reviews of the 
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previous log visualization and analysis studies, successful visualizations can dramatically save 
time and efforts for analyst to quickly discover the expected and detect the unexpected. In this 
study we designed a visual exploratory system, the SDSS Log Viewer, to facilitate exploration of 
SDSS SQL logs. 
4.2 System Requirements Analysis 
4.2.1 Targeted User 
Before describing user tasks it is necessary to clarify the target users of the SDSS Log Viewer. 
Our primary target user group includes the SDSS database scientists at the Johns Hopkins 
University. This group of users has comprehensive knowledge of the SDSS project and the data 
archive. They also have advanced knowledge of SQL and could quickly infer users‘ query 
intentions from query contents. A second target user group constitutes researchers from 
information science domain. Information scientists, including myself, are eager to know how and 
why users seek information. These user-generated SQL queries, therefore, are a valuable source 
for their research. They, however, need assistance from astronomers who can interpret the 
semantic meaning of SQL queries for them. During our design, we mainly rely on the first group 
of users for prototype evaluation. At the case study stage, a group of astronomers and I are the 
major user, but the data scientists at the JHU also provide tremendous feedback and explanations 
of user data behavior.  
4.2.2 Purpose of the Requirement Analysis 
The main aims of the requirements analysis include: 1) To identify primary target users‘ 
purposes of analysis of SDSS query log; 2) To identify the analytic tasks that SDSS data manager 
and analysts are interested in; 3) To identify the tools and procedures that SDSS data managers 
79 
 
 
and analysts have previously used for their analysis; 4) To identify system functions that SDSS 
data managers and analysts want for the visual analysis tool. 
4.2.3 Method: Interview 
To ground our design, we collaborated with some members of the SDSS database team at the 
Johns Hopkins University (JHU). We interviewed three analysts in an initial visit to understand 
their analysis goals, tasks, workflows, and tools used. Two of the interviewees are designers of 
the SDSS data archive and one is currently maintaining the archive. The third interviewee has 
more than three years analysis experience of SDSS query logs.  
Participants 
Interviewee 1: Dr. Alex Szalay, chief manager and designer of SDSS data archive. 
Interviewee 2: Dr. Ani Thakar , general manager and designer of SDSS data archive. 
Interviewee 3: Dr. Nolan Li, Ph.D student and an analyst of SDSS data archive. 
Procedure 
The interview was semi-structured with a list of initial questions, but largely driven by 
interviewees‘ descriptions of their analysis process and illustrated with their demonstration. The 
initial questions include: 
1. To start, let‘s talk about: Why do you look at SDSS query logs; What are you trying to 
find when you analyze SDSS query logs/what are your main goals of analyses; Are those 
typical goals for you? 
2. Are your analyses exploratory or question-driven? If question-driven, how do you come 
up with analysis questions/hypothesis? How do you confirm your hypotheses? 
3. What aspects/properties of the SDSS query log are most important to your analyses? For 
example, do you look at aggregates (and if so, what); do you look at individual log 
record? What kinds of granularity of the SDSS query log did you look at? 
4. How do you go about analyzing the query log? 
5. Is there a process you follow? Could you describe it? Show me?  
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6. Which software tools do you generally use for query log analysis? Are they external or 
in-house, or self-built? Can you show me? 
7. How would you like a software tool to help in your analysis? What would you like to be 
able to do? 
8. Imaging the LSST data managers approach you and ask what kinds of log data they 
might need to record, and what kind of tool they might want to have in not only the 
maintenance stage, but in the data system building up stage. 
The interview was semi-structured with an initial set of questions, and driven by participants‘ 
description of their analysis tasks, experiences, and stories. The interviews were about two hours 
long and were recorded. 
4.2.4 Interview and Analysis Results 
Confirmed by the SDSS archive managers, the ways by which log data can help them (A. R. 
Thakar, 2008), including, 
 Usage/traffic profiles are a great management sources. 
 Traffic data can be used for resource management and load balancing. 
 Analyzing the SQL queries can guide schema and interface design. 
 Studying user queries reveal users‘ level of comfort with SQL. 
 Tracking failed queries and errors uncovers bugs in the system. 
 Analyses of the usage and performance data guide mirror site design. 
In terms of analysis tasks, current SDSS archive managers thought their analyses are mainly 
exploratory. Very few is question-driven, and so far no hypothesis-driven tasks exist. 
The major tasks that the JHU group is conducting include: 
 Identify abnormal queries in terms of high frequency within a short time. 
 Look into the content of these anomalies and try to understand what they were doing. 
 Identify the pattern of queries in terms of frequency, and endeavor to match these 
patterns with real world events like conference, promotion events, and etc. 
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The data managers also consider two tasks as plus, including: 
 Look into the parameters (in terms of tables and columns) for exploration and anomaly 
detection. 
 Have predictive power to understand possible stimulation of usage/traffic 
In term of the visual analysis procedures and tools, SDSS archive managers and analysts use 
the existing commercial analysis tools, like SQL server‘s query functions and statistics packages. 
There is no standard analysis procedure to follow.  
In terms of the new visual tool, the interviewees expect two must-have functions:  
 Link the anomaly detect with the detailed content to understand what the users are doing.  
 In aggregated level to understand usage/traffic profiles. 
They also expect several functions, which if the tool has, it could be bonus. 
 Detailed content analysis to understand general users‘ behavior. E. g. usage/traffic profile 
of parameters (such as tables and columns) 
 Other visual representations, such as the SkyMap visualization. 
 Predictive power for usage/traffic ―burst‖. 
4.2.5 The Primary Analysis Tasks 
Based on the interviews, we identified one primary analysis task, which is exploring log 
details when unusual query traffic events are identified, and one ―bonus‖ task, which is to match 
patterns found in logs with real world events. Both of the tasks are exploratory in nature, and not 
question-driven tasks.  
Exploring log details of unusual query traffic aims to identify who triggered unusual query 
traffic in SQL logs and to further understand what they were doing and why they did this. An 
initial definition of unusual traffic events is the high query traffic in a short amount time. Later 
when more details of the log data were revealed, other definitions of unusual traffic events and 
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patterns were raised, e.g. queries that ran relatively longer than others, or queries that did not seek 
scientific data, but explore database schema information.  
Matching patterns with real world events was raised by target users as a ―if we have it, it 
could be a bonus‖ task. Users want to associate patterns identified in logs with real world events 
so that certain extent preparation could be conducted when similar events occur in the future. This 
task requires information or data beyond the SDSS SQL log data itself. Some events are well 
known such as major astronomy conferences and forthcoming SDSS data releases, but most are 
unknown and even untraceable, e.g. educational events. 
In the design of the SDSS Log Viewer, we focus on the primary analysis task because it is the 
major requirement of target users. The bonus task is also based on results coming from the 
primary task. 
4.2.6 From Analysis Tasks to Design Requirements 
Based on the task analysis and our understanding of SDSS SQL log data, we set as our main 
design goal of the SDSS Log Viewer to facilitate identification of unusual query traffic, and then 
rapid exploration of user-generated SQL contents to make sense of who issued these queries, how 
they did, why they issued these queries, and if there is any relationship between these activities 
and other log attributes. A set of related design requirements then were identified for the system 
to support this goal. Here we highlight the four major requirements. 
1. Support time series query traffic exploration 
The analysis starting point of the primary task is query traffic exploration. Analysts want to 
understand overall traffic trends, such as how query traffic changes over months or years, how 
traffic changes in a certain time range such as a week, or how traffics at the same time range but 
during different months or years were different. Such exploration could help analysts identify 
unusual query events or patterns, hence deciding what SQL logs are needed to be explored in 
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detail. The system thus needs to provide an overall view of query traffic in meaningful temporal 
granularities such as days or months. The system also needs to have flexibility to set time ranges 
on any scale to support easy comparison. 
2. Support quick exploration of massive data 
Once analysts pick the log data for detailed exploration, they face a huge volume of mixed 
data, including multivariate categorical and numeric log attribute values, and semi-structured 
SQL query contents. They need to quickly identify major query generators, browse the contents 
of SQL queries to understand their semantic meanings, infer intentions of queries, and reveal 
potential patterns by associated attribute with semantic meanings. To support these analytic 
activities, the system needs to provide intuitive visual representations to display the large number 
of SQL queries in a view as compact as possible. In addition, some important semantic features of 
queries that can help analysts to identify patterns should be readily available and easily viewed. 
Interactions that support these activities should enable analysts to find detailed information of log 
records when they need it. 
3. Support basic statistics of log attributes 
One of the important goals of exploratory data analysis is to understand basic distributions of 
data. Analysts need such basic statistics results to ground their further confirmative analyses. 
Therefore, the system needs to offer some basic statistics results of log attributes. 
4. Support dynamic queries 
Once analysts discover interesting cases, they will need to isolate these cases from others, and 
conduct in-depth exploration. Analysts would need to filter out records based on values of a log 
attribute or the combination of several attributes. Such visual information seeking activities 
should be supported by the system with a dynamic query filter(Ahlberg & Shneiderman, 1994). 
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The dynamic query filter needs to collect values of log attributes from data under analysis and 
enable analysts to select or deselect values of attributes that are of interest to them. 
4.3 Descriptions of Views 
Based on the design requirements, the SDSS Log Viewer‘s user interface provides multiple 
views for visual exploratory analysis of SDSS SQL logs. Analysts will first see the Timeline 
View (Figure 14), which serves as a starting point of analyses. Analysts can view traffic trends at 
different temporal granularities, such as a day, a month, and a year, and set range of time units 
and values for scrutinization. Once analysts spot unusual query events or patterns and load the 
related SQL log data into the system, a three-view SQL Content Panel (Figure 15) appears for 
visual exploration of SQL contents. The SQL Content View presents user-generated SQL queries 
in color-coded bar lines. This visual encoding enables analysts to quickly spot patterns, trends, 
and anomalies without reading actual texts. Meanwhile the SkyMap View shows one important 
semantic feature of SDSS queries: the spatial information specified by users in their queries, in a 
2D universe map. Analysts can pinpoint sky areas that users were interested in from this view. 
The Statistics View displays (Figure 16) basic statistic distribution of categorical attributes with a 
treemap visualization (Shneiderman, 1992). When analysts need to further filter out queries, a 
Dynamic Query Menu (Figure 17) could be activated by clicking the dynamic query button on the 
bottom of this panel. A group of filters can set only log records with selected attribute values to 
be visible and interactive in the three views in the SQL Content Panel. 
I now describe individual views of the SDSS Log Viewer with discussion of rationale in 
making design decisions. 
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4.3.1 Timeline View: Exploring Query Traffic 
In visual exploratory analysis, providing context for data interpretation is crucial since data 
values are meaningful when compare to references or related values. Therefore an overview of 
SQL query traffic should be supported to provide the context of query frequencies.  
 
 
 
Figure 14. Timeline View, visual exploration of SDSS query traffic. 
 
 
 
Various techniques could be used to visualize and interact with time series data (Aigner, 
Miksch, Muller, Schumann, & Tominski, 2007). The Timeline View adopts the most common 
one: representing time as a linear ordered axis. This view shows SDSS SQL query traffics in an 
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X-Y coordinate, where X-axis plots temporal units and Y-axis is the value of query frequencies in 
a temporal unit. Our target users are familiar with this display technique as they have used other 
analysis tools, like Excel and PowerPoint, to generate similar traffic lines. 
Analysts can choose one of three temporal units, a day, a month, and a year, to view traffic 
trends. If analysts only want to view a certain time range, dragging the two sliders on the bottom 
of Timeline View can adjust the time range and show traffics only in this range. SDSS SQL query 
frequencies varies dramatically. Some days or months have queries hundred times of others. 
Therefore analysts need to adjust frequency value range to view traffic frequencies in different 
scales. This need is supported by interactions with the two sliders on the right edge of Timeline 
View, which can adjust frequency value ranges. 
The current view supports one day as the smallest temporal unit. Although traffics view in 
hours could show additional patterns, using this temporal unit cause a display scalability problem 
(Thomas & Cook, 2005). Given that there are around 3000 days in the log data, there would be 
around 72,000 values if using an hour as a temporal unit. Users‘ display equipments can hardly 
show this overview even if only use one pixel to represent one value. Therefore, instead of 
showing smaller temporal units in the Timeline View, we display time information in SQL 
Content View as well to allow analysts to scrutinize more detailed temporal patterns. 
4.3.2 SQL Content View: Compact Display of Queries 
The major challenge of exploration of user-generated query contents is how to help analysts 
to discover patterns, trends, and anomalies without reading the huge amount of query texts 
directly.  
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Query contents are huge information overload to analysts. It is unnecessary and unrealistic to 
ask analyst to read every word in queries. Showing analysts the original query text created two 
major problems. One is the display scalability problem and another is the perceptual overload 
problem. Text is readable when the font size is large enough, e.g. larger than 6 points (roughly 
equal to 8 pixels high) in a Word document. Displaying 50,000 lines of queries (a common size 
of one day‘s traffic) will require a visualization at least higher than 400,000 pixels, which is 
roughly equal to 400 screens high (a typically 1280*1024 pixel setting). Zoom-in will further 
enlarge this number and require more actions to explore data. Such large visualization not only 
consumes many computer memories, but also creates perceptual barriers for analysts. Analysts 
need to move among different screens and carry all information in their head. Therefore, our 
visual encoding of the query text should have certain abstraction of original text data, and also 
preserve enough meaning of query for analysts to grasp basic query logic and to infer query 
intentions.  
Our target users are advanced SQL programmers. They could identify the basic logic of a 
query by only reading their structure because similar to other programming languages, SQL has 
strict grammars and finite sets of reserved words. For example, the keyword ―SELECT‖ normally 
appears in the beginning of a query. Some special chars such as ―=‖ and ―>‖ mainly appear in 
condition strings. In SDSS queries, there are functions and procedures created by our target users. 
These functions and procedures generally only show up after certain keywords, like ―FROM‖. 
Based on these specifications, we designed our visual encoding based on positions of SQL 
terms and their types. It is called color-coded bar line (Figure 16). We first tokenize a line of 
query into terms and chars, and categorize them into ten types as shown in Table 7. These ten 
types are based on MS SQL Server‘s category of tokens9 and our discussion with target users. 
                                                          
9
 http://msdn.microsoft.com/en-us/library/aa299742(v=SQL.80).aspx 
89 
 
 
Then ten different colors are assigned to each category. The ten colors are chosen from primary 
colors suggested by (Ware, 2004) (page 125). We keep the total number of types lower than one 
dozen for distinguishable color coding(Ware, 2004). 
 
 
 
Table 7. SDSS SQL token categories 
Type Color Examples 
SQL keyword Red select, from, where 
SQL function Pink count, sum, desc 
SQL operators Blue +, -, = 
Users‘ input Green column names 
SQL special character Yellow ―(‖, ―)‖ 
String in quotation Black html strings 
SDSS defined function Orange fGetNearbyObjEq 
Comments White string start with ―--‖ 
SDSS table Cyan Photoz, Field 
SDSS view Gray Galaxy, Star 
 
 
 
After tokenization and assignment of colors, a line composed by horizontal bars is created to 
represent the original query text. Each bar stands for a token. The length of a bar is proportional 
to the number of letters or chars in a token, and the color of a bar is same as the color assigned to 
the token. This visual encoding method transforms queries into figures. It reduces the recognition 
load of understanding queries, because analysts are processing aggregated visual attributes 
instead of reading texts(Takada & Koike, 2002). 
 
 
 
Figure 16. Visual encoding of a SQL query, transforming a SQL query into a color-coded bar 
line. 
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In the SQL Content View each line of color-coded bars stands for one line of user-generated 
query. These lines are vertically aligned based on their issued time. A line has more recent issued 
time than lines below it. The background color of this view is set to dark gray so that all ten 
colors can be visible. To reduce visualization dimension, we use one pixel for height of a line. 
Analyst can use scroll bars to explore the entire view.  
One challenge with current visual encoding is the recognition barrier for analysts to infer 
basic meaning of queries from color-coded bar lines. When SDSS analysts first saw the color-
coded bar lines, it was hard for them to associate these lines with SQL queries. They, however, 
still can spot patterns of lines and notice anomalies, e.g. lines with a very similar structure, and 
one line with a very long tail composed by two bars with different colors one after another. Then 
later when the meaning of colors and structures of these lines were clear to them, they would be 
able to easily interpret these patterns and anomalies. For example, lines with a very similar 
structure show that users use the same query line but different parameters in condition strings to 
search and retrieve SDSS data. And the long tail shows users created condition strings with many 
―OR‖ conditions.  
An alternative visual encoding of query contents to solve this challenge is to color-code query 
tokens and display texts directly with support of zooming interactions. Our initial design adopted 
this visual encoding. This method, however, not only has the same aforementioned display 
problem, but also create a performance issue. When zooming in, the overall dimension of the 
visualization increases dramatically, therefore easily reaching the maximum size of an image that 
our programming language allows and causing memory leaks. So we abandoned this method. 
Our discussion with users revealed that the visual representation alone is inadequate to make 
sense of queries. We should give query contents immediately when users need them for 
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understanding visual patterns. We thus support this need with a tooltip interaction. When hover 
on a line, a tooltip window appears, showing the text content of a query and log attribute values 
associated with this query. This interaction not only helps analysts to interpret patterns noticed, 
but also gives analysts clues about what log attribute values they can use to further filter out 
queries interesting to them. 
4.3.3 SkyMap View: Spatial Visualization 
SDSS query logs encode users‘ scientific knowledge of the Universe. Database designers 
created a set of functions to allow users to specify sky areas in their queries. This spatial 
information is crucial to SDSS analysts because it tells which sky areas were queried frequently, 
and how queried sky areas were distributed. 
In SDSS query logs, there are two types of spatial information of sky areas that can be 
extracted. One type is a circular sky area, and another is a rectangular sky area. In this ―radial 
search‖ users can specify a circular area with a center point [marked as a right ascension (RA) 
and a declination (DEC)] and a radius (measured in arcmins). RA and DEC are the two 
coordinates of a point on the celestial sphere in the equatorial coordinate system. RA is celestial 
equivalent of terrestrial longitude and DEC is equivalent to latitude. They are normally measured 
in degrees. For the ―rectangular search‖, users need to specify two points: one for top-left corner 
and one for bottom-right corner. 
A natural visual encoding of the spatial information is a 3D sphere with circles and rectangles 
plotted on it, like the Google Sky10. This method is astronomically correct and accurate. 
However, it also suffers from a few fundamental problems for our tasks. First, the 3D 
visualization can hardly create an overview of the sky. If our viewpoint is on the Earth just like 
Google Sky does, users can only see a fraction of the sky at one time, and need to do a lot of 
                                                          
10
 http://www.google.com/sky/ 
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panning and tilting to obtain an impression of the entire sky. Navigation in a 3D space is usually 
annoying for average users. If our viewpoint is out of the sphere, the 3D presentation will create 
an occlusion problem. In addition, creating 3D visualization of the sky is not a trivial task. The 
benefits of 3D visual encoding, therefore, do not out weight its costs. 
Another common visual encoding of spatial information is a 2D map, e.g. a 2D map of the 
Earth surface. Astronomers also use 2D maps to show the Sky because this method can easily 
show an overview and demonstrate distributions of sky areas. Therefore the SkyMap View adopts 
this visual encoding method.  
To create a 2D sky map, there are many projection methods. For example, the Aitoff 
projection has been used to demonstrate SDSS mapped areas11. But projecting and rendering a 
large number (e.g. 50,000) of circular and rectangular shapes in a 2D map with this projection is 
too slow to provide users an image in relatively short time (<15 seconds). We thus gave up this 
projection method.  
In the current version, we used a rectangular 2D sky map as our visual encoding method 
(seen in Figure 15). This method plots circular and rectangular areas in an X-Y coordinate where 
X-axis represents RA and Y-axis represents DEC. A black background is used as it is 
conventional for visualizations of the Sky. Circles (in green) and rectangles (in yellow) are 
directly rendered in the 2D map without projections in order to speed up rendering process. As 
many shapes are overlapped, we use transparency to demonstrate overlapped regions. The 
brighter a region, the more overlapped circles and rectangles on that region, and thus the more 
queries were interested in that region. Analysts can adjust a slider bar on the top of the SkyMap 
View to adjust transparency levels. Lower transparency levels can help to spot tiny areas 
specified, while higher transparency levels can see highly overlapped regions. Interactions in this 
                                                          
11
 http://www.sdss.org/dr7/ 
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view include zooming and panning for checking specific regions, and tooltips for details-on-
demand. 
The current 2D sky map is astronomically incorrect, particularly, for circular areas with large 
radii because a large circular region in a 3D sphere will be severely distorted when it is projected 
into a 2D rectangular map. The SkyMap View, however, is good enough to display distributions 
of spatial information for discovering patterns as demonstrated in the following section of case 
studies. In addition, rectangular shapes are not affected by projection from a 3D sphere to a 2D 
rectangular map, and the projection effect on circles becomes less severe when their radii become 
small.  
4.3.4 Statistics View: Distributions of Categorical Attributes 
To provide analysts with distributions of categorical attributes, the Statistic View applies a 
squarified treemap layout(Bruls, Huizing, & van Wijk, 2000). Compared to other techniques for 
displaying distributions of categorical data such as histograms, the treemap layout has two 
advantages for our tasks. First, this space-filling technique fully exploits the available display 
space without empty non-information spaces which are normally seen in histograms. This feature 
is crucial to our application since only a quarter of the SQL Content Panel is available. Second, 
this technique allows to display individual visual items, thus giving further improvement 
opportunities, e.g. directly operations on these items such as color-coding item based on other 
features. 
In the Statistics View, each query is represented as a rectangle. Rectangles with the same log 
attribute value are grouped into a large rectangle, which is labeled with the attribute value and its 
percentage in this log attribute. All rectangles are layoutted automatically to fill the entire view. 
There are two common limitations associated with treemap visualization. One is that when 
the areas that represent a value become too small, there is no enough space for labeling. But this 
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limit has also been seen in other alternatives too. We use tooltip windows to show labels to 
alleviate this limitation. Another problem of treemap to show distributions is that people are not 
good at compare values with the size of a space(Ware, 2004). In our application, however, 
comparison of values is a minor activity. In addition, we label an attribute value with its 
percentage to help analysts to make comparisons. 
4.3.5 Dynamic Query 
In visual exploratory analysis, the ability to isolate interesting cases out for in-depth analyses 
is important. We support this requirement by a Dynamic Query Menu (Figure 17). We group 
SDSS log attributes into three groups: attributes with numeric values, attributes with categorical 
values, and one special attribute, and support with different filters. For attribute with numeric 
values, e.g. the number of rows returned to a query, range sliders are used to help analyst set a 
range (minimum and maximum) values. For attribute with categorical values, e.g. IP addresses, a 
group of checkboxes are used. Since ―error‖ attribute only has three fixed values, we used radio 
buttons to set its values.  
All values in the dynamic query menu are created dynamically based on data loaded in the 
system. When analysts set a value in a filter, only queries that satisfy selected values will be 
displayed in the three views at the SQL Content Panel and are interactive.  
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4.3.6 Interaction Principle: Overview First, Zoom and Filter, then Details-on-Demand 
The SDSS Log Viewer adopts visual information seeking mantra as its interaction principle 
because this mantra offers an empirical guideline for information visualization design, and also 
consistent with the requirements of visual exploratory analysis (Lam, 2008). Overview provides 
the context for data interpretation. Zooming and filtering provide re-representation and multiple 
representations of data. Details-on-demand reduces the burden for analyst to memorize irrelevant 
information. 
The SDSS Log Viewer does not support interactions that link data between different views 
e.g. brushing and selecting data items in one view will affect visual representations of data items 
in other views. Although linking data among multiple views can help analysts to identify 
relationships among variables, in our application, this approach benefits the analysis less since the 
major views are designed to help analysts to make sense of query contents. In addition, the 
dynamic query menu can achieve a certain extent of linking, e.g. showing queries under a certain 
combination of attribute values in all three views. 
4.4 Design Process and Implementations 
4.4.1 User-Centered Design with Spiral Model 
In order to design the SDSS Log Viewer, I adopted a user-centered design methodology. I 
visited the JHU team at the beginning and the end of each design stage for formal evaluations and 
continuously collected feedback from the JHU team and other potential users to modify and 
improve the design. I also followed a spiral design model. A set of prototypes, range from paper-
based prototypes to low- and high-fidelity prototypes, and functional prototypes, were developed, 
reviewed, and tested. New system requirements were raised and existing requirements were 
refined during prototyping. The system described in this study is the second functional version 
97 
 
 
and is ready to be deployed and incorporated into real work settings at the SDSS project site. 
Figure 18 shows a brief description of the iterative process. Because the design process is 
discontinuous, here we show time units spent on each stage, instead of a calendar timeline. 
 
 
 
 
Figure 18. The iterative design process. Above time axis are stages done; before time axis are 
stages ongoing. 
 
 
 
I started with interviews and discussion to understand the target users, the SQL log data, and 
the problems that users faced. I then developed an initial design, including setting design goals, 
defining tool features to support design goals, and testing visual representation and interaction 
ideas. Next, paper-based prototypes were created and brought to target users for reviews and 
evaluations. Feedback and suggestions were used to create both low- and high- fidelity 
prototypes. A small sample of data in the form of a CSV file was used to test prototypes. After 
further feedback was gathered about high-fidelity prototypes, we implemented the system and 
conducted a set of case studies by using more sample datasets in different volume scales. For 
brief descriptions of each prototype, please refer Appendix C for details. 
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Meanwhile our understanding of SDSS SQL log data and analysis tasks was significantly 
improved during the design process. I realized that using the publicly available data in the form of 
CSV files limits analysis flexibility and increase processing time because the CSV files must be 
processed on-the-fly for visualizations. Therefore I am building a back-end database that stores 
processed information of logs for the tool and let the tool to directly connect to the back-end 
database for data retrieval. 
4.4.2 Implementation Details 
The SDSS Log Viewer was written in Java using the JRE 1.6.0.24 library. I used the 
prefuse(Jeffrey Heer & boyd, 2005) toolkit and wrote a considerable extension to build 
visualizations. The traffic view data is created in a DB2 database running in the cluster server at 
the iSchool. 
4.5 Feedback and Further Improvements 
In order to deal with the SDSS logs, a huge amount of heterogeneous data including numeric, 
categorical, and textual data, in this section, I designed the SDSS Log Viewer, an interactive 
visualization tool. Following user-centered design method and spiral model, I frequently 
interacted with the target users at the Johns Hopkins University. Feedback of the functional 
version was collected after the target users used the tool. 
The SDSS analysts have found the Log Viewer to be quite useful in identifying and 
understanding unusual query patterns, and their feedback indicates that the tool has great potential 
in facilitating their future analysis needs. They commented that: 
“The visualizations analyzed (e.g. being able to spot certain patterns at a glance) are 
especially useful due to the exceptionally large volume of queries that must be. It is not 
feasible to examine queries individually or even in groups with ad hoc techniques. The 
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visualization offered by the SDSS Log Viewer will be absolutely crucial in further in-
depth analysis of the log data.” 
I will continue to work with the SDSS team to enhance the Viewer‘s features and add 
capabilities that will enable more powerful analysis of the log data. In addition to identifying real-
world events associated with high traffic events, we have discussed the possibility of searching 
for specific verbs and schema elements in the queries that will guide schema enhancements 
(including user-defined functions and stored procedures), performance tuning and even adding 
new tools and capabilities to existing tools. 
While the usefulness of the SDSS Log Viewer has been demonstrated and tested, our case 
studies also revealed a few limitations that further improvement need to target. 
First, although the Log Viewer is efficient in finding regular patterns formed by a large 
volume of automatically created queries, it is hard for analysts to check individual queries if the 
number of these queries is too small and they were distributed sparsely at time. Such queries are 
normally generated by users manually. Our target users are also interested in looking at these 
queries for understanding how users worked with SQL. For analysis of a small number of queries, 
directly reading text is more efficient than our visual representation. Thus further improvements 
for dealing with such queries need to consider this analysis feature and to support it. 
Next, our case studies revealed that once analysts identified patterns, e.g. a large number of 
similar queries, in the SQL Content View, they wanted to group these queries into a smaller 
visual representation so as to further reduce recognition load. Such needs will require the Log 
Viewer to not only present information, but also provide analytical functions to automatically find 
queries similar in structures. Further improvement of the Log Viewer will transform it from an 
information visualization system to a visual analytics system. 
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4.6 Lessons Learned from the Collaborative Design 
The design of the SDSS Log Viewer is a collaborative effort between information scientists, 
astronomers, and data scientists located in different institutes and different locations. During this 
unique interdisciplinary opportunity, a few lessons have been learned for such collaborative 
designs. 
1. Using visualization prototypes as “Boudary Objects” to facilitate interdisciplinary 
collaboration. 
One previous design experience (Chen, Zhang, & Vogeley, 2009) between information 
scientists and astronomers had demonstrated the boundary role that visualizations can play 
between two different domains. Visualizations become boundary objects that are externalized and 
are common enough to be interpreted by experts from multiple domains from different 
perspectives, therefore forming the common ground of communication, collaboration, and 
publication. In this design we applied the same strategy to facilitate our collaborative design with 
SDSS data scientists.  
In the first visit to SDSS data scientists at the JHU, a set of static SkyMap images were 
presented. It was surprised that these static images help data scientists to immediately reveal a 
system bug, that is, users could use very large circle (radius > 5 degree = 300 arcmin) to search 
the database, which is prohibited. Without direct see these circles, SDSS data scientists can 
hardly spot this problem. Then our discussion about these static images quickly helps the target 
users to adopt my design ideas and to inspire them for creative suggestions. In later visits, all 
kinds of prototypes became the ignition of discussion and bridge the two different domains 
together. Even from low fidelity prototype, the SDSS data scientists still could provide valuable 
insights of patterns of queries, and could spot anomalies. 
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Visual prototypes, however, can still create confusions, particularly, when novel visual 
representations unfamiliar to users were presented. SDSS data scientists had no clue about what 
these color-coded bar lines in the SQL Content View stood for at the first time this visual 
representation was introduced to them. Obvious things for visualization designers could be weird 
things from the Mars.  
2. For design of unclear user requirements, always start with “let me show you something”. 
Although the three SDSS data scientists introduced their analysis tasks, processes, tools, and 
working environment during the formal interview, they still have no clear and detailed 
requirements for the functionalities and interactive features of the SDSS Log Viewer. Indeed their 
requirements of the system were co-evolving with prototypes. Their answers to ―what do you 
want?‖ or ―what do you expect from the tool‖ at beginning stage of the design were unclear and 
unprepared. In such scenario where users‘ requirements are unclear, introduction of a prototype 
and its alternatives worked well for ice-breaking. Soon ―let me show you something‖ became the 
most common opening of discussion.  
As hindsight, the reason behind this lesson might be due to the conceptual gaps between the 
designers and users, especially when the two groups are in different disciplines. For the target 
users, data scientists and astronomers, a problem that can be proved or verified by mathematical 
methods is what they want. The tools and systems that they are using actually are based on these 
types of questions. Therefore to inspire them for design requirements of an interactive 
visualization system, the first task might be introduce them what an interactive visualization is, 
how it works, why it works. After bridge this conceptual gap, then users might be able to start to 
think detailed system requirements. In such circumstance ―let me show you something‖ might 
serve as the bridging function  
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3. Being flexible with user studies. Informal discussion may be better than formal user study 
when work with researchers from different disciplines. 
User study is one of the common evaluation methods for a design study. In a user study a 
small number of target users will normally be asked to fulfill certain tasks the designed tool 
aimed and their performance will be observed during their interaction with the tool to identify 
problems of the tool, difficulties users experienced, and performance of users (sometime 
compared to benchmark values). 
At the beginning of this design, a formal user study was planned for a paper-prototype. 
However, our target users felt uncomfortable with the formal user study. They preferred to open 
discussion of the prototype, and hoped to lead the discussion into possible research questions 
instead of problems of usability. 
From the hindsight perspective, a formal user study could be better for usability test and 
comparison between a proposed designed tool and its competitors. As Greenberg and Buxton 
argued, good usability in successful product often happens after, not before, usefulness 
(Greenberg & Buxton, 2008). Liu also commented that it might not make much sense to do 
usability evaluation for novel techniques or systems, rather the focus of evaluation should be 
usefulness instead.(Z. Liu, Nersessian, & Stasko, 2008). Therefore in terms of novel visualization 
systems like the SDSS Log Viewer, informal discussion may be better for concept proven and for 
evaluation of usefulness.  
4.7 Summary 
In this chapter I described the design of the SDSS Log Viewer, an interactive information 
visualization tool, which targets to do visual exploratory analysis of SDSS SQL query logs and 
reveals users‘ data access behavior from the log data. 
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This design follows user-centered method and adopts the spiral design model. I first 
identified the target users and did a requirement analysis (in section 4.2) to form the basis of 
design. Then details of the visualization system were described in section 4.3. This tool includes 
four views and one filter menu, which are the TimeLine View, the SQL Content View, the 
SkyMap View, the Statistics View, and the Dynamic Query Menu. Implementation details of this 
tool were described in section 4.4, as well as target users‘ feedback in section 4.5. From this 
unique interdisciplinary design, a few lessons have been learned and reported in section 4.6. 
By using the SDSS Log Viewer and basic statistics, in the next chapter I will conduct three 
case studies of the SDSS SQL query logs to study users‘ data access behavior. The three case 
studies include an exploration of massive query generators who triggered high traffic days, an 
exploration of data behavior in a common week at each year, and an in-depth analysis of 
individual users. Results and conclusions are reported at the end of the next chapter. 
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CHAPTER 5: DATA SEEKING BEHAVIOR OF SCIENTIFIC DATA USERS 
PART II: CASE STUDIES 
 
 
 
5.1 Introduction 
SDSS SQL query logs are rich information sources for studying users‘ data seeking behavior. 
With the help of the SDSS Log Viewer, I conducted a set of case studies to visually explore the 
huge amount of logs files and to reveal data seeking behavior manifested in observed patterns, 
models, and anomalies. Besides visual exploration, I also used statistics results to support 
observations. These case studies also endeavor to fulfill tasks raised by the primary users, data 
scientists at the Johns Hopkins University. 
Although the SDSS Log Viewer can process a large volume of logs, it is impossible and 
unnecessary to examine every one of the 160 billion records. Based on the primary tasks raised 
by target users, and the research question RQ7 and RQ8, I set up three case studies each of which 
focused on one perspective of data behavior, including the behavior of massive query generators, 
behavior in a common week, and behavior from individual users, in my case, individual IPs. 
Table 8 lists the three studies and their detailed scenarios. I will describe these three cases in the 
next three sections. 
 
 
 
Table 8. Case studies of SDSS logs 
Case Scenario Purpose 
Case 1: check high 
traffic days in each 
year 
Three higher traffic days 
in each year 
Figure out who triggered these high traffics 
days, how they did, and why 
The million query days Figure out who triggered these million 
traffics days, how they did, and why. 
Common types of large 
number similar queries 
Summarize behavior of the massive query 
generators 
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Case 2: check 
queries in common 
days 
One week (1
st
 week of 
May) in each year 
Observe query evolution along time, and 
particularly failure query evolution 
A few days around each 
data release 
Reveal potential correlation between data 
releases and traffic patterns 
Case 3: check 
queries from 
individual users 
Pick up 3 IPs in two 
categories: academic and 
public 
In-depth analysis of behavior of individual 
users in two different category 
One IP from a research 
institution, Drexel Univ. 
In-depth analysis of behavior of a research 
institute 
 
 
 
5.2 Case Study 1: Data Seeking Behavior of Massive Query Generators 
The primary task of target users is to explore log details of unusual query traffics. In the 
interview of target users, they showed interest of these high traffic days and considered these days 
to be unusual traffic days. Therefore in this case study, I pick the three highest traffic days in each 
year from 2003 to 2009 for visual exploration. Among these days, there are a few days in which 
more than a million queries were issued to the SDSS data archive. These million query days 
could be a symbol of impact of SDSS project, thus I isolate them out from others and analyze 
them in details. In addition, a previous study (Singh, et al., 2005) had revealed that there are users 
who programmed to automatically issue SQL queries to the SDSS data archive. These massive 
query generators (MQGs) could easily skew the results of statistically analyses of SDSS logs. The 
behavior of these MQGs, however, is still unclear, e.g. how they did and why they did. Therefore, 
in the exploratory analysis of high traffic days, I focus more on these MQGs and endeavor to 
reveal who they are, how they did their queries, and why they did. 
5.2.1 High Traffic Days in Each Year 
The interactive function of the TimeLine View can easily help analysts to identify the high 
traffic days at the log data. Adjusting the horizontal scroll bars will set the range of time on this 
106 
 
 
view. Adjusting the vertical bars will set the range of values on this view. Figure 19 shows the 
yearly view of traffics in the time unit of a day.   
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Figure 19. Yearly traffics in the time unit of a day from 2003 to 2010. The values in Y-axis are 
different due to different value ranges in different years 
108 
 
 
In each year, I pick the three highest traffic days for visual exploration analysis. For some 
highest traffic days that are continuous, e.g. days around July 6
th
, 2006 and days around March 
8
th
, 2009, I picked the highest day only since these days could have the same patterns. Table 9 
lists days picked and their traffic information. Among these high traffic days, there are a few days 
with more than one million queries, including Dec. 6th, 2007, Oct. 22nd, 2008 and a few days 
around Mar. 8th, 2009, which are highlighted with bold font in the table. 
The majority traffics in the first two high traffic days in 2003 come from unidentified IP 
―0.0.0.0‖ and each of them issued tens of thousands of identical queries. One is ―Select 
photoobj.ra, photoobj.dec‖, and another is ―Select Top 1 p.ojbID, p.specID‖. But these queries 
had clearly violated the SQL structure. Therefore it may caused by bad log data. I excluded these 
two days from further analysis. 
In this section, I list visualizations of a few of these data seekers, which are most interesting 
cases to  
5.2.2 Results 
Table 9 also lists these MQGs in each high traffic day. I identified who they were, how they 
did for queries, and the possible reasons behind their queries. It is also unrealistic to present all 
visual representations of all of these MQGs because they will take too much space. Therefore, in 
this result section I present one interesting examples to help readers to understand the contents of 
queries from MQGs and demonstrate how they sought data. The behavior of those MQGs 
inferred from the overall results will be discussed in the next section. 
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Table 9. Case study of top 3 highest traffic days in each year 
Year Top 3 
highest 
traffic 
days 
Traffic 
volume 
Number 
of MQGs 
Who How Why 
2003 
6/6 67191 * * * * 
11/7 82039 * * * * 
11/11 114351 2* 
Unknown1 
Search large circular areas (radius=42), 
randomly in the whole sky. And never 
found matched. 
Randomly search 
for a set of 
specific columns 
Unknown2 
Search very small circular areas 
(radius=0.2), in the northern sky only. 
Two types of queries: once find an object, 
retrieve the sought data immediately with 
IDs. 
Randomly scan 
the entire 
Northern sky to 
get data from 
SDSS 
2004 
2/20 267042 1 (96%) 130.167.130.1 
(NASA at Huntsville) 
Search the Northern sky with ~260,000 
similar queries using different very small 
rectangles, but neglect some SDSS 
coverage areas 
Scan the Northern 
sky to check non-
SDSS 
9/3 207313 1 (96%) 128.174.51.162 
(UIUC) 
Retrieve data with ~200,000 simple 
queries with specified IDs 
Retrieve specified 
objects 
10/27 230731 1 (92%) 128.174.51.162 
(UIUC) 
Retrieve data with ~220,000 simple 
queries with specified IDs. Similar to 9/3 
Retrieve specified 
objects 
2005 
2/3 177848 1 (93%) 129.125.6.76 
(RIJKS Univ. 
Groningen, Holland) 
Count the number of object within an 
htmID range 
Scan and analysis 
the SDSS photo 
objects 
2/11 285067 1 (88%) 129.125.6.76 
(RIJKS Univ. 
Groningen, Holland) 
Count the number of object within an 
htmID range 
Scan and analysis 
the SDSS photo 
objects 
10/16 162979 2# 168.122.64.47  
(Boston Univ 50%) 
Search SDSS coverage with different 
radius 
Search objects in 
SDSS 
1
09
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65.96.55.7  
(Burlington, VT 43%) 
Search SDSS coverage with different 
radius 
Search objects in 
SDSS 
2006 
5/4 130452 2 
193.144.210.89 
 (Spain Universidad de 
Cantabria) 
Vertically search all SDSS planned area 
with small circles (radius=0.025) 
Scan all SDSS 
planned region for 
objects with both 
photo and spectra 
info 
192.131.232.131 
(Natl Radio Astro 
Obser) 
Search SDSS covered region with circles 
(radius=9.75) 
Search objects in 
SDSS 
7/6 129115 4 
193.144.210.89 (Spain 
Universidad de 
Cantabria) 
Vertically search all SDSS planned area 
with small circles (radius=0.025) Similar 
to 5/4 
Scan all SDSS 
planned region for 
objects with both 
photo and spectra 
info 
142.104.21.3 & 
142.104.60.193 
(Univ. of Victoria) 
Search a large circle (radius=30). If return 
non-zero, retrieve with ID numbers 
Search specified 
object in SDSS 
region 
133.74.9.17 
(a Japanese IP) 
Search small circles r=0.75, within SDSS 
coverage 
 
192.131.232.131 
(Natl Radio Astro 
Obser) 
Search SDSS covered region with circles 
(radius=9.75) Similar to 5/4 
Search objects in 
SDSS 
8/9 98796 2 
193.144.210.89  
(Spain Universidad de 
Cantabria) 
Vertically search all SDSS planned area 
with small circles (radius=0.025) Similar 
to 5/4 and 7/6 BUT searching different 
database 
Scan all SDSS 
planned region for 
objects with both 
photo and spectra 
info 
132.66.135.43 
(Tel Aviv Univ., Israel) 
Retrieve all data in specified run, rerun, 
and field IDs 
Retrieve known 
data 
1
10
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2007 
9/13 600451 1 (99%) 131.142.*.* 
(Harvard-Smithsonian 
Center For 
Astrophysics) 
Use ~600000 simple queries with long list 
of IDs from 40 different IPs. 
Retrieve 
converted data 
9/21 583359 4 
128.32.92.238 
(UC Berkely) 
Search two equator stripes with circle 
(radius=8) 
Search data 
128.95.98.106 
(Univ Washington) 
Randomly search rectangles in and out 
SDSS coverage 
Seems cross 
match 
142.104.21.3 
(Univ. of Victoria) 
Retrieve with specified object IDs Retrieve specific 
data 
169.237.43.* 
(UC Davis) 
First search small circles (radius=0.1) 
within SDSS coverage, then retrieve if get 
return. Search the entire SDSS coverage. 
from16 IPs 
Scan all SDSS 
database to get 
specific data 
12/6 1092525 1 (99%) 142.104.21.3 
(Univ. of Victoria) 
Retrieve with specific IDs. 
First million query day. 3.4% were 
executed. 
Retrieve data  
2008 
4/22 143382 1 (83%) 202.127.24.165 
(a Chinese IP) 
Search SDSS region with median size 
(radius=30) circles, most failed (98%) 
Search data 
5/29 138699 1 # (85%) 132.236.7.* 
(Cornell Univ) 
Two types of retrieve queries from 5 IPs. 
One retrieve a long list of column of 
photoID; another a short list of spectIDs 
after retrieve from the previous one 
Search + Retrieve 
data 
10/22 1303151 1 (99%) 142.104.21.3 
(Univ. of Victoria) 
Retrieve with specific IDs. 
Second million query day. 3.4% were 
executed. 
Retrieve data  
2009 
3/8 1442686 1 (99%) 204.174.103.3 
(Natl Res Council 
Canada, Victoria) 
Search small rectangular areas (1.3*0.8), 
3.4% were executed. 
 
5/11 287319 3 (85%) 
131.225.80.175 
(Fermi Lab) 
Mainly repeatedly issue three identical 
queries, like a demo 
Weird, demo? 
128.32.92.238 
(UC Berkeley) 
Focus a small region (radius=0.2), 
complex SQL codes first, then count total 
Analysis data 
1
11
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134.76.205.155 
 (GWD 
GOETTINGEN, 
Germany) 
Search specific objects in SDSS region Search data 
7/8 310038 6 (88%) 
128.32.92.238 
(UC Berkeley) 
Focus a small region (radius=0.2), 
complex SQL codes first, then count total. 
Same as 5/11/2009 
Analysis data 
128.114.23.52 
(UC Santa Cruz) 
Scan SDSS region with small circles 
(radius=1) 
Scan DR7 data 
132.66.135.113 
(Telaviv Univ, Isreal) 
Scan each fiber, plate, and field ID for 
certain columns 
Non-spatial scan 
132.204.60.40 
(Univ Montreal, 
Canada) 
Search to strips with type rectangles 
(1*0.75) for both photo and spectra 
Search 
116.125.142.138 
(Korea) 
All learning database queries, like a 
crawler 
Crawler database 
schema 
134.76.205.205 
(GWD 
GOETTINGEN, 
Germany) 
Retrieve data with a long IN(*,*,…) 
condition 
Retrieve data 
2010 3/10 464473 3 (97%) 
131.142.24/188.* 
(Harvard-Smithsonian 
Center For 
Astrophysics) 
Use ~400000 simple queries with long list 
of IDs from 6 different IPs. Similar to 
2009/9/13 
Retrieve 
converted data 
193.144.210.89 
(Spain Universidad de 
Cantabria), 
Used small circle( radius=0.025). Similar 
to 2006 May, July, August, but different 
database 
Scan all SDSS 
planned region for 
objects with both 
photo and spectra 
info 
133.56.195.32 
(a Japanese IP) 
Retrieve a strange column with object IDs Retrieve data 
1
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4/5 473653 2 (89%) 131.142.24/188.* 
(Harvard-Smithsonian 
Center For 
Astrophysics) 
Use ~400000 simple queries with long list 
of IDs from 6 different IPs. Similar to 
2009/9/13 and 2010 3/10 
Retrieve 
converted data 
133.56.195.32 
(a Japanese IP) 
Vertical scan SDSS equator regions in 
tiny circle (radius=0.016) 
Scan SDSS 
partially 
5/5 516499 3 (91%) 131.142.24/188.* 
(Harvard-Smithsonian 
Center For 
Astrophysics) 
Use ~400000 simple queries with long list 
of IDs from 6 different IPs. Similar to 
2009/9/13 and 2010 3/10 
Retrieve 
converted data 
133.56.195.32 
(a Japanese IP) 
Vertical scan SDSS equator regions in 
tiny circle (radius=0.016) 
Scan SDSS 
partially 
195.251.202.47 
(Greece Natl Observ) 
Three types, one spatial search + two 
retrieve data 
Search and 
Retrieve data 
* Possible data damage. 
 
1
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For demonstration of visual representations of a high traffic day, I picked the Sept. 21
st
, 2007 
as an example because queries in this day have typical patterns as seen in other days, and thus 
becomes a good example for demonstration. Figure 20 shows a screen shot of visual 
representations of queries in the day. 
 
 
 
 
Figure 20. A screen shot of the visual representation of queries in Sept. 21
st
, 2007.  
 
 
 
As listed in Table 9, there are four MQGs in this day belongs to four users, three in the US 
and one in Canada. The Statistics View clearly shows the major users from their IP address 
distribution. It is interesting to notice that there are a set of similar IPs (169.237.43.*) at this day 
that belong to one institute, the University of California, Davis campus. After check the query 
contents of these similar IPs, it turn out that they were doing the same thing, which was to search 
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a sky area within the SDSS coverage region, and if get a return, then retrieve data with returned 
object ID. This one user formed the majority of traffic in Sept. 21
st
, 2007. Figure 21 shows visual 
representations of the two types of queries and sky maps of areas this user were searching. 
 
 
 
 
Figure 21. A fraction of visual representation of queries from University of California, Davis 
from 16 IPs in Sept. 21
st
, 2007. 
 
 
 
From the sky map in Figure 21, it is clear to see that queries from this user focused on SDSS 
coverage region. One type of queries, which use the template ―select * from 
dbo.fGetNearestObjEq(ra, dec, radius)‖, to direct search if SDSS data exist in the specified sky 
area.  
Here the definition of a SQL query template follows the previous study (Singh, et al., 2005), 
which is ―the skeleton of a SQL query with parameters replaced with #‖. For example, the 
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aforementioned template, ―select * from dbo.fGetNearestObjEq(ra, dec, radius)‖, could be 
rigorously represented as ―select # from dbo.fGetNearestObjeEq(#, #, #)‖. 
From the time sequence demonstrated in SQL Content View, the successive search sequence 
becomes clear. The user first search if SDSS data exist. If data does exist, the next query will 
retrieve the data with returned object IDs from the previous one. Also in order to maximize the 
speed, this user used multiple computers to issue queries. 
Another MQG in this day came from University of California, Berkley. This user, different 
from the above user, searched relatively large sky areas (circular area with radius=8) for a large 
number of objects in each query. Figure 22 shows the two visual representations of queries from 
this user. The query template is same to all 69593 queries, but different sky areas. Exploration of 
other days around Sept. 21
st
, 2009 shows that this user not only scan the two equator strips but 
also all SDSS coverage region. 
 
 
 
 
Figure 22. A fraction of visual representation of 69593 queries from University of California, 
Berkley in the same template but different circular sky areas in Sept. 21
st
, 2007. 
 
 
 
The third MQG came from University of Washington. Similar as the one from UC Berkley, 
this user also use one query template with different spatial areas. But this user searched both in 
and out of SDSS covered sky region. Therefore it is possible that this user was cross-matching 
SDSS database to other data sources. Figure 23 shows an exemplar visual representation of this 
user. 
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Figure 23. A fraction of visual representation of 44483 queries from University of Washington in 
the same template but different rectangular sky areas in Sept. 21
st
, 2007. 
 
 
 
The fourth MQG is a retriever who is from University of Victoria, Canada. This user just 
retrieved SDSS data with two column features by specifying object IDs the user already knew. At 
this day, this user at University of Victoria sent queries less intensely than the one did in the first 
million query day. Only less than a hundred of queries from this user were rejected due to ―fair 
use‖ policy. Figure 24 shows an exemplar visual representation of this user. 
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Figure 24. A fraction of visual representation of 47251 queries from University of Victoria in the 
same template but different object IDs in Sept. 21
st
, 2007. 
 
 
 
5.2.3 Discussion 
Visual exploration of query contents in these high traffic days reveals that only a few data 
seekers (usually one to four, some days at most six seekers) triggered these high traffic days. 
They all could automatically generate SQL queries and use a few query templates with. In this 
section, I discuss the results of million query days first. And then I summarized the general 
patterns of MQGs. 
5.2.3.1 Generators of Million Query Days 
Among these high traffic days, there are a few days with more than one million queries, 
including Dec. 6th, 2007, Oct. 22nd, 2008 and a few days around Mar. 8th, 2009, which are 
highlighted with red dot circle in Figure 25. From their query contents, SDSS data analysts found 
out that these million queries were issued by only two IP addresses. One is a university at 
Victoria, British Columbia, Canada, who dominated the first and the second million query days. 
Another is a national institute of Canada who is also located in Victoria, and dominated the days 
119 
 
 
around March 8th, 2009. SDSS analysts recognized that both institutes might retrieve SDSS data 
for the Canadian Astronomy Data Centre. 
 
 
 
 
Figure. 25. Million query days marked with red circles in the year of 2007, 2008, and 2009. 
 
 
 
Observations of the visualizations of SQL contents quickly revealed that both of the million 
query generators have the same query pattern. They created software codes to automatically 
generate queries with the same structure but different parameters such as ―objID‖ or rectangular 
areas (seen in Figure 26 to Figure 28). These ―machine gun‖ queries were issued to SDSS data 
archives with time intervals usually less than 0.1 second between successive queries. 
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Figure. 26. Million queries in Dec. 6th, 2007 from one IP in the same template but different 
object IDs. 
 
 
 
Figure. 27. Million queries in Oct. 22
nd
, 2008 from one IP in the same template but different 
object IDs. 
 
 
 
Figure. 28. Million queries in Mar. 8
th
, 2009 from one IP in the same template but different 
rectangular areas 
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After observing the query pattern, SDSS analysts raise questions about whether all of these 
queries had been executed because the short time interval between queries violated the SDSS 
―fair use‖ policy that one IP address can only send one query per second. Therefore they checked 
the error status of queries (bottom left corner in Figure 17). It turned out that only 3.4% of the 
millions of queries submitted were actually executed in SDSS databases. All other were rejected 
due to violation of the SDSS query policy.  
Given the observations that both million query generators are geographically close, both have 
the same query pattern, and both have similar success rate of executed queries, SDSS analysts 
inferred that the two million query generators used the same software codes and adopted the same 
query strategy. Indeed their data retrieval aims were the same or very similar. Even though the 
majority of queries were rejected for execution, the successful ones still fulfill their data retrieve 
purpose. Therefore they stuck with their codes and strategy. In effect, SDSS analysts had point 
out that there is an existing tool in the SDSS web site that can fulfill the same data retrieval 
purpose more efficiently and effectively. 
The two million query generators‘ behavior well matches the theory of ―principle of least 
effort‖ (T. Mann, 1987), which states that regardless the user‘s proficiency as a searcher, or their 
level of subject expertise, they will tend to use the most convenient methods to them, and stop 
seeking behavior as soon as acceptable results are found. Results of this case study suggests that 
data retrieval might follow the same principles as information retrieval and designers of large 
scale data archive need to incorporate these principles into their design to better serve their users. 
5.2.3.2 Common Models of Massive Query Generators 
Besides these million query days, we also explored other high query traffic days in each year 
in our case study. 
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1. Scan queries 
Among massive query generators, some of them systematically scan a very large sky region, 
e.g. the Northern sky or even the entire sky, piece by piece with simple structured queries but 
without complex query conditions. This kind of queries can easily been observed in the SkyMap 
View. Figure 29 shows a fraction of a quarter million queries that scanned the entire Northern sky 
with small rectangles but deliberately ignored some areas mapped by the SDSS project. 
 
 
 
 
Figure. 29. A fraction of a quarter million queries that scan the entire Northern sky, but 
deliberately miss some SDSS mapped area. 
 
 
 
2. Search queries 
Different from scan queries, search queries focused on specific sky regions, normally areas 
mapped by the SDSS project. And search queries contain specific and sometimes complex 
condition strings to search astronomical object that are of interest to users. Visual patterns of 
search queries can be spotted in both the SkyMap View and the SQL Content View. Figure 30 
shows a German institute searched all SDSS mapped areas to find higher redshift stars, galaxies, 
quasars, or unknown objects. 
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Figure. 30. Typical search queries from a German institute who search SDSS mapped areas only 
for high redshift objects. Upper panel is SkyMapView showing that these queries were interesting 
in SDSS mapped areas only. Below panel is visualization of these queries with a tooltip window 
containing detailed information of a query. 
 
 
 
3. Retrieve queries 
When data seekers know what object they want, they would use retrieve queries to obtain 
data. A common way to retrieve data is to specify object IDs in their queries and select columns 
in data tables that they want. This type of queries has no spatial information, therefore showing 
no visual patterns in the SkyMap View, but can be easily spotted in SQL Content View due to 
their short condition strings, which are normally in green at the end of lines representing user 
specified object IDs. Both Figure 26, 27 and 31 below demonstrate typical retrieve queries. 
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 Figure. 31. Typical retrieve queries from a Harvard-Smithsonian Center for Astrophysics. One 
query carries on more than 50 object IDs in many ―OR‖ conditions 
 
 
 
4. Learning the database 
Besides queries that were scaning, searching, or retrieving data from the SDSS data archive, 
there are another kind of queries that were issued frequently mainly by search engines, such as 
Google, Inktomi (Yahoo‘s search agency), and Microsoft. These queries did not search scientific 
data from the SDSS data archive, instead they search database schemas and descritptions of tables, 
views, functions, and columns. Figure 32 shows a set of learning the database queries from 
Microsoft. Compared to other queries seekingdata, there learning queries are normally short and 
have database defined strings, which become black bars in their visual representations and 
interwaved with other color bars, normally cyan and gray bars which stand for the name of tables 
and views. 
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Figure. 32. Typical learning database queries from an IP belonging to Microsoft. 
 
 
 
5. Administrative queries 
A set of identical queries are common in these high traffic days. These queries came from 
three fixed IPs, which belong to Fermi Lab and the Johns Hopkins University. SDSS data 
scientists recognize these queries are adminastrive queries, which are used to check the status of 
database. Figure 33 shows a typical adminastrative query and its contents. 
 
 
 
 
 Figure. 33. Typical administrative queries (Lines with black bars following the beginning of a 
line) 
 
 
 
6. Successive search 
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As reviewd in chapter two (section 2.7), users may take multiple actions during their one 
search session. This phenomenon was observed in SDSS data seeking activities too. One typical 
successive search pattern is a ―search first, and if get hit, then retrieve‖ pattern. Figure 32 and 
Figure 19 both show this pattern. In Figure 34 left panel, the users focused on a very small sky 
area. In the Right panel, short lines represent search queries demonstrated with a tooltip window 
that showing the contents of a query, and long lines are retrieve queries. It is interesting to see a 
long line always follows short line and some short lines (searches) did not get return, therefore no 
long lines follow them. 
 
 
 
 
Figure. 34. Typical ―search first, and if get hit, then retrieve the data‖ queries by UC Berkley at 
May 2009. (Left panel) The users focused on a very small sky area. (Right panel) Short lines 
represent search queries demonstrated with a tooltip window that shows the contents of a query, 
and the long lines are retrieve queries. Notice that a long line is always following a short line and 
some short lines (searches) did not get return, therefore no long lines follow them. 
 
 
 
5.2.3.3 Who are these Massive Query Generators? 
The number of MQGs is small based on the results in Table 9. Table 10 summarizes the 
frequencies of these MQGs. Visual exploration of the top four MQGs (see the ―How‖ column in 
Table 9) reveals that they all followed the ―principle of least efforts‖, which mean they repeated 
their data request behavior, used the same query templates, and might query different datasets, e.g. 
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what Universidada de Cantabria and Harvard-Smithsonian Center for Astrophysics did, or even 
the same dataset, e.g. what the UC Berkley did.  
 
 
 
Table 10. MQGs in the high traffic days 
MQGs in high traffic days Frequency 
Spain Universidad de Cantabria 4 
Univ. of Victoria 4 
Harvard-Smithsonian Center For Astrophysics 3 
UC Berkely 3 
133.56.195.32 a Japanese IP 3 
UIUC 2 
RIJKS Univ Groningen 2 
Natl Radio Astro Obser 2 
Tel Aviv Univ., Israel 2 
GWD GOETTINGEN, Germany 2 
NASA at Huntsville 1 
Boston Univ 1 
Burilington, VT 1 
133.74.9.17 (Japanese IP) 1 
Univ Washington 1 
UC Davis 1 
Chinese IP 1 
Cornell Univ 1 
Natl Res Council Canada, Victoria 1 
Fermi Lab 1 
UC Santa Cruz 1 
Univ Montreal, Canada 1 
 
 
 
5.3 Case Study 2: Data Seeking Behavior in the Common Weeks 
In section 5.2, I focused on these MQGs who triggered high traffic days. These query 
generators automatically issued data requests to the SDSS data archive, which skew the query 
frequency distributions in those high traffic days. Therefore in order to study users‘ data seeking 
behavior in general, I conducted the second case study, which focuse on a common week where 
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no very high traffics exist and general search pattern could be observed. In addition by exploring 
these common weeks in each year, it is possible to see patterns of query evolution. 
5.3.1 Weeks Picked 
The standard to choose a week is that  
1. This week is in normal working days, not in the summer or winter break.  
2. No major holidays and major astro-events are in and around this week. 
Based on the two standards, I pick the first week of May in each year. Table 11 lists the basic 
information of these weeks. Due to possible log data damage of the first week of May in 2003, I 
replace this week with the first week of December in 2003. 
Table 11. The common week in each year 
Week  No. of queries  No. of IPs  
Dec. 1-7,‘03  7,717  172  
May 2-8, ‘04  84,791  239  
May  1-7, ‘05  82,163  343  
May  7-13, ‘06  416,620  377  
May 6-12, ‘07  76,041  1107  
May 4-10, ‘08  400,540  2493  
May 3-9, ‘09  962,856  1071  
May  2-8, ‗10  1,840,277  1106  
 
5.3.2 Results 
5.3.2.1 User distribution and segmentation 
Visual exploration of one week log data reveals that in a common week the number of 
queries from an IP might follow a power law distribution. Therefore I analyze the distribution of 
query frequency. Figure 35 to 38 shows these distributions. 
  
129 
 
 
 
Figure 35. Query traffic per IP sorted by frequency – biggest IP first in one week in 2003 and 
2004 
 
 
 
 
Figure 36. Query traffic per IP sorted by frequency – biggest IP first in one week in 2005 and 
2006 
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Figure 37. Query traffic per IP sorted by frequency – biggest IP first in one week in 2007 and 
2008 
 
 
 
Figure 38. Query traffic per IP sorted by frequency – biggest IP first in one week in 2009 and 
2010  
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The above digrams clearly show that the query traffic per IP address in all common weeks of 
the eight years are following power-law distributions. In some cases, e.g. the week in 2008 at 
Figure 37, and the week in 2009 and 2010 at Figure 38, there are platforms in these linear lines. 
Exploration of query patterns of IPs in these platform reveals that these platform were caused by 
one user who used multiple IPs to query in the SDSS data archive in the same template with 
similar numbers. Except for Harvard-Smithsonion Center for Astrophysics, these users are search 
engine companies, e.g. Microsoft, Google, Inktomi, and Yahoo. 
The above figures show that in common weeks a small number of MQGs automatically 
issued tens or hundreds of thousands of queries, and many users can just mannually issued a few 
(less than one hundreds) queries. In the middle of these two kinds of users, there is a unclear 
range where a certain group of users issued hundreds and thousands queries. These queries could 
be either manually created intensively in a week, or automatically created in a short amount of 
time. Figure 39 illustrated the segmentation of users in a common week. 
 
 
 
 
Figure. 39. General segmentation of SDSS data requestors based on one week traffic 
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Based on the observation, SDSS data requestors (IP addresses), I draw two lines to segment 
them. One line is in the number of 100, while another is 10000. It should be note that these two 
lines are rather suggestive, not conclusive. In order to segment users, the number of queries 
per IP should be considered as a range, instead of a fix value. 
Requestors who issued less than a hundred queries in a week are considered as ―common 
requestor‖, and they mainly created their queries mannually. Requestors who could issue more 
than ten thousands of queries are considered as ―auto requestors‖, since it is extremely hard and 
unrealistic to ask user to write tens of thousands of queries mannually. And the analysis results of 
MQGs reveal that these high traffic generators all quried automatically.  
These two group of requestors can be easily characterized. The first case study has revealed 
the common behavior of those auto requestors.  
The behavior of common requstors is diverse. For example, in the common week in 2008, an 
IP (38.99.13.123) from San Francisco issued 100 queries, and mainly (90 out of 100) used a 
simple template (SELECT * FROM differenttables WHERE spectObjID = ***) to retrieve 
spectrum data of specified object IDs, used 7 queries to learn the table of ―Galaxy‖, tried 2 
exemplar quries, and made 1 error query. These queries were issued nearly evently in each day of 
the week. While another IP (202.127.24.122) from China issued 99 queries, and in two days kept 
doing one thing: search a large number (around top one million) of object within luminosity cuts 
and insert into a personal table at CasJobs; found results did not meet user‘s request, so drop the 
table; and then change the search query and did again. If results met user‘s request, did an 
analysis of retrieved data. Both of the two users issued their quries manually. 
Between the two lines exists a mixed scenario, where a few thousands of queries could be 
automatically created and issued in a relatively short time, e.g. a half day; or requestors can 
133 
 
 
intensively and manually issue a few thousands queries in a few days as their routine research 
activities. Both of the scenarios were observed in common weeks. For example, in the common 
week of 2008, an IP (131.225.12.20) from Fermi Lab kept automatically and randomly search the 
entire sky with two template, but all queries (1570) return zero row. Meanwhile another IP 
(159.226.169.40) from China manually issued 786 queries to use CasJobs personal database to 
search data. Among the two users exist a group of IPs from Microsoft who automatically queried 
the database schemas for SDSS database. 
5.3.2.2 Evolution of query  
Through observation of query patterns in each year, several plausible evolution patterns can 
be hypothesized, which are listed below. 
1. Use of CasJobs personal database 
Table 12 shows the number of quries in CasJobs and its percentage.  
Table 12. CasJobs queries in common weeks 
Week No. of queries No. of CasJobs queries Percentage 
Dec. 1-7,‘03  7,717  1 0.00% 
May 2-8, ‘04  84,791  9 0.01% 
May  1-7, ‘05  82,163  1725 2.13% 
May  7-13, ‘06  416,620  2095 0.5% 
May 6-12, ‘07  76,041  2356 3.09% 
May 4-10, ‘08  400,540  5160 1.28% 
May 3-9, ‘09  962,856  6935 0.72% 
May 2-8, ‘10  1,840,277  0* 0.00% 
* Unclear reason. So excluded from analysis 
 
In the weeks at 2003 and 2004, very few users exploited the benefit of using CasJobs 
personal database. In the common week of 2005, the number of quries jumpped to more than a 
thousand. And the number kept increasing in the rest common weeks. Unknown reason caused 
the number of CasJobs queries in the common week of 2010 to be zero. So this result is excluded 
from analysis. 
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Since automatically issued queries can only come through public access portal, all queries 
running in CasJobs personal database were manually created. Table 12 demonstrates that more 
data analysis behavior occurred in CasJobs personal database in recent years. Also the number of 
queries are still in the scale of a few thousands. This phenomemon indicates that the overall user 
population of CasJobs who need advanced data analysis capability is relatively consistant. 
2. Query sophistication 
Query sophistication is an subjective observation of the complexity of SQL structure 
menifested in query contents. A general observation of visual represetation of query contents 
revealed an evolving path, which is expected by SDSS data scientists. 
In the early years, e.g. 2003 and 2004, user issuded queries were generally simply. Query 
templates were follow basic ―SELECT cols… FROM tables… WHERE conditions…‖ structure. 
Users tended to get familiar with SQL language and SDSS database. Some users, e.g. IPs from 
Fermi Lab and the JHU, did issued complex condition string. In the common weeks of 2005 to 
2006, not only mortal queries queries became complext in terms of condition strings, SQL 
structures, and sucessive query sequences, but also queries issued by MQGs became complex in 
their condition strings and sky areas they targeted.  
The common week of 2007 showed a more diverse query sophistication compared to the 
previous years. Besides complex queries in one line, SQL codes that were programmed by 
advanced users appeared. Crawler queries from search engines also were seen in this week, which 
are commonly menifested as mulitple similar IPs issusing similar learning database queries 
interwavely. In the common weeks of recent years (2008 - 2010), similar patterns as in those in 
2007 perceived.  
3. Type of errors occurred 
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Failed queries can help SDSS data scientists to understand how comfort users felt to work 
with SQL queries, and also have the potential to pinpoint system bugs. Therefore, in this case 
study, I checked the failure queries and their types to understand why users failed to achive their 
data seeking purposes.  
In the common week of 2003 and 2004, there were a few (less than 10) failed queries. 
Reasons for these failures mainly include: 
1) Unfamilarity of SQL, e.g. directly input RAs and Decs instead of SQL queries or pure 
textual terms as they did in search engine Web interface. 
2) Syntactical errors of SQL, e.g. misspelling of reserved words or incomplete queries. 
In the common week of 2005 and 2006, there were around one hundred failed queries. Very 
few is about unfamilarity of SQL language. Two type of new failure reasons appeared. 
3) Missing in Copy-and-Paste, e.g. missing one letter or a few words in an exemplar 
query. 
4) Violation of ―Fair Use‖ policy, issuing too much queries in one minute. 
From the year of 2007 to the current, failed queries (in the scale of a few thousands in one 
week) in the common weeks were dominated by queries that violated the ―Fair Use‖ policy. 
Besides these failures of ―machine gun‖ queries. There is a new type of failure. 
5) Logic errors of SQL programming, e.g. failed to execute user defined functions or 
stored SQL procedures. 
5.3.3 Discussion 
By integrating basic statistics analysis (IP versus query frequency) and visual exploration of 
queries in a common week in each year, three group of users, in terms of IP addresses, become 
clear. And users have experienced an evolution of using SQL language to compose queries. 
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However, any further statistical analysis of user data behavior should carefully defined what a 
suer is. This section focuses on discussing these two issues. 
5.3.3.1 User segmentation for future studies 
Figure 35 to 38 all demonstrate a power law distribution of IP addresses versus query 
frequencies. Based on the capability to automatically generate queries, I proposed a three tier user 
segmentation with two number of queries per IP, around one hundred and around ten thousand 
(see Figure 39). Data requestors who issued about ten thousand queries are considered as ―Auto 
Requestors‖; those who issued less than a hundred are considered as ―Common Requestors‖, 
meanwhile those who fall between the two numbers are considered as ―Intensive Requestors‖. 
In these common weeks, a few ―Auto Requestors‖ domemated the major traffic volume. 
although the number of queries are not huge compared to these MQGs discussed in the first case 
study. This could be explained in two reasons. First, for some data requestors, the number of 
SDSS data that they want is relatively small such as a tiny sky area covered by SDSS project, 
which means they could automatically queries the database in a short time frame, e.g. one or two 
days, and fulfilled their data request. Second, there were failure queries caused by these Auto 
Requestors due to violation of ―Fair Use‖ policy, but the number is relatively small, around a one 
thousand. Visual exploration confirm that these MQGs understand the ―Fair Use‖ policy, and set 
the time interval between auto queries larger than time limit, hence reducing the total number of 
queries these data requestor can issued within one week. Similar to high traffic makers, the 
number of query templates used by Auto Requestors are small, mainly one to three templates. 
And the type of queries are within the six types identified in the first case study. 
When the data volume become even smaller, Auto Requestors only need a few thousand 
queries to obtain their data, they stepped into the Intensive Requestor range. As discussed in the 
previous section, users can also mannually and intensively create a few thousands queries within 
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a week for their own purposes. The two kinds of scenarios are mixed within the Intensive 
Requestor range. In addtion, visual exploration of query contents and the platforms existed in 
some figures revealed that mainly search engine companies, such as Microsoft, Google, Yahoo, 
intended to query the database schemas and table descriptions of tables from multiple similar IP 
addresses, e.g. 65.55.211.*, with similar scale numbers of queries from a few hundreds to several 
thousands. 
The number of Common Requestors is huge, just as the ―long tails‖ seen in other power law 
discribution phenomena. Visual exploration some of these users reveal that these group of data 
requestors mainly mannually issued queries. The deversity of their queries is much higher than 
the above two groups. Many queries that ran in CasJobs personal databases are issued by this 
group of data requestors. And the SQL programming behaviors are still mainly observed in this 
group. For a large number of data requrestors who issuded only a very few quries (less than 10) 
per week, it is very hard to infer their data behavior and intensions. 
The previous studies analyzed the SDSS SQL logs at integrated levels and endeavored to 
segment users and sessions based on previous experience and conjectures. They, however, 
commited the difficulties to automatically process the overall data for their purposes. The above 
analyses suggest that it might be useful and realistic to analyze users separately based on the 
group of users they belong to. Because the data behavior in different user segments has different 
characteristics, it might be easily to quantify users within each group, and then comparsion 
between users within the same group would become more insightful. 
Yearly digrams of the IP versus frequency show that there is no clear increment or decrement 
of data requestors in the three groups. As more data requestors, in terms of IP address, join into 
the activities of using SDSS data, the number of data requestors that know how to automatically 
query SDSS database increase too, and less frequent data requestors become highly frequent users, 
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possibly increasing the number of intensive users. Purely based on the results from this case study, 
it is still unable to confirm whether existing data requestors evolved from Common Requestor 
group into Intensive Requestor group, and even to the Auto Requestor group. Further analysis of 
user evolution is eagerly needed. 
5.3.2.2 Define a “User” for analysis of query evolution 
In the results section (section 5.3.2.2) of this case study, a set of hypothese of query evolution 
were proposed. The reason to call them hypotheses, instead of patterns, come from the difficulties 
caused by Auto Requestors and some of the Intensive Requestors. Because these data requestors 
issued a large fraction of queries in the common weeks, any statistical analyese are serverely 
skewed by their queries, and the results, e.g. percentages or means of a certain type of queries, 
become less meaningful. Therefore, SDSS data scientists had suggested that before conducting 
any statistical analyses of ―user‖ behavior, it is a must to first clearly define what a user should be, 
particularly for, auto query generators.  
Based on visual exploration of the SDSS log data for both MQGs and Auto Requestors, I 
proposed the following data seeking behaviors of these users for further confirmative analyses. 
These auto query generators normally following a set of rules: 
1. One user form one IP address uses a small number of query templates. 
This is the most common behavior of auto query generators. The number of query templates 
normally is very small, one to three. But it should be noticed that these learning database queries 
generated by search engines have more query templates than other auto query generators. 
2. One users from Multiple IP addresses could use the same query templates at the same 
time. 
In recent years, this user behavior appeared. For example, in the common week of 2010, a 
user from Harvard-Smithsonian Center for Astrophysics retrieved a large number of queries in 
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the same form of a template from multiple similar IP addresses, e.g. only different in the last three 
digits. Same scenario could be queries from search engines too. 
Also the IP addresses are not necessary be similar. In Oct. 2005, one user clearly use one 
query template to search SDSS data from two IPs that are a hundred miles away. But these 
similar queries were interwaved in time dimension. 
3. The time range of automatically generated queries varied and. 
In information reterival research, the time range used to defined a session is considered small, 
e.g. 30 minitues in (Singh, et al., 2005). However, this case study has revealed that the time range 
of automatically generated queries varied a lot. Some scan queries could last two weeks, e.g. the 
scanner (IP 193.144.210.89) vertically scan SDSS planned coverage region in 18 days. Even for 
short time frame, a same auto requestor could pause long time (> 30 minutes) between queries. 
Therefore, I proposed not to specified a session for these auto query generators. 
These rules could be used for quantify a user. And further detailed refinement, however, is 
needed. For example, how to define a SQL query template? How to compare two query template? 
How close two IP address could be considered as one user? And How to quantify the number of 
queries a user issued? I would expect my future studies could further work on these questions. 
5.4 Case Study 3: Data Seeking Behavior of Individual IPs 
The second case study reveal the data seeking behavior of a certain group of users. For 
further analysis of users, it is necessary to observe individual users, particularly those who are in 
the intensive data requestor group.  
5.4.1 IPs Picked 
In this case study, I focus on individual users by scrutinizing two types of users. One is users 
clearly coming from academic institute, while another is users who may belong to the general 
140 
 
 
public. The standard for an individual user to be picked for analysis, it must have at least issued 
more than 1000 queries and less than 10000, and it should not be an MQG. 
During the process of picking up users, however, I found that it is very hard to find a user 
who can be clearly identify as a general public user but also issue hundreds of queries. Therefore, 
only one user who might be someone from the general public is picked for analysis. The IPs 
picked are list below. 
1. IP (129.25.7.*) Department of Physics at Drexel University. A total of 15 IPs retrieved. 
2. IP (134.171.161.202) European Southern Observatory 
3. IP (202.127.29.125) China Shanghai Observatory 
4. IP (131.187.253.130) A user from Toledo, Ohio. 
I picked up three IPs from academic users, and one of them is a group of IPs from the 
department of physics at Drexel University because the results of visual exploration could be 
validated by interviewing the real users at the department.  
Each of these three users represents one type of users associated with the SDSS project. The 
Drexel group is one of the SDSS Collaboration memebers. Although The European Southern 
Observatory is not in the SDSS Collaboration, but content analysis of SDSS publications reveals 
that they are regular users of SDSS data. A previous study(Zhang & Chen, 2010) revealed that the 
China Shanghai Observatory collaborates with a German institute on SDSS-related projects. 
Therefore, this institute could be considered as a outsider of SDSS collaboration. 
5.4.2 Results 
5.4.2.1 Behavior of Drexel users 
There are a total of 15 IPs within the astrophysics domain of Drexel‘s department of physics 
(129.25.7.*) that were retrieved from the SDSS data archive. They totally issued 14,990 queries. 
The distribution of IPs versus frequencies is linear. 
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And only a small fraction of these queries have spatial information (1080 out of 14990, 
7.2%), and mainly (1008 out of 1080) coming from one IP (129.25.7.70, and used by a Ph.D. 
student) in an automatically query template. Figure 38 shows the spatial patterns of Drexel‘s 
astrophysics users. From the Figure 40, it could be observed that the 1008 queries were randomly 
scan SDSS covered sky region in both higher declination areas and equatorial strips. A few errors 
occurred to these queries for violation of ―fair usage‖ policy, therefore proving that these queries 
are automatically created and issued. 
 
 
 
 
Figure 40 Spatial query patterns of Drexel‘s users. 
 
 
 
The visual representation of non-spatial queries show three major types: Retrieval queries of 
specific objects, Analysis queries running in CasJobs environment and MyDB database, and 
Learning queries that seek database schema and table descriptions. Each of these three types has 
clear visual feature can be easily spotted. Figure 41 shows examples of these visual features, 
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where panel A represents retrieval queries, panel B represents learning queries, and panel C 
represents analysis queries running in CasJobs personal databases. 
 
 
 
 
Figure 41. SQL query pattern of Drexel‘s astrophysics users. 
 
 
 
As shown in the previous sections, these retrieve queries and learning queries are similar as 
those observed in queries generated by MQGs. The analysis queries are new in terms of visual 
feature. These analysis queries were runing on CasJobs personal database server. Users can 
program SQL commands to create, drop, alter tables, and to run complex queries to analye data in 
their personally created tables.  
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These analysis queries are easy to be observed. Because, visually these queries have more 
green bars, which are users‘ input of column names and table names, and red bars, which are SQL 
reserved words. And these analysis queries either is very long, or very short. The long ones are 
normally a set of SQL commands in a logic structure. And the shorter ones are exectution 
commands of stored procedures. 
Among these analysis queries, there are patterns of successive search could be observed. For 
example, some users first used a complex queries to search objects that satisfy their research 
purpose and stored in a new table. Once these queries finished, users select a small fraction of the 
newly created table to check if the retrieved data matched their expectation. If the retrieved data 
failed to users‘ expectation, they would drop the data table, and change their complex queries to 
try again. And these process could last a few rounds. 
Some IPs could have been used by multiple users in the eight years time range. But 
exploration of queries can identify the usage pattern shift from one user to another. And these 
pattern shifts were confirmed by interviewing real users at the Department of Physics. 
Visual exploration of queries from Drexel‘s astrophysics users demonstrated that these users 
are advanced users of SDSS data. Almost all of the IPs used CasJobs plus personal databases to 
analyze SDSS data. And some IPs can program on SQL and extract sepecific SDSS data for their 
research.  
Although Drexel‘s users are advanced in using CasJobs to do personalized analysis, I still can 
observe their uncertainty of analysis queries. Between analysis queries, there were also a number 
of learning queries. Figure 42 shows one of this kind of scenarios. Later interview of one user 
confirm that when she was using CasJobs personal database, she open another browser window to 
check the SDSS database schemas and descriptions of tables and columns to make sure her 
analysis queries can achieve the data and results she wanted. 
144 
 
 
 
 
 
 
Figure 42. The interweaving patterns of analysis queries and learning database queries. 
 
 
 
5.4.2.2 Behavior of a user from European Southern Observatory 
As discussed before, users from European Southern Observatory could be considered as 
active SDSS data consumers. They published studies based on SDSS data. From the IP 
(134.171.161.202), a total of 2375 queries were issued. Interestingly, these queries were 
intensively issued within two weeks, from May 5
th
 to 20
th
 in 2008. Among the two thousand 
queries, only 51 have spatial information, and around 40 check one SDSS sample query‘s 
location. 
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The visual representation of query contents of the user shows a clear learning path, which 
include three stages: 
early stage: getting familiar with SDSS database and queries; 
middle stage: learning complex examples and starting working on CasJobs personal database; 
late stage: mainly working on CasJobs and programming advanced SQL codes, but still 
checking database information. 
Figure 43 illustrates the visual patterns of query contents in the early stage. 
 
 
 
 
Figure 43. ESO user‘s visual patterns in the early stage. 
 
 
 
In the early stage, this user first issued queries to learn SDSS database and also tried some 
simple sample queries, which queried some sky areas. In this stage, this user also started to write 
its own queries, which are simple in terms of query structures. 
Figure 44 illustrates the visual patterns of query contents in the middle stage. 
 
 
146 
 
 
 
 
Figure 44. ESO user‘s visual patterns in the middle stage. 
 
 
 
In the middle stage, this user started to try some advanced example queries. These advanced 
example queries have a significant visual nature, white bars, which stand for comment lines in 
queries. In the SDSS web portal these queries were posted by users to explain how to retrieve 
specific data that professional astronomers want. From Figure 44, it is clear that this user tried 
some of these advanced example queries. And then started to work on CasJobs personal database 
to do analysis. Meanwhile, this user still needed to check the database information during his/her 
analysis.  
Figure 45 illustrates the visual patterns of query contents in the late stage. 
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Figure 45. ESO user‘s visual patterns in the late stage. 
 
 
 
In the late stage, this user‘s queries become very complex. Long and programmed SQL codes 
appeared as shown in Figure 45. The user tried these SQL codes to extract specific data. He/she 
would check the retrieved data for validation, and drop the newly created table after these long 
and complex SQL codes. So the results may not satisfy the user‘s requirements. Meanwhile, the 
learning database queries still appeared among analysis queries, demonstrating that this user 
needed to check database information repeatly for refine his/her analysis queries. 
5.4.2.3 Behavior of a user from China Shanghai Observatory 
The China Shanghai Observatory (CSO) has been collaborated with a German astronomy 
institute in publishing research papers related to SDSS project. From the IP (202.127.29.125) 
totally issued 1182 queries to SDSS data archive, and mainly (95%) concentrated on three weeks, 
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from Oct. 31
st
 to Nov. 21
st
, 2008. Among these one thousand queries, only 9 queries have 
specified spatial information, indicating less interests of a particular sky area this user had. 
Figure 46 illustrates the overview of the 1182 queries in the SQL content view. In the Figure 
46 a large number of learning database queries can be seen. And several long and complex 
queries were executed in CasJobs personal database, but comment (white bars) appeared in these 
complex queries, indicating that these queries maybe examplar queries composed by SDSS data 
scientists. And the CSO user were trying these examplar queries, instead of creating his/her own 
SQL codes.  
The visual representation infers that the CSO user(s) is mainly a learner, who endeavored to 
learn how to use SDSS data. The user queried the database schemas and table information for a 
while, and even tried advanced examplar queries. Unlike the user from ESO, however, this CSO 
user eventually failed to reach the level that he/she can compose personalized queries for 
retrieving specific data the user wants.  
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Figure 46. CSO user‘s overall visual patterns.  
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5.4.2.4 Behavior of a user from the general public 
Although web traffic analysis (Singh, et al., 2005) indicates that around 70 percent of visitors 
to SDSS skyserver are the general public, it is hard to identify a user belonging to the general 
public, particularly for, users from the general public and also issued a number of queries large 
enough to be distiguished from the professional astronomers. The IP (131.187.253.130) comes 
from a user located in Toledo, Ohio. Reverse IP search shows that this IP belongs to a 
government domain, instead of a reseach institute. The user issued a total of 110 queries, and 
mainly in one week from March 15
th
 to 22
nd
, 2005. Figure 47 shows the visual representations of 
the 110 queries. 
 
 
 
 
Figure 47. A public user‘s visual patterns in the three views. 
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This user specified sky areas in 17 queries. Some of these queries are variaents of a examplar 
query used in SDSS web portal. And this user just simply used the same sky area specified in the 
examplar qury, or change the area‘s coordinate. 
The visual representations of SQL contents show that this user issued simple queries, short 
and basic SQL structures, e.g. the most common ―SELECT + FROM + WHERE‖ structure, and 
change query parameters, like columns, step by step. And some time, just try other examplar 
queries and changed a small pieces. This user eventually focused on ―Star‖ in his/her queries after 
a few rounds of trying. Based on these observation, this user might be infer as an amateur 
astronomer who knows SDSS.  
5.4.3 Discussion 
In the second case study, the behavior of auto query generators is skeleted. This case study 
reveals a few individual data requestors and their data behavior. Although the number of 
individual user explored here is very small, still one interesting pattern associated with learning 
hierarchy can be spotted.  
Due to the small number of individual users, the above results can hardly be generalized. 
5.4.3.1 Learning hierarchy of users 
The four individuals in the third case study demonstrate the difference of users‘ capability to 
fully exploit SDSS data. 
The user from the genral public can only use relatively simply queries to retrieve SDSS data, 
alghough the user had good SQL knowledge because no errors occurred to his/her queries. Also 
the user may not have direct incentives to dig further into SDSS database. 
The user(s) from China Shanghai Observatory (CSO) should have enough incentives to 
exploit SDSS data. The user(s) did try out SDSS examplar queries, including some advanced 
examplar queries, and composed their own SQL queries to retrieve data. For the users‘ research 
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purposes, however, they still unable to conduct complex search of specific data and to do analysis 
on CasJobs personal database. The user(s)‘ status of an outsider of SDSS collaboration may limit 
them to be able to ask for help from the insiders. 
The user(s) from European Southern Observatory (ESO) experienced the same learning 
process the CSO ones, which can be seen in their queries in the early stage. They learned the 
SDSS database and tried out exemplery queries. But the ESO user(s) somehow master the skills 
necessary for retrieving and analyzing SDSS data for their research purposes. And eventually in 
the late stage, the user(s) conducted analysis of SDSS data in CasJobs personal database while 
still learning the SDSS database. 
Users from Drexel‘s Department of Physics are mixed, but many of them could be considered 
as advanced SDSS data users. They can use CasJobs personal database to conduct their analysis. 
One user (IP 129.25.7.70) knows how to automatically query, and also intensively used CasJobs 
personal database. Meanwhile the Drexel users still frequently issuded learning database queries 
during their analyses. Intervew of a smaller number of real users revealed that they needed to 
constantly update their knowledge of certain database tables and metadata of data so that they 
would be able to refine their analysis queries to achieve their research purposes. In addition, some 
memebers of the Drexel user group has already possess knowledge of SDSS data and database. 
Therefore newcomers to SDSS data could ask for help locally during their early learning stage. 
And this also helps to explain why there are no a large number of trial queries of SDSS 
examplery queries appearing in Drexel‘s users. 
5.4.3.2 Users’ learning hierarchy match with Bloom’s learning taxonomy 
The aforementioned uers‘ learning hierachy well match to Bloom‘s learning taxonomy 
(Krathwohl, 2002). In this education objective taxonomy, Bloom pinpointed six types of 
cognitive learning processes: Remember, Understand, Apply, Analyze, Evaluate, and Create. 
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Each learning process is based on people‘s fulfill of its previous processes. The last three process 
could occurred in the same level. Figure 48 redraws the hierarchy based on (Krathwohl, 2002). 
 
 
 
 
Figure 48. the hierarchy of Bloom‘s learning taxonomy and proposed details of SDSS users . 
 
 
 
If consider using SDSS scientific data for research purposes as a learning objective, the 
Remember process could be defined to be remember of basic SQL language and astronomy 
knowledge. Understand process could be having the ability to understand exemplary SQL queries, 
and having enough knowledge of SDSS data and database. In the apply process, SDSS users 
would use their knowledge of SDSS data and exemplary queries to retrieve or analyze SDSS data. 
Once they achieve the three lower level of learning objectives, SDSS users would start to analyze 
their own composed queries and evaluate returned query results. Some most advanced users 
would be able to create new exemplary quries for the entire research community. 
In terms of the four individual users of SDSS data, the ameteur astronomer might stay in the 
first level: Remember, and may not reach the second level because there were no quries from this 
user endeavoring to understand the SDSS database.  
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The users from CSO had clearly entered the second level by trying out SDSS exemplary 
queries and kept learning SDSS database information. However, they (or whoever used that IP 
address in that time) failed to gain enough knowledge and skill to composed their own queries.  
Differently, the users from ESO adavanced one step further, entering the third level.They 
were be able composed their queries to do analyses in CasJobs personal database. But they still 
frequently to learn SDSS database information while their knowledge evolved along with their 
analyses. 
Although the users from Drexel‘s Department of Physices appeared to be advanced users of 
SDSS data, they also needed to keep learning SDSS database and metadata of data. Their 
behavior fall into the top level: Analyze, Evaluate, and Create. 
The learning hierarchy existed in the four individuals might suggest that when scientific data 
infrastructure become huge in term of data volume and complex in terms of data access and 
analysis interface, learning how to use the data infrastructure could become an major obstacle for 
system designers and data managers. While the above discuss is based on four individual IP users, 
this finding have reveal a user behavior problem possiblly occurs to future data and eScience 
infrastructure. 
5.5 Conclusion 
By intergrating viusal exploration analysis and statistical analysis results, I conducted three 
case studies, aiming to reveal SDSS users‘ data behavior menifested in their query logs. Case 
study one focuses on the massive query generators (MQGs) who triggered the top three highest 
traffic days in each year. To avoid interference of high traffics, in case study two I focuses on 
queries occurred in common weeks in each year. In the third case study, I scrutinize four 
individual IP addresses, which stands for three academic users and one possible user from the 
general public.  
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The three case studies reveal three types of SDSS users. Their data behavior is conclude in 
below. 
1. Auto query generators, who form the major query traffics of SDSS data archive 
A small number of users from academic research institutes fall into this category. Queries 
from this group of users form the majority traffics of SDSS data archive(section 5.2.2 Table 10). 
Six categories of queries from these auto query generators were identified, including Scan queries, 
Search queries, Retrieve queries, Learning the database queries, Adminastrative queries, and 
Successive queries (section 5.2.3.2). Mainly these auto query generators use one IP address, but 
they could parallelly issue queries from multiple IPs, which is typical seen in users from search 
engine companies. 
If one or a few such auto query generators issued ―machine gun‖ queries in a time range, it 
would be easily to trigger high traffics in that time range, e.g. the three million query days 
(section 5.2.3.1). In addition, in common days, these auto query generators still issued a large 
number of queries, either with long time interval between queires or within relatively short time 
compared to higher traffic days (section 5.3.3.1). 
This type of users were searching and retrieving SDSS data, rather than analzing data. Based 
on the log data only, it is still unclear what their purposes were since not all users were copying 
data from SDSS data archive to other data centers as the previous study suggested (Singh, et al., 
2005). 
The number of query templates used by auto query generators are small, normally less than 
ten. And users are likely follow the ―principle of least effort‖ and repeat their query templetes that 
previously worked (section 5.2.3.1). Therefore in order to analyze their behavior, it is necessary 
to classify their query templets and treat them seperately from manual query generators. Three 
rules for define a user for this group have been proposed (section 5.3.2.2).  
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The SDSS database systems were built and optimized based on 20 typical queries that were 
predicated by a small number of astronomers (Alexander Szalay, et al., 2000). The results from 
SQL query log analysis show a different story. The 20 typical queries may cover manually 
created queries, not these automat ones. Although the number of auto query generators is small, 
they are the major traffic makers of SDSS data archive. Future data-intensive projects, such as the 
LSST, if allowing users to automatically search, will expect such traffics and should design 
proper access policies to deal with them. In addition the analysis of the million query days has 
revealed that even more efficient and effective methods exist at online access portal, some users 
still stick to their own method. This is a typical user-modeling problem that has been studied in 
Human-Computer Interaction community  (Fischer, 2001). Therefore, future designers of Web 
applications need to consult HCI principles for designing better user-friendly Web portals. 
2. Academic researchers, who are the target users of SDSS data archive 
The previous studies (Alexander Szalay, et al., 2002; Alexander Szalay, et al., 2000) have 
defined the academic researchers as SDSS data archive‘s target users, which form the second type 
of SDSS data users, who usually issued relatively large number of queries mannually. For mortal 
users, this type of users used SDSS database intensively and not only search and retrieve data, but 
also exploit the CasJobs personal database to analyze data for their research purposes (section 
5.3.2.1).  
The number of quries from this type of users increase but not dramatically (section 5.3.2.2). 
This may due to the overall number of professional astronomers in the world is nearly constant. 
Their query types could also follow the six categories identified in the auto query generators 
(section 5.2.3.2). But some of advanced users in this group have created analysis queries in the 
CasJobs personal database and the number of queries running in CasJobs in the common weeks 
increased from 2003 to 2009. 
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Compared to the queries generated by auto data requestors, the query templates in this type of 
users are rather diverse in terms of both sophisticate of condition strings and complexity of query 
structures. In addition, query evolution patterns were observed for query sophistication, use of 
CasJobs personal database, and types of errors (section 5.3.2.2). To quantify and confirm these 
patterns, however, further clear refinement of the definition of a ―User‖ is eagerly needed. 
Exploration results of this study have set three rules to enable further investigation (section 
5.3.2.2). 
The analysis of four individual IPs suggests that there might be a learning hierachy existing in 
the academic researchers. The hierarch could be explained by Bloom‘s learning taxonomy. In 
order to fully exploit the SDSS data for research purposes, academic researchers will go through 
the different learning process from Remember, to Understand, Apply, and later be able to 
Analyze, Evaluate and Create (section 5.4.3.2). Because the SDSS data archive is too complex to 
graph in one round, it is nature to observe that even advanced users, e.g. those at Drexel, still 
need to frequently re-check the database schemas and metadata of data during their analysis 
processes. 
The case of users at China Shanghai Observatory could suggest that it is ineffective to learn 
how to use SDSS data if barely rely on learning database information and trying exemplary 
queries (section 5.4.2.3). The interview of Drexel‘s users also confirms that personally help from 
advanced users could facilitate the learning process of new comers (section 5.4.2.3). 
In addition, when scientific data keep increasing, the complexity of data themselves and data 
management system will increase too. To best use of data in the data-intensive science as 
researcher promoted (Atkinson & De Roure, 2009), the curve of learning data-intensive data 
infrastructure and data itself should be easy. Users in the SDSS collaboration show less difficulty 
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than outside users. Such observation would suggest future projects to think about providing better 
learning means as following the Bloom‘s Taxonomy hierarchy.  
3. Occasional passing-by users, who are mysteries 
Besides the above two types of users, there are a large number of occasionally pass by SDSS 
data archive. Although their number is large, the number of queires they issued is small. These 
group of users fall into the ―long tail‖ of the power law distribution (section 5.3.2.1). 
The data behavior of this group of users, however, is still a mystery, and there is no appearant 
patterns associated with this group of users. Because the number of queries issued from a user is 
small and these queries distributed sparely in time, it is hard to infer their data intentions and form 
consistent patterns from visual exploration analyses. Therefore future study is needed to quantify 
query templates of these group of users to find patterns. 
5.6 Summary 
In this chapter, I introduced the three case studies about data requestors of the SDSS data 
archive from visual exploratory analyses and statistical analyses of SDSS SQL query logs. The 
three case studies include 1) studies of massive query generators who triggered the top 3 high 
traffic days of each year (section 5.3.1); 2) studies of query patterns in a common week of each 
year (section 5.3.2); and 3) studies of individual users that belongs to the intensive data requestor 
category (section 5.3.3). 
Based on the results from the three case studies, a three tier users segementation was 
discussed, and user data access behavior in the three tiers was reported as well. This chapter 
concluded the second research module of this dissertation study. 
In the next chapter, I will conclude this dissertation study by providing answers to each 
research question. Based on the conclusions, future work will be discussed. 
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CHAPTER 6: CONCLUSIONS AND FUTURE WORK 
 
 
6.1 Introduction 
Current science is stepping into its fourth paradigm of ―data-intensive science‖. Studies to date of 
this new phenomenon have focused mostly on building up infrastructure for this new paradigm. 
Relatively little attention has been paid to the users of scientific data, particularly their data 
practices in this paradigm. This dissertation study, as possible the first of a few studies focusing 
on this topic, endeavors to improve of our understanding of data behavior in the new science 
paradigm. Under the scope of Sloan Digital Sky Survey (SDSS) project, this dissertation study 
conducts two major researches: one content analysis of SDSS-related scientific publications in 
order to investigate astronomers‘ data usage behavior, and one visual exploration analysis of 
SDSS SQL query logs with a design of an interactive visualization tool, SDSS Log Viewer, to 
help the query analysis. 
In this chapter, I conclude the dissertation study by answering research questions proposed in 
the first chapter. And after answer of research questions, a few study directions are proposed for 
future research. 
6.2 Answer to Research Questions 
6.2.1 RQ1 and RQ2 
In the data-intensive science paradigm, the volume of data increases dramatically and most 
publicly available online. Existing studies of data practices have investigated practices ranging 
from data collection, to data curation, data sharing, data publishing, and data access. Relatively a 
few, however, focused data usage, particularly for, data usage in the new science paradigm.  
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In the SDSS project, the number of astronomical object is in the scale of a million. Whether 
and how, however, scientists can keep up with the pace of data increment and fully benefit from 
the large number of scientific data is still unclear. In addition, as reviewed in chapter 2, data 
integration is challenging in previous ―small science‖ projects. Whether the same 
challenges exist in ―big science‖ project, e.g. the SDSS, requires investigations.  
Answers to the first two research questions endeavor to expend the state-of-the-art 
about above topics. 
RQ1. How many data were used in SDSS-related literature, and how these data were used?  
RQ2. Has analysis of large data sets become the major research method in SDSS-related? 
Our results identify two aspects of the pattern of data volume in SDSS related publications. 
When considering these studies in general, the number of object is distributed from one to 
millions, with most papers focused on a small number of objects (<100). But when differentiating 
studies that solely used SDSS data from the others, the scenario is different. These studies 
leverage the large amount of data produced by SDSS, and the majority of them analyzed more 
than ten thousand objects; a few even used the entire SDSS dataset. 
Studies that can leverage large number of data from multiple data sources are relatively rare 
in SDSS research domain. Although this ―cross-match‖ model of study has been heavily 
promoted in data-intensive science paradigm, it is still challenging to astronomers to integrate a 
large amount of data located in different data repositories. And Virtual Observatory projects may 
be insufficient for research purposes (section 3.4.1.1). 
As foreseen by visionaries of the data-intensive science, using data collected by others, both 
data collection projects and other researchers, is a common data behavior in SDSS research 
community (section 3.3.1.1). On the other hand, however, astronomers were still collecting data 
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by themselves for research purposes. They are data producers too in the ―follow-up‖ model of 
data use (section 3.4.2.1). 
While a large number of scientific data is produced in SDSS, researchers that rely on the data 
source intended to leverage the large number (section 3.3.2.1).The ability to analyze a large 
number of scientific data could be an essential requirement in the data-intensive paradigm. 
Qualitative observations have revealed such data-intensive computing activities in SDSS 
publications (section 3.3.2.2). 
6.2.2 RQ3 and RQ4 
Visionaries of the ―fourth paradigm‖ see the opportunities of integrating vast, globally 
distributed scientific data and knowledge repositories to provides scientific and non-scientific 
communities with persistent access to distributed data and knowledge routinely, transparently, 
securely, and permanently(Borgman, 2007; Hey & Trefethen, 2003; Van de Sompel & Lagoze, 
2009). Such integration of data and knowledge requires a linkage mechanism between scientific 
data and other artifacts, such as publications, which still form the major rendezvous for scholarly 
communication. Although automatically extract scientific data IDs and names are popular 
practices in many digital libraries, however, no empirical studies have been carried out to 
investigate the possible linkage mechanisms exists in publications in the new data-intensive 
science project. 
RQ3. Is it possible to reconstruct the same research data based on descriptions in the paper? 
RQ4. Is it possible to create a linkage of the data that were used in scientific publications to the 
sources where the same data can be retrieved?  
Visionaries of the fourth paradigm foresaw the benefit of linking between scientific data and 
scientific knowledge, which can increase ―information velocity‖. The results of possibility of data 
reconstruction based on SDSS publications, however, suggest that scientific publications 
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themselves are insufficient for tracking data analyzed back to the data sources (section 3.3.3). Our 
results suggests that regeneration of research data from data sources of ―Open data archive‖ and 
―Community shared data source‖ is easily than those of ―Their own data collection‖ and ―Data 
used in previous studies‖ And purely relying on descriptions in a paper, reconstructing the same 
data analyzed in a paper is still less possible (section 3.3.3.1 and 3.3.3.2). To achieve the vision of 
linking scientific data with scientific publications, the possibility of reconstruction of research 
data used in a study should be very higher and more machine-friendly than it is now. Other 
mechanisms, such as standard data descriptions and machine readable data description, would be 
eagerly needed. 
6.2.3 RQ5 
SDSS SQL query logs are rich information sources for investigation of users‘ data seeking 
behavior. A few previous studies had applied statistical methods and data mining algorithms to 
profile traffic patterns, and recommend similar queries for users. But these studies faced 
challenges due to unclear understanding of the huge amount of log data in mixed data types. To 
better profile users, it is important to find a novel method. And the method is concluded in 
answers to research question 5. 
RQ5. How to profile users based on their SDSS data seeking behavior? 
In order to facilitate to profile users and their data seeking behavior, this study designs an 
interactive visualization tool, SDSS Log Viewer, for visual exploratory analysis of SDSS SQL 
logs, which is temporal, multivariate, and semi-structured text data in a huge volume. The tool 
integrates time series visualization, text visualization, and dynamic query techniques. The 
Timeline view illustrates SDSS traffics in three time unit, a year, a month, and a day. The SQL 
Content View transfers semi-structured SQL query contents into a set of color-coded bar lines to 
reduce the cognitive workload for users. The SkyMap View plots the spatial information that are 
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specified in queries. The Statistics View uses a treemap visual structure to show the distributions 
of categorical fields in SDSS query logs. The SDSS Log Viewer aims to enable analysts to 
efficiently spot unusual traffic events, discovery patterns, trends, and anomalies without reading a 
large volume query text, to screen spatial information specified by users, and to know the basic 
distributions of log attributes. Collaborating with the target users, the SDSS analysts at the Johns 
Hopkins University, I have used this tool to conduct three case studies to answer the following 
research questions. 
6.2.4 RQ6 
The previous study of SDSS SQL query logs revealed some information of users‘ data access 
behavior, e.g. users kept using ―old‖ datasets and some massive query generators issued 
tremendous queries to the SDSS data archive. And studies of data practices in other domains pay 
relatively little attention to this topic. With the help of visual exploratory analysis conducted in 
the SDSS Log Viewer and statistical analysis of SDSS logs, this study might be the first study that 
reveals users‘ data access behavior, which is reported in the answers to research question 6. 
RQ6. What are the data seeking patterns? 
The three case studies reveal three types of SDSS users. Their data behavior is conclude in 
below. 
1. Auto query generators, who form the major query traffics of SDSS data archive 
A small number of users from academic research institutes fall into this category. Queries 
from this group of users form the majority traffics of SDSS data archive(section 5.2.2 Table 10). 
Six categories of queries from these auto query generators were identified, including Scan queries, 
Search queries, Retrieve queries, Learning the database queries, Adminastrative queries, and 
Successive queries (section 5.2.3.2). Mainly these auto query generators use one IP address, but 
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they could parallelly issue queries from multiple IPs, which is typical seen in users from search 
engine companies. 
If one or a few such auto query generators issued ―machine gun‖ queries in a time range, it 
would be easily to trigger high traffics in that time range, e.g. the three million query days 
(section 5.2.3.1). In addition, in common days, these auto query generators still issued a large 
number of queries, either with long time interval between queires or within relatively short time 
compared to higher traffic days (section 5.3.3.1). 
This type of users were searching and retrieving SDSS data, rather than analzing data. Based 
on the log data only, it is still unclear what their purposes were since not all users were copying 
data from SDSS data archive to other data centers as the previous study suggested (Singh, et al., 
2005). 
The number of query templates used by auto query generators are small, normally less than 
ten. And users are likely follow the ―principle of least effort‖ and repeat their query templetes that 
previously worked (section 5.2.3.1). Therefore in order to analyze their behavior, it is necessary 
to classify their query templets and treat them seperately from non-auto query generators. Three 
rules for define a user for this group have been proposed (section 5.3.2.2).  
Although the number of auto query generators is small, they will become the major traffic 
makers for future data infrastructures.  
2. Academic researchers, who are the target users of SDSS data archive 
The previous studies (Alexander Szalay, et al., 2002; Alexander Szalay, et al., 2000) have 
defined the academic researchers as SDSS data archive‘s target users, which form the second type 
of SDSS data users, who usually issued relatively large number of queries mannually. For mortal 
users, this type of users used SDSS database intensively and not only search and retrieve data, but 
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also exploit the CasJobs personal database to analyze data for their research purposes (section 
5.3.2.1).  
The number of quries from this type of users increase but not dramatically (section 5.3.2.2). 
This may due to the overall number of professional astronomers in the world is nearly constant. 
Their query types could also follow the six categories identified in the auto query generators 
(section 5.2.3.2). But some of advanced users in this group have created analysis queries in the 
CasJobs personal database and the number of queries running in CasJobs in the common weeks 
increased from 2003 to 2009. 
Compared to the queries generated by auto data requestors, the query templates in this type of 
users are rather diverse in terms of both sophisticate of condition strings and complexity of query 
structures. In addition, query evolution patterns were observed for query sophistication, use of 
CasJobs personal database, and types of errors (section 5.3.2.2). To quantify and confirm these 
patterns, however, further clear refinement of the definition of a ―User‖ is eagerly needed. 
Exploration results of this study have set three rules to enable further investigation (section 
5.3.2.2). 
The analysis of four individual IPs suggests that there might be a learning hierachy existing in 
the academic researchers. The hierarch could be explained by Bloom‘s learning taxonomy. In 
order to fully exploit the SDSS data for research purposes, academic researchers will go through 
the different learning process from Remember, to Understand, Apply, and later be able to 
Analyze, Evaluate and Create (section 5.4.3.2). Because the SDSS data archive is too complex to 
graph in one round, it is nature to observe that even advanced users, e.g. those at Drexel, still 
need to frequently re-check the database schemas and metadata of data during their analysis 
processes. 
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The case of users at China Shanghai Observatory could suggest that it is ineffective to learn 
how to use SDSS data if barely rely on learning database information and trying exemplary 
queries (section 5.4.2.3). The interview of Drexel‘s users also confirms that personally help from 
advanced users could facilitate the learning process of new comers (section 5.4.2.3). 
3. Occasional passing-by users, who are mysteries 
Besides the above two types of users, there are a large number of occasionally pass by SDSS 
data archive. Although their number is large, the number of queires they issued is small. These 
group of users fall into the ―long tail‖ of the power law distribution (section 5.3.2.1). 
The data behavior of this group of users, however, is still a mystery. Because the number of 
queries issued from a use is small and these queries distributed sparely in time, it is hard to infer 
their data intentions and form consistent patterns from visual exploration analyses. Therefore 
future study is needed to quantify query templates of these group of users to find patterns. 
6.2.5 RQ7 
Thakar (A. Thakar, 2008) had identify eight reasons to analyze access logs. One is to Track 
failed queries and errors to uncover bugs. Learning from mistakes could help more than from the 
rights. But to my best knowledge, no previous studies examined errors in SDSS query logs. 
Answers to research question 7 show some clue of this topic. 
RQ7. Why did queries fail to be executed by the SDSS data archive, and what are patterns of 
these failures?  
The reasons behind failure queries have been identified in the case study of common weeks, 
including five major categories (section 5.3.2.2): 
1) Unfamilarity of SQL, e.g. directly input RAs and Decs instead of SQL queries or pure 
textual terms as they did in search engine Web interface. 
2) Syntactical errors of SQL, e.g. misspelling of reserved words or incomplete queries. 
167 
 
 
3) Missing in Copy-and-Paste, e.g. missing one letter or a few words in an exemplar query. 
4) Violation of ―Fair Use‖ policy, issuing too much queries in one minitue. 
5) Logic errors of SQL programming, e.g. failed to execute user defined functions or stored 
SQL procedures. 
A plausible evolution pattern of these failed queries is also proposed after reviewing errors in 
the common week of each year. As discussed in section 5.3.2.3, however, confirmative of 
patterns associated with these failed ones and other query evolution patterns need to clearly 
define a ―User‖, which is needed in my future studies. 
6.3 Future Works 
From the content analysis of SDSS-related publications and visual exploratory analysis of 
SDSS SQL query logs, many patterns and models associated with user data behavior in the data-
intensive science paradigm have been revealed. However, this dissertation study can be expended 
in many aspects. 
First, content analysis is an unobtrusive research method. Although the results from the 
content analysis of SDSS-related publications reveal insightful patterns, in-depth view of reasons 
of the observed patterns need future studies with obtrusive methods, such as interviews or 
surveys.  
A particular research question has been proposed in section 3.4.2.2, which focused on data 
behavior of astronomers who collected their own data. So far little is understood about how 
astronomers produce, use, and manage these data or how manage behavior varies between 
astronomers and the professional scientific data practitioners.  
Second, feedback from the target users of SDSS Log Viewer shows the usefulness of this tool. 
But also point out its limits about importing data, exploration of small number and sparely 
separated queries, and further compact of regular query patterns. Also several usability issues 
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were identified during the case studies. Therefore, continues improvement of the tool is needed in 
future works. 
Third, while auto query generators have been well studied and a few individual users‘ data 
behavior were scrutinized in the case studies, more explorations are still needed. For example, the 
transition stage from auto query generators to manual query generators is still unclear even a few 
cases were studied (section 5.3.2.1). Further exploration of this transition stage could generate 
new rules for refinement of auto query generators. 
Also as discussed in RQ7, quantitative and confirmative analysis of user data seeking 
behavior should be conducted in future works based on existing results. Such analyses would 
supply concrete and more convincing results about SDSS data users‘ seeking behavior. 
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APPENDIX A: PREVIOUSLY PUBLISHED PAPERS AND POSTERS 
 
The majority of work described in this thesis has either been published in conference 
proceedings or journals, submitted, or is in preparation for publication. 
Materials from published work are adapted and expanded in this thesis. Here is a list of 
publications related to this thesis. 
 
Published Journal and Conference Papers: 
1. Zhang, J., Vogeley, S. M., & Chen, CM. Scientometrics of big science: A case study of 
research in the Sloan Digital Sky Survey, Scientometrics, 86(1), January 2011. 
2. Zhang, J., & Chen, CM., & Vogeley, S., Modeling Users‘ Data Usage Experiences from 
Scientific Literature. To appear in The 14
th
 International Conference on Human Computer 
Interaction (HCII 2011), 9-14 July 2011, Orlando, USA, 2011. 
3. Zhang, J., & Chen, CM., Collaboration in an Open Data eScience: A Case Study of Sloan 
Digital Sky Survey. The iConference 2010. Feb. 3-6, Urbana-Champaign, IN USA. 
4. Chen, CM., Zhang, J., & Vogeley, S., Revealing the Global Impact of Sloan Digital Sky 
Survey. IEEE Intelligent Systems. 24(4), 74-77, 2009. 
5. Zhang, J., Chen, CM., & Li, J.X., Visualizing the Intellectual Structure with Paper-
Reference Matrices. IEEE Transaction on Visualization and Computer Graphics (TVCG). 
15(6): 1153-1160, 2009 
 
Submitted Conference Paper: 
6. Zhang, J., Chen, CM., Vogeley, M., Pan, D., Thakar, A., & Raddick, J., Designing the SDSS 
Log Viewer: Visual Exploration Analysis of the SDSS Query Log Data. IEEE Information 
Visualization Conference 201 (under review) 
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Published Conference Poster: 
7. Zhang, J., Chen, CM., & Vogeley, M. S. The Usage of Astronomical Data in SDSS 
Publications: A Content Analysis. American Society of Information Science & Technology 
Annual Meeting 2010 (ASIST 2010), Oct. 22-26, 2010. Pittsburgh, PA. 
8. Zhang, J., Chen, CM., & Pellegrino, D. A Taxonomy of Visual Representations and Analytic 
Tasks for Design of Text Visualization. IEEE InfoVis Conference 2010(Infovis 2010). Oct. 
24-27, Salt Lake City, UT. 
The following explains the relation between abovementioned work and this thesis. 
The overall dissetation is a continous study of publication 1, 4 and 5. The Scientometirc paper 
was carried out during the year of 2007 and was delayed for publication by the publisher. 
Chapter 3 is based on the publication 2 and 3, and poster 7, and further extended with 
inclusion of data reconstruction results. 
Chapter 4 is based on the submitted paper 6. The visual presentation of SQL contents has 
been part of exfforts for the publishe poster 8. 
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APPENDIX B: MATERIALS USED FOR CONTENT ANALYSIS 
 
B.1 Code Book 
The following pages contain the contents of code book in gray color to separate from the rest of 
contents. 
 
Code Book for Content Analysis of Scientists‘ Data Usage Behavior 
1 Introduction 
This codebook and code sheet are designed for the content analysis study, which endeavor 
to depict users’ (in current scenario, astronomers) data usage behaviors that were reported in 
scientific publications.  
2 The unit of analysis 
The unit of analysis in this study is a paper with full text, which is downloaded through link 
at NASA ADS digital library. 
3 Research questions 
1. How many data were analyzed in SDSS-related literature?  
2. Has “finding needles in haystack” become a popular research behavior in SDSS-related 
studies? 
3. Has analysis of large data sets become the major research method in SDSS-related? 
4. What were data usage behaviors reported in SDSS-related studies? 
5. How did the data usage and analysis behavior vary based on paper types, time, citation, 
and other attributes?  
6. Is it possible to access the same data collected in a research study based on the 
description in the paper? 
4 Major Concepts 
 Data  
Data refers to observational data used in SDSS-related literature, e.g. photometric, 
spectroscopic, and others,   
 Data sources 
Data sources refer to unique data collections by various projects with certain unique 
standards, like SDSS, WMAP, 2dF, and individual observations. 
 Access 
Access refers to obtain data from data sources. 
 Population and Sample 
Population refers to the targeted research coverage in a data source, such as DRs in 
SDSS, or the total coverage areas (e.g 6000 deg2). 
Sample refers to the data that were actually used in final analysis, such as all quasars 
with 0.5>z>0.01 in DR4, or described in tables or links. 
 Preprocess 
Preprocess refers to efforts spent on extracting, cleaning, and calibrating data from 
population in order to produce sample data.  
 Usage Behavior 
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Usage Behavior refers to the overall behavior from choosing data sources, to data 
population, to preprocess data, to final data analysis. 
5 Unit of measures 
5.1. Auto-coded measures 
Measure 1 (M1): Bibliometric Units  
Group 1 is automatically collected from NASA ADS library. 
Bibcode,  Is Referred Paper, Title,  First Author, Authors, First Author 
Affiliation, Authors Affiliations, Publisher, Publish Year, Publish Month,
 Keywords, DOI, Abstract, Citations, Citings, Number of Citings,
 Has online data link in ADS, No. of objects in SIMBAD, No. of objects in NED 
 
5.2. Manually coded measures 
5.2.1  Coding Steps and Schema 
In terms of the manually coded measures, this code book suggests coders following four 
steps as listed below: 
Step 1:  
Coders should read the paper’s title and abstract in details, hence knowing the general 
context of the paper. 
Step 2: 
Coders could skim over the coded paper, but need to read through “introduction” section 
and “sample” or “data” or “method” section so as to have confidence of coding the sheet. 
Step 3: 
Once finish reading the paper, coders start to code the paper by answering the questions in 
the coding sheet, which are based on the coding schema shown below.  
Step 4 
During the coding, if there is any confusion, please go back to the paper for finding answers. 
For the clarity of the definition of terms, or categories, please go to coding book and read the 
corresponding section. 
 
The coding schema in Step 3 is depicted in Figure 1. 
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Figure 1 SDSS Content Analysis Coding Schema. Mn stands for the Measure group number n. 
 
According to this schema, coders need to code each paper following the sequence from the 
top to the bottom. Each level is corresponding to one group of measures from M2 to M5. The 
rest of the code book elaborates these measures. 
 
5.2.2 Group Measure Questions 
Measure 2 (M2): SDSS relation and Paper type 
M2.1: How strongly is the paper related to SDSS?  
This measurement is a subjective judgment by coders. Coders need to judge the degree to 
which the coded paper is related to SDSS project. Because the coded papers were retrieved via 
key words search in titles or abstracts using “‘Sloan AND survey’ OR ‘SDSS’”, there must be some 
places that discussed the Sloan survey.   
This measurement uses five degrees, from 1 to 5.  
1. “nearly no relation,” indicating that the coded paper barely mentioned Sloan survey as 
a reference to one survey, NOT use SDSS data, NOT discuss facility, calibration, 
measurements, or other features that SDSS have; Typical example would be papers 
mentioned Sloan survey or SDSS in their abstract once, and in Introduction section once, 
then say nothing about the Sloan survey.  
2. “somehow related,” indicating that the coded paper discussed some features of SDSS, 
but NOT use any SDSS data for their study. Typical example could be papers that study 
the same sky coverage as SDSS did, but did new observation. 
3. “related”, indicating that the coded paper discussed some features of SDSS, and USED 
the SDSS data, BUT the SDSS data was used as the secondary data source. The coded 
paper used its own data as the primary data source. 
185 
 
 
4. “strongly related”, indicating that the coded paper used SDSS data as the one of the 
primary data sources along with its own data sets. 
5. “definitely related”, indicating that the coded paper used SDSS data on as the only data 
source to make their discovery.  
This category can be mapped into a usage level of SDSS data (low to high) according to 
above description. Therefore, we do not require another coding item. The mapping is listed 
below. 
Related to SDSS SDSS data usage 
1. nearly no relation 1. no usage 
2. somehow related 
3. related  2. low 
4. strongly related 3. mediate  
5. definitely related 4. high 
 
M2.2: The Type of Papers  
This measurement is a subjective judgment by coders. Coders should choose TWO of the 
types from the following category and assign each type’s percentage of contribution to the 
coded paper.  
1. Theoretical paper: Study theories, models, parameters, and etc.  
2. Discovery paper: Discover previous unknown or undetected objects. 
3. Analysis paper: analyze various properties of objects based on SDSS or other survey’s 
data. 
4. Algorithm (or Method) paper: Introduce an (or a set of) new algorithm(s) or new 
methods, and tested with SDSS data. 
5. Observational paper: Introduce new observation to objects that have been observed 
before, and not new discovery. 
6. Other paper: This type paper can hardly be assigned to the above categories, mainly 
including technical report papers, data release papers, review papers, and etc.  
Measure 3 (M3): Did the coded paper DIRECTLY use observational data 
This measure is an objective judgment. Coders need to read the relevant text in the coded 
paper and make judgment of if the coded paper used any observational data in its study. The 
results would be “Yes” or “No”. 
1. If the answer were “Yes”, coders need to go to Measure 4.1. 
2. If the answer were “No”, coders need to go to Measure 4.2. 
Measure 4 (M4) 
This measure has two sub-categories. Depending on the answer of M3, coders need to keep 
coding in the corresponding sub-category. 
 
M4.1. How many data sources did the coded paper used, and what are they? 
If the answer of M3 is “Yes,” coders need to give an objective number of the number of data 
sources that the coded paper used. Besides the number, coders also need to identify these data 
sources, such as SDSS, 2dF, and etc.  
Note: 
For data collected by the paper’s authors, please use “Their own data collection”. 
For data refer in previous studies, please use “Refer in previous studies”. 
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For EACH data source, coders need to go Measure 5 and code all questions. 
 
M4.2. Did the coded paper produce observational data? 
If the answer of M3 is “No,” coders need to make a judgment of if the coded paper 
described a study that produced observational data. Typical studies that produced data include 
sky survey’s technical summary and data release paper. The answer to M4.2 would be either 
“Yes” or “No.” 
1. If the answer were “No”, coders will stop coding this paper. 
2. If the answer were “Yes”, coders need to answer the following questions. 
M4.2.1 Is the produced data publicly available? 
Coder need to judge if the produced observational data publicly available. The coded 
options include: 
1. “Yes”: The produced data is publicly available for access by other professional. 
2. “No”: The produced data is only available via asking the authors. 
3. “Hard to tell”: There is no enough information in the coded paper to help make the 
decision. 
M4.2.2 How many data were produced that were described in the coded paper? 
Coders need to identify a proximate number of the total number of data produced in the 
study, and choose one option from followings. 
1. “Small scale”: produced data cover a small piece of sky with focusing on certain target 
areas and objects. 
2. “Median scale”: produced data cover several strips of sky with focusing on large areas 
and broader target objects. 
3. “Large scale”: produced data cover large areas of sky without target areas or objects. 
Measure 5 (M5) 
Measures in group 5 are detailed measures for each data source identified in M4.1. For each 
data source, coders need to answer the following questions to identify observational data that 
were used in the coded paper. 
 
M5.1. For each data source, what kinds of data source is it? 
Coders need to choose ONE from the following category. 
1. “Open data archive”, indicating public data source, available to everyone, not only the 
astronomy community. SDSS, NED, SIMBAD archive are typical example. 
2. “Community shared data source”, indicating the data source is available to the 
astronomy community, but not accessible to the outsiders. Typical example could be 
“Blanton’s Catalog” of SDSS data. Sometime, this type of data source means 
astronomers must ask the data source owner for obtaining the data, but it will be easy if 
for astronomy research. 
3. “Their own data collection”, indicating that the author(s) collected the research data by 
their own, such as using telescopes for specific observations. And the data collection is 
NOT intended to become publicly available.  
4. “Previous studies used data”, indicating that the coded paper referred to previous 
studies that introduced the data access and process behavior, or create new datasets. 
The previous studies could be authors by either the same  
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5. “Other”, data sources are not from the above, or no indication of what the data source 
is. 
 
M5.2. For each data source, what is the data population described in the paper? what is 
the sample that was finally analyzed? Were there new discoveries? For all three, how many 
objects were reported?  
Coders need to identify if there are exact number describe the population, the sample, and 
new discoveries. If so write down the number. AND if there are descriptions of the population, 
the sample, and new discoveries, write down the description AND mark these descriptions in 
the coded paper.  
Note:  
In terms of population, typical examples of description could be “SDSS DR4”, “the Main 
Galaxy Sample”, or “a sky area of 9000 deg2 ”and etc. 
In terms of sample, typical examples of description “quasars with 0.5>z>0.01” or “galaxy 
clusters in Ablle 1470” 
If there is multiple numbers of samples, if possible, please use the one in Abstract, or give an 
average number. 
 
M5.3. Data sampling and preprocessing procedures and methods 
This group of measures endeavors to code the data access and preprocess behavior 
described in coded paper. It consists of three questions. M5.3.1 has three questions. 
M5.3.1 For all data sources 
1. Did the paper give the data sampling and preprocessing procedure?  
1. “Yes”: the coded paper describes how they extract the sample with certain sets of 
criteria and preprocess procedures. 
2. “No”: the paper did not clearly describe the sampling and process procedure. 
3. “Hard to tell”: there is no enough information in the paper to help coders make the 
decision. 
2. Did the paper give the algorithm or method for sampling and preprocessing the data?  
In some cases, certain algorithms and methods are needed to complete the data 
sampling and preprocess procedure. Coders need to identify from the coded paper if 
there is a clear description of these algorithms or logic of algorithms.  
1. “Yes”: the coded paper describes the algorithms and methods needed for sampling 
and preprocess procedure. 
2. “No”: the paper did not clearly describes the algorithms and methods. 
3. “Hard to tell”: there is no enough information in the paper to help coders make the 
decision. 
3. Are there any clues to the sample data that were studied in the code paper? 
In some papers, there are clues that link to the data were analyzed in the coded paper. 
Typical clues include a URL, and Tables, a short description of the data that could be 
used as short search phrase. 
 Coders need to coded “Yes” or “No”. 
If choose “Yes”, please write down the description AND mark these descriptions in the 
coded paper. 
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4. Overall, purely based on the data description in the coded paper, is it possible to 
reproduce very similar dataset analyzed as the coded paper? 
Coders should judge the possibility for reproducing the same research data purely based on 
the description of the coded paper. This measurement is judged by choosing a numeric degree 
from the followings. The measurement adopts five degree: from 1 to 5. 
1. “impossible”, indicating there is no way to retrieve the data except for asking the 
authors. There is no information could lead to data used in the coded paper. 
2. “nearly impossible”, indicating that it is HARD to PARTIALLY retrieve data that is like the 
data set as the coded paper used.  
3. “possible”, indicating that is it possible to retrieve SIMILAR data set as the coded paper 
used, but it is HARD to do so. 
4. “quite possible”, indicating that it could be easily retrieve SIMILAR or EXACT THE SAME 
dataset  
 
M5.3.2 For SDSS data source only 
Questions in this category are for SDSS data only.  
1. Did the coded paper use the final SDSS catalog data? 
Coders need to choose one option from the below. 
1. “Yes”: the coded paper used the final SDSS catalog data. Then go to question i. 
2. “No”: the paper did not used the cataloged data. Then go to question ii. 
3. “Hard to tell”: there is no enough information in the paper to help coders make the 
decision. Then stop coding. 
 
i. If the answer of question 1 is “Yes”, did the coded paper do further refinement 
of the data? 
Coders need to choose one option from the below. 
1. “Yes”: the coded paper used the final SDSS catalog data 
2. “No”: the paper did not used the cataloged data. 
3. “Hard to tell”: there is no enough information in the paper to help coders make the 
decision. 
 
ii. If the answer of question 1 is “No”, did the coded paper do data reproduce by 
other than SDSS pipeline algorithm? 
Coders need to choose one option from the below. 
1. “Yes”: the coded paper used the final SDSS catalog data 
2. “No”: the paper did not used the cataloged data. 
3. “Hard to tell”: there is no enough information in the paper to help coders make the 
decision. 
 
B.2 Coding Sheet 
The paper version of the coding sheet is shown in Figure A.1. 
189 
 
 
 
 
190 
 
 
 
 
191 
 
 
 
Figure A.1. Paper version of the Coding Sheet 
The next table shows the excel version of the coding sheet. Here just lists one row for saving 
space. 
Bibcode M2.1 M2.2A M2.2B M3 M4.1A 
Answer Options 
1--5 1-6/1-6 100% / 0% 
1 Yes: 
Go to 
M4.1/0 
No: Go 
to M4.2 0-n 
1994ApJ...437...12C -1 -1/-1 100% / 0% -1 -1 
continued 
M4.1B M4.2 M4.2.1 M4.2.2 DS1: M5.1 
Name of DS1: DS2: DS3: 
DS4: and etc 
1 
Yes/0 
No 
1 Yes/2 
No/3 
Hard 
To Tell 
1 Small/2 
Median/3 
Large 
Name: 
SDSS 1--5 
N/A -1 -1 -1 N/A -1 
Continued 
M5.2A (Population) 
M5.2A 
(Population) M5.2B (Sample) 
Description+Page,Col,Para Number only Description+Page,Col,Para 
N/A N/A N/A 
Continued 
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M5.2B (Sample) M5.2C (New discoveries) M5.3.1A M5.3.1B M5.3.1C 
Number only 
1 
Yes+Description,Number/2 
No new discoveries 
1 Yes/2 
No/3 
Hard 
To Tell 
1 Yes/2 
No/3 
Hard 
To Tell 
1 
Yes+Description/2 
No Clues 
N/A -1+N/A -1 -1 -1+N/A 
Continued 
M5.3.1D M5.3.2  M5.3.2  M5.3.2  DS2: M5.1 M5.2A (Population) 
1--4 
1 Yes: 
1 
Yes/2 
No/3 
Hard 
To 
Tell 
2 No: 
1 
Yes/2 
No/3 
Hard 
To 
Tell 
3 
Hard 
To 
Tell 
Name: 
Non-
SDSS-1 1--5 Description+Page,Col,Para 
-1 -1 -1 -1 N/A -1 N/A 
Continued 
M5.2A 
(Population) M5.2B (Sample) 
M5.2B 
(Sample) 
M5.2C (New 
discoveries) 
Number only Description+Page,Col,Para Number only 
1 
Yes+Description,Numbe
r/2 No new discoveries 
N/A N/A N/A -1+N/A 
Continued 
M5.3.1
A 
M5.3.1
B M5.3.1C 
M5.3.1
D DS3: M5.1 M5.2A (Population) 
1 Yes/2 
No/3 
Hard 
To Tell 
1 Yes/2 
No/3 
Hard 
To Tell 
1 
Yes+Descriptio
n/2 No Clues 1--4 
Name
: Non-
SDSS-
2 1--5 
Description+Page,Col,P
ara 
-1 -1 -1+N/A -1 N/A -1 N/A 
Continued 
M5.2A 
(Population) M5.2B (Sample) 
M5.2B 
(Sample) M5.2C (New discoveries) 
Number only Description+Page,Col,Para Number only 
1 
Yes+Description,Number/2 
No new discoveries 
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N/A N/A N/A -1+N/A 
Continued 
M5.3.1A M5.3.1B M5.3.1C M5.3.1D Your comments, questions, ideas, et 
1 Yes/2 
No/3 
Hard 
To Tell 
1 Yes/2 
No/3 
Hard 
To Tell 
1 
Yes+Description/2 
No Clues 1--4 
Please write down whatever come to 
your mind during coding this paper 
-1 -1 -1+N/A -1  
 
 
B.3 New Coding Rules and Agreements 
During the coding new coding rules were set up after each discussion among coders.  
 
Latest Coding Rules (After May 1st Inter-coder Reliability Discussion)  
1. If a paper was involved with object selection from SDSS database with CLEAR 
phrases, like "Data Selection", the SDSS should be coded as one of the Data 
Sources. 
2. Check the last paragraph of Introduction, footnotes, acknolwedgement parts for 
additional information. 
3. In most letter paper, if the authors claimed "discovery", it is a Discovery paper 
UNLESS strong evidence overturn this rule. 
4. If other data sources have clear description of the number of objects, include 
and code them, particularly for SDSS. 
5. HST or other Satellite telescopes’ observation should be coded as “Their own 
data collection” UNLESS it is clearly stated that they use HST or other archivals. 
6. The retrievable score would be 2 for TODC and RiPS UNLESS strong evidences, 
like external web links, overturn this rule. 
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7. For value-added SDSS data source, it is "Community Shared Data Source" 
UNLESS strong evidences overturn this rule. 
 
Latest Coding Rules (After April 21th training)  
1. Please standardize the name of data sources, e.g Their own data collection for 
follow-up observations, and Refer in Previous Studies for data coming from 
previous studies. 
2. In terms of follow-up observations, please specify the name of telescopes or 
observatories either in the population descriptions (preferred) or in the last 
column where your record comments, suggestions. If possible, please give the 
type of observations too, like X-ray, or radio, or photometry.  
3. Multiple previous studies should be grouped as ONE data sources. The figure 
below gives one example of the data source category.  
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4. Indirect usage of data, particularly in the results section, would NOT counted as 
data source. Typical examples would be "image only, no (or VERY few) 
descriptions" and results from others' studies who used other data sources. 
5. In terms of data sources that authors emphysized that they were used, such as in 
Abstract, no matter whether there are descriptions about data access, retrieval, 
processing, sampling and etc, list them as data sources. A typical example would 
be Spergel-2003 "The Third Year WMAP Data : its Implication to Comsmology", 
which specify the use of SDSS, WMAP, 2dFGRS, but say no words about those 
data sources. 
6. In terms of question M3 (if use data or not), give one answer and go to the 
following questions, leaving the other answer and its following questions blank. 
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APPENDIX C: MATERIALS USED FOR VISUAL EXPLORATORY ANALYSIS 
OF SDSS SQL LOGS  
 
C.1 Prototypes of the SDSS Log Viewer 
 
Paper-based prototype GUI version 1 
 
Paper-based prototype GUI version 2 
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Paper-based prototype GUI version 3 
 
(a) GUI 
 
(b) dynamic query menu 
Paper-based prototype GUI version 4 
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Low fidelity prototype demo for SQL Content View 
 
High fidelity prototype GUI 
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Full functional version 1 GUI 
 
 
Full functional version 2 GUI. This version is reported in chapter 4. 
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