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SUMMARY
Understanding the mechanisms of thermal expansion is critical for manipulat-
ing thermal behavior of new compounds. This work analyzes and predicts AIIBIV F6-
type metal fluorides with interesting thermal properties. Computational modeling
methods serve as a complementary method to guide experimental synthesis. The
stability and thermal expansion of thirteen materials was evaluated using density
functional theory methods that included vibrational density of state calculations,
quasi-harmonic approximation, derived thermodynamic quantities, and phase stabil-
ity analysis.
Of the thirteen materials evaluated, there were three (CaZr6,CaHfF6, and MgNbF6)
identified as being stable and demonstrating negative thermal expansion over low tem-
peratures. The volumetric thermal expansions for CaZr6,CaHfF6, and MgNbF6 were
found to be α100K = -2.177×10−5, -2.17×10−5, and -1.091×10−5 K−1 respectively.
The phase transitions due to pressure increases were also explored for materials iden-
tified to display negative thermal expansion at low temperatures. Pressure induced
phase transitions were predicted to occur at pressures beyond 475 MPa, 466 MPa,





Understanding the mechanisms of thermal expansion is critical for manipulating ther-
mal behavior of new compounds. This work analyzes and predicts AIIBIV F6-type
metal fluorides with interesting thermal properties. Computational modeling meth-
ods serve as a complementary method to guide experimental synthesis.
1.2 Thermal Expansion in Materials
The coefficient of thermal expansion (CTE) relates the change in volume of a material







A negative value for CTE indicates a contraction or negative thermal expansion
(NTE) while a positive value indicates a positive thermal expansion (PTE). Although
many commonly-encountered materials exhibit PTE (as shown in Table 1), the most
notable exception is water. As water transitions from the liquid to ice, it expands –
an increase in volume over decreasing temperature gives rise to a negative CTE, and
therefore negative thermal expansion. Some less ubiquitous materials that undergo
negative thermal expansions are MOFs [5][6], zeolites[7], NaZr2P3O12 family[8] [9] [10]
(ZrW2O8, AM2O7 (A = Ti, Zr, Hf; M = P, V), Sc2(WO4)3[10], Ag3[Co(CN)6][11],
and ScF3[12]. There is great interest in identifying candidates with NTE because
they can be combined with PTE materials to create composites that have net zero
thermal expansion (ZTE). Shape and volume invariance to temperature change is
very desirable for obvious reasons of mechanical stability.
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Table 1: Coefficient of Linear Thermal Expansion of Materials.
Material T ( ◦C) CTE (×10−6 K−1)
Pure Antimony† 21-100 8.4-11
Pure Beryllium† 21-100 11-12
Pure Iron† 21-100 12-13
Platinum† 21-100 8.8-9.1
Pure Silver† 21-100 19
YbGaGe[13] -173.2-126.9 0.0
Zinc aluminum† 21-100 22-28
† values are taken from [14]
1.2.1 Applications
The materials industries are always seeking new ways to tailor thermal expansion of
new compounds. Many applications already exploit NTE or ZTE properties. One
recent design for a liquefied natural gas pipeline implemented a composite with ZTE
[15]. ZTE composites are also often used in precision optical mirrors that must
not change with temperature. Other applications for controlled thermal expansion
includes fibre optic systems, pyrex glass[16], ceramic catalysts[17], solid-oxide fuel
cell[18], microelectronics[19], and thermoelectric generators[20]. Failure to correctly
adjust for natural thermal expansion in these applications can result in temperature
related stress failures.
1.2.2 Controlling NTE
The thermal expansion of a material is mainly controlled in four ways: (1) chemical
substitutions, (2) particle size effects, and (3) pressure and strain from the external
environment, (4) defects. In this thesis, the main focus will be on the first, however
it important to understand what other effects control the thermal expansion of ma-
terials.
(1) NTE can be controlled through the substitution of atoms. In 2013, Chen et al.
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Figure 1: Chemical Substitution. Unit cell volume change with respect to tempera-
ture for 0.5PbTiO3-0.5(Bi1−XLaX)FeO3. Figure reproduced from [2].
demonstrated that 0.5PbTiO3-0.5(Bi1−XLaX)FeO3 could be controlled through vari-
ations in X (Figure 1). Varying the ratio of bismuth to lanthanum (X = 0, 0.1, and
0.2) produced structures with “Near ZTE”, “Moderate NTE”, and “Strong NTE”,
respectively[2].
(2) Particle size effects often impact thermal expansion properties as well. Grain
boundaries along different crystal faces will have different expansion coefficients, cre-
ating interesting anisotropic thermomaterials[21].
(3) Another design parameter for systems which utilize thermal expansion to min-
imize stress is control of environmental pressure and strain. Many materials that
exhibit variance in thermal expansion with temperature are also dependent on pres-
sure strain effects. A system could be designed that takes advantage of these effects
to create advantageous properties in thin films when put under pressure, undergo
a transition, and NTE. ZrW2O8, for example, displays strong NTE effects over 0.3
to 1050 K but under a compression of 0.2 GPa a pressure induced phase transition
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occurs decreasing the NTE by an order of magnitude approaching ZTE [22].
(4) Finally, defects also have a significant impact on thermal expansion, as demon-
strated and theoretically explained for vacancies in metallic compounds[23].
Thermal expansion characteristics should be studied for any material of industrial
application, from thin film microelectronics to advanced nanomaterials.
Different methods are more compatible with different materials, depending on
the intended application. For example, thin film microelectronics are an area where
precise tuning of the thermal expansion coefficient is necessary, but any defect doping
or grain boundaries cannot interfere with the required purity/crystallinity of the
devices. These tunable material attributes are often also correlated to other properties
such as ferroelectricity, magnetism, electron configuration. [24].
1.3 Metal Fluoride Background
Metal fluorides are compounds formed when fluorine (F) reacts with metal (M) to
form an ionic or covalent bond, as seen in Equation 2, where n is usually anywhere
from one to six fluorine atoms, and very rarely seven or eight.
2M + nF2 −−→ 2MFn (2)
Among more highly coordinated metal fluorides, variations in bonding can give rise
to a variety of crystal structures with distinct electronic and vibrational states,
which greatly change the material properties [25]. More complex combinations can
be formed through solid-state reactions of the constituents (Equation 3). For the
AIIBIV F6 type metals fluorides of interest in this research, the reaction occurs be-
tween fluoride coordinated metal cations with the addition of heat.
M (II)F2 +M
(IV )F4
Heat−−−→M (II)M (IV )F6 (3)
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1.3.1 Thermal Behavior (Rigid Unit Modes)
In 2010, scientists at Georgia Tech demonstrated negative thermal expansion (NTE)
in scandium trifluoride (ScF3) [4]. This behavior can be explained by understanding
how the thermal motions of a lattice (whether a traditional crystal, or an open-
framework structure like a MOF) give rise to phonon modes. In a crystal lattice, each
atom has an individual oscillation with have 3 normal modes of vibration. The linear
combination of all the atomic vibrations will give rise to characteristic frequencies of
the lattice, also known as phonon modes.
In systems with certain symmetry, groups of atoms that are subsets of the lattice
have additional vibrational modes. An important example of this are the ReO3-type
materials (AIIBIV F6 metal fluorides are a member of this family) which have a cu-
bic space group. ReO3-type materials have a metal center coordinated to 6 oxygens.
These coordinated metals form rigid polyhedra with oxygens at each of the vertices.
The polyhedra are considered “rigid” since atoms within the polyhedral vibrate to-
gether. Adjacent polyhedra do not have to vibrate together, but can instead sustain a
transverse vibration with respect to one another about the M-O-M linkages[26]. This
model (see Figures 2 and 3) is known as the rigid unit mode (RUM).
Typical models approximate vibrational energies between atoms as quadratic like
the characteristic harmonic spring potential and neglect higher order energies (cubic,
quartic, etc.) contributions. However, in ScF3, the quartic oscillations at lower
temperatures have been shown to be comparable to its quadratic frequencies with
rigid unit modes (RUMs) present [27]. By performing simulations1 of the structure’s
atomic vibrations, Li et al. demonstrated “quartic oscillations” in the lattice of Sc
and F atoms [27]. These acoustic linkage vibrations increase in amplitude as the
1The quasiharmonic approximation with density functional theory for frozen phonon mode cal-
culations and ab initio Born-Oppenheimer molecular dynamics for harmonic and anharmonic con-
tributions respectively were used to explore this effect computationally[27].
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Figure 2: One can visualize polyhedral groups of ScF3 by recasting the lattice as a
collection of metal centers connected hexahedrally or octahedrally to fluoride atoms.
The characteristic frequencies of these polyhedral groups are the rigid unit modes
(RUMs), formed by linear combinations of the individual atomic vibrations.
Figure 3: One of the possible characteristic vibrations for RUMs in a cubic system.
Figure reproduced from [3]
.
6
temperature increases. Based on the symmetry of the structure and the way they
are arranged, the larger vibrations actually pull some of the atoms closer and cause
the lattice to shrink. In other words, the RUMs in ScF3 are displacive and deform
the shape of the lattice, resulting in a contraction of the unit cell. Not all RUM
are significant; they depend on the crystal structure and symmetry. ScF3 and some
cubic perovskites[28] have a cubic structure responsible for not only negative thermal
expansion but various phase transitions[26].
1.3.2 Compression Behavior
Metal fluorides are also susceptible to phase transitions under pressure. ScF3 men-
tioned above displays a phase transition to the rhombohedral R3̄c phase from the
cubic Pm3̄m[29] under 0.1-0.2 GPa at 50K. Other structures undergo a phase transi-
tion from a cubic symmetry to a rhombohedral symmetry upon cooling[30]. Changes
in the space group need to be considered when simulating the materials.
1.4 Computational Modeling of Materials
The use of computational modeling of materials has risen with the rise of low cost
computing clusters. Material modeling has become an integral part of the discovery
and synthesis of new materials. Often traditional experimental approaches can lead
to difficult material characterizations or synthesis difficulties due to the shear vol-
ume of possible combinations. High throughput screening has become an important
technique in selecting materials to use for new applications, for example the Core-
MoF database [31] or The Materials Project [32]. The computation of properties is
possible via at least two methods; (1) molecular dynamics, (2) quantum methods.
Quantum methods are preferred for their higher accuracy, as long as the systems to
be studied are small. This work uses Kohn-Sham density functional theory (DFT), a
quantum method which replaces each electron wavefunction with the electron density
and solves for solutions to the Schroedinger Equation. The exchange and correlational
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interactions between electrons are captured by functionals that approximate the true
exchange-correlation relations. When possible, the use of prior experimental data is
used for materials. This way, a potentially expensive task of finding stable materials
can be done with speed and low cost.
1.5 Purpose and Scope of Study
This work builds upon a prior set of experimental and computational work where
negative thermal expansion was identified for cubic CaZrF6 and CaHfF6. These
AIIBIV F6 type cubic metal fluorides were identified experimentally to have substan-
tial negative thermal expansions of αL100K ≈ -18 and -22 ppm·K−1 respectively [4].
DFT calculations were used to investigate the vibrational properties at 0 K using
the Grüneisen parameter[4]. In this thesis, a more rigorous computational method is
achieved by using the established quasi-harmonic approximation method[33] to cal-
culate thermal expansion as a function of temperature. Since materials that display
RUMs in a cubic phase tend to have negative thermal expansion, a group of materials
identified as stable in the cubic Fm3̄m phase (225 space group) at finite temperature
were selected. The thermal expansion was computed and phase stability explored for




This chapter details the computational methods used to calculate thermal expansion
by studying CaZrF6 as an example of a stable material experimentally known to have
NTE. The three steps discussed - (1) generation of 0 K structure, (2) determination
of phase stability, (3) calculation of thermal expansion as function of temperature -
were repeated for all other compounds investigated, as shown in Table 2.
2.1 Introduction
The AIIBIV F6 type materials that were experimentally known to be stable in the
cubic Fm3̄m phase at room temperature[1] are shown in Table 2. These materials
can be checked for stability through the use of vibrational density of states (VDOS)
calculations which is explained in a later section.
2.2 Density Functional Theory
The unit cell of a AIIBIV F6 metal fluoride contains 32 atoms. Finding the energy
of the structure requires solving the many-body Schroedinger equation for the wave-
functions of each atom and the associated energy eigenvalues. While a theoretically
well formulated problem, exactly solving the equation for a system with more than
three or four atoms becomes exponentially expensive and for all purposes, computa-
tionally impossible. Several approximate theories and semi-empirical methods have
been developed to find an approximate solution, but the one most appropriate for
the structure studied in this work is density functional theory (DFT)[34]. DFT is
an ab-initio method that, unlike Hartree-Fock methods or most quantum mechanical
9















(QM) methods, describes the system with the electron density instead of the elec-
tronic wavefunctions. Instead of describing the system with a single Slater determi-
nant (a gross approximation which assumes wavefunction independence), Hohenberg
and Kohn proposed that the electron density uniquely determines the system and
therefore the associated energy eigenvalue. In this theory, interactions between dif-
ferent electrons are captured by an exchange-correlation functional, and the problem
becomes determining the nature of this functional.
Although it is again computationally impossible to represent the exact exchange-
correlation functional, there are multiple approximations which have reasonably high
accuracy for relatively low cost. The orbitals that have been treated as valence for each
material is listed in Table 3. Although MnZrF6, MgNbF6, MnNbF6, FeHfF6, FeHfF6,
MnHfF6, and CoZrF6 have partially occupied orbitals, the VASP 5.3.3 [35][36][37][38]
(Vienna Ab-initio Simulation Package) was used with a projector-augmented wave
(PAW) basis set for all computations.
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Table 3: Valence Electrons
Material Valence Electrons
CaZrF6 Ca(3s, 3p, 4s), Zr(4s, 4p, 5s, 4d), F (2s, 2p)
CaTiF6 Ca(3s, 3p, 4s), T i(4s), F (2s, 2p)
CaSnF6 Ca(3s, 3p, 4s), Sn(2s, 2p), F (2s, 2p)
SrSnF6 Sr(4s, 4p, 5s), Sn(2s, 2p), F (2s, 2p)
ZnZrF6 Zn(3p, 3d), Zr(4s, 4p, 5s, 4d), F (2s, 2p)
MgZrF6 Mg(2p, 3s), Zr(4s, 4p, 5s, 4d), F (2s, 2p)
MnZrF6 Mn(3p, 4s, 3d), Zr(4s, 4p, 5s, 4d), F (2s, 2p)
MgNbF6 Mg(2p, 3s), Nb(4p, 5s, 5d), F (2s, 2p)
MnNbF6 Mn(3p, 4s, 3d), Nb(4p, 5s, 5d), F (2s, 2p)
FeHfF6 Fe(4s, 3d), Hf(6s, 5d), F (2s, 2p)
MnHfF6 Mn(4s, 3d), Hf(6s, 5d), F (2s, 2p)
CaHfF6 Ca(3s, 3p, 4s), Hf(6s, 5d), F (2s, 2p)
CoZrF6 Zr(4s, 4p, 5s, 4d), Co(4s, 3d), F (2s, 2p)
2.2.1 Exchange-Correlation Functional
In general, two approximations for non-empirical functionals have been developed
and popularly used. The first is the local-density approximation (LDA), which takes
into account the local electronic density at each step of the calculation. This study
used a generalized gradient approximation (GGA)[39], which considers both the local
electronic density as well as the gradient of the density at each step. The specific form
of GGA selected here is known as the PBE functional, named after Perdew, Burke,
and Ernzerhof who proposed it in 1996 for describing solid metals. It is known to
overestimate the lattice constants by 1.3% and underestimate the bulk modulus by
9% with respect to experimental findings for metals[40].
2.3 Bulk Structures
The AIIBIV F6 type compounds can take on a variety of configurations at room tem-
perature, as can be seen in Figure 4. Based on prior work with CaZrF6, structures
that were identified as being the most likely candidates for NTE materials were of the
Fm3̄m space group (225), also known as ReO3 type. This structure, for a A
IIBIV F6
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Figure 4: Crystallographic Structures for AIIBIV F6 at room temperature; ◦, LiSbF6;
• VF3; 2, ReO3; , distorted ReO3; N, LaF3; 4, BaSiF6; and ×, various other
structures. Figure reproduced from [1].
type material, has metal centers A and B coordinated with six fluorines in a cubic
type pattern. As seen in Figure 5, the structure form polyhedra. The lattice vectors
of this unit cell are normal to each other.
2.3.1 Structure Optimization
The structures were then optimized by a full relaxation of the ion positions as well as
the volume and shape of the unit cell. The structure was converged to be less than
0.001 eV/Å with respect to inter atomic forces over a number of ionic steps. The
electronic ground-state steps were allowed to converge to an accuracy of 10−8 eV.
During each of the electronic steps, the wavefunction was improved and the charge
density refined until the criterion was reached. A plane-wave energy cutoff of 600 eV
was used for all calculations.
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Figure 5: Crystallographic structure for AIIBIV F6 in space group 225.
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2.3.2 Space Groups
The space groups for newly optimized bulk structures were identified using pymat-
gen[41]. This allowed for throughput of structures from the Inorganic Crystal Struc-
ture Database to structures that can be used by VASP.
2.4 K-Points
Actual computation of the electron density requires numerically integrating the den-
sity of states over the primitive cell. This integration is easiest to carry out in recip-
rocal space where a quantized wavenumber k replaces the three-dimensional Carte-
sian position vector. In this reciprocal space, also known as k-space, the smallest
irreducible region of space is defined as the Brillouin zone. However, numerical inte-
gration requires the definition of a mesh. The function to be integrated is evaluated
at each point on the mesh. Obviously, a finer mesh will result in higher accuracy, but
at the cost of computational time. A k-point sampling was performed to identify the
minimum number of k-points (points on a mesh in k-space) necessary to ensure con-
vergence. The results are shown in Figure 6, and a 8×8×8 Monkhorst-Pack (MP) grid
was chosen for all simulations. To account for discontinuations in the Brillion zone, a
correction developed by Methfessel-Paxton[42] was used to estimate the occupancies,
with a smearing width of 0.05 eV.
2.5 Vibrational Density of State
Once the converged structures for each material in the Fm3̄m space group were
obtained, the stability of these structures at 0 K was assessed. One way to determine
the stable structure for a material is to examine all of the possible space groups,
and the material with the lowest energy is the stable form. This method however,
requires an exhaustive search of all space groups. A calculation of this type has
been done before but is typically very expensive[43]. Fortunately, since the structural
14
Figure 6: Total energy (eV) for a unit cell for bulk CaZrF6 in Fm3̄m spacegroup
where M is for calculations using M×M×M k-points.
information at room-temperature of each structure is known, we can directly evaluate
the vibrational density of states (VDOS). The method utilizes a phonon calculation
at 0 K to see if there are imaginary phonon modes, also called a soft mode. The
presence of an imaginary mode indicates that the structure is unstable in the space
group and there is a more stable structure[30].
2.5.1 VDOS Calculation
In order to access the stability of materials, the vibrational density of states (VDOS)
was calculated using the software PHONOPY [44]. The VDOS is evaluated using
a finite displacement method utilizing supercells and is based on the Parlinski-Li-
Kawazoe method[45]. Displacements of 0.02 Å were used for the calculation of the
force constants in the displacement method. A larger displacement was used to avoid
possible numerical inaccuracies in the system.
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2.5.2 Vibrational Density of State Theory
First, the energy of the crystal,φ, with different displacements was found. u(lκ) is
the displacement of l and κ unit cell and atom. The force constants; φ0 and φαβ are
the zero-th and first order [44].












′κ′) + ... (4)
The phonon mode frequency was determined from a dynamical matrix made of










σ(ω − ωqj ) (6)
The sum of these phonon modes generate the VDOS that can be seen in Figure 7.
Plotted on the x-axis are the positions (in wave vectors) within the Brillouin zone of
the structure. The higher energy bands are designated the “optical bands” since they
interact with electromagnetic radiation. The lower energy bands are the “acoustic
bands”, with energies characteristic of sound waves. When one of the modes has an
imaginary mode it is graphically represented as negative, for example with CaZrF6,
there is an acoustic mode that becomes negative in Figure 8.
The VDOS was calculated for each of the candidate materials. Those found to
be unstable due to imaginary modes were not considered for the quasi-harmonic ap-
proximation as a way to reduce the computational complexity of the project. The
identification of the correct space group has been shown to be non-trivial and com-
putationally expensive.
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Figure 7: Band structure and VDOS for CaZrF6 at the minimum energy point at
0 K computed within the harmonic approximation with DFT using the PBE-GGA
functional.
2.6 Quasi-Harmonic Approximation
The quasi-harmonic approximation is a method that allows for the computation of
thermodynamic properties including the TE for a material using ab intio calculations.
The method has been implemented in phonopy-qha part of the PHONOPY package.
2.6.1 Harmonic Approximation
The harmonic approximation comes from the assumption that movements by ions
from the equilibrium position are very small. The interactions of ions therefore is
similar to interconnected fixed springs. This is valid to temperatures that are well
below the melting point of the structure. The crystal symmetry can be used to further
reduce the number of these constants. This approximation has good agreement with
the properties of solids.
17
Figure 8: Band structure and VDOS for CaZrF6 at a volume compressed by 5% at
0 K computed within the harmonic approximation with DFT using the PBE-GGA
functional. Imaginary modes in the frequency are represented by negative values.
2.6.2 Quasi-Harmonic Approximation Calculation
Since the assumption of completely fixed ions introduces substantial errors at tem-
peratures above 0 K that ions, we allow for the total free energy another degree
of freedom through volume. Further corrections can be made, including anharmon-
ics which account for phonon-phonon interactions but these effects are ignored here
since these effects are more significant at high-temperature[46]. (1) The energies of
the structure at “ground state” as a function of volume was calculated. The structures
examined were over the range ± 2% for expansion and contraction. These energies
were calculated with an accuracy of 10−8 eV for the electron step.
(2) The phonon contribution was added to these energies by the equation Fphonon
with temperature as a degree of freedom. These non-zero contributions occur even
when the temperature is 0 K, more commonly known as zero point energy. The










ln[1− exp(−~ωq,v/kBT )] (7)
where ωq,v is the phonon frequency for a given wave vector q and band index ν. kB
is the Boltzman constant and ~ the reduced plank constant. Materials identified to be
stable at 0 K from the VDOS and at room temperature experimentally in the Fm3̄m
space group were selected. The total Gibbs free energy as a function of volume was
obtained for each temperature up to 400 K at constant pressure. At steps of every 10
K, the points were fit using a least squares method to obtain the minimum energy.
The minimum Gibbs free energy relates to the equilibrium volume as a function of
temperature.
G(T, p) = min
V
[U(V ) + Fphonon(T ;V ) + pV ] (8)
The TE and lattice parameter as a function of temperature obtained for each stable
material. The dashed curve on the Gibbs free energy plot helps to guide the eye to
minimums (Figure 9). These minimum points are the volumes for each temperature
which are then used to find the thermal expansion coefficient using equation (1). In
the example, CaZrF6 is shown to have negative thermal expansion (Figures 10 and
11).
Calculations involving the quasi-harmonic approximation were done using a unit
cell with displacements of 0.02 Å for the calculation of the force constants in the
displacement method. A plane-wave energy cutoff of 600 eV was used with a 8×8×8
Monkhorst-Pack (MP) grid. The Methfessel-Paxton scheme[42] was used to estimate
the occupancies, with a smearing width of 0.05 eV.
2.7 Phase Stability
Metal fluorides of cubic structure (space group Fm3̄m) are susceptible to pressure
included phase transitions. CaZrF6 has been shown to under go a phase transition
when 400 MPa is applied[4]. This behavior was explored through the expansion and
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Figure 9: Free energy as a function of volume and temperature for CaZrF6 over 0 to
400 K.
20
Figure 10: Volumetric thermal expansion coefficient for CaZrF6 over 0 to 400 K.
Figure 11: The unit cell lattice parameter for CaZrF6 over 0 to 400 K.
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Figure 12: Multiple VDOS for the compression of CaZrF6 structure from -1.2% to
-5.4% at 0 K. Imaginary modes in the frequency are represented by negative values.
compression range generated for the quasi-harmonic approximation method. The
bulk modulus was calculated using the Rose-Vinet equation of state and did not ac-
count for the zero point energy contributions, the free energy of phonons at 0 K. This
is due to the error in the phonon contribution from soft modes.
The instability due to compression is closely tied to geometrical behavior of the
RUMs within the structure. The effect is seen in CaZrF6, where low acoustic modes
near the Γ point region develop an imaginary region (indicated by a negative mode
in Figure 12). The development of this imaginary mode means that the structure
is unstable and a phase transition is expected. The methods were then repeated for




The structures that were identified as stable at 0 K in the cubic Fm3̄m space group
were CaZrF6, CaHf6, MnZrF6, MnNbF6, and ZnZrF6. Of these structures, CaZrF6
and CaHf6 were previously known to exhibit NTE, as confirmed in this study. From
the VDOS calculations, ZnZrF6 and MnZrF6 are stable in the cubic phase (Fm3̄m)
at 0 K. These materials were found to have higher energy in the R3̄ space group,
indicating the cubic phase is more stable, but there is evidence to the contrary[47].
Therefore due to this discrepancy and since R3̄ is less likely to display modes that
cause NTE, the TE of these materials are left for future inspection.
3.1 Stable Structure Phases
The stabilities of CaZrF6, CaHfF6, and MgNbF6 were investigated using the VDOS,
bulk modulus, and relative energies. The bulk modulus (0 K) was found to be 75.8,
82.5, and 96.2 GPa for CaZrF6, CaHfF6, and MgNbF6 respectively. Since the phase
transition pressure of CaZrF6 is known to be 400 MPa[4], the corresponding unit cell
volume was explored as a function of pressure. The phase transition was estimated
through the identification of unstable modes in the VDOS. Assuming that the transi-
tion pressure was constant over the range of 0-400 K, the change in unit cell volume
was calculated at this pressure via the temperature dependent bulk modulus.
3.1.1 Space Groups
The identification of the new space groups for CaZrF6 in the compressed phase was
done through a comparison of the lowest energy structures. The Inorganic Crystal
Structure Database was used to identify potential starting structures using known six
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Table 4: Space groups and relative energies at 500 MPa for CaZrF6
Space Group International Notation Energy (eV/atom) Initial Structures
2 P 1̄ -6.012 CuSnF6 [48]
51 Pmma -6.045 SrThBr6 [49]
62 Pnma -6.010 NaCrF6 [50]
67 Cmme -6.072 PbZrF6 [51]
84 → 132 P42/m → P42/mcm -6.040 NaSbCl6 [52]
111 → 132 P 4̄2m → P42/mcm -6.040 KSbF6 [53]
116 → 132 P 4̄c2 → P42/mcm -6.040 KNbF6 [54]
131 P42/mmc -5.727 SrPbF6 [55]
132 P42/mcm -6.039 KSbF6 [53]
139 → 225 14/mmm → Fm3̄m -5.929 CrNbF6 [56]
146 → 148 R3 → R3̄ -5.943 LiWCl6 [57]
148 R3̄ -5.943 KAsF6 [58]
166 R3̄m -5.919 BaTiF6 [59]
205 Pa3̄ -5.929 NaSbF6 [60]
206 Ia3̄ -6.015 AgSbF6 [61]
225 Fm3̄m -5.929 -
coordinated metal complexes (Table 4). The structures were optimized at a pressure
of 500 MPa. Of these space groups; 84, 11, 116, 139, and 146 were found to transition
to another group during optimization. A space group transition indicates that the
original space group is not the most stable at the calculation pressure, and therefore
the material will shift to a lowest energy state. The stoichiometry of each structure
is an integer multiple of the CaZrF6 stoichiometry so the energies are reported in
eV per atom for direct comparison. Space group 67 (Cmme) was found to have the
lowest energy and consequently, the most stable structure of those examined.
3.1.2 Phase Transition
By identifying the formation of unstable modes under system compression, the phase
transition pressure of CaZrF6 was calculated to be 475 MPa. Once these modes
appeared, the bulk modulus was used to find the corresponding system pressure. The
result of this process can be seen in Figure 13 where the unit cell volume at the phase
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transition is compared with the energy minimum volume. The lines in Figure 13 are
isobaric with respect to temperature. The 0 MPa line of cell volume as function of
temperature is the result from the quasi-harmonic approximation. The transition line
(475 MPa) was calculated using the temperature dependent bulk modulus with the
assumption of a constant transition pressure. The space group that was identified
for CaZrF6 was Cmme (67), this is an orthorhombic space group which means that
for the unit cell, sides a 6= b 6= c with angles of 90◦. Therefore, without determining
the structure at 466 MPa we cannot precisely determine the lattice parameters at
the transition pressure. The transition behavior is explored as a function of volume
and temperature in Figure 13. At 500 MPa and 0 K the lattice parameters for the
Cmme space group describe an orthorhombic structure with a = 5.1368, b = 7.4809,
and c = 10.4848 Å. The structure is shown in Figure 14. Interestingly, coordination
of fluorines to a central zirconium increases from six to eight, due to the large ionic
radius of the high valence shell of the metal. This behavior is similar to that seen in
other zirconium(IV) flouride complexes [62][63][64].
The transition pressure for CaHfF6 was identified as 466 MPa respectively. The
pressure was identified from the free energy-volume calculation in the quasi-harmonic
approximation. After the structure was compressed, soft modes developed, indicative
of a pressure induced phase transition. Figure 15 demonstrates the variation of the
unit cell volume for CaHfF6. Once again, the line a 0 MPa indicates the minimum
energy volume as a function of temperature. For CaHfF6, the unit cell volume required
a compression of about 3.5 Å3 to enable a pressure induced phase transition in the
cubic structure. This difference, between the minimum energy and phase transition
volumes, decreased to roughly 2 Å3 at 400 K. This corresponds to a hardening of the
materials following a compression due to the increase in temperature.
MgNbF6 demonstrated stability at 0 K for the cubic space group with a pressure
induced phase transition at around 526.9 MPa. The change in unit cell volume was
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Figure 13: The phase transition behavior for CaZrF6 over 0 to 400 K.
Figure 14: The pressure induced Cmme space group was found at a pressure of
500 MPa at 0 K. The initial structure was of the form of PbZrF6 from the Inorganic
Crystal Structure Database.
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Figure 15: The phase transition behavior for CaHfF6 over 0 to 400 K.
found to be much smaller over the temperature range than the two previous hexaflu-
oride complexes (see Figure 16). The slight negative thermal expansion coefficient
with the low acoustic bands is indicative of RUM that has been used to describe
the NTE behavior of CaHfF6. This composition was also considerably harder than
CaZrF6 and CaHfF6 and therefore more resistant to a phase transition from pressure.
ZnZrF6 and MnZrF6 were identified to be stable in the cubic phase (Fm3̄m) at
0 K. These materials are expected to have lower energy in the R3̄ space group but
there is evidence otherwise. ZnZrF6 was shown to undergo a phase transition at 310
K to the rhombohedral structure [47]. However, calculations comparing ZnZrF6 with
MnZrF6 directly contradict this experimental conclusion. A VDOS calculation at 0 K
finds that ZnZrF6 has energies of -5.57 and -5.01
eV
atom
for Fm3̄m and R3̄ respectively,
indicating that the Fm3̄m phase is more stable. Similarly, a VDOS calculation on
MnZrF6 resulted in energies of -6.45 and -5.96
eV
atom
for space groups Fm3̄m and R3̄,
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Figure 16: The phase transition behavior for MgNbF6 over 0 to 400 K.
where the Fm3̄m phase again was lower energy and therefore more stable. This dis-
crepancy between the stability measured experimentally and the calculations requires
further investigation. The stability may be the result a low temperature effect that is
occurring in these materials. For MnZrF6 in particular, additional attention should
be given to the magnetic moment due to spin polarization.
3.2 Thermal Expansion
The volumetric thermal expansions for CaZrF6,CaHfF6, and MgNbF6 were found
to be α100K = -2.177×10−5, -2.17×10−5, and -1.091×10−5 K−1respectively. Each
display NTE over 0-200 K where CaZr6 was found to have the greatest TE followed
by CaHfF6 and MgNbF6 (Figure 17). The computed thermal expansion data is
compared to experimental results in Figures 18 and 19. In both cases, the negative
thermal expansion was found to be much smaller in comparison to experimental
data. For CaZrF6, the experimental linear TE was α100K ∼ -1.8×10−5 K−1 (From
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Figure 17: The volumetric thermal expansion coefficient for CaZrF6, CaHfF6, and
MgNbF6 over 0 to 400 K in (225) cubic phase.
this paper, a linear CTE of α100K ∼ -7.26 ×10−6 K−1). CaHfF6 was also predicted to
have stronger NTE than experimentally found at α100K ∼ -2.2×10−5 K−1 (From this
paper, a linear CTE of α100K ∼ -7.23 ×10−6 K−1).
The discrepancies between the TE generated from the quasi-harmonic approxi-
mation and the experimental values are largely due to the instabilities in the struc-
ture. As demonstrated, each material undergoes a pressure induced phase transition.
When the structure is compressed, for the quasi-harmonic approximation, soft acous-
tic modes are generated at the lowest bands around the Γ point. These unstable
modes produce imaginary contributions to the that are later ignored in the phonon
energy contributions (Equation 7). The contribution of errors increases with temper-
ature due to the summation in the second term over the modes. Large fluctuations
in the Gibbs free energy can be generated above 0 K that cause alterations of the
lowest energy state volume. The combination of these errors causes the significant
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Figure 18: Comparison of the linear thermal expansion to experimental results[4] for
CaZrF6, indicated by .
Figure 19: Comparison of the linear thermal expansion to experimental results[4] for
CaHfF6, indicated by .
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difference in TE between the simulated and experimental results.
Despite the error contributions, the methods within this thesis replicated the
results from experiment to demonstrate NTE. Additionally, MgNbF6 was identified
as a strong candidate for NTE with near ZTE properties. In future calculations, the





The stability and thermal expansion of thirteen materials was evaluated using den-
sity functional theory methods that included vibrational density of state calculations,
quasi-harmonic approximation, derived thermodynamic quantities, and phase stabil-
ity analysis. Of these, CaZrF6, CaHfF6, and MgNbF6 were demonstrated to have both
the desirable property of negative thermal expansion and stability at 0 K. The thermal
expansions for CaZrF6,CaHfF6, and MgNbF6 were found to be α100K = -2.177×10−5,
-2.17×10−5, and -1.091×10−5 K−1 respectively. The CaZrF6 and CaHfF6 coefficients
were compared to experimental thermal expansion coefficients and found to be under
predicting. This underestimation was determined to be due to, in part, the forma-
tion of the unstable phonon modes and their lack of contribution to the energies. In
future work, the anharmonic contributions must be accounted for to identify NTE
materials with pressure instabilities at accuracy. The stability of these structures was
also explored. Pressure induced phase transitions were predicted to occur at pres-
sures beyond 475 MPa, 466 MPa, and 526.9 MPa for CaZrF6, CaHfF6, and MgNbF6
respectively. These transitions occurred due to the introduction of the soft modes in
the low acoustic modes of band structure.
Future work could involve an exhaustive search of all metal combinations of
AIIBIV F6. This has the potential to identify new stable metal hexaflourides. The
identification of new metal fluoride formulations would provide additional materials
to aid in the design of modern electronics and fiber optics. Controlling the thermal
expansion of materials has great potential. Since the thermal expansion can be con-
trolled through chemical substitutions, particle size, pressure and strain, and defects,
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[73] H. P. Beck and F. Kühn, “Studies on ABX6 compounds. III. The SnZrCl6 struc-
ture type,” Z Anorg Allg Chem, vol. 621, no. 10, pp. 1655–1658, 1995.
[74] E. Zaitseva, S. Medvedev, and L. Aslanov, “Crystal and molecular structures of
cesium phenylpentachloroantimonate Cs[PhSbCl5], potassium phenylpentabro-
moantimonate K[PhSbBr5], and cesium hexachloroantimonate Cs[SbCl6],” J
Struct Chem, vol. 31, no. 1, pp. 92–97, 1990.
[75] A. Mar and J. A. Ibers, “The layered ternary germanium tellurides zrgete4,
hfgete4, and tigete6: structure, bonding, and physical properties,” J Am Chem
Soc, vol. 115, no. 8, pp. 3227–3238, 1993.
[76] W. Eichler and H.-J. Seifert, “Strukturelle und magnetische Untersuchungen an
Hexachlorowolframaten(V),” Z Anorg Allg Chem, vol. 431, no. 1, pp. 123–133,
1977.
[77] I. Chung, J. Do, C. G. Canlas, D. P. Weliky, and M. G. Kanatzidis, “APSe6 (A
= K, Rb, and Cs): Polymeric selenophosphates with reversible phase—change
properties,” Inorg Chem, vol. 43, no. 9, pp. 2762–2764, 2004. PMID: 15106958.
[78] A. Ider, M. E. Farissi, and J. Laval, “Cationic ordering in tysonite type structures
I: crystal structure of BaTeF6,” J Fluor Chem, vol. 99, no. 2, pp. 161 – 166, 1999.
39
