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Abstract
This paper develops the theory of distinguished regular supercuspi-
dal representations, and it highlights how the correspondence between
regular characters and regular supercuspidal representations resembles
induction in certain ways.
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1 Introduction
The purpose of this paper is to develop the theory of distinguished rep-
resentations for Kaletha’s regular supercuspidal representations (de-
fined in [Kal17]).
Our main result (Theorem 3.4.1) is a formula
〈Θ, π(µ)〉1G =
∑
ζ∈T\ΘT
mGT (ζ) 〈ζ, µ〉
ε
T ,
with notations as follows:
• (T, µ) is a tame, elliptic, regular pair (in Kaletha’s sense [Kal17,
Definition 3.6.5]) relative to the connected, reductive group G
defined over a field F that is a finite extension of Qp (subject to
the conditions on p in [Kal17, §2.1]).
• π(µ) is the associated regular supercuspidal representation of
G = G(F ) (as defined in [Kal17, §3.8]).
• Θ is a G-orbit of involutions of G, where “involution of G” means
“F -automorphism of order two” and where G acts on involutions
by (g · θ)(g′) = gθ(g−1g′g)g−1.
• 〈Θ, π(µ)〉1G is the dimension of the space HomGθ(π(µ), 1), for
some (hence all) θ ∈ Θ, where Gθ denotes the group of fixed
points of θ in G.
• T\ΘT is the set of T -orbits in the set
ΘT = {θ ∈ Θ : θ(T) = T},
where T = T(F ).
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• mGT (ζ) = [Gθ : TθG
θ], for any element θ in ζ, where
Gθ = {g ∈ G : g · θ = θ},
and Tθ = T ∩Gθ.
• ε = (εθ)θ∈ΘT is a family of quadratic characters εθ : T
θ → {±1}
defined in §3.2.
• 〈ζ, µ〉εT =
{
1, if µ|T θ = εθ for one (hence all) θ ∈ ζ,
0, otherwise.
One may view the correspondence µ 7→ π(µ) as being “induction-
like,” in the same spirit that cohomological induction (e.g., Deligne-
Lusztig induction) resembles ordinary induction of representations of
finite groups in certain ways. To justify this point of view, we offer
the following non-standard statement of a standard formula (due to
Mackey) that pertains to ordinary induction:
〈Θ, π(µ)〉1G =
∑
ζ∈T\Θ
mGT (ζ) 〈ζ, µ〉
1
T ,
where:
• µ is a representation of a subgroup T of a finite group G.
• π(µ) is the induced representation IndGT (µ) of G.
• Θ is a G-orbit of involutions of G, where “involution of G” means
“automorphism of order two” and where G acts on involutions
by (g · θ)(g′) = gθ(g−1g′g)g−1.
• 〈Θ, π(µ)〉1G is the dimension of the space HomGθ(π(µ), 1), for
some (hence all) θ ∈ Θ, and Gθ denotes the group of fixed points
of θ in G.
• T\Θ is the set of T -orbits in Θ.
• mGT (ζ) = [Gθ : TθG
θ], where θ is any element of ζ, and Gθ =
{g ∈ G : g · θ = θ}, and Tθ = T ∩Gθ.
• 〈ζ, µ〉1T is the dimension of the space HomT θ(µ, 1), for some
(hence all) θ ∈ ζ, where T θ = T ∩Gθ.
To see the latter formula in its familiar form, and for further de-
tails, we refer to §2.1. As a matter of convenience, we have stated the
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formula in the setting of finite groups, but it is routine to generalize
it to other settings in which the standard Mackey formula holds.
A similar formula for Deligne-Lusztig induction is given in [Hak17]
and it is recalled below in §2.2.
These examples hint at a general framework for induction and
induction-like constructions. We partially develop such a framework
in this paper and use it in the proof of our main result.
Just as one can iteratively induce a representation up a tower of
subgroups, one can also imagine iterating a sequence of generalized
induction operations. Our approach to constructing regular supercus-
pidal representations involves this type of iteration. In this regard, it
follows [Hak18b], rather than [Kal17].
Let us now explain this in more detail. In [Hak18a], we have revised
Jiu-Kang Yu’s construction [Yu01] of supercuspidal representations,
and in [Hak18b] we have applied the results of [Hak18a] to give a more
direct construction of Kaletha’s map µ 7→ π(µ). A major objective of
this paper is to demonstrate that this direct construction of Kaletha’s
regular supercuspidal representations can be useful in simplifying the
development of applications. Specifically, this is shown in the context
of the theory of distinguished representations.
Though the construction of supercuspidal representations has sim-
plified in various ways, it remains rather technical and requires numer-
ous notations. This, unfortunately, limits our ability to write a paper
that is both self-contained and brief. So, in the interest of brevity, we
refer to [Hak18a] and [Hak18b] for background material and many of
our notations.
In our approach, the first step in the construction of a regular
supercuspidal representation π(µ) of G is the construction of a repre-
sentation ρµT of the subgroup THx,0 of G, as in §2.4–2.6 of [Hak18b].
Here, Hx,0 is a certain maximal parahoric subgroup of a reductive
subgroup H of G (as in [Hak18b]). When π(µ) has depth zero, the
representation ρµT is identical to Kaletha’s representation κ˜(S,θ). (See
[Kal17, §3.4.4].) In general, ρµT is obtained, roughly speaking, by in-
flating a Deligne-Lusztig representation to Hx,0 and then twisting by
a character of T .
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As with Deligne-Lusztig induction, the correspondence µ 7→ ρµT is
induction-like, as it admits a formula〈
ξ, ρµT
〉ε+
THx,0
=
∑
ζ∈T\ξT
m
THx,0
T (ζ) 〈ζ, µ〉
ε
T ,
similar to the formulas above. (See Proposition 3.3.11.)
The next step in the construction of π(µ) is to induce ρµT to a repre-
sentation ρ of the subgroup Hx. (See §2.2 [Hak18b] and the introduc-
tion of [Hak18b] for the definition of Hx.) There is an accompanying
formula
〈ϑ, ρ〉ε
+
Hx =
∑
ξ∈(THx,0)\ϑ
mHxTHx,0(ξ) 〈ξ, ρ
µ
T 〉
ε+
THx,0 .
(See §2.1.)
The latter two formulas can be combined to give
〈ϑ, ρ〉ε
+
Hx =
∑
ζ∈T\ϑT
mHxT (ζ) 〈ζ, µ〉
ε
T .
Here, we are using the transitivity property (proven in §2.3)
mHxTHx,0(ξ) ·m
THx,0
T (ζ) = m
Hx
T (ζ)
that applies when ζ ⊂ ξ. (In our induction framework, it is this
transitivity property that is the key to the transitivity of induction.)
The representation ρ is an example of a “permissible representa-
tion,” in the terminology of [Hak18a]. The main focus of [Hak18a] is
the development of an induction-like modification of Yu’s construc-
tion of tame supercuspidal representations so that it maps permissi-
ble representations ρ to supercuspidal representations π(ρ) of G. In
the present case, the representation π(ρ), with ρ associated to µ as
sketched above, is the regular supercuspidal representation π(µ) asso-
ciated to µ.
The main result of [Hak17] is the formula
〈Θ, π(ρ)〉1G =
∑
ϑ∈Hx\ΘHx
mGHx(ϑ) 〈ϑ, ρ〉
ε+
Hx ,
where ΘHx is the set of θ ∈ Θ such that θ(Hx) = Hx. Because of this
formula, we regard the construction ρ 7→ π(ρ) as being induction-like.
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Combining this formula with the previous formulas gives the main
result in this paper (stated above).
Above we have referred to a “framework” that encompasses some
well-known variations on representation-theoretic induction. But, in
truth, we have only presented the beginnings of a framework. In par-
ticular, we do not formally define what it means for a representation-
theoretic construction to be induction-like. Informally, if H is a sub-
group of a group G then a correspondence µ 7→ π(µ) from represen-
tations of H to representations of G is induction-like if it satisfies
formulas
〈Θ, π(µ)〉χG =
∑
ζ
mGH(ζ) 〈ζ, µ〉
χε
H
analogous to those presented above, where ζ is summed over a suitable
subset of H\Θ. It is not yet clear whether the preliminary steps taken
in this paper will lead to a true general framework. (See Definition
2.4.2 for a precise definition of the pairings.)
One can use our main formula to determine the distinguished reg-
ular supercuspidal representations of G. Doing so yields the main
theorem in Chong Zhang’s paper [Zha17], which says that π(µ) is
distinguished with respect to some (hence every) involution in Θ pre-
cisely when there exists an involution θ ∈ Θ such that θ(T) = T and
µ|T θ = εθ.
The main formula in this paper resembles Proposition 8.11 [Hak13]
which applies to the special case in which G = GLn(F ) and G
θ is an
orthogonal group in n-variables. That result is used in [Hak13] to
prove a symmetric space result that the space
HomG(π,C
∞((Gθ\G)(F )))
has dimension 0 or 4 for every irreducible, tame supercuspidal rep-
resentation π of G. (See Theorem 1.1 [Hak13] for a more precise
statement.) This Hom-space is naturally expressed as a direct sum
of Hom-spaces parametrized by pure inner forms of Gθ. It is only
natural to suspect that more such examples, and perhaps a general
symmetric space result, will follow from the results in this paper. We
hope to consider this issue in a sequel to this paper.
Finally, we wish to gratefully acknowledge that this paper is greatly
influenced by the our earlier collaborations with Fiona Murnaghan and
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Joshua Lansky on the theory of distinguished supercuspidal represen-
tations, most notably the papers [HM08] and [HL12].
2 Induction-Like Constructions
2.1 Mackey’s formula
One of the most basic formulas in representation theory is Mackey’s
formula
HomK(Ind
G
H(ρ), χ)
∼=
⊕
HgK∈H\G/K
HomH∩gKg−1(ρ,
gχ),
where:
• H and K are subgroups of a finite group G,
• χ is a character of K,
• ρ is a complex representation of H,
• gχ(h) = χ(g−1hg).
The isomorphism is given explicitly as
λ↔ (λg),
where, given v in the space of ρ
λg(v) = λ(fg,v),
with
fg,v(hgk) = ρ(hgkg
−1)v,
for h ∈ h and k ∈ K and fg,v ≡ 0 outside HgK. So λg controls the
restriction of λ to the functions in IndGH(ρ) with support in HgK.
If we replace (G,H,K), with (H,K,Hθ), where Hθ is the group of
fixed points of an automorphism θ of G of order two, then the Mackey
formula says
HomHθ(Ind
H
K(ρ), χ)
∼=
⊕
KhHθ∈K\H/Hθ
HomK∩hHθh−1(ρ,
hχ).
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We observe that hHθh−1 is the group Hh·θ of fixed points of the
automorphism (h · θ)(g) = hθ(h−1gh)h−1. Now let Hθ be the group
of elements h ∈ H such that h · θ = θ and assume that χ has the
property that hχ = χ whenever h ∈ Hθ.
Now suppose h1 and h2 are elements of H that are in different
double cosets inK\H/Hθ, but h1Hθ = h2Hθ (and hence h1 ·θ = h2 ·θ).
Then the summands associated to h1 and h2 are identical, that is,
HomK∩Hh1·θ(ρ,
h1χ) = HomK∩Hh2·θ(ρ,
h2χ).
If we aggregate such repeated terms, the Mackey formula becomes
HomHθ(Ind
H
K(ρ), χ)
∼=
⊕
KhHθ∈K\H/Hθ
mHK(h · θ) · HomK∩Hh·θ(ρ,
hχ),
for multiplicity constants
mHK(θ
′) = [Hθ′ : (K ∩Hθ′)H
θ′ ].
Now suppose ϑ is an H-orbit of automorphisms of H of order two.
Let χ = (χθ)θ∈ϑ be a family of characters, where χθ is a character of
Hθ and
χh·θ(hkh
−1) = χθ(k),
for all h ∈ H and k ∈ Hθ.
Let
〈ϑ, IndHK(ρ)〉
χ
H = dimHomHθ(Ind
H
K(ρ), χθ),
for some (hence all) θ ∈ ϑ. Similarly, when ξ is a K-orbit in ϑ let
〈ξ, ρ〉χK = dimHomHθ(ρ, χθ),
for some (hence all) θ ∈ ξ.
The Mackey formula now implies:
Proposition 2.1.1. Let K ⊂ H be subgroups of a finite group G,
and let ρ be an irreducible, complex representation of K. Let ϑ be an
H-orbit of automorphisms of G of order two. Let χ = (χθ)θ∈ϑ be a
family of characters χθ : H
θ → C× such that χh·θ(hkh
−1) = χθ(k),
for all h ∈ H and k ∈ Hθ. Then〈
ϑ, IndHK(ρ)
〉χ
H
=
∑
ξ⊂ϑ
mHK(ξ) 〈ξ, ρ〉
χ
K ,
where the sum is taken over all K-orbits ξ in ϑ.
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2.2 Lusztig’s formula
Given a general position character λ of the Fq-rational points T(Fq)
of an elliptic maximal Fq-torus T in a connected, reductive Fq-group
G, Deligne and Lusztig [DL76] have defined an irreducible cuspidal
representation
DL
ind
G
T(λ) = ±R
λ
T
of G(Fq). The Deligne-Lusztig map
λ 7→ DLindGT(λ)
has functorial properties similar to the properties of representation-
theoretic induction. Accordingly, it is called “Deligne-Lusztig induc-
tion.”
Both the similarities and differences between Deligne-Lusztig in-
duction and standard induction are evident if one tries to obtain a
Mackey-type formula for Deligne-Lusztig induction.
Suppose q is odd. Let Θ is a G(Fq)-orbit of involutions of G(Fq),
where “involution of G(Fq)” means “Fq-automorphism of G of order
two,” and the action of G(Fq) on involutions is again defined according
to (g · θ)(h) = gθ(g−1hg)g−1.
Let T(Fq)\ΘT(Fq) be the set of T(Fq)-orbits in the set
ΘT(Fq) = {θ ∈ Θ : θ(T) = T} .
Given θ ∈ ΘT(Fq), define a character
εθ : T(Fq)
θ → {±}
by
εθ(t) = det
(
Ad(t)
∣∣Lie(G)θ(Fq))) .
(See [Hak17, §4.3] for other expressions of this character.)
Let〈
Θ, DLind
G(Fq)
T(Fq)
(λ)
〉1
G(Fq)
= dimHomG(Fq)θ
(
DL
ind
G(Fq)
T(Fq)
(λ), 1
)
,
for some (hence all) θ ∈ Θ.
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Suppose ξ ∈ T(Fq)\ΘT(Fq). Let
m
G(Fq)
T(Fq)
(ξ) = [G(Fq)θ : (T(Fq) ∩ G(Fq)θ)G(Fq)
θ],
for some (hence all) θ ∈ ξ. Let
〈ξ, λ〉ε
T(Fq)
=
{
1, if λ|T(Fq)
θ = εθ for one (hence all) θ ∈ ξ,
0, otherwise.
The following result is a special case of Theorem 2.0.1 [Hak17]:
Proposition 2.2.1.〈
Θ, DLind
G(Fq)
T(Fq)
(λ)
〉1
G(Fq)
=
∑
ξ∈T(Fq)\ΘT(Fq )
m
G(Fq)
T(Fq)
(ξ) 〈ξ, λ〉ε
T(Fq)
The relation between this result and the main results of [Lus90] is
explained in [Hak17]. (See also [HL12].)
2.3 The induction weights mHK(θ)
Thematerial in this section can be developed in various representation-
theoretic settings. We focus on the setting that fits the main appli-
cation of this paper. In general, one needs to have a collection (or
category) of acceptable groups and representations, as well a notion
of “involution” for a given group.
For our purposes, it is convenient to have a universal group that
contains all other groups under consideration. For us, that group is
the group G = G(F ), where G is a connected, reductive group over
F . All other groups in this section will be subgroups of G (or G).
When we use the terminology “involution” or “involution of G,”
we mean an F -automorphism of G of order two. In general, if H is
an F -subgroup of G then we take
Hθ = {h ∈H : θ(h) = h}
and
Hθ = {h ∈ H : h · θ = θ}
= {h ∈ H : hθ(h)−1 ∈ Z(G)},
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where Z(G) denotes the center of G.
The group Hθ has other natural descriptions that are given in
[HW93, Corollary 1.3]. Note that we are not defining Hθ to be the
stabilizer of θ|H. We also are not assuming that H is θ-stable.
A motivating example, considered in [HM99, HL12, Hak13], is the
example in which H = GLn, H
θ is an orthogonal group, and Hθ is
the corresponding orthogonal similitude group. In general, we view
the homomorphism
µ : Hθ/H
θ → Z(G) : hHθ 7→ hθ(h)−1
as an analogue of the similitude homomorphism from the motivating
example. This homomorphism realizes Hθ/H
θ as a subgroup of Z(G).
In particular, it is abelian.
For F -subgroupsH of G, we use the notation H =H(F ). In other
words, taking F -rational points is reflected by non-boldface notations.
Definition 2.3.1. If K ⊂ H are F -subgroups of G and θ is an invo-
lution of G then define
mHK(θ) = [Hθ : KθH
θ].
When S is a set of involutions of G such that mHK(θ) is constant as θ
varies over S, let mHK(S) denote this common value of m
H
K(θ).
Let G act on the set of involutions of G by
g · θ = Int(g) ◦ θ ◦ Int(g)−1,
where Int(g)(h) = ghg−1.
Lemma 2.3.2. If K ⊂ H are F -subgroups of G, and θ is an involu-
tion of G, and g ∈ G, then
mHK(g · θ) = m
g−1Hg
g−1Kg
(θ).
Proof.
mHK(g · θ) = [Hg·θ : Kg·θH
g·θ]
= [g((g−1Hg)θ)g
−1 : g((g−1Kg)θ(g
−1Hg)θ)g−1]
= [(g−1Hg)θ : (g
−1Kg)θ(g
−1Hg)θ]
= mg
−1Hg
g−1Kg
(θ).
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Corollary 2.3.3. If K ⊂ H are F -subgroups of G, and if O is a
K-orbit of involutions of G then mHK(θ) is constant as θ varies over
O and thus the notation mHK(O) is well-defined.
The next result is the basic transitivity property of the mHK(θ)’s
that is linked with the transitivity of induction.
Lemma 2.3.4. If J ⊂ K ⊂ H are F -subgroups of G and θ is an
involution of g then mHJ (θ) = m
K
J (θ)m
H
K(θ).
Proof.
mHJ (θ) = [Hθ : JθH
θ]
= [Hθ : KθH
θ][KθH
θ : JθH
θ]
= [Hθ : KθH
θ][Kθ : Jθ(Kθ ∩H
θ)]
= [Hθ : KθH
θ][Kθ : JθK
θ]
= mKJ (θ)m
H
K(θ).
Suppose K ⊂ H are F -subgroups of G. Given an involution θ of
G, we can consider the set OK(H · θ) of K-suborbits of the H-orbit
H · θ of θ
Define a map
K\H/Hθ → OK(H · θ) : KhH
θ 7→ Kh · θ.
Then the fiber of the K-orbit Kh · θ is the set
FKh = {Kh
′Hθ ∈ K\H/Hθ : Kh′ · θ = Kh · θ}.
Lemma 2.3.5. If h ∈ H then FKh = hF
h−1Kh
1 and the cardinality of
FKh is m
H
K(h · θ).
Proof. The identity FKh = hF
h−1Kh
1 follows from the definitions:
hFh
−1Kh
1 = {Khh
′Hθ : h−1Khh′ · h−1Kh · θ}
= {Kh′Hθ ∈ K\H/Hθ : Kh′ · θ = Kh · θ}
= FKh
12
To prove the second assertion, it suffices to handle the special case
in which h = 1. Indeed, if the h = 1 case holds then
|FKh | = |hF
h−1Kh
1 | = |F
h−1Kh
1 | = m
H
h−1Kh(θ) = m
h−1Hh
h−1Kh(θ)
= mHK(h · θ).
Suppose h′ ∈ H. Then Kh′Hθ ∈ FH1 precisely when there exists
k ∈ K such that kh′ ∈ Hθ, but this occurs precisely when Kh
′Hθ
contains an element of Hθ. But the double cosets with a representative
in Hθ are in bijection with Kθ\Hθ/H
θ. Since Hθ/H
θ is a subgroup of
the abelian group Gθ/G
θ, the cardinality of Kθ\Hθ/H
θ is the index
of the subgroup (KθH
θ)/Hθ of Hθ/H
θ. But this is just mHK(θ). So
|FK1 | = m
H
K(θ), which completes the proof.
2.4 Compatible families of characters and the
pairings 〈O , τ〉χK
Let us maintain the notations and setup of the previous section and,
in particular, assume that H is an F -subgroup of G. In addition,
we fix an H-orbit O of involutions of G and a (smooth, complex)
representation τ of H.
Definition 2.4.1. A family χ = (χθ)θ∈O of characters χθ : H
θ → C×
is called a compatible family if
χh·θ(hkh
−1) = χθ(k),
whenever θ ∈ O, h ∈ H and k ∈ Hθ.
Observe that, in the previous definition, a given character χθ is
forced to have trivial restriction to
[Hθ,H
θ] = {hkh−1k−1 : h ∈ Hθ, k ∈ H
θ}.
We also remark that if χ and χ′ are two compatible families then
the pointwise product χχ′ is another compatible family.
Definition 2.4.2. If χ is a compatible family, define 〈O, τ〉χH to be
the dimension of HomHθ(τ, χθ) for any (hence all) θ ∈ O.
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The fact that 〈O, τ〉χH is indeed well-defined can be explained as
follows. Suppose λθ lies in HomHθ (τ, χθ). Then λθ : Vτ → C, where
Vτ is the space of τ . Given h ∈ H, we define another linear form λh·θ
by
λh·θ(v) = λθ(τ(h)
−1v),
for v ∈ Vτ . Then it is routine to verify that λθ 7→ λh·θ defines a
bijection
HomHθ (τ, χθ)
∼= HomHh·θ (τ, χh·θ).
This implies 〈O, τ〉χH is well-defined.
3 Distinguished regular supercuspidal
representations
3.1 Background
This paper is an application of the construction in [Hak18b] of regular
supercuspidal representations. It differs from Kaletha’s construction
[Kal17] in that it uses the revision of Yu’s construction [Yu01] that
appears in [Hak18a]. We also draw on [HM08] and [HL12] for basic
facts in the theory of distinguished tame supercuspidal representa-
tions. With regards to notations and terminology, we generally follow
[Hak18a], [Hak17], [Hak18b].
We now sketch the construction of regular supercuspidal represen-
tations providing references as needed. Fix a finite extension F of Qp
for p 6= 2. (The fact that we assume characteristic zero is a matter
of convenience, and we have no reason to suspect significant problems
for positive characteristics.) Next, we fix a connected reductive F -
group G and let G = G(F ). (This use of boldface for F -objects, and
non-boldface for F -points is used throughout this paper.) We assume
p is not a bad prime for G. Recall that, excluding the prime 2, the
only bad primes are 3 (for all exceptional types) and 5 (for type E8).
Fix an algebraic closure F of F and let F un be the maximal un-
ramified extension of F in F . The residue field F of F un is an algebraic
closure for the residue field f of F .
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We also assume that p does not divide the order of the fundamental
group of the derived group Gder of G. As explained in Sections 2.1
and 2.3 of [Hak18b], this assumption can be circumvented by passing
to a z-extension of G. Our assumptions on p are identical to those in
[Kal17].
All representations we consider should be assumed to be complex,
smooth representations, and we use the term “character” for a 1-
dimensional representation.
Suppose T is a tame, elliptic, maximal F -torus in G and suppose
µ is a character of T = T(F ). As in §2.2 [Hak18b], we associate to µ
a tower
H = G0 ( · · · ( Gd = G
of subgroups of G, a point
x ∈ Bred(G, F ),
and a sequence of positive numbers
r0 < r1 < · · · < rd.
Let
~G = (G0, . . . ,Gd)
and
~r = (r0, . . . , rd).
Definition 3.6.5 in [Kal17] is equivalent to the following (which is
Definition 2.2.2 [Hak18b]):
Definition 3.1.1. A pair (T, µ) is a tame, elliptic, regular pair
if:
(1) T is a tame, elliptic, maximal F -torus in G.
(2) µ is a character of T such that T is a maximally unramified
subtorus of H.
(3) Any element of H that normalizes T and fixes µ|T0 must lie in
T .
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Maximally unramified tori are discussed in [Kal17, §3.4.1].
In [Hak18b], in place of Kaletha’s Howe factorizations [Kal17, §3.7],
we use the following:
Definition 3.1.2. If (T, µ) is a tame, elliptic, regular pair for G then
a weak factorization of µ is a pair (µ−, µ+) consisting of a character
µ− of T and a character µ+ of Hµ such that
• (T, µ−) is a depth zero tame, elliptic, regular pair for Hµ.
• µ = µ−(µ+|T ).
We prove in [Hak18b, Lemma 2.3.2] that weak factorizations always
exist. We also observe that Lemma 3.4.2 [Kal17] implies that x must
be a vertex in Bred(H, F ).
In [Hak18b, §2.6], we use the weak factorization to construct a
certain representation ρµT of the compact-mod-center subgroup THx,0.
Then we take ρ to be the representation of Hx induced by ρ
µ
T . Here,
Hx is the stabilizer of x in H or, equivalently, the normalizer of the
parahoric subgroup Hx,0 in H. This representation ρ is permissible in
the sense of Definition 2.1.1 [Hak18a]. Under the assumptions on p in
this paper, “permissible” may be defined by:
Definition 3.1.3. A representation of Hx is permissible if it is an
irreducible representation (ρ, Vρ) of Hx such that:
(1) ρ induces an irreducible (and hence supercuspidal) representa-
tion of H,
(2) the restriction of ρ to Hx,0+ is a multiple of some character φ of
Hx,0+,
(3) φ is trivial on Hder,x,0+.
The fact that this is equivalent to Definition 2.1.1 [Hak18a] follows
from [Hak18a, Lemma 3.2.1] and [Yu01, Lemma 8.1]. Here, Hder,x,0+
denotes the pro-unipotent radical of the maximal parahoric subgroup
Hder,x,0 of Hder = Hder(F ).
In [Hak18a, §2.5], we define a certain subgroup K that is entirely
analogous to the inducing subgroup (also denotedK) in Yu’s construc-
tion. In Theorem 2.8.1 and §3.11, we construct from ρ an irreducible
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representation κ of K. Then the regular supercuspidal representation
associated to µ is the induced representation π(µ) = indGK(κ), where
we use smooth induction with compact supports.
3.2 The compatible families ε−, ε+, and ε
In this section, we define and discuss three compatible families (de-
noted ε−, ε+, and ε) of characters associated to a given tame, elliptic,
regular pair (T, µ).
The family ε− = (ε−θ )θ∈ζ is a family of quadratic characters
ε−θ : T
θ → {±1}
associated to a T -orbit ζ of involutions θ of G such that θ(T) = T. In
the construction of [Hak18b], we have a group H◦x that is defined over
f and is such that
H
◦
x(F) = H(F
un)x,0:0+.
Since T normalizes H(F un)x,0 and H(F
un)x,0+, there is a conjugation
action of T on H◦x, and an associated adjoint action T on the Lie
algebra hx of H
◦
x(f). There are similar actions on θ-fixed points. We
define
ε−θ (t) = det(Ad(t) | h
θ
x),
for t ∈ T θ.
The character ε−θ restricts and factors to a character of T
θ(f) =
T θ0:0+. This character is discussed in [Lus90, §2] and [Hak17, §4.3] and
we will use some of its known properties.
The family ε+ = (ε+θ )θ∈ϑ is a family of quadratic characters
ε+θ : H
θ
x → {±1}
associated to an Hx-orbit ϑ of involutions θ of G such that θ(Hx) =
Hx. The character ε
+
θ is the same as the character denoted by η
′
θ in
[HM08, §5.6] and the character denoted by ε
Hx,θ
in [Hak17, §2].
Finally, given ζ as above, we define the family ε = (εθ)θ∈ζ to be
the family of quadratic characters
εθ : T
θ → {±1}
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given by
εθ(t) = ε
−
θ (t)ε
+
θ (t).
The next result is proven in a special case in [Hak13, Lemma 7.10].
The same proof carries over in general. (See also Lemma 3.9 [Zha17].
The statement of the latter result is more restrictive, but the proof is
essentially the same.)
Lemma 3.2.1. ε+θ |
(
(H◦θx )
◦(f)
)
= 1.
Proof. The essence of the proof lies in the following elementary ob-
servation. Fix an index j ∈ {0, . . . , d} and a positive number s. Let
Hj be the identity component of the θ-fixed points of the f-group
G
◦
j = G
◦
j(F) = G
j(F un)x,0:0+. The group Hj has an adjoint action on
the f-variety
Vj,s = Vj,s(F) = Lie(G
j(F un)θ)x,s:s+
and we consider the algebraic character
χj,s(h) = detF (Ad(h) | Vj,s)
of Hj . We observe that Hj has a decomposition Hj = ZjHj,der as a
product of its center and its derived group, and, moreover, the restric-
tion of χj,s to each of the factors Zj and Hj,der is obviously trivial.
Consequently, χj,s is trivial.
Our claim now follows from the fact that
ε+θ (h) =
d−1∏
i=1
(
χi+1,si(h)
χi,si(h)
)(q−1)/2
,
for h ∈ (H◦θx )
◦(f). Here, q is the order of f. (The latter expression for
ε+θ is discussed in more detail in the proofs of [Hak13, Lemma 7.10]
and Lemma 3.9 [Zha17].)
3.3 Calculating 〈ξ, ρµT 〉
ε+
THx,0
We need to compute〈
ξ, ρµT
〉ε+
THx,0
= dimHom(THx,0)θ (ρ
µ
T , ε
+
θ ),
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where θ is an involution of G in the (THx,0)-orbit ξ.
(Implicit in the notation
〈
ξ, ρµT
〉ε+
THx,0
is that we are viewing ε+ as
a compatible family on THx,0, by restricting from Hx to THx,0.)
3.3.1 Some simple general facts
Let τ be an irreducible, smooth, complex representation of a compact-
mod-center totally disconnected group K . Let K act on the set of
its order two automorphisms by
k · θ = Int(k) ◦ θ ◦ Int(k)−1,
where Int(k)(h) = khk−1.
Let ξ be a K -orbit. Let χ = (χθ)θ∈ξ be a family of characters,
such that χθ is a character of K
θ and χk·θ(klk
−1) = χθ(l) for all
k ∈ K and l ∈ K θ.
We now list some useful facts that are both standard and elemen-
tary.
Fact 3.3.1. K k·θ = kK θk−1, for all order two automorphisms θ of
K and all k ∈ K .
In some cases of interest, we will have a group K that is a closed
subgroup of a larger group G and we will have an order two automor-
phism θ of G that does not necessarily stabilize K . In such cases, we
define K θ = K ∩ G θ, and we caution that when g ∈ G then we may
have
K g·θ = g
(
(g−1K g)θ
)
g−1 6= gK θg−1.
Fact 3.3.2. For each k ∈ K and θ ∈ ξ, the map that sends Λ ∈
HomK θ (τ, χθ) to the linear form
kΛ defined by kΛ(v) = Λ(τ(k)−1v) is
an isomorphism HomK θ(τ, χθ)
∼= HomK k·θ (τ, χk·θ).
Fact 3.3.3. Suppose S is a subgroup of K θ such that τ |S = χS · Id
for some character χS of S . Suppose also that HomK θ(τ, χθ) is
nonzero. Then χS = χθ|S .
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Fact 3.3.4.
dimHomK θ (τ, χθ) =
∮
K θ/(Z(K )∩K θ)
tr(τ(k)) χ(k)−1 dk,
where Z(K ) denotes the center of K and
∮
signifies integration with
respect to the Haar measure that gives K θ/(Z(K ) ∩ K θ) measure
one.
3.3.2 Applications of the general facts
We have already used Fact 3.3.1 extensively, for example, in §2.3. Our
main purpose in mentioning it in §3.3.1 is to caution the reader that
the fact does not apply directly to subgroups that are not stabilized
by a given involution.
We apply the remaining facts when
〈
ξ, ρµT
〉ε+
THx,0
is nonzero, θ ∈ ξ,
and
• K = THx,0,
• S = (ZHx,0+)
θ, where Z = Z(F ) and Z is the center of G,
• χS = µ
♯|(ZHx,0+)
θ,
• τ = ρµT ,
• χθ = ε
+
θ .
According to Lemma 2.9 and Proposition 2.12 in [HM08], we have
(ZHx,0+)
θ = ZθHθx,0+.
Fact 3.3.2 implies that the definition
〈
ξ, ρµT
〉ε+
THx,0
= dimHom(THx,0)θ (ρ
µ
T , ε
+
θ ),
for θ ∈ ξ, does not depend on the choice of θ in ξ.
Fact 3.3.3 is used in the proof of:
Lemma 3.3.5. The restriction of ρµT to ZHx,0+ is a multiple of the
character µ♯|(ZHx,0+). If
〈
ξ, ρµT
〉ε+
THx,0
is nonzero and θ ∈ ξ then the
restriction of µ♯ to (ZHx,0+)
θ = ZθHθx,0+ is trivial.
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Proof. We first show
ρµT |(ZHx,0+) = µ
♯|(ZHx,0+) · Id.
If z ∈ Z, then, in the notation of [Hak18b, §2.6], we have ρµT (z) =
µ(z) Int(z) = µ(z)Id = µ♯(z)Id. On the other hand, if h ∈ Hx,0+ and
(µ−, µ+) is a weak factorization of µ then ρ
µ
T (h) = µ+(h)ρ
µ−
T (h) =
µ+(h)Id = µ
♯(h)Id.
Now, using the fact that ε+θ |(ZHx,0+)
θ is trivial, we can apply Fact
3.3.3 to deduce µ♯|(ZHx,0+)
θ = 1.
Fact 3.3.4 and the triviality of ε+θ |(ZHx,0+)
θ imply
〈
ξ, ρµT
〉ε+
THx,0
= dimHom(THx,0)θ(ρ
µ
T , ε
+
θ )
=
1
|K θ|
∑
k∈K θ
tr(ρµT (k)) ε
+
θ (k).
3.3.3 Jordan decompositions
Once again, we fix θ ∈ ξ such that
〈
ξ, ρµT
〉ε+
THx,0
6= 0 and we let
K θ = (THx,0)
θ/(ZHx,0+)
θ.
As we have just observed, we have
〈
ξ, ρµT
〉ε+
THx,0
=
1
|K θ|
∑
k∈K θ
tr(ρµT (k)) ε
+
θ (k).
The elements of K θ have unique “Jordan decompositions” in a
natural sense. This can be explained from various perspectives, but
perhaps the simplest is as follows.
Suppose k ∈ K θ. Then the group 〈k〉 generated by k is a finite
abelian group. If 〈k〉p is the (unique) Sylow p-subgroup of 〈k〉 and
〈k〉p′ is the product of the other Sylow subgroups, then we have a
direct product decomposition
〈k〉 = 〈k〉p × 〈k〉p′ .
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Our desired Jordan decomposition on K θ is k = ksku = kuks, where
ku is the p-component of k and ks is the p
′-component. (To under-
stand the connection between this decomposition and other notions of
Jordan decompositions, we refer to [Spi08].)
Let
K θs = {k ∈ K
θ : k = ks},
K θu = {k ∈ K
θ : k = ku}.
Then ∑
k∈K θ
tr(ρµT (k)) ε
+
θ (k) =
∑
s∈K θs
u∈K θu
su=us
tr(ρµT (su)) ε
+
θ (s).
Note that since ε+θ has exponent two, it must be trivial on all elements
of K θu since they have odd order.
We therefore have the formula
〈
ξ, ρµT
〉ε+
THx,0
=
1
|K θ|
∑
s∈K θs
u∈K θu
su=us
tr(ρµT (su)) ε
+
θ (s).
3.3.4 The character of ρ
µ
T
Proposition 3.2.1 [Hak18b] establishes a character formula
trace(ρµT (su)) =
(−1)ℓ(w)
|Ms(f)|
∑
h∈H◦x(f)
hµ˙(s) µˆ(u) QMs
hTh−1
(u)
for the character of ρµT at an element k ∈ THx,0 whose topological
Jordan decomposition, in the sense of Definition 3.1.1 [Hak18b], is
k = su.
The various notations involved in this formula involve some sub-
tleties that are discussed fully in §3.2 [Hak18b]. We now give a brief
description of the objects involved in the formula. At the outset,
we should stress that for k ∈ Hx,0 our character formula reduces to
Deligne-Lusztig’s character formula ([DL76, Theorem 4.2]) for the rep-
resentation of H◦x(f) = Hx,0:0+ associated to ρ
µ
T |Hx,0.
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For general k ∈ THx,0, we can consider the image k¯ of k in H/AH ,
where AH is the split component of the center of H. This element k¯
has a topological Jordan decomposition k¯ = s¯u¯. We can lift s¯ and u¯ to
elements s and u in THx,0 such that u is topologically unipotent and
su = us. This decomposition k = su = us is described in Proposition
3.1.2 [Hak18b], including the extent to which the decomposition is
unique.
We are interested in averaging trace(ρµT (k)) over the elements k
that lie in (THx,0)
θ, where θ ∈ ξ and
〈
ξ, ρµT
〉ε+
THx,0
6= 0. But this trace
only depends on the image of k in K θ = (THx,0)
θ/(ZHx,0+)
θ. It is
elementary to see that the image of the topological Jordan decompo-
sition of k in K θ coincides with the Jordan decomposition discussed
above in §3.3.3.
The function µ˙ : THx,0 → C is a canonical extension of µ that
vanishes outside of THx,0+. If µ has depth zero then µ˙|THx,0+ is the
inflation of µ over T . Otherwise, µ˙|THx,0+ is defined using a weak
factorization of µ. For h ∈ Hx,0, we take
hµ˙(s) = µ˙(h−1sh). Since
h 7→ hµ˙(s) factors through H◦x(f), we may view
hµ˙(s) as being defined
for h in H◦x(f).
The function µˆ is an extension of µ to the set TU , where U is the
set of topologically unipotent elements in Hx,0. If µ has depth zero
then µˆ is the inflation of µ over U . Otherwise, it is defined using a
weak factorization.
The f-group Ms is the connected centralizer of s in H
◦
x, in the
sense of [Hak18a]. Let T be the maximal torus in H◦x determined
by T. When hµ˙(s) is nonzero, it must be the case that hTh−1 is
a maximal f-torus in Ms. Therefore, there is an associated Green
function QMs
hTh−1
defined on the unipotent set in Ms. In our character
formula, QMs
hTh−1
(u) denotes QMs
hTh−1
(u¯).
As discussed in §2.6 [Hak18b], the sign (−1)ℓ(w) is the standard
sign factor that occurs in the Deligne-Lusztig theory.
Further details regarding the material in this section are in [Hak18b].
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3.3.5 p-unipotent elements
Lemma 3.3.6. Every element of K θu , viewed as a coset in
(THx,0)
θ/(ZHx,0+)
θ,
has a topologically unipotent representative in Hθx,0. There is a well-
defined bijection
K θu ↔ {unipotent elements in H
◦
x(f)
θ}
that is given as follows: the image of k ∈ K θu in H
◦
x(f)
θ is just the
reduction modulo Hx,0+ of a coset representative of k in Hx,0.
Proof. Consider the group G = K θ and its subgroupsA = T θ/(ZT0+)
θ
and B = Hθx,0/(ZHx,0+)
θ.
What is most relevant for our argument now is that G is finite
group with subgroups A and B such that A has prime-to-p order
and it normalizes B. Let S be the set of Sylow p-subgroups of the
(semidirect) product A B. Let C be any Sylow p-subgroup of B.
Then C must be an element of S. But every other element of S must
have the form abC b−1a−1 for some a ∈ A and b ∈ B. It follows that
all of the elements of S are subgroups of B, and hence every element of
K θu has a representative in H
θ
x,0. (Below we show that we can choose
a topologically unipotent representative.)
The image of Hθx,0 in K
θ is isomorphic to Hθx,0/(Z0Hx,0+)
θ. We
therefore have a bijection between K θu and the set of elements of
Hθx,0/(Z0Hx,0+)
θ whose order is a power of p.
Now consider the group D = Hθx,0/H
θ
x,0+ and the subgroup E =
(Z0Hx,0+)
θ/Hθx,0+. Then D is a finite group and E is a central sub-
group of prime-to-p order. So the projection D → D/E gives a bi-
jection between the sets of elements in D and D/E whose order is a
power of p. This yields a bijection between K θu and the set of elements
of Hθx,0/H
θ
x,0+ whose order is a power of p.
Clearly, the group D is just the image of Hθx,0 in H
◦
x(f)
θ. But we
claim that, in fact, D = H◦x(f)
θ (or, more precisely, D surjects onto
H
◦
x(f)
θ). Indeed, the elements of H◦x(f)
θ are just the cosets in Hx,0:0+
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that have a representative h ∈ Hx,0 such that h
−1θ(h) ∈ Hx,0+. Given
such an h, according to [HM08, Proposition 2.12], we can choose k ∈
Hx,0+ such that h
−1θ(h) = kθ(k)−1. So hHx,0+ contains an element
of Hθx,0, namely, hk. Thus, D = H
◦
x(f)
θ.
We now have a bijection between K θu and the set of elements of
H
◦
x(f)
θ whose order is a power of p. But since the Sylow p-subgroups
of H◦x(f) are just its maximal unipotent subgroups (see [DM91, Propo-
sition 3.19]), the elements whose order is a power of p are precisely
the unipotent elements.
It only remains to show that every element of K θu has a topolog-
ically unipotent lift in Hθx,0. Now suppose h ∈ H
θ
x,0 has unipotent
image H◦x(f) and let h = hshu be its (unique) topological Jordan de-
composition. (See [Spi08].) Applying θ to the decomposition and
using uniqueness shows that the components hs and hu are necessar-
ily θ-fixed. According to Remark 1.9 [Spi08], the element hs has finite
prime-to-p order. Since hs commutes with hu, we see that the image
of hs in H
◦
x(f) must be trivial. So hu must be a topologically unipotent
element in Hθx,0 that has the same image as h. It follows that every
element of K θu has a topologically unipotent lift in H
θ
x,0.
Lemma 3.3.7. If k ∈ K θu and h ∈ H
θ
x,0 is a topologically unipotent
lift of k then µˆ(h) = 1.
Proof. Suppose we are given k and h. Since the image of h in H◦x(f) is
a commutator, we may choose a commutator j in Hθx,0 and ℓ ∈ H
θ
x,0+
such that h = jℓ.
If (µ−, µ+) is any weak factorization of µ then µˆ(h) = µ+(h) =
µ+(j)µ+(ℓ) = 1. Indeed, µ+(j) = 1 since j a commutator and µ+ is a
character of H, while µ+(ℓ) = 1 according to Lemma 3.3.5.
Suppose u ∈ K θu . Then u may be viewed as a unipotent element
in H◦x(f) and hence as a commutator in H
◦
x(f). We can lift u to a com-
mutator h ∈ Hx,0. The function µˆ is defined on the set of topologically
unipotent elements in Hx,0 Then µˆ(h) = µ+(h), where (µ−, µ+) is any
weak factorization of µ. But since h is a commutator and µ+ is a
character of H, we have µ+(h) = 1.
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3.3.6 p-semisimple elements
The character formula for the character of ρµT , together with the theory
in the previous section, yields:
〈
ξ, ρµT
〉ε+
THx,0
=
(−1)ℓ(w)
|K θ|
∑
s∈K ′θs
h∈H◦x(f)
hµ˙(s)ε+θ (s)
|Ms(f)|
∑
u∈Ms(f)θ
u unipotent
QMs
hTh−1
(u).
where
K ′θs = (Int(Hx,0)(THx,0+))
θ/(ZHx,0+)
θ.
Implicit in this formula is the fact that hµ˙(s) is well-defined for
s ∈ K ′θs . The first issue is that
hµ˙ is defined on THx,0, whereas the
elements s are cosets of (ZHx,0+)
θ. But, according to Lemma 3.3.5,
µ♯|(ZHx,0+)
θ = 1, which implies that hµ˙ is constant on the relevant
cosets. Clearly, conjugation by h ∈ H◦x(f) also preserves cosets of
(ZHx,0+)
θ. So h−1sh and hµ˙(s) = µ˙(h−1sh) have obvious meanings.
The term hµ˙(s) is nonzero precisely when h−1sh lies in
T h
−1·θ = (THx,0+)
h−1·θ/(ZHx,0+)
h−1·θ ∼= T h
−1·θ/(ZT0+)
h−1·θ.
3.3.7 Generalizing a computation of Lusztig
Proposition 3.3.8.
〈
ξ, ρµT
〉ε+
THx,0
= #
(
(THx,0+)\ΞT,µ/(THx,0)
θ
)
,
where
ΞT,µ =
{
h ∈ THx,0 : (h · θ)(T) = T, µεh·θ|T
h·θ = 1
}
.
Proposition 3.3.8 will be proven at the end of this section. The core
of the proof is contained in:
Lemma 3.3.9.〈
ξ, ρµT
〉ε+
THx,0
= σ(H◦x)
∑
h∈(THx,0+)\ΞT,µ/(THx,0)θ
σ(ZH◦x((T
h·θ)◦)).
26
Proof. Applying the discussion in the previous section, we have
〈
ξ, ρµT
〉ε+
THx,0
=
(−1)ℓ(w)
|K θ|
∑
h∈H◦x(f)
s∈hT h
−1
·θh−1
hµ˙(s)ε+θ (s)
|Ms(f)|
∑
u∈Ms(f)θ
u unipotent
QMs
hTh−1
(u).
The unipotent sum may be expressed using Lusztig’s Theorem 3.4
[Lus90] as
∑
u∈Ms(f)θ
u unipotent
QMs
hTh−1
(u) =
σ(T)
|T(f)|
∑
g∈Ms(f)
(g·θ)(hTh−1)=hTh−1
σ(ZMs(((hTh
−1)g·θ)◦)).
Combining this with the fact that (−1)ℓ(w)σ(T) = σ(H◦x), we may
express
〈
ξ, ρµT
〉ε+
THx,0
as
σ(H◦x)
|K θ||T(f)|
∑
h∈H◦x(f)
g∈Ms(f)
(g·θ)(hTh−1)=hTh−1
s∈hT h
−1
·θh−1
hµ˙(s)ε+θ (s)
|Ms(f)|
σ(ZMs(((hTh
−1)g·θ)◦)).
Applying the change of variables h 7→ gh, this becomes
σ(H◦x)
|K θ||T(f)|
∑
h∈H◦x(f)
g∈Ms(f)
(h−1·θ)(T)=T
s∈hT h
−1
·θh−1
hµ˙(s)ε+θ (s)
|Ms(f)|
σ(ZMs(((hTh
−1)θ)◦)).
Now we notice that g only appears as an index in the sum, and
hence
〈
ξ, ρµT
〉ε+
THx,0
=
σ(H◦x)
|K θ||T(f)|
∑
h∈H◦x(f)
(h−1·θ)(T)=T
s∈hT h
−1
·θh−1
hµ˙(s)ε+θ (s)σ(ZMs(((hTh
−1)θ)◦)).
The restriction of ε−θ to T
θ
0 factors Lusztig’s function on T(f)
θ:
εT,θ(t) = σ(ZH◦x((T
θ)◦)) σ(ZMt((T
θ)◦)).
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We note that
εhTh−1,θ(s) = εT,h−1·θ(h
−1sh)
and, similarly,
ε+θ (s) = ε
+
h−1·θ
(h−1sh).
So
〈
ξ, ρµT
〉ε+
THx,0
=
σ(H◦x)
|K θ||T(f)|
∑
h∈H◦x(f)
(h−1·θ)(T)=T
s∈hT h
−1
·θh−1
hµ˙(s)hεh−1·θ(s)σ(ZH◦x((T
h−1·θ)◦)).
The next step is to replace h with h−1 and to let t = shs−1:
〈
ξ, ρµT
〉ε+
THx,0
=
σ(H◦x)
|K θ||T(f)|
∑
h∈H◦x(f)
(h·θ)(T)=T
t∈T h·θ
µ˙(t)εh·θ(t)σ(ZH◦x((T
h·θ)◦)).
We can now evaluate the sum over t, which is just the average of a
character of T h·θ. The value of the sum is |T h·θ| when µεh·θ|T
h·θ = 1
and it vanishes otherwise.
Let
ΞT,µ =
{
h ∈ H◦x(f) : (h · θ)(T) = T, µεh·θ|T
h·θ = 1
}
.
Then
〈
ξ, ρµT
〉ε+
THx,0
=
σ(H◦x)
|K θ||T(f)|
∑
h∈ΞT,µ
|T h·θ| σ(ZH◦x((T
h·θ)◦)).
The group T(f) acts by left translations on ΞT,µ and we have
〈
ξ, ρµT
〉ε+
THx,0
=
σ(H◦x)
|K θ|
∑
h∈T(f)\ΞT,µ
|T h·θ| σ(ZH◦x((T
h·θ)◦)).
We can re-express this using the bijection
T(f)\H◦x(f)
∼= (THx,0+)\(THx,0).
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Taking
ΞT,µ =
{
h ∈ THx,0 : (h · θ)(T) = T, µεh·θ|T
h·θ = 1
}
,
we have
〈
ξ, ρµT
〉ε+
THx,0
=
σ(H◦x)
|K θ|
∑
h∈(THx,0+)\ΞT,µ
|T h·θ| σ(ZH◦x((T
h·θ)◦)).
The group K θ acts on (THx,0+)\ΞT,µ by right translations. The
stabilizer of a given coset (THx,0+)h is h
−1T h·θh. Therefore
〈
ξ, ρµT
〉ε+
THx,0
= σ(H◦x)
∑
h∈(THx,0+)\ΞT,µ/(THx,0)θ
σ(ZH◦x((T
h·θ)◦)).
Proof of Proposition 3.3.8. In light of Lemma 3.3.9, it suffices to show
that if h ∈ ΞT,µ then
σ(ZH◦x((T
h·θ)◦)) = σ(H◦x).
We may as well assume h = 1. So we are assuming θ(T) = T and
µεθ|T
θ = 1 and we must show
σ(ZH◦x((T
θ)◦)) = σ(H◦x).
According to Lemma 10.5 [Lus90], it suffices to show that T lies
in the set Jθ of maximal tori of the form B ∩ θ(B) for some Borel
subgroup B. This is equivalent to showing that θ does not fix any
roots (or, equivalently, any coroots) of (H◦x,T), according to [Lus90,
§10.1(a)].
So, in order to obtain a contradiction, we assume that a is θ-fixed
root. We observe now that since εθ and µεθ have trivial restrictions
to T θ0+, it must be the case that µ|T
θ
0 factors to a character µ¯θ of
T(f)θ = T θ0:0+. Let f
′ be the splitting field of T. We will use the
assumption that a is θ-fixed to show that µ¯θ|Nf′/f(aˇ(f
′×)) = 1. Then
we will show that the latter fact contradicts the regularity of µ. (This
is the same strategy used in [Lus90, Lemma 10.4] and [Hak13, Lemma
8.1].)
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We observe now that if u ∈ f′× then
θ(Nf′/f(aˇ(u))) = Nf′/f(θ(aˇ(u))) = Nf′/f(aˇ(u)).
Therefore,
Nf′/f(aˇ(f
′×)) ⊂ T(f)θ.
But the image of aˇ is a connected subgroup of Tθ and hence
Nf′/f(aˇ(f
′×)) ⊂ (Tθ)◦(f) ⊂ (H◦θx )
◦(f).
Therefore, Lemma 3.2.1 implies ε+θ |Nf′/f(aˇ(f
′×)) = 1. Proposition
2.3(b) in [Lus90] implies ε−θ |Nf′/f(aˇ(f
′×)) = 1. It follows that from
µεθ|T
θ = 1 that µ¯θ|Nf′/f(aˇ(f
′×)) = 1.
It remains to show that the condition µ¯θ|Nf′/f(aˇ(f
′×)) = 1 contra-
dicts the regularity of µ. Choose a weak factorization (µ−, µ+) of µ
in the sense of Definition 3.1.2. Then (T, µ−) is a depth zero, tame,
elliptic, regular pair relative to H. Fact 3.4.11 [Kal17] implies that
the character µ¯− of T(f) associated to µ− is in general position, in
the sense of Definition 5.15 [DL76]. But then Corollary 5.18 [DL76]
implies that µ¯− is nonsingular in the sense that for every root b of
(H◦x,T), the restriction of µ¯− to Nf′′/f(bˇ(f
′′×)) is nontrivial, where f′′
is a field over which bˇ is split. In particular, µ¯−|Nf′/f(aˇ(f
′×)) must
be nontrivial. Finally, we observe that the elements of Nf′/f(aˇ(f
′×))
lie within the image of [H,H] and hence they are annihilated by µ+.
It follows that µ¯θ coincides with µ¯− on Nf′/f(aˇ(f
′×)). So regularity
implies µ¯θ|Nf′/f(aˇ(f
′×)) is nontrivial, which is a contradiction.
3.3.8 Orbits of involutions
Let
ξµ =
{
θ ∈ ξ : θ(T) = T, µεθ|T
θ = 1
}
.
For each θ ∈ ξ, we have a bijection
ΞT,µ/(THx,0)θ → ξµ
h(THx,0)θ 7→ h · θ.
Here,
(THx,0)θ =
{
h ∈ THx,0 : hθ(h)
−1 ∈ Z
}
,
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where Z is the center of G.
Suppose θ is an involution of G that stabilizes T and fixes x.
Lemma 3.3.10. (THx,0+)θ = TθH
θ
x,0+.
Proof. Clearly, (THx,0+)θ ⊃ TθH
θ
x,0+.
Now suppose t ∈ T , h ∈ Hx,0+ and th ∈ (THx,0+)θ. Then the
element z = thθ(h)−1θ(t)−1 lies in Z. The element y = hθ(h)−1 =
zt−1θ(t) lies T0+ and satisfies θ(y) = y
−1. Proposition 2.12 [HM08]
implies that there exists u ∈ T0+ such that y = uθ(u)
−1. Let t′ = tu ∈
T and h′ = u−1h ∈ Hx,0+.
Then th = t′h′, where t ∈ Tθ and h
′ ∈ Hθx,0+. This implies
(THx,0+)θ ⊂ TθH
θ
x,0+.
The previous lemma implies that the constants
m
THx,0
T (θ) = [(THx,0)θ : (THx,0)
θTθ]
and
m
THx,0
THx,0+
(θ) = [(THx,0)θ : (THx,0)
θ(THx,0+)θ]
are identical.
Proposition 3.3.11.
〈
ξ, ρµT
〉ε+
THx,0
=
∑
ζ∈T\ξ
m
THx,0
T (ζ) 〈ζ, µ〉
ε
T ,
where
〈ζ, µ〉εT = dimHomT θ(µ, εθ)
=
{
1, if µεθ|T
θ = 1,
0, otherwise,
for some (hence all) θ ∈ ζ.
Proof. Let
R = {h · θ ∈ ξ : h ∈ ΞT,µ} .
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These are the relevant involutions in ξ since these involutions make
a nonzero contribution to
〈
ξ, ρµT
〉ε+
THx,0
. The exact contribution a
given involution h · θ ∈ R makes is the number of double cosets in
(THx,0+)\ΞT,µ/(THx,0)
θ associated to h · θ.
We have a bijection
ΞT,µ/(THx,0)θ → R
h(THx,0)θ 7→ h · θ
that yields a bijection
(THx,0+)\ΞT,µ/(THx,0)θ → T\R,
where T\R denotes the set of T -orbits of involutions in R.
Suppose h ∈ ΞT,µ. As k varies over (THx,0)θ, the double cosets
(THx,0+)hk(THx,0)
θ
are precisely the double cosets associated to the involution h · θ. We
need to determine the number Nh of such double cosets.
We observe that the condition
(THx,0+)hk1(THx,0)
θ = (THx,0+)hk2(THx,0)
θ
is equivalent to
(h−1THx,0+h)θk1(THx,0)
θ = (h−1THx,0+h)θk2(THx,0)
θ.
Next, we observe that g 7→ gθ(g)−1 identifies (THx,0)θ/(THx,0)
θ a
subgroup of Z. Hence A = (THx,0)θ/(THx,0)
θ is an abelian group.
Let B be the image of (h−1THx,0+h)θ in A . Then
Nh = [A : B] = [hA h
−1 : hBh−1] = m
THx,0
THx,0+
(h · θ) = m
THx,0
T (h · θ).
Our assertion follows.
3.4 The main theorem
In the introduction, we stated our main result:
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Theorem 3.4.1. If (T, µ) is a tame, elliptic, regular pair relative to
the connected, reductive F -group G and if Θ is a G-orbit of involutions
of G then
〈Θ, π(µ)〉1G =
∑
ζ∈T\ΘT
mGT (ζ) 〈ζ, µ〉
ε
T .
Proof. At this point, we have developed all of the details needed for
the proof. It only remains to recapitulate what we have done and fit
the various pieces into the strategy outlined in the introduction.
The first step is to state the main result of [Hak17] using the no-
tations from §2.3 and §2.4 in this paper:
〈Θ, π(µ)〉1G =
∑
ϑ∈Hx\ΘHx
mGHx(ϑ) 〈ϑ, ρ〉
ε+
Hx . (1)
The (permissible) representation ρ is the induced representation
ρ = indHxTHx,0(ρ
µ
T ),
where ρµT is defined in [Hak18b, §2.4–2.6]. According to the theory in
§2.1, we have
〈ϑ, ρ〉ε
+
Hx =
∑
ξ∈(THx,0)\ϑ
mHxTHx,0(ξ) 〈ξ, ρ
µ
T 〉
ε+
THx,0 . (2)
(For simplicity, the theory in §2.1 was developed in the context of finite
groups, but Mackey’s formula also holds for smooth representations
of p-adic groups and the ideas in §2.1 can easily be adapted to this
setting.)
Next, we use Lemma 2.3.4 and Equations (1) and (2) to deduce:
〈Θ, π(µ)〉1G =
∑
ξ∈(THx,0)\ΘTHx,0
mGTHx,0(ξ) 〈ξ, ρ
µ
T 〉
ε+
THx,0 . (3)
Then we apply Proposition 3.3.11, which says
〈
ξ, ρµT
〉ε+
THx,0
=
∑
ζ∈T\ξT
m
THx,0
T (ζ) 〈ζ, µ〉
ε
T . (4)
Combining Equations (3) and (4) and applying Lemma 2.3.4 now fin-
ishes the proof.
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