Abstract-This paper proposes the application of structured neural networks to classification of multisensor remote-sensing images. The purpose of our approach is to allow the interpretation of the "network behavior," as it can be utilized by photointerpreters for the validation of the neural classifier. In addition, our approach gives a criterion for defining the network architecture, so avoiding the classical trial-and-error process. First of all, the architecture of structured multilayer feedforward networks is tailored to a multisensor classification problem. Then, such networks are trained to solve the problem by the error backpropagation algorithm. Finally, they are transformed into equivalent networks to obtain a simplified representation. The resulting equivalent networks may be interpreted as a hierarchical arrangement of "committees" that accomplish the classification task by checking on a set of explicit constraints on input data. Experimental results on a multisensor (optical and SAR) data set are described in terms of both classification accuracy and network interpretation. Comparisons with fully connected neural networks and with the k-nearest neighbor classifier are also made.
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I. INTRODUCTION T present, there is a growing interest in classification
A of multisensor remote-sensing images, thanks to the technological development of new sensors and to the increasing importance of related applications. To this end, various approaches have been proposed, such as statistical, knowledgebased, and neural-network methods [ 
11.
The interest in using artificial neural networks to classify remote-sensing data has recently been confirmed by various works [2] -141. Such an approach has notable advantages: no need for a-priori knowledge on statistical distribution of data, intrinsic parallelism, fast classification time [5] , and so on.
In the context of multisensor data classification, the neuralnetwork-based approach is particularly attractive, as it overcomes the main problem associated with most of conventional classification methods based on multivariate models, that is, difficulty with defining a single statistical model for different kinds of sensors 131, [6] . Neural networks (as well as other nonparametric classifiers) do not exhibit this drawback, for they are "data-distribution free."
On the other hand, well-known problems involved in the use of neural networks are to be faced: no general criteria for defining a suitable network architecture 171, dependence of classification results on training conditions (choice of the training set, initial weights [8] , training parameters, etc.), and difficulty with interpreting the "network behavior" (the soManuscript received Oct. 21, 1994 . The authors are with Department of Biophysical and Electronic IEEE Log Number 9409907.
Engineering-University of Genoa, I-161 45 Genova, Italy.
called "opacity problem" [9] ). So far, only some of these problems have been addressed in the literature about the use of neural networks for remote-sensing data classification. This paper describes the application of "structured" neural networks to supervised classification of multisensor remotesensing images. The purpose of this approach is to exploit neural networks' advantages, while solving the opacity problem within the context of the application considered.
In particular, we propose a structured architecture and a simplified network representation that make possible a quantitative and detailed interpretation of the network operation (for instance, the roles played by different sensors and by their channels can be explained and quantitatively assessed). This information is very useful, for it may be utilized by photointerpreters to validate a neural classifier. In addition, as our method indicates the architecture to be adopted for a specific multisensor classification problem, it allows one to bypass the classical trial-and-error process for architecture definition. However, this does not imply that the proposed architecture ensures accurate classification results (no general criteria have yet been defined to create an architecture with such capability).
In order to illustrate our approach, we selected a multisensor (optical and radar) data set related to an agricultural area. Experimental results are reported in terms of both interpretation of the network behavior and classification accuracy. Comparisons with other classifiers are also made.
In Section 11, we make a survey of related works. In Section 111, we present our approach to interpreting the network op-'eration. We describe the proposed structured neural networks and the transformation to simplify their representation. The interpretation of the network behavior on the basis of the simplified representation is dealt with in Section IV. The data set used for experiments is detailed in Section V. The input and output codings and the network architecture are defined in Section VI. Results are reported in Section VI1 and discussed in Section VIII, where conclusions are also drawn. The Appendixes illustrate the transformation performed to simplify the representation of the proposed networks.
RELATED WORK
In this section, we cite some papers dealing with the two main topics of our paper: classification of remote-sensing images by neural networks (in particular, structured neural networks) and interpretation of the network behavior.
Concerning "nonstructured" neural networks, the first attempts to apply fully connected networks to classification of 0196-2892/95$04.00 0 1995 IEEE remote-sensing images were described in [2] , [ 101. Classification performances and potentialities of fully connected neural networks were extensively compared with the ones of classical statistical methods in [31, [41, [ 111, [ 121. Recently, various approaches to remote-sensing image classification based on the use of structured (i.e., modular and hierarchical) neural networks were proposed. An interesting kind of structured neural network was proposed in [13] and tested on multispectral and multisource remote-sensing data. The network architecture involves a number of stages consisting of specific neural networks. At the end of each stage, error detection is performed and a certain number of input vectors are rejected. Such vectors are reconsidered by the next stages. A similar kind of stage-based neural network was designed and tested on multisource data in 1141. The conceptual basis for this work is within the framework of statistical consensus theory. Reference [ 151 presented a structured neural network to classify Landsat-4 Thematic Mapper data. Raw training data are pre-processed, class by class, in order to decorrelate and normalize them and to remove potential outliers. A "one-netone-class" architecture is proposed to improve data separation; each net is implemented by a radial basis function (RBF) neural network. Reference [ 161 developed a structured neural network to classify radar images. The network architecture consists of four subnets (each for a different polarization of a radar signal) and of a final network which combines subnet outputs to accomplish the decision task. The principal component scheme is used to reduce the dimensionality of the feature space prior to the application of the neural network. Reference [17] translated the knowledge base of ICARE (an expert system for classification of multisource remote-sensing data) into structured neural networks, then they performed backpropagation training to improve performances.
It is worth noticing that some important works on structured neural networks were developed outside the remotesensing context [18]. Concerning the interpretation of the network behavior, very few approaches can be found in the remote-sensing literature. Reference [4] examined the mode of operation of three-layer backpropagation networks by the "Weight-Visualization'' technique proposed in [ 191. Interesting information can be obtained by this technique. However, it is difficult to separate the contribution of each spectral channel to each network output (this is a general problem associated with fully connected architectures). The basic behavior of the neural networks used in [ 171 is known before neural network training; the interpretation of the network behavior after training is not considered in the paper. Outside the context of remote-sensing applications, various approaches were proposed [20]-[23] that provide both a neural classifier and an equivalent symbolic knowledge base, thus enabling one to interpret the network operation. All these approaches are based on new neural network models.
AN APPROACH TO OVERCOMING THE OPACITY PROBLEM

A. Introduction
The proposed method addresses the problem of supervised classification of multisensor remote-sensing data, under the assumption that the required image-processing steps (correction, registration, and feature extraction) have previously been carried out by any techniques. In particular, we aim to solve such a problem by using neural networks whose behavior can be interpreted. It is well-known that neural networks can effectively solve supervised classification problems [24] . In particular, our approach is based on multilayer feedforward networks [commonly called "multilayer perceptrons" (MLP' s)], trained by means of the backpropagation algorithm (more information on these networks can be found in [4] , [ll] , [25] ). We adopt the notation given in Fig. 1 , where nf stands for the ith neuron of the Zth layer, bf stands for its bias, and wt stands for the weight of the connection between such a neuron and the jth neuron of the (Z+l)th layer. (By default, we use the term "layer" to indicate a layer of neurons.) The input to nf is denoted by netf and the output from nf by of. The nonlinear activation function we use for neurons is a sigmoid function (S(z)), as is usually done for MLP's. Therefore, the resulting output is S ( X ) =(I + e-")-' (2) where S(z) takes on values over the range 0 to 1.
In the remainder of this section, we describe an approach that allows the interpretation of the network behavior. It is based on the use of structured architectures tailored to multisensor classification problems and of a simplified network representation that allows the role of each neuron to be understood. In order to understand the role played by each neuron in the determination of the network outputs, we suggest that one should keep separate the contributions of the different neurons, identify their processing tasks, and quantify the importance of their contributions. In a fully connected, layered neural network, all neurons of a layer contribute to the input to each neuron of the next layer. The resulting "distributed" information processing hinders the interpretation of the neural network behavior [26] , as it makes it difficult to separate the contributions of the various neurons. Therefore, we propose the use of architectures in which the output of each hidden-layer neuron is fed as input to just one neuron of the next layer (later on we shall explain why this condition is not necessary for input neurons). In this way, a so-called "localist representation" [26] is obtained, in which neuron contributions are kept separate.
A neural network with such an architecture, is depicted in Fig. 2(a) for the case of a two-class problem. Even if the input neuron can be connected to more neurons of the first hidden layer, for simplicity, we call it a "tree-like network" (TLN). For a multiclass problem, the architecture we propose is shown in Fig. 2(b) : a TLN like that in Fig. 2(a) is devoted to each class of data, according to a "one-net-one-class" classification scheme [27] , [28] . The outputs of all the TLN's are then compared by a decision block that makes the final decision on classification.
In our approach, we train each TLN separately so that its output may provide an estimate of the posterior probability of the related class [29] ; the whole training set is utilized to train each TLN. Using Bayes' decision rule for minimum error [30] , we assign each pattern to be classified (Le., each pixel of an image) to the most probable estimated class. To this end, we select the TLN with the maximum output by using a "winner-takes-all" (WTA) decision block [ Fig. 2(b) ].
2) An Architecture That Allows Identijication of Neurons' Processing Tasks: According to our method, the architectures of the class-related TLN's in Fig. 2 (b) are all identical; therefore, in the following, we shall refer just to a single tree-like architecture.
As stated previously, in order to facilitate the interpretation of the network behavior, we need to identify the "task" performed by each neuron. To this end, we suggest that each neuron should process a different information aspect and refer to sensors and channels as basic elements. In order to accomplish this task subdivision, we adopt an architecture of the type shown in Fig. 3 , for which the information provided by each sensor is processed separately inside a dedicated subnet ("sensor-related subnet" (SRS)); the task of the output neuron is to combine the outputs of such subnets; inside each SRS, the information coming from each sensor channel is processed separately in a dedicated subnet ["channel-related subnet" (CRS)]; the task of the output neuron of each SRS is to combine the results of this processing; each CRS imposes a "constraint" on the intensity values in a channel; the task of the neurons of a CRS is to contribute to constraint definition. The architecture of the subnets devoted to constraint definition (Le., CRS's) can be designed according to the characteristics of the classification problem. Later on, we shall propose a possible choice. We now define generic CRS's that must meet the important requirement of considering just one sensor channel at a time, in order to allow the interpretation of channel constraints. Architectures of the kind depicted in Fig. 3 allow one to identify which aspect of available information is processed by each neuron.
C. A SimpliJied Representation
The TLN's with the above-defined architectures are trained by the back propagation algorithm; then they are used to classify data. In addition, just for the purpose of interpreting the network behavior, we apply to the TLN's used for data classification the two transformations described in the following. In particular, in this section, we focus on the motivations and the effects of such transformations; basic theoretical and implementation details are given in the Appendixes.
) A Transformation That Makes Weights
Correspond to the Importance of Neuron Contributions: The contribution of each neuron to the network output is propagated by connections, through intermediate layers, up to the output neuron. Therefore, in order to quantify such a contribution, it would be useful that the importance of the contribution of a neuron to the input to a neuron of the next layer should correspond directly to the weight of the connection between the two neurons. For example, with reference to (l), it would be useful that the importance of the contribution of a neuron nk-' to the input nett of the neuron nf should correspond to the weight wk;'.
Even though it seems a reasonable correspondence, it does not always occur. Let us explain why.
First, for all possible values of the inputs to a TLN, the outputs of some neurons may exhibit variations within a narrow subrange of the full output dynamics of these neurons ([0,1], in our case). The output connections of these neurons propagate reduced contributions to the next layer's neurons, as compared with the neurons that can fully exploit their output dynamics. Secondly, the importance of a connection entering a neuron also depends on the weights of the remaining connections entering the same neuron and on the related bias. Finally, the presence of both positive and negative weights in neural networks makes the evaluation of the importance of connections even more difficult. We propose to overcome the above difficulty involved in network interpretation by applying a specific transformation to the representation of the TLN's. In the Appendixes, we shall define such a transformation and prove that its application to any TLN provides an "equivalent network" (i.e., a network with an identical VO characteristic) with the following properties: the weights of connections are positive; the output dynamics is the same for all neurons; weight and bias values are normalized.
The resulting value of each normalized weight corresponds to the importance of a neuron contribution to the input to a neuron of the next layer. In Section IV, we shall explain how to use this information to evaluate a neuron's contribution to the network output.
2) Piecewise-Linear Representation of Activation Functions and Channel Constraints: The interpretation of the proposed TLN's may be facilitated by simplifying the representation of the neuron activation functions. To this end, the sigmoid activation functions of neurons are replaced with piecewiselinear functions that approximate their behaviors.
A piecewise-linear approximation is also used to simplify the representation of the constraints imposed by the CRS's. Independently of the input coding and of the CRS architecture, the output neurons of each CRS contribute to feeding the input to a neuron of the last hidden layer (Fig. 3 ). If we consider the contributions of a CRS as a whole, we can relate the CRS to a single equivalent constraint, which is imposed on the intensity values in a sensor channel. This constraint can be approximated by a piecewise-linear function. To simplify the network representation, each CRS is then replaced with a single input neuron and a single equivalent neuron: the input neuron provides the intensity values in a sensor channel and the equivalent neuron imposes the related constraint on them (Fig. 4) . To this end, as an activation function of the latter neuron, a piecewise-linear approximation for the constraint is considered. Thanks to this replacement, in the piecewise-linear representation the TLN's exhibit architectures that are actually of the tree-like type.
The VO characteristic of a TLN in the piecewise-linear representation is not perfectly equivalent to that of the original TLN, due to the error inherent in the piecewise-linear approximation. On the other hand, the piecewise-linear representation makes possible simple characterizations of both activation functions and channel constraints by giving the coordinates of the starting and ending points of each linear piece.
I v . INTERPRETATION OF TREE-LIKE NETWORKS
In this section, we summarize the characteristics of the simplified representation of a TLN; then, we propose a way of interpreting the TLN that is based on such a representation.
A. Simplijed Representation of a Tree-Like Network
Applying the two proposed transformations to a TLN allows one to obtain a simplified representation (Fig. 4) with the following characteristics:
each channel-related subnet is represented by an input neuron and a single equivalent neuron;
all weights (denoted by VI'$), from the first hidden layer up to the output one, are positive and normalized so that the sum of the weights of the connections entering each neuron may always be equal to a prefixed value (i.e., 1000); likewise, biases are normalized to the sum of the weights of the related neurons; the output dynamics of each neuron but the output one is expanded up to the range [0,1]; the activation functions of all neurons are represented within a piecewise-linear approximation. We call such a network representation a "piecewise-linear tree-like network" (PLTN). Fig. 4 shows the PLTN corresponding to the TLN in Fig. 3 .
B. Interpretation of a Piecewise-Linear Tree-Like Network
Thanks to the new representation (PLTN), quite an intuitive interpretation of the network behavior can be achieved by introducing the concept of "committees," which judge on the hypothesis that a pixel belongs to a given class (i.e., the class whose posterior probability is estimated by the PLTN considered). The whole network can then be interpreted as a hierarchical arrangement of committees that judge on that hypothesis.
Znput Neurons: The interpretation of input neurons is obvious: they provide the intensity value of every pixel in each available sensor channel.
First Hidden Layer: Each equivalent neuron of the first hidden layer is a member of a "sensor-related committee" (Fig. 4 ) that bases its judgment on a constraint on the intensity values in a channel. If the constraint is fully satisfied (output equal to l), then such a member gives all the "votes" available to it in favor of the aforesaid hypothesis. If the constraint is only partially satisfied, the member gives only a proportionally (Such concepts as "committee" and "vote-taking unit" have previously been used for the "Committee Machine" neural network [31] .) From Figs. 3 and 4, one can see that sensor-related committees correspond directly to sensor-related subnets. In particular, the former represent the interpretations of the latter.
Second Hidden Layer: The neurons of the second hidden layer are both the VTU' s of sensor-related committees and the members of the "global committee." Their judgments on the aforesaid hypothesis are based on their specific "majority rules," applied to the sums of the votes of all the members of their sensor-related committees. Majority rules are defined by the piecewise-linear functions that approximate neuron activation functions in the simplified representation that has been mentioned in Section IILC2 (see Appendixes for the mathematical expressions). They can be characterized by two quantities: the "voting threshold" and the "delta votes" (Fig. 5) . The voting threshold ( V T ) corresponds to the number of votes required to obtain a judgment equal to 0.5. The "delta votes" (AV) correspond to the minimum decrease or increase in votes (with respect to V T ) that makes a judgment reach 0.0 or 1.0, respectively. The judgments computed in this way are used by the members of the global committee to decide how many of their available votes (corresponding to their VP's)
can be given to the current classification hypothesis.
Output Neuron: The output neuron is the VTU of the global committee; therefore, it is devoted to collecting the votes of the members of this committee and to computing the final judgment, based on its specific majority rule. This majority rule is similar to those defined above (Fig. 5) , except for the range of variations in its judgment, which can be a subrange of [0, 1] . This judgment corresponds to the posterior probability that a pixel may belong to a class, given the input vector of that pixel.
C. Evaluation of Sensor and Channel Importance
From the foregoing, it follows that the voting power of a member of a committee can be used directly to quantify the importance of that member in the context of its committee (i.e., the importance of a channel in an SRC, or of a sensor in the global committee). To evaluate the importance of a channel for a TLN output, one has to take into account both the importance of that channel inside its sensor-related committee and the importance of the related sensor inside the global committee.
It is worth noting that, for the purpose of selecting channels or sensors, one has to take into account also the behavior of the majority rules. Depending on the majority rules, the same V P value may cause a larger or smaller variation in the related VTU output. In particular, the ith sensor of a TLN can be disregarded, for classification purposes, if its votes do not change the output of the TLN appreciably. To this end, it is easy to show that the maximum change induced by the ith sensor is equal to
where VP; is the voting power of the ith sensor; A J ; is the width (smaller than, or equal to, 1) of the output range of the VTU of the Global Committee; AV: are the "delta votes" of such a VTU. Analogously, the maximum change in a TLN output due to the votes of the jth channel of the ith sensor is equal to CC, = min { ( v P ,~, /~A v ,~) ; 1) . SC,.
The two parameters SC and CC can be used to select sensors and related channels, respectively. The evaluation of sensor and channel importance based on the parameters VP, SC, and CC is meaningful for the TLN considered. It does not provide general information about sensors and channels.
V. DATA Experiments using various data sets were carried out to validate our method [32], [33] . In the following, we shall focus on one of them.
The considered data set referred to an agricultural area near the village of Feltwell (UK) [34] . We selected a section (250 x 350 pixels) of a scene acquired by two imaging sensors installed on an airplane: a Daedalus 1268 Airborne Thematic Mapper (ATM) scanner and a PLC-band, fully polarimetric, NASNJPL SAR sensor. The flights took place in July (optical sensor) and Aug. (radar sensor) 1989. Images were registered to an average accuracy of about 1 pixel by using the radar image as reference and by scaling and registering the ATM image on it. Fig. 6 shows channel 9 of the ATM sensor and channel L-HV (band L, polarization HV) of the SAR sensor.
The ground truth was used to prepare a thematic map of the selected section, which was used as a reference map to assess the classification accuracy. For our experiments, we considered the five numerically most representative agricultural classes [ Fig. 7(a) ]. Overall, 55 657 pixels were selected. Between the two months of data collection, some differences in the terrain coverages occurred, due to natural changes in the vegetation and to harvestings in some fields. As a reference, we used the ground truth after the harvest time [34] .
Agricultural fields were randomly subdivided into two disjoint sets; 5124 training pixels were taken from the fields of one set, 5820 test pixels from the fields of the other set. In particular, training and test pixels were obtained by sub-sampling such fields.
Fifteen channels were selected to form a "feature vector" for each pixel. We selected the six ATM channels corresponding to TM channels in the visible and in the infrared spectrum (the thermal band was disregarded), and all SAR channels but the three channels with VH polarization (as they are redundant as compared with those with HV polarization). The noise affecting the intensity values was reduced by applying a simple running mean filtering to both the ATM (5 x 5 window) and the SAR (9 x 9 window) channels.
VI. DATA REPRESENTATION AND NETWORK ARCHITECTURE
A. Data Representation
In order to use neural networks for pixel classification, the values of the spectral channels have to be mapped into a set of input neurons. This is the so-called "data representation" or "input coding" problem [4] , [5] . Different coding techniques have been proposed in the literature [35] . We adopted the simplest one: one input neuron per sensor channel. The resolution used for each channel was eight bits (Le., intensities in the range [0,255]). This range was then normalized to [0, 11 and the related input neuron was activated at a value equal to such normalized intensity. Let us consider output coding. Each TLN has a single output neuron, which should provide an estimate of a posterior class probability. To this end, target outputs are set to 1 for pixels belonging to such a class; otherwise, they are set to 0 [29] . Therefore, a specific training file for each TLN was utilized in the training phase. A single file was sufficient in the classification phase to indicate the true class of each pixel, which was compared with the output of the WTA block [ Fig. 2(b) ] to assess performances.
B. Network Architecture
According to the proposed approach, the global architecture consists of five TLN's (one per data class) connected to a winner-takes-all block, as shown in Fig. 2(b) . Fifteen input neurons were defined: six devoted to ATM channels and nine to SAR channels. We adopted CRS's with one input neuron and two output neurons [ Fig. 8(a) ]. The output of the input neuron gives the normalized intensity value of a sensor channel; the two output neurons define a constraint on such a value. Finally, two SRS's were defined, one for the ATM sensor, the other for the SAR sensor. Therefore, each TLN is made up of four layers, with 15, 30, 2, and 1 neurons per layer, respectively [ Fig. 8(a) ].
VII. EXPERIMENTAL RESULTS
In this section, first we analyze the classification performances of the TLN's on the selected data set; then we compare them with the results obtained by other neural networks and by the k-nearest neighbor (k;nn) classifier; finally, we give the simplified representation and the interpretation of one of the TLN's utilized to classify the data set. All considered classifiers are of the "supervised" type; for all of them, we utilized the same training set and assessed the performances on the same test set.
A. Class$cation Pegormances and Comparisons
Five TLN's with the same architecture as the one of the network in Fig. 8(a) were trained to estimate the posterior probabilities p(wi/:) of the five agricultural classes, given input vectors that characterize pixels. The backpropagation learning procedure was used to this end. As a convergence criterion, we required a mean square error (MSE) smaller than 0.005. The TLN's were initialized with random weights; learning was stopped when the convergence was reached or after 400 "epochs" [5] . Learning was repeated at different "learning rates" [5], Le., 0.1, 0.05, and 0.01. The resulting TLN's were first used to classify training pixels; to this end, the TLN's outputs were combined by a WTA block, as in Fig. 2(b) . In terms of classification accuracy, the best results were obtained at the learning rate r/ = 0.01, that is, the overall accuracy was equal to 96.23%. However, results were not very sensitive to this parameter, as similar results were obtained at r/ = 0.05 (2% and 4% differences in classification accuracy for the training and test sets, respectively). On the other hand, the MSE decay at 7 = 0.01 was slower than at 77 = 0.05, and yet still acceptable (Fig. 9) . The TLN's obtained by the training procedure at the leaming rate 7 = 0.01 were then used to classify test pixels. In this case too, the TLN outputs were combined by the WTA block. Classification results on the test set are given in Table I . The same neural classifier was then applied to the whole image, neglecting pixels not belonging to the five agricultural classes considered. Results are displayed in Fig. 7(b) .
In order to better estimate the validity of the proposed structured neural networks, we compared the above results with those obtained by other classifiers. First, we considered the same kind of neural networks (Le., MLP's) but with fully connected architectures. We trained them by the same learning procedure. In particular, we considered six different architectures with one or two hidden layers and various numbers of neurons per layer. In all cases, the input neurons were 15, as we adopted the same input coding as for our TLN's. All the networks had five output neurons, since the "target" related to each training sample was obtained by setting to 1 the network output corresponding to the class the sample belonged to, and setting to 0 the remaining four outputs. For classification purposes, each sample was assigned to the class corresponding to the output neuron with the highest activation, without fixing any threshold. Results are summarized in Table  I1 for two values of the learning rate ( q = 0.01 and 7 = 0.05). As an indication of the computational cost of learning, the best architecture (15-30-5, 71 = 0.05) converged on the training set in 264 epochs. All the architectures were such that the number of weights might be much smaller than the number of samples in the training set, in accordance with the simplified rule suggested in [36] . For a further comparison, we considered a well-known nonparametric approach, that is, the k-nn classifier [37] . First of all, we utilized this classifier to check on the usefulness of both sensors for the classification task considered. Starting from the selected multisensor data set, we derived two singlesensor data sets: one including only the ATM data and the other only the SAR data. Both the multisensor and the singlesensor data sets were classified using different k values, from IC = 3 up to k = 50. The performances obtained by exploiting the information from only one sensor were significantly worse. In particular, the best results on the test set were: classification accuracy of 74.0% with the SAR sensor alone and k = 15; classification accuracy of 80.5% with the ATM sensor alone and k = 3; classification accuracy of 89.8% with both sensors and k = 25. Table I11 gives, class by class, the classification accuracy for the multisensor data set and IC = 25; Fig. 7(c) provides the classification map obtained under the same conditions.
The analysis of the above results suggests the following considerations:
In the classification maps (Fig. 7) , both correctly classified and misclassified areas do not have "salt-and-pepper'' appearances, despite no postclassification smoothing was performed. This was achieved thanks to the following main reasons: 1) the considered data set referred to an agricultural area containing homogeneous fields of large sizes with respect to the spatial resolutions of the airborne sensors employed; 2 ) a smoothing filtering was applied to all the spectral channels; this strongly reduced the noise affecting the pixel intensity values; 3 ) pixels not belonging to the five agricultural classes selected [black regions in Fig. 7(a) ] were disregarded; 4) test pixels were taken from fields different from those of training pixels (Section V); therefore, fields that exhibited unusual characteristics as compared with the other fields of the same class, and that were not represented in the training set, were likely to be completely misclassified. A high percentage of boundary pixels were misclassified (Fig. 7) . The main reasons are 1) presence of spurious ground coverings (trees, lanes, etc.) between neighboring fields; 2) presence of "mixed pixels," for which specific classification techniques are required [38] . Comparing the results in Fig. 7(b) and (c), we notice that there is a strong correspondence between the misclassified areas in the two maps. This suggests that misclassification by TLN's is due to the difficulty inherent in the classification task and not to convergence to an inappropriate "local minimum" [5] . As compared with fully connected neural networks (Table  11 ), TLN's yielded, at each learning rate, accuracies on the test set that were better than or equal to the mean value computed for the different architectures considered. Even if we chose the neural network with the best performances on the training set (architecture: 15-30-5, 7 = 0.05), its classification accuracy on the test set would be very close to that obtained by TLN's. Finally, an important advantage of the TLN's was that we did not need to perform experiments with different architectures. The k-nn classifier performed slightly better than TLN's in terms of classification accuracy (a 3% difference on the test set). From the viewpoint of processing time, TLN's are slow in the training phase, whereas the k -n n classifier does not need any training. On the other hand, TLN's are much faster than the k-nn classifier in the classification phase. Depending on the application, speed may be more important in one or in the other phase [24] . Obviously, the k-nn classifier, as well as fully connected neural networks, involves the drawback that classification criteria are not intelligible.
B. Network Interpretation
Let us now describe how the network operation can be interpreted according to the proposed method. The simplified representation of a TLN (Le., its PLTN) provides a synthetic view of the network behavior. In particular, it "visualizes" the operations of SRS's and CRS's. The roles played by different sensors and by their channels are graphically represented by constraints, majority rules and VP's.
As an example, in Fig. 8(b) the PTLN of the class "sugar beets" is depicted. In particular, the optical and radar sensors are of comparable importance, as the related voting powers are VPfl = 550 and VP& = 450, respectively. The votes of both sensor-related committees are necessary to provide a high network output, as the voting threshold is VTf = 571. Concerning sensor channels, VPs of ATM channels show that channel 9 gives by far the most important contribution; channels 2, 5, and 7 are also very important; channel 10 gives a small contribution, and channel 3 is almost completely negligible. A similar analysis applies to SAR channels. Finally, channel constraints may be considered to analyze the requirements that must be met by the intensity values in sensor channels.
It is also interesting to select a sensor channel and compare the different PLTN's with respect to it. For example, in Fig. 10 , we give the constraints on the intensity in ATM channel 9, for all the classes considered. Sugar beets should be dark, stubble light, bare soil dark, potatoes and carrots from medium grey to light. Such constraints determine the votes of just one member of the ATM-related committees of the five TLN's. Therefore, it is not necessary that they should describe all the samples of the related class correctly (see [39] for different forms of cooperation among information sources). However, if a TLN involves many constraints that are not in agreement with a photointerpreter's a-priori knowledge or with a visual image analysis by the user, that TLN may be trained again with different random starting weights. This allows the TLN to converge to different final weights, which may correspond to a more consistent interpretation. In our case, the above constraints describe well the intensities of all the classes in ATM channel 9 [ Fig. 6(a) ], except for the class "bare soil." However, this class is well-described by other constraints. Fig. 8(b) . PLTN obtained for the class "sugar beets" by training the original TLN and transforming its representation
SUGAR BEETS
The importance of sensors and channels can be evaluated by consulting the values of the parameters V P , SC, and CC. The SC and CC values in Table IV can be compared with a threshold to decide which sensors and chahnels can be disregarded for each class. Such a threshold can be fixed on the basis of training data. Concerning sensors, ATM and SAR are always of similar importance and can never be neglected. As to channels, in our experiments, we have checked that by using a threshold equal to 0.15, classification accuracy on the training set remained substantially unchanged (0.96% decrease in classification accuracy). In Table IV , disregardable channels are marked with stars.
Finally, we selected some pixels of a misclassified stubble field located in the upper-right portion of the image [marked with a cross in Fig. 7(b) ] and, in the corresponding TLN, we checked which members of the sensor-related committees wrongly denied their votes. We found that the members related to the ATM channels globally assigned about 500 votes to the selected pixels. This voting made the ATM-related committee assign no favorable votes at all (as the related voting threshold and delta votes were VT: = 631, AVf = 39, respectively). On the contrary, the pixels of this field received almost all votes from the SAR-related committee (VP," = 499), but this was not enough to have a high TLN output (VT? = 778, AVf = 109). This example confirms that the approximation for majority rules by piecewise-linear functions and the characterization of such rules by VT and AV values make it easier to interpret the network behavior. On the other hand, due to the piecewise-linear approximation, the obtained interpretation refers to a slightly different network, whose performance may be lower than that of the original TLN.
The above analysis, including the evaluation of the importance of the sensors and of the related channels, cannot be considered valid in absolute terms, as it depends on the "minimum" reached by a neural network after the learning phase; consequently, it is valid only for that network with its particular weights. The same holds for the interpretation of channel constraints. Nevertheless, such information is useful to validate a neural classifier.
VIII. DISCUSSION AND CONCLUSIONS
In this paper, we have proposed the use of MLP's with particular structured architectures to classify multisensor remotesensing images. The proposed neural networks allow a tradeoff between classification accuracy and interpretation of the classifier operation.
As stated in the previous section, a classifier based on structured neural networks is outperformed (by some percent) by the k-nn classifier and obtains an accuracy close to the average classification accuracies provided by the fully connected neural networks considered. On the other hand, our approach allows us to examine the operation of the developed neural classifier. In our experiment, we verified that there was by TLN's and the responses of the cultivated land cover both in the optical and the radar channels. The importance of the considered imaging sensors and of the related channels has been evaluated with respect to the developed classifier. Finally, we have shown that misclassification errors can be explained by examining the network operation with respect to be used by photointerpreters to validate the operation of the neural classifier. a good agreement between the "channel constraints" learned wl-l .
... and channel constraints (Section 111-C2) has been used to facilitate the interpretation of the network behavior. Such an approximation could be removed, without losing the possibility of interpreting the network behavior; the interpretation might become only a little more complex. In this case, the simplified representation of TLN's would provide an I/O characteristic completely equivalent to the V~ characteristic of original TLN's. 2 ) Adopting a different input coding ("data representation"), as well as a different CRS architecture, would require a change in the computation of channel constraints, but for the piecewise-linear approximations for neuron activation the proposed method could be applied without basic changes. functions and constraints (part B) ' The results Of 3) PLTN$s can be translated into a set of classification Appendix A have been used to develop the transformation an alternative form to represent (described in Appendix B) for simplifying the representation the network behavior; in addition, they could be used in Of Such networks.
an expert system for image classification whose "inference engine" should be able to execute them.
If one considers the state of the art of neural networks for remote-sensing data classification, one can notice that only the paper by [4] proposes a technique to interpret the network behavior. Outside the context of remote-sensing applications, the approaches mentioned in Section I1 to interpret a network behavior [20]- [23] are all based on new neural models. Therefore, using them might give rise to some difficulties for remote-sensing researchers. On the contrary, our approach is based on a neural model (Le., on MLP) which is wellknown and currently used by the remote-sensing community. A possible future development of the proposed approach lies in an extension to multisource remote-sensing data classification (e.g., spectral and topographic data). This might be accomplished by devising an appropriate input coding for nonspectral sources. Some preliminary experiments were carried out by using textural and geometrical information extracted from spectral channels by means of image-processing algorithms [33] . Another point that could be further investigated concerns the use of a different scheme to train TLN's. For example, sensor-related subnets might be trained separately in order to give as output an estimate of the posterior probability specific for each data source; then, only the output neuron might need to be trained.
APPENDIX A
In this Appendix, we give three propositions, with the related proofs (Part A), and describe the algorithms adopted
A. Propositions Proposition 1. Changing the Signs of Weights:
Let us consider the weights of the connections, starting from the hidden neurons of a multilayer feedforward neural network with sigmoid activation functions and a tree-like architecture. The sign of any of such weights can be changed (5) , without changing the VO characteristic of the network, provided that the compensations in (6)-(8) are introduced (Fig. 11) wf, +w+l = -wf3 ... where S is the sigmoid function.
function (2) Since the following relation holds for a sigmoid activation S(-netf) = 1 -S(netf)
( 1 1) by using (7) and (8), we obtain therefore: According to an analogous reasoning to that for the proof of Proposition 1, (21) and (22) imply Proposition 2.
Proposition 3. Scaling Weights and Biases: The biases and the weights of the input connections to a neuron nf of a multilayer feedforward neural network can be scaled by a multiplicative factor Af (23) without changing the VO characteristic of the network, provided that a compensation is introduced into the activation function of the neuron, given by (24) where the double apices indicate the variables of the modified network that have been changed, as compared with the original network.
Proof: This proposition is quite obvious, as it involves just a scaling of the independent variable (i.e., netf) of a function (i.e., 41). By using (23) and (24) where wfi;' and bf are the weights and the bias of the neuron nf, after expansion and scaling of its activation function; ofpL is the piecewise-linear approximation for of; Aof, 0: and Af are the quantities considered in Propositions 2 and 3. Note that the constant contribution of the bias bf is incorporated into the constant yo and not into the independent variable y (it is more convenient to do so for network interpretation purposes). The piecewise-linear function may be characterized, in a comprehensible way, by the quantities yo and Ay [(27) and Fig. 131 . As will be shown in the next section, we also need to approximate activation functions that have been modified just by the scaling in (24) (and not by the expansion in (16) a piecewise-linear approximation for the channel constraint implemented by the CRS. For the type of CRS used for the experiments described in Section VII, the procedure to generate the equivalent neuron is given in the following. As an example, we make reference to the CRS of the first channel of the first sensor [ Fig. 14(a) ].
The outputs 0: and OB of the two neurons n: and n; are expanded according to (16) ; the modified weights w$ and wh; and the bias bi2 are computed by (17) and (18). Then the input weights to ni and n; are scaled by the factors A: = l/wyl and A; = 1/wy2, respectively. As a result, both wy! and w;, " become equal to 1 (23), that is, 21 is obtained directly as input to neurons ni and n f . The expanded and scaled activation functions of the neurons n: and ni are approximated by piecewise-linear functions, as previously specified; o:pL and oipL are the related outputs [ Fig. 14(b) ]. The following approximation for the contributions of n: and ni to the neuron ny is computed:
The network in Fig. 14(c) is considered, which is obtained from the network in Fig. 14(b) by replacing the neurons n: and n; with a single "equivalent" neuron with input 51, activation function f l e q , and output o !~~~ : by assigning the following value to the weight wieq:
and by incrementing the bias bi2 as follows:
Equations (32)- (34) are analogous to (16)-( 18) (dynamics expansion), for a case with of equal to Cl(z1) and wfj equal to 1. Except for the piecewise-linear approximation, the network in Fig. 14(c) is equivalent to that in Fig. 14(a) . The equivalent neuron activation function (32) defines a channel constraint. This activation function has the form of a piecewise linear function, since it is derived from a linear combination of two piecewise-linear functions. In addition, it can be easily seen that the activation function is made up of five (or fewer) linear pieces, and is normalized to the range [0,1].
APPENDIX B
The transformation used to simplify the representation of tree-like networks for the purpose of interpreting the network behavior is based on five progressive steps. Starting from a TLN, these steps generate a PLTN equivalent to the original TLN, except for the piecewise linear approximations for the neuron-activation functions and for the channel-constraint functions. The control flow of the transformation is shown in Fig. 15 . Each of the progressive steps is based on a procedure that implements one of the network modifications defined in the propositions or in the algorithms in Appendix A.
Step 1. Generation of a TLN with Positive Weights: The first step involves changing the signs of negative weights (5) and introducing the compensations into (6)-(8) by applying the procedure "change-sign-&-compensate" (Fig. 15) . The procedure is first applied to the last layer of connections to tum its negative weights (wzj < 0) into positive ones. Compensations are introduced that may change the weights of the connections of the last but one layer only (8). Then, the last but one layer is considered and the procedure is applied to its weights that, after the above possible changes, tum out to be negative (w:~ < 0). So, all the weights of this layer are made positive, too. The procedure is not applied to the weights between the inputs and the neurons of the first hidden layer, as our method does not require that such weights be positive. Given the kind of modifications introduced by (5)-(8), the above "backward" order of application of the procedure ensures that, once the procedure has been applied to a layer of connections, the signs of the related weights will not be changed any more.
Step 2. Replacement of Channel-Related Subnets with Equivalent Neurons: Algorithm 2 (Appendix A) is applied to all CRS's of all sensors and, as a result, a constraint is imposed on each sensor channel (Fig. 4) . In the control flow shown in Fig. 15 , such an algorithm is represented by the procedure "turn-CRSinto-equiv-neuron -&-compensate."
Step 3. Generation of a TLN with Expanded Neuron Output Dynamics: The third step generates an equivalent network in which the outputs of hidden-layer neurons are expanded into the range [0,1]. To this end, the procedure "expand-&-compensate" is applied to the neurons of the second hidden layer. Such a procedure is applied to this layer only, as the outputs of the equivalent neurons of the first hidden layer already cover the range [0,1]. In addition, our method does not require that the dynamics of the activation function of the output neuron be expanded, as the network output is not sent to other neurons but only to the WTA block. Therefore, the activation function of the output neuron must be left unchanged, otherwise the comparison of the class-probability estimates performed by the WTA would be distorted.
Step 4. Generation of a Normalized Tree-Like Network:
Step 4 lies in normalizing weights and biases. To this end, the procedure "Scale-weights-bias-&-activ-fun" is applied to the weights of the input connections and to the biases of the neurons of the second hidden layer and of the output layer. The result is an equivalent network in which the weights of all the connections entering such neurons and the related biases are normalized so that the sum of the weights may be equal to a fixed positive value (1000, in our case). This result is obtained by applying Proposition 3, Le., (23) and (24) with (35) Step 5. Generation of a Piecewise-Linear Tree-Like Network: Finally, the fifth step approximates the modified activation functions of the neurons of the second hidden layer and of the output layer by piecewise-linear functions by means of the procedure "Apply-PL-approx -to-activfun." Piecewiselinear functions are defined by the parameters yo and Ay in (29) and (30), respectively; these parameters correspond to the quantities V T and AV defined for majority rules. In particular, piecewise-linear functions become saturated at 0 and 1 for the second hidden layer and at 0; and & for the output neurons (as the output dynamics of these neurons has not been expanded).
At the end of the fifth step, we obtain a piecewise-linear tree-like network (PLTN), whose architecture is depicted in Fig. 4 and whose characteristics have been defined in Section IV-A.
