This paper investigates the secrecy and reliability of a communication where the user is assisting an Intrusion Detection System (IDS) in detecting the adversary's attack. The adversary is assumed to be sophisticated such that it can conduct eavesdropping and jamming attacks. The IDS is equipped with the capability of detecting both of those attacks. Two scenarios were considered; the first scenario is that the user is trying to detect the adversary by assisting the IDS, and the second scenario is that the user is equipped with a silent time slot in its communication protocol besides assisting the IDS, in order to provoke the adversary into jamming the channel, thus detecting it with a higher probability. Interestingly, adding the capability of detecting eavesdropping attacks pushed the adversary into conducting jamming attacks much more, thus aiding in detecting the adversary earlier. All of that was modeled by means of stochastic game theory, in order to analyze and study the behavior and the interactions between the user and the adversary. Results show a major improvement in the first scenario by 188% and an improvement by 294% in the second scenario in the game value when the probability of detecting eavesdropping attacks was 0.3, which represents the payoff that the user gains in terms of secrecy and reliability.
Introduction
The problem of ensuring a secure and reliable wireless communication is challenging due to several reasons. On one hand, the broadcast nature of wireless channels makes it difficult to shield transmitted signals from unintended recipients. On the other hand, possible interference from other transmitters may degrade the received signals at the receiver. An adversary may exploit this weakness to its benefit and behave either as a passive eavesdropper who tries to intercept signals from ongoing transmissions without being detected [1, 2] or as a malicious user (jammer), which transmits jamming signals to the intended receiver. Thus, studies on security and reliability of wireless communications are of great importance for the design of next generation networks.
Lots of techniques were adopted in securing wireless systems, such as relaying [3] [4] [5] [6] , caching [7] , and game theory, which models the conflict and cooperation between intelligent rational selfish decision-makers, as it has been recognized as a promising method to model the interplay between the legitimate user and the adversary in the network [8] . Assuming a network with one source-destination pair and an adversary, the source node aims to transmit the information securely/reliably to the destination, while the adversary attempts to wiretap/jam the signal. Thus, there is a conflict of benefits between the source node and the adversary. This can be modeled as a two-player game and the source node and the adversary act as two players of the game [9, 10] . Based on the types of the adversary (i.e., an eavesdropper, a jammer, and an active adversary), the game can be divided into three categories.
For networks with a jammer, the source node and the jammer will act as two players. The authors in [11] studied a network where the timing channel was exploited at the nodes to achieve resilience to the jamming attacks. They modeled the interactions between the nodes and the jammer based on game theory and the Nash equilibrium was studied.
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Furthermore, the investigation was conducted with perfect and imperfect knowledge of the jammer's utility function. In [12] , the authors considered a network where a user is trying to ensure a reliable communication with the existence of a reactive jammer. The authors solved the game by investigating Stackelberg equilibrium. In [13] , the authors investigated an antijamming problem by using Stackelberg game model, where they followed it by using Hierarchical Power Control Algorithm (HPCA) to obtain Stackelberg equilibrium. In [1] , the authors considered two kinds of jammers, a random jammer and a sophisticated jammer. The random jammer was equipped with the capability of employing a silent mode besides the capability of employing a jamming mode. The sophisticated jammer was equipped with two capabilities: (a) communicating as a law-obedient user, by acting as a relay, and (b) conducting a jamming attack and acting as a malicious user. They constructed optimal antijamming transmission strategies and a stochastic game was used in modeling the game between the user and the adversary. In this work, a silent mode was employed to the user to assist an IDS in detecting the adversary.
For networks with an active eavesdropper, the source node and the active eavesdropper will act as two players [14, 15] . In [14] , the authors studied a network, where a user is transmitting to a destination with the existence of an active eavesdropper. That eavesdropper imposes a jamming signal to facilitate its eavesdropping, with the existence of its own residual self-interference. The authors established a game-theoretical framework, where closed-form strategies were obtained. Moreover, they analyzed the secrecy outage probability for the legitimate link in that hostile situation. In [15] , the interactions were formulated by using a hierarchical game framework, where the eavesdropper acts as the leader and the user acts as the follower. Thus obtaining the optimal transmission strategy that maximizes the secrecy rate.
For networks with an active adversary who can act as either a passive eavesdropper or an active jammer, the game should consider these differences while being designed. In [16] , the authors investigated a Multiple-Input MultipleOutput (MIMO) wiretap channel with an active adversary. They examined the legitimate transmitter and the adversary by modeling their interactions as a two-person zero-sum game and derived equilibrium strategies for the extensive form of the game under scenarios with perfect and imperfect information. In [8] , a game theoretic approach was followed in dealing with a network, where a number of users are transmitting their message via several relays in the existence of an active adversary, who is capable of launching eavesdropping and jamming attacks. A fictitious play-based algorithm was proposed to assist in reaching the mixed strategy Nash equilibrium, and results show that an improvement can be achieved in the average expected utility per user up to 49.4%. Moreover, eavesdropping and jamming attacks on mobile Cyber-Physical Systems (CPSs) were studied in [17] , where a Stackelberg game was used to maximize the secrecy rate between sensors and controllers. Recently, a new approach that considers a more sophisticated adversary with dual capability of conducting either eavesdropping or jamming attack has been proposed in [9] . In [9] , a stochastic game was used in modeling the game between a user and an adversary. Two games were proposed, the two games assumed that the adversary can conduct an eavesdropping or a jamming attack. The user was assisting an IDS by exploiting the usage of a silent mode, which provokes the adversary into jamming the communication to facilitate the detection process. In the first game, the IDS can only detect jamming attacks, and in the second game, a time slot was incorporated in the transmission protocol, where the user will be silent, in order to provoke the adversary into conducting a jamming attack, and, therefore, the adversary can be easily detected. In [1, 9] , an OFDM system was applied to model the channels between the user, the adversary, and the destination, where the gametheoretical techniques were applied to study and analyze the behavior of a user and an adversary in a network. In [18] , the authors studied the secure communication while satisfying the throughput requirements needed by the higher-layer services. They investigated a fair strategy, which satisfies the two objectives (i.e., ensure secrecy and sufficient throughput), such that security and throughput performances can be finally modeled.
These works demonstrated that game theory is a promising approach that can be used in modeling the interplay between the legitimate user and the adversary. It is notable, however, that all the aforementioned works targeted the security or reliability performances of the network without any help of an IDS which can detect eavesdropping and jamming attacks. In our previous work, we propose a new paradigm where the IDS is equipped with the capability of detecting passive eavesdropping and jamming attacks [19] , and the adversary is equipped with the capability of conducting passive eavesdropping and jamming attacks. We have proved that, by adopting the IDS in the system, the security and reliability performances can be greatly improved. As an extended work of our previous study, we aim to explore in this paper the reliability and security of a system with one source-destination pair and an adversary with the capabilities of both eavesdropping and jamming. The IDS is adopted in the system and we consider a silent mode at the source node. The contributions of this paper can be summarized as follows:
(i) Propose two new games: the basic game and the extended game, to model the interactions between the source node and the adversary. This is achieved by using stochastic game modeling techniques. In the basic game, the silent mode is unavailable at the source node, and the silent mode is available at the source node in the extended game (ii) Derive the optimal probabilities and game values for the user and the adversary for the proposed basic game and extended game (iii) Conduct extensive numerical analysis to validate the efficiency of the proposed games in terms of game values, and results show that our proposed games can assist in the detecting of the adversary by provoking it into conducting a jamming attack. We also made comparisons between our proposed games and the conventional game to demonstrate the performance improvements achieved by our proposed games in terms of the security and the ability of provoking the adversary. It is observed that a major improvement was achieved for the basic game by 188% and by 294% for the extended game when we set the probability of detecting eavesdropping attacks as 0.3.
The remainder of this paper is organized as follows. In Section 2, we introduce the system model and present the abilities of the IDS to protect the user (Alice) from the adversary (Eve) while providing the needed mathematical formulations and assumptions. In Section 3, we formulate and solve the stochastic game between Alice and Eve. In Section 4, we investigate and present our model when a silent time slot is added to the communication protocol besides the capability of the IDS in detecting eavesdropping and jamming attacks. In Section 5, we present the results derived and analyze the meaning behind them thoroughly. Finally, we conclude this paper in Section 6.
System Model and Problem Formulation
Our proposed network consists of a source (Alice), a destination (Bob), and an eavesdropper (Eve). The communication between Alice and Bob needs to be secured against attacks that exploit the link's own secrecy and reliability. Eve acts as an active adversary that is capable of conducting eavesdropping and jamming attacks. In PHY security, the figure of merit is the secrecy rate, which is defined as the difference between the transmission rate of the source-destination link and that of the source-eavesdropper link [20] . For a Gaussian channel, the achievable secrecy rate equals the difference between the mutual information accumulated at the destination and that accumulated at the eavesdropper, which is not less than zero [21] . This leads us to derive the secrecy capacity under an eavesdropping attack as follows: U (P) = max{U(P, 0) − U (P), 0}, in which U (P) is the secrecy capacity achieved under an eavesdropping attack, U(P, 0) is the transmission capacity when no attacks are being conducted, and U (P) is the receiving capacity achieved by Eve while conducting an eavesdropping attack.
Detecting passive eavesdropping attacks relies heavily on detecting the Local Oscillator (LO) leakage power that receivers/eavesdroppers emit from their antennas [22, 23] . The leakage power that is being emitted is an inevitable reverse leakage that couples back through the input port and radiates out of the receiver's/eavesdropper's antenna [24] , which is represented as being the signal E that aids in detecting passive eavesdropping attacks. Unfortunately, detecting this leakage power directly is impractical for two reasons [25] . Firstly, it would be difficult for the receive circuitry to detect the LO leakage over larger distances. In [25] , it was shown that a distance of 20 m would take the order of seconds to detect the LO leakage with a high probability. The detection in practical systems will need to be made in the order of milliseconds at worst. The second reason is that it would be impractical to detect the LO leakage directly because its very variable, and it depends on the receiver/eavesdropper circuitry, model, and year of manufacture. Hence, we assumed that the IDS is capable of performing its operations as a cognitive node. Hence, cognitive radios tend to have a higher probability in detecting the passive receivers/eavesdroppers successfully [23] [24] [25] .
Alice is always transmitting the signal P, and Eve is always transmitting either the signal E or the signal J when an eavesdropping or a jamming attack is being conducted, respectively. The signal E represents the LO leakage that radiates inevitably from the eavesdropper's antenna. Alice's IDS is capable of detecting passive eavesdropping and jamming attacks that are being conducted by Eve. Note that the reliability of the channel is neither affected nor compromised by the signal E.
If Eve is eavesdropping, the signal E will be inevitably sent while Eve is acting as a receiver for what Alice is sending, which will exploit the secrecy of the communication, and leads Alice to conduct her best response by sending the signal , which will increase the secrecy capacity and satisfy the following inequality:
where U(P, E) is the resulting transmission capacity when Alice is transmitting the signal P to Bob and Eve is conducting an eavesdropping attack (i.e., emits the signal E), and U( , E) is the transmission capacity when Alice is transmitting her best response signal against an eavesdropping attack, while Eve is eavesdropping. Note that, U represents the payoff, which is the value of the game when Alice wins if the payoff is positive. Hence, the transmission capacity can be considered as the payoff that Alice wins or losses depending on the payoff 's value and whether it is positive, zero, or negative. This yields an equilibrium/saddle point, in which U( , E) will be the payoff to Alice [26] .
On the other hand, if Eve was conducting a jamming attack by sending J, then, as a countermeasure, Alice's best response will be conducted by sending the signal . This will lead to the following inequality:
where U(P, J) is the transmission capacity when Alice is transmitting P and Eve is conducting a jamming attack, and U( , J) is the transmission capacity when Alice is transmitting her best response signal while Eve is jamming.
In that case, an equilibrium will be reached, which will make U( , J) be the payoff that Alice will obtain. An OFDM system is being used in this paper with separate channels, in which those channels are modeled as Additive White Gaussian Noise (AWGN) channels. The channel coefficients between Alice and Bob, Alice and Eve, and Eve and Bob are denoted as ℎ , , ℎ , , and ℎ , respectively. Reducing the reliability could be attained through jamming attacks that Eve transmits to Bob through the channel ℎ . Guaranteeing the secrecy of the channel was done by following the assumption ℎ , ≤ ℎ , [27] . The signal strategy vector for Alice is P, where P = ( 1 , 2 , . . . , ). Eve is associated with a jamming signal strategy vector J, where J = ( 1 , 2 , . . . , ). Hence, as a conclusion on what was mentioned before regarding signal E, it is not considered as a threat on the reliability of the communication. As a result, the signal E was not associated with its own channel coefficient. According to [9] , the following expressions can be calculated as follows:
) , and (4)
where is the signal transmitted by Alice through channel and is the jamming signal transmitted by Eve through channel . The variances of the noises in the channels of Alice → Bob and Alice → Eve are denoted by and , respectively.
The Basic Stochastic Game
3.1. Introduction. In this game, Eve is provided with the capability of performing two kinds of actions (i.e., attacks). The first action is conducting a passive eavesdropping attack and the second action is performing a jamming attack. Eve can choose which attack she prefer to perform. Eve is assumed to choose only one attack at a time. Obviously, Eve will be cautious about choosing which kind of attack to conduct, due to the capability of Alice's IDS in detecting both kinds of attacks. Hence, Alice and Eve are defined to be rational and selfish.
The Game Modeling.
We model the game as a two-state stochastic game as shown in Figures 1 and 2 . This model is inspired from the study in [9] , where Alice assists an IDS in detecting only jamming attacks. We propose a new scenario, in which Alice's IDS can detect passive eavesdropping attacks, besides detecting jamming attacks.
This game consists of two states. The first state is the malicious state, which the game always begins with, and the second state is the safe secure state, which happens when Eve is detected and removed from the game. Each entry in a state corresponds to a specific action pair that is being performed by Alice and Eve, respectively. Each action pair entry consists of two triangles, the upper left triangle represents the instantaneous payoff (current transmission rate) of Alice in the game, while the lower right triangle gives the probability distribution associated with the future states. As an example, in the first state, in Figure 1 , the first block, which is associated with the action pair (E, E), the instantaneous payoff for Alice is shown to be U( , ), and the probability that the next state is state 1 or state 2 is assigned by the probabilities and (1-), respectively.
The Probability Distribution.
Eve's detection in both kinds of attacks is represented by a probability distribution. The probability distribution is divided into two probabilities, first, the probability of a missed detection and second, the detection probability. The probability of missed detection is assigned to be and for eavesdropping and jamming attacks, respectively. The missed detection probability also represents the probability of repeating the first state. The detection probability is (1-) and (1-) for eavesdropping and jamming attacks, respectively. The detection probability represents the probability of moving to the second state. We assumed that the probability of a missed detection and the probability of a successful detection are the same in both of the transmission modes of Alice while Eve is performing a specific kind of attack.
The Epoch Progression.
As the epoch progresses, there will be a discount that is being performed on the payoffs, which is modeled by the discount factor . The purpose of using a discount factor , is to ensure the following: (1) the game will eventually end, (2) the probability of infinite playing will be zero, and (3) all the expected payoffs will be finite [28] . The discount factor can be interpreted as a measure of urgency in communications: = 0 corresponds to the highest urgency and the transmission must be done in the current time slot. When the urgency is at its peak (i.e., = 0), the security will be low as such precautions related to performing the best responses will be missed. If was assigned to a high value, this means that a delay can be introduced and the current transmission can be done in other time slots, not necessarily the current one, and this will improve the security.
Successful and Missed Detection.
If Eve was not detected, the game will move to the next time slot and it will be played recursively with a discount factor . If Eve was detected, then Alice will move from the malicious state (i.e., state 1) to the safe secure state (i.e., state 2), and Eve will be removed from the game. In the safe secure state, Alice will send her optimal signal that is designed for the case where there are no threats in the communication (i.e., 0 = argmax P U(P, 0)).
Shapley-Bellmann Equation.
We denote the game played in state 1 as Γ and the game played in state 2 as Γ . In state 2, Eve was already detected and Alice can transmit with rate U, and the total discounted payoff in state 2 is equal to Wireless Communications and Mobile Computing 5
. Studying the malicious state will require modeling the stochastic game Γ as in (6) .
The notations used in (6) are clarified in [28, 29] . The game is modeled as a two-player zero-sum game, in which what one player wins, the other player loses. A zero-sum game models the payoff of the second player (i.e., Eve) as the negative of the payoff of the first player (i.e., Alice). This leads to assigning the second component (i.e., Eve's payoff) of the payoff vector as the negative of the first component (i.e., Alice's payoff) [29] . In a nutshell, what Alice wins, Eve loses.
Equation (6) is a mathematical representation of the two states in the stochastic game shown in Figures 1 and 2 . Equation (6) has four entries that represent the four action pairs that the game consists of. For example, we consider the first entry that represents the action pair (E, E), which is U( , E) + Γ + U (1 − )/(1 − ). The first term U( , E) represents the instantaneous payoff gained by Alice from being in that mode (i.e., (E, E)). The second term Γ highlights the fact that failing in detecting an eavesdropping attack, which consequently will lead to repeating the first state (i.e., Γ ), follows a probability distribution (i.e., in that case). A discount factor was also added to that part to ensure that the game will eventually end. Note that the discount factor is understood as a measure of urgency for the wireless communication in this work. Finally, the last part, which is U (1 − )/(1 − ), represents the probability distribution of transferring into the next state (i.e., (1 − )) with the discount factor and the total discounted payoff U/(1 − ) in state 2.
A stationary strategy maps each single state into an action. Stationary strategies are strategies that are independent of the history of previous plays and the current time of the game, which led us to solve this game by using them. This game has an equilibrium in stationary strategies as it is a discounted game. The solution of this game could be given as a solution to the Shapley-Bellmann equation. Shapley-Bellmann equation defines the value of each state recursively in terms of every other state. The Shapley-Bellmann equation for the game Γ is as follows:
in which V is the value of the game. Note that, according to the minimax theorem, for every finite two-player zero-sum game, there is a game value V. If V is zero, then we say the game is fair. If V is positive, we say the game favors player I (i.e., Alice), and if V is negative, we say the game favors player II (i.e., Eve) [28] .
By incorporating the probabilities of the mixed strategies in solving this game, we will have (8) , in which and are the probabilities of Alice in using the actions E and J, respectively. The probabilities and are the probabilities that Eve will conduct the actions of E and J, respectively. Hence, + = 1 and + = 1. The payoffs V , V , V , and V are defined as follows:
Referring to II-8 in [28] shows that calculating the average payoff depends on the probability of conducting the actions by the two participating players in a 2x2 game. Calculating the average payoff can use the mixed strategy (i.e., and for Alice) and (i.e., and for Eve) for the first and the second players in conducting their actions, respectively. The average payoff to player 1 will be = ∑ =1 ∑ =1 , where is the game matrix. Note that and represents the row's and the column's index, respectively. In a nutshell, (8) calculates the average payoff (i.e., the game value V) in the case of mixed strategies by incorporating the probabilities of conducting the actions of interest into the equation.
For every two-player zero-sum game, there is a value for the game and a mixed strategy for player I (i.e., Alice) and player II (i.e., Eve). Alice's average gain is at least (8) . Assuming that ̸ = will lead to the following inequalities:
3.7. Choosing Pure Equilibrium Strategies. This game has four strategies, which are (E, E), (E, J), (J, E), and (J, J). Choosing which strategy can be a pure equilibrium strategy depending on whether the strategy of interest can be a saddle point or not. The strategy can be considered to be a saddle point when it provides the maximum payoff in its column and the minimum payoff in its row in the game's matrix. In this game, if an equilibrium cannot be reached in pure strategies, then it can be found in mixed strategies. We start by inspecting each single strategy whether it can satisfy the conditions of being a saddle point (pure equilibrium strategy) or not.
Strategy (E, E).
In order for strategy (E, E) to be a pure equilibrium, it must satisfy the following two conditions:
Strategy (E, E) satisfies both of those conditions as V > V , which makes it a pure equilibrium strategy. After this step we proceed to calculate its expected payoff, which can be calculated as follows:
As this strategy is (E, E), the and will be equal to 1. The expected payoff will be equal to
Strategy (E, J).
In order for strategy (E, J) to be a pure equilibrium, it must satisfy the following two conditions:
The second condition is satisfied in some circumstances, but the first condition will never be satisfied, due to the assumption that V > V . This means that strategy (E, J) is not a pure equilibrium strategy.
Strategy (J, E).
In order for strategy (J, E) to be a pure equilibrium, it must satisfy the following two conditions:
The second condition is satisfied in some circumstances, but the first condition will never be satisfied, due to the assumption that V > V . This means that strategy (J, E) is not a pure equilibrium strategy.
Strategy (J, J).
In order for strategy (J, J) to be a pure equilibrium, it must satisfy the following two conditions:
Strategy (J, J) satisfies both of those conditions as V > V , which makes it a pure equilibrium strategy. After this step we proceed to calculate its expected payoff, which can be calculated as follows:
As this strategy is (J, J), and will be equal to 1. The expected payoff will be equal to
Evaluating Equilibrium in Mixed Strategies
. By referring to (7), we can consider the game value to be as follows:
Then consequently, , , , and will be as follows:
Now all the needed terms are written compactly, which will aid in the next mathematical evaluations. Evaluating the mixed stationary equilibrium for , , the game value V will be as follows:
We follow the same setting as in a previous study in [9] : V = 1.3, V = 0.1, V = 0.5, V = 0.5, and U = 3. The mixed stationary equilibrium for , , and the game value V will be as follows:
V = − (15 − 6 − 12 + 3) (6 + 2 + 4 − 2 2 − 4 2 − 6) .
Needless to say, before evaluating and , the game value V must be evaluated first. Note that is a discount factor and it takes values from 0.1 to 0.9, and and are probabilities and they take values from 0.1 to 0.9.
The Game's Operation.
After substituting the value of V and evaluating the conditions for stationary equilibrium strategies in a closed form for equilibrium in pure and mixed strategies, the following conditions are investigated, in order to decide whether the equilibrium will be in pure or mixed strategies, and thereby obtaining the optimal probabilities for Alice and Eve (i.e., , , , and ), and the game values and these conditions are as follows.
Condition 1. If
, then the action (E, E) is a saddle point, which will make and equal to one, and the game value for this case will be equal to (12).
Condition 2. If
, then the action (J, J) is a saddle point, which will make and equal to one, and the game value for this case will be equal to (14) . 
Condition 3.
If both conditions 1 and 2 were not satisfied, then a mixed stationary equilibrium arises. Calculating equilibrium in mixed strategies can be done by following (15)- (19) , which will lead to (23)-(25).
The Extended Stochastic Game

Introduction.
In this game, Alice is aiding an IDS in detecting eavesdropping and jamming attacks. Alice is provided by an additional mode, where she keeps silent, in order to provoke Eve into performing a jamming attack. Strategic allocation of that silent mode is crucial for the successful and effective operation of this mode, where the benefits can be flourished and the secrecy of communication can thrive. A stochastic game has been modeled, in order to tackle this problem and, therefore, the actions of Alice and Eve can be analyzed and investigated even further. It is shown that adding a silent time slot into the transmission protocol can improve the secrecy. Indeed some problems might arise like the delay that such a mode introduces to the communication, but the analysis shows that the benefits and gains can exceed the drawbacks.
The Game Modeling.
As the previous game, we model this game as a two-state stochastic game as shown in Figures  3 and 4 . The first state is assumed to be the malicious state, where the communication is being eavesdropped upon or being jammed. It is always assumed that the game is beginning with that state. The second state is the safe secure one. In the stochastic game, remaining in the same state (i.e., state 1) or transferring to the other state (i.e., state 2) depends on a probability distribution. In Figures 3 and 4 , the game table for our extended stochastic game is presented. The payoffs for the silent mode are zero; however, Alice will use that mode as it allows her to detect Eve early and remove her from the game and, consequently, she can transmit efficiently without worrying about eavesdropping or jamming attacks. Figure 3 is the first malicious state, where the probability is being introduced, as it represents the probability of a missed detection of a jamming attack while Alice is silent. We assumed that is less than , which means that detecting 8 Wireless Communications and Mobile Computing jamming attacks launched by Eve while Alice is silent is more effective than detecting jamming attacks while Alice is transmitting [9] . Note that the IDS is responsible for detecting Eve whether she is eavesdropping or jamming; however, detecting jamming attacks while being silent is far more efficient and successful. Figure 4 is the second safe secure state that Alice wants to reach. Note that the instantaneous payoffs for the action pairs (S, E) and (S, J) are zero, due to the delay that the silent mode introduces to the communication.
The Probability Distribution.
Detecting Eve is being represented by a probability distribution. If Eve was successfully detected, the game will move to the second state. If Eve was missed, then the cycle will repeat itself until Eve gets detected. The behavior of the game regarding and is the same as the last game. However, some changes are being introduced to this game regarding . The probability of a successful detection of a jamming attack while Alice is in the silent mode is (1-), and the probability of a missed detection of a jamming attack while Alice is in the silent mode is . The probability was designed to be less than , which highlights the effectiveness of detecting Eve's jamming attacks while being silent.
In the case where Alice is silent and Eve is eavesdropping (i.e., the (S, E) action pair), the probability distribution is ( , 1-) , as, in that case, Eve can get provoked to launch a jamming attack especially when the probability of detecting eavesdropping attacks gets higher, and the payoff is zero, due to the delay that the communication will suffer while Alice is being silent.
The Epoch Progression.
The epoch progression in this extended stochastic game is the same as the one that was introduced in the basic stochastic game without any change in its definition or operation.
Successful and Missed Detection.
If Eve was not detected, the game will move to the next time slot and it will be played recursively with a discount factor , the same as in the basic game.
If Eve was detected, then Alice will move from the malicious state (i.e., state 1) to the safe secure state (i.e., state 2), the same as in the basic game, adding to that the higher probability in detecting Eve's jamming attacks, especially when Alice is silent as (1 -) > (1 -).
Shapley-Bellmann Equation.
We denote the game in state 1 as Γ and the game played in state 2 as Γ . In state 2, Eve was already detected and Alice can transmit with rate U, which is the most efficient way in communication as no eavesdropping or jamming attacks are being expected.
The extended stochastic proposed game can be presented by (26) . The notations have the same meaning and operation as the ones used in the basic stochastic game. The action pairs (S, E) and (S, J) are shown too in (26) , where there are no payoffs for both of these actions, but there is a probability distribution assigned to each one of them.
The action pair (S, E) is represented as Γ + U (1 − )/(1 − ). The first part Γ represents the probability distribution regarding the case of a missed detection of an eavesdropping attack that can happen with a probability of and consequently will lead to the repetition of the first state (i.e., Γ ), adding to that a discount factor to ensure that the game will eventually end. The second part U (1 − )/(1 − ) represents the probability distribution of transferring into the second state, which can happen with a probability of (1 − ), adding to that the total discounted payoff U/(1 − ) along with the discount factor . The action pair (S, J) is represented as Γ + U (1 − )/(1 − ). The first part Γ represents the probability distribution regarding the case of a missed detection of a jamming attack that can happen with a probability of and consequently will lead to the repetition of the first state (i.e., Γ ). The second part U (1 − )/(1 − ) represents the probability distribution of transferring into the second state, which can happen with a probability of (1− ), adding to that the total discounted payoff U/(1 − ).
Equation (27) shows the assignment to the optimal probabilities for each action that Alice and Eve can do during the operation of that system. It is shown that there are three actions for Alice in that game, which are being in the eavesdropping mode, jamming mode, or the silent mode. This makes the optimal probabilities be as follows:
+ + = 1. Similarly for Eve, as she is equipped with the action of eavesdropping or jamming, which makes her optimal probabilities for this game be as follows: + = 1. Furthermore, by referring to II-8 in [28] , it is shown that the average payoff to player 1 is = ∑ =1 ∑ =1 in the case of mixed strategies. Thus by incorporating the probabilities of conducting the actions of interest into the equation, we get (27) .
The Shapley-Bellmann equation, where equilibrium strategies can be studied and investigated, is shown in
in which V is the value of the game. This game is a twoplayer zero-sum game. By referring to (26), we follow the same assumptions as in the basic stochastic game such that ̸ = , which leads to the following inequalities:
4.7. Choosing Pure Equilibrium Strategies. This game has six strategies, which are (E, E), (E, J), (J, E), (J, J), (S, E), and (S, J). Now we start testing which of those strategies can be a saddle point, in which pure equilibrium can be reached. As the equations are quite lengthy, we used the same setting as in [9] , in which V = 1.3, V = 0.3, V = 0.8, V = 0.5, U = 5, and = 0.8. We assume that our proposed parameters and are equal to 0.8 and 0.5, respectively. Searching for the pure equilibrium strategies will be based on those parameters.
Strategy (E, E).
In order for strategy (E, E) to be a pure equilibrium, it must satisfy the following conditions:
Strategy (E, E) will not be a pure equilibrium strategy as the first condition will never be satisfied, unlike the other two conditions, which are always satisfied.
Strategy (E, J).
In order for strategy (E, J) to be a pure equilibrium, it must satisfy the following conditions:
Strategy (E, J) will not be a pure equilibrium strategy as the second condition will never be satisfied, unlike the first condition, which is always satisfied, and the third condition, which is sometimes satisfied based on the parameters.
Strategy (J, E).
In order for strategy (J, E) to be a pure equilibrium, it must satisfy the following conditions:
Strategy (J, E) will not be a pure equilibrium strategy as the first and second conditions will never be satisfied, unlike the third condition, which is always satisfied.
Strategy (J, J).
In order for strategy (J, J) to be a pure equilibrium, it must satisfy the following conditions:
Strategy (J, J) is a pure equilibrium strategy as all the conditions are satisfied. Specifically, the first two conditions are always satisfied, and the third condition depends on the parameters. The expected payoff can be calculated as follows: Needless to say, as the considered strategy is (J, J), this means that = 0, = 1, and = 0. The same applies for as = 0 and = 1. According to that, the game value will be as follows:
Strategy (S, E).
In order for strategy (S, E) to be a pure equilibrium, it must satisfy the following conditions:
Strategy (S, E) will not be a pure equilibrium strategy as the second and third conditions will never be satisfied, unlike the first condition, which is always satisfied.
Strategy (S, J).
In order for strategy (S, J) to be a pure equilibrium, it must satisfy the following conditions:
Strategy (S, J) will not be a pure equilibrium strategy as the first condition will never be satisfied, unlike the other two conditions, which can be satisfied based on the parameters.
Evaluating Equilibrium in Mixed Strategies
. By referring to (28), we can consider the game value to be as follows:
Consequently, , , , , , and will be as follows:
The extended game has three equilibria in mixed strategies, which are , , and .
Equilibrium in mixed strategies for can be evaluated by using (20) , (21) , and (22) with (33), (34), (35), and (36).
The mixed stationary equilibrium for can be obtained by evaluating , , and V as follows:
For the sake of brevity, we omitted evaluating those equations as the obtained equations were so lengthy. The mixed stationary equilibrium for can be obtained by evaluating , , and V as follows:
For the sake of brevity, we omitted evaluating those equations too as the obtained equations were so lengthy.
The Game's Operation.
In the extended game, there will be six conditions that game might be residing in. The conditions are as follows.
Condition 1. If
, then a pure equilibrium in (J, J) arises. The probabilities , , and will be equal to zero, and the probabilities and will be equal to 1. The game value will be as in equation (31).
Condition 2.
If V+(1− ) U/(1− ) > V + V+ (1 − ) U/(1 − ) and V > V , then the game value will be equal to V , and the optimal probabilities will be as in (39) and (40).
Condition 3.
If V+(1− ) U/(1− ) > V + V+ (1 − ) U/(1 − ) and V > V , then the game value will be equal to V , and the optimal probabilities will be as in (42) and (43).
Condition 4.
If V+(1− ) U/(1− ) < V + V+ (1 − ) U/(1 − ) and V < V , then the game value will be equal to V , and the optimal probabilities will be as in (39) and (40).
Condition 5.
If V+(1− ) U/(1− ) < V + V+ (1 − ) U/(1 − ) and V > V , then the game value will be equal to V , and the optimal probabilities will be as in (20) and (21) while considering the assumptions and parameters for the extended game. for the basic game.
Game value
V V 0 1 0 0 1 V 1- 0 1- V 0 1 - 1- V 0 1- 1-  = 1  =
Condition 6.
If
, then the game value will be equal to V and the optimal probabilities will be as in (20) and (21) . While considering these conditions, Alice will have three probabilities for the actions that she might consider and the same goes for Eve regarding her two actions. In Table 1 , the probabilities are clarified in accordance with each game value that was chosen based on the aforementioned conditions.
Results and Analysis
In this section, the optimal probabilities for Alice and Eve and the game value obtained from our proposed games will be presented and investigated. Moreover, we compare our results with the existing work in the literature, in order to validate and verify the effectiveness of our proposed games in providing a better secrecy and reliability to the wireless communication between Alice and Eve.
Results from the Basic Game.
Considering the same setting as the previous study [9] , V = 1.3, V = 0.1, V = 0.5, V = 0.5, and U = 3. We fixed as 0.5 and we show the optimal probabilities of our basic game for the source Alice to be in the eavesdropping mode and the adversary to be eavesdropping, for = 1, 0.7, 0.8, and 0.9, in Figures 5 and 6 , respectively. It is worth noting that as = 1 our basic scheme will be the same as the conventional game [9] .
From Figures 5 and 6 , we can see that, as the discount factor increases, the optimal probabilities in our basic game and the available game in [9] will increase. This is due to the reason that represents the urgency of the Moreover, the results in Figures 5 and 6 indicate that, as the probability of a missed detection of an eavesdropping attack (i.e., ) decreases, the game value of being in the eavesdropping mode increases and Alice and Eve thus start shifting into the jamming mode. This occurs due to the improvement in detecting eavesdropping attacks, which will lead Eve into jamming the signal and consequently; Alice will follow that by being in the jamming mode.
We then illustrate how the overall game values vary with the discount factor in Figure 7 , from which we can find that the game values increase as increases. This is due to the same reason as that for Figures 5 and 6 . We can also see from Figure 7 that the game value increases as decreases. This is because as the probability of detecting eavesdropping attacks increases, the probability of a secure transmission of the information increases and thus the security performance of the system is being improved. Moreover, Figure 7 shows that a noticeable improvement can occur to the game value, especially when takes values higher than 0.6. Actually, an improvement of 188% is noticed in the game value after adding the capability of detecting eavesdropping attacks (even though the capability is low) based on the results in Figure 7 .
Results from the Extended Game.
In this proposed extended game, we follow the same setting as the previous study [9] : V = 1.3, V = 0.3, V = 0.8, V = 0.5, and U = 5. We fixed as 0.8 and we show the optimal probabilities of our extended game when the source Alice is in the eavesdropping, jamming, and silent modes, and when the adversary Eve is eavesdropping and jamming, for = 1, 0.8, and 0.7, in Figures 8, 9 , 10, 11, and 12, respectively. It is worth noting that, as = 1, our basic scheme will be the same as the conventional game [9] . Figures 8 and 11 show that, as the discount factor increases, the optimal probability toward being in the eavesdropping mode for Alice or conducting an eavesdropping attack for Eve will increase for both of them. The figures highlight that, as decrease, the incentives toward being in the eavesdropping mode for Alice or launching an eavesdropping attack for Eve will decrease, as both of them will move toward jamming. Eve will conduct jamming attacks, which will make Alice alter her strategy into being in the jamming or the silent mode.
Figures 9 and 10 integrate with Figure 8 . An observation from those two figures must be captured and it is as follows: as decreases, both of those figures act in an opposite way. In Figure 9 , as decreases, the probability of being in the jamming mode decreases too, but, in Figure 10 , as decreases, the optimal probability of being in the silent mode increases. This means that, as the detection of eavesdropping attacks improves, Eve will start jamming attacks, which in this extended game will result in Alice utilizing her silent mode to increase the probability of detecting Eve while jamming, thus, removing Eve from the game and improving the security of the communication.
Figures 11 and 12 integrate with each other because they represent the actions that Eve can take. As increases, Eve becomes more cautious and avoids getting detected so she just launch eavesdropping attacks. The opposite is captured by Figure 12 , where Eve conducts jamming attacks with low values of . Decreasing the value of did not have a remarkable effect on Eve's actions; however, as shown before, it affected Alice's actions in a noticeable way and, consequently, it will affect the game value resulting from this game as shown in Figure 13 . In Figure 13 , the game value is shown, and as increases, the game value increases too, for the same reasons mentioned before. Interestingly, when decreases and becomes 0.8 or 0.7, a huge improvement can be noticed in the game value by 294%. Improvements at high values of occurs due to embracing the eavesdropping mode by Alice and Eve, as both of them become cautious about choosing the strategy that will generate the highest payoff.
Conclusion
This paper studies the secrecy and reliability of a system with one source-destination pair and a sophisticated adversary who conducts eavesdropping and jamming attacks. To analyze and study the behavior and the interactions between the user and the adversary, stochastic game theory is adopted and different games are proposed for different network scenarios. Based on results of the theoretical models, extensive numerical results are then conducted to validate the efficiency of the proposed games. Results show that adding the capability of detecting eavesdropping attacks can push the adversary into jamming the channel much more, which, on one side, might compromise the reliability of the channel and, on the other side, can aid in detecting the adversary more earlier with an improvement of 188% in the game value. Moreover, when the silent mode is incorporated into the communication protocol of the user, massive payoffs are gained with a huge improvement of 294% in game value. Our work in this paper is of great importance since it can provide theoretical models for the security and reliability study of networks against eavesdropping and jamming attacks, which offers a guideline for the design of future networks.
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