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一章的末尾,我们还简单介绍了 Bai和 Li (SIAM J. Matrix Anal. Appl., to appear)提出
的求解线性响应特征值问题的局部最优的块预条件的 4-维共轭梯度法 (LOBP4DCG).
我们主要工作集中在第三章和第四章. 在第三章中, 我们分析了线性响应特征
值问题的两类 Lanczos 类型方法的收敛性. 第一种是求解对称特征值问题的经典
Lanczos方法的自然推广,而第二种是则由 Tisper (JETP Letters, 70 (1999), pp.751-755)
提出的. 通过收敛性分析,我们得到了这两种方法的特征值和特征向量的收敛性定理.






















































where K,M ∈ Rn×n are symmetric and one of them is positive definite. Such a problem
arises from a linear response perturbation analysis in the time-dependent density function-
al theory, thus is known as the linear response (LR) eigenvalue problem, also known as
the Random Phase Approximation (RPA) eigenvalue problem. In this thesis, we study some
numerical algorithms and their convergence analysis for the linear response eigenvalue prob-
lems. This thesis consists of five chapters.
In Chapter 1, we first give a brief review of the background and projection type solvers
of eigenvalue problems. Then, we briefly recall the background and development of the
linear response eigenvalue problems.
In Chapter 2, we discuss some basic theoretical results for the linear response eigenval-
ue problems. Some of them are basic, and some of them are new. They are collected here for
our later developments. We also brief introduce the locally optimal block preconditioned 4-
D conjugate gradient algorithm (LOBP4DCG) of Bai and Li (SIAM J. Matrix Anal. Appl.,
to appear) for the linear response eigenvalue problem in the end of this chapter.
Our major work is in Chapter 3 and Chapter 4. In Chapter 3, two different Lanczos-
type methods for the linear response eigenvalue problem are analyzed. The first one is a
natural extension of the classical Lanczos method for the symmetric eigenvalue problem
while the second one was recently proposed by Tsiper (JETP Letters, 70 (1999), pp.751-
755) specially for the linear response eigenvalue problem. Our analysis leads to bounds
on errors for the approximations by the two methods. These bounds suggest that the first
method can converge significantly faster than Tsiper’s method. Numerical examples are
presented to support this claim.
In Chapter 4, we present a Chebyshev-Davidson method to compute a few smallest
positive eigenvalues and corresponding eigenvectors of linear response eigenvalue problem-
s. For the Chebyshev filter, a tight upper bound is obtained by a computable upper bound
estimator which is constructed under a reasonable hypothesis condition. When the con-
dition fails, we give an adaptive strategy for updating the upper bound to guarantee the














of convergence for the Rize value computed in our algorithm. Finally, we present numer-
ical examples to illustrate numerical performances of the proposed Chebyshev-Davidson
method. We summarize our main results and future studies in the last Chapter.
Key Words: linear response eigenvalue problem; Lanczos method; Chebyshev-Davidson
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ej 表示 n阶单位矩阵的第 j 例.





∥ · ∥2 对于向量,表示 ℓ2范数;对于矩阵,表示谱范数.
κ(X) 表示谱条件数,也就是 ∥X∥2∥X−1∥2.
eig(X) 表示矩阵 X 的所有特征值构成的集合.
Kk(A, b) 表示由矩阵 A 和初始向量 b 生成的 k 维 Krylov 子空间
span{b, Ab, . . . , Ak−1b}.
i : j 表示由 i到 j 之间的整数构成的集合.




cos (m arccos(t)) , −1 ≤ t ≤ 1,
cosh (m arccosh(t)) , |t| ≥ 1.
A(k:ℓ,:), A(:,i:j)和 A(k:ℓ,i:j) 分别表示截取矩阵 A的第 k 行到第 ℓ行, 第 i列到第 j 列,
和截取矩阵第 k行到第 ℓ行同时截取第 i列到第 j 列.
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