In this paper we analyze the location of the zeros of polynomials orthogonal with respect to the inner product
Introduction and statement of results
Given a nontrivial probability measure μ supported in an infinite subset of the real line and a real number c, sequences of polynomials orthogonal with respect to the Sobolev inner product,
have been introduced in [11] . There, the authors obtain a higher order recurrence relation that such polynomials satisfy as well as second order linear differential equations of holonomic type assuming that the measure μ is semi-classical. The zero distribution of such polynomials when the support of μ is located in the positive real semi-axis and c = 0 is analyzed in [12] . There the author proves that the zeros of the polynomials of degree n are real, simple, and at most one of them is outside (0, +∞). The location of these zeros is given in terms of the location of the zeros of the polynomials orthogonal with respect to the measures dμ and x 2 dμ. Next, we will focus our attention on a canonical case of the above inner product related to the Laguerre weight. Indeed, let us consider the sequence of polynomials orthogonal with respect to the Sobolev-type inner product
where α > −1, N ≥ 0, and j ∈ N as well as the Laguerre polynomials {L
, normalized as in Szegő's book [13] , i.e., L (α) n (0) = n+α n . The case j = 1 has attracted the interest of many researchers from many points of view. First, the analysis of the asymptotic properties of such orthogonal polynomials is done (see [1] and the survey paper [10] ). Second, the study of analytic properties of their zeros such as interlacing with the zeros of Laguerre polynomials and monotonicity of each zero in terms of N, among others, are completely discussed in [4] . Furthermore, the limit behavior of such zeros is also deduced in [10] . Third, the study of spectral properties of these orthogonal polynomials in the sense that they are eigenfunctions of an infinite order linear differential operator which reduces to order 2α + 8 if α is a nonnegative integer number and N > 0 is presented in [9] . Finally, a second order linear differential equation of holonomic type that such polynomials satisfy is deduced in [7] . As an immediate consequence, an electrostatic interpretation of these zeros is given.
In recent years, some attention was paid to the asymptotic properties of these orthogonal polynomials when j > 1. In particular, in [6] the authors obtain a Mehler-Heine formula for such polynomials as well as their outer relative asymptotics in terms of the standard Laguerre orthogonal polynomials. On the other hand, in [2] it is proved that these polynomials are eigenfunctions of an infinite order linear differential operator which reduces to order 2α + 4 + 4j if α is a nonnegative integer number and N > 0. But, the analysis of their zeros in terms of N remains an open problem. This is the aim of our contribution.
The structure of the manuscript is as follows. In Section 2, a connection formula for the sequences of standard Laguerre orthogonal polynomials and the LaguerreSobolev type orthogonal polynomials is given. Notice that this connection formula is quite different from the connection formula given in Theorem 3.1 of [12] . It will be very useful in the study of some analytic properties of the zeros of LaguerreSobolev-type orthogonal polynomials. Indeed, in Section 3 we deduce interlacing properties between the zeros of such sequences as well as locating the least zero of L (α,N ) n (x) with respect to the interval (0, +∞) in terms of the mass N . Furthermore, we prove that each zero is a decreasing function of N and we analyze its limit when N tends to infinity as well as the speed of convergence. These results are new in the literature as far as we know. Some numerical examples allow us to check our results.
Connection formula
In the following, we adopt the convention 
be the sequence of polynomials defined by (2.3) and (2.4). We shall prove the orthogonality of these polynomials with respect to the inner product (1.2). Denote by π n the set of polynomials of degree at most n. Let
, where q l (x) is a polynomial of degree exactly l. Thus, the polynomials 1, x, . . . ,
because of the orthogonality property of the classical Laguerre polynomials. Now, we define the integral I k,i by (see [8, (3. 3)])
. . .
and, finally, Using the formula of I k,i , the identity (5.1.7) in Szegő's book [13] , and the expression of A n,k , 0 ≤ k ≤ j + 1, given in Theorem 1, our statement follows.
Notice that a different expression for the connection formula appears in Theorem 3.1 in [12] . Using the structure relation for Laguerre polynomials and after cumbersome computations, (2.3) can be deduced. Our proof is more simple as well as here the connection coefficients are explicitly given.
Lemma 1. For n > j and each α > −1, the inequalities
Proof. The positivity of the numbers (−1)
holds for n > j, α > −1, and ν = 1, 3, 5, . . . , j or j − 1 depending on the parity of j.
The zeros
where A n,0 = (A n,0 −1)/N and A n,k = A n,k /N , k = 1, . . . , j+1. Now, we introduce the polynomial
Then, (3.5) reads
Let us denote by
n (x), and F n,α,l (x), respectively, arranged in a decreasing order. It was proved in [6] , Theorem 3, that at most one of the zeros of L (α,N ) n (x) is located outside (0, ∞). Notice that this is a particular case of Theorem 4.1 in [12] .
In the present work, we will give explicitly the value N 0 of the mass such that for N > N 0 this situation occurs; i.e., the least zero is negative. Moreover, in [6] , it was shown that x N n,n (α) < x n,n (α) < · · · < x N n,1 (α) < x n,1 (α) (see also Theorem 4.3 in [12] ). In such a sense, here we complete this result proving that the zeros x N n,k (α) and x n,k (α) interlace with the zeros ζ n,k (α). 
Theorem 2. For every n > j and each α > −1, the inequalities
n (x), and
respectively. Since (see [6, Thm. 4] 
. . , n. Thus, the interlacing property (3.8) follows. In order to investigate the location of x N n,n (α) with respect to the origin, it suffices to observe that L In order to show the behavior of the least zero x N n,n (α) of the Laguerre-Sobolevtype orthogonal polynomials, we will do some numerical computations using the Mathematica software. We present, for n, j, and α fixed, a table that shows the behavior of x N n,n (α) with respect to N . In particular, for N > N 0 , the least zero is negative.
For the case j = 1, N 0 reduces to
Then, for n = 2, 3 and α = −1/2, 1, 5 we get For the case j = 2, N 0 reduces to
.
Thus, for n = 3, and α = −1/2, α = 1, α = 5 we obtain
For the case j = 3, N 0 reduces to
. In the next result, we obtain the monotonicity of the zeros x N n,k (α) with respect to N as well as their convergence when N tends to infinity to the zeros ζ n,k (α) with a speed of convergence of order 1/N . For the proof of these statements, we need the following lemma concerning the behavior of the zeros of linear combinations of two polynomials with interlacing zeros.
polynomials with real and interlacing zeros,
where a and b are real positive constants. Then, for any real constant c > 0, the polynomial f (x) = h n (x) − cg n (x) has n real zeros η n < η n−1 < · · · < η 1 which interlace with both the zeros of h n (x) and g n (x) in the following form: ζ n < η n < x n < · · · < ζ 1 < η 1 < x 1 . η k is a decreasing function of c and, for each k = 1, . . . , n, (3.9) lim
Moreover, each
Recent results concerning zeros of linear combinations of orthogonal polynomials have been used in [4] and [5] in order to analyze monotonicity and the asymptotics for the zeros of some class of orthogonal polynomials. We omit here the proof of the above lemma (see [ 
Proof. This is an immediate consequence of (3.7), the inequalities (3.8), and Lemma 2.
