Abstract. We derive an inequality for a local solution of a free boundary problem for a viscous compressible heat-conducting capillary fluid. This inequality is crucial to proving the global existence of solutions belonging to certain anisotropic Sobolev-Slobodetskiȋ spaces and close to an equilibrium state.
Introduction.
In the paper we obtain some crucial inequality for a local solution of the equations of motion of a viscous compressible heatconducting capillary fluid bounded by a free surface. The motion of such a fluid in a bounded domain Ω t ⊂ R 3 (which depends on time t ∈ R + ) is described by the following system with the boundary and initial conditions (see [6] , [7] ):
(1.1) ∂θ/∂n = θ on S T ,
where Ω T ≡ t∈(0,T ) Ω t × {t}, Ω 0 = Ω is the initial domain, ϕ(x, t) = 0 describes S t (at least locally), S T ≡ t∈(0,T ) S t × {t}, n is the unit outward vector normal to the boundary, i.e. n = ∇ϕ/|∇ϕ|. Moreover, v = v(x, t) is the velocity of the fluid, = (x, t) the density, θ = θ(x, t) the temperature, r = r(x, t) the heat sources per unit mass, θ = θ(x, t) the heat flow per unit surface, p = p( , θ) the pressure, c v = c v ( , θ) the specific heat at constant volume, µ and ν the viscosity coefficients, κ the coefficient of heatconductivity, σ the constant coefficient of surface tension, and p 0 the external (constant) pressure.
From the thermodynamic considerations we have
Further, T = T(v, p) denotes the stress tensor of the form
where S(v) = {v ix j + v jx i } i,j=1,2,3 is the velocity deformation tensor. Finally, we denote by H the double mean curvature of S t which is negative for convex domains and can be expressed in the form Hn = ∆ S t (t)x, x = (x 1 , x 2 , x 3 ), where ∆ S t (t) is the Laplace-Beltrami operator on S t . Let S t be determined by x = x(s 1 , and {g γδ } is the inverse matrix to {g γδ }. Assume that the domain Ω is given. Then by (1.1) 5 , Ω t = {x ∈ R 3 : x = x(ξ, t), ξ ∈ Ω}, where x = x(ξ, t) is the solution of the Cauchy problem (1.2) dx dt = v(x, t), x| t=0 = ξ ∈ Ω, ξ = (ξ 1 , ξ 2 , ξ 3 ).
Integrating (1.2) we obtain
where u(ξ, t) = v(X u (ξ, t)) and x = X u (ξ, t) describes the relation between the Eulerian x and Lagrangian ξ coordinates. Moreover, by (1.1) 5 , S t = {x : x = x(ξ, t), ξ ∈ S = ∂Ω}.
By the continuity equation (1.1) 2 and the kinematic condition (1.1) 5 the total mass is conserved, i.e. , θ e = p 0 + 2σ
We assume that there exist R e > 0 and θ e > 0 satisfying (1.3). Then we have the following definition. , Ω e is a ball of radius R e , and R e > 0 and θ e > 0 satisfy equation (1.3) .
Next, we introduce
We can write p σ in the form Then by using (1.4) problem (1.1) can be rewritten in Lagrangian coordinates as follows:
(1.6)
(ξ
T u (u, p σ )n u − σ(H + 2/R e )n u = 0 on S T ≡ S × (0, T ),
η σ | t=0 = σ0 , ϑ σ | t=0 = θ σ0 , u| t=0 = v 0 in Ω, where η(ξ, t) = (X u (ξ, t), t), ϑ(ξ, t) = θ(X u (ξ, t), t), η σ = η − e , ϑ σ = ϑ − θ e , k(ξ, t) = r(X u (ξ, t), t), ϑ(ξ, t) = θ(X u (ξ, t), t), n u (ξ, t) = n(X u (ξ, t), t), 2, 3 and ∂ x i ξ k are the elements of the matrix ξ x which is inverse to the matrix
The aim of our considerations is to prove the global existence of solutions to problem (1.1) which are sufficiently close to the equilibrium solution (see Definition 1.1) for all t > 0. The result is stated as follows:
Theorem (see [12] ). Let (1.7)
Assume that the initial domain Ω is close to a ball and S is described by
is the unit sphere). Let
Let α ∈ (3/4, 1) and assume that the data satisfy some other conditions which are implied by conservation laws and which are described in [12] . Then for sufficiently small δ i (i = 1, . . . , 4) the local solution to problem (1.1) (see [13] ) can be prolonged infinitely in time.
The main role in the process of prolonging the local solution in time is played by inequality (3.1) of Section 3. The paper is devoted to showing it.
To prove the theorem we also need a global energy estimate and an estimate showing the increase of regularity of the solution after some time. Both have been derived in [14] . However, the latter estimate has been obtained in the case of r = θ = 0. For nonvanishing r and θ such an estimate is shown in Section 4 of this paper (see Theorem 4.1).
The global existence result is proved in spaces such that (u,
(Ω kT × (kT, (k + 1)T )), where k ∈ N ∪ {0}; u, η σ , ϑ σ denote v, σ , θ σ written in Lagrangian coordinates ξ ∈ Ω kT ; and T is the time of local existence.
We use the spaces with fractional derivatives to prove existence of solutions with the lowest possible regularity. In the compressible case (see [9] , [10] , [5] ) it was possible to prove the existence in classes of functions such that α ∈ (1/2, 1). However, in the general heat-conducting case we need to assume that α ∈ (3/4, 1). This restriction is connected with the strong nonlinearity of equation (1.1) 3 .
We derive (3.1) for the local solution (u,
(Ω)), α ∈ (3/4, 1) (see definitions in Section 2) in which the norms of u, ϑ σ , η σ are estimated by the sum of the L 2 -norms of these functions, the nonlinear terms consisting of the products of the highest order norms of u, ϑ σ , η σ and the norms of data. The most important feature of the inequality is that on the r.h.s. of (3.1) the L 2 -norms of u, ϑ σ , η σ enter only linearly. This is crucial for the proof of global existence (see [12] ). The main result of the paper is formulated in Theorem 3.1.
Notation and auxiliary results.
In Section 3 we use a partition of unity (
Let Ω be one of the Ω i 's and ζ(ξ) = ζ i (ξ) be the corresponding function. If Ω is an interior subdomain then let ω ⊂ Ω and ζ(ξ) = 1 for ξ ∈ ω. Otherwise we assume that
Introduce local coordinates connected with {ξ} by
where α kl is a constant orthogonal matrix such that S is determined by
Next, we introduce functions u , ϑ and η by
where ξ = ξ(y) is the inverse transformation to (2.1). Further we introduce new variables by
which will be denoted by z = Φ(y), where F is an extension of F onto Ω. Let
, where χ(ξ) = Φ(ψ(ξ)) and y = ψ(ξ) is defined by (2.1). Introduce also the notation (2.5)
Under the above notation problem (1.6) has the following form in an interior subdomain:
and in a boundary subdomain:
where T and B indicate that the operator ∇ u is replaced by ∇; n = (0, 0, 1), n is the vector n u = n(x(ξ, t), t) written in z coordinates and
From (2.8) we have
where by (2.1) and (2.
We assume that the d from (2.2) and (2.4) is so small that (2.9)
Now, we introduce the notation and the spaces used in the paper. Let f = f (x 1 , x 2 , x 3 ) be a scalar-valued function defined on a domain Ω ⊂ R
3
. The gradient of f is denoted by ∇f or f x . We also use the notation ∂ x f . By f xx we denote the matrix {f x i x j } i,j=1,2,3 and we set |f xx | = (
. By f x we denote the matrix {f ix j } i,j=1, 2, 3 . Moreover, we use the notation:
be a bounded domain with boundary S and let T > 0.
, we denote the SobolevSlobodetskiȋ space with the norm
Moreover, we shall use the notation:
is the unit sphere);
Next, we define the isotropic Besov spaces by introducing the norm (see [3, Sect. 18 
, e i is the ith unit vector, i = 1, . . . , n, and
It is proved in [4] that for all m, k satisfying m > l − k the norms defined by (2.10) are equivalent. Now, we define the Sobolev-Slobodetskiȋ spaces by introducing the norm 
) (with h 0 = ∞) are equivalent. Now, we recall the following imbedding for the Besov spaces (2.10) (see [3, Sect. 18] ):
Moreover, for
we have the interpolation inequality
with r ≥ 1.
In the above notation
All the above remarks apply to spaces of functions defined on a bounded domain Ω ⊂ R n , and by using a partition of unity we can also define spaces of traces on the boundary of Ω and formulate the corresponding trace theorems.
3. Inequality for the global existence. In order to derive global estimates we assume the following condition: Ω t is diffeomorphic to a ball and S t can be described by
The main result of the paper is the following theorem. 
Inequality (3.1) is derived in several steps. First, we consider problem (2.6) to obtain an inequality similar to (3.1) in an interior subdomain Ω. In order to get this inequality one has to estimate separately the norms
The resulting inequality (see (3.37)) contains terms similar to (3.1) except for the seminorm
Next, we consider problem (2.7) in order to derive an inequality in a boundary subdomain Ω. Now, to estimate the norms
, Ω dt and the seminorms
dz the boundary conditions (2.7) 4 -(2.7) 5 have to be taken into account. First we get estimates of the derivatives of u and ϑ σ in the directions tangent to S and then using these estimates we are able to estimate the derivatives of u and ϑ σ in the normal direction to S. Finally, by using equation (1.6) 2 we obtain an estimate of
It should be underlined that the form of inequality (3.1) is precisely connected with the method of proof of the global existence theorem for problem (1.1), presented in [12] . Therefore, in the long process of obtaining the successive estimates it is essential to control their right-hand sides in order to obtain forms similar to (3.1).
Since the proof of Theorem 3.1 is very long, its consecutive steps will be presented in separate lemmas.
First, we will obtain estimates which hold in interior subdomains Ω i (see Section 2).
Let us consider an interior subdomain Ω and let ζ ∈ C ∞ 0 ( Ω) be the corresponding function from the partition of unity. We can assume that
We start with the following lemma.
Lemma 3.2. Let the assumptions of Theorem 3.1 be satisfied. Then for the functions u, η σ , ϑ σ defined by (2.5) the following estimate holds:
where t ≤ T , and
Proof. Similarly to [5] we apply ∆ 2 (z) to (2.6) 1 -(2.6) 3 and multiply the resulting equations by ∆ and using (1.5), (1.6) 2 and the Korn inequality we obtain
where c 1 > 0 is a constant and
, and ψ i (i = 1, 2) and all functions ψ i occurring below are positive continuous nondecreasing functions of their arguments.
Next, we obtain (3.7)
where 1/p 1 + 1/p 2 + 1/p 3 = 1 and we have used the imbeddings B 1+α 2
Now, we estimate the terms on the right-hand side of (3.8). We have
where δ > 0 is sufficiently small and
u ξ dt and we have used the fact that ξ x = I + bψ 3 (b), I is the unit matrix and ψ 3 (0) = 0, ψ 3 is a positive continuous increasing function.
Using the imbeddings B
(Ω) which hold simultaneously for α > 1/2 and some δ, p, p such that 1/p + 1/p = 1, 3/2−3/(2p) ≤ α and 3/2−3/(2p )+α+δ/2 ≤ 1+α (see imbedding (2.11)) we get
In the same way we obtain
Next, we estimate
where
δ > 0 is sufficiently small and 1/p + 1/p = 1. Hence, we get
is estimated in the same way, and
From estimates (3.5)-(3.18) we obtain (3.2).
Our aim is to estimate the sum u
, Ω but we see that on the left-hand side of inequality (3.2) only the seminorms
|z| 3+2(1+α) and
occur. Therefore we have to complete (3.2) by deriving an estimate for η σ
Thus, we obtain
Lemma 3.3. Let the assumptions of Theorem 3.1 be satisfied. Then θ e p ϑ ( e ,θ e ) ϑ σ , respectively. Then integrating the resulting equations over Ω, using the boundary condition u| ∂ Ω = 0, the equation of continuity, the Korn inequality and relation (1.5), and next adding these inequalities we get
where c 3 > 0 is a constant. Now, using the equivalence of norms for fractional spaces (see [4] ) and estimates (3.2) and (3.20) we obtain
where X 1 and X 2 are given by (3.3) and (3.4) respectively, and c 4 > 0 is a constant.
To examine the third term on the r.h.s. of (3.21) we apply the interpolation inequality
From (2.6) 1 we have 
Inequalities (3.21)-(3.23) imply (3.19).
Let us notice that all the terms on the right-hand side of (3.19) different from u t α, Ω contain only spatial derivatives of u, η σ , ϑ σ , u, η σ and ϑ σ . In what follows we will integrate (3.19) with respect to time over (0, t). Therefore, we have to consider
dt . To do this we use the following interpolation inequality (see [8] ):
where c(ε) does not depend on t.
We see that in order to obtain an inequality of the form (3.1) for an interior subdomain Ω we should estimate the second term on the right-hand side of (3.24). To do this we consider the time differences
The estimate for 
where t ≤ T , c 5 > 0 is a constant, and c(ε, t) is a positive continuous function increasing with respect to t.
Proof. Applying ∆ t (h) to (2.6) 1 we obtain
In the same way as in [5] from (3.26) we get (3.27)
where 
Let us estimate the terms on the r.h.s. of (3.29). We obtain
, Ω t ). From (1.6) 1 and (1.6) 3 we get respectively 
where ε ∈ (0, 1) is sufficiently small. Next, we have
is estimated in the following way:
Next, we get
, Ω t ). Estimating I 5 6 in the same way we obtain
, Ω t ). Finally, we have
Summarizing the above considerations we get
where c(ε, t) is a positive continuous function increasing with respect to t.
In the same way we estimate I 7 and we get
, where d is given in (2.4) .
Thus, taking into account (3.27), (3.28), (3.33) and (3.34) we get (3.25) . This completes the proof.
Remark 3.5. In [5] , where the motion of a compressible barotropic viscous fluid in a fixed domain was considered, an estimate analogous to (3.25) was obtained. However, in contrast to the estimate obtained in [5] inequality (3.25) is derived with a function c(ε, t) on the right-hand side increasing with respect to t. This is essential to the proof of the global existence of solutions to problem (1.1) (see [12] ) and insignificant for the proof of the global existence for the problem considered in [5] .
We also have to estimate
To do this we apply ∆ t (h) to (2.6) 3 and then multiply the equation by ∆ t ϑ σt . The result of the calculations similar to those of Lemma 3.4 is the lemma below.
Lemma 3.6. Let the assumptions of Theorem 3.1 be satisfied. Then
where c 6 > 0 is a constant and c(ε, t) is a positive continuous function increasing with respect to t.
Now let us introduce the quantity
and c 1 , c 2 depend on the bound from the estimate for the local solution.
Integrating (3.19) with respect to time and using (3.24) (for u and ϑ σ ), (3.25) and (3.35) we finally obtain Lemma 3.7. Let the assumptions of Theorem 3.1 be satisfied. Then, for t ≤ T ,
, where
T is the time of local existence, c(ε, t) is a positive continuous function increasing with respect to t, and c 7 > 0 is a constant. Now, we shall derive an estimate analogous to (3.37) which holds in a boundary subdomain Ω(ξ 0 ). First, we get an estimate similar to (3.2) for differences of u, ϑ σ and η σ and their derivatives in directions tangent to S(ξ 0 ). Then we complete the resulting inequality by estimates which hold for differences in the normal direction to S(ξ 0 ). By ∆ s (τ )f (z) we denote the sth finite difference of f in the tangent direction such that
is the sth finite difference of f in the normal direction.
Lemma 3.8. Let the assumptions of Theorem 3.1 be satisfied. Then for functions u, η σ , ϑ σ defined by (2.5) the following estimate holds:
Φ 1 and Y are given by (3.63) and (3.64) respectively, and c 8 > 0 is a constant.
Proof. We apply ∆ and using (1.5), the Korn inequality and the equation of continuity in Ω, i.e. η t + η ∇ · u = 0, we get
where X 1 and X 2 are given by (3.3) and (3.4) respectively.
Using the boundary condition (2.7) 4 , definition (2.4) and imbedding (2.11) we obtain (3.43) 1 and ε are sufficiently small positive constants, and d is given in (2.4) . Now, we estimate the second term on the right-hand side of (3.43):
where n 0 (z ) = n(z 1 0) and
Next, we obtain (3.47)
where c > 0 is a constant such that (see [3] , [4] ) (3.48)
By (3.43), (3.45), (3.47) we get
where estimates for I 8 and J 2 2 are given by (3.44) and (3.46), respectively. Next, using the boundary condition (2.7) 5 we have (3.50)
Taking into account (3.42), (3.44), (3.46), (3.49), (3.50) and the considerations for interior subdomains we get (3.55) and X 1 and X 2 are given by (3.3) and (3.4), respectively. Now, repeating the argument from Lemma 4.4 of [15] we obtain the estimate
Next, Now, we consider the problem
From Agmon-Douglis-Nirenberg theory (see [2] ) we get (3.59)
Next, applying ∆ 3 (n) to (3.58) 1 we obtain the estimate (3.60)
where the first term on the right-hand side of (3.60) is estimated using the following interpolation inequality:
Repeating the considerations from [5] (see the proof of Lemma 3.2) and taking into account (3.51), (3.56), (3.57), (3.59)-(3.61) we get
5/2+α,S 1 )}, and φ 3 , Φ 2 , X 2 , X are given by (3.52), (3.53), (3.4), (3.54), respectively. Now, using (2.9) and assuming that the δ from the local existence theorem (see Theorem 3.4 of [13] ) such that T 1/2 u 2+α,Ω T ≤ δ is sufficiently small we get
Moreover,
Therefore integrating (3.62) with respect to time and using (3.65), (3.66 
and
Notice that the sum of the first two terms on the right-hand side of (3.68) has the same form as the right-hand side of (3.25). Thus, it remains to estimate K i (i = 1, . . . , 5).
First, we have , Ω t ).
In the same way we estimate |K The lemma below can be proved in the same way as Lemma 3.9. Remark 3.11. As in the proofs of Lemmas 3.4 and 3.6, we had to derive inequalities (3.67) and (3.84) in such a way as to obtain functions c(ε, t) on the right-hand sides nondecreasing with respect to t. Now, we can finish the proof of Theorem 3.1.
Proof of Theorem 3.1. In addition to the estimates derived above we need one more estimate for Now let us introduce a partition of unity ({ Ω i }, {ζ i }), Ω ⊂ i∈M∪N Ω i , such that Ω i , i ∈ M, is an interior subdomain, and Ω i , i ∈ N, is a boundary
