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ABSTRACT
We present a hierarchical Bayesian method for estimating the total mass and mass profile of the Milky
Way Galaxy. The new hierarchical Bayesian approach further improves the framework presented by
Eadie et al. (2015b); Eadie & Harris (2016) and builds upon the preliminary reports by Eadie et al.
(2015a,c). The method uses a distribution function f(E , L) to model the galaxy and kinematic data
from satellite objects such as globular clusters (GCs) to trace the Galaxy’s gravitational potential. A
major advantage of the method is that it not only includes complete and incomplete data simultane-
ously in the analysis, but also incorporates measurement uncertainties in a coherent and meaningful
way. We first test the hierarchical Bayesian framework, which includes measurement uncertainties,
using the same data and power-law model assumed in Eadie & Harris (2016), and find the results are
similar but more strongly constrained. Next, we take advantage of the new statistical framework and
incorporate all possible GC data, finding a cumulative mass profile with Bayesian credible regions.
This profile implies a mass within 125kpc of 4.8 × 1011M with a 95% Bayesian credible region of
(4.0− 5.8)× 1011M. Our results also provide estimates of the true specific energies of all the GCs.
By comparing these estimated energies to the measured energies of GCs with complete velocity mea-
surements, we observe that (the few) remote tracers with complete measurements may play a large
role in determining a total mass estimate of the Galaxy. Thus, our study stresses the need for more
remote tracers with complete velocity measurements.
Keywords: Galaxy: halo — Galaxy: kinematics and dynamics — Galaxy: general — dark matter —
methods: statistical — globular clusters: general
1. INTRODUCTION
In our two previous papers, Eadie et al. (2015b, here-
after Paper I) and Eadie & Harris (2016, hereafter Paper
II), we estimated the Galaxy’s mass and mass profile us-
ing a new Bayesian method and the kinematic data of
Milky Way globular clusters (GCs) and dwarf galaxies
(DGs). Paper I laid the groundwork: we tested the
method on simulated data and then applied the method
to Milky Way satellite data in a preliminary analysis.
A main advantage of the new Bayesian method ws that
both complete and incomplete velocity vectors were in-
cluded in the analysis simultaneously. Furthermore,
the tests on simulated data showed that our Galac-
tic mass estimates were insensitive to incorrect veloc-
ity anisotropy assumptions. Paper I incorporated an
analytic Hernquist model (for simplicity and testing of
the method), and used GCs and DGs as tracers of the
Milky Way’s potential. The satellites were assumed to
eadiegm@mcmaster.ca
follow the same spatial distribution as the dark matter.
Despite the simplicity of the model, the results were
in agreement with many other studies (see Wang et al.
2015, for a comparison figure).
The promising results of Paper I led us to implement
an arguably more realistic model for the Milky Way in
Paper II, in which the distributions of the dark matter
and the Galactic tracers are allowed to differ. The Paper
II model uses power-law profiles with different parame-
ters for the dark matter and tracers, and also includes
velocity anisotropy as a parameter. This model is ex-
plained in detail by Evans et al. (1997), and previous
applications of the model to the Milky Way and other
galaxies were completed by Deason et al. (2011, 2012a,b,
note that the notations vary between Evans’ and Dea-
son’s papers).
Because the model includes a spatial profile for only
a single population of tracers, we used GC kinematic
data alone instead of a mixture of DGs and GCs. The
results in Paper II suggested a mass estimate for the
Milky Way that was significantly lower than the mass
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found in Paper I under the Hernquist model, but closer
in agreement to recent studies which suggest a “light”
Milky Way (e.g. Gibbons et al. 2014).
An issue that is not fully addressed in Paper I or II
is the inclusion of measurement uncertainty. Measure-
ment uncertainties can differ substantially from object
to object, with some tracers having very precise radial
velocities or proper motions and others having very im-
precise ones.
Using a sensitivity analysis, we found in Paper I that
measurement uncertainties can play a significant role in
the mass estimate of the Galaxy, contributing up to
50% of the uncertainty in the estimate. In addition,
we found that certain individual objects had very high
leverage. For example, when the single GC Palomar
3 was removed from the analysis, the mass estimate of
the Galaxy decreased by more than 12%. Thus, it seems
prudent to include measurement uncertainties in a rig-
orous and consistent way when estimating the mass and
mass profile of the Galaxy.
Here, we substantially improve upon Paper II by in-
troducing a hierarchical Bayesian method that includes
the measurement uncertainties of proper motions and
line-of-sight velocities in a measurement model. Prelim-
inary tests of this method have been reported by Eadie,
Harris, Widrow, & Springford (2015c) and Eadie, Har-
ris, & Springford (2015a) using the Hernquist model and
data from GCs and DGs in Paper I, but here we apply
the arguably more realistic tracer model from Paper II,
and also use all of the available GC data.
2. METHOD
In Papers I and II, we defined the posterior distribu-
tion from Bayes’ theorem as p(θ|y), where θ is the vec-
tor of model parameters, and y is the vector of data. In
practice, the posterior distribution is difficult to calcu-
late directly, and Markov Chain Monte Carlo (MCMC)
methods are used to sample a distribution that is pro-
portional to the posterior distribution. We write this
distribution as
p (θ|y) ∝
n∏
i
p (yi|θ) p (θ) (1)
=
n∏
i
p ((ri, vr,i, vt,i)|θ) p (θ) . (2)
Above, ri, vr,i, and vt,i represent the Galactocentric dis-
tance, radial velocity, and tangential velocity of the ith
tracer (GC). We assume that the GC positions and ve-
locities are independent of one another, conditional on
the value of θ.
In Paper II, we defined p ((ri, vr,i, vt,i)|θ) by the dis-
tribution function (DF). The model for the dark matter
halo’s gravitational potential follows a power-law profile
of Φ(r) = Φor
−γ , and the spatial number density profile
of the tracers follows ρ(r) ∝ r−α. Using the Eddington
formula as described in Binney & Tremaine (2008), the
DF is found to be
f(E , L) = L
−2βE β(γ−2)γ +αγ− 32
√
8pi32−2βΦ
− 2βγ +αγ
o
Γ
(
α
γ − 2βγ + 1
)
Γ
(
β(γ−2)
γ +
α
γ − 12
) (3)
where E = −v2/2 + Φ(r), L = rvt, and the model pa-
rameters are θ = (Φo, γ, α, β) (beware of notational
differences between Evans et al. (1997) and Deason
et al. (2011, 2012a,b)). The parameter β is the stan-
dard anisotropy parameter, where the limits β = 1 and
β → −∞ correspond to completely radial or completely
tangential orbital distributions for the tracers (Binney
& Tremaine 2008).
The DF in Equation 3 assumes a spherical and non-
rotating system, and also requires that the relative en-
ergy E is greater than zero (i.e. that tracers are bound
to the Galaxy). Under this model, the mass profile of
the dark matter halo is,
M(r) =
γΦo
G
(
r
kpc
)1−γ
(4)
(Deason et al. 2012b), which has the physical limits of
an isothermal sphere (γ → 0) and a central point mass
(γ → 1).
Equation 3 is written in the Galactocentric reference
frame— the frame in which the geometry of the model
is the most straightforward. The GC kinematic data
and their uncertainties, on the other hand, are mea-
sured in the Heliocentric reference frame. Although the
mathematical transformation of velocity and position
vectors from a Heliocentric frame to a Galactocentric
frame is relatively straightforward, transforming uncer-
tainties from one frame to the other requires complex
error propagation which is non-linear, and that likely
results in non-Gaussian errors. Therefore, we employ
a different approach to incorporating the measurement
uncertainties using a hierarchical Bayesian model.
2.1. Hierarchical Bayesian Model
In Paper II, all stochasticity in {ri, vr,i, vt,i} was due
to Equation 3, and none was due to measurement un-
certainty. The measured values of {ri, vr,i, vt,i} were as-
sumed to be the true values, which we conditioned upon
to obtain the posterior distribution for θ, the model pa-
rameters.
Now, we include a model for measurement uncertainty.
The approach starts with a slight change in perspective:
instead of treating the measurements of position r, line-
of-sight velocity vlos, and proper motions in right ascen-
sion (µα cos δ) and declination (µδ) as the true values,
we treat these measurements as samples drawn from a
3distribution which depends on the true (but unknown)
values. That is, the true values are now included as
parameters in the model. These parameters, the true
Galactocentric position and Heliocentric velocity com-
ponents, are denoted in blue with a † symbol,
ϑ =
(
r†, v†los, µ
†
δ, µα cos δ
†
)
, (5)
For a given GC, the measurements are denoted as
y = (r, vlos, µδ, µα cos δ), (6)
and the measurement uncertainties are denoted in red:
∆ = (∆r,∆vlos,∆µδ,∆µα cos δ). (7)
We assume that the measurements are samples drawn
from Gaussian (normal) distributions centered on ϑ, and
the measurement uncertainties ∆ are taken to be stan-
dard deviations. For example, the measurement of the
line-of-sight velocity is drawn from a normal distribution
centered on the true line-of-sight velocity, with a stan-
dard deviation equal to the measurement uncertainty.
In statistical terms, this is akin to saying that Vlos is
a random variable, normally distributed with mean v†los
and variance ∆vlos
2:
Vlos ∼ N (v†los,∆vlos2) (8)
(where N (µ, σ2) represents the Normal distribution).
With this assumption, the probability of obtaining a
measurement vlos is
p(Vlos = vlos|v†los,∆vlos) =
1√
2pi∆vlos
2
e
− (vlos−v
†
los
)2
2∆vlos
2 .
(9)
The same Gaussian assumption is made for the
probabilities of the other measurements p(µδ|µ†δ,∆µδ),
p(µα cos δ|µα cos δ†,∆µα cos δ), and p(r|r†,∆r). We as-
sume that measurement errors are independent given
the true values, so that the probability of measuring all
components of a GC’s kinematic quantities is simply the
product of the probabilities defined above. Thus, the to-
tal likelihood is
L(y|∆, ϑ) = p(r|r†,∆r)p(vlos|v†los,∆vlos)×
p(µδ|µ†δ,∆µδ)p(µα cos δ|µα cos δ†,∆µα cos δ) (10)
(Eadie et al. 2015a,c). This defines our measurement
model. We acknowledge that the two components of the
proper motion measurements are not actually indepen-
dent. Their correlation could be incorporated using a
multivariate normal, but because these correlations are
not usually reported, we do not pursue it here.
Equipped with an expression for the likelihood
(Eq. 10), we next define prior distributions on the pa-
rameters. The prior distributions on ϑ link the mea-
surement model to the tracer/galactic mass model. The
parameters ϑ represent the true positions and velocities,
and we assume that these parameters have a prior distri-
bution defined by Equation 3, i.e. the DF. Thus, the DF
is the prior distribution on ϑ, and is denoted in short-
hand as p(h(ϑ)|θ), where h is the transformation from
Heliocentric to Galactocentric coordinates (Section 2.3).
Because the DF (the prior distribution on ϑ) has its
own parameters θ, then hyperpriors p(θ) must also be
specified. Thus, for a single GC or tracer, Bayes’ rule is
written as
p(θ|yi,∆i) ∝ L(yi|∆i,ϑi)× p(h(ϑi)|θ)× p(θ) (11)
∝ Likelihood × Prior×Hyperprior (12)
Assuming that the GCs are conditionally independent,
the posterior distribution is proportional to
p(θ|y,∆) ∝
N∏
i=1
L(yi|ϑi,∆i)p(h(ϑi)|θ)p(θ). (13)
The hierarchical Bayesian specification above provides
a couple of improvements to Papers I and II (Equa-
tion1). First and foremost, measurement uncertainties
are included in the analysis in a meaningful way. Second,
whereas before only 89 of 157 GCs could be included1,
we can now include 143 GCs. The remaining 14 GCs
are objects for which no measurements of velocity are
available (see Table 4 in Paper II).
2.2. Defining Priors and Hyperpriors
Defining priors in the Bayesian paradigm is an op-
portunity for the researcher to state prior knowledge,
gained from previous studies, and prior assumptions
about model parameters. For this study, we use the
same prior distributions for the model parameters Φo,
γ, and β that were used previously: uniform distribu-
tions with bounds given and justified in Paper II. These
lower and upper bounds for Φo, γ, and β are (1, 200),
(0.3, 0.7), and (-0.5, 1.0) respectively.
The prior on the GC spatial distribution parameter,
p(α), is a Gamma distribution. This choice was estab-
lished and justified in Paper II, and was defined using
the extra 68 GCs not otherwise included in the anal-
ysis. In this study, however, most of these previously
excluded GCs can now be included because we do not
have to depend on geometric assumptions to approxi-
mate vlos. There remain 14 GCs that are excluded in
the data sample because they have only position mea-
surements (see Section 2.1). We use these 14 GC posi-
tions to estimate and define a prior distribution for the
parameter α, in the same way as in Paper II. Figure 1
compares the new p(α) to that used in Paper II. Note
1 Mainly due to the GCs’ locations, see Papers I & II
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Figure 1. The solid black line is the prior distribution used
in this paper, and the blue dashed line was the prior dis-
tribution used in Paper II. The solid-line prior probability
distribution for α is determined using the extra GC data
(n = 14) that is not used in the rest of the analysis. Thus,
the prior used in this study is less informative than that used
in Paper II.
that the new prior is wider than the one used in Paper
II, because fewer GCs were used to estimate and define
it. Including the extra GC data in the prior is akin to
including the positions of all GCs in the analysis.
In summary, there are two sets of parameters in the
hierarchical model: (1) the position and velocity param-
eters ϑ and (2) the DF parameters θ. Bayes’ theorem
and the rules of conditional probability require a prior
probability for both sets of parameters. The prior prob-
ability distribution for ϑ is Equation 3 (the DF), because
we assume that the positions and velocities come from
the set of models determined by θ. The prior distri-
butions on θ are the hyperprior distributions p(θ) de-
scribed above and in Paper II.
2.3. Transformation of Velocities
In this section we discuss the function h(ϑ) first men-
tioned in Section 2.1. The h(ϑ) notation symbolizes
the transformation of velocity parameters in Eq. 5 from
a Heliocentric parameterization (v†los, µ
†
δ, µα cos δ
†) to a
Galactocentric parameterization (v†r, v
†
t ), following the
method presented in Johnson & Soderblom (1987). We
review the Johnson & Soderblom (1987) method here for
completeness and in order to highlight some important
points.
The first step is to transform the Heliocentric veloc-
ities into Galactic space-velocities (U, V,W ) in a right-
handed coordinate system:
U
V
W
 = T ·A

vlos
kµαcos(δ)/λ
kµδ/λ
+

U
V
W
 (14)
where U is positive toward the Galactic center, V is pos-
itive in the direction of Galactic rotation, and W is pos-
itive above the Galactic plane. The solar motion is set
to (U, V,W) = (11.1, 12.24, 7.25) (Scho¨nrich et al.
2010), k = 4.74057 (the equivalent in km/s of one AU
in one tropical year), and λ is the parallax (in arcsec) of
the GC (Johnson & Soderblom 1987). The matrices T
and A depend on the right-ascension (R.A,) and decli-
nation (decl.) of the North Galactic Pole (as determined
by the Hipparcos catalog) and GCs respectively, where
T =

−0.0548755604 −0.8734370902 −0.4838350155
+0.4941094279 −0.4448296300 +0.7469822445
−0.8676661490 −0.1980763734 +0.4559837762

(15)
(ESA 1997) and where A for a single GC is
A =

+ cosα cos δ − sinα − cosα sin δ
+ sinα cos δ + cosα − sinα sin δ
+ sin δ 0 + cos δ
 . (16)
Above, α and δ are the R.A. and decl. respectively, in
decimal degrees (this α is of course different from the one
used to parameterize the GC distribution above). We
take the GCs’ parallax, and R.A. and decl. positions
as fixed, but treat the Galactocentric distance r as a
parameter in the model, and assign an uncertainty of
5% to the measured r value (Harris 1996, 2010 edition).
The next step is to transform the Cartesian, rotat-
ing Galactic frame velocity components (U, V,W ) into
components in a cylindrical, non-rotating Galactocen-
tric reference frame (Π,Θ,W ). First the adjustment for
the rotation of the Galaxy at R = 8.0kpc is taken
to be 220km/s, to obtain (Ugc, Vgc,Wgc), and then this
vector is transformed to a non-rotating, right-handed
cylindrical system via

Π
Θ
Z
 =

cos θ sin θ 0
− sin θ cos θ 0
0 0 1


Ugc
Vgc
Wgc
 . (17)
As a test of the entire transformation, we compare our
derived (Π,Θ,W ) to the Casseti online catalog of GC
velocity measurements (Figure 2) (Dinescu et al. 1999,
52004, 2005; Casetti-Dinescu et al. 2010, 2013)2.
Finally, the velocity components in Eq. 17 are trans-
formed to the spherical coordinate system
vr
vθ
vφ
 =

cosφ 0 sinφ
0 1 0
− sinφ 0 cosφ


Π
Θ
W
 (18)
where v2t = v
2
θ +v
2
φ. To reiterate, the complete transfor-
mation from the Galactocentric parameterization to the
Heliocentric parameterization described above is repre-
sented by h(ϑ) in Equation 3.
2.4. Improved Computational Methods
The posterior distribution is sampled using the same
MCMC method with a hybrid-Gibbs sampler that was
utilized in Papers I and II. One improvement is that the
proposal distributions for ϑ and θ are determined us-
ing the adaptive MCMC method described by Roberts
& Rosenthal (2009). A multivariate covariance matrix
is determined for each GC’s ϑ parameters, and for θ,
via an iterative burn-in process. The advantage of the
adaptive MCMC method is that the target posterior dis-
tribution is sampled much more efficiently by taking into
account correlations between parameters. A second mi-
nor change is that we now run seven, independent par-
allel chains instead of three, thereby obtaining the same
number of samples in less than half the time.
3. KINEMATIC DATA
The kinematic data used in this study are presented in
Table 1 of Paper II. In Paper II, only 89 out of 157 GCs
were used in the analysis, mainly because the approxi-
mation |vlos| ≈ |vr| did not hold for most GCs without
proper motions. Other GCs were excluded in the anal-
ysis of Paper II, due to high reddening association with
the Sagittarius dwarf galaxy, or no velocity measure-
ments.
As described in Sections 2 and 3, using the hierar-
chical Bayesian framework allows all of the incomplete
data to be included without having to make any geo-
metric arguments like those used in Papers I and II,
because the likelihood L is written in the Heliocentric
frame. Now that we are accounting for uncertainties,
we also include the GCs subject to high reddening. In
the present analysis, the GCs associated with the Sagit-
tarius dwarf do not change the result significantly and
therefore we choose to include them. Altogether, this
increases the size of the data set significantly, from 89
to 143 GCs.
2 Updated catalog: www.astro.yale.edu/dana/gc.html
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Figure 2. Our transformation from Heliocentric velocities
to Galactocentric velocities (Θ,Π,W ) for GCs with proper
motions, compared to the Casseti catalog. The abscissa are
from the Casseti online catalog, and the ordinates are our
transformation values. The error bars are the uncertainties
given in the Casseti catalog, and the grey line has a slope of
one.
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4. ANALYSIS OVERVIEW
To make a fair comparison between the non-
hierarchical method of Paper II and the hierarchical
method presented here, and to thereby directly test the
influence of measurement uncertainties, we first apply
the hierarchical Bayesian method to the same kinematic
data that was analyzed in Paper II (i.e. only 89 GCs).
In this case, we use the prior distribution p(α) for the
tracer spatial parameter that was used in Paper II (i.e.
the dashed blue line in Figure 1).
Next, we use the hierarchical Bayesian method with
143 GCs, using prior distribution p(α) defined by the
extra 14 GCs without velocity measurements (solid line
in Figure 1).
5. RESULTS
Figure 3 compares the 95% Bayesian credible regions
for the mass profiles of the Milky Way from Paper II (the
dashed, black lines) to the 50%, 75%, and 95% regions
from the present paper (the shaded blue regions). Both
results rely on the same 89 GC sample used in Paper
II; the only difference between the two analyses is that
measurement uncertainties are now included. The main
result of including measurement uncertainties via the
hierarchical method is a stronger constraint on the mass
profile and mass estimate compared to the method used
in Paper II.
As mentioned in Section 2.1 and 3, one advantage of
the hierarchical model is that the GC sample size is in-
creases from 89 to 143. Figure 4 compares the estimated
mass profile using 89 GCs to the profile using 143 GCs.
The dashed, blue lines indicate the 95% Bayesian credi-
ble regions from Figure 3, and the black shaded regions
indicate the credible regions when 143 GCs are included.
The increase in total sample size likely accounts for the
slight narrowing of the Bayesian credible regions. How-
ever, the difference between the hierarchical results from
the 89 GC sample and those from the 143 GC sample is
not as large as might be expected.
We conjecture that a more constrained estimate using
the present method will require a higher proportion of
complete data. Although the sample size increased by
more than 60%, the GC data that are added to the sam-
ple are all incomplete. Of the 89 GCs used in Paper II,
71 of these had complete velocity data. Thus, with 143
GCs the proportion of GCs with complete velocity data
decreased to about 50%.
The GCs are subject to the total gravitational poten-
tial within their orbits, and thus trace the Galaxy’s total
mass out to 125kpc (the distance of the farthest GC in
our sample). Using the hierarchical Bayesian method
presented here, the power-law models, and the priors,
and confronting this coherent model with data from 143
0 50 100 150
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
r (kpc)
M
(r)
 
(10
12
 
M
so
l)
50 %
70 %
95 %
95% for non−hierarchical method
89 GCs in sample
Figure 3. The blue shaded areas are the Bayesian credible
regions for the cumulative mass profile of the Milky Way,
using the hierarchical method and 89 GCs. The black dashed
lines show the 95% credible regions for the non-hierarchical
method and 89 GCs (i.e. the results from Paper II).
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ible regions for the cumulative mass profile of the Milky
Way using the hierarchical method and 143 GCs. The blue
dashed lines show the 95% credible regions for the hierarchi-
cal method and 89 GCs (i.e. the outermost blue region in
Figure 3).
7GCs returns a total mass within 125kpc of 4.8×1011M,
with a 95% credible region of (4.0, 5.8)× 1011M.
Extrapolating our mass profile in Figure 4 out
to a virial radius that corresponds to 200 times
the critical density of the universe, assuming Ho =
67.8 km s−1Mpc−1 (Planck Collaboration et al. 2016),
we find that r200 = 179 (164, 194) kpc and M(r200) =
6.2 (4.7, 7.8)× 1011M (the numbers in brackets corre-
spond to the 95% Bayesian credible regions). Extrapo-
lating out further, we find that the mass within 300 kpc
is M(300 kpc) = 0.9 (0.7, 1.1)× 1012M.
In Paper II, we performed a sensitivity analysis to
determine how the spatial sample of GCs might affect
the mass estimate of the Milky Way under our assumed
power-law model. The sensitivity analysis involved ob-
taining mass estimates after removing GCs with posi-
tions within five different rcut values: 0, 5, 10, 15, and
20 kpc. Here we repeat the sensitivity analysis using the
same set of rcut values, but using the full sample of 143
GCs. The sensitivity analysis implicitly examines how
disk- and bulge-associated GCs might affect the mass es-
timate, because when rcut = 10 kpc, almost all (93/97)
of the excluded GCs have |z| < 5 kpc. Figures 5 and 6
display how the mass and individual model parameters
Φo, γ, α, and β vary in the sensitivity analysis.
In contrast to Paper II, we find that the mass esti-
mate within 125kpc is robust to the systematic exclu-
sion of inner GCs, except perhaps when only GCs be-
yond 20kpc are used in the analysis (Figure 5). We note
however that the sample size beyond 20 kpc is small (19
GCs), and only 4 of these GCs have proper motion mea-
surements. Accordingly, the uncertainty in the mass in-
creases significantly in this case, and the 95% credible
regions overlap with mass estimates under smaller rcut
values.
The results suggest that the current model is adequate
for describing the profile of GCs, at least with regard to
estimating the total mass within 125 kpc. If the current
tracer model was not able to describe the data, then we
might expect changes in the α estimate, and the mass
estimate, as inner tracers were systematically removed.
However, we see no evidence of this occurring within the
95% credible regions of the posterior distributions for α
(Figure 6), and there is little evidence that changes in
α affect the mass estimate (Figure 5). The power-law
slope of the GC population is highly constrained in the
analysis, regardless of the GC sample that is used. One
thing to note is that the prior p(α) becomes less and less
informative for each rcut, as the extra data available to
define a prior change from 14 GCs to 6, 5, 3, and 3 GCs.
A positive correlation in the estimates of Φo and γ
is immediately obvious in the upper two panels of Fig-
ure 6, and as more inner GCs are excluded (i.e. as rcut
increases) γ → 0.5. This value of γ corresponds to an
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Figure 5. Sensitivity analysis: parameter estimates when
GCs within the rcut value are removed from the sample. In-
ner bars are 50% credible regions and outer bars are 95%
credible regions.
approximate Navarro et al. (1996) profile at large radii
(Deason et al. 2011), albeit with very large uncertainty.
The significant change in γ and in its uncertainty in the
sensitivity analysis suggests that the shape of the dark
matter profile cannot be well constrained using only the
outermost GCs. To constrain the shape with more con-
fidence, all of the data must be used. The single power-
law profile for the gravitational potential does not take
into account the Galaxy’s bulge and disk components.
However, despite the relatively simplistic model for the
gravitational potential and the changes in γ during the
sensitivity analysis, the mass estimate is robust.
The β estimates in the sensitivity analysis are in good
agreement with one another, despite the percentage of
complete data decreasing as rcut increases. We can
therefore conclude that the GC population has a mildly
radial constant anisotropy under this model assumption.
However, when the GC sample is limited to clusters out-
side 20 kpc the uncertainty in β becomes quite large.
To summarize the entire posterior distribution for the
full sample of 143 GCs, we also show the joint credible
regions for all four model parameters (Figure 7).
Because the hierarchical method treats the Helio-
centric distances and velocities as parameters in the
model, the final posterior distribution provides esti-
mates and credible regions for the parameters ϑ =(
r†, v†los, µ
†
δ, µα cos δ
†
)
for all 143 GCs (i.e. there are
572 parameters in the GC measurement model alone).
Using the posterior distributions for these parameters,
we derive an estimate of the specific energy E for each
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Figure 6. Sensitivity analysis: Parameter estimates when
GCs within the rcut value are removed from the sample. In-
ner bars are 50% credible regions and outer bars are 95%
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GC, with credible regions. Figure 8 shows these energy
estimates as a function of Galactocentric position: hol-
low and solid blue circles are the mean energy estimates
of the incomplete and complete data parameters respec-
tively. The solid green diamonds are the energies derived
from the measurements of the complete data (there are
no hollow green diamonds because energies cannot be
derived without proper motions). Arrows from the solid
green diamonds to the solid blue points connect the same
GC. For legibility, we do not show the 95% credible re-
gions for the energies, but we have checked that they are
reasonable. The shaded purple curves enclose the 50%
and 95% credible regions for the gravitational potential,
determined pointwise as a function of r.
Figure 8 provides a consistency check of the hierarchi-
cal method in three ways: (1) the distribution of points
is consistent with our initial assumptions that all GCs
are bound to the Galaxy, (2) the incomplete and com-
plete data energy distributions populate the region be-
tween the gravitational potential and the zero line, and
(3) the incomplete and complete data do not appear to
have different energy distributions. Another feature of
note is the tendency for the estimated energies based on
positions and velocities to shrink towards a curve sim-
ilar in shape to the Φ(r) profile. This is because the
posterior distributions for each tracer’s energy are in
some sense a compromise between the prior implied by
the tracer model (Equation 3) and the measured value.
Whether the posterior distribution is closer to the mea-
sured value or to the value implied by the tracer model
is a function of the width of the prior compared to the
measurement uncertainty of the tracer.
6. DISCUSSION
The Bayesian method presented here has an advan-
tage over traditional point mass estimation techniques
in the literature because it uses complete and incomplete
data simultaneously in the analysis, whereas other tech-
niques use either complete or incomplete data only (e.g.
the mass estimators introduced by Bahcall & Tremaine
1981; Evans et al. 2003; Watkins et al. 2010). Further-
more, although other studies have used a Bayesian anal-
ysis to infer the mass of the Milky Way (e.g. Little &
Tremaine 1987; Kulessa & Lynden-Bell 1992; Kochanek
1996; Wilkinson & Evans 1999; McMillan 2011; Kafle
et al. 2012; Williams & Evans 2015; Ku¨pper et al. 2015),
to our knowledge none of these studies has included mea-
surement uncertainties using a coherent measurement
model as we have done here.
Including the measurement uncertainties in a mea-
surement model introduced four additional parameters
for every GC, which increased the computational cost
of the analysis. Nonetheless, even with 576 parame-
ters (572 measurement model parameters ϑ and 4 tracer
model parameters θ), we were able to run these analyses
overnight on a personal computer with four cores after
sufficient Markov chain burn-in.
We found that including uncertainties in the analysis
resulted in a tighter constraint on the cumulative mass
profile of the Milky Way compared to ignoring measure-
ment uncertainties (Figure 3). This somewhat paradox-
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ical result might be explained by attributing some of the
variation in GC kinematics to the measurement process,
as described in Figure 8. Without allowing for measure-
ment error, the tracer model is made to explain all of the
variation, which apparently results in increased overall
uncertainty in the mass profile.
When the sample size of GCs went from 89 to 143, nei-
ther the value nor the spread of the mass profile changed
substantially (Figure 4). Introducing additional data
might be expected to decrease the width of the Bayesian
credible regions, but this was not observed. We suspect
that the credible region width did not change because
including additional incomplete data decreased the pro-
portion of complete measurements. When 143 GCs were
included in the analysis, nearly 50% of the data were in-
complete, in constrast to almost 80% of the data being
complete when 89 GCs were used. We therefore stress
the importance of having complete and accurate proper
motion data for tracer objects. In particular, there is
a need for remote tracers with complete measurements.
This point is highlighted by both the sensitivity analy-
sis (Figures 5 and 6) and by the energy estimates of the
GCs (Figure 8).
Figures 5 and 6 display how the uncertainty in the
mass and parameter estimates changes as inner GCs
are removed from the sample; as the percentage of in-
complete data increases, the results are much less con-
strained.
Figure 8 shows that the outermost GCs with complete
data have estimated energies that are lower than their
measurements. The complete data E estimates (solid
blue circles) appear to move away from the measure-
ment values (solid green diamonds) and towards the E
estimates of the incomplete data (hollow blue circles).
However, there is very little information beyond 20kpc,
because the proportion of GCs at large distances with-
out proper motion measurements is high. If complete
velocity measurements of these remote GCs suggest that
they have high energies, then the mass estimate obtained
with this model will increase. If they do not, then the
mass estimate of the Galaxy may be closer to the value
we found in this study. Ultimately, this question cannot
be answered without measuring the proper motions of
the other remote GCs.
The results of the sensitivity analysis, the estimated
energy profile of the GCs, and the relatively unchanged
result between 89 and 143 clusters lead us to conclude
that it is absolutely critical to have proper motions for
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distant tracers. Obtaining proper motions of GCs at
large radii is critical to understanding the distribution
of energies at large radii and thus the mass of the Milky
Way.
An illuminating follow-up investigation to this study is
to analyze simulations of Milky Way-type galaxies and
their satellites using our hierarchical method. We are
currently performing such analyses of realistic galaxy
simulations (Keller et al. 2015, 2016) to determine how
much proper motion data is necessary to constrain the
mass profile further, and to study what biases may occur
under the Galaxy model that we have employed here
when the distribution of the tracers does not follow a
single power-law spatial distribution (Eadie, Keller, et
al. in prep).
The mass profile result we have obtained in this study
is at the lower end of most mass estimates in the liter-
ature, but is also in agreement with some more recent
measurements (e.g. Deason et al. 2012a; Battaglia et al.
2005; Gibbons et al. 2014). Because the result obtained
in this study is so similar to the mass profile of Paper
II, we refer the reader to that paper for further compar-
ison to other studies. We end by noting, however, that
our results could change substantially with the inclusion
of proper motion data from remote tracers. The num-
ber of complete velocity measurements for GCs at large
distances will soon increase thanks to projects such as
the HST Proper Motion Collaboration (HSTPROMO3)
(van der Marel et al. 2014; Sohn et al. 2016), and with
these data, a better estimate of the Galaxy’s total mass
will be possible.
7. CONCLUSION
We have described a coherent, hierarchical Bayesian
method for estimating the mass profile of the Milky Way
Galaxy, and applied this method to the Galaxy using GC
data. This statistical framework allows us to take full
advantage of all of the available GC kinematic data, and
also provides a meaningful and coherent probabilistic
way to incorporate measurement uncertainties.
Using the assumptions of the power-law model (Sec-
tion 2.1), the hierarchical framework for including un-
certainties (Section 2), and the prior distributions (Sec-
tion 2.2), and confronting this model with data from 143
3 HSTPROMO Project: http://www/stsci.edu/~marel/
hstpromo.html
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GCs around the Milky Way, we arrive at a cumulative
mass profile for the Galaxy with uncertainties (Figure 4)
and a mass estimate within 125kpc of 4.8×1011M (the
95% Bayesian credible regions are (4.0−5.8)×1011M).
When we extrapolate the mass profile to the virial ra-
dius (≈ 179 kpc), we find Mvir = 6.2× 1011M with a
95% Bayesian credible region of (4.7 − 7.8) × 1011M.
This mass estimate is notably lower than those in other
studies.
The statistical framework presented here will be
highly useful and appropriate for other tracer objects
around the Milky Way, such as halo stars and DGs. Us-
ing our approach with data sets from large programs,
such as Gaia, could yield a well-constrained mass es-
timate for the Galaxy. Incorporating large data sets in
this analysis will present some computational challenges,
but given the effectiveness of our MCMC sampler we are
confident that this will be a tractable problem through
parallelization.
The first order of business, however, is to better un-
derstand what tracer populations will provide the most
information about the Milky Way’s gravitational poten-
tial. Thus, in our next paper Eadie, Keller, et al. (in
preparation) we perform a series of blind tests of simu-
lated data of Milky Way-type galaxies that were created
through hydrodynamical simulations (Keller et al. 2015,
2016), and investigate which tracer information is nec-
essary for constraining the mass of the Milky Way.
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