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PREFACE 
When conducting scient;i#c re.search, the expe;rimenter is confranted 
with the problem of taking a :rn.inimum sampie eiz.e and still be confident of .. : 
· the results. 
Th;is th.esis wiil help provide an answer to this probl~m. Four 
· methods .are given for determining. the sample size nef essary from an 
infinite population. A <aesirable sample .size from a finite population 
is. briefly discus.sed.. An applied problem in textile rei;earch is <;1.lsq 
pfesented. 
Ind.eb1:edneas. is ac~owle(\ge_d to-Pr., Franlt.Hn G:raybill for his val-
uable guidance and as~i~tance Jn p:,:epar-ing this study. 
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When we desire the value of a parameter in a given distribution, we 
are faced with the problem of determining a sample size that will yield 
a realistic result. Of courseD if we had unlimited time and resources 
there would not be any problem because in that case we could utilize 
most of the population. We shall consider the case where we are 
sampling from a normal population of random variables. We want to 
minimize time, work, and money and at the same time have confidence 
that a sample will give reliable results. 
The following represents a hypothetical situation: An experimenter 
arbitrarily decides to use a sample of size 100 in an effort to estimate 
µ, the population mean. Therefore a confidence interval is placed on p.. 
(We will discuss later how intervals are determined and show the rela-
tionship between the sample size and the width of the interval.} 
The experimenter finds that the computed interval is too wide. 
Therefore, in order to decrease the interval width he takes a sample 
of size 500 feeling that this is a "good" number. Another interval is 
placed on p. but i:his time the interval is so small that half as large a 
sample would have done the job satisfactorily. This is perhaps extir.eme. 
However, it is conceivable that there would be many advantages to the 
experimenteir. if he were to have an :idea of how many samples to take for 
1 
2 
a given :i;'eliability. 
This paper wiU. enumerate methods fl:hafl: will give the experimenter 
an indication of how many samples are necessary to obtain a specified 
width confidence .interval on µ.afl: a given probability level. 
· The foUowing notations will be used: 
. Xi : ·. _Xi i.s a random variable from a normal population wUh. meanµ 
2 






.:ZX·/n . 1 l 
1= 
. ; 1:<X. - :X:)
2 / (n - 1) 
1=. 1 
· a: the confidence coefficent 
. w: width of a confidence interval 
d: a predetermined width of a confidence interv.al 
g 2 : a predetermined choice. of ir2 ; it could be ( 1) an unbiased estimate. 
of i2 determined f:rom another experiment. (2) an actually known value 
of uZ, or (3) an.approximation. 
E(K): expected value of K 
!3: the specified probability that w is less than d 
Z : .. Standard normal deviate such that the probability of a larger value 
ct 
is ·-1 - a/ 2 , · 
t : Student's- "ti1 variate suph that th~ probability of a larger value is 
' a. 
I 'f' a./ 2 
3 
2 
X ( 1 _ f3): A chi-square variate such that the probability of a smaller 
value is f3. 
[QJ: If Q is any number then (Q] is the smallest integer greater than or 
equal to Q. 
Outline of Procedure: The probability that X is equal to µ. is zero; 
consequently we use confidence intervals to determine the probability 
that the interval will include ~- We will explain how to determine n 
such that certain relationships involving d and w will be established. 
These will be presented under three specified conditions in the following 
order·.: 
I. When er 2 is known (d, a specified) 
A. P(d = w) = 1. 00 
B. P(X = d/ 2 < µ~ ·x + d/ 2) = 1 = ct 
II. 
2 2 2 
When cr is unknown and g is used (d, g , a., and f3 specified) 
A. Case A 
1. P (X - w / 2) < µ < X + w / 2) = 1 = a 
2. E(w) = d 
~- Case B 
1. ~(X = w / 2 < fiL < X + w / 2 )= 1 ; = a 
2. P(w :- d) = f3 
III·. 2. k When er 1s not nown; Stein's Two Step Test (d, a. specified). 
A. ~ (X = w / 2 < µ.. < X + w / 2) = 1 - a. 
B. P(w < d) ~ 100% . 
CHAPTER. I 
T~E POPULATIO~ VAR]ANGE IS KNOWN 
A known variance is a rather trivial case because seldom do.es the 
experimenter kno.w the true variance o:£ the population~ The experi ... 
r.n.enter would like to have a sa,mple size such t.hat the width of the 
confidenc.e interval on J,L. will be equal to d, At the same time, he . 
wants 1 - « to be exact. If the experimenter knows cr2, he is in a 
pos:i.tion which is as c-loE1e to ideal as he co.uld. possibly hope to obtain. 
We desir:e:: ari.:, n~ suici'I:· thj:it the probability that Ii - P. ! is greater than 
d/2 equals 1 .. Q.. This can be written as 
~;: (X.cµ)/!T is q.istl"ibuted normally with mean zero and variance one. 
We obtain 
Thi.s is equivalent to 
Thus 
which gives 
P ( Ix - P-1 > z u I t.,J; ) = 1 - a • 
a. 
. 2 2 2 
n;:: 4Z er /d . 
a. 
5 
Note that Z . may be found .by looking up the tabular value in normal 
a. 
tables" Thus, the desire(,i width is obtained. Hence, if the variance is 
known, we may find an n such that a specified confidence length will be 
attained ahd the co:n.£idence interval will have a 1 = a. probability of 
including j;L, 
Example 1~ 
d=2.0 1 =a.= ... 95 cr~.3.l ·z =;•l.96 
a. 
2. 2 ·. Z 
n=4(L96) (3ol) /(2) =36.917 
A sample of size 37 is required to produce a confidence interval 
of width equal 2. regardless of X and 
or 
P( X - 1 < JJ. < X + 1) =, . 9 5. 
Example 1 illustrates that a value of n equal to 3'l. under the given. con-
ditions will always yield a .. -1 = a confidence interval with width equal to 
2. 
CHAPTER II 
THE VARIAN CE IS UNKNOWN 
2 
If (J" is unknown, we cannot be assured of finding an n such that w 
will be equal to d. We will use g 2 in place of (J"Z to determine n in the 
following c.a.ses: · 
(A} E(w) = d 
(B) P(w < d) = ~ 
2 ' 
The effects of g will be discussed in each case. 
GASE (A): 
We desire an n such that 
P{l X - µ I > w / 2) = 1 = a 
and E(w) = d. 
~;_ (X - JiL) /s i-s distributed as Students' distribution with n = 1 




P[ ( IX = JJ.· I t./n ) / s :' ta ] = 1 - a 
P[ IX - µ I > t s / .../n ] = 1 - a 
a 
t s 
P[X - ~ 
,J--;;-
<jii <X + 
6 
t s 
a J::: 1 - a 
7 
Hence 
w =;: 2t s / ,._r;;- . 
- a 
We want E(w) = d, Therefore 
Zt n - 2 ) ! rz z· 
E(w) = 
a - er. 
~-;;- ,.,/n ~ 1 ( n - 3 ) I 
2 
. 
We substitute. c 2 and g to obtain 
2t 
d = E(w) a czg = 





CZ= 4"zTn 2 
(n - 3 ) I z .. 
The effects of using g: Because it is not certain that g 2 is equal to 
er 2, our results are not exact. If g ;> er then E(w) is proportionally larger 
than d, and n is larger than required. If g < cr then E(w) is proportionally 
smaller than d and n: wi~l be smaller than required.-




d~2.0; a::::~.05; g =_9.0 
l. 0 = (2) (2. 03) (0. 978) (3) ; n = 36 
-- - ~n .. 1 ---
A graph is furnished so that n may be readily dete:i:m.ined. To use 
tq.e graph in Example 2, we procede as follows: 
8 
(a) Compute g/d = 1. 5. 
(b) Refer to the corresponding n on the chart. At the I - a. = • 90 
probability level n = 26; at the 1 - a = . 95 level n = 36; at 
the I - a. = . 99 level n = 62. 
The example also illustrates that we do not place an interval on µ 
. 2 2 .· 
until after s has been computed. Thus g · has no effect on the final 
confidence interval. 
CASE B 
We desire an n such that: 
(1) P<JX- µj >~.)=I - a. 
(2) P(w < d) = 13 
(1) has been solved in case A and we obtained 
w = 2t s/rn. 
a. . 
We now desire the P(w ~ d) = 13. 
Substituting for w 
hence 
and 
P(Zt s/..fn. < d) = 13, 
a 




P( s_._(_n_;-· •_l )_ < 
z 
d n (n - I) 




) = 13. 
· lt is known that _s_.._(. __ n.,,.2 .... -..... _l,_) is distributed as the central <,hi-
CT 





1 - f3 -
2 
d n(n = 1) 
4t2 (T2 
a 
Since g 2 is used instead. of <r 2 we set up the ineqality 
The value of n is obtaine(d by an iterative process such that values of 
2 2 
X( 1 _ [3), 4t a , and n (n - l l com,bine t9 form the fraction that is the 
largest value possible whieh is less than d 2 . It is readily observable that 
~ 
g 2 will not influence a.,. However, g2 will have some effect on [3. This effect 





d = 2;g = 9; a = . 05; f3 = . 99 
4(67. 5:) (4) <,) 
(50) (49) 
n = 50 
< 4 
P( IX - i,,. I > 2) - . 9 5 
P (X - 1 < p. < · X + 1) = . 9 5 
= .,. 
P(w < 2) ::: . 99 . 
2 
The influence of g 
2 2 
If g is larger than a- · then f3 will be larger than 
specified and n will be la:rger than necessary. 
2 . 2 
If g is smaller than CT 
f3 will be smaller than specified and n will be smaller than neces·sary. 
10 
St~in' a -I'wo Step Method·~ Methods me_ntione4 pr.eviously in ,this 
chapter give n,o asE.fura.nce that the confidence interval width will 
be equal to a des.i,r¢:d width.· The reason is that the value of g 2 is-- ~6t 
ordinar.Hy- · accurate. J1 the experiment.er wants the width of the 
inte.rv.c1l to be les.s .than or equal tp a specified value, he c;:an use 
Stein'' s metho.d. with successful results. In Stein's method, any 
info:rmation .about the variance is d.,e:,:i,1:e:fj ~ from the. population 
itself. Stein's methQd has many applica,tions in determining 
S41.mple size and is a valuable a.id to the researcher. Stein's 
teclui.itque a.ss.\l.Ines a norm.al popula.ti<:>n .. 
The sample is taken in two steps. The first s,et of values is of 
size n , 
1 
A confidence interval is 1laced on p. with 
2t s 
a. 
where t _ is Student.s' distributicm w-it_h n 1 = 1 degrees of £reedom. a . 
If w 1is less thall or equal to d, the .sample is of suitable size. 
T,p.e l _ - a probabil~ty statement is exact. That is 
If w 1 exceeds d then n 2 additional observations are taken until 







This can be summarized as the following theorem. 
The value of n can be obtained in a two ~ sequence suc.h.that 
P(X - w / 2 < µ...< X + w / 2) = 1 - a 
and ·-·-
P(w < d) = 100 % ,_ 
by selecting n equal to either - -~-






. . n1 
· :, · · · - :~ "i f·1 xi 
U1.hereX ::; ..,..-· --· ---........................... __ 1 n 





s 1 = 
n1 - 2 
i !'1 _(Xi - Xl) 
n 1 is the size of n - 1 
1 
the first sample, c;tnd ta has n 1 - 1 degreef;l of freedom. 
Proof. Assume X. is normally and independently distributed with , 
1 
2 
meanµ and variance o- The first sample consists of observations 
Xr X 2 , '. .. xri 1 The sample has a computed m13an of x1 and 
variance· s2 . A confidence interval is placed on p.o Then 
P(X -w/2 < 11. <·X +w/2) = 1 - a. · 1 1 ~ 1 1 · . 
where 
2 s t 
w = Cl 
J ' 
~ 
If p. is less than d, n = n 1 and the specified requirements are met. 
If w 1is larger than d, the additional observations.X _ t· 1 . . n.+ 
- l : . 





n = n 1 + n 2 
and 
n 2 = [ f(s)]. 
Let 
y = ..;;;_ (X = µ) , 
If s is fixed then n 2 is fixed and 
f(y I s) = 1 
'>/Trr er 
2 . 2 
=y / 2cr . e .. 
Since f(y Is) does not involve s th.en 
f(y) = 1 
2 2 
=y / 2cr , 
e 
Because 
f(y Is> ;: f(y), 
y and s are independently distributed. 
It is known that if 
( 1) y is distributed .,,normally with mean 
zero and varian~e cr2, 
(2) s is independent of y, 
2 
(3) s. (nl - l) is the chi-square distribution 
cr2 
with n 1 - 1 degrees of freedom, 
1 ') Lw 
then y/ s follows Student's "t" distribution with n 1 - 1 
degrees of freedom. 
Hence 
rn (x - µ) 
s 
has Students' distribution with n 1 - I 
degrees of freedom. 
Therdore 





If we desire d < w then we get 
n= 
• 4t s 2 
a 




s = 12; .. n I = 20 
w = (2) (2. 093) (3. 464)/ 4. 472 = 3. 2 
is greater than d; hence 
. 2 I 2 n = (4) (2. 093) (12) (2) = 53. 
Therefore 53 = 20 or 33 more samples are needed so that 
P (X - 1 < µ < X + 1) = . 9 5 ~ 
SUinmary: Stein's method assures us a desired length of 
confidence interval 100 per cen.t of the time. This is distinct 
13 
14 
from the probability 1 - ·<;t that µ. is included in the interval. There 
is a disadvantage in the use of this method when there is a change 
in the variance of the population (e.g. height of certain plant$). 
The chang,e of variance would contradict the assumption that the 
. 2 
variance of the X. was er . 
1 
The problem. of pow many samples should be taken i~ the first- -
step is ans.wered in part in the next section. 
Taking the first sample in Stein's Method . Stein's method . 
leaves the selection of the size of the first sample to the discretion 
of the experimenter. This might be troublesome if he has no idea 
as to the size of n 1 o Seelbinder ( 19 53) has provided tables that aid 
in making the decisiono These tables enable the experimenter 
to determine the expected total sample size given the size of the 
first sample. In order to use the tables, d and a are specified, 
and cr is known to be contained in a certain interval. The m~ima.x 
technique is utilized so that the experimenter can take the smallest 
sample size and still have good results. This technique minimizes 
the maximum loss in additional observations because of the unknown 
value of fT 2 , If cr 2 were known then no ci!.dditional observation would 
be necessary. 
2 
The maximum differences of the value of n (when er 
is known) and the expected value of n (given n 1) are set up in a table. 
Corresponding to the minimum of the maximum differences, a value 
. of n1 may be obtained, 
TABLEl 







n :; Z 
d 
Z is standard nor-
m'\1 deviate at 1 - a. 
level,. (J" 2 is known 
varia,nce;. d is desired · 
. width of interval. 
Advantages 
. n c.µi be found such 
that interval will be 




Qhances of knowing 
z 1· M" .. h <r · are s rm;. 1g t 
tempt researcher 
into desiring too 
small d thereby 
obtaining n laxger 
than. capabilities. 
2 2 
fF UNKNOWN BUT ESTIMATED.BY g 
Case A: E(w) = d Case.B: P(w < d) = 13 
~ -· . -. ' -
· 2 2 .. 2t g C 2 2 4t g 
E(w) =;d =. a · Xp .- f3) ~ 
2 
=d ,,,/n - 1 
t is Student' s 11 til «. ' 
with n ;.1 degrees of 
freedom .• g is_ estimate 
given by the experimenter. 
. c 2 . is found in tables. 
Ii experimenter is fam-
iliar· enough with data · 
gives excellent idea of 
sample siz.e. Computa;a. . 
tion rather easy. 
Cumber some to compute 
.n:- If g2 less than c;2 then' 
n is too small ... Desired . 
results wil1znot be ob\;..>· .. · " 
tained; lf g smaller than 
<r2 the.J;l:-n· is'- too· lal"ge. 
n(n - 1) · 
x f _ 13 is tabular at 13 
levelwith n - 1 degrees 
of freedom~ t is Student' s 
t with n - 1 di .. gZ is esti-
mate of 0"2"' d is desired 
difference . 
Experimenter may state 
.with given probability 
that width is less than 
desired interval provided 
. 2 . 1 . t' t g is c o s e es 1ma e • 
Rather difficult to com-
pute n. If g?.1ess than 
0"2 then actual prob- · 
ability will be less than 
13; hence.n ie too small.·-
g2 greater than a-Z im-




. fF ·. UNKNOWN 
Stein's Method 
Sample n 1 observations,i 
ompute interval on 1,1,.~ 
w < d take no more sam-
ples. If w ~ d compute 
4t2 s2 
n = 2 : using t and 
2 d 
s from first sample 
(t with n 1 - l df)d Take 
n - n 1 samples and 
compute interval using 
t and s. 
Width. obtained-is always 
J.e~s$ than ~lr. -~qual ~o. d. 
.. Easy to compute. 
.Jf population .changes 
then statistics will be 
inaccurate. 
CONFIDENCE INTERVALS 
(n GIVEN IN TERMS OF 9/d) 
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·DETERMINATIOM.OF.SAMPLESIZE .. IN A'FINITE POPULATION 
Introduction: Determining the sample size necessary for a desired 
confidence interval on the mean while sampling from .a finite popu-
lation can be handled most readily by the first of the three.methods 
given; however it is quite possible that th:e results might require 
utilization of an appreciable amount of t.he population. In fact, the 
result.s may call. for n larger than the .size of the populatipn itself! 
For this reason, we introduce the finite population correction (£pc). 
We define N to be the size of the finite population, n to be the desired 
N-n 
sample size and the £pc = N 
" 2 
. Condition given o- Known : This condition is quite probable in finite 
sampling. Usually the experimenter has ':'- good knowledge of his data 
2 
and can define o- ·• We procede in the same .manner as in determining 
a sample size from an infinite population except we let n 1 be the value 
obtained. That is; 
4Z 2 er z 
0. 
If the ratio n 1/N is appreciably large (to the experimenter) then we 
shall use the formula 
1 + n 1/N 
11 
. If n 1/N were too s.mall .then the experimenter need not worry about the 
£pc. 
Example 5: 
N = 450 
2 
q: :,;i 90 'd=4 
= 86.4 or 87 
Since n 1/N does not use a negligible part of the population we compute 
87 =. 72, 5 or 73. 
l + 87/450 
The probability statement! is 
P(JX ~µI< Z) = .95. 
Conclusion.: A sample size of 73 will yield a confidence interval on 
µ of width les.s th.i:Ln 4, 
Brie£ proof of method use.cl to determine ri;f'.; In the above discussion 
2 
we have usedµ and er to represent the population parameters. In the 
proof which follows we will use the more common definitions. 
X : Finite Population Mean 
x :: Sample mean 
. Computations: 
N 
X = E x./N 
2 
s = 
i = 1 1 
-. )2 n (x. - x · . 
E ·_1 __ 
i .:a: 1 n - 1 
n 
x = E xi/ n;. · 













The variance of X is given as 
2 2 
s._ = S (N - n)/Nn. 
X 
Under the assumption x is asymptotically distributed normally with 
2 
mean X and variance S_ we obtain 
X 




\.. 2 2 2 
( 1 + 4t . S . / N d ) 
From our definition of n 1 
n :c: 
CHAPTER IV 
DETERMINATION OF SAMPLE SIZE !NA TEXTILE EXPERIMENT 
Synopsis 
A textile experimenter is interested in the mean breaking strength 
of white muslin cloth. He woul.d like to take a cbnservative number of 
swatches from a bolt of cloth and still have c.onfidence in the results. 
Two methods for obtaining a desirable sample size are presented. 
Method I will be used to obtain a sample si~e such that the confidence 
interval width wHl be ·sp:raller than a specified numb.er. Method II will 
be used to obtain a sample !:jize such that there is a specified probability 
that a confidence interval width is less than or equal to a specified 
value. 
Introduction: Suppose a textile experimenter wanted to estimate the 
mean breaking strength of a population of muslin cloth. Suppose he 
gathered all of the muslin cloth that existed. He would have a population. 
of breaking strengths if he were to take every possible swatch of cloth 
of a particular size and then measured a breaking strength from each 
swatch. The experim.enter desires an estimate of the mean or average 
value of this population, It is possible for him to. obtai.h an es.t:itnate by 
taking a sample Qf say n measurements. The computation would be to 
sum the sample values and divide by n. 
-He would like to know if the calculated sample mean X is 
reasonably close to the population mean JI.. That is, he desires 
to say with a specified probability that. a certain interval will in-
elude p.. For example, suppo.se .the following 95% confidence 
interval had been computed: 4,5 < ia, < 55. The probability that 
the mean breaki:q.g strength. is between 45 and 55 lbs is equal to .95%. 
This probability statement means that if the experimenter selects 
many samples and sets a 95% confidence interval om JJ,. for each 
sample, then 95% of those .. i;ntervals will contain l!L· We will denote 
the probability as the confidence· coefficient l - a.. The ihterval is 
informative but if too long .might be useless. If this is the case, 
generally the be.st way to shorten the interval is to take a larger 
sample. To do this we would like to know how large a sample to 
· t.ake to find a sped,fie°" interval width. Cons.l:}quently we will reformu-
late _the problem. The experimepter Iiiesil'es to• take· g :minim'l!ri'l sample 
·:siie so that the average length of the confidence interval will be 
less than d per cent of the true mean in length. The experimenter 
als.o wants to work with confidence coefficients Qther th.an 95% . ' . . . . 
(e~ ~· 908/o or 99%). Thus the problem can be stated as follows: 
How large a sample is .necessary in order to place a l = o. confidence 
inte.rval on t;L such that th.e average length of the intervals wiU be 
less than do/o ofµ.? 11 The average length of the intervals will be less 
tha,.n do/o of µ..' 1 me.ans that i.f the experimenter selects many s~mples; 
22 
sets a 1 = n interval on µ. for each sample; then the average width of all 
these intervals will be less than d ~/ 100. 
Another te:dile experimenter may feel that knowing the average 
interval is going to be less than or equal to 
dJJ, 
100 
is not adequate. 
He feels that ofte:n the computed interval might be wider than he 
desires. Therefore~ he would like to have an interval such that 
the probabiltty that the interval width is les.s tha,n a specified d is 
equal to f3 where f3 is a given per cent (e.g. 90% or 99%). 
We will discuss both methods.· 
Method I: Average length of confidence intervals less that d 
per cent of J.L· This requires the experimenter to kn.ow 11:he coeffi= 
cient of variation, g (g is defined as the population standard deviation 
divided by the mean.) If the experimenter has an estimate of what . 
interval will include g, the method of determining n will prove tp 
he quite satisfactory. The experimenter specifieFl g, d, and 1 = n. 
A chart is given for three values of l = a. The procedure is to 
compute g/ d and read n from the approximate curve. I! he believes 
g .to be in a certain interval he can determine a range of n valµes and 
select an average n. 
As an example, we will show how this method applies to a textile 
experiment. An experimenter desire,s, to know the mean breaking 
strength (in pounds) of muslin cloth after it has been washed 
thoroughly and then dried in the sun for a period of four hours. 
Aft.e.:r cutting a bolt of cloth into say n swatches~ he washes and dries 
z3_ 
the cloth and then takes a measurement of breaking strength (in poµnds) 
from each swatch or sample. His problem is: How many samples 
(swatches) should be taken in order to pface a 9 5% confidence interval 
on the mean breaking strength. such that the average length of the 
intervals will be less than 4, 6, 8, or 10 per cent ofµ.. 
The experimenter specifies g = • 012. This value was obtained 
from an earlier experiment. By use of the graph, we can set up 
the following table: 
VALUES OF n GIVEN g/d A~D a 
a. 
d g/d 90% 95% 99% 
.04 .. 30 3 3 6 
.06 • 20 2 2 4 
.08 . 15 2 2 3 
• 10 . 12 z 2 2 
Thus at the 95% level the experimenter would select either 2 or 3 
samples depending upon the interval width des:l.red. If he wanted to 
work at the 99% level h.e would select n equal to 2., 3, 4, or 6. His 
estimate oJ g could be wrong by as much as 10% with HtUe effect on 
n. 
Method II.·· The probability that the 1 = a confidence interval widtth 
is less than a specified d is equal to 13 where 13 :i.s a given per cent 
(e.g. 90% or 95%). This requires that the experimenter has an 
2 2 . 
estimate of (J" • We will ca.11 this value g . We will find n by ,using 
the relationship 
24 
2 tz 2 
4x l - @ a g = dz 
n {n - 1) 
where tis the appropriate value of Students' distribution with n - 1 
degrees of freedom, x2 is the appropriate ialue of the chi=square dis-
tribution with n - l degrees of freedom, and d and g are. specified. 
For example, suppose the textile researcher would lilce tor have 
the probability that the 95% confidence interval width less than 6 
equal to 99%. By a previous experiment is found an unbiased 
2 
estimate of er to be 0. 216. Then if n = 2 
and if n = 3 
(. 86) (9. 21) (4. 303) 2 
(Z) ( l} >36 
2 
{. 8.6) (11. 3) (3. 182) 
P) (Z) · 
< 36. 
Thus, n = 3 since 3 is the largest integer such that satisfies foe 
inequality. 
If the experimenter would prefer 1 - (l = . 99 then if n = 3 
and if n = 4 · 
(. 8 6} (9 • 21)(9 . 9.2 5) 2 
(3) (2.) 




Thus n = 4 since 4 is the largest integer that saiisfies the 
inequality. 
The major disadvan.11:a.ges in Mefhod H are that fhe value of n 
2 
is rather difficult to find and the value of g could cause inaccurate 
2 
results bei:::ause it is an estimate of «ir • ln conclusion, H: should be 
noted that n is always rounded t:o the largest integer so that the 
given expression is the maximum value less than or equal to d. 
SUMMARY 
This thesis is a collection of methods avaUable to determine 
a minimum sample size that .will enable the experimenter to have 
a desired confidence in the r·esults. The main topics .included 
finding a sample size when the variance is kn.own, unknown, 
and approximated. 
Further work that may be done 'along these lines include 
( 1) tables to find n when the probability that w is less than d 
equals a specified 139 
( 2) finding the sample size when sampling from other than a 
normal distribution9 
( 3) determining the sample size in Non.-parametric Statistics, 
( 4) use of a two step method when the expected value of w is 
less than d, 
( 5) graphs of sample size curves under spec:i.Hed conditions 
( e.g. when the variance is known). 
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