Using data from Gaia DR2, we study the radial number density profiles of the Galactic globular cluster sample. Proper motions are used for accurate membership selection, especially crucial in the cluster outskirts. Due to the severe crowding in the centres, the Gaia data is supplemented by literature data from HST and surface brightness measurements, where available. This results in 81 clusters with a complete density profile covering the full tidal radius (and beyond) for each cluster. We model the density profiles using a set of single-mass models ranging from King and Wilson models to generalised lowered isothermal LIMEPY models and the recently introduced SPES models, which allow for the inclusion of potential escapers. We find that both King and Wilson models are too simple to fully reproduce the density profiles, with King (Wilson) models on average underestimating(overestimating) the radial extent of the clusters. The truncation radii derived from the LIMEPY models are similar to estimates for the Jacobi radii based on the cluster masses and their orbits. We show clear correlations between structural and environmental parameters, as a function of Galactocentric radius and integrated luminosity. Notably, the recovered fraction of potential escapers correlates with cluster pericentre radius, luminosity and cluster concentration. The ratio of half mass over Jacobi radius also correlates with both truncation parameter and PE fraction, showing the effect of Roche lobe filling.
INTRODUCTION
Globular clusters (GCs) are amongst the oldest known structures in the Universe, believed to have been formed between redshifts of z ∼ 5 − 10 (e.g. Kravtsov & Gnedin 2005) . They have long been used as the principal stellar population calibration source against which to compare other systems, or as simple tracer particles to probe the gravitational potential of the systems they inhabit. Through their use, they have contributed to invaluable progress in e.g. early Universe cosmology (Peebles & Dicke 1968) , the formation and evolution of the Milky Way (MW) disc (Freeman & Bland-Hawthorn 2002) and halo (Searle & Zinn 1978) , and external galaxies (Brodie & Strader 2006 ). The present day spatial distribution and motions of GCs provide a dynamical probe of the MW E-mail: tdeboer@hawaii.edu dark matter (DM) potential, the hierarchical assembly of the Milky Way (Moore et al. 2006 ) and a constraint on the re-ionisation of the Universe (Couchman & Rees 1986; Spitler et al. 2012) .
During the last two decades, the field of GC formation has been reinvigorated due to the discovery that GCs are not simple, spherical, non-rotating stellar systems. An ever increasing number of studies has shown that their stellar populations are anything but simple, with clear evidence for multiple populations due to light element abundance variations and discrete sequences in colour-magnitude space (e.g. Carretta et al. 2009; Gratton, Carretta & Bragaglia 2012; Bastian & Lardo 2018) . Dynamical studies of GCs have shown the presence of kinematic signatures, concluding that rotation is common in these systems (e. of GCs (e.g. Watkins et al. 2015; Kimmig et al. 2015; Baumgardt 2017) , with the discovery of tidal tails around GCs further arguing against significant fractions of DM in at least some GCs (Moore 1996; Odenkirchen et al. 2001; Shipp et al. 2018 ).
Nonetheless, the mechanism of GC formation in a DM halo is by no means ruled out, since collisional relaxation pushes the DM to the peripheries where tidal interaction with the MW can effectively strip the entire DM content (Mashchenko & Sills 2005; Baumgardt & Mieske 2008) . Furthermore, the discovery of extended, spherical stellar halos around some GCs (Carballo-Bello et al. 2012; Kuzma, Da Costa & Mackey 2018) are in good agreement with models of GC evolution within their own DM halo, in which stars are scattered to large radii and move on long radial orbits as their escape is prevented by their DM halo (Peñarrubia et al. 2017) . This has highlighted the need for a comprehensive kinematic study of the outer regions of GCs, which remain largely unexplored.
The spatial structure of GCs has been extensively studied within the Local Group, leading to the discovery of numerous scaling relations (Trager, King & Djorgovski 1995; Harris 1996) and the constraining of the GC fundamental plane (Djorgovski & Meylan 1994; McLaughlin 2000) . Traditionally, the density distribution of GCs has been analysed in the context of isotropic, isothermal sphere models, such as King models (King 1966) . More recent studies found that the outer regions of GCs are more extended than allowed by King models (Elson, Fall & Freeman 1987; Larsen 2004) and models with a power law distribution provide a better fit to the outer parts of GCs due to their shallower density falloff (McLaughlin & van der Marel 2005; Carballo-Bello et al. 2012; Williams, Barnes & Hjorth 2012; Kuzma, Da Costa & Mackey 2018) . Once again, studying the outer regions of the GCs is the only way to distinguish between the different models.
King models are isotropic, lowered isothermal models, which are described by a distribution function (DF): f (E) ∝ exp(−E/s 2 )− 1, for E < 0 and f (E) = 0 otherwise. Here E is the specific energy, 'lowered' by a truncation energy φ t (i.e. E = 0.5v 2 + φ(r) − φ t , where φ(r) is the specific potential at radius r) and s is a velocity scale, which combined with the constant of proportionality in the DF sets the physical scales of the model. This model is fully specified by the dimensionless central potential W 0 , which controls the central concentration (high W 0 implies more concentrated models). For concentrated models (W 0 5), s is approximately equal to the central 1-dimensional velocity dispersion. The DF of (isotropic and non-rotating) Wilson models is f (E) ∝ exp(−E/s 2 ) − 1 + E/s 2 , and has a more gradual decline in the density near the tidal radius. Davoust (1977) showed that the King and Wilson models are members of a general family of models in which leading order terms of the exponential are subtracted from the isothemal model. Gomez-Leyton & Velazquez (2014) showed that this can be extended to non-integer terms, leading to a more general class of (isotropic) lowered isothermal model, which has an additional model parameter g (with King and Wilson models recovered for g = 1 and g = 2, respectively). Because this additional parameter describes the sharpness of the truncation in energy, it affects mostly the mass and velocity profile at large distances. Gieles & Zocchi (2015) further expanded these models by introducing radial velocity anisotropy as in Eddington (1915) and Michie (1963) , multiple mass components as in Da Costa & Freeman (1976) and Gunn & Griffin (1979) , and introduced the lowered isothermal model explorer in PYTHON (LIMEPY) 1 . The LIMEPY models allow for a more elaborate description of stars near the escape energy, but do not include the effect of the Galactic tidal potential, unlike other models by (e.g. Heggie & Ramamani 1995; Varri & Bertin 2009 ). The tidal field makes the potential in which the stars move anisotropic and it slows down the escape of stars (Fukushige & Heggie 2000; Baumgardt 2001 ), because escape is limited to narrow apertures around the Lagrangian points. As a result, a GC builds up a population of so-called potential escapers (PEs) during its evolution. These are stars that are energetically unbound, but have not yet escaped because their orbits have not come near the Lagrangian points (e.g., Daniel, Heggie & Varri 2017) . These PEs give rise to an elevation of the density and velocity dispersion near the Jacobi radius (Küpper et al. 2010; Claydon, Gieles & Zocchi 2017) . The fraction of PEs in a GC is dependent on the mass of the cluster (approximately) as M 1/4 (Baumgardt 2001) and the shape of the Jacobi surface (Claydon, Gieles & Zocchi 2017) , which in turns depends on the Galactic potential and GC orbit (Tanikawa & Fukushige 2010; Renaud & Gieles 2015) and for GCs we expect typical fractions of a few per cent (Claydon, Gieles & Zocchi 2017) . The presence of PEs in GCs has been proposed as a way to explain peculiarities in GC outskirts not consistent with the expected behaviour of bound stars even in a generalised lowered isothermal model, such as unusual surface density profiles (e.g. Côté et al. 2002; Küpper, Mieske & Kroupa 2011) , extended structures (Kuzma et al. 2016 ) and stars with velocities above the escape speed (Meylan, Dubath & Mayor 1991; Lützgendorf et al. 2012) .
In this work, we will make use of data from Gaia DR2 (Gaia Collaboration et al. 2018) to study the outskirts of the sample of Galactic GCs presented in Harris (1996 Harris ( , 2010 . The use of Gaia proper motions allows us to perform a membership selection which is far more accurate than any other study of GCs on this scale (e.g. Pancino et al. 2017) . The density of stars in the outer regions will be combined with existing literature data to obtain a full sampling of GC densities covering the entire system. The resulting density profiles will be modelled using the different types of single-mass models described above to probe for the presence of tidal disturbances and PEs. Importantly, the density profiles will be constructed from a homogeneous dataset, while previous comprehensive works (e.g., Trager, King & Djorgovski 1995) have been based on a heterogeneous mix of star counts and integrated photometry, and other homogeneous works have been composed of only a few GCs (Carballo-Bello et al. 2012; Miocchi et al. 2013 ).
This paper is organised as follows: in Section 2 we discuss the use of Gaia data, adopted queries and initial processing. Following this, in Sections 3 and 4 we determine the GC membership selection as well as the construction of density profiles extending from the centre out to ∼2 tidal radii. The profiles are then fit using a variety of different single-mass models in Section 5, followed by an analysis of the resulting parameters and their correlations (in Section 6). Finally, Section 7 discusses the results and their implications for the study of initial conditions of GC formation.
DATA
To study the density profiles of GCs we will make use of data from the Gaia mission (Gaia Collaboration et al. 2016a,b; Lindegren et al. 2018) , which contains exquisite data for about 1.6 billion sources covering the full sky. In particular, we make use of the recently released Data Release 2 (DR2) data, which includes spectrophotometry in the G, G BP and G RP bands as well as accurate parallaxes and proper motions for stars down to G = 21 (Riello et al. 2018; Evans et al. 2018; Lindegren et al. 2018) . Furthermore, for all bright stars (G RVS < 12), Gaia measures radial velocities from the Gaia Radial Velocity Spectrometer (RVS) spectrograph (Cropper et al. 2018; Sartoretti et al. 2018) . The availability of proper motions on large spatial scales represents a key improvement for the study of GCs, allowing us to study the density in their heavily contaminated outskirts. The use of photometric membership selection followed by spectroscopic confirmation is very inefficient in these regions, leading to low (a few percent) success rates. This impedes a thorough study of GC outskirts, which is where many interesting dynamical processes linked to cluster formation and evolution can be constrained.
We make use of the extensive catalog of GCs from Harris (1996 Harris ( , 2010 for our input list of targets. To avoid regions of excessive crowding where Gaia measurements become less reliable, we limit our sample to |b| >5 deg, leaving 113 GCs. Each of these targets is queried in the Gaia data archive (https: //gea.esac.esa.int/archive/) using a cone search out to a radius of 2.5 times the Jacobi radius (r J ) determined by . The dataset is further processed to include tangent plane projection coordinates and extinction values using dust maps from Schlegel, Finkbeiner & Davis (1998) with coefficients from Schlafly & Finkbeiner (2011) , on a star by star basis. In heavily extincted regions (E(B− V) > 0.3) the Schlegel, Finkbeiner & Davis (1998) maps become unreliable, and literature extinction values from Harris (1996 Harris ( , 2010 are used instead.
In the determination of cluster-centric coordinates, position angles and ellipticities are assumed to be zero. These parameters are available in the literature, but different studies find different mean values which vary with radius, and often do not probe the cluster outskirts (Harris 1996; Chen & Chen 2010) . Therefore, we assume each cluster is perfectly spherical, and conduct a detailed study of GC shape in a future work.
MEMBERSHIP SELECTION
A crucial step in the study of GC density profiles is a reliable membership selection. In this work, we first employ a fixed parallax cut to remove nearby stars, followed by a selection in colour-magnitude space and proper motion space. To remove nearby stars we apply a cut to parallax | − 0 | < 2 × δ with 0 the mean parallax of the GC and δ the parallax uncertainty. No attempt is made to fit the distribution of parallaxes due to the ongoing characterisation of parallax systematics (Luri et al. 2018) .
Colour-magnitude filtering is performed by making use of isochrones with Gaia bandpasses from the Padova library (Marigo et al. 2017) , as queried from http://stev.oapd.inaf.it/ cmd. For the stellar population parameters of the GCs we make use of metallicities and distances from Harris (2010) and ages taken from (Marín-Franch et al. 2009; VandenBerg et al. 2013) . If no age is available, a cluster is assumed to have an age of 13.5 Gyr. For each cluster, we selected member stars in a conservative region around the isochrone with NGC 1904 Figure 1 . The proper motion distribution of stars in our NGC1904 sample, coloured with the computed membership probability. The sample shown has already been cleaned using CMD isochrone cuts and parallax selections. The blue marker indicates the peak of the GC PM distribution, while the red marker indicates the peak of the background distribution. A contour is drawn for membership probability of 0.9 for reference.
2 × δ(G BP − G RP ) at each G magnitude. For this procedure, a minimum colour error of 0.03 is adopted to avoid having an arbitrarily small selection window for bright stars with small photometric errors. We include only stars up to the tip of the Red Giant Branch (RGB) and forego selecting stars on horizontal branch (HB), to avoid including the potentially heavily contaminated regions corresponding to red HBs for metal-rich GCs. A magnitude limit of G=20 is adopted to avoid stars with proper motions of poor quality. Furthermore, we do not include a sample cleaning using the phot bp rp excess factor variable as suggested in Evans et al. (2018) . The cleaning of well-behaved single sources will make little difference in halo GCs with good PM separation, but reject a large fraction of sources in crowded regions like the Galactic bulge. Since this is expected to have a large impact on the radial density profiles, we choose to forego selections which are not homogeneous across the cluster field of view. Following these selections, we use the Gaia proper motions to compute the membership probability of each star. The proper motion cloud is fit using a Gaussian mixture model consisting of one Gaussian for the cluster distribution and another for the Milky Way foreground distribution. Initial guesses for the cluster Gaussian centres are taken from Helmi et al. (2018) where available and using a simple mean within half the Jacobi radius otherwise. Distributions are fit using the emcee python MCMC package, after which membership probabilities for each star in our sample are computed (Foreman-Mackey et al. 2013) . The final adopted member samples are selected using a probability cut of 0.5, and made available at https://github.com/tdboer/GC_profiles. Figure 1 shows the proper motion distribution for an example cluster, NGC1904. The best-fit GC PM peaks are shown as blue and red markers for GC and background sample respectively, while the contours shows the 0.9 member probability. The MCMC fit cleanly separates the cluster and foreground distributions, resulting in a secure sample of member stars with a cut at prob>0.5. The GC peak values of (µ ra ,µ dec ) = (2.51±0.08,-1.51±0.09) are consistent with values from Helmi et al. (2018) . Figure 2 compares the determined mean proper motions in RA and Dec for GCs in common with the sample from Vasiliev (2019). The errorbars display the uncertainties on the proper motion based on the 16th, 50th, and 84th percentiles from the MCMC runs. There is good agreement between both samples, with overall little scatter in both µ ra and µ dec . Some GCs show large (>0.25 mas/yr) uncertainties in our sample, although the peak values are in good agreement with Vasiliev (2019). These are bulge GCs such as NGC6284 and NGC6388 which are low mass, but suffer from excessive (>75%) foreground contamination. Given that we determine our PM values using the entire sample within 2.5 times the Jacobi radius, our uncertainties are naturally larger than the values in Vasiliev (2019) , where a much smaller spatial area is utilised. Figure 3 shows the fraction of remaining member stars for each cluster, after successive stages of membership cleaning, as a function of absolute Galactic latitude |b|. Filled squares show the membership fraction after applying the colour-magnitude filtering using isochrones, relative to the total number of sources within 2.5 times the Jacobi radius. Open circles show the membership fraction after applying the additional proper motion selection described above. The figure shows that the reduction in member stars using a simple CMD cut is roughly a factor of 5 (the mean fraction if 0.18±0.06), but that the cleaning is least efficient for clusters closest to the MW disk. The filtering using proper motions leads to a further reduction of a factor of two on average (the mean fraction is 0.08±0.06). However, the reduction is clearly larger for clusters close to the disk (with reductions of a factor >5), due to a better separation of cluster and disk stars in proper motion space.
NUMBER DENSITY PROFILES
With membership probability for our GC sample in place, we construct the radial number density profiles by binning the radial data as a function of distance from the cluster centre. We adopt a fixed number of 50 radial bins, with an equal number of stars in each bin. For ill-sampled or low density GCs, a fixed bin occupation of 10 stars per bin is used instead. We reiterate that sphericity is assumed when computing the radial distance from the cluster centre.
The number density profiles constructed in this way provide a homogeneous coverage of the GC outskirts that is unmatched Figure 3 . The fraction of member stars in each cluster compared to the total number of stars within 2.5 Jacobi radii, as a function of absolute Galactic latitude |b|. Member fraction is shown after applying the colour-magnitude isochrone filter, as well as after applying the additional proper motion filter described in Section 3. The mean membership fraction after CMD filtering is 0.18 (a reduction of roughly a factor 5), while the mean membership fraction after CMD+PM filtering is 0.08 constituting a further factor 2 reduction.
in other surveys. However, due to the increasing crowding toward the cluster centres, the inner parts of the profiles are incomplete for all but the lowest density clusters (Arenou et al. 2018) . To obtain a complete profile for each GC, we complement the Gaia profiles with literature profiles from the Hubble Space Telescope (HST) (Miocchi et al. 2013 ) and the compilation of ground-based surface brightness profile compilation of Trager, King & Djorgovski (1995) . When both are available, Miocchi et al. (2013) profiles are preferred over Trager, King & Djorgovski (1995) profiles since they are more recent. These profiles are stitched to the inner regions of the Gaia profiles to provide a full coverage out and beyond the Jacobi radius. To stitch the profiles, we first need to determine out to which radius the Gaia data is reliable and complete. We make use of the comparison between Gaia and HST data for 26 clusters performed in Arenou et al. (2018) , which shows that densities of 10 5 stars/deg 2 are roughly 80% complete at G = 20 mag. Therefore, we assume the Gaia is free from radius dependent completeness effects outside this radius and adopt this density threshold as the cutoff for the Gaia profiles. Figure 4 displays a zoom of the spatial distribution of our NGC1904 sample after membership selection, clearly showing the incompleteness of the data in the central regions due to crowding. Using the density criterium from Arenou et al. (2018) , we compute an innermost usable radius of 2.9 for this cluster, which is shown in the figure as a red circle. Given that the completeness depends on more than just a simple function of local stellar density (e.g. scanning law coverage, extinction, foreground contamination), we adopt a default inner radius of 2 arcmin for GCs of low density, inside of which we will not use the Gaia data. The adopted innermost usable radii are presented in Table A1 for each GC.
Following this, the Gaia profiles are then tied together with literature profiles by using the overlapping region of both datasets (outside the inner usable Gaia radius) to calibrate the heterogeneous literature data to the homogeneous Gaia system. Within the overlap region, the literature profile data is interpolated to the same radial values as the Gaia profile, allowing us to compute a scaling fraction for each radial bin. The adopted scaling fraction is taken to be the average of all the individual fractions, after which the entire literature profile is scaled. Following this, the two profiles are combined, taking the scaled literature values within the innermost usable radius and the Gaia profile outside, taking care to rescale the number densities in overlapping bins straddling the adopted radius. Figure 5 shows the density profile of NGC1904 as determined from Gaia data (in blue triangles), along with the existing literature profile from Miocchi et al. (2013) as red squares. The Gaia profile clearly becomes incomplete in the inner regions, as evidenced by the drop in density at a radius of ∼ 1 . The green circles show the combined density profile adopted for the cluster, to which mass models will be fit. From Figure 5 it is clear that using the Gaia membership allows us to make use of reliable stellar density data almost 1.5 order of magnitude below the background of the HST data, showing the added value of proper motion information.
In tying the two profiles together, we are making the implicit assumption that both profiles follow the same underlying number density distribution. While not necessarily true, we believe this to be a reasonable assumption, given that the Gaia profile is calculated from bright stars and the attached luminosity profiles are also dominated by bright stars. Furthermore, the effects of mass segregation should not be significant as the stars in both datasets have a small range of stellar mass. For these reasons, we believe the difference between the two profiles are small and our approach is justified.
DYNAMICAL MODEL FITS
We will consider different types of single-mass models to fit the number density profiles of our GC sample. First off, we consider the King and the isotropic and non-rotating Wilson models, which are often used to fit the spatial distributions of both GCs and dwarf galaxies (King 1966; Wilson 1975 
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Figure 5. The number density profile of NGC1904. Blue triangles show the profile as obtained from Gaia DR2 after the selections for parallax, proper motion and colours described in section 3. Red squares show the HST number density profile from (Miocchi et al. 2013 ), scaled to the Gaia profile using all points in the overlapping region outside the Gaia inner usable radius (shown in Figure 4 , and indicated by the solid black arrow). Finally, the green circles shows the combination of both profiles, which will be used to fit mass models. For reference, the vertical dashed line shows the Jacobi radius from while the dashed horizontal line shows the background level estimated using stars between 1.5 and 2 Jacobi radii.
models have been shown to fit the outer parts of GCs better than King models, due to their shallower density fall-off (McLaughlin & van der Marel 2005) . King models have been fitted to Galactic GCs by numerous previous works (e.g. Djorgovski 1993) , while Wilson models have been fitted to the entire Trager, King & Djorgovski (1995) data set by McLaughlin & van der Marel (2005) . However, given the updated profiles for the GCs presented here, we have refit for the parameters of the King and Wilson models. We will also fit the isotropic, single-mass LIMEPY models to the data and simultaneously fit on W 0 and the truncation parameter g. The second class of models we fit to the data are models with the inclusion of Potential Escapers (PEs), as recently presented in Claydon et al. (2019) . These models allow for a more elaborate description of stars near the escape energy including the effect of marginally unbound stars. These spherical potential escapers stitched models (hereafter SPES models) have an energy truncation similar to the models discussed above, with the fundamental difference that the density of stars at the truncation energy can be non-zero. More importantly, the models include stars above the escape energy, with an isothermal DF that continuously and smoothly connects to the bound stars. Apart from W 0 , the model has two additional parameters B and η. The value of B can be 0 B 1, where for B = 1 there are no PEs (i.e. the DF is the same as the King model) and for 0 B < 1, the model contains PEs. The parameter η is the ratio of the velocity dispersion of the PEs over the velocity scale s (see above) and it can have values 0 η 1. For η = 0 there are no PEs, and (for fixed B) the fraction of PEs correlates with η. For a fixed η, the fraction of PEs anticorrelates with B for B close to 1. For smaller B, the fraction of PEs is approximately constant or correlates slightly with B (for constant η). Finally, in the presence of PEs the SPES models are not continuous at r t , but the models have the ability to be solved (continuously and smoothly) beyond r t to mimic the effect of escaping stars (see Claydon et al. 2019 , for details). We solve the models out to 25 times the Jacobi radii determined by to take into account the projected density in front of the cluster and allow a smooth transition between cluster and background counts.
The models are fit to the combined number density profiles using the EMCEE PYTHON MCMC package (Foreman-Mackey et al. 2013) , fitting for the model parameters (one for the King/Wilson models, two for LIMEPY and three for SPES models), the radial scale (we use the tidal radius as a fitting parameter) and the vertical scaling of the profile. A constant contamination level is defined by taking the average stellar density between 1.5 and 2 Jacobi radii, where we expect the GC contribution to be negligible. Computed background levels are presented in Table A1 . In the case of the SPES models, we also directly fit for the cluster tidal radius, without making any a priori assumption about the Jacobi radius. Figure 6 shows an example number density profile fit for NGC 1261 with best fitting models overlaid. The errorbars on individual data points are Poisson uncertainties for each radial bin. King and Wilson models with parameters taken from McLaughlin & van der Marel (2005) are shown as blue and green dashed lines respectively, while the LIMEPY model is shown as the solid black line. The red line shows the best-fit SPES model including PEs. It is clear from Figure 6 that King and Wilson models do not manage to fit the outermost density profile, truncating at radii of ≈5 and 9 respectively, which falls far short of the 31.8 Jacobi radius from . Even the LIMEPY model does not manage to reproduce the outer slope of the number density profile completely. However, the SPES model does provide a good fit of the GC profile, both in the very centre and in the outskirts. The best-fit parameters of the SPES model are W 0 = 4.99±0.10, η = 0.23±0.01 and log 10 (1 − B) = −2.59 ± 0.23, resulting in a fraction of PEs of 0.25±0.09% of the total mass. The derived tidal radius of the model is r t = 51.51 ± 4.52 , indicating this cluster is much more extended (factor of 5-10 larger r t ) than can be inferred from simple singlemass models like King and Wilson. The number density profiles and model fits are shown for all GCs in Figure A1 in Appendix A.
RESULTS
Our analysis of all GCs in the Harris catalogue with |b| > 5 deg (113 clusters) resulted in PMs and number density profiles for 81 clusters. The remaining GCs are rejected from our final sample due to a variety of reasons, including being too distant to contain enough stars in Gaia DR2, suffering from poor scanning law coverage or sampling incompleteness resulting in profiles that could not be tied to literature values. The remaining GCs have been fit using singlemass models, with model fits shown in Figure A1 . The best-fit parameters of the models are given in Table A1 in Appendix A.
Analysis of the fits in Figure A1 shows that King and Wilson models are typically not a good fit to our GC density profiles, especially in the outskirts. In almost all cases, a LIMEPY or SPES model results in a better or equally good fit. Nonetheless, there are some GCs for which a King or Wilson model results in the lowest χ 2 value (indicated by the * in the plot legend). In those cases, the profiles of all fitted models are very similar, but the simpler model is preferred due to the lower number of model parameters. Figure 7 model, indicating the outer GC structure is better matched with the inclusion of PEs. Therefore, we can conclude that both King and Wilson models are too simplistic, and LIMEPY or SPES models are needed to explain the distribution of GC stars simultaneously in the inner and outer regions.
Model comparisons
We can compare the structural parameters of the different model fits, and correlate them with literature values. First off, Figure 8 shows the comparison between the W 0 parameter as presented in Table A1 as derived from the fits to our new profiles and the literature values from McLaughlin & van der Marel (2005) . The recovered values are in good agreement to the literature values for most of the GCs, with a few notable outliers at low W 0 such as NGC 6101 and NGC 6496 which were notably incompletely sampled in McLaughlin & van der Marel (2005) .
Next, Figure 9 shows the values of the 3D half mass radius for each of the different model fits, in comparison to effective half mass radii from Harris (1996 Harris ( , 2010 (which are mostly from McLaughlin & van der Marel (2005) ), multiplied by a factor of 4/3 to correct for the radius projection. We note that we are neglecting any possible effect due to mass segregation. Our models all fall along the one-to-one correlation line, indicating good agreement between the literature and our models.
Given the large radial extent of the Gaia DR2 data, it is insightful to look at the tidal radii as derived from our fits. In Figure 10 we show the tidal radius of each model in comparison to the values of the Jacobi radius as determined by . For reference, the Jacobi radii are computed following R J = [G M cluster / 2* 220 2 ] 1/3 R 2/3 GC , in which M cluster is the present day mass of the GC and R GC is the Galactocentric radius. The top panel of Figure 10 indicates the truncation radii of King fits is too small, owing to the intrinsic shape of the model. Values derived from Wilson fits are more diverse, with roughly half showing larger truncation radii than Jacobi radii. Comparison of model fits in Figure A1 makes it clear that McLaughlin & van der Marel (2005) parameters are simply not a good representation of the outskirts of many of these GCs, such as NGC6121.
The bottom panel of Figure 10 shows that tidal radii from LIMEPY fits are mostly in agreement with the Jacobi radii estimates from . The SPES fits result in tidal radii which are mostly below the Jacobi radii but with a clear subset with values above or in agreement with the estimates based on the mass and orbit. The difference between the two groups is related to fraction of PEs ( f PE ) recovered in the best-fit. As expected, a larger f PE leads to a decrease in the fitted tidal radius. This can be understood by considering that the PEs can have an energy greater than the binding energy and can therefore reside at distances greater than the tidal radius. Conversely, for LIMEPY fits, the tidal radius will be larger to model the PEs as if they were bound stars. Fitting the density of these stars as bound objects therefore leads to an overestimate of the tidal radius when using LIMEPY models. Models with log 10 ( f PE ) > −3 (i.e. more than 0.1 per cent) are shown as full red symbols, and consistently show tidal radii smaller than Jacobi radii. 
Structural parameters
We will now focus on the results from the LIMEPY and SPES fits, and analyse them further to look for trends of GC structural parameters as a function of environment or initial parameters.
First off, in Fig. 11 we compare the recovered concentration c of our SPES models to those derived by Harris (1996 Harris ( , 2010 . Concentration c is defined as log 10 (r t /r core ) with r core being the core radius (the distance from the cluster centre at which the surface brightness drops by a factor of two from the central value). In the due to the different tidal radii used, which are in some cases off by a factor of 2 or more. The colours of points in Fig. 11 represents the LIMEPY truncation parameter g, which is a measure of the extent of the cluster halo. The figure shows that more concentrated GCs typically show a lower value of g (i.e. are for instance more Kinglike than Wilson-like), but there is clear variation in c between GCs with the same truncation parameter g. This indicates that g alone does not provide a unique measure of cluster concentration, but does anti-correlate with increased concentration. Next, we discuss the parameters derived for the LIMEPY and SPES model fits, as shown in Figure 12 in both scatter plots and histograms. The truncation parameter g correlates with the tidal radius, as expected, while W 0 weakly correlates with both half-mass and tidal radius. The best-fit LIMEPY fit parameters result in half mass radii which peak at ≈5 pc and tidal radii covering a range in between 30−130 pc. The GC sample from Harris (1996 Harris ( , 2010 covers a variety of morphologies, with a wide range in both dimensionless potential W 0 and g. Strikingly, there is a clear correlation between the two parameters, with GCs with high W 0 having lower truncation parameter g on average. The single GC showing both low W 0 and g is Pal 11, for which the available data is low quality due to its distance and location close to the Galactic bulge.
The SPES fit parameters are shown in the bottom panels of Figure 12 . Once again, half mass radii peak around values of 5 pc, while tidal radii peak at values around 30-50 pc, consistent with results from Figures 9 and 10 . The fraction of PEs in the SPES fits shows a peak at log 10 ( f PE ) = −2 with a long tail towards negligible PE fractions. The fraction of PEs does not strongly correlate with W 0 like the g parameter of the LIMEPY fits, although higher values of f PE tend to be found for GCs with a higher value of W 0 . Besides structural parameters, we can also compare the bestfit model values to environmental and global parameters. To that end, we have compiled a list of parameters from Harris (1996, 2010 version) including integrated V-band luminosity, Galactocentric radius and metallicity. Furthermore, we also consider orbital It is clear once again that the sample of 81 GCs displays a wide variety of morphologies and covers a range in both luminosity, metallicity and Galactocentric radius. There are a number of clear correlations in Figure 13 , some of which are obvious. For in- Comparison between the concentration parameter c as defined by log 10 (r t /r core ) for our SPES models and those from Harris (1996 Harris ( , 2010 . Higher values of c indicate a higher concentration, with c = 2.5 typically classified as core collapse GCs. Colours indicate the truncation parameter g from LIMEPY fits. GCs with large (>0.1 percent) fractions of PEs are shown as points with an additional circle around them.
stance, r t correlates with R GC given the weaker tidal field at large Galactocentric radius (von Hoerner 1957) . Additionally, we also see that metallicity correlates with half mass and tidal radii, which is likely a manifestation of the underlying correlation between Galactocentric radius and metallicity (van den Bergh 2011). GCs with brighter integrated V-band luminosity typically display higher values of truncation parameter g and lower values of r h /r J , due to their smaller half-mass radii leading to bright cores. There are several other correlating parameters among the bestfit LIMEPY parameters. The dimensionless potential W 0 correlates weakly with V-band luminosity, and GC pericentre radius. The concentration sensitive LIMEPY g parameter clearly correlates with Galactocentric radius R GC showing that outer MW GCs are less concentrated than those more inward, similar to results from Djorgovski & Meylan (1994) ; van den Bergh (2011). The r h /r J parameter also correlates with R GC , with lower values found at larger Galactocentric radius. Similar to Baumgardt et al. (2010) we see a group of GCs with both a large Galactocentric radius and high r h /r J . The GCs found in this branch preferentially display lower W 0 and g than the bulk of the clusters. Unfortunately, our sample does not include as many GCs in this group as in Baumgardt et al. (2010) due to their large distance pushing them out of the observable window of Gaia. Finally, the LIMEPY truncation parameter g also correlates with Galactocentric radius, with more King-like GCs found preferentially at smaller radii. Figure 14 shows that some of the same correlations are present in the best-fit SPES parameters. The correlations with tidal radius are more pronounced in the SPES fits, given the results of Figure 10 . The fraction of PEs correlates weakly with the V-band luminosity in the sense that higher luminosity GCs have less PEs. The fraction f PE also correlates with both the Galactocentric radius and pericentre distance, with larger distance leading to a lower fraction of PEs, likely due to experiencing weaker gravitational fields. The pericentre distance also correlates with half-mass radius r h and W 0 , showing a higher W 0 and smaller r h for GCs with small pericentres. Therefore, the Galactic tidal field exerts an influence not just on the very outskirts of GCs but also further into the cluster centre.
To investigate the parameters in more detail, Figure 15 shows r h /r J as a function of the LIMEPY truncation parameter g and the SPES fraction of PEs. In the figure, points are coloured according to the dimensionless potential W 0 for each model fit. The left panel shows that truncation parameter and r h /r J are clearly correlated for GCs with similar W 0 , with for instance a diagonal sequence for systems with W 0 = 7 − 8. There is also a correlation with W 0 at fixed truncation parameter. The right panel of Figure 15 shows the correlation between r h /r J and the fraction of PEs. Looking just at GCs with a fraction of PEs higher than 0.1% we see a weak correlation with r h /r J . GCs with higher r h /r J are more likely to be Roche filling, in which case a higher fraction of PEs is expected, and inferred. Furthermore, Figure 16 shows the LIMEPY truncation parameter g as a function of the cluster remaining mass fraction of , which is an indication of how evolved the cluster is. Simulations by Zocchi et al. (2016) indicate that the cluster truncation changes over time, with g being smaller for more evolved clusters. Clusters start of with high g, which decreases to King-like values as they fill their Roche volume. This is indeed what we see in Figure 16 , with more unevolved clusters showing Wilson-like profiles and evolved cluster with µ <0.3 displaying King-like g. The 3 GCs with high g at low µ are pal 1, NGC 6366 and ic 1276, which suffer from high background contamination or poor sampling in Gaia, which may affect the recovered g. A more thorough study of these GCs with Gaia DR3 would be beneficial to obtain a more accurate inner profile shape. Figure 17 shows a comparison between the integrated cluster mass from Harris (1996 Harris ( , 2010 and the ratio r h /r J from the LIMEPY models. A clear correlation is visible, with only little dependence on f PE , indicating that the r h /r J fraction is driven primarily by mass. We see that cluster with lower mass are more Roche filling than the high mass clusters, or alternatively that massive clusters are under-filling their tidal radius. This could be linked to the effects of 2-body relaxation, with which larger masses have a longer relaxation time, which leads to a lower Roche lobe filling.
CONCLUSIONS AND DISCUSSION
In this work, we have utilised data from Gaia DR2 to study the number density profile of GCs from the sample of Harris (1996 Harris ( , 2010 . The proper motion selected samples of GC members are combined with literature data from Trager, King & Djorgovski (1995) and Miocchi et al. (2013) to obtain a full sampling of the density profile (see Section 4). This is the first time that GC profiles are investigated using data covering both the inner regions and outskirts simultaneously.
We have fit the combined density profiles using a variety of single-mass models, including often-used King and Wilson models, as well as the recently introduced LIMEPY models. Finally, we also utilise the recently developed SPES models (see Section 5), which include a prescription for the presence of PE stars, essential for reproducing the outskirts of GCs.
The individual cluster fits in Appendix A show that the King and Wilson model fits of McLaughlin & van der Marel (2005) are not sufficient to explain the density profile in the outskirts of GCs. The LIMEPY and SPES models fare better at reproducing the full density profile of our sample of GCs, with the SPES models in particular providing a better fit to low mass clusters like NGC 1261 (see also Figure 7 ). It is clear that including PEs in mass models is crucial for fully modelling GCs with a high Roche filling factor (see also Hénault-Brunet et al. 2019 ). In section 6 we have compared the structural parameters of the different model fits to look for correlations with environmental parameters. Comparison of recovered tidal radii (Fig. 10) makes it clear the fraction of PEs has a strong influence on the GC tidal radius, with fractions of 0.1 percent (by mass) leading to significantly smaller tidal radii. Comparison of best-fit parameters with environmental parameters also reveals correlations between some parameters, some of which are known and some of which are new (see Section 6.2).
For instance, the comparison between LIMEPY dimensionless potential W 0 and truncation parameter g in Figure 12 shows that the expected correlation is not linear but levels out on both ends. Furthermore, it is clear that the sample of GCs cannot be described well by models using a single truncation parameter, such as King (g = 1) or Wilson (g = 2) models. The truncation parameter itself depends versus global values (integrated V-band luminosity, Galactocentric radius, metallicity and pericentre distance). The red points show core-collapse clusters, according to Harris (1996 Harris ( , 2010 .
on both integrated V-band luminosity (probing the GC mass) and position within the Galaxy. Figure 14 shows that the fraction of PEs in a GC depends on both environment (pericentre distance) and structure (integrated brightness). As expected, closer pericentres result in stronger tidal fields and therefore a higher PE fraction. Finally, Figure 15 shows us that high PE fractions are found in GCs with high r h /r J , but that this is also dependant on W 0 .
The analysis of structural and environmental parameters shows clear effects of current location and experienced tidal field on the properties of the cluster outskirts, such as tidal radius and fraction of PEs. The correlation between truncation parameter g and Galactocentric radius shows that more King-like GCs are found preferentially at smaller radii, while more Wilson-like GCs are found further out. Figures 13 and 14 also show that more distant GCs are typically less concentrated than those more inward, similar to results from van den Bergh (2011) . Similarly, the fraction of PEs correlates with environment, with larger distance leading to a lower fraction of PEs. This can be understood by taking into account the weaker Galactic tidal field at large distance.
Strikingly, the pericentre distance correlates with both halfmass radius and W 0 , with low pericentre distance leading to a higher W 0 and smaller r h . This indicates that the Galactic tidal field has an effect on both the cluster outskirts as well as further into the centre. Figure 16 shows that the structural parameters are influenced by its evolutionary state, with more evolved clusters becoming progressively more King-like, as predicted by simulations (Zocchi et al. 2016) . We also find that the fraction r h /r J correlates strongly with cluster mass (Figure 17 ) and weakly with f PE for clusters with a PE fraction greater than 0.1% (Figure 15) . Clusters which are more Roche filling have a lower mass and display a slightly higher fraction of PEs.
Finally, similar to van den Bergh (2011) we see little correlation between metallicity and structural parameters, apart from the correlation with tidal radius that seems more driven by Galactocentric radius. This is striking, given that samples of MW GCs are typically divided between birth environment on the basis of metallicity.
Analysis of GCs in different environments has shown that the distinct groups of systems display different properties, among the MW, LMC and Fornax clusters. In this work, we only study GCs well within the confines of the MW, with the most distant objects reaching a Galactocentric radius of ≈40 kpc. Therefore, we cannot study the effect of environment on structural parameters with this sample. Reaching distant external cluster with accurate proper motions is outside the reach of Gaia, although the LMC and Fornax can be probed with limited number of stars per cluster.
It is clear that the structural properties of GCs are diverse and not simply modelled using a rigid set of distribution functions. The use of a generalised lowered isothermal model such as generated by LIMEPY is a first important step in fully describing their structure. Figure 17 . Comparison between the mass of the clusters from Harris (1996 Harris ( , 2010 and the ratio r h /r J from the LIMEPY models. The colour of individual points indicates the value of f PE from SPES models.
However, in the future it is desirable to move away from singlemass models and employ multi-mass models with realistic mass functions for both the stars and stellar remnants to describe GCs, as done by e.g. Sollima & Baumgardt (2017); Gieles et al. (2018) . This will fully allow us to explore the structure and dynamics of GCs both in our local sample as well as in extra-Galactic environments. The Pan-STARRS1 Surveys (PS1) and the PS1 public science archive have been made possible through contributions by the Institute for Astronomy, the University of Hawaii, the Pan-STARRS Project Office, the Max-Planck Society and its participating institutes, the Max Planck Institute for Astronomy, Heidelberg and the Max Planck Institute for Extraterrestrial Physics, Garching, The Johns Hopkins University, Durham University, the University of Edinburgh, the Queen's University Belfast, the HarvardSmithsonian Center for Astrophysics, the Las Cumbres Observatory Global Telescope Network Incorporated, the National Central University of Taiwan, the Space Telescope Science Institute, the National Aeronautics and Space Administration under Grant No. NNX08AR22G issued through the Planetary Science Division of the NASA Science Mission Directorate, the National Science Foundation Grant No. AST-1238877, the University of Maryland, Eotvos Lorand University (ELTE), the Los Alamos National Laboratory, and the Gordon and Betty Moore Foundation.
Harris W. E., 2010, ArXiv e-prints Figure A1 . The number density profiles of all GCs with converged fit parameters, along with best-fit dynamical models overlaid. The errorbars on individual data points are Poisson uncertainties for each radial bin. The blue and green dashed lines indicate King and Wilson models respectively, while the solid black line shows the best-fit LIMEPY model and the red solid line shows the SPES model fit. The model indicated by an * is the one with the lowest reduced χ 2 value. The parameters used for the models are given in Table A1 , along with the derived innermost reliable radius and tidal radius.
APPENDIX A: GC NUMBER DENSITY PROFILE FITS
In this appendix, we present the full set of GC number density profiles, along with the best-fit dynamical models discussed in section 5. For each GC, we show the final cluster number density profile, after tying together Gaia profiles with Trager, King & Djorgovski (1995) or Miocchi et al. (2013) profiles where available. The innermost reliable radius of the Gaia profile used to connect the profiles is shown as the solid vertical line, while the dashed vertical line indicates the Jacobi radius ). The background level estimated from the outer regions of the Gaia data is indicated with the horizontal dashed line. Parameters used for the models are given in Table A1 . 
