Mira variables! are of importance in a number of rather distinct areas of astronomy. Their importance for studies of stellar evolution results from their position at the tip of the asymptotic giant branch (AGB) (see, e.g. Feast & Whitelock 1987 ). Knowledge of their pulsational properties and mass loss is therefore crucial to our understanding of this phase of stellar evolution. The relation of the Galactic kinematics of Miras to their pulsational periods (Feast 1963 ) makes these objects important for the study of stellar populations in our own and other galaxies, whilst the existence of a narrow infrared and bolometric period-luminosity (PL) relation (e.g. Feast et al. 1989 ) places them in the small class of precise Galactic and extragalactic distance indicators. It has long been known from work on globular clusters (e.g. Lloyd Evans & Menzies 1973 ) that at least some semiregular (SR) variables are the immediate precursors of Miras, and it is useful to discuss together some of the properties of these two related classes.
Interpretation of the Miras has in the past been complicated by an apparent lack of agreement between observations and certain areas of theory. Thus it has been suggested that the Mira PL relation should show a significant metallicity dependence (Wood 1990) , although no evidence for this has yet been found (Whitelock et al. 1994; Wood 1995) . Also, the metallicity dependence of the (J -K) versus log P relation predicted by Wood, Moore and Hughes (1991) disagrees with the data on Miras in Galactic globular clusters of known metalhcity (Feast 1992) . The SR variables in globular clusters were discussed, together with the Miras, by Whitelock (1986) . Her results suggested that the metallicitydependent (J -K) or log Teff versus log P relations either disagreed with theory or required different pulsation modes for SR variables in metal-rich and metal-poor clusters.
Much of the comparison of theory and observation that has been made depends critically on an adopted colour [e.g.
( J -K) 1 versus log Teff relation. The present paper reinvestigates this relation, and it is shown to be different from that previously adopted, though in satisfactory agreement with predictions from model atmospheres. It is found that the effective temperatures derived for long-period variables from a combination of pulsation and AGB theory are also in satisfactory agreement with the new relation, and this suggests the possibility of estimating metallicities of Mira populations from colour-period relations. This method is used to estimate the metallicity differences between Miras in the Galactic Bulge and those in the Large Magellanic Cloud (LMC) and in Galactic globular clusters. Amongst other matters discussed are the following: the mode of pulsation of Miras and SR variables, the PL relation of Miras and SR variables in the globular cluster 47 Tuc, and metallicity effects on the Mira PL relation.
EFFECTIVE TEMPERATURES AND COLOURS
In the past, two distinctly different (J -K) versus log Teff relations for Mira variables have been used by different groups of workers. These two relations have closely the same slope d log Teff/d(J -K) --0.21 (Feast et al. 1989 ), but zero-points differing by l:!.log T eff -0.1. One relation (as used by Wood et al. 1991) was derived using measured angular diameters (mainly from occultations) of non-Mira stars. The zero-point of this relation depends heavily on angular diameters of non-Mira M-type stars, but the slope is effectively determined by stars of somewhat earlier type at the higher temperatures, and by carbon stars at the lower temperatures (see Bessell, Wood & Lloyd Evans 1983) . In particular, the slope of the relation at colours and temperatures in the range of relevance for SR and Mira variables is critically dependent on the carbon star results. It is, however, a priori uncertain whether or not carbon stars can be used to derive a satisfactory ( J -K) versus log Teff relation for oxygen-rich stars. The differing molecular compositions of the atmospheres of carbon and M-type stars may well lead to different (J -K) colours at the same T eff• Furthermore, the carbon star colours could be affected by carbon-rich circumstellar dust. If we discount the carbon star results, the slope of this (J -K) versus log Teff relation is indeterminate in the region of relevance for the present discussion.
The other relation which is frequently used has a zero-point fixed by measured angular diameters of Mira variables. Since the effective temperatures of Miras determined in this way are closely similar to those derived by blackbody fits to their infrared energy distributions (T BB) (Robertson & Feast 1981; , the slope of the relation was obtained from d log TBB/d(J-K) (Feast et al. 1989 ). However, the relation Teff -T BB is only directly verified from angular diameter measurements over a limited temperature range, so that there is no direct observational evidence that d log
Data for the study of the ( J -K) versus log Teff relation for oxygen-rich Mira and non-Mira late-type stars are assembled in Tables 1 and 2 . The values of Teff depend on stellar angular diameter measurements, either from lunar occultation observations or from interferometry. For both Mira and non-Mira stars it has been assumed that the diameter at -2 .urn is the 'true' stellar diameter (Le., in the present context, the diameter of relevance for pulsation theory), and this value has been used without correction except that where uniform-disc diameters (UD) have been published for this wavelength, they have been increased by a factor of 1.02 to allow for limb-darkening (Ridgway et al. 1980a ). For nonMira stars there is little variation of measured angular diameter with wavelength. However, the extended atmospheres of Miras lead to a strong dependence of diameter on wavelength. The Mira data obtained in the red spectral region by Haniff, Scholz & Tuthill (1995) have been corrected by these authors to true diameters using model atmospheres. Effective temperatures were derived by combining the angular diameters with bolometric magnitudes. For the non-Mira stars the Teff values were taken from the sources noted in Table 2 . For most of the Miras new values of mbol were derived using published and unpublished SAAO infrared JHKL photometry, as indicated in the notes to Table 2 . In some cases, photometry was available which was nearly simultaneous with the diameter measurement, but in most cases the data refer to observations at similar phases in the pulsation cycle.
It has been tentatively suggested (Ridgway et al. 1992 ) that scattering in the extended atmospheres of Miras might increase the apparent 2-.um diameter. Then the true values of Teff would be higher than the ones used here. There is no direct evidence for such an effect, and the agreement of observations with models which do not include this effect (Tuthill et al. 1994; Haniff et al. 1995; below in this paper) suggests that it is not significant.
Where possible, the values of ( J -K) used here have been obtained at the South African Astronomical Observatory (SAAO), Sutherland and were measured on, or converted to the natural system of the infrared photometer on the 1.9-m telescope. This system is used in the present paper, since there are extensive data on this system for Miras and SR variables in Galactic globular clusters (Menzies & Whitelock 1985) , for Miras in the LMC (Feast et al. 1989; Glass et al. 1990; Reid, Hughes & Glass 1995) , and for Miras in various fields of the Galactic Bulge (e.g. Whitelock, Feast & Catchpole 1991; Glass et al. 1995) . For the brighter stars the observations were generally made on the 0.7 5-m telescope in the standard SAAO (Carter) system (Carter 1990 ). For 224  284  601  867  911  1457  1845  2286  2938  3095  3779  3950  3980  4127  4432  4471  4517  4902  5150  5301  5622  5824  6861  6913  7023  7150  7900  8318  8698  8775  8834  8850  9047 1  1  1  1  2  3  2, Ridgway et al. (1980) . et al. (1993) . 3 = Ridgway et al. (1982b) . 4 = Ridgway et al. (1982a) . et al. (1986) . N = number of SAAO observations used. M-type Miras and non-Miras of the type discussed in this paper simultaneous measures on the 0.75-and 1.9-m telescopes (Catchpole, Whitelock, Glass & Feast, unpublished) show that an approximate conversion between the two systems is
Reddening corrections, generally negligibly small, have been made, following the procedure outlined in Feast, Whitelock & Carter (1990) . For non-Miras stars without SAAO infrared photometry, the data of Ridgway et al. (1980a) Mira and semiregular variables in stellar systems 13 Catchpole et al. (1970) , revised as in note 1. 3 = As note 1 plus 32 new SAAO observations (to be published). 4 = As note 1 plus 2 new SAAO observations (to be published). 5 = As note 1 plus 29 new SAAO observations (to be published). 6 = As note 1 plus 72 new SAAO observations (to be published). 10 = H'-band occultations (Ridgway et al. 1980b) . 11 = K'-band occultation (Ridgway et al. 1979) . 12 = H'-band occultation (Ridgway et al. 1979) . 13 = H'-and K'-band occultations (Ridgway et al. 1982a ). 14 = H-band occultation (Ridgway et al. 1977) . 15 = K-band occultation (Ridgway et al. 1977) . 16 = K -band occultation (Di Giacomo et al. 1991) . 17 = K -band interferometry (Ridgway et al. 1992) . 18 = Optical speckle (Bonneau et al. 1982) . 19 = Optical interferometry (Haniff et al. 1995) . 20 = Optical interferometry (Tuthill et al. 1994; Haniff et al. 1995 lated from the uncertainties in the measured angular diameters only. For the Miras particularly, the true uncertainty of the points will generally be greater than this, due to the fact that the photometry was not always simultaneous with the angular diameter measurement. Thus at least a significant part of the scatter about a mean relation in this diagram is likely to be observational. 2 A consideration of the M-type stars (Miras and non-Miras) together suggests that in the mean they define a relation of relatively steep slope, considerably steeper than the d log Teft/d( J -K} --0.21 previously used. Linear regressions have been fitted to the M-star data (Miras and non-Miras). In obtaining these regressions, each observation has been given unit weight, except that the outlying star HR 6861 at log Teft = 3.695 and (J -K}o = 1.22 has been omitted. The log Teft of this star is amongst the most uncertain in the sample under study. The two regressions are log T eft = -0.474(J-K}o+4.059, log T eft = -0.706(J-K}o+4.331 .
In the following, the mean regression,
(4) will be used, and this is shown in the figure. There is, of course, no a priori reason why this relation should be linear, and Fig. 1 clearly shows that it must flatten out as one moves to warmer stars. However, the scatter is too large to justify anything but a linear fit in the region of the M -type stars. The distribution of points in Fig. 1 suggests that (J -K) becomes rather insensitive to Teft at low Teft. Fig. 2 shows the same data (but without error bars), together with the predictions from models of extended stellar atmospheres (Bessell et al. 1989a) with the model (J-K) values transformed to the system of the present paper. The modelling of late-type stellar atmospheres is gradually being refined. The problem is complex, and one would not at this 2 HD75156 at log Teff=3.449 and (J-K)o=1.07 is discussed in Appendix A together with some other stars of interest. 
THE PULSATION MODE OF MIRA VARIABLES
If the distances to Mira variables can be estimated, then the angular diameters discussed above can be converted to linear diameters. Amongst other things, this then allows a determination of their mode of pulsation. Using a few infrared occultation measurements of angular diameter, and assuming an infrared (or Mbol ) PL relation, it was found that Miras pulsated in their first (radial) overtone (Robertson & Feast 1981; ). This conclusion has been greatly reinforced recently by the interferometric determination of the angular diameters of 10 Miras (Haniff et al. 1995) . The available data from interferometry and occultations are listed in Table 3 , and the derived linear radii are plotted against period in Fig. 3 . The distances used for the Miras have been Notes. 1 = Infrared occultation data (see Table 2 ). 2 = Infrared interferometry. 3 = Optical interferometry. 4 = Optical speckle. 5 = The K magnitude may be slightly overestimated, since occasionally the star was too bright for the photometer used. Thus the diameter may be slightly too large. General: the values of Ko are from SAAO data (see Table 2 ), except for T Cep and R Cas where the data provided by Haniff et aI. (1995) were used; the angular diameters are from the sources given in Table 2 derived from published and unpublished SAAO K-band photometry, as detailed in Table 2 . The K-band PL relation for the LMC (Feast et al. 1989 ) has been adopted, together with an assumed LMC modulus of 18.57 (Feast 1995) , viz.
The plot (Fig. 3) shows predicted period-radius relations for fundamental and first-overtone pulsation for stars of mass 1.0 and 1.5 M 0 . [Galactic kinematics (Feast 1963 ) and other properties of Miras (see Feast & Whitelock 1987) indicate that these objects are of low mass.) For the fundamental pulsation solution the equation of Wood (1990) was used. For the first overtone a standard pAfJ·5R-1. 5 = Q relation was used, with Q = 0.04 (similar to the values predicted by Fox & Wood 1982) . It is clear that the observations strongly favour an overtone pulsation.
These conclusions depend on the adoption of a PL relation from the LMC. However, this would need to be in error for the Galactic stars by -1.5 mag to bring the diameters into agreement with the predictions for fundamental-mode pulsation. The available evidence in fact suggests that the Galactic field Miras fit the LMC PL relation (Whitelock et al. 1994) . Furthermore, one of the stars with a measured angular diameter (R Leo) has an accurate trigono- metrical parallax which also leads to a diameter consistent with overtone pulsation (Tuthill et al. 1994) .
As already noted in Section 2, the diameters from Haniff et al. (1995) were measured in the far red and reduced to true stellar diameters using model atmospheres for Miras. In Fig. 3 the points which depend on the results of Haniff et al. are shown as crosses. The other points come from measures at -2 .um which should give the true value directly, after correction for limb-darkening (see Section 2). There seems to be no significant vertical displacement between the dots and crosses in Fig. 3 . A suggestion that the 2-.um diameters of Miras might be artificially inflated by (molecular) scattering in their extended atmospheres has already been noted (Section 2). Ifthis were the case, the effect would have to be, by chance, of just the correct amount to move the stars measured at 2 .um from positions expected for fundamental pulsators into the region of Fig. 3 expected for overtone pulsators. Furthermore, the model used by Haniff et al. would also have to be in error by just the correct amount to place their points in the overtone pulsation region. It seems more reasonable to conclude that the model used by Haniff et al. is satisfactory and that the 2-.um measures are not seriously affected by scattering problems.
The conclusion that most Miras are pulsating in the first overtone obviously leaves open the possibility that there may be some Miras, especially at the longer periods which are pulsating in the fundamental mode. If Miras switched to the fundamental mode at a late stage of their evolution then they might be identified, for example, as OHjIR sources lying below the PL relation. The existence of such stars remains controversial (see, e.g., Feast 1985; Whitelock et al. 1991) , but the matter may be settled by forthcoming infrared surveys of the Magellanic Clouds. Wood (1990) pointed out that in principle one can combine an equation for the position of the AGB for low-mass stars with a pulsation equation to obtain relations for long-period variables (i.e. Mira and SR) which can be compared with observations. As already mentioned in the introduction, such comparisons have not been entirely satisfactory in the past, partly because they have relied on log Teff versus (J -K) relations which, as was shown above, require considerable modification. It is therefore useful to re-examine this problem in the light of the new results.
A COMPARISON OF MIRA AND SR VARIABLE OBSERVATIONS WITH THEORY
The AGB relation used by Wood was M bol = 15.7 log T"ff+ 1.884 log Z -2.65 log M -59.1 -:-15.7il,
where M bol is the bolometric magnitude, z is the metallicity and M the mass, both in solar units. This relation has been used here, together with the assumption (following Wood) that the term in il, which represents deviations from the standard AGB, is negligible (it has been omitted from future equations). This equation can be combined with the standard pulsation equation, log p= 1.5 log R -0.5 log M + log Q,
where P is the period in days, R is the stellar radius in solar units, and Q the pulsation constant is, as before, taken to be 0.04, a value appropriate for overtone pulsation. Together with the usual expression for Teff in terms of stellar radius and luminosity, one then obtains
and log T eff = -0.130 log P-0.073 log z + 0.038 log M + 3.948 + 0.130 log Q.
The equations derived by Wood et al. (1991) are slightly different, since they use a pulsation equation applicable to fundamental-mode pulsation.
Tests of these equations can be carried out using data on Miras and SR variables in Galactic globular clusters. The relevant data have been assembled by Whitelock (1986) , and they are used unchanged here, except that slightly revised cluster metallicities were taken from Djorgovski (1993) . Table 4 lists these metallicities, together with the adopted mean (J -K)o values for each variable. Other data (e.g., periods, bolo metric magnitudes and interstellar reddenings) can be found in Whitelock's table 1. The sources of the J,K photometry are also given by Whitelock. Where necessary, this photometry was converted to the photometric system discussed in Section 2. Note that the J,K values taken from Menzies & Whitelock (1985) have been slightly adjusted in accordance with the improved standard star system (see the appendix in Feast et al. 1989 ).
5.1 Temperatures Equation (9) above is particularly useful, since for any reasonable masses of globular cluster giants the mass term is almost negligible and this considerably simplifies the discussion. Log Tefl values were derived from this equation for globular cluster variables using the data just discussed. In regression for Mira and non-Mira M-type stars (equation 4 and Fig. 1 ) is also shown. The general distribution of points in Fig. 4 is very similar to that in Fig. 1 . Note particularly the steep slope at the lower temperatures and the flatter distribution at bluer colours, both of which are similar to the distribution of points in Fig. 1 . These results may be taken as qualitative evidence that an equation of the general form of equation (9) applies. However, the values of log Teft derived from equation (9) are on average greater at a given (J -K)o than those derived from angular diameters (i.e., as in Fig. 1 ). The distributions in Figs 1 and 4 have been brought into approximate agreement by changing the constant in equation (9) by -0.030, as has just been noted. A change in the constant in this equation implies a change also in the constant in equation (8). It will be shown below that some adjustment to this latter constant is in any case necessary if reasonable masses for Miras are to be inferred from it. Only a small part of the change to equation (9) can plausibly be attributed to a non-zero value for the term in M. Metallicity effects on (J -K) will be discussed in Section 6 but, at least at the bluer colours in Figs 1 and 4 , log Teft is rather insensitive to (J -K), so the zero-point correction just mentioned cannot be entirely due to metallicity effects on the colours. In the above discussion it is assumed that all the variables are pulsating in the same mode (i.e. the first overtone, as for the Miras). So far as variables in metal-rich clusters (e.g. 47 Tuc) are concerned, this will be justified below. All the points in Fig. 4 with (J -K)o < 1.0 are from clusters with log z ~ -1.1. If these variables were actually pulsating in the fundamental rather than the first overtone, then the value of Q in equation (9) would have to be increased by a factor of -2, and the log Teft values increased by -0.04. This is of the wrong sign to reduce the discrepancy noted above and, applied to the metal-poor objects alone, would reduce the similarity between Figs 1 and 4. The present results thus give no grounds for believing that any of the globular cluster variables (Mira or SR) are pulsating in a mode other than the first overtone. (Note that because the theoretical period ratios of the first overtone to the higher modes are small, it is not possible to rule out higher modes entirely.) ©1996 
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Log P Figure 5 . The Mbol-Iog P plot for Miras (crosses) and SR variables (filled circles) in 47 Tuc. The two regressions are shown.
Luminosities
A test of equation (8) is more difficult than that of equation (9) dealt with above. It demands in general a knowledge of the distances to the objects studied, and the equation also contains a significant mass term. A differential comparison can, however, be made using Miras and SR variables in 47 Tuc. Fig. 5 shows a plot of Mbo\ against log P for these stars. The data are from table 3 and Whitelock (1986, table 1) . The values of M bol derived by Whitelock assume a distance modulus of 13.27 for the cluster, but any change in this will not affect the present discussion· which is concerned only with relative luminosities. Least-squares fits to the data give the two regressions shown in Fig. 5 . These are Mbo\ = -1.128 log P-1.317, and Mbo\ = -1.394 log P-0.802. Both of these slopes are distinctly different from that predicted by equation (8) for constant M (and z), viz. -2.036. Such a difference is to be anticipated, since AGB stars are expected to lose a significant amount of mass as they pass through the SR and Mira phases. Since the chief uncertainty in the data plotted in Fig. 5 is probably in the periods of the SR variables, rather than the relative bolometric magnitudes, it seems best to adopt the inverse regression (equation 11) in the following discussion. Equation (8) shows that '
for constant z. Eliminating A log P between equations (11) and ( 12), one finds A log M = 0.22AMbo\ (13) or, for AMbo\ --0.8, the range covered by the variables in Fig. 5 , AlogM--0.17. Thus the results predict a mass decrease by a factor of -1.5 over this magnitude range (for example, from 0.9 to 0.6 M0)' According to Wood (1990) , a star ascends the AGB at a rate of about 1 mag in 1.21 x 10 6 yr. Thus the above results imply an average mass-loss rate of -3 x 10-7 M0 yet. This is in the range of mass-loss rates detected in late-type stars with optically thin shells (e.g. Knapp & Morris 1985) . Given the approximate nature of the calculations, the agreement between observations and theory appears to be satisfactory. Of course, it is unlikely that the rate of mass loss is the same for the SR variables as for the Miras. It might be anticipated that the Miras would have a higher mass-loss rate than the SR variables, and Frogel & Elias (1988) have indeed estimated a mass-loss rate of -(5-10) x 10-6 M0 yr-l for the 47 Tuc Miras. In this discussion of the 47 Tuc variables it has been assumed that the SR variables, like the Miras, are firstovertone pulsators. If it were assumed that the SR variables were fundamental pulsators, then the slope of the Mbol-log P relation becomes shallower, the inverse regression slope then being -0.972. The average mass-loss rate then becomes about twice the value given above, and the mass decrease during the SR and Mira phase becomes unrealistically large (e.g., a decrease in mass from 0.9 to 0.3 M0 during this period). The observations thus point to the SR variables in 47 Tuc pulsating in the same mode as the Miras.
Another way to test equation (8) is as follows. Observations (see Whitelock et al. 1994) indicate that the Mira PL relation derived from the LMC (Feast et al. 1989) applies to the Miras in Galactic globular clusters. For an LMC modulus of 18.57 (Feast 1995) , this is M bol = -3.00 log P+ 2.78. (8), we obtain log M = 0.4 70 log P+ 0.356 log z -1.340. (14) ( 15) Miras with P-200 d occur in globular clusters with log z--0.6, and equation (15) then predicts M= 0.34 M0 for such stars, which is unreasonably low. To obtain M -0.6 M0 for these stars, the constant in equation (8) The adjustments to equations (9) and (15) suggested above can be achieved by changing Q slightly (from 0.040 to 0.046) and increasing the constant in equation (6) by -1.0. Neither of these adjustments seems unreasonable in view of the present theoretical uncertainties, particularly in evolutionary theory and the absolute calibration of equation (6). The corrections suggested are, of course, themselves rather uncertain, due to the limited data on which they are based. Perhaps more important is the fact that theory seems to account, at least semiquantitatively, for the mass, temperature, metallicity and period data on Miras and SR variables. This suggests that theory may be used, at least differentially, to compare Miras in different environments.
Combining this with equation

METALLICITY EFFECTS ON COLOUR-PERIOD RELATIONS
Equation (9) shows that if the relation between metallicity and period is different in different stellar systems, this will result in different log Teff-log P relations and hence different colour-log P relations. In a recent paper , evidence was presented that the colour-period relations for Miras in the SgrI Baade window of the Galactic Bulge were different from those in the LMC. It was found that the (J-K), (J-H) and (H-K) versus log P relations could not be made to agree simultaneously in the two systems by applying any differential reddening correction based on a normal reddening law, and it was recognized that this might be a metallicity effect. Fig. 4 of Glass et al. (1995) shows that at log P'? 2.5 the values of (J-K)o are often quite large. This is almost certainly due to the occurrence of significant reddening by circumstellar shells at these long periods. Evidently the colours of such stars cannot easily be used to discuss stellar temperature effects, and the following discussion is limited to stars with (J-K) (17) for SgrI. These equations give ~(J-K)(SgrI -LMC) = + 0.03 at 250 d, + 0.05 at 300 d, and + 0.07 at 350 d. The uncertainty in these estimates is -0.02. On the assumption that the reddening has been correctly chosen, these differences may be attributed to metallicity differences.
A numerical estimate of the metallicity difference involved can be obtained as follows. Equation (9) shows that a change in z of ~ log z = + 0.2 at a fixed period leads to a temperature change of ~ log T eff = -0.015, or, using equation (4) as a first approximation, ~(J-K)= +0.025. In addition, the (J-K) versus log Teff relation is abundance-sensitive. The models of Bessell et al. (1989b, fig. 23 and table V), converted to the photometric system of the present paper, show that at constant temperature (log Teff -3.45) a change in ~ log z = + 0.2 leads to ~(J-K) = 0.021. The sum of these two effects gives ~(J-K) = 0.046. For ~ log z = + 0.3, the total effect is ~(J-K) = 0.069. Thus these results suggest that at a given period the metallicity difference ~ log z between the Miras in SgrI and the LMC is about + 0.2 or + 0.3. Alternatively, one can go directly to the models of Bessell et al. (1989b) ; these show that at log Teff -3.475, (J-K) is insensitive to metallicity effects. Thus for the present purpose it is best to work with the cooler, somewhat longer period, stars. LogTeff -3.425 is probably a reasonable value to adopt for stars with periods in the range 300 to 350 d (see, e.g., Fig. 1) . Then the models show that for log z in the range o to + 0.5 a change ~ log z = 0.3 leads to ~(J-K) = + 0.05, in reasonable agreement with the above.
The results just given are somewhat sensitive to the adopted differential reddening between SgrI and the LMC. The reddening of the LMC Miras is small, and its uncertainty is not significant in the present context. The value used by Glass et al. for SgrI depends partly on the data from the Miras themselves. If A v were -0.2 less than they adopted (as suggested by the work of Terndrup et al. 1990 ), the difference in ~(J-K) would be increased by 0.03 and the value of ~ log z(SgrI -LMC) would be -0.4.
Glass et al. pointed out that the (J-H)o versus log P relation for SgrI lay significantly below, and the (H-K)o-log P relation significantly above, that for the LMC Miras. This suggests that the quantity (18) may be useful. The data of Feast et al. (1989) show that for theLMC ifJ= -0.081 log P+0.733,
and the data of Glass et al. (1995) for SgrI give ¢ = -0.329 log P+ 1.213.
¢ can be derived from the models of Bessell et al. (1989b, table V, converted to the present photometric system) as a function of Teff and z. As previously, taking into account the effect of an abundance change on both Teff and on the colour-temperature relation, one finds at a constant period and log Teff -3.45 that a change a log z = + 0.3 leads to a¢ = -0.10, whilst a change a log z = + 0.5 leads to a¢= -0.16. Equations (19) and (20) This is rather insensitive to the adopted value of M v between the two groups of Miras, since a change M v= 0.2 leads to a change in ¢ of only a¢ = 0.010. Despite the approximate nature of the above discussion, the results from the different colours are consistent and suggest a metallicity difference for Miras of a given period of a log z -+ 0.4 between SgrI and the LMC. There is no strong reason why this difference should be the same at all periods, but the present data and the models do not warrant an attempt to derive a period dependence. It should also be noted that neither atmospheric models nor evolutionary theory are sufficiently advanced to allow one to examine the consequences of changes in the relative abundances of specific elements (e.g., the a-elements) such as have been proposed for K-type giants in the NGC 6522 Baade window field of the Galactic Bulge (McWilliam & Rich 1994) .
As an alternative to the above interpretation, it might be argued that the difference in colours between the SgrI and LMC Miras was due to the existence of thicker circumstellar shells at a given period in the Sgrl stars, together with an infrared reddening law for the shells which differed significantly from the normal interstellar one. This ad hoc assumption cannot easily be entirely ruled out. In that case too, the most likely reason for such a difference would be a difference in metallicity between the SgrI and the LMC Miras at a given period. However, one would then have no immediate way of calibrating the colour-metallicity relation.
THE MET ALLICITY OF MIRAS IN THE BULGE AND THE LMC
The results of the last section suggest that the Miras in SgrI have a higher metallicity than those in the LMC by a log z-+ 0.4. An estimate of the absolute values of log z in the two systems must at present rest on Miras in Galactic globular clusters (GC) of known metallicity. There are nine such Miras measured by Menzies & Whitelock (1985) on the same photometric system as the LMC and SgrI Miras. Taking into account the changes in standard star data noted in Feast et al. (1989, appendix) , these nine stars yield
and a¢(GC-LMC)= -0.057 ± 0.028.
These results, together with the theoretical estimates in the last section, indicate that the LMC Miras at a given period are less metal-rich than those in this group of globular clusters by only a small amount; i.e. a a log z of 0.0 to -0.2. SgrI a value close to -0.2. It will be obvious that these estimates of the metallicities of the Miras in the Galactic Bulge and in the LMC are likely to be improved by further work, both observational and theoretical. In particular, no account has been taken of the likely variation of metallicity with period within a given system, such as is shown by the Miras in galactic globular clusters. The present results do, however, suggest the presence in the LMC of an old, low-mass population of rather similar metallicity to that of the metal-rich globular clusters in our own Galaxy. The mean metallicity found for Miras in SgrI of periods in the range 200 to 300 d (log z = -0.2) is significantly greater than in the LMC.
Whilst the almost exact agreement of this value with the mean [Fe/H] derived by McWilliam & Rich (1994) for the K giants in the NGC 6522 field of the Bulge (= -0.25) must be partly due to chance, given the likely uncertainties in both estimates, it gives some confidence that in these regions of the Bulge a major population component is slightly, but only slightly, metal-deficient compared to the solar value. The present results do not, of course, exclude the possibility of a significant spread of metallicities for the Miras within the SgrI field or in the LMC.
NOTE ON THE MIRA PERIOD-LUMINOSITY RELATION
The evidence so far available suggests that the Mira PL relation (at MK or M bol ) varies little, if at all, from one stellar environment to another. The evidence comes from Miras in the LMC, in Galactic globular clusters and in the general (Galactic) field (Whitelock et al. 1994 ) and also in the SMC (Wood 1995) . On the other hand, Wood (1990) has suggested, on the basis of an equation similar to equation (8 ), that there should be a significant metallicity dependence of the PL relation (aMbol = 0.73a log z at a given period).
However, although the present paper shows that the relevant data on Miras is consistent with equation (8) (with an adjustment to the constant term), this equation is not itself the Miras PL relation. The globular cluster Miras and other data (see, e.g., Whitelock et al. 1991) show that stars of a given mass and metallicity exhibit Mira-like pulsations only over a limited period range. The Mira PL relation involves stars with a range of masses (and metallicities). Equation (8) shows that Wood's conclusion holds only if two stars of the same mass but different metallicities become unstable to Mira-like pulsations at the same radius and thus at the same period. If, of the two stars, the one of higher metallicity attains a larger radius before becoming a Mira, then the change in period will offset, to some (unknown) extent, the effect of the change in log z on M bol as derived from this equation. Put differently, Miras of the same period but different metallicities do not necessarily have the same mass. Obviously this matter is complicated by the problem of mass loss and its probable metallicity dependence. One may conclude that at present it is not possible to make any firm theoretical prediction of the effect, if any, of a change in metallicity at a given period on the Mira PL relation.
CONCLUSIONS
It is shown in the present work that a unified temperature scale for Mira and non-Miras M-type stars can be established from angular diameter measurements and infrared photometry. The relation between log Teft and (J-K)o becomes quite steep at low temperatures. Thus (1-K)o is of only limited use as a temperature indicator for the cooler Miras. Further work is required to determine how much of the scatter about the log T eft versus (1-K)o relation is observational and how much is real, due for instance to a range of metallicities. The observed log Teft versus (J-K)o relation is broadly consistent with the predictions of a combination of evolutionary and pulsational theory as well as with models of late-type stellar atmospheres. Miras and SR variables (at least the SR variables in globular clusters) appear to be pulsating in the first overtone. The results evidently leave open the possibility that there may be a small number of Miras pulsating in the fundamental, and it remains to be determined whether there are, for instance, OH/IR lying significantly below the PL relation which might fall in this category.
Differences in colour-period relations between the Miras in the LMC and those in the SgrI field of the Galactic Bulge are shown to be reasonably interpreted as due to mean metallicity differences at a given period. The estimates, which apply to relatively short-period Miras (200 to 300 d)
give log z values of about -0.6 for the LMC and about -0.2 ' for SgrI. The proposed abundance differences produce a relatively small effect on the colours which accounts for them not being noticed earlier. It will clearly be of interest to attempt to use this method to study possible metallicity differences between different parts of our Galaxy and between different galaxies. Further work is required to determine how much, if any, of the scatter in colour-period relations in a given system is due to an abundance spread.
APPENDIX A Fig. 1 shows that the M-type star HD 75156 at log T eff = 3.449 and (J-K)o = 1.07, and which is not known to be a Mira variable, is displaced from the other non-Mira stars and lies closer to the Miras in this diagram. Fig. AI  shows a (J-H)o versus (H-K) o plot for non-Mira stars which have both measured diameters and infrared photometry in table 1 of Ridgway et al. (1980a) . Note that the photometric system of this plot is that adopted by Ridgway et al. A few early-type stars are omitted. It will be seen from this diagram that HD 75156 is displaced from the other stars. The direction of this displacement is characteristic of the displacement of Miras from non-Miras in this type of diagram (see Feast et al. 1990) . This leaves open the possibility of a real change in this star since the epoch of the earlier photometry and angular diameter measurement. Further study ofHD 75156 would be interesting.
As pointed out in Section 3, HR 6861 at log T eff = 3.695 and (J-K)o = 1.22 lies distinctly above the general trend in Fig. 1 . It seems justified to omit this star in forming a mean relation, because of the relatively large uncertainty in the value of log T eff • In addition, the position of the star (1= 7°.44, b = -4°.99) makes the estimation of reddening uncertain. Fluks et al. (1994) adopt an E(J-K) which is 0.04 larger than that used in the present paper. However, the late spectral type (M5) makes it unlikely that the intrinsic colour of the star can have been greatly overestimated. No suitable photometry is available to use the star for the purposes of the present paper.
