Abstract-The capacity of the intensity-modulation directdetection (IM-DD) free-space optical channel with both average and peak intensity constraints is studied. A new capacity lower bound is derived by using a truncated-Gaussian input distribution. Numerical evaluation shows that this capacity lower bound is nearly tight at high signal-to-noise ratio (SNR), while it is shown analytically that the gap to capacity upper bounds is a small constant at high SNR. In particular, the gap to the high-SNR asymptotic capacity of the channel under either a peak or an average constraint is small. This leads to a simple approximation of the high SNR capacity. Additionally, a new capacity upper bound is derived using sphere-packing arguments. This bound is tight at high SNR for a channel with a dominant peak constraint.
I. INTRODUCTION
Due to its practical simplicity, low cost, and high speed, IM-DD free-space optical communication has attracted lots of research [1] - [3] . The IM-DD channel is often modeled as a Gaussian channel with post-detection noise [2] , [4] - [7] . In this model, the input signal is a positive random variable representing the intensity of the optical signal, and the output is the input plus independent Gaussian noise. In addition to the non-negativity constraint, the input signal is also restricted by a peak and an average constraint due to safety and practical considerations [8] . Although this channel is an additive Gaussian channel, the non-negativity, peak, and average constraints render it different from the intensively studied Gaussian channel with a second-moment constraint.
The fundamental limit of information transmission over this channel, in terms of bits per symbol, is given by the channel capacity. To express this capacity, one has to find the optimal input distribution. While the optimal input distribution for this channel is known to be discrete [7] , a closed-form capacity expression is still to be found. Such a closed-form expression is important for extending capacity results to practical scenarios involving fading or parallel channels. Several upper and lower bounds on this capacity have been derived earlier [4] , [5] , and those bounds are tight in some regimes. For instance, the bounds in [4] meet at high and low SNR. The best achievable
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This work is supported in part by King Abdulaziz City of Science and Technology (KACST) under grant AT-34-145. rate to-date (not necessarily optimal) was given in [5] using a discrete input distribution with equally spaced points. This distribution achieves the low SNR capacity of the channel, which was characterized in [4] .
In this paper, we derive a capacity lower bound for an IM-DD channel with both average and peak constraints, by using a truncated-Gaussian input distribution. The advantage of this distribution is that it leads to an achievable rate that can be expressed in closed-form. Furthermore, it achieves higher rates than the exponential distribution in [4] . Although it has lower rate than [5] , it is easier to compute. Thus, it can be considered as a lower bound which is between the lower bounds of [4] and [5] both in terms of rate and computation complexity. Then, we show that this distribution is nearly optimal at high SNR. Namely, for a peak-to-average ratio (PAR) smaller than 2, the gap to capacity upper bounds is zero similar to [4] . For a PAR larger than 2, this gap is bounded analytically by 0.68 nats, while numerically it converges to zero as SNR increases. Based on this observation, we claim that a truncated-Gaussian input distribution is nearly optimal at high SNR.
We also provide a new capacity upper bound by interpreting the problem of capacity characterization under a peak constraint as a problem of sphere-packing in a cube. Based on this interpretation, we derive a capacity upper bound using the Steiner-Minkowski formula for polytopes [9] - [11] . The advantage of this bound is that it has a simpler expression than the one derived in [4] . As a side result, we also provide a simple alternative derivation of an upper bound given in [4] , by assuming a Gaussian input with maximum variance.
The paper is organized as follows. The channel model is introduced in the Sec. II. The achievable rate by a truncatedGaussian distribution is given in Sec. III, a new capacity upper bound is given in Sec. IV, and a numerical evaluation is given in Sec. V. The paper is concluded in Sec. VI.
Throughout the paper, we use normal-face font to denote scalars, and bold-face to denote vectors. We use g µ,σ (x) to denote the Gaussian distribution on a random variable X with mean µ and variance σ 2 , and G µ,σ (x) to denote the corresponding cumulative distribution function. We also use V (·) to denote the volume of an object.
II. THE IM-DD CHANNEL
The IM-DD channel models a scenario where light intensity is used to send information from a source to a destination. The input to the channel is a random variable X ≥ 0 which represents the intensity of the optical signal. This intensity is constrained due to practical and safety restrictions [8] by average and peak constraints, i.e., E[X] ≤ E and X ≤ A. Clearly, E < A.
To send a message w ∈ {1, · · · , M }, the source encodes it into X(w) = (X 1 (w), · · · , X n (w)) for some n ∈ N. Here, X i (w) are realizations of the random variable X. An intensity detector at the destination detects Y = X(w) + Z where the instances of the noise Z are independent and identically distributed according to g 0,σ (z). 1 We say that this channel has high SNR if E σ is both large. The destination uses a decoder to recoverŵ ∈ {1, · · · , M } from the received signal Y = (Y 1 , · · · , Y n ). This encodingdecoding scheme is associated with an error probability P e given by the probability thatŵ = w. The rate of this transmission R = log(M ) n is said to be achievable if there exist a coding scheme such that P e → 0 when n → ∞. The highest achievable R is the capacity C of the given IM-DD channel, which is the main focus of this paper.
III. TRUNCATED-GAUSSIAN INPUT DISTRIBUTION
In this section, we derive a capacity lower bound which has a simple expression and allows simple comparison with the upper bounds. A Gaussian input distribution is good for this purpose, but it is not feasible in our case due to the nonnegativity and peak constraints. To circumvent this problem, we propose the use of a truncated-Gaussian input distribution.
A. Truncated-Gaussian Input Distribution
A truncated-Gaussian distribution is described the by probability density functioñ
where
B. Achievable Rate
The achievable rate of a truncated-Gaussian input distribution satisfying both average and peak constraints, is given in the following theorem.
ν 2 +σ 2 , and ν = νσ √ ν 2 +σ 2 , and where the expectation in Φ 3 (µ, ν) is with respect to f (x, y) =g µ,ν (x)g x,σ (y) over x ∈ [0, A] and y ∈ R.
Proof: We consider a truncated-Gaussian input distributiong µ,ν (x) for x ∈ [0, A], for some µ and ν satisfyingμ ≤ E. Given this distribution, we can express the achievable rate as R = I(X; Y ) [14] where
Here,
is the conditional distribution of Y given X, and f (y) is the marginal distribution of the channel output Y . The distribution of Y can be calculated as follows
where σ y = √ ν 2 + σ 2 , and µ and ν are as defined in the statement of the theorem. Note that
, where Φ i (µ, ν), i ∈ {1, 2, 3} are as defined in the statement of the theorem (see Appendix A). This proves the achievability of R.
The difficulty in computing R arises due to the term Φ 3 (µ, ν). However, note that this term is always negative, and hence it always increases the achievable rate. This leads to the following lower bound which is rather easier to compute.
Corollary 1: The capacity C satisfies C ≥ R where
for parameters µ and ν satisfyingμ ≤ E, with C 0 (ν), Φ 1 (µ, ν) and Φ 2 (µ, ν) as defined in Theorem 1.
Proof: By Theorem 1 and the negativity of Φ 3 (µ, ν). The lower bound R is easier to compute, for a given µ, and ν, than the lower bound in [5] (denoted here R F ), for a given number of mass points K. We denote the latter bound . The two bounds share a common difficulty which is the choice of µ and ν for R and and the choice of K for R F . Those parameters are optimized numerically. It is worth to note that the lower bounds in [4] are the easiest to compute.
C. Simplification at High SNR
For the sake of comparison with upper bounds, the achievable rate R can be further simplified at high SNR as follows
by choosingμ = min A 2 , E and ν = µ/3. This choice leads to µ ≈μ, and therefore, ν ≈ 1 3 min A 2 , E . With this choice, we get Φ 1 (µ, ν) and Φ 2 (µ, ν) which are both negligible with respect to C 0 (ν) at high SNR. This leads to the following inequality at high SNR
3
The simple achievable rateR is suitable for comparison with capacity upper bounds. In [4] , it was shown that the high-SNR capacity of a peak-constrained channel is upper bounded by 1 2 log A 2 2πeσ 2 . In the same paper, it was shown that the high-SNR capacity of an average-constrained channel is upper bounded by
2 By combining these two bounds, we have the high-SNR capacity upper bound for the averageand peak-constrained channel C High SNR ≤ C High SNR where
Using (7), we conclude
i.e., R is within 
IV. CAPACITY UPPER BOUNDS
Here, we derive an upper bound for a peak-constrained channel using a sphere-packing approach. The resulting bound is close to the bound given in [4, (20) ] but has a simpler expression, and is derived using an approach similar to [6] .
A. Peak-constrained Channel
The capacity of a peak-constrained channel can be interpreted as a problem of packing spheres in a cube using similar arguments as [16] . Since a codeword X = (X 1 , X 2 , · · · , X n ) satisfies the constraint 0 ≤ X i ≤ A ∀i = 1, · · · , n, this codeword is confined to an n-dimensional cube with sidelength A. We call this n-cube W n A . On the other hand, the
By the law of large numbers, for every > 0, ∃N ∈ N such that for n ≥ N ,
Therefore, Z has a Euclidean norm which approaches λ √ nσ 2 for large n. This confines the noise to the shell of an ndimensional ball of radius λ, denoted B n λ . Now to guarantee a vanishing probability of error, the codewords X have to be distributed within W n A in such a way that the noise balls centered at those codewords do not intersect. Thus, we need to upper bound the number of B n λ that can be packed with their centers inside W n A . The limit of this upper bound M n as n → ∞ will be an upper bound on the number of codewords that can be sent over our IM-DD channel, and a capacity upper bound can be obtained as 2 This bound can also be obtained using sphere-packing arguments [15] . 
. Here, we use the sub-script A to indicate that this is the capacity of the channel with only a peak intensity constraint A.
The noise balls extend the cube to the so-called λ-neighborhood of W n A , which we denote by W n A (λ) (see Fig.  1 for a 2-dimensional example) . An upper bound M n can be derived by calculating the volume V (W n A (λ)) and then dividing by V (B n λ ). The volume V (W n A (λ)) can be calculated using the SteinerMinkowski theorem for polytopes [9, Proposition 12.3.6] . According to this theorem, the volume V (W n A (λ)) can be written as a polynomial of degree n in λ, given by
for some coefficients L i (W n A ) depending on the geometry of W n A . Thus, for evaluating V (W n A (λ)), it remains to determine the coefficients L i (W n A ). These coefficients were given in [10] for any convex body T as
where T n−i is a generic n − i dimensional face of ∂T the boundary of T, and θ T n−i ,T is the normalized dihedral external angle of T n−i in T (see [10] for the definition of this angle). Consider 
with n = 2. In this expression, 2 i n n−i is the number of n − i dimensional faces of W n A [9] , 2 −i is the normalized dihedral external angle of the n − i dimensional face in W n A , and A n−i V (B i λ ) is the volume of the cylinder formed by the orthogonal product of the n − i dimensional face (which is W n−i A [9] ) and B i λ . By extending this argument to higher dimensions, we obtain
as a special case of (10) for a cube. Based on this, we obtain the following upper bound. 4 Theorem 2: The capacity C satisfies C ≤ C A ≤ C A where C A = sup α∈[0,1] B A (α), and
.
Proof:
The upper bound C ≤ C A clearly follows since dropping a constraint does not reduce capacity. The upper bound C A ≤ C A is obtained as follows. First, we replace
is the Gamma function), and we replace λ by
, and divide by V (B n λ ). This leads to the upper bound M n = n i=0 N i , where
. The rest of the proof is based on C A ≤ lim n→∞ 1 n log(M n ). This limit is equal to sup α∈[0,1] B A (α), which can be proved along the same steps as in [6] .
B. Average and Peak Constraints
Here, we provide an alternative derivation of one of the bounds in [4] . This upper bound is given as follows.
Theorem 3 ( [4, (11) & (19)]):
The capacity C satisfies C ≤ C where C = 
otherwise. This upper bound was derived in [4] using a dualitybounding approach. It can be derived alternatively as follows. The capacity is given by C = max f (x) I(X; Y ) [14] , where f (x) denotes the probability distribution of X, and the maximization is over all f (x) satisfying X ∈ [0, A] and E[X] ≤ E. By relaxing the first constraint to X ∈ R and assuming that X satisfies Var(X) ≤ P for some P > 0, the capacity maximizing input distribution is Gaussian g 0, √ P (x), and we have C ≤ 
with equality if X is distributed according to f µ (x). Now since µ ≤ E, then the variance of the distribution f µ (x) is maximized if µ = A 2 when E ≥ A 2 and µ = E otherwise. This leads to the same bound derived in [4] as stated in Theorem 3.
V. NUMERICAL EVALUATION
Bounds on C are plotted in Fig. 2 and 3 for E = A 10 and E = A 2 . It can be seen from these figures that the achievable rate R is higher than R L1 given in [4, (10) ]. Furthermore, R approaches capacity at high SNR. In fact, the lower bound R also approaches the high-SNR capacity as we shall see next. Note that the lower bound R F given in [5] is the tightest. However, R F which is achievable by using a discrete input distribution does not have a closed-form expression. From this point of view, R has two advantages: being nearly tight at high SNR, and being easier to compute and express than R F .
It can also be seen that C A is close to C L2 given in [4, (20) ] for E ≥ A 2 . However, C A is also easier to compute than C L2 , and has a simple sphere-packing interpretation. Fig. 3 represents all scenarios with A ≤ 2E (including the case with only a peak constraint) since they have the same capacity [4] . Fig. 4 shows the gap ∆ = C High SNR − R at high SNR as a function of E A . The rate R given in Corollary 1 is optimized numerically. It can be seen that this gap is smaller than 0.1 nats for any E A ∈ (0, 1]. On the same figure, the gap ∆ = min{C High SNR , C L1 } − R is plotted, where C L1 is the upper bound given in [4, (12) ]. This gap is close to zero. This indicates that the truncated-Gaussian distribution is nearly optimal at high SNR. Based on this numerical evaluation, we state the following.
Claim 1: The high SNR capacity can be approximated as C High SNR ≈ C High SNR given in (8) where the approximation gap is < 0.1 nats.
This simple high-SNR capacity approximation can be useful for extending IM-DD capacity results from the P2P configuration to more general configurations. We have derived the achievable rate by a truncated-Gaussian input distribution in an IM-DD channel with both average and peak constraints. This achievable rate leads to a simple capacity lower bound. We prove that the gap between this lower bound and capacity upper bounds is upper bounded by a small constant at high SNR. This small gap is further shown to vanish when the parameters of the truncated-Gaussian distribution are optimized numerically. As a conclusion, the truncatedGaussian input distribution is nearly optimal at high SNR. This leads to a simple high-SNR capacity approximation, with negligible gap to capacity. A new capacity upper bound is also derived by using sphere-packing arguments. f (x, y) log (G µ ,ν (A) − G µ ,ν (0)) dydx
I23
The first term I 21 is clearly equal to log(η). The last term I 23 can be written as I 23 = E X,Y [log (G µ ,ν (A) − G µ ,ν (0))] where the expectation is with respect to the distribution f (x, y). It remains to evaluate I 22 in order to obtain the achievable rate R in Theorem 1. We start by substituting g µ,σy (y) in I 22 , yielding 
Finally, we need to evaluate the expectation E X [(X − µ) 2 ]. To this end, we use a change of variables t = 
