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Abstract
In this paper we extend the ideas presented in Onofrei and Ver-
nescu [Asymptotic Analysis, 54, 2007, 103-123 ] and introduce suit-
able second order boundary layer correctors, to study the H1-norm
error estimate for the classical problem in homogenization. Previous
second order boundary layer results assume either smooth enough co-
efficients (which is equivalent to assuming smooth enough correctors
χj , χij ∈W 1,∞), or smooth homogenized solution u0, to obtain an es-
timate of order O(ǫ
3
2 ). For this we use the periodic unfolding method
developed by Cioranescu, Damlamian and Griso [C. R. Acad. Sci.
Paris, Ser. I 335, 2002, 99-104 ]. We prove that in two dimensions,
for nonsmooth coefficients and general data, one obtains an estimate
of order O(ǫ
3
2 ). In three dimenssions the same estimate is obtained
assuming χj , χij ∈ W 1,p, with p > 3. We also discuss how our results
extend, in the case of nonsmooth coefficients, the convergence proof for
the finite element multiscale method proposed by T.Hou et al. [ J. of
Comp. Phys., 134, 1997, 169-189 ] and the first order corrector analy-
sis for the first eigenvalue of a composite media obtained by Vogelius
et al.[Proc. Royal Soc. Edinburgh, 127A, 1997, 1263-1299 ].
1 Introduction
This paper is dedicated to the study of error estimates for the clas-
sical problem in homogenization using suitable boundary layer correc-
tors.
Let Ω ∈ RN , denote a bounded convex polyhedron or a convex bounded
domain with a sufficiently smooth boundary. Consider also the unit
cube Y = (0, 1)N . It is well known that for A ∈ L∞(Y )N×N , Y -
periodic with m|ξ|2 ≤ Aij(y)ξiξj ≤ M |ξ|2, for any ξ ∈ RN , the solu-
1
tions of {
−∇ · (A(x
ǫ
)∇uǫ(x)) = f in Ω
uǫ = 0 on ∂Ω
(1)
have the property that (see [21], [14], [3],[4]),
uǫ ⇀ u0 in H
1
0 (Ω)
where u0 verifies{ −∇ · (Ahom∇u0(x)) = f in Ω
u0 = 0 on ∂Ω
(2)
with
Ahomij =MY
(
Aij(y) + Aik(y)
∂χj
∂yk
)
(3)
whereMY (·) = 1|Y |
∫
Y
·dy and χj ∈ Wper(Y ) = {χ ∈ H1per(Y )|MY (χ) =
0} are the solutions of the local problem
−∇y · (A(y)(∇χj + ej)) = 0 (4)
Here ej represent the canonical basis in R
N .
In this paper, ∇ and (∇·) will denote the full gradient and divergence
operators respectively, and with ∇x, (∇x·) and ∇y, (∇y·) will denote
the gradient and the divergence in the slow and fast variable respec-
tively.
Remark 1.1. Throughout this paper, we will denote by Φ the contin-
uous extension of a given function Φ ∈ W p,m(Ω) with p,m ∈ Z, to the
space W p,m(RN ). With minimal assumption on the smoothness of Ω
a stable extension operator can be constructed (see [23], Ch. VI, 3.1).
The formal asymptotic expansion corresponding to the above re-
sults can be written as
uǫ(x) = u0(x) + ǫw1(x,
x
ǫ
) + ...
where
w1(x,
x
ǫ
) = χj(
x
ǫ
)
∂u0
∂xj
(5)
We make the observation that the Einstein summation convention will
be used and that the letter C will denote a constant independent of
any other parameter, unless otherwise specified.
A classical result (see [21], [14], [17],[3]), states that with additional
regularity assumptions on the local problem solutions χj or on u0 one
has
||uǫ(·)− u0(·)− ǫw1(·, .
ǫ
)||H1(Ω) ≤ Cǫ
1
2 (6)
2
Without any additional assumptions a similar result has been recently
proved by G. Griso in [10], using the Periodic Unfolding method de-
veloped in [5], i.e.,
||uǫ(·)− u0(·) − ǫχj( .
ǫ
)Qǫ(
∂u0
∂xj
)||H1(Ω) ≤ Cǫ 12 ||u0||H2(Ω) (7)
with
x ∈ Ω˜ǫ, Qǫ(φ)(x) =
∑
i1,..,iN
M ǫY (φ)(ǫξ + ǫi)x¯
i1
1,ξ · ...x¯iNN,ξ, ξ =
[x
ǫ
]
for φ ∈ L2(Ω), i = (i1, ..., iN ) ∈ {0, 1}N and
x¯ikk,ξ =


xk − ǫξk
ǫ
if ik = 1
1− xk − ǫξk
ǫ
if ik = 0
x ∈ ǫ(ξ + Y )
whereM ǫY (φ) =
1
ǫN
∫
ǫξ+ǫY
φ(y)dy and Ω˜ǫ =
⋃
ξ∈ZN
{ǫξ + ǫY ; (ǫξ + ǫY ) ∩ Ω 6= ∅} .
In order to improve the error estimates in (6) boundary layer terms
have been introduced as solutions to
−∇ · (A(x
ǫ
)∇θǫ) = 0 in Ω , θǫ = w1(x, x
ǫ
) on ∂Ω (8)
Assuming A ∈ C∞(Y ), Y -periodic matrix and a sufficiently smooth
homogenized solution u0 it has been proved in [4] (see also [17]) that
||uǫ(·)− u0(·)− ǫw1(·, .
ǫ
) + ǫθǫ(·)||H1
0
(Ω) ≤ Cǫ (9)
||uǫ(·)− u0(·)− ǫw1(·, .
ǫ
) + ǫθǫ(·)||L2(Ω) ≤ Cǫ2. (10)
In [18], Moskow and Vogelius proved the above estimates assuming
A ∈ C∞(Y ), Y -periodic matrix and u0 ∈ H2(Ω) or u0 ∈ H3(Ω) for (9)
or (10) respectively. Inequality (9) is proved in [1] for the case when
A ∈ L∞(Y ) and u0 ∈ W 2,∞(Ω).
In [25], Sarkis and Versieux showed that the estimates (9) and re-
spectively (10) still holds in a more general setting, when one has
u0 ∈ W 2,p(Ω), χj ∈W 1,qper(Y ) for (9), and u0 ∈ W 3,p(Ω), χj ∈ W 1,qper(Y )
for (10), where, in both cases, p > N and q > N satisfy
1
p
+
1
q
≤ 1
2
. In
[25] the constants in the right hand side of (9) and (10) are proportional
to ||u0||W 2,p(Ω) and ||u0||W 3,p(Ω) respectively.
In order to improve the error estimate in (9) and (10) one needs to
consider the second order boundary layer corrector, ϕǫ defined as the
solution of,
−∇ · (A(x
ǫ
)∇ϕǫ) = 0 in Ω , ϕǫ(x) = χij(x
ǫ
)
∂2u0
∂xi∂xj
on ∂Ω (11)
3
where χij ∈ Wper(Y ) are solution of the following local problems,
∇y · (A∇yχij) = bij +Ahomij (12)
with Ahom defined by (2), MY (bij(y)) = −Ahomij , and bij = −Aij −
Aik
∂χj
∂yk
− ∂
∂yk
(Aikχj).
For the case when u0 ∈W 3,∞(Ω) and χij ∈W 1,∞(Y ), with the help of
ϕǫ defined in (11), Alaire and Amar proved in [1] the following result
||uǫ(·)− u0(·)− ǫw1(·, .
ǫ
) + ǫθǫ(·)− ǫ2χij( ·
ǫ
)
∂2u0
∂xi∂xj
||H1(Ω) ≤
≤ Cǫ 32 ||u0||W 3,∞(Ω) (13)
This result shows that with the help of the second order correctors one
can essentially improve the order of the estimate (9). In the general
case of nonsmooth periodic coefficients, A ∈ L∞(Y ), and u0 ∈ H2(Ω),
inspired by Griso’s idea, we proved in [20]
||uǫ(·)− u0(·)− ǫχj( ·
ǫ
)Qǫ(
∂u0
∂xj
) + ǫβǫ(·)||H1
0
(Ω) ≤ Cǫ||u0||H2(Ω) (14)
with βǫ defined by
−∇ · (A(x
ǫ
)∇βǫ) = 0 in Ω , βǫ = u1(x, x
ǫ
) on ∂Ω (15)
where u1(x,
x
ǫ
)
.
= χj(
x
ǫ
)Qǫ(
∂u0
∂xj
).
When u0 ∈W 3,p(Ω) with p > N we also proved in [20] that
||uǫ(·)− u0(·)− ǫχj( ·
ǫ
)
∂u0
∂xj
+ ǫθǫ(·)||L2(Ω) ≤ Cǫ2||u0||W 3,p(Ω). (16)
In this paper, we present a refinement of (13) for the case of nonsmooth
coefficients and general data. To do this we start by describing the
asymptotic behavior of ϕǫ with respect to ǫ.
The key difference between the case of smooth coefficients, and the
nonsmooth case discussed in the present paper is that in the former,
by means of the maximum principle or Avellaneda’s compactness re-
sults (see [2]), it can be proved that the second order boundary layer
corrector ϕǫ is bounded in L
2(Ω) and is of order O(
1√
ǫ
) in H1(Ω),
while in the latter one cannot use the aforementioned techniques to
describe the asymptotic behavior of ϕǫ in L
2(Ω) or H1(Ω). Moreover
one can see that ϕǫ is not bounded in L
2(Ω) in general ( see [2]), and
4
therefore one needs to carefully address the question of the asymptotic
behavior of ϕǫ with respect to ǫ.
First, we can easily observe that ǫϕǫ can be interpreted as the solu-
tion of an elliptic problem with variable periodic coefficients and with
weakly convergent data in H−1(Ω). For this class of problems a result
of Tartar, [24](see also [6]) implies
ǫϕǫ
ǫ
⇀ 0 in H1(Ω)
As a consequence of Lemma 2.2 we obtain that for u0 ∈ H3(Ω) and
χj , χij ∈W 1,pper(Y ), for some p > N , we have
||ǫϕǫ||H1(Ω) ≤ Cǫ
1
2 ||u0||H3(Ω) (17)
Using (17) we are able to prove that for u0 ∈ H3(Ω) and χj , χij ∈ W 1,pper
with p > N we have
||uǫ(·)−u0(·)−ǫχj( .
ǫ
)
∂u0
∂xj
+ǫθǫ(·)−ǫ2χij( .
ǫ
)
∂2u0
∂xi∂xj
||H1(Ω) ≤ Cǫ 32 ||u0||H3(Ω).
(18)
Remark 3.5 states that in two dimensions due to a Meyer type regular-
ity for the solutions of the cell problems, χj , χij , estimate (18) holds
only assuming u0 ∈ H3(Ω).
In Section 2.4 we use (18) to extend the results in [18] to the case
of nonsmooth coefficients. Namely, in two dimensions Moskow and
Vogelius (see [18]) considered the Dirichlet spectral problem associated
to (1) {
−∇ · (A(x
ǫ
)∇uǫ(x)) = λǫuǫ in Ω
uǫ = 0 on ∂Ω
(19)
The eigenvalues of (19) form an increasing sequence of positive num-
bers, i.e,
0 < λǫ1 ≤ λǫ2 ≤ ... ≤ λǫj ≤ ...
and it is well known that we have λǫj ⇀ λj as ǫ → 0 for any j ≥ 0
where
0 < λ1 ≤ λ2 ≤ ... ≤ λj ≤ ...
are the Dirichlet eigenvalues of the homogenized operator, i.e.,{ −∇ · (Ahom∇u(x)) = λu in Ω
u = 0 on ∂Ω
(20)
For A ∈ C∞(Y ), Y -periodic, and assuming that the eigenfunctions of
(20) belong to H2+r(Ω), with r > 0, Moskow and Vogelius analysed
in [18], the first corrector of the homogenized eigenvalue of (20) and
proved that (See Thm. 3.6), up to a subsequence,
λǫ − λ
ǫ
→ λ
∫
Ω
θ∗udx (21)
5
where θ∗ is a weak limit of θǫ in L2(Ω), and u is the normal eigenvector
associated to the eigenvalue λ.
Using (18) we show that the result obtained in [18] for the first cor-
rector of the homogenized eigenvalue holds true in the general case of
nonsmooth periodic coefficients A ∈ L∞per(Y ).
2 A Fundamental Result
In this section we analyze the asymptotic behavior with respect to
ǫ of the solutions to a certain class of elliptic problems with highly
oscillating coefficients and boundary data. The main result is stated
in Proposition 2.2 but we will first present a technical Lemma which
will be useful in what follows,
Lemma 2.1. Let Φ be such that Φ ∈ W 1,pper(Y ) with p > N , and let
ψ ∈ H1(Ω). Then we have∫
Ω
|∇yΦ(x
ǫ
)|2(ψ(x) −M ǫY (ψ)(x))2dx ≤ Cǫ2||Φ||2W 1,p(Y )||ψ||2H1(Ω)
(22)
Proof. Let Ω˜ǫ ⊂ RN be the smallest union of integer translates of ǫY
that cover Ω, i.e.
Ω˜ǫ
.
=
⋃
ξ∈Zǫ
(ξǫ+ ǫY )
where
Zǫ
.
= {ξ ∈ ZN , (ξǫ + ǫY ) ∩Ω 6= ∅}
We start by recalling that there exists a linear and continuous ex-
tension operator P : H1(Ω) → H1(Ω˜ǫ), with the continuity constant
independent of ǫ (see [10, 11] for details). In the rest of this section,
without having to specify it every time, every function in H(Ω) will be
extended trough P to H1(Ω˜ǫ). Next we proceed with the proof of the
Lemma. We have∫
Ω
|∇yΦ(x
ǫ
)|2(ψ(x) −M ǫY (ψ)(x))2dx ≤
∫
Ω˜ǫ
|∇yΦ(x
ǫ
)|2(ψ(x) −M ǫY (ψ)(x))2dx
≤
∑
ξ∈Zǫ
∫
ξǫ+ǫY
|∇yΦ(x
ǫ
)|2(ψ(x) −M ǫY (ψ)(x))2dx
≤
∑
ξ∈Zǫ
ǫN
∫
Y
|∇yΦ|2(ψ(ξǫ + ǫy)−M ǫY (ψ)(ξǫ + ǫy))2dy (23)
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Let ψ(ξǫ + ǫy) = zξ(y). Using this in (23) we obtain,∫
Ω
|∇yΦ(x
ǫ
)|2(ψ(x) −M ǫY (ψ)(x))2dx ≤
≤
∑
ξ∈Zǫ
ǫN
∫
Y
|∇yΦ|2
(
zξ(y)− 1|Y |
∫
Y
zξ(s)ds
)2
dy ≤
≤
∑
ξ∈Zǫ
ǫN‖Φ‖2W 1,p(Y )
∥∥∥∥zξ − 1|Y |
∫
Y
zξ(s)ds
∥∥∥∥
2
L
2p
p−2 (Y )
(24)
Note that ∇yzξ = ǫ∇xψ(ξǫ + ǫy). Then, using this one can easily ob-
serve that (81) in the Appendix, together with the Poincare-Wirtinger
inequality, implies∥∥∥∥zξ − 1|Y |
∫
Y
zξ(s)ds
∥∥∥∥
L
2p
p−2 (Y )
≤ cp‖∇yzξ‖L2(Y ) (25)
From (25) in (24) we have∫
Ω
|∇yΦ(x
ǫ
)|2(ψ(x) −M ǫY (ψ)(x))2dx ≤
≤ cpǫN‖Φ‖2W 1,p(Y )
∑
ξ∈Zǫ
‖∇yzξ‖2L2(Y )
= cpǫ
N+2‖Φ‖2W 1,p(Y )
∑
ξ∈Zǫ
∫
Y
(∇xψ(ξǫ + ǫy))2 dy =
= cpǫ
2‖Φ‖2
W 1,p(Y )
∑
ξ∈Zǫ
∫
ǫξ+ǫY
|∇xψ|2dx ≤
≤ Cǫ2‖Φ‖2
W 1,p(Y )‖ψ‖2H1(Ω) (26)
where C depends on p only. So the statement of the Lemma is proved.
Proposition 2.2. Let Ω ⊂ RN be bounded and either of class C1,1 or
convex. Consider the following problem,{ −∇ · (A(x
ǫ
)∇yǫ) = h in Ω
yǫ = gǫ on ∂Ω
(27)
where h ∈ L2(Ω), the coefficient matrix A satisfies the hypothesis of the
first section, and we have that there exists φ∗ ∈ W 1,pper(Y ) with p > N ,
and zǫ a bounded sequence in H
1(Ω) such that
gǫ(x) = ǫφ∗(
x
ǫ
)zǫ(x) a.e. Ω. (28)
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Then there exists y∗ ∈ H10 (Ω) such that
yǫ ⇀ y∗ in H1(Ω) (29)
and y∗ satisfies { ∇ · (Ahom∇y∗) = h in Ω
y∗ = 0 on ∂Ω
(30)
and Ahom is the classical homogenized matrix defined in (3). Moreover
we have
||yǫ − y∗ − ǫχj(x
ǫ
)Qǫ(
∂y∗
∂xj
)||H1(Ω) ≤ Cǫ 12
(
1 + ||y∗||H2(Ω)
)
(31)
where χj ∈ Wper(Y ) are defined in (4), Qǫ is defined in (7) and C
depends only on p.
Proof. To prove (29) and (30) Tartar’s result concerning problems with
weakly converging data in H−1 could be used. We prefer to present
here a different proof based on the periodic unfolding method devel-
oped in [5], which will also imply (31). First observe that the solution
of (27) satisfy,
yǫ = y
(1)
ǫ + y
(2)
ǫ + y
(3)
ǫ (32)
where y
(1)
ǫ , y
(2)
ǫ , y
(3)
ǫ satisfy respectively,{
−∇ · (A(x
ǫ
)∇y(1)ǫ ) = h in Ω,
y
(1)
ǫ = 0 on ∂Ω,
(33)
{
−∇ · (A(x
ǫ
)∇y(2)ǫ ) = 0 in Ω,
y
(2)
ǫ = ǫΦ∗(xǫ )Qǫ(zǫ) on ∂Ω,
(34)
{
−∇ · (A(x
ǫ
)∇y(3)ǫ ) = 0 in Ω,
y
(3)
ǫ = ǫΦ∗(xǫ )(zǫ −Qǫ(zǫ)) on ∂Ω.
(35)
First note that from Theorem 4.1 in [10], stated here in (7), we have
‖y(1)ǫ (x) − y∗(x)− ǫχj(
x
ǫ
)Qǫ(
∂y∗
∂xj
)‖H1(Ω) ≤ Cǫ
1
2 ‖y∗‖H2(Ω). (36)
From [10] (see the two estimates before Theorem 4.1 there), by using
an interpolation inequality, we immediately arrive at,
‖y(2)ǫ ‖H1(Ω) ≤ Cǫ
1
2 ‖Φ∗‖H1(Y ) ‖zǫ‖L2(Ω) (37)
8
Finally, for y
(3)
ǫ we obtain,
‖y(3)ǫ ‖H1(Ω) ≤ C‖ǫΦ∗(xǫ )(zǫ −Qǫ(zǫ))‖H1(Ω) =
= C‖ǫΦ∗(xǫ )(zǫ −Qǫ(zǫ))‖L2(Ω) + C‖∇yΦ∗(xǫ )(zǫ −Qǫ(zǫ))‖L2(Ω) +
+C‖ǫΦ∗(xǫ )∇x (zǫ −Qǫ(zǫ)) ‖L2(Ω) ≤ ǫ2‖zǫ‖H1(Ω)‖Φ∗‖W 1,p(Y ) +
+C‖∇yΦ∗( .ǫ ) (zǫ −Qǫ(zǫ)) ‖L2(Ω) + ǫ‖Φ∗‖W 1,p(Y )‖zǫ‖H1(Ω) ≤
≤ C‖∇yΦ∗( .ǫ)(zǫ −M ǫY zǫ)‖L2(Ω) + C‖∇yΦ∗( .ǫ )(Qǫzǫ −M ǫY zǫ)‖L2(Ω) +
+Cǫ‖Φ∗‖W 1,p(Y )‖zǫ‖H1(Ω) ≤ Cǫ‖Φ∗‖W 1,p(Y )‖zǫ‖H1(Ω) (38)
where C depends only on p and where we used triangle inequality
in the fourth line above and we used Lemma 2.1 and (A.35) of the
Appendix, respectively, to estimate the first and the second terms in
the fifth line. From (36), (37), (38) in (32) we obtain the statement of
the Proposition.
3 Boundary layer error estimates
In this section, for the case of L∞ coefficients, with the only as-
sumptions that χj , χij ∈W 1,pper(Y ) for some p > N and u0 ∈ H3(Ω) we
show that the left hand side of (13) is of order ǫ
3
2 . Indeed we have,
Theorem 3.1. Let A ∈ L∞(Y ) and u0 ∈ H3(Ω). If there exists p > N
such that χj , χij ∈ W 1,pper(Y ) then we have∥∥∥∥uǫ(.)− u0(.)− ǫw1(., .ǫ) + ǫθǫ(.)− ǫ2χij( ·ǫ ) ∂
2u0
∂xi∂xj
∥∥∥∥
H1(Ω)
≤
≤ Cǫ 32 ||u0||H3(Ω).
Proof. As we did before, for the sake of simplicity, we will assume
N = 3 the two dimensional case being similar. We will also assume for
the moment that the coefficients are smooth enough, as in Appendix,
Section B, relations (72). For any i, j ∈ {1, 2, 3} let χnij ∈ Wper(Y ) be
the solutions of
∇y · (An∇yχnij) = bnij −MY (bnij) (39)
where
bnij = −Anij −Anik
∂χnj
∂yk
− ∂
∂yk
(Anikχ
n
j )
9
and MY (.) is the average on Y . From Corollary B.8
|∇yχnij |L2(Y ) < C and χnij ⇀ χij in Wper(Y ), ∀i, j ∈ {1, ..., N}
where∫
Y
A(y)∇yχij∇yψdy = (bij −MY (bij), ψ)(Wper(Y ),(Wper(Y ))′)
for any ψ ∈Wper(Y ) and with
bij = −Aij −Aik ∂χj
∂yk
− ∂
∂yk
(Aikχj).
We define
un2 (x, y) = χ
n
ij(y)
∂2u0
∂xj∂xi
(x)
and
(vn∗ (x, y))k = A
n
ki(y)χ
n
j (y)
∂2u0
∂xj∂xi
(x) +Ankl(y)
∂χnij
∂yl
∂2u0
∂xj∂xi
(40)
Following the same ideas as in [18] we can show that ∇x ·MY (vn∗ ) = 0.
Let
Rjki =MY (A
n
kiχ
n
j +A
n
kl
∂χnij
∂yl
).
(Cn(y))ij = A
n
ij(y) +A
n
ik(y)
∂χnj
∂yk
Ahomn =MY (Cn(y))
Consider αnij ∈ [L2(Y )]3 defined by,
αnij =


An1iχ
n
j +A
n
1l
∂χnij
∂yl
−Rj1i
An2iχ
n
j +A
n
2l
∂χnij
∂yl
−Rj2i
An3iχ
n
j +A
n
3l
∂χnij
∂yl
−Rj3i

+ β
n
ij
with
βn1j = (0,−φn3j , φn2j)T
βn2j = (φ
n
3j , 0,−φn1j)T for j ∈ {1, 2, 3}
βn3j = (−φn2j , φn1j , 0)T
where T denotes the transpose. The functions φnij ∈ Wper(Y ) were
defined in [20], as solutions of
curlyφ
n
l = B
n
l and divyφ
n
l = 0; (41)
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where Bn(y) = Cn(y)−Ahomn and Bnl denotes the vector Bnl = (Bnil)i ∈
[L2per(Y )]
N . It was observed in [20] that for every 1 ∈ {1, 2, ..., N}
φnl ⇀ φl in [Wper(Y )]
N where curlyφl = Bl and divyφl = 0 (42)
The conditions on χj , χij and Remark 3.11 in [9] imply that ||φl||W 1,p(Y ) <
C. Next, using the symmetry of the matrix A we observe that the vec-
tors αnij defined above, are divergence free with zero average over Y .
This implies that there exists ψnij ∈ [Wper(Y )]3, (see Theorem 3.4, [9]
adapted for the periodic case) so that
curlyψ
n
ij = α
n
ij and divψ
n
ij = 0 for any i, j ∈ {1, 2, 3} (43)
By using (42), Corollary B.4, Corollary B.8 in the definition of αnij
above, we have,
αnij ⇀ αij in [L
2(Y )]3 (44)
where the form of αij is identical with that of α
n
ij and can be obviously
obtained from (44). Using the above convergence result and Theorem
3.9 from [9] adapted to the periodic case, we obtain that
ψnij ⇀ ψij , in Wper(Y ) for any i, j ∈ {1, 2, 3}
and ψij satisfy
curlyψij = αij and divyψij = 0 for i, j ∈ {1, 2, 3} (45)
The hypothesis on χj and χij implies that αij defined at (44) belongs
to the space [Lp(Y )]3 and for all pairs (i, j) with i, j ∈ {1, 2, 3} we have
||αij ||[Lp(Y )]3 ≤ C(||βij ||[Lp(Y )]3 + ||χj ||Lp(Y ) + ||χij ||W 1,p(Y )) ≤ C
(46)
Inequality (46) and Remark 3.11 in [9] imply that
||ψij ||[W 1,p(Y )]3 ≤ C for i, j ∈ {1, 2, 3} (47)
Define p(x, y) = ψij(y)
∂2u0
∂xi∂xj
(x) and v2(x, y) = curlxp(x, y). We can
see that p ∈ H1(Ω, H1per(Y )) and v2 ∈ L2(Ω, H1per(Y )). Obviously we
have that ∇x · v2 = 0 in the sense of distributions (see [18]). Next,
using (40) we observe that ∇x ·MY (v∗) = 0 where v∗ is such that
vn∗ ⇀ v∗ weakly in L
2(Ω, L2per(Y ))
We have that
(v∗(x, y))k = Aki(y)χj(y)
∂2u0
∂xj∂xi
(x) +Akl(y)
∂χij
∂yl
∂2u0
∂xj∂xi
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Using this and the fact that∫
Ω×Y
(∇y · v2)Φ(x, y)dxdy =
∫
Ω×Y
(∇y · curlxp(x, y))Φ(x, y)dxdy =
= −
∫
Ω×Y
(∇x · curlyp(x, y))Φ(x, y)dxdy
for any smooth function Φ ∈ D(Ω;D(Y )), one can immediately see
that
∇y · v2 = −∇x · v∗ (48)
in the sense of distributions. Let pn(x, y) = ψnij(y)
∂2u0
∂xi∂xj
(x) and
vn2 (x, y) = curlxp
n(x, y). Consider ψnǫ and ξ
n
ǫ defined as follows,
wn1 (x, y) = χ
n
j (y)
∂u0
∂xj
(x)
rn0 (x, y) = A
n(y)∇xu0 +An(y)∇ywn1 (x, y)
ψnǫ (x) = u
n
ǫ (x)− u0(x)− ǫwn1 (x,
x
ǫ
)− ǫ2un2 (x,
x
ǫ
) (49)
ξnǫ (x) = A
n(
x
ǫ
)∇unǫ − rn0 (x,
x
ǫ
)− ǫvn∗ (x,
x
ǫ
)− ǫ2vn2 (x,
x
ǫ
) (50)
Note that
An(
x
ǫ
)∇ψnǫ (x)− ξnǫ (x) = ǫ2(vn2 (x,
x
ǫ
)−An(x
ǫ
)∇xun2 (x,
x
ǫ
)) (51)
We have
Lemma 3.2.
(i) ||ψnǫ ||W 1,1(Ω) < C and ||ξnǫ ||L1(Ω) < C
and there exists ψǫ ∈W 1,1(Ω) and ξǫ ∈ L1(Ω) such that
ψnǫ
n
⇀ ψǫ , ∇ψnǫ n⇀ ∇ψǫ , ξnǫ n⇀ ξǫ , weakly-* in the sense of measures.
Also we have
ψǫ(x) = uǫ(x)− u0(x)− ǫw1(x, x
ǫ
)− ǫ2u2(x, x
ǫ
)
ξǫ(x) = A(
x
ǫ
)∇uǫ − r0(x, x
ǫ
)− ǫv∗(x, x
ǫ
)− ǫ2v2(x, x
ǫ
)
(ii) Moreover, ξǫ ∈ L2(Ω), ψǫ ∈ H1(Ω) and we have
A(
x
ǫ
)∇ψǫ(x)− ξǫ(x) = ǫ2(v2(x, x
ǫ
)−A(x
ǫ
)∇xu2(x, x
ǫ
)) (52)
with
∇ · ξǫ(x) = 0 (53)
in the sense of distributions.
12
Proof. Using the fact that, for any i, j ∈ {1, 2, 3}, χnj , χnij ∈ Wper(Y )
and ψnij ∈ [Wper(Y )]3 are bounded functions in this spaces, from the
definition one can immediately see that
||ψnǫ ||W 1,1(Ω) < C and ||ξnǫ ||L1(Ω) < C.
Recall that
χnj ⇀ χj , χ
n
ij ⇀ χij in Wper(Y ) and ψ
n
ij ⇀ ψij in [Wper(Y )]
3.
Using the above convergence results and the Appendix the statement
(i) in Lemma 3.2 follows immediately. Observe that χj , χij ∈W 1,pper(Y ),
with p > 3 imply
ψǫ ∈ H1(Ω) (54)
To prove (54) it is enough to see that
||u2(·, ·
ǫ
)||H1(Ω) ≤ ǫ2||χij ||L∞(Y )||u0||H2(Ω) +
+ ǫ||χij ||W 1,p(Y )||u0||H3(Ω) + ǫ2||χij ||L∞(Y )||u0||H3(Ω)
the rest of the necessary estimates being trivial. Similarly, from the
definition of r0, v∗ and v2 and the hypothesis χj , χij ∈W 1,pper(Y ), with
p > 3 we see that ξǫ ∈ L2(Ω). Next note that we immediately have
An(
x
ǫ
)∇ψnǫ n⇀ A(
x
ǫ
)∇ψǫ weakly-* in the sense of measures . (55)
Relation (52) follows immediately from (51), (55) the relations (72) of
Section B in the Appendix and a limit argument based on the con-
vergence results obtained at (i). Recall that in the smooth case it is
known from [18] that
∇ · ξnǫ = 0
This is equivalent to∫
Ω
ξnǫ ∇Φ(x)dx = 0 for any Φ ∈ D(Ω)
Using the fact that ξǫ ∈ L2(Ω), and that we have
ξnǫ
n
⇀ ξǫ weakly-* in the sense of measures
we obtain (53). We make the remark that a different proof for (53)
can be found in [25]
We can make the observation that χj , χij ∈ W 1,pper(Y ), with p > 3,
implies ψij ∈W 1,pper(Y ). Using this we obtain,
||∇xu2(x, x
ǫ
)||L2(Ω) ≤ ||χij ||L∞(Y )||∇x
∂2u0
∂xj∂xi
||L2(Ω) ≤
≤ ||χij ||W 1,p(Y )||u0||H3(Ω) ≤
≤ C||u0||H3(Ω) (56)
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||v2(x, x
ǫ
)||L2(Ω) ≤ C||ψij ||L∞(Y )||∇x ∂
2u0
∂xi∂xj
||L2(Ω) ≤
≤ C
∑
i,j
||ψij ||W 1,p(Y )||u0||H3(Ω) ≤
≤ C||u0||H3(Ω) (57)
where in (57) above we used (47). Similarly as in [18] using (56), (57)
in (48), we arrive at
||A(x
ǫ
)∇ψǫ(x)− ξǫ(x)||L2(Ω) ≤ Cǫ2||u0||H3(Ω)
Consider the second boundary layer ϕǫ defined as solution of
∇ · (A(x
ǫ
)∇ϕǫ) = 0 in Ω , ϕǫ = u2(x, x
ǫ
) on ∂Ω (58)
Using (54) and similar arguments as in [18] we obtain that
||uǫ(x) − u0(x)− ǫw1(x, xǫ ) + ǫθǫ(x)− ǫ2u2(x, xǫ ) + ǫ2ϕǫ||H10 (Ω) ≤
≤ Cǫ2||u0||H3(Ω) (59)
Next we make the observation that without any further regularity
assumption on u0 or on the matrix of coefficients A one cannot make
use of neither Avellaneda compactness result nor the maximum prin-
ciple to obtain a L2 or H1 bound for ϕǫ . In fact in [2] it is presented
an example where a solution of (58) would blow up in the L2 norm.
Although the unboundedness of ϕǫ in L
2 we can still make the observa-
tion that using a result due to Luc Tartar [24] (see also [6], Section 8.5)
concerning the limit analysis of the classical homogenization problem
in the case of weakly convergent data in H−1(Ω) together with a few
elementary computations we can obtain that
ǫϕǫ
ǫ
⇀ 0 in H1(Ω)
Then applying Proposition 2.2 with h = 0, yǫ = ǫϕǫ, φ∗(y) = χij(y),
zǫ(x) = z(x) =
∂2u0
∂xi∂xj
we obtain that
||ǫϕǫ||H1(Ω) ≤ Cǫ 12 ||u0||H3(Ω) (60)
Using (60) in (59) we have
||uǫ(x)− u0(x)− ǫw1(x, x
ǫ
) + ǫθǫ(x) − ǫ2χij(x
ǫ
)
∂2u0
∂xi∂xj
||H1(Ω) ≤
≤ Cǫ 32 ||u0||H3(Ω) (61)
and this concludes the proof of Theorem 3.1
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Remark 3.3. Following similar arguments as in the above Theorem,
we can adapt the result in Theorem 3.2 (the convex case) in [11] and
obtain
||ǫϕǫ||L2(Ω) ≤ Cǫ||u0||H3(Ω) (62)
Remark 3.4. It has been shown in [22] that the assumptions χj , χij ∈
W 1,pper(Y ) for some p > N are implied by the conditions that the BMO
semi-norm norm of the coefficients matrix a is small enough (see [22]
for the precise statement). In a different work by M. Vogelius and Y.Y.
Lin [16], it has been shown that one can have χj , χij ∈ W 1,∞per (Y ) in
the case of piecewise discontinuous matrix of coefficients when the dis-
continuities occur on certain smooth interfaces (see [16] for the precise
statement). It is clear that the lack of smoothness in the matrix A and
the fact that we only assume u0 ∈ H3(Ω) would not allow one to use
neither Avellaneda compactness principle nor the maximum principle
to obtain bounds for ϕǫ in L
2 or H1.
Remark 3.5. For N = 2 we could use a Meyers type regularity result
and prove that there exists p > 2 such that χj , χij ∈ W 1,pper(Y ). There-
fore Theorem 3.1 holds true in this case in the very general conditions
that u0 ∈ H3(Ω) and A ∈ L∞(Y ).
4 A natural extra term in the first order
corrector to the homogenized eigenvalue of
a periodic composite medium
In this section we analyze the Dirichlet eigenvalues of an elliptic op-
erator corresponding to a composite medium with periodic microstruc-
ture. This problem was initially studied in [18], for the case of C∞
coefficients. We generalize their result to the case of L∞ coefficients.
We will first state a simple consequence of Theorem 3.1 which will play
a fundamental role further in our analysis.
Corollary 4.1. Let Ω ⊂ R2 be a bounded, convex curvilinear polygon
of class C∞. Let A ∈ L∞(Y ) and u0 ∈ H2+r(Ω) with r > 0. Then
there exists a constant Cr independent of u0 and ǫ such that
||uǫ(.)− u0(.)− ǫw1(., .
ǫ
) + ǫθǫ(.)||L2(Ω) ≤ Crǫ1+r||u0||H2+r(Ω)
Proof. From Theorem 2.1 in [20], if u0 ∈ H2(Ω), we have
||uǫ(·)− u0(·)− ǫw1(·, .
ǫ
) + ǫθǫ(·)||H1
0
(Ω) ≤ Cǫ||u0||H2(Ω) (63)
Indeed note that using Remark 3.5 and the properties of Qǫ we have
that
||∇w1(·, .
ǫ
)−∇u1(·, .
ǫ
)||L2(Ω) < ǫ||χj ||W 1,p(Y )||u0||H2(Ω) < C (64)
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where w1 and u1 are defined at (5) and (15), respectively. Also, using
the definition of θǫ and βǫ, we have
||∇θǫ −∇βǫ||L2(Ω) < ||w1(·, .
ǫ
)− u1(·, .
ǫ
)||H1(Ω) < C
Using the last two inequalities in (64) we obtain (63). Next we may
see that, for u0 ∈ H3(Ω), Theorem 3.1 immediately implies that
||uǫ(.)− u0(.)− ǫw1(., .
ǫ
) + ǫθǫ(.)||L2(Ω) ≤ Cǫ2||u0||H3(Ω) (65)
From (63) and (65) together with an interpolation argument (see The-
orem 2.4 in [18]), we prove the statement of the Corollary.
Next we will state the spectral problem and recall briefly the result
obtained in [18]. On the domain Ω ⊂ R2, we consider the spectral
problem (19) associated with operator Lǫ, i.e.,{
Lǫvǫ = −∇ · (A(x
ǫ
)∇vǫ(x)) = λǫvǫ in Ω
vǫ = 0 on ∂Ω
(66)
If we consider the eigenvalue problem for the operator L
.
= −div(Ahom∇)
with Ahom defined at (2), i.e.,{
Lv = λv in Ω
v = 0 on ∂Ω
(67)
then it is well known that for λ simple eigenvalue of (67), for each ǫ
small enough, there exists λǫ, an eigenvalue of (66) such that
λǫ
ǫ→ λ
For any f ∈ L2(Ω), we define Tǫf = uǫ where uǫ ∈ H10 (Ω) is the
solution of Lǫuǫ = f in Ω, and similarly Tf = u0 with u0 ∈ H10 (Ω)
solution of Lu0 = f . Tǫ and T are compact and self adjoint operators
from L2(Ω) into L2(Ω). Moreover Tǫ
ǫ→ T pointwise.
It can be seen that µǫk =
1
λǫk
are the eigenvalues of Tǫ and µk =
1
λk
are the eigenvalues of T . From the definition of Tǫ and T , the
eigenvectors corresponding to µǫk and respectively µk are the same as
the eigenvectors of Lǫ and L corresponding to λ
ǫ
k and respectively λk.
It is proved in [18] that if Ω is a bounded convex domain or bounded
with a C2,β boundary we have that
|λ− λǫk| ≤ Cǫ (68)
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for ǫ sufficiently small. Moreover in the case of a smooth matrix of
coefficients a, and for the eigenvectors of L in H2+r(Ω), for some r > 0,
using (9) and (10) and a result of Osborne [19], they obtain that
λǫn − λ = ǫnλ
∫
Ω
θ¯ǫnvdx+O(ǫ
1+r
n )
for any sequence ǫn → 0 and θ¯ǫ defined by
−∇ · (A(x
ǫ
)∇θ¯ǫ) = 0 in Ω , θ¯ǫ = χj(x
ǫ
)
∂v
∂xj
on ∂Ω (69)
From the Corollary 4.1 we obtain that the result of Moskow and Vo-
gelius (see Theorem 3.6) remains true in the general case of nonsmooth
coefficients, i.e.,
Theorem 4.2. In the hypothesis of Corrolary 4.1 if λ∗ is the limit of
the sequence
(λǫn − λ)
ǫn
(as ǫn → 0) then there exists a function θ∗,
weak limit point of the sequence θ¯ǫ in L
2(Ω), so that
λ∗ = λ
∫
Ω
θ∗vdx
Conversely, if θ∗ is a weak limit point of the sequence θ¯ǫ in L2(Ω) the
there exists a sequence ǫn → 0 such that
(λǫn − λ)
ǫn
→ λ
∫
Ω
θ∗vdx
.
In the end we make the observation that the case when λ is a
multiple eigenvalue can be treated similarly as in [18] (see Remark
3.7).
Appendices
In the following appendices we will present the proofs for some of
the results used in the previous Sections not included in the main body
of the chapter for the sake of clarity of the exposition.
A Definition and Properties of the Unfold-
ing Operator
Let Ξǫ={ξ ∈ ZN ; (ǫξ + ǫY ) ∩ Ω 6= ∅} and define
Ω˜ǫ =
⋃
ξ∈Ξǫ
(ǫξ + ǫY ) (70)
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Let us also consider H1per(Y ) to be the closure of C
∞
per(Y ) in the H
1
norm, where C∞per(Y ) is the subset of C
∞(RN ) of Y -periodic functions,
and
Wper(Y )
.
=
{
v ∈ H1per(Y )/R ,
1
|Y |
∫
Y
vdy = 0
}
(see [6] for properties).
Next, similarly as in [5],[7], if we have a periodical net on RN with
period Y , by analogy with the one-dimensional case, to each x ∈ RN
we can associate its integer part, [x]Y , such that x− [x]Y ∈ Y and its
fractional part respectively, i.e, {x}Y = x− [x]Y . Therefore we have:
x = ǫ
{x
ǫ
}
Y
+ ǫ
[x
ǫ
]
Y
for any x ∈ RN .
We will recall in the following the definition of the Unfolding Operator
as it have been introduced in [5](see also [7]), and review a few of
its principal properties. Let the unfolding operator be defined as Tǫ :
L2(Ω˜ǫ)→ L2(Ω˜ǫ × Y ) with
Tǫ(φ)(x, y) = φ(ǫ
[x
ǫ
]
Y
+ ǫy) for all φ ∈ L2(Ω˜ǫ)
We have (see [5]):
Theorem A.1. For any v, w ∈ L2(Ω) we have
1. Tǫ(vw) = Tǫ(v)Tǫ(w)
2. ∇y (Tǫ(u)) = ǫTǫ(∇xu) where u ∈ H1(Ω)
3.
∫
Ω
udx =
1
|Y |
∫
Ω˜ǫ×Y
Tǫ(u)dxdy
4.
∣∣∣∣
∫
Ω
udx−
∫
Ω×Y
Tǫ(u)dxdy
∣∣∣∣ < |u|L1({x∈Ω˜ǫ; dist(x,∂Ω)<√nǫ})
5. Tǫ(ψ)→ ψ uniformly on Ω× Y for any ψ ∈ D(Ω)
6. Tǫ(w)→ w strongly in L2(Ω× Y )
7. Let {wǫ} ⊂ L2(Ω× Y ) such that wǫ → w in L2(Ω). Then
Tǫ(wǫ)→ w in L2(Ω× Y )
8. Let wǫ ⇀ w in H
1(Ω). Then there exists a subsequence and wˆ ∈
L2
(
Ω;H1per(Y )
)
such that:
a) Tǫ(wǫ)⇀ w in L2(Ω;H1(Y ))
b) Tǫ(∇wǫ)⇀ ∇xw +∇ywˆ in L2(Ω× Y )
18
Another important property of the Unfolding Operator it is pre-
sented in the next Theorem due to Damlamian and Griso, see [10].
Theorem A.2. For any w ∈ H1(Ω) there exists wˆǫ ∈ L2(Ω, H1per(Y ))
such that{ ||wˆǫ||L2(Ω,H1per(Y )) ≤ C||∇xw||[L2(Ω)]N
||Tǫ(∇xw) −∇xw −∇ywˆǫ||L2(Y,H−1(Ω)) ≤ Cǫ||∇xw||[L2(Ω)]N
(71)
where C only depends on N and Ω.
Next present some interesting technical results obtained in [10]
which are used in Section 4. Define ρǫ(.) = inf{ρ(.)
ǫ
, 1} where ρ(x) =
dist(x, ∂Ω). Define also Ωˆǫ = {x ∈ Ω ; ρ(x) < ǫ} and for any
φ ∈ L2(Ω) consider M ǫY (φ)(x) =
1
|Y |
∫
Y
Tǫ(φ)(x, y)dy. Let v ∈ H2(Ω)
be arbitrarily fixed, and the regularization Qǫ defined at (7). Then
(see Griso [10], for the proofs)
Proposition A.3. We have
1. ||∇xρǫ||L∞(Ω) = ||∇xρǫ||L∞(Ωˆǫ) = ǫ−1
2. ||(1−ρǫ)v||[L2(Ω)]N ≤ ||v||[L2(Ωˆǫ)]N ≤ Cǫ
1
2 ||v||H1(Ω) for any v ∈ H1(Ω)
3.||∇xv||L2(Ωˆǫ) ≤ Cǫ
1
2 ||v||H2(Ω) ⇒ ||Qǫ(∇xv)||L2(Ωˆǫ)+||M ǫY (∇xv)||L2(Ωˆǫ) ≤ Cǫ
1
2 ||v||H2(Ω)
for any v ∈ H2(Ω).
4. ||ψ( .
ǫ
)||
L2(Ωˆǫ)
+||∇yψ( .
ǫ
)||
L2(Ωˆǫ)
≤ Cǫ 12 ||ψ||H1(Y ) for every ψ ∈ H1per(Y )
5. ||M ǫY (v)||L2(Ω) ≤ ||v||L2(Ω˜ǫ) for any v ∈ L2(Ω˜ǫ)
6.


||v −M ǫY (v)||L2(Ω) ≤ Cǫ||∇v||[L2(Ω)]N
||v − Tǫ(v)||L2(Ω×Y ) ≤ Cǫ||∇v||[L2(Ω)]N
||Qǫ(v)−M ǫY (v)||L2(Ω) ≤ Cǫ||∇v||[L2(Ω)]N for any v ∈ H1(Ω)
7. ||Qǫ(v)ψ( .
ǫ
)||L2(Ω) ≤ C||v||L2(Ω˜ǫ,2)||ψ||L2(Y ) for any v ∈ L2(Ω˜ǫ,2) and ψ ∈ L2(Y )
B Convergence results and the smoothing
argument
Let mn ∈ C∞ be the standard mollifying sequence, i.e., 0 < mn ≤
1,
∫
RN
mndz = 1, sppt(mn) ⊂ B(0, 1n ). Define An(y) = (mn ∗ A)(y),
where a has been defined in the Introduction (see (1)). We have:
1.An − Y periodic matrix
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2.|An|L∞ < |A|L∞
3.An → A in Lp for any p ∈ (1,∞) (72)
From (72) we have that c|ξ|2 ≤ Anij(y)ξiξj ≤ C|ξ|2 ∀ξ ∈ RN . Define
(Ahomn )ij =MY (Anij(y) +Anik(y)
∂χnj
∂yk
) (73)
where MY (·) = 1|Y |
∫
Y
·dy and χnj ∈ Wper(Y ) are the solutions of the
local problem
−∇y · (A(y)(∇χnj + ej)) = 0 (74)
Next we present a few important convergence results needed in the
smoothing argument developed in the previous Sections.
Lemma B.1. Let fn, f ∈ H−1(Ω) with fn ⇀ f in H−1(Ω) and let
bn, b ∈ L∞(Ω), with
c|ξ|2 ≤ bnij(y)ξiξj ≤ C|ξ|2
c|ξ|2 ≤ bij(y)ξiξj ≤ C|ξ|2
for all ξ ∈ RN and
bn → b in L2(Ω)
Consider ζn ∈ H10 (Ω) the solution of∫
Ω
bn(x)∇ζn∇ψdx =
∫
Ω
fnψdx
for any ψ ∈ H10 (Ω). Then we have
ζn ⇀ ζ in H
1
0 (Ω)
and ζ verifies∫
Ω
b(x)∇ζ∇ψdx =
∫
Ω
fψdx for any ψ ∈ H10 (Ω).
Proof. Immediately can be observed that
||ζn||H1
0
(Ω) ≤ C
and therefore there exists ζ such that on a subsequence still denoted
by n we have
ζn ⇀ ζ in H
1
0 (Ω) (75)
For any smooth ψ ∈ H10 (Ω) easily it can be seen that∫
Ω
bn(x)∇ζn∇ψdx→
∫
Ω
b(x)∇ζ∇ψdx
and this implies the statement of the Lemma. Due to the uniqueness
of ϕ one can see that the limit (75) holds on the entire sequence.
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Remark B.2. Using similar arguments it can be proved that the results
of Lemma B.1 hold true if we replace the Dirichlet boundary conditions
with periodic boundary conditions.
Corollary B.3. Let unǫ ∈ H10 (Ω) be the solution of{
−∇ · (An(x
ǫ
)∇unǫ ) = f in Ω
unǫ = 0 on ∂Ω
We then have
unǫ
n
⇀ uǫ in H
1
0 (Ω)
where uǫ verifies {
−∇ · (A(x
ǫ
)∇uǫ) = f in Ω
uǫ = 0 on ∂Ω
Proof. Using (72) we have that
An(
x
ǫ
)
n→ A(x
ǫ
) in L2(Ω)
and the statement follows immediately from Remark B.2.
Corollary B.4. for j ∈ {1, ..., N}, let χnj ∈ Wper(Y ) be the solution
of
−∇y · (An(y)(∇χnj + ej)) = 0 (76)
where {ej}j denotes the canonical basis of RN . Then we have
χnj ⇀ χj in Wper(Y )
where χj ∈Wper(Y ) verifies
−∇y · (A(y)(∇χj + ej)) = 0
Proof. From (72) we obtain
∂
∂yi
Anij(y)⇀
∂
∂yi
Aij(y) in (Wper(Y ))
′
The statement of the Remark follows then immediately from Remark
B.2.
Proposition B.5. Let v ∈ [H1(Ω)]N be arbitrarily fixed and for every
j ∈ {1, .., N}, let χj ∈ Wper(Y ) be defined as in (74), and χnj ∈
Wper(Y ), for j ∈ {1, .., N}, to be the solutions of (76).
Define hn(x,
x
ǫ
) = χnj (
x
ǫ
)vj , h(x,
x
ǫ
) = χj(
x
ǫ
)vj , g
n(x,
x
ǫ
) = χnj (
x
ǫ
)Qǫ(vj),
g(x,
x
ǫ
) = χj(
x
ǫ
)Qǫ(vj). We have that
1. gn
n
⇀ g in H1(Ω)
2. If v ∈ [W 1,p(Ω)]N , p > N, then , hn n⇀ h in H1(Ω)
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Proof. First note that applying Corollary B.4 to the sequence {χnj }n
we have
χnj
n
⇀ χj in Wper(Y ) (77)
Next we have
||gn(x, x
ǫ
)||2H1(Ω) =
∫
Ω
(χnj (
x
ǫ
)Qǫ(vj))
2dx+
1
ǫ2
∫
Ω
(∇yχnj (
x
ǫ
)Qǫ(vj))
2dx+
+
∫
Ω
(χnj (
x
ǫ
)∇xQǫ(vj))2dx (78)
and
||hn(x, x
ǫ
)||2H1(Ω) =
∫
Ω
(χnj (
x
ǫ
)vj)
2dx+
1
ǫ2
∫
Ω
(∇yχnj (
x
ǫ
)vj)
2dx+
+
∫
Ω
(χnj (
x
ǫ
)∇xvj)2dx (79)
For the first convergence in Theorem B.5 we use that
||χnj (
x
ǫ
)Qǫ(vj)||H1(Ω) ≤ C||χnj ||Wper(Y ) (80)
We can see that (78) imply that
||gn(x, x
ǫ
)− g(x, x
ǫ
)||2L2(Ω) =
∫
Ω
(
χnj (
x
ǫ
)− χj(x
ǫ
)
)2
(Qǫ(vj))
2dx
and using (80) we obtain the desired result.
For the second convergence result in Theorem B.5 we will recall now
a very important inequality (see [15], Chp. 2) to be used for our
estimates. For any p > N we have
||φ||
L
2p
p−2 (Ω)
≤ c(p)(||φ||L2(Ω) + ||∇φ||
N
p
L2(Ω)||φ||
1−N
p
L2(Ω)) (81)
for any φ ∈ H1(Ω) and where c(p) is a constant which depends only on
q,N,Ω. Then, for v ∈ [W 1,p(Ω)]N with p > N , using (77), the Sobolev
embedding W 1,p(Ω) ⊂ L∞(Ω) and (81) in (79) we obtain
||hn(x, x
ǫ
)||2H1(Ω) < C
where the constant C above does not depend on n.
Next we can easily observe that
||hn(x, x
ǫ
)− h(x, x
ǫ
)||2L2(Ω) =
∫
Ω
(
χnj (
x
ǫ
)− χj(x
ǫ
)
)2
(vj)
2dx
and in either of the above cases, (77) and a few simple manipulations
imply that
hn(x,
x
ǫ
)
n→ h(x, x
ǫ
) in L2(Ω)
This together with the bound on the sequence {hn(x, x
ǫ
)}n implies the
statement of the Corollary.
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The two convergence results in the next Corollary will follow im-
mediately from Proposition B.4.
Corollary B.6. Let wn1 (x,
x
ǫ
) = χnj (
x
ǫ
)
∂u0
∂xj
and un1 (x,
x
ǫ
) = χnj (
x
ǫ
)Qǫ(
∂u0
∂xj
).
Then we have
1. If u0 ∈ W 3,p(Ω) for p > N ,
wn1
n
⇀ w1 in H
1(Ω)
2. If u0 ∈ H2(Ω),
un1
n
⇀ u1 in H
1(Ω)
Corollary B.7. Let θnǫ be the solution of
−∇ · (An(x
ǫ
)∇θnǫ ) = 0 in Ω , θnǫ = wn1 (x,
x
ǫ
) on ∂Ω (82)
and βnǫ be the solution of
−∇ · (An(x
ǫ
)∇βnǫ ) = 0 in Ω , βnǫ = un1 (x,
x
ǫ
) on ∂Ω (83)
We have that
(i) if u0 ∈W 3,p(Ω), p > N , then
θnǫ
n
⇀ θǫ in H
1(Ω)
(ii) if u0 ∈ H2(Ω), then
βnǫ
n
⇀ βǫ in H
1(Ω)
where θǫ and βǫ satisfies
−∇ · (A(x
ǫ
)∇θǫ) = 0 in Ω , θǫ = w1(x, x
ǫ
) on ∂Ω (84)
and
−∇ · (A(x
ǫ
)∇βǫ) = 0 in Ω , βǫ = u1(x, x
ǫ
) on ∂Ω (85)
Proof. Using Corollary B.6 and a few simple arguments one can simply
show that
−∇ · (A(x
ǫ
)∇wn1 (x,
x
ǫ
))
n
⇀ −∇ · (A(x
ǫ
)∇w1(x, x
ǫ
)) in H−1(Ω)
and
−∇ · (A(x
ǫ
)∇wn1 (x,
x
ǫ
))
n
⇀ −∇ · (A(x
ǫ
)∇w1(x, x
ǫ
)) in H−1(Ω)
Homogenizing the data in the problems (82) and (83) and using Corol-
lary B.6 and Lemma B.1 the statement follows immediately.
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Corollary B.8. For any i, j ∈ {1, .., N} let χnij ∈ Wper(Y ) be the
solutions of:
∇y · (An∇yχnij) = bnij −MY (bnij) (86)
where
bnij = −Anij −Anik
∂χnj
∂yk
− ∂
∂yk
(Anikχ
n
j )
and MY (.) is the average on Y .
Then we have
χnij ⇀ χij in Wper(Y ) for any i, j ∈ {1, .., N}
where χij satisfies∫
Y
A(y)∇yχij∇yψdy = (bij −MY (bij), ψ)((Wper(Y ))′,Wper(Y )) (87)
for any ψ ∈ Wper(Y ) and with
bij = −Aij −Aik ∂χj
∂yk
− ∂
∂yk
(Aikχj).
Proof. For any ψ ∈Wper(Y ), we have that,∫
Y
(bnij −MY (bnij)ψdy =
∫
Y
(−Anij −Anik
∂χnj
∂yk
)ψdy + (Ahomn )ij
∫
Y
ψdy +
+
∫
Y
Ankiχ
n
j
∂ψ
∂yk
dy (88)
where we have used that MY (b
n
ij) = −(Ahomn )ij (see [18]).
Using (72), (77), and simple manipulations we can prove that
Anik
∂χnj
∂yk
⇀ Aik
∂χj
∂yk
in L2(Y ) (89)
and
Anikχ
n
j ⇀ Aikχj in L
2(Y ) (90)
From (89), (72) and (73) we have that
(Ahomn )ij → Ahomij (91)
Finally using (72), (77), (89) and (90) in (88) we obtain that
bnij −MY (bnij)⇀ bij −MY (bij) in (Wper(Y ))′
This and Remark B.2 complete the proof of the statement.
Remark B.9. We can easily observe that we have
Anijχ
n
ij
n
⇀ Aijχij , A
n
ij
∂χnij
∂yk
n
⇀ Aij
∂χij
∂yk
weakly in Wper(Y )
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