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Abstract— Recently, wind speed forecasting as an 
effective computing technique plays an important role in 
advancing industry informatics, while dealing with these is- 
sues of control and operation for renewable power systems. 
However, it is facing some increasing difficulties to han- 
dle the large-scale dataset generated in these forecasting 
applications, with the purpose of ensuring stable comput- 
ing performance. In response to such limitation, this pa- 
per proposes a more practical approach through the com- 
bination of extreme-learning machine (ELM) method and 
deep-learning model. ELM is a novel computing paradigm 
that enables the neural network (NN) based learning to be 
achieved with fast training speed and good generalization 
performance. The stacked ELM (SELM) is an advanced ELM 
algorithm under deep-learning framework, which works ef- 
ficiently on memory consumption decrease. In this paper, 
an enhanced SELM is accordingly developed via replacing 
the Euclidean norm of the mean square error (MSE) crite- 
rion in ELM with the generalized correntropy criterion to
further improve the forecasting performance. The advan- 
tage of the enhanced SELM with generalized correntropy to 
achieve better forecasting performance mainly relies on the 
following aspect. Generalized correntropy is a stable and ro- 
bust nonlinear similarity measure while employing machine 
learning method to forecast wind speed, where the outliers 
may exist in some industrially measured values. Specifi- 
cally, the experimental results of short-term and ultra-short- 
term forecasting on real wind speed data show that the 
proposed approach can achieve better computing perfor- 
mance compared with other traditional and more recent 
methods.
Index Terms—Autoencoder, generalized correntropy, 
stacked extreme learning machine (SELM), wind speed fore- 
casting.
I. Introduction
WIND power energy has been one of the most widely used renewable energy resources in the world on the condition that wind power is renewable without the limitation 
of use and free of pollution [1]. Since the importance of renew- 
able resources is clear, and many countries pay more attention 
to seeking for the efficient uses of them. Then, many research 
works have been conducted to explore the wind energy better. 
Wind speed forecasting is one of the most significant research 
directions since the strength of wind power is positively cor- 
related with wind speed. Efficient wind speed forecasting is of 
great benefits to the utilization of wind energy [2], [3].
Generally, current wind forecasting models can be classified 
into two categories, i.e., physical models and statistical models. 
The former evaluate the wind speed via constructing a com- 
plex mathematical model with many parameters on the basis 
of these measured values. Here, the numeric weather prediction 
(NWP) is a well-known method, but it requires a large number of 
computational resources and time consumption [4]. Compared 
with physical models, statistical models utilize fewer parame- 
ters and the process of modeling is simpler. In many cases, these 
approaches treat previous history data as input data to model 
the short-term forecasting. There are a number of traditional 
statistical models used for short-term wind speed forecasting, 
such as autoregressive moving average, support vector machine 
regression, artificial neural network (ANN), and many others 
[5]—[7]. Recently, some popular learning algorithms have also
been applied in this field. For example, extreme learning ma­
chine (ELM) addresses this issue effectively [8], since it is con­
sidered as a novel computing paradigm enabling the neural net­
work (NN) based learning with fast training speed and good gen­
eralization performance. Furthermore, with the advancement of 
deep learning used in the field of industry informatics [9]—[11], 
some models, such as deep neural network (DNN) [12], deep 
belief network [13], and deep Boltzmann machine [14], have 
been employed to forecast wind speed.
However, in statistical models, some large-scale and complex 
datasets are always fed into the model for training, which may 
cause high memory occupation. To avoid such limitations, the 
stacked extreme learning machine (SELM) was developed in the 
deep-learning structure, through the combination of the advan- 
tages of ELM [15]. SELM splits a large NN into several serially 
computed smaller ones to achieve small memory occupation, 
then more hidden neurons can be accordingly added to each 
layer in NN. Compared with other algorithms, SELM achieves 
higher learning accuracy and less memory occupation [15].
Among all renewable energy sources, wind energy is unstable 
due to many uncertain factors, including weather, temperature, 
altitude, and so on. These uncertainties and some other random 
fluctuations from inaccurate measurements always affect the 
quality of observation data, which may come with some out- 
liers. Therefore, the wind forecasting modeling is challenging. 
The correntropy as a nonlinear similarity measure can be used in 
developing some machine learning algorithms [16], [17]. Fur- 
thermore, the generalized correntropy is a generalization form 
of correntropy. which substitutes generalized Gaussian density 
(GGD) function for the Gaussian kernel in the correntropy [18]. 
This paper, thus, proposes a more practical approach, an en- 
hanced SELM, via incorporating the generalized correntropy 
into the SELM framework to deal with the issue of forecasting 
wind speed. In addition to generalized correntropy, some other 
techniques are also employed in the algorithm implementation to 
further improve the performance. The ELM-based autoencoder 
(ELM-AE) as a feature extraction strategy [19], is introduced 
to refine the input data, and the principle component analysis 
(PCA) technique in SELM is used to extract the major informa- 
tion of the hidden layers to reduce the calculation in the next 
layer [15].
Our contributions in this paper are as follows.
1) Instead of mean square error (MSE), generalized corren- 
tropy is used as the measure in ELM framework. The 
generalized correntropy is with a robust performance for 
outliers, and thus, it can further improve the wind speed 
forecasting under the consideration that various outliers 
may exist in the dataset.
2) The L2 regularization is adopted on the cost function of 
ELM in the forecasting process to improve the stability 
and generalization performance further.
3) Specifically, through the comparisons with some recent 
methods, such as deep-learning-based DNN [12], the ef- 
fectiveness of our proposed model is validated on the 
short-term and ultra-short-term forecasting experiments 
with real wind speed data from a commercial wind farm 
located in Shandong Province, China.
The rest of this paper is organized as follows. Section II 
provides an analysis of the backgrounds related to these methods 
used here. Section III presents our enhanced SELM approach 
and Section IV discusses the experimental results. Conclusion 
and further discussions are given in Section V.
II. Backgrounds
A. Stacked Extreme Learning Machine (SELM)
There is a single-hidden-layer feedforward network (SLFN). 
Let L be the number of the hidden neurons in this NN. And 
the input weights Wj and biases bj of the jth hidden layer node 
(1 < j < L) are randomly generated. For N training samples 
{(□?;, G R9,fj G and the activation function </(■),
where q is the number of the input features, n denotes the number 
of the output neural units, the main idea of ELM is to calculate 
the output weight vector β between the hidden layer and the 
output layer in SLFN by [20]
P = (HHj HtT (1)
where H represents the hidden layer output matrix, T = 
[[t;]^i]T denotes the target matrix.
Motivated by deep-learning models, SELM was proposed via 
a stacked ELM with multilayer NN structure [15]. SELM par- 
titions a large ELM NN into multiple stacked small ELMs. The 
first layer is with an original ELM architecture, and the param- 
eters of hidden layer neurons in the first layer are absolutely 
randomly generated, while those of the rest layers may be gen- 
erated in a random way, only partially, on account that some 
parameters, such as β, are propagated after being cut down to 
a lower dimension. The information of the input data is propa- 
gated to the next layer after the previous layer is trained, then 
the input information is transmitted from layer to layer until the 
last one. Hence, the multilayer ELM architecture constructs the 
deep-learning model. Provided that the first hidden layer output 
is denoted as H1, then the optimization problem of the first layer 
can be expressed as follows [20]:
nun^L, = |||^1||2+^||T-H1/31||2J (2)
where β1 is the output weight vector of the first layer, and C is 
the tradeoff parameter between the training error and the norm 
of output weights.
Considering = 0, then Pi is obtained as follows:
H1T (3)
where H, = [g((w^)TXi + foj1 ’ )]i= - Here,
Wj = and b, = are the input weight and
bias vector in the first layer, respectively.
There may be redundant information in the first hidden layer 
neurons. Hence, the dimension of β can be reduced into a lower 
level, i.e., from L to Z, where L denotes the original feature 
dimension, l can be a specified value, and L > Z. As the eigen- 
vectors matrix U G RixL is generated through PCA dimension 
reduction technique, we can obtain a new matrix U,. G Rixi,
which consists of the eigenvectors corresponding the top l eigen- 
values. The reduced hidden layer output matrix and the reduced 
output weight matrix can be expressed as follows:
H, = HUr (4)
/3r = U> (5)
When the number of hidden neurons is reduced to I, only 
L — I hidden neurons in the next layer are inevitably, randomly 
generated and a new H, can be calculated. Then, this hidden 
layer output can be formed as follows:
H = [Hr, H;.,]. (6)
Here, β in this layer can be described through (3), and then, 
this β can be reduced in the same way as mentioned earlier. 
Conducting the iteration until the last layer and the dimension 
reduction procedure is not needed in the last layer and the output 
can be achieved:
O = H/3 (7)
where β is the value vector calculated until the last layer.
B. Extreme Learning Machine-Based Autoencoder 
(ELM-AE)
Traditional autoencoders usually choose the backpropagation 
algorithm for training, while ELM-AE directly uses ELM struc­
ture as the autoencoder [19]. Then. ELM-AE represents the 
original input data with a new useful feature representation via 
projecting the input features into a different dimensional space. 
ELM-AE follows the same basic form of the ELM, while taking 
the input data X = [a?i, x2, • ■ ■, arv ] as the output data. Then 
X = H/3. (8)
Similarly, a random weight matrix and a random bias matrix 
are also required. The better choice in ELM-AE is to set the 
weight matrix W = [wjJJLj and the bias matrix b = [6j]f=i
orthogonally by H = [(/(wja^ +bj)]i=h N.j=i....L- Here,
H denotes the hidden layer outputs. In addition, wjwj = 1 
and bj bj = 1.
The higher dimensional projection /3 of input data can be 
calculated by
+ Hth) HtX (9)
where X is the output of ELM structure, but it is the same with 
the input data in ELM-AE.
C. Generalized Correntropy
In information theoretic learning, correntropy has been a 
widely used nonlinear similarity measure method due to its ro- 
bustness [16]. While in some cases, the default Gaussian kernel 
function in correntropy cannot achieve the best performance. 
Therefore, a universal form of the correntropy was proposed via 
substituting GGD function for the Gaussian kernel in corren- 
tropy [18], and that generalized correntropy has been used in 
machine learning [21].
Definition: Considering two random variables D and F, the 
original correntropy is defined by
y(D, F) = E [($(D). $(F)>] = E [m(D, F)] (10)
where E denotes the mathematical expectation, k denotes a 
kernel function which is usually a Gaussian kernel in corren- 
tropy. Moreover, Φ is a nonlinear mapping from input data to a 
high-dimensional Hilbert space related to k.
The well-known zero-mean GGD function is defined by 
Gan (D, F) = gan (D — F) =
= Ze-(^)“ (11)
where α > 0 represents the shape parameter, γ > 0 represents 
the scale parameter, λ is used for a concise form, and F(-) de- 
notes the gamma function. In the generalized form, both Gaus- 
sian and Laplacian distributions are contained as the special 
cases when α is equal to 2 and 1, respectively.
For generalized correntropy, the definition can be expressed 
as follows:
V(D,F) =E[Gq,7(F>,F)]. (12)
Let {{di, fi)})'=l be N data drawn from the joint probability 
density function. The generalized correntropic loss (GC-loss) 
function which is similar to correntropic loss (C-loss) in corren- 
tropy can be defined by:
Jgc-1oss(F, F) = G„j7(0) - GQj7(D,F)
= Ga,-y(0) - E [ga,-y{di - ffi]
= x|l -E (13)
where μ is equal to and e(i) denotes (d, — ffi) of the zth 
sample.
Remark: The GC-loss can be used as the cost function of 
an adaptive system training problem through minimizing this 
function. Our proposed method is mainly designed using this 
property.
III. Proposed Algorithms
Here, through the use of generalized correntropy in ELM, 
the computing process of ELM with generalized correntropy 
is developed first. Then, after incorporating it into SELM, our 
proposed approach is presented.
A. Generalized Correntropy-Based Extreme Learning 
Machine (GC-Based ELM)
The generalized correntropy can be employed as the cost 
function of ELM via substituting the objective function for 
MSE used in ELM. In original cost function of ELM, the so- 
lution of the parameters is to minimize the MSE between the 
forecasting output and the target output. Correspondingly, the 
parameter problem can be also solved through minimizing the 
GC-loss function. Furthermore, after adding frequently-used L2
regularization term to the cost function, we can obtain
Jgc-1oss(/3) =mm|z ^1 - 52 +r?||^||r|
(14)
where β denotes the hidden layer output weight, t7 denotes the 
output of the sample xt in training dataset, p is the regularization 
parameter, || ■ |j| denotes the Frobenius norm, and is the 
forecasting output from ELM network:
?/* = hif3 (15)
where h, is the hidden layer output of training sample a:,. 
Through minimizing the cost function, the optimal solution
of (14) at the sth iteration can be expressed as follows:
/3S+I = (HtPH + aI)-'HTPT (16)
where σ is another regularization parameter, P denotes a di- 
agonal matrix and each value of the diagonal element pa 
(i = 1,2,..., N) is defined as follows:
N i
» = S mi”2 cm
i= 1
where e(i) = t, — hj/3.
The deduction for the above result is as follows.
Considering JGc-ioss = 0, then
, N
- ~n~ 52 |e(i)|l,_1sign(e(i))h^ + 2pf3 = 0
i=1




52 hjpahi + CT I /3 = 52 hi Pati
i=l / i=l
=>/3 = ^52^”^+<T^ x ^^hjpiit^
Algorithm 1: GC-based ELM.
Input:
A large training dataset:
{(ajj, f j) |a;; G R9, t, G R”, i = L 2,..., TV};
The number of hidden layer nodes: L;
ELM activation function: #(■);
The termination threshold: t;
The maximum number of iterations: TVmax;
The shape parameter of generalized correntropy: α;
The scale parameter of generalized correntropy: γ;
The regularization parameter: σ.
Output:
The forecasting output matrix O;
The hidden layer weight (3.
(a) Generate the random input weight matrix 
W = [wj]|=1 and the random hidden layer bias 
b = Mf=i-
(b) Compute the hidden layer output matrix H by:
H= [g(wJTa;;+6J-)]i=1
(c) Calculate the output weight (3:
+ H h ) HtT.
(d) Update the hidden layer weight (3:
(d-1) Update the auxiliary matrix
P = diag(pii,p22, ■ • • ,Pnn) by:
i=l
where e(i) = f, - h,/3s and s is the number of iterations; 
(d-2) Calculate Jgc-Ioss(/3s) through (14);
(d-3) Judge whether the iteration termination condition
is satisfied, that is when s > Nmax or
A JGC losses) — | JgC—loss(/3s+l) Jgc-1oss(&)| < U
jump out and end the algorithm;
(d-4) Update (3:
/3s+i = (H PH-M 'H PT
=7 /3 = (H'PH + crl) 'H PT (18)
where H = ,]T and cr = AA js the regularization pa­
rameter.
Considering a large-scale dataset with training samples 
G R?,fj G R”P our GC-based ELM can be de-
scribed in Algorithm 1.
B. Generalized Correntropy-Based Stacked Extreme 
Learning Machine (GC-Based SELM)
According to these facts, including small memory require- 
ment of SELM, the data preprocessing ability of ELM-AE, and 
the steady-state performance to outliers in generalized corren- 
tropy, the GC-based SELM is accordingly proposed on the basis 
of the deep-learning model. In the first layer of our model, the 
above developed GC-based ELM is applied after the ELM-AE
model. Then, after the dimension reduction process of SELM, 
the model gets into the next layer. From layer 2 to the last layer, 
we repeat the similar process in the first layer, and the generated 
hidden layer neurons are only left after reduction.
Fig. 1 demonstrates the architecture of GC-based SELM. 
The input weight is optimized through the ELM-AE network, 
and then the hidden layer weight β can be calculated initially. 
After minimizing the GC-loss, the output of GC-based ELM is 
delivered to the PCA dimension reduction module. Then, the 
reduced β is used on SELM.
The description for our proposed GC-based SELM is shown 
in Algorithm 2.
Fig. 1. Architecture of GC-based SELM. (a) GC-based ELM. (b) PCA. 
(c) ELM-AE. (d) SELM.
IV. Experimental Results and Discussions
In this section, we demonstrate the performance comparisons 
between our GC-based SELM and some other data-driven fore- 
casting methods, including ANN [6], ELM [8], SELM [15], and 
more recent algorithm DNN [12]. The experimental results are 
achieved on dealing with short-term and ultra-short-term wind 
speed forecasting tasks.
A. Dataset and Experiment Environment Description
The wind speed data utilized in this paper are provided by 
a commercial wind farm located in Shandong Province, China. 
Here, there are two time series datasets. One is from May 13, 
2015 00:00 to May 13, 2015 03:19. The other is from February 
1, 2014 00:00 to June 27, 2014 23:50. After initially analyzing 
these data, we find that there are some outliers. The outliers are 
generated mainly from the imprecise observations, the change 
of the weather, and the differences of temperature at different 
time in accordance with the data provider. On the first time se- 
ries, the time interval is chosen as 1 s, and we predict wind speed 
in the next 5 s, while on the other time series, the time interval is 
chosen as 10 min, and the average wind speed of the next 10, 30, 
60 min will be predicted, respectively. Considering the size of 
the dataset, the same method is adopted to select the training and 
test samples in the following two experiments. For the dataset, 
random 7000 time series in the first 10000 time series are cho- 
sen as the training data and random 1500 data in the next 5000
Algorithm 2: GC-based SELM.
Input:
The same input in Algorithm 1;
The number of hidden layers: h.
Output:
The forecasting output matrix O.
(a) Apply GC-based ELM on the first layer:
(a-1) Generate the random input weight matrix
W = [iu7-]j=1 and the random hidden layer bias 
b = [6j]j=i for layer 1.
(a-2) Reconstruct W' = [w'©=1 and b' = [&']©, 
through ELM-AE.
(a-3) Compute the hidden layer output matrix H by:
H= + jJV..= 1
(a-4) Calculate the output weight β through
Algorithm 1.
(b) Cut down the number of the hidden neurons:
After applying dimension reduction technique on /3, we 
can record the reduced number l of hidden layer nodes, and 




(c) Employ SELM from layer 2 to layer ft:
(c-1) The input weight WA. and the the hidden layer bias 
bfc are generated randomly for the layer k with the hidden 
number L — l, and the corresponding H with L - I 
hidden neurons can be calculated.
(c-2) The new hidden layer matrix: H = [H', H, ].
(c-3) Jump to (a-4).
(d) Compute the output of this architecture in the final 
layer: O = H/3.
samples are set as validation data, while 1500 test data are sam- 
pled from the other 5000 data. The experiments are conducted 
on the MATLAB R2016a environment running on an Inter(R) 
Core(TM) i5-4200 M, 2.50 GHZ, 8.00 GB RAM Computer.
B. Metrics
Here, four metrics are used on the evaluation of forecast- 
ing performance, i.e., mean absolute error (MAE), MSE, root 
mean square error (RMSE), and mean absolute percentage er- 
ror (MAPE), like the usual operation in [22], [23]. They are as 
follows:
MAE = -Pt\ (19)
t=1
1 T
^ = -^(yt-Pt)2 
t=l
TABLE I
Comparisons of Forecasting Performance (MAE)
Second Persistence ANN DNN ELM SELM GC-based SELM
MAE MAE Imp (%) MAE Imp (%) MAE Imp (%) MAE Imp (%) MAE Imp (%)
1 0.7670 0.6670 13.03 0.7121 7.16 0.6851 10.68 0.6930 9.65 0.6465 15.71
2 0.8773 0.7116 18.89 0.7427 15.35 0.7383 15.85 0.7471 14.84 0.6990 20.32
3 0.9135 0.7466 18.26 0.7569 17.14 0.7553 17.32 0.7578 17.05 0.7167 21.55
4 0.9484 0.7790 17.86 0.7778 17.99 0.7892 16.78 0.7889 16.82 0.7526 20.65
5 0.9817 0.7706 21.50 0.7631 22.27 0.7759 20.97 0.7802 20.53 0.7423 24.39
TABLE II
Comparisons of Forecasting Performance (MSE)
Second Persistence ANN DNN ELM SELM GC-based SELM
MSE MSE Imp (%) MSE Imp (%) MSE Imp (%) MSE Imp (%) MSE Imp (%)
1 0.9608 0.7345 23.55 0.8257 14.07 0.7513 21.81 0.7776 19.07 0.6803 29.19
2 1.2266 0.8209 33.07 0.8867 27.71 0.8805 28.22 0.8907 27.38 0.7914 35.48
3 1.3068 0.8988 31.22 0.9149 29.99 0.9101 30.36 0.9235 29.33 0.8246 36.90
4 1.4321 0.9430 34.15 0.9466 33.90 0.9755 31.88 0.9869 31.08 0.8902 37.84
5 1.5047 0.9302 38.18 0.9220 38.73 0.9381 37.65 0.9604 36.18 0.8733 41.96
RMSE = f21 •>
MAPE = (22)T ^t=l y't
where yt denotes the observed wind speed at time point 
t, pt is the forecasting value at time point t, and y't =
To compare forecasting performance between our model and 
other traditional models, the persistent forecasting model is set 
as the benchmark. Then, the relative performance based on the 
benchmark can be calculated through Imp = EieE , where E 
is one of the error metrics listed from (19) to (22), and Ep is the 
corresponding E of the persistent model.
C. Parameters Selection
In SELM, there are three parameters that should be set in 
advance. Applying generalized correntropy into SELM, extra 
parameters are added into the model. All the best choices of 
these parameters in this paper are achieved through grid search- 
ing with cross-validation. The parameters and their bounds are 
listed as: the regularization coefficient C from 2~20 to 220, the 
number of hidden layers h from 2 to 7, the number of hidden 
neurons in each hidden layer L from 50 to 2000, the shape 
parameter a from 0.5 to 4, the scale parameter γ from 0.001 
to 0.5, and another regularization parameter σ from 2-20 to 
220. More detailed discussions for these parameters are pro- 
vided in Section IV-D. In the cross-validation phase, the orig- 
inal validation dataset is split into tenfolds for the parameters 
selection. As for the two initial variables w and b in each hid- 
den layer, they are recommended to be randomly generated by 
a uniform distribution ranged within [-1,1] and within [0,1], 
respectively.
D. Multistep Second-Level Forecasting
Here, we show our model performance for the multistep 
prediction on second-level dataset. The input can be ex­
pressed as X = [xl,x2,--.,xn] e Rnxm, and the output is 
H = [z/i •> Z/2, - • • ,yn] € R”x’', where n is the number of the 
training or test data, m denotes the number of the input fea- 
tures, and r denotes the number of the output neurons. Here, m 
is set to 10 as the usual implementation in [23], and it means 
that the wind speed at a time point and the next 9 wind speed 
data, i.e., xt = [wpi,wpi+i,... ,1777+9]. And r is set to 5, and 
it means that the wind speed of next 5 s after 10 s in the input 
samples, i.e., yt = [wpi+i0, wpi+n,..., 1177+14],
In this experiment, the parameters are set as follows. The reg- 
ularization coefficient C in ELM, SELM, and GC-based SELM 
is equal to 210, and another induced regularization parameter <r 
in GC-based ELM is set to 2-10. The number of hidden layers 
and total hidden neurons in each layer in SELM and GC-based 
SELM are 2 and 500, respectively. The scale parameter 7 and 
the shape parameter a induced by generalized correntropy are 
set to 0.05 and 3, respectively. The number of hidden neurons 
in ANN and ELM are chosen as 10 and 500, respectively. The 
depth of DNN is set as 4, and only hyperbolic tangent func- 
tion tanh(x) = is used as an activation function. The
number of hidden neurons of each layer is 35-35-35.
MAE, MSE, RMSE, and MAPE are four different metrics 
used to compare the measured value and the real value. Here, 
our method is used to calculate multistep wind speed and the 
results on those four metrics are compared to persistent model, 
ANN, DNN, ELM, and SELM. The 5-step forecasting result is 
shown from Table I-IV.
In these tables, we can observe that all of these models achieve 
low measures of forecasting errors. Among all the four metrics, 
GC-based SELM performs a lower value than other models, 
and it means that a higher accuracy is achieved. In addition,
TABLE III
Comparisons of Forecasting Performance (RMSE)
Second Persistence ANN DNN ELM SELM GC-based SELM
RMSE RMSE Imp (%) RMSE Imp (%) RMSE Imp (%) RMSE Imp (%) RMSE Imp (%)
1 0.9802 0.8571 12.57 0.9087 7.30 0.8668 11.58 0.8818 10.04 0.8248 15.85
2 1.1075 0.9060 18.19 0.9416 14.98 0.9383 15.27 0.9438 14.78 0.8896 19.67
3 1.1431 0.9481 17.07 0.9565 16.33 0.9539 16.55 0.9610 15.94 0.9081 20.56
4 1.1967 0.9711 18.85 0.9729 18.70 0.9877 17.47 0.9934 16.98 0.9435 21.16
5 1.2267 0.9645 21.37 0.9602 21.72 0.9686 21.04 0.9800 20.11 0.9345 23.82
TABLE IV
Comparisons of Forecasting Performance (MAPE)
Second Persistence ANN DNN ELM SELM GC-based SELM
MAPE MAPE Imp (%) MAPE Imp (%) MAPE Imp (%) MAPE Imp (%) MAPE Imp (%)
1 0.0616 0.0536 13.03 0.0572 7.16 0.0550 10.68 0.0557 9.65 0.0519 15.71
2 0.0703 0.0570 18.89 0.0595 15.35 0.0592 15.85 0.0599 14.84 0.0560 20.32
3 0.0732 0.0598 18.26 0.0607 17.14 0.0605 17.32 0.0607 17.05 0.0574 21.55
4 0.0760 0.0624 17.86 0.0623 17.99 0.0632 16.78 0.0632 16.82 0.0603 20.65
5 0.0786 0.0617 21.50 0.0611 22.27 0.0621 20.97 0.0625 20.53 0.0595 24.39
TABLE V
Time Consumption on Second-Level Dataset






GC-based SELM 41.2950 0.2571
the results in the tables show that all the models except the 
persistent model have degressive accuracy with the decrease of 
the prediction point on this dataset. Hence, the most accurate 
result we can obtain is to predict the next time point.
With respect to the time consumption, GC-based SELM takes 
more time to train data during the iteration process in comput- 
ing similarity measure with generalized correntropy. In the test 
phase, both ELM and its variant algorithms take more time than 
ANN and DNN in our experiments, and the benchmark per- 
sistent method consumes less time. The details are shown in 
Table V.
E. Multistep Minute-Level Forecasting
Similarly, the parameters are set to achieve best performance. 
Specifically, the regularization coefficient C is equal to 210 and 
another induced regularization parameter σ is set to 2-10. The 
number of hidden layers and total hidden neurons in each layer 
are 3 and 100, respectively. The scale parameter γ and the shape 
parameter α induced by generalized correntropy are set to 0.05 
and 3, respectively. The number of hidden neurons in ANN is 
chosen as 10.
The experiments mentioned above are on second-level data, 
and the following experiments are all on the basis of minute- 
level data. Considering that the most used forecasting points
Fig. 2. 10 min-ahead forecasting.
are about 10, 30, and 60 min later, respectively, the average 
of the next 10, 30, and 60 min forecasting data are set as the 
output in the following experiments, while there is a similar 
input date format of continuous ten data comparing with second- 
level forecasting. Here, with the purpose of clearly showing the 
computational results, only two widely used statistical models, 
i.e., ANN and DNN, are selected in the comparisons.
From Fig. 2-4, they demonstrate the curves of the forecasting 
wind speeds and the real wind speeds from the observation. The 
lines in Fig. 2 represent the 10 min-ahead predicted results of the 
wind speed from May 31, 2015 12:10 to May 31, 2015 20:30. 
And these lines in Figs. 3 and 4 represent the 30 min-ahead 
wind speed from May 31, 2015 03:40 to May 31, 2015 12:00 
and 60 min-ahead wind speed from May 28, 2015 07:10 to May 
28, 2015 15:30, respectively. From these figures, we can find 
that the result generated by GC-based SELM is closer to the 
actual data, compared with another two methods. It can achieve 
more accurate forecasting performance than ANN and DNN. 
The MAEs and MSEs of those three methods also verify this 
conclusion. Actually, the MAEs of our method on 10, 30, and 
60 min are 0.7547, 1.0994, and 1.4336, respectively. They are
Fig. 3. 30 min-ahead forecasting.
Fig. 4. 60 min-ahead forecasting.
obviously lower than the value 0.9531, 1.2328, 1.4520 of ANN, 
and the value 1.0947, 1.4428, 1.5397 of DNN. For the metric 
MSE, our method also achieves the lowest error among three 
methods, and it is 30% lower than ANN and 50% lower than 
DNN on 10 min ahead forecasting.
The time consumption on minute-level dataset is similar to 
that on second-level dataset. During the training phase, GC- 
based SELM spends 45.6227 s on average, and the average time 
consumptions on ANN and DNN are 0.5040 s and 2.8954 s, 
respectively. And in the test phase, compared with 0.0130 s and 
0.0638 s spent by ANN and DNN respectively, GC-based SELM 
takes a little more time consumption 0.0600 s with higher fore- 
casting accuracy. Considering that the calculation of the gener- 
alized correntropy is implemented in accordance with iterative 
mechanism, while the original β can be solved by (1) directly, 
the most time-consuming part belongs to the generalized cor- 
rentropy cost function. On the other hand, the multilayer ELM 
architecture is also an important factor of the time consumption.
V. Conclusion
Motivated by deep-learning model, this paper has proposed 
a stacked ELM method using generalized correntropy on wind 
speed forecasting problem. Through the use of our proposed 
algorithm, the wind speed time series is modeled via replacing 
the cost function with generalized correntropy. In consideration 
of the robustness of generalized correntropy, this model can 
achieve better performance on observation data with outliers, 
compared with other methods.
From the experiments on multistep second-level and multi- 
step minute-level wind speed forecasting tasks respectively, the 
performance of the method with generalized correntropy has 
been verified. Compared with some traditional and more recent 
models, including ANN, DNN, ELM, and SELM, our GC-based 
SELM achieves higher forecasting accuracy with a little more 
time consumption. In many industrial cases, well-trained mod- 
els are used for production directly, while training time is less 
important. Then, the test time consumption in our method is 
acceptable with the same order of magnitude against other com- 
pared algorithms. The more accurate wind speed interval fore- 
casting always means a significant improvement in wind farm 
operational control on robust optimization. To further improve 
the forecasting performance of this model, there is still much 
work to do along this direction, such as the optimization for 
the dimension reduction process [24] and the cost function of 
ELM-AE. Moreover, considering that the wind speed forecast- 
ing is similar to some other problems, such as stock forecasting, 
house price forecasting, we will also apply our method to these 
fields in the future work.
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