This paper presents a distributed approach for cooperative path planning for underwater gliders to avoid regions with strong ocean flow. A key requirement for underwater glider operation is to reduce the amount of information that needs to be shared among gliders over communication links. For this purpose, the proposed approach employs the support vector data description method to form a compressed representation of the high flow region that gliders should avoid. A fast marching algorithm is then developed to use the compressed information shared by gliders. Simulation results show that the quality of the planned path based on the compressed information is comparable to the case when full information of flow would have been shared.
INTRODUCTION
Underwater gliders play important roles in ocean sampling [14] due to its long-endurance, low-cost and reusability. Gliders travels at relatively low speed comparing to the speed of ocean current. Glider operations should avoid areas with strong current that flows against the desired glider motion. Gliders should also avoid to surface in areas with heavy ship traffic. These requirements post challenges for path planning algorithms. A variety of path planning algorithms have been implemented for marine robots, including the A* algorithm [5] , the genetic algorithms [1] , the level set methods [7] and the fast marching methods [8] . Some of these methods have been applied to solve path planning problems for underwater gliders [9] .
For large scale environmental monitoring, it is often preferred to use a fleet of gliders that cooperate with each other to increase the quality of data collected [6] . Cooperative path planning, however, remains a novel research direction for marine robots. Existing work on cooperative path planning mainly focus on Autonomous Ground Vehicles (AGVs) and Unmanned Aerial Vehicles (UAVs). Results in [4] requires that each vehicle in the group to share their kinematic and sensor information with others. Each vehicle can re-plan its path based on its own sensor data and sensor data received from other vehicles. In [11] , paths that avoid no-flyzones and obstacles for multiple unmanned aerial vehicles (UAVs) are generated. These techniques are not directly applicable to gliders due to the requirements on frequent communication among vehicles. A centralized approach to real-time trajectory generation for cooperating underwater vehicles is presented in [12] , where an exogenous system is employed to broadcast necessary information for path planning. Due to limited communication bandwidth underwater, the exogenous system just broadcast simple messages.
This work develops a distributed approach for cooperative path planning that is tailored towards reducing the requirements on the amount of information to be shared. We employ the support vector data description (SVDD) [13] as a tool to formulate a compressed representation of the flow information gathered by each glider. Areas with strong flow are represented by a small number of points on its boundaries. Only the locations of these points are shared among gliders. We then develop a fast marching algorithm [8] for each glider to use the reduced information only. We have gained insights that even though a large amount of information is not shared, the path generated by each glider does not deviate significantly from the case where each glider would have the full information. We show that this approach significantly reduces the amount of information that need to be transmitted and received through communication links.
The paper is organized as follows. In section II, we formally define the cooperative path planning problem and introduce notations used. In section III, we briefly review the main results from the supporting vector data description and the fast marching algorithm. In section IV, we present our approach of distributed cooperative path planning. Section V presents the simulation results and Section VI provides the conclusion.
PROBLEM FORMULATION
Assume that a team of K gliders G1, G2, · · · , GK deployed into the ocean at different regions and need to coordinate their paths for a given task. For this paper we focus on the planar trajectories. We assume that each glider has knowledge about the depth averaged flow within a small patch around itself. Let the depth averaged flow be denoted by F = [U(x, y), V(x, y)] in this patch. We can discretize the patch into m × n gridpoints indexed by (i, j). Consequently, the flow velocities in this patch can be represented by two m × n matrices U = {uij}m,n and V = {vij}m,n, where uij denotes flow speed in the east/west direction at gridpoint (i, j) and vij denotes flow speed in north/south direction at gridpoint (i, j).
We consider now glider G1 that plans a path from its starting position r b to a destination r d , as illustrated by this local patch, F1 is sufficient to plan an accurate path for G1. However, G1 knows nothing about the region out of this patch. G1 has to avoid regions with very strong currents against its desired motion in the "blank" zone.
This path planning problem can be solved by allowing gliders to share their knowledge about the flow over communication links. In fact, the results in [4] allow UAVs or AGVs to share the sensor data among vehicles. But transmitting all the depth averaged flow data within a glider patch over underwater communication link or satellite communication link, the two major communication methods used by gliders, is difficult and even unachievable. In addition, such communication is required to happen frequently since the path would need to be re-planned every time another glider, say G2, updates its local flow map and sends its information to G1. Glider moves forward with slow horizontal speed. The flow of the areas that away from G1 would be largely changed when G1 reaches there. So it is not necessary to plan an accurate path outside of the local patch. But the path in the blank zone is also with great importance as it can direct gliders to stay within safer regions. Therefore, the problem is to determine how much information is necessary to be shared over communication links for cooperative path planing.
Our research goal is to design a communication scheme for the gliders to exchange a reduced amount of flow information that will allow effective path planning to avoid strong flow. Our method is based on the support vector data description(SVDD) to process the flow data and the fast marching method to plan paths. In the next section, we briefly review these two methods.
BACKGROUND REVIEW

Support Vector Data Description
The SVDD method produces representation of a dataset by searching for the smallest hypersphere that contains as many target points as possible but do not include outlier points. Assume that a set of training data {xi, i = 1, 2, . . . , N } is given that contains both target points and outlier points. The hypersphere with center a and radius R can be obtained by minimizing the following function [13] :
with the constraint
Where ξi ≥ 0 are slack decision variables that allow some target points to be excluded from the hypersphere. The parameter C is a weight that controls the trade-off between the volume of the sphere and the number of target points excluded by the sphere. To solve this constrained optimization problem, we construct the Lagrangian
where αi ≥ 0 and γi ≥ 0 are the Lagrange multipliers. Then solving the primary problem (1) is equivalent to solving its dual problem: max
, which requires L to be minimized with respect to R, a and ξi and maximized with respect to αi and γi. Setting partial derivatives of L with respect to R, a, ξi to zero give the constraints for the dual problem:
Plugging conditions (4), (5) and (6) into Lagrangian (3), results in the following cost function for the dual problem:
Maximizing Equation (7) with respect to αi subject to the constraints that αi ≥ 0 will give solutions α * i for i = 1, 2, ..., N . In practice a large number of α * i become 0. The target point xi with the corresponding α * i > 0 are called support vectors.
Fast Marching Method for Path Planning
In a 2-D space Ω, one wish to plan a path γ between the starting point x b and the destination point x d . The path should minimizes one or many costs, such as time, fuel cost, or risk, etc.. These can be described by a cost function τ (x) that is usually non-negative. The total cost η between two points x b and x d along any given path γ can be calculated by integrating a cost τ along a path γ:
where s is the arc-length parameter of γ, γ (s) is the tangent vector of γ and l is the length of γ.
Then the goal of the path planning problem is to find out the path γx b ,x d from all of the possible paths between x b and x d where the total cost along γx b ,x d could be minimal. Instead of directly solving the minimization problem, It is known ( [3] ) that the optimal path can be computed by first solving the Eikonal equation [8] :
where the solution u is called a value function. Sethian [10] developed a fast and efficient algorithm named Fast Marching to solve the Eikonal equation (9) . The fast marching algorithm requires the interested area to be discretized into a Cartesian grid with spacing h and k in x and y directions respectively. The discretized coordinates in x and y directions are indexed by i and j. A numerical approximation of Equation (9) is used in the fast marching algorithm. Define two types of operators, Forward Operator(FO) and Backward Operator(BO):
i,j u = (ui,j − ui−1,j)/h; where ui,j is the value on gridpoint (i, j). FO and BO in direction y are similar. A numerical scheme
is then used to approximate the Eikonal equation.
As a grid-search algorithm, the fast marching algorithm sequentially executes two processes: 1) the marching process, from x b to x d , computes the value u of every gridpoint by solving Equation (10); and 2) the backtracking process, from x d to x b , generates the path using gradient descent method on the value function solved from the marching process. As the result, a path will be generated that follows the gradient of the value map u along each segment of the path.
MAIN METHODS
We solve the cooperative path planning problem in Sect. 2 in this section. We assume that each glider is able to respond to the requirement for sharing information from other gliders. This assumption enables a distributed system with more flexibility comparing to [12] where vehicles passively receive information broadcast from an exogenous system. Under this assumption, each glider will need to first process the flow information in its local patch so that it can prepare compressed information to be shared with others.
Compress the Flow Information
Take vehicle G2 for instance, suppose the local patch where flow information is available to G2 contains a region Ω2 where the flow speed exceeds a preset threshold. The boundary of this region is of great importance for path planning for other gliders. Since the boundary has irregular shape, the SVDD method can be applied by replacing the inner product (xi · xj) by a Gaussian kernel function KG(xi, xj) = exp(
) [13] . Substituting the Gaussian kernel function into Equation (7), results in the Lagrangian
Maximizing the Lagrangian L gives the set S that contains support vectors xs with the corresponding α * s = 0. The center of the support vectors is then given by (5):
The radius R * is computed by choosing one of the support vectors xt ∈ S and compute
where xs, x k ∈ S. Furthermore, a test point z is considered inside the boundary when the following inequality is satisfied
(14) where xs, x k ∈ S.
For another glider, say G1, to judge whether one point z is within Ω2, the set of support vectors S and the corresponding α * s s should be communicated to G1. The communication load now depends on how many support vectors are needed, which can be adjusted by two parameters: the weight C in equation (1) and the width σ in the Gaussian kernel KG. Parameter C is not critical in practice [13] , so we focus on selecting the parameter σ.
To see the effect of σ on the selection of the support vectors, let us consider a very small σ. In this case
which is maximized when all α * i = 1 N . In this situation, all the data points in the cluster become support vectors, and no compression is achieved. For a very large σ, KG(xi, xj) 1, Then equation (11) 
which is maximized by letting only one α * i = 1. Hence, only one data point will be selected to represent the entire cluster.
We propose a method to find the optimal σ to balance between two types of representation errors:
• Target Rejected , denoted by e1, indicates how many target points are rejected by the SVDD description;
• Outlier Accepted , denoted by e2, indicates how many outlier points are accepted by the SVDD description.
We use NSV to represent the total number of support vectors generated by the SVDD. Inspired by [13] , we define a cost function
We can compute σ to minimize E. Therefore, the parameters that need to be transmitted by G2 to other gliders include: the width of the Gaussian kernel σ, the set of support vectors S, and the corresponding α * s.
Cooperative Path Planning
After receiving the set of support vectors and weights from all other gliders, glider G1 now has sufficient knowledge to plan a path. The path will be planed using the fast marching algorithm. As we mentioned in Sect. 3.2, fast marching algorithm executes 2 processes, the marching process to build the value map u and the backtracking process to generate the path. The marching process is initialized by determining the cost function τ in the Eikonal equation (9) . If the flow speed is zero everywhere, the cost function τ should be selected as 1 since the glider speed is considered as a constant.
To consider the influence of flow in G1's local patch, we revise the cost function as suggested in [8] as follows:
where Fij is the flow vector at the i, jth grid point and Q = sup i,j { Fi,j } is a normalization term. Note that this cost function will NOT generate paths with the shortest traveling time anymore. Instead, it encourages gliders to move along the flow direction instead of moving against flow. For the region outside of G1's local patch, the flow is unknown to G1. But G1 can decide whether a location is within an area with strong flow or not using the support vectors S and corresponding α * . G1 computes the radius R using equation (13) , and checks whether a gridpoint has strong flow or not using Equation (14) . If a point is considered inside a boundary then the cost τ on this point is set to ∞, which means this point should be avoided. If a grid point is outside a boundary, then the cost τ = 1, which means we can ignore the flow.
After the cost function is determined, we then start the marching process to build the value map u by solving equation (10) using fast marching algorithm. The marching process maintains three lists of grid points and a priority queue. We initialize the marching process by: 1) labeling the starting point r b as the first point in the Accepted list, and set the initial value u(r b ) = 0. 2) labeling the neighbors (4 in 2D space) of r b as points in the Considered list, and estimate the value function u at these points. 3) labeling all the other points as points in the Far list and set u = ∞ at these points.
Next, we sort all Considered points into a queue where the point with the smallest value u stays as the head of this queue. For each iteration of the marching process, we remove the head of the queue from the queue and add it to the Accepted list. We then update the value map u so that the neighbors of the newly accepted point will be moved from the Far list to the Considered list. Then we resort all the Considered points so that the point with the smallest u becomes the head of the tail. This process will be repeated until the destination r d has been added to the Accepted list.
During the backtracking process, the Fast Marching algorithm computes a first-order estimate of the gradient of the value function u. The optimal path γr b ,r d is then extracted from the goal point r d to the start point r b by performing gradient descent.
SIMULATION RESULTS
We assume that four gliders G1, G2, G3 and G4 work in a rectangle region in the ocean that is descritized into 50 by 50 gridpoints. The initial positions are G1(20, 10), G2(25, 30), G3(40, 35) and G4(36, 15) respectively. The (simulated) spatially distributed currents in this region are generated by the ocean currents model used in [2] . Within their own patch, the gliders G2, G3 and G4 pick out the grid points with velocity greater than v = 0.3 which is broadcasted by G1, denoted by Ω2, Ω3 and Ω4 respectively, shown in Fig. 2(a) . Each glider uses SVDD to compress the region with higher flow. The parameter value σ is determined to minimize the error introduced in (4.1). Fig.2(b) depicts the errors for Ω2, Ω3 and Ω4 along with the change of σ, as well as the minimizers selected.
The region Ω2 contains 32 points in total. After choosing σ = 6, only 4 support vectors are needed. Similarly, region Ω3 can be described by setting σ = 7 to obtain 4 support vectors representing 33 grid points. Region Ω4 can be described by setting σ = 6 to obtain 6 support vectors representing 58 grid points.The SVDD results are shown in Fig. 2(a) , the support vectors are represented by black circles on the boundary. We see that SVDD significantly reduced the amount of information to be shared.
Next we compute paths planned by glider G1 to different destination points for two cases. Here we assume that G1 moves at constant speed of VG = 0.3 and its headings are controlled to follow paths. In the first case, we assume that G1 knows the flow information of the entire region. This case is labeled as "Global" in Table 1 and shown in Fig. 3(a) . In the second case, G1 will use the cooperative path planning algorithm that uses only the compressed information. This case is labeled as "Cooperative" in Table 1 and shown in Fig. 3(b) . The length of every paths and the total time of following the paths are compared in Table 1 .
We can see that the "Cooperative" paths can avoid the strong-currents regions in gliders' local patch. Especially, we would like to point out that the path length and the traveling time generated by the "Global" algorithm are not Figure 3 : In (a), the paths are planned assuming currents in the entire area are known to G1. In (b), the paths are planned by cooperative path planning with compressed information.
necessarily smaller than those generated by the "Cooperative" algorithm. This is because the cost function used for both approaches is not the shortest traveling time cost function. Instead, it encourages traveling with flow. In Fig. 3 the paths to r d2 and r d3 generated by the "Global" approach actually pass through the regions with strong flow. These results show that the "Cooperative" paths that are comparable in performance to the "Global" algorithm. The path to r d4 planned in "Global" flow passes through areas with strong flow. The glider is unable to move against the flow to follow the paths, see the cell in Table 1 with "None" . But the "Cooperative" path can successfully avoid these areas and can be accurately followed by glider G1. Of course, there may be situations where the "Cooperative" algorithm may fail to find a feasible path while the "Global" algorithm will be successful. This suggests a direction for future improvements of our approach where the direction information of the flow may be leveraged.
CONCLUSIONS
This paper presents a novel approach to reduce information shared among underwater gliders for path planning against strong current. It is shown that the SVDD method can effectively represent the boundary of the regions with strong current. Simulation results show that the planned paths are comparable to the true optimal paths when no information reduction is performed.
