We ask whether it is possible to determine, from statistical averages alone, whether a population under study consists of several subpopulations, unknown to the investigator, each responding differently to a given treatment? We show that such determination is feasible in three cases: (1) randomized trials with binary treatments, (2) models where treatment effects can be identified by adjustment for covariates, and (3) models in which treatment effects can be identified by mediating instruments. In each of these cases we provide an explicit condition which, if observed empirically, proves that treatment-effect is not uniform, but varies across individuals.
Introduction
Many social and health researchers are concerned with "the problem of heterogeneity," namely, the presence of idiosyncratic groups that react differently to treatment or policies. (Angrist, 1998; Angrist and Krueger, 1999; Elwert and Winship, 2010; Heckman and Robb, 1985; Heckman et al., 2006; Morgan and Todd, 2008; Morgan and Winship, 2007; Winship and Morgan, 1999; Xie et al., 2012) . The reason is obvious. Heath scientists need to know whether an approved drug is uniformly beneficial or kills some and saves more. Social scientists need to know whether those who have access to a program benefit most from the program; the alternative calls for revising recruiting policies.
Heterogeneity also introduces bias if one ventures to estimate average effects using linear or constant-effect models. Indeed the bulk of the literature on this topic is concerned with demonstrating or minimizing this bias. Such bias is of no concern however to students of nonparametric models where heterogeneity is assumed a priori within the model, thus protecting analysts from ever drawing conclusions that heterogeneity might invalidate.
Instead, nonparametric analysis concerns the detection of heterogeneity, if such exists, and locating its boundaries as narrowly as possible, within the granularity of the model. A straightforward way of assessing heterogeneity is to estimate the degree of "interaction" or "effect modifying" capacity of various features of units. (VanderWeele and Robins, 2007) . This amounts to estimating and comparing cspecific, or "conditional" effects, where C stands for a set of baseline covariates that characterize the units (Shpitser and Pearl, 2006) . This paper shows, however, that, under certain conditions, it is possible to assess the degree of heterogeneity in the population even without knowing the covariates C that make units differ in their response to treatment. We call this type of exogeneity "latent."
Section 2 of this paper will describe covariate-specific methods of detecting heterogeneity, and will summarize the capabilities and limitations of these methods. Section 3 defines a latent heterogeneity that produces differences between treated and untreated units. Finally, Section 4 will identify three settings in which this type of heterogeneity can be detected and assessed from empirical data. These include:
1. Randomized trials with binary treatments (Section 4.1) 2. Covariate adjustment (Section 4.2), and 3. Mediating instrumental variables (Section 4.3).
Covariate-induced heterogeneity
If we can measure any characteristic C of individuals, a trivial way of searching for heterogeneity is to determine if people having this characteristic respond differently from those not having it. There can of course be many group differences that escape measurement, this is unavoidable, but finding an observed characteristic accompanied with unusual effect size gives us a definitive warning that heterogeneity exists, and that its magnitude is at least equal to that found by examining C.
Formally, we can cast these considerations as follows.
Assessing covariate-induced heterogeneity
Let C stand for any measured baseline covariate, and let
, we can then estimate the effect difference,
for any two strata c i and c j of C. D(c i , c j ) gives the extent to which the effect size in group C = c i differs from that of group C = c j . Further generalizing to all pairs (c i , c j ) we get a lower bound LB on the heterogeneity between any two labeled groups in the population:
This bound extends of course to the case where C is a vector of measured covariates and c i , c j any two instantiations of the variables in that vector. If we remove the requirement of identifiability, LB represents the best measure of heterogeneity in the population given the crudeness of our measurements. When the identifiability requirement is included, LB represents the best assessment of heterogeneity given both the crudeness of measurements and the opacity of non-experimental data. The two main problems in computing the lower bound in (2) is, first, to find a C for which the c-specific effect is identifiable and, second, to perform the maximization in (2) over all pairs (i, j) and all vectors C.
Special cases
Three special cases of estimable covariate-based heterogeneity are worth mentioning.
If C is back door admissible (BDA) the c-specific effect is identified through
and D(c i , c j ) is estimable by simple regression.
C is part of a back-door-admissible set Assume C in itself is not BDA, but we can observe a set S of covariates such that S ∪ C is BDA (as in Fig. 1(b) and (c)). In such a case, the c-specific effect is still identifiable with:
Figure 1 depicts three models in which the c-specific effect is identifiable, and two model in which it is not identifiable.
Identification in the absence of BDA sets
If C is not part of a BDA set, the c-specific effect cannot be identified by adjustment. However, the measurement of other variables in the model may nevertheless permit the identification of E(Y 1 − Y 0 |C = c) by other methods, and the bound LB can accordingly be estimated. A typical example is given in Fig. 1 (e) where E(Y 1 −Y 0 |C = c) is identifiable through the front-door estimator (Pearl, 1995 , see also section 4.3) by virtue of measuring Z. A complete characterization of models that permits the identification of c-specific effects is given by Shpitser and Pearl (2006) . 1 BDA is sometimes called "sufficient," (Greenland and Pearl, 2011) namely, a set of covariates that satisfies the back door criterion (Pearl, 1993; Pearl, 2009, pp. 79-81) and thus guarantees the identifiability of the c-specific effect by conditioning on C. BDA entails the ignorability condition (Y x ⊥ ⊥X|C) used in the potential outcome framework.
2 In practice, the summation over S can be prohibitive, and propensity score methods can be used to replace this summation by integration over the unit interval 0 ≤ P S ≤ 1.
Figure 1: Models (a), (b), and (c) permit the identification of the c-specific effect of X on Y (by adjustment). Model (d) does not permit this identification, lacking a BDA set. Model (e) permits the identification using measurements of Z.
Latent Heterogeneity Between the Treated and Untreated
So far, the aim of the analysis was to find two subgroups C = c i and C = c j with unequal effect sizes, where C was an observed baseline characteristic of individuals. In this section we abandon this requirement and seek "latent heterogeneity," namely, heterogeneity that is not present in any baseline covariate but stems from unknown origin and manifests itself in effect differences between the treated and untreated groups.
Two types of confounding
The potential for detecting such heterogeneity was unveiled in the analyses of Winship and Morgan (1999) and Xie et al. (2012) who decomposed the average treatment effect AT E into several components:
where T T and T U T are the average effect of treatment on the treated and untreated respectively, 4 i.e.,
They observed that the bias,
is made up of two components with distinct characteristics. The first is [E(Y 0 |X = 1) − E(Y 0 |X = 0)] and the second is T T − T U T . The former is not a causal effect but merely a difference in output (Y ) between two groups under the same "no-treatment" regime. The latter, on the other hand, represents difference in treatment effects of two groups, the treated and the untreated, and would be non-zero only if the two groups respond differently to treatment, thus exhibiting heterogeneity.
Xie et al. called the former Type-I bias and the latter Type-II bias, whereas Morgan and Winship (2007, pp. 46-8) called them baseline bias and treatment effect bias. To understand the two types of bias, think about two groups, one with high Y that is aggressively selected for treatment, and one with low Y , which is rarely selected for treatment. There will definitely be a bias in AT E, even if all units have the same treatment effect. Now think about two other groups, both achieving the same Y under no treatment, but one is sensitive to X and one is not. If the second is more likely to select treatment, a bias is generated solely by the sensitivity difference between the two groups.
Separating fixed-effect from variable-effect bias
To convince ourselves that Type-I and Type-II biases indeed capture fixed-effect and variable-effect subpopulations, respectively, we can venture to evaluate their corresponding expressions in a linear model with an interaction term. The model is shown in Fig. 2 and represents the structural equations:
where the disturbances, 1 , 2 , and 3 are assumed to be mutually independent. Indeed, for Type-2 bias we obtain: Xie et al. (2012) used D for treatment and Y for outcome. Here we use X for treatment, consistent with theoretical analyses in Pearl (2009) and Shpitser and Pearl (2009) , where the acronym ET T was used instead of T T .
5 Readers finding difficulty in computing these expressions from the basic definitions of T T and T U T can consult Shpitser and Pearl (2009) The former is proportional to γ and independent of δ; the latter is proportional to δ and independent of γ, reflecting effect variability.
whereas for Type-1 bias we have
(x and x are two arbitrary levels of the treatment.) This is exactly the decomposition we expect; the former captures the bias introduced through the interaction term δ (representing variable-effect), whereas the latter represents the bias that would prevail in the linear (or fixed-effect) case, without that interaction.
Three Ways of Detecting Heterogeneity
The interesting feature in the preceding analysis is that the decomposition into fixedeffect and variable-effect components can be defined counterfactually, without resorting to a specific model or a specific covariate set. This means that whenever we can identify T T and T U T , we can also obtain an indication of heterogeneity, regardless of whether we can name or observe the covariates responsible for the heterogeneity. Moreover, even in cases where auxiliary measurements are needed for identifying T T and T U T , the graphical theory of T T (Shpitser and Pearl, 2009 ) can guide us in the assessment of heterogeneity by (1) selecting the right set of measurements and (2) obtaining the right estimands for T T and T U T .
The three classical cases where T T can be identified are 1. The treatment is binary and E(Y 1 ) and E(Y 0 ) are identifiable by some method (e.g., randomized trials)
2. The treatment is arbitrary and E(Y x ) is identifiable (for all x) by adjustment for a sufficient set of covariates
AT E is identified through mediating instruments
The next subsections deal separately with each of these cases.
Detecting heterogeneity in randomized trials
It is well known that, when treatment is binary, T T and T U T are identified whenever E(Y 0 ) and E(Y 1 ) are (Pearl, 2009, p. 396-7) . Moreover, the relation between these quantities is given by
where p = P (X = 1).
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We conclude that in a randomized clinical trial, where E(Y 0 ) and E(Y 1 ) are estimable empirically, the difference T T − T U T is estimable as well and is given by
Likewise, the size of the Type-1 bias is identifiable from clinical trials, and is given by:
This means that, based on pre-trial and post-trial data we can estimate the heterogeneity bias that exists in the population prior to randomization, and we can accomplish this without measuring any covariate whatsoever. This result might appear surprising at first; how can we possibly detect the existence of individual variations among units when we have only population data? Upon further reflection however we note that T T − T U T does not represent the degree of heterogeneity in the population but only that portion of heterogeneity that exhibits preferential selection to treatment. Additionally, we are not entirely justified in claiming that we accomplish this assessment without measuring any covariate. The treatment itself serves as a measured covariate in our case, since it is a proxy for those factors that affect the choice of treatment.
While these explanations mitigate the surprise, the point remains that effect heterogeneity is not entirely shielded from empirical scrutiny, even when we only have population data. Whenever experimental findings reveal a non-zero T T − T U T , one can categorically state that heterogeneity exists in the population, that is, there exist at least two groups whose treatment effects differ from one another.
The analysis also tells us what combination of observational and experimental data would compel us to conclude that the population consists of at least two disparate groups. In particular, Eq. (3) implies that whenever we observe the inequality
we can be assured that the population is marred by heterogeneity and, in such cases, a systematic exploration may be undertaken to unveil its underlying sources. This is not a trivial result by any means; it is in fact counter intuitive, and should be considered a victory of formal counterfactual analysis. Appendix A presents a numerical example of such finding, as well as an example where Eq. (5) returns equality despite rampant heterogeneity.
Detecting heterogeneity through adjustment
The second case where T T and T U T are identified is when a set Z of covariates can be measured which satisfies the back-door criterion 7 (Pearl, 1993) and yields the adjustment estimands
with x is any treatment level, not necessarily one and zero. It can be further shown, that when Eq. (6) is satisfied, the expression for E(Y x |x ) can be identified as well, and is given by (Shpitser and Pearl, 2009) . It is almost the same as the adjustment formula (6), save for using P (z|x ) as a weighting function, instead of P (z). Accordingly, we can write the difference T T − T U T as
When the set Z is large, the estimation of (8) can be assisted using propensity score adjustment. But aside from providing a powerful estimation method in sparse data studies, the use of propensity scores does not add any substance to the discussion (Pearl, 2009, pp. 348-52) .
9
An objection might be raised to classifying the heterogeneity detected by Eq. (8) as "latent" when, in truth, it is indexed by a set Z of observed covariates. The justification rests on the realization that the set Z may not contain any of the variables that actually produce heterogeneity, which may remain unobserved, but only proxies of those variables that help deconfound the X → Y relationship. Identification by adjustment requires modeling assumptions that researchers may not be prepared to make. Attempting to circumvent this requirement, some researchers have advocated the use of instrumental variables (IV ) which appears to require milder assumptions (Angrist and Pischke, 2010) . Aside from the fact that good instruments are hard to come by, and that the choice of instruments often requires strong modeling assumptions, identification through instruments suffers from a fundamental limitation in that it is effective only in linear (or pseudo-linear) models and, in nonparametric models, can only identify local effects, sometimes called LATE (Angrist et al., 1996) .
Detecting heterogeneity through mediating instruments
Fortunately, the use of mediating instruments overcomes these limitations and identifies causal effects in non-parametric models even in the presence of unknown confounders. The method of mediating instrument, also known as "the front-door criterion" (Pearl, 1995) is depicted in Fig. 3 , and assumes the availability of covariates Z which intercept all paths from treatment (X) and outcome (Y ).
10 Moreover, the graphical theory of T T teaches us that both T T and T U T are identifiable in the model of Fig. 3 and can be obtained from the estimand:
where x and x are any two levels of the treatment (Shpitser and Pearl, 2009 ). Remarkably, this expression is almost identical to the one obtained through adjustment for confounders Z, Eq. (7), save for exchanging x and x . Moreover, and in contrast to identification by randomized experiment, this estimand remains valid for non-binary treatments as well.
Accordingly, the estimand for the heterogeneous component of the bias becomes identical to that of Eq. (8):
with X = x representing the treatment level evaluated and X = x as the comparison reference. Likewise, the expression for the Type-1 component of the bias, becomes:
We are now in possession of simple expressions for both the heterogeneous and homogeneous parts of the bias. These expressions enable us to decompose the bias into its heterogeneous and homogeneous parts without any reference to the latent confounders (U ) which may remain unknown or unnamed. Whereas detection by randomized-trials requires physical control, and is limited to binary treatments, while detection through ordinary adjustment requires a sufficient set of deconfounders, the method of mediating instruments gives us a general way of assessing the impact of homogeneous vs. heterogeneous mechanisms on the observed bias without knowing the actual mechanisms involved.
Conclusions
This paper explores ways of uncovering the presence of effect-heterogeneity without knowing the factors that may produce it. Remarkably, this possibility was shown to be realizable in the three most common designs in which the average treatment effect (AT E) can be estimated, (1) randomized experiments, (2) covariate adjustment, and (3) mediating instruments. The only exceptions in these three designs are randomized experiments with non-binary treatments, and models in which AT E is identified and T T is not. Such models can be recognized using the graphical theory of T T (effect of treatment on the treated) (Shpitser and Pearl, 2009 ) which provides a complete set of conditions for the identification of T T and T U T from modeling assumptions.
In all three cases that allow for the detection of heterogeneity, we have derived explicit conditions which, if observed in practice, behoove us to conclude that subpopulations exist that exhibit treatment-effects heterogeneity. These conditions can also serve to assess, albeit roughly (in the form of lower bounds), the magnitude of the heterogeneity detected.
6 Appendix A
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A study was conducted to determine which of two schools, A or B, has a more effective educational program. 200 randomly selected students underwent a randomized trial and were randomly assigned to the two schools, 100 to each. Another group of 200 (randomly selected) students were allowed to choose schools on their own; 100 selected A and 100 B. After a year of study, students were tested in a uniform, state run exam, and data showed the following:
100% of the A-choosing students failed the state exam 100% of the B-choosing students failed the state exam 50% of the A-randomized students failed the state exam 50% of the B-randomized students failed the state exam It appears that, when given a choice, students tend to pick the school that is worse for them, which is strange but explainable. Suppose school A deemphasized math and B deemphasized history, while the state exam demands proficiency in both math and history. If students choose schools by the area of their strength then free choice amounts to a license to neglect one of the required subjects, namely a ticket to failure. Random assignment would force at least 50% of the students to study an area of weakness, which may explain the 50% success rate in the randomized groups.
From the data available, and letting X = 1 and X = 0 stand for "School A chosen;; and "School B chosen," respectively, we can infer the following findings: p = We conclude that a substantial effect-heterogeneity exists in the population. In fact the bias is composed of two components of equal magnitude and opposite sign. This result is not surprising given that our population is composed indeed of two distinct subpopulation, indexed by school preference, which have two different treatment effects. Those who prefer school B have clearly different benefit from A vs. B as compared to those who prefer school A; the former would pass the exam, the latter would fail.
The origin of the Type-1 component is a bit harder to interpret, but surfaces when we define a variable Z as "school preference" and express the dependence between X, Y, and Z algebraically, using the structural equations
The second term in the equation for Y is linear in Z and, similar to the linear model in Fig. 2 , contributes to a fixed-effect bias.
It is also interesting, at this point, to examine models in which latent heterogeneity is rampant, yet remains undetected by the difference T T − T U T . Such models are discussed in (Pearl, 2009, pp. 35-6) , which can be adopted to the story above by assuming that Z (students school preference) is totally independent of X (the school actually attended). In such an environment, the two groups will still exhibit the disparate treatment effects, but the difference T T − T U T will be zero, because the relationship between X and Y is not confounded.
