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Abstrakt
Tato pra´ce se zaby´va´ problematikou z´ıska´va´n´ı znalost´ı z databa´z´ı (ZZD), a to zejme´na
klasifikac´ı pomoc´ı Support Vector Machines (SVM). Na FIT VUT v Brneˇ je vyvj´ıjen syste´m
pro ZZD s modula´rn´ı strukturou. Pro popis procesu dolova´n´ı se pouzˇ´ıva´ jazyk DMSL.
C´ılem pra´ce bylo rozsˇ´ıˇrit DMSL o potrˇeby SVM klasifika´toru, navrhnout, implementovat
a otestovat modul pro tento syste´m.
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Abstract
This thesis concerns knowledge discovery in databases (KDD), especially classification by
Support Vector Machines (SVM). System for KDD has been developed at FIT BUT. For
KDD process description is used language DMSL. The goal of the thesis was to extend
DMSL with respect to SVM classifier, propose, implement and test a module for this system.
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Tato pra´ce vznikla jako sˇkoln´ı d´ılo na Vysoke´m ucˇen´ı technicke´m v Brneˇ, Fakulteˇ in-
formacˇn´ıch technologi´ı. Pra´ce je chra´neˇna autorsky´m za´konem a jej´ı uzˇit´ı bez udeˇlen´ı opra´vneˇn´ı
autorem je neza´konne´, s vy´jimkou za´konem definovany´ch prˇ´ıpad˚u.
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Kapitola 1
U´vod
Bakala´rˇska´ pra´ce se zaby´va´ te´matem z´ıska´va´n´ı znalost´ı z databa´z´ı(ZZD). Pocˇ´ıtacˇove´ da-
taba´ze, zejme´na ty zalozˇene´ na relacˇn´ım modelu dat, se staly velice obl´ıbeny´mi prostrˇedky
pro uchova´va´n´ı persistentn´ıch dat. S rostouc´ım vy´konem pocˇ´ıtacˇ˚u a zveˇtsˇova´n´ım diskovy´ch
kapacit rostlo i mnozˇstv´ı dat v databa´z´ıch ukla´dane´. Po jiste´ dobeˇ jsme byli zahlceni velky´m
mnozˇstv´ım dat, ktera´ neposkytovala zˇa´dne´ znalosti. Zacˇaly se proto hledat zp˚usoby, jak
z dat z´ıska´vat nove´, netrivia´ln´ı, potencia´lneˇ zaj´ımave´ znalosti. O spojen´ı databa´zovy´ch
technologi´ı s metodami statistiky a umeˇle´ inteligence se pak hovorˇ´ı jako o ZZD.
V oblasti z´ıska´va´n´ı znalost´ı z databa´z´ı vznika´ velke´ mnozˇstv´ı jak komercˇn´ıch, tak
zdarma dostupny´ch syste´mu˚. Na FIT VUT v Brneˇ se vyv´ıj´ı dva. Oba pouzˇ´ıvaj´ı k popisu pro-
cesu z´ıska´va´n´ı znalost´ı jazyk DMSL, takte´zˇ vyvinuty´ na FIT. Oba maj´ı rovneˇzˇ modula´rn´ı
architekturu. Jeden spolupracuje s databa´z´ı Oracle a druhy´ s MySQL. U´kolem pra´ce bylo
rozsˇ´ıˇrit syste´m prˇistupuj´ıc´ı k databa´zi MySQL o jeden modul. Po dohodeˇ s vedouc´ım pra´ce
bylo zvoleno rozsˇ´ıˇren´ı klasifikacˇn´ıho modulu o SVM (Support Vector Machines) klasifika´tor.
Ten se v posledn´ı dobeˇ sta´va´ velmi popula´rn´ı zejme´na d´ıky sve´ prˇesnosti a srozumitelne´mu
modelu vy´sledku.
Pra´ce je systematicky cˇleneˇna do osmi kapitol. Na tento u´vod navazuje druha´ kapitola,
ve ktere´ jsou popsa´ny za´klady z´ıska´va´n´ı znalost´ı z databa´z´ı. Protozˇe je pra´ce zameˇrˇena
na SVM klasifika´tor, je trˇet´ı kapitola veˇnova´na uveden´ı do problematiky klasifikce a kapi-
tola cˇtvrta´ pak pojedna´va´ o samotne´m SVM. Je zde popsa´n princip tohoto modelu, jeho
rozsˇ´ıˇren´ı a algoritmy, ktere´ rˇesˇ´ı SVM proble´m. Veˇtsˇ´ı vy´znam je kladen na SMO (Sequential
minimization optimization) algoritmus, ktery´ byl v ra´mci rˇesˇen´ı pra´ce implementova´n.
V pa´te´ kapitole je popsa´na koncepce syste´mu z´ıska´va´n´ı znalost´ı, ktery´ je vyv´ıjen na
FIT VUT v Brneˇ. Jedna´ se o strukturu syste´mu a jazyk DMSL, slouzˇ´ıc´ı pro popis dolovac´ı
u´lohy.
Sˇesta´ kapitola popisuje na´vrh koncepce prˇ´ıdavne´ho modulu a jeho zacˇleneˇn´ı do sta´vaj´ıc´ı-
ho syste´mu a jizˇ existuj´ıc´ıho klasifikacˇn´ıho modulu. Rovneˇzˇ je popsa´n postup implementace.
Sedma´ kapitola se soustrˇed’uje na testova´n´ı na vhodne´m vzorku dat a zhodnocen´ı
dosazˇeny´ch vy´sledk˚u.
Cela´ pra´ce je pak shrnuta v za´veˇru a jsou nast´ıneˇny mozˇnosti dalˇs´ıho vy´voje.
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Kapitola 2
Z´ıska´va´n´ı znalost´ı z databa´z´ı
Z´ıska´va´n´ı znalost´ı z databa´z´ı je proces hleda´n´ı zaj´ımavy´ch, tj. novy´ch, netrivia´ln´ıch a po-
tencia´lneˇ uzˇitecˇny´ch znalost´ı z dat, nejcˇasteˇji velmi rozsa´hly´ch. Nalezene´ znalosti mohou by´t
reprezentova´ny r˚uzny´mi modely [14]. Znalostmi rozumı´me informace dane´ do souvislost´ı.
2.1 Proces z´ıska´va´n´ı znalost´ı
Proces z´ıska´va´n´ı znalost´ı lze popsat jako sekvenci neˇkolika fa´z´ı. Existuje neˇkolik mı´rneˇ se
liˇs´ıc´ıch popis˚u teˇchto fa´z´ı. Ja´ pouzˇiji model z [14]. Je popsa´n sedmi fa´zemi, z nichzˇ prvn´ı cˇtyrˇi
se souhrnneˇ oznacˇuj´ı jako prˇedzpracova´n´ı dat. Neˇkolik dalˇs´ıch model˚u lze naj´ıt naprˇ´ıklad
v [1].
Obra´zek 2.1: Proces z´ıska´va´n´ı znalost´ı z databa´z´ı, prˇevzato z [14]
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1. Cˇiˇsteˇn´ı dat - odstraneˇn´ı sˇumu dat, rˇesˇen´ı nekonzistence dat a chybeˇj´ıc´ıch dat.
2. Integrace dat - data se integruj´ı z neˇkolika zdroj˚u do jednoho, naprˇ´ıklad do jedne´
tabulky.
3. Vy´beˇr dat - pokud byla vy´sledkem integrace tabulka, zaj´ımaj´ı na´s v n´ı pouze neˇktere´
sloupce. U´kolem te´to fa´ze je tyto sloupce vybrat.
4. Transformace dat - data jsou transformova´na do podoby vhodne´ pro dolova´n´ı.
Pokud naprˇ´ıklad metoda vyzˇaduje na sve´m vstupu pouze numericka´ data, je potrˇeba
na neˇ prˇeve´st vsˇechna data kategoricka´.
5. Modelova´n´ı - dolova´n´ı z dat - c´ılem je nad prˇedzpracovany´mi daty aplikovat
vybranou metodu s prˇ´ıslusˇny´m algoritmem a z´ıskat z nich zaj´ımave´ znalosti. Vy´sledne´
znalosti mohou slouzˇit opeˇt jako vstup pro tuto fa´zi, naprˇ´ıklad pro jinou metodu.
Te´ma bude popsa´no da´le v sekci 2.2.
6. Hodnocen´ı modelu - v za´vislosti na typu modelu existuje neˇkolik metrik, jak ohod-
notit z´ıskane´ vy´sledky, znalosti.
7. Prezentace znalost´ı - vy´sledna´ znalost nema´ pro uzˇivatele smysl, pokud j´ı nerozumı´.
Proto je d˚ulezˇite´ zaby´vat se reprezentac´ı znalost´ı, forma´tem vy´stupn´ıch dat a vyuzˇ´ıt
r˚uzne´ metody vizualizace.
2.2 Modelova´n´ı - data mining
Jedna´ se o pa´tou fa´zi procesu z´ıska´va´n´ı znalost´ı modelu z 2.1. Protozˇe jde o jeho hlavn´ı cˇa´st,
cˇasto se na´zev data mining (dolova´n´ı z dat) pouzˇ´ıva´ ve smyslu cele´ho procesu z´ıska´va´n´ı
znalost´ı. Aplikac´ı vybrane´ metody a algoritmu na prˇedzpracovana´ data se snazˇ´ıme naj´ıt
model (nebo v´ıce model˚u), ktery´ reprezentuje vy´sledne´ znalosti. Podle modelu, ktery´ chceme
z´ıskat, mu˚zˇeme rozliˇsovat tyto typy dolovac´ıch u´loh[4].
• Popis pojmu˚ - jedna´ se o dva typy: charakterizace a diskriminace. Charakterizace
sumarizuje hlavn´ı charakteristiky a znaky c´ılove´ datove´ trˇ´ıdy. Diskriminaci jde naopak
o porovna´va´n´ı rozd´ıl˚u c´ılove´ trˇ´ıdy a jedne´ nebo v´ıce trˇ´ıd ostatn´ıch.
• Klasifikace - Hleda´ se model (nebo funkce), ktery´ bude schopen spra´vneˇ zarˇazovat
nova´ data do prˇedem zna´my´ch trˇ´ıd. Model je zalozˇen na analy´ze tre´novac´ıch dat,
u nichzˇ je prˇ´ıslusˇnost ke trˇ´ıdeˇ zna´ma. Podrobneˇji bude probra´no v kapitole 3.
• Predikce - je podobna´ jako klasifikace. Rozd´ıl je pouze v tom, zˇe naucˇeny´ model
neklasifikuje nova´ vstupn´ı data do trˇ´ıd, ale snazˇ´ı se pro neˇ prˇedpoveˇdeˇt spojitou
hodnotu (naprˇ´ıklad prˇedpoveˇd’ teploty vzduchu).
• Shlukova´ analy´za - snazˇ´ı se naj´ıt v prostoru dat mı´sta, kde je hustota dat relativneˇ
vysoka´. Tato mı´sta se nazy´vaj´ı shluky. Nalezene´ shluky se cˇasto pouzˇ´ıvaj´ı jako trˇ´ıdy
pro klasifikaci.
• Asociacˇn´ı analy´za - Hledaj´ı se vztahy mezi vstupn´ımi daty, reprezentova´ny aso-
ciacˇn´ımi pravidly. Zaj´ımava´ jsou pro na´s data, ktera´ se spolu vyskytuj´ı cˇasto pohro-
madeˇ.
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2.3 Pouzˇit´ı
Dolova´n´ı z dat ma´ vyuzˇit´ı jak ve veˇdeˇ a vy´zkumu, tak i v obchodn´ı sfe´rˇe. Z veˇdn´ıho vyuzˇit´ı
uvedu z´ıska´va´n´ı znalost´ı z geneticky´ch dat (DNA, proteiny), nebo urcˇova´n´ı mozˇnosti pro-
puknut´ı nemoci, naprˇ´ıklad rakoviny, u pacienta na za´kladeˇ symptomu˚. V obchodn´ı sfe´rˇe je
zna´mo pouzˇit´ı analy´zy na´kupn´ıho kosˇ´ıku (jake´ zbozˇ´ı si za´kazn´ık cˇasto kupuje dohromady),
odhalova´n´ı podvod˚u nebo spamu v elektronicke´ posˇteˇ na za´kladeˇ z´ıska´va´n´ı znalost´ı z textu.
Rovneˇzˇ je zna´m pojem BI (Business inteligence). Jedna´ se o na´stroje a technologie pro
podporu rozhodova´n´ı ve firmeˇ. Sem patrˇ´ı i data mining.
2.4 Vy´voj data miningu
Protozˇe data mining se sta´le vyv´ıj´ı, zmı´n´ım na za´veˇr te´to kapitoly neˇktere´ trendy, jimizˇ se
v posledn´ı dobeˇ ub´ıra´ [3].
• Integrace do databa´zovy´ch syste´mu˚ (Oracle, MS SQLServer)
• Standardizace jazyka pro popis dolovac´ı u´lohy (naprˇ. jazyk PMML)
• Z´ıska´va´n´ı znalost´ı z multimedia´ln´ıch dat
• Web mining - z´ıska´va´n´ı znalost´ı z internetovy´ch stra´nek
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Kapitola 3
Klasifikace
Klasifikace je jedn´ım z typ˚u modelova´n´ı v procesu z´ıska´va´n´ı znalost´ı z dat. Jej´ım c´ılem
je naj´ıt na za´kladeˇ informac´ı z tre´novac´ıch dat nejlepsˇ´ı model, ktery´ by spra´vneˇ zarˇazoval
data nova´ do prˇedem zna´my´ch trˇ´ıd.
3.1 Krite´ria kladena´ na klasifika´tory
Po vy´sledny´ch klasifika´torech pozˇadujeme tyto vlastnosti [4].
• Prˇesnost prˇedpoveˇdi - procento spra´vneˇ klasifikovany´ch novy´ch nezna´my´ch dat.
By´va´ soucˇa´st´ı testova´n´ı popsane´ho v sekci 3.2.2.
• Rychlost - vy´pocˇetn´ı cena tvorby modelu.
• Robustnost - schopnost vytvorˇit kvalitn´ı model i prˇes zasˇumeˇna´ data a vyporˇa´dat
se s chybeˇj´ıc´ımi hodnotami.
• Stabilita - schopnost tvorby kvalitn´ıho modelu s velky´mi daty.
• Interpretovatelnost - srozumitelnost reprezentace vy´sledne´ho modelu.
3.2 Fa´ze klasifikace
V procesu klasifikace mu˚zˇeme hovorˇit o trˇech fa´z´ıch - tre´nova´n´ı, testova´n´ı a klasifikace
nezna´my´ch dat.
3.2.1 Tre´nova´n´ı
Pokud cha´peme data jako tabulku, pak jedn´ım ze sloupc˚u mu˚zˇe by´t trˇ´ıda, ke ktere´ rˇa´dek
prˇ´ıslusˇ´ı. U tre´novac´ıch dat tuto prˇ´ıslusˇnost zna´me. Toho vyuzˇ´ıva´me k nalezen´ı nejlepsˇ´ıho
mozˇne´ho modelu pro klasifikaci dat novy´ch.
C´ılem klasifikace nen´ı dosa´hnout slozˇite´ho modelu, jenzˇ bude prˇesneˇ popisovat tre´novac´ı
data. Pokud velice dobrˇe klasifikuje tre´novac´ı data, ale nen´ı schopen generalizace na datech
nezna´my´ch, hovorˇ´ı se o prˇeucˇen´ı.
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3.2.2 Testova´n´ı
Nezˇ je natre´novany´ model uveden do praxe na nezna´ma´ data, je jeho funkcˇnost oveˇrˇena
pomoc´ı testovac´ıch dat. Model necha´va´me urcˇit trˇ´ıdu a tu pak porovna´va´me se spra´vnou
trˇ´ıdou, kterou zna´me. Informace o tom, zda se klasifika´tor spletl nebo naopak urcˇil trˇ´ıdu
spra´vneˇ, se ukla´da´ do matice za´meˇn (confusion matrix), uvedenou v tabulce 3.1. Tabulka
ukazuje prˇ´ıklad zarˇazen´ı do dvou trˇ´ıd ”+”,”-”. TP (true positive) uda´va´ pocˇet spra´vneˇ
klasifikovany´ch prˇ´ıklad˚u do trˇ´ıdy ”+”, FN (false negative) pocˇet sˇpatneˇ zarˇazeny´ch do
trˇ´ıdy ”-”, FP pocˇet sˇpatneˇ zarˇazeny´ch do ”+” a TN pocˇet spra´vneˇ zarˇazeny´ch do ”-”.
Klasifikace syste´mem
Spra´vne´ zarˇazen´ı + -
+ TP FN
- FP TN
Tabulka 3.1: matice za´meˇn (confusion matrix), prˇevzato z [1]
Pouzˇ´ıva´ se neˇkolik metrik vypov´ıdaj´ıc´ıch o spra´vnosti naucˇene´ho modelu. Vsˇechny se
daj´ı vyja´drˇit pomoc´ı TP, TN, FP a FN z tabulky 3.1. U kazˇde´ z nich uvedu pro ilustraci
prˇ´ıklad, kdy na za´kladeˇ r˚uzny´ch atribut˚u (plat, veˇk) se snazˇ´ıme zjistit, zda klient banky
dostane nebo nedostane u´veˇr.
• Celkova´ spra´vnost = (TP + TN) / (TP + FP + TN + FN) - jaka´ cˇa´st klient˚u
byla spra´vneˇ klasifikova´na.
• Celkova´ chyba = 1 − Celkova´ spra´vnost = (FP + FN) / (TP + FP + TN + FN)
- jaka´ cˇa´st klient˚u byla klasifikova´na chybneˇ.
• Prˇesnost = TP / (TP + FP) - jaka´ cˇa´st klient˚u z teˇch, kterˇ´ı dostali u´veˇr, jej skutecˇneˇ
meˇli dostat.
• Senzitivita (u´plnost) = TP / (TP + FN) - jaka´ cˇa´st klient˚u z teˇch, kterˇ´ı meˇli
dostat u´veˇr, jej skutecˇneˇ dostali.
• Specificita = TN / (TN + FP) - jaka´ cˇa´st klient˚u z teˇch, kterˇ´ı nemeˇli dostat u´veˇr,
jej skutecˇneˇ nedostali.
Tyto metriky se daj´ı spocˇ´ıtat neˇkolika r˚uzny´mi druhy test˚u. Vsˇechny funguj´ı na po-
dobne´m principu. Ze vstupn´ıch dat se pouzˇije urcˇita´ cˇa´st pro natre´nova´n´ı a zbyla´ pro
otestovan´ı.
• Holdout - Data se rozdeˇl´ı v urcˇite´m pomeˇru. Naprˇ. 2/3. Pro tre´nova´n´ı se pouzˇij´ı 2/3
a zbyla´ 1/3 na testova´n´ı. Opakova´n´ım tohoto testu a pr˚umeˇrova´n´ım vy´sledk˚u se rˇ´ıka´
Random subsampling.
• Krˇ´ızˇova´ validace (Cross-validation). Data se rozdeˇl´ı na k cˇa´st´ı: k − 1 se pouzˇije
na tre´nova´n´ı a 1 na testova´n´ı. Toto se provede k-kra´t, prˇicˇemzˇ pokazˇde´ se vybere
jina´ cˇa´st pro testova´n´ı. Vy´sledky se scˇ´ıtaj´ı. Specia´ln´ım prˇ´ıpadem je Leave-one-out
(Vypusˇteˇn´ı jednoho). V tomto prˇ´ıpadeˇ k = 1.
• Bootstrap - obdobny´ mechanismus jako u cross-validation. Prˇi n kroc´ıch se vybere
pokazˇde´ vzˇdy jeden prˇ´ıklad pro testova´n´ı a ostatn´ı pro tre´nova´n´ı. Rozd´ıl je v tom, zˇe
vy´beˇr je na´hodny´, a prˇ´ıklad se tedy mu˚zˇe vybrat i neˇkolikra´t.
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3.2.3 Aplikace
Ve chv´ıli, kdy jsme spokojeni s vy´sledky testova´n´ı, mu˚zˇeme natre´novany´ model uve´st do
praxe a pouzˇ´ıt jej pro klasifikaci nezna´my´ch dat.
3.3 Klasifikacˇn´ı modely
Existuje neˇkolik r˚uzny´ch model˚u pro klasifikaci. Protozˇe zˇa´dny´ z nich nen´ı jednoznacˇneˇ
nejlepsˇ´ı, neda´ se univerza´lneˇ zvolit pro rˇesˇen´ı vsˇech proble´mu˚ a stoj´ı za to si neˇkolik hlavn´ıch
model˚u prˇedstavit.
3.3.1 Rozhodovac´ı stromy
C´ılem je vytvorˇen´ı rozhodovac´ıho stromu. V neˇm prˇedstavuje kazˇdy´ nelistovy´ uzel test na
atribut, veˇtve z teˇchto uzl˚u vedouc´ı znamenaj´ı vy´sledky teˇchto test˚u a listove´ uzly znacˇ´ı
klasifikacˇn´ı trˇ´ıdu. Rozhodova´n´ı zacˇ´ına´ vzˇdy od korˇene a pokracˇuje podle vy´sledk˚u v uzlech
smeˇrem k list˚um. Prˇi tre´nova´n´ı se hledaj´ı atributy, ktere´ maj´ı na klasifikaci nejveˇtsˇ´ı vliv,
a ve stromu se umist’uj´ı co nejvy´sˇe (smeˇrem ke korˇenu).
Metoda je pouzˇ´ıva´na pro dobrou interpretovatelnost, dobrou prˇesnost i pro veˇtsˇ´ı dimenzi
dat a take´ nepotrˇebuje zˇa´dne´ parametry. Vhodna´ je pro kategoria´ln´ı data. Numericka´ je
potrˇeba transformovat.
3.3.2 Bayesovska´ klasifikace
Jedna´ se o metodu zalozˇenou na statistice. Prˇi klasifikaci se vyuzˇ´ıva´ Bayes˚uv vzorec. Pro
kazˇdy´ prˇ´ıklad se pomoc´ı pravdeˇpodobnosti, zˇe bude mı´t stejne´ atributy jako vy´sledna´ trˇ´ıda,
spocˇ´ıta´ pravdeˇpodobnost, zˇe do trˇ´ıdy patrˇ´ı. Prˇ´ıklad je zarˇazen do trˇ´ıdy s nejveˇtsˇ´ı vypocˇtenou
pravdeˇpodobnost´ı.
3.3.3 Neuronove´ s´ıteˇ
Jde o metodu strojove´ho ucˇen´ı. Princip je podobny´ jako u neuron˚u z nervove´ soustavy.
Z neuron˚u, ktere´ maj´ı vstupy a vy´stup, je sestavena s´ıt’. Prˇi ucˇen´ı metodou backpropa-
gation hleda´me vhodne´ nastaven´ı parametr˚u vstup˚u jednotlivy´ch neuron˚u tak, zˇe tre´novac´ı
prˇ´ıklad necha´me ”proj´ıt” s´ıt´ı a urcˇit vy´slednou trˇ´ıdu. Porovna´n´ım vy´sledku te´to klasifikace
a skutecˇne´ trˇ´ıdy sˇ´ıˇr´ıme vzniklou chybu zpeˇt a podle n´ı prˇenastavujeme parametry.
Neuronove´ s´ıteˇ dosahuj´ı prˇesny´ch vy´sledk˚u, jejich nevy´hoda je sˇpatna´ interpretovatel-
nost a jejich natre´nova´n´ı trva´ delˇs´ı dobu.
3.3.4 SVM - Support Vector Machines
Podobneˇ jako se snazˇ´ıme naj´ıt v neuronovy´ch s´ıt´ıch parametry funkc´ı jednotlivy´ch neuron˚u,
zde hleda´me funkci nadroviny, ktera´ by data co nejv´ıce rozdeˇlovala. Tento model jsem si
vybral pro implementaci do syste´mu a je mu proto veˇnova´na cela´ kapitola 4.
3.3.5 Dalˇs´ı modely
Prˇedstavene´ modely nejsou vsˇechny existuj´ıc´ı. Z dalˇs´ıch uva´d´ım klasifikaci pomoc´ı fuzzy
mnozˇin, pomoc´ı rozhodovac´ıch pravidel, klasifikaci zalozˇenou na k-nejblizˇsˇ´ım sousedstv´ı
nebo klasifikaci pomoc´ı geneticky´ch algoritmu˚.
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Kapitola 4
SVM
Support vector machines (SVM) je jedn´ım z klasifikacˇn´ıch model˚u, ktery´ se v posledn´ı
dobeˇ stal velice obl´ıbeny´m d´ıky prˇesnosti vy´sledk˚u, dobre´ generalizaci (metoda nen´ı prˇ´ıliˇs
na´chylna´ k prˇeucˇn´ı) a take´ interpretovatelnosti. Sveˇdcˇ´ı o tom i 3.mı´sto v anketeˇ obl´ıbenosti
dolovac´ıch algoritmu˚ na konferenci ICDM v roce 2006 [3].
Jedna´ se o matematicky´ model a slouzˇ´ı pro klasifikaci numericky´ch atribut˚u. SVM vy-
nalezl Vladimir Vapnik v roce 1979. Ve sve´ za´kladn´ı verzi zarˇazuje pouze do dvou trˇ´ıd.
Pokud se d´ıva´me na data jako na body reprezentova´ny vektory v n-rozmeˇrne´m prostoru,
hlavn´ı mysˇlenkou SVM je naj´ıt mezi nimi nadrovinu, ktera´ bude rozdeˇlovat prostor dat
na dva podprostory. Pozˇadavek na rozdeˇluj´ıc´ı nadrovinu je, aby vzda´lenost od dat r˚uzny´ch
trˇ´ıd byla co nejveˇtsˇ´ı. Tento odstup se oznacˇuje jako margin. Hovorˇ´ı se o maximal marginal
hyperplane (MMH) - nejveˇtsˇ´ı rozdeˇluj´ıc´ı nadrovina. Z pojmu nadrovina vyply´va´, zˇe jsme
schopni klasifikovat pouze linea´rneˇ oddeˇlitelna´ data. SVM je schopno d´ıky rozsˇ´ıˇren´ı praco-
vat i s linea´rneˇ neoddeˇlitelny´mi daty, cozˇ je te´matem sekce 4.2. Linea´rn´ı SVM proble´m je
nejle´pe ilustrovatelny´ na dvoudimenziona´ln´ıch datech - obra´zek 4.1.
Obra´zek 4.1: Linea´rn´ı SVM proble´m pro 2-D data
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4.1 Linea´rn´ı proble´m
Prˇi rˇesˇen´ı linea´rn´ıho proble´mu (obr. 4.1) hleda´me rovnici
u = ~w · ~x− b (4.1)
kde ~w je norma´lovy´ vektor vah nadroviny, ~x vstupn´ı vektor a b absolutn´ı cˇlen (pra´h). Pro
2-D data by to bylo.
− b+ w1x1 + w2x2 = 0 (4.2)
Data z trˇ´ıdy, lezˇ´ıc´ı nad, respektive pod rovinou, budou vyhovovat rovnici:
− b+ w1x1 + w2x2 > 1, resp.− b+ w1x1 + w2x2 < 1 (4.3)
Odvozen´ım z teˇchto rovnic dostaneme tvar
yi(−b+ w1x1 + w2x2) >= 1,∀i (4.4)
kde yi je vy´sledna´ trˇ´ıda´ +1 nebo -1. Nejblizˇsˇ´ı bod lezˇ´ı ve vzda´lenosti u = ±1. Teˇmto
bod˚um se rˇ´ıka´ support vectors a daly na´zev cele´ metodeˇ. V rovnici (4.4) by se rovnaly
jedne´. Vzda´lenost mezi rovinou a daty je rovna 1||W || a velikost mezi daty z r˚uzny´ch trˇ´ıd
tedy 2||W || , kde ||W || =
√
W ·W . Jak bylo zmı´neˇno, u´kolem je naj´ıt nadrovinu s nejveˇtsˇ´ım
odstupem od dat. To lze zapsat jako optimalizacˇn´ı proble´m [12]
min
1
2
||w||2 vzhledem k ci(w · xi − b) ≥ 1,∀i. (4.5)
4.1.1 Dua´ln´ı forma a Lagrangia´n
Pouzˇit´ım Lagrangia´nu lze prˇepsat rovnici (4.4) do tzv. dua´ln´ı formy, kdy jde videˇt, zˇe rovnice
je funkc´ı pouze support vektor˚u. To hraje vy´znamnou roli prˇi klasifikaci nezna´my´ch dat,
protozˇe nen´ı potrˇeba pocˇ´ıtat vektorovy´ soucˇin vsˇech vektor˚u, ale jen teˇch nejbl´ızˇe MMH.
N∑
i=1
N∑
j=1
yiαi ~xi~x
T + b0 (4.6)
N je pocˇet tre´novac´ıch dat a αi Lagrangovy multiplika´tory. Zada´n´ı optimalizacˇn´ıho
proble´mu pak ma´ tvar
minΨ(~α) = min
1
2
N∑
i=1
N∑
j=1
yiyj ~xi ~xjαiαj −
N∑
i=1
αi (4.7)
vzhledem k 0 ≤ αi∀i,
N∑
i=1
yiαi = 0. (4.8)
4.2 Rozsˇ´ıˇren´ı
Protozˇe data nejsou vzˇdy linea´rneˇ oddeˇlitelna´, bylo potrˇeba se s t´ımto proble´mem vyrovnat.
Vy´sledkem byla tato dveˇ rozsˇ´ıˇren´ı.
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4.2.1 Soft margin
Toto rozsˇ´ıˇren´ı zava´d´ı pojem chyby. Pokud SVM nen´ı schopno naj´ıt spra´vnou nadrovinu,
ktera´ bude vyhovovat vsˇem dat˚um, je prˇipusˇteˇno neˇkolik, ktere´ vyhovovat nemus´ı. Zava´d´ı
se prˇ´ıdavna´ promeˇnna´ ξ, ktera´ povoluje chybu a parametr C, ktery´ rˇesˇ´ı kompromis mezi
velky´m odstupem od dat a maly´ pocˇet chyb. Mensˇ´ı C povoluje veˇtsˇ´ı neprˇesnost. V dua´ln´ı
formeˇ se pouze uprav´ı omezuj´ıc´ı podmı´nka v (4.8) na 0 ≤ αi ≤ C,∀i.
4.2.2 Ja´drove´ funkce
Obra´zek 4.2: Linea´rneˇ nerozdeˇlitelna´ data
S proble´mem uvedeny´m na obra´zku 4.2 by se prˇedchoz´ı rozsˇ´ıˇren´ı nevyrovnalo. Druhy´m
zp˚usobem, jak si poradit s nelinearitou, je transformace vstupn´ıch dat do jine´ho prostoru,
kde uzˇ linea´rneˇ oddeˇlitelna´ jsou.
Tyto transformace prob´ıhaj´ı cˇasto do prostoru s vysˇsˇ´ı dimenz´ı. To by zaprˇ´ıcˇinilo na´r˚ust
vy´pocˇetn´ıho cˇasu prˇi vyhodnocova´n´ı vektorovy´ch soucˇin˚u v rovnici 4.6 jak prˇi ucˇen´ı, tak
i klasifikaci. Vyuzˇ´ıva´ se proto faktu, zˇe vektory se zde vyskytuj´ı pra´veˇ pouze ve formeˇ
vektorove´ho soucˇinu. Existuj´ı transformacˇn´ı funkce, pro ktere´ plat´ı:
K(~xi, ~xj) = Φ(~xi) · Φ( ~xj) (4.9)
kde Φ(~x) je mapova´n´ı do jine´ho prostoru a K(~xi, ~xj) je funkce, nazy´vana´ ja´drova´ (ker-
nel function). Touto funkc´ı se nahrad´ı mapova´n´ı a vy´pocˇty vektorove´ho soucˇinu prob´ıhaj´ı
v p˚uvodn´ım prostoru dat s nizˇsˇ´ı dimenz´ı a jsou tedy rychlejˇs´ı. Nejcˇasteˇji se pouzˇ´ıvaj´ı tyto
ja´drove´ funkce.
• Polynomia´ln´ı K(~xi, ~xj) = (~xi · ~xj + 1)h
• Radial-basis K(~xi, ~xj) = e||~xi− ~xj ||2/2σ2
• Sigmoida´ln´ı K(~xi, ~xj) = tanh(κ~xi · ~xj − δ)
12
4.2.3 Dalˇs´ı rozsˇ´ıˇren´ı
SVM se da´ rovneˇzˇ pouzˇ´ıt pro klasifikaci do v´ıce trˇ´ıd. Pro m trˇ´ıd se natre´nuje celkem m
model˚u, pro kazˇdou trˇ´ıdu jeden. Kazˇdy´ model potom bude vracet pro trˇ´ıdu, kterou re-
prezentuje, kladne´ vy´sledky a pro ostatn´ı hodnoty za´porne´. SVM mu˚zˇe by´t navrzˇeno i pro
predikci. Na rozd´ıl od klasifikace se hleda´ vztah mezi vstupn´ımi n-ticemi a vy´stupn´ı spojitou
hodnotou.
4.3 Sˇka´lova´n´ı
Sˇka´lova´n´ı p˚uvodn´ıch hodnot do mensˇ´ıho intervalu je d˚ulezˇite´ ze dvou d˚uvod˚u. Bra´n´ı atri-
but˚um s velky´m rozpeˇt´ım dominovat nad teˇmi s mensˇ´ım rozpeˇt´ım. Druhy´m d˚uvodem je
sn´ızˇen´ı rizika vy´skytu proble´mu˚ prˇi vy´pocˇtu ja´drovy´ch funkc´ı, ktere´ mohou zp˚usobit velke´
vektorove´ soucˇiny teˇchto dat. Nejcˇasteˇji se doporucˇuje transformace do interval˚u [0, 1] nebo
[−1,+1] [5].
4.4 Rˇesˇen´ı proble´mu
Pouzˇit´ım vy´sˇe uvedeny´ch rozsˇ´ıˇren´ı Soft margin a ja´drovy´ch funkc´ı ma´ vy´sledny´ kvadraticky´
optimalizacˇn´ı proble´m tuto podobu:
minΨ(~α) = min
1
2
N∑
i=1
N∑
j=1
yiyjK(~xi ~xj)αiαj −
N∑
i=1
αi (4.10)
0 ≤ αi ≤ C,∀i (4.11)
N∑
i=1
yiαi = 0 (4.12)
Hlavn´ım u´kolem algoritmu˚ je tento proble´m vyrˇesˇit. O optima´ln´ı bod se jedna´ tehdy,
kdyzˇ plat´ı Karush-Kahn-Tuckerovy (KKT) podmı´nky (4.13).
αi = 0 ⇒ yif(xi) ≥ 1 a ξ = 0
0 < αi < C ⇒ yif(xi) = 1 a ξ = 0 (4.13)
αi = C ⇒ yif(xi) ≤ 1 a ξ ≥ 0
Pu˚vodn´ı metody, ktere´ rˇesˇily kvadraticky´ optimalizacˇn´ı proble´m spotrˇebovaly prˇ´ıliˇs
mnoho pameˇti, protozˇe prˇi vy´pocˇtu potrˇebuj´ı matici o velikosti druhe´ mocniny pocˇtu
tre´novac´ıch prˇ´ıklad˚u. To prˇi velky´ch datech cˇinilo proble´m.
Proto se zacˇaly hledat dalˇs´ı metody. Metoda, zvana´ ”chunking”, vyuzˇ´ıva´ faktu, zˇe z vy´sˇe
uvedene´ matice lze vyjmout prˇ´ıklady s nulovou hodnotou Lagrangovy´ch multiplika´tor˚u α.
Potom je proces rozdeˇleˇn na se´rii podproces˚u. V pr˚ubeˇhu kazˇde´ho je prˇida´no k prˇ´ıklad˚um
s nenulovy´mi multiplika´tory urcˇity´ pocˇet prˇ´ıklad˚u, ktere´ nevyhovuj´ı KKT. Po posledn´ım
kroku vyhovuj´ı vsˇechny prˇ´ıklady KKT a proble´m je vyrˇesˇen.
Osun˚uv teore´m dokazuje, zˇe pokud se rozdeˇl´ı cely´ proble´m na neˇkolik podproble´mu˚,
a beˇhem kazˇde´ho z nich je prˇida´n minima´lneˇ jeden prˇ´ıklad odporuj´ıc´ı KKT podmı´nka´m,
bude algoritmus konvergovat. Tomuto vyhovuje jak prˇedchoz´ı metoda, tak i ta navrzˇena´
Osunou. Ta navrhuje optimalizaci kvadraticke´ho proble´mu se sta´le stejny´m pocˇtem prˇ´ıkla-
d˚u, prˇicˇemzˇ se vzˇdy urcˇity´ pocˇet prˇida´ a stejny´ pocˇet i odebere.
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4.5 SMO algoritmus
SMO (Sequential Minimal Optimization) vymyslel a publikoval John C.Platt [9],[8]. Po-
meˇrneˇ rychle rˇesˇ´ı SVM proble´m. Vsˇechny prˇedchoz´ı algoritmy potrˇebuj´ı k celkove´mu rˇesˇen´ı
vy´pocˇet kvadraticke´ho optimalizacˇn´ıho proble´mu pomoc´ı numericky´ch metod, ktere´ prˇina´sˇ´ı
vzˇdy u´skal´ı. SMO toto nepotrˇebuje.
Stejneˇ jako prˇedchoz´ı metody rozdeˇluje rˇesˇen´ı na se´rii podproble´mu˚. Vzˇdy ale rˇesˇ´ı op-
timalizaci pouze dvou prˇ´ıklad˚u, a to analyticky. V kazˇde´m kroku se vyb´ıra´ nejlepsˇ´ı vhodna´
dvojice pro optimalizaci. Z toho plynou dveˇ hlavn´ı cˇa´sti algoritmu.
4.5.1 Analyticke´ rˇesˇen´ı dvojice Lagrangovy´ch multiplika´tor˚u α1α2
Omezen´ı kladena´ na optimalizaci zaprˇicˇinˇuj´ı, zˇe optima´ln´ı bod bude lezˇet ve cˇtverci na
diagona´le 4.3. Nejprve se rˇesˇ´ı α2 a jsou vyja´drˇeny hranice cˇtverce, kde prot´ına´ diagona´lu,
L(low) a H(high). Vy´pocˇty se liˇs´ı v za´vislosti na tom, jestli se vy´sledne´ trˇ´ıdy y rovnaj´ı nebo
liˇs´ı.
Obra´zek 4.3: Omezen´ı kladena´ na optimalizaci. Prvn´ı (4.11) znamena´ zˇe bod lezˇ´ı uvnitrˇ
cˇtverce a druhe´ (4.12), zˇe bude na diagona´le. Prˇevzato z [8]
.
L = max(0, α2 − α1) H = min(C,C + α2 − α1) y1 = y2 (4.14)
L = max(0, α2 + α1 − C) H = min(C,α2 + α1) y1 6= y2 (4.15)
Druhou derivaci u´cˇelove´ funkce pode´l diagona´ly lze vyja´drˇit jako
η = 2K( ~x1 − ~x2)−K( ~x1, ~x1)−K( ~x2, ~x2) (4.16)
η je ve veˇtsˇineˇ prˇ´ıpad˚u za´porna´ a pak je α2 spocˇ´ıta´no jako
αnove2 =
α2 + y2 + y2(E1 − E2)
η
(4.17)
kde E1 a E2 jsou chyby, ktery´ch se momenta´lneˇ naucˇeny´ model dopousˇt´ı na optimali-
zovany´ch prˇ´ıkladech. Pro zvy´sˇen´ı rychlosti se uchova´vaj´ı hodnoty v pomocne´m vektoru.
Pokud je nove´ α2 mimo cˇtverec, ve ktere´m se ma´ nacha´zet, je orˇeza´no na H pokud lezˇ´ı nad
horn´ı hranic´ı, prˇ´ıpadneˇ na L. Nove´ α1 je dopocˇ´ıta´no:
αnove1 = α1 + y1y2(α
nove
2 − αnove2,orezane) (4.18)
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Ve zvla´sˇtn´ıch prˇ´ıpadech se stane, zˇe η nen´ı negativn´ı. To nasta´va´, pokud v´ıce prˇ´ıklad˚u
ma´ stejny´ vektor ~x. SMO potom spocˇ´ıta´ hodnoty u´cˇelove´ funkce na konc´ıch u´secˇky a vybere
z nich nejvysˇsˇ´ı hodnotu. Pokud se tyto hodnoty rovnaj´ı, pak optimalizace nemu˚zˇe pokrocˇit.
Po optimalizaci dvojice prˇ´ıklad˚u se prova´d´ı aktualizace absolutn´ıho cˇlenu b a vektoru
chyb. Pro linea´rn´ı ja´dro se da´ urychlit pracne´ pocˇ´ıta´n´ı vy´stupu klasifika´toru, ktere´ se
pocˇ´ıta´ prˇi zjiˇst’ova´n´ı chyb. Vyuzˇije se mozˇnosti spocˇ´ıtat ze support vektor˚u va´hovy´ vek-
tor pouzˇ´ıvany´ v p˚uvodn´ım rˇesˇen´ı a pomoc´ı neˇho zjiˇst’ovat vy´stup klasifika´toru (4.4). Tento
va´hovy´ vektor se na konci kazˇde´ optimalizace aktualizuje.
4.5.2 Vy´beˇr prˇ´ıklad˚u
Algoritmus beˇzˇ´ı ve dvou cyklech - vneˇjˇs´ı a vnitrˇn´ı. Ve vneˇjˇs´ım se nejdrˇ´ıve vyb´ıraj´ı prˇ´ıklady,
ktere´ nesplnˇuj´ı KKT podmı´nky. Cyklus potom beˇzˇ´ı znova a vyb´ıra´ uzˇ pouze ty, jejichzˇ
Lagrangovy multiplika´tory jsou r˚uzne´ od 0 a C. Tyto cykly se strˇ´ıdaj´ı. Algoritmus je
ukoncˇen ve chv´ıli, kdy beˇhem cyklu proveˇrˇuj´ıc´ıho vsˇechny prˇ´ıklady ani jeden z nich ne-
odporuje KKT podmı´nka´m.
Ve vnitrˇn´ım cyklu se pomoc´ı heuristiky vyb´ıra´ k prvn´ımu prˇ´ıkladu ten nejlepsˇ´ı mozˇny´
k optimalizaci. SMO se zde snazˇ´ı maximalizovat velikost optimalizacˇn´ıho kroku. Bude hledat
k prvn´ımu prˇ´ıkladu 1 takovy´ prˇ´ıklad 2, pro ktery´ plat´ı, aby |E1 − E2| bylo co nejveˇtsˇ´ı.
Prˇi tomto hleda´n´ı vyuzˇ´ıva´ ulozˇeny´ vektor chyb. Pokud optimalizace pro tuto heuristiku
neprˇinese vy´sledek, hleda´ se druhy´ prˇ´ıklad mezi prˇ´ıklady s multiplika´tory r˚uzny´ch od 0 a C.
Procha´z´ı se jeden po druhe´m a zkousˇ´ı se, jestli optimalizace prˇinese vy´sledek. Pokud ani pro
jeden z teˇchto prˇ´ıklad˚u se algoritmus nepohne vprˇed, prob´ıha´ cyklus znova, ale tentokra´te
prˇes u´plneˇ vsˇechny prˇ´ıklady. V prˇ´ıpadeˇ, zˇe ani nyn´ı by se optimalizace nepovedla, pak je
potrˇeba v prˇedchoz´ım vneˇjˇs´ım cyklu vybrat jiny´ prvn´ı prˇ´ıklad.
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Kapitola 5
Koncepce syste´mu pro z´ıska´va´n´ı
znalost´ı na FIT
Syste´m, jehozˇ rozsˇ´ıˇren´ı jsem v ra´mci bakala´rˇske´ pra´ce rˇesˇil, je vyv´ıjen studenty na Fakulteˇ
informacˇn´ıch technologi´ı Vysoke´ho ucˇen´ı technicke´ho v Brneˇ. Ma´ modula´rn´ı architekturu,
umozˇnˇuj´ıc´ı jeho snadnou rozsˇiˇritelnost.
Pro implementaci byl zvolen programovac´ı jazyk Java pro svou jednoduchost, platformo-
vou neza´vislost a snadnost programova´n´ı. Pro prˇ´ıstup k databa´zi vyuzˇ´ıva´ knihovnu JDBC
(Java Database Connectivity). Ta umozˇnˇuje prˇ´ıstup do jake´koliv databa´ze, pokud tato
databa´ze poskytuje JDBC ovladacˇ. V soucˇasnosti je v syste´mu pro ukla´da´n´ı dat pouzˇita
relacˇn´ı, volneˇ dostupna´ databa´ze MySQL.
Z toho plynou pozˇadavky pro uzˇivatele. Pokud tento dolovac´ı syste´m chce pouzˇ´ıt,
potrˇebuje Java runtime environment pro beˇh javovske´ aplikace. MySQL server, ke ktere´mu
program prˇistupuje, mus´ı mı´t nainstalovany´ JDBC ovladacˇ.
5.1 Struktura
Steˇzˇejn´ı cˇa´st syste´mu prˇedstavuje ja´dro, ktere´ zajiˇst’uje prˇezpracova´n´ı dat a graficke´ uzˇiva-
telske´ rozhran´ı pro zada´n´ı dolovac´ı u´lohy a vizualizac´ı vy´sledk˚u. Podle typu dolovac´ı u´lohy
potom prˇeda´va´ rˇ´ızen´ı jednomu z modul˚u, ktery´ provede dolova´n´ı a vrac´ı ja´dru vy´sledek,
ktery´ zobraz´ı uzˇivateli pomoc´ı vhodne´ vizualizace. Ja´dro komunikuje s ostatn´ımi moduly
pomoc´ı jazyka DMSL, ktery´ slouzˇ´ı pro popis cele´ dolovac´ı u´lohy, v´ıce v 5.2. Protozˇe MySQL
databa´ze nepodporuje prˇ´ımo dolova´n´ı v databa´zi, jsou prˇedzpracovana´ data ulozˇena do
pomocne´ tabulky, nad kterou prob´ıha´ dolova´n´ı. Struktura je zna´zorneˇna na obra´zku 5.1.
5.1.1 Existuj´ıc´ı moduly
V soucˇasne´ dobeˇ obsahuje syste´m tyto dolovac´ı moduly.
• Asociacˇn´ı analy´za - rˇesˇena´ pomoc´ı algoritmu Apriori
• Popis pojmu˚ - realizace u´loh charakterizace a diskriminace
• Klasifikace - rozhodovac´ı stromy pomoc´ı za´kladn´ıho algoritmu ID3.
• Shlukova´ analy´za - implementace algoritmu˚ K-Means a BIRCH.
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Obra´zek 5.1: Soucˇasna´ struktura syste´mu pro z´ıska´va´n´ı znalost´ı na FIT
Vı´ce informac´ı o modulech popisu pojmu˚ a klasifikace lze naj´ıt v diplomove´ pra´ci slecˇny
Sˇevcˇ´ıkove´ [11], o shlukove´ analy´ze pak v diplomove´ pra´ci pana Forga´cˇe [2].
5.2 DMSL
DMSL je jazyk odvozeny´ z XML. Buduje se na FIT a jeho autorem je Petr Kota´sek,
ktery´ ho vytvorˇil v ra´mci disertacˇn´ı pra´ce [6]. Jazyk byl navrzˇen k popisu cele´ho procesu
z´ıska´va´n´ı znalost´ı z databa´z´ı, tedy od prˇedzpracova´n´ı dat prˇes tvorbu modelu azˇ po prezen-
taci vy´sledk˚u. Velky´ d˚uraz je prˇitom kladen na prˇedzpracova´n´ı dat a jejich transformaci.
5.2.1 Struktura
DMSL se skla´da´ z peˇti za´kladn´ıch cˇa´st´ı, ktere´ kop´ıruj´ı pr˚ubeˇh z´ıska´va´n´ı znalost´ı.
1. Data model (datovy´ model) - popis zdrojovy´ch dat
2. Data mining model (dolovac´ı model) - popis dat pouzˇity´ch k dolova´n´ı. Jsou zde
popsa´ny i transformace vstupn´ıch dat.
3. Domain knowledge (dome´nova´ znalost) - popis znalosti, kterou mohou vyuzˇ´ıvat
dolovac´ı moduly.
4. Data mining task (dolovac´ı u´loha) - popis dolovac´ı u´lohy.
5. Knowledge (znalost) - popis vy´sledne´ znalosti.
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Kazˇda´ z cˇa´st´ı je reprezentova´na vlastn´ım XML elementem. Spolecˇneˇ s elementem Func-
tionPool pro ulozˇen´ı funkc´ı pouzˇity´ch na data a volitelny´m elementem Header jsou ulozˇeny
v hlavn´ım elementu dokumentu DMSL. Jazyk DMSL je popsa´n pomoc´ı DTD. Hlavn´ı element
ma´ v DTD tuto podobu:
<!ELEMENT DMSL (Header?, (FunctionPool | DataModel | DataMiningModel |
DomainKnowledge | DataMiningTask | Knowledge)+) >
Z te´to definice plyne, zˇe hlavn´ı element smı´ obsahovat maxima´lneˇ jeden element Header
a alesponˇ jeden z element˚u FunctionPool, DataModel, DataMiningModel, DomainKnow-
ledge, DataMiningTask a Knowledge.
Pokud vytva´rˇ´ım novy´ prˇ´ıdavny´ modul, zaj´ımaj´ı meˇ elementy DataMiningTask pro popis
u´lohy a element Knowledge pro prezentaci vy´sledny´ch znalost´ı. V nich se nacha´zej´ı podle
typu dolovac´ıho modelu prˇ´ıslusˇne´ elementy definuj´ıc´ı tento typ. Tyto elementy v DMSL
nejsou popsa´ny, a proto je bude nutne´ pro potrˇeby SVM klasifika´toru dodefinovat. Struktura
zmı´neˇny´ch dvou element˚u vypada´ na´sledovneˇ.
5.2.2 Element DataMiningTask
<!ELEMENT DataMiningTask ANY >
<!ATTLIST DataMiningTask
name CDATA #REQUIRED
type CDATA #IMPLIED
dataMiningModelRef CDATA #IMPLIED >
Vy´znam atribut˚u:
• name - na´zev dolovac´ı u´lohy
• type - typ dolovac´ı u´lohy, u klasifikace se uva´d´ı clasification
• dataMiningModelRef - identifikace dolovac´ıho modelu, ktery´ pouzˇ´ıva´ dolovac´ı
u´loha
Klasifikacˇn´ı modul uzˇ obsahuje model rozhodovac´ıch stromu˚. Protozˇe to byl jediny´ mo-
dul, nebylo potrˇeba rozliˇsit, o ktery´ se jedna´. Kromeˇ toho meˇl p˚uvodn´ı modul jednu za´sadn´ı
vadu. Nedalo se v neˇm explicitneˇ urcˇit, ktery´ atribut z dolovac´ıch dat v datove´ matici bude
klasifikacˇn´ı.
5.2.3 Element Knowledge
<!ELEMENT Knowledge
name CDATA #REQUIRED
type CDATA #IMPLIED
dataMiningTaskRef CDATA #IMPLIED >
Vy´znam atribut˚u:
• name - na´zev znalosti
• type - typ znalosti, u klasifikace se uva´d´ı clasification
• dataMiningTaskRef - identifikace dolovac´ı u´lohy, ktera´ zadala dolovac´ı u´lohu.
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Kapitola 6
Rozsˇ´ıˇren´ı syste´mu o SVM modul
V te´to kapitole uvedu, jak jsem postupoval prˇi na´vrhu rozsˇ´ıˇren´ı o SVM modul a jak
prob´ıhala jeho implementace.
6.1 Na´vrh koncepce modulu
Prˇi na´vrhu koncepce bylo c´ılem vytvorˇit novy´ modul a zacˇlenit jej do sta´vaj´ıc´ıho syste´mu.
Protozˇe padla volba na klasifika´tor, a klasifikacˇn´ı modul uzˇ byl vytvorˇen slecˇnou Sˇevcˇ´ıkovou,
bylo zapotrˇeb´ı jej integrovat pra´veˇ do neˇj. Uzˇivatel by dostal v graficke´m rozhran´ı po
zvolen´ı dolovac´ı u´lohy klasifikace mozˇnost vy´beˇru bud’ sta´vaj´ıc´ıho ID3 algoritmu buduj´ıc´ı
rozhodovac´ı strom nebo SVM klasifika´toru se zada´n´ım vstupn´ıch parametr˚u.
Jednou z prvn´ıch veˇc´ı bylo dodefinova´n´ı jazyka DMSL o potrˇeby nove´ho klasifika´toru.
Toto je popsa´no v na´sleduj´ıc´ı sekci 6.2.
Jedn´ım z c´ıl˚u, ktere´ jsme si s vedouc´ım vytycˇili, bylo zahrnout v nove´m modulu cely´
proces klasifikace, tedy tre´nova´n´ı, testova´n´ı a klasifikaci nezna´my´ch dat. Bohuzˇel klasifi-
kace nezna´my´ch dat by znamenala za´sah do ja´dra syste´mu. Pro tuto fa´zi je totizˇ vhodne´
mı´t druhou datovou matici, ktera´ reprezentuje informace o datech, nad ktery´mi prob´ıha´
dolovana´n´ı, a mozˇnost vybrat v´ıce nezˇ jednu v uzˇivatelske´m rozhran´ı syste´mu nen´ı. U´kolem
tedy bylo pouze naucˇit a otestovat konkre´tn´ı naucˇeny´ model. Pra´veˇ z d˚uvodu konkre´tn´ıho
modelu byla pro otestova´n´ı zvolena metoda Holdout 3.2.2, ktera´ oveˇrˇuje pouze jeden model.
Prˇi na´vrhu jsem rovneˇzˇ zvazˇoval mozˇnost pouzˇ´ıt neˇktere´ existuj´ıc´ı ko´dy slecˇny Sˇevcˇ´ıkove´,
aby nebyly dveˇ stejne´ veˇci rˇesˇeny zbytecˇneˇ dvakra´t. Takovou veˇc´ı se uka´zal by´t prˇ´ıstup
k databa´zi. Naopak struktura pro tabulku dat se neuka´zala by´t vhodna´, protozˇe SVM
pracuje prima´rneˇ s daty s plovouc´ı rˇa´dovou cˇa´rkou a bylo by potrˇeba prˇi kazˇde´m prˇ´ıstupu
pracneˇ prˇetypova´vat z obecny´ch objekt˚u, se ktery´mi pracuje.
6.2 Zmeˇny v DMSL
Na za´kladeˇ p˚uvodn´ıho rˇesˇen´ı klasifikacˇn´ıho modulu a na´vrhu koncepce prˇ´ıdavne´ho SVM
jsem provedl dodefinova´n´ı jazyka DMSL o potrˇeby SVM klasifika´toru v elementech Data-
MiningTask a Knowledge. Uka´zku dokumentu popisuj´ıc´ıho upravenou verzi pro tento model
lze naj´ıt v prˇ´ıloze A. Popis dat pouzˇity´ch v uvedene´m DMSL dokumentu je vysveˇtlen v ka-
pitole veˇnuj´ıc´ı se testova´n´ı 7. Na´sleduje popis provedeny´ch u´prav ve zmı´neˇny´ch elementech.
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6.2.1 Element DataMiningTask
V te´to cˇa´sti bylo potrˇeba naj´ıt zp˚usob, jak se vyporˇa´dat s proble´my, ktere´ byly popsa´ny
v sekci 5.2.2. Moje rˇesˇen´ı spocˇ´ıva´ v tom, zˇe se v elementu DataMiningTask vytvorˇ´ı novy´
element MineClassification. Na´zev jsem zvolil podobny´, jaky´ je pouzˇity´ v modulech
asociacˇn´ı a shlukove´ analy´zy. V neˇm se nacha´z´ı informace o jme´neˇ vybrane´ho modelu, iden-
tifikace pouzˇite´ dolovac´ı matice a identifikace klasifikacˇn´ıho atributu z te´to datove´ matice.
Cˇili vsˇechny spolecˇne´ parametry pro klasifikaci se nacha´zej´ı na jednom mı´steˇ.
<!ELEMENT MineClassification >
<!ATTLIST MineClassification
dataMiningMatrixRef CDATA #REQUIRED
modelName CDATA #REQUIRED
classifAttribute CDATA #REQUIRED >
Vy´znam atribut˚u:
• dataMiningMatrixRef - identifikace dolovac´ı matice
• modelName - jme´no modelu (SVM nebo decisionTrees)
• classifAttribute - jme´no klasifikacˇn´ıho atributu z dataMinngMatrixRef
Pro zada´n´ı dolovac´ı u´lohy samotne´ho SVM slouzˇ´ı element SVMTask. Jediny´m jeho
elementem je jedna z jeho ja´drovy´ch funkc´ı s prˇ´ıslusˇny´mi atributy, obdobneˇ jako v [10].
Soucˇa´st´ı modulu je i jeho otestova´n´ı pomoc´ı metody Holdout, proto je prˇida´n atribut
o pomeˇru testovac´ıch a tre´novac´ıch dat.
<!ENTITY % KernelFunctions ’(LinearKernel|PolynomialKernel|
RadialBasisKernel|SigmoidKernel)’ >
<!ELEMENT SVMTask (KernelFunctions) >
<!ATTLIST SVMTask
trainTestRatio %REAL-NUMBER #REQUIRED >
Na´sleduje seznam jednotlivy´ch element˚u ja´drovy´ch funkc´ı.
<!ELEMENT LinearKernel EMPTY>
<!ELEMENT PolynomialKernel EMPTY>
<!ATTLIST PolynomialKernel
gamma %REAL-NUMBER; #REQUIRED
coef0 %REAL-NUMBER; #REQUIRED
degree %REAL-NUMBER; #REQUIRED >
<!ELEMENT RadialBasisKernel EMPTY>
<!ATTLIST RadialBasisKernel
gamma %REAL-NUMBER; #REQUIRED >
<!ELEMENT SigmoidKernel EMPTY>
<!ATTLIST SigmoidKernel
gamma %REAL-NUMBER; #REQUIRED
coef0 %REAL-NUMBER; #REQUIRED >
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Vy´znam atribut˚u:
• gamma - v kazˇde´m ja´drˇe ma´ jiny´ vy´znam
• coef0 - nulovy´ koeficient
• degree - stupenˇ polynomu v polynomia´ln´ım ja´drˇe
6.2.2 Element Knowledge
Vy´sledek dolova´n´ı SVM modulu bude ulozˇen v elementu SVMResult. Ten v sobeˇ obsahuje
elementy SupportVectors a SVMCoefficients.
<!ELEMENT SVMResult (SupportVectors), (SVMCoefficients)>
Element SupportVectors obsahuje vy´sledne´ vektory reprezentova´ny samostatny´m ele-
mentem SupportVector.
<!ELEMENT SupportVectors (SupportVector*)>
<!ATTLIST SupportVectors
dimensionCount %INT-NUMBER #REQUIRED
vectCount %INT-NUMBER #IMPLIED >
Vy´znam atribut˚u:
• dimensionCount - pocˇet dimenz´ı vektoru
• vectCount - pocˇet support vektor˚u
<!ELEMENT SupportVector EMPTY>
<!ATTLIST SupportVector
values CDATA #REQUIRED
class %INT-NUMBER #REQUIRED >
Vy´znam atribut˚u:
• values - hodnoty vektoru oddeˇlene´ cˇa´rkou
• class - zarˇazuj´ıc´ı trˇ´ıda
<!ELEMENT SVMCoefficients EMPTY>
<!ATTLIST SVMCoefficients
coefs CDATA #REQUIRED
absValue %REAL-NUMBER #REQUIRED
coefCount %INT-NUMBER #IMPLIED >
Vy´znam atribut˚u:
• coefs - hodnoty koeficient˚u oddeˇleny cˇa´rkou
• absValue - hodnota absolutn´ıho cˇlenu
• coefCount - pocˇet koeficient˚u (stejny´ jako pocˇet support vektor˚u)
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Pro testova´n´ı jsem prˇidal do Knowledge informace z matice za´meˇn 3.1.
<!ELEMENT ClassTesting >
<!ATTLIST
TP %INT-NUMBER #REQUIRED
TN %INT-NUMBER #REQUIRED
FN %INT-NUMBER #REQUIRED
FP %INT-NUMBER #REQUIRED >
Vy´znam atribut˚u:
• TP (true positive), FN (false negative), TN, FP - informace z matice za´meˇn
6.3 Implementace
Prˇi implementaci jsem se snazˇil naplnit vsˇechny u´koly stanovene´ prˇi na´vrhu vcˇetneˇ vyuzˇit´ı
neˇktery´ch ko´d˚u existuj´ıc´ıho modulu. Rˇesˇen´ı prˇiblizˇneˇ kop´ırovalo na´sleduj´ıc´ı postup.
1. graficke´ uzˇivatelske´ rozhran´ı (GUI) - upravil jsem trˇ´ıdu ClassificationGui
z bal´ıku preprocessing/tasks . Pomoc´ı graficke´ knihovny swing jsem vytvorˇil obra-
zovku pro zada´n´ı vstupn´ıch parametr˚u dolovac´ı u´lohy a obrazovku vizualizace vy´sled-
k˚u SVM. Take´ bylo potrˇeba upravit metody pro nacˇ´ıta´n´ı dat z DMSL dokument˚u a u-
kla´da´n´ı do nich: LoadDefinitionFromDMSL, SaveDefinitionToDMSL, LoadResult-
FromDMSL a SaveResultToDMSL. Uka´zky obou uzˇivatelsky´ch obrazovek jsou pro ilu-
straci uvedeny a vysveˇtleny v sekci 6.4.
2. xmlclasses - jedna´ se o knihovnu ulehcˇuj´ıc´ı pra´ci s DMSL dokumenty. Rozsˇ´ıˇril jsem ji
o trˇ´ıdy pro pra´ci s elementy SVM popsane´ v 5.2: XQMineClassification, XQSVMTask,
XQSVMKernel, XQSupportVectors, XQSupportVector, XQClassifTesting. Take´ jsem
musel upravit trˇ´ıdy XQKnowledge a XQDataMiningTask. Proto jsem noveˇ upravenou
verzi oznacˇil cˇ´ıslem 4.
3. nacˇ´ıta´n´ı dat - vyuzˇil jsem existuj´ıc´ı ko´dy pro tvorbu SQL dotaz˚u a prˇipojen´ı k da-
taba´z´ı. Ve trˇ´ıdeˇ DBManager, ktera´ ukla´da´ data do datove´ho objektu v programu,
jsem vytvorˇil novou metodu pro nacˇ´ıta´n´ı do mnou definovane´ trˇ´ıdy SVMDataSet, kde
pouzˇ´ıva´m pro ulozˇen´ı dat primitivn´ı datovy´ typ double. Trˇ´ıda take´ poskytuje do
budoucna mozˇnost uchova´n´ı dat pomoc´ı rˇ´ıdky´ch vektor˚u (sparse vectors).
4. trˇ´ıda Svm - je steˇzˇejn´ı cˇa´st´ı prˇ´ıdavne´ho modulu. Obsahuje metody pro natre´nova´n´ı
bina´rn´ıho klasifika´toru pomoc´ı algoritmu SMO, popsane´ho v 4.5. Vycha´zel jsem prˇe-
devsˇ´ım z pseudoko´du uvedene´ho v [8] a take´ z [13]. Rovneˇzˇ je zde rˇesˇeno i testova´n´ı
metodou Holdout a ukla´da´n´ı modelu a vy´sledk˚u testova´n´ı do elementu Knowledge
v DMSL dokumentu.
Pro vy´pocˇty hodnot ja´drovy´ch funkc´ı byla vytvorˇena samostana´ trˇ´ıda SVMKernel.
Prˇi vytva´rˇen´ı instance trˇ´ıdy je urcˇen typ ja´dra, na jehozˇ za´kladeˇ se pak rozhodne,
kterou konkre´tn´ı funkci ma´ spocˇ´ıtat. Protozˇe se ve funkc´ıch pocˇ´ıtaj´ı vektorove´ soucˇiny
prˇ´ıklad˚u ze vstupn´ıch dat, mus´ı mı´t objekt te´to trˇ´ıdy prˇ´ıstup k dolovany´m dat˚um.
Proto obsahuje jako atribut referenci na prˇ´ıslusˇny´ SVMDataSet.
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5. trˇ´ıda Classification - vola´ se prˇi prova´deˇn´ı klasifikacˇn´ı dolovac´ı u´lohy. Zde se roz-
hoduje, zda se budou volat metody pro tvorbu rozhodovac´ıho stromu nebo se vytvorˇ´ı
nova´ instance trˇ´ıdy Svm. V druhe´m prˇ´ıpadeˇ jsou vola´ny metody pro natre´nova´n´ı, otes-
tova´n´ı a ulozˇen´ı vy´sledk˚u do DMSL dokumentu, ktery´ se potom prˇeda´ jako vy´sledek
ja´dru.
6. trˇ´ıda ClassifTestMeasures - jedna´ se o jednoduchou pomocnou trˇ´ıdu, ktera´ slouzˇ´ı
k vy´pocˇt˚um testovac´ıch metrik pomoc´ı informac´ı o pocˇtech spra´vneˇ a sˇpatneˇ zarˇaze-
ny´ch prˇ´ıklad˚u z matice za´meˇn.
7. trˇ´ıda Utils - je to dalˇs´ı pomocna´ trˇ´ıda, tentokra´te pro matematicke´ vy´pocˇty.
6.4 Graficke´ rozhran´ı
V te´to cˇa´sti pop´ıˇsu vytvorˇene´ obrazovky graficke´ho uzˇivatelske´ho rozhran´ı.
Na obra´zku 6.1 je zachycena obrazovka zada´va´n´ı dolovac´ı u´lohy (Mining Task). Pro
zvolen´ı SVM klasifika´toru je potrˇeba nejdrˇ´ıve vybrat v horn´ı cˇa´sti ve vy´beˇru typu dolovac´ı
u´lohy (Task type) classification. Na´sledneˇ se zvol´ı jme´no modelu (Model name) SVM. Vedle
neˇj je nab´ıdka klasifikacˇn´ıch atribut˚u. Zby´va´ vybrat pomeˇr tre´novac´ıch a testovac´ıch dat
v rozmez´ı [0,1] a zvolit ja´drovou funkci. Podle typu ja´dra je uzˇivateli nab´ıdnut seznam
vstupn´ıch parametr˚u. Zma´cˇknut´ım tlacˇ´ıtka Mine Results se spust´ı dolovac´ı u´loha. Po jej´ım
skoncˇen´ı je aktivova´na karta vy´sledk˚u (Results).
Obra´zek 6.1: Obrazovka se zada´n´ım dolovac´ı u´lohy SVM
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Obrazovka vy´sledk˚u SVM klasifika´toru (obra´zek 6.2) je rozdeˇlena do dvou nad sebou
umı´steˇny´ch cˇa´st´ı. Horn´ı cˇa´st popisuje natre´novany´ model. Nejprve je uvedena hodnota ab-
solutn´ıho cˇlenu (Absolute coef.) a pod n´ı se nacha´z´ı tabulka se support vektory. V jej´ım
za´hlav´ı jsou na´zvy prˇ´ıslusˇny´ch atribut˚u teˇchto vektor˚u. Na konci je uvedena prˇ´ıslusˇnost
rˇa´dku ke trˇ´ıdeˇ a za n´ı pak hodnota Lagrangova multiplika´toru α (alphaCoef). Ve spodn´ı
cˇa´sti nalezneme informace o vy´sledku druhe´ fa´ze klasifikace, tedy testova´n´ı. Vy´sledky jsou
vyja´drˇeny v tabulce pomoc´ı metrik prˇedstaveny´ch v sekci 3.2.2: celkova´ spra´vnost (Accu-
racy), chyba (Error), specificita (Specificity), sensitivita (Sensitivity) a prˇesnost (Precision).
Obra´zek 6.2: Obrazovka s vy´sledky dolovac´ı u´lohy SVM a testova´n´ı.
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Kapitola 7
Testova´n´ı a zhodnocen´ı vy´sledk˚u
Pro oveˇrˇen´ı implementovane´ho modulu bylo d˚ulezˇite´ jej otestovat na vhodne´m vzorku dat.
Pro za´kladn´ı otestova´n´ı, zda modul funguje jsem zvolil jednoducha´ 2D data v intervalu
[0; 1], ktera´ byla linea´rneˇ oddeˇlitelna´. Prˇi zvolene´m pomeˇru testovac´ıch a tre´novac´ıch dat
0,7 vsˇechna ja´dra spra´vneˇ zarˇadila testovac´ı data s celkovou spra´vnost´ı 1. Prˇ´ıloha A 8,
jenzˇ obsahuje uka´zkovy´ DMSL dokument, ukazuje pra´veˇ rˇesˇen´ı tohoto proble´mu pomoc´ı
sigmoida´ln´ı ja´drove´ funkce. Vstupn´ımi dolovac´ımi atributy jsou sloupce m prvni a m druhy,
klasifikacˇn´ı atribut je oznacˇen jako m klasif. Pokud bych chteˇl uve´st prˇ´ıklad na neˇktere´m
z na´sleduj´ıc´ıch rˇesˇen´ı, vydalo by to z d˚uvodu velke´ho mnozˇstv´ı support vektor˚u na mnoho
stran.
Pro otestova´n´ı na rea´lny´ch a slozˇiteˇjˇs´ıch datech jsem zvolil data pojiˇst’ovac´ı spolecˇnosti
- Databa´ze TIC. Tato data jsou pouzˇ´ıva´na prˇi rˇesˇen´ı projekt˚u do prˇedmeˇtu ZZN na FIT
VUT. Tam studenti vyuzˇ´ıvaj´ı k rˇesˇen´ı program SAS Enterprise Miner. Poprosil jsem tedy
vedouc´ıho o mozˇnost porovnat sve´ vy´sledky s vy´sledky neˇktere´ho z projektu, ktery´ pouzˇ´ıval
stejna´ data. Dostal se mi do rukou projekt Toma´sˇe Krejcˇ´ıˇre a Luka´sˇe Madrona [7].
Data zna´zornˇuj´ı nashroma´zˇdeˇne´ u´daje pojiˇst’ovac´ı firmy. Celkem 86 atribut˚u popisuje
informace o za´kazn´ıc´ıch. Polovina z nich obsahuje sociodemograficke´ u´daje (veˇk za´kazn´ıka,
vy´sˇe jeho platove´ho prˇ´ıjmu, prˇ´ıslusˇnost k na´bozˇenstv´ı, ...) a druha´ polovina informace
o vyuzˇ´ıva´n´ı pojiˇst’ovac´ıch sluzˇeb (pocˇet a vy´sˇe plateb za urcˇity´ typ pojiˇsteˇn´ı).
V projektu bylo rˇesˇeno v´ıce druh˚u dolovac´ıch u´loh (klasifikace, predikce, asociacˇn´ı
analy´za). Mu˚j program prova´d´ı klasifikaci, a je schopen rozliˇsovat pouze dveˇ trˇ´ıdy. Proto
jsem hledal v projektu ZZN pouze takove´to testy. Jednalo se o tyto dva:
1. zkouma´n´ı, zda za´kazn´ık vyuzˇije mozˇnosti pojistit karavan (atribut 86). V datech se
uva´d´ı na´zev atributu jako pocˇet pojistek karavan˚u. Ten je ale ve vsˇech prˇ´ıpadech bud’
0 nebo 1 a mohl by´t tedy bez dalˇs´ıch u´prav pouzˇit.
2. zjiˇsteˇn´ı, jestli ma´ za´kazn´ık koupenou pojistku proti pozˇa´ru. Protozˇe v datech jsou
uvedeni i lide´ maj´ıc´ı v´ıce nezˇ jednu pojistku, byl vytvorˇen novy´ bina´rn´ı atribut, ktery´
pouze uda´va´, jestli cˇloveˇk pojistku ma´ nebo ne.
U obou test˚u budu srovna´vat vy´sledky celkove´ spra´vnosti test˚u z projektu, kde byly
rˇesˇeny pomoc´ı rozhodovac´ıch stromu˚, regrese a neuronove´ s´ıteˇ. Da´le budu srovna´vat vy´-
sledky vsˇech cˇtyrˇ jader. Z d˚uvodu dlouhe´ho trva´n´ı fa´ze prˇedzpracova´n´ı dat na vsˇech zhruba
5000 p˚uvodn´ıch datovy´ch za´znamech jsem pouzˇil pouze prvn´ıch 1000. K natre´nova´n´ı SVM
modelu bylo vybra´no 70 procent dat, k testova´n´ı se pouzˇilo zbyly´ch 30 procent. U ja´drovy´ch
funkc´ı jsem nastavil nulte´ keoficienty na 0, parametr gamma na 1 a stupenˇ polynomia´ln´ı
funkce na 3.
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Vy´sledky prvn´ıho z test˚u dopadly u trˇ´ı jader stejneˇ jako pro rozhodovac´ı stromy. Po-
meˇrneˇ dobre´ vy´sledky jsou da´ny t´ım, zˇe trˇi ja´dra (linea´rn´ı, radia´ln´ı a sigmoida´ln´ı) klasifiko-
vala vsˇechny testovane´ prˇ´ıklady do za´porne´ trˇ´ıdy -1, protozˇe zastoupen´ı kladny´ch za´znamu˚
znacˇ´ıc´ıch zakoupenou pojistku karavanu bylo velmi rˇ´ıdke´.
Polynomia´ln´ı ja´dro nebylo p˚uvodneˇ schopno u´lohu v rozumne´m cˇase v˚ubec dokoncˇit.
Proto jsem zaexperimentoval s nastaven´ım parametr˚u a prˇi hodnoteˇ gamma = 0.4 dosa´hlo
podobny´ch vy´sledk˚u jako ostatn´ı ja´dra. Jeden negativn´ı prˇ´ıklad ovsˇem sˇpatneˇ zarˇadil do
pozitivn´ı a to mu vyneslo horsˇ´ı spra´vnost, srovnatelnou s neuronovou s´ıt´ı.
Metoda Spra´vnost
Regrese 0.930
Rozhodovac´ı stromy 0.940
Neuronova´ s´ıt’ 0.937
SVM - line´rn´ı 0.940
SVM - polynomia´ln´ı 0.936
SVM - radialBasis 0.940
SVM - sigmoida´ln´ı 0.940
Tabulka 7.1: Vy´sledky prvn´ıho testu - pojistka karavanu
Druhy´ test dopadl z informacˇn´ıho hlediska o pozna´n´ı le´pe. Spra´vnost vsˇech jader se
pohybuje okolo 80 procent, cˇili podobna´ jako u metod pouzˇity´ch v projektu. Sigmoida´ln´ı
ja´dro neprve propadlo a dosa´hlo prˇesnosti necely´ch 60 procent. Proto jsem opeˇt zkusil meˇnit
parametry a prˇi snizˇuj´ıc´ı se hodnoteˇ gamma dosahovalo sta´le lepsˇ´ıch vy´sledk˚u. Prˇi hodnoteˇ
0.1 dosa´hlo podobny´ch hodnot jako ja´dra ostatn´ı.
U polynomia´ln´ıho ja´dra jsem opeˇt nastavil parametr gamma na 0.4 ze stejne´ho d˚uvodu
jako v prˇedchoz´ı u´loze.
Z vy´sledk˚u lze vypozorovat, zˇe podobneˇ jako u neuronovy´ch s´ıt´ı za´lezˇ´ı u SVM klasi-
fika´toru na nastaven´ı vstupn´ıch parametr˚u. Neˇkdy ma´ sˇpatna´ volba za na´sledek i to, zˇe
algoritmus nen´ı schopen v rozumne´m cˇase v˚ubec skoncˇit.
Metoda Spra´vnost
Regrese 0.790
Rozhodovac´ı stromy 0.800
Neuronova´ s´ıt’ 0.802
SVM - line´rn´ı 0.800
SVM - polynomia´ln´ı 0.770
SVM - radialBasis 0.780
SVM - sigmoida´ln´ı 0.796
Tabulka 7.2: Vy´sledky druhe´ho testu - pojistka proti pozˇa´ru
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Kapitola 8
Za´veˇr
C´ılem bakala´rˇske´ pra´ce bylo navrhnout, implementovat a otestovat rozsˇiˇruj´ıc´ı modul do
syste´mu z´ıska´va´n´ı znalost´ı na FIT. Po dohodeˇ s vedouc´ım bylo zvoleno rozsˇ´ıˇren´ı klasi-
fikacˇn´ıho modulu o SVM klasifika´tor. Nejprve jsem se musel sezna´mit se za´klady z´ıska´va´n´ı
znalost´ı z databa´z´ı s blizˇsˇ´ım zameˇrˇen´ım na klasifikaci a SVM klasifika´tor. Pote´ jsem z algo-
ritmu˚ rˇesˇ´ıc´ıch SVM proble´m zvolil algoritmus SMO, protozˇe nepotrˇebuje rˇesˇit kvadraticky´
optimalizacˇn´ı proble´m numericky, ale analyticky.
Pak bylo potrˇeba navrhnout zmeˇnu DMSL jazyka a graficke´ho uzˇivatelske´ho rozhran´ı
o potrˇeby SVM klasifika´toru. Navrzˇene´ zmeˇny byly spolecˇneˇ s algoritmem SMO imple-
mentova´ny a cely´ modul jsem zacˇlenil do syste´mu. Po implementaci modulu jsem oveˇrˇil
funkcˇnost nejdrˇ´ıve na jednoduchy´ch 2D datech a pote´ na slozˇiteˇjˇs´ıch a rozsa´hlejˇs´ıch da-
tech pojiˇst’ovac´ı spolecˇnosti. Na teˇchto datech se moje vy´sledky podobaly teˇm, jake´ z´ıskali
T. Krejcˇ´ıˇr s L. Madronem prˇi rˇesˇen´ı projektu do prˇedmeˇtu ZZN pomoc´ı jiny´ch klasifikacˇn´ıch
model˚u (neuronove´ s´ıteˇ, rozhodovac´ı stromy a regrese) [7].
Soucˇasne´ rˇesˇen´ı SVM klasifika´toru nemus´ı by´t konecˇne´. Nab´ız´ı se neˇkolik mozˇnost´ı jeho
rozsˇ´ıˇren´ı, naprˇ´ıklad klasifikace do v´ıce trˇ´ıd nebo rozsˇ´ıˇren´ı na predikci. U obou mozˇnost´ı se
da´ pouzˇ´ıt jako za´klad algoritmus SMO. Po prˇebudova´n´ı ja´dra by bylo mozˇno jednodusˇe
implementovat klasifikaci nezna´my´ch dat. Cely´ klasifikacˇn´ı modul pak mu˚zˇe by´t rozsˇ´ıˇren
o neˇkolik dalˇs´ıch model˚u (Bayesova klasikiace, neuronove´ s´ıteˇ, jiny´ algoritmus pro rˇesˇen´ı
rozhodovac´ıch stromu˚). Pokracˇovat lze i rˇesˇen´ım jiny´ch cˇa´st´ı cele´ho syste´mu. Jednalo by se
o u´pravy ja´dra, naprˇ´ıklad pro prˇ´ıstup k jine´ databa´zi nezˇ MySQL, cˇi prˇida´n´ı nebo u´pravy
dalˇs´ıch modul˚u.
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Seznam pouzˇity´ch zkratek
• DB - Database (databa´ze)
• DMSL - Data mining specification language
• DTD - Definition type document
• FN - False negative
• FP - False positive
• GUI - Graphical user interface (graficke´ uzˇivatelske´ rozhran´ı)
• ICDM - International Conference on Data Mining
• JDBC - Java Database Connectivity
• KKT - Karush-Kahn-Tucker
• MMH - Maximal marginal hyperplane (nejveˇtsˇ´ı rozdeˇluj´ıc´ı nadrovina)
• QP - Quadratic problem (kvadraticky´ proble´m)
• TN - True negative
• TP - True positive
• SMO - Sequential minimal optimization
• SVM - Support vector machines
• XML - Extensible Markup Language
• ZZD - z´ıska´va´n´ı znalost´ı z databa´z´ı
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Seznam prˇ´ıloh
Prˇ´ıloha A: uka´zka DMSL dokumentu pro SVM
Prˇ´ıloha B: prˇilozˇene´ CD se zdrojovy´mi ko´dy programu
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Prˇ´ıloha A: Uka´zka DMSL
dokumentu pro SVM
<DMSL>
<FunctionPool name="default"/>
<DataModel name="default" functionPoolRef="default">
<DataMatrix name="default">
<DataField name="druhy">
<FieldProperties atomicity="scalar" dataType="real"/>
</DataField>
<DataField name="klasif">
<FieldProperties atomicity="scalar" dataType="integer"/>
</DataField>
<DataField name="prvni">
<FieldProperties atomicity="scalar" dataType="real"/>
</DataField>
</DataMatrix>
</DataModel>
<DataMiningModel dataModelRef="default" name="default">
<DataMiningMatrix name="default">
<Query language="SimpleSelect">
<Database name="local" urlAddress="localhost"
userName="root" password=""
driver="org.gjt.mm.mysql.Driver">
<Column name="druhy" table="test_jednoduche2d"
catalogue="bakalarka">
<FieldRef name="druhy"/>
</Column>
<Column name="klasif" table="test_jednoduche2d"
catalogue="bakalarka">
<FieldRef name="klasif"/>
</Column>
<Column name="prvni" table="test_jednoduche2d"
catalogue="bakalarka">
<FieldRef name="prvni"/>
</Column>
</Database>
<TempDatabase urlAddress="localhost" userName="root"
password="" driver="org.gjt.mm.mysql.Driver"
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catalogue="bakalarka" table="auxTable"/>
</Query>
<UseMatrix matrixRef="default"/>
<DataMiningField name="m_druhy">
<FieldProperties dataType="real" atomicity="scalar"/>
<FieldExpression id="0">
<FieldRef name="druhy"/>
</FieldExpression>
</DataMiningField>
<DataMiningField name="m_klasif">
<FieldProperties dataType="integer" atomicity="scalar"/>
<FieldExpression id="0">
<FieldRef name="klasif"/>
</FieldExpression>
</DataMiningField>
<DataMiningField name="m_prvni">
<FieldProperties dataType="real" atomicity="scalar"/>
<FieldExpression id="0">
<FieldRef name="prvni"/>
</FieldExpression>
</DataMiningField>
<MatrixTreatment name="default"/>
</DataMiningMatrix>
</DataMiningModel>
<DataMiningTask type="clasification" name="default">
<MineClassification modelName="SVM"
dataMiningMatrixRef="default" classAttribute="m_klasif">
<SVMTask trainTestRatio="0.7">
<SigmoidKernel gamma="1" coef0="0"/>
</SVMTask>
</MineClassification>
</DataMiningTask>
<Knowledge type="clasification">
<SVMResult>
<SupportVectors dimensionCount="2" vectCount="12">
<SupportVector values="0.1,0.0" class="-1"/>
<SupportVector values="0.0,0.1" class="-1"/>
<SupportVector values="0.1,0.1" class="-1"/>
<SupportVector values="0.500001,0.436" class="1"/>
<SupportVector values="0.532,0.00412" class="-1"/>
<SupportVector values="0.00134,0.61" class="-1"/>
<SupportVector values="0.134,0.8234" class="1"/>
<SupportVector values="0.5,0.5" class="1"/>
<SupportVector values="0.4,0.5" class="1"/>
<SupportVector values="0.5657,0.54334" class="1"/>
<SupportVector values="1.0E-4,0.231" class="-1"/>
<SupportVector values="0.4,0.4" class="1"/>
</SupportVectors>
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<SVMCoefficients coefCount="12" coefs="1.0,1.0,1.0,1.0,
1.0,1.0,1.0,1.0, 1.0,1.0,1.0,1.0"
absValue="1.0463678610736893"/>
</SVMResult>
<ClassifTesting TP="6" TN="3" FP="0" FN="0"/>
</Knowledge>
</DMSL>
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