Introduction and Survey of Results
In this article we bring together several areas of representation theory in a series of interrelated results. The first is the rather established theory of p-modular representations of the symmetric groups, followed by the representation theory of groups of Lie type over the finite field F p , and, finally, the area of topological quantum field theories (TQFT's) over F p . The latter have been our original motivation since they appear as constant order reduction in the Reshetikhin Turaev Theories. In fact, as we shall outline in more detail at the end of in this section, the identities we will find in this article will, for example, imply relations between the Lescop invariant and the Reshetikhin Turaev invariant for 3-manifolds for p = 5.
Our results in each area concern resolutions and expansions of p-modular representations and invariants into their respective characteristic zero counterparts, and, thus, naturally build on each other. Let us state the results in order, beginning with the case of the symmetric groups.
The Symmetric Groups: The representation theory of the symmetric group S n in n letters over Q (or Z) is well known. The theory is semisimple and the simple representations are isomorphic to the Specht modules S τ , where τ is a Young diagram with n boxes. They have a natural basis given by Young tablaux, and the S n -action preserves the free Z-modules (or lattices) S τ Z generated by these basis vectors. Passing to S τ p = S τ Z / pS τ Z we thus obtain representations of the same rank over the field F p for any given prime p ≥ 3. The S τ p , however, are not longer irreducible, but they have a unique simple quotient D τ p obtained from canonical inner forms on the Specht modules, see [5] . The representations S τ Z and D τ p define characters χ τ and ϕ τ p on S n with values in Z and F p , respectively. We also denote by χ τ p the p-reduction of χ τ , which may, alternatively, be thought of as the character asscociated to S τ p . The relationship between the "ordinary" representations S τ p or Z and "ordinary" characters χ τ p or Z and their p-modular counterparts D τ p and ϕ τ p is, even after decades of research, still intensely investigated with many open questions remaining. While several algorithms exist for expressing the χ τ p in terms of the ϕ τ p , fewer results exist for the converse relations, and even fewer results relate the modules themselves. The exact modular structure of the S τ p in terms of a modular ordering of the D τ p -components has only very recently been uncovered by Kleshchev and Sheth in [12] for the special case of Young diagrams τ with two rows.
The first result of this article may be thought of as the inverse relation of the result in [12] , and it implies a similarly inverse relation for the characters. (1)
We have the following expansion of p-modular characters in terms of ordinary characters.
It is an intriguing fact that the maps in the sequence (1) are powers of generators of sl 2 acting dually on (Z 2 ) ⊗n , which, as an S n -module, contains the permutation modules M τ . The precise action is constructed in Corollary 8 of Section 4, where we prove that it yields a well defined complex.
The proof of exactness of this complex uses the results of [12] and occupies most of Section 5. A generalization of Theorem 1 to n-row diagrams using a dual sl n is likely to yield more insights the structure of p-modular Specht modules for general Young diagrams. The character identity (2) is stated as an immediate consequence in Corollary 13 of Section 6.
The Symplectic Groups: The symmetric groups typically appear as or within Weyl groups of groups of Lie type. In this article we are particularly interested in the symplectic groups Sp(2g, M) where M may be R, Z or F p . There are obvious generalizations of our results to most other groups of Lie type, which we leave to the reader.
Let H = H 1 (Σ g , Z) be the fundamental representation of Sp(2g, Z) with symplectic basis a 1 , . . . , a g , b 1 , . . . , b g , and denote by V (̟ k ) ⊂ k H the subrepresentation generated by the highest weight vector a 1 ∧ . . . ∧ a k . Over R this is the irreducible representation of fundamental heighest weight ̟ j = ǫ 1 + . . . + ǫ j . Denote by V p (̟ j ) the respective p-modular reduction, and by = = V p (̟ j ) the unique irreducible subquotient over F p generated by the same highest weight vector. Let g − p + 2 ≤ l ≤ g andl = 2(g − p + 1) − l. From Theorem 1 now we derive resolutions of Sp-representations that are given by exact sequences as follows.
Evidently, (3) implies similar expansions of Sp-characters, and such expansions also exist for other groups of Lie type. The generalization more intersting to us, which in fact implies (3) , are resolutions of topological quantum field theories (TQFT's).
In Lemmas 2 and 4 of Section 2 we establish the relation between the Sp(2g, Z) weight spaces of * H with the S k -module (Z 2 ) ⊗k . In Lemma 3 we also give the explicit action of the Serre generators of sp 2g in the language of the permutation modules. The relation between the weight spaces of V (̟ k ) and the Specht modules and the respective explicit actions of the sp 2g -generators on the Young diagrams is derived in Section 3.
Homological TQFT's:
Recall that a TQFT is a functor V : Cob 3 → M−mod from a category of 2+1-dimensional cobordisms into a category of free modules over a commutative ring M . Specifically, V assigns to a surface Σ a free M -module V(Σ) and to a cobordism between two surfaces an M -linear map between the respective M -modules.
In [2] Frohman and Nicas construct a TQFT V F N over M = Z, where the free Z-module for a surface is given by the (co)homology of its Jacobian, specifically, V F N (Σ) = H * (Hom(π 1 (Σ), U (1)), Z) = * H 1 (Σ, Z) . The basics of this construction are reviewed in the beginning of Section 2. Further, in Section 3, we will recall the decomposition of this TQFT into its irreducible components V (j) Z , with j = 1, 2, . . . , of V F N . They are again TQFT's over Z and are obtained in [8] from a dual Lefschetz sl 2 -action.
Composing V
(j)
Z with the canonical (rank-preserving) functor Z−mod → → F p −mod for primes p ≥ 3 we obtain a family of TQFT's V (j) p over M = F p . As before, the p-modular TQFT's are generally highly reducible. However, they have a unique irreducible TQFT subquotient
Theorem 2 For any prime p ≥ 3 and integer k with 0 < k < p we have an exact sequence of natural transformations of TQFT's
where we set k i = k for even i and
The sequence is constructed from its symmetric group summands in Corollary 9 of Section 4. Exactness follows in Section 5 from the respective results for Specht modules.
In order to see why (3) is indeed a special case of Theorem 2 observe that the mapping class group Γ g is identical with the group of invertible cobordisms in Cob 3 from a surface Σ g to itself. Hence, any TQFT V entails for every g a representation of Γ g on V(Σ), which, in the case of V F N , factors through the symplectic quotient Γ g → → Sp(2g, Z). The sequence in (3) is now obtained from Theorem 2 by evaluation on a particular surface and using the identifications of Sp(2g, Z)-modules, given by V (j)
In the TQFT framework characters are endowed with an interpretion as topological invariants of infinite cyclic covers of closed 3-manifolds. More precisely, let V be any TQFT, M a closed 3-manifold with b 1 (M ) ≥ 1, and ϕ : H 1 (M ) → → Z an epimorphism. We define an invariant of a pair (M, ϕ) as follows. Pick any two-sided surface Σ ⊂ M which is dual to ϕ , and define C Σ = M − Σ seen as a cobordism from Σ to itself. The value V(M, ϕ) = trace(V(C Σ )) is now independent of the choice of Σ.
As an important example, Frohman and Nicas extracted in [2] the Alexander polynomial ∆ ϕ (M ) as a Lefschetz trace from V F N . Translated into the decomposition of [8] this result says that the invariant V (j) Z (M, ϕ) is the difference of two successive coefficients of the Alexander polynomial. Combining this observation with Theorem 2 we derive in the end of Section 6 the following relation between these invariants over Z and the respective invariants
be the Alexander Polynomial of a closed, compact, oriented 3-manifold M with respect to an epimorphism ϕ :
obtained by substituting x = ±ζ p , with ζ p a p-th root of unity, and taking the Z coefficients modulo p. Then
Johnson-Morita-Extensions and TQFT-Overview: Note, that all TQFT's constructed up to this point have representations of Γ g that factor through Sp(2g, Z), that is, they contain the Torelli group I g in their kernels. In Section 7 of this article we will also consider extensions of these TQFT's with slightly smaller kernels, at least at the level of representations of Γ g . In [16] Morita constructs a homomorphismk : Γ g → Sp(2g, Z) ⋉ 1 2 U which has a smaller kernel K g ⊂ I g , and whose image Q g ∼ = Γ g /K g has finite index in Sp(2g, Z) ⋉ 1 2 U . It extends the Johnson homomorphism T g → → U previously constructed in [6] , where U denote the free abelian group U ∼ = 3 H ω ∧ H ∼ = V (̟ 3 ). As before we denote H = H 1 (Σ g ), considered as an Sp-module, and we let ω ∈ 2 H be the standard Sp-invaraiant symplectic form. Non-trivial representations of Q g are readily obtained in Proposition 15 of Section 7 as the extension of a pair of representations V (̟ l ) and V (̟ l+3 ) using the (up to scale unique) Spequivariant map U → Hom(V (̟ l ), V (̟ l+3 )). We prove that these extension also exist for the irreducible p-modular representations = = V p (̟ l ). In TQFT language this translates to the following result.
) of the mapping class group Γ g that factor through Q g = Γ g /K g but represent the Torelli group I g nontrivially. There is a short, non-split exact sequence of Γ g -equivariant maps as follows:
We know from Theorem 5 below that
5 does on fact extend to a TQFT. However, the question whether or how the
Z descend from TQFT's for general p and k is still open, and will be discussed in future work.
We summarize the different TQFT's of this paper, the constructions connecting them, and the included modules of the symmetric groups S n in the following table:
with inner form. Null space quotient
Indecomposable with two factors
Relations to the Reshetikhin Turaev Theory: The original motivation of this article comes from the study of the TQFT's V RT ζp constructed by Reshetikhin and Turaev in [21] from the quantum group U ζp (so 3 ) for a p-th root of unity ζ p . Thus, in order to put the TQFT's of this article into their broader context and illustrate their relevance let us briefly sketch the pertinent relations and results from other work in quantum topology.
It is shown by Gilmer in [3] that, for a restricted set of cobordisms, V RT ζp can be written as a TQFT over the ring of cyclotomic integers Z[ζ p ]. For the Reshetikhin Turaev invariants of closed 3-manifolds this integrality property was previously proved in [17, 13] .
Applying the ring reduction Z[ζ p ] → → F p , with ζ p → 1, we obtain a TQFT V I p over the finite field F p from V RT ζp for a given p. It is now natural to ask whether or not there exists a relationship between the V I p and the
p , since they are both TQFT's over F p and are conjectured to share a list of other features.
Identifications between the TQFT's V I p obtained from quantm groups on the one hand and the ones obtained from the homological theory V F N p (and their Johnson Morita extensions) on the other hand will entail many insights into the relation between classical and quantum invariants as well as establish natural bases for the quantum theory in the language of the tensor calculus of the symplectic groups. Moreover, we expect this to lead to a deeper understanding of the geometric interpretations of the higher order terms in the cyclotomic integer expansions of the Reshetikhin Turaev theories, which include the Ohtsuki and, particularly, the Casson-WalkerLescop invariants.
Since the V RT ζp are "unitarizable" theories and the dimensions of the vector spaces do not match any combination of ordinary Sp-representations we must expect the simple quotients p . This is precisely the point where the main results of this article are crucially needed. The resolutions of p-modular TQFT's provide the missing link between the classical invariants defined over Z and the quantum invariants defined over F p .
Thus far we are able to understand these relations and their applications in a rather detailed manner for p = 5. We state next the main result from [10] .
Theorem 5 ([10])
We have the following isormophism of Γ g -representations over F 5 :
In particular, for pairs (M, ϕ) as in Theorem 3 we have
The first equality in (7) follows directly from (6) . The second equality is now a consequence of the identification with the Alexander polynomial at a root of unity from Theorem 3. It is used in [9] to identify V I 5 (M, ϕ) with the F 5 -reduction of the Lescop invariant λ Lescop (M ) . This identity is special to p = 5 and does not hold for p > 5.
Observe also that (7) implies that the invariant V I 5 (M, ϕ) is really independent of ϕ. This is not surprising since it is also equal to the lowest oder non-vanishing coefficient of the cyclotomic integer expansion of V RT Dimensions, Combinatorics, and Asymptotics: An important special case for any character formula is the implied relation for the dimensions of modules, that is, the characters evaluated at the unit element. The dimensions of the irreducible modules over F 5 in this article are Fibonacci numbers, while the dimensions of the corresponding modules over Z are Catalan numbers. As a result we obtain in (54) and (55) of Section 6 identities that express the Fibonacci numbers as 5-periodic, alternating sums in these Catalan numbers. Despite the simplicity of these relations they appear to be unknown in the available literature.
We also determine in Section 6 the asymptotics of the dimensions of the TQFT modules for g → ∞, which is summarized in the following lemma.
Lemma 1 For a fixed prime p ≥ 3 and fixed j, the dimensions of the vector spaces grow for large g as follows:
where
and
Moreover, there are polynomials
The polynomial dependence between the asymptotic behaviors from (9) suggests a similar "polynomial" dependence between the TQFT's. If the products of the dimensions are replaced by tensor products of the respective TQFT's, this suggests that ∼ R p ( ff p ) g describes the asymptotics of parts of an p−3
2 -fold tensor product of the
p . We are thus led to the following conjecture on the constant order structure of the Reshetikhin Turaev theory, which can be verified for the genus=1 mapping class group (SL(2, Z)) representations.
Conjecture 6
The irreducible components of V I p can be found as irreducible components of
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Frohman-Nicas TQFT's over Z
In [2] Frohman and Nicas construct a TQFT that allows the interpretation of the Alexander Polynomial as a weighted Lefschetz trace. The vector spaces are the cohomology rings of the Jacobians of the surfaces. In [8] we extract a natural Lefschetz SL(2, R)-action on these spaces, with respect to which this TQFT is equivariant. Let us describe in this sections the basic ingredients of the Frohman Nicas theory, reviewing also the conventions of [8] .
We denote by Cob 22f r 3 the category of evenly framed cobordisms between connected standard surfaces Σ g . These are essentially the cobordisms obtained by an even number of surgeries, see Lemma 10, [8] . The Frohman Nicas TQFT is then given as a functor
for which
for the surface Σ g of genus g. For each surface we pick a symplectic basis {a 1 , . . . , a g , b 1 , . . . , b g } for H 1 (Σ g ) and introduce the inner form , , for which this basis orthonormal. We denote i * :
) the inclusion map compatible with the choice of bases and the construction of Σ g+1 from Σ g by handle addition. The bases naturally provide lattice bases for *
, given by monomials in the a i and b i . Moreover, the inner form extends to to the exterior product to make the monomial basis an orthonormal one. We also denote by
) is given in terms of the standard generators E, F , and H as
From the explicit actions of the generators in [8] we see that the lattices *
. Moreover, also the standard generators of sl(2, R) preserve the lattices. Hence also the universal enveloping algebra over Z generated by the operators in (11), which we shall (abusively) denote by sl(2, Z). We denote the respective functor into Z-modules by:
More specifically, the extension of the mapping class group in Cob 22f r 3 factors under V Z through a split F 2 = Z/2Z extension of Sp(2g, Z), acting in the natural way on *
We also denote by sp(2g, Z) the algebra over Z generated by the standard Sp(2g, R) Lie algebra generators. It is not hard to show that in this representation it coincides with the group algebra Z[Sp(2g, Z)]. Besides the mapping class groups the other generators of Cob 22f r 3 are the handle attachment cobordisms H + g : Σ g → Σ g+1 and H − g : Σ g+1 → Σ g with actions given by
where we use the notation i * also for the inclusion H 1 (Σ g ) ֒→ H 1 (Σ g+1 ) extended to the exterior powers.
The structure of V Z and the dual sl(2, Z)-action can be better understood if we decompose the lattices V Z (Σ g ) according to sp(2g, Z)-weights. We write an sp(2g)-weight in the standard basis λ = g i=1 λ i ǫ i as given in [4] . Specifically, we have ha i = ǫ i , h a i and hb i = − ǫ i , h b i for h ∈ h, the diagonal matrices in sp(2g, Z).
We denote by ∇ g = {λ ∈ h * : λ i ∈ {−1, 0, 1}} the set of possible weights of vectors in * H 1 (Σ g ). This yields a decomposition into weight spaces denoted as follows.
For a given weight λ ∈ ∇ g let N (λ) = {i :
) where
Let e ± be generators of a 2-dimensional lattice e − , e + Z , and L n Z = e − , e + ⊗n Z the lattice of rank 2 n . Given N (λ) = {j 1 , . . . , j n(λ) } with j 1 < . . . < j n(λ) we thus define maps
:
where n = n(λ) and
The lattices L n Z also have a natural inner product for which the monomials e ǫ 1 ⊗ . . . ⊗ e ǫn form an orthonormal basis, and carry a natural sl(2, Z)-action given by Ee − = e + , F e + = e − , He ± = ±e ± , and Ee + = F e − = 0, for which also E * = F and H * = H.
Lemma 2 The Υ λ are sl(2, Z)-equivariant isomorphisms of lattices with inner forms.
Proof: They are obviously isomorphisms of lattices as they map orthonormal bases to each other. It is also easy to see that the H-weight for a monomial is −n(λ) + 2 n(λ) i=1 ǫ i on both sides of (15) . Now, E is multiplication with
so we multiply only with
Although not of immediate necessity for the main result let us record here also how the actions of morphisms V Z (M ) on the lattices L n Z look like. We give them in terms of generators of sp(2g, Z) and the handle attaching maps. We introduce sl(2, Z)-equivariant morphisms
The obey relation
. Moreover, as in [4] , we denote the standard standard generators e α i and f α j of sp(2g, Z) for simple roots α i = ǫ i − ǫ i+1 for i < g and α g = 2ǫ g . We have e α i a i+1 = a i , e α i b i = −b i+1 , and e α i v = 0 for all other basis vectors v if i < g. Also e αg b g = e g and e αg v = 0 for all others. This further determines the action of the other generators with f α i = e * α i . Denote now by e α,λ the restriction e α : W Z (λ, g) → W Z (λ + α, g), where we put e α,λ = 0 of λ + α ∈ ∇ g . Let us also denote the restriction of the handle attaching map
. The following is the result of a straight forward calculation.
Lemma 3 For λ ∈ ∇ g and n = n(λ) we have, when i < g,
Another prominent, and for our purposes more important, action on the lattices V Z (Σ g ) is that of subgroups of the Weyl group W g ∼ = (F 2 ) g ⋊ S g of Sp(2g, Z), where S g denotes the symmetric group in g letters. The j-th F 2 -generator of W g acts on weights by changing the sign of λ j . It is realized as a subgroup
The F 4 -generators are given by the "S-matrices" S j ∈ Sp(2g, Z), see [8] , defined by S j a j = −b j , S j b j = a j and S j a i = a i and S j b i = b i for i = j. We specify two relevant representations of W k :
This action factors through W k → S k the symmetric group, which acts canonically on the lattice by permutation of factors.
Here the j-th F 4 -factor is represented by the matrix S j = 0 1 −1 0 acting on the j-th factor of the tensor product. The action of S k on M k Z is the canonical representation multiplied by the alternating representation, i.e., σ(
We have natural subgroups W g−n × W n ⊂ W g , for which the right coset
is identified with the set of subsets A ⊂ {1, . . . , g} of size |A| = n. We denote
Clearly, the summands of V Z = n W Z (n, g) are invariant under the W g -action for each n. These subrepresentations are identified next as induced representations.
Lemma 4 For every n with 0 ≤ n ≤ g there is a natural isomorphism of W g -modules
This map is an sl(2, Z)-equivariant isometry.
Proof: For N n = {g − n + 1, . . . , g} the W g−n × W n -module is readily identified via the isomorphism
with the submodule W Z (N n , g) ⊂ * H 1 (Σ g ), where the action is defined by restricting the action of W g . We next define a natural section
as follows. Let A ⊆ {1, . . . , g} with n = |A|. There is a unique permutation π A ∈ S g such that
The induced representation by definition the space of all maps f :
Thus we may identify the induced representation with the space of maps f :
An inverse is obtained by mapping
, where δ {A} (B) = 1 for A = B and 0 elsewise. In order to show that it is equivariant let f be an arbitrary map
which is what we needed to show. Isometry of Υ is with respect to the natural inner product
given the inner form on
is. Both, equivariance and isometry, follows immediately from the form of the isomorphism in (20) and the fact that the π A are isometric equivariant maps.
The relation of the isomorphisms in Lemma 4 to the ones in Lemma 2 is given by the restrictions of Υ −1 to the weight spaces
Here λ π denotes the the "sign-content" of a weight λ ∈ ∇ g defined by
Lefschetz Decompositions and Specht Modules
As in [8] we consider the decomposition of the Frohman Nicas TQFT according to SL(2, R)-
where V j is the j-dimensional irreducible representation of SL(2, R). Note, that we the convention we use here for the superscript in V (j) is shifted by one from the one used in [8] . For weights we follow the notations of [4] . The sublattices of the irreducible TQFT components can be defined as the SL(2, R) lowest weight spaces
The representation of Sp(2g, Z) on V 
) .
The possible weights in this representation are given by
We obtain an analogous weight space decomposition 
Proof: Although this appears to be standard we shall provide a proof to fix conventions. We largely follow here the definitions and notations of [5] . First we note that ker(H + j − 1) is naturally isomorphic to the permutation module M [a,b] , where n(λ) = a + b and j = a − b + 1.
It is obvious that the e {t} indeed span ker(H + j − 1). Consider a tableau
. Let C t be the column stabilizer group and
the signed column sum. We set e t = κ t e {t} . The Specht module S [a,b] is the space generated by these e t and we want to show that it coincider with ker(F ). The easy part is to show S [a,b] ⊂ ker(F ). Using that F commutes with κ t we compute F e t = F κ t e {t} = κ t F e {t} = b k=1 κ t e {t k } , where {t k } is the tabloid of shape [a + 1, b − 1], in which we have removed j k from the bottom row and added to the top row. As a result (1 − (i k , j k )){t k } = 0, hence κ t {t k } = 0 so that F e t = 0.
In order to prove ker(
It is easy to see that this map is an isomorphism. We use first that
and hence by induction F x = t∈T b t e t . Here T is the set of tableaux of the form t =
· · · ia with numbers from {2, 3, . . . , a + b}. Now as b − 1 < a we have that i a is not permuted by C t . Thus if we denote E j = I ⊗j−1 ⊗ E ⊗ I ⊗N −j we have that E ia commutes with κ t . Let h t = κ t E ia e {t} Now F h t = F E ia κ t e {t} = [F, E ia ]κ t e {t} + E ia F κ t e {t} = −H ia κ t e {t} since e t ∈ ker(F ) as shown above. Now, H ia commutes with κ t and H ia e {t} = −e {t} by construction. Hence F h t = e t In other words ,b] so that by induction y = s∈S c s e s , where S denotes the tableau of the form s =
with all numbers in {2, 3, . . . , a+ b}. Inserting everything we find
Now, it is not hard to see that eŝ = (e − ⊗ e s ) withŝ =
Combining Lemma 4 with Lemma 5 and using notation W (j)
Z (n, g) with n ≥ j − 1 and n ≡ j − 1 mod 2 analogous to (17) 
Z (n, g) we find the following structure.
Corollary 7 For every
Let us also describe the sp(2g, Z)-generators on the vectors e t spanning the Specht modules W (j) (λ, g). To this end it is convenient to use tableaux in which entries are takes from the set N (λ) rather than {1, . . . , n(λ)}, related to the standard ones by application of π N (λ) . We denote the set of these tableaux by T (j) (λ).
Lemma 6 The sp(2g, Z)-generators act on the tableau vectors of Specht modules in the V
by replacing the label i ∈ N (λ) in t by the label i + 1 ∈ N (λ + α i ).
If (λ
by replacing the label i + 1 ∈ N (λ) in t by the label i ∈ N (λ + α i ). and replacing i by k
All other cases of positions of i and i + 1 follow from the symmetry properties of the vectors e t under permutations of columns or within columns. Since
we have that e αg ,λ acts as identity also on the vectors e t . Similarly, H λ acts as identity.
F p = Z/pZ-Reductions and the Sequences C p,k
For the remainder of this article let p be an odd prime number. Since the TQFT's V (j) Z are defined over free Z-modules (lattices) we naturally obtain TQFT's V (j) p over the number field
Z (Σ g ) inherits a non-degenerate inner product as a sublattice of * H 1 (Σ g , Z) . This, however, will in general degenerate if we consider the the p-reduction , p : V
→ F p . We denote the corresponding null space as follows.
The elements are represented by vectors v ∈ V (j) Z (Σ g ) for which v, w ∈ pZ for all w ∈ V (j) p which assign to a surface Σ g the F p -vectors spaces
We note that since for a cobordism M the map V Z (M ) commutes with E we have that V Z (M ) * commutes with F = E * and hence also maps the V (j)
We extend the previous notations to the weight spaces
p (n, g), etc.. Since the weight spaces are all orthogonal to each other these subspaces can be defined also as the null spaces from the respective restriction of the inner forms. Now, also the Specht modules S τ for a diagram τ = [a, b] inherit an inner form from the permutation module M τ , which is via the isometry Υ compatible with the one on the weight spaces. As in the standard literature, e.g., [5] , we set
and S τ p is the p-reduction of S τ . They are related to irreducible TQFT's as follows.
Lemma 8 Let p ≥ 3 be a prime. The TQFT's
p are irreducible over F p and the weight spaces are identified as W g -modules by equivariant isomorphisms:
Proof: The isomorphism in (25) follows from the definitions and properties of Υ (j) . We first show that the spaces == W (j) p (n, g) are irreducible with respect to the semidirect product X g of the Cartan algebra Z[h g ] ⊂ sl(2g, Z) and the algebra of the Weyl group
) is a module of a symmetric group
. It now follows from Theorem 4.9 in [5] that these representations are irreducible. In fact, as p ≥ 3 any two-row diagram is p-regular so that these representations are never zero, see Theorem 11.1 in [5] . In particular, if v λ = 0 then Z[S n ]v λ is the entire module. Hence, for v = 0 we must have
p (λ, g) ⊂ X g v for at least one λ ∈ ∇ g with n(λ) = n. Since W g acts transitively on all of such weights and provides isomorphisms between the weight spaces we thus have p (n, g). Each of these contains a special vector w g n = Υ ̟ g−j+1 (e t(n,j) ) with t(n, j) = · · · n where m = n − j + 1. Using κ 2 t(n,j) = 2 m κ t(n,j) for the antisymmetrizer (24), we find w g n , w g n p = e t(n,j) , e t(n,j) p = 2 m e {t(n,j)} , κ t e {t(n,j)} p = 2 m ≡ 0 mod p for p ≥ 3 so that all of these vectors are non-zero in == W (j) p (n, g). It can be computed from the rules 3. and 4.(b) in Lemma 6 that e α g−n−1 S g−n−1 w g n = w g n−2 and e α g−n+1 w g n = 2w
g n+2 , where S l ∈ W g maps a j to −b j so that with 2 ≡ 0 mod p we have non-trivial maps between all of the irreducible X g -components. Consequently, the
p (Σ g ) are irreducible as sp(2g, Z)-representations and any sub-TQFT must assign either this space or 0 to a surface Σ g . As in [8] we easily check that the handle attachment maps are non-trivial between these spaces so that
p does in fact contain no proper sub-TQFT. We next construct a sequence of maps between the p-reductions of the Specht modules, using the sl(2, Z)-actions. As before we fix n ∈ N and denote the Specht module
].
Lemma 9 Let p ≥ 3, c ≡ 0 mod p, and c 0 ∈ {1, . . . , p − 1} such that c ≡ c 0 mod p. Then
Moreover,
Proof: Now, with notation as in the proof of Lemma 25, e t(n,c−1) ∈ S {c} Z is a cyclic vector so it suffices to show that E c 0 (e t(n,c−1
Furthermore, e t(n,c−1) = e t(m,0) ⊗ e ) ⊗ e + = (Ey) ⊗ e − + (c 0 + 1)y ⊗ e + + pz ′ . Thus we need to show t = (Ey)⊗e − + (c 0 +1)y ⊗e + ∈ ker(F )∩pL c Z . We compute F t = (F Ey)⊗e − + (c 0 +1)y ⊗e − = (−Hy) ⊗ e − + (c 0 + 1)y ⊗ e − = (c − c 0 )y ⊗ e − = kpy ⊗ e − . Also F (y ⊗ e + ) = y ⊗ e − so that t − kpy ⊗ e + − ∈ ker(F ) and hence t ∈ ker(F ) ∩ pL c Z .
Finally, it is not hard to see that e ⊗c 0
and hence E c 0 e t(n,c−1) ∈ pL n Z . Also, the binomial formula yields E p = j p j E p−j ⊗ E j so that we can conclude E p = 0 by a similar induction argument.
In particular Lemma 9 implies that we have well defined, non-zero maps E c 0 :
Corollary 8 For p and n as above and k = 1, . . . , p − 1 with k ≡ n + 1 mod 2 there is a sequence C p,k of Specht modules over F p as follows:
All maps (except the first and last one) are non-zero, and any two consecutive maps compose to zero.
More precisely, we have that the i-th component of this sequence is C
, where
so that two consecutive maps compose as
We have that C
is the (non-zero) quotient map. Now, it is clear
given that E * = F . Hence also the composite C
is zero. In order to characterize the last index write = ph + q with h ∈ Z and q = 0, . . . p − 1. We have
The maps in Corollary 8 thus extend to a sequence of the p-reductions of the induced representations from Corollary 7 as well as the weight spaces W 
with k i = k, p − k as above and any two consecutive transformations compose to zero.
Exactness of C p,k
Exactness of the sequence C p,k defined in Corollary 8 follows from the modular structure of the involved Specht modules. The irreducible factors of S τ p for two row diagrams τ are determined in Theorem 24.15 of [5] . For our proof we will, however, have to make use also of the precise submodule structure, which turns out to be rather rigid. We use the recent result of Kleshchev and Sheth in [12] that describes this structure precisely. In order to state it we need to introduce some more conventions and definitions. 
As in [12] we denote byÂ τ the family of sets of integers of the form
such that i 1 < i 2 < . . . < i 2u , c i 2j−1 = 0 and
For such a set I ∈ A τ we define as in [12] the number
Also as in [12] we introduce the smaller set A τ ⊂Â τ
given by
as well as for any I ∈ A τ the function ν I on Young diagrams τ = [a, b] defined as
As before we denote by D µ p the irreducible quotient of the Specht module S µ p over F p for any two row diagram µ. Also denote by F(M ) the set of irreducible factors that occur in a composition series of a representation M . Further, let M λ µ be the smallest sub module of S λ p such that D µ p ∈ F(M λ µ ). The description of the submodule structure in [12] uses the partial order on
if and only if
Theorem 10 (Corollary 3.4 of [12])
1. All multiplicities of D µ in S τ are zero or one.
F(S
if and only if J ⊆ I.
We define now a submodules S τ p by choosing a special subset of of A τ andÂ τ . It is defined aŝ
as well as 
The latter follows since if 0 ∈ I we must have i 1 > 0. But with c i 1 = 0 we find i 1 ≥ k τ . For the following we assume c ≡ 0 mod p, i.e., c 0 = 0. Given this we introduce for
For τ ′ we thus have c ′ = c − 2c 0 and for the p-adic expansion of c ′ = j c ′ j p j we obtain
From these equations it is clear that c ′ 0 = 0 and c ′ kτ = p − 1 so that [0, k τ ) is an admissible interval forÂ τ ′ . In fact, it is the unique minimal interval of the special subset
This is obvious since we must have i 1 = 0 for 0 ∈ I and then the next possible i 2 is k τ . It is also easy to see that δ τ ′ [0,kτ ] = c 0 , confirming the relation in (37) between τ and τ ′ via (34). We have the following simple but crucial observation.
Lemma 10 With τ and τ ′ as above we have a well defined bijection with inverse
We first show that φ is well defined. From (39) we know that every I ∈ A 0 τ ′ contains the special interval and is thus of the form
Clearly, 0 ∈ φ(I). We further distinguish the following two cases:
. . . Now φ(I) ∈Â + τ since by (38) the coefficients of c and c ′ and hence the conditions on the i j for j ≥ 3 are the same.
We have c kτ = 0 by assumption, and c i 2 = c ′ i 2 = q − 1 as i 2 > k τ . Also all intervals in R are admissible. Hence φ(I) ∈Â + τ again. In a similar fashion we show that φ −1 is well defined using the fact that any
It is obvious that φ and φ −1 are inverses of each other given (36) and (39).
Next we consider how the differential from (32) changes under this bijection.
Lemma 11
We have δ
Proof: This is a computation done according to the same cases as in the proof of Lemma 10:
which implies the assertion.
Case i 2 > k τ : As before we write
which proves the assertion.
Corollary 11
The map φ restricts to a bijection φ :
with the properties that it is monotonous with respect to inclusions and
Proof: From (37) we have b ′ = b + c 0 . Moreover, Lemma 10 and Lemma 11 imply that , where I 0 τ ⊆ J, which is equivalent to J ∈ A 0 τ . Hence
With h τ ′ = k τ and I 0 τ ′ = φ(∅) we thus have
The bijection from Corollary 11 allows us now to show that the composition series of ⊘ S τ ′ p and ⊲⊳ S τ p yield exactly the same set of irreducibles via the identification
Lemma 12 Let τ and τ ′ be as above. Suppose there is a non-zero map
Then we have
Proof: Consider the map ξ : 
Hence ξ is a map between modules with no common irreducibles in their composition series so that ξ = 0. Thus the image of ξ or ξ must lie in
Consider the sequence of maps
Since all multiplicities are one we have again a disjoint union F(M τ τ ) = F(ker(ξ)) ∪ F(im(ξ)) so that either D τ p ∈ F(ker(ξ)) or D τ p ∈ F(ker(ξ)). In the first case this would mean that ker(ξ) ⊆ M τ τ is a submodule that contains D τ p in its composition series so that by minimality ker(ξ) = M τ τ . We had, however, assumed that ξ = 0. Hence D τ p must be contained in the composition series of im(ξ) ⊆ M τ ′ τ . Again it follows by minimality that im(ξ) = M τ ′ τ . This also means that ξ is a surjective map. The fact that all multiplicities are one together with (47) implies that dim(
. Hence ξ must be an isomorphism. We are finally in the position to establish following resolution of irreducible modules by Specht modules. 
Now for a set I ∈ A τ with I = ∅ we have δ I ≥ p − c 0 . We also need δ I ≤ b and hence p − c 0 ≤ b. For q ≥ k this condition reduces to p ≤ q, which is not possible, and for q < k we find q ≥ k, a contradiction as well. Hence A τ = {∅} so that S 
Corollary 8 also implies that these maps are non-zero and equivariant. It now follows by induction, going from large to small i, that
For the first two maps in the sequence this is clear by irreducibility of the first module and the fact that the next map is non-zero. Once we have proved the relation for E k i+1 we know from
We can thus apply Lemma 12 to E k i and infer the statement for i from i + 1. Hence exactness holds for the terms before S image of the previous map, in its kernel. If the kernel was bigger the map would thus have to be zero, which is not the case. Hence exactness also holds at S {k} p . Finally, the last map is by irreducibility onto so that exactness holds through out the sequence.
As a result we obtain that the sequence of TQFT's in (28) of Corollary 9 is exact and this yields a resolutions of the TQFT's = = V (k) p with 0 < k < p, thus proving Theorem 2. The kernels and cokernels of these sequences also define TQFT's, which we denote in analogy to the symmetric group representations by
p so that we have short exact sequences
6. Characters, Dimensions, and the Alexander Polynomial
An obvious application of Theorem 12 is that we can express the characters ϕ τ k p and dimensions of the
] with k ≡ n + 1 mod 2 and 0 < k < p in terms of the ordinary characters χ τ of Specht modules S τ .
Corollary 13
For k ≡ n+1 mod 2 and 0 < k < p we have the following identity of S n -characters
where j i = ip + k i and k i = k for i even and k i = p − k for i odd.
As an example we consider the special case p = 5, where k = 1 or 3 if n is even and k = 2 or 4 if n odd. In [22] Ryba constructs a family of irreducible so called Fibonacci representations R n and R ′ n of S n over F 5 with Brauer characters ϕ n and ϕ ′ n respectively. It follows by straight forward computation from (49) and the formulae in Definition 2 of [22] that φ ′ n = φ if n = 2r + 1 is odd.
Corollary 14
The Fibonacci representations from [22] are
We expect similar relations with the generalizations of these representations obtained by Kleshchev in [11] .
The dimensions of the Specht modules are naturally given by the Catalan numbers C(n, j) = , where we also use that C(n, j) = −C(n, n + 1 − j). The alternating sum of the Specht module dimensions comes out to be
Note that if we extend the above formula for d n b to the next indices we find 
In order to describe generating functions for these dimensions we introduce some notation. First 
The operator x H with H ∈ sl(2, Z) is well defined and has trace tr
2 ). Now any such l can be uniquely written in the form l = k + 2sp or l = −k + 2(s + 1)p with s ≥ 0 and k ≡ n + 1 mod 2 and 0 < k < p. Specializing to a root of unity x = ζ p we have then that
− sp) and C(n, n−l+1
2 ) = C(n, , which with s ∈ Z adds up to the expression in (50).
It is easy to see from this form that the dimensions are indeed given by the number of paths through the set of diagrams with a − b ≤ p − 2 as described in in [14] for general diagrams. In the case p = 5 this recursion reduces to dim(R n ) = dim(R n−1 ) + dim(R ′ n−1 ) and dim(R ′ n ) = dim(R n−1 ) so that the dimensions are given by Fibonacci numbers. More precisely, we have dim(R n ) = f n and dim(R ′ n ) = f n−1 , where f n are the Fibonacci numbers defined by f 0 = 0, f 1 = 1 and f n+1 = f n + f n−1 . Note that together with (50) we find interesting presentations of Fibonacci numbers in terms of alternating, 5-periodic sums of Catalan numbers:
= C(2r + 1, r − 1) − C(2r + 1, r − 2) + C(2r + 1, r − 6) − C(2r + 1, r − 7) + . . . The reader is invited to check these identities independently via recursion relations such as C(n + 1, j) = C(n, j) + C(n, j − 1) or via the well known generating functions of Catalan and Fibonacci numbers.
Another useful tool in the determination of dimensions are fusion algebras or Verlinde algebras, see [1] . For the quantum group U q (sl 2 ) at a p-th root of unity the ring of irreducible representations yields the fusion algebra Φ p generated by the irreducibles [1 ] , [2 ] , . . . ,
Comparing this to the recursion in (53) we find that dim(D
Now, as the D τ p are isomorphic to the weight spaces
) so that we find the following Verlinde type formula. 
In the case p = 5 these formulae allow us to efficiently compute and compare dimensions.
Lemma 15
We have for the dimensions D , and σ •ρ = [2 ] subject to relations ρ • ρ = 1 + ρ and σ 2 = 1. These relations imply ρ n = f n−1 1 + f n ρ, ff 5 = 2 + σ • ρ and F F 5 = 2 + ρ. We note now that F F 2 5 = (2 + ρ) 2 = 4 + 4ρ + ρ 2 = 5(1 + ρ) = 5ρ 2 so that F F g 5 = 5 g 2 (f g−1 + f g ρ) if g is even. From there we compute directly that for odd g we have F F g p = 5
g−1 2 ((f g−2 + f g ) + (f g−1 + f g+1 )ρ). Consider also η = 1 − ρ. We have η 2 = 1 − 2ρ + ρ 2 = 2−ρ = 1+η and thus again η n = f n−1 +f n η. We find (2−ρ) g = η 2g = f 2g−1 +f 2g η = f 2g+1 −f 2g ρ. 
5 is the sum of the irreducible constituents of the F 5 -reductions of V RT 5 as TQFT's, see [10] . For larger primes p it is, however, not possible that a F p -reduction V RT p has only the V (j) p as irreducible components. This is easily see by looking at the large g asymptotics of the dimension expressions in (57) and (58). The operations on Φ p given by multiplication by F F g or ff g are represented by matrices with non-negative integer coefficents. Perron-Frobenius theory thus implies that the matrix elements of of F F g g or ff g g , such as those in (57) . Using modified Tschebycheff polynomials, which we define by the recursion P j+1 (x) + P j−1 = x · P j (x) , with P 0 (x) = 1 and P 1 (x) = x, the R p can be written as follows.
n j · P j (f − 2) , with n j = p−1−j 2 for j even j+1 2 for j odd .
For example, R 5 (f ) = f , R 7 (f ) = 2f 2 − 7f + 7, R 9 (f ) = 2f 3 − 9f 2 + 9f + 3, R 11 = 3f 4 − 22f 3 + 55f 2 − 55f + 22, and R 13 (f ) = 3f 5 − 26f 4 + 78f 3 − 91f 2 + 26f + 13. These polynomial appear to play an important rôle in representation theoretic aspects of Conjecture 6.
The analogs of the character expansions given in Corollary 13 and relations as in Lemma 13 in the context of the corresponding TQFT's attain a topological interpretation via the Alexander Polynomial ∆ ϕ (M ) ∈ Z[x, x −1 ] for a compact, oriented 3-manifold M with a selected epimorphism ϕ : H 1 (M, Z) → → Z. Up to S-equivalence the cocycle ϕ defines a two-sided embedded surface Σ ⊂ M and cobordism C Σ : Σ → Σ obtained by removing a neighborhood of Σ from M . The Alexander Polynomial is then given (up to a sign, which is determined by the additional framing structure on M ) by the following identity extracted in Section 11 of [8] :
By inserting x = ζ p or x = −ζ p , a p-th root of unity, and reducing the integer coefficients to F p we consider the image of the Alexander Polynomial under the two so defined natural maps 
Johnson-Morita Extensions
As before we consider for H = H 1 (Σ) a standard basis {a 1 , . . . , a g , b 1 , . . . , b g } that is symplectic with respect to the standard skew form ( , ) and orthonormal with respect to the inner form , . Let J ∈ Sp(2g, Z) be the special element defined by Ja i = b i and Jb i = −a i so that x, y = (x, Jy) and Jg −1 J −1 = g * . Also denote by ω = j a j ∧ b j the standard invariant 2-form.
For any x ∈
