We report the extension to a multi-axes exploration of the potential well reconstruction method against drag force to simultaneously characterize the potential wells of several trapping sites generated with holographic optical tweezers. The final result is a robust, fast and automatic procedure we use to characterize holographic tweezers. We mainly focus on the reliability of the method and its application to address the dependence of the diffraction efficiency with the trap position in a given holographic traps pattern.
Introduction
Optical forces have a long history of experimental evidences and theoretical calculations behind; nevertheless the actual measurements have always proven to be difficult if not prohibitive in many conditions. Since the first observations of Kepler in the early 17th century, scientists have struggled to quantify the effects of light on matter. The first experimental data came only at the beginning of the last century from the work of a Russian physicist, Lebedev [1] . The introduction of Optical Tweezers (OT) [2] produced quite a revolution, since the range of optical forces that could be exerted became suddenly more important and therefore more suitable for experimental measurements.
The importance of OT force calibration is twofold: on one side it verifies the predictions from the theory, on the other it allows to investigate small forces phenomena in a contactless manner. In the latter scenario calibrated OT can act as sensors to detect and measure forces generated by the system under observation. In an opposite fashion, calibrated OT can act as actuators to impart precise forces on the sample, such as red blood cells [3] . With these motivations, parallel to the development of OT setups ran the development of calibration techniques the aim of which was to quantify the actual interaction between light and matter. Several of these techniques are now standard in the field and can lead to extremely accurate measurements of forces ranging down from piconewtons to femtonewtons, [4, 5, 6] . However, all such techniques, except the original one described in [7] , have been implemented in restricted configurations of one or two traps, and especially on the assumption that the traps were isotropic in force. In this paper, we would like to report the extension to a multi-axes exploration of the potential well reconstruction method against drag force [8] to simultaneously characterize the potential wells of several trapping sites generated with Holographic Optical Tweezers (HOT) [9, 10] . The final result is a robust, fast and automatic procedure we use to highlight specific properties of HOT. This article mainly describes the method, focusing on its reliability and its application to address the dependence of the diffraction efficiency with the trap position in a given traps pattern. In a second forthcoming paper, we will use the method in its 6-axes configuration to demonstrate how optical aberrations and/or mutual interactions between holographic traps can create distorted potential energy landscapes around the traps in a holographic traps pattern.
Force calibration
From the theory we know that the force exerted on a homogeneous sphere by an optical trap presents a general non linear behaviour with respect to the spatial coordinates [11] . However, for small displacements from the equilibrium we can assume the linear model of a spring which directly relates the displacement of the trapped object to the exerted force. Therefore, the characterization of the spring stiffness, in conjunction with the quantification of the displacement from the centre of the trap, will provide the instantaneous force on the trapped object. It is important to understand that we can not retrieve the maximum force a trap can exert from the spring model as, "the escape velocity [i.e. the maximum force] in fact is due to the anharmonicity of the trap, while the stiffness comes out from the harmonic approximation near the trap center", as pointed out in [12] . It is important to note also that these forces depend strongly on the nature of the trapped object both in terms of object morphology and composition; therefore it is mandatory to fix convenient working conditions in order to be able to reproduce the measurements. Traditionally this is achieved using well characterized micrometric spheres.
The power spectrum method, based on the harmonic approximation, probably provides the most accurate results. It relies on the analysis of the Brownian fluctuations of a trapped bead which are related to a Lorentzian fit. The fitting, together with the knowledge of some experimental parameters, directly provides the value of the trap stiffness which can then be related to the instantaneous force exerted by the trap [13] . However, the high accuracy of the method is counterbalanced by the setup configuration which limits the number of traps that can be calibrated at the same time; literature reports up to two traps calibrated simultaneously [14] .
A more recent technique has been proposed by Polin et al. [7] and allowed them to calibrate 119 colloidal spheres simultaneously, along two orthogonal lateral axes of the traps, through digital video microscopy combined with an optimal statistical analysis of each of the spheres' thermally driven motions.
Potential well characterization theory
The potential well reconstruction method, described in [8] , also relies on the harmonic approximation of the optical trap where the force exerted is much weaker than the maximum exertable force. According to this model, the Hooke law defined as
expresses the linear relationship between the deformation r of the equivalent spring and the force F spring required to obtain such a deformation. k is commonly called the stiffness of the trap. It is well known that such a force is conservative and therefore we can define its potential as
The potential well reconstruction technique simply consists in quantifying the displacement of a trapped bead from its equilibrium position when a known force is applied and retrieve the trap stiffness performing a linear or parabolic fitting respectively on Eq. 1 or Eq. 2. In the case of a perfectly isotropic potential, the retrieved k characterizes the whole potential. From a different point of view, we can think of the procedure as if we inject some energy in the system and then observe the trapped object climbing up the walls of the potential well to the corresponding energy level. As a consequence, this method should allow to probe anisotropic or distorted potential wells, by simply recording the successive equilibrium positions of trapped beads when the direction of the external driving force is changed.
Calibration method
The trapping is achieved via a 2W near infrared laser at λ = 1052nm (IPG Laser, Germany) and the procedure implemented is the following one: we move the immersion fluid (deionized water), of given viscosity, by two orthogonally mounted motorized stages (Physik Instrumente. M-126CG with C843 controllers), which are speed and acceleration calibrated for movements down to a theoretical step size of 3.5nm with maximum speed of 600μm/s. Assuming a laminar flow, this results in the application of a uniform calibrated drag force on all the trapped beads.
This drag force is given by Stokes equation, and can be corrected to take into account the effects of a close coverslip [15] . The movements are performed several times for several different speeds to accumulate many data points for each energy level and increase the reliability of the fitting. The movements are also repeated along several axes in the two opposite directions in order to analyze anisotropies in the potential wells, i.e. different displacements from the equilibrium for the same modulus of applied force but along different directions. In this paper, only two orthogonal axes, noted X and Y, are considered. The positions of all the trapped objects are retrieved by image processing. In order to obtain the best performances from our tracking algorithm we decided to use fluorescent homogeneous beads (Dragon Green Polystyrene fluorescent beads from Bangs Laboratories, diameter of 3.69 m with a standard deviation of 0.34m, density of 1.067g/cm 3 ), and work with the fluorescence imaging of the microscope. In such a way, the recorded images are physically thresholded to be black and white and the algorithm is faster and more accurate. The image acquisitions are performed with a custom made time-lapse software interfaced with the UV lamp shutter, a standard videosurveillance camera (WAT-902B, Watec), digitalization and storing on hard drive with a frame grabber at 12fps, 768 × 576 pixels resolution (Picolo Industrial, Euresys). Finally, for a high signal to noise ratio it is advisable for each bead to cover as much pixels as possible on the final image; to maximize this parameter we worked with a high magnification objective (Nikon Plan Fluor 100×, NA = 1.3, oil immersion, plus an additional 1.5 magnification that is accessible on our Nikon TE 2000U microscope). See Fig. 1 for a scheme of the procedure. The main advantage of this technique is given by the possibility to repeat several times the calibration with the same trapped bead and therefore avoid uncertainties linked to the beads polydispersity. Moreover, repeatability without any user interaction has been exploited to obtain a reliable automatic procedure. The downside is represented by the need for an accurate position detecting system, that can be either software, based on image processing like in our case, or hardware like a quadrant photodiode, the latter being the most accurate but limited in the number of configurations it can be used with.
vised to quantify this parameter consisted in the position tracking of a single bead attached to the coverslip when a stepped translation along the x axis was performed. The motorized linear stages we dispose of are calibrated at the factory and we assumed no errors in operations. However, despite the minimum theoretical step size of 3.5nm we found that the minimum accurate displacement was in steps of ten base units, therefore 35nm. The captured images were subsequently processed by the tracking algorithm that produced the plot reported in Fig. 2 . We can see how the algorithm performs definitely better than the 35nm resolution achievable with the motorized stages, despite some spikes in the transient regions probably due to the prompt acceleration. We recalibrated the algorithm with acquisitions obtained via a piezo-electric position stage and found the resolution limit to be in the range of ten nanometres (plot not shown), which is comparable with data reported in [7, 16] . 
Output
The tracking algorithm provides the positions of each bead in a selected region of interest for all the successive images of the recorded stack; for a given bead these values generate two plots: the scattering plot of the x, y bead coordinates, see Fig. 3 left and the x, y split coordinates versus the image counter, i.e. time, see Fig. 4 left. The first outcome of the scattering plot is the verification of the correct alignment of the motorized stage with the image acquisition system; in case of misalignment, the axes of the plotted cross would not be orthogonal. This plot is also representative of the explored energy levels of the optical potential well and can be represented by a contour line as depicted in Fig. 3 right, where each isocurve corresponds to a specific energy level that we reach imparting an increasing drag force (black arrows in the plot). The second diagram, which we call "trace" of a bead, reports the selected bead coordinates versus the image counter, see Fig. 4 left. To each peak corresponds a displacement of the trapped bead from the equilibrium according to the imparted drag force; we can note the six repetitions for each velocity and five different velocities to accumulate many data points for a reliable fit. It should be also noted that the number of points in each maximum depends on the distance travelled at uniform velocity; usually tens of points per maximum are taken. This plot is useful to verify the absence of impulsive external perturbations such as a mechanical vibration or a segmentation error in the tracking software due to noise in the image. All of these effects can invalidate the experiment, hence the importance of this test. The processing of the whole trace extracts the values of the equilibrium positions, i.e. the average of the points in the local maxima, of a bead under the action of varying drag force (black dots in Fig. 4 left) , or in different terms the equilibrium positions of a bead climbing the optical potential well when a certain energy is imparted, the same points are plotted in Fig. 3 right. Finally, the software performs a linear regression on the averaged peak values and automatically evaluate the trap stiffness, see Fig. 4 right. Please note that we chose to fit data to Eq. 1 because a parabolic fit would have lost the directional anisotropy for displacements lying on the same axis. Fig. 3 . Algorithm output 1. Left, the scattering plot of the x, y bead coordinates evaluated by the image processing algorithm. Right, the conceptual image of a trapped bead climbing up the walls of a potential well as the result of an imparted external force, in our case a calibrated drag force represented by the black arrows. The precision on the absolute stiffness value is approximately 18% and takes into account the contribution from beads parameters (9%), temperature and medium viscosity (4%), linear regression on beads position (1%) and distance from the coverslip (4%). On the other hand, the reliability of the procedure is particularly adapted to relative measurements, as it is the case in our applications. In order to prove it we repeated five times the calibration procedure on the same trapped bead for a fixed power of 43mW at the sample, with a reduced number of acquisitions (three repetitions for each of the three different speeds) and we found the trap stiffness to vary in the range k x = 12.54 · 10 −6 N/m ± 1.3% and k y = 12.84 · 10 −6 N/m ± 0.5% respectively along the x and y axes.
The last test we employed to verify the reliability of the calibration procedure analyzes the relationship between the trap stiffness and the laser power at the trap, which from the theory we know to be linear. Moreover, we exploited the parallelism of the image processing to analyze two traps at the same time: on one side a bead is blocked within an holographic trap, on the other, a bead is trapped within the zero order of our reconstruction, see Fig. 5 . The results are in agreement with theory (linear fit), and in agreement with previous experiments for comparable beads materials and power levels, [7, 12, 17, 18] . Please note that the power is here shared between two traps and therefore for a comparison with results in literature we need to take it into account. 
Applications
The diffraction efficiency of spatial light modulators (SLMs) is a fundamental parameter in holographic trapping. This value tells us the amount of light which is going to be diverted in the desired reconstruction with respect to the hologram spatial frequency content. The farther the reconstruction is from the optical axis, the most important the high spatial frequency content of the hologram and as a consequence, the lower diffraction efficiency and trap stiffness. Therefore, the stiffness of a trap is a function of its position within the reconstruction volume. We here report an analysis of the position dependence of the stiffness of an holographic trap. It is important to underline how this parameter depends on the resolution of the SLM employed to modulate the laser wavefront; hence, the following results are strictly related to our setup and SLM (Hamamatsu X8267-15, see [19] for details on the setup). The results are reported in Fig.  6 .
We can now exploit the parallelism offered by our calibration method and simultaneously analyze multiple traps at different distances from the optical axis as reported in Fig. 7 . Once again the results of the calibration confirm what reported in Fig. 6 . This calibration offers an interesting perspective application to obtain an homogeneous reconstruction; we can think of inverting this relation and compensate the diffraction losses enhancing the farthermost traps in the field of view with exactly the required amount of power. The possibility to reliably characterize multiple traps in a short time really opens new perspective and the applications are several. An interesting one is the characterization of ghost traps in HOT. Everybody is familiar with the generally annoying presence of residual diffraction orders that can interfere with the desired traps or eventually become traps themselves. We decided to quantify such ghost traps with the idea of deriving information about the quality of the algorithm that generates the hologram. The experiment consisted in generating a single holographic trap with a simple algorithm [19] , which provided enough light to trap in the zero and -1 orders as well. A picture of the traps pattern is reported in Fig. 8 while the results of the characterization are reported in Table 4 . The whole characterization took less than three minutes total time: fifty seconds acquisitions plus forty seconds of software processing for each bead.
The apparent difference in the diameters of the beads in Figs. 7 and 8 comes mainly from a difference in the fluorescence level of the beads associated with a saturated image which gives the required physical threshold for our tracking algorithm, and not from a large difference in the beads diameters themselves.
Preventing collisions
To enhance the accuracy we need to increase the duration of the fluid motion in order to obtain more samples. This in turn increases the chances of stray beads colliding with the trapped ones.
On the other hand working with low bead concentration is not advisable if the goal is to perform a parallel calibration of multiple beads, too much time would be spent looking for beads. We therefore combined our sample with isolation chambers built with a microstereolithographic process that only contains the beads we trapped as depicted in Fig. 9 , see [20] for details on microstereolithography. This procedure allowed us to perform accurate experiments several times on the same bead and eventually replace it when too much photobleaching occurs. Moreover, isolation chambers shield the trapped beads from external fluxes which might be present outside and that could cause a distortion in the cross diagrams.
Conclusions and perspectives
The calibration method we developed extends the principle described in [8] to the parallel calibration of multiple traps. The method based on image processing and calibrated displacement of the sample proves to be reliable, fast and easy to implement. The applications are several and we here report some related to the characterization of HOT since this is the technique we use for multiplying the trapping sites; nevertheless the method can be applied to any multiple traps technique for characterization. Here we were able to characterize the effects of SLM diffraction efficiency on traps stiffness and to quantify the magnitude of ghost traps; we limited ourselves to a single algorithm but in perspective we think of performing a quantitative parametric study of different algorithms with different diffractive optical elements (DOE) characteristics. Other applications will be described in a forthcoming paper; they concern the fine multi-axes characterization of distorted optical potential wells of holographic optical traps, where distortion comes from optical aberration and/or effects due to nearby ghost or regular traps.
