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Automatic term extraction is a task in the field of natural language processing that aims 
to automatically identify terminology in collections of specialised, domain-specific texts. 
Terminology is defined as domain-specific vocabulary and consists of both single-word 
terms (e.g., corpus in the field of linguistics, referring to a large collection of texts) and 
multi-word terms (e.g., automatic term extraction). Terminology is a crucial part of 
specialised communication since terms can concisely express very specific and essential 
information. Therefore, quickly and automatically identifying terms is useful in a wide 
range of contexts. Automatic term extraction can be used by language professionals to 
find which terms are used in a domain and how, based on a relevant corpus. It is also 
useful for other tasks in natural language processing, including machine translation.  
One of the main difficulties with term extraction, both manual and automatic, is the 
vague boundary between general language and terminology. When different people 
identify terms in the same text, it will invariably produce different results. Consequently, 
creating manually annotated datasets for term extraction is a costly, time- and effort-
consuming task. This can hinder research on automatic term extraction, which requires 
gold standard data for evaluation, preferably even in multiple languages and domains, 
since terms are language- and domain-dependent. Moreover, supervised machine 
learning methodologies rely on annotated training data to automatically deduce the 
characteristics of terms, so this knowledge can be used to detect terms in other corpora 
as well.  
Consequently, the first part of this PhD project was dedicated to the construction and 
validation of a new dataset for automatic term extraction, called ACTER – Annotated 
Corpora for Term Extraction Research. Terms and Named Entities were manually 
identified with four different labels in twelve specialised corpora. The dataset contains 
corpora in three languages and four domains, leading to a total of more than 100k 
annotations, made over almost 600k tokens. It was made publicly available during a 
shared task we organised, in which five international teams competed to automatically 
extract terms from the same test data. This illustrated how ACTER can contribute towards 
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advancing the state-of-the-art. It also revealed that there is still a lot of room for 
improvement, with moderate scores even for the best teams.  
Therefore, the second part of this dissertation was devoted to researching how 
supervised machine learning techniques might contribute. The traditional, hybrid 
approach to automatic term extraction relies on a combination of linguistic and statistical 
clues to detect terms. An initial list of unique candidate terms is extracted based on 
linguistic information (e.g., part-of-speech patterns) and this list is filtered based on 
statistical metrics that use frequencies to measure whether a candidate term might be 
relevant. The result is a ranked list of candidate terms. HAMLET – Hybrid, Adaptable 
Machine Learning Approach to Extract Terminology – was developed based on this 
traditional approach and applies machine learning to efficiently combine more 
information than could be used with a rule-based approach. This makes HAMLET less 
susceptible to typical issues like low recall on rare terms. While domain and language 
have a large impact on results, robust performance was reached even without domain-
specific training data, and HAMLET compared favourably to a state-of-the-art rule-based 
system. 
Building on these findings, the third and final part of the project was dedicated to 
investigating methodologies that are even further removed from the traditional 
approach. Instead of starting from an initial list of unique candidate terms, potential 
terms were labelled immediately in the running text, in their original context. Two 
sequential labelling approaches were developed, evaluated and compared: a feature-
based conditional random fields classifier, and a recurrent neural network with word 
embeddings. The latter outperformed the feature-based approach and was compared to 
HAMLET as well, obtaining comparable and even better results.  
In conclusion, this research resulted in an extensive, reusable dataset and three 
distinct new methodologies for automatic term extraction. The elaborate evaluations 
went beyond reporting scores and revealed the strengths and weaknesses of the different 
approaches. This identified challenges for future research, since some terms, especially 
ambiguous ones, remain problematic for all systems. However, overall, results were 
promising and the approaches were complementary, revealing great potential for new 





Automatische termextractie is een taak binnen de natuurlijke taalverwerking, waarbij 
methodologieën worden onderzocht om automatisch terminologie te identificeren in 
verzamelingen van gespecialiseerde, domeinspecifieke teksten (corpora). Terminologie 
is de gespecialiseerde woordenschat van een domein en bestaat uit zowel eenwoord-
termen (e.g., corpora), als meerwoordtermen (e.g., automatische termextractie). Termen zijn 
een cruciaal onderdeel van gespecialiseerde communicatie, omdat ze specifieke en 
belangrijke informatie beknopt kunnen uitdrukken. Daarom is het nuttig om termen snel 
en automatisch te identificeren. Automatische termextractie kan taalprofessionals 
helpen om, op basis van een relevant corpus, te achterhalen welke termen gangbaar zijn 
in een bepaald domein en hoe ze worden gebruikt. Het is ook nuttig voor andere taken 
binnen de natuurlijke taalverwerking, zoals automatische vertaling. 
Een van de belangrijkste uitdagingen bij zowel manuele als automatische term-
extractie is de vage grens tussen terminologie en algemene taal. Als meerdere mensen 
termen aanduiden in eenzelfde tekst zullen die steevast verschillende termen vinden. Het 
kost dan ook veel tijd en moeite om een nieuwe dataset voor termextractie op te stellen 
en manueel te annoteren. Dat kan het onderzoek naar automatische termextractie 
belemmeren, aangezien de data daar nodig is als gouden standaard om systemen te 
evalueren. De kenmerken van termen zijn ook sterk afhankelijk van de taal en het 
domein, dus een dataset bevat bij voorkeur annotaties in meerdere talen en domeinen. 
Zulke datasets zijn ook noodzakelijk om zelflerende systemen te ontwikkelen, die op basis 
van geannoteerde data automatisch leren hoe termen te herkennen, en die kennis dan 
kunnen toepassen om termen te vinden in andere, ongeziene teksten.  
Het eerste deel van dit doctoraatsproject was gewijd aan het opstellen en valideren van 
een nieuwe dataset voor automatische termextractie: ACTER – Annotated Corpora for 
Term Extraction Research. Named Entities (i.e., namen van personen, plaatsen, etc.) en 
termen werden manueel geannoteerd met vier verschillende labels in twaalf 
gespecialiseerde corpora, in drie talen en vier domeinen. In totaal bevat de dataset meer 
dan 100.000 annotaties op een totaal van bijna 600.000 woorden. De data vormden de basis 
voor de organisatie van een shared task waarbij vijf internationale teams zo accuraat 
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mogelijk de termen probeerden te extraheren uit dezelfde testdata. ACTER is sindsdien 
ook online publiek verkrijgbaar. De shared task toonde hoe de dataset een betekenisvolle 
bijdrage kan leveren aan het onderzoek, maar toonde ook aan dat automatische 
termextractie nog lang niet op punt staat; zelfs de beste deelnemende teams haalden 
bescheiden scores. 
Daarom onderzocht ik in het tweede deel van dit project hoe zelflerende systemen 
kunnen worden gebruikt om onderzoek in dit domein vooruit te helpen. De traditionele 
hybride strategie voor automatische termextractie gebruikt een combinatie van 
taalkundige en statistische informatie om termen te zoeken. Op basis van de taalkundige 
informatie (e.g., woordsoortpatronen) wordt een initiële lijst van unieke kandidaat-
termen geëxtraheerd. Deze lijst wordt gefilterd m.b.v. statistische berekeningen die 
frequenties gebruiken om de relevantste kandidaattermen te selecteren. Het resultaat is 
een gerangschikte lijst van kandidaattermen. HAMLET – Hybrid, Adaptable Machine 
Learning Approach to Extract Terminology – is een zelflerend systeem dat werd ontwikkeld 
op basis van die traditionele aanpak. In tegenstelling tot regelgebaseerde systemen kan 
HAMLET op efficiënte wijze veel meer informatie combineren om termen te leren 
herkennen. Dat maakt het systeem minder vatbaar voor typische problemen, zoals de 
detectie van zeldzame termen. Een vergelijking met een state-of-the-art regelgebaseerd 
systeem bevestigt de voordelen van deze aanpak. Hoewel taal en domein een grote impact 
hebben op de resultaten, haalt HAMLET algemeen goede scores, zelfs zonder 
domeinspecifieke trainingsdata.  
Het derde en laatste deel van het project bouwt voort op die bevindingen en 
onderzoekt methodologieën die nog meer afwijken van de traditionele aanpak. In plaats 
van te starten met een initiële lijst van unieke kandidaattermen, werden strategieën 
onderzocht waarbij de kandidaattermen rechtstreeks in de originele tekst worden 
aangeduid. Twee methodologieën werden zo ontwikkeld, geëvalueerd, en vergeleken: een 
conditional random fields classifier op basis van features, en een recurrent neural network met 
word embeddings. De sequentiële, neurale aanpak bleek beter en haalde vergelijkbare 
scores als HAMLET.  
Samenvattend leidde dit onderzoek tot een uitgebreide, herbruikbare dataset en drie 
nieuwe methodologieën voor automatische termextractie. Voor de evaluaties werden 
niet enkel scores gerapporteerd, maar ook uitgebreide en vergelijkende foutenanalyses 
die de sterktes en zwaktes van elke methodologie identificeren. Zo werden enkele 
uitdagingen geformuleerd voor toekomstig onderzoek, zoals de extractie van ambigue 
termen, die voorlopig problematisch blijven voor alle systemen. Anderzijds waren de 
resultaten over het algemeen goed, en de benaderingen complementair, wat 
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A Dissertation based on Publications 
The current dissertation consists of five papers, which have all been published (or 
submitted) in international, peer-reviewed works. Two of the papers have been published 
in international journals that have been indexed in Web of Science: Language Resources 
and Evaluation (LRE), and Terminology – International Journal of Theoretical and Applied 
Issues in Specialized Communication. A third paper has been submitted to (but not yet 
published in) Terminology. Two more papers are included which have been published in 
conference proceedings. The first has been published in the Proceedings of the 6th 
International Workshop on Computational Terminology (COMPUTERM 2020), one of the 
workshops at the Language Resources and Evaluation Conference (LREC). I was also co-
organiser of this workshop, co-editor for the proceedings, and I organised a shared task 
there on automatic terminology extraction. The other conference paper was published in 
the Proceedings of the International Conference on Recent Advances in Natural Language 
Processing (RANLP 2019). On page 3, the bibliographical details of all papers are provided.  
Apart from the publications included in this dissertation, I have published other work 
during my PhD as well. The bibliographical details of these papers have been provided as 
well, split between those publications for which I was the main author, and others for 
which I was a contributing author. Only those publications that are related to the main 
topic of my PhD have been included in the list on page 3. 
While the chapters in this dissertation are all based on the original publications, they 
are not identical to the published versions. They were extended with up-to-date 
information, additional analyses, and supplementary examples, which had to be excluded 
from the original, published versions due to length restrictions. No information was 
removed from the original publication, and the added information did not change any of 
the original conclusions. The separate bibliographies of all papers have been combined 
into a single bibliography for the entire dissertation. 
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A Dissertation in Three Parts 
The papers that form the basis for this dissertation are not included in the same 
chronological order in which they have been published, but rather in the order that is 
logical from the perspective of the content. The dissertation is split into three parts, 
which each consist of one or two papers. Each part is preceded by a prologue, introducing 
the main subject of that part and explaining how the included papers contribute to that 
subject.  
The first part concerns the dataset that has been created for the project: ACTER - 
Annotated Corpora for Term Extraction Research. It consists of one journal paper, in which 
the dataset is described in detail and validated through a small use case, and one 
conference paper on the TermEval shared task on automatic term extraction, which I 
organised based on the dataset. 
The second part of the dissertation is dedicated to HAMLET – Hybrid Adaptable Machine 
Learning approach to Extract Terminology. HAMLET is a supervised machine learning 
approach, based on the traditional hybrid methodology for automatic term extraction. 
First, HAMLET is briefly presented in a pilot study that compares HAMLET to TermoStat, 
a traditional hybrid methodology without machine learning. The second paper is a 
journal paper with a more elaborate system description of HAMLET, including an 
extensive evaluation and error analysis.  
The third and final part of the dissertation introduces sequential approaches to automatic 
term extraction. This part consists of one journal paper in which two alternative supervised 
machine learning methodologies are presented which interpret automatic term 
extraction as a sequential labelling task. They are also contrasted to the previously 
mentioned HAMLET methodology. 
Each part, and each paper, is dedicated to a distinctive aspect of the main topic of the 
dissertation. Because they are all related to the main topic, there is some overlap between 
the content of each paper, especially in the introductions and related research sections. 
Nevertheless, repetitions have been kept to a minimum and each paper clearly 
contributes to the research with its own unique perspective. After the bibliographical 
overview of my most relevant publications, the main topics of the dissertation are 
presented in a separate (unpublished) introduction. Similarly, the dissertation ends with 
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Terms and Terminology 
Terms and terminology are at the core of this dissertation entitled D-TERMINE – Data-
driven Term Extraction Methodologies Investigated. Therefore, the first part of the 
introduction is dedicated to the definitions of these concepts. Those provided by the 
International Standardization Office (ISO) will serve as a starting point. ISO created 
standard 1087 on Terminology work and terminology science — Vocabulary (2019), in which 
both terms and terminology are defined, as well as a few related concepts. The following 
definitions are all cited from the standard. The definitions often refer to other concepts, 
as indicated by superscript notes1.  
Terminology: “set of designations[I] and concepts[II] belonging to one domain[III] or 
subject[IV]” 
Term: “designation[I] that represents a general concept[II] by linguistic means” 
IDesignation: “representation of a concept[II] by a sign which denotes it in a domain[III] 
or subject[4]” 
IIConcept: “unit of knowledge created by a unique combination of characteristics” 
IIIDomain: “field of special knowledge” 
IVSubject: “area of interest or expertise” (International Standardisation Office, 2019) 
Since terminology is often contrasted with general language, this concept is also defined 
in the same standard: 
general language: “natural language[V] characterized by the use of linguistic means of 
expression independent of any specific domain[IV]” 
 
 
1 These superscript notes are used instead of the section numbers in the original text, e.g., “set of designations 
(3.4.1) and concepts (3.2.7)” (International Standardisation Office, 2019) 
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Vnatural language: “language (…) that is or was in active use in a community of 
people, and the rules of which are mainly deduced from usage” (International 
Standardisation Office, 2019) 
From these definitions, it is clear that one of the fundamental characteristics of 
terminology is its relation to a specific domain, which distinguishes it from general 
language. Curiously, this emphasis on a domain or subject is not explicitly repeated in the 
definition of terms, despite the relation between the two. They can even be used 
interchangeably in some contexts. For instance, automatic term extraction and automatic 
terminology extraction are both used to refer to the same task, sometimes even within the 
same text. In his Glossary of Terms used in Terminology, de Bessé also addresses both 
concepts. He defines a term as a “lexical unit consisting of one or more than one word 
which represents a concept inside a domain” (de Bessé et al., 1997, p. 152). In contrast to 
the ISO standard, he provides three definitions for terminology. The first is similar to the 
one from ISO: “[T]he vocabulary of a subject field”. The other two definitions relate more 
to the activities surrounding terms: “[T]he study of terms, concepts, and their 
relationships” and “[T]he set of practices and methods used for the collection, 
description, and presentation of terms” (de Bessé et al., 1997, p. 154). Kageura dedicates a 
section of his book on The Quantitative Analysis of the Dynamics and Structure of Terminologies 
to the relation between terms and terminology, emphasising how both are inter-related: 
“on the one hand, we need the concept “terminology” in order to pursue the study of 
terms and terminologies, while a concrete study should start from individual terms or a 
set of terms that is regarded as representing a terminology” (Kageura, 2012, p. 10). In the 
remainder of this dissertation, terms will be used to refer to the individual instances, and 
terminology will refer to both the collection of terms that make up the specialised 
vocabulary of a domain, and the science and research of terms. 
Concerning terminology as a field of study, Cabré (1999) describes how specialists have 
always been interested in naming scientific concepts, but that the need for a more 
systematic approach only appeared with the internationalisation of science in the 19th 
century. Still, terminology could not really be considered its own scientific discipline 
until the work of Eugen Wüster and the posthumous publication of his General Theory of 
Terminology (Wüster, 1979). Terminology has gained momentum, particularly since the 
1990s, as an interdisciplinary field: 
This interdisciplinarity of terminology is determined by the characteristics of 
terminological units, which are simultaneously language units (linguistics), 
cognitive elements (logic and ontology, i.e. part of cognitive science) and vehicles 
of communication (communication theory). Terms appear in specialized 
communications (information science) and computers are usually employed in 
terminographic activity (computer science) (Cabré, 1999, p. 25) 
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The status of terminology as a separate scientific discipline has often been questioned 
(e.g, Sager, 1990). Only relatively recently did Kockaert and Steurs, in the introduction of 
their Handbook of terminology, declare that terminology has “grown into a multi-facetted 
science, which seems to have reached adulthood” (H. Kockaert & Steurs, 2015, p. IX). One 
of the main evolutions since Wüster’s General Theory of Terminology is that current 
approaches in terminology tend to be more descriptive than prescriptive. There have 
been many “schools” of terminology, such as the Austrian one based on the previously 
mentioned work of Wüster (1979), the communicative school of terminology (Cabré 
Castellví, 2003), the sociocognitive school (Temmerman, 2000), and cognitive, frame-
based terminology (Faber & López Rodríguez, 2012). It is beyond the scope of this work to 
discuss all these theories in detail. Instead, the discussion will focus on how terms can be 
identified, particularly in relation to general language. 
Terms and General Language 
Most definitions of terms are very similar to the ones from ISO and de Bessé that have 
already been mentioned, e.g., terms are the “words that are assigned to concepts used in 
the special languages that occur in subject fields or domain-related texts” (Wright, 1997, 
p. 13), or “lexical units used in a more or less specialised way in a domain” (Kageura, 2012, 
p. 9). Calling terms “lexical units” instead of “words” better represents the fact that 
terminology is currently generally accepted to consist of both single- and multi-word 
terms. In most of these definitions, the relation to a specialised domain, subject, or 
discipline remains the most important identifying characteristic of terms: the “most 
salient distinguishing feature of terminology in comparison with the general language 
lexicon lies in the fact that it is used to designate concepts pertaining to special disciplines 
and activities” (Cabré, 1999, p. 81). These “domains” or “disciplines” that keep appearing 
as distinguishing features can be broader than expected, as pointed out by one of the 
editors of the scientific journal Terminology in an editorial statement in 2020. She states 
that, while there are a few recurring themes, like “biology, chemistry, food, medicine and 
physics,” studies have also been known to deal with terms in the domains of “crafts, 
culture, grammar, sales and retailing, as well as sociopolitics,” and also “agriculture, 
environment, spatial engineering and tourism” (L’Homme, 2020b, p. 5). Other examples 
of subjects include cooking, hunting, automotive, and DIY (Hätty & Schulte im Walde, 
2018a), fishing (Condamines, 2017), construction (Kessler et al., 2019), or even hats 
(patents on head coverings) (Foo, 2009). How exactly these domains or subject fields are 
delineated mostly depends on the intended applications.  
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These theoretical definitions name some important characteristics of terms – they are 
relevant to a certain domain, form a lexical unit, represent a concept – but remain rather 
vague on how to actually distinguish terms from general language. Kageura compares 
terms to ordinary words on the one hand, and artificial systems like chemical formulae 
on the other hand, concluding that terms “are located somewhere in-between these two, 
and are characterised by the regularity of the concepts they represent” (2012, p. 12). 
Figure 1 is a representation of how he interprets this relationship, illustrating how both 
in terms of the meaning and of the lexical/symbolic form, terminology can be situated 
between general vocabulary and artificial sign systems. Natural language is situated on 
the left-hand side of the illustration, artificial systems on the right-hand side. The 
vocabulary of a language consists both of general vocabulary and terminology, but not all 
terminology is part of the vocabulary of natural language according to this interpretation; 
instead, some terminology belongs to more artificial sign systems. The lexical or symbolic 
forms of terminology display structural regularities, and the meanings of terms exhibit 
conceptual regularities. Terminology is not quite as prescriptive and rigid as artificial sign 
systems are, but it allows fewer ambiguities and irregularities than general vocabulary.  
 
 
Figure 1 reproduced from (Kageura, 2012, p. 12); Kageura’s interpretation of how 
terminology relates to general vocabulary and artificial sign systems. 
 
Conversely, most modern approaches to terminology consider terms to be linguistic 
units that are subject to all of the same phenomena as general lexica, including variation 
and ambiguity (L’Homme, 2020a, p. 18). That leaves the association with domain-specific, 
specialised language as the main distinguishing feature. However, there is no real clear 
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and distinct boundary between general language and specialised language (Myking, 
2007). This would lead to the conclusion that “what makes some lexical units terms is 
their usage and social recognition within a given domain, subject or vocation. Without 
such extra-linguistic information, we cannot identify lexical units in a given text as 
“terms”” (Kageura, 2015, p. 47). Somewhat similarly, Cabré Catellví (2003) states that 
lexical units are never general or terminological by nature, but only acquire a general or 
terminological meaning in the context of the discourse. In other words: “[T]here is no 
fully operational definition of terms” (Gaussier, 2001, p. 168) and “formally terms are 
indistinguishable from words” (Sager, 1998, p. 41).  
So, how can terminology be recognised, studied, and documented, if there is no truly 
objective way to identify terms? L’Homme (2020a) addresses this issue by way of 
examples. The first question is whether the lexical unit is relevant to the subject field. In 
this context, both “relevant” and “subject field” are subject to interpretation. For 
instance, in a corpus about heart failure, congestive heart failure is clearly a domain-
specific, relevant term, but what if the corpus also contains statistics terms, like p-value, 
which have no real connection with heart failure, but are not exactly part of general 
language either? And when identifying terms in a corpus on heart failure, should the 
subject field be very strictly limited to heart failure, or should more general medical 
terms also be included, like patient and hospital? Another issue she raises is whether 
proper nouns can be terms. A corpus about heart failure is likely to contain references to 
the New York Heart Association, which has a classification of different types (severities) 
of heart failure. That makes it relevant to the subject field, but does it also mean the 
proper noun is a term? Such questions are mostly answered in relation to the intended 
application for the terminology. L’Homme refers to the work of Estopà (2001), who asked 
medical doctors, indexers, terminologists and translators to identify terms and found that 
results were highly dependent on the group to which the annotators belonged. To 
illustrate just how different the interpretations of terms were: only 9.3% of all instances 
were identified by all groups, and translators only extracted 270 terms versus 
terminologists who identified 1052.  
A third issue addressed by L’Homme is that of terminological variation. While the 
traditional view of terminology was focused on the prescriptive one concept, one term 
principle, the current trend is more descriptive and has confirmed that terms do display 
a lot of variation (Bowker & Hawkins, 2006; Daille et al., 1996), and that context matters. 
Term variation can be difficult to define as well. Daille offers the following: “[A] variant 
of a term is an utterance which is semantically and conceptually related to an original 
term.” (1996, p. 2001). This leaves a lot of room for interpretation, especially concerning 
the required degree of relation. She admits this herself in later work (2005), specifying 
that the interpretation is “highly dependent on the foreseen application” and that most 
(application-oriented) researchers “choose not to give a definition of term variation but 
rather present the kind of variations they handle or aim to handle” (p. 183).  
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The final two issues L’Homme addresses on the subject of term identification concern 
more easily quantifiable characteristics: term part-of-speech and term length. 
Concerning the latter, nouns and noun phrases have often been the (sole) focus of 
terminology. Cabré (1999) even cites this as a distinguishing characteristic between 
lexicology and terminology. Pimentel (2015) ascribes the focus on nouns to the 
importance assigned to the terminology of objects in descriptive terminology. L’Homme 
describes this issue in more detail:  
“The vast majority of terms are nouns. This is a consequence of the focus of 
terminology on concepts (most of them being entities) and the way ‘concept’ is 
approached. Even in cases where activity concepts (linguistically expressed by 
nouns or verbs) or property concepts (prototypically expressed by adjectives) need 
to be taken into account, nouns are still preferred.” (L’Homme, 2020a, p. 16) 
Nevertheless, there have been terminological studies that focus specifically on, e.g., verbs 
(Costa & Silva, 2004; Ghazzawi et al., 2018), or verbs and adjectives (L’Homme, 2002). 
Warburton (2013) advocates the inclusion of verbs as potentially relevant terms for 
translators. Analyses of terms in corpora or terminological resources also reveal that, 
while nouns and noun phrases invariably occur most frequently, adjectives, adverbs, and 
verbs can be relevant terms as well. For instance, in a legal dictionary, L’Homme (2020a) 
found 9.64% verbs, 5.23% adjectives, and 0.83% adverbs. One of the most incontrovertible 
arguments for the inclusion of non-nominal terms is that it promotes consistency. For 
instance, if electricity is included as a term, then there is no logical argument to exclude 
electrical, electrically, or electrify. 
Concerning term length, many studies have concentrated on either simple or complex 
terms. Depending on the language, complex terms can be single-word compound terms 
and/or multi-word terms. There has been some discussion as to whether both types are 
relevant. For instance, Kageura stresses the “predominance of complex terms” (Kageura, 
2015, p. 48), citing research by Cerbah (2000) who states that 80% of the terms in their 
English-French terminological database are complex terms. These numbers are similar to 
the ones reported by L’Homme, who found 77% of the French terms in a cycling dictionary 
to be multiword terms. However, she emphasises how the lexical semantics approach to 
terminology that she proposes defines “terms as lexical units and thus considers that 
multi-word expressions only correspond to terms if their meaning is non-compositional” 
(L’Homme, 2020a, p. 65). Nevertheless, as always, the intended application will play a 
large role in determining which terms are relevant.  
In the context of automatic term extraction especially, the latter two issues (term part-
of-speech and term length) are often determined by practical considerations. If most 
terms are nouns or noun phrases, and most terms are multi-word terms, then limiting 
the search space to only include these types of terms will make the task significantly 
easier. For some approaches, single-word terms are found to be too difficult: “term 
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extractors focus on multi-word terms for ontological motivations: single-word terms are 
too polysemous and too generic and it is therefore necessary to provide the user with 
multi-word terms that represent finer concepts in a domain” (Bourigault, 1992, p. 15). 
Heylen and De Hertog (2015, p. 207) explain that early approaches to automatic term 
extraction experienced a lack of good statistical measures to measure termhood, so they 
often equated termhood with unithood and focused on multi-word terms. Conversely, 
now that termhood measures are more easily available and applicable thanks to the 
increased computing power and availability of large corpora, some approaches do the 
reverse and focus solely on single-word terms (Nokel, Michael et al., 2012). The use of 
word embeddings, which become more computationally expensive if they have to be 
calculated for more than single words, is another reason why some approaches now focus 
on single-word term extraction (e.g., Amjadian et al., 2018). 
So, if terms cannot be defined more concretely, and so much depends on the 
application, does that mean terms are an intuitive concept? Can only domain experts 
identify them? These questions were the subject of a German project (Hätty & Schulte im 
Walde, 2018a), where seven laypeople were asked to annotate both single- and multi-
word terms in four different domains (DIY, cooking, hunting, chess) and across four task 
definitions (highlighting domain-specific phrases, creating an index, defining unknown 
words for a translation lexicon, creating a glossary). They found that laypeople “generally 
share a common understanding of termhood and term association with domains, as 
reflected by inter-annotator agreement” (p. 325). However, the narrower the definition 
of terms, the more the annotators disagreed (e.g., much higher inter-annotator 
agreement for identifying domain-specific terms than for identifying terms for a 
glossary). In conclusion, while people do appear to share a limited intuitive 
understanding of what terms are, there are no formal characteristics to distinguish terms 
from general language, and criteria like term length and part-of-speech, inclusion of 
proper nouns, and domain relevance are all highly dependent on the application. 
Different Types of Terms 
From the early days of terminology research, attempts have been made to clarify the 
distinction between words and terms by splitting terms into different categories which 
might be more intuitive. Pearson (1998) discusses pragmatic approaches to terminology 
that have developed such distinctions between different types of terms. She refers, 
among others, to Hoffman’s (1985) three categories of “Fachwortschatz (subject-specific 
terms), allgemeinwissenschaftlicher Wortschatz (non subject-specific terms), and 
allgemeiner Wortschatz (general language words)” (translations by Pearson, 1998, p. 17). 
D-TERMINE 
12 
She identifies how various distinctions by multiple researchers are made based on two 
aspects: how domain-specific the instance is, and how well-known. She criticises how 
most of the discussion focuses on distinctions between terms, without offering any 
solutions on how to distinguish terms from general vocabulary. She concludes by saying 
that such distinctions are not useful from a practical point of view, and that, if any 
distinctions are necessary at all, features like how standardised the term is would be more 
valuable.  
Nevertheless, both before and since, many researchers have attempted to identify 
different types of terms. This likely has multiple reasons, one of which is that it does not 
feel very intuitive, when presented with terms like heart, patient, ejection fraction, New York 
Heart Association, and acetylcholinesterase inhibitor, to assign the exact same label to all. 
Another reason is that, as already discussed, different terms are relevant for different 
people and applications. The previously cited studies by Hätty & Schulte im Walde (2018a) 
(laypeople annotating terms for different applications) and Estopà (2001) (different 
professionals identifying terms) clearly proved this. So, the motivation behind having 
more fine-grained distinctions between different types of terms is to help make term 
identification more intuitive, and possibly to align with the various requirements for 
different people and applications. In the context of automatic term extraction, it may also 
help with a more consistent manual annotation of resources and a more fine-grained 
evaluation. 
Different term categories/labels are often suggested in the context of research into 
automatic term extraction, especially when creating manually annotated resources for 
the evaluation of tools. The number of labels varies considerably and can be either 
domain-specific or more general. For instance, the three types of terms identified in de 
Bessé’s glossary apply mostly to technical terms and would be less relevant for, e.g., 
medical, or juridical terms: 
“There are (a) general terms of a subject field which are used in general 
descriptions, instructions and textbooks, patent descriptions, and other non-
industry-specific terms. […] (b) Craft- or industry-specific and even firm-specific 
terms which are more specialised. Many of these are homonyms requiring different 
definitions according to the subject field of their application. (c) Product-specific 
terms, frequently designations of material entities, which have a limited life 
because they are firmly linked to a manufactured physical object” (de Bessé et al., 
1997, pp. 152–153) 
For the general environmental lexicon (Drouin, L’Homme, et al., 2018), another 
domain-specific annotation scheme is adopted, though it might easily be adapted to fit 
other domains as well. Candidate terms are annotated in four different categories: (1) part 
of the general environmental lexicon, (2) part of the lexicon, but not very domain-
specific, (3) not part of the lexicon, or (4) irrelevant. The final category is reserved for 
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candidate terms that were incorrectly extracted due to tokenisation or part-of-speech 
tagging errors. An example of domain-independent guidelines is presented in the KAS-
project (Erjavec et al., 2020; Ljubešić et al., 2018, 2019), where five annotation labels are 
used: “in-domain”, “out-domain”, “general”, “irrelevant”, and “discuss”, where the latter 
is reserved for problematic cases that will be discussed between annotators.  
Three of the most commonly used resources for automatic term extraction (ACL RD-
TEC, GENIA, and CRAFT) were all annotated with very domain-specific guidelines and 
semantic categories. For the annotation of the ACL RD-TEC 2.0 dataset (Qasemizadeh & 
Schumann, 2016), seven semantic categories are used: “technology and method”, “tool 
and library”, “language resource”, “language resource product”, “models”, “measures 
and measurements”, and “other”. These categories are, of course, very dependent on the 
domain of the dataset, i.e., computational linguistics, and they are a very different type 
of classification from the more general examples mentioned before. The annotation 
guidelines clearly specify which types of terms belong in each category and examples are 
provided as well. Another popular dataset, GENIA (Kim et al., 2003), is based on an 
ontology of 47 nominal categories that are relevant for biology, so it is even more fine-
grained. When it comes to number of annotation classes, the most extreme example is 
the CRAFT corpus: “while most other related corpora have used small annotation schemas 
consisting of a few to several dozen classes for their semantic annotation, we are 
employing the full sets of terms, ranging from approximately one thousand to several 
tens of thousands of terms” (Bada et al., 2010). These are based on ontologies from the 
Open Biomedical Ontologies (OBO) Consortium and other large, controlled terminologies 
in the biomedical domain (Smith et al., 2007).  
In terms of more general, non-domain-specific distinctions between terms, Hätty 
researched several alternatives. As she notes in her own dissertation (Hätty, 2020), we 
both appear to have applied very similar principles to distinguish between different types 
of terms in parallel during our respective PhD projects on automatic term extraction, 
which illustrates the need for more fine-grained distinctions between terms in the 
context of such research. She describes the parameters centrality and specificity in almost 
the exact same ways as we describe domain-specificity and lexicon-specificity (see Part 1: 
ACTER – Annotated Corpora for Term Extraction Research). Centrality (or domain-
specificity) indicates how relevant a term is to the domain, whereas specificity (or 
lexicon-specificity) represents how much domain expertise is required to know a term. 
Whereas we used the two parameters to define a matrix of four different categories 
(Specific Terms, Common Terms, Out-of-Domain Terms, not terms), Hätty performed a 
study in which twenty laypeople were asked to annotate 200 terms, scoring each on a 
scale of 1 to 6 for both parameters. It showed how both concepts were intuitive to 
laypeople to some degree, but there were also high divergences among annotators. She 
went on to experiment with different labels. In one study (Hätty, Tannert, et al., 2017), 
the labels “domain”, “domain-zusatz”, and “ad-hoc” are used for relevant terms, 
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instances that are part of relevant terms, and user-coined terms, respectively. Later 
experiments use four categories (Hätty & Schulte im Walde, 2018b). Instances that are not 
domain terms are labelled as “nonTerm”. Terms that are semantically related, but not 
prototypical to the domain are “simTerm”. The “Term” label is used for a “prototypical 
and understandable term of the domain”, and “specTerm” for a “prototypical and non-
understandable term of the domain” (Hätty & Schulte im Walde, 2018b, p. 65). In a study 
that takes a semi-automatic approach to this issue (Hätty et al., 2020), the four classes are 
reduced to three, i.e., “technical terms”, “basic terms”, and “non-terms”, and these 
categories are assigned based on whether the instances occur in a glossary or a basic 
vocabulary list. A final manually annotated dataset is created as well (Bettinger et al., 
2020), where 1030 German closed compounds in the DIY, cooking, and automotive 
domains are annotated by twenty laypeople. Annotators rated each compound on a four-
point Likert scale (Likert, 1932), based on how difficult a term was to understand. A rating 
of 1 meant that the “term does not require any specialized knowledge in order to be 
understood”; a rating of 4 meant that the “term requires specialized knowledge. Its 
meaning cannot be inferred from its context” (p. 4361). They find that most agreement is 
found between the extremes, suggesting that making fine-grained distinctions based on 
difficulty is not meaningful, and that a binary approach might be best for a gold standard. 
In conclusion, researchers have long struggled to distinguish terms from general 
vocabulary. Differentiating between different terms has been one of the strategies 
applied to make this distinction more intuitive. Separate term labels can be domain- 
and/or task-specific, or more general. While it does not necessarily make the distinction 
between terms and general language any clearer, more fine-grained term labelling does 
have a lot of potential. More research is required to find a protocol that makes sense from 
both a theoretical and a practical point of view, and one that might promote more 
consistent annotations for such a subjective task. 
Automatic Term Extraction – Applications  
Automatic term extraction is a task in the field of natural language processing that aims 
to automatically identify terminology in collections of specialised, domain-specific texts. 
Based on such a domain-specific corpus, these systems usually present the users with 
ranked lists of unique candidate terms. This section of the introduction will not discuss 
resources, methodologies, or evaluations for automatic term extraction, since all of these 
are addressed in detail in the different publications that are part of the dissertation. 
Instead, this section will focus on the motivation behind this task, illustrating the 




Figure 2 self-declared areas of work for 1000+ translators and interpreters; x-axis = number 
of translators/interpreters who claim to work in the domain; reproduced from 
(Katan, 2017, p. 119) 
The increasing interest in terminology is no surprise given the continuously growing 
volume of specialised communication. This is reflected in the field of translation, where 
specialised texts make up a large portion of the workload. A global survey among 1000+ 
translators and interpreters (Katan, 2017) revealed most of their workload consists of 
specialised language in a variety of domains (technical, legal, IT etc.), with only a smaller 
portion dedicated to general language for a wider audience (e.g., literary, tourism) (see 
Figure 2). An important part of translating specialised texts is finding the correct 
equivalents for terms. It is estimated that translators spend 20-50% of their time 
researching terminology (Fähndrich, 2005). When translators manage terminology well, 
it can enhance the quality of a translation, reduce the time and cost of the process, 
improve corporate branding, and prevent legal liabilities (Bowker, 2015). In the preface 
to his book in 2012, Kageura remarked on the rising interest “in practical and theoretical 
studies of terminology, in accordance with the rapid growth in universal communication 
and specialised knowledge” (Kageura, 2012, p. XIII).  
Automatic term extraction can be useful both directly for terminology management 
(though the results require manual validation), and as part of a pipeline for other tasks 
within the domain of natural language processing. This will be illustrated by an overview 
of studies using the technology in myriad ways, including two of my own projects.  
Automatic Term Extraction as Part of an NLP Pipeline 
The first example is a study for which we worked on a methodology for automatic 
hypernym detection in Dutch, which starts from automatically extracted candidate terms 
(Rigouts Terryn et al., 2016). The detection of hypernyms is performed in three modules. 
The first is a pattern-based module that uses regular expressions with a combination of 
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lexicalised strings and part-of-speech and chunking information, e.g., a noun phrase, 
followed by “like” to indicate an example, and another noun phrase. The second module 
detects hypernyms based on morphosyntactic rules, such as a noun phrase followed by a 
prepositional phrase, e.g., “council of state” is a type of “council”. The third and final 
module uses automatic decompounding of complex nouns, which is a useful strategy in a 
language like Dutch with many long compounds, e.g., “veiligheidsspeld” (English: “safety 
pin”) is a type of “speld” (“pin”). Automatic term extraction was used both to find 
relevant single-word and multi-word candidate terms for which hypernyms should be 
detected, and as an additional filter, by removing candidates with an unlikely part-of-
speech pattern, unless they obtained a high termhood score.  
Another task within natural language processing where automatic term extraction has 
proven useful is aspect-based sentiment analysis (ABSA). Aspect-based sentiment analysis 
is a more fine-grained approach to sentiment analysis, where the polarity (positive or 
negative sentiment) can be analysed for specific targets, instead of for an entire sentence 
or text. In one study (De Clercq et al., 2015), the monolingual version of the TExSIS term 
extractor (Macken et al., 2013) is used for aspect-based sentiment analysis in restaurant 
and laptop reviews. First, TExSIS is used to identify relevant entities. Features are 
calculated for each of these candidate terms, and they are then aggregated to broader 
aspect categories. In the next phase, a classifier is built to label each aspect as positive, 
neutral, or negative. This classification is based on lexical features and pointwise mutual 
information, which indicates how strongly an aspect is related to a positive or negative 
sentiment. They conclude that relying on automatic term extraction to identify the 
preliminary candidate terms is a promising approach. A comparable approach that 
similarly uses automatic term extraction for aspect-based sentiment analysis has been 
proposed for Russian as well (Mayorov et al., 2015). 
Monolingual automatic term extraction is also the first step towards multilingual 
automatic term extraction, which can be based on parallel corpora, as in the first 
example, or on comparable corpora. Comparable corpora are multilingual corpora with 
texts in all languages on the same subject, in the same style. In contrast to parallel 
corpora, they contain original texts instead of translations, so they cannot be aligned. It 
is of course much more difficult to detect equivalent term pairs in comparable corpora 
than in aligned parallel corpora, since there is no simple way to know where to look for 
potentially equivalent terms, or even whether a correct equivalent is available. However, 
comparable corpora have other advantages over parallel corpora. First, they contain 
original texts instead of translations and, therefore, do not suffer from translationese 
(Baroni & Bernardini, 2006). Second, and most importantly, they are much easier to create 
than parallel corpora. Parallel corpora require large amounts of translated texts, which 
are expensive to create and not readily available for many subjects or language pairs. This 
is a particularly important drawback for automatic term extraction specifically, as it is 
usually applied to very specific domains/topics. Finding a large, parallel corpus in the 
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correct language pair, on the correct subject is not self-evident. Conversely, for any 
subject for which texts can be found in the relevant languages online, comparable corpora 
can be collected relatively easily using the latest web-crawling techniques (Baroni & 
Ueyama, 2006; de Groc, 2011). Based on a few search terms or relevant links, a large 
comparable corpus can be compiled within minutes. Automatic term extraction from 
comparable corpora usually starts by extracting candidate terms monolingually, and then 
tries to link potential equivalents across the languages in a second step. The cross-lingual 
linking can be based on morphological similarities, word embeddings, machine 
translation input, external resources like Wikipedia, etc. (e.g., Hazem & Morin, 2016b; 
Kontonatsios, 2015; Liu et al., 2018). Since monolingual automatic term extraction is the 
first step of this process, it is essential to research high-accuracy methodologies to avoid 
error percolation for the cross-lingual linking of equivalent terms. 
Automatic Term Extraction in Practical Use Cases 
In another project (Rigouts Terryn, Hoste, Buysschaert, et al., 2018; Rigouts Terryn, 
Hoste, et al., 2019), TExSIS, a multilingual, hybrid tool for bilingual automatic term 
extraction from parallel corpora, was used to improve the search engine on a medical 
website with point of care evidence summaries (ebracticenet2). TExSIS (Macken et al., 
2013) can extract terms from aligned, parallel corpora of translations. The results are 
presented in a similar way as with monolingual term extraction, i.e., a ranked list of 
candidate terms, except that for each candidate term in the source language, one or more 
possible equivalents are suggested in the target language. TExSIS uses a chunk-based 
alignment strategy, and filters the most likely equivalents based on FreqRatio, which 
measure how consistently certain equivalents are suggested for the same terms. The data 
covered three languages (English, French, and Dutch), so English was used as a pivot 
language to combine the results from the bilingual extractions. First, we evaluated how 
useful the predicted candidate terms might be as search terms. Most real terms are 
assumed to be potentially relevant search terms, but not all relevant search terms are 
necessarily good terms. For instance, failure in the medical domain is often used in 
combinations like heart failure or kidney failure, but not on its own. Therefore, it is 
generally not considered a relevant medical term, but it may still be a relevant search 
term. Consequently, the extracted candidate terms were evaluated on a monolingual level 
first. Manually annotating candidate terms at different ranks revealed that, generally, the 
most highly ranked candidate terms were often relevant search terms. Consequently, the 






minimal added manual validation efforts. Next, the precision of the suggested 
multilingual equivalents was evaluated. Out of 350 manually validated English terms, 97% 
and 98% had at least one suggested equivalent that was correct in French and Dutch, 
respectively. Almost a quarter of these even had multiple correctly detected equivalents. 
This meant that the results of the automatic multilingual term extraction might form the 
basis of multilingual searches, so that users who type in the Dutch term hartfalen could 
also be presented with English results on heart failure. This would be especially useful for 
subjects with very limited information in one of the languages. Finally, when multiple 
(correct) equivalents were suggested for a single term, these were regularly found to be 
(near-)synonyms, e.g., medicatie, geneesmiddel, and medicijn (English: medication, drug). 
While this strategy was more prone to errors and would require more extensive manual 
validation, this information could be used to lead users to relevant information that does 
not necessarily contain their exact search term. 
Another recent study where automatic term extraction was used in a practical setting 
was for the creation of a Spanish-English specialised dictionary about dried meats 
(Ortego-Antón, 2021). In this study, researchers start from a comparable (non-aligned) 
corpus, for which they automatically extract candidate terms using the hybrid tool 
TermoStat (Drouin, 2003). This is a tool for monolingual term extraction, so they use it on 
each language separately. They apply the principles for terminography as specified by 
L’Homme (2004) to create a bilingual termbase with the specialised tool SDL MultiTerm3, 
using the corpus analysis tool AntConc4 to find all relevant information in the corpus. 
This study shows how the results from the automatic term extraction can speed up the 
process of creating a specialised resource by providing the users with an automatically 
generated list of relevant candidate terms based on a corpus. In such cases, the focus is 
mostly on frequent terms, which can often be extracted with high accuracy. 
 
Automatic Term Extraction as Research Tool 
In a different kind of research project, automatic term extraction is used to help 
improve the understanding of the vocabulary of different academic disciplines (Yan et al., 
2017). Instead of relying on the structured metadata to analyse scholarly communication, 
automatic term extraction allows the researchers to work with unstructured, full texts. 
From a large corpus of PLoS ONE publications in multiple disciplines, domain-specific 
terms are automatically extracted to create vocabularies for the different disciplines. The 
 
 
3 Commercial tool term management: https://www.sdl.com/products-and-
solutions/translation/software/sdl-multiterm/  
4 Freeware tool for corpus analysis: https://www.laurenceanthony.net/ 
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resulting data can help the researchers to “contextualize findings and make sense of 
bibliometric indicators and numbers,” and it could “reveal the scholarly communication 
at a new granular level and address questions on the provenance, diffusion, coevolution, 
trend, and impact of knowledge at a much improved extent and depth” (Yan et al., 2017, 
p. 13). For instance, they found similar vocabulary patterns for the disciplines of 
computer and information science, and engineering and physics. Not only can such an 
approach help identify the “epistemological cultures” of various disciplines, it is also a 
first step towards an automatic classification of academic work into different disciplines.  
Automatic term extraction was also used to facilitate the systematic evaluation of 
machine translation errors for terminology (Haque et al., 2020). This study analyses how 
well phrase-based statistical machine translation and neural machine translation systems 
translate terminology, and which types of errors are typical. Based on a parallel corpus in 
the legal domain in English and Hindi, a gold standard is created to evaluate terminology 
translation. It builds on previous work (Haque et al., 2014, 2019) for a methodology for 
bilingual automatic term extraction. For the annotation, TermMarker was developed, a 
tool for bilingual terminology annotation in an aligned parallel corpus with a user-
friendly interface. The output of the bilingual term extraction tool can be used as input 
for TermMarker, to provide automatic suggestions. This allowed them to semi-
automatically create a gold standard for term translation evaluation. Next, they 
developed an error typology and created automatic translations of the gold standard with 
a statistical and neural system. Based on the gold standard and with the help of domain-
experts, the results were analysed and compared. Neural machine translation was found 
to be less error-prone than phrase-based statistical machine translation when it comes to 
the translation of terminology. These findings contradicted several previous studies, 
which had found statistical machine translation better at translating terminology (e.g., 
Vintar, 2018). It illustrates how machine translation still has trouble translating 
terminology, and that the best approach may depend on the task and language pair. 
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The study presented in the current dissertation attempts to contribute to the research on 
monolingual automatic term extraction by focusing on data-driven approaches. Each of 
the following parts starts with a prologue, in which the subject of the part is introduced, 
and the specific contributions of that part are summarised.
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Prologue to Part 1 
The first part of this dissertation is called “ACTER – Annotated Corpora for Term Extraction 
Research,” after the dataset created for the project. As for most tasks within the field of 
natural language processing, good datasets are crucial for the advancement of research 
in automatic term extraction. Therefore, the first step in this project was to investigate 
the available datasets. In this context, a “good” dataset would be described as specialised, 
domain-specific corpora in which terminology had been annotated. Ideally, the 
annotated corpora should be sufficiently large, with enough annotations to allow a robust 
evaluation. Additionally, the annotation process needs to be transparent and well-
validated. Identifying terms is a highly subjective task due to the ambiguous nature of 
terms and the lack of a clear distinction between terms and general language. Therefore, 
there are many ways to interpret the task of term identification. If terms are manually 
annotated, publishing clear annotation guidelines and inter-annotator agreement studies 
are ways to ensure a dataset can be reused appropriately. When annotations in a 
specialised corpus are based on external resources, e.g., existing terminological databases 
or dictionaries, the relation between the resources and the corpus needs to be clear. This 
includes documenting the coverage (are all gold standard terms present in the corpus and 
are all terms in the corpus present in the gold standard?). Other valuable characteristics 
of datasets for automatic term extraction are the inclusion of multiple languages and 
domains, since term characteristics are known to be very language- and domain 
dependent, fine-grained annotation labels for a more nuanced evaluation, and, of course, 
availability for re-use. 
A survey of the state-of-the-art revealed that very few datasets were available for term 
extraction. Due to the difficulty and cost associated with creating annotated datasets for 
this task, the few available datasets also tend to be limited to a single language and 
domain. Therefore, it was decided to dedicate the first part of the project to the creation 
of a new dataset. The goal was to create a practical, reusable dataset for term extraction 
research, considering the previously mentioned aspects, and the potential applications 
for such a dataset. The first and most obvious one is for evaluation purposes. Precision, 
recall, and f1-scores can be calculated by comparing the results of automatic term 
extraction against those of human term annotations on the same dataset. Ideally, an 
automatic system would consistently extract terms that are similar to the ones humans 
might identify. Second, the rise of machine learning in the field of natural language 
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processing has created a need for annotated datasets as training data for supervised 
machine learning methodologies. A third, and often neglected purpose of such annotated 
datasets, is to learn more about terms themselves. What types of words are annotated? 
How can terms be defined in a way that helps annotators to identify them consistently? 
How do the characteristics of terms differ in various languages and domains? A dataset 
that provides insights into such questions can also inspire new methodologies for the 
automatic recognition of terms.  
Creating datasets for multilingual automatic term extraction from comparable corpora 
is even more challenging. All of the challenges from monolingual term extraction remain, 
in addition to more specific difficulties. While the remainder of the project focuses on 
monolingual term extraction, a first dataset for multilingual term extraction from 
comparable corpora was created as well. It is a relatively new task, for which very little 
data is available yet. Ongoing and future research will further validate this multilingual 
dataset. 
As stated in the preface, this part consists of two publications: 
1. Rigouts Terryn, A., Hoste, V., & Lefever, E. (2020). In No Uncertain Terms: A Dataset 
for Monolingual and Multilingual Automatic Term Extraction from Comparable 
Corpora. Language Resources and Evaluation, 54(2), 385–418. 
https://doi.org/10.1007/s10579-019-09453-9 
2. Rigouts Terryn, A., Drouin, P., Hoste, V., & Lefever, E. (2020). TermEval 2020: Shared 
Task on Automatic Term Extraction Using the Annotated Corpora for Term 
Extraction Research (ACTER) Dataset. Proceedings of the LREC 2020 6th International 
Workshop on Computational Terminology (COMPUTERM 2020), 85–94. 
The first is a journal paper that introduces the dataset1, describing the processes of corpus 
collection, data annotation, inter-annotator agreement evaluation, and validation 
through a small use case. It starts with a survey of existing datasets and evaluation 
protocols in the field of automatic term extraction and focuses on the specific difficulties 
associated with these tasks in the context of terminology. The corpora and annotations 
are described in detail, and the annotation guidelines have been made available online 
and can be found in the appendix of this dissertation. The dataset is validated both 
through inter-annotator agreement studies and a small use case, in which the data is used 
to evaluate a traditional hybrid system for monolingual term extraction. The multilingual 
dataset is described and analysed as well. A second publication specifically on this 
multilingual dataset (Rigouts Terryn, Hoste, & Lefever, 2018) has not been included, since 
the focus of the dissertation is on monolingual term extraction. 
 
 
1 At the time of the publication of the first paper, the dataset did not yet bear the acronym ACTER; this name 
was assigned later, when making the dataset publicly available during the TermEval shared task. 
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The second publication reports on a shared task we organised on automatic term 
extraction, based on this dataset: TermEval. It was part of an international workshop 
which I co-organised (COMPUTERM). Five international teams participated in the shared 
task. It effectively illustrates how the ACTER dataset can be used to push the state-of-the-
art in automatic term extraction, and how it facilitates comparisons of different 
methodologies. The paper presents up-to-date statistics for the dataset and reports on 
the results of the shared task. At this time, the dataset was also made publicly available 








Paper 1  
In No Uncertain Terms: A Dataset for Monolingual 
and Multilingual Automatic Term Extraction from 
Comparable Corpora 
 




Both monolingual automatic term extraction (ATE) and multilingual automatic term 
extraction from comparable corpora (ATECC) are productive fields of research within 
natural language processing. However, the evaluation of both tasks is still problematic. 
There are many different evaluation protocols and creating gold standard datasets is a 
difficult, time- and effort consuming process. Consequently, the few available gold 
standards do not cover many languages and domains. The first aim of this research was 
to construct monolingual gold standards which would allow a fine-grained evaluation of 
terminology extraction systems. Specialised corpora were collected in three languages 
(English, French, and Dutch), and four domains (corruption, dressage (equitation), heart 
failure, and wind energy). For the manual annotation, termhood was defined based on 
lexicon-specificity and domain-specificity, resulting in three term labels: Specific Terms, 
Common Terms, and Out-of-Domain Terms. The inter-annotator agreement studies show 
how the annotation scheme allowed intuitive and consistent annotation. A use case with 
a monolingual system for ATE illustrates how the dataset enables a detailed evaluation, 
that could be adapted to different application purposes. The second goal was constructing 
a multilingual gold standard for ATECC, as no comprehensive gold standard for the 
evaluation of ATECC had yet been created. Based on the monolingual annotations for the 
medical comparable corpus, each term was linked to all cross-lingual equivalents, term 
variations and other related terms, such as hypernyms. This provided valuable insights 
into the characteristics of terminology. With the resulting multilingual gold standard, 
whenever an ATECC system suggest a wrong equivalent for a term, the evaluation of the 
error can be nuanced: either the system overlooked the correct equivalent term, or it was 
not present in the target language corpus. Ultimately, this study contributes to research 
on monolingual and multilingual ATE with datasets that can be used (1) to research the 
behaviour of different types of terms in multiple languages and domains, (2) to train 
supervised machine learning approaches to ATE, and (3) to set up a robust, yet also fine-
grained evaluation of ATE. 
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1.1 Introduction 
Automatic term extraction (ATE), also often referred to as automatic term recognition 
(ATR), is the automated process of identifying terms in specialised texts, where terms can 
be described as the linguistic representations of domain-specific concepts. ATE is meant 
to alleviate the time- and effort-consuming task of manual terminology management by 
providing a ranked list of candidate terms that have been automatically identified in a 
given domain-specific corpus. Moreover, it has become an important preprocessing step 
in many natural language processing (NLP) tasks (Z. Zhang, Gao, et al., 2018), such as 
automatic indexing (Jacquemin & Bourigault, 2003), automatic text summarisation (Y. 
Zhang et al., 2004) and machine translation (Wolf et al., 2011). 
Despite abundant interest from the research community, there is still plenty of room 
for improvement (Astrakhantsev, 2017). Two often-cited and related obstacles are the 
difficulty to obtain datasets (Astrakhantsev et al., 2015) and the lack of a clear definition 
of what terms actually are (Pazienza et al., 2005). To evaluate ATE against human 
performance, a manually annotated gold standard is needed. Manually creating such a 
gold standard is a laborious and expensive process. Additionally, inter-annotator 
agreement is often low due to the lack of a clear boundary between terminology and 
general language. Nevertheless, such datasets remain invaluable for accurate and 
detailed evaluation, and are also crucial as training data with the current evolution 
towards supervised machine learning methodologies (Drouin, Grabar, et al., 2018; Drouin, 
L’Homme, et al., 2018). 
For multilingual ATE, the addition of the controversial concept of translation 
equivalence (Panou, 2013) presents an added difficulty for evaluation and annotation (Le 
Serrec, 2012). Since parallel corpora of aligned translations can be difficult to obtain, 
especially for the specialised domains that are interesting for ATE, research into 
multilingual ATE has recently shifted towards comparable corpora instead (Daille, 2012; 
Delpech et al., 2012; Hazem & Morin, 2016b; Kontonatsios, 2015). Comparable corpora are 
collections of texts in different languages, which are not translations but contain much 
of the same vocabulary because of a comparable topic (and style). ATE from comparable 
corpora (ATECC) attempts to identify the terminology in both languages of a comparable 
corpus (just like monolingual ATE) and to link potentially equivalent candidate terms 
across the languages. In contrast to ATE from parallel corpora, there is no way to know 
where these equivalent terms might be found in the corpus, or even if they are present 
in the corpus at all, since the corpora are not aligned. This complicates not just the task 
itself, but the evaluation as well. 
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Since term characteristics can differ substantially in different languages and domains, 
performance of ATE is language- and domain-dependent. Therefore, it was decided to 
include corpora in three languages (English, French, and Dutch), and four domains 
(corruption, dressage (equitation), heart failure, and wind energy), to allow a more robust 
evaluation. Additionally, the intended purposes for the results of ATE (e.g., for 
terminologists, translators, automatic indexing) may influence the types of terms that 
are most interesting. Consequently, three different term labels were defined to allow a 
more fine-grained evaluation, and which are shown to help improve inter-annotator 
agreement. 
The resulting dataset is a rich resource with three potential applications. First, it allows 
a robust, yet also fine-grained evaluation of both monolingual ATE and multilingual 
ATECC. Second, it can serve as training data for the development of supervised machine 
learning approaches to ATE. Third and final, it can be used for both inter- and intralingual 
research into the characteristics of different types of terms in diverse contexts 
The remainder of this contribution is divided into five sections. First, the state-of-the-
art will be presented on the evaluation of monolingual ATE, then on term annotation, and 
finally on the evaluation of multilingual ATECC. Next, all corpora are described in detail 
and the profiles of the annotators are summarised. The fourth section is dedicated to the 
monolingual annotation, containing a description of the annotation scheme and 
guidelines, and the inter-annotator agreement experiments. This section concludes with 
a use case with the ATE system TExSIS (Macken et al., 2013) to illustrate the dataset’s 
usefulness as a gold standard. Next, the multilingual gold standard for ATECC is 
presented, with an explanation of how it was constructed and a discussion of the results. 
The final section is devoted to the conclusion and ideas for future research. 
1.2 State-of-the-Art 
1.2.1 Evaluation of Monolingual ATE 
Monolingual ATE analyses a specialised domain-specific corpus to identify potential 
terms, which are called candidate terms. These candidate terms are presented as a ranked 
list to the user, with the most likely candidate terms at the top. Both linguistic and 
statistical clues can be used to automatically identify candidate terms, but most successful 
strategies combine both into a hybrid strategy. With this approach, the corpus will first 
be linguistically preprocessed to split it into the different words and sentences (i.e., 
tokenisation), and to assign a part-of-speech (POS) to each word. Sometimes, this also 
includes adding syntactical information (e.g., chunking or parsing). Next, an initial list of 
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candidate terms is usually selected based on a pre-defined list of POS patterns (e.g., 
Macken et al., 2013). For instance, if terms can be combinations of one adjective followed 
by two nouns (e.g., automatic term extraction), then all sequences of words in the text that 
have been tagged as one adjective followed by two nouns will be extracted. Even when 
using a list of stopwords (words that are very common and unlikely to be terms) to filter 
these results, there will still be a lot of noise (i.e., candidate terms that are not valid terms). 
Therefore, to further filter and sort these results, statistical metrics are used to calculate 
termhood and unithood, as defined by Kageura and Umino (1996). Termhood determines 
how relevant a candidate term is to the domain; unithood is only applicable to multi-word 
terms and measures whether the different parts (words) of the candidate multi-word 
term form a cohesive unit. All candidate terms that score above a predetermined 
threshold value can be maintained, while the others are discarded. Instead of a threshold 
value, it is also possible to select the top n candidates or the top n% of candidates. Machine 
learning has also been applied to find the optimal combination of features to filter the 
results (e.g., Fedorenko et al., 2013). Just like the linguistic selection of candidate terms 
has drawbacks, so does the statistical filtering. An important example is that valid terms 
which appear only infrequently in the specialised corpus are likely to be discarded by the 
statistical measures (silence).  
The traditional method of evaluation for ATE is to compare against human 
performance and calculate precision (how many of the candidate terms are valid terms), 
recall (how many of the terms in the text were correctly extracted) and f1-score (the 
harmonic mean between precision and recall). These are closely related to the concepts 
of noise (incorrectly extracted candidate terms) and silence (terms that should have been 
extracted but were not). Other evaluation methods, such as receiver operating 
characteristic (ROC) curves may be used as well, but are less common in this domain (Azé 
et al., 2005). Since these metrics only measure performance, some researchers argue that 
a more holistic evaluation protocol is necessary. One of the very first evaluation protocols 
for ATE (L’Homme et al., 1996) broadly defines five pre-evaluation criteria to complement 
the performance metrics, ranging from an evaluation of the basic design of the ATE tool, 
to the way the results are presented. In other early research, performance is measured by 
precision and recall, but with the disclaimer that “low scores do not mean inferiority” 
(Kageura et al., 1999, p. 417), since the essential question of what terms are is still 
unsolved. Instead, they state that consistency of the results is at least as important as 
performance. In other work, Sauron (2002) proposes a quality model that measures not 
just precision or recall, but also suitability, reliability, usability, efficiency, 
maintainability and portability. Within the framework of the CESART project (Mustafa El 
Hadi et al., 2006, 2004), a user- and application-oriented evaluation protocol is presented, 
but, as stated by Nazarenko and Zargayouna (2009), application-oriented evaluations are 
much more difficult to set up and it is difficult to weigh the impact of the ATE on other 
tasks, such as indexing or thesaurus building. While a complete evaluation of any system 
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should indeed be more elaborate, this is not the focus of the research, and the remainder 
of this paper is dedicated to the performance aspect of ATE evaluation. 
The two most popular ways to evaluate ATE performance are reference term lists and 
manual validation (Astrakhantsev et al., 2015; Pazienza et al., 2005). The former consists 
of using a list of terminology in the relevant domain to compare to the output, to calculate 
precision and recall. This reference term list (i.e., gold standard) may be an adaptation of 
a pre-existing list (Dobrov & Loukachevitch, 2011; Enguehard, 2003; Wermter & Hahn, 
2005) a small sample of some of the terms in the corpus (Baroni & Bernardini, 2004; 
Loginova et al., 2012), or a complete list of all terms in the corpus, identified through 
manual term annotation (Kim et al., 2003). Unless the entire corpus was manually 
annotated, only approximations of precision and recall can be calculated this way. The 
other strategy, manual validation, means manually validating the top n candidate terms. 
This is usually done by either a domain-expert or a terminologist (Chen & Yan, 2017; 
Drouin, 2003; Frantzi & Ananiadou, 1999; Gurrutxaga et al., 2013; Haque et al., 2018). The 
two most important drawbacks of this method are that it only evaluates precision, not 
recall, and that the annotated data is not easily reusable. 
Several strategies have been developed to counter the drawbacks of these evaluation 
protocols, while still avoiding the laborious process of manually annotating an entire 
corpus. The most obvious strategy is to combine the two strategies and use a pre-existing 
reference term list to calculate (approximate) recall, combined with manual validation 
for precision. Another alternative is demonstrated by Term Evaluator (Inkpen et al., 
2016). This tool was specifically designed to facilitate the comparative evaluation of ATE 
systems. It allows users to validate candidate term lists and improve the consistency by, 
e.g., checking against previous annotations. Moreover, relative recall can be calculated 
by comparing against the union of all correctly extracted terms by multiple systems. 
While this is a very practical tool with many useful features, relative recall is flawed in 
the sense that different ATE systems are likely to make some of the same mistakes. Thus, 
when different systems have trouble identifying the same terms, these will not be 
included in the calculation of relative recall. The following section discusses the issues 
related with manual term annotation in more detail. 
1.2.2 Term Annotation 
1.2.2.1 Overview of Annotation Projects 
The main obstacle that prevents many researchers from working with a fully annotated 
corpus is probably how time- and effort-consuming term annotation is. The volumes of 
the corpora currently used for ATE range from some 10k tokens (Patry & Langlais, 2005; 
Vivaldi & Rodríguez, 2007), to several hundreds of thousands of tokens (Ghazzawi et al., 
2018; Kim et al., 2003; Pazienza et al., 2005) to a million or more tokens (Inkpen et al., 2016; 
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Loginova et al., 2012; Z. Zhang et al., 2008). With the rise of machine learning strategies 
for ATE (Conrado et al., 2013), the need for large, annotated corpora is becoming even 
more pressing, not only for evaluation, but also since “one of the major problems in 
applying machine learning to ATE is the availability of reliable training data” (Zhang, Gao, 
et al., 2018, p. 57:6). 
One of the most popular currently available resources is the GENIA corpus (Kim et al., 
2003), which has been used in multiple evaluations of ATE (Bordea et al., 2013; Fedorenko 
et al., 2013; Nenadić et al., 2004; Nenadić & Ananiadou, 2006; Z. Zhang et al., 2008; Z. Zhang, 
Gao, et al., 2018). GENIA is a collection of 2000 abstracts from the MEDLINE database in 
the domain of biomedicine, specifically about “transcription factors in human blood 
cells” (Kim et al., 2003, p. 180). All biologically relevant terms have been manually 
annotated by two domain experts, with additional linguistic annotations and labels for 
the GENIA ontology. In total, 93,293 terms were annotated in over 400k tokens. Another 
biomedical dataset is the CRAFT corpus (Bada et al., 2010, 2012), for which the subject is 
very broadly defined as “biomedical journal articles” (Bada et al., 2012, p. 161). In this 
corpus, all terms referring to concepts that were represented in certain ontologies were 
strictly annotated. While this leads to a very consistent annotation, it also means that any 
terms not represented in any of the ontologies were not annotated. The ACL RD-TEC 
(version 1.0 (Qasemizadeh & Handschuh, 2014c) and version 2.0 (Qasemizadeh & 
Schumann, 2016)) was designed specifically for ATE evaluation in the domain of NLP, 
based on the assumption that it would be a great advantage to have a dataset for which 
researchers in NLP could be domain experts themselves. The second version (ACL RD-TEC 
2.0) contains 300 abstracts from the ACL Anthology Reference Corpus (Bird et al., 2008) 
with a total of 6818 term annotations. It has been used, among others, for a supervised 
machine learning approach to ATE (Hätty, Dorna, et al., 2017). 
There are also some smaller and/or lesser known resources, such as an automotive 
corpus of 224k tokens in which all terms and term variants are annotated (Bernier-
Colborne, 2012; Bernier-Colborne & Drouin, 2014). In an attempt to analyse the evolution 
of terms through time, Schumann and Fischer (2016) annotated a corpus of texts from 
different time periods, starting from 1665. The corpus was based on the Philosophical 
Transactions and Proceedings of the Royal Society of London and, using topic modelling, 
texts from the domain of mechanical engineering were selected for annotation. Over 10k 
term occurrences were annotated in five corpora of 20–32k tokens, spanning five time 
periods. A very different gold standard was created based on German online forum data 
about do-it-yourself (DIY) projects (Hätty, Tannert, et al., 2017), which is promoted as a 
broad-topic corpus that contains many registers. At the time of the 2017 paper, they were 
aiming at a corpus of 80k tokens, fully annotated by three annotators. Hätty and Schulte 
im Walde (2018a) included this DIY corpus and three others in later experiments to test 
inter-annotator agreement in term annotation by lay people. In the context of the TTC 
project (Daille, 2012; Gornostay et al., 2012; Loginova et al., 2012), short reference term 
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lists (between 107 and 159 terms per corpus) have been collected for specialised corpora 
in two domains (wind energy and mobile technology) and seven languages (Chinese, 
English, French, German, Latvian, Russian and Spanish). However, these reference term 
lists were created by annotating the output of ATE tools, not the source texts. Within the 
framework of the TermITH project (Billami et al., 2014; Projet TermITH, 2014), a French 
corpus of scientific texts, specifically in the field of language sciences, is preprocessed 
using the TTC-TermSuite (Daille, 2012) and the automatically generated candidate term 
list is manually validated. Instead of only looking at a flat list of candidate terms, the 
candidate terms are presented with their context of the original text. Enguehard (2003) 
also presents a corpus annotated with the help of ATE tools: a 104k token corpus in the 
domain of metallurgy. This corpus was already accompanied by a list of 6582 terms and 
that list was further enriched with the manually validated results of two ATE tools. Nazar 
(2016) had student linguists and domain experts annotate around 200 terms in an English 
corpus on psychiatry. Another noteworthy example is the research by Judea et al. (2014), 
who addressed the lack of resources by developing an unsupervised method of labelling 
training data, based on existing term identification and ranking methods, and using terms 
in figure references in English patents which could be extracted automatically with high 
accuracy. Additionally, more ad-hoc term annotation has been performed with the 
specific aim of evaluating an ATE tool, e.g., annotation of English mathematics terms 
(Amjadian et al., 2016) or Spanish medical terms (Vivaldi & Rodríguez, 2007). 
1.2.2.2 Inter-Annotator Agreement 
The established way to validate annotations is to calculate inter-annotator agreement: 
when the annotation protocol is well-defined, and the task is clear, multiple annotators 
should make very similar annotations in the same text. In the case of ATE, the annotation 
processes for all these datasets that have been discussed vary considerably, so it is 
difficult to compare inter-annotator agreement scores. Moreover, not all researchers are 
able to calculate inter-annotator agreement, due to the expense of having multiple 
annotators go over the same text (Bernier-Colborne & Drouin, 2014). To complicate 
matters further, the metric used to report the agreement varies as well. One aspect upon 
which the majority of researchers agree (especially the ones that do not start from pre-
generated candidate terms), is the difficulty and unavoidable subjectivity of the task, 
which often results in low inter-annotator agreement.  
For the GENIA corpus, no inter-annotator agreement scores could be found. The inter-
annotator agreement scores for the CRAFT corpus (Bada et al., 2010, 2012) are 
exceptionally high for most of the ontologies, especially after an initial period of 
adaptation. They report inter-annotator agreement f1-scores over 0.90. This can probably 
be attributed to the elaborate annotation guidelines and, most of all, the strict link to the 
existing ontologies. For the ACL RD-TEC 2.0 (Qasemizadeh & Schumann, 2016), f1-score 
was calculated over four iterations, with discussions and elaborations of the guidelines 
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between iterations. Average f1-score started at 0.49 after the first iteration, climbing up 
to 0.74 after the fourth iteration. They also calculated self-agreement (same annotator, 
same text, two days in a row) and found that even self-agreement was no higher than 
0.88, illustrating the difficulty of the task. Other researchers also found “more than 
expected disagreement” (Nazar, 2016, p. 161), reporting a Fleiss’ Kappa index of 0.319 for 
the psychiatrist annotators (domain-experts) and 0.454 for the student annotators 
(linguists). For the DIY corpus (Hätty, Tannert, et al., 2017) Fleiss’ Kappa was reported as 
well, but with a very different approach, using an elaborate sequential IOB-based labelling 
scheme, resulting in nine labels per annotation. They reached substantial agreement with 
a Fleiss’ kappa of 0.81. Schumann and Fischer (2016) report inter-annotator agreement 
with occasional discussion between annotators at an average f1-score of 0.655, but with 
considerable variations per corpus (between 0.376 and 0.933). Agreement scores are 
generally high when a list of term candidates is validated, rather than terms in running 
text, e.g., kappa agreement between 0.53 and 0.84 (Amjadian et al., 2016). A final aspect 
that contributes to the big differences across all these evaluations, is how exact the match 
between two annotations (or between an annotation and an extracted candidate term) 
should be to be counted as a match. Some studies only count full span matches 
(Qasemizadeh & Schumann, 2016), or include partial matches (Sauron, 2002), and others 
develop more nuanced systems of evaluation (Hätty, Tannert, et al., 2017). 
1.2.2.3 Term Annotation Guidelines 
Clearly, there is a lot of variation in both the term annotation tasks themselves and 
how they are evaluated. One suggestion is that “a more fine-grained distinction between 
different types of terms […] might be helpful, at least partly, in alleviating the difficulty 
of the annotation task” (Schumann & Fischer, 2016, p. 3582) and the reported agreement 
scores do appear to show that elaborate guidelines lead to higher agreement. However, 
there is a lot of disagreement about what those guidelines should be. A first point of 
disagreement is whether to extract only nouns and noun phrases (e.g., Bernier-Colborne 
& Drouin, 2014), or also adjectives (Projet TermITH, 2014), adverbs (Bada et al., 2012) and 
verbs (Schumann & Fischer, 2016). Second, should there be a minimum and/or maximum 
term length? Some researchers do not limit term length at all (e.g., Bernier-Colborne & 
Drouin, 2014), while others focus only on single-word terms (SWTs; unigrams) (Conrado 
et al., 2013; Estopà et al., 2000), multi-word terms (MWTs) (L’Homme et al., 1996), or only 
on very specific combinations of part-of-speech patterns and term lengths (Haque et al., 
2018; Pazienza et al., 2005; Vivaldi & Rodríguez, 2007; Wong, 2009). Another point of 
disagreement concerns the labels. In most research, only a binary evaluation (term vs. 
not term) is considered. Bernier-Colborne and Drouin (2014) add additional information 
to the term annotation concerning term structure and variation (e.g., acronym, simple or 
complex term, etc.). Schumann and Fischer (2016) add confidence scores to the 
annotations, depending on the agreement between the annotators. The original ACL RD-
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TEC (Qasemizadeh & Handschuh, 2014c) distinguishes between technology and non-
technology terms and the second version (Qasemizadeh & Schumann, 2016) groups terms 
into seven semantic categories. Term annotation in the DIY corpus (Hätty, Tannert, et al., 
2017) consists of three labels: domain, domain-zusatz or ad-hoc. The CRAFT (Bada et al., 
2012) and GENIA (Kim et al., 2003) corpora both have very elaborate annotation schemes 
based on diverse ontologies. 
While there are surely other term annotation projects, the sample discussed here 
already shows some interesting trends. First, it shows how diverse the methodologies for 
term annotation can be in every aspect: type of annotation (candidate term list or source 
text), annotation scheme (binary or multi-label) and annotation guidelines (e.g., term 
length and part-of-speech patterns). Even the evaluation of these resources (inter-
annotator agreement) is very diverse. These differences make any comparison between 
corpora extremely difficult, especially when there is a lack of meta-information about the 
corpora. Second, it becomes clear that the resources are mainly in English and 
monolingual. One exception is the TTC project, which includes multiple languages and 
domains, but their term lists are limited and not based on manual annotation of the 
corpus. Finally, high inter-annotator agreement scores are often attributed to detailed 
and elaborate guidelines. Our dataset was constructed with these observations in mind 
and considers remarks made during previous annotation projects, such as: 
In terms of annotation guidelines, a more fine-grained distinction between 
different types of terms (e.g., topic keywords, scientific standard vocabulary, 
foreign language words, unknown or “strange” words,…) might be helpful, at least 
partly, in alleviating the difficulty of the annotation task. (Schumann & Fischer, 
2016, p. 3582) 
 
Due to the great variability of TE scenario and the low agreement between 
terminologists and domain experts on what term candidates should be treated as 
terms, such gold standard should be highly parameterizable and should integrate 
(partial) evaluation pieces (and evaluators) [...]. (Vivaldi & Rodríguez, 2007, p. 224) 
1.2.3 Annotation and Evaluation of Multilingual ATECC 
Before continuing with this section on multilingual ATECC, it is important to address a 
small terminological issue. When working with comparable corpora, there is, technically, 
no source language or target language since the corpus contains original texts rather than 
translations, so there is no translation direction. Nevertheless, to distinguish between 
two languages in the process of ATECC, these are the most practical and appropriate 
terms. Therefore, we will still refer to a source language and a target language, even if 
they are interchangeable.  
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Multilingual ATECC generally consists of two steps. First, terminology is identified 
monolingually in the separate parts of a comparable corpus. Then, for each candidate 
term in the source language, suggestions will be made for potential equivalents in the list 
of candidate terms in the target language. It is beyond the scope of this paper to discuss 
the various methodologies, but the evaluation challenges will be discussed in more detail. 
Since the first step of ATECC is monolingual ATE, it faces the same challenges as 
mentioned in the previous sections. Furthermore, an evaluation of the suggested 
translation equivalents is required, which raises additional challenges. First, since 
comparable corpora are not aligned, equivalents may be found anywhere in the corpus, 
or even not at all. Second, equivalence is still a very controversial subject in translation 
studies (Le Serrec, 2012; Panou, 2013): how semantically related does a term have to be, 
to be considered a good equivalent? Therefore, evaluating translation equivalence is no 
easy task. Finally, since this is still a relatively new area of research, there are very few 
available datasets and there is no consensus yet about the best way to evaluate ATECC. 
The most common strategy for the evaluation of ATECC is to use reference term lists 
based on existing resources. For instance, Laroche and Langlais (2010) use 5000 English-
French pairs of nominal terms from the Medical Subject Heading (MeSH) thesaurus. 
Similarly, Morin and Hazem (2014) selected single word terms that appeared more than 
four times from the UMLS meta-thesaurus and constructed English/French reference 
term lists (169 pairs for breast cancer and 244 pairs for diabetes corpus). A consideration 
when using reference term lists with tools that include a dictionary-lookup as part of the 
methodology, is that there should be no overlap between the test data and the reference 
term list. In such cases, reference terms might be selected that do not occur in the 
dictionary and equivalents for these terms could be searched in different resources 
(Saralegi et al., 2008). The EU term thesaurus EUROVOC is another resource that has been 
used to train and test a classifier for bilingual terminology by Aker et al. (2013). They 
calculated precision more accurately by manually evaluating 600 English-German 
candidate term pairs as well, using one of four categories: equivalence (for exact 
translations), inclusion (when the correct translation is part of the suggested translation), 
overlap (when an equivalent of at least one word of the source term can be found in the 
target term) or unrelated (when none of the above apply). This categorisation illustrates 
the need for a fine-grained evaluation.  
When using existing resources, similar problems apply as with monolingual ATE. 
Without additional human input, systems may be unfairly evaluated for correct 
translations which are not in the reference list or for wrong suggestions when the correct 
translations were not available in the corpus. These shortcomings are handled in creative 
ways, such as by Kontonatsios (2015), who started by limiting his set of reference 
translations to those found in his source language corpus and, subsequently, used a 
reference dictionary to estimate the percentage of terms in the source language corpus 
for which translations were available in the target language corpus. This percentage was 
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used as the upper-bound for translation accuracy. Another methodology was used within 
the framework of the TTC project, where a gold standard was constructed based on the 
input corpus (Loginova et al., 2012). Using automatically extracted monolingual lists of 
candidate terms, single-word terms and multi-word terms were selected as a starting 
point for the bilingual reference list. After validation, the monolingual reference term 
lists were used to create bilingual reference term lists of around 100 term pairs. Only 
terms which appeared both in the source and target corpus were included and the 
minimum term frequency was ten for single-word terms and five for multi-word terms. 
This gold standard is freely available and has been used in other research as well (Hazem 
& Morin, 2016a).  
As with monolingual ATE, there are some researchers who stress the importance of an 
application-oriented evaluation, such as Delpech (2011), who wanted to test the use of 
ATECC for translation. In her evaluation protocol, translators were asked to make 
translations containing terminology with and without using ATECC output as a resource, 
after which other translators judged the quality of the translations. The judges evaluated 
each potentially problematic term translation as correct, acceptable, or wrong. This 
acceptable judgement left room for interpretation when translations were not 100% 
correct but could be acceptable in certain contexts or were very closely related to the 
correct translation. However, she stated that “some hitches in our procedure prevent us 
from clearly demonstrating the added-value of terminologies acquired from comparable 
corpora” (Delpech, 2011, p. 72). In conclusion, while researchers have been resourceful in 
inventing evaluation protocols for ATECC, so far, to the best of our knowledge, no 
completely manually annotated and evaluated gold standard has been developed for 
ATECC and no methodology to do so has been suggested. 
1.3 Corpora and Annotators 
1.3.1 Corpora 
Based on our observations from the state-of-the-art and our ultimate goal of creating 
re-usable (evaluation) datasets for both monolingual ATE and multilingual ATECC, several 
corpora were carefully constructed. While the focus would be on comparable corpora, it 
was decided to include a parallel corpus as well to allow comparisons between 
multilingual ATE from comparable corpora and from parallel corpora. Since ATE systems 
are generally language-dependent and term characteristics and ATE performance may 
differ between languages, three languages were included. English and French were selected 
as large, well-resourced languages with many opportunities for comparison to state-of-
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the-art research, and Dutch was chosen as a less-resourced language. Having one Romance 
and two Germanic languages provides a contrast between languages of different families 
and, especially important for ATE(CC), between languages with very different 
compounding strategies. In English, compound terms are typically separated by a 
whitespace (e.g., evaluation criteria). French versions of these terms often include a 
preposition (e.g., critères d’évaluation), whereas, in Dutch, complex terms are concatenated 
into a single, long compound (e.g., evaluatiecriteria). Like language, domain also influences 
term characteristics, so four very different domains were included: (1) a juridical corpus 
in the domain of corruption, (2) a medical corpus in the domain of heart failure, (3) a 
technical corpus on wind energy, and (4) a corpus in the less conventional domain of 
dressage (horse riding). Another potentially influential factor for ATE performance is the 
size of the corpora, so the corpora are of different sizes across the domains, yet similar 
sizes per language to improve comparability. An overview is presented in Table 1. 
 
Table 1 overview of corpora with token count 
Domain English French Dutch 
Corruption (parallel) 176,314 196,328 184,541 
Corruption (comparable) 489,191 475,244 470,242 
Dressage 102,654 109,572 103,851 
Heart Failure 45,788 46,751 47,888 
Wind Energy 314,618 314,681 308,744 
 
The corpora about corruption were chosen to represent a juridical domain. They are based 
on a collection of titles provided by the Dutch terminology department of the European 
Commission and the texts were manually collected. They contain mostly legal documents 
and texts about corruption policies, but also relevant newspaper and Wikipedia articles. 
A large portion of the texts are from the European Union, the United Nations, or 
Transparency International (a global organisation against corruption). Because of the 
availability of texts about corruption by the EU and the United Nations, it was possible to 
construct a parallel, trilingual, sentence-aligned corpus, in addition to the comparable 
corpus. The contents in the comparable and parallel parts of the corpora are very similar, 
but there is no overlap: no texts are used for both corpora.  
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The corpus about dressage was not based on any previous data and was initially 
included to have a corpus for which the main annotator was a domain-expert (see also 
section 1.3.2). Another motivation is a that such a completely different corpus in a non-
conventional domain related to sports and hobbies might offer interesting new insights, 
as demonstrated by Condamines (2017), who analysed fishing terminology. The corpus 
was constructed completely manually and contains mostly text from online magazines 
and blogs about dressage. Only texts that were written in standard and correct language 
were included. It is very focused, since it contains only texts about one specific branch of 
equitation, i.e., dressage. 
The corpus about heart failure was based on previous research about the influence of 
corpus quality and size on ATE (Hoste et al., 2019). Based on the titles crawled in that 
previous research, abstracts about heart failure were manually collected. Since the 
previous research did not include French, similar abstracts were manually added for 
French. A few short papers were included as well, to compensate for a limited availability 
of scientific abstracts on such a specific subject in languages other than English, but most 
of the corpus exists of published medical abstracts that have a strong link to heart failure. 
Finally, the corpus about wind energy was also based on previous research, providing 
additional opportunities for comparison with other state-of-the-art research. The English 
and French parts of the corpus were freely available on the TTC project (Loginova et al., 
2012) website1. A comparable Dutch corpus was manually added, based on the 
descriptions and the content of the English and French parts. The texts in this corpus 
range from technical descriptions of wind turbines to academic papers about the 
engineering behind turbines and reports about the impact of wind turbines on the 
environment. 
The TTC corpus on wind energy was left unchanged to maintain comparability with 
previous (and future) research on this dataset. All other corpora were semi-automatically 
cleaned (e.g., removal of content tables, bibliographies, and footnote numbers) and since 
corpus collection was performed manually, the corpora should contain very little out-of-
domain data. 
1.3.2 Annotators 
This research was performed in the context of a small project and, considering the 
amount of data, there were insufficient resources to hire domain-experts for the 
annotation. To increase consistency across corpora, the same annotator(s) had to be able 
to annotate all corpora. Since it would be near impossible to find an annotator who is a 
 
 
1 http://www.lina.univ-nantes.fr/%3fReference-Term-Lists-of-TTC.html  
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domain-expert in all four domains and proficient in all three languages, it was decided 
that the annotators only needed to be language experts. While parts of the corpora have 
been annotated by several annotators to calculate inter-annotator agreement (see section 
1.4.2) and while language-students assisted with the annotation, most of the annotation 
work was performed by a single annotator. Moreover, all annotations made by other 
annotators were reviewed by this main annotator, who was a terminologist and fluent in 
all three languages. Since the limited resources did not allow the engagement of multiple 
annotators to go over all texts, to only keep those terms on which multiple annotators 
agreed, it was decided that the next best (possible) option was to work with one main 
annotator. The annotations will unavoidably still be subjective, but at least they will be 
as consistent as possible. 
While many researchers have claimed that it is necessary to have domain-experts to 
validate terminology, we argue that a thorough knowledge of the language and 
experience with terminology might be equally, if not more important. Of course, 
annotators will spend a lot of time researching some of the terminology and may need to 
consult with domain experts on occasion; but having some distance from the topic may 
allow annotators to recognise non-general vocabulary more easily. The main annotator 
experienced this while annotating the corpus on dressage, on which she was a domain-
expert herself. The annotation process went faster because she had no trouble 
understanding the terminology, but it was often more difficult to distinguish between 
general vocabulary and terms, simply because these terms had become part of her 
personal general vocabulary. For now, these observations are only based on impressions, 
so more research is required to confirm this.  
However, we are not the firsts to see some advantages in non-domain-expert 
annotation. Nazar (2016) found higher inter-annotator agreement between student 
annotators, than between domain-experts (psychiatrists). In other research, inter-
annotator agreement between laypeople who annotated corpora in several domains 
showed that “laypeople generally share a common understanding of termhood and term 
association with domains” (Hätty & Schulte im Walde, 2018a, p. 325). A final argument in 
favour of our methodology is that, after annotating several tens of thousands of words in 
domain-specific corpora in three languages (as was the case in this project), any layperson 
would gain a minimal understanding of the terminology in that domain. This means that 
the annotation was not always a linear process. The annotator regularly went back to 
change previous annotations, always attempting to find the most logical and consistent 
way of labelling. 
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1.4 Monolingual Annotation 
1.4.1 Annotation Scheme 
To make the dataset fit for different applications of ATE, in different languages and 
domains, a language- and domain-independent annotation scheme was developed with 
three term labels, based on two parameters. In the pragmatic school of terminology, “two 
broad classes of distinctions are made, the first using the criterion of known/unknown 
and the second distinguishing between subject-specific and non-subject-specific terms” 
(Pearson, 1998, p. 21). However, Pearson rejects both classes as too vague and does not 
define different term categories, believing that users will be more interested in 
identifying terms than distinguishing between different types of terms.  
Nevertheless, such domain- and language-independent distinctions between terms 
may prove helpful for more application-oriented evaluations of terms, since it has long 
been argued that different users require different terms. For instance, Estopà (2001) had 
four different groups of professionals annotate terms in a medical corpus: doctors, 
archivists, translators and terminologists. She found great differences between their 
annotations. For instance, terminologists annotated many more terms than translators, 
who annotated only those terms that did not belong to their general vocabulary and 
might present translation difficulties. Warburton (2013) similarly remarks that 
translators are not interested in any terms that belong to the general lexicon. In this 
sense, having different term labels based on the two classes mentioned by Pearson (1998) 
might improve customisation options for different applications.  
The first parameter will be called domain-specificity and represents the degree to which 
a term is related to the researched domain. This term and the underlying principle have 
been mentioned in other research as well, e.g., “[a]ll specialized languages show a 
gradient of domain-specificity” (Loginova et al., 2012). In the TermITH project guidelines 
(Projet TermITH, 2014), it is specified that terms from the transdisciplinary domain and 
from a different domain should be rejected.  
The second parameter will be called lexicon-specificity, i.e., the degree to which terms 
are either part of the specialised lexicon used only by domain experts or part of general 
language. Drouin (2003) mentioned this term in earlier work and, in a more recent paper 
(Drouin, L’Homme, et al., 2018), a scale is presented of four degrees of lexicon-specificity: 
from topic-specific, to subject-specific (in their case: environmental), to 
transdisciplinary, to general lexicon. By combining lexicon- and domain-specificity in a 
matrix, as shown in Figure 3, three term labels can be defined.  
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Figure 3 annotation scheme with parameters and term labels 
 
Figure 4 annotation scheme with examples in the domain of heart failure 
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The three term labels are: Specific Terms, Out-of-Domain (OOD) Terms and Common 
Terms. Examples to illustrate the different types of terms in the domain of heart failure 
are shown in Figure 4.  
Specific Terms are both lexicon- and domain-specific and are terms according to the 
strictest definitions of the concept. An example in the domain of heart failure would be 
ejection fraction, which is not part of general language, and laypeople probably do not 
know its meaning. At the same time, it is strongly related to heart failure, as it refers to 
the volume of blood pumped with each heartbeat.  
Out-of-Domain Terms are lexicon-specific, but not domain-specific. For instance, in the 
corpus about heart failure, some of the medical abstracts contained terminology related 
to statistics, such as p-value. Such terms are not part of the general lexicon, but they are 
not very specific to the domain of heart failure either. This category contains, among 
others, what Hoffmann (1985) called “allgemeinwissenschaftlicher Wortschatz”, which 
can be translated as “non subject-specific terms” (Pearson, 1998, p. 17).  
Common Terms are the opposite of Out-of-Domain Terms and refer to terms that are 
strongly related to the domain, but that are not very lexicon-specific. An example in the 
domain of heart failure is the term heart. This may be related to what Hazem and Morin 
mean when they describe “technical terms that have a common meaning in the general 
domain” (Hazem & Morin, 2016a, p. 3406). While we do not deny that domain experts will 
have a much more intricate idea of the concepts behind Common Terms like heart and 
blood, generally, most laypeople do know these terms and have at least a basic 
understanding of their meaning. These three term labels could be used to customise the 
data to the application, so that, for instance, translators could ignore any terms that are 
not lexicon-specific, since they would likely be part of the translator’s known vocabulary. 
An additional label was included for Named Entities (NEs), since these can be very 
closely related to terms, as shown by the fact that they are often mentioned in term 
annotation guidelines with specific instructions (e.g., Projet TermITH, 2014; Schumann & 
Fischer, 2016). Named Entities are defined as proper names, which can refer to instances 
like people, organisations, locations, projects, etc. 
Another problem that has been mentioned in many related studies (Bernier-Colborne 
& Drouin, 2014; Hätty, Tannert, et al., 2017; Kim et al., 2003) is that of Split Terms, i.e., 
discontinuous terms, which are somehow interrupted by other words or characters. Two 
common causes in the corpora are abbreviations and ellipses with coordinating 
conjunctions. An example of an abbreviation causing a Split Term is left ventricular (LV) 
hypertrophy, where left ventricular hypertrophy is a split term, interrupted by the 
abbreviation LV. Examples with ellipses are, e.g., left and right ventricle, where both left 
ventricle and right ventricle are terms, or New York Heart Association class III or IV, where New 
York Heart Association class IV is a Split Term. This was solved by creating Part-of Term 
labels, which could be connected to other labelled instances, as shown in Figure 5. All 
annotations were made in the BRAT online annotation tool (Stenetorp et al., 2011). 
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Figure 5 example of Split Term annotation in BRAT 
 
The annotation scheme is accompanied by elaborate guidelines which were constructed 
during the annotation process and after discussions between annotators. They contain 
general instructions, guidelines on how to deal with recurring issues, and suggestions on 
helpful tricks. Like the annotation scheme itself, the guidelines are language- and 
domain-independent, though examples are cited from the corpora discussed here. Since 
the complete guidelines are freely available online2, only a sample of some of the most 
important instructions will be discussed here. The complete guidelines are added in the 
appendix as well.  
The annotation scheme only provides a basis for whether or not to annotate a term 
and with which label, so many of the instructions in the guidelines concern term 
boundaries, viz. which span should be annotated. The first important rule is that all 
occurrences of each term must be annotated, even when the term is embedded (nested) 
within a longer term. An example of such recursive annotation can be seen in Figure 5, 
where both the multiword term or complex term right ventricle and the simple, single-
word term ventricle are annotated. There is no minimum or maximum term length, and 
all content words may be annotated: nouns and noun phrases, but also adjectives, 
adverbs, and verbs. All instances that are used in the corpus as a term should be annotated 
as such, regardless of the frequency, length, or part-of-speech. 
Another notable issue concerns the distinction between different labels, since 
“decisions on the ‘generalness’ of a term candidate are somewhat subjective” 
(Warburton, 2013, p. 99). An example regarding the difference between Common Terms 
and Specific Terms is to check whether the term is used in publications which are 
addressed to a large, non-domain-expert audience, such as tabloids. If the term is used, 
without any further explanations, in such a source, it is assumed to be part of the general 
lexicon and therefore more likely a Common Term than a Specific Term. An example here 
could be the term heart failure. There is no doubt about this term being domain-specific 
enough since it was literally the subject of the corpus. However, the lexicon-specificity is 
more difficult. Is heart failure part of general vocabulary or not? Intuitively, one could 
assume that many people have at least heard of the term before and have some basic 






To decide, we looked at occurrences of the term in a Google News search. Since it 
appeared regularly and without further explanations in newspapers and magazines 
which aim at a very large, general audience, it was decided that heart failure would get the 
label Common Term. While this method is certainly not perfect, it provides a somewhat 
objective strategy in case of doubt. More examples and strategies can be found in the 
guidelines.  
A final consideration was that annotators were instructed to annotate the terms as 
they appeared in the text, irrespective of whether the terms were accepted in the field or 
if they were spelled according to the latest conventions. As long as they were used as 
terms in that text, they should be annotated as such. Since the annotators were no 
domain-experts, this was the most manageable approach. Moreover, it allowed us to 
avoid the sensitive issue of determining which terms were the preferred terms for any 
concept, based on which authority. Finally, this is also the most logical strategy for ATE, 
since ATE is not expected to be used only to find well-established terms (which are more 
likely to occur in structured resources), but also to find new and rare terms, and to 
investigate which terms are actually used in domain-specific texts.  
In conclusion, terms were annotated with three labels: Specific Terms, Common 
Terms, and Out-of-Domain Terms. These labels were based on the parameters of domain-
specificity and lexicon-specificity. An additional label was added to identify Named 
Entities as well. Discontinuous, “Split” terms could be annotated with relations in the 
BRAT rapid annotation tool. And, finally, elaborate annotations guidelines were 
developed to help annotators and promote transparency. 
1.4.2 Inter-Annotator Agreement 
1.4.2.1 Pilot study 
In a preliminary pilot study, inter-annotator agreement was calculated between three 
annotators who each annotated around 3k tokens per language in the corpora about 
corruption, heart failure and wind energy (total ± 40k tokens). All possible aids could be 
used, especially since the annotators were no domain-experts. They were all fluent in the 
three languages. Similar to the procedure followed during the annotation of the ACL RD-
TEC 2.0 (Qasemizadeh & Schumann, 2016), there were two annotation rounds, with 
discussions of the results between each round. First, f1-score was calculated to test 
agreement on term span annotations, without considering the given label, where: 
 
precision of Annotator A vs B = 
Annotator A ∩ Annotator B
Annotator A
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recall of Annotator A vs B = 
Annotator A ∩ Annotator B
Annotator B
 




Agreement was calculated on type, not token. Consequently, when an annotator gave a 
label to a certain term but forgot to accord the same label for a later occurrence of the 
same term, agreement did not decrease. Average f1-score after the first iteration was 
0.641, which was already good considering the difficulty of the task, but not great. 4207 
unique annotations were found in this first round and only 33% were annotated by all 
annotators, 26% were annotated by two and 41% were annotated by a single annotator. 
These results are similar to those reported by Vivaldi and Rodriguez (2007). Discussing 
annotations in detail, improving the guidelines, and then returning (separately) for the 
second iteration resulted in a drastic improvement to an average f1-score of 0.895. To 
determine agreement on the labels, Cohen’s Kappa was calculated on all shared term 
annotations. These results were already promising after the first iteration, with an 
agreement of 0.749 and improved after the second iteration to 0.927. While this was a 
good indication of the validity of the procedure and a great way to optimise the 
guidelines, the methodology was imperfect since specific cases were discussed in detail 
between rounds and the same dataset was re-used. Consequently, more rigorous 
experiments were organised. 
1.4.2.2 Inter-Annotator Agreement Evaluation 
The purpose of this experiment was to see whether the proposed annotation scheme and 
guidelines improved inter-annotator agreement. For this purpose, annotators were asked 
to annotate terms in a part of the heart failure corpus in three tasks with different 
instructions: 
Test Group 
Task 1: single label (Term) annotation with only term definitions from literature 
(Cabré, 1999; Faber & López Rodríguez, 2012) as guidelines 
Task 2: term annotation with the four labels as specified above and with an 
explanation of the annotation scheme, but no further guidelines 
Task 3: term annotation with the four labels like in task 2, but with the full guidelines 
Control Group 
For all texts: annotate all terms (without any additional information about terms) 
Two different abstracts were chosen for each task, all with a similar word count (so six 
different texts in total). Texts were chosen without any Split Terms, to avoid the added 
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difficulty. Moreover, readability statistics (De Clercq & Hoste, 2016) were calculated to 
ensure that the texts were all of a comparable difficulty. The annotators all came from 
different backgrounds and the only requirement was that they knew English well enough 
to read a scientific text. While we expect to obtain much lower agreement scores than 
would be desirable due to the diverse annotator profiles, the main goal in this experiment 
was to compare agreement with and without our annotation scheme and guidelines. 
Therefore, in a control group, annotators were asked to annotate the same texts, but all 
with the same instructions. 
There were eight annotators in the test group and six annotators in the control group. 
All annotators were between 20 and 30 years of age and knew sufficient English to 
understand the texts. Other than that, there were few similarities between annotators. 
Seven of them were students with a language-related degree, but the others all came from 
very different backgrounds, including a medical student, a music teacher, and an 
engineering student. The analysis in this contribution will focus only on the validation of 
the annotation scheme and guidelines. 
Agreement was calculated between all annotator-pairs as described in section 1.4.2.1: 
first, f1-score was calculated to compare agreement on term span annotations (did 
different people annotate the same sequences?), then Cohen’s Kappa for agreement on 
labels (when different people annotate the same terms, do they assign the same label?). 
Since chance-corrected agreement scores, like kappa, can only be calculated when the 
total number of annotations is known (which is impossible for term annotation in the full 
text), this is usually only calculated on the intersection of annotations made by both 
annotators (Qasemizadeh & Schumann, 2016). However, this would mean having to 
exclude the first task from the comparison, since only one label was used in this task. 
Similar to the methodology proposed by Vivaldi and Rodríguez (2007), we instead take 
the union of all terms annotated by both annotators as an approximation. Still, 
comparisons between the first task and the other two will have to be carefully 
interpreted, since kappa score was calculated on a different number of categories (two 
categories in task 1: term or not-term; vs. five categories in task 2 and 3: Specific Term, 
Common Term, OOD Term, Named-Entity or not-term).  
In Table 2, it can be observed that agreement scores, especially kappa scores, are low, 
as expected. However, a first indication in favour of the annotation scheme and guidelines 
is that agreement increases per task in the test group. While the difference is small, the 
results are further validated by the fact that agreement in the control group stays roughly 
the same for all tasks and even decreases. The difference in agreement between the 
second and third task is very small, which may be due to the fact that the guidelines are 
too elaborate to be helpful for inexperienced annotators for such a small annotation task. 
It can even be seen as a sign in favour of the annotation scheme, i.e., that it works well on 
its own, even without elaborate guidelines. Since the improvement in agreement can be 
seen for both f1-scores and kappa-scores, we carefully conclude that (1) the annotation 
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scheme improves consistent term annotation when compared to annotation based on no 
more than term definitions, (2) the guidelines may be a further help to annotators, and 
(3) including multiple labels does not decrease agreement. Finally, while agreement is 
expectedly low among annotators with such diverse profiles, we are optimistic that 
experienced annotators/terminologists can be more consistent, as indicated by the pilot 
study. 
 
Table 2 average inter-annotator agreement scores per group and per task 
  Task 1 Task 2 Task 3 
Test group Average f1-scores 0.48 0.56 0.59 
 Average Cohen’s Kappa -0.36 0.06 0.11 
Control group Average f1-scores 0.44 0.46 0.40 
 Average Cohen’s Kappa -0.29 -0.26 -0.26 
 
A final remark concerning inter-annotator agreement is that, as mentioned before, the 
final annotations were all made or at least reviewed by the same, experienced annotator 
and terminologist, to improve consistency. Additionally, other semi-automatic checks 
were performed to ensure the annotations would be as consistent as possible. For 
instance, when the same word(s) received a different label at different instances, the 
annotator double-checked whether it was an inconsistent annotation, or a polysemous 
term.  
1.4.3 Results and Analysis 
Around 50k tokens have been manually annotated per domain and language, leading to a 
total of 596,058 annotated tokens across three languages and four domains, as 
represented in table 3. Only the parallel corpus on corruption was annotated, not the 
comparable part. This resulted in 103,140 annotations in total and 17,758 unique 
annotations (= 17.2 unique annotations per 100 tokens). For comparison: in the ACL RD-
TEC 2.0 (Qasemizadeh & Schumann, 2016) 33,216 tokens were annotated, resulting in 4849 
unique terms (= 14.6 unique annotations per 100 tokens). Since only nominal terms were 
annotated for the ACL RD-TEC 2.0, this difference was to be expected. When analysing the 
results, a distinction is made between token counts, i.e., counting each instance of each 
token or annotation, versus type counts, i.e., only counting each unique token or 
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annotation. So, if the annotation heart failure occurs 100 times, and ejection fraction only 
occurs once, the token count of heart failure will be 100 and that of ejection fraction one, but 
the type count will be one for each. When combining the different occurrences of a token 
or annotation, casing is not taken into account, and everything is lowercased. So, heart 
failure and Heart failure will be counted as a single type annotation. 
 
Table 3 number of tokens annotated per domain and language 
Domain English French Dutch Sum 
Corruption (parallel) 45,234 50,429 47,305 142,968 
Dressage 51,470 53,316 50,021 154,807 
Heart Failure 45,788 46,751 47,888 140,427 
Wind Energy 51,911 56,363 49,582 157,856 




Figure 6 total number of annotations (token) per language, domain, and label 
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Figure 7 number of unique annotations (type) per language, domain, and label 
 
The first observation concerns the number of annotations per language, domain, and 
category. This is shown in Figure 6 for tokens and Figure 7 for types. As can be seen in 
these graphs, the largest differences are between corpora in different domains. Within 
each domain, the total number of annotations in all languages is reasonably similar, as is 
the distribution over the different term categories. This is encouraging since the corpora 
should be as comparable as possible. Of course, since the corpus on corruption is a parallel 
corpus, the differences there are smallest. The fact that more tokens were annotated in 
the English corpus on heart failure than in the other languages, despite it being the 
smallest in number of tokens, may be related to the fact that English is so predominant in 
this type of literature. Maybe terms are coined more easily in English or maybe it is 
related to the fact that, due to less available data in French and Dutch, more abstracts in 
the alpha sciences, e.g., regarding patient care and quality-of-life were included. Such 
abstracts may, in this context, contain less terminology than the medical abstracts in the 
beta sciences, though this is no more than a hypothesis. The corpus on dressage is one of 
the most focused corpora in terms of subject, which would explain why, while there are 
quite a lot of annotations when looking at tokens, there are fewer when types are 
considered: there are a lot of terms in the corpus and many recurring terms. The same 
seems to be true for the French corpus on wind energy. Otherwise, both views lead to 
roughly the same conclusions.  
Concerning the distributions over the different term categories, there is one corpus 
that stands out, namely the one about corruption. In this corpus, there are many Named 
Entities and very few Specific Terms when compared to the other corpora. This can be 
logically explained by the fact that (1) the legal texts often contain many person and place 
names, in addition to titles of laws etc., and (2) juridical terms are more likely to find their 
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way to general language. Juridical proceedings are often reported in the news and many 
people get confronted with some legal jargon when, e.g., buying or renting a house, 
paying taxes, signing any type of contract, etc. The percentage of Out-of-Domain Terms 
in the medical corpora can be explained by the prevalence of statistical terms. Since 
statistics are often required in scientific research, such terms may appear in the abstracts, 
even though they are not directly related to heart failure. There are relatively more 
Common Terms when looking at tokens than at types, since there are often few general 
language terms that are related enough to the domain to be included, but those that do, 
occur quite often, e.g., heart and blood in the domain of heart failure. The opposite is true 
for Named Entities, which do not occur very often and are not repeated often, so type 
counts are relatively higher. 
 
 
Figure 8 term length (in number of tokens) of term annotations (excluding Named 
Entities), counted per type 
 
The next analysis concerns term length, as shown in the graph in Figure 8. Type counts 
are used, but the conclusions remain the same when considering token counts. Named 
Entities are excluded from this analysis. While there are some differences between the 
different domains here as well, most differences are between languages, so the graph only 
displays the different languages. A first observation is that terms are generally quite 
short, with few exceeding a length of five tokens. The longest term was ten tokens long 
in the French corpus on heart failure: inhibiteurs de l'enzyme de conversion de l'angiotensine 
II. There are more single-word terms than two-word terms in all languages, but the 
difference is small for English. There are exceptions, e.g., the English corpus on wind 
energy has more two-word terms than single-word terms. Some of these findings are 
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surprising when compared to some other research. In the ACL RD-TEC (Qasemizadeh & 
Handschuh, 2014c), there are many more two- and even three-word terms than single-
word terms. In earlier work (Justeson & Katz, 1995), two-word terms are also found to be 
much more common than single-word terms, except in the medical domain. Additionally, 
there are also some findings that are more similar to ours. Estopà (2001) finds that 42,91% 
of the terms in her medical corpus are simple noun terms. A German annotation 
experiment (Hätty & Schulte im Walde, 2018a) arrived at similar conclusions, with 46.7% 
single-word terms. One potential explanation for the differences is the inclusion of terms 
other than nouns and noun phrases in our corpus, where adjectives, adverbs, and verbs 
are annotated as well. The corpus itself may also have a considerable influence. A final 
observation is that there are many more single-word terms in Dutch. This is more easily 
explained by the pervasiveness of single-word compounds in Dutch. 
 
 




The final part of this discussion concerns the part-of-speech patterns that were found in 
the corpora, as shown in Figure 9. All corpora were automatically tagged using LeTs 
Preprocess (van de Kauter et al., 2013) and these results have been discussed in more 
detail in (Rigouts Terryn, Hoste, & Lefever, 2018). The main conclusions were, that (1) 
nouns and noun phrases are important, but adjectives and even verbs are not uncommon; 
(2) there are a few common patterns, as can be seen in the graph, but 10-30% of the 
annotations have other, often quite complicated part-of-speech patterns; (3) the patterns 
vary considerably per language and domain. It is also worth noting that there are 
differences between the different term labels as well. For instance, the most frequent POS 
pattern for Common Terms in all corpora is always a single noun, whereas Specific Terms 
are often combinations of an adjective and a noun more often (except in Dutch, where 
the Specific Terms are often long single-word compound nouns). 
1.4.4 Use Case with TExSIS 
The previous section explored some of the information that could be gained from the 
dataset itself. In this chapter, the practical use of the dataset as a gold standard will be 
illustrated by means of a use case with the monolingual pipeline of the hybrid ATE system 
TExSIS (Macken et al., 2013). TExSIS is a typical hybrid approach to ATE and extracts 
candidate terms based on predetermined POS patterns. These candidate terms are then 
filtered and sorted based on termhood and unithood measures, in this case Vintar’s 
termhood measure, log-likelihood ratio (LLR), and C-Value.  
Vintar measures termhood by comparing frequencies in a domain-specific corpus and 
general language reference corpus and uses a metric that can be applied to both single- 
and multi-word terms. For multi-word candidate terms, the potential termhood values of 
all tokens in the candidate term are considered because it is assumed that multi-word 
terms are composed of terminological tokens. Log-likelihood ratio is calculated similarly 
but requires knowledge of the frequency of the complete candidate term in the reference 
corpus as well, which can become computationally expensive when it is used for multi-
word terms, so TExSIS only calculates log-likelihood ratio for single-word terms. Log-
likelihood ratio compares the expected frequencies of a candidate term (in the reference 
corpus) to the observed frequencies in the domain-specific corpus.  
C-Value is used to calculate unithood (so only for multi-word terms), and specifically 
looks at nested occurrences of terms, based solely on the domain-specific corpus (so it 
does not require a reference corpus). The equations for these three metrics are detailed 
below, based on the information in the TExSIS paper itself (Macken et al., 2013), Vintar’s 
original paper (Vintar, 2010) for her termhood measure and the work of Rayson and 
Garside (2000) and Frantzi and Ananiadou (1999) for log-likelihood ratio and C-Value 
respectively. 
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Vintar’s term weighting measure (V): 



























    Where: 











  If ct is not nested: 
𝐶(𝑐𝑡) =  log2|𝑐𝑡| 𝑓𝐷(𝑐𝑡) 
 
  If ct is nested: 








ct = candidate term 
D = domain-specific corpus 
R = reference corpus 
f = frequency 
N = number of terms in corpus 
n = token in (multi-word) candidate term 
𝑇𝑐𝑡 = set of extracted candidate terms that contain the candidate term in question 
𝑃(𝑇𝑐𝑡) = number of these candidate terms 
 
So that: 
𝑓𝐷(𝑐𝑡) = frequency of the candidate term in the domain-specific corpus 
𝑓𝑅(𝑐𝑡) = frequency of the candidate term in the reference corpus 
𝑁𝐷  = number of tokens in domain-specific corpus 
𝑁𝑅  = number of tokens in reference corpus 
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For this use case, the threshold cut-off values of TExSIS were set very low, so there was a 
clear focus on recall over precision. Moreover, TExSIS currently only extracts nouns and 
noun phrases, which will impact recall since the gold standard includes other part-of-
speech patterns. Named Entities were included in all analyses, since TExSIS includes a 
named entity recognition (NER) module. Split Term annotations were excluded from the 
gold standard, as TExSIS cannot handle discontinuous occurrences of terms. It should also 
be noted that the aim of the use case is not to provide an elaborate evaluation of TExSIS, 
but rather to illustrate the usefulness of the dataset for evaluation purposes. 
First, precision, recall and f1-scores were calculated for all corpora. This evaluation of 
TExSIS is presented in Figure 10. As expected, recall is much higher than precision. There 
are also considerable differences between the different domains and languages. For 
instance, the three corpora with the worst f1-scores are all French, though the French 
corpus on heart failure scores fourth best. Overall, the system seemed to work best on 
this domain: the three corpora on heart failure have the best (Dutch), third best (English) 
and fourth best (French) f1-scores. In all domains, the French corpora score worse than 
their counterparts in English and Dutch.  
 
 
Figure 10 precision, recall, and f1-scores per corpus 
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Next, the impact of the different statistical measures was analysed3: Vintar’s term 
weighting metric, log-likelihood ratio, and C-Value, as explained in the beginning of this 
section. As Vintar’s term weighting metric is applied to all candidate terms (both single- 
and multi-word candidate terms) and is used for the final ranking of the candidate terms, 
this was the first measure to be analysed. For the correctly extracted terms in all corpora 
combined (true positives), Vintar’s termhood score was 12.13 on average, versus only 4.23 
for incorrectly extracted terms (false positives, noise). This difference is a first indication 
that it is a useful, yet imperfect measure to detect terms. To further test this, precision, 
recall, and f1-score curves were calculated for the 3000 most highly ranked candidate 
terms per corpus (since at least 3000 candidate terms were extracted per corpus). 
Figure 11 shows these curves when results are averaged over all corpora. Clearly, Vintar’s 
termhood measure can capture important term characteristics, with high precision for 
highly ranked candidate terms, and steadily climbing recall in the beginning of the curve. 
However, precision drops quickly, even below 50% around the 500th position, and recall 
starts to flatten out as well, so that f1-scores start to drop. This shows how the low chosen 
thresholds perform as expected, i.e., favouring recall over precision, and that higher 
threshold values could result in slightly higher f1-scores. 
 
 
Figure 11 evolution of precision, recall, and f1-scores when candidates are sorted by Vintar’s 
term weighting measure (3000 most highly ranked candidate terms per corpus, 
scores averaged over all corpora) 
 
 
3 The following two paragraphs and two figures were changed compared to the original paper due to the 
discovery of an error after publication. This error did not influence any of the other findings or conclusions, so 




Figure 12 evolution of precision when candidates are sorted by Vintar’s term weighting 
measure, log-likelihood ratio, or C-Value (1000 most highly ranked candidate 
terms per corpus, scores averaged over all corpora) 
 
Compared to Vintar’s term weighting measure, log-likelihood ratio is only calculated for 
single-word candidate terms and C-Value only for multi-word candidate terms. 
Moreover, C-Value does not use a reference corpus and is meant to measure unithood 
rather than termhood. Since each metric is used on different candidate terms, we cannot 
compare performance completely, but it is nevertheless interesting to compare precision, 
as shown in Figure 12. This Figure shows precision curves for the 1000 most highly ranked 
candidate terms by each of the three statistical measures (at least 1000 single-word and 
multi-word candidate terms were extracted in each corpus). Of course, these 1000 most 
highly ranked candidate terms differ for each of the measures, so the graph only indicates 
how precise the highest ranked results are per metric but are not a direct comparison of 
scores on the same candidate terms. Despite the fact that Vintar’s termhood measure 
might be thought to tackle the most difficult task, i.e., ranking candidate terms of all 
lengths, it appears to be the most reliable of the three for highly ranked candidate terms. 
Log-likelihood ratio is a very close second, which is to expected, as both metrics focus on 
termhood compared to the same reference corpora. C-Value is much less precise, which 
can be explained by the fact that it only measures unithood, so is likely to extract non-
terminological collocations as well. This evaluation confirms that Vintar’s term 
weighting measure was a logical choice for the main statistical metric to use for the final 
ranking of TExSIS’ results.  
Looking at some of the highest scoring false positives (based on Vintar’s term 
weighting measure), there are often modifiers that are used as part of relevant multi-
word terms, but that were not annotated separately, e.g., in the domain of heart failure, 
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long-term and all-cause are extracted, which are both only annotated as part of multi-word 
terms in combination with mortality; similarly, in the domain of wind energy horizontal-
axis was extracted but only annotated as part of the term horizontal-axis wind turbine. In 
French as well, there are many false positives which are part of frequent multi-word 
terms, e.g., in the domain of heart failure, which is insuffisance cardiaque in French, 
insuffisance is wrongly extracted. Another issue is with frequent non-terminological 
words, e.g., in the French corpus on wind energy, figure (same in English) is a high-ranking 
false positive. Such anecdotal evidence shows how frequent words can easily be 
misinterpreted as terms by statistical measures. 
 
 
Figure 13 proportion of labels per domain in the gold standard, versus the TExSIS output 




Next, the distribution of the different term labels is investigated, as shown in Figure 13. 
Since these proportions differ mostly per domain, rather than per language, the graph 
combines the results of all languages per domain. Comparing the distribution of all labels 
in the gold standard, versus TExSIS’ true positives (correctly extracted terms) and false 
negatives (silence), reveals whether the tool is better at extracting certain types of terms. 
Generally, the distributions are relatively similar across the three types of data per 
domain, but there are some interesting patterns. The greatest difference was found for 
the Named Entities. On average (across all languages and domains), 21% of all unique 
annotations in the gold standard were Named Entities. Of the correctly extracted terms, 
this was only 17%, versus 28% on average for the silence, indicating that TExSIS is worse 
at identifying Named Entities than other terms. This is hardly surprising, since TExSIS 
was mainly designed for ATE and the named entity recognition module was not the focus 
of the tool. Conversely, TExSIS does seem to perform well for the Specific Terms and 
Common Terms, with larger proportions of each among the correctly extracted terms 
than among the silence (average difference of 3% for each).  
Many other automatic evaluations could be performed by comparing the ATE output 
to the dataset, such as evaluations of the number of terms extracted, the term length, the 
part-of-speech patterns or variations between the different domains and languages. 
However, the analyses presented here suffice to show the practical usefulness of the 
dataset as gold standard for the evaluation of ATE. 
1.5 Multilingual Gold Standard for ATECC 
1.5.1 Gold Standard Construction 
Some of the main questions a good gold standard for multilingual ATECC should ideally 
be able to answer are:  
1. Are the suggested source language and target language candidate terms both valid 
terms? 
2. Is the suggested translation equivalent correct? 
If not: 
a) How wrong is the suggested equivalent? Is it at least semantically related 
to the source term? 
b) Was a correct equivalent available in the corpus? 
If so: 
c) Are there other translation equivalents in the corpus for this source term? 
Maybe a lower-ranked translation suggestion is also correct? 
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The first question can already be answered by using the datasets presented in the 
previous section. The second question is more difficult, especially when considering the 
three additional, related questions. Knowing the answer to question 2a would be useful 
for a more fine-grained analysis. Suggesting ventricular instead of ventricle as an English 
equivalent for the Dutch ventrikel does not seem as wrong as suggesting heart failure would 
be. Additionally, judging translation equivalence is not always a simple binary decision 
(Le Serrec, 2012), so including strongly semantically related terms may provide a way to 
capture other acceptable equivalents. To evaluate this would require knowledge of all 
related terms in a corpus. The importance of question 2b has been discussed before: 
knowing whether a correct equivalent is available in the corpus at all would help to 
identify which needs to be improved: the input corpus or the system. This question can 
only be answered when all potential equivalents have been identified in an entire corpus. 
This same information could be used to answer the final question, 2c, which is especially 
useful considering that most ATECC systems provide a ranked list of translation 
suggestions (equivalents) for each source term.  
With these considerations in mind, a methodology was developed for the annotation 
of a gold standard for ATECC. The comparable corpus on heart failure (including all three 
languages) was chosen for this purpose since its moderate size made the task manageable, 
but the density of terms still makes the corpus relevant for ATECC. Moreover, 
terminology research is often performed in the medical domain, and annotators felt the 
medical corpus was least difficult to annotate for the monolingual term annotation, 
which probably benefited the quality of the annotations. This corpus also has the highest 
number and proportion of Specific Terms, which are likely the most interesting for most 
applications. The magnitude of this task did not allow us to use multiple annotators or to 
calculate inter-annotator agreement. As before, the entire task was performed by a single 
annotator and semi-automatic checks were performed to make the annotations as 
consistent as possible. Finally, a domain-specialist was consulted for the most difficult 
cases to compensate for the annotator’s lack of domain-knowledge. 
Simple alignment of the three terms for a concept in each language was not possible, 
as the same annotation regularly has more than one potential equivalent. Consequently, 
IDs (unique identification numbers) were assigned to each term, so interlingual 
equivalents could be indicated by referring to the ID(s) of the respective term(s). 
Annotations that were the same except for capitalisation were combined when they had 
also received the same term label. Term variation was another factor to consider. Many 
researchers have somehow integrated term variation into their annotations (Bernier-
Colborne, 2012; Loginova et al., 2012; Schumann & Fischer, 2016) and, combining insights 
from previous research, three categories of term variants were defined: synonyms, 
abbreviations and alternative spellings. Additionally, the lemma was manually added, so 
variations of the terms with the same lemma could easily be connected as well. To enable 
an even more fine-grained evaluation of the results, three additional categories were 
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included: hypernyms, hyponyms and other. The latter was included because many terms are 
in some way related, but difficult to capture in specific categories. This category is only 
vaguely defined and leaves room for interpretation but was necessary to facilitate 
annotation and avoid the unnecessary accumulation of categories. It includes related 
terms sharing a similar root but a different POS (e.g., ventricle and ventricular), adjectives 
and noun phrases including those adjectives (e.g., left ventricular ejection fraction and 
ventricular) and other, undefined connections. Room was also left for notes in case the 
annotator felt the annotations needed further explanation. Finally, the information 
which could be extracted automatically from the monolingual annotations was included 
as well (label, frequency, and texts in which the annotation occurs), to make the gold 
standard as comprehensive as possible.  
Table 4 is an example of one of the resulting annotations. Table 5 is the exact same 
annotation, except the IDs have been replaced with the corresponding annotations to 
better illustrate the concept. The annotation beta-blockers received the ID 112. It was 
labelled as a Specific Term and appeared four times in this form in two different texts. It 
was an English term, and many different equivalents were found in French and in Dutch, 
such as annotations 2801 and 5998, which refer to β-bloquant and bètablokkeerder, 
respectively. The lemma was manually added, so the link to the singular form beta-blocker 
could be made automatically. Examples of synonyms, abbreviations, alternative spellings, 
hypernyms, hyponyms, and others are, in that order, 1971 = beta receptor blockers, 2567 = BB, 
2099 = beta blockers, 87 = medication, 235 = nonselective beta-blockers and 1027 = beta blockade. 
The annotator left no notes for this example.  
 




Label Specific Term 
Frequency 4 
Texts 144; 096 
English EN 
French 2801; 3664; 4738; 5268; 4851; 4867; 2953; 4076; 3870; 4769 
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Dutch 5998; 7558; 5774; 6015; 6329; 6559; 7040; 6183; 7129; 5354; 
6327; 6391; 5299; 6052; 7158 
Lemma beta-blocker 
Synonyms 1971; 1450 
Abbreviations 2567 
Alternative spellings 2099; 1509; 2243 
Hypernyms 87; 393; 1430; 1893; 1303; 111; 1926; 1752 
Hyponyms 235; 1577; 2441; 2324; 2669; 222 
Other 1027; 1035; 2462; 1563; 776; 724; 882; 1632; 1789; 633; 789; 
2214; 2531; 2430; 748 
Notes none 
 
Table 5 same example annotation in gold standard for ATECC in which the IDs have been 
replaced with the corresponding annotations 
ID 112 
Annotation beta-blockers 
Label Specific Term 
Frequency 4 
Texts 144; 096 
English EN 
French β-bloquant; β-bloquants; bêta bloquants; bêta-bloquant; 
bêta-bloquants; bêtabloquant; bétabloquants ; 
bêtabloquants; bêtabloqueur; ß-bloquants 
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Dutch bètablokkeerder; beta-adrenoceptorblokker; beta-blokkers; 
beta-blokkers; bètablokkeerders; betablokker; β-
receptorblokkerende sympathicolytica; bètablokker; 
betablokkers; bètablokkers; bètareceptorantagonisten; β-
blokker; β-blokkers; ß-blokker; ß-blokkers 
Lemma beta-blocker 
Synonyms beta receptor blockers; β-adrenergic receptor blocker 
Abbreviations BB 
Alternative spellings beta blockers; β-blocker; β-blockers 
Hypernyms medication; medications; drug; drugs; pharmaceuticals; 
antagonist; antagonists; antihypertensive medication 
Hyponyms nonselective beta-blockers; nonselective β-blocker; 
selective beta-blockers; selective β-blocker; bisoprolol; 
carvedilol 
Other beta blockade; β-adrenergic receptor blockade; β-
adrenoceptor blockade; β-blockade; β-adrenergic receptor 
agonist; β2-receptor; β2-adrenergic receptor haplotype; β2-
receptor haplotype; beta-adrenergic receptor; β-adrenergic 
receptor; β1-adrenergic receptor; β1AR; β1ARs; beta1-
adrenergic receptor; β-adrenergic receptor blocker therapy 
Notes none 
 
To summarise, the time and effort required for this task should not be underestimated. 
It is difficult to provide meaningful estimations, as the time spent on the annotation is 
extremely variable, depending on many factors, such as the annotator (experience with 
annotation, the subject, the language, and concentration level), the text (subject, 
language, difficulty, concentration of terms) and other factors like how often the 
annotator had to return to previous annotations and the speed of the annotation 
software. As an example, the monolingual annotation of an average text of about 800 
tokens in ideal circumstances (very experienced annotator, domain-specialist, native 
language), without going back for additional corrections or checks, took approximately 
10 minutes for 137 annotations among those 800 tokens. That might be considered the 
upper bound, since conditions are rarely that good and it does not take into account 
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setting up the annotation, the learning process, reviews and edits, potential technical 
problems, or any other distractions. The multilingual annotation is even more time-
consuming and cannot be calculated per text, as it considers an entire corpus. The total 
process was the work of many months. Despite this investment of time and our best 
efforts to create the optimal setup, human error and a certain degree of subjectivity 
cannot be completely eliminated. It was kept to a minimum by working with an 
experienced annotator and a format that allowed several automatic checks to detect 
errors and inconsistencies, e.g., checking if references in the category French correctly 
refer to French annotations, removing doubles after manual checks, etc. Additionally, the 
goal is to continue to improve the dataset, as it is likely errors will be detected once the 
data is used in a practical setting. 
1.5.2 Analysis 
7385 unique term and Named Entity annotations were extracted from the gold standard 
on heart failure. The first and most striking observation is the high amount of intralingual 
term variation. All term annotations (excluding Named Entities) have, on average, 1.29 
term variations (synonyms, abbreviations, alternative spellings and annotations with the 
same lemma). This has a direct impact on the number of interlingual equivalents 
(translations) per annotation (term variants normally have the same equivalents), 
resulting in an average number of 2.40 equivalents per annotation (± 1.2 per language). A 
more detailed look at the numbers revealed a Zipf-like distribution, as illustrated in 
Figure 14 and Figure 15. Figure 14 shows how many annotations have 0, 1, 2, 3, 4, or 5+ 
potential equivalents in both target languages. Similarly, Figure 15 shows how many 
annotations have different numbers of intralingual variations. 
As can be seen, many annotations have no variations or equivalents at all and the 
average is boosted by a few that have more than ten, e.g., the English term beta-blockers 
(see also Table 5). The French equivalent for this annotation has ten variations: β-bloquant, 
β-bloquants, ß-bloquants, bétabloquants, bêtabloquant, bêtabloquants, bêta bloquants, bêta-
bloquant, bêta-bloquants and bêtabloqueur. Even removing those with the same lemma, 
there are still seven variants. These variations, while closely related, are written 
differently and an ATE system would therefore not automatically know they are related. 
Since term frequency is such an important factor, a system that can connect variants 
would have a great advantage. The joint frequency of all French variants is 29, but 
separately, only one variant has a frequency of more than five. Variation is common in 
all languages, though slightly more in Dutch (1.47 variations on average, versus 1.14 in 
English and 1.30 in French). The translations were studied in more detail in a previous 
study (Rigouts Terryn, Hoste, & Lefever, 2018), which includes an investigation of how 




Figure 14 number of annotations that have 0, 1, 2, 3, 4 or 5+ equivalents in both target 
languages, per source language (excluding Named Entities) 
 
Figure 15 number of annotations that have 0, 1, 2, 3, 4, or 5+ variations per source language, 
(excluding Named Entities) 
 
A more in-depth analysis of the types of variations was performed, revealing clear 
differences between the three languages. As shown in Figure 16, the four types of 
variations (synonyms, abbreviations, alternative spellings, and terms with the same 
lemma) occur in different proportions in the three languages. Only the proportion of 
alternative spellings was somewhat consistent; abbreviations were most popular in 
English, terms with the same lemma occurred most in the French corpora and, in Dutch, 
synonyms were used more than in the other two languages (though they were the most 
common type of variation in all languages). The pervasiveness of variation in the form of 
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terms with the same lemma in French can reasonably be explained by the presence of 
more morphological variation (e.g., male, and female forms), but the other two are more 
difficult to explain. The many synonyms in Dutch might be attributed to the fact that it is 
a smaller language, where there is less standardised terminology, leading to the use of 
more synonymous terms. Similar reasoning could apply to the abundance of 
abbreviations in English: it is the biggest language in scientific communication, so there 
is more standardised terminology, which is still recognisable when abbreviated.  
 
 
Figure 16 types of variations per language 
 
While these observations are limited to a modest corpus of specific texts and cannot be 
generalised, they may provide inspiration on handling variation for ATECC. If there is this 
much variation in a clean, focused corpus of published medical abstracts and short 
papers, it may be even more prevalent in corpora including texts that were not written 
by professionals or subjected to an editing procedure before publication. One possible 
conclusion is that improving lemmatisation and normalisation could greatly benefit 
ATECC. Term variation detection also appears to be a promising direction for future 
research. Another issue is that, despite the relative quality and comparability of the 
corpus, equivalents were only available for a limited portion of all terms. Of course, the 
corpus is very small, but it still shows that this will probably be a significant issue in most 
ATECC experiments. Therefore, the possibility to detect the source of mistakes is a 
valuable feature of the gold standard. 
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Besides term variation, the gold standard also provides information about hypernyms, 
hyponyms, and “other” connections. On average, annotations have eleven of these 
connections. Almost all terms have at least one connection; only 0.06% of all annotations 
are completely isolated. However, as with variations and translations, most annotations 
have only a couple of connections and the average is higher because of a few terms with 
a lot of connections. For instance, maladie (English: disease) has 435 connections, because 
all diseases mentioned in the corpus are hyponyms. Not only does this information allow 
a more fine-grained evaluation of ATECC output (e.g., if a hyponym of the correct 
translation is suggested, a system could be penalised less than when a completely 
unrelated translation is suggested), it is also a useful resource for related tasks, such as 
hypernym detection (Rigouts Terryn et al., 2016). In conclusion, the gold standard enables 
a fine-grained evaluation of ATECC, both for individual systems and for benchmarking in 
comparison with other systems, and it is a valuable source of information about the 
nature of terms. 
1.6 Conclusions and Future Research 
Automatic term extraction is a productive field of research and a preprocessing step for 
many other NLP tasks. However, there are two major obstacles related to data, namely 
the shortage of well-documented, domain- and language-independent gold standards, 
and the lack of good training datasets for machine learning approaches. For multilingual 
automatic term extraction from comparable corpora, even fewer datasets are available 
and constructing a gold standard for this task presents an even greater challenge, as there 
is no established protocol yet. The aim of the research presented in this paper was to 
construct detailed, manually annotated, high-quality gold standard datasets for both 
tasks, which were specifically designed to be easily re-usable. 
Corpora were collected and described in three languages (English, French, and Dutch) 
and four domains (corruption, dressage, heart failure and wind energy). An annotation 
scheme was developed and tested with three term labels (Specific Terms, Common Terms 
and Out-of-Domain Terms) based on two parameters (Domain-specificity and Lexicon-
specificity) and with an additional label for Named Entities. Around 50k tokens were 
annotated per corpus according to this scheme and with elaborate guidelines, resulting 
in over 100k annotations. These datasets can serve as rich sources of information about 
terminology, as training data for machine learning approaches, or as gold standards, 
which was demonstrated by a use case with the TExSIS system. 
An entirely new methodology was developed for the construction of a gold standard 
for ATECC, which was designed to allow a fine-grained and detailed evaluation. The 
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annotation was performed on the trilingual comparable corpus about heart failure. The 
gold standard contains information about all terms and Named Entities in the corpus, all 
possible interlingual equivalents among the annotations, variations found of each 
annotation in the corpus, and strongly related terms, such as hypernyms and hyponyms. 
Like the monolingually annotated datasets, this gold standard cannot only be used for 
evaluation purposes, but also as a rich source of information about terminology. All 
datasets will be made publicly available. 
The next step will be to test supervised machine learning approaches on the datasets and 
to explore customisation options for different languages, domains, and applications. 
Which features can be used to extract terms in which settings? Can term features be 
combined to automatically distinguish between different types of terms, based on the 
proposed annotation scheme? Furthermore, a use case should further validate the 
multilingual gold standard for ATECC.  
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Paper 2  
TermEval 2020: Shared Task on Automatic Term 
Extraction Using the Annotated Corpora for Term 




The TermEval 2020 shared task provided a platform for researchers to work on automatic 
term extraction (ATE) with the same dataset: the Annotated Corpora for Term Extraction 
Research (ACTER). The dataset covers three languages (English, French, and Dutch) and 
four domains, of which the domain of heart failure was kept as a held-out test set on which 
final f1-scores were calculated. The aim was to provide a large, transparent, qualitatively 
annotated, and diverse dataset to the ATE research community, with the goal of 
promoting comparative research and thus identifying strengths and weaknesses of 
various state-of-the-art methodologies. The results show a lot of variation between 
different systems and illustrate how some methodologies reach higher precision or recall, 
how they extract different types of terms, how some are exceptionally good at finding 
rare terms, or are less impacted by term length. The current contribution offers an 
overview of the shared task with a comparative evaluation, which complements the 








Automatic Term Extraction (ATE) can be defined as the automated process of identifying 
terminology from a corpus of specialised texts. Despite receiving plenty of research 
attention, it remains a challenging task, not in the least because terms are so difficult to 
define. Terms are typically described as "lexical items that represent concepts of a 
domain" (Kageura & Marshman, 2019, p. 4:1), but such definitions leave room for many 
questions about the fundamental nature of terms. Since ATE is supposed to automatically 
identify terms from specialised text, the absence of a consensus about the basic 
characteristics of terms is problematic. The disagreement covers both practical aspects, 
such as term length and part-of-speech (POS) pattern, and theoretical considerations 
about the difference between words (or collocations/phrases) and terms. This poses great 
difficulties for many aspects of ATE, from data collection, to extraction methodology, to 
evaluation.  
Data collection, i.e., creating domain-specific corpora in which terms have been 
annotated, is time- and effort-consuming. When manual term annotation is involved, 
inter-annotator agreement is notoriously low and there is no consensus about an 
annotation protocol (Estopà, 2001). This leads to a scarcity in available resources. 
Moreover, it means that the few available datasets are difficult to combine and compare, 
and often cover only a single language and domain. While the manual annotation 
bottleneck has often been circumvented by starting from existing resources, such as 
ontologies, terminological databases, specialised dictionaries, or book indexes, such 
strategies do not have the same advantages as manual annotation and will rarely cover 
all terms in an entire corpus.  
This is linked to the evaluation of ATE, for which the accepted metrics are precision 
(how many of the extracted terms are correct), recall (how many of the terms in the text 
have correctly been extracted), and f1-score (harmonic mean of the two). To calculate 
recall (and, therefore, also f1-score), it is necessary to know all true terms in a text. Since 
manual annotation is such an expensive operation, and relatively few resources are 
currently available, evaluation is often limited to either a single resource, and/or the 
calculation of (average) precision. 
The ATE methodology itself, most notably the types of terms a system is designed to 
find, is impacted as well. Some of the most fundamental differences are term length (in 
number of tokens), term POS-pattern (sometimes only nouns and noun phrases, 
sometimes adjectives, adverbs, and verbs are included), and minimum term frequency. 
Differences which are more difficult to quantify are, for instance, how specialised or 
domain-specific a lexical unit needs to be before it is considered a term. These three 
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aspects are closely related since different systems and evaluation methods will be suited 
for different datasets. This combination of difficulties creates a hurdle for clear, 
comparative research. 
All of this can slow down the advance of ATE, especially now that (supervised) machine 
learning techniques are becoming more popular for the task. The TermEval shared task 
on ATE, using the ACTER Annotated Corpora for Term Extraction Research, was designed 
to lower these hurdles. The ACTER dataset contains specialised corpora in three 
languages (English, French, and Dutch), and four domains (corruption, dressage 
(equitation), heart failure, and wind energy), which have been manually annotated 
according to transparent guidelines. Both the texts and the annotations have been made 
freely available. The current version of the dataset presents the annotations as 
unstructured lists of all unique annotated terms (one term and its label per line), rather 
than providing the span of each occurrence of annotated terms in their context (which is 
planned for future releases). The shared task brought together researchers to work on 
ATE with the same data and evaluation setup. It allowed a detailed comparison of 
different methodologies. Standard evaluation methods (precision, recall, f1-score) were 
used for the basic evaluation and ranking; these are elaborated with more detailed 
evaluations as presented both in the current overview paper and in participants' 
contributions. 
The following sections start with a brief overview of current datasets and 
methodologies for ATE. In section 2.3, the ACTER dataset is described in some detail. The 
following section contains an overview of the shared task itself and the results. The final 
section is dedicated to a discussion and the conclusions. 
2.2 Related Research 
2.2.1 Manually Annotated Gold Standards for Automatic Term 
Extraction 
Two of the most commonly used annotated datasets are GENIA (Kim et al., 2003), and the 
ACL RD-TEC 2.0 (Qasemizadeh & Schumann, 2016), both of which are in English. GENIA is 
a collection of 2000 abstracts from the MEDLINE database in the domain of biomedicine, 
specifically “transcription factors in human blood cells” (p. 180). Over 400k tokens were 
annotated by two domain experts to obtain 93,293 term annotations. The ACL RD-TEC 2.0 
contains 300 annotated abstracts from the ACL Anthology Reference Corpus. Again, two 
experts performed the annotation of 33k tokens, which resulted in 6818 term 
annotations. They claim three main advantages over GENIA: first, the domain 
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(computational linguistics) means that ATE researchers will have a better understanding 
of the material. Second, the ACL RD-TEC corpus covers three decades, which allows some 
research of the evolution of terms. Third and finally, the annotation is more transparent, 
with freely available annotation guidelines and the possibility to download the 
annotations of both experts separately.  
There are other examples as well, such as the CRAFT corpus, another English corpus in 
the biomedical domain (99,907 annotations over 560k tokens) (Bada et al., 2012), an 
English automotive corpus (28,656 annotations over 224,159 tokens) (Bernier-Colborne, 
2012; Bernier-Colborne & Drouin, 2014), a diachronical English corpus on mechanical 
engineering (+10k annotations over 140k words) (Schumann & Fischer, 2016), the 
TermITH French corpus on language sciences (14,544 unique validated terms found over 
397,695 words) (Billami et al., 2014; Projet TermITH, 2014), a small German corpus on DIY, 
cooking, hunting and chess which focused on inter-annotator agreement between 
laypeople (912 annotations on which at least 5 out of 7 annotators agreed, over 3075 
words) (Hätty & Schulte im Walde, 2018a) and, within the framework of the TTC project 
(Loginova et al., 2012), lists of 107-159 annotated terms in corpora in seven languages and 
two domains (wind energy and mobile technology). While this is a non-exhaustive list, it 
illustrates an important and logical trend: either the created gold standard is quite large, 
with over 10k annotations, or it covers multiple languages and/or domains.  
While this is not necessarily problematic, the annotation guidelines for all these 
corpora differ, and, therefore, the annotations themselves as well. That does create 
difficulties, since comparing ATE performance on multiple corpora will not automatically 
reflect differences in performance between domains or languages but may also show the 
contrast between the different annotation styles. The differences can be quite substantial, 
e.g., in GENIA and ACL RD-TEC, nested annotations are not allowed, in CRAFT they are 
only allowed under certain conditions, while in the TermITH project they are allowed in 
most cases. Moreover, it is important to note that in some datasets (e.g., the ones from 
the TermITH and TTC projects), the annotations are based on the manual annotation of 
ATE results, rather than manual annotations in the unprocessed text. A final remark is 
that some corpora have been annotated with multiple term labels or have even been 
annotated according to large taxonomies, while others do not make any distinctions 
beyond terms. As will be discussed in more detail in section 2.3 , the ACTER dataset has 
been specifically designed to deal with some of the issues addressed here. 
2.2.2 Automatic Term Extraction 
Traditionally, three types of ATE methodologies are identified: linguistic (relying on 
linguistic information, such as POS-patterns and chunking), statistical (using frequencies, 
often compared to a reference corpus, to calculate termhood and unithood (Kageura & 
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Umino, 1996), and hybrid methods (which combine the two). It has been established for 
some time that hybrid methods appear to outperform the other two (Macken et al., 2013). 
These methods typically select candidate terms based on their POS pattern and rank these 
candidate terms using the statistical metrics, thus combining the advantages of both 
techniques. A particular difficulty is defining the cut-off threshold for the term 
candidates, which can be defined as the top n terms, the top n percentage of terms, or all 
terms above a certain threshold score. Manually predicting the ideal cut-off point is 
extremely difficult and can result in a skew towards either precision or recall, which can 
be detrimental to the final f1-score (Rigouts Terryn, Drouin, et al., 2019). 
While this typology of linguistic, statistical, and hybrid systems is sometimes still used 
today, in recent years, the advance of machine learning techniques has made such a 
simple classification of ATE methodologies more complicated (Gao & Yuan, 2019b). 
Methodologies have become so diverse that they are no longer easily captured in such a 
limited number of clearly delineated categories. For instance, apart from the distinction 
between statistical and linguistic systems, one could also distinguish between rule-based 
methods and machine learning methods. However, rather than a simple binary 
distinction, there is a whole range of options: methods that rely on a single statistical 
score (Drouin, 2003; Kosa et al., 2020), systems that combine a limited number of features 
with a voting algorithm (Vivaldi & Rodríguez, 2001; Fedorenko et al., 2013), an 
evolutionary algorithm that optimises the ROC-curve (Azé et al., 2005), rule-induction 
(Foo & Merkel, 2010), support-vector models (Ramisch et al., 2010a, 2010b), logistic 
regression (Bolshakova et al., 2013; Judea et al., 2014), basic neural networks (Hätty & 
Schulte im Walde, 2018b), recursive neural networks (Kucza et al., 2018), siamese neural 
networks (Shah et al., 2019), and convolutional neural networks (Wang et al., 2016). 
Within the machine learning systems, there are vast differences between supervised, 
semi-supervised, and unsupervised systems, as well as the distinction between sequence 
labelling approaches and systems that start from a limited list of unique candidate terms. 
Splitting systems by their features is perhaps even more difficult since research has 
moved far beyond using simple linguistic and statistical features. Some examples include 
the use of topic modelling (Bolshakova et al., 2013; Šajatović et al., 2019), queries on search 
engines, Wikipedia, or other external resources (Kessler et al., 2019; Vivaldi & Rodríguez, 
2001), and word embeddings (Amjadian et al., 2016; Kucza et al., 2018; Pollak et al., 2019; 
Qasemizadeh & Handschuh, 2014b). Some methods are even called “featureless” (Gao & 
Yuan, 2019b; Wang et al., 2016). 
There are many more ways in which ATE systems can vary. Some can already be 
deduced from the ways in which the datasets are annotated, such as support for nested 
terms. Another very fundamental difference is the frequency cut-off: many ATE systems 
only extract terms which appear above a certain frequency threshold in the corpora. This 
threshold is extremely variable, with some systems that do not have any threshold, others 
that only extract candidate terms which appear fifteen times or more (Pollak et al., 2019), 
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and still others where only the top n most frequent terms are extracted (Loukachevitch, 
2012). Term length is similarly variable, with systems that do not place any restrictions, 
others that extract only single-word terms, only multi-word terms, or those that extract 
all terms between one and n tokens (with n ranging from 2 to 15), where n is sometimes 
determined by the restrictions of a system, sometimes experimentally set to an optimal 
value, and at other times directly determined by the maximum term length in a gold 
standard. There are many other possible differences, such as POS patterns, which will not 
be discussed in any detail here. More information regarding both datasets for ATE and 
different ATE methodologies can be found in Rigouts Terryn et al. (2021). 
With such a great variety of methodologies, comparative research is essential to 
identify the strengths and weaknesses of the respective strategies. However, as discussed, 
appropriate datasets are scarce and often limited. This means that ATE systems are 
regularly scored solely on precision (or some variation thereof), since recall and f1-score 
cannot be calculated without knowing all true terms in a corpus. Considering the expense 
of data annotation, the extra effort required is rarely feasible. The strictness of the 
evaluation varies as well, such as determining how specialised a term candidate needs to 
be for it to be considered a true term and validating only full matches or also partial ones. 
Moreover, scores for sequence labelling approaches are difficult to compare to scores for 
approaches that provide ranked lists of unique terms. There is even disagreement on the 
required expertise for annotators: do they need to be domain experts or terminologists? 
This disparity does not only make comparisons between systems highly problematic, but 
it also means that many systems are evaluated on only a single domain (and language). 
2.3 ACTER Annotated Corpora for Term Extraction Research 
ACTER stands for Annotated Corpora for Term Extraction Research and it is a collection of 
domain-specific corpora in which terms have been manually annotated. It covers three 
languages: English, French, and Dutch; and four domains: corruption (corp), equitation-
dressage (equi), heart failure (htfl), and wind energy (wind). It has been created in light 
of some of the perceived difficulties that have been mentioned. A previous version (which 
did not yet bear the ACTER acronym) has already been elaborately described (Rigouts 
Terryn, Hoste, & Lefever, 2020), so we refer the interested reader to this work for more 
detailed information. However, the current version of the dataset has been substantially 
updated since then, to be even more consistent. All previous annotations have been 
double-checked, inconsistent annotations were automatically found and manually edited 
when necessary, and, with this shared task, a first version has been made publicly 
available. Therefore, the remainder of this section will focus on the up-to-date statistics 
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of version 1.2 of the ACTER dataset (version 1.0 was the first to appear online for the 
shared task). The annotation guidelines have been updated as well and are freely 
available1. Discontinuous terms (e.g., in ellipses) have been annotated, but are not yet 
included in ACTER 1.2, and neither are the cross-lingual annotations in the domain of 
heart failure. The changes made between ACTER versions are indicated in detail in the 
included README.md file. The most substantial difference between version 1.0 and 1.2 
(besides some 120 removed or added annotations and the inclusion of the test data of the 
shared task) is the inclusion of the label of each annotation. 
The dataset contains trilingual comparable corpora in all domains: the corpora in the 
same domain are similar in terms of subject, style, and length for each language, but they 
are not translations (and, therefore, cannot be aligned). Additionally, for the domain of 
corruption, there is a trilingual parallel corpus of aligned translations. For each language 
and domain, around 50k tokens have been manually annotated (in the case of corruption, 
the annotations have only been made in the parallel corpus, so the comparable corpus on 
corruption is completely unannotated). In all domains except heart failure, the complete 
corpora are larger than only the annotated parts, and unannotated texts are included 
(separately) as well. The texts are all plain text files and the sources have been included 
in the downloadable version. The annotations have been performed in the BRAT 
annotation tool (Stenetorp et al., 2011), but are currently provided as flat lists with one 
term per line. The annotations were all made by a single annotator with experience in the 
field of terminology and ATE and fluent in all three languages. However, she is not a 
domain-expert, except in the domain of dressage. Multiple semi-automatic checks have 
been performed to ensure the best possible annotation quality and inter-annotator 
agreement studies were performed and published (Rigouts Terryn, Hoste, & Lefever, 
2020) to further validate the dataset. Furthermore, the elaborate guidelines helped the 
annotator to make consistent decisions and make the entire process more transparent. 
Nevertheless, term annotation remains an ambiguous and subjective task. We do not 
claim that ours is the only possible interpretation and, therefore, when using ACTER for 
ATE evaluation purposes, always recommend manually examining the output for a more 
nuanced evaluation (e.g., Rigouts Terryn et al., 2019). 
While ATE for TermEval has been perceived as a binary task (an instance is either a 
term or not), the original annotations included four different labels. There are three term 
labels, for which terms are defined by their degree of domain-specificity (are they 
relevant to the domain) and lexicon-specificity (are they known only by experts, or by 
laypeople as well). The three term labels defined this way are: Specific Terms (which are 
both domain- and lexicon-specific), Common Terms (domain-specific, not lexicon-
specific), and Out-of-Domain (OOD) Terms (not domain-specific, lexicon-specific). In the 
 
 
1 http://hdl.handle.net/1854/LU-8503113 or the appendix 
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domain of heart failure, for instance, ejection fraction might be a Specific Term: laypeople 
generally do not know what it means, and it is strongly related to the domain of heart 
failure, since it is an indication of the volume of blood the heart pumps on each 
contraction. Heart is an example of a Common Term: it is clearly domain-specific to heart 
failure and you do not need to be an expert to have a basic idea of what a heart is. An 
example of an out-of-Domain term might be p-value, which is lexicon-specific since you 
need some knowledge of statistics to know the term, but it is not domain-specific to heart 
failure. In addition to these three term labels, Named Entities (proper names of persons, 
organisations, etc.) were annotated as well, as they share a few characteristics with terms: 
they will appear more often in texts with a relevant subject (e.g., brand names of medicine 
in the field of heart failure) and, like multi-word terms, have a high degree of unithood 
(internal cohesion). Labelling these does not mean we consider them to be terms, but it 
offers more options for the evaluation and training based on the dataset. 
 
Table 6 sample of one of the gold standard term lists in the ACTER 1.2 dataset to illustrate 
the format 
annotation label 
bioprosthetic valve replacement Specific_Term 
biopsies Common_Term 
biopsy Common_Term 




Since TermEval was set up as a binary task, all three term labels were combined and 
considered as true terms. There were two separate datasets regarding the Named Entities: 
one including both terms and Named Entities, one with only terms. All participating 
systems were evaluated on both datasets. Moreover, while the evaluation for the ranking 
of the participating systems was based only on these two binary interpretations, the four 
labels were made available afterwards for a more detailed evaluation of the results. The 
gold standard lists of terms were ordered alphabetically, so with no relation to their labels 
or degree of termhood. Table 6 shows a sample of such a gold standard list, with one 
unique, lowercased term per line followed by its label. 
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Table 7 number of documents and words in the entire corpus vs. the annotated part of 
each corpus in ACTER 1.2 
    # words 





l corp en 24  176,314   45,234  
 fr 24  196,327   50,429  








corp en 44  468,711  n.a. 
 fr 31  475,244  n.a. 
 nl 49  470,242  n.a. 
equi en 89  102,654   51,470  
 fr 125  109,572   53,316  
 nl 125  103,851   50,882  
htfl en 190  45,788   45,788  
 fr 215  46,751   46,751  
 nl 175  47,888   47,888  
wind en 38  314,618   51,911  
 fr 12  314,681   56,363  
 nl 29  308,742   49,582  
 TOTAL: 1194 3,365,924 596,919 
 
Table 7 and Table 8 provide more details on ACTER 1.2. Table 7 shows the number of 
documents and words per corpus, both in the entire corpus and only the annotated part 
of the corpus. Table 8 provides details on the number of annotations per corpus, counting 
either all annotations or all unique annotations. In total, 119,455 term and Named Entity 
annotations have been made over 596,058 words, resulting in 19,002 unique annotations. 
As can be seen, the number of annotations within a domain is usually similar for all 
languages (since the corpora are comparable), with larger differences between the 
domains. Version 1.2 of ACTER only provides a list of all unique lowercased terms (and 
Named Entities) per corpus. The aim is to release future versions with all in-text 
annotation spans, where every occurrence of each term is annotated, so that it can be 
used for sequence-labelling approaches as well. It is important to note that, since the 
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annotation process was completely manual, each occurrence of a term was evaluated 
separately. When a lexical unit was only considered a term in some contexts, it was only 
annotated in those specific contexts. For instance, the word collection can be used in 
general language, where it will not be annotated, but also as a Specific Term in dressage, 
in which case it was annotated as a term. 
 
Table 8 number of annotations (counting all annotations separately or all unique 
annotations) of terms and Named Entities (NEs), per corpus in ACTER 1.2 
  # annotations 
domain language terms (all) terms (unique) NEs (all) NEs (unique) 
corp en 6,385 927 2,373 247 
 fr 5,930 982 2,186 235 
 nl 5,163 1,047 2,334 248 
equi en 10,889 1,155 970 420 
 fr 9,397 963 467 220 
 nl 11,207 1,395 295 151 
htfl en 14,011 2,361 526 224 
 fr 10,801 2,276 319 147 
 nl 10,219 2,077 433 180 
wind en 9,478 1,091 1,429 443 
 fr 8,524 773 439 195 
 nl 5,044 940 636 305 
TOTAL: 107,048 15,987 12,407 3,015 
 
Additional characteristics to bear in mind about these annotations are that recursive 
(nested) annotations are allowed (as long as the nested part can be used as a term on its 
own), and that there were no restrictions on term length, term frequency, or term POS-
pattern. If a lexical unit was used as a term in the text, it was annotated, even if it was not 
the best or most frequently used term for a certain concept. The reasoning behind this 
strategy was that one of the most important applications of ATE is to be able to keep up 
with fast-evolving terminology in increasingly more specialised domains. If only well-
established, frequent terms are annotated, the rare and/or new terms will be ignored, 
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even though these could be particularly interesting for ATE. While these qualities were 
all chosen to best reflect the desired applications for ATE, they do result in a particularly 
difficult dataset for ATE, so f1-scores for ATE systems tested on ACTER are expected to be 
rather modest in comparison to some other datasets. 
2.4 TermEval Shared Task on Automatic Term Extraction 
2.4.1 Setup 
The aim of the TermEval shared task was to provide a platform for researchers to work 
on the same task, with the same data, so that different methodologies for ATE can easily 
be compared, and current strengths and weaknesses of ATE can be identified. During the 
training phase, participants all received the ACTER dataset as described in the previous 
section, with all domains apart from heart failure. The latter is provided during the final 
phase as the test set on which the scores are calculated. As described in the previous 
section, ACTER 1.2 consists of flat lists of unique terms per corpus, with one term per line. 
Since this first version of the shared task aims to focus on ATE in general, rather than 
term variation, all terms are lowercased, and only identical lowercased terms are merged 
in a single entry, without lemmatisation. Even when terms acquire a different meaning 
through different capitalisation options or POS patterns, they only count as a single 
annotation in this version. For example, the English corpus on dressage contains the term 
bent (verb – past tense of to bend), but also Bent (proper noun – person name). While both 
capitalisation and POS differ, and bent is not the lemmatised form, there is only one entry: 
bent (lowercased) in the gold standard (other full forms of the verb to bend have separate 
entries if they are present and annotated in the corpus). We do not discount the 
importance of ATE systems that handle term variation, but a choice was made to focus on 
the core task for the first edition of the task. 
There are three different tracks (one per language) and participants could enter in one 
or multiple tracks. When participants submitted their results on the test data (as a flat list 
of unique lowercased terms, like the training data), f1-scores were calculated twice: once 
compared to the gold standard with only terms, once compared to the gold standard with 
both terms and Named Entities. These double scores did not influence the final ranking 
based on f1-scores, as the ranking was the same regardless of which scores were selected. 
The dataset has been used for more detailed evaluations as well (see section 2.5) and 





Five teams participated in the shared task: TALN-LS2N (Hazem et al., 2020), RACAI (Păiș & 
Ion, 2020), e-Terminology (Oliver & Vàzquez, 2020), NLPLab_UQAM (no system description 
paper), and NYU (no system description paper but based on previous work in Meyers et 
al. (2018)). NYU and RACAI participated only in the English track, TALN-LS2N participated 
in both the English and French tracks, and e-Terminology and NLPLab_UQAM 
participated in all tracks. We refer to their own system description papers for more details 
but will provide a short summary of each of their methodologies. 
Team NYU has applied an updated version of Termolator (Meyers et al., 2018). 
Candidate terms are selected based on “terminological chunking and abbreviations” 
(p. 2). The terminological chunking focuses, among others, on nominalisations, out-of-
vocabulary words, and technical adjectives (based on suffixes) to find terms. 
Constructions where full forms are followed by their abbreviations are also considered. 
Next, three distributional metrics (e.g., TF-IDF) are combined with equal weights and a 
“well-formedness score” is calculated, using mainly linguistic and morphological 
information. Additionally, a relevance score is calculated based on the results of an online 
search engine. The final selection of candidate terms is made based on the product of 
these three metrics. Due to the timing of the shared task, Termolator was not specifically 
tuned to the ACTER dataset. 
Team e-Terminology uses the TSR (Token Slot Recognition) technique, implemented in 
TBXTools (Oliver & Vazquez, 2015; Vàzquez & Oliver, 2018). For Dutch, the statistical 
version of TBXTools is employed, for English and French the linguistic version is used. 
Stopwords are filtered out and all candidate terms that appear below a frequency 
threshold of two. As a terminological reference for each language (required for the TSR 
technique), the IATE database for 12-Law was chosen. 
Team RACAI uses a combination of statistical approaches, such as an improved 
TextRank (Z. Zhang, Petrak, et al., 2018), TF-IDF, clustering, and termhood features. 
Algorithms were adapted where possible to make use of pre-trained word embeddings 
and the result was generated using several voting and combinatorial approaches. Special 
attention is also paid to the detection of nested terms. 
Team TALN-LS2N uses BERT as a binary classification model for ATE. The model's input 
is represented as the concatenation of a sentence and a selected n-gram within the 
sentence. If the n-gram is a term, the input is labelled as positive training example. If not, 
a corresponding negative example is generated. 
Team NLPLab_UQAM applied a bidirectional Long-Short Term Memory recurrent 
neural network (bi-LSTM). Pre-trained GloVe word embedding were used to train a neural 




Precision, recall, and f1-scores were calculated both including and excluding Named 
Entities, for each team in all tracks. The scores and resulting ranking are presented in 
Table 9. 
 
Table 9 precision (p), recall (r), and f1-scores (f1) (as percentages) and ranks for all teams 
per track 
   scores incl. NEs scores excl. NEs 
track rank team p r f1 p r f1 
English 1 TALN-LS2N 34.8 70.9 46.7 32.6 72.7 45.0 
 2 RACAI 42.4 40.3 41.3 38.6 40.1 39.3 
 3 NYU 43.5 23.6 30.6 42.2 25.1 31.5 
 4 e-Terminology 34.4 14.2 20.1 34.4 15.5 21.4 
 5 NLPLab_UQAM 21.4 15.6 18.1 20.1 16.0 17.8 
French 1 TALN-LS2N 45.2 51.5 48.1 41.9 50.9 45.9 
 2 e-Terminology 36.3 13.5 19.7 36.3 14.4 20.6 
 3 NLPLab_UQAM 16.1 11.2 13.2 15.1 11.2 12.9 
Dutch 1 NLPLab_UQAM 18.9 18.6 18.7 18.1 19.3 18.6 
 2 e-Terminology 29.0 9.6 14.4 29.0 10.4 15.3 
 
As can be seen, TALN-LS2N's system outperforms all others in the English and French 
tracks. NLPLab_UQAM's system outperforms e-Terminology for the Dutch track (though 
their respective rankings for English and Dutch are reversed). Scores with and without 
Named Entities are usually very similar (average difference of one percentage point), with 
e-Terminology and NYU scoring slightly better when Named Entities are excluded, and 
the others scoring better when they are included. On average, precision is higher than 
recall, especially when Named Entities are included. However, there is much variation. 
For instance, TALN-LS2N's English system obtains 36-40 percentage points more recall 
than precision (the difference is only 6-9 percentage points for their French system). 
Comparatively, e-Terminology obtains 20 percentage points more on precision than 
recall on average and NLPLab_UQAM obtains more balanced precision and recall scores. 
The number of extracted term candidates varies greatly as well, from 744 (e-Terminology 
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in Dutch), to 5267 (TALN-LS2N in English). Therefore, even though TALN-LS2N achieves 
the highest f1-scores thanks to great recall in English, their system also produces most 
noise, with 3435 false positives (in the evaluation including Named Entities). The average 
number of extracted candidate terms (2038) is not too different from the average number 
of terms in the gold standard (2422 incl., Named Entities, 1720 without). Looking at 
performance of systems in multiple tracks, there does not appear to be one language that 
is inherently easier or more difficult. TALN-LS2N's best performance is reached for 
French, e-Terminology's for English, and NLPLab_UQAM's for Dutch. 
As with many other tasks within natural language processing, the methodology based 
on the BERT transformer model appears to outperform other approaches. However, the 
large gap between precision and recall for the English model, which is much smaller for 
the French model, may be an indication of an often-cited downside of deep learning 
models: their unpredictability. For ATE, predictability is cited as at least as important as 
f1-scores: “for ATE to be usable, its results should be consistent, predictable and 
transparent” (Kageura & Marshman, 2019, p. 4:6). Additionally, it appears that neural 
networks and word embeddings do not always work for this task, as demonstrated by the 
fact that, for English and French, NLPLab_UQAM's bidirectional LSTM approach with 
GloVe embeddings is ranked last, below non-neural approaches such as NYU's. 
 
 
Figure 17 proportion of Specific, Common, and Out-of-Domain Terms, and Named Entities 
in the gold standard versus the true positives extracted by each team (averaged 
over all languages if teams participated in multiple tracks) 
 
Apart from the ranking based on f1-scores, three different aspects of the results are 
analysed in more detail: composition of the output, recall of terms with different 
frequencies, and recall of terms with different lengths. Figure 17 shows the first of these, 
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illustrating the composition of the gold standard regarding the four annotation labels, 
versus the true positives from each team. The results are averaged over all languages, as 
the differences between the languages were small. The graphs are relative, so they do not 
represent the absolute number of annotations per type, only the proportions. The order 
of the teams is the order of their ranks for the English track, in which they all participated. 
A first observation is that all teams seem to extract at least some Named Entities, except 
for e-Terminology. This may be partly due to their low recall, but since they did not 
extract a single Named Entity in any of the languages, it does appear that their system is 
most focused on terms. While the differences are never extreme, the various systems do 
show some variation in this respect. For instance, the two lowest ranked systems can be 
seen to extract relatively more Common Terms. This may be an indication that they are 
sensitive to frequency, as many of the Specific Terms are rarer (e.g., e-Terminology 
employs a frequency threshold of two). Conversely, NYU's system appears to excel at 
extracting these Specific Terms and also extracts relatively few Named Entities. The 
outputs of the two top-scoring teams have very similar compositions to the gold standard, 
which may be part of the explanation for their high scores, and, in the case of TALN-
LS2N's system, may be related to their reliance on the training data. 
 
 
Figure 18 recall for terms with various frequencies per team in English, including Named 
Entities 
 
A preference for Common Terms or Specific Terms can already give an indication of 
the system performance for rare terms, but we can also look directly at the recall of terms 
for various frequencies, as shown in Figure 18. Here, the recall of all systems for various 
term frequencies is shown for the English track. Results for the other languages were 
similar, so will not be discussed separately. The dataset contains many hapax terms 
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(terms that appear only once). In English, when Named Entities are included, there are 
1121 (43%) hapax terms, 398 (15%) terms that appear twice, 220 (9%) terms that appear 
three times, 232 (9%) terms with a frequency between 4 and 5, 259 (10%) terms with a 
frequency between 5 and 10, 199 (8%) terms with a frequency between 10 and 25, and only 
156 (6%) terms that appear more than 25 times. In line with previous findings on the 
difficulties of ATE, recall is lowest for hapax terms for all systems, and increases as 
frequency increases. Of course, e-Terminology has 0% recall for hapax terms due to the 
frequency cut-off, but the other systems also have difficulties. Notably, TALN-LS2N's 
system obtains a surprisingly stable recall for various frequencies and a very high recall 
of 64% for hapax terms. This is likely a consequence of the fact that they use none of the 
traditional statistical (frequency-related) metrics for ATE. Recall is almost always highest 
for the most frequent terms, though when looking at these frequent terms in more detail, 
recall appears to drop again for the most extreme cases (terms appearing over 100 times; 
not represented separately in Figure 18), presumably because these are more difficult to 
distinguish from common general language words. 
 
 
Figure 19 recall per term length (single-word terms (SWTs) to terms with over 5 tokens 
(5+WTs)) for each team in English, including Named Entities 
 
The final analysis concerns term length, as presented in Figure 19. Like the analysis for 
frequency, only the English results were used for the analysis and Named Entities were 
included. The graph shows the recall per team for terms with different lengths. The 
majority of the gold standard terms are single-word terms (1170, or 45%), with 
frequencies decreasing as term length increases (800 or 31% 2-word terms, 376 or 15% 3-
word terms, 144 or 6% 4-word terms, 40 or 2% 5-word terms, and 55 or 2% terms that are 
longer than 5 tokens. As can be seen in Figure 19, two out of five teams (RACAI and 
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NLPLab_UQAM) have lower recall for 2wts than for single-word terms, and, overall, recall 
decreases for terms with more than 3 tokens. TALN-LS2N extracts no terms beyond a 
length of 3 tokens at all, though this is different for their French system, where recall 
decreases more gradually with term length. NYU's system has a surprisingly stable 
performance for different term lengths, especially compared to TALN-LS2N and RACAI. 
2.6 Discussion and Conclusions 
Five different teams submitted their results for the TermEval shared task on ATE, based 
on the ACTER dataset. With the domains of corruption, dressage, and wind energy from 
the dataset as training data (or simply as reference material), the teams either used (and 
adapted) their existing systems or developed a new methodology for ATE. The domain of 
heart failure was used as the test set, with three different tracks for English, French, and 
Dutch. The teams were all ranked based on the f1-score they obtained on the test data, 
with additional evaluations of the types of terms they extracted and recall for different 
term frequencies and term lengths. 
The results show a large variation between all methodologies. The highest scores were 
obtained by a deep learning methodology using BERT as a binary classification model. The 
second-best system does not rely on deep learning and combines pre-trained word 
embeddings with more classical features for ATE, such as statistical termhood measures. 
Such results show how there is still a lot of potential for deep learning techniques in the 
field of ATE, also highlighting the importance of large datasets like ACTER. However, it 
also illustrates that more traditional methodologies can still lead to state-of-the-art 
results as well, especially when combined with features like word embeddings. 
The more detailed analyses also revealed how the composition of the output of the 
different systems varies, e.g., including or excluding more Named Entities, and focusing 
on either the most domain-specific and specialised terms (Specific Terms) or also on more 
general terms (Common Terms). This is a clear indication of how different applications 
for ATE may require different methodologies. For instance, translators may be more 
interested in a system that extracts mostly Specific Terms, since Common Terms may 
already be part of their general vocabulary.  
Checking recall for terms with different frequencies and terms with different lengths 
confirmed two often-cited weaknesses of ATE: low-frequency terms and long terms are 
more difficult to extract. However, in each case, there were some systems for which the 
performance was more stable and less impacted by these factors. The winning deep 
learning approach achieves a high recall even for hapax terms (64%) and one of the rule-
based systems maintains a relatively stable recall for terms up to a length of five tokens.  
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With these results, we conclude that there remains a lot of room for improvement in 
the field of ATE, both by trying the latest deep learning methodologies which have been 
successfully used in other natural language processing tasks, and by updating and 
combining more traditional methodologies with state-of-the-art features and algorithms. 
Considering the unpredictability of many machine learning approaches and the 
considerable variety between the potential outputs, as demonstrated in this shared task, 
it is essential for ATE to be evaluated beyond precision, recall, and f1-scores. To further 
encourage and facilitate both supervised machine learning approaches and high-quality 
evaluations on diverse data, the complete ACTER dataset has been made available online 
as a GitHub repository2 and can also be found in the CLARIN repository3. The dataset is 
accompanied by an extensive readme.md file containing all relative documentation and 
is freely available under a Creative Commons Attribution-NonCommercial-ShareAlike 4.0 
International (CC BY-NC-SA 4.0) license.  
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Prologue to Part 2 
The second part of this dissertation is dedicated to HAMLET – Hybrid Adaptable Machine 
Learning approach to Extract Terminology. HAMLET is based on the traditional hybrid 
methodology for automatic term extraction but interprets this as a supervised machine 
learning problem. The goal of this part of the project was not necessarily to develop the 
best possible system for automatic term extraction and to obtain the highest f1-scores, 
but rather to examine the potential impact of machine learning approaches on automatic 
term extraction. How do machine learning approaches compare to non-machine learning 
methodologies? Do they have similar strengths and weaknesses? Which types of features 
contribute to the successful identification of terms? What is the effect of the training 
data? How robust is performance across different languages and domains? The ACTER 
dataset was specifically designed with such approaches in mind, so it could be used as 
training and evaluation data.  
It was decided to base this first machine learning approach on the more traditional, 
hybrid approach to automatic term extraction. Roughly, this approach starts by 
linguistically preprocessing a text (tokenisation, lemmatisation, part-of-speech tagging, 
etc.), and selecting an initial list of unique candidate terms based on part-of-speech 
patterns. For instance, we know that nouns can be terms, so all nouns will be extracted as 
candidate terms. Similarly, combinations of one adjective and one noun could be terms, 
so all bigrams (two sequential tokens) that consist of one adjective, followed by one noun 
will be extracted. This strategy will, of course, result in an initial list of candidate terms 
with a lot of noise (false positives, i.e., candidate terms that are not real, valid terms). The 
list can be filtered, e.g., by removing stopwords (common words in general language that 
will rarely be terms) or applying a frequency threshold and removing all candidate terms 
that do not occur frequently enough. Most of the filtering, however, will be performed 
based on statistical metrics designed to measure termhood (how relevant the candidate 
term is to the domain), and, for multi-word candidate terms, unithood (whether the 
different parts of the multi-word candidate term form a cohesive unit) (Kageura & Umino, 
1996). The candidate terms can then be ranked based on how they score on one or more 
of these metrics, and only the best ones are kept.  
There are two main differences between the traditional hybrid approach and my 
machine learning hybrid approach. The first difference concerns the part-of-speech 
patterns. With HAMLET, the patterns that are used to extract the initial list of candidate 
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terms do not need to be manually defined beforehand but can be automatically extracted 
from the training data. So, if the training data contains adjectives that are annotated as 
terms, then all adjectives in the test data will be extracted as candidate terms. The second 
difference relates to how the initial list of candidate terms is filtered and sorted. Instead 
of using just one or two statistical metrics and manually setting a threshold to select the 
best candidate terms, HAMLET calculates dozens of different features with various types 
of information for each candidate term, and automatically learns the optimal 
combinations of features from the training data. Therefore, the final selection of 
candidate terms can be based on much more information and no manual threshold needs 
to be determined. 
Like the previous part, this one is based on two publications: 
3. Rigouts Terryn, A., Drouin, P., Hoste, V., & Lefever, E. (2019). Analysing the Impact 
of Supervised Machine Learning on Automatic Term Extraction: HAMLET vs 
TermoStat. Proceedings of the International Conference on Recent Advances in Natural 
Language Processing (RANLP 2019), 1012–1021. https://doi.org/10.26615/978-954-
452-056-4_117 
4. Rigouts Terryn, A., Drouin, P., Hoste, V., & Lefever, E. (2021). HAMLET: Hybrid 
Adaptable Machine Learning approach to Extract Terminology. Terminology, 27(2). 
The first publication is a conference paper that reports on a pilot study on the HAMLET 
project. In this publication, a first version of HAMLET is compared to a traditional hybrid 
methodology that does not use machine learning: TermoStat. This tool was developed by 
Prof. Dr. Patrick Drouin, with whom I spent a 3-month research stay. During this stay, one 
of the projects on which we collaborated was the development of a Dutch version of 
TermoStat. The comparison of the results goes beyond reporting precision, recall, and f1-
scores, and includes a manual error analysis. The Dutch corpus on dressage was chosen 
for this purpose since this is a corpus in my native language on a subject for which I am a 
domain expert. That way, I was able to annotate errors myself.  
The second publication is a journal paper with an updated version of HAMLET, so the 
methodology is very similar, but not identical to the one in the first paper. This journal 
paper contains a much more detailed system description and further investigates how 
machine learning can best be applied to extract terms, and which factors influence results 
most. Additionally, it starts with an elaborate overview of the state-of-the-art of 
automatic term extraction and suggest a new typology to discuss various methodologies, 
since the research has outgrown the traditional distinction between statistical, linguistic, 
and hybrid approaches. HAMLET is tested on all different corpora of the ACTER dataset 
to test how robust performance is in different languages and domains. The training data 
that is used varies as well, to assess the impact of language- and/or domain-specific 
training data. The error analysis further explores the role of the different types of 
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annotations, and that of term frequency and term length. Finally, the relative importance 
of the different types of features is investigated to learn how various types of information 
contribute towards the identification of terms. 
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Abstract 
Traditional approaches to automatic term extraction do not rely on machine learning and 
use a limited number of linguistic and statistical clues to extract, filter, and rank 
candidate terms. They select the top n (percent) ranked candidate terms, or candidate 
terms above a certain predefined cut-off point. In recent years, supervised machine 
learning approaches for ATE are gaining interest. So far, relatively little is known about 
the impact of these supervised methodologies; evaluations are often limited to precision, 
and sometimes recall and f1-scores, without information about the nature of the 
extracted candidate terms. Therefore, the current paper presents a detailed and elaborate 
analysis and comparison of a traditional, state-of-the-art system (TermoStat) and a new, 
supervised machine learning approach (HAMLET), using the results obtained for the 
same, manually annotated, Dutch corpus about dressage.
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3.1 Introduction 
Automatic term extraction (ATE) has long been an established task within the field of 
natural language processing. It can be used both in its own right, to automatically obtain 
a list of candidate terms (CTs) from a specialised corpus, or as a preprocessing step for 
other tasks, such as machine translation (Wolf et al., 2011). The traditional method for 
ATE is a hybrid approach, combining both linguistic and statistical information. In a first 
step, linguistic preprocessing is performed and a preliminary list of candidate terms is 
produced based on part-of-speech (POS) patterns. Next, statistical metrics are applied to 
measure termhood (to what degree a term is related to the domain) and unithood for 
multi-word terms (whether the individual tokens combine to form a lexical unit) 
(Kageura & Umino, 1996). These metrics are used to sort the candidate terms based on 
their likelihood to be actual terms. To filter the list, one can either determine a cut-off 
value or select the top n or top n percent of terms. As a final step, manual validation is 
required. 
This has been a standard methodology for some time (Daille, 1994) and is still used by 
state-of-the-art systems such as TermoStat (Drouin, 2003) and TExSIS (Macken et al., 
2013) today. However, the problem with these methodologies is determining the cut-off 
point (Lopes & Vieira, 2015) and combining multiple features (e.g., separate measures for 
termhood and unithood). It has become clear that multiple evidence (i.e., combining 
multiple features) is highly beneficial for ATE (Dobrov & Loukachevitch, 2011). Supervised 
machine learning methodologies are now being used in answer to these problems. By 
automatically learning an optimal combination of features and cut-off points, many 
features can be efficiently combined.  
One of the biggest hurdles for the progress of ATE technologies has been the data 
acquisition bottleneck, both for evaluation and now also as training data. Manually 
annotating terms is a slow and arduous task, with notoriously low inter-annotator 
agreement due to the ambiguous nature of terms. This lack of agreement on the basic 
characteristics of terms is also reflected in the different methodologies of various ATE 
research, e.g., minimum or maximum term length and frequency, limited POS patterns 
and degree of specialisation. As a result, the supervised methodologies that have been 
developed are extremely difficult to compare (both to each other and to non-machine 
learning systems) and qualitative analyses that go beyond calculating precision (how 
many of the extracted candidate terms are true terms), recall (how many of the true terms 
are extracted) and f1-scores (harmonic mean of precision and recall) are rare. 
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The construction of a diverse and extensive dataset for ATE (Rigouts Terryn, Hoste, & 
Lefever, 2020) provided an opportunity (1) to develop a supervised machine learning 
approach for ATE (the HAMLET system, see section 3.3.3), and (2) to perform a detailed 
evaluation of this system compared to a traditional tool without machine learning: 
TermoStat (Drouin, 2003) (see also section 3.3.2). These specific systems were chosen 
because they both allow extraction of single- and multi-word terms (SWTs and MWTs) 
and are not restricted to only nouns and noun phrases, but instead also allow verbs, 
adjectives, and adverbs to be extracted. Moreover, their methodology is similar, so the 
research can focus on one main difference: the fact that HAMLET uses supervised 
machine learning to combine different features, rather than relying on manually set 
filters and thresholds like TermoStat. This is important to better understand the impact 
of the methodology. Are the same terms found with both methodologies? Do they make 
similar mistakes? Is it possible to see the impact of the training data? The analysis is 
performed by a terminologist, in her native language (Dutch) and on a subject for which 
she is a domain specialist (equitation - dressage). Since this was only a pilot study in 
preparation for the further development of the HAMLET system, it did not allow us to 
calculate inter-annotator agreement. Nevertheless, the process was kept as transparent 
as possible, and the experience and expertise of the annotator contribute to high-quality 
annotations. 
3.2 Related Research 
Some of the first supervised approaches to ATE start appearing in the 2000s. Vivaldi and 
Rodríguez (2001) claim to be the first to combine different methodologies for term 
extraction into a single system. Based on two manually annotated Spanish corpora in the 
medical domain, four different strategies are combined. The first strategy is to use 
EuroWordNet (Vossen, 1998) to determine whether a word belongs to the medical 
domain. Next, Greek and Latin word forms are detected. Context is analysed as well, 
focusing on “prime term candidates”, i.e., those that are validated with EuroWordNet as 
medical terms. Finally, three unithood measures help to find relevant multi-word terms. 
Combining these four techniques leads to better results than using any one of them 
separately. The system is only tested on the Spanish medical domain; performance may 
vary significantly depending on EuroWordNet coverage of the corpus and relevance of 
the Latin and Greek words. Later research does test on multiple domains, for instance, an 
evolutionary algorithm based on the optimisation of the Receiver Operating 
Characteristics curve for the extraction of multi-word terms (Azé et al., 2005), tested on 
the domains of biology and human resources; or a system for both single- and multi-word 
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terms (Yuan et al., 2017), elaborately evaluated with different algorithms, using 
undersampling to obtain more balanced data, and cross-domain training and testing on 
four domains.  
In 2016, neural networks with word embeddings are applied to ATE for the first time 
(Amjadian et al., 2016), first as a filter on an existing tool (TermoStat), later on for a full 
ATE pipeline (Amjadian et al., 2018) as well. The success of multiple features for ATE has 
been proven repeatedly (Dobrov & Loukachevitch, 2011; Loukachevitch, 2012; Nokel, 
Michael et al., 2012) and aside from the original binary classification approach of 
candidate terms, sequence labelling approaches are also gaining interest (Kucza et al., 
2018). Additionally, There has been an increased interest in using more nuanced term 
labels (Hätty & Schulte im Walde, 2018b; Ljubešić et al., 2019) even though binary 
classification is still the norm.  
Unsupervised and semi-supervised approaches are starting to appear as well, which is 
interesting considering the time and effort associated with constructing good gold 
standard data. Judea et al. (2014) use the specific layout of patents to generate training 
data. Candidate terms are extracted based on their POS pattern and filtered with an 
elaborate stopword list. When these candidate terms were preceded by a figure reference 
in patents, 95% of them were true terms. Since these terms could be identified with high 
precision, they were used as training data to detect other terms without figure references. 
Another strategy is fault-tolerant learning, which has been used for Chinese ATE (Yang et 
al., 2011). Two sets of seed terms are extracted from the same, unlabelled dataset, with 
two different termhood metrics methods. By comparing the results of the two classifiers 
and retraining on only the best results (for n iterations), a system can be trained without 
any labelled training data. Human annotation is only used for evaluation, where an 
approximation of precision is calculated by randomly sampling and annotating 10% of 
the extracted candidate terms. Patry and Langlais (2005) take an unusual approach 
regarding the difficulty of obtaining data and ask users to provide an annotated corpus. 
This added effort on the part of the user would be rewarded in the form of a customised 
tool, considering the user's own definition of the ambiguous concept of a term. They also 
cite two of the most common problems for ATE: the lack of a common benchmark for 
evaluation and the difficulty extracting hapax terms (terms that only occur once in the 
specialised corpus), especially considering that these make up 75% of the terms in their 
test corpus.  
Despite the increasing research interest, studies on the impact of machine learning 
approaches on ATE are limited (Amjadian et al., 2018; Nokel, Michael et al., 2012). 
Evaluations comparing different studies are highly problematic for several reasons. First, 
established benchmarks such as the GENIA corpus (Kim et al., 2003) and the ACL RD-TEC 
(versions 1.0 and 2.0) (Qasemizadeh & Handschuh, 2014c; Qasemizadeh & Schumann, 
2016) are rare and often only available in a single language and domain. Second, reported 
evaluation scores (usually precision, recall and f1-score) differ greatly depending on the 
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strictness of the evaluation (e.g., whether partial matches are approved). Third, the 
difficulty of the task varies considerably depending on the candidate term selection. For 
instance, limiting POS patterns and frequency thresholds can result in a more balanced 
data set and narrower search space. Finally, results are rarely discussed beyond reporting 
the scores, which may result in a distorted image, given the ambiguous nature of terms, 
as will be discussed further on. Therefore, while researchers regularly mention the 
suspected impact of methodology, term definitions, language, and domain, little is known 
about how these factors influence the actual results. The research presented in this paper 
presents an elaborate and qualitative evaluation and comparison of two tools and will 
focus on the difference between a supervised machine learning approach and a 
traditional approach. 
3.3 Data and Tools 
3.3.1 Data 
The dataset is described in detail in (Rigouts Terryn, Hoste, & Lefever, 2020). The Dutch 
corpus on dressage was chosen as the evaluation corpus. The annotation scheme is based 
on lexicon-specificity (whether a term belongs to general language or only the vocabulary 
of experts) and domain-specificity (how relevant the term is to the given domain). Terms 
are annotated with three different labels: Specific Terms (which are both domain-specific 
and lexicon-specific), Common Terms (which are domain-specific but not lexicon-
specific) and Out-of-Domain (OOD) Terms (which are not domain-specific but are lexicon-
specific). Named Entities are annotated as well. Split Term annotations, which are also 
present in the dataset, are not considered since neither system is currently equipped to 
deal with such discontinuous terms. In this corpus of around 55k tokens (64 documents), 
this resulted in 1326 different manual annotations (excluding Split Terms).  
As training data for the supervised machine learning methodology (see section 3.3.3) 
the Dutch corpora on heart failure and wind energy were selected. The other Dutch 
corpus in the dataset (in the domain of corruption) was found not to contribute to a better 
performance, as it was too different. Using two out-of-domain training corpora 
undoubtedly has a huge impact on the results, which would be much better with in-
domain training data. However, this scenario was deemed most realist in a real-world 
setting, where a fully annotated corpus with in-domain data will rarely be available for 
training. 
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3.3.2 TermoStat 
TermoStat is a hybrid term extractor developed by Drouin (2003) which is still 
continuously updated. It is currently available in French, English, Spanish, Italian, and 
Portuguese, with beta versions for German, Catalan, Korean, Chinese, and Dutch. It is 
customisable in the sense that users can choose to extract single-word terms, multi-word 
terms, or both and can also select which POS (nouns, adjectives, adverbs and/or verbs) 
should be extracted. TermoStat selects candidate terms based on their POS pattern and 
filters and sorts these candidate terms with the Specificity score, a measure that considers 
the relative frequency of a candidate term in the specialised corpus, compared to that in 
a general reference corpus to calculate termhood. 
3.3.3 HAMLET 
HAMLET stands for Hybrid Adaptable Machine Learning approach to Extract Terminology 
and is a supervised methodology for ATE based on the data described in (Rigouts Terryn, 
Hoste, & Lefever, 2020). HAMLET's architecture is inspired by traditional hybrid systems 
such as TermoStat. First, candidate terms are extracted based on their POS pattern. 
However, rather than a predefined list, the patterns are obtained from the annotated 
training corpus. Since there were no restrictions on which POS could be annotated, this 
results in an extensive list. Moreover, incorrect patterns due to POS tagging errors are 
included as well. This may result in a lot of noise but could also increase recall if similar 
tagging mistakes are made on terms in the test corpus. 
Next, a series of features are calculated for each candidate term. There are six different 
feature groups: morphological/shape (e.g., term length, capitalisation, special 
characters), frequency (e.g., relative frequencies in specialised corpus, newspaper corpus 
and Wikipedia corpus), statistical (e.g., various termhood and unithood measures), 
related candidate terms (e.g., information about terms with same lemma or normalised 
form), linguistic (e.g., POS pattern) and corpus features (e.g., domain of corpus of origin). 
There are 152 distinct features in total. In contrast to most other term extractors, no 
restrictions are placed on term length or frequency. 
This information is fed to a binary decision tree classifier in Scikit-learn (Pedregosa et 
al., 2011). Hyperparameter optimisation with grid search is performed in five folds on the 
training data. For the experiment discussed in the current contribution, HAMLET was 
trained on the Dutch corpora about heart failure and wind energy and tested on the Dutch 
corpus about dressage. Irrelevant features (with the same value for all instances) are 
discarded, leaving 136 features in this case. The data is highly imbalanced, with fewer 
than 10% positive instances (similar distribution in train and test sets). While other 
algorithms were able to reach better scores (e.g., a random forest classifier obtained an 
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f1-score of 61% on the same dataset), only the decision tree model is discussed, because it 
not only results in a decent performance, but is also easy to interpret. Future research 
will devote more attention to the differences between algorithms for this task. 
3.4 Experiments and Comparisons 
3.4.1 Candidate Terms and Part-of-Speech Patterns 
The gold standard data (test data) contains 1326 unique annotations: 985 Specific Terms, 
190 Common Terms, 45 Out-of-Domain Terms and 106 Named Entities. For this 
experiment, HAMLET was trained to find all annotation types, which is the configuration 
that led to the best results for TermoStat as well. However, HAMLET could also be trained 
on specific combinations of these labels to customise the results for different 
applications. Out of the 1326 annotations which were considered true (valid) terms, only 
two could not be found because the annotations were made below token-level and were, 
therefore, never selected as a candidate term by either extractor: promotie (promotion, 
i.e., moving to a higher level of competition) and k (one of the letters indicating a certain 
position in the riding arena). Another portion could not be found due to their POS pattern. 
This is always a problem for ATE methodologies that select candidate terms based on POS 
patterns, since it is nearly impossible to manually define all possible patterns, especially 
considering that POS taggers can make mistakes. However, the supervised system has 
similar troubles. HAMLET's preprocessing can only select terms for which the POS pattern 
occurred in the training corpora (the two Dutch corpora on heart failure and wind 
energy). In this case, there are 216 different patterns in the training data, but the test 
corpus still contains terms with 63 patterns that are not in the training data. This 
illustrates how domain-specific terminology can be. Dressage terminology contains many 
terms that start with a preposition. For instance, there are 85 annotations of the 
preposition+determiner+noun pattern, e.g., aan het been (responsive to a rider's leg aids). 
Patterns including verbs are common in dressage as well, e.g., vierkant halthouden 
(stopping the horse so all four hoofs form a rectangle). Due to the absence of such patterns 
in the training data, 104 terms were not selected by HAMLET, while 11 of these were found 
by TermoStat.  
Across all 3 languages and 4 domains in the complete dataset, a total of 1345 distinct 
POS patterns are identified (419 in Dutch in all four domains), meaning that these types 
of errors are greatly reduced when HAMLET is trained on a larger portion of the data, 
though that also leads to more noise. This emphasises the importance of diverse datasets 
to train robust term extractors and to evaluate extractors in multiple domains. 
HAMLET vs. TermoStat 
 111 
3.4.2 Decision Tree Training 
The decision tree (of depth 8) that was created based on the training data of Dutch corpora 
on heart failure and wind energy uses 64 out of the 152 distinct features. All feature 
categories are represented, except corpus features. In other experiments involving more 
domains and languages, corpus features are regularly used, but in this setting, with only 
two different domains in the training data, they did not appear to be informative. 
Statistical features are used most often (66 nodes, using 17 distinct features), followed by 
linguistic features (35 nodes, 16 features), related candidate term features (28 nodes, 9 
features), morphological/shape features (25 nodes, 9 features), and frequency features 
(16 nodes, 11 features).  
The most discriminating feature (first node in the decision tree) is Vintar's termhood 
score (Vintar, 2010), calculated for the original, unlemmatised candidate term, compared 
to a reference corpus of newspaper articles. This is also the feature that, after the metric 
for Domain Consensus, is used most often (ten times and eight times, respectively). The 
most frequently used features in the other categories are (1) the number of characters 
(morphological/shape feature, used 7 times), (2) the number of candidate terms that 
contain the current candidate term (related feature, used 6 times), and (3) the presence 
of either a preposition or a noun (linguistic features, both used 4 times). The frequency 
features are all used 0-2 times, and none stand out. A possible explanation for the 
comparative irrelevance of frequency features, is that frequency is most informative 
when already incorporated into termhood or unithood measures, and that many 
frequency features are strongly correlated. 
A feature indicating presence in a list of stopwords is not used, even though lists of 
stopwords are generally very useful for ATE. This may be related to the limited list used 
for Dutch (414 tokens) or the way it is currently implemented (only complete matches are 
counted). This analysis shows how the statistical termhood and unithood features are 
most useful for ATE, which was to be expected, but that there are many other informative 
features as well, in a range of different categories. 
3.4.3 Precision, Recall, and f1-scores 
HAMLET extracts 1352 candidate terms with a precision of 55.03%, a recall of 56.11%, and 
an f1-score of 55.56%. TermoStat extracts many more candidate terms (4671) and has a 
much lower precision of only 18.18% but a higher recall at 64.03%, resulting in an f1-score 
of 28.31%. This is where the supervised machine learning component becomes 
immediately apparent: HAMLET is trained to optimise f1-score, whereas the cut-off point 
for TermoStat had to be set manually based on a limited set of experiments. Figure 20 and 




Figure 20 precision, recall and f1-curves of HAMLET, including the 4671 highest ranked 
candidate terms based on predicted probability that the candidate term is a true 
term; black line indicates decision boundary between candidate terms that were 
predicted to be terms and those that were predicted not to be terms 
 
 
Figure 21 precision, recall and f1-score curves of TermoStat for all 4669 extracted candidate 
terms, ranked based on specificity score; all 4671 candidate terms represented in 
the graph were predicted to be terms by TermoStat 
 
In this case, HAMLET did not print the binary predicted label of the classifier, but the 
predicted probability that the candidate term was a valid term. In Figure 20, only terms 
with a probability higher than 50% (up until rank 1352) were labelled as terms by 
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HAMLET. However, for the sake of comparison with TermoStat, the graph was calculated 
to include all 4671 highest ranked candidate terms, so the number of candidate terms 
would be equal to that in the graph for TermoStat. As can be seen in the graph, the 
decision boundary is very close to the highest possible f1-score. According to this ranking, 
the highest possible f1-score would have been 57.05% if HAMLET had extracted the 
highest ranked 1619 candidate terms instead of the first 1352. The TermoStat results in 
Figure 21 show a different trend. Here, the ideal cut-off point would have been after the 
1307th highest ranked term (Specificity of 16.06), which would have resulted in an f1-score 
of 42.61%. Instead, 3362 more terms were extracted, causing a large drop in f1-score. 
Another notable peculiarity in these curves is that the TermoStat curves are smoother 
and follow a more predictable pattern: precision starts high and decreases gradually; 
recall increases but starts to slowly flatten out. The recall curve for HAMLET follows this 
pattern and even reaches over 80% at rank 4671, where TermoStat's recall is still only at 
64%. However, HAMLET's precision curve is far from smooth in the beginning, with the 
highest precision only around rank 285. These fluctuations are due to two factors. First, 
precision curves are very susceptible to small changes at the start, when it is calculated 
for few examples. Second, surprisingly, HAMLET's predicted probability that a candidate 
term is a true term is not very reliable for these highest ranked candidate terms. For 
instance, 13 candidate terms were given a 100% probability and only 7 of these were 
actual terms. So, while the predicted true term probability for these candidate terms was 
100%, the actual precision was only 54%. One of the false positives should have been in 
the gold standard and was missed by the annotators. Two were parts of terms and the 
remaining three were very common words: bovenstaande (above), moet (has to), and werd 
(became). Further research is needed to explain this behaviour and compare results with 
other algorithms and corpora. 
3.4.4 Term Labels 
While the extractors only performed a binary classification, the gold standard does 
contain more fine-grained labels (Specific Terms, Common Terms, Out-of-Domain Terms, 
and Named Entities, see section 3.3.1). It was already established that TermoStat extracts 
many more terms, resulting in a lower precision but also a higher recall. An additional 
analysis can show whether both tools extract the same term types based on the more 
fine-grained labels. Regarding these labels, two hypotheses were formulated. First, we 
expect HAMLET to be better than TermoStat at extracting Named Entities and maybe also 
Out-of-Domain Terms, since these were included in the training data, while TermoStat's 
Specificity score is designed mostly to detect domain-specific terms, i.e., Specific Terms 
and Common Terms. TermoStat may still extract Named Entities and Out-of-Domain 
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Terms, since they share many characteristics with the other two categories, but the 
hypothesis is that it will extract comparatively fewer than HAMLET.  
 
 
Figure 22 proportions of all labels in the gold standard, versus the output of HAMLET and 
TermoStat, split into the false negatives (FNs, i.e., terms that should have been 
extracted but were not), and true positives (TPs, i.e., terms that were correctly 
extracted) 
 
To test this, we looked at the proportions of all labels in the gold standard, versus the 
output of both systems, as can be seen in Figure 22. A distinction was made between the 
true positives (correctly extracted terms) and false negatives (terms that should have 
been extracted but were not). The first observation is that these proportions are relatively 
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stable, showing that the output of both systems aligns fairly well with the types of terms 
that were annotated in the gold standard. Concerning the hypothesis that HAMLET would 
extract relatively more Named Entities than TermoStat, this could be tentatively 
confirmed. Even though HAMLET extracts fewer terms in total, it extracts more Named 
Entities than TermoStat (63 versus 47) and a larger percentage of all HAMLET's 
extractions are Named Entities (5% versus 1% of all extracted terms; 8% versus 6% of all 
true positives).  
The hypothesis concerning Out-of-Domain Terms could not be confirmed as easily, 
since there are so few of them and the differences were very small. Out of 45 Out-of-
Domain Terms in the gold standard, HAMLET extracted 28 and TermoStat 32, which 
constitutes 4% of all true positives for both systems. Part of the explanation may be found 
in the way the annotations were performed. Since the corpus subject was dressage (a 
subdomain of equitation), rather than equitation as a whole, many terms that are specific 
to other branches of equitation were annotated as Out-of-Domain Terms. These are 
nearly all terms related to other equitation disciplines, such as gymkhana (same in 
English) or voltige (equestrian vaulting). Had the annotation been slightly less strict about 
the domain-specificity, at least 27 of the Out-of-Domain Term annotations would have 
been Specific Terms. This illustrates how a subjective decision about whether to include 
a certain group of terms, can have a large impact on the results. 
The second hypothesis concerns Specific Terms: we expect HAMLET to outperform 
TermoStat for Specific Terms. TermoStat relies heavily on a single termhood measure, 
which means it has the typical drawback of being very sensitive to frequency, leading to 
low recall on rare terms. HAMLET combines many more features, which may mean that 
it is less sensitive to frequency. This is important for Specific Terms, since they are often 
rare. The average relative frequency of Specific Terms versus Common Terms in the 
domain-specific corpus, calculated by HAMLET is 0.0001268 versus 0.0003642 (similar for 
document frequency). Again, the hypothesis could only partially be confirmed. HAMLET 
extracts fewer Specific terms than TermoStat (540 versus 626), though this is similar when 
considering the comparative difference in total number of extracted terms (out of all true 
positives, 73% are Specific Terms for HAMLET, compared to 74% for TermoStat). However, 
HAMLET does extract more hapax terms (291 versus 241 by TermoStat), despite 
extracting fewer terms in total. Therefore, the part of the hypothesis about HAMLET's 
improved ability to extract rare terms can be tentatively confirmed, even if it does not 
necessarily mean an increased performance on Specific Terms. 
3.4.5 Agreement between HAMLET and TermoStat 
The agreement between HAMLET and TermoStat is very low, as shown in Table 10, with 
a Cohen's Kappa score of only 0.162. Part of the disagreement is due to the much higher 
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number of non-terms extracted by TermoStat, but even agreement on true terms is only 
slightly more elevated (0.28). These numbers indicate that the two tools have different 
strengths and weaknesses. In previous sections, two main strengths of the supervised 
approach were already discussed: it is better at optimising for f1-score, and it is better at 
extracting rare terms. The variety of features also visibly results in other improvements. 
For instance, there is a feature indicating the presence of a dash at the end of a candidate 
term. HAMLET has incorporated this feature into the decision tree and extracts only three 
wrong candidate terms that begin or end with a dash. This is not included in TermoStat's 
preprocessing, resulting in 43 wrong extractions. This does not always explain the results, 
as illustrated by the fact that the feature indicating the presence of digits in a candidate 
term is never used, but HAMLET still correctly extracts 10 out of 21 gold standard terms 
with digits, whereas TermoStat does not recognise any. Another notable result is that 
TermoStat extracts 90 candidate terms that begin or end with an article (compared to 
only 5 such errors extracted by HAMLET). These types of mistakes were expected from 
HAMLET, rather than TermoStat, since HAMLET selects candidate terms based on a list of 
POS patterns that is not manually validated and includes wrong patterns. The fact that 
only TermoStat makes this error, indicates that the former may have learnt to exclude 
such candidate terms, while the latter may include wrong patterns, due to its 
susceptibility to human error. Another possibility is that the POS tagger used by 
TermoStat is less accurate, resulting in more such errors. 
 
Table 10 agreement between TermoStat and HAMLET; κ=0.162 
 HAMLET: term HAMLET: no term sum 
TermoStat: term 852 3819 4671 
TermoStat: no term 500 9360 9860 
sum 1352 13179 14530 
 
There are also disadvantages to the supervised method, specifically due to the 
differences between training and test data. For instance, single letters, indicating certain 
positions in a dressage arena, can be terms. This is not the case in most other domains, so 
a supervised system may learn rules that obstruct the extraction of single-character 
terms. HAMLET only extracts 3 out of 10 single-character terms in the gold standard, 
while TermoStat extracts 6. This is an illustration of how domain-dependent term 
characteristics can be, and how this could impact supervised systems. Furthermore, 
HAMLET's lower sensitivity to frequency is not only an advantage but can also backfire. 
A few seemingly obvious terms with very high frequencies are not extracted, e.g., hulpen 
(aids) and hand (meaning both literally hand, but also the direction the horse is going in 
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the arena). Even paarden (horses) received a 0% probability of being a term by HAMLET. 
A final category of terms that appears to pose difficulties for both extractors, are those 
that are also part of general language and only become terms in this context. An example 
is pijp, which usually means pipe, but, in the context of dressage, refers to a part of a 
horse's leg. At least half of the terms that were not found by either tool concern terms 
that are also part of general language.  
The described differences illustrate various strengths and weaknesses of both 
approaches and inspires a few suggestions for improvement. TermoStat's approach could 
benefit from more elaborate preprocessing (e.g., removing candidate terms ending in a 
dash) and an evaluation of the POS patterns. The supervised approach is clearly 
influenced by the domain-dependence of term characteristics and could benefit from in-
domain training data or training data in more domains. The two approaches are at least 
partly complementary and a combination of the output results in a recall of 77.45%, which 
is high, considering the strictness of the evaluation and the gold standard. 
3.4.6 Agreement between Tools and Gold Standard 
Even though the gold standard was rigorously annotated, there is always the possibility 
of human error and subjectivity, which means that these annotations are not the only 
possible correct annotations. Therefore, it is worth looking at the ATE results in more 
detail. Are there any terms that should have, or could have been annotated among the 
false positives? Or the opposite: terms which could or should not have been annotated 
among the false negatives? Are the mistakes made by the tools reasonable, or undeniably 
wrong? To answer these questions, the results were analysed in more detail. This analysis 
is mainly aimed at better understanding the results and potential errors of the machine 
learning approach to ATE, so the analysis only concerns HAMLET, not TermoStat. 
Only a single annotation in the gold standard was found to be undeniably wrong: veel 
(many) was mistakenly annotated as a term. However, investigating results from HAMLET 
that were evaluated as false positives or false negatives revealed 76 other instances which 
were labelled as should have been annotated or should not have been annotated. Examples of 
terms that should have been annotated and were not include terms such as uitzwaaien 
(wrong positioning of the horse's hindquarters, mostly during a turn), and verruim 
(specific way of lengthening the horse's stride; other forms of this verb were annotated 
correctly). An example of a term that perhaps should not have been annotated because it 
is too general is zijdes (sides; referring to the different sides of a riding arena). 
The annotator judged that, out of the 608 false positives, at least 217 of them could 
have been terms, which would increase precision to over 70%. It implies that many of 
HAMLET’s errors resemble potential disagreements between humans on this subjective 
task. Overall, HAMLET appears to have learnt informative general characteristics of 
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terms. However, this analysis should also be interpreted as a cautionary tale regarding 
ATE evaluation. When evaluating a list of extracted candidate terms, annotators are 
biased to evaluate favourably. Therefore, results compared to a predetermined gold 
standard may tend to be worse than results based on the annotation of the ATE output. 
Any comparisons between such results should be interpreted with due caution. 
Nevertheless, it is encouraging to see logical patterns in the ATE results. For instance, 
many candidate terms were extracted related to body parts (of both horse and rider). 
These were not always consistently annotated but are reasonable terms in the field of 
dressage, which is a sport where the positioning of horse and rider are crucial. At least 
171 candidate terms extracted by HAMLET were related to body parts or bodily functions 
(e.g., schuimproductie, the production of foam in the horse's mouth). They were extracted 
by HAMLET more consistently than they were labelled by the human annotator. Also 
encouraging was the fact that, despite only very limited information about term 
variation, HAMLET often makes the same decision for related terms, such as terms with 
different full forms sharing the same lemma. Still, TermoStat's strategy of grouping terms 
with the same lemma is more effective and should be considered as an option to improve 
HAMLET. 
One last item to mention here is that HAMLET is still susceptible to classic ATE errors, 
such as wrongly extracting parts of terms, combinations of different terms, or very 
frequent terms in combination with a non-term. For instance, 35 false positives contain 
the word paard or paarden (horse(s)), but in combination with other words that are not 
terms, e.g., paard gaat (horse goes), paard niet (horse not), and paard symmetrisch (horse 
symmetrical). These are typical errors because such combinations are much more 
frequent in the domain-specific corpus than in reference corpora, so they get high 
termhood values. Even though HAMLET still makes these mistakes, there is a marked 
improvement compared to TermoStat, which relies more heavily on termhood statistics. 
For instance, TermoStat wrongly extracts 320 candidate terms that contain paard(en), 
compared to only 35 for HAMLET. This further illustrates the positive effect of multiple 
features to limit frequency-related errors. 
3.5 Conclusions and Future Research 
The research described in this paper presents an elaborate evaluation of a supervised 
machine learning approach to automatic term extraction (HAMLET), compared to a 
traditional system without training data (TermoStat). As expected, the supervised system 
obtains higher f1-scores by combining features with various types of information and 
optimising f1-score. A closer look at the results confirms that the system has clearly learnt 
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informative general characteristics of terms. It is less reliant on frequency, leading to 
fewer mistakes on rare terms or frequent non-terms. However, the supervised system 
also has a distinct weakness, namely its domain-dependence, since it was trained on out-
of-domain data. This emphasises the need for annotated data, though there are also 
indications that very little training data could suffice (Amjadian et al., 2018). 
Nevertheless, annotated data remains critical for a nuanced evaluation. 
Current versions of HAMLET can already obtain an average f1-score of 53%, using 
cross-validation on all domains and languages of the ACTER dataset combined. 
Preliminary results already show the impact of factors such as algorithm, language, 
domain, term definition, and in-domain training data, with f1-scores of up to 66% 
depending on the combination. Precision and recall are not always as balanced as for the 
presented use-case, and results vary greatly per corpus. Therefore, an important 
shortcoming of this pilot study is that the analyses are all limited to a single test corpus, 
with annotations by a single annotator. Therefore, future research will concentrate on 
further exploring the robustness of HAMLET, with more contrasting results for different 
configurations and data. Nevertheless, the experiments did lead to some important 
conclusions, and emphasise the importance of looking beyond precision, recall, and f1-
scores for the evaluation of ATE. Additionally, since term extraction is such a subjective 
task, evaluating against a predetermined gold standard or evaluating the output of a 
system ad hoc may lead to very different conclusions. Aside from the binary classifier, a 
sequence labelling approach, which is further removed from the original methodology, 
will also be explored, and will provide further material for comparison. 
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Paper 4  
HAMLET: Hybrid Adaptable Machine Learning 




Automatic term extraction (ATE) is an important task within natural language processing, 
both separately, and as a preprocessing step for other tasks. In recent years, research has 
moved far beyond the traditional hybrid approach where term candidates are extracted 
based on part-of-speech patterns and filtered and sorted with statistical termhood and 
unithood measures. While there has been an explosion of different types of features and 
algorithms, including machine learning methodologies, some of the fundamental 
problems remain unsolved, such as the ambiguous nature of the concept “term”. This has 
been a hurdle in the creation of data for ATE, meaning that datasets for both training and 
testing are scarce, and system evaluations are often limited and rarely cover multiple 
languages and domains. The ACTER Annotated Corpora for Term Extraction Research 
contain manual term annotations in four domains and three languages and have been 
used to investigate a supervised machine learning approach for ATE, using a binary 
random forest classifier with multiple types of features. The resulting system (HAMLET 
Hybrid Adaptable Machine Learning approach to Extract Terminology) provides detailed 
insights into its strengths and weaknesses. It highlights a certain unpredictability as an 
important drawback of machine learning methodologies, but also shows how the system 
appears to have learnt a robust definition of terms, producing results that are state-of-
the-art, and contain few errors that are not (part of) terms in any way. Both the amount 
and the relevance of the training data have a substantial effect on results, and by varying 
the training data, it appears to be possible to adapt the system to various desired outputs, 
e.g., different types of terms. While certain issues remain difficult – such as the extraction 
of rare terms and multiword terms – this study shows how supervised machine learning 





Automatic term extraction (ATE) attempts to automatically discover terms in collections 
of domain-specific texts, where terms can be described as the specialised vocabulary of 
that domain. Since manual term extraction is a time- and effort-consuming task, ATE has 
been a popular field of research within natural language processing (NLP). Extracted 
terms can be used for a multitude of applications, such as ontology construction and 
enrichment (Durán-Muñoz, 2019), machine translation (Wolf et al., 2011) and sentiment 
analysis (Mayorov et al., 2015). Despite the importance of terms and the amount of 
research about ATE, identifying terms remains a difficult and largely subjective task. 
Three often-cited and strongly related hurdles for the development of ATE are the lack of 
a clear distinction between terms and general language, the varying characteristics of 
terms for different domains, languages, and applications, and the time- and effort-
consuming nature of manual term extraction for the creation of gold standard data. 
Consequently, annotated datasets are scarce, often limited, and rarely cover multiple 
languages and domains. Combining multiple datasets is problematic since each dataset 
has a different annotation protocol. However, the rise of machine learning methodologies 
means that good datasets are becoming increasingly important, both as training, and as 
evaluation data. The ACTER dataset (Annotated Corpora for Term Extraction Research) 
(Rigouts Terryn et al., 2019; Rigouts Terryn et al., 2020) was created with these problems 
in mind and covers multiple languages and domains. Manual annotations are made with 
four different labels, and both the dataset itself and the annotation guidelines are freely 
available online. These characteristics make ACTER an especially useful resource for 
research into machine learning methodologies for ATE, as demonstrated in the current 
project. 
Based on ACTER, HAMLET has been developed, a Hybrid Adaptable Machine Learning 
approach to Extract Terminology. This system is hybrid, in the sense that it follows the 
traditional hybrid methodology for ATE and combines both linguistic and statistical clues 
to detect terminology. A list of unique candidate terms (CTs) is extracted based on part-
of-speech (POS) patterns and this is list is further filtered and sorted based on other 
information, including statistical features, such as termhood and unithood measures 
(Kageura & Umino, 1996). In contrast to the traditional hybrid approach, the HAMLET 
methodology is adapted to fit a supervised machine learning perspective. Instead of a 
single or very limited list of statistical features with manually set thresholds, dozens of 
features of various kinds are calculated and automatically combined using supervised 
machine learning.  
D-TERMINE 
126 
The aim of this research was not to build the ATE system with the highest possible f1-
scores, but rather to explore the potential of supervised machine learning for ATE in more 
detail, since “to what extent the current machine learning approach can deal with issues 
in terminology extraction is yet to be seen” (Kageura & Marshman, 2019). Therefore, this 
contribution will focus on the strengths and weaknesses of the methodology and the 
impact of the various components. How important is domain-specific training data? Can 
training data from different languages be combined and what is the role of the volume of 
training data? How does the methodology perform on the different term types and how 
do terms and Named Entities relate in this context? Which are the most common errors 
and, finally, how do the different features contribute to the results?  
Section 4.2 starts with an overview of the state-of-the-art of ATE and is followed by 
section 4.3 on the ACTER dataset. Section 4.4 is dedicated to the methodology and the 
experiments. It discusses the experimental setup, the results per corpus and the impact 
of various factors on these results. Section 4.5 presents a more detailed error analysis and 
discusses the impact of the different types of annotations. The impact of the various 
features is discussed in section 4.6. The paper concludes with a discussion and ideas for 
future research.  
4.2 Related Research 
4.2.1 Typologies for ATE Methodologies 
Traditionally, ATE methodologies have been categorised into three different types: 
linguistic, statistical, and hybrid. Linguistic systems rely on information from the 
linguistic preprocessing of texts, using POS tagging and, occasionally, more advanced 
syntactic chunking or parsing. Statistical systems depend on frequencies to calculate 
termhood and unithood measures (Kageura & Umino, 1996), often using a general 
language reference corpus for comparison. Hybrid systems combine both strategies by 
selecting candidate terms using the linguistic method and sorting and filtering this list 
with statistical measures. These hybrid systems have long set the tone for ATE research 
and still obtain state-of-the-art performance, provided the language is well-resourced 
enough that reference corpora and POS tagging are available. Many current state-of-the-
art systems still maintain some variation of this methodology (Drouin, 2003; Kessler et al., 
2019; Kosa et al., 2020; Macken et al., 2013; Šajatović et al., 2019).  
However, in recent years, research into ATE has outgrown this linguistic-statistical-
hybrid typology. Gao and Yuan (2019a) propose a typology of five, calling the three 
original categories “rule-based”, “statistical”, and “hybrid”, and adding “machine-
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learning based” and “deep-learning based” systems. While it is true that the original 
typology is due for an update, their suggestion may not be ideal, in the sense that “deep 
learning” is technically a type of “machine learning”, which is considered the opposite of 
“rule-based”. Moreover, it combines two characteristics into a single methodology, i.e., 
the type of features (e.g., linguistic vs. statistical), and the type of algorithm (rule-based 
vs. machine learning). Furthermore, the variation in methodologies has increased to such 
an extent, that the fundamental differences can no longer be captured in three or five 
categories. Nevertheless, it can still be valuable to provide a theoretical framework to 
identify different methodologies. Consequently, we suggest a different approach to 
describe ATE methodologies in a clear and comprehensive way, while still leaving room 
for all possible variation in such a productive field of research. 
To categorise methodologies for ATE, four fundamental aspects were identified in 
which current methodologies for ATE differ. Rather than trying to fit all methodologies 
into a single categorisation, we propose defining the methodologies according to the 
following four aspects, which are explained in more detail below: 
1. Candidate term selection 
2. Algorithm 
3. Features 
4. Term variation 
4.2.2 Candidate Term Selection 
Candidate term selection refers to the preprocessing step of ATE, where it is decided 
which lexical units are to be considered as potential terms. As mentioned, in the 
traditional, hybrid methodology, this would be done based on a predefined list of POS 
patterns. Examples of systems using this strategy are TermoStat (Drouin, 2003), 
TermSuite (Cram & Daille, 2016) and TExSIS (Macken et al., 2013). Rather than starting 
from a predefined list of POS patterns, the POS patterns can also be derived from training 
data, as was done in the work of Patry and Langlais (2005), who trained a POS-based 
language model to determine appropriate POS patterns for terms. Another strategy is 
looking at n-grams (any sequence of n tokens), regardless of POS. This approach was 
tested, among others, by Wang et al. (2016). They compare an approach based on a 
common POS pattern (a number of adjectives, followed by a number of nouns) with one 
where all possible n-grams are selected as candidate terms. However, since selecting all 
possible n-grams leads to too many candidate terms, they decide to use stopwords as 
delimiters between possible n-grams. Their POS-based strategy still obtains higher f1-
scores. The MWEtoolkit also extracts all raw n-grams, but does allow a posteriori filtering 
based on POS (Ramisch et al., 2010a, 2010b).  
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Besides using POS patterns or n-grams to select a list of unique candidate terms, there 
is a third approach as well, in which candidate terms are classified within the text itself: 
the sequence labelling approach. This approach, rather than extracting a flat list of 
unique candidate terms, considers each token in the text sequentially, and in relation to 
the surrounding tokens. Candidate terms can then, for instance, be identified using IOB 
labels, so that each token is either Inside, or Outside of a term, or the Beginning of a term. 
Sequential labelling approaches are still very rare for ATE, but there have been a few 
attempts in recent years (Kucza et al., 2018; McCrae & Doyle, 2019).  
Most approaches fit into one of these three categories relatively easily, though there 
may be some exceptions. For instance, Gao and Yuan (2019a) use a sequential approach 
with deep learning and, rather than traditional IOB-labelling, they work with all possible 
term spans in each sentence, with spans up to a maximum term length k, where k must 
be smaller than or equal to the sentence length. For instance, for the sentence “This is an 
example”, the maximum term length k is four, since there are four tokens in the sentence. 
The candidate terms based on n-grams include four unigrams (this; is; an; and example), 
three bigrams (this is; is an; and an example), two trigrams (this is an; and is an example), and 
one 4-gram (this is an example). Using this strategy allows them to take a sequential 
labelling approach that is able to detect all nested terms as well, which is not easily 
possible with an IOB labelling scheme. This way of selecting candidate terms could be 
marked as a hybrid of the second and third categories proposed for the candidate term 
selection aspect: a sequence labelling approach with n-grams.  
4.2.3 Algorithm 
The algorithm can relatively easily be split into rule-based and machine learning 
methodologies. However, especially in the case of machine learning methodologies, many 
more distinctions can be made, e.g., supervised vs. semi-supervised vs. unsupervised. An 
example of an unsupervised deep learning approach is the work of Shah et al. (2019), who 
use statistical termhood and unithood features to find the most likely candidate terms, 
and then find similar terms through a siamese neural network with word embeddings. 
We refer to their work for more information about supervised vs. unsupervised 
methodologies for ATE. A semi-supervised approach is also demonstrated by Rokas et al. 
(2020), who extract Lithuanian terms in the domain of cybersecurity. Using deep neural 
networks, they are able to train an efficient classifier with very little data. 
Machine learning algorithms can, of course, also be divided according to the learner. 
Many different kinds have already been used for ATE, e.g., logistic regression (Bolshakova 
et al., 2013; Fedorenko et al., 2013), the ROGER evolutionary algorithm (Azé et al., 2005), 
rule induction with RIPPER (Foo & Merkel, 2010), CRF++ (Judea et al., 2014), decision trees 
(Karan et al., 2012), support-vector machines (Ljubešić et al., 2018), AdaBoost (Patry & 
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Langlais, 2005), k-nearest neighbours (Qasemizadeh & Handschuh, 2014a), and many 
types of neural networks (Amjadian et al., 2018; Hätty & Schulte im Walde, 2018b; Kucza 
et al., 2018; Shah et al., 2019; Wang et al., 2016). When it comes to rule-based approaches, 
classifying a candidate term usually happens based on statistical termhood and unithood 
measures. Based on a single score, the top n (percent) of candidate terms can be selected, 
or all candidate terms above a predetermined threshold value. Multiple metrics can also 
be combined without resorting to machine learning, by using simple voting algorithms 
instead. This was done by Vivaldi et al. (2001), who contrasted several voting techniques 
(simple democratic voting, simple non-democratic voting, and numeric voting) to 
combine multiple features. They conclude that results benefit most from a more 
sophisticated additional learning step with the AdaBoost algorithm. Similar conclusions, 
i.e., that combining multiple features with machine learning algorithms is beneficial, 
have been reached by many researchers in recent years (Dobrov & Loukachevitch, 2011; 
Loukachevitch, 2012; Nokel, Michael et al., 2012; Šajatović et al., 2019). 
4.2.4 Features 
For the third aspect, features, we do not attempt an exhaustive classification, since the 
variety and creativity of features that are invented to detect terms is too great. However, 
we do propose a number of categories for some of the most common types of features, 
with the caveat that methodologies can combine any number of these types of features. 
The first two categories have already been mentioned: linguistic features (using, e.g., POS 
patterns, parsing, stopwords, etc.) and statistical features (consisting mostly of termhood 
and/or and unithood measures). For more information, especially about statistical 
features, we refer to a survey of methods for ATE by Astrakhantsev et al. (2015). Another 
type of features are morphological or shape-related features, e.g., length, capitalisation, 
presence of special characters, Greek or Latin forms etc. Related to the statistical features 
are raw frequency features (term frequencies and document frequencies that have not 
yet been transformed into statistical measures). Another large category is reserved for 
features based on external resources, such as existing terminologies and ontologies, 
Wikipedia, or internet searches. For instance, Vivaldi and Rodríguez (2001) rely on the 
lexical database EuroWordNet, Loukachevitch (2012) uses both features based on an 
internet search, and features based on a domain-specific thesaurus, and Ramisch et al. 
(2010b) use the results of internet search engines as well. The next type of features are 
those based on topic modelling, as in the works of Šajatović et al. (2019) and 
Loukachevitch & Nokel (2013).  
Two less commonly used features are those based on language models, like measuring 
perplexity (Foo, 2009), and features related to the layout and position of the term. The 
latter have been used for related tasks such as indexing (Koutropoulou & Efstratios, 2019) 
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or for unsupervised training data generation (Judea et al., 2014). In that study, they 
exploit the typical structure of patents, where the captions of or reference to figures often 
contain terms. Since terms in these locations can be automatically extracted with a high 
accuracy, they use them to automatically generate a training set for a machine learning 
approach to ATE. A hypothetical reason for the relative absence of such potentially 
informative features, like the occurrence of candidate terms in bold or italics, or in the 
titles of texts, may be the fact that most systems work with plain text files, in which such 
information is not readily available. Another category of features can be reserved for 
features relating to context. For instance, the proximity of a candidate term to other 
highly scored candidate terms (Vivaldi et al., 2001). NC-Value (Frantzi & Ananiadou, 1999) 
is a commonly used statistical measure that uses contextual information.  
The final category is devoted to features that use word- or character-embeddings, 
which are becoming ever more prevalent. Recently, embeddings are used in both feature-
based and so-called “featureless” methodologies (Gao & Yuan, 2019a; Wang et al., 2016). 
In the TermFrame project (Pollak et al., 2019) FastText embeddings trained on the small, 
domain-specific corpus are used to extend the list of candidate terms obtained through a 
traditional, hybrid approach. The work of Hätty (2020) also illustrates how word 
embeddings can be used in the context of ATE. In a first study (Hätty & Schulte im Walde, 
2018b), word2vec (Mikolov et al., 2013) embeddings are pre-trained on Wikipedia and 
post-trained on a domain-specific corpus to detect German compound terms in the 
domain of cooking. The methodology is elaborated in a later study (Hätty et al., 2020), 
where corpora are added in DIY, hunting, and automotive domains, and comparative 
embeddings are used for a fine-grained term prediction. Both general embeddings and 
domain-specific embeddings are trained, and multiple ways are explored to contrast and 
combine the information of both embeddings for ATE. 
In conclusion, the types of features have evolved far beyond only the traditional 
linguistic and statistical information of early ATE methodologies. The proposed 
categories are not exhaustive but may still be useful to illustrate the variety in features, 
and to serve as a starting point for informative system descriptions. 
4.2.5 Term Variation 
The final fundamental aspect in which ATE methodologies differ, is in how they handle 
term variation. Many systems currently do not go beyond providing the user with a flat 
list of (lowercased) unique term candidates. A first step towards handling term variation 
is to perform lemmatisation or stemming (e.g., Conrado et al., 2013), i.e., combining 
different full forms of the same term. Related to this, one can distinguish formally 
identical terms with a different POS, e.g., having separate entries for type as a noun and 
as a verb. Handling term variation can go much further as well, e.g., with automatic 
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abbreviation/acronym detection (Meyers et al., 2018) or automatic detection of syntactic 
term variation (Ville-Ometz et al., 2007). A good example is the TermSuite tool, developed 
within the framework of the TTC project (Cram & Daille, 2016), which has an elaborate 
pipeline for handling term variation. TermSuite can detect and group term variants both 
on a morphological and syntactic level, using a combination of linguistic preprocessing 
and regular expressions. One of the often-cited problems for ATE is the detection of rare 
terms, which are difficult to find with statistics. Even with the rise of various new types 
of features, many methodologies still rely heavily on these statistical features, or on other 
features that are also heavily influenced by frequencies (e.g., word embeddings). 
Therefore, systems that can handle term variation and group different variants of terms, 
thus increasing frequencies and reducing the number of terms that only occur once or 
twice, may have a substantial advantage. 
4.2.6 Other Methodological Differences 
Apart from these four fundamental aspects, there are many other ways in which 
methodologies for ATE can differ. For instance, the limitations placed on the types of 
terms a system aims to extract can have a large impact: minimum frequency, minimum 
or maximum term length, limited POS patterns, inclusion or not of nested terms, etc. 
Minimum term frequency can be defined in several ways. For instance, only the 5000 most 
frequent candidate terms can be extracted (Dobrov & Loukachevitch, 2011; 
Loukachevitch, 2012), or only candidate terms that occur in at least two documents 
(Conrado et al., 2013), or only candidate terms with a lemma that occurs at least fifteen 
times (Pollak et al., 2019). Excluding low-frequency terms can drastically reduce the noise 
in a dataset, but at the same time it can exclude many relevant terms. Because this is such 
an impactful factor, multiple studies have investigated methodologies with different 
frequency thresholds (Azé et al., 2005; Fedorenko et al., 2013; Ramisch et al., 2010a). Term 
length and POS pattern are two more factors with similar issues, i.e., stricter rules that 
can reduce noise, but exclude important terms. Sometimes the choices here are related 
to the methodology and the types of features that are used. Especially with the rise of 
machine learning methodologies, handling candidate terms of multiple lengths is not 
always straightforward. In one study (Foo, 2009; Foo & Merkel, 2010), three separate rule-
induction models are trained and tested for single-word terms, two-word terms, and 
three-word terms. The same is done for a later study (Hätty, Dorna, et al., 2017) with 
decision trees and random forest classifiers. Sometimes only two separate systems are 
required to distinguish between single-word terms and multi-word terms, without also 




 Other examples of important methodological differences are the amount of 
preprocessing (e.g., removal of single-character terms, punctuation, special characters, 
etc.), specialisation to a single language and/or domain, binary or multiclass approaches, 
etc. Specialisation to a single language or domain is often related to the use of specific 
external resources. For instance, a system relying on information from the Unified 
Medical Language System (UMLS) is naturally relevant for English ATE in the medical 
domain (Lossio-Ventura et al., 2016; Maynard et al., 2008). Multiclass approaches for more 
fine-grained ATE are still rare, considering that even binary ATE does not yet reach 
reliably accurate results. Still, in recent years, there has been an increased interest in a 
more nuanced approach to the task that is able to distinguish between different types of 
terms (Hätty & Schulte im Walde, 2018b; Ljubešić et al., 2019). 
It is beyond the scope of this paper to discuss all possible methodological differences 
in detail. Nevertheless, the overview presented here does show the evolution of ATE into 
a productive branch of NLP with many different, creative strategies. The use of machine 
learning has had a big impact on the task, leading to even more diverse methodologies. 
Since each of these methodological differences can have a huge influence on the results 
and evaluation, it is crucial to be transparent about these aspects. Despite many new 
studies on machine learning for ATE, the impact of machine learning on the task still 
requires much more research, especially research that goes beyond the reporting of 
precision, recall, and f1-scores on a single corpus. That is the aim of the current 
contribution: to create a machine learning approach based on the traditional hybrid 
strategy for ATE, focusing on an extensive evaluation of the methodology with an 
elaborate error analysis. 
4.3 ACTER Annotated Corpora for Term Extraction Research 
The ACTER dataset consists of manually annotated corpora in four specialised domains 
(corruption, dressage (equitation), heart failure, and wind energy), and three languages 
(English, French, and Dutch). It contains annotations with four different labels (Specific 
Terms, Common Terms, Out-of-Domain Terms, and Named Entities). The dataset has been 
introduced in previous publications, (Rigouts Terryn et al., 2018; Rigouts Terryn, et al., 
2020), and served as the basis for the TermEval 2020 shared task on ATE (Rigouts Terryn, 
et al., 2020). It is publicly available with up-to-date documentation as a GitHub 
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repository1, and is accompanied by annotation guidelines2. For the current project, 
version 1.4 was used.  
Around 60k tokens have been manually annotated per language & domain. All 
annotations were made in the texts, not using any preprocessing or filtering of term 
candidates. Each occurrence of a term was annotated separately. Moreover, there were 
few limitations on what might be considered a term: no minimum frequency, no 
minimum or maximum length, no restrictions based on POS patterns, and all nested 
terms were annotated as well. This makes it a challenging gold standard for ATE, with 
many hapax terms (that occur only once) and few ways to quickly reduce the search space 
(since using a frequency threshold, or length or POS restrictions will immediately limit 
recall). However, these characteristics also make it a more realistic gold standard. 
Aside from the distinction between terms and Named Entities, there were three 
different term labels: Specific Terms, Common Terms, and Out-of-Domain Terms. These 
three categories of terms are defined according to their domain-specificity, i.e., how typical 
is the term for the relevant domain, and lexicon-specificity, i.e., how specialised does one 
have to be to know the term (or is it part of general language?). For instance, in the 
domain of heart failure, a term like ejection fraction is both domain-specific (strongly 
related to heart failure, as it refers to the percentage of blood that leaves the heart during 
each contraction) and lexicon-specific (laypersons will generally not know the term, only 
medical professionals will). Therefore, ejection fraction is a Specific Term. An example of a 
Common Term for that domain is heart, which is domain-specific (relevant to the domain 
of heart failure), but not lexicon-specific (it is assumed that every layperson has a basic 
knowledge of the concept). Conversely, p-value would be the opposite: not domain-
specific (it is more of a statistic term, rather than a medical term), and lexicon-specific 
(some specialisation in statistics is required to understand the concept). Other 
researchers have used similar intuitions to define or categorise terms. For instance, 
Meyers et al. (2018) employ the model of the naïve adult, using Homer Simpson to decide 
whether a lexical unit might be considered specialised enough to be a term (if Homer 
Simpson would know it, it is not a term), in combination with the Juvenile Fiction 
subcorpus of COCA. Drouin et al. (2018) and Hätty et al. (2017) distinguish between 
different types of terminology as well.  
The distinction between the four labels allows researchers to, at least partially, tailor 
the definition of terms to different possible applications of the results. For instance, ATE 
used for ontology construction would ideally exclude Out-of-Domain terms which are not 
relevant to the ontology, whereas ATE for translators might be most useful for Specific 
Terms, which are not part of the translator’s general vocabulary. Since HAMLET requires 
 
 
1 https://github.com/AylaRT/ACTER  
2 http://hdl.handle.net/1854/LU-8503113 and appendix 
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a binary distinction between terms and non-terms, we merge different annotation 
categories, as was also done in the KAS-term project (Ljubešić et al., 2019). For the 
experiments, unless mentioned otherwise, all annotations are combined, so that Specific, 
Common and, Out-of-Domain Terms, and Named entities are all considered positives. The 
±60k tokens of text annotated per language & domain, resulted in 119,450 annotations 
over 719,338 tokens3.  
4.4 Methodology and Experiments 
4.4.1 Experimental Setup 
4.4.1.1 Preprocessing and Candidate Term Selection based on POS 
All corpora are linguistically preprocessed using LeTs Preprocess (van de Kauter et al., 
2013), which includes tokenisation, lemmatisation, POS-tagging, chunking, and Named 
Entity Recognition (NER). The POS tagging module in LeTs Preprocess is language-
dependent. The English, French and Dutch tag sets were from Penn Treebank, TreeTagger 
and CGN (Corpus Gesproken Nederlands) respectively. The English and French tagsets are 
similar, with 37 and 34 POS tags respectively, but the Dutch tagset is much more fine-
grained and has 152 different POS tags. Since POS tags are such a crucial part of the 
HAMLET methodology, a single set of language-independent POS tags was required to 
allow fair cross-lingual experiments and multilingual models. To map the different sets 
of tags, Universal Dependencies (UD) (Petrov et al., 2012) were used as a basis. A mapping 
was already available for the English and Dutch tagsets and by comparing these existing 
mappings, one could also be derived for the French tags. However, since the original LeTs 
tagsets – even the English and French ones – were all more fine-grained, a few tags were 
added to the original UD set, which resulted in a final set of 26 tags. Then, it was 
hypothesised that, in addition to this relatively fine-grained set op POS tags, a more 
coarse-grained approach might also be beneficial. Consequently, starting from this fine-
grained POS tagset, a more coarse-grained simple POS set was created with only eight 




3 In this paper (paper 4 on HAMLET), all token counts include separate end-of-sentence (EOS) tokens, which is 
why these numbers are higher than in the previous papers. The reason for this discrepancy is that these EOS 
tokens are considered as separate tokens in the HAMLET methodology, so it is logical to work with the numbers 
including such tokens in the system description paper. 
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Table 11 standard and simple POS tagsets 
standard POS simple POS description 
ABR X Abbreviation 
ADJ ADJ Adjective 
ADP FUNC Adposition (prepositions etc.) 
ADV ADV Adverb 
CONJ FUNC Conjunction 
DET FUNC Determiner 
FW X Foreign word 
INTJ X Interjection 
NOUN NN Noun 
NUM X Numeral 
PART FUNC Particle 
PNO FUNC Pronoun (other) 
PNPR FUNC Pronoun (personal) 
PNPS FUNC Pronoun (possessive) 
PROPN FUNC Proper noun 
PUNCT PUNCT Punctuation (general) 
PUNQ PUNCT Punctuation (quotation marks) 
PUNB PUNCT Punctuation (parentheses) 
SYM X Symbol 
VB VB Verb (infinitive) 
VBG VB Verb (present participle or gerund) 
VBN VB Verb (past participle) 
VBPA VB Verb (past tense) 
VBPR VB Verb (present tense or imperative) 
VBX VB Verb (other) 




Since HAMLET is based on traditional ATE and aims to extract a list of all unique terms 
rather than all occurrences of each term, the next step was to decide how to combine 
terms. To make an informed decision, scenarios were tested with six types of variants. To 
avoid a too fine-grained system which could be overly sensitive to small tagging errors, 
the simple POS tagset (rather than the more fine-grained standard set) was used. The 
different variant forms, illustrated with the example term Co-morbidities, are: 
1. Token_noPOS (token with original casing, without POS pattern), e.g., Co-morbidities 
2. token_noPOS (lowercased token, without POS pattern), e.g., co-morbidities 
3. Token_POS (token with original casing, with POS pattern), e.g., Co-morbidities(NN) 
4. token_POS (lowercased token, with POS pattern), e.g., co-morbidities(NN) 
5. lemma_POS (lowercased lemma, with POS pattern), e.g., co-morbidity(NN) 
6. normalised_noPOS (normalised4 token, without POS pattern), e.g., comorbidities 
 
Table 12 total number of (unique) annotations per variant and how consistent annotations 
are when using this variant; for each annotated term/Named Entity as the 
specified variant, how many of the occurrences of that string in the text are 
annotated 
variant # annotations % occurrences that are annotated (average) 
Token_noPOS 21,270 82.1% 
token_noPOS 18,801 79.5% 
Token_POS 22,776 92.9% 
token_POS 20,459 91.8% 
lemma_POS 18,375 90.2% 
normalised_noPOS 18,611 79.0% 
 
For each annotation, all six variant forms were constructed, and we calculated how 
consistently each form was annotated, i.e., out of all occurrences of that variant form in 
the corpus, how often it was annotated. While a small margin of inconsistency will always 
remain to account for both human error in the manually annotated data, and terms which 
may only be valid terms in some contexts, the goal was still to limit this inconsistency. 
On the other hand, since low-frequency terms are notoriously difficult for ATE, variants 
that are able to capture more annotations under a single entry (e.g., combining identical 
terms with different capitalisation) could also be beneficial, since they reduce the total 
number of unique terms (in that variant), and the number of very rare terms. Table 12 
shows the average consistency and total number of gold standard terms per variation. As 
 
 
4 Normalised in this case meant converting all tokens to only [a-z][0-9] characters, unless this meant no 
characters were left, in which case UNK was used as a placeholder. 
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can be seen, there are three variants that lead to over 90% consistent annotations on 
average: Token_POS, token_POS, and lemma_POS. Since the token_POS variant 
considerably reduces the number of different annotations compared to Token_POS, while 
at the same time scoring very high on consistency, this is the variant that will be used for 
all experiments. Nevertheless, the same methodology can be applied with the other 
variants as well. 
After linguistically preprocessing all texts, mapping all POS tags to a shared, language-
independent set, and deciding to work with the token_POS variant, a preliminary list of 
unique candidate terms was extracted. HAMLET follows the traditional hybrid method 
for ATE and selects a list of candidate terms based on POS patterns. However, contrary to 
the traditional methods, these patterns are not manually defined, but extracted from the 
training data. This means that no restrictions had to be predefined with respect to term 
length, frequency, or POS type, but that all of this information would be derived from the 
training data. Since POS patterns were derived from the automatically tagged data, this 
means wrongly tagged patterns will be included as well. While this may lead to more noise 
among the candidate terms, it could also benefit recall when similar tagging errors are 
made in the test data.  
 
Table 13 term and Named Entity POS patterns in ACTER corpus 
corpora # patterns (incl. NEs) # patterns (excl. NEs) 
% with (proper) noun 
(incl. NEs) 
English 436 331 61% 
French 353 277 87% 
Dutch 283 202 79% 
all combined 863 638 88% 
 
Table 13 shows how many different POS patterns are found per language, both including 
and excluding Named Entities, and how many of those contain at least one noun or proper 
noun. This is all based on the standard POS tagsets of 26 tags. Since Dutch has a lot more 
single-word complex compound terms, it is not surprising that there are fewer different 
POS patterns in this language. Despite some of the similarities between terms and Named 
Entities, it is also clear that Named Entities do follow at least some different POS patterns, 
with a substantial difference in the number of patterns when including and excluding 
Named Entities. In accordance with the accepted knowledge about terms, most of them 
do contain at least one noun or proper noun, but certainly not all do, especially in English. 
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Of course, some of these may be due to tagging mistakes, but it does emphasise that 
methodologies which are limited to the extraction of only nouns and/or noun phrases 
are bound to miss relevant terms. Another striking observation from this table is just how 
different the POS patterns are between the different languages. Of course, it is not 
surprising that POS patterns are language-dependent, but the limited overlap of patterns 
between languages is still remarkable. Looking at POS patterns including Named Entities, 
317 patterns are only found in English, 243 only in French, and 151 only in Dutch; only 57 
patterns are found in all three languages. However, this finding does need to be nuanced, 
because, when considering the total number of annotations with these patterns, it turns 
out that these 57 patterns cover 94% of all annotations. So, the number of unique patterns 
can be misleading due to many very rare ones. For instance, of the 863 unique patterns in 
all corpora, 581 occur only three times are less. Some of these may also be due to tagging 
errors.  
Similarly, there are considerable differences between the four domains. To illustrate 
this, consider the English POS patterns (including those of Named Entities). Out of 436 
unique patterns, only 26 are present in all four domains; 58 are unique to the domain of 
corruption, 48 only occur in the dressage corpus, 177 are unique to heart failure, and 
another 49 only occur in the wind energy corpus. The big difference for heart failure is 
probably due to the fact that there are more annotations in that domain in general. Again, 
however, it must be emphasised that these few shared POS patterns (26) cover 95% of all 
individual annotations. In conclusion, these findings show how POS patterns are very 
language- and domain dependent, with many possible unique patterns, but that a small 
portion of these patterns covers the vast majority of al individual annotations 
To select candidate terms based on these POS patterns, it may, therefore, be beneficial 
to only use POS patterns in the training data above a minimum frequency threshold, as 
this would reduce the amount of noise. However, these candidate terms are the basis for 
all further processing. Any candidate terms not extracted in this first selection process 
cannot be retrieved later, so it was decided to focus on recall over precision at this stage. 
Therefore, all POS patterns from the training data will be included, without any frequency 
threshold, so as not to lose (m)any valid terms. In the future, practical implementations 
of the tool may resort to a POS pattern frequency threshold, but in the current 
contribution, the focus was on the machine learning classifier, so it was decided to focus 
on recall for the initial selection of candidate terms.  
Nevertheless, this decision does come at a cost to precision. When extracting candidate 
terms (including Named Entities) based on POS patterns, only the POS patterns from the 
same language are included. Depending on the setup (see section 4.4.2), POS patterns from 
the test corpus are either included or excluded. As the previous analysis showed, some 
POS patterns only occur in a single corpus, so this will influence results. When the POS 
patterns of the corpus itself are included, precision of POS-based candidate term selection 
(averaged over all corpora) is only 5.9%, but recall is perfect. In the different corpora, 
HAMLET 
 139 
precision ranges between 3.2% and 8.4%. When POS patterns from the test corpus are 
excluded and only patterns from the other domains are used, precision is similar at 6.5% 
on average (between 3.1% and 11.2% per corpus), but recall is no longer perfect and ranges 
between 91.1% and 98.4% (95% on average). While the loss in recall is limited, this stresses 
the impact of both volume and relevance of training data. 
In conclusion, all corpora were linguistically preprocessed and the language-
dependent POS tags were mapped to a shared set to allow interlingual comparisons and 
multilingual models. Individual occurrences of tokens and candidate terms were 
combined only if they had the same lowercased form and the same POS. An analysis of 
candidate term selection based on POS patterns showed how the patterns are very 
language- and domain-dependent, but that a limited set of all patterns captures most 
candidate terms, as there are many very rarely used POS patterns. Despite the fact that 
this means a frequency threshold for POS patterns could benefit ATE performance by 
reducing noise among the candidate terms, the focus of this research is on the classifier, 
so it was decided to aim for the highest possible recall, at the cost of precision, and include 
all POS patterns from the training data. 
4.4.1.2 Features 
For each of the extracted candidate terms, 177 features were calculated. Most of these 
were based on the typical information used for hybrid ATE, such as termhood and 
unithood. Since previous research has repeatedly shown that no single feature appears 
to work best for all cases (Loukachevitch, 2012), we investigated different feature 
combinations. Some of the features have not (often) been used for ATE and were based 
on findings during the annotation process. For instance, especially in the medical domain, 
terms often occur both in full, and as an abbreviated version. In such cases, they are 
introduced in the full form, followed by the abbreviation between parentheses, e.g., heart 
failure (HF). Therefore, features were added to indicate whether a candidate term occurs 
in the vicinity of parentheses. All features were divided into 6 groups and 18 subgroups. 
A summary per subgroup is given below in Table 14 and a complete overview is included 
in the appendix. 
A few of the features rely not only on the domain-specific corpora, but also on general 
language reference corpora. Two separate types of reference corpora were used per 
language: a Wikipedia reference corpus, based on Wikipedia dumps, and a newspaper 
reference corpus5. All reference corpora were limited to 10M tokens and artificially split 
into 5000 documents. Features that make use of reference corpora are always calculated 
 
 
5 The newspaper reference corpora per language were: the English News on Web corpus (Davies, 2017), the 
French Gigaword corpus (Graff et al., 2011), and the news-related subcorpora of the Dutch openSONAR (Oostdijk 
et al., 2013) 
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twice, i.e., once for each type of reference corpus. Non-numeric features are converted to 
(one-hot) vectors. A non-trivial task was finding a way to encode the POS-pattern into 
informative features, without having to add a separate feature for each of the 300+ 
possible patterns. Based on preliminary experiments, we decided to work with three 
vector representations: two one-hot vectors for all POS tags (not patterns) to represent 
the POS of the first token and the last token and one frequency vector for the tags of all 
tokens of the candidate term. For instance, a term like heart failure (noun+noun) would 
get three vectors representing all POS tags, with zeros in all places except for the first 
noun in the first vector (1), the last noun in the second vector (1), and the sum of all nouns 
in the last one (2). 
 
Table 14 description of features per group and subgroup 
Shape features (SHAP) 
length number of characters & number of tokens 
alphanumeric whether the candidate term is alphabetic, numeric, 
alphanumeric, etc. & the number of digits and non-alphabetic 
characters 
capitalisation out of all occurrences of the candidate term, how often (%) is it 
all lowercase, all uppercase, title case, etc. 
Linguistic features (LING) 
first POS POS tag of the first token of the candidate term (simple & 
standard POS) 
last POS POS tag of the last token of the candidate term (simple & 
standard POS) 
freq. POS how frequently each POS tag (simple & standard) occurs within 
the candidate term (simple & standard POS) 
NER whether the candidate term was tagged (completely, partially, 
etc.) as a Named Entity during preprocessing 




stopword whether the candidate term contains a stopword or is a 
stopword6  
Frequency features (FREQ) 
spec. freq. relative (document) frequency in the specialised corpus 
ref. freq. relative (document) frequency in the news and Wikipedia 
reference corpora 
Statistical features (STAT) 
stats without ref. metrics to calculate termhood/unithood without comparing to 
a reference corpus: C-Value (Barrón-Cedeño et al., 2009), TF-IDF 
(Astrakhantsev et al., 2015), Lexical Cohesion and Basic (Bordea 
et al., 2013) 
stats with ref. 
(basic) 
metrics to calculate termhood/unithood by comparing 
frequencies to a reference corpus: Domain Pertinence (Meijer et 
al., 2014), Domain Relevance (Bordea et al., 2013), Weirdness 
(Astrakhantsev et al., 2015), Relevance (Peñas et al., 2001), Log-
Likelihood Ratio (Macken et al., 2013) 
stats with ref. 
(advanced) 
similar to the basic termhood/unithood measures, but these 
measures don’t just use the frequencies of the entire candidate 
term in the reference corpora, but also those of all separate 
tokens that make up the candidate term: Vintar’s termhood 
measure (S. Vintar, 2010), Domain Specificity (Kozakov et al., 
2004) 
Contextual features (CTXT) 




6 The ISO stopwords were used for all languages: https://github.com/stopwords-iso 
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Variational features (VARI) 
var. numbers number of different variations for the candidate term for each 
variant type (types explained in section 4.4.1.1) and the 
combined relative frequency in the domain specific corpus of 
the candidate term in each variation per variant 
var. stats sum of the domain specificity and Vintar termhood scores of all 
different variations for the candidate term for each variant type 
 
Before training, all statistical features (including those in the variational features), were 
scaled using scikit-learn’s (Pedregosa et al., 2011) RobustScaler, which is more robust 
towards outliers. Features without any variance were automatically removed, which 
mostly concerned the POS-related features, since not all POS tags can occur in first/last 
position. Out of 177 possible features, this meant that 150-160 usually remained 
(depending on the setup).  
4.4.1.3 Algorithm, Evaluation, and Optimisation 
Evaluation and optimisation of the models was based on f1-scores (harmonic mean of 
precision and recall). In this context, precision is defined as the percentage of true terms 
among all extracted candidate terms (number of true positives, divided by number of 
extracted terms), and recall as the percentage of all true terms that have been extracted 
(number of true positives divided by the number of gold standard terms). Evaluation is 
strict, in the sense that only exact matches are counted as correct. Relatively low scores 
were expected due to the inherent difficulty of the ACTER dataset (no minimum or 
maximum term length, no minimum frequency, no limitations on POS-patterns, inclusion 
of nested terms). Preliminary experiments were performed to choose the best algorithm 
for this task. Since there is no way to predict the best algorithm for a specific task and 
dataset beforehand (no free lunch theorem (Wolpert, 1996)), a relatively wide range of 
classifiers was tested. With scikit-learn (Pedregosa et al., 2011), the decision tree classifier, 
random forest classifier (RFC), multi-layer perceptron, and logistic regression were 
compared, all allowing hyperparameter optimisation. In these preliminary experiments, 
the best average f1-scores were obtained with the random forest classifier, followed by 
the decision tree classifier (-5,6 percentage points), logistic regression (-19.4), and the 
multi-layer perceptron (-20.5). All experiments reported in the current contribution 
were, therefore, performed with scikit-learn’s random forest classifier. Hyperparameter 
optimisation was performed through grid search with five folds. Whenever k-fold cross-
validation was used, five folds were used, with nested hyperparameter optimisation.  
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4.4.2 Results per Corpus 
With the basic methodology outlined (variant token_POS, candidate terms based on 
standard POS patterns, random forest classifier with 177 features), five experimental 
setups were defined. The first, basic setup, is trained on three out of the four domains in 
a single language and tested on the held-out test corpus (domain) in that same language 
(e.g., training on English corruption, dressage, and wind energy corpora, testing on 
English heart failure corpus). This was deemed the most realistic real-world setup, since 
in-domain test data is rarely available. However, to get a better idea of the impact of the 
training data, four additional setups were defined. As can be seen in the summary in 
Table 15, setups 1 and 2 use a separate, held-out test corpus and only train on data from 
other corpora. In setup 2, corpora from other languages are included, so domain-specific 
training data is included, but only in different languages from the test corpus. Setups 3, 
4, and 5 do not have a held-out test corpus but use 5-fold cross-validation to train and test 
on a single corpus (setup 3), all domains in a single language (setup 4), or all corpora in 
all languages (setup 5). The candidate term extraction based on POS patterns (see 4.4.1.1) 
always excludes the POS patterns from the test corpus for a fair evaluation, except for 
setups 4 and 5, which are evaluated simultaneously on multiple corpora, so that it is 
impossible to exclude all POS patterns. Only the language-specific POS patterns from the 
training corpora are used for candidate term extraction. 
 
Table 15 overview of experimental setups, explaining the train/test setup (held-out test 
corpus or 5-fold cross-validation), whether one language is included or all or, 
which data is used for training, and whether POS patterns from the test corpus are 
included to find candidate terms 




1 held-out test  one 3 other domains in same language excluded 
2 held-out test all all other corpora in all languages excluded 
3 5-fold cv one single corpus (1 domain, 1 language) excluded 
4 5-fold cv one single language (all domains, 1 lang.) included 





Table 16 precision (p), recall (r), and f1-scores (f1) in percentages per language and domain and per setup (see Table 15), trained and evaluated 
to extract all terms and Named Entities 
corpus setup 1 setup2 setup 3 setup 4 setup 5 
language domain p r f1 p r f1 p r f1 p r f1 p r f1 
English corp 33.6 50.2 40.2 37.6 50.1 43.0 38.8 50.5 43.8 
48.7 58.0 52.9 
50.2 60.5 54.9 
 equi 54.2 52.5 53.3 57.6 58.3 58.0 54.9 66.4 60.1 
 htfl 55.6 37.0 44.4 44.7 56.1 49.8 47.1 67.3 55.4 
 wind 36.7 57.1 44.7 37.7 54.7 44.6 44.8 57.1 50.1 
French corp 35.8 37.2 36.5 38.9 37.1 37.9 38.5 42.9 40.4 
48.6 55.6 51.8 
 equi 54.7 46.7 50.3 58.2 47.6 52.3 55.9 56.5 56.1 
 htfl 60.0 50.2 54.7 56.6 55.9 56.3 51.4 74.3 60.8 
 wind 26.7 48.4 34.4 31.4 48.9 38.2 39.2 44.5 41.7 
Dutch corp 37.2 51 43 41.4 52.8 46.4 41.0 56.7 47.4 
51.6 69.4 59.2 
 equi 71.6 56.8 63.3 71.9 59.4 65.1 61.5 77.1 68.4 
 htfl 62.9 41.4 49.9 55.7 70.6 62.2 55.8 80.9 66.0 
 wind 32.9 76.1 45.9 33.5 75.9 46.4 43.3 65.4 52.1 
averages  46.8 50.4 46.7 47.1 55.6 50.0 47.7 61.6 53.5 49.6 61.0 54.6 50.2 60.5 54.9 
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Table 17 precision (p), recall (r), and f1-scores (f1) in percentages per language and domain and per setup (see Table 15), trained and evaluated 
to extract all terms, without Named Entities 
corpus setup 1 setup2 setup 3 setup 4 setup 5 
language domain p r f1 p r f1 p r f1 p r f1 p r f1 
English corp  28.2   42.3   33.8   32.9   39.3   35.8   35.1   41.6   38.0  
45.8 53.3 49.2 
48.9 56.2 52.3 
 equi  45.7   41.7   43.6   57.3   42.2   48.6   53.5   54.6   54.0  
 htfl  48.9   31.2   38.1   46.6   49.4   48.0   45.6   66.9   54.2  
 wind  32.8   47.1   38.7   39.9   40.2   40.1   43.9   49.5   46.4  
French corp  29.2   28.4   28.8   30.3   30.1   30.2   32.1   36.3   34.0  
47.9 51.2 49.4 
 equi  48.4   41.7   44.8   51.7   41.4   46.0   51.9   49.3   50.5  
 htfl  59.6   46.3   52.1   54.5   55.2   54.9   50.7   74.3   60.2  
 wind  31.1   34.2   32.5   31.7   38.2   34.6   36.8   37.8   37.3  
Dutch corp  32.0   41.6   36.1   36.1   49.8   41.8   36.8   53.3   43.4  
51.1 66.7 57.9 
 equi  72.2   53.8   61.6   74.8   51.7   61.1   60.8   74.3   66.8  
 htfl  67.4   35.2   46.2   55.9   66.0   60.5   55.5   81.8   66.1  
 wind  29.2   71.7   41.5   28.3   74.9   41.0   40.2   59.9   48.1  





Table 16 and Table 17 contain the results for each of the described experimental setups 
per corpus. Table 16 shows the results for models trained and evaluated on both terms 
(Specific, Common, and OOD Terms) and Named Entities, while Table 17 excludes Named 
Entities. So, both tables show results on with the same methodology, with the exact same 
data, except that in the first table, Named Entities are considered positive instances, and 
in the second they are not. All results are averaged over three trials, and the average 
standard deviation between trials is only 0.8%. On average, f1-scores for the models 
excluding Named Entities are 3.7 percentage points lower, with the biggest difference for 
the domains of corruption and dressage, especially in English. Corruption contains most 
Named Entities, which would explain the differences for that domain. The corpora on 
dressage do not contain many Named Entities, so the difference is not so easily explained. 
The cross-validation experiments are less influenced by the Named Entities than the 
experiments with a held-out test set. Since basic Named Entity Recognition is already 
included in the preprocessing, and it is generally considered an easier task, since Named 
Entities have clearer characteristics, it is not surprising that performance is higher when 
Named Entities are excluded. Results, both with and without Named Entities, are state-
of-the-art. Compared to the TermEval shared task (Rigouts Terryn, et al., 2020), which was 
based on the same dataset, they are similar to the best-performing system using a deep 
neural network with BERT models (Hazem et al., 2020). 
A lot of conclusions can be drawn from the results in Table 16 and Table 17. First, given 
the mentioned difficulty of the task, the scores are promising with f1-scores up to 68.4%. 
Nevertheless, there is a lot of variation, and the lowest f1-score is only 28.8%, so further 
analysis is required. While, on average, precision and recall are similar and the top scores 
are very good (74.8% for precision, 81.8% for recall), the balance between the two varies 
greatly. The most extreme differences are seen for the Dutch corpus on wind energy, 
where recall is 46.6 percentage points higher than precision. The first setup appears to be 
most sensitive to these differences, which might be another indication of the importance 
of domain-specific data (which is not available in this setup). This unpredictability is an 
important issue for real-world applications, since, even if machine learning approaches 
get higher f1-scores than rule-based approaches, “for ATE to be usable, its results should 
be consistent, predictable and transparent” (Kageura & Marshman, 2019).  
There are notable differences between the results of the different setups. Setups 4 and 
5, using cross-validation on all corpora, or all corpora in the same language, perform best 
on average (better even than cross-validation on a single corpus). Setup 1, which is both 
the most realistic, but also the strictest, achieves the lowest f1-scores. The models in setup 
2 are similarly evaluated on a held-out test corpus, but, as opposed to those in setup 1, 
they have access to training data in the other languages, including domain-specific data. 
This combination of more training data and domain-specific training data, even if it is in 
other languages than the test corpus, appears to give the models in setup 2 a slight 
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advantage over setup 1. The importance of volume of training data might also explain 
why results for cross-validation setup 3 are lower than the other cross-validation setups, 
despite being trained exclusively on the same domain and language. The potential of 
including data in other languages is not entirely clear, since it appears to help in setup 2 
versus setup 1, and potentially also in setup 5 versus 4. 
Language appears to have an undeniable impact on terminology. The results for Dutch 
are noticeably higher than those for the other languages, and French scores lowest. The 
most probable explanation is that Dutch compounding rules make ATE slightly easier. In 
Dutch, nominal terms are often long compound nouns, rather than multi-word terms, as 
in English and French, e.g., ejectiefractie, compared to ejection fraction and fraction d’éjection. 
Therefore, in Dutch, there are more single-word terms (which are easier to detect, see 
further). Domain has a notable impact on the results as well. Both dressage and heart 
failure obtain relatively high f1-scores compared to wind energy and corruption. The 
average f1-scores per domain (setups 1-3) including Named Entities are 42.1%, 58.5%, 
55.5%, and 44.2% for corruption, dressage, heart failure, and wind energy, respectively. 
This aligns with how the annotation process was perceived, as both heart failure and 
dressage were found to be easiest to annotate, and corruption most challenging. 
Consequently, it is difficult to distinguish between cause and effect: terminology might 
be objectively more difficult to identify for certain domains, influencing both human 
annotators and ATE, or the data may have been annotated better for the domains which 
were perceived as easier to annotate, making it more suitable for ATE. Likely, both have 
some effect. In conclusion, the results reported in Table 16 and Table 17 show that 
performance is promising, but not always predictable, and variable per corpus. There is a 
considerable impact of training data, language, and domain. Overall, even models tested 
on a completely unseen language and domain obtain robust performance, so it can be 
concluded that the HAMLET methodology is able to generalise relatively well across 
corpora, and is, therefore, a viable strategy for ATE, even without domain-specific 
training data. 
4.5 Analysis and Discussion 
4.5.1 Error Analysis 
4.5.1.1 Choice of Experiment for Error Analysis 
Despite promising scores, there is still a lot of room for improvement. A more detailed 
error analysis of a previous version of the system, including a comparison to a non-
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machine learning tool, has already been presented in a previous pilot study (Rigouts 
Terryn, Drouin, et al., 2019). Without going into the same amount of detail, this section 
will provide an error analysis with some of the remaining challenges. To avoid an overly 
complex examination per corpus and per setup, the results of setup 5 will be used for this 
purpose, since this is a single model trained and evaluated on all data combined through 
cross-validation. Since the goal is to look beyond precision, recall, and f1-score at the 
actual output, the analysis will focus on one run (one trial) of the system (the results in 
the previous tables were averaged over three trails). Also, since the focus is on the 
extraction of terms, rather than Named Entities, one of the models of Table 17 (trained 
and evaluated exclusively on terms) will serve as the basis for the analysis. While this 
means only a single experiment is discussed in detail in this section, most of the 
conclusions were found to hold for the other experiments as well. The summary of this 
experiment can be seen in Table 18. For this particular run of setup 5, precision, recall, 
and f1-score were 48.9%, 56.3%, and 52.3% respectively. There were 17,400 terms in the 
gold standard, and 320,063 candidate terms were extracted based on POS patterns. Of 
these, 20,043 were classified as terms, resulting in 9,795 true positives, 10,248 false 
positives, 7,605 false negatives, and 292,415 true negatives.  
 
Table 18 results for experiment with setup 5 (cross-validation over all corpora), excluding 
Named Entities, resulting in a precision of 48.9%, recall of 56.3%, and f1-score of 
52.3%; for all candidate terms extracted based on the POS patterns, the table shows 
whether they occur in the gold standard, and whether they were extracted by 
HAMLET 
POS-based candidate terms in gold standard not in gold standard sum 
extracted by HAMLET 9,795 10,248 20,043 
not extracted by HAMLET 7,605 292,415 300,020 
sum 17,400 302,663 320,063 
 
4.5.1.2 Scores for Different Types of Terms 
As predicted, f1-scores are higher for single-word terms (58.6%) than for multi-word 
terms (41.8%). Recall for single-word terms is especially good at 69.1%, while only 39.2% 
of all multi-word terms are found. Single-word terms are generally considered easier to 
extract since only termhood needs to be calculated, not unithood (which only needs to be 
measured for multi-word terms, to test whether the separate words form a cohesive unit), 
so this was expected. Similarly, it was unsurprising to find that hapax terms, which only 
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occur once in the entire corpus, are more difficult to find than terms that occur at least 
twice: recall of hapax terms is 45.1% versus 66.3% for more frequent terms. While some 
features are included that do not rely on frequency at all, these alone are not very 
efficient at detecting terms (see section 4.6). Nevertheless, as seen in previous research 
(Rigouts Terryn, Drouin, et al., 2019), this approach still performs better for rare terms 
than the traditional hybrid method. The impact of a minimum frequency for candidate 
terms is further illustrated by the fact that even increasing the minimum frequency to 2, 
leads to a gain in f1-scores of 6.5 percentage points for setup 5 when also evaluated on 
candidate terms that occur at least twice. However, since there are many hapax terms, 
the evaluation compared to the complete gold standard that still includes these hapax 
terms drops by 11.3 percentage points. This is important to remember when comparing 
different ATE systems, as most do work with a minimum frequency threshold. 
Recall of the different term types is 60.8% (Specific Terms), 48.3% (Common Terms), 
and 46.2% (Out-of-Domain Terms). Since Specific Terms are those that are likely to be 
most important for most projects (these are the terms in the strictest sense of the word: 
both domain- and language-specific), it is promising to see a relatively high recall there, 
especially considering that, among Specific Terms, frequencies are often low. Lower recall 
with Common Terms may be due to the fact that they are not language-specific and are 
easier to confuse with general vocabulary. Out-of-Domain Terms, conversely, are 
language-specific but not domain-specific, so they are also not the typical target for term 
extraction features. Despite the fact that the system was trained to find only terms, some 
Named Entities were included in the output as well, but compared to systems trained to 
find Named Entities, recall for this category was low at only 11.1%. To illustrate: an 
identical system trained to find both terms and Named Entities has a recall of 69.1% for 
the latter.  
Interestingly, training on both terms and Named Entities also increases the average 
recall for the terms, which were, in this case (setup 5): 63.5% (Specific Terms; +2.7 
percentage points compared to system trained on only terms), 50.8% (Common Terms; 
+2.5 percentage points), and 53.2% (Out-of-Domain Terms; +7 percentage points). 
Generally, total recall is higher for experiments with, versus without Named Entities, in 
all setups and corpora (one seemingly random exception with Dutch corpus on heart 
failure in setup 3). As in the example above, this improved recall is not only due to the 
Named Entities, but also thanks to better scores for terms. On the one hand, these 
experiments show that, in general, it is possible to train a system for different purposes 
by using different training data, and HAMLET can be tuned relatively well to either 
include or exclude Named Entities. On the other hand, the results illustrate the 
complicated relationship between terms and Named Entities, which obviously share some 




4.5.1.3 Analysis of Output 
Table 19 25 most highly ranked English CTs of model trained to extract only terms (no 
Named Entities), for setup 5, marking false positives in grey and showing the 
candidate term (as variant token_POS), domain of origin, predicted probability, 
and rank when sorted by probability; false positives are indicated in grey 
candidate terms domain predicted probability rank 
strides(NN) dressage 99.5% 23 
stride(NN) dressage 99.4% 39 
carvedilol(NN) heart failure 99.3% 46 
spironolactone(NN) heart failure 99.3% 49 
canter(NN) dressage 99.3% 51 
metoprolol(NN) heart failure 99.1% 75 
impulsion(NN) dressage 99.0% 94 
forehand(NN) dressage 98.8% 105 
travers(NN) dressage 98.8% 108 
ivabradine(NN) heart failure 98.7% 124 
rein(NN) dressage 98.6% 142 
angiotensin(NN) heart failure 98.6% 148 
kccq(NN) heart failure 98.5% 161 
pesade(NN) dressage 98.5% 165 
ballotade(NN) dressage 98.5% 168 
forelegs(NN) dressage 98.5% 171 
airfoils(NN) wind energy 98.4% 183 
elastance(NN) heart failure 98.4% 184 
sitagliptin(NN) heart failure 98.4% 186 
etidronate(NN) heart failure 98.4% 192 
elektrine(NN) wind energy 98.3% 197 
halts(NN) dressage 98.3% 198 
gaits(NN) dressage 98.3% 203 
resynchronization(NN) heart failure 98.3% 204 
gait(NN) dressage 98.2% 209 
HAMLET 
 151 
To get a more detailed idea of the results, the predicted candidate terms were sorted 
based on the predicted probability that they would be true terms. The predicted 
probability appears to be an effective way to sort results, as illustrated by the fact that 
the average probability for true positives is 77.2%, versus only 6.4% for true negatives. 
However, some non-terms can still be predicted as terms with high probability scores, 
and the average probability for false positives is only 10 percentage points lower than for 
true positives (67.4%). The difference between true negatives and false negatives is 
slightly higher, with an average predicted probability of 26.6% for the latter. A sample of 
the results can be seen in Table 19, where only the 25 highest ranked English terms can 
be seen. Both the predicted probability score and the rank are shown in this table. Since 
setup 5 combines all corpora, the corpus of origin was displayed for each candidate term 
as well. Only three of the extracted candidate terms are not in the gold standard; they 
have been marked in grey.  
A first observation concerning these most highly ranked terms is the presence of many 
Dutch terms (not displayed in the table, which only contains English examples), and terms 
from the domains of dressage and heart failure, which are also the language and domains 
that tend to obtain the highest f1-scores. In the list of the 25 most highly ranked English 
terms in Table 19, it is remarkable to see only single nouns. When including the other 
languages as well, the most highly ranked non-noun appears at rank 81, and it is actually 
a POS tagging mistake (noun tagged as adverb): binnenachterbeen (nl), meaning inside hind 
leg in the domain of dressage. To find the first multi-word term, we have to go down even 
further in the list, to rank 147: peptides natriurétiques (fr), (natriuretic peptides in English). 
While it has already been confirmed that recall, in general, is lower for rare terms, this 
does not mean that all infrequent terms are hard to extract. The second most highly 
ranked term of all, gedragenheid (nl), a term in the domain of dressage, only appears twice 
in the entire corpus.  
Among highly ranking false positives there are a few Named Entities, e.g., KCCQ, which 
is an abbreviation of Kansas City Cardiomyopathy Questionnaire. This was one of the 
instances which caused some hesitation during the annotation process as well since it 
could reasonably be considered both a term and a Named Entity. It is interesting to find 
that such cases which were considered ambiguous during the annotation process, are also 
problematic for the ATE. Other notable false positives are those that possibly should have 
been annotated, but were not, e.g., elastance in the domain of heart failure, which was only 
annotated when combined with adjectives (e.g., ventricular elastance), but not by itself. 
Again, such cases regularly caused doubts during the annotation process, as it is often far 
from clear where to draw the boundary between terms, parts of terms, and general 
language. Of course, not all false positives are so ambiguous that they might be considered 
correct after all. For instance, electrine in the corpus on wind energy is the second token 
in a Named Entity Lietuvos Elektrine that simply happens to occur often in the corpus, but 
which is clearly not a term. Nevertheless, it is encouraging to see that, especially among 
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highly ranked candidate terms, many of the false positives are understandable mistakes, 
i.e., they resemble the types of disagreements that might also occur between human 
annotators. 
Among the false negatives there are, as expected, many multi-word terms. There also 
appear to be more non-nominal terms, e.g., dynamic, covariate, blacklisting, diseased, 
hydroelastic. Some of these are due to tagging errors, e.g., clinician is tagged as an adjective 
instead of a noun. In section 4.4.1.1 it was confirmed that most terms contain at least one 
noun. This appears to be reflected in the output, where only 33 of the 1000 most highly 
ranked candidate terms do not contain a noun, so the system seems to have learnt that 
such candidate terms are less likely to be valid terms. However, it also means that terms 
that do not contain a noun but are still valid terms, are less likely to be extracted. Out of 
the 1000 most highly ranked false negatives (so gold standard terms that were not 
detected), 187 of the do not contain any nouns.  
Among the false negatives, there are also many terms that are common in general 
language, and are, therefore, more difficult to detect. Sometimes this concerns Common 
Terms which are domain-specific but also very common in general language, e.g., breeze, 
downwind, political; in other cases, they are ambiguous Specific Terms which use general 
language words that only acquire a more specialised meaning in the context of a domain, 
e.g., yield and collection, which are Specific Terms in the domain of dressage.  
To conclude, despite remaining difficulties, like multi-word terms, non-noun terms, 
and rare terms, the system is able to extract over half of all terms in a very difficult 
setting, with a reasonable precision. The fact that many of the false positives and false 
negatives of the system resemble disagreements that might also exist between human 
annotators, or are otherwise easily explicable, is a promising indication that the system 
has been able to learn a robust definition of terminology. 
4.5.2 Impact of annotation types 
To find out how adaptable the methodology is to different configurations of the four 
labels, the binary approach was maintained, but the definition of what was considered a 
valid term changed to include or exclude various labels (both in training and evaluation). 
For instance, in the experiment of the first row of Table 20, all annotated instances of all 
labels are considered as positives (1), while all non-annotated instances are considered 
negatives (0), whereas, in the second row, only term labels (Specific Terms, Common 
Terms, and Out-of-Domain Terms) are considered as positives, and annotated Named 
Entities, as well as non-annotated instances, are negatives. These first two rows represent 
the same distinction as the previously reported experiments in Table 16 and Table 17. The 
other rows are new configurations of the various labels. As in the previous section, these 
experiments were all performed with setup 5 (cross-validation on all corpora combined). 
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The results are, once again, averaged over three trials with the same settings to reduce 
random variations. As can be seen in Table 20, f1-score is highest when all annotation 
labels are included as positive instances. Leaving out Named Entities leads to a drop in 
both precision and recall. Trying to extract only Specific Terms leads to the lowest 
performance. This was expected, since, by excluding all other annotations as positives, 
the dataset of candidate terms becomes even more imbalanced, making it even more 
difficult to correctly identify the few valid terms correctly. Since there are very few Out-
of-Domain Terms, they do not have a big impact on the results. 
 
Table 20 precision, recall, and f1-scores (as percentages) of the HAMLET classifier for setup 
5, training and evaluating on different configurations of the labels; labels in grey 
are excluded, i.e., they are not considered valid terms in that configuration 
Specific Terms Common Terms OOD Terms NEs p r f1 
Specific Terms Common Terms OOD Terms NEs 50.2 60.5 54.9 
Specific Terms Common Terms OOD Terms  48.9 56.2 52.3 
Specific Terms Common Terms   48.9 56.2 52.3 
Specific Terms    45.4 50.1 47.6 
Specific Terms   NEs 47.8 55.8 51.5 
Specific Terms Common Terms  NEs 50.0 59.9 54.5 
4.6 Impact of Features 
4.6.1 Feature Group Selection 
Since HAMLET combines so many features of different types, it is important to investigate 
the role these features play in the eventual models. As a first experiment, we trained 
models according to setup 1, i.e., the strictest setup, with only out of domain training data 
in the same language and a separate test corpus. Results were averaged over all corpora, 
and all experiments were performed twice, once including both terms and Named 
Entities, once including only terms. For each experiment, various feature groups (see 
section 4.4.1.2) were included and excluded. Table 21 shows the results with all scores 
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(average scores over all corpora), sorted based on the average f1-score without Named 
Entities. The first, and perhaps most remarkable observation is that the highest scoring 
model excludes statistical features, even though these features have long been some of 
the most important features in ATE research. However, this conclusion needs to be 
nuanced, since the variational features include statistical metrics as well, calculated for 
different variants of the candidate terms. This is illustrated by the fact that leaving out 
either statistical or variational features has little impact but leaving out both leads to a 
much bigger drop in the f1-scores.  
 
Table 21 average f1-scores (as percentages) for setup 1, trained & evaluated on terms (incl. 
& excl. Named Entities), including and excluding various features groups (see 
Table 14 for features and Table 15 for setups) 
Included feature groups f1-scores 
shape ling. freq. stat. context variants incl. NEs excl. NEs 
SHAP LING FREQ  CTXT VARI 46.2 41.8 
SHAP LING  STAT CTXT VARI 45.2 40.5 
SHAP LING FREQ STAT CTXT VARI 45.5 40.4 
SHAP LING FREQ STAT CTXT  45.1 40.3 
SHAP LING FREQ STAT  VARI 45.5 40.2 
 LING FREQ STAT CTXT VARI 44.4 39.2 
 LING  STAT   42.8 38.0 
SHAP LING FREQ  CTXT  41.3 37.7 
SHAP  FREQ STAT CTXT VARI 37.9 33.0 
SHAP      24.0 28.7 
 LING     32.2 28.3 
     VARI 28.3 24.3 
   STAT   24.3 23.1 
  FREQ    22.6 22.1 




In most cases, leaving out one feature group has only a limited impact, except for 
linguistic features, in which case performance suddenly drops to only 33.0%, showing the 
importance of these features. Using only linguistic and statistical features, as in typical 
hybrid ATE methodologies, leads to moderate performance. When models are trained 
with only a single group of features, shape features are most informative, followed by 
linguistic features. Contextual features are least informative when used by themselves, 
which is hardly surprising, since they are currently very limited (only features relating 
to parentheses). In conclusion, investigating the impact of the feature groups based on 
this limited feature group selection leads to some surprising results. In the next section, 
this is investigated in more detail. 
4.6.2 Feature Importance 
With scikit-learn’s random forest classifier, it is possible to see the importance assigned 
to each feature (see also section 4.5.1). Because it was assumed different types of features 
might be important for different corpora, we looked at those from experimental setup 3, 
where cross-validation is used within a single corpus (so all features are learnt from the 
same corpus). To avoid overcomplicating the conclusions with Named Entities, for these 
experiments the models were trained only on terms. The heat map of the results per 
feature subgroup is displayed in Table 22. For all corpora, variant scores are very 
important, as well as advanced statistical measures that use the reference corpora. Both 
of these feature subgroups actually contain almost the same metrics, but the former 
subgroup calculates these metrics for different variants of the candidate term. By 
comparison, the other statistical scores that use reference corpora are assigned a 
surprisingly low importance, especially considering that even simple frequency features 
get higher importance scores. Another rather universally informative group concerns 
stopwords, which is logical, since stopwords are not automatically filtered out, but can 
still be identified through these features. The differences between the corpora are 
relatively limited. One of the only clear patterns is that Dutch models place a higher 
importance on length features, which is unsurprising given the language’s compounding 
rules (long single-word compound terms without spaces, which can be very informative 
for terms).  
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Table 22 heat map of assigned importance per feature subgroup, per corpus, for model trained with setup 3 without Named Entities; 
green=higher, red=lower importance 
   English French Dutch 
feature group  subgroup corp equi htfl wind corp equi htfl wind corp equi htfl wind 
contextual features brackets                         
frequency features ref_corp               
spec_corp                         
linguistic features NER               
POS_first               
POS_freq               
POS_last               
chunk               
stopword                         
shape features alphanum               
length                         
statistical features with_ref_advanced               
with_ref_basic               
without_ref                         
variational features variant_numbers               




Since the differences between corpora appear relatively small, the analyses of all separate 
features will take a more general approach using setup 5. With this setup, 160 features 
were maintained (the others were discarded due to a lack of variance). For more 
information on the features, see the appendix. Table 23 shows the 30 most highly ranked 
features with the assigned importance scores. Interestingly, the four most important 
features are all Vintar’s termhood score (Vintar, 2010) compared to the newspaper 
reference corpus, for different variants of the candidate term (the variant used for all 
other features is token_POS, i.e. lowercased token followed by simple POS). The same 
metric for this standard variant only occurs in eighth place as a statistical feature. Out of 
the 160 features, only 28 are assigned an importance of more than 1%; 62 features score 
below 0.1%. The most highly ranked non-variational feature is the one indicating there 
are no stopwords in a term (5th place). The first shape feature occurs in 18th place (number 
of tokens). The first POS-related features are in 22nd and 23rd place and indicate how many 
function words and adpositions the candidate term contains. One frequency feature 
makes it in the top 30, in 28th place: the relative document frequency in the specialised 
corpus. Since there are so few contextual features, which are only relevant in very specific 
contexts, the first one only occurs in 71st place (candidate term is followed by an open 
parenthesis). Most of the bottom-ranked features are related to POS, which is 
understandable since there are so many of them and most will apply only to a minority 
of candidate terms. It is surprising that the most highly ranked POS features concern 
function words and adpositions, rather than nouns. The first noun-related features only 
occur in 36th to 38th place.  
Analysing the features shows that the relation between them can be quite complicated 
and that many different types contribute towards the results. Termhood and unithood 
calculations remain invaluable, and the more advanced calculations appear to be more 
informative than the simple ones like TF-IDF.  
 
Table 23 30 most highly ranked features according to assigned importance (imps.) (as percentages) 
for setup 5, excluding Named Entities 
rank group feature name (see appendix for more information) imp. 
1 VARI variant(normalised_noPOS)_sum_termhood_vintar_news 5.2 
2 VARI variant(token_noPOS)_sum_termhood_vintar_news 5.2 
3 VARI variant(Token_noPOS)_sum_termhood_vintar_news 4.6 
4 VARI variant(lemma_POS)_sum_termhood_vintar_news 4.6 
5 LING stopword_none 4.2 
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rank group feature name (see appendix for more information) imp. 
6 VARI variant(lemma_POS)_sum_domain_specificity_wiki 3.8 
7 VARI variant(Token_POS)_sum_termhood_vintar_news 3.5 
8 STAT vintar_news 3.4 
9 LING stopword_partial 3.2 
10 VARI variant(normalised_noPOS)_sum_domain_specificity_wiki 3.2 
11 STAT vintar_wiki 3.1 
12 VARI variant(Token_noPOS)_sum_domain_specificity_wiki 3.0 
13 VARI variant(Token_POS)_sum_domain_specificity_wiki 2.8 
14 VARI variant(token_noPOS)_sum_domain_specificity_wiki 2.7 
15 STAT domain_specificity_wiki 2.5 
16 STAT domain_specificity_news 2.4 
17 VARI variant(token_noPOS)_rel_freq_in_spec_corp 1.5 
18 SHAP nr_tokens 1.5 
19 VARI variant(normalised_noPOS)_rel_freq_in_spec_corp 1.5 
20 VARI variant(lemma_POS)_rel_freq_in_spec_corp 1.4 
21 STAT basic 1.4 
22 LING POS_simple_freq_FUNC 1.4 
23 LING POS_standard_freq_ADP 1.3 
24 SHAP nr_characters 1.3 
25 SHAP nr_non_letters 1.3 
26 VARI variant(Token_noPOS)_rel_freq_in_spec_corp 1.2 
27 STAT llr_news 1.2 
28 FREQ freq(doc)_in_specialised_corpus 1.1 
29 STAT relevance_wiki 0.9 
30 STAT relevance_news 0.9 
HAMLET 
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4.7 Conclusions and Future Research 
In conclusion, in recent years, ATE has evolved beyond the traditional rule-based 
methods of extracting candidate terms based on POS-patterns and filtering them with 
termhood and unithood measures. This explosion of new methods means that a new 
theoretical framework is required to describe each method systematically and with 
enough detail, since the simple distinction between linguistic, statistical, and hybrid 
methods no longer suffices. In this contribution, we propose moving away from a simple 
categorisation, and describing ATE in terms of at least four aspects: candidate term 
selection, algorithm, feature types, and term variation. Moreover, this evolution has 
emphasised the need for large, diverse, and reliable datasets. For this project, the freely 
available ACTER dataset was selected.  
Based on this dataset, the HAMLET Hybrid Adaptable Machine Learning approach to 
Extract Terminology was developed. The diversity of the data allowed the development 
and evaluation of a robust supervised machine learning approach. The system was 
elaborately tested to evaluate the impact of training data, language, domain, types of 
terms and Named Entities. A simple random forest classifier yielded f1-scores up 68%, 
which is promising when considering the difficulty of the dataset and the strictness of 
the evaluation (many low-frequency terms, no restriction on POS, no maximum length, 
only count of full matches). While the methodology is robust and can be used on an 
unseen domain, results vary widely depending on language, domain, available training 
data, and type of annotation. Domain-specific training data can considerably improve 
results, but the amount of training data plays a role as well, and even data from a different 
language can be helpful. The methodology can be adapted to focus on different types of 
terms and/or Named Entities and works especially well for the most specialised (Specific) 
terms. Some of the same difficulties as in traditional ATE remain, such as rare terms, 
multi-word terms, and non-noun terms, the large number of varied features do help 
towards a robust performance.  
This project has inspired many ideas for future research. First and foremost, the goal 
is to consider context by developing a sequential labelling approach. The hypothesis is 
that contextual features might be complementary with the current features and, thus, 
lead to a better performance, especially for those types of terms which are currently still 
problematic. Second, a sequential approach would create the opportunity of 
experimenting with Recurrent Neural Networks, so that these can be compared to a 
feature-rich approach. Finally, the issue of term variation has so far not been addressed 
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Prologue to Part 3 
This third and final part of the dissertation presents sequential approaches to automatic term 
extraction. With all of the new methodologies that followed the rise of machine learning 
approaches to automatic term extraction, a logical next development is that these new 
methodologies will start to diverge from the more traditional approaches. Currently, 
most studies still focus on some version of that original approach, i.e., extracting an initial 
list of unique candidate terms and filtering and sorting that list. In related tasks, such as 
named entity recognition and automatic keyword extraction, it is more common to 
identify the instances in the running text itself. It is likely that research on automatic 
term extraction will also evolve to include such sequential labelling approaches, 
especially with the continued success of neural networks and word embeddings, which 
lend themselves well to such methodologies.  
Very few studies have attempted sequential approaches to automatic term extraction 
so far. The ACTER dataset created the opportunity to explore such methodologies and 
examine whether they are appropriate for the task. Analogous to the previous research 
with HAMLET, the methodologies could be trained and tested on different languages and 
domains for a robust evaluation.  
This part consists of a journal paper, which has been submitted for publication, but has 
not yet been published: 
5. Rigouts Terryn, A., Hoste, V., & Lefever, E. (Submitted to Terminology). Tagging 
Terms in Text: A Supervised Sequential Labelling Approach to Automatic Term 
Extraction. 
As with the other publications, it starts with an overview of related research, focusing on 
machine learning approaches to automatic term extraction in general, and 
methodologies using word embeddings or taking a sequential labelling approach 
specifically. It shows how sequential labelling approaches would be a logical evolution for 
automatic term extraction, but also emphasises some of the associated difficulties.  
Two contrasting sequential approaches are developed: one feature-based conditional 
random fields classifier, one embedding-based recurrent neural network. Again, both are 
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trained and evaluated using the ACTER dataset. While the feature-based approach 
reaches good results overall, it is outperformed by the neural network. The latter is then 
examined in more detail, with an in-depth error analysis and an investigation of the 
results in different languages and domains.  
Interestingly, the feature-based sequential approach, the neural sequential approach, 
and HAMLET all have different strengths and weaknesses. Combining multiple 
methodologies appears to be a promising direction for future research, as even a 
rudimentary simple voting combination of HAMLET and the neural network was shown 
to outperform each of the systems separately.
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Paper 5  
Tagging Terms in Text: A Supervised Sequential 





As with many tasks in natural language processing, automatic term extraction (ATE) is 
increasingly approached as a machine learning problem. So far, most machine learning 
approaches to ATE broadly follow the traditional hybrid methodology, by first extracting 
a list of unique candidate terms, and classifying these candidates based on the predicted 
probability that they are valid terms. However, with the rise of neural networks and word 
embeddings, the next development in ATE might be towards sequential approaches, i.e., 
classifying each occurrence of each token within its original context. To test the validity 
of such approaches for ATE, two sequential methodologies were developed, evaluated, 
and compared: one feature-based conditional random fields classifier and one 
embedding-based recurrent neural network. An additional comparison was added with a 
machine learning interpretation of the traditional approach. All systems were trained 
and evaluated on identical data in multiple languages and domains to identify their 
respective strengths and weaknesses. The sequential methodologies were proven to be 
valid approaches to ATE, and the neural network even outperformed the more traditional 
approach. Interestingly, a combination of multiple approaches can outperform all of 





Automatic term extraction (ATE; sometimes called automatic term recognition or ATR) is 
the task of identifying specialised vocabulary in collections of domain-specific texts. The 
results can either be used directly to facilitate term management for, e.g., terminologists 
and translators, or as a preprocessing step for other tasks within natural language 
processing (NLP), ranging from automatic indexing (Koutropoulou & Efstratios, 2019) to 
aspect-based sentiment analysis (De Clercq et al., 2015). In the former case, ATE is usually 
considered a semi-automatic process that requires human validation, since it is such a 
difficult task that cannot yet be perfectly automated. One of the main difficulties for ATE 
lies in the ambiguous distinction between terms and general language. This is difficult 
even for humans, so capturing the nature of terms in a set of clear rules for the 
automation of the task is extremely challenging.  
The traditional, hybrid approach to ATE, which still reaches state-of-the-art results, 
typically uses linguistic information to extract an initial list of candidate terms (CTs) from 
a specialised corpus, and filters and ranks this list based on statistical metrics. The final 
result will be a list of unique candidate terms with the most likely ones ranked at the top. 
As with most research in NLP, it has become common practice to apply machine learning 
to the problem of ATE. No single feature performs well for ATE in all contexts 
(performance is often highly dependent on domain, corpus size, language, etc.), so there 
is a proven benefit to combining multiple features (see, e.g., Dobrov & Loukachevitch, 
2011). Therefore, while rule-based approaches are far from obsolete, the ability of 
machine learning to effectively combine many features poses a considerable advantage. 
There are many variations in methodologies, but most machine learning approaches to 
ATE have broadly followed the traditional approach, i.e., training a classifier to predict 
whether a given unique candidate term is a valid term or not. However, ATE can also be 
interpreted as a sequential labelling task, where each token in a running text is classified 
as (part of) a term or not. With this strategy, no lists of candidate terms are extracted, and 
instead, each occurrence of each token is classified within its original context. This 
strategy has been employed for related tasks such as Named Entity Recognition (Goyal et 
al., 2018) and automatic keyword recognition (Alami Merrouni et al., 2020), but only 
rarely for ATE.  
The goal of this research was to investigate whether sequential labelling is a promising 
approach for ATE, and to identify its strengths and weaknesses. To do so, two alternative 
sequential methodologies have been developed: a feature-based approach using a 
conditional random fields classifier (CRF), and a neural approach using only embeddings. 
Both are extensively compared and evaluated on the ACTER dataset (Annotated Corpora 
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for Term Extraction Research) (Rigouts Terryn, Hoste, & Lefever, 2020). Scores are 
calculated based on the sequential results, and the sequential labels are also used to 
extract a list of unique candidate terms and calculate f1-scores against the non-sequential 
gold standard. After presenting related research in section 5.2, section 5.3 will offer a 
summary of the dataset and of the conversion of the original annotations to a suitable 
dataset for the classifiers. Section 5.4 is dedicated to the system descriptions of the 
feature-based CRF classifier, the recurrent neural network approach with word 
embeddings, and the machine learning approach to the traditional hybrid methodology. 
In section 5.5, the experimental setup is explained and the results of both sequential 
systems with different configurations are summarised. These results are discussed in 
more detail in section 5.6, investigating the performance in different languages and 
domains and comparing the sequential approaches to the non-sequential approach. 
Additionally, the complementarity of the different methodologies is evaluated. A final 
error analysis of the neural approach with examples is presented in section 5.7, before 
concluding with a summary of the results and ideas for future research. 
5.2 Related Research 
5.2.1 Machine Learning Approaches 
As mentioned, there are many non-machine learning approaches to ATE that still obtain 
state-of-the-art results, such as TermoStat (Drouin, 2003), TExSIS (Macken et al., 2013), 
Termolator (Meyers et al., 2018), and TermSuite (Cram & Daille, 2016). The initial 
linguistic and statistical approaches tend to be combined into a hybrid methodology. A 
typical pipeline would start with the linguistic preprocessing of the corpus, i.e., 
tokenisation, lemmatisation, part-of-speech (POS) tagging, etc. This may also include 
syntactic chunking or parsing. Candidate terms can then be extracted from the text based 
on predefined POS patterns (sometimes also using syntactic information). Many systems 
focus on nominal terms (Kageura & Marshman, 2019), filter out stopwords, apply a 
frequency threshold, and/or restrict the minimum and maximum candidate term length. 
This initial list of candidate terms can then be filtered and sorted with statistical 
termhood and unithood measures (Kageura & Umino, 1996). Termhood indicates how 
relevant a term is to the domain, whereas unithood signifies the cohesion between the 
different tokens of a multi-word term. Usually, one statistical measure is chosen to sort 
the results and only the n (%) highest ranked candidate terms are kept, or only those 
above a certain threshold value. Simple voting strategies can be used to combine multiple 
measures (Vivaldi & Rodríguez, 2001), though this is not common.  
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The rise of machine learning in NLP offered a new way to efficiently combine multiple 
metrics for ATE. The first experiments with (supervised) machine learning for ATE were 
often based on the traditional method and still start with a rule-based approach to extract 
candidate terms based on POS patterns or syntactic information, or by selecting all n-
grams with a maximum length and minimum frequency. The machine learning aspect 
only comes into play during the second step, when features are calculated for the 
extracted candidate terms and an algorithm can learn the optimal combination of 
features from annotated training data, to classify these candidate terms as either terms 
or not terms. Often, the extracted candidate terms can be ranked based on the classifier’s 
predicted probability that they are valid terms, so the results are presented in the same 
format as the original, traditional approach, i.e., a list of candidate terms with the most 
probable true terms at the top. Recently, there have been attempts to step away from this 
candidate term-based approach, in favour of a sequential labelling approach. Rather than 
classifying unique candidate terms that have already been extracted from the text, such 
an approach will label tokens in the text itself. Each token is analysed in its context and 
classified as a potential (part of) a term or not. Accordingly, each occurrence of each token 
is treated separately, as opposed to the traditional approach in which all occurrences of 
a candidate term were grouped and treated as a single instance. Since this project 
concerns machine learning methodologies, the related research will focus on those 
studies specifically. Since studies on sequential approaches to ATE are still very rare, non-
sequential machine learning approaches (classification of candidate terms) will be 
addressed as well. 
5.2.2 Evaluation 
The accepted evaluation metrics for ATE are precision, recall, and f1-score, which 
compare the extracted candidate terms to a predefined list of gold standard terms. They 
are defined as follows: 
precision = 
𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑙𝑦 𝑒𝑥𝑡𝑟𝑎𝑐𝑡𝑒𝑑 𝑡𝑒𝑟𝑚𝑠 (𝑡𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠)
𝑎𝑙𝑙 𝑒𝑥𝑡𝑟𝑎𝑐𝑡𝑒𝑑 𝑐𝑎𝑛𝑑𝑖𝑑𝑎𝑡𝑒 𝑡𝑒𝑟𝑚𝑠 (𝑡𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠+𝑓𝑎𝑙𝑠𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠)
 
recall = 
𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑙𝑦 𝑒𝑥𝑡𝑟𝑎𝑐𝑡𝑒𝑑 𝑡𝑒𝑟𝑚𝑠 (𝑡𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠)
𝑎𝑙𝑙 𝑡𝑒𝑟𝑚𝑠 𝑖𝑛 𝑡ℎ𝑒 𝑐𝑜𝑟𝑝𝑢𝑠 (𝑡𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠+𝑓𝑎𝑙𝑠𝑒 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠)
 




Due to the difficulty and cost of creating completely annotated corpora, recall cannot 
always be calculated and researchers resort to alternatives, such as relative recall 
(Amjadian et al., 2018), average precision (Fedorenko et al., 2013), and precision@rank (Z. 
Zhang, Petrak, et al., 2018). While there are many datasets – which have been annotated 
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to various degrees and with varying accuracy – few have been used for multiple studies, 
except GENIA (Kim et al., 2003) in the domain of biomedicine, and ACL RD-TEC 
(Qasemizadeh & Handschuh, 2014c; Qasemizadeh & Schumann, 2016) in the field of 
computational linguistics. Nevertheless, even when the same scores are calculated on 
these same datasets, the gold standard, and the way the scores are calculated may still 
differ. For instance, there might be restrictions on term length (e.g., between 1 and 5 
tokens (Yuan et al., 2017)) or term frequency (e.g., only candidate terms that occur 10+ 
times (Hätty, Dorna, et al., 2017)), or the calculation of the scores might count partial 
matches as correct (Bay et al., 2020). Therefore, it is nearly impossible to get a fair idea of 
state-of-the-art scores. In answer to this issue, a recent shared task on ATE (Rigouts 
Terryn, Hoste, Drouin, et al., 2020b) allowed participants to develop and fine-tune a 
system based on provided training data, and all submissions were evaluated on the same 
test data. Despite the limited timeframe and number of participating teams (five), the 
results illustrate the difficulty of the task well, with modest f1-scores ranging between 
13.2% and 46.7%. Even with the help of the latest machine techniques, there remains a lot 
of room for improvement in the field of ATE. 
5.2.3 Features 
The use of machine learning allowed researchers to broaden the types of information 
that could be used as clues to find terms. POS patterns and termhood and unithood 
measures are still important but are now often supplemented with other types of 
features. As discussed in previous work (Rigouts Terryn et al., 2021), examples range from 
simple features about the shape of the candidate term, like length and capitalisation, to 
features that rely on external resources, and more complex features based on the use of 
language models and topic models. An especially noteworthy evolution is the use of 
embeddings. For instance, the best scoring system in the TermEval shared task (Hazem et 
al., 2020) contrasts a feature-based approach to a deep neural network using BERT models 
(Devlin et al., 2019), eventually concluding that the latter performs better in English, but 
that results for both approaches are comparable in French.  
When embeddings are used for ATE, these are often pre-trained embeddings, 
potentially fine-tuned during classification. Pre-trained GloVe embeddings1 have been 
used in several studies (Amjadian et al., 2018; Kucza et al., 2018; Z. Zhang, Petrak, et al., 
2018) and word2vec (Mikolov et al., 2013) has been used to train domain-specific 
embeddings, usually with the CBOW and/or skip-gram architectures (Amjadian et al., 
2018; Bay et al., 2020; Wang et al., 2016). Some studies have attempted to combine general 
 
 
1 https://nlp.stanford.edu/projects/glove/  
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embeddings and domain-specific embeddings. The first one (Amjadian et al., 2016, 2016) 
does so for the formerly mentioned English corpus on mathematics with 1.1M+ tokens, 
another (Hätty et al., 2020) on German corpora, which, even after preprocessing and 
removal of all non-content words, still contain at least 0.7M words per domain. Another 
example is a Canadian-English corpus of 1.5M+ tokens on the topic of unwanted 
behaviours from potential employees (Drouin et al., 2020). These examples immediately 
illustrate a first issue with this methodology: they require huge corpora. One of the 
smallest corpora used to train domain-specific embeddings for ATE still counts 368k 
words (Bay et al., 2020), in which case it was used in combination with a statistical 
measure and required a seed set of validated terms, so that new candidate terms would 
only be retained if they were close to one of the validated terms. Another aspect these 
studies have in common is that they only extract single-word terms (unigrams); while it 
is possible to train n-gram-based embeddings, this can become even more 
computationally expensive.  
Despite the required computational power and the need for very large corpora, the 
combination of general and domain-specific embeddings remains a potentially promising 
strategy for ATE. In the English study (Amjadian et al., 2018), the general and domain-
specific vectors are concatenated and used as input for a Multi-Layer Perceptron (MLP). 
The German study (Hätty et al., 2020) goes a step further and tests two (neural) 
approaches to combine both embeddings and map them into the same space. Both 
approaches to combine the two vectors were found to work better than a simple 
concatenation of general and domain-specific vectors, and any strategy using both 
vectors performs better than using either the general or the domain-specific one by itself. 
5.2.4 Sequential Approaches 
In sequential labelling tasks, each token is classified within its original context. This is 
often done with an IOB labelling scheme (e.g., Habibi et al., 2017), where each first token 
of a relevant entity is tagged as B (Beginning), each subsequent token within that entity 
as I (Inside), and tokens that are not part of any relevant entity are tagged as O (Outside). 
Sometimes such labelling is also performed at character-level, i.e., classifying each 
subsequent character, instead of token (e.g., Kucza et al., 2018). This IOB labelling scheme 
does not always allow for the encoding of nested annotations. For instance, suppose the 
sequence a supervised machine learning approach contains two terms which need to be 
encoded: supervised machine learning and machine learning; then the IOB labels could be a[O] 
supervised[B] machine[B] learning[I] approach[O], but that could be interpreted as the 
annotations of supervised and machine learning, not of supervised machine learning. 
Therefore, sometimes the B label is only used for the beginning of nested entities (not the 
beginning of annotations following an O label). In that case, the sequence could be tagged 
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as a[O] supervised[I] machine[B] learning[I] approach[O], which would allow the correct 
extraction off both terms. Nevertheless, this does not always suffice (see example in 
Figure 23), so there are more complex annotation schemes as well. Instead of an IOB 
scheme, some use BILOU (Kucza et al., 2018), which has separate tags for tokens that form 
a single-word term by themselves (U for Unit) and the last token of a multi-word term (L 
for Last). Alternatively, a BIESO scheme can be used, which is also called IOBES sometimes 
(Rokas et al., 2020), where B = beginning, I = Inside, E = End, S = Single, O = Other. Despite 
the added labels, this still does not allow the detection of all complex nested annotations. 
Consider, for instance, the example in Figure 23. Even the nested annotation of heart in 
heart failure is problematic with IOB labels. Therefore, a common approach is to only 
annotate the longest possible sequence (Kucza et al., 2018). In the example, this would 
mean only annotating heart failure with preserved ejection fraction and HFpEF with sequential 
labels. The nested annotations (heart, heart failure, preserved ejection fraction, ejection 
fraction) might then only be found if they occur separately elsewhere in the corpus, not 
nested in other annotations.  
 
 
Figure 23 example of complex recursive (nested) annotation in BRAT interface 
 
In related tasks, such as biomedical NER, sequential labelling approaches are relatively 
common. For instance, Habibi et al. (2017) show how a generic deep learning method with 
word2vec word embeddings (Mikolov et al., 2013) is often able to outperform state-of-
the-art methods. They use an LSTM-CRF architecture for this purpose (Long Short-Term 
Memory network - Conditional Random Field). For ATE, sequential methodologies are still 
very rare. The first (to the best of their, and our knowledge) to employ a sequential 
labelling approach in the context of ATE are Kucza at al. (2018). The reported scores are 
macro averaged precision, recall, and f1-scores for all five labels (no list of candidate 
terms is extracted). They compare recurrent neural networks (RNNs): LSTMs versus GRUs 
(gated recurrent units), using both pre-trained word embeddings and character 
embeddings (both end-to-end trained and pre-trained), and train and test their models 
on the GENIA and ACL RD-TEC corpora. Some important findings were that preprocessing 
data (lowercasing and removing punctuation) lead to slightly worse performance, and 
that scores were drastically reduced for out-of-domain testing (training on GENIA and 
testing on ACL RD-TEC or the reverse) compared to training and testing within the same 
corpus. The top macro-averaged f1-score for in-domain testing was 86.89%, versus only 
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48% for out-of-domain testing, in which case character embeddings outperform word 
embeddings. Another attempt at sequential labelling for ATE was performed for the Irish 
language, using the IOB labelling scheme and reporting scores per label (McCrae & Doyle, 
2019), and one for Lithuanian cybersecurity terms with FastText and BERT embeddings 
(Rokas et al., 2020). In conclusion, sequential labelling seems to be a viable option for ATE, 
but it has not really been compared to the traditional approach yet and requires a lot 
more research. By comparison, word embeddings have been more extensively researched 
in this context but can also benefit from more comparative research with feature-based 
methods.  
The current project attempts to contribute by contrasting and evaluating two types of 
sequential approaches: one feature-based, one neural with embeddings. Additionally, 
these are compared to the traditional approach, using a machine learning architecture 
with similar features as the sequential feature-based approach. All experiments are 
performed with the same dataset, which covers multiple domains and languages for a 
more robust evaluation. An in-depth error analysis is performed to identify the strengths 
and weaknesses of the approaches. This research demonstrates how sequential machine 
learning methodologies are valid approaches to ATE, which might be able to push the 
state-of-the-art. 
5.3 Data 
The ACTER 1.4 dataset (Rigouts Terryn, Hoste, & Lefever, 2020) contains three annotated 
comparable corpora and one parallel corpus in three languages (English, French, and 
Dutch), and four domains (corruption (corp), equitation - dressage (equi), heart failure 
(htfl), and wind energy (wind)). The original annotations were made with the BRAT rapid 
annotation tool (Stenetorp et al., 2011) (see also screenshot in Figure 23) with four labels: 
Specific Terms, Common Terms, Out-of-Domain Terms, and Named Entities, which were 
defined based on their domain-specificity (how relevant is the term to the domain) and 
lexicon-specificity (how much expertise is required to know the term). More information 
on these categories can be found in the original paper or the annotation guidelines2. For 
the current project, a binary definition is needed (term vs. not term), so unless specifically 
mentioned otherwise, annotations of all four labels are considered terms, i.e., positive 
instances. In total, the dataset counts 681,463 tokens (50,845 to 64,990 per corpus). 
 
 
2 http://hdl.handle.net/1854/LU-8503113 or appendix 
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The BRAT annotations result in a separate file per text, with one annotation per line, 
identified by the indices of the first and last character of that annotation (top left box in 
Figure 24). To create a sequentially labelled dataset at token-level, rather than at 
character-level, the original annotations were mapped to tokens, based on the 
tokenisation from LeTs Preprocess (van de Kauter et al., 2013). Aligning the character-
level annotations to tokens was relatively straightforward in most cases, especially since 
discontinuous terms (split terms, see annotation guidelines) were excluded from the 
dataset. However, there were two scenarios that were not quite as simple. The first 
concerns annotations that begin or end within a token, so that only a part of that token 
is annotated. While the annotation guidelines specify that, generally, annotations should 
not be made within tokens, this is allowed for complex terms separated by a dash (e.g., 
angiotensin-receptor blocker, where angiotensin is annotated as a term). In cases where this 
led to only part of a token being included in any annotation, it was decided to consider 
the entire token as a valid part of a term, so it would get an I or B labelling. However, such 
cases are rare, since such annotations were often nested within longer annotations 
anyway, as in the example cited above. 
The second difficulty concerns tokens that are part of discontinuous annotations, for 
instance in the case of ellipses (e.g., left and right ventricle, in which the token left is 
annotated as part of a term but is not a term by itself; see also the example in Figure 24). 
The discontinuous term itself (left ventricle) would not be included in the gold standard 
(unless it occurred somewhere else without interruptions), since none of the 
methodologies in the current project are equipped to deal with such split terms yet. 
However, for a sequential methodology, it was deemed most logical to still tag these parts 
of terms as positive instances, since they are (at least partially) terminological. Therefore, 
in the example of left and right ventricle, the token left would be tagged as a positive 
instance.  
Deciding to tag tokens that are only partially annotated, and tokens that are part of 
discontinuous annotations as positive instances in the gold standard was most logical in 
a sequential setup, but not in the traditional methodology for ATE. In such a traditional 
approach, (candidate) terms are presented as a list of unique instances, so it would not be 
desirable to include such partially correct annotations. Therefore, the original gold 
standard for the traditional approach (top right box in Figure 24), and the gold standard 
data used for the sequential approach (bottom left box in Figure 24), are not only 





Figure 24 schematic of how the data, originally annotated in BRAT (middle screenshot), was 
converted into the different Gold Standards (GS) 
 
Capturing all complex nested annotations with a simple sequential annotation scheme is 
impossible. Therefore, the commonly used IOB scheme was applied to encode only the 
longest possible sequences of annotations, without considering any nested annotations. 
The first token of a sequence was tagged as B and all subsequent tokens within the 
annotation were tagged as I (even if they were the beginning of a nested annotation). 
While IOB labels are common practice, it was hypothesised that a simple binary scheme, 
where B and I labels are combined (IO instead of IOB), could also be interesting. The 
bottom left box in Figure 24 shows an example with both tagging schemes. When two 
terms are not separated by a non-terminological token, the IO scheme cannot represent 
these annotations as accurately as the IOB scheme. For instance, the phrase novel 
intracellular antiadrenergic therapeutic strategy contains three annotations of single-word 
terms: intracellular and antiadrenergic are Specific Terms and therapeutic is a Common 
Term. There are no annotations for any multi-word terms since these terms do not form 
a cohesive unit. Therefore, the IOB labels would be novel[O] intracellular[B] antiadrenergic[B] 
therapeutic[B] strategy[O] and the three single-word terms could be correctly derived from 
these labels. With the IO scheme, the annotation would be novel[O] intracellular[I] 
antiadrenergic[I] therapeutic[I] strategy[O] and the three consecutive I labels would be 
interpreted as one multi-word term (intracellular antiadrenergic therapeutic) because there 
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are no tokens labelled with O to separate the individual annotations. Nevertheless, a 
binary classification task is usually easier to model, which might compensate for the 
potential loss in accuracy. 
Since one of the goals of this project is to contrast traditional (non-sequential) to 
sequential ATE, the data also had to be compared somehow. Therefore, sequentially 
labelled data was converted to lists of unique instances, so that both the gold standards 
and the results of sequential approaches could be compared more thoroughly to those of 
the traditional, non-sequential approach. An example is the transformation of the 
sequential gold standard data in the bottom left box in Figure 24 to a list of unique gold 
standard terms in the bottom right box of Figure 24. As discussed, there will be three 
differences when comparing the traditional gold standard (top right box in Figure 24) to 
a gold standard in the same format extracted from the sequential data (bottom right box 
in Figure 24): (1) annotations that only ever occur nested within other annotations will 
not be included in the gold standard based on sequential data, (2) annotations of tokens 
that are only partially annotated will not be included in the traditional gold standard, and 
(3) tokens that are only tagged as part of a discontinuous (split) term will not be included 
in the traditional gold standard either. To discover how well the IOB and IO labelled data 
align with the traditional, non-sequential gold standard, and how much accuracy is lost 
between the IOB and IO approaches, the IOB and IO gold standards based on the 
sequentially labelled data were evaluated compared to the original list of standard terms, 
used for more traditional (non-sequential) ATE. Lower scores in this comparison are not 
necessarily bad, since both approaches have a different purpose, i.e., presenting a list of 
unique terms versus indicating all terms in a running text. Therefore, differences are to 
be expected and do not mean one approach or dataset is worse than the other. 
Nevertheless, it is important to be aware of the differences and such a comparison is a 
practical way to find them. 
The results of this comparison can be seen in Table 24. Extracting all terms from the 
IOB labelled gold standard (to obtain a list of unique terms) and evaluating these against 
the traditional gold standard results in an average f1-score of 93.4%; for the IO gold 
standard, the f1-score drops to 85.1%. This is a considerable difference, so the results of 
further experiments will have to determine whether this drop in potential accuracy with 
the IO approach can be compensated by the comparatively easier setup for the 
classification task (binary vs. multiclass classification). The difference between the 
various corpora is relatively limited, especially for the IOB approach. The biggest 
differences can be seen for the IO approach with the dressage corpora. Apparently, 
corpora in this domain contain more annotations that are not separated by non-
terminological tokens (labelled as O). Upon closer inspection, this is due to the presence 
of more verb terms in this corpus. For instance, in a sentence like the rider collects the horse 
before the horse transitions into a canter, horse and rider are annotated as Common Terms, 
and collects and transitions are specific Terms. Since both combinations of two single-word 
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terms (rider collects and horse transitions) are not separated other tokens, they cannot be 
accurately extracted with the IO scheme and will lead to a decrease in both precision and 
recall. Such cases lead to a relatively low f1-score of the IO gold standard compared to the 
traditional gold standard for the dressage corpora.  
 
Table 24 comparison of gold standards (GS): the GS extracted from the sequentially labelled 
data, versus the traditional (non-sequential) gold standard, with scores (as 
percentages) per corpus 
corpus IOB GS vs. traditional GS IO GS vs. traditional GS 
language domain p r f1 p r f1 
English corruption 97.2 93.3 95.2 83.5 88.8 86.1 
 dressage 93.9 90.1 92.0 74.4 84.3 79.1 
 heart failure 89.7 93.3 91.4 75.4 87.2 80.9 
 wind energy 95.8 91.8 93.7 84.7 86.7 85.7 
French corruption 97.3 91.7 94.4 93.5 89.7 91.6 
 dressage 95.3 91.8 93.6 85.2 88.9 87.0 
 heart failure 95.9 91.6 93.7 87.5 87.4 87.5 
 wind energy 93.3 92.9 93.1 84.3 88.5 86.4 
Dutch corruption 88.9 93.9 91.3 84.6 91.6 88.0 
 dressage 94.0 94.9 94.5 70.8 86.2 77.8 
 heart failure 90.9 95.4 93.1 81.5 91.0 86.0 
 wind energy 94.9 94.5 94.7 84.6 86.0 85.3 
Averages 93.9 92.9 93.4 82.5 88.0 85.1 
 
In the experiments in the remainder of this project, whenever the output of sequential 
systems is evaluated against the traditional gold standard, the scores reported in Table 24 
should be considered the upper bounds. However, some mistakes of a sequential classifier 
compared to the sequential gold standard, might actually improve results compared to 
the traditional gold standard. For instance, in the example cited above (the rider collects 
the horse before the horse transitions into a canter), it was explained how the gold standard IO 
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labels would result in two wrong terms compared to the traditional gold standard (rider 
collects and horse transitions), and no correct terms (so 0% precision and recall for this 
sentence). If the classifier would only tag one of each of the two consecutive terms, it 
could reach a recall of 50% and a precision of 100% for the sentence. So, the reported 
scores can be used as an indication of the upper bounds of scores in the sense that a 
sequential classifier with a perfect performance will not obtain better scores, but there 
are possible scenarios in which a worse sequential performance leads to a better 
performance compared to the non-sequential gold standard.. 
A final note on the dataset is that, beyond tokenisation, no changes were made to the 
original data, and no normalisation was performed. The characteristics of terms are so 
diverse that almost any filter risks changing or removing a term. For instance, function 
words and special characters were not filtered out since they occur in terms like quality 
of life and β-blocker. Capitalisation was also maintained in the sequential dataset and/or 
used as a feature in the different systems, but whenever gold standard terms or candidate 
terms are presented as lists of unique instances, all data is lowercased. In that format, 
(candidate) terms which are identical apart from their capitalisation are combined into a 
single instance3. 
5.4 System Description 
5.4.1 CRFSuite Feature-based Sequential ATE 
The feature-based sequential system uses CRFSuite (Okazaki, 2007), an implementation of 
CRFs for Python, to apply a linear-chain CRF with Adaptive Regularisation Of Weight 
Vector (AROW) (Crammer et al., 2009). CRFSuite’s standard settings were used and the 
variance and gamma hyperparameters were optimised through grid search with 10-fold 
cross-validation on the training set. The optimisation was based on macro-averaged f1-
scores for all labels. Since the goal was not only to compare this feature-based method to 
another embedding-based sequential method, but also to a traditional (non-sequential) 
machine learning approach to ATE, the features were largely based on the ones used in 
the latter (HAMLET) (Rigouts Terryn et al., 2021). The main difference is the inclusion of 
contextual and string-based features. All texts are linguistically preprocessed with LeTs 
Preprocess (tokenisation, lemmatisation, POS-tagging, chunking, and named entity 
 
 
3 Note that this is slightly different from the approach taken in the previous paper on the HAMLET methodology, 
where (candidate) terms were not only lowercased, but also accompanied by their (simple) POS tags. 
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recognition) (van de Kauter et al., 2013), and all language-dependent POS tags are mapped 
to a shared set of 26 tags (Rigouts Terryn et al., 2021) based on Universal Dependencies 
(Petrov et al., 2012). These 26 tags (standard POS) were also mapped to a more coarse-
grained set of 8 tags (simple POS). The reference corpora, used for frequency-based and 
statistical features, are Wikipedia dumps in all languages and newspaper reference 
corpora, all limited to 10M tokens. The news corpora were News on Web for English 
(Davies, 2017), the Gigaword corpus for French (Graff et al., 2011), and news-related 
subcorpora of openSONAR for Dutch (Oostdijk et al., 2013). Statistical features that 
require a reference corpus are all calculated twice, compared to both types of reference 
corpora. 
Some of the features only pertain to the token itself, whereas other features look at all 
occurrences of that token in the corpus. In most cases, only tokens with the same full 
form and capitalisation are combined (regardless of POS), but a few features consider five 
other variations of the token: (1) same lowercased full form, (2) same normalised form, 
(3) same full form and simple POS, (4) same lowercased full form and POS, (5) same 
lowercased lemma and POS. All statistical features are explained in the work of 
Astrakhantsev at al. (2015), except for Vintar’s termhood measure, which can be found in 
her own work (Vintar, 2010). As can be seen in Table 25, there are 100 features in total, 
split into seven categories.  
 
Table 25 features (fts.) for CRFSuite feature-based system for sequential ATE, split into 
seven categories 
Category Feature Description # fts. 
token token itself  1 
context previous and next 3 tokens  6 
 simple POS tag of previous and next 3 tokens 6 
 standard POS tag of previous and next 3 tokens 6 
 NER tag of previous and next 3 tokens 6 
 chunking information from previous and next 3 tokens 6 
 CT occurs before, after, between, or nowhere near brackets 4 
linguistic simple POS 1 
 standard POS 1 
 NER information 2 
 chunking information 2 
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Category Feature Description # fts. 
 # possible POS tags (simple & standard) for all occurrences of 
token 
2 
 probability of current POS tag (simple & standard) for token 2 
 token is in stopword list  1 
shape alphanumeric characteristics of token 1 
 capitalisation of token 1 
 # capitalisation options for all occurrences of token and 
probabilities 
5 
 # characters, digits, and special characters in token 3 
 prefix and suffix (first and last 3 characters) of token 2 
 suffix of lemmatised form of token 1 
frequency frequency and document frequency in domain-specific 
corpus 
2 
 frequency and document frequency in reference corpora 4 
statistical domain pertinence vs. reference corpora 2 
 domain relevance vs. reference corpora 2 
 domain specificity vs. reference corpora 2 
 log-likelihood ratio vs. reference corpora 2 
 relevance vs. reference corpora 2 
 TF-IDF 1 
 Vintar’s termhood measure vs. reference corpora 2 
 Weirdness vs. reference corpora 2 
variation 5 variants of token 5 
 domain specificity vs. Wikipedia corpus for all variants 5 
 Vintar’s termhood measure vs. news corpus for all variants 5 




5.4.2 FlairNLP Neural, Embedding-based Sequential ATE 
The neural approach was implemented using the FlairNLP framework (Akbik et al., 2019), 
an open source library for sequential NLP tasks in Python. It allows a straightforward 
implementation of a Recurrent Neural Network (RNN) for sequential labelling tasks in 
NLP, using the embeddings offered through PyTorch (Paszke et al., 2019). We use the 
standard biLSTM-CRF architecture, with a single hidden layer of size 512 and the AdamW 
optimiser (Kingma & Ba, 2015) with weight decay regularisation from Loshchilov & Hutter 
(2019). The ACTER corpora are very small (51k-65k tokens per corpus), and the goal, for 
now, is not to build the best possible model, but rather to compare different approaches 
and identify the strengths and weaknesses of these methodologies more generally. 
Therefore, only PyTorch’s pre-trained embeddings (on large, general corpora) were used, 
and no domain-specific embeddings are trained. To enable fair comparisons across 
languages, comparable embeddings had to be available for each of the three languages in 
the corpus. This excluded GloVe (Pennington et al., 2014) or ELMo embeddings (Peters et 
al., 2018) for instance. The three types of embeddings that were used all incorporate even 
subword or character-level information, which is thought to be helpful for tasks that 
include a lot of rare words (which is likely the case in our specialised, domain-specific 
corpora).  
Multiple embeddings were tested, starting with the Flair embeddings, since we worked 
with the FlairNLP framework. These “contextual string embeddings” (Akbik et al., 2018, 
p. 1638) are obtained with a neural, character-based language model and can incorporate 
both previous and next context by stacking the “backward” and “forward” embeddings 
in the FlairNLP framework, that is designed to easily combine (stack) embeddings. They 
achieved state-of-the-art results in sequence labelling for named entity recognition, 
which made them a promising first choice for ATE. The pre-trained embedding are 
trained on a 1 billion word newspaper corpus (for English embeddings), French Wikipedia 
(for French embeddings), the Dutch texts of the Wikipedia OPUS corpus (Wołk & Marasek, 
2014) (for Dutch embeddings), and the JW300 corpus, a “parallel corpus of over 300 
languages with around 100 thousand parallel sentences per language pair on average” 
(Agić & Vulić, 2019, p. 3204) for the multilingual embeddings. 
FastText embeddings (Bojanowski et al., 2016) were chosen as the next logical option 
of popular and often successful embeddings that are available for all languages in the 
project and that also incorporate subword information. We used the embeddings that are 
pre-trained on Common Crawl4 data (for all languages). 
Finally, the hugely successful transformer-based architectures are supported in 
FlairNLP as well, through HuggingFace (T. Wolf et al., 2020), so BERT embeddings (Devlin 
 
 
4 https://commoncrawl.org  
D-TERMINE 
184 
et al., 2019) could be tested as well. For English, “bert-base-cased”5 was used, for French 
CamemBERT (Martin et al., 2020), and for Dutch BERTje (de Vries et al., 2019). Both Flair 
and BERT models were available as multilingual embeddings too, so these were included 
in the evaluation as well. BERT multilingual embeddings are trained on monolingual 
Wikipedia corpora in the top 104 languages on Wikipedia, without any markers to 
indicate the difference between the languages. They are shown to generalise well cross-
lingually, especially between similar languages (Pires et al., 2019).  
5.4.3 HAMLET Machine Learning Approach to Traditional Hybrid ATE 
The HAMLET system (Rigouts Terryn, Drouin, et al., 2019; Rigouts Terryn et al., 2021) is 
not the focus of this research, but it is used for comparison. It is a machine learning 
approach to ATE, also based on the ACTER corpus and with features similar to those of 
the CRFSuite feature-based approach, but according to the traditional approach to ATE 
(see Paper 4: HAMLET: Hybrid Adaptable Machine Learning approach to Extract 
Terminology and the appendix for all HAMLET features). Candidate terms are first 
extracted based on the POS patterns found in the annotated training data, and features 
are calculated to classify each candidate term as either a term or not, with a confidence 
score, using a Random Forest Classifier (RFC) in Scikit Learn (Pedregosa et al., 2011). It 
reaches state-of-the-art results, usually with higher recall than precision. Whenever 
HAMLET is compared to the sequential approaches, they are trained an evaluated on the 
exact same corpora. 
5.5 Experiments and Results 
5.5.1 Experimental Setup 
Despite the proven benefit of domain-specific training data, real-life applications will 
rarely have access to large, domain-specific, annotated datasets. Therefore, the strictest, 
but most realistic setting was chosen for the experiments: training on out-of-domain data 
and testing on a separate, unseen corpus in a different domain. For instance, when results 
are reported on the English heart failure corpus, the system has been trained on the three 
other English corpora (corruption, dressage, and wind energy). This means that the 
 
 
5 See https://huggingface.co/transformers/pretrained_models.html 
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system was not able to learn from any domain-specific data. Per corpus, each experiment 
was repeated three times with identical data and settings, so results could be averaged 
over these three trials and provide an indication of standard deviation.  
For sequential ATE, no consensus has been reached yet about the most appropriate 
metrics. A first option would be to use micro-averaged f1-scores of all labels, which, for a 
task like this, where each instance is given one label, would be the same as accuracy. 
Micro-averaging scores of multiple labels means that the average scores per label are 
multiplied by the number of instances that were assigned this label, before adding them 
and dividing them by the total number of instances in the dataset. In other words, micro-
averaging scores over multiple labels considers how many instances each label covers. 
Conversely, macro-averaging scores of multiple labels would assign equal weights to all 
labels, regardless of how often each label is used. Using micro-averaged f1-scores of all 
labels for the current sequential ATE task would assign a disproportionate weight to the 
negative instances (O labels), which, on average, constitute around 81% of all tokens. 
Therefore, a classifier that predicts O for all tokens would reach a micro-averaged f1-score 
of 81%, despite not having detected a single term. Macro-averaging would be fairer 
because it would consider all labels equally, but for ATE, we are mostly interested in the 
scores of the positive labels. Consequently, it was decided to consider only the f1-scores 
of the positive labels (B and I). This strategy would also more closely resemble the 
reasoning behind the evaluation metrics for traditional ATE (see section 5.2.2). In the case 
of the IO scheme, there is only a single positive label, so its f1-score did not need to be 
averaged. For the IOB data there are two positive labels that do not occur in equal 
proportions (13% B, and 6% I labels on average). Since these proportions are different, the 
micro-averaged f1-scores were calculated, i.e., considering the number of instances in 
each class before averaging. 
Additionally, to allow comparison with traditional ATE and the traditional gold 
standard (see Figure 24), traditional precision, recall, and f1-scores were also calculated 
by extracting lists of unique candidate terms based on the assigned IO(B) labels and 
comparing those against the traditional, non-sequential gold standard. It should be 
emphasised that, as explained in section 5.3, this puts the sequential approaches at a 
disadvantage, since the sequential gold standard data does not align perfectly with the 
traditional gold standard. Therefore, even if a sequential classifier got a micro-averaged 
f1-score of the positive sequential labels of 100%, the f1-score compared to the traditional 
gold standard would not be perfect (see also Table 24).  
5.5.2 CRF Results 
The obtained scores, averaged over all corpora, are presented in Table 26 (sequential 
scores) and Table 27 (scores compared to traditional, non-sequential gold standard to 
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allow comparison to traditional methodologies, see Figure 24). Clearly, the two types of 
scores are very different: micro-averaged f1-scores for the positive labels in the 
sequential data are considerably better than f1-scores compared to the traditional gold 
standard. Conversely, f1-scores for the positive labels are much lower than, for instance, 
micro-averaged f1-scores for all labels (accuracy), which would be 83.0% and 85.1% for 
IOB and IO respectively (not shown in table).  
 
Table 26 sequential scores (as percentages), micro-averaged over the positive label(s) for 
IOB and IO CRFSuite systems, averaged over all corpora; standard deviation is 
calculated over three trials per corpus 
sequential scores, micro-averaged over positive label(s) 
 p r f1 σ of f1 
IOB 52.7 43.6 46.0 4.9 
IO 66.4 53.9 57.0 5.7 
 
Table 27 scores (as percentages) compared to the traditional (non-sequential) gold 
standard for IOB and IO CRFSuite systems, averaged over all corpora; standard 
deviation is calculated over three trials per corpus 
scores compared to traditional, non-sequential gold standard 
 p r f1 σ of f1 
IOB 33.9 35.9 33.9 7.7 
IO 33.8 36.5 33.6 7.3 
 
Considering the difficulty of the task, these scores are promising, but they leave much 
room for improvement. Scores for the IOB versus the IO system show the expected 
pattern: the binary (IO) approach reaches higher f1-scores on the sequential data than 
the IOB approach, but the f1-scores compared to the traditional gold standard are almost 
identical. This supports our hypothesis that, while the binary approach is a less accurate 
representation of terms in sequential data (see Table 24), this is at least partially 
compensated by the increased performance of the sequential classifier on the binary (IO) 
versus multi-label (IOB) task: in most (though not all) cases, sequential f1-scores are 
better for IO labelled data, but non-sequential, traditional f1-scores are similar for IO and 
IOB labelled data. This observation applies to other experiments with the neural classifier 
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as well. A final observation concerning these experiments with the CRF classifier is the 
large average standard deviation. The positive labels (I & B) represent less than 20% of all 
tokens, so relatively small differences in the results overall can lead to much larger 
disagreement in the scores. Average standard deviation for accuracy (of all labels) is 
considerably lower at 3.3% and 3.6%.  
5.5.3 RNN Results 
Table 28 sequential scores (as percentages), micro-averaged over the positive label(s) for 
RNN systems with different monolingual and multilingual embeddings, averaged 
over all corpora; standard deviation is calculated over three trials per corpus 
sequential scores, micro-averaged over positive label(s) 
   p r f1 σ of f1 
monolingual 
embeddings 
fast-Text IOB 60.8 12.9 18.9 7.4 
IO 69.2 23.4 32.0 10.1 
Flair IOB 66.2 42.0 48.3 4.3 
IO 74.8 52.3 58.4 3.0 
BERT IOB 73.3 44.2 52.4 2.6 
IO 80.5 50.4 58.8 2.9 
Flair + BERT IO 78.7 50.0 59.7 3.9 
multilingual 
embeddings 
Flair IOB 63.5 44.3 51.5 3.0 
IO 71.8 52.5 58.1 2.8 
BERT IOB 74.9 66.2 69.4 0.8 
IO 81.3 71.4 75.2 0.9 




Table 29 scores (as percentages) compared to the traditional (non-sequential) gold 
standard for RNN systems with different monolingual and multilingual 
embeddings, averaged over all corpora; standard deviation is calculated over 
three trials per corpus 
scores compared to traditional, non-sequential gold standard 
   p r f1 σ of f1 
monolingual 
embeddings 
fast-Text IOB 41.3 15.0 19.0 6.3 
IO 37.1 21.6 24.4 6.5 
Flair IOB 43.2 45.4 42.1 2.4 
IO 41.6 47.6 42.3 1.4 
BERT IOB 51.7 48.0 47.1 1.6 
IO 49.4 47.8 45.8 1.6 
Flair + BERT IO 43.7 38.4 39.6 1.2 
multilingual 
embeddings 
Flair IOB 40.4 48.4 42.6 1.1 
IO 38.1 47.4 40.8 1.3 
BERT IOB 74.9 66.2 69.4 0.8 
IO 81.3 71.4 75.2 0.9 
Flair + BERT IO 81.0 71.1 74.9 0.9 
 
As mentioned, the neural approach is tested with three types of embeddings: Flair, 
FastText, and BERT embeddings. For the latter two, both monolingual and multilingual 
embeddings are examined. The multilingual models are trained on all corpora, except the 
test corpus itself. This means domain-specific data is included, but only in different 
languages. Furthermore, the Flair framework allows users to stack different embeddings, 
and the creators state that Flair embeddings might perform best when combined with 
others. Consequently, additional systems were trained with stacked Flair+BERT 
embeddings. The results are shown in Table 28 (sequential scores) and Table 29 (scores 
compared to traditional, non-sequential gold standard to allow comparison to traditional 
methodologies, see Figure 24). These are the same metrics as for the CRFSuite model.  
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Table 28 and Table 29 reveal that results vary not only for different types of 
embeddings, but also depending on the evaluation metric. For instance, the monolingual 
stacked Flair+BERT embeddings reach the highest micro-averaged f1-score for positive 
labels, but the f1-score compared to the traditional gold standard is lower than for all but 
the FastText models. Likewise, the relation between the IO and IOB labels is not 
straightforward: the IO models invariable get higher f1-scores on the sequential data, but 
this fluctuates for the traditional f1-scores. Therefore, the intended purpose is a big factor 
in deciding which model is best suited for a project. For the sequential scores, precision 
is always higher than recall, especially for the FastText models, which reach very low 
recall. For all but the FastText models, standard deviation is considerably lower than for 
the feature-based models, especially for the (multilingual) BERT models. Results for the 
models that stack the best two types of embeddings (BERT and Flair embeddings) are not 
(much) better than the others, despite the increased computational cost. The multilingual 
stacked models do not outperform the multilingual BERT model by itself. 
Concerning the monolingual and multilingual models, not just the models are different 
between these experiments, but also the training data. Therefore, further experiments 
were performed to test the impact of that training data with BERT embeddings. Three 
additional experiments were performed with the multilingual BERT embeddings (only on 
IO labelled data). First, the model was trained on the same data as the monolingual 
systems (three out-of-domain corpora in the same language as the test corpus). Next, to 
test the impact of the amount of training data, it was trained on all nine out-of-domain 
corpora in all languages, excluding the two domain-specific corpora in the other 
languages. Finally, to test the impact of in-domain training data, it was trained on only 
the two in-domain corpora in the other languages. The results are reported in Table 30 
and Table 31.  
As expected, performance with multilingual BERT embeddings is similar to that with 
monolingual BERT embeddings when both are provided with the same training data 
(second rows in Table 30 and Table 31). The final system (last row), trained only on in-
domain data in other languages than the test corpus, performs marginally better than the 
system trained on all available data. While the difference is small and only applies to 
sequential scores, it is remarkable since the best-performing system only has access to 
two training corpora, which are a subset of the training data of the original multilingual 
system. This emphasises the importance of in-domain training data. By comparison, the 
amount of (out-of-domain) training data has much less impact. Comparing the second 
and third rows of results shows that adding six out-of-domain training corpora in other 




Table 30 sequential scores (as percentages), micro-averaged over the positive I label for 
RNN systems using multilingual BERT embeddings and IO labelled data, with 
different training data; results averaged over all corpora, standard deviation 
calculated over three trials per corpus 
training data includes sequential scores 
OOD data in 
same 
language 








corpora p r f1 σ of f1 
Yes Yes Yes 11 81.3 71.4 75.2 0.9 
Yes No No 3 79.5 50.4 59.1 3.2 
Yes Yes No 9 80.8 50.8 59.7 2.6 
No No Yes 2 79.1 74.8 76.6 1.3 
 
Table 31 scores (as percentages) compared to the traditional (non-sequential) gold 
standard (GS) for RNN systems using multilingual BERT embeddings and IO 
labelled data, with different training data; results averaged over all corpora, 
standard deviation calculated over three trials per corpus 
training data includes scores vs. traditional GS 
OOD data in 
same 
language 








corpora p r f1 σ of f1 
Yes Yes Yes 11 47.7 61.3 52.7 0.7 
Yes No No 3 46.5 47.6 45.1 1.6 
Yes Yes No 9 49.1 47.8 45.9 1.4 
No No Yes 2 41.8 60.9 49.3 1.0 
 
In conclusion, BERT embeddings outperform both FastText and Flair embeddings for 
this task and stacking BERT and Flair embeddings does not lead to enough of an 
improvement to justify the added computational cost. The (multilingual) models clearly 
benefit from in-domain training data, even when it is in other languages. However, since 
the goal of this project is to approximate a realistic setting where in-domain training data 
is unlikely to be available, further experiments will use only monolingual BERT 
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embeddings, where the classifier is trained on three out-of-domain corpora in the same 
language as the test corpus. This also improves comparability with the results of the 
feature-based CRF model, which is not designed to use multilingual data. 
5.6 Analysis and Discussion of Results 
5.6.1 Choice of Experiments and Motivation 
So far, the reported scores were averaged over three trials per corpus (for which standard 
deviation was also calculated), and once again averaged over all corpora. Since it is not 
feasible to perform an in-depth analysis for all possible models and methodologies, a 
selection needed to be made. Instead of working with averages, only the best of three 
trials per corpus will be used, so that the actual output can be examined. Additionally, all 
analyses will continue with the RNNs, and the feature-based models will not be discussed 
in more detail for now. While both approaches reach comparable scores on the sequential 
data, the feature-based results are less stable (larger standard deviation), and scores 
compared to the traditional gold standard are better for the RNN. As discussed, the RNN 
will use monolingual BERT word embeddings, and will be trained on three out-of-domain 
corpora and evaluated on a held-out test corpus. To avoid double results for IOB and IO 
labelled data, only the latter was used for further experiments. For the current RNN with 
monolingual BERT embeddings specifically, the binary IO approach reaches slightly 
higher scores and the difference between the output of the IO and IOB systems is very 
small. On 97% of all tokens, the IO and IOB systems agree on either a positive (I or B) or 
negative label (O). In conclusion, all further experiments concern the best results out of 
three trials, per corpus, for an RNN with monolingual BERT embeddings, trained and 
evaluated on IO labelled data. 
5.6.2 Results per Corpus 
The results on each corpus for the RNN are reported in Table 32 and Table 33. The scores 
of HAMLET (Rigouts Terryn et al., 2021) on the same data are included in Table 33 as well 
and will be examined in more detail in section 5.6.3. As explained, these scores are slightly 
higher than in the previous tables because the previous tables reported on the averages 





Table 32 sequential scores (as percentages), micro-averaged over the positive I label per 
corpus for the RNN with BERT embeddings on IO labelled data 
corpus sequential scores 
language domain p r f1 
English corruption 81.1 43.1 56.3 
 dressage 84.2 62.5 71.8 
 heart failure 85.9 70.3 77.3 
 wind energy 75.2 80.2 77.6 
French corruption 85.0 29.1 43.4 
 dressage 81.0 39.3 52.9 
 heart failure 90.8 55.6 68.9 
 wind energy 61.4 51.0 55.8 
Dutch corruption 81.5 19.1 30.9 
 dressage 92.2 37.1 52.9 
 heart failure 86.7 67.2 75.7 
 wind energy 62.5 78.0 69.4 
averages 80.6 52.7 61.1 
 
Table 33 scores (as percentages) compared to the traditional (non-sequential) gold 
standard per corpus of the RNN with BERT embeddings on IO labelled data, and of 
HAMLET with the same train and test data 
corpus RNN scores compared to 
traditional GS 
HAMLET scores compared 
to traditional GS 
language domain p r f1 p r f1 
English corruption 47.4 32.9 38.9 37.8 40.0 38.9 
 dressage 49.3 58.9 53.7 56.1 49.8 52.8 
 heart failure 51.8 62.6 56.7 52.9 36.8 43.4 
 wind energy 39.7 63.9 48.9 38.2 55.5 45.3 
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corpus RNN scores compared to 
traditional GS 
HAMLET scores compared 
to traditional GS 
language domain p r f1 p r f1 
French corruption 57.0 25.4 35.2 42.2 28.2 33.8 
 dressage 45.8 39.7 42.5 49.6 43.8 46.5 
 heart failure 66.2 48.3 55.8 58.0 48.2 52.7 
 wind energy 29.0 56.3 38.3 27.6 48.6 35.2 
Dutch corruption 47.1 23.3 31.2 38.7 46.9 42.4 
 dressage 62.5 45.3 52.5 68.8 54.3 60.7 
 heart failure 59.3 70.1 64.3 61.2 50.1 55.1 
 wind energy 36.3 71.7 48.2 33.7 72.7 46.1 
 averages 49.3 49.9 47.2 47.1 47.9 46.1 
 
First, the results of the RNN will be discussed. These can differ substantially per corpus. 
For instance, scores are consistently worst in the domain of corruption for all languages, 
often by a large margin. The average sequential f1-score for corruption is 43.5%, 
compared to a total average of 61.1%. The average f1-scores versus the traditional gold 
standard are 35.1% for corruption, compared to 47.2% in total. This was not surprising, as 
it was reportedly the most difficult corpus to annotate and clearly resulted in the lowest 
scores for HAMLET as well, where average f1-scores in the domain of corruption are 
38.4%, versus 46.1% on average. The corpus on heart failure reaches the highest scores in 
all languages except for sequential scores in English, where scores are surprisingly high 
for wind energy (which does not score that well in the other languages).  
For the other two corpora, results are more mixed and depend on the type of scores: 
wind energy gets consistently higher sequential f1-scores than dressage, but lower f1-
scores compared to the traditional gold standard. Similarly, the conclusions concerning 
the impact of the languages differs depending on which scores are consulted. Average 
sequential f1-scores are much higher in English (70.8% on average in English, versus 55.3% 
in French, and 57.2% in Dutch), but these differences are much smaller for f1-scores 
compared to the traditional gold standard, where the averages for English, French, and 
Dutch are 49.6%, 43.0%, and 49.1% respectively. Lower scores for French may be due to a 
higher ratio of multi-word terms, which are more difficult to detect (see also section 5.7). 
Precision is also much lower for the scores compared to the traditional gold standard. 
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This may be due to the way each token of each occurrence of each term needs to be tagged 
correctly in the sequential approach, so that a single wrongly classified token can have 
an immediate impact on precision, even when all other occurrences are tagged correctly. 
In conclusion, while language and domain do appear to have an impact on results, there 
are clearly other factors that have a big impact as well and more research is required to 
identify these dynamics. Additionally, while both types of scores are relevant for the 
evaluation of sequential ATE, this analysis shows they can have a big impact on the 
conclusions that are reached from the results. Therefore, as research into sequential 
approaches for ATE continues to evolve, reporting both types of metrics whenever 
possible could be a helpful best practice. 
5.6.3 Sequential, Neural Approach vs. Traditional, Feature-based 
Approach 
As described in section 5.4.3, HAMLET is a supervised machine learning approach to ATE 
according to the traditional, non-sequential methodology (extracting a list of unique 
candidate terms). For this comparison, HAMLET was always trained and evaluated on 
exactly the same corpora and gold standard data, and the best out of three trials was 
selected as well. The results can be seen in the previous tables, Table 32 and Table 33. As 
mentioned in section 5.3, the way the scores are calculated compared to the traditional 
gold standard puts the sequential system at a slight disadvantage compared to HAMLET. 
It is, therefore, remarkable that the sequential approach is sometimes able to outperform 
HAMLET (if only by a small margin) despite this disadvantage. A second observation is 
that the approaches clearly have different strengths. For instance, the RNN performs 
much better on the English heart failure corpus, but HAMLET obtains much higher scores 
for the Dutch corpus on corruption. Both methodologies tend to extract slightly more 
terms than are present in the gold standard. Over all corpora, there are 18,801 unique 
gold standard terms; HAMLET extracts 19,379 candidate terms, and when sequential 
results of the RNN are converted to a list of unique candidate terms, this results in 20,194 
candidate terms.  
Investigating the results in more detail reveals more differences. For instance, the 
average length (in number of tokens) of candidate terms extracted by the RNN is 1.8, 
which is the same as in the gold standard; average length of HAMLET candidate terms is 
only 1.4. While the RNN is better at extracting longer terms, it also extracts many long 
false positives, with outliers of candidate terms up to 35 tokens. In contrast, the longest 
term extracted by HAMLET counts only 7 tokens. The gold standard also contains some 
longer terms, and there are some Named Entities that are outliers with up to 18 tokens, 
but no more than that. These long false positives may, at least in part, be due to the choice 
Sequential ATE 
 195 
of a binary (IO) labelling scheme which cannot always distinguish between the boundaries 
of terms.  
Analysing term frequencies revealed more interesting differences. The traditional 
approach to ATE is notoriously bad at extracting rare terms, which is an important 
disadvantage, considering domain-specific corpora will often contain many rare terms. 
In the ACTER dataset, 48.4% of all 18,801 unique gold standard terms are hapax terms, i.e., 
they occur only once. Even though HAMLET’s machine learning approach to traditional 
ATE performs slightly better in that respect than a rule-based approach (Rigouts Terryn, 
Drouin, et al., 2019), HAMLET still only extracts 34.9% of all hapax terms, versus a total 
average recall of 47.9%. The difference is smaller for the RNN, where recall on hapax 
terms is 42.8%, versus a total average recall of 49.9%. Interestingly, both systems find 
slightly different hapax terms, since 58.5% of all hapax terms are found by at least one of 
both systems. 
While all methodologies in this project operate with a binary definition of terms, the 
original dataset is more fine-grained and distinguishes between Specific Terms, Common 
Terms, Out-of-Domain Terms, and Named Entities (see section 5.3). The proportion differs 
per corpus, but out of all 18,801 gold standard terms in all corpora, 55% are Specific Terms, 
27% Common Terms, 3% Out-of-Domain Terms, and 16% Named Entities. There are too 
few Out-of-Domain Terms to draw meaningful conclusions about those, but the results 
for the other three labels will be briefly discussed. Previous research on HAMLET showed 
that the system tends to extract a disproportionate number of Named Entities. This is also 
the case in our experiments, where HAMLET’s total recall for all Named Entities in the 
gold standard is 63.6%, versus only 46.4% for Specific Terms and 42.2% for Common 
Terms. This was previously explained by the fact that Named Entities can be identified 
more easily based on characteristics like capitalisation, and that the results of a named 
entity recognition system are integrated as features. Specific and Common Terms can be 
more difficult to extract, with many hapax terms among the former category and many 
ambiguous terms in the latter. The RNN’s recall for Specific Terms, Common Terms, and 
Named Entities is 51.4%, 45.0%, and 54.8%. Both systems struggle most with Common 
Terms, likely because these terms, by definition, occur regularly in general language 
corpora as well.  
Like HAMLET, the RNN is relatively better at extracting the few Named Entities than 
Specific and Common Terms, but the difference is smaller. Training and evaluating the 
RNN with the same settings and data but without considering Named Entities positive 
instances, results in an average sequential f1-score on the positive label of 47.7%, and an 
f1 compared to the traditional gold standard of 39.8%. Especially for the sequential score, 
this is a considerable drop compared to the f1-scores when Named Entities are included: 
13.4 percentage points less for the sequential score, 7.4 percentage points less for the f1-
score compared to the traditional gold standard. A similar experiment was performed 
with HAMLET, reported in previous work (Rigouts Terryn et al., 2021), where HAMLET 
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was also trained to consider Named Entities as negative instances. For HAMLET, leaving 
out Named Entities only led to a drop in f1-scores of 2.6 percentage points. So, concerning 
Named Entities, both the RNN and HAMLET appear to extract them with relatively higher 
accuracy than terms, but HAMLET appears to be better able to distinguish between terms 
and Named Entities than the RNN, which makes relatively more mistakes when trained 
to extract only terms.  
To investigate how much these differences are due to the sequential approach, or to 
the use of word embeddings instead of other features, the same experiment was 
performed with the sequential, feature-based CRF. Training and evaluating the CRF 
system only on terms, without Named Entities, resulted in a sequential f1-score of 45.1% 
and an f1-score versus the traditional gold standard of 26.9%, which is, respectively, -11.9 
and -6.7 percentage points compared to the approach including Named Entities. Since 
these differences are similar to the ones for the neural sequential approach, and also 
much higher than for HAMLET, we tentatively conclude that sequential approaches may 
have more trouble distinguishing between terms and Named Entities, though this would 
need to be confirmed with more extensive comparisons.  
5.6.4 Complementarity of Results 
As all three methodologies appear to have different strengths and weaknesses, further 
experiments were performed to investigate whether they are complementary. For now, 
we focused on a simple, pairwise, lenient or strict voting system. Results from two 
systems can be combined with strict voting (token or candidate term only kept if 
extracted by both systems) or lenient voting (token or candidate term kept if extracted 
by either system). When all three systems are combined, this principle is applied twice, 
e.g., the results of a lenient combination of both sequential systems are combined with 
the results from HAMLET using strict voting. Results from the combination of both 
sequential systems can be seen in Table 34.  
Sequential scores are only calculated when the HAMLET system is not included. The 
best out of three trials is selected, so the feature-based CRF approach achieves similar 
sequential results as the RNN. As can be seen, some combinations are able to reach higher 
scores than any of the methodologies by themselves, most notably a lenient combination 
of HAMLET and the RNN. Combining all three systems does not lead to a higher f1-score 
but can still be useful to optimise either precision or recall. The fact that this rudimentary 
approach outperforms the separate methodologies is an encouraging sign for future 




Table 34 scores (as percentages), averaged over all twelve corpora, first for 3 separate 
systems (best of 3 trials), then combinations of 2 and 3 systems with strict & 
lenient voting; both sequential scores (micro-averaged over positive I label) and 
scores compared to the traditional gold standard (GS); no sequential scores 
available for grey rows 
 sequential scores scores vs. trad. GS 
solo performance p r f1 p r f1 
RNN 80.6 52.7 61.1 49.3 49.9 47.2 
CRF 67.9 57.0 60.2 33.5 40.0 35.2 
HAMLET    47.1 47.9 46.1 
Combination of 2       
RNN+CRF: lenient 67.5 71.1 67.6 35.1 55.6 41.7 
RNN+CRF: strict 87.0 38.6 51.2 55.2 33.4 39.2 
HAMLET+RNN: lenient    42.2 67.0 50.5 
HAMLET+RNN: strict    68.6 30.8 40.6 
Combination of 3       
HAMLET + [RNN+CRF: lenient]: lenient    33.8 69.3 44.4 
HAMLET + [RNN+CRF: lenient]: strict    61.8 34.2 42.6 
HAMLET + [RNN+CRF: strict]: lenient    44.5 56.8 48.4 
HAMLET + [RNN+CRF: strict]: strict    70.3 24.6 34.8 
5.7 RNN Error Analysis 
A first observation is that the RNN, despite having no explicit knowledge of POS patterns, 
nevertheless extracts candidate terms that follow logical patterns. False positives often 
have common POS patterns, for instance when the RNN adds a noun to an adjective or 
the reverse, e.g., in the English corpus on heart failure, tagging diagnostic procedures 
instead of only diagnostic, or circulating NT-proBNP instead of only NT-proBNP.  
Many of the RNN’s errors resemble errors humans might make as well, and they can 
even reveal inconsistencies in the gold standard. For instance, the tokens cumulative 
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hazard (heart failure) were classified as terms twice, but counted as false positives since 
they had not been annotated. They should have been, as cumulative hazard is a specific 
medical term. Similarly, the token propeller (wind energy) was not included in the gold 
standard, but the RNN tagged all fourteen occurrences. Similar observations are made for 
false negatives, which are not always the best terms in the gold standard, e.g., the RNN 
does not tag policies (corruption), or direction of movement (dressage), which are both 
included in the gold standard, but probably not the best terms. While these are only 
anecdotal findings, it is promising that some errors can be interpreted more as 
disagreements on a subjective task, than as grave mistakes. 
Of course, there are also other types of errors. As discussed, multi-word terms are 
challenging. Average precision, recall, and f1-scores for single-word terms are 57.5%, 
51.3%, and 51.5% respectively; for multi-word terms this is only 40.2%, 46.7%, and 40.7%. 
The RNN is not always able to extract all individual tokens of multi-word terms correctly. 
This is especially true for terms that contain function words and adjectives, such as heart 
failure with preserved ejection fraction, which occurs 23 times in the corpus. In 2 cases, all 
tokens are correctly identified as parts of terms; in 14 cases, only with is excluded, and in 
7 cases both with and preserved are wrongly tagged as O. The French equivalent, insuffisance 
cardiaque à fraction d’éjection préservée only occurs 4 times and is correctly identified once. 
Twice, only the final adjective is neglected, and once, both the à and the final adjective 
are not correctly identified. This also ties into the observation that the RNN extracts 
candidate terms with logical POS patterns, and is not as likely to include function words, 
even when they are relevant parts of multi-word terms. 
Another observation concerns the fact that the RNN is technically not able to 
distinguish between the different corpora, besides using the immediate context. For the 
feature-based approaches, features are calculated based on the corpus in which the 
candidate terms occur, so, e.g., candidate term frequencies are calculated per domain-
specific corpus. The features for identical candidate terms in a different corpus will be 
different for feature-based approaches; for the RNN, these features can be slightly 
different because BERT embeddings consider context, but some errors indicate that the 
RNN might still wrongly apply findings from one corpus to another. For instance, the 
token air is a Specific Term in the domain of dressage, and part of several terms in the 
domain of wind energy. However, it is not annotated in the domain of heart failure, where 
it occurs twice in the context of air pollution. The RNN nevertheless tags it as 
terminological, which may be because it was trained on other domains where this specific 
token was often annotated.  
This is related to one of the most common recurring errors, which concern ambiguous 
terms. These are terms which are only terminological in certain contexts and not in 
others, and often result in false negatives (silence). In some rare instances like the example 
above, ambiguous terms can lead to false positives, where they are tagged as 
terminological in a non-terminological context. In most cases, however, the opposite is 
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true, and the ambiguous terms are not detected even when they are used in a 
terminological context. In an attempt to go beyond anecdotal evidence to substantiate 
this claim, a small experiment was performed in which a domain expert was asked to list 
three types of terms in the corpus on dressage, in her native language (Dutch). To avoid 
the influence of multi-word terms and rare terms, only single-word terms were 
considered, and a minimum frequency of six was maintained. The selection was made 
without consulting the results, to avoid any bias. The three types of terms are listed 
below, including examples. For the examples, terms were selected that had similar 
ambiguous equivalents in English (provided as translations). 
(1) Non-ambiguous terms that are relevant to the domain, but also well-known by 
non-experts 
e.g., teugels (reins), draven (trotting), zadel (saddle); 
(2) Non-ambiguous, specialised terms, which are not part of general language 
e.g., capriole (same in English), longeren (longeing), renvers (same in English); 
(3) Very ambiguous terms with both a general meaning, and a domain-specific 
meaning that requires knowledge of the domain 
e.g., verzameling (collection), hulp (aid), overgang (transition); 
 
Table 35 scores (as percentages) compared to the traditional gold standard for small 
samples of different types of single-word terms in the Dutch dressage corpus; 
scores from the best of 3 trials of the RNN and HAMLET;  










(1) non-ambiguous common terms 75.8 73.4 61.1 
(2) non-ambiguous specific terms 62.0 61.0 85.1 
(3) very ambiguous specific terms 15.6 21.1 44.0 
 
In the first category, 10 terms were selected with a combined frequency of 342; in the 
other two, 20 terms, with combined frequencies of 620 and 608, respectively. Having a 
similar ratio of number of terms versus total frequency (average frequencies of 34.2, 31, 
and 30.4) was meant to limit the effect of term frequency on the results. Both macro- and 
micro-averaged recall were calculated for each category. In this case, macro-averaging 
means calculating the average recall of all unique terms, and micro-averaging means 
calculating the average recall for all instances (so taking into account term frequency). 
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Scores are shown in Table 35 and confirm that, in this experiment, ambiguous terms do 
indeed obtain much lower recall scores than the other categories.  
Larger-scale experiments are required to fully confirm this hypothesis, but the 
difference is substantial and serves as a powerful first indication. The same terms were 
analysed in HAMLET’s output. HAMLET provides a confidence score for each candidate 
term (the higher the scores, the more likely HAMLET predicts the candidate term to be a 
true term). Macro-averaging these scores for each category revealed that HAMLET 
struggles with that same category of ambiguous terms (micro-averaging for HAMLET is 
not possible, since the system only extracts unique terms, not each instance of each term). 
For the other two categories of non-ambiguous terms, the RNN and HAMLET appear to 
have different strengths, though these differences are smaller. In conclusion, this error 
analysis shows promising results for a very subjective task and identifies concrete issues 
for further research. 
5.8 Conclusion 
As with many tasks in the domain of natural language processing, machine learning 
methodologies have become popular strategies for ATE. So far, most of these approaches 
have broadly followed the traditional approach to ATE, i.e., using a rule-based strategy to 
extract a list of candidate terms and then classifying and/or ranking these candidate 
terms based on how likely they are true terms. The next phase may be to step away from 
this approach and use sequential machine learning instead, where each token is classified 
as (part of) a term or not in the text itself, without first extracting candidate terms. This 
methodology has rarely been tried for ATE, so the goal of the current project was to 
investigate whether such a sequential approach is suited for ATE, and what its strengths 
and weaknesses are compared to the more traditional approach. Moreover, the use of 
word embeddings will likely only become more popular with the rise of such strategies, 
so instead of developing only a single sequential methodology, both a feature-based CRF 
approach and an embedding-based RNN approach were compared. Additionally, they 
were compared to a machine learning system that follows a more traditional approach 
and that used similar features as the former. Results showed that the RNN obtained a 
slightly more robust performance than the CRF overall, and also that it compared 
favourably to the non-sequential approach. Another important finding was that the type 
of evaluation metric has a large impact on the scores. As has been observed in many 
previous studies, the presence of in-domain training data was shown to have a big effect 
on results as well. 
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A more in-depth error analysis revealed some of the strengths and weaknesses of the 
sequential RNN versus the traditional approach, like higher performance on rare terms. 
While it was shown that there is definite potential for a combination of different 
approaches, there are also terms that are still difficult for all methodologies, most notably 
ambiguous terms, which are common in general language and only acquire a specialised 
terminological meaning in a domain-specific context. Future research will focus on 
combinations of the approaches, and the use of domain-specific embeddings in 
combination with general embeddings can be investigated to help extract the ambiguous 
terms. Another direction for future research is multilingual ATE from comparable 
corpora, i.e., the cross-lingual linking of equivalent terms based on non-aligned corpora. 
As multilingual embeddings were shown to work well for monolingual ATE in the current 
project, they are an interesting strategy to explore for cross-lingual experiments as well.  
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General Conclusions and Future Research 
All of the conclusions have been discussed in detail in each of the five included 
publications. The following is a summary of the research and the resulting conclusions, 
combining the insights from the separate parts. The research in this dissertation has 
attempted to push the state-of-the-art in monolingual automatic term extraction by 
investigating data-driven approaches to the task. Its main contributions are a well-
documented, reusable, annotated dataset, and three distinct new methodologies for 
automatic term extraction. Overall, the goal was never to develop the best possible term 
extractor that could obtain the highest scores, but rather to investigate the impact of 
various data-driven methodologies and some of the associated factors, like the effect of 
the training data. Therefore, the publications consistently devote much attention to an 
evaluation that goes beyond the simple reporting of f1-scores. The following paragraphs 
are devoted, first, to the summaries and specific conclusions of the separate parts, then 
to the more general overview of high-level conclusions. 
Summaries and Conclusions per Publication 
The first part of the research focused on the creation and validation of a dataset for 
automatic term extraction, as only few relevant, annotated datasets were available, and 
most were limited to a single language and domain. The result was called ACTER – 
Annotated Corpora for Term Extraction Research. ACTER currently contains over 100k 
manual annotations with four labels (Specific Terms, Common Terms, Out-of-Domain 
Terms, and Named Entities) in comparable corpora in three languages (English, French, 
and Dutch) and four domains (corruption, dressage, heart failure, and wind energy). The 
elaborate guidelines were made freely available. In addition to the monolingual 
annotations, the corpora on heart failure were enriched with cross-lingual annotations 
for equivalent terms and intra-lingual annotations on term variation as well. The 
annotations were validated through an inter-annotator agreement study, and the value 
of the dataset in general was illustrated through a use case with a standard hybrid term 
extractor. Some of the conclusions specific to this publication were that the annotations 
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scheme appeared to promote higher inter-annotator agreement, especially on the 
Specific Terms, and that the ratio of the labels differed per domain. There were many 
single-word terms, though, in Dutch, many of these were complex terms, as there were 
many single-word compound terms. In accordance with other studies, we found mostly, 
though not exclusively, nominal terms. 
The second publication of the first part demonstrated how the dataset can be used both 
as training data and evaluation data, through the TermEval shared task on automatic term 
extraction. Five international teams competed on the same data in three tracks (one for 
each language). Each team received both the annotated and unannotated corpora in the 
domains of corruption, dressage, and wind energy for training. During the evaluation 
phase, the corpus on heart failure was provided without the annotations, and each team 
submitted their best results on this test data. The competition was perceived as a binary 
task, so the annotations for all labels were conflated and each annotated instance was 
considered a term, and all other instances were not. After the competition, the entire 
dataset was publicly released under a Creative Commons license as a GitHub repository, 
which includes elaborate documentation. The released version also includes the four 
annotation labels. This study illustrated how ACTER can be used both as training and 
evaluation data. Specific conclusions included the findings that each methodology had 
different strengths and weaknesses, and that even the best methodology only reached 
modest f1-scores. This demonstrated how ACTER is a useful but very challenging dataset, 
and that there remains a lot of room for improvement in the field of term extraction.  
The second part of the dissertation discusses the first supervised machine learning 
approach to term extraction, which is broadly based on the traditional, hybrid 
methodology. The first publication is a pilot study that compares HAMLET versus 
TermoStat, i.e., the Hybrid Adaptable Machine Learning approach to Extract Terminology 
versus a traditional, non-machine learning approach. Both are evaluated on the Dutch 
dressage corpus, since this is a corpus in my native language on a subject for which I am 
a domain expert, which facilitated an elaborate manual error analysis. The main 
advantages of HAMLET over TermoStat were, first, that HAMLET was better able to find 
the optimal balance between precision and recall, compared to TermoStat, which 
extracted too many candidate terms with low scores, leading to lower precision. Second, 
HAMLET was less reliant on frequency, so was less likely to wrongly extract frequent non-
terms or fail to extract rare terms.  
The second publication of this second part contains a detailed system description and 
evaluation of HAMLET. The focus is on analysing the impact of the supervised machine 
learning approach on term extraction. It investigates the effects of the training data, the 
language and domain of the corpora, the four annotation labels, and the different 
features. It also builds on the error analysis of the previous pilot study. Specific 
conclusions include the finding that many of the different types of features appeared to 
contribute towards to results, which were good and robust over all corpora, though the 
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inclusion of domain-specific training data had a big impact. HAMLET was also shown to 
adapt well to extract different types of terms, and could successfully be trained to, e.g., 
either include or exclude Named Entities among the results. HAMLET was most error-
prone with multi-word terms, rare terms, and non-nominal terms. 
The final part was dedicated to sequential approaches to automatic term extraction. Two 
methodologies are developed, evaluated, and contrasted: one feature-based conditional 
random fields classifier, one neural approach with word embeddings. They are compared 
to HAMLET as well, and the complementarity of the systems is put to the test with a 
simple voting approach that combines multiple methodologies. This study showed how 
sequential methodologies are certainly a valid approach to term extraction, though 
comparisons between sequential and non-sequential approaches are difficult and it is 
important to report different types of scores for a nuanced interpretation of results. The 
neural approach using BERT word embeddings was most successful of the three 
methodologies, but a combined approach, even with a simple voting system 
outperformed all of the methodologies separately.  
 
General Findings and Conclusions 
The first and main conclusion of this dissertation is that supervised machine learning is a 
valid and promising approach to automatic term extraction. Of course, relevant training data 
needs to be available, but even without domain-specific training data, the tested 
methodologies reached state-of-the-art performances. Moreover, the creation of a 
dedicated dataset for this purpose was transparent and well-documented, so it can be 
used to annotate data in other languages. The data-driven approaches demonstrated 
considerable advantages over rule-based methodologies, because they are able to use 
more information to make the complex distinction between terms and general language. 
Instead of having to rely on predefined part-of-speech patterns and one or a few 
statistical termhood and unithood measures, a larger and more diverse set of features can 
be calculated, and relevant part-of-speech patterns can be derived from the training data. 
This makes machine learning methodologies less susceptible to some of the typical 
problems associated with rule-based term extraction, like a low recall on rare terms. The 
feature-based approach (HAMLET), and a sequential neural approach with word 
embeddings both obtained comparable, state-of-the-art results, but demonstrated 
different strengths and weaknesses. A methodology combining the best of both 
approaches appears very promising, since even a simple voting approach outperformed 
both systems separately. This illustrates how the complex task of term extraction benefits 
from methodologies that use a lot of different information: features encoding statistical, 
linguistic, and morphological information, in combination with word embeddings. 
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While the methodologies obtained robust results overall, even without domain-
specific training data, a recurring observation during the research was the large impact of 
domain and language on terminology. The data was more difficult to annotate in some 
domains (e.g., corruption), the ratio of the annotation labels varied per domain (e.g., more 
Specific Terms in heart failure corpora), the part-of-speech patterns were not only 
language-dependent (e.g., more single-word compound nouns in Dutch), but also domain-
dependent (e.g., more verb terms in dressage), performance of all systems varied per 
corpus (e.g., good results for heart failure), and the supervised systems all performed 
considerably better when domain-specific training data was available. To a certain 
degree, such differences were expected, but it is important to note just how big the 
impacts of language, and domain especially are. Many of the currently available gold 
standard datasets only cover a single language and domain, which is also the case for most 
ad-hoc system evaluations. Therefore, comparing scores reported in different studies is 
not necessarily very meaningful, especially considering all other possible differences that 
can influence performance. 
The methodologies presented in this dissertation all took a binary approach to term 
extraction (term or not-term), but the more fine-grained term labels and Named Entity labels 
were a valuable asset for the research. They allowed a more detailed evaluation of the 
results, showing, e.g., that some Named Entities have different and often more 
complicated part-of-speech-patterns than terms, and that both HAMLET and the neural 
approach are better at extracting Specific Terms than Common Terms. It also allowed me 
to experiment with different term definitions, e.g., training a system to find only terms, 
or also Named Entities. All systems were able to detect Named Entities relatively more 
easily than terms, which was not surprising, given that Named Entities are generally 
easier to detect than terms based on characteristics like capitalisation. Interestingly, 
training on both terms and Named Entities also positively influenced recall for terms. 
Training systems to extract only terms, without Named Entities, worked well for 
HAMLET, but the sequential approaches experienced a large drop in scores compared to 
when they were trained to extract both. Even HAMLET, when trained to only find terms, 
extracted some Named Entities among the most highly ranked predictions. This 
illustrates the complex relationship between terms and Named Entities and raises the 
question of how Named Entities should best be handled for term extraction.  
A final remark concerns the evaluation. No matter how many precautions are taken to 
have a transparent, well-documented, consistently annotated gold standard, terminology 
will always remain subjective to a certain degree, and this should be considered in the evaluation. 
Evaluations against a predetermined gold standard, versus ad-hoc annotation of 
extracted candidate terms are not comparable and are likely to result in more optimistic 
scores for the latter. This was illustrated when the manual error analysis ranked many of 
the errors of the automatic term extraction as potential errors in the gold standard. This 
also strongly emphasises the need to look beyond the scores, at the actual results. My 
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evaluations of the systems against the gold standard were always supplemented with 
manual error analyses. These showed that many of the errors were not complete 
nonsense but resembled the types of disagreements that might exist between human 
annotators as well. The f1-scores might have been modest at times but looking at the 
actual results showed that the systems did appear to have gained a general sense of 
terminology.  
Limitations and Future Work 
The first and most significant limitation of this research, is that it is largely based on a 
dataset annotated by a single annotator (me). As has been stressed numerous times, 
terminology is highly subjective, so this dataset is undoubtedly very subjective as well. 
Precautions were taken to limit this, for instance using semi-automatic checks, and 
elaborate guidelines. Inter-annotator agreement showed that the annotation scheme was 
valid, especially for trained annotators, and in comparison to annotation based only on 
term definitions from literature. At least partially, the subjectivity was compensated by 
the size of the dataset: with over 100k annotations, it is reasonable to assume that at least 
a few tens of thousands of those would be considered terms by other annotators as well. 
Moreover, the supervised machine learning approaches that are trained on the dataset 
appear to generalise well, which is another indication that the dataset is useful despite 
any possible subjectivity. The goal is to continue to improve the dataset. Version 1.4 is 
currently available online, and there are plans for a future version that includes the 
sequential annotations.  
Another limitation is that the systems used for all comparisons were, so far, limited to 
two rule-based systems (TermoStat and TExSIS), and my own three machine learning 
approaches. Indirectly, a comparison on the same dataset is also made with the systems 
from all five participating teams in the TermEval shared task. Nevertheless, a more 
elaborate comparison that includes more systems would help to confirm and generalise 
some of the tentative conclusions. Similarly, the machine learning methodologies so far 
were only tested on my own dataset and, while ACTER covers multiple domains and 
languages, experiments with other datasets would strengthen the conclusions. 
Additionally, it could help to show whether the ACTER dataset is compatible with others. 
Small pilot studies with HAMLET were performed to this end, using the ACL RD-TEC 
(Qasemizadeh & Schumann, 2016), but these need to be elaborated before they can be 
published. The tentative first results indicated that the HAMLET methodology worked 
well on the ACL RD-TEC corpus in cross-validation experiments, but not as well with only 
training data from ACTER. This implied that the HAMLET methodology might be 
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applicable to other datasets, but that ACTER is too different from ACL RD-TEC for the two 
datasets to be combined well.  
A final limitation that is worth mentioning, is that all methodologies took a binary 
approach, despite the availability of multi-label data. This was motivated by the still 
modest f1-scores on the binary task. Multi-label approaches are generally more difficult, 
so it seemed premature to move on from the binary approach at this stage. However, this 
is certainly a logical next step for future research. Another related issue is that Named 
Entities were annotated with a single label, without distinguishing between domain-
specific Named Entities and unrelated Named Entities. This would be another difficult 
distinction to make (e.g., are all hospital names relevant in a corpus on heart failure? Are 
all politicians’ names domain-specific to corruption?) but it could help to further explore 
the relationship between terms and Named Entities.  
Concerning future research, besides investigating a multi-label approach, there are 
three main lines of research concerning monolingual automatic term extraction. The first 
is to explore a more sophisticated way to combine a feature-based approach with word 
embeddings, since the rudimentary voting approach already showed such promising 
results. The second is a more thorough investigation of word embedding techniques, 
especially ways to combine domain-specific and general embeddings, as demonstrated by 
Hätty (2020). A final important aspect of monolingual automatic term extraction that has 
not yet been addressed is that of term variation detection. Even in its most basic form, 
i.e., combining full forms of the same lemma, it was not really implemented with the three 
proposed methodologies, except as part of a few features. The ACTER dataset contains 
some useful manual annotations to help explore the subject of term variation. The 
comparable corpora on heart failure have all been manually annotated for term variation 
(manual lemmatisation, references to alternative spellings, abbreviations, synonyms, and 
even to related terms, like hypernyms and hyponyms). Additionally, discontinuous 
(“Split”) terms were manually annotated in all corpora as well.  
Besides these ideas for future research in monolingual term extraction, the focus for 
future research will be on multilingual automatic term extraction from comparable 
corpora. The corpora on heart failure were already annotated with references to all cross-
lingual equivalents. I also supervised a post-graduate student internship, during which 
we investigated whether HAMLET’s features might be a good baseline for the detection of 
cross-lingual equivalents (Steyaert & Rigouts Terryn, 2019), and I am currently 
supervising another internship for a similar project. Automatic term extraction from 
comparable corpora is based on monolingual term extraction, and related to many other 
disciplines, including named entity recognition, keyword extraction, ontology creation, 
and distributional semantics. With researchers coming in from all these different fields, 
using different terminology and very project-dependent task definitions, the research 
can be scattered. Preparing to study automatic term extraction from comparable corpora 
therefore involves a lot of related research in many different fields. Though it has been 
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studied since the 1990s (e.g., Rapp, 1995), with a few exceptions (Daille, 2012), the task in 
its strictest sense has received relatively little attention. By comparison, related tasks like 
bilingual lexicon induction (BLI) from comparable corpora have received “a massive 
interest in the NLP community” (Jakubina & Langlais, 2016, p. 449).  
Despite the somewhat limited interest in the task so far, automatic term extraction 
from comparable corpora is potentially very useful, especially to translators and 
interpreters. In the introduction to this dissertation, it was already discussed how 
translating terminology is a big part of their workload, and how crucial it is to get these 
translations right. Finding someone with both relevant domain expertise and translation 
skills for term translation is not always feasible. Thus, translators often rely on existing 
resources, with two main criteria: authority, and comprehensiveness (Kageura & 
Abekawa, 2013). The problem with existing terminological resources is that they are 
almost impossible to keep up to date, often do not contain enough information on 
variation and use of terms in context, and the coverage of domains and language pairs is 
limited. Therefore, they tend to consult unstructured resources, i.e., collections of 
specialised texts and web searches (León-Araúz et al., 2020). Still, finding a translation 
from scratch is more difficult than starting from a list of suggestions (Bollegala et al., 
2015). That is where automatic term extraction from comparable corpora could be a great 
tool, since it would allow users to automatically extract terms and potential equivalents 
from relevant comparable corpora. Collecting such corpora is relatively quick and 
straightforward using web crawling tools, which start from a few search terms or relevant 
links (Baroni & Ueyama, 2006; de Groc, 2011).  
To start the study of automatic term extraction from comparable corpora, it is 
necessary to define the concept of equivalence very clearly. When working with parallel 
corpora, equivalence is implied through the context of the aligned translations, but with 
comparable corpora, the equivalence cannot simply be implied and needs to be defined 
more explicitly. With many different interpretations of equivalence (Nida, 1964; Panou, 
2013), this is no easy feat, especially since translational equivalence does not necessarily 
align with terminological equivalence (Kerremans & Temmerman, 2016). To define 
equivalence, the related concept of variation needs to be investigated as well. Besides 
these conceptual issues there are also methodological challenges. Many different types of 
information can be used as clues for cross-lingual alignment of terms, and research has 
repeatedly shown that, as with the detection of monolingual terms, no single clue 
suffices, but many contain complementary information. The optimal methodology is 
likely a combination of multiple approaches (e.g., Bollegala et al., 2015; Hazem & Morin, 
2016).  
At term level, compositional information is used as a clue (Daille, 2012). This can be 
done on a lexical level for complex terms, or at a morphological level for simple terms 
with, e.g., string similarity measures. At text level, topical information is used, notably 
fine-grained topic modelling (Bolshakova et al., 2013) since similar terms will be used to 
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write about the same topics. Between term and text level, many studies focus on the 
sentence level with distributional approaches, based on the assumption that “there is a 
correlation between the co-occurrences of words which are translations” (Rapp, 1995, p. 
320). The recent surge in use of neural word embeddings has been noted in many 
subdisciplines of natural language processing, including automatic term extraction from 
comparable corpora (Laville et al., 2020). These approaches create a context vector for each 
word, based on the words found in its immediate context in a large corpus. Similarities 
between words can be calculated by comparing these vectors. To detect cross-lingual 
similarities, either multilingual embeddings can be trained, or monolingual vectors need 
to be mapped to a shared vector space using a bilingual seed lexicon. Generally, all of these 
approaches have their benefits and downsides, but there are many remaining challenges. 
As the research presented in this dissertation provided a thorough investigation of 
monolingual term extraction based on many different types of features, a logical place to 
start for future research would be to apply the insights from this research to automatic 
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Appendix 1: ACTER Annotation Guidelines 
About the Guidelines 
The following terminology annotation guidelines have been created within the 
framework of Ayla Rigouts Terryn’s PhD project on automatic terminology extraction (D-
TERMINE: Data-driven Term Extraction Methodologies Investigated). She is a member of 
the LT3 Language and Translation Technology Team at Ghent University, and her PhD is 
funded by a scholarship from the Research Foundation Flanders (FWO). 
The annotation guidelines have been continually updated since 2016, with the current 
version dating from March 2021. The ACTER dataset (Annotated Corpora for Term 
Extraction Research) has been annotated according to these guidelines and is used for the 
first edition of the TermEval shared task. Several publications have appeared which 
mention the dataset and the guidelines, most notably (Rigouts Terryn, Hoste, Drouin, et 
al., 2020a; Rigouts Terryn, Hoste, & Lefever, 2020, 2018).  
While these guidelines have been created to allow transparent and detailed term 
annotation with high inter-annotator agreement, they are of course but one of many 
possible interpretations of the task. Still, we have found that these guidelines work 
relatively well and, by making them publicly available, hope to be both transparent about 
our own annotations of the ACTER dataset, and to inspire other researchers for new term 
annotations. The guidelines are largely language- and domain independent, so can easily 
be re-used.  
The annotations were performed with the BRAT rapid annotation tool (Stenetorp et 
al., 2011) and the examples provided in this document are often screenshots of 
annotations made with that tool. 
A final note worth mentioning on the guidelines, is that they were created with 
automatic term extraction in mind. This technology is meant to assist terminologists in 
keeping up with quickly evolving terms in increasingly more specialised domains. Since 
automatic term extraction does not aim to extract only the well-established terms (which 
already appear in term bases), but also new (perhaps still infrequent) terms or non-
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standard variants of terms, the annotation guidelines take a very descriptive, rather than 
prescriptive approach. If a linguistic unit (one or multiple words) is used in the text as a 
term, it is annotated, regardless of whether it is the best term to express that concept. 
Corpora for Annotation 
These guidelines were originally developed to annotate the ACTER corpora but can be 
used for annotation of other specialised corpora as well. The ACTER corpora consist of 
several corpora in 4 specialised domains (corruption, dressage, heart failure, and wind 
energy) and 3 languages (English, French, and Dutch). A dedicated paper describes the 
dataset in more detail (Rigouts Terryn, Hoste, & Lefever, 2020) and the latest information 
can also be found on the TermEval 2020 website (https://termeval.ugent.be) or in the 
readme.md file of the dataset (https://github.com/AylaRT/ACTER). The current 
guidelines can be used to annotate any specialised corpus with a clearly defined domain. 
Annotation Scheme 
What are Terms? 
There are many different interpretations of what constitutes a term. The Oxford 
dictionary provides the following definition: “A word or phrase used to describe a thing 
or to express a concept, especially in a particular kind of language or branch of study.” A 
common example in the medical domain could be “influenza”. Laypeople would simply 
say they have the “flu”, whereas specialists would refer to this concept as “influenza”.  
Other definitions in scientific literature include: 
“The information in scientific and technical texts is encoded in terms or specialized 
knowledge units, which are access points to more complex knowledge structures. 
Underlying the information in the text are entire conceptual domains, which are 
both implicitly and explicitly present, and which represent the specialized 
knowledge encoded.” (Faber & López Rodríguez, 2012, p. 9) 
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“... terms constitute a subcomponent of the lexicon of a language, since a speaker’s 
competence cannot exclude a specialized vocabulary … terminology is an 
interdisciplinary field of enquiry whose prime object of study are the specialized 
words occurring in natural language which belong to specific domains of usage.” 
(Cabré, 1999, p. 32) 
 
“Definitions of “term” often focus on the link between a linguistic unit and a 
domain concept, …” (Bernier-Colborne & Drouin, 2014, p. 54) 
However, since definitions like these are not necessarily practically helpful in deciding 
whether a given linguistic unit in a text is a term, the following annotation scheme and 
guidelines have been developed to aid annotators. 
Two criteria, Three Term Types 
We define termhood based on two criteria: lexicon-specificity and domain-specificity. Lexicon-
specificity indicates whether a lexical unit is part of common language or if it is only 
known by specialists. Common vocabulary is not lexicon-specific, the vocabulary specific 
to experts is. Domain-specificity indicates whether a lexical unit is relevant to the 
researched domain. If it is, it is domain-specific. If is unrelated to the relevant domain, it 
is not domain-specific. Combining these indicators in a matrix leads to three term labels, 
as seen in Figure 25. Some examples in the domain of heart failure are placed in their 





Figure 25 annotation scheme based on two parameters that identify three term labels 
 
 
Figure 26 annotation scheme with examples in the domain of heart failure placed along the 
two axes 
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Discussion of examples: 
• ejection fraction 
only used by specialists, not understandable for laypeople, strong link with heart 
failure 
• left ventricle 
used by specialists and strong link to the domain; less lexicon-specific than ejection 
fraction because more laypeople have at least a vague notion of what a left ventricle 
is, than of ejection fraction 
• Coronary 
lexicon- and domain-specific; even when laypeople may be somewhat familiar with 
the word, most probably have only a very vague idea of its meaning 
• Cohen’s kappa 
statistical term that is not relevant to the domain of heart failure but is not common 
vocabulary either 
• Phalanx 
though this is a lexicon-specific term in the medical domain, the term for a bone in 
your finger cannot be considered relevant to heart failure in any way, so it is 
considered an Out-of-Domain Term 
• Significant 
while significant is part of common vocabulary as a synonym of noteworthy, it 
acquires a different, stricter meaning in the field of statistics, namely probably not 
due to chance; because the meaning is different in the specialised domain, it is 
lexicon-specific 
• Diabetes 
understandable for most laypeople and often linked to heart failure 
• Heart 
very strong link to the domain of heart failure and common vocabulary; domain-
specialists have a much more advanced knowledge of what a heart is, but most 
laypeople are familiar with the same general idea of the heart as an organ that 
pumps blood 
• Blood 
common vocabulary and clear connection to the subject (though in a more general 
sense) 
• Foot 
common vocabulary and, though it could be relevant in some other branch of the 
medical domain, not relevant for heart failure 
• example 
neither lexicon- nor domain-specific in any sense 
 
Of course, even with these annotation scheme, there is still a considerable degree of 
subjectivity and people may still place terms in different categories. Nevertheless, the 
different labels can allow a more intuitive annotation. For example, you can acknowledge 
that cardiomyopathy and heart both belong to the domain of heart failure, but you are still 
able to make a distinction between the two by giving them a different term label. As 
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shown in experiments (Rigouts Terryn, Hoste, & Lefever, 2020), using this annotation 
scheme increases inter-annotator agreement. 
More examples in the domain of wind energy: 
• Specific Terms score high on both axes: they are both lexicon- and domain-specific. 
e.g.: The nacelle is a part of a wind turbine. It is lexicon-specific because non-
specialists generally do not know the meaning of the word; you would not find it in 
a magazine or newspaper without an explanation. Only people who are familiar with 
wind turbines will be able to correctly identify the nacelle. It is also domain-specific: 
the nacelle is part of a wind turbine, which is one of the most commonly used means 
to generate wind energy. Therefore, nacelle is undoubtedly relevant to the domain 
of wind energy. 
• Out-of-Domain Terms are lexicon-specific, but not domain-specific. 
e.g.: The word orismology means the identification, specification and description of 
technical terms. This term is lexicon-specific, because it is not part of the general 
vocabulary and only specialists would know it, but it is not domain-specific to the 
domain of wind energy, as it has nothing to do with that subject. 
• Common Terms are the opposite: not lexicon-specific but domain-specific. 
e.g.: The word wind is not lexicon-specific: everyone with a basic knowledge of the 
English language knows the word and its meaning. It is, however, domain-specific 
since wind is a crucial part of the domain of wind energy. The same would be true for 
words like sustainable or windmill. 
Named Entities 
Apart from the three term labels, Named Entities (NEs) were also included, since they can 
be closely related to terms and ATE is often combined with Named Entity Recognition 
(NER). On Wikipedia, they are described as “a real world object such as persons, locations, 
organisations, products, etc., that can be denoted with a proper name” 
(https://en.wikipedia.org/wiki/Named_entity). More instructions on the annotation of 
Named Entities can be found further on in this document 
Summary: Four Labels 
In total, there are four labels: three types of terms and Named Entities: 
1. Specific Terms 
2. Common Terms 
3. Out-of-Domain Terms 
4. Named Entities 
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More detailed information on the annotation process, including detailed instructions and 
tips & tricks for specific difficulties, are provided in the next sections. 
Annotation Guidelines 
General Principles 
Simple and Complex Terms 
Terms have no minimum or maximum length 
Terms can be single words (e.g., coronary), two words (e.g., ejection fraction) or any number 
of words (e.g., terminal deoxynucleotidyl transferase-mediated deoxyuridine triphosphate nick 
end labelling). Most terms are no longer than a couple of words, so be careful when 
annotating very long terms to make sure that it is indeed one comprehensive term and 
not a combination of different terms. 
 
Terms should be annotated recursively 
This means that, if part of a complex term is a term itself, both the longest possible term 
and the shorter term(s) should be annotated. For example, in the field of automatic term 
extraction (ATE), term extraction and gold standard could both be terms, so would have to 
be annotated as such. Additionally, term can be considered a term on its own, so it should 
be annotated separately. However, gold and standard are not terms when not combined, 
so they should not be annotated separately and only when combined. 
 
 
Figure 27 example of recursive annotation of single- and multiword terms in BRAT 
 
The example in Figure 27 shows a recursive annotation in the domain of dressage. In this 
case, posting trot has been annotated as a Specific Term, while the parts, posting and trot 
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have been annotated separately as well. The two single-word terms have specific 
meanings both separately and combined.  
 
The full term and its parts do not always have the same label 
For example, in Figure 27, the full term (posting trot) has been annotated as a Specific Term 
and so has the first part (posting), while trot was annotated as a Common Term, since trot 
is considered part of the general vocabulary, while most people do not know what posting 
means in the context of dressage. 
 
Do not annotate below word level 
Only annotate a unit if there is a whitespace or a “-“ between the words. For example, if 
you were to annotate football, you do not annotate foot and ball separately, because they 
are part of the same word. However, in a term like angiotensin-converting enzyme, 
angiotensin may be annotated separately because there is a dash that separates it from the 
next word. 
Pay special attention in the case of single apostrophes. When they are used for a plural 
(as they often are), the entire plural form should be annotated (e.g., NSAID’s should be 
annotated only as a whole). When the apostrophe is part of an English possessive, it 
should not be annotated (e.g., with patient’s, only patient should be annotated, without the 
‘s). In French, the apostrophe is often used in combination with articles or pronouns (e.g., 
l’, d’, s’) and should not be annotated, unless it is a reflexive verb which is a term in its 
reflexive form. In conclusion, the apostrophe is only part of the term when it is inherently 
part of the term (plural or reflexive verb), not in other cases. 
Split Terms 
Sometimes complex terms are “split”: they are interrupted by other words or 
punctuation. This can happen for example in ellipses (e.g., in the phrase A- and B 
natriuretic peptides, both A natriuretic peptides and B natriuretic peptides are present as terms, 
but the former is interrupted) or when part of the term is between parentheses (e.g., in 
the phrase angiotensin converting enzyme (ACE) inhibitors the full term angiotensin converting 
enzyme inhibiters is interrupted by the abbreviation).  
The problem with these split terms is that most annotation tools only allow 
annotations of consecutive words. To circumvent this problem, we included a “relation” 
label, which allows the annotator to link two parts of a discontinuous (“split””) term and 
label the relation. This way, in our example, you could annotate ACE and inhibiters 
separately as terms and link them with a “Split Term” relation. We also included “Part of” 
labels, when one of the parts of a split terms is not a term in its own right. For instance, 
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in the former example of A- and B natriuretic peptides, the letter A is a “Part of Term”, and 
natriuretic peptides is a term itself; the link between the two is “Split Term”. When 
annotating with the BRAT online annotation tool, the result is displayed in Figure 28. 
 
 
Figure 28 discontinuous terms are annotated as “Split Terms” in BRAT 
 
In this example, the split term is A natriuretic peptides. The first part of this term (A) is not 
a term on its own, so it gets the “Part-of-Term” label. In contrast, natriuretic peptides is a 
term on its own, so it does not require the “part of” distinction. 
This is also the only case where annotations can be made below token-level, especially 
in Dutch when there is an ellipsis that includes a compound term (e.g., hart- en nierfalen is 
a combination of hartfalen and nierfalen, so falen can be annotated as a part of a term, even 
though it is below token-level. However, these should always be “part-of” annotations 
and should never be annotated with either of the four main labels. Since these additional 
labels are available in all term types and as Named Entities, this means there are 8 labels 
in total and 4 relations: 
Normal labels: 
1. Specific Term 
2. Common Term 
3. Out-of-Domain Term 
4. Named Entity 
5. Part of Specific Term 
6. Part of Common Term 
7. Part of OOD Term 
8. Part of Named Entity 
Relation labels: 
1. Split Specific Term 
2. Split Common Term 
3. Split OOD Term 




An attribute “untranslated term” (see Figure 29) was added to indicate terms in languages 
different from the rest of the text. For instance, in Dutch, English terms might be used 
sometimes. This attribute can be added to any term label. You can select “English”, 
“French” or “Other”. Neo-classical (Greek or Latin) terms are not considered untranslated 
and should not get this extra attribute. It should be noted that this label is not used for 
Named Entities (which are even more often in a different language). 
 
 
Figure 29 attribute for untranslated terms 
 
Part-of-Speech 
All (combinations of) content words can be terms 
 
Even though there is a lot of discussion about the possible parts-of-speech for terms, we 
decided all (combinations with) content words are possible terms: nouns, adjectives, 
verbs and adverbs. The proportion of nouns will probably be much larger than the others, 
but there is no valid reason to exclude them.  
Consistency 
Each occurrence of every term and Named Entity should be annotated and assigned 
the same label (unless they are used in different ways). 
 
The corpus will contain many recurring terms and Named Entities. Every instance of 
every annotation should be annotated. If a text about heart failure contains the word 
cardiomyopathy 42 times, it should be annotated with the same label 42 times. If it appears 
both in singular and plural form, with and without capitalisation, it should still be 
annotated every time. Try to be logical: if the noun form of a word is a term, then the 
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adjective form should probably be as well. For example, if you annotate the noun 
aerodynamics as a Common Term, then the adjectives aerodynamic and aerodynamical 
should be annotated as Common Terms as well.  
Exceptions are of course possible for words/terms with multiple meanings: if the same 
term can have multiple meanings, it may be that it has different labels for those meanings. 
For example, in the dressage corpus, collection is a Specific Term, so all variations of that 
term are annotated as such, e.g., collect, collected, collects. However, when it occurs in a 
non-terminological meaning or in a different corpus where it is not a term, it should not 
be annotated. 
Consistency can also count across languages. If you annotate a term in one language, 
there is a good chance you should annotate the equivalent in other languages with the 
same label. There are exceptions to this rule, e.g., the English term pneumonia could be 
considered a Common Term, since most non-specialist people are familiar with it. 
However, in Dutch, pneumonie might be a Specific Term, because non-specialists would 
use longontsteking (literally: lung inflammation) and the neo-classical pneumonie is a lot 
more specialised.  
Practical Tips 
Specific Term or Common Term? 
One way to distinguish between Specific Terms and Common Terms is to ask yourself if 
the word or phrase would occur (without explanation) in popular media (magazines, 
newspapers, …) that are aimed at a large, general audience. Terms used in that context 
(without any explanation) are intended to be understood by most of the non-specialised 
readers. So, if the term appears in popular media, it would be reasonable to assume it is a 
Common Term. You can use Google News to check how the term is used in news sources, 
but make sure the sources are aimed at a general audience. 
An example where it is difficult to decide between Specific or Common Term could be 
the term heart failure. To check, type in “heart failure” (between quotation marks” in 
Google News Search (see Figure 30). Do not simply trust the number of hits, because some 





Figure 30 using Google News to decide between the Specific and Common Term labels 
 
 
Figure 31 Google News also shows specialised sources 
 
Look for popular media sources that aim at large audiences, for example Fox news. You 
can even add this to the search, for example: “heart failure” “Fox news” to force Google 
to look for hits in that source. In our case, we get 2.100 hits and a closer look reveals that 
this term usually doesn’t get an additional explanation. Therefore, we decided to give it 
the label “Common Term”. Of course, this is only one strategy and it is not fool proof, but 
it can help you to decide when in doubt. 
Specific Term or Out-of-Domain Term? 
To recognise Out-of-Domain terms, always keep in mind the how the domain of the 
corpus is defined. If you think the term would be likely to occur more often in texts about 
the relevant subject than in texts on other subjects, that is an indication the term is 
domain-specific. Again, you can use Google as an indication. If you look up the term in 
combination with the domain name, does this give many matches? However, be very 
careful with this method, because many words can have several meanings and the 
number of hits Google gives you are not always very accurate, so use your common sense.  
Also remember to distinguish between the larger context of the corpus and the more 
specific subject. For example, think of the domain of wind energy. Wind energy is a 
subdomain within the field of energy or technique, and some terms about energy are 
relevant enough for wind energy that they can be considered terms (e.g., kinetic energy, 
electrons). Others are not (e.g., yellowcake (Specific Term in domain of nuclear power)). 
Another example for the subdomain of heart failure would be terms within the medical 
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domain that are not related to heart failure in any way, such as osteogenesis imperfecta. 
This is a specific medical term, but not at all related to heart failure, so it should be given 
the label “Out-of-Domain Term”. On the other hand, terms which are used in the entire 
medical domain, including heart failure, may also be relevant. For instance, comorbidities 
is used in the medical term in general and can be relevant for heart failure as well, though 
it isn’t specifically related to it. In this case, comorbidities can be a Specific Term. 
Term at all? 
If you are not sure whether a lexical entity should be considered a term at all (not even 
common or Out-of-Domain term), the best strategy is not to annotate it. If you are 
hesitating, it probably means the term scores quite low on both specialisation and 
domain-specificity, so it should not be annotated. In our experience, the more you 
annotate, the more you think about annotating: “if I consider this a term, then that should 
probably also be a term”. So, the recommended strategy is: when in doubt, do not 
annotate, especially when you are annotating a lot (this is less of an issue for small 
annotation tasks or inexperienced annotators in our experience). One additional strategy 
is to consult Wikipedia: if the entity has its own Wikipedia page, chances are high that it 
is a clearly defined concept, so is more likely to be a term. 
Always keep in mind consistency as well. For instance, in the corpus on dressage, it 
was originally decided to annotate leg and hand as common terms, since they are 
constantly mentioned in dressage instructions. However, if these body parts were 
annotated, it was only logical to also annotate other (relevant) body parts for the sake of 
consistency, even if they do not appear quite as frequently as the former two (e.g., fingers, 
back muscles, knee, etc.).  
Search Function 
For consistency, it can be very useful to use the search function (ctrl + f). However, be 
careful. When using BRAT, depending on which browser you use, ctrl + f will either bring 
up the browser’s search function or BRAT’s search function and they have a different 
functionality. A browser’s search function is usually not case-sensitive, but BRAT’s is. So, 
if you look for “example” with BRAT’s search function, it will not find “Example”. In the 
standard setting, BRAT’s search function is also limited to the full string. This means that, 
when you type in “legal”, you will only find “legal” and not “illegal”. You can go to the 
“advanced options” in the search window and check the “any substring” box to change 
this setting. This can make it a lot easier. For instance, if you want to annotate “technology” 
and type in “techn”, you will immediately find all kinds of variations, like “technologies”, 
“technological”, “technical”, etc. Some words can be labelled differently depending on the 




List of Difficult Cases 
It can be helpful to keep a list of difficult cases per language and subject. Once you have 
decided on a certain label for a term, it is important to annotate this term consistently 
throughout the corpus. If you hesitated about a label, you may have forgotten what you 
decided by the time you see the term again. To avoid having to look up the first 
occurrence again or labelling the same term differently, write down the terms for which 
you had trouble deciding in a separate list which you can easily consult and elaborate 
while annotating. 
Another tip would be to consider consistency across languages in this list as well. If 
you decide on one label in one language, you can immediately check the translation in a 
different language to see if the same reasoning applies there. This way, you avoid having 
to go through the same process for every language and you can ensure a better 
consistency. However, just because a term is logically annotated with one label in one 
language, does not necessarily mean the same label is appropriate in a different language, 
so make sure to check whether the motivation for assigning the label is the same in both 
languages first. 
Google and Wikipedia 
If you use BRAT, you can immediately click through to search the lexical entity you want 
to label on Google or on Wikipedia, saving you the time of opening a different window 
and typing the search manually. BRAT will automatically direct you to the English 
Wikipedia, so make sure you go to the appropriate language. 
As explained before, googling an annotation can be very helpful and even simply 
reading the little snippets of the first search results can give you unexpected information 
about which label to use. Wikipedia can also be a great help. You can go to the Wikipedia 




Abbreviations should be given the same label as the full forms 
 
This is not always obvious since abbreviations can be less known (more lexicon-specific) 
than the full form. However, trying to decide whether this is the case can be very difficult, 
especially with unofficial abbreviations. Therefore, to ensure consistency, always give the 
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abbreviation the same label as the full form. This counts for both terms and Named 
Entities. 
A difficult case can be when Named Entities are referred to by only a short part of the 
entire term, but still written with capitalisation. For instance, suppose the Declaration of 
Human Rights appears in the text and is annotated as a Named Entity, but is later referred 
to as “the Declaration”. Should Declaration be annotated? In such cases, it was decided not 
to annotate the abbreviated form, since such “abbreviations” are too vague and not even 
always capitalised.  
However, there are three exceptions to this: Parliament, Council, and Commission, as 
referring to the EU institutions. These abbreviated forms for are so commonly used in the 
context of the corruption corpus, that it was decided the link between these abbreviated 
forms and the full forms is clear enough to still annotate them as Named Entities 
Website Addresses 
Some texts may contain website addresses. Even though these links may contain some 
terms embedded in the address, they should not be annotated. Spacing and capitalisation 
is rarely as it would be in normal text, so annotating these would give a distorted view of 
the terms. 
General Nouns 
Sometimes adjectival terms are combined with very general nouns, such as: aspects, 
things, cases, elements, process, etc. These nouns are generally not terms and should not 
be annotated. However, the accompanying adjective may still be important, so can be 
annotated separately. An example in French is aspects épidémiologiques, where the 
adjective can be considered a term but the combination with the noun not. 
Named Entities 
Do not annotate Named Entities in a different language recursively 
Named Entities generally follow all the same rules as the other terms, except that they 
should not be annotated recursively if they are in a different language. If the Named 
Entity is in the same language as the rest of the corpus, recursive annotation is no 
problem, but if it is in a different language, only the full Named Entity (longest possible 
form) is annotated. 
Again, there are no hard-and-fast rules to make the distinction between terms and 
Named Entities, but an internet search can be helpful. For instance, Named Entities are 
not generally preceded by indefinite articles (a/an) because they refer to a single entity. 
You would not usually say “an America”. You would, however, say “a Doppler 
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echocardiography”, which can be an indication that, despite the capital letter, Doppler 
echocardiography should be considered a term rather than a Named Entity. 
Another important remark in the medical domain is that the names of substances or 
medicines should not be annotated as Named Entities, except when they are brand names. 
For instance, Trastuzumab is a type of medicine, but as can be read on Wikipedia, it is “sold 
under the brand name Herceptin”. So, while trastuzumab may sometimes look like a 
Named Entity and is sometimes capitalised, only the brand name Herceptin is actually a 
proper name and trastuzumab is a Specific Term. 
Modifiers (Adjectives) 
Be careful about including adjectives in an annotation. Does the adjective belong with the 
term or is it simply a description? One way of testing this, is to see whether the adjective 
have a specific meaning within the domain or not and by investigating how (often) the 
adjective and noun are used in this combination. 
For instance, in the medical domain: should you annotate mild anaemia? At first glance, 
the answer would be “no”, you only annotate anaemia, because mild describes the anaemia, 
but you could just as easily use it to describe the weather, it has no specific meaning in 
this context. However, when you google mild anaemia, you find that it is defined as 
anaemia with haemoglobin levels between 10 g/dL and 12 g/dL, therefore, mild has a very 
specific meaning in combination with anaemia and mild anaemia can be annotated as a 
whole (though mild in itself is still not a term). 
 
 
Figure 32 “acute” on Wikipedia 
 
Another example in the medical domain: do you annotate acute, which appears in 
combinations such as acute pancreatitis? Wikipedia is helpful in this case, because when 
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you look for acute there, you get the page depicted in Figure 32. The fact that the adjective 
has its own Wikipedia page, even with the qualifier medicine added, is enough to decide 
that it has a specific enough meaning within the field of medicine to be considered a 
Term, or, in this case, a Common Term. Since acute pancreatitis is a well-defined form of 
pancreatitis (e.g., it also has its own Wikipedia page), the resulting annotating could be as 
shown in Figure 33.  
 
 
Figure 33 example annotation of multi-word term with terminological modifier 
 
Units of Measurement 
Units of measurements (g, m, l, W, P, etc.) must go through the same process as other 
terms, looking at domain-specificity and specialisation. In general, the same rule can be 
followed as for abbreviations: if you annotate the full form, also annotate the 
abbreviation. If you see a unit of measurement such as kg, consider whether you would 
also annotate what it stands for, not only kilogram, but also weight. Also consider the 
following two remarks. 
Do not include “/”. For example, it some contexts, it may be useful to annotate “km” 
(kilometre) and “h” (hour), but do not annotate km/h together. The reason for this, is that 
these kinds of measurements can get very complicated, so it makes more sense to only 
annotate the parts that are relevant. 
Some of the texts in the corpus are converted .pdf files. The problem with that, is that 
(mathematical) formulas do not always convert well and what is readable in a pdf may 
become a jumble of wrong characters in a txt-file. Consequently, you should be very 
careful about annotating these symbols and follow the previously mentioned strategy: 
when in doubt, do not annotate. 
Spelling Mistakes and Typos 
It is always possible that a term in the corpus is misspelt. The rule here is that you 
annotate the misspelt term, so long as it is still easily recognisable. For example, if you 




Multi-word Term or Collocation 
It can be hard to distinguish between true multi-word terms and collocations. There are 
three criteria that can be useful in making this distinction, which we will illustrate by 
means of an example: heart failure with preserved ejection fraction. At first sight, this may 
appear to be a collocation rather than a term, because the meaning is clearly expressed 
by its parts: a type of heart failure where the ejection fraction is not changed. Of course, 
heart failure and ejection fraction are terms, but how do we determine whether heart failure 
with preserved ejection fraction is also a multi-word term or simply a collocation? 
The first clue is that this phrase is always expressed the same way, and no synonyms 
are used. For instance, it is always heart failure with preserved ejection fraction, never with 
maintained or unchanged ejection fraction. 
A second clue is that heart failure with preserved ejection fraction is regularly abbreviated 
as hfpef and that this abbreviation is also consistent. 
The third and final clue is that heart failure with preserved ejection fraction is linked to 
very specific values: as long as the ejection fraction is over 50%, or possibly no lower than 
40%, the diagnosis will be heart failure with preserved ejection fraction. If the ejection fraction 
is lower than that, the diagnosis will be heart failure with reduced ejection fraction. 
In conclusion, there are at least three types of clues you can use to distinguish multi-
word terms from collocations:  
(1) they are consistently expressed with the same words and no synonyms are used, 
(2) they have a known abbreviation, and  
(3) they have a more specific meaning than might be expected by laypeople. 
Conclusion and Contact 
The current document can be used as a guideline for term annotation. It has already 
successfully been used for the annotation of the ACTER (Annotated Corpora for Term 
Extraction Research) dataset25, and more information can be found in the accompanying 
paper on the dataset26. 
The guidelines are detailed as possible and continually updated but we do not claim 
that they are exhaustive. Even with detailed guidelines, term annotation remains a very 
 
 
25 https://github.com/AylaRT/ACTER or http://hdl.handle.net/20.500.12124/24 
26 Rigouts Terryn, A., Hoste, V., & Lefever, E. (2020). In No Uncertain Terms: A Dataset for Monolingual and 
Multilingual Automatic Term Extraction from Comparable Corpora. Language Resources and Evaluation, 
54(2), 385–418. https://doi.org/10.1007/s10579-019-09453-9 
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ambiguous task and there is not always one “correct” decision. Sometimes, an argument 
can be made for different annotations, even following the same guidelines. If you are 
unsure about a certain annotation, try using all means at your disposal; Google and 
Wikipedia can be very helpful.  
If you have a recurring problem, please let me know by sending an e-mail to 
Ayla.RigoutsTerryn@Ugent.be and I will try to help and, when relevant, add guidelines 




Appendix 2: HAMLET Features 
For more explanation about all features, including the motivation behind them and the 
references for the statistical features, see section 4.4.1.2. 
 
Table 36 HAMLET features per group (grp.) and subgroup (subgrp.), with their names (in 
italics) and description, the type of variable (integer (int), or float, continuous 
(cont.), binary, or probability (prob.)) and the number of features 
grp. subgrp. name & description type # 
SHAP length nr_characters 











  is_alpha_with_dash_or_apostrophe 




  is_alphanum 




  is_numeric 




  is_non_alphanum 
contains characters other than [a-zA-Z], [0-9], 




  nr_digits 






  nr_non_letters 





 capitalisation caps_all_lower_prob 





  caps_all_upper_prob 





  caps_title_case_prob 





  caps_mwt_first_upper_prob 
for multi-word candidate terms only: how often 





  caps_mix_case_prob 
how often the candidate term occurs with 





LING first POS POS_simple_first_ [POS tag] 
simple POS tag of first token as one-hot vector 




  POS_standard_first_ [POS tag] 
standard POS tag of first token as one-hot vector 
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 last POS POS_simple_last_ [POS tag] 
simple POS tag of last token as one-hot vector 




  POS_standard_last_ [POS tag] 
standard POS tag of last token as one-hot vector 





 freq. POS POS_simple_freq_ [POS tag] 





  POS_standard_freq_ [POS tag] 
frequency with which standard POS tag occurs 




 NER NER_completely_tagged 
candidate term completely tagged as Named 




  NER_not_tagged 
candidate term not at all tagged as Named Entity 




  NER_partially_tagged 
candidate term partially tagged as Named Entity 




 chunk chunk_contains_ADVP 
LeTs Preprocess chunking assigned ADVP tag to 




  chunk_contains_AP 
LeTs Preprocess chunking assigned AP tag to 




  chunk_contains_NP 
LeTs Preprocess chunking assigned NP tag to 






  chunk_contains_PP 
LeTs Preprocess chunking assigned PP tag to one 




  chunk_contains_VP 
LeTs Preprocess chunking assigned VP tag to 




  chunk_contains_O 
LeTs Preprocess chunking assigned O (outside) 





  chunk_contains_I 
LeTs Preprocess chunking assigned I (Inside) tag 




  chunk_contains_B 
LeTs Preprocess chunking assigned B 





 stopwords stopword_completely 





  stopword_none 




  stopword_partial 





FREQ spec. freq. freq_in_specialised_corpus 





  freq(doc)_in_specialised_corpus 
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 ref. freq. freq_in_reference_corpus_news 





  freq(doc)_in_reference_corpus_news 





  freq_in_reference_corpus_wiki 
relative frequency of candidate term in 




  freq(doc)_in_reference_corpus_wiki 
relative frequency of candidate term in 




STAT stats without 
ref. 
tfidf 





  cvalue 





  basic 





  lexical_cohesion 





 stats with ref. 
(basic) 
domain_pertinence_news/wiki 
Domain Pertinence scores of candidate term 





  domain_relevance_news/wiki 
Domain Relevance scores of candidate term 







  relevance_news/wiki 
Relevance scores of candidate term compared to 




  llr_news/wiki 
Log-Likelihood Ratio of candidate term 





 stats with ref. 
(advanced) 
domain_specificity_news/wiki 
Domain Specificity scores of candidate term 




  Vintar_news/wiki 
Vintar’s termhood scores compared to news and 




CTXT parentheses parentheses_ct_between 





  parentheses_ct_open_parentheses 
candidate term occurs followed by opening 




  parentheses_open_parenthesis_ct 





  parentheses_ct_closing_parenthesis 
candidate term occurs followed by closing 




VARI var. numbers variant(X)_nr_possible_variants 
for the candidate term in its current variant: 
how many different variations there are for the 




  variant(X)_rel_freq_in_spec_corp 
combined relative frequency of all possible 
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 var. stats variant(X)_sum_termhood_vintar_news 
sum of Vintar’s termhood score compared to the 
news reference corpus for all possible variations 




  variant(X)_sum_domain_specificity_wiki 
sum of Domain Specificity score compared to 
the Wikipedia reference corpus for all possible 
variations of the CT as the other 5 variants 
float 
[0-1] 
5 
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