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Esta tese contém contribuições teóricas e práticas no campo da resolução de sistemas algébricos 
não lineares de grande porte. Esse tipo de sistemas aparece com muita frequencia em aplicações 
de engenharia e física, portanto, é nesse tipo de problemas que nos concentramos. 
Nosso aporte comprende quatro áreas: 
• A comparação controlada, do ponto de vista computacional, dos métodos de Newton, 
Newton modificado, Broyden e Column-Updating, com e sem estratégias de globaliza.çào, 
em um conjunto de problemas originados na discretização de equações diferenciais parci-
ais. Procuramos aqui identificar situações problemáticas e fornecer um panorama claro 
sobre o que é de se esperar de algoritmos mais ou menos clássicos para resolver problemas 
com variados graus de dificuldade. 
• A análise e resolução exaustiva do "problema da cavidade··. para altos números de Rey-
nolds, descartando as estratégias de globalização por otimização (de pobre desempenho 
neste caso) e reivindicando táticas homotopicas muito simples. O desempenho de alguns 
métodos quase-Newton, neste caso, é muito bom. 
• A introdução de um método novo do tipo Newton-inexator com uma variação que permite 
uma resolução eficiente de problemas de autovalores não lineares. Esses problemas são, 
por direito próprio, sistemas não lineares mas, ao mesmo tempo, refletem com bastante 
fidelidade o grau de dificuldade que pode ser encontrada em outros sistemas dependentes 
de um parâmetro. 
• A resolução de um problema de evolução (petróleo) onde em cada nível temporal deve 
ser resolYido um sistema não linear. Neste caso, métodos quase-Newton com Jacobiano 
inicial escolhido como fatoração incompleta pro-varam ser notavelmente eficientes. 
v 
Agradecimentos 
Eu gostaria de agradecer: 
Ao meu Orientador pela paciência e motivação infindáveis. 
Aos Professores do Grupo de Otimização pelo espírito de solidariedade e a boa disposição 
de construir. 
A Sandra e Mário pelo convívio e inestimável colaboração na realização deste trabalho. 
Aos Colegas do Dept.o. de Matemática, CFM-UFSC pela postura de im-estire pela confiança 
depositada. 
Aos Colegas da Pós-Graduação, Professores e Funcionários do IMECC pelo excelente am-
biente de trabalho criado. 
As autoridades do HdECC-UNICAMP pelo suporte oferecido. 
A FAPESP, CAPES e CNPq pelo apoio financiero. 
A Gaby, Ale e Conce pela compreensão e por compartilharem as dificuldades e alegrias 
passadas . 
... e a todos os que acham ter-me ajudado) sinceramente. 






1.1 Algoritmos para a Resolução de Sistemas Não Lineares 
1.1.1 O Método de Newton . 
1.1.2 Métodos Quase-Newton 
1.2 Métodos Newton Inexatos ... 
1.3 Estratégias de Globalização .. 
1.3.1 Globalização por Otimização 
1.3.2 Globalização por Homotopias 
Bibliografia 
2 Métodos tipo Newton para problemas con1 valor de contorno 
2.1 Introdução ............ . 
2.2 Globalização por ''backtracking" . 
2.3 Descrição dos problemas 
2.4 Aproximação Numérica .... . 
2.-5 Experiências numéricas .... . 




















3 Métodos tipo Newton globalizados para a equação biharmonica não linear 31 
3.1 Introdução . . . . . . . . . . . . . . . . . 31 
3.2 Formulação Função-Corrente Vorticidade 
3.3 O Problema da Cavidade .. 
3.4 Aproximação Numérica ...... . 
3 .. 5 Procedimento de Resolução ... . 
3.6 Análise dos Resultados Numéricos . 








3.6.2 Métodos Newton Inexatos- G:!\,IRES Precondicionados. 
3. 7 Conclusões e trabalhos futuros. 
Bibliografia 
4 Determinação de Pontos Singulares com Métodos Newton-Inexatos 
4.1 Introdução . . . . . . . . . . . . . . . 
4.2 Algoritmos globalmente convergentes ... . 
4.3 Implementação . . . . . . . ........ . 
4.3.1 A determinação de pontos singulares 
4.4 Descrição dos Problemas e Resultados Numéricos 
4.4.1 Problema 1 - Estrutura de barras . . . . . 
4.4.2 Problema 2- A função de Freudenstein-Roth . 
4.5 
4.4.3 P1·oblema 3- O problema de estabilidade em aeronavegação . 
4.4.4 Problema 4 - O ci1·cuito gatilho . . . . . . . . . 
4.4.5 Problema 5 - Um problema de reação química . 
4.4.6 Problema 6- A Equação 'W" de Chandrasekhar 
4.4. 7 Problema 7- Um problema de valor de contorno 



















5 Métodos Quase-Newton e Newton Inexato para fluxos e1n meios porosos 70 
5.1 Introdução . . . . . . . . . . . . . . 70 
5.2 Descrição do Problema . . . . . . . 71 
5.2.1 Caracterização do Problema 78 
.).3 Descrição dos métodos . . . . . . . 78 
.5.3.1 Newton Inexato com Precondicionadores de Fatorações Incompletas 79 
5.3.2 Atualizações Secantes em Fatorações Incompletas 
5.4 Resultados numéricos . . . . . . . . . . . . . . . . . . . . . . . . . 
,).4.1 Newton Inexatos Precondicionados ............ . 
5.4.2 Quase-Ne•vton com Jacobianos de Fatorações Incompletas 
5 .. 5 Conclusões e Trabalhos Futuros 
Bibliografia 








Lista de Tabelas 
2.1 Equação de Poisson Não Linear 
2.2 Equação de Bratu ....... . 
2.3 Equação de Convecção-Difussão 
3.1 l\Iétodos Newton e Quase-Newton, jj,Re = 250 
3.2 f\Iétodos Newton e Quase-Newton, l::!.Re = 500 
3.3 Métodos Newton e Quase-Newton com e sem opções de recomeças 
3.4 11étodo de Newton Inexato, .0.Re =50 
4.1 Problema 1 
4.2 Problema 2 
4.3 Problema 3 
4.4 Problema 4 
4.-3 Problema 5 
4.6 Problema 6 
4. 7 Problema 7 
5.1 Newton Inexato com Fatoração Incompleta, I\'lalha: .U =.50 
5.2 Quase-Newton com Fatoração Incompleta, l\·falha: 1\1 = 30 
.5.:3 Quase-Newton com Fatoração Incompleta, :tvialha: .M = 40 
5.4 Quase-Newton com Fatoração Incompleta, l\Ialha: }.1 = .jQ 





















Lista de Figuras 
3.1 Vórtices da Cavidade . . . . . . . . . . . . . . . . . . . . . . . . . 
3.2 Molécula de 13 pontos para o operador biharmonico discretizado . 
3.3 Estrutura da matriz jacobiana 
3.4 Vórtices para Reynolds= O .. 
3.5 Vórtices para Reynolds= 1000 
3.6 Vórtices para Reynolds= 5000 
3.7 Vórtices para Reynolds = 11000 












Neste trabalho analisaremos o desempenho de um conjunto de algoritmos para resolver siste-
mas não lineares originados em problemas reais. Selecionamos para isso, diversos problemas da 
Física e da Engenharia e vários algoritmos cujas implementações computacionais se encontram 
em diferentes estágios de experimentação. 
Descreveremos a seguir, em forma sintética, alguns dos métodos para a resolução de sistemas 
não lineares de equações, que serão usados nos capítulos posteriores. 
1.1 Algoritmos para a Resolução de Sistemas Não Li-
neares 
Dada F: IR" ----)> !Rn, F= (!1, •.• , fn?, desejamos achar a solução de 
F(x) =O. (1.1) 
Suporemos que F está bem definida e tem deriYadas parciais contínuas em um conjunto 
aberto de IRn; denotamos com J(x) a matriz das deriYadas parciajs de F (matriz Jacobiana). 
Assim 
_ ' _ [ ff(x) ]- [ 'V !J(x)' ]- [ ~{;(x) ... 
J(x)=F(x)= , = , = , 
f~(x) VMxJT ~';(x) 
liL(x) l ox. 
&f",(x) . 
&:r.n 
Será de nosso principal interesse, o estudo de problemas de grande porte onde n é grande 
e J(x) é estruturalmente esparsa, o que significa que a maioria dos coeficientes de J(x) são 
zero para todo x no domínio de F. Esparsidade é um caso particular do conceito mais geral 
de estrutura. As matrizes Ja.cobiana<; podem ser simétricas, antisimétricas, positivas definidas, 
combinação de matrizes com estruturas especiais, etc .. Usualmente é aproveitada a estrutura 
I 
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particular de J( x) com a finalidade de melhorar as características computacionais do algoritmo 
usado para resolYer (1.1). 
Os métodos ordinários para resolver sistemas não lineares são locais. Um método local é 
um procedimento iterativo que converge, se a aproximação inicial está suficientemente perto 
da solução. Uma caracterização qualitativa do algoritmo é dada pela ta.ra de convugência que 
indica a velocidade de aproximação assintótica à solução. Na maioria dos casos o domínio de 
convergência destes métodos é grande, e por este motivo são assíduamente usados. Porém, 
quando a aproximação inicial não for suficientemente boa, os métodos locais devem ser modi-
ficados para incorporar propriedades de convergência global. 
Disemos que um método para resolver (1.1) é globalmente convergente se, ao menos, um 
ponto limite da sequência gerada pelo método é a solução ou, no mínimo, um ponto estacionário 
onde, VIIF(x)ll 2 = O. A maioria das vezes todos os pontos limites são soluç-Ões ou pontos 
estacionários e frequentemente a sequência converge completamente à solução. Em geral. os 
métodos globais sã.o modificações de métodos locais que tentam preservar as propriedades de 
convergência do método local original. 
1.1.1 O Método de Newton 
O Método de Newton é costumeiramente usado para resolver (1.1 ). Dada uma estimatiYa 
da solução como ponto inicial x0 , o método considera a cada iteração a aproximação 
F(x)"" L,(x) = F(x') + J(x')(x- x') (12) 
e calcula xk+l como a solução do sistema linear Lk( x) = O. Assim, uma iteração do método de 
Xewton pode ser descrita por 




A cada iteração de l\rewton devemos a-valiar o Jacobiano J(xk) e resoh·er o sistema linear 
(13). Usando técnicas de diferenciação automática (,·er Rall [62] e [63], Griewank [26], etc) é 
possível calcular F( x) e J( x) de uma forma confiável e com baixo custo computacional. 
Se n nã.o for excessivamente grande consegue-se resolver (1.3) usando a fatoração LU cmn 
pivotamento parcial ou com a fatoração QR (ver Golub and Van Loan [22]). O custo destes 
métodos é da ordem de n 3 operações em artitmética de ponto flutuante. Vários algoritmos para 
fatorações esparsas estão compilados em Duff: Erisman and Reid [16]. 
Gomes-Ruggiero1 Martínez e Moretti [2.5] descreveram uma primeira versão do pacote com-
putacional Rouxinol onde estão implementados diversos algoritmos para resolver sistemas não 
lineares esparsos. Os sistemas lineares são resolvidos com a metodologia de George e Ng [21]. 
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O sistema (1.1) tem uma única solução se e somente se J(xk) é não singular. Vm Jacobiano 
quase singular ou um sistema linear mal condicionado usualmente causam grandes incrementos 
sk; logo, a grandeza de llskll deve ser controlada. O tamanho do passo é comumente normalizado 
com 
k .{ ll.l' s ~mm l,M s. 
onde ~ é um parâmetro dado pelo usuário. 
O principal resultado relativo à convergência ao método de Newton está dado no seguinte 
teorema 
Teorema I Suponhamos que F: fl c /R"" ----41Rn; fl um conjunto aberto e conexo; F E C1(fl), 
F(x"') =o, J(x"') não singular, e que existam L,p >o tal que para todo X E n 
IIJ(x)- J(x•)ll :S Lllx- x•ll'· (1.5) 
Então existe e> O tal que se llx0 - x•11 S <, a sequência {x') gemda por {1.3}-(1.4) está 
bem definida e converge a x*J e satisfaz 
(1.6) 
(Pro...-a: Ver Ortega e Rheinboldt [61], Dennis e Schnabel [13], etc.). o 
A consecução da convergência quadrática (p = 1) dependerá da satisfação da condiçã.o de 
Holder (1.5), sem a qual, pode ser provada apenas convergência superlinear para {.rk}. 
1.1.2 Métodos Quase-Newton 
Denominamos l\Iétodos Quase-Newton a aqueles que resolvem (1.1) com uma fórmula do 
tipo 
(1.7) 
Os métodos Quase-Newton caracterizam-se por evitar o cá.lculo das derivadas e a necessidade 
de resolver integralmente os sistemas lineares a cada iteração. Em consequência, o custo de 
cada iteração diminui sendo que há uma leve perda das propriedades de convergência em relação 
ao método de 1\e\vton. 
C ma modificação destes métodos é realizada introduzindo recomeças. Isto significa que 
Bk = J(xk) se k é um múltiplo de um inteiro m ou se não há um decréscimo suficiente de 
IIF(xk)ll; Bk é obtida a partir de Bk-1 nos outros casos. 
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O :.1fétodo de Newton Estacioná1·io é o mais simples dos métodos Quase-Newton, onde 
Bk = J(x0) para todo k E IN. Neste método as derivadas são avaliadas no ponto inicial sendo 
necessária somente uma fatoração LU de J(.r0 ). Há uma paulatina piora nos métodos Newton 
estacionários, já que, exceto quando k = O {mod m ), Bk não incorpora informação de xk e 
F(x'). Logo, a semelhança do modelo L,(x) = F(x') + B,(x- x') com F(x) pode diminuir 
com k. Observamos que por (1. 7), nos métodos Quase-Newton, xk+1 se define como a solução 
de Lk( x) = O, que existe e é unica se Bk é não singular. Uma maneira de incorporar informação 
vinda de F sobre o modelo linear consiste em impor condições interpolatórias. 
Lk+1 (x') ~ F(x'), 
L,+1 (x'+1 ) ~ F(x'+I). 
Definindo 
y' ~ F(x'+')- F(x') 
e subtraindo (1.8) de (1.9) obtemos a Equação Secanie 





Reciprocamente, se Bk+l satisfaz (1.11), Lk+I interpela F em xk e xk+1. Designamos Aiétodo.s 
Secantes à familia dos métodos baseados em (1.7) e (1.11). 
Se n ?: 2, existem infinitas possibilidades para escolher Bk+1 de modo a satisfazer (1.11). 
Esta versatilidade permite através de uma escolha apropriada, garantir estabilidade numérica. 
O Método de Broyden "bom" (Primeiro Método de Broyden, [4] e o Método de Atualização da 
Coluna (COLUM) (Martínez [42]) se aproveitam desta possibilidade. Em ambos métodos 
onde 
para o método de Broyden, e 





Aplicando a fórmula de Sherman-l'vlorrison a (1.12) (Golub and Van Loan [22]) obtemos 
( , s-' ')( 'Jr 
-1 -1 8 - k y z -1 
Bk+I ~ B, + (-k)TB I k B, . 
z k y 
(1.16) 
Observamos que 
s-I - (/ + u'(zk)T)B-I k+I - k ' (1.17) 
1.1. Algoritmos para a Resolução de Sistemas .i\lão Lineares ,, 
(L!S) 
para k = 1, 2, 3 ... Se n for grande a fórmula ( 1.18} é utilizada. 
O Método de Broyden é um caso particular da familia dos l\fétodos de Atualizaçã.o Secant.e 
com Variação Mínima (Dennis e Schnabel [12],[13], Dennis e Walker [14], Martínez [48], [50]), 
que inclue vários algoritmos que são úteis para problemas com estrutura particular (ver Hart 
e Soul [32], Kelley e Sachs [35]), para problemas separáveis com métodos Quase-Newton Par-
ticionados (Griewank e Toint [27], [28], [29], [30], Toint [66]), métodos com Atualização Direta 
na Fatorização (Dennis and Marwil [10], Johnson e Austria [34], Chadee [6], Martínez [47]), 
algoritmos do tipo BFGS e DFP para minimização irrestrita (ver Dennis e Schnabel [13]}, etc. 
Os principais resultados sobre a convergência dos algoritmos Quase-Newton são enunciados 
a segmr: 
Assumimos que como no Teorema 1, F: f! C lRn--+ JRn, f! é aberto e convexo, F E C 1(D), 
F(x"') =O, J(x .. ) é não-singular e que a condição de Holder é satisfeita. 
Teorema 2 Dada r E (0.1 ), existem E, 5 > O tal que se [[x0 - x•[[ $ E e [[B, - J(x•)[[ s; 5 
para todo k E IN então a stquência { xk} gerada por (1. 7) está bem definida, converge a x"', e 
satisfaz 
[[x'+'- x·l[ s; r[[x'- x·11 (L!9) 
para todo k E lJV. 
(Prova: ver por exemplo, Dennis e \Valker [14].) D. 
Usando o teorema anterior podemos provar que o 11étodo de Newton Estacionário com re-
começas tem convergência local, com taxa linear. 
A ferramenta fundamental para provar convergência superlinear para os métodos Quasi-
Newton é o teorema seguinte1 devido a Dennis e Moré. 
Teorema 3 Assumamos que { xk} gerada por (1. 7) está bem definida e converge para x*. Então 
as duas seguintes propriedades são equivalentes 
(a) lim II[B,- J(x•)](x'+'- x'JII = 0 
k-= [[xk+r - x'l[ (120) 
e 
(b) . [[xk+t- x"[[ hm k =O. 
k-= [[x - x·[[ (121) 
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( Prov·a: ver Dennis e Moré [11].) o 
A equaçào (1.20) é chamada a condição de Dennis-Moré .. Usando (1.20), podemos provar que 
o Método de :.l"ewton Estacionário com recomeças periódicos (para o quallimk--..oo Bk = J(.r")) 
tem conYergência superlinear. A condição de Dennis-Moré está relacionada com a Equação 
Secante e permite obter o seguinte resultado (Broyden) Dennis e Moré [5]). 
Lema 1 Se a sequência gerada por um Método Secante convuge a x* e além disso, 
(1.22) 
então a conrergência é superlinear. 
o 
O Teorema 3 não garante a convergência local de todos os ).1étodo Secantes. Em verdade, 
a hipótese deste teorema requer que todas as Bk de,·am pertencer a uma vizinhança de J(x•) 
de radio 6. Entanto devemos observar que, mesmo se a primeira B0 pertence a esta vizinhança 
existiria a possibilidade de que []Bc- J(x')]] ?> IJB0 - J(1·")j], destruindo a convergência. 
Afortunadamente, para os métodos LCSU (incluindo o método de Broyden) é possível provar 
que existe 8' >O tal que IJB,- J(x")]] S 8 para todo k E IN, se ]]Bo- J(cc")]] S 8'. 
Teorema4 ExistemE,fJ>O tal que, se llx0 -x"'ll $t: eiiBo-J(x*)ll:::; ó, asequênáagerada 
pelo m€todo de Broyden está bem definida, converge para x"' e satisfaz (1.21} 
(Prova: \'er Broyden, Dennis 1Ioré [5]. 
trada em Martínez [48], [50]. 
Uma extensão para outros métodos LCSU é mos-
O 
O método COLUM não pertence à família dos métodos LCSU, logo a convergência local 
superlinear não pode ser provada usando a.s técnicas baseadas em Propriedades de Deterioração 
Limitada. Para COLU:M conseguimos esse resultado mediante o seguinte teorema 
Teorema 5 Suponhamos que a sequência { xk} seja gerada pêlo mitodo COL UAf, exato quando 
k :=O (modm), Bk:::: J(xk). Então, existe e> O tal que, se llx0 -x"'ll $E, a sequência converge 
superfíruarme.nte a x*. 
(Prova: v-er 'lartínez [42]). o 
Um resultado similar pode ser obtido para o ..\Iétodo de Atualização de uma Coluna da 
matriz Inversa (ICOLUM), ver Martínez e Zambaldi [.56]. 
Teorema 6 Suponhamos que n = 2. Seja r E (O, 1). Então existem e, ó > O tal que, se 
[]x0 - x'll Sê e ]]Bo- J(x')IJ S 5, a sequêncio {x') gerada por GOL UM está bem definida, 
converge para x*, e satisfaz (1.21). 
1.2. _Hétodos Newton Inexatos í 
(Pr01·a.: ver Ma.rtínez [-52]). o 
Teorema 7 Suponhamos que a sequência {xk} gerada por COLUJ\1 esteja bem definida, con-
virja para x• e satisfaça (1.21}. Então 
e 
llx'+'n- x·11 lim ~---,-------,--" = O 
k-oo llx'-x•ll 




(PrO\·a: ver Martinez [.52]). A propriedade (1.24) determina uma convergência R-Buperh'nw1·. 
D 
1.2 Métodos Newton Inexatos 
Quando o método de Ne·wton é aplicá...-el à resolução de (1.1), é recoménda...-el o uso de 
algoritmos mais eficientes como CUM ou Broyden com recomeças de Newton. No pacote 
Rouxinol foi incorporado um procedimento automático, no qual uma iteração de Newton é 
realizada somente quando há expectativas de que sua eficiência melhore a correspondente da 
Quase-Ne>vton que vem sendo efetuada. 
O uso de uma fatoração esparsa LU para resolver (1.3), pode ser altamente inadequada no 
caso da matriz Jacobiana ter uma estrutura desfavorável. Um excessivo enchimento durante 
o processo de fatoração impossibilita o uso de tais técnicas, devido a uma grande demanda de 
memória computacional e um tempo exagerado de computação a cada iteração. Uma alternati...-a 
plausí...-el é a introdução de :• Jacobianos Falsos''. Esta estratégia consiste, no recomeço de 
uma iteração Quase-Newton. em substituir Bk = J(xk) por Bk = J(xk) 1 onde ](xk) é um 
"Jacobiano simplificado" de tal forma que a fatoração LU possa ser desenvolvida. Infelizmente, 
pode acontecer que ][J(xk) - J(xk)]] seja tão grande que o método Quase-Newton perca as 
propriedades de convergência local. 
Em tais circunstâncias o uso de um método Newton-Inexato é altamente recomendá,·el. 
A inconveniência de se usar um método direto (LU) leva a resolver (1.3) com um }..1étodo 
Iterati...-o Linear. Usualmente, os métodos iterativos lineares preferidos são aqueles definidos 
sobre espaços de Krylov (Ver Golub e Van Loan [22], Hestenes e Stiefel [33], Saad e Schultz 
[64], etc.). Essencialmente .. a memória exigida é aproximadamente da mesma ordem que para 
armazenar o sistema inicial. 
Quando resolvemos (1.3) usando um método iterativo linear precisamos providenciar um 
critério de parada para decidir quando terminar o processo de cálculo (correspondente ao laço 
interno}. Um critério que parece razoável (baseado no valor do resíduo do laço externo) é 
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IIJ(x')s' + F(x')ll :<: O,IIF(x')l, (1.2.5) 
onde fh E (0. 1). A condição fh < 1 é necessária para que eventualmente, um incremento 
sk =O possa ser aceito como solução aproximada de (1.3). Por outro lado se (h ~ O, o número 
de iterações necessárias pelo método iterativo linear para satisfazer (1.2.j) poderia ser muito 
grande. Um Yalor usualmente adotado é (h ~ 0.1. 
Dembo, Eisenstat e Steihaug [9], introduziram um algoritmo impondo o critério (1.25) e 
provaram as principais propriedades de convergência local. 
Teorema 8 Suponhamos que F(x"') =O, J(x*) não singular e contínuo t:m x*, e fh:.::; {)max < 
{)<L Então existe E> O tal que, se llx0 -x'"IJ.S E, a sequência {xk} obtida satisfa;;endo (1.25_} 
com Xk+I = .Tk + Sk conrtrge a x* e satisfaz 
llx'+I - x'll :<: Ollx' - .x·ll 
para todo k 2: O, onde IIYII = IIJ(x")yll· Se lim,_ooek =O a convergencza é superlinear. 
( Prova: Ver Dembo, Eisenstat e Steihaug [9]) o 
Os métodos definidos sobre espaços de Krylov são costumeiramente implementados usando 
um precondicionador. (\'er Axelsson [3]). Basicamente, um precondicionador para o sistema 
linear Az = b é uma matriz H tal que a resolução do sistema H Az = Hb demande menor 
esforço que o sistema original. Aplicado sobre (1.3) resulta 
H;1 J(x')s' = -H,-1 F(x') (1.26) 
onde Hj;1 (ou no mínimo o produto Hj;1z) seja fácil de calcular sendo Ih~ J(xk). 
Diversos precondicionadores para problemas específicos podem ser encontrados em Spedi-
cato [6-S], em sua grande maioria baseados sobre Fatorizações Incompletas. Uma característica 
comum aos diferentes esquemas de precondicionamento aplicados ao sistema Az = b, é que 
a primeira iteração do método iterativo linear é z1 = >.H-1b, onde H é o precondicionador. 
Assim, para (1.3), o primeiro incremento deveria ser da forma ->.H;1 F(xk). Este Yalor para 
sk será aceito se satisfizer (1.25). Entretanto, já que (1.3) não é um sistema linear isolado seria 
criterioso usar a informação decorrente em iterações futuras. Com efeito, J(xk) ~ J(xk-1), 
principalmente quando J,: ~ co. Este fato, motiva o uso de H~,, F(xk), F(xk+l), xk+\ xk para 
construir o precondicionador Hk+1 de tal modo que satisfaça a Condição Secante. Assim, é 
razoável introduzir um algoritmo baseado em (1.2.5) onde a sequência de precondicionadores 
Hk :=- Bk são escolhidos de modo a satisfazer (1.11) para todo k E IN. 
Existem infinitas possibilidades para a escolha Bk+l satisfazendo (1.11 ). Nazareth e :Nocedal 
[-59] e Nash [60) sugeriram o uso da fórmula clássica BFGS para precondicionar (1.3) quando 
se trata de problemas de minimização. 
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Uma outra opção é definir 
Bk+I = Ck+I + Dk+I (1.21) 
onde Ck+l é um precondicionador clássico e Dk é escolhida de modo a satisfazer (1.11). 
Martínez [51] mostrou que o uso de uma fórmula precondicionadora secante possibilita obter 
resultados de convergência mais fortes que as enunciadas no Teorema 8. Isto é, a obtenção de 
convergência superlinear sem a imposição fh -+ O. Um Método Newton Inexato Precondicio-
nado foi introduzido por Martínez [.51] com convergência superlinear sem impor uma precisão 
tendendo a infinito na solução de (1.3). 
Algoritmo 1 Seja Bk E (0, B) para todo k E IN,(} E (0, 1) e limk-+ooBk = O. Suponhamos que 
x0 E JRn seja uma aproximação inicial para a soluçào de (1.1) e que B 0 E mnxn seja um 
precondicionador inicial não singular. Dado xk E JRn e Bk não singular, os passos para obter 
'+IB- ·t x , k+l sao os seguw es: 
• Passo 1 
Calcular 
• Passo 2 
Se 
definir 
s~ = -B;;'F(.r 1). 






Senão, obter um incremento sk tal que satisfaça (1.f!5) usando um método iterativo. 
• Passo 3 
Fazer xk+t = xk + sk. 
O teorema seguinte estabelece os principais resultados relacionados ao algoritmo anterior. 
Teorema 9 Suponhamos que F : O C !Rn -+ IRn, O um conjunto aberto e convexo,· F E 
0 1(0), J(x"') não singular, F(x"') = O, e que (1.6) seja satisfeita para algum L 2:: O,p 2:: 
1. Suponhamos que \\Bk\1 e IIBk1 ll Estejam limitadas e que a condição de Dennis-J.Uoré seja 
satisteita. Então existe c> O tal que, se \\x0- x•j] :S 2 a sequência {xk} gerada pelo Algoritmo 
4-2 converge superlinearmente a x*. Além disso existe l.·0 E IN tal que sk = s~ para todo k 2:: k0 • 
(Prova: Ver Martínez [.51]). D 
O teorema anterior estabelece que se o precondicionador usado satisfizer a condição de 
Dennis-Moré1 a convergência superlinear é obtida sem limk-ooOk =O. Em verdade, a primeira 
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iteraçã.o s~ satisfará (1. 28) e será aceita como o novo incremento presen·ando a superlinearidade. 
As Fórmulas de Atualização Secante (LCSU) podem ser usadas. satisfazendo as hipótese do 
Teorema 4.:3. 
Recentemente, Abaffy [1] considerou a possibilidade de usar algoritmos iterativos, ponde-
rando as variações das componentes, sem a necessidade de avaliar o resíduo integralmente e 
introduzindo um novo critério de parada. 
1.3 Estratégias de Globalização 
Os métodos locais caracterizam-se por apresentar altas taxas de convergência quando o 
ponto inicial está suficientemente próximo da solução. Entretanto, podem divergir se esta 
condição não for satisfeita ou se o sistema não linear apresentar fortes não linearidades. Com a 
finalidade de eliminar ou reduzir esta possibilidade, os algoritmos baseados em métodos locais 
são usualmente modificados incorporando propriedades de convergência global. 
1.3.1 Globalização por Otimização 
Uma forma de implementar esta estratégia consiste em transformar (1.1) em um problema 
de Otimização, através de uma função de mérito como f(x) = ~[[F(x )[[ 2, uma vez que qualquer 
solução de (1.1) será um mínimo da funçâ.o f. A opção de usar um método que minimize f para 
resolver (1.1), em geral, pode nã.o ser satisfatória. Os métodos locais convergem rapidamente 
para a solução, sendo que a seqüência gerada { xk}, não é necessariamente monótona. Nestes ca-
sos, o método local puro será mais eficiente que a minimização de f. Por outro lado, os métodos 
de minimização convergem a mínimos locais (não globais) de f, enquanto que o método local 
conYerge para a solução de (1.1 ). Diferentes soluções tem sido propostas para este problema. 
(Ver Gripo, Lampariello e Lucidi [31] ). DescreYeremos a estratégia que combina algoritmos 
locais e métodos de minimização que foi implementada no pacote computacional Rouxinol. 
Chamamos de iteração ordinária a cada iteração realizada pelo método local e itEração especial 
a correspondente do algoritmo de minimização de f. Definimos, para todo k E]}\.', 
a' = Argmin {f(x0), ••• , f(x')). 
As iterações ordinárias e Especiais são combinadas mediante uma estratégia tolerante. 
Algoritmo 2 Inicializar: k +--O, FLAG +-- 1. 
Seja q ~O um intei1·o, 1 E (0, 1). 
• Passo 1 
Se FLAG = 1, obter xk+l por meio de uma iteração ordinária. 
Senão x"+1 será obtido usando uma iteração especial. 
(1.:31) 
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• Passo 2 
Se 
Tomar FLA.G t-- 1, k t-- k +L 
Voltar ao Passo 1. 
Senão, redefinir 
xk+l ,........ ak+t. 
FLAG~-l,k~k+l. 




Se a condição (1.32) for satisfeita um número infinito de vezes, então existirá um subsequência 
{xk} tal que limk-ooiiF(xk)!l =O. Se a seqüência for limitada será possí,·el achar uma solução 
de (1.1) que satisfaça uma precisão predeterminada. Contrariamente, se (1.32) não for satisfeita 
para todo k 2: k0 , então todas as iterações que começam em ko, serão especiais e a convergência 
da seqüência será controlada pelas propriedades de convergência do algoritmo de minimização. 
A princípio) qualquer algoritmo de minimização descrito na literatura pode ser usado para 
definir uma iteração especial.( Dennis and Schnabel [13], Fletcher [18], etc.). Em Rouxinol, 
visando a resolução de problemas de grande porte, foram implementadas estratégias baseadas 
em Regiões de Confiança combinadas com critérios tipo Newton Inexatos (Friedlander, Gomes-
Ruggiero, Martínez and Santos [20]). Esta estratégia está. descrita pelo seguinte algoritmo: 
Algoritmo 3 Suponhamos que L).min >O, a E (0, 1) sejam dadas independéntemenfe da iteração 
k. Define-se ~·,.(x) = IIF(x') + J(x')(x- x')ll', Ll 2: Llm;n. 
• Passo 1 
Calcular um minimizador aproximado X de 1/Yk(x) dentro da caixa Jlx- xkll:x: ::::; D. tal q1te 
c•,(x) s ~·,(x~), 
x~ é a projeção de x'- 2J(x')'F(x')fM, na caixa eM, 2: 2[[J(x,)lhlll(x,JIIoo-
• Passo 2 
Se 
definú· xk+1 =X. 
Senão 
IIF(x)ll' S IIF(x')ll' + n(,P(x,)- ,p,(x)) 
Escolher L>~o"o E [O.l[[x- x'l[, 0.96]. Substituir Ll by LlNo"o· 
(1.33) 
Voltar ao Passo 1. 8 
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O custo computacional no Algortimo 2 é dado principalmente pela resolução de 
Minimizar t!Jk(x) 
s.t. [[x- x'll~ :ó ~ } 
que consiste em minimizar uma quadrática em uma caixa n-dimensional. 
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(1.34) 
Para estes problemas, há uma preferencia em usar algoritmos que combinam métodos em 
Subespaços de Krylov com estratégias de Gradientes Projetados. Em Rouxinol, a solução 
aproximada de (1.34) está definida por l/Jk(x) ::; l/Jk(x~) e além disso a norma do gradiente 
projetado de ,P,(x) é menor que O.!IIJ(x')'F(x')ll. Também é selecionada Umin = O.OO!x 
(valor típico de [[x[l), como valor inicial deu= t>o = [[x0 [[, Unn~o = 0.5llx- x'[[, outra escolha 
é Ll = 4 x Ll. As propriedades de convergência do Algoritmo 2 estão dadas em [20]. Cada 
ponto limite x* da seqüência {xk} gerada por este algoritmo satisfaz J(x'"?F(x~) =O. Logo, 
x• será a solução de (1.1) se J(x") for não singular. Infelizmente, se J(x*) for singular, existirá 
a possibilidade F(x*) =f:. O. Justamente este é o caso onde qualquer algoritmo de minimização 
baseado na globalização de (1.1) esbarrará. 
Uma característica interessante das iterações especiais baseadas em regiões de confiança 
consiste na facilidade de se adaptar naturalmente a problemas com restrições para resolver 
(1.1). :Métodos desenvolvidos recentemente com uma abordagem Newton Inexato podem ser 
encontrados en [8] e [17]. 
1.3.2 Globalização por Homotopias 
Uma técnica alternativa para incluir propriedades de globalização, quando não é possível 
fornecer uma boa aproximação inicial para resolver (1.1) está baseada em métodos homotópicos. 
Podemos definir uma homotopia associada para este problema através de uma função 
H(x, t): IR" x IR~ IR tal que 
H(x, !) -
H(x0 ,0) 
Se H satisfaz (1.35) é de esperar-se que 
F(x) } 
o. 
r={(x,t)EIR"xiR I H(x,t)~O,O:ót:O:l} 
( 1.3.5) 
(J.:J6) 
seja uma curva que conecta a aproximação inicial x 0 com uma solução x*. As técnicas ho-
motópicas consistem em traçar r desde t = O a t = 1 de maneira confiável e eficiente. A fixação 
dos extremos é arbitrária. Propostas precursoras para construir homotopias são encontradas 
em [36] e [8]. 
O traçado da curva constitui em alguns problemas um objetivo em si mesmo. O caso onde 
interessa apenas a solução de H(x, 1) =O conduz a uma situação especial, com conseqüências 
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práticas. Com efeito, a tentativa de abandonar o traçado da curva, quando t está próximo 
de 1 e passar para um método local, sem cuidar excessivamente das soluções intermediariass, 
resultará em tornar o processo de resolver H(:r, 1) =O mais eficaz. 
Alguns resultados clássicos da Geometria Diferencial garantem que o traçado da curva, 
começando em x 0 conduz à solução de (1.35) (Milnor [58], Ortega e Rheinboldt [61], Chow, 
Mallet-Paret e Yorke [7], Watson [ll] e [12], etc.). 
Homotopias naturais aparecem com freqüência; esta. designação origina~se pelo fato que 
o parâmetro t passa a representar um valor característico do próprio pwblema. Em outras 
ocasiões, é necessário introduzir homotopias artificiais, aplicáYeis em princípio a qualquer pro~ 
blema da forma (1.35). A homotopia de Redução do Resíduo está definida como 
H(x, t) = F(x) + (t- 1)F(x0 ). 
A homotopia "regularizantel', implementada no pacote computacional HOMPACK (\Na.tson, 
Billups e Morgan [70]) está definida como 
H(x, t) = tF(x) + (1- t)(x- x0 ). 
Em geral, a construção da curva dema.nda o uso de um método numérico. Após escolher H, 
o procedimento para o traçado da curva se inicia com a parametrização de r . Freqüentemente 
o próprio parâmetro t pode ser usado. Quando para um determinado t 0 temos que H~(.r, t0 ) 
é singular, x não pode ser explicitado em função t em uma Yizinhança de t0 , o que obriga a. 
decrescer t, com o objeto de pwgredir em f. Por isso, usualmente o traçado de f é feito usando 
o comprimento de arcos como parâmetro. Neste caso o procedimento usualmente recomendado 
para traçar r é do tipo Preditor~Corretor. 
Independentemente da escolha da homotopia, do parâmetro e da técnica para o traçado da 
curva, cada ponto solução de (1.35) será obtido aplicando um método local ao sistema nâ.o linear 
H ( x, t} = O, constituindo-se na fase corretora, com aproximação inicial fornecida pela etapa 
preditora. Se neste sistema consideramos t também como uma variável teremos n equações 
com n + 1 incógnitas. Algoritmos especiais locais para sistemas não lineares subdetenninados 
foram desem·olvidos por \Valker e \Vatson [67}, rvfartínez [49], etc. Uma interessante discussão 
sobre métodos homotópicos encontra~se em [19]. 
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Capítulo 2 
Métodos tipo Newton para problemas 
com valor de contorno 
2.1 Introdução 
Os sistemas originados pela discretização de problemas de contorno podem ser considerados 
como uma das aplicações mais importantes dos métodos para resolver sistemas não lineares 
esparsos e de grande porte. 
As modelagens de diYersos problemas da mecânica de fluidos. transferência de calor e massa, 
etc., daõ origem a problemas deste tipo que podem ser representados por operadores da forma 
G(u) = 'V'u+H(À,u,u"u,, ... ,u,)-f(x,y), (x,y) Efl, 
( 2.1) 
u = Ç(x,y),(x,y) E 811 
sendo n c R2 , À E IR e H uma função não linear. 
Selecionamos para este trabalho as equações de Poisson Não-Linear [10], o Problema ele 
Bratu Modificado [3] e o Problema de Convecção-Difusão Não-Linear [T] que serão aproxima-
das usando o método das diferenças finitas. Embora a equação de Poisson tenha sido criada 
artificialmente , podemos considerar esta coleção de equações não lineares como protótipos de 
problemas reais. 
O principal esforço neste trabalho estará concentrado em resol...-er cada um dos problemas em 
uma forma padrão identificando valores de >. para os quais o problema apresente características 
especiais. 
Para isto 1 selecionamos vários algoritmos baseados nas idéias quase~Newton, que foram 
implementados incorporando~lhes uma estratégia de globalização 1 com o intuito de estabelecer 
um marco de referência para a resolução de um conjunto de problemas definidos como em (2.1). 
A introdução dos termos originados pela discretização de H produzem uma deterioração das 
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propriedades do sistema gerado pela discretiza.ção do Laplaciano, piorando o condicionamento 
e nos dois últimos casos causando a perda da simetria. Em geral o parâmetro .\, que pondera 
os termos não lineares acentua estas características. Valores de .\ para os quais o Jacobiano é 
singular são denominados autovalores do sistema não linear (2.1). 
O conjunto dos sistemas algébricos não lineares originados pela discretização das corres-
pondentes equações , constitue uma coleção de problemas teste para a validação dos Métodos 
Especializados na Resolução de Sistemas Não-Lineares Esparsos e de Grande Porte (Ortega e 
Rheinblodt [9], Schwandt [10], Watson [11], [12], [13], Watson e Scott [14] , Watson e Wang 
[15], etc. ). 
Começaremos inicialmente descrevendo a estratégia de globalização implementada; logo a 
seguir os problemas que foram objeto de estudo e suas respectivas discretiza.ções, salientando 
as características numéricas que consideramos mais relevantes; na Seção 5 apresentaremos os 
testes numéricos e análise dos resultados e finalmente na última Seção, conclusões e futuros 
trabalhos. 
O conjunto de métodos e algoritmos básicos de resolução que serão utilizados neste trabalho 
estão descritos no Capítulo 1. 
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2.2 Globalização por "backtracking" 
Como mencionamos na Introdução, os métodos quase-Ne.wton não possuem a propriedade 
de decrescimento monótono 
(2.2) 
e são localmente convergentes, o que significa que conseguem achar a solução do sistema no 
caso em que a aproximação inicial seja muito boa. Esta última afirmação, na maioria das 
vezes pode ser considerada pessimista. Ocorre que devido a boas propriedades da matriz J a-
cobiana, consegue-se convergência em um número finito de iterações e o método passa a exibir 
propriedades de convergência global. 
Habitualmente incorporam-se modificações sobre as iterações locais para satisfazer (2.2) de 
tal modo que essa imposição aumente a possibilidade de obter convergência global. 
Uma das formas de satisfazer (2.2) consiste em introduzir um procedimento denominado 
estratégia de retrocesso ("backtracking''). Neste caso a iteração básica se transforma em 
Xk+J = x,- a,B;1 F(x,), (2.3) 
onde 0'1;; é obtido da sequência {2-i, i= 0,1, ... }. A existência de O'k satisfazendo (2.2) está 
garantida se dk = -BJ;1F(xk) for uma direção de descida, isto é 
Esta condição é obviamente satisfeita pela iteração de Newton. Nos métodos quase-Newton a 
condição (2.4) deve ser previamente conferida antes de efetuar o processo de retrocesso. Um 
procedimento alternativo que evita a necessidade de calcular o Jacobiano consiste em definir 
uma outra sequência para Ctk, como {(-1/+12-i, i= 0,1, ... } de tal modo a. satisfazer (2.2). 
Esta estratégia, que poderia ser denominada como retrocesso bidirecionado, será usada nas 
experiências numéricas. O processo descrito é costumeiramente incorporado aos algoritmos 
definidos pelos métodos básicos por razões de ordem prática. Analisaremos o desempenho 
dos métodos quase-Newton com e sem a estratégia de globalização para resolver os sistemas 
mencionados acima. Não pretendemos mostrar qual é o melhor dos métodos para resolver 
um determinado problema mas sim, detectar situações onde alguns deles apresentam alguma 
deficiência ou um comportamento particular. 
2.3 Descrição dos problemas 
I\'esta Secção descreveremos os problemas em que o Laplaciano é combinado com outros 
termos não lineares. Em todos os casos acharemos as soluções aproximadas das equações 
discretizadas no quadrado unitário n: {[0, 1] x [O, 1]. Resulta relativamente fácil encontrar 
uma solução exata que satisfaça as condições de fronteira, ajustando o termo independente 
f(x,y). Para todos os casos escolhemos 
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u'(x,y) = xy(1- x)(1- y)expx4·5 
(ver [7]); em consequência Ç(x, y) =O. f é avaliada em cada nó da malha de tal forma que uh*, 
a discretiza.ção deu'", é uma solução exata das equações discretizadas. 
O fato de ter definido a priori a solução exata, nos permite definir o seguinte critério de 
parada 
I u,,/- n;,/' ls; 10-4 I ui.j I, 
assim o processo iterativo será interrompido na k-ésima iteração, quando o erro relativo em 
cada componente da solução uh for menor que 10-4 . 
Devido aos distintos efeitos que introduzem diferentes escolhas de H nas propriedades dos 
sistemas, estes problemas são usados extensamente como problemas teste padrões; tanto para 
mostrar a eficácia dos algoritmos para a resolução dos sistemas lineares subjacentes, como para 
a construção de precondicionadores, etc. A nossa abordagem visa mostrar o desempenho de 
um determinado processo para melhorar a convergência de um método ao resolver o sistema 
não linear. 
Os problemas testes são listados a seguir juntamente com suas respectivas aproximações. 
Pl - Problema de Poisson Não Linear 
u' 
-Áu+À 2 2 -j,(x,y)=O 1 +X + y 
cuja discretização pode ser escrita como 
4 Uj,j- (ui-l,j + Ui+I,j + Ui,j-1 + Ui,j+l) 
+h',\ u;,,' / (1+x;2 +y,')- h'f,(x,,y,) =O (2.5) 
1 S i,j S (L-1) 
Se À > O o problema é fácil; a dificuldade cresce para valores nega.tiYos de À. 
P2 - Probletna de Bratu 
-Áu+ ~~ +!.e"-f,(x,y) =0 
sendo discretizado como 
4 U;,j- (Ui-l,j + Ui+J.j + U;,j-1 + Ui,j+I) 
(2.6) 
1 S i,j S (L- 1) 
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P3 - Problema de Convecção-Difusão 
8u 8u 
-L'.u + .\u(&x + &y)- j,(x,y); O 
sendo discretizado como 
+ h/2 À u;,; (u;+l,i- Ui-t,j + Ui,}+t- UiJ-t)- h2 fs(x;, Y;) =O (2.7) 
Jsi,js(L-1) 
Em todos os casos se conserva o mesmo padrão de esparsidade que gera a aproximaçã.o do 
operador Laplaciano. Nos dois últimos problemas os sistemas são nã.o simétricos. 
2.4 Aproximação Numérica 
As equações diferenciais serão aproximadas usando o método das diferenças finitas com uma 
discretização padrão de segunda ordem sobre uma malha uniformemente espaçada de tamanho 
h = 1/ L, onde L é o número de divisões. Denotamos o domínio discretizado por Oh sendo 
Xj = ih,y; = jh as coordenadas dos nós de nh. Assim teremos (L -1)2 nós em nh e L nós 
sobre cada lado de anh. 
Para uma função de malha qualquer u;,; definimos, em cada nó, os seguintes operadores de 
diferenças que serão utilizados nos diferentes problemas: 
Dyui,j = (ui,i+l- 1ti,J-t)/2h 
Fixamos em todos os casos, L = 64 obtendo assim N = 3969 incógnitas. 
2.5 Experiências numéricas 
Para cada problema foi criada uma sequência de experiências para diferentes valores do 
parâmetro À. Esta sequência foi gerada por um procedimento totalmente heurístico, procurando 
achar os valores de À com o intuito de criar casos com o maior grau de dificuldade possível 1 em 
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relação à sua resolução. Não levamos em consideração valores para À que tivessem significado 
físico 1 nem tivemos qualquer preocupação em obter soluções positivas. 
Os métodos utilizados com e sem glo:balização, para a realização dos testes são: Newton, 
Newton }.fodificado, Broyden (Primeiro Método) e Atualizaçã-o de Coluna (ver Gómes-Ruggiero 
[1990] [õ]). 
Os resultados das experiências são apresentados separadamente para cada problema, nas 
respectivas tabelas. Cada coluna corresponde a um À diferente e cada parênteses contém o 
número de iterações e f ou, o número de iterações e o número de avaliaçôes de função, para as 
versões com e sem globalização, respectivamente. 
Declarar amos divergência (di v) quando o número de iterações realizado pelo método ultra-
passa ItJ! ax (número máximo de iterações permitidas) ou a norma do resíduo supera Res.M ax 
(valor do resíduo máximo permitido) sendo a experiência interrompida em ambos os casos. Em 
todos os testes fixamos ResM ax = 1020 e usamos a mesma aproximação inicial x0 = O. 
Devido a fato de que o custo computacional de uma iteração de :Newton é, em geral, 
consideravelmente mais caro que uma iteração quase-Newton 1 sendo esta relação muito mais 
drástica quando comparada com a iteração de Newton Modificado, fixamos diferentes valores 
para ItJf ax para cada método em particular, com o propósito de colocá-los em uma situação 
mais equilibrada. A realização de algumas experiências preliminares nos permitiu padronizar 
uma relação que considera custos equitativos para cada método. Desta forma :fixamos, para 
cada iteração de Newton, 15 de Broyden e Atualização de Coluna e 25 de Newton :-.1odi:ficado. 
Vale esclarecer que existem pequenas Yariações destes valores para os distintos problemas e 
obviamente entre os métodos de Broyden e Atualização de Coluna. Estas experiências também 
nos possibilitaram estabelecer Jtl\11 aXNeu·ton = 10, considerando: um custo razoável em tempo 
real e a demanda média do número de iterações para conseguir convergência. O custo médio 
em tempo real de uma iteração de Newton é de aproximadamente 1í segundos. 
Por outro lado, os critérios de parada para a convergência forem estabelecidos quando 
alguma das seguintes condições foram satisfeitas: 
[x,- xil :S 10-4 , 
ou 
Os casos em que as iterações foram interrompidas por causa desta última condição estão 
indicadas com um asterisco o que eventualmente indica que a solução obtida é outra diferente da 
solução exata. Nestes casos para corroborar esta hipótese, calculamos o erro entre as soluções 
exata e a calculadaem forma aproximada para a componente situada no meio do quadrado 
como 
A resposta (stop) significa a impossibilidade de obter um decréscimo no resíduo durante a 
busca linear; também as iterações são interrompidas. 
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Os testes foram realizados em uma SPARCStation-5, e os programas computacionais im~ 
plementados em linguagem Fortra.n77 com precisão dupla. 
Analisamos a seguir os resultados obtidos para cada problema. 
À -200 -100 -35 -10 200 1000 
lllêtodo 
Sem GlobaL (> 10) (3)* (10)* (3) (6) (10) 
1\ewton 
Globaliza.do (9,14) (3,3)* (10,10)* (3,3) (6,6) (10,10) 
Sem Global. (div) (7)* (> 250) (7) (> 250) (> 250) 
!\!ewton 
Modif. Globaliza.do (stop) (7,7)* (> 250) (7,7) (17,66) (28,143) 
Sem Global. (35) (5)* (15)* (4) (14) (73) 
Broyden 
Globaliza.do (stop) {5,5)...- {15,15)* (4,4) (13,29) (stop) 
Sem Global. (> 150) (5)* (14)* (4) (23) (> 150) 
Atual. 
Coluna Globa.liza.do (stop) (5,5)• (14,14.}* (stop) (stop) (stop) 
Tabela 2.1: Equação de Poisson Não Linear 
Equação de Poisson ~ Na Tabela (2.1) observamos que para À = -35 o número de 
iterações é notoriamente maior que para À = ±100 o que nos faz suspeitar a proximidade de 
um autovalor. Para ). = 200, CUM (Atualização da Coluna) perde a convergência quando é 
rodado com globalização; o mesmo acontece com Broyden para .\ = -200 e ). = 1000. 
Para).= -100 e).= -35 obtivemos convergência com a norma do resíduo; para o primeiro 
caso constatamos a convergência para uma outra solução; temos Err _100 = 0.71762801070788. 
Para o outro valor de ). obtivemos Err _35 = 6.9234404057972D - 0:3 muito próximo de 10-4 . 
Para .\ = -1000 não se obteve convergência em nenhum caso. 
Para). = 200 o método de Broyden globalizado mostrou uma pequena margem de vantagem, 
com um tempo de execução total de 26.38 segundos contra 26.60 segundos sem ''backtracking':. 
O único método favorecido com a globalização foi Newton l\'Iodificado para À = 200 e 
À = 1000. 
Equação de Bratu ~ Na Tabela (2.2) observamos que para .\ = -10 obtivemos o que 
poderia ser chamado de resultado padrão em termos do número de iterações realizadas. 
Para ). E {-10, 1000] a maioria dos métodos teve um desempenho semelhante. Todos os 
testes rodaram sem fazer uso da globalização uma única \'ez. 
Para ). = -100 conseguimos convergência com Newton para uma outra solução; temos 
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Err _1oo = 0.75261972007852. Idem para À = -40 aparecendo uma outra solução diferente1 
com Err _35 = 1.22.59745817774. 
Aparentemente para À E [-1001 -40] existem várias soluções; a análise das- soluções neste 
intervalo está fora do escopo de nosso trabalho. 
Um teste realizado com À= 5000 produziu resultados similares aos obtidos com,\= 1000. 
' 
·100 -40 -25 -10 100 1000 
:>.!étodo 
Sem Global. (8)· (5)• (6) (3) (4) (4) 
~·ewton 
Globali:!'ado (8,18)* {5,5)* {6,6) (3,3) (4,4) (4,4) 
Sem Global. (div) (47,47)* (66) (6) (15) (43) 
:\ewton 
.\Iodif. Globalizado (stop) (47,47)* (66,66) (6,6) (15.15) (43) 
Sem Global. (> 151) (9)* (lO) (4) (6) (7) 
Broyden 
Glohalizado (div) (9,9)* (10,10) (4,4) (6,6) (7,7) 
Sem Global. (> 151) (10)* (23) (4) (7) (7) 
Atual. 
Coluna Globali:!'ado (di") (10,10),. (div) (4,4) (7,í) (7,7) 
Tabela 2.2: Equação de Bratu 
Equação de Convecção-Difusão- Na Tabela (2.3) reportamos os resultados para o Pro-
blema de Convecção-Difussão. Este se mostra um problema de difícil resolução. Curiosamente 
ocorre um grande número de casos onde a globalização prejudica a convergência. Para os \"3-
lores de ,\ = ±100 não conseguimos obter convergência com nenhum método. Este problema 
apresenta resultados "simétricos" em relação aos valores positivos e negativos de /\. 
2.6 Conclusões e trabalhos futuros 
Neste Capítulo reunimos um conjunto de problemas nã.o lineares originados das discretizações 
de problemas de contorno de segunda ordem. Os sistemas resultantes foram resolvidos com 
algoritmos baseados nas idéias dos métodos quase- Newton e implementados com globalização. 
Em geral a estratégia de globalização por "backtracking'' foi acionada poucas vezes e em 
vários casos levou à divergência. Podemos concluir que as direções geradas por cada um dos 
métodos são inadequadas e não permitem obter um decréscimo do resíduo; obviamente, nesta 
situação, qualquer estratégia de globalização será inútil. Por outro ladol as modificações que 
introduzem as globalizações na sequência das soluções eventualmente podem ser mal sucedidas. 
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À -50 -20 -10 10 20 50 
Método 
Sem Global. (8) (4)) (3) (3) (4) (7) 
Newton 
Globallzado (> 10) (4,4)) (3) (3,3) (4,4) (7,13) 
Sem Global. (> 250) (> 250)) ( -l.4) (44) (> 250) {> 250) 
Newton 
Modif. Globa.)jza.do (stop) (stop) (44) (44,44) (stop) (stop) 
Sem Global. (> 150) (16) (8) (9) {15) (> 150) 
Broyden 
Globalizado (stop) (stop) (10,14) (9,9) (stop) (stop) 
Sem Global. (> 150) (16) (9) (8) (15) (> 150) 
Atual. 
Coluna Globalizado (stop) (stop) (8,8) (9,9) (18,36) (stop) 
Tabela 2.3: Equação de Convecção-Difussão 
Em geral, para uma mesma situação a versão com globalização melhorou ligeiramente o 
custo computacional. 
Em particular, a expectativa em termos de dificuldade para resolver um determinado pro-
blema não linear como os apresentados deve ser formada em base às mudanças que produzem 
os termos originados pela função H, nas propriedades estruturais da matriz Jacobiana. 
Problemas de difusão não-linear cuja equação arquetípica pode ser escrita como 
8u Ft = M(u) + f(u)-
têm recentemente suscitado um particular interesse. A solução está. definida em um domínio 
espaço-temporal da forma n x [O,T]. Esta equação modela várias situações reais como: 
8u A m 
m=u.U 
conhecida como "a equação em meios porosos'' que por sua vez Tepresenta outros casos como: 
a equação de calor com m = 1, a teoria de gases ionizados a altas temperaturas com m > 1, a 
teoria de trasferência radiante, a teoria de camada limite, etc. Por outra parte, a equação em 
meios porosos representa o caso mais simples de uma classe de equações da forma: 
au 
{)t - 'V.[K.'V~(u)] + 'V.[vÇ(u)] + ~(u) =O 
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Aqui 1 o termo de difusão 1:1~ é acrescido com termos não-lineares convectivos \1 ~ e tipo 
fonte/sumidouro <fi. Equações deste tipo são obtidas pelas modelagens de problemas como: 
escoamento de águas superficiais, dinâmica populacional 1 reservatórios de petróleo1 etc. O pro-
blema matemático correspondente consiste em deteminar de que forma a estrutura do operador 
influirá no comportamento da solução (ver Peleter e Serrin (8]). 
Para a nossa abordagem atual, a seleção apropriada de alguns destes problemas conduziria 
a definir um outro conjunto de problemas padrão que iriam complementar os escolhidos neste 
trabalho. 
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Capítulo 3 
Métodos tipo Newton globalizados 
para a equação biharmonica não linear 
3.1 Introdução 
Neste capítulo analisaremos o desempenho de um conjunto de métodos quase-Newton globali-
za.dos e Newton-Inexato, para resolver as equações de Navier-Stokes em uma cavidade quadrada 
para altos números de Reynolds. O fluxo é newtoniana e incompressível em regime estacionário. 
Formulado em termos da função-corrente define um problema de quarta ordem não linear, com 
valores de fronteira (Peyret e Taylor [21]). 
Uma primeira dificuldade neste problema, que é frequentemente abordado com um enfoque 
numérico-computacional ( Walker [27], Deuflhard [8], Axelsson e Kaporin [1], etc ) aparece 
associada ao termo advectivo. Na medida em que o parâmetro que pondera esse termo (o 
número de Reynolds), é incrementado se produz correspondentemente, um aumento da não 
linearidade que por sua vez afeta as estruturas dos sistemas lineares subjacentes, o que se traduz 
em um paulatino crescimento do mau condicionamento desses sistemas e gradual dissimetria. 
Em nossos testes o número de Reynolds é incrementado até o aparecimento de soluções espúrias 
(vizinhança de um ponto limite), ( Schreiber e Keller [19]). A possibilidade de continuar 
construindo a curva requer o uso de técnicas de Continuação mais especializadas ( Schreiber e 
Keller [24], Rheinblodt [18], etc.). 
As discontinuidades nas condições de fronteira requerem o uso de técnicas de discretização 
mais apuradas. Torna-se difícil determinar a influência destas singularidades sobre a precisão 
da solução. Neste sentido, tem-se realizados significatiYos esforços, orientados principalmente 
na direção de criar esquemas de discretização alternath·os ( Crochet, Davies e \Valters [7]) 
As técnicas de discretização e os métodos utilizados não são novos, tomados individualmente, 
porém a escolha de uma de tais técnicas que aparece como sendo simples, precisa e robusta 
combinada com o conjunto de algoritmos para a resolução das equações resultantes, pretende 
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criar um novo marco de procedimento na resolução numérica deste problema. A introdução de 
diversas técnicas de globalização pretende ampliar qualitativamente a definição d~ste marco, que 
será estabelecido através de um estudo comparativo dos métodos, em relação a sua capacidade e 
eficiência em termos de esforço computacional. Também, este problema se constitui em mais um 
problema teste para \'alidar os métodos especializados na Resolução de Sistem~ :\ ão-Lineares 
Esparsos e de Grande Porte. 
Consideramos conveniente aclarar que nosso principal objetivo consiste em analisar o de-
sempenho de algoritmos e técnicas complementares para uma estrutura que resulta interessante 
"per se" e que é originada pela modelagem de um problema real da mecânica dos fluidos, antes 
que resolver otimamente este problema em particular. 
Este Capítulo está organizado como segue: inicialmente descreveremos o problema objeto 
de estudo e sua discretização, salientando suas características numéricas mais importantes do 
ponto de vista que nos interessa; logo a seguir são apresentados o testes numéricos, análise dos 
resultados e as conclusões. O conjunto de algoritmos de resolução utilizados são os descritos 
nos capítulos anteriores, sendo mencionados quando for necessário, alguns dos parâmetros mais 
relevantes. 
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3.2 Formulação Função-Corrente Vorticidade 
Um fluxo incompressível é caracterizado por 
'V·V =O. 
Quando esta condição é introduzida na equação de continuidade obtemos 
8pf8t+V·'Vp=0 
o que significa que a densidade p permanece constante ao longo da trajetória das partículas do 
fluido. Se a vi3cosidade J.L é constante, a equação de momento se reduz a 
p[8V/8t +(V· V) V]+ \lp- f"\72V = fe (31) 
que é denominada a forma não-conservativa da equações de Navier-Stokes. Neste caso (for-
mulação nas variáveis primitivas) as incógnitas são o campo de velocidades V e a pressão p. 
Uma outra formulação das equações de Navier-Stokes faz uso do vetor vorticidade 
w='\lxV (3.2) 
Pela aplicação do operador rotacional na equação (3.1), o termo que contém a pressão desapa-
rece , resultando 
8wfàt +(V· 'V)w- (w ·'V) V- v'V2w = 1/ p'V x fe (3.3) 
onde v = f.l f p é viscosidade cinemática. Esta equação é usualmente associada com o Yetor 
função-corrente definido através de 
V='VXW (&4) 
sendo assim automaticamente satisfeita a condição de incompressibilidade. Aplicando o rota-
cional a (3.4) e usando (3.2) obtemos 
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Esta formulação se torna interessante quando o vetor lP tem apenas uma componente, o que 
acontece para um fluxo plano onde 
V= 'V X (k,P) 
sendo k é o Yetor unitário normal ao plano do fluxo e tjJ é uma função esca.lar.Keste caso, a 
vorticidade w= wk e as equações (3.3) e (3.5) se transformam em equações escalares 
awjàt +(V· 'V)w- v'V 2w = 1/ p'V x f, 
v'w + w =o. 
(3.6) 
Como para as equações nas variáveis primitivas, a eq.(3.6) é chamada urna forma não-conservativa 
Corno caracterísitica relevante, na formulação função corrente-vorticidade a pressão não aparece 
explícitamente. 
Em ausência de campos externos e para o caso estacionário a eq.(3.6) se transforma em 
(V· 'V)w- v'V 2w = O 
v'w + w =o. 
onde v = Jl/ pé a viscosidade cinemática. 
(3. 7) 
(3.8) 
Quando estas equações são apropriadamente adimensionalizadas, é possível substituir v 
pelo recíproco do número de Reynolds Re-1 =v IV L sendo l/uma velocidade média e L um 
comprimento característico do modelo físico. 
Eliminando w de (3. 7) e (3.8) e tomando para as componentes do campo de velocidades V 
como ( u., v) =( 8tjJ I 8x, -81/J I 8y) obtemos uma equação apenas em termos de '1/J, não linear, de 
quarta ordem 
(3.9) 
Podemos reescrever esta ultima equação na forma 
F(,P) = B(,P) + ReG(,P), (3.10) 
sendo B('l/;) o operador biharmonico linear 
'\74'1; = '1/;xxxx + 2'1/;x:r;yy + 1/Jyyyy 
e 
um termo não linear em '1/; • 
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3.3 O Problema da Cavidade 
Consideramos o problema de resolver o fluxo bidimensiona.l estacionário para um fluido 
viscoso incompressível. O domínio !l onde determinaremos a solução em termos da função 
corrente, é definido como um quadrado de lado L, com seu lado superior aberto em contato 
com um fluido viscoso que se desloca com velocidade unitária V. Para um fluxo totalmente 
desenvolvido, indicamos a existência de um vórtice principal que ocupa a região central e 
uma série de YÓrtices secundarias próximos aos vértices, girando em sentido contrário. Esta 
configuraçã-o é mostrada na Figura (3.1} conjuntamente com as condições de fronteira 
Assim, o problema consiste em achar 1/J(x,y) E C 4 tal que 
F(</;)= B(,P) +ReG(</;)= O em il, (3.11) 
onde !l = { (:r. y) : O < x < 1, O < y < 1)} e que satisfaça as seguintes condições de contorno 
<P =o, (x, y) E Oíl, 
</Jx(O,y) =O, o::;y::;1, 
</Jx(1, y) =O, o:::;y::;1, (3.12) 
,P,(x,O) =O, osxs1, 
,P,(x, 1) = 1, o::;x::;l. 
Esta forma de definir as condições na fronteira origina discontinuidades nas derivadas nor-
mais nos vértices superiores no lado aberto do quadrado. Urna tentativa para suavizar essas 
discontinuidades é proposta em [3], mudando esta última condição para 
1/>,(x,1) = -16x2 (1- x) 2 , O::; x <: 1 
Como 1/Jy é singular nestes cantos, qualquer discretização espalha esta singularidade aos nós 
vizinhos de tal forma que o esquema considerado deve ser modificado para le,·ar em conta 
esta singularidade. Um tratamento rigoroso em tal sentido faz uso localmente de uma ex-
pressão análitica da singularidade [18]. Em [14] é apresentado um método considerando também 
uma forma local para a singularidade, introduzindo-a dentro do esquema global em diferenças. 
Outros métodos alternatiYos como refinamento da malha, transformação conforme, séries de 
potências, etc. são listados em [10] ,[6]. 
3.4 Aproximação Numérica 
Obteremos uma solução aproximada usando o método das diferenças finitas. Para isto esco-
lhemos uma discretização padrão de segunda ordem definida sobre uma malha uniformemente 
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v 
,p = o, ,P, = 1 
,P =O, >/Jx =O Vórtice Primário 
G 
,p =o, ,P, =o 
Figura 3.1: Vórtices da Cavidade 
espaçada de tamanho h = 1/ L, onde L é o número de divisões, em amba.s direções x e y. 
Denotamos o domínio discretizado por nh sendo Xj = ih,yj = jh as coordenadas dos nós de 
nh. Assim teremos (L -1)2 nós em nh e L nós sobre cada lado de ônh. 
Para uma função de malha qualquer ui,J definimos em cada nó os seguintes operadores de 
diferenças 
Dyui,j = (ui,i+I- Ui,j-1)/2h 
G,(«;;) = (((D,)(Dx\7;)- (Dx)(D,vmu;;)/h 4 • 
Quando a solução 'lj:(.T;,Yi) de (3.11) junto com (3.12) é aproximada nos correspondentes 
nós por uma função de malha '1/:ij satisfazendo um esquema em diferenças de acordo ao dado 
acima, obtemos a seguinte função de resíduo 
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(3.13) 
( t-'i,j-2 + 'fi-l,j-1 + 'fi+t,j-1 - 41/;i,j-1 + 41/;i,j+t - '1/Ji-l,j+l - ~i+t,j+l - ~i,j+2 ), 
1 S i,j S (L- 1) 
Desde que Fh(~ij) =O deve ser satisfeita apenas para os nós de fh teremos .Y =(L -1) 2 
equações. Porém, os valores de ~ij sobre o contorno e exteriores vizinhos à fronteira, estarão 
incluidos nestas equações. 
Os Yalores de contorno são os análogos a (3.12) discretizados 
Por outro lado, os valores de ~ii nos nós exteriores a fh podem ser determinados apro-
ximando as derivadas normais especificadas na fronteira mediante um esquema de diferenças 
centradas 
'lj;i,-t=~'i,ll 1:::; i~ (L- 1) 
!/Ji,(L+l)~~';.(L-1)•1 Si S (L- 1) 
.PtL+lJ,i=V'iL-lJ.h 1 S j S (L- 1) 
Usando estes valores em (3.13) para eliminar os valores externos a fh . obtemos N equações 
para as N incógnitas 1/Jij . 
Este sistema de equações têm não linearidades quadráticas e é esparso. Cada equação 
contém 13 incógnitas dispostas em um arranjo molecular em forma de estrela como é mostrada 
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na Figura (3.2). Esta é a forma padrão para uma aproximação em diferenças centradas de 
segunda ordem para o operador biharmonico em uma malha retangular. 
Yi+2 1 
Yi+1 2 -8 2 
y, 
1 -8 20 8 1 
Yi-1 2 8 2 
Yi-2 1 
X; 
Figura 3.2: Molécula de 13 pontos para o operador biharmonico discretizado 
3.5 Procedimento de Resolução 
O procedimento escolhido consiste na construção de uma "curva1' (?j;, Re) satisfazendo 
Fh('l/..•, Re) =O, para uma sequência crescente de números de Reynolds : Ré+1 = Rek + d.Re 
até a vizinhança de um ponto limite ( "singular point" ) com passos fixos t:.Re. 
Desta forma. 1 um conjunto de soluções é gerado a partir de ( 'lj;0 , Re = O) resolvendo o sistema 
Fh('l.j;, Re + L}.Re) =O para cada passo L}.Re, utilizando como aproximação inicial a soluçã.o de 
F,(Ç, Re) ~O. 
Procedimentos deste tipo, no qual um parâmetro (neste caso o número de Reynolds), Ya-
riando num intervalo é incrementado gradativamente e onde as soluções intermediárias são 
usadas como aproximações iniciais para as próximas iterações, são denominadas Técnicas de 
Continuação. 
Com o intuito de obter melhores aproximações iniciais, uma abordagem clássica para a im-
plementaçao destas técnicas modifica o procedimento descrito acima (que pode ser considerado 
como elementar), diferenciando em relação ao parâmetro (número de Reynolds) e originando 
uma equaçã.o diferencial ordinária com valor inicial 
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Por sua Yez, essas aproximações podem ser aprimoradas com a utilização de técnicas mais 
especializadas de integração. Uma técnica simples, conhecida como Euler-Ne\vton se tem mos-
trada adequada, sempre que não existam pontos singulares; isto é, pontos onde D[Fh('l/;, Re)] 
seja singular. 
Neste caso torna-se necessário parametrizar a CUlTa pelo cumprimento de arco s em lu-
gar do Re e construir um caminho seguindo a CUlTa. Esta abordagem requer a solução de 
Fh(~1(s),Re(s)) =O mais uma equação não linear para o comprimento de arcos que pode ser 
aproximada por 
(8s) 2 ~ 1181/>11~ + (8Re) 2 
sendo que, para criar o problema com valor inicia.!, a derivação deve ser feita em relação a 8 1 
com valores iniciais definidos por lfh(O) = 'lj;~ e Re(O) =O. 
A linearização de Fh('lj;, Re) =O, pela aplicação do método de Xewton origina uma sequência 
de problemas lineares, 
J(,P",Re)8" ~ -Fh(V",Re) (3.14) 
onde b" = '1/;"+1 - '1/J" e J(NxN) é a matriz Jacobiana. 
Básicamente, a diferença fundamental na capacidade dos métodos para resolver (:3.13) está 
diretamente ligada com a forma com que resolvem os sistemas lineares (3.14) correspondentes; 
os quais por sua vez, dependem da estrutura e propriedades do Ja.cobiano 
Os coeficientes da matriz Jacobiana estão constituídos por constantes correspondentes às 
deriYadas de Bh e de uma parte antisimétrica 8Gh[4·]/8tP, ponderada pelo número de Reynolds 
e que depende da "suavidade" da função de malha~·. 
Na Figura (3.5) mostramos uma linha da matriz Jacobiana onde 
p ~ (>/J;+l.j- 1f>H,j) 
Q = ('I/Ji-2,j + 1/Ji-I,j-1 + '1/Ji-l,j+l- 4'1/Jí-l,j + 41,Ói+Lj -1/Ji+t,j-1- ~'i+l.j+l -1fi+2,j) 
R~ (1/>;,j+I - ,P;,j-d 
s = ('1/Ji,j-2 + '1/Ji-t,j-1 + '1/Ji+l,j-1- 41fi,j-l +4'1/;i.j+l- ?,bi-I.i+l- '1/Ji+l,j+t -1/Ji,j+2) 
3.6 Análise dos Resultados Numéricos 
A maioria dos testes e respectiYos resultados que serão apresentados foram realizados sobre 
uma malha uniformemente espaçada, com L = 64 diYisões em ambas direções x e y, o que 
origina um problema com .N = 3969 equações e incógnitas. 
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Figura 3.3: Estrutura da matriz jacobiana 
JO 
Obtivemos várias sequências de soluções para Re E (0, 11000], usando o procedimento des-
crito anteriormente, fixando distintos valores para o passos j'j.Re. O extremo superior do inter-
valo foi determinado pela proximidade de um ponto limite, indicado por um súbito aumento do 
número de iterações do algoritmo usado, com o aparecimento de pronunciadas distorções nos 
gráficos das soluções. 
Uma outra série de testes foi realizado com Re E [0, 500], com diversos passos j'j.Re utilizando 
as técnicas de globalização como "backtracking" (em forma análoga ao feito no Capítulo 2) e 
região de confiança (da forma que foi descrito no Capítulo 1). 
O esquema de discretização configurado, permite trabalhar com malhas de até aproximada-
mente 100 x 100 divisões. Este limitante foi obtido de forma heurística, observando a evolução 
dos gráficos das curvas de nível das soluções e refinando a malha gradualmente. 
A escolha do tamanho da malha responde principalmente à possibilidade de realizar com-
parações dos resultados obtidos para igual dimensão, com os apresentados por Yários outros 
autores (Axelsson [199:3] , Deuf!hard [199J],WaJker [1992], etc). 
Por outro lado, os resultados obtidos com testes sob malhas mais refinadas praticamente 
não mostraram comportamento muito diferentes aos da malha selecionada. 
Os algoritmos testados são os descritos na Capítulo 1, contidos nos pacotes computacionais 
ROUXINOL, :\1-GMRES e BOX-QUACAN. 
Considerando que os métodos tipo Newton Inexatos tiveram um desempenho desencoraja-
dor1 os testes com estes métodos tiveram que ser realizados enfraquecendo as exigências para 
conseguir com·ergência, com tempos reais de execução razoáveis. Assim, mostraremos um pe-
queno conjunto de resultados com NI-GMRES, com a única finalidade de mostrar o efeito que 
produz o uso dos distintos precondicionadores sobre os sistemas lineares. 
Apresentaremos uma análise mais exaustiva sobre um conjunto de resultados obtidos com 
os métodos Quase-Newton implementados no pacote computacional ROUXINOL, que podem 
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ser considerados como muito bem sucedidos. 
Para este último caso, e com o objetivo de realizar comparações entre alguns dos métodos im-
plementadOs nesse pacote, geramos inicialmente uma sequência de soluções usando o método de 
Newton, usando um critério de parada sobre o resíduo: IJ F( 1•, Re) II:S 10-10 . Posteriormente, 
foram gerados os gráficos respecti\'os, das curYas de ní-rel das soluções, que foram padronizados 
como representando as "soluções Yerdadeiras". Alguns destes gráficos para Re = O, 1000,.5000 
e 11000, são mostrados no Apêndice. 
É conveniente aclarar que as cttl'Vas correspondentes a Re = O devem ser consideradas como 
uma solução assintótica sem qualquer significado físico. Numa situação real, para este valor 
do número de Reynolds deveríamos ter considerado simultaneamente ?f;y(x,1) = 1, O :S x :$ 1 
obtendo-se assim 'ljJ :;::: O. 
A validade destas soluções está sustentada pela comparação, para distintos números de 
Reynolds, com as apresentadas por Ghia, Ghia e Shin [1982], usando uma malha de 256 x 256 
e Benjamin e Denny [1973) para uma malha de 151 x 151, considerando a precisão da nossa 
aproximação. 
Para garantir que as soluções originadas pelos métodos Quase-Newton fossem, no mínimo, 
"tã.o boas" como as obtidas com o método de :.Jewton, foi repeüdo o mesmo processo descrito 
acima, confrontando os gráficos de cada uma das soluções que compõem a sequência. 
A "não-convergência" de qualquer dos métodos foi estabelecida fixando o número máximo 
de iterações tipo-Newton. 
3.6.1 Métodos Newton e Quase-Newton 
Nas Tabelas (3.1) e (3.2) são apresentados um conjunto de resultados paraRe E [O, 11000]. 
com passos i:::J.Re = 250 e .6.Re = .sOO respecti...-amente. 
Cada linha, que representa um experimento para um determinado número de Reynolcls, 
indica os resultados para cada método através de dois ou três números (quando corresponde): 
iterações de Newton, iterações Quase-Newton e tempo de execução (escalado). Em tempo real, 
a execução para um experimento particular, por exemplo paraRe= 11000 usando o método 
de Newton, demandou pouco mais de 10 minutos. 
Para i:::J.Re = 1000 todos os métodos excede:cam o número máximo de iterações, e as ex-
periências realizadas com passos menores necessitaram tempos de execução consideravelmente 
mawres. 
Podemos observar que todos os métodos usam somente uma iteração para resol...-er F( 1/J, O) = 
O, já. que o sistema é linear. 
Em todos os casos, a primeira iteração é uma iteração de Newton. Desta maneira, é forçada 
a realização de uma fatorização LU completa da matriz Jacobiana. 
Pode ser observado a demanda de um esforço um pouco maior para atingir Re = 1.500. 
Ultrapassado este valor, as iterações continuam com uma demanda do tempo de execução 
uniforme, até o fim do intervalo. 
Em termos de custo computacional, todos os métodos Quase-Newton têm um custo apro-
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o ( 1 '188.60) ( 1 . o' 192.61 ) (1,0,188.32) ( 1 ' o . 189.80) 
'" 
( 5 '942.56) ( 1. 56' 368.38) (1,23,264.70) ( 1 '22' 258.69) 
500 ( 5 '756.39) ( 1 . 18 '244.80) ( 1 '13 ,230.61) ( 1' 13' 230.06) 
750 ( 5, 754.04) ( 1 . l4 ' 232.29) (1,8,214.96) (1.8,213.83) 
1000 ( 5 ' 754.ü2 ) ( 1 '9' 217.14 ) (1 ,6,207.83) ( 1 ' 7' 210.76) 
1250 ( 3 ' 572.77) ( 1 . 7, 213.18) ( 1 '6 '210.82) ( 1 '6. 210.44) 
1500 ( 3' 585.68) ( I . 7, 214.27) ( 1 '5 '211.31 ) (1,5,210.68) 
1750 (3,594.76) (1,5,214.00) (1,5,214.57) ( 1 ' 5 • 214.14) 
2000 ( 3 ' 598.95 ) ( 1 , 5 ' 215.51 ) ( 1 '4' 212.97) (1,4,212.49) 
2250 ( 3' 602.59) ( I . 5, 216.90) (1,5,216.72) ( 1 ' 5 ' 216.61 ) 
2WO (3 ,607.52) ( 1 . 5 , 219.08) ( 1 '5 '219.01 ) ( 1 '.J' 219.47) 
2750 ( 3' 608.14) ( l . 5 ' 219.10) (1,5,218.28) (1,5,218.83) 
3000 ( 3' 613.I2) ( 1 '5 ' 219.66) (1 ,5,219.74) ( 1 , 5 ' 219.83 ) 
3250 (3,616.41) (1.5,220.96) (1,5,221.08) (1,5,221.17) 
3500 (3,615.55) ( I . 4 , 218.14) (1,4,218.13) { 1 ' 4 , 218.35) 
3750 ( 3 '619.21) ( 1 . 4 ' 219.01 ) (1,4,218.88) ( 1 ' 5 ' 222.19) 
4000 ( 3' 619.82) ( 1 '4' 218.86) (1,4,219.20) ( I , 4 , 218.74) 
4250 ( 3' 620.91 ) ( 1 . 4 • 219.88) (1,4,219.86) ( 1 '4 ' 219.96 ) 
4500 ( 3 ' 621.30 ) ( 1 . 4 ' 219.64) ( 1 '4' 219.82 ) (1,4,220.03) 
4750 ( 3' 624.95) (1.4,220.39) ( 1 , 4 '223.28) (1,4,220.47) 
soao ( 3 '621.63) (1 .4, 221.01) (1,4,223.61) (1,4,220.64) 
5250 ( 3' 625.65) ( I . 4, 221.22) (1,4,221.28) (1,4,220.89) 
5.500 (3,627.07) {1.4,221.32) (1,4,221.57) ( 1 '4 ' 221.15) 
5750 { 3' 628.12) ( 1 . 4 ' 221.77) (1,4,222.34) {1.4,221.90) 
6000 { 3' 627.15) (1.4,221.28) (1,4,221.64) (1,4,220.98) 
6250 (3,628.2I) (1.4 ,222.28) (1,4,222.50) (1,4,221.65) 
6500 (3,631.79) (1,4,222.58) (1,4,222.61) ( I , 4 , 222.69) 
6750 { 3' 631.67) ( 1 . 4 ' 222.2I ) ( 1 '4 '223.25) (1,4,222.57) 
7000 ( 3 ' 629.86) ( 1 '4' 222.26) (1,3,219.63) ( 1 ,3, 219.23) 
7250 ( 3' 632.56) (1.4,222.23) ( 1 , 3 '219.41 ) ( 1 . 3' 219.19) 
7500 { 3 , 630.92) (1.4,223.35) (1,3,220.57) ( 1 '3. 220.19) 
7750 { 3 ' 645.42 ) (1.3,220.05) (1,3,220.21) (I, .1, 220.86) 
8000 ( 3' 64.2.68) (1.3,220.33) ( I , 3 , 2I9.93) {1,3,220.46) 
8250 { 3, 633.28) (1.3,220.31) (1,3,221.29) (1,3,220.16) 
8500 { 3' 638.68) (1.3,220.4.4) (1,3,220.83) (1,3.220.29) 
8750 ( 3' 632.14) (1.3,220.54) {1 ,3,219.56) ( 1 '3 , 220.55) 
9000 (3,642.20) (1,3,221.26) (1,3,219.-56) (1,3,220.92) 
92-50 (3,644.13) (1,3,220.89) (1,3,221.24) (1,3,221.05) 
9500 ( 3,644.02) (I.3,220.90) ( 1 , 3' 221.61 ) (1,3,220.83) 
9750 (3,636.24) ( 1 . 3' 220.82 ) (1,3,221.19) (1,3,221.18) 
10000 (3,637.02) ( 1.3' 220.87) (1,3,220.98) (1,3,220.73) 
IG250 (3,635.66) ( I . .J , 224.31 ) ( 1 ,3,221.59) ( 1 , 3 '221.4.2) 
10500 (3,636.71) ( 1 . 4 ' 224.21 ) (1,4,224.97) (1.4,224.55) 
10750 ( 3 '636.46) (I.4,224.70) (1,4,225.12) (1,4,224.85) 
11000 ( 3' 635.67) ( 1 '4 ' 224.37) (1 ,4,224.71) (1,4,224.43) 
Tabela 3.1: Métodos Xewton e Quase-Newton, !:::..Re = 2-50 
3.6. Análise dos Resultados Numéricos 43 
xirnadarnente 50 vezes menor que o método de Newton (uma iteração de Newton requer em 
média 67 segundos). Esta relação é mantida ao longo de todo o intervalo. 
Para !:J.Re = 500 !'tPenas os métodos de Newton e Broyden conseguem convergência. CUM 
demandou um pouco mais de 100 iterações paraRe= 250. Nesta tabela, também são incluidos 
resultados com a opção de recomeças com um desempenho um pouco pior, quando comparados 
com os obtidos sem usar esta opção. A opção de recomeças, no método de Newton Modificado, 
não foi acionada uma única vez, devido a que a condição de decréscimo suficiente foi sempre 
satisfeita. Em todos os casos, a demanda do custo computacional foi aproximadamente de 60% 
que para l:lRe = 250. 
Newton Broyden 
Número de com Sem 
Reynolds Recomeços R e começos 
o ( 1 ' 192.89) (1 ,0,188.64) (1,0,188.89) 
500 ( 6 ' 1150.78) (3,10,597.90) ( 1 • 79 '477.47) 
1000 { 5 ' 961.07) ( 2 '7' 399.75) ( 1 ' 13' 231.25 ) 
1500 ( 4 ' 782.63) (1 ,8,221.82) (1,8,222.85) 
2000 ( 3 ' 599.87) (1,7,222.85) (1,7,223.33) 
2500 (3,607.67) (1,7,226.00) ( 1 ' 7' 227.24 ) 
3000 (3,612.56) ( 1 ' 7' 227.10) ( 1 ' 7 '227.90) 
3500 (3,617.13) (1 ,6,225.96) (1,6,226.38) 
4000 ( 3' 619.79) ( 1 '6 '226.67} (1.6,228.04) 
4500 ( 3 ' 623.49) ( 1 '6 ' 227.39) { 1 '6 '227.82) 
5000 ( 3' 623.93) ( 1 '6' 227.97) (1,6,229.29) 
5500 ( 3,627.64) (1,6,228.46) (1,6,228.93) 
6000 ( 3 ' 628.09) (1,5,225.97) (1,5,226.96) 
6500 ( 3' 629.64) (1,5,226.67) (1,5,226.55) 
7000 (3,630.71) (1 ,5 ,225.97) {1 ,5 ,227.-H) 
7500 ( 3' 632.49) ( 1 '5 '227.15 ) ( 1 ' 5 ' 227.94 ) 
8000 (3,634.03) (I ,5,227.57) (1,5,228.02) 
8500 ( 3 ' 633.93) ( 1 '4 ' 224.19) ( 1 '4 '224.61 ) 
9000 ( 3' 636.06) (1,4,224.72) ( 1 . 4 ' 225.31 ) 
9500 (3,635.11) (1 ,4,224.78) ( 1 '4 '225.14) 
10000 ( 3 ' 636.89) (1,5,227.78) ( 1 ' 5 '228.21 ) 
10500 (3,637.49) (1,5,228.83) (1,5,228.62) 
11000 ( 3' 638.72) (1,6,232.29) (1.6,232.74) 
Tabela 3.2: Métodos Newton e Quase-Newton, !:1Re = .500 
Outros métodos Quase-Newton corno: Escalamento na Diagonal e Escalamento na Coluna 
não conseguiram convergência sequer para Re = 250. 
Os métodos Quase-Xewton com Jacobiano Truncado, mostraram-se muito sensíveis à in-
trodução de um Jacobiano inicial "falso" com resultados negati\·os. 
Outra série de testes foram realizados para avaliar o efeito de introduzir estratégias de 
globalização. A globalização por "backtracking:l não trouxe praticamente vantagens, somente 
possibilitou a convergência para Newton l'vlodificado entretanto prejudicou a convergência de 
CUM para Re :::::; 100. A introdução da técnica de região de confiança, implementada com 
Newton Inexato, não conseguiu melhorar o desempenho do algoritmo em nenhum caso. 
Estes últimos testes foram realizados em uma SPARCstation-5. 
.3.6. Análise dos Resulta-dos Numéricos 
!:J.Re = 250 !:J.Re = 500 
Método 
Newton {141,0, 7.881) (73,0,4.164) 
Newton Mod. ( 45,200, 2.797) (Não converge ) 
Com Rec. (46,192,2.795) (26,129, 1.587) 
Broyden 
Seem Rec. (45,205,2.753) (23,204,1.511) 
Com Rec. (47,185,2.835) 
CUM (Não Converge) 
Sem Rec. (45,206,2.750) 
Tabela 3.3: Métodos Newton e Quase-::\Tewton com e sem opções de recomeças 
3.6.2 Métodos Newton Inexatos- GMRES Precondicionados. 
Os testes realizados com as diferentes opções que podem ser selecionadas usando estes 
métodos, foram desalentadores quando comparados com o desempenho dos métodos Quase-
Newton. Nas condições exigidas para estes últimos, não se obteve conYergência em nenhum 
caso. 
Com o objetivo de avaliar a eficiência dos diferentes precondiciona.dores implementados, os 
requerimentos sobre distintos parâmetros tiveram que ser relaxados, para obter convergência. 
Para isso, o tamanho do passo foi reduzido para fj,Re = .50 e a exigência sobre a diminuição no 
valor do resíduo foi aumentada para 11 F('I/J,Re) li$ 10-s . Desta forma, conseguimos obter um 
conjunto de resultados, que permitiu realizar uma análise mínima. A mudança no ,-alor daquele 
último parâmetro, impede fazer qualquer tipo de comparação com os resultados obtidos com os 
métodos Quase-Newton, porque a convergência é obtida para soluções aproximadas diferentes. 
Em uma das experiências relatiYamente "bem sucedidas", obtivemos convergência até Re = 
9100 usando um precondicionador baseado na Fatoração Incompleta, com ek = 0.1. 
Uma tentativa para estimar qualitativamente a eficácia do precondicionador ao longo do in-
tervalo de convergência, foi feita calculando o quociente entre os valores acumulados do número 
de iterações dos laços interno e externo em cada intervalo Re = Re + 1000. Os resultados 
mostram que a eficácia do precondicionador vai decaindo paulatinamente a cada interYalo. 
Duas causas inter-relacionadas que contribuem no mesmo sentido, podem explicar este com-
portamento: a perda de diagonal dominância na matriz Jacobiana e a consequente perda na 
qualidade do precondicionador, o qual está sendo reconstruido sobre urna matriz cada vez pior 
condicionada [1]. A irregularidade que se_produz no intervalo [1000- 2000] , coincide com a 
apontada anteriormente usando os métodos diretos. 
3.6. A .. nálise dos Resultados J\'umé1·icos 4.\ 
Sem Precondicionaznento Precondicionado 
Número 
de (Jk = 0.1 ek = o.a1 'h =0 .. 1 Bk = 0.67 
Reynolds 
o ( 12 '1114 '1.0) ( 22 '1208 ' 1.1 ) (6,461,0.42) ( 15 '354' 0.38 ) 
50 (5,438,0.39) (9,373,0.36) (3,230,0.21) ( 8' 197' 0.21 ) 
100 (6,544,0.49) (11,594,0.56) (3,234,0.21) ( 8 ' 182' 0.20 ) 
150 (7,648,0.58) ( 12 ' 567 '0.54) ( 3' 239' 0.22) ( 8' 231 '0.24 ) 
200 ( 7 '652' 0.59) ( 12' 677' 0.63) (3,245,0.22) (8,258,0.26) 
250 {8,754,0.68) ( 13' 682 ' 0.64) ( 3' 250' 0.23) ( 8 ' 262' 0.26 ) 
300 ( 10' 955 '0.86) ( 15' 977' 0.90) ( 3 '252' 0.23) (8,262,0.26) 
350 ( 11 ' 1053 ' 0.94 ) (15,977,0.90) ( 3,255 '0.23) ( 8 ' 275' 0.28 ) 
400 ( 12' 1152' 1.0) ( 15 '988' 0.91 ) ( 3' 258,0.23) (8,281,0.28) 
450 ( 13,1252' 1.1) ( 17' 1256' 1.1) ( 4,364 ,0.33) ( 9,385,0.37) 
500 ( 16' 1151 ' 1.1 ) ( 19' 1462 '1.3) (4,361,0.32) ( 8 ' 282' 0.28 ) 
550 ( 13' 1250' 1.1 ) (22,1764,1.6) (4,366,0.33) ( 9' 286' 0.29 ) 
600 ( 20' 1951 , 1.7) ( 20,1548 '1.4) (3,272,0.24) (8,281,0.28) 
650 (20,1950,1.7) (28.2354,2.1) (5,498,0.44) (9,426,0.41) 
70() ( 21 '2140' 1.9) ( 18 '1215 '1.1 ) (3,283,0.25) (8,317,0.31) 
750 ( 23' 2249,2.0) ( 36 '31.38 '2.8) (5,500,0.45) ( 10' 540 '0.51 ) 
800 ( 28' 2749' 2.5 ) ( 23' 1831 ' 1.7) ( 4,400' 0.36) ( 9' 425 '0.41 ) 
850 ( 22 '2148 ' 1.9) ( 49 '4441 '4.0) ( 4,400 ,0.36) ( 11 ' 641 , 0.60 ) 
900 ( 41 '4048' 3.6) ( 24,1926, Li) (5,500,0.45) (9,441,0.42) 
950 ( 22 '2149' 1.9 ) ( 63' 5836' 5.2) ( 4,400' 0.36) ( 9' 444 '0.42 ) 
1000 (68,6748,6.0) ( 28' 2317 '2.1 ) ( 4,400 ,0.36) ( 14' 949,0.87) 
Resultados 
( 385 ' 37095 ' 1.0 ) ( 471 ' 36151 '0.99) ( 79' 7168' 0.19) ( 192' 7719' 0.22 ) 
Globais 
Tabela 3.4: Método de :-Je,.,.·ton Inexato, D..Re =50 
3. 7. Conclusões e trabalhos futuros. 
Com a mesma finalidade, uma outra série de testes foi realizado apenas no intervalo Re E 
[0, 1000] , usando o mesmo precondicionador, com o objeto de avaliar o efeito de se mudar 0 
parâmetro fh. Os resultados são mostrados na Tabela (3.4). Para cada valor do número de 
Reynolds indicamos: número de iterações dos laços externo e interno e o tempo de execução 
(escalado), apenas para dois diferentes \'alares de fh, que são os mais representativos sobre 
um conjunto bem mais numeroso de testes. Podemos apreciar uma pequena vantagem para 
o menor valor de (}k· Em tempo real, a execução para percorrer completamente o inteTYalo, 
demandou mais de 4 horas. 
Sem o uso de qualquer precondicionador não se obteTe convergência e os outros precondici-
onadores foram menos eficientes. 
3. 7 Conclusões e trabalhos futuros. 
O estudo realizado neste Capítulo representa um esforço para definir um marco de referência 
na solução das equações de Navier-Stokes em termos da função-corrente, usando diversos 
Métodos típo-I\ewton, para um problema que modela o fluxo em uma cavidade. para altos 
números de Reynolds. 
Um conjunto numeroso de soluções discretas, em termos da função-corrente, foi obtido para 
números de Reynolds variando entre O -11000. Este conjunto foi convalidado por comparação 
com as soluções obtidas por outros pesquisadores. 
Uma estimatiYa do desempenho e eficiência destes :\1étodos, orientada para a aYaliação do 
esforço computacional demandado, objeto principal deste trabalho, foi conseguida a partir da 
realização de inúmeras experiências, usando distintos pacotes computacionais que implemen-
tam aqueles métodos . A fixação dos parâmetros próprios de cada pacote, que e-rentualmente 
aprimoraram sua eficiência~ foram determinados a.través de extensos e minuciosos testes; alguns 
dos quais foram explícitamente mostrados. 
Os Métodos Quase-Newton se mostraram robustos e os mais eficazes. Não há significati,·as 
diferenças entre eles, entretanto exibiram um desempenho marcadamente superior ao .t'v1étodo 
de ~ewton. 
A seleção de maiores passos, para incrementar o número de Reynolds, tem-se mostrado como 
a mais indicada em relação a economia do custo computacional global. O aumento do tamanho 
do passo está associado ao problema de melhorar a aproximação inicial, para a resolução do 
sistema correspondente a cada número de Reynolds. Isto sugere a introdução de Técnicas de 
Continuação mais apuradas, implementadas com subrutinas pa.ra a determinação automática 
do tamanho do passo. 
Os Métodos tipo· Newton Inexatos com Precondicionamento não são competiti,·os; a inclusão 
e comentários acima dos resultados obtidos com este método pretendem apenas mostrar o 
desempenho de métodos iterativos na resolução de problemas com esta estrutura. }.!esmo com 
uma redução nas exigências estabelecidas como critério para aceitação da soluçãol requereram, 
no melhor dos casos, tempos de execução práticamente inaceitáveis. 
3.1. Conclusões e traballws fut.uros. 47 
Os resultados obtidos mediante a formulação definida pela minimiza.ção de J(x) =li F(x) 11~, 
usando o pacote BOX-QUACAN foram definitivamente desencorajadores; não se obte...-e con-
vergência sequer para Re = O. 
Uma tentativa para aYaliar a eficácia do uso dos precondicionadores sobre os sistemas ori-
ginados na lineariza.ção de F(x) =O, tampouco produziram uma melhoria significativa, porém 
tendo como fato relevante, a consecução de convergência. O pacote utilizado neste caso, NI-
GMRES foi testado com Precondicionadores Secantes e com uma Fatoração LU Truncada, 
sendo esta últ.ima, a opção melhor sucedida. Urna modificação na configuração do esquema. 
de discretização do termo não linear, que atenuasse ou evitasse o paulatino crescimento do 
mau-condicionamento possibilitaria, em princípio, tornar o método mais competitivo. 
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Figura 3. 7: Vórtices para Reynolds = 11000 
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Capítulo 4 
Determinação de Pontos Singulares 
com Métodos Newton-Inexatos 
4.1 Introdução 
Neste Capítulo, utilizaremos o método :\re'i-vton-Inexato para a determinação de pontos sin-
gulares situados sobre uma curva homotópica (ver Cap. 1). Estes pontos estão relacionados 
intimamente com a estabilidade e multiplicidade das soluções. 
Consideremos o seguinte problema não linear de autovalor 
H(y, t) =O, (4.1) 
onde H : JRm+l --+ lRm 1 y E JRm, t E JR1 • 
Usualmente y = y(t) é considerada uma solução de (4.1) já que nas aplicações físicas o 
autovalor t representa um parâmetro de especial interesse (por exemplo a carga sobre uma 
estrutura, a tensão em um circuito, etc). 
Se (y0 , t 0 ) é uma solução de (4.1) e a matriz Jacobiana m x m, Hy(y, t) é inYersÍYel, é 
possível garantir a existência de uma única curva solução (y, t) que passe por (y0 • t0 ) de tal 
forma a explicitar y( t 0 ) = yo. 
Definimos r= {(y,t) E mm X IRIH(y,t) = 0). 
Um ponto singular é um ponto de r onde Hy(y, t) é singular. Quando as linhas de H'(y, t) = 
Hy(y, t), Ht(Y, t) são linearmente independentes, isto é, Ht(y,t) rj. R[Hy(y, t)] (a imagem de 
Hy(y, t)), o ponto singular é denominado ponto de retorno. Existe uma única curYa solução 
que passa por esse ponto, porém a dyjdt é infinita e uma pequena variação de t produz um 
aumento desproporcionadamente grande em IIY11· Uma situação típica é mostrada na Figura 
4.1. 
V árias métodos têm sido propostos para a determinação de pontos de retorno. A idéia 
básica consiste em acrescentar uma o mais equações ao sistema (4.1) tal que a solução do 





Figura 4.1: Ponto de retorno 
sistema aumentado 
H(y,t) =O 
H,(y, t)v = O (4.2) 
/(v)-1 =0 
seja um ponto de retorno e de modo a garantir uma matriz Jacobiana não-singular para este 
novo ,;,tema (ver [15), [14), [1]). 
Todos estes métodos usam algum tipo de fatoração de matrizes, o que é incom·eniente em 
problemas de grande porte. 
O Método de Newton-Inexato será usado para resolver 
F(x)=O, ( 4.:]) 
onde F: IRn -> IRn é a função que aproxima o sistema aumentado 4.2, cuja formulação é chaYe 
do presente trabalho. 
Na próxima seção introduziremos algoritmos globalmente convergentes; na Seção 3 mostra-
remos os novos sistemas aumentados, cujas soluções são os pontos singulares de ( 4.1). i\~ a Seção-! 
apresentaremos os problemas testes conjuntamente com as experiências numéricas realizadas, 
utilizando um método de ~ewton-Inexato globalizado para resolver os sistemas mostrados na 
Seção 3. A maioria dos problemas foram selecionados da coleção de Melhem e Rheinboldt [14]. 
As conclusões serão mostradas na Seção 5. 
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4.2 Algoritmos globalmente convergentes 
Introduzimos algoritmos globalmente conYergentes para resolver (4.3) cuJas direções são 
geradas pelo método de Newton-Inexato. 
Nossa abordagem é similar à de Eisenstat e \Valker [3] e de Martínez e Qi [11] porém sendo 
mais geral, desde que podem ser consideradas estratégias não necessariamente baseadas em 
buscas lineares. 
Consideramos para isso a soma do quadrados de F(x) como a função de mérito 
f(x) = ~IIF(xJII', ( 4.4) 
e um algoritmo que reduz monotonamente f(xk)· No que se segue, 11-IJ representa a norma 
Euclideana. 
Algoritmo 4 Minimização Monótona 
Suponhamos que: a E (0,1), 1 E (0,1], 7Jt 17J2 E (0,1), 7Jt < 'f/2 sejam dados independente-
mente de k. x 0 E JRn seja ~ma aproximação inicial arbitrária e a 0 = 1. 
Dado Xk E IRn, O:k E (0, l], os passos para obter Xk+t,Ok+J são: 
• Passo 1. 
Escolher 
d, E IR". ( 4.5) 
• Passo 2. 
Se 
f(x, + a,d,) < f(xk) ( 4.6) 
calcular xk+1 = xk + akdk. Se (4.6) não for satisfeita, definir Xk+t = Xk-
• Passo 3. 
Se 
(4.7) 
definir ak+I = 1. Senão, escolher 
( 4.8) 
O algoritmo acima é muito geral. Nenhuma condição é exigida sobre as direções dk e até 
direções nulas dk = O podem ser aceitas. 
Impondo condições sobre as direções dk é possível provar interessantes resultados relativos 
à convergência, que terão implicações de ordem prática. 
4.2. :Ugoritmos globalmente conrergentes 5:j 
Teorema 10 Convergência Global 
Suponhamos que {x E JRn I f(x) :s; f(x 0 )} seja limitada. Seja {xk} uma sequencza 




(a) Qualquer ponto limite x. de {xk} satisfaz F(x.) =O. 
(b) Se um ponto limite x. é uma solução isolada de (.f.3) e O:k---+ O, então {xk} converye a 
x •. 
(c} Se um ponto limite x. é uma solução isolada de (4.3) e existe J > O tal que jjd,lf S 
;.JjjF(x,)jj para todo k = 0,1,2, ... , então {xk} converge a x •. 
Prova: (Ver Kozakevich, Martínez e Santos [9]) O 
Essencialmente, o teorema estabelece que se for possível calcular direções de busca dk tais 
que ( 4.9) e ( 4.10) sejam satisfeitas em cada iteração, então garante-se conYergência global para 
a solução do sistema. Se J(xk) é não singular, a direção de Newton di; = -J(:rk)-1F(xk) 
satisfaz (4.10) com I= 1. Em geral, se dk satisfaz 
com t E [0, 1) temos que 
Assim, 
t- 1 (J(x,)d,,F(x,)) S z-IIF(x,)lf2 , 
( 4.11) 
isto é1 a condição (4.10) é satisfeita com "f= 1- t. A condição (4.11) é a "versão quadrática" 
do critério clássico para definir a iteração de Newton-Inexato. 
Vemos, em virtude deste teorema, que quando o método de Newton (ou a sua generalização 
para Newton-Inexato) não converge, usando a globalização dada pelo Algoritmo -±, então a 
sequência de direções d" geradas é ilimitada. l\reste caso, o método criará uma sequência que 
tende para um ponto onde o Jacobiano é singular. Este ponto não é necessariamente um 
minimizador local, ou ainda nem um ponto estacionário de f(x). 
4.3. Implementação EiG 
4.3 Implementação 
Nesta seção descrevemos a implementação do Algoritmo 4. Basicamente1 em cada iteração 
escolhemos, sk = akdk como sendo um minimizador aproximado de 
sobre uma região de confiança apropriada (,·er Fletcher [4]) da forma llslloo <:L;, Se O não for 
um minimizador de t/;, isto é, J(xk)T F(xk) '#O, deverá ser possível obter sk tal que 
o que implica que 
(J(x,)d,,F(x,)) <O. 
independentemente do valor de o:k >O. Após avaliarmos sk, são conferidas as desigualdades 
(4.9) e (4.10). Se alguma delas não for satisfeita, a execução é interrompida. Isto acontece 
quando o problema não tem solução. A escolha da norma H ·lloo em lugar da Euclideana responde 
à necessidade de considerar possíveis limitantes para as variáveis X i· 
Algoritmo 5 Minimização em regiões de confiança 
Seja" E (0,1), 7 E (0,1], ryr,ry, E (0,1), ryr < ry 2 , M >O, to/ E (0,1). max E IN dados 
independetemente de k e seja x0 E IRn um ponto inicial arbitrá1·io1 .6.0 = JJ e o:0 = 1. 
Dado Xk E IRn tal que J(xkl F(xk) =/=O, !lk >O e O:k E (0, 1], os passos para obter Xk+l> 
.Ó.k+t e O:k+l são os seguintes: 
• Passo 1. 
Calcular Sk como uma "solução aproximada" e 
1 
!vlinimizar ,P(s) = -ziiJ(x,)s + F(x,JII' s.t. llslloo <: tl,. ( 4.12) 
A_ solução apro.rimada de (4.12) é obtida aplicando o método descrito em {7} parando 
quando 
ff'Vp.f(sk)ll <: tollf'i7p1)>(0J!I. ( 4.13) 
(onde \7p1jl(s) é o gradiente projetado de 1/J na caixa l)slloo:::; !J.~;,) ou quando o número 
de iterações usado pelo algoritmo {7} ultrapassa max. (Isto garante pelo menos que 
IIJ(xk)s, + F(x,JII < IIF(x,JIIJ. 
• Passo 2. 
Definirdk = sk/O'k. Se (4.10) e (4.9) são satisfeitas, passar para o Passo 3. Senão, parar 
(o algoritmo falhou., provavelmente pela pro.rimidade de um Jacobiano singulm) 
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• Passo 3. 
Idem que o Passo 2 do Algoritmo 1. 
• Passo 4. 
Idem que o PassoS do Algoritmo 1. 
• Passo 5. 
Se O:k+I = 1, definir 6.k+1 = 111. 
Senão, definir L',k+l = llsk/loo/2. 
.jj 
Os parâmetros usados na implementação são cr::: 10-5 , 1::: 10-4 , 1JI = ~. 172 = ~. -~1 = 1010 , 
tal= 1~, max = n. 
O código computacional usado para a implementação deste algoritmo é uma adaptação do 
algoritmo para minimização em caixas realizado por Friedlander, .Martínez and Santos [6]. 
O algoritmo usado para obter as soluções aproximadas de ( 4.13) combina iterações conjuga-
das e "chopped'' (componentes cortadas) do gradiente. de tal forma que várias restrições atiyas 
podem ser acrescentadas ou eliminadas em uma iteração. 
4.3.1 A determinação de pontos singulares 
Dado H: JRm+l __, IRm, H= H(y, t), H E C'(JRm+l), dizemos (conforme a [15]) que (y.,t.) 
é um ponto singular de H(y, t)::: O se e somente se H(y.,t.) =O e se Hy(y .. , t.) é singular. Se 
o posto de (H1(y*J*)) = m dizemos que (y .. ,t.) é um ponto de rt:.torno. Pontos singulares são 
soluções de 
H(y,t) =O 
H,(y, t)v =O (4.1-1) 
l/vil'= 1 
para algum v E lRm. O sistema (4.14) tem n =2m+ 1 equações e incógnitas. 
O algoritmo usado para obter as soluções aproximadas de ( -!.12) combina iterações com 
direções conjugadas e ''chopped" do gradiente, de tal forma que as restrições ativas podem ser 
acrescentadas ou eliminadas em uma iteração. 
A resolução de (4.14) usando um método tipo Newton-Inexato requer o cálculo de derivadas 
segundas. Entretanto, observamos que 
H() I. H(y+hv,t)-H(y-hv,t) yy,tv=lm . 
h-0 2h ( 4.).5) 
Resulta natural então, substituir (4.14) pelo sistema 
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H(y,t) ~O 
H(y+hv,t) H(y-hv,t) = O 
2h 
li vil'~ 1 
.)8 
(4.16) 
para h> O. É de se esperar que as soluções de (4.16) para valores pequenos h, sejam boas 
aproxima.ções das soluções de (4.14). Uma segunda alternativa consiste em considerar em lugar 
de (4.14), o sistema 
H(y,t) ~O 
H,(y, t)v ~O ( 4.1 i) 
TTV = 1 
onde r E IRm não está em R(Hy(y, t)), o que garante a existência da solução das duas últimas 
equações de (4.17). Este sistema foi usado por Moore e Spence [1.5] e Seydel [21]. 
Considerando (4.17), e usando a aproximação (4.15), consideramos o sistema 
H(y,t) ~O 
H(y+ht•.t)-H(y-hv,t) = 0 
2h 
TT V= 1 
(4.18) 
A -.;antagem de (4.18) sobre (4.16) reside em que o termo não-quadrático (llrll 2 -1)2 na 
função de mérito (4.4), for substituido por (rTv- 1?. Entretanto, se por acaso escolhemos 
r E 'R.(Hy(y*,t*)), onde (y"' 1 t,.) é o ponto de retorno que estamos calculando, o sistema (4.17) 
não terá solução. Se o ângulo entre r e R(Hy(y ... t*)) for pequeno, o problema de achar v que 
satisfaça Hy(Y, t)v =O e rT v= 1 pode ser mal condicionado, conduzindo a resultados pouco 
confiáYeis. Em nossas experiências selecionamos r = vo = (1, ... , 1)T /m ~. 
Observamos que as matrizes Jacobianas 11 (y,t) e J2 (y,t), dos sistemas (4.16) e (4.18) são 
respectivamente 
H'(y, t) o 
J,(x) ~ H'( y+hv,t)-H' ( y-hv,t) H,;(y+hv,t)+H y ( y-hv,t) 2h 2 (4.19) 
o 
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e 
H'(y, t) o 
J,(x) = H'( y+hv,t)-H' ( y-hv,t) Hr(y+hv,t)+Hy(y-hv,t} 2h 2 ( 4.20) 
o 
É conveniente frisar, que na implementação do Algoritmo 3.1 não são efetuadas fatorações 
de matrizes. Em verdade, apenas precisamos de subrotinas que calculem o produto Jl(y, t}w 
e J2(y, t)w para vetores arbitrários w. Observando (4.19) e (4.20), notamos que podemos 
aproveitar a estrutura destas matrizes de forma a facilitar a multiplicação por vetores. 
4.4 Descrição dos Problemas e Resultados Numéricos 
Para a realização dos testes selecionamos os problemas apresentados em [14] acrescentando-
se mais um outro, originado da modelagem de um problema de transferência de energía [2]. 
Cada problema é descrito sucintamente deixando claro o significado do ponto de retorno, e 
colocando em relevância alguns dos parâmetros mais importantes, em relação ao problema e ao 
algoritmo. Com a finalidade de reproduzir os resultados relatados, fomos forçados a introduzir 
algumas correções em alguns dos dados indicados na referência [14]. 
Em cada Tabela., apresentada conjuntamente com a descriçào do problema, indicamos na 
primeira coluna o sistema aumentado selecionado: "A" ou ''B" que correspondem respecti-
vamente às formulações (4.16) e (-!.18); na próxima o ponto inicial, acompanhado com um 
parâmetro característico (como por exemplo. o tamanho do problema). Os resultados dos tes-
tes, são mostrados a partir da terceira coluna, na qual colocamos o valor do ponto de retorno 
t .. achado em cada caso; a seguir indicamos os valores singulares mínimos e máximos de Hy 
obtidos na aproximação final; na quinta coluna, a soma dos quadrados de f(y .. , t .. ) e finalmente. 
nas duas últimas colunas, o número de iterações e o número de avaliações da função realizadas 
pelo alg;oritmo. 
O código computacional para cada problema, foi implementado usando FORTRAN Ti~ 
com dupla precisão. Uma adaptação do pacote computacional BOX-QUACAN [6] (para :l\Iini-
mização em Caixas com Canalizações) foi usada como subrotina para resolver o problema de 
minimizaçào. Os testes correspondentes aos problemas 1-6, foram realizados em um PC486, e 
o 7 em uma SlJ~T SPARC-Station 2. 
4.4.1 Problema 1 - Estrutura de barras 
Em [16], Oden apresenta um problema, que consiste em determinar os deslocamentos de 
uma estrutura formada por duas barras construídas com um material isotrópico. A aplicação 
do método dos elementos finitos nas equações de equilíbrio origina o seguinte sistema não linear 
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F(y,t)=A(y)y-tp, yEIR2 , IEJR1 , ( 4.21) 
para o vetor de deslocamento y, onde 
A(y) = y,- py, -1' 
( 
2 3 +'' 2 
YIY2 - !1Y2 
y,y2 - py2 ) V E IR' 
2 2 ' y Yz- py, + 
sendo p E JR2 é um vetor de carga dado e f.1 ::::; 2. 
Os testes foram realizados modificando as relações entre o vetores de carga e o ponto de 
retorno informados em [14]. Em lugar de (0.3,0.91) usamos (Jõ]i,0.3). Também. observamos 
que em relação ao primeiro vetor 2 +:;h corresponde a-~ e~ corresponde a 3\:%-. 











Q, = (1,0), Q2 = (Yü.9,0.3). 
P1(yo, to) = [(:3, O), -3], P,(yo, to) = [(0, 0), 5], 
P,(yo,to) = [(1,1),1], P4(y0 ,to) = [(3,1),-3]. 
(!lo, to) 
'· 
UJ(Hy) u.,_(Hy) f(y.,t.) Iter. 
-3.079205 4.86e-06 6.66e-01 9.87e-09 g 
Qt,Pt 
-3.079205 1.23e-08 6.66e-OI 4.38e-10 8 
3.079201 S.70e-07 6.66e-Ol 3.72e-10 8 
Q1,P2 
3.079209 6.27e-05 6.66e-01 7.23e-09 10 
1.933818 3.9-le-06 0.47e-Ol 1.37e-10 4 
Q2,Pa 
1.933836 1.30e-07 0.47e-Ol 9.97e-14 5 
·2.307797 3.06e-O.S 0.24e-Ol 7.94e-10 4 
Q2,Pt 
-2.307831 1.04e-06 0.24e-01 3.73e-10 
·' 
Tabela 4.1: Problema I 










O seguinte sistema de equações, originalmente formulado em [-5], é usado frequentemente 
como problema teste, por vários autores. 
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v' -vi+ 5vl - 2v, + 34t- 47 =o } 
v'+ vi+ vi- 14v, + 101- 39 =o 
Para O :S t :S 1 obtemos dois pontos singulares. 
Pontos Iniciais: 
P,(vo, to)= [(1, 1), 1], P2(yo, lo)= [(50, 10), -10] 
(yo, to) '· ot(H11 ) o,..(H11 ) f(y.,t.) Iter. 
Sistema 
A 0.5875923 1.56e-06 1.89e+Ol 5.18e-09 14 
P, 
B 0.5875873 5.68e-06 1.89e+Ol 2.87e-11 20 
A -0.6863575 6.65e-05 7.73 8.05e-09 16 
p, 
B -0.6863527 3.45e-08 7.73 l.OOe-14 24 






4.4.3 Problema S - O problema de estabilidade em aeronavegaçao 
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(4.22) 
Uma versão simplificada das equações de equilibrio aerodinâmico em aeronaves, que permi-
tem prever deslocamentos bruscos em resposta a manobras realizadas, envolve cinco equações e 
oito variáveis ([y, u]T). Três destas, (u = [u1, u2, u3]T) que modelam o elevador, aileron e o de-
fl.edor respectivamente, funcionam como variáveis de controle. Para o problema de estabilidade 
de aeronavegação estudado em [13], as equações adimensionalizadas tem a seguinte forma 
A [v,uY + 1(y,u) =O, 'ly E IR', u E IR3 , (4.23) 
onde ( -3;33 0.107 0126 o -9.99 o -45.83 
-r) -0.987 o -22.95 o -28.37 o A= 0.002 o -0.235 o 5.67 o -0.921 o 1.0 o -LO o -0.168 o 
o o -1.0 o -0.196 o -0.0071 
e 
-0.727y,y, +8.39y,y, -684.4V4V5 +63.5y,v, 
0.949y,v, +0.173V1Y5 
~(y, u) = -.0.176y,v, -1.578y1y, +Ll32v4Y2 
-YIYs 
YtY4 
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Para realiz.ar os cálculoB eBcolhemos t = u2, e foram fixados u1 = 1 e U3 = O. O número de 
pontos de retorno varia com os valores de I· 
Neste caso foram necessárias duas correções: o elemento A31 = 0.002 na matriz A e na 
funçâ.o c/J, o termo YtY'2 por YtUz. 
Valores de 1: 













P1(Yo, to) = [( -3, 1, -.1, .5, -.3), .5], 
P,(yo, to)= [( -3, -.2, -.1, .02, .1), .2], 
P3 (yo, to) = [( -2.5, -8, .03, -.04), .3], 
P,(yo, to) = [( -2.5, 1.5, .06, -.08, .06), .7]. 
~~;P(yo,to) 
'· 
a1(Hy) un(Hy) f(y.,t.) 
0.5087968 1.26e-05 2.20e+02 1.56e-10 
r1;P1 
0.5087889 2.64e-06 2.20e+02 1.04e-09 
0.2063399 5.17e-05 4.99e+01 9.74e-09 
"Y2;P2 
0.2065148 2.07e-06 4.99e+01 õ.OTe-09 
0.872326 1.09e-05 5.86e+01 1.08e-10 
--y3;P2 
0.3887898 1.62e-03 4.71+01 8.62e-04 
0.2929449 4.55e-05 1.84e+02 9.12e-09 
-;4;?3 
0.2929395 7.84e-06 1.84e+02 2.60e-10 
9.227714e-02 3.46e+Ol 7.96e+Ol 1.02e-01 
í5;P5 
2.i89284e-02 2.26e-02 1.04e+02 1.59e-01 
Tabela 4.3: Problema 3 














A operação de um circuito "gatilho11 está descrito em [17]. As equaçoes que descrevem o 
fluxo de corrente no circuito podem ser escritas na seguinte forma: 
H(y, t) = 
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(Yt- y,)/10000 + (Yt- y,)j39 + (Yt- t)/51 = 0 
(y,- y,)jiO + (y,- Yt)/39 + l(y,) = O 
(y,- y,)/10000 + (y,- y,)/25.5 = o 
(y,- Y3)/25.5 + y,j0.62- Ys + y, =O 
(y,- Ys)/13 + Ys - y, + l(y,) = O 
(y6 - y5)/13 + (Ys- y2)/10 + (y6 - U(y3 - y1)/0.201 =O 
63 
(4.24) 
Os dois diodos e o amplificador estão modelados por I(x) := 5.6 X w-8 (e25X -1)' U(x) := 
7.6.5tan~1 (1962.1: ), respectivamente. As quantidades [(yl, ... , Ys), t] representam Yoltagens, em 
particular y6 , a voltagem de saida, é de interesse prático, sendo que t é a Yoltagem de entrada. 
O comportamento elétrico deste circuito gatilho está caracterizado por dois pontos de retorno. 






P1 (yo, to)= [(.05, .5, .05, .05, .15, .13), .5], 
P,(yo, to) = [(.2, .6, .2, .2, .6, 9.5), .3]. 
(yo, to) t. U!(Hy) u,.(Hy) f(y.,t.) It.er. 
0.6020924 1.26e-04 1.03e-Ol 8.23e-09 98 
P, 
0.6013642 7.28e-05 1.03e+Ol 9.74e-09 118 
0.3326203 1.82e-05 2.08e+01 7.58e-09 57 
p, 
0.3329312 1.94e-05 2.07e+Ol 8.57e-09 27 
Tabela 4.4: Problema 4 
4.4.5 Pmblerna 5 - Urn problema de reação q·uírnica 
A equação integral 
y(s)-t],'k(s,<r)g(y(<r))d<r=l, O:Ss:Sl, 
comk(s,<r)=s-1, s2:<r, k(s,<r)=k(<r,s)eonde 
')'(3(1-z) 







foi usada por l\·loore e Spence [l-5] para testar algoritmos para calcular pontos de retorno. Esta 
integral representa uma reformulação do problema estudado por Kubicek em [10] que descreve 
a transferência de calor e massa em uma pastilha de catalizador poroso. A integral (4.2.5) é 
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aproximada sobre uma malha regular Si = ih, i = 1, ... , m usando a regra do trapézio . Esta 
discretiza.ção conduz ao seguinte sistema de equações 
m 
Yi- t h L Wj k(s- i, s;) g(yj)- 1 =O, i = 0: ... , m 
;,""o 
( 4.26) 
com w1 = 1/2, e Wj == 1 nos outros casos. Com 1 = 20, f3 = 0.4 e m = :32, são obtidos dois 
pontos de retorno. 
Pontos iniciais: 
P1 (y0 , to) = [(1, ... , I), .2], P2 (yo, to) = [(.5, ... , .5), .I]. 
Sistema (yo,to) 
'· 
o-J(Hy) o-n(Hy) f(y., t.) Her. .-\'"ai. 
p, 0.1375316 3.28e-05 1.00 8.30e-09 4 .; 
A 
P, O.Oi79lõi5 8.48e-06 1.09 9.50e-ll 6 H 
P, 0.1375395 2.22e--06 1.00 8.39e-11 4 5 
B 
P, 0.07791559 4.60e-06 1.09 5.49e-10 6 14 
Tabela 4.5: Problema 5 
4.4.6 Problema 6 - A Equação "H" de Chandrasekhar 
Em [2], Chandrasekhar apresenta a seguinte equação integral, no contexto de problemas de 
transporte de energia radiante. 
( ) I c la' tx(t)x(y)d xt= +- y 
2 o t + y (4.27) 
O problema consiste em achar x(t) E C[O, 1], que satisfaça (4.27) 
Aproximamos a integral usando quadratura com nós em {ti}i~ 1 e pesos {wi}~11 resultando 
assim no sistema não linear 
comxE Rn. 
Quando aumentamos o número de pontos usados para aproximar a integral a matriz Jaco-
biana perde esparsidade, 
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Malha: M = 8, 16, 32. 
Ponto inicial: P(y0 , t 0 ) = [(.5, ... , .5), .1] 
Sistema M 
'· 
<'"1 {Hy) an{Hy) j(y.,t.) Iter. Aval. 
A 1.000003 3.42e-06 8.88e-01 3.67e-10 6 9 
8 
8 1.000000 l.SOe-08 8.88e-01 4.30e-12 7 10 
A 1.000000 4.48e-7 9.3Se-Ol 4.66e-11 9 12 
16 
8 1.000004 6.43e-05 9.35e-01 3.47e-09 7 12 
A 1.000000 1.67e-06 9.63e-01 1.29e-09 8 11 
32 
8 1.000000 9.12e-08 9.63e-Ol 2.2le-11 8 13 
Tabela 4.6: Problema 6 
4.4.7 Problema 7 · Um problema de valor de contorno 
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Consideremos a aproximação do problema com valor de contorno não linear, Yer Simson 
[22]) 
~u = -t g(u), \f(x,y)' E !1, ( 4.28) 
uôn =O 
sobre uma malha uniforme de tamanho h = l/l em n = [(0,1) x (0,1)], na qual definimos a 
discretização de nove pontos para o operador de Laplace como 
(u;-t,j-1 + u;+t.i-t + u;-t,j+t + u;+l,;+t)- 20u;,j], 
i,j = 1, ... ,.!11-1 
e para o laplaciano de g( u) uma discretização de cinco pontos 
1 
o,g(u;,;) = h' [g(u;,;-d + g(ui-I.j) + g(u;+r,;) + g(u;.;+,)- 4g(u;,;)J, 
i,j = l, ... ,M -1. 
Assim obtemos 
D9u· · + t[g(u· ·) + ~h2 D·g(u .. )] =O Z,J Z,J l2 O I,J 1 
4.4. Descrição dos Problemas e Resultados Numéricos 66 
i,j = l, ... ,~H -1 
com as respectiYas condições de contorno discretiza-da.s 
ui,j = O, i = O, i = Af, O ::S j ::S Af1 0 ::S i ::S 111, j = O, j = Ai 
que representa uma aproximação da ordem de h4 para (4.28). 
Desta forma, originamos um sistema não-linear de N = (M -1) 2 equações com .V incógnitas 
Uij, i,j = 1, ... , (l-1), além do parámetro t. 
Para g( u) foram escolhidos 
a) g(u) =e" 
b) ( ) _ ] u+l/2u' 9,U - + 1+1/IOOu2 ' 
e para o cálculo dos pontos de retorno, tamanhos de malha AJ = 49,121,225. 
Ponto inicial: P(y0 , to)=[(!, ... , 1), 8] 
Sistema g(u),M 
'· 
o-1 (Hy) o-,(Hy) f(y •. t.) Iter. A,·al. 
A 6.807507 8.35e-07 3.07e+01 1.93e-09 6 7 
a,49 
B 6.807504 9.44e-07 3.07e+Ol 1.44e-10 8 9 
A 6.808005 1.25e-06 3.14e+01 3.39e--10 8 9 
a, 121 
B 6.808005 1.44e-06 3.14e+01 2.85e-10 8 9 
A 6.808096 3.i3244e-06 3.14e+01 1.03e-09 9 10 
a, 22-5 
B 6.808045 1.04e-06 3.16e+01 1.68e-09 7 8 
A 7.980354 5.52e-07 3.07e+01 2.90e-11 15 30 
b,49 
B 7.980359 1.14e-04 3.07e+01 9.15e-09 13 23 
A 7.981427 2.06e-05 3.14e+01 2.76e-10 23 52 
b, 121 
B 7.981423 1.16e-06 3.14e+Ol 1.30e-10 24 54 
A 7.981605 1.07e-04 3.16e+01 6.04e-09 44 76 
b,225 
B 7.981612 8.60e-05 3.16e+01 5.44e-09 23 24 
Tabela 4.7: Problema 7 
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4.5 Análise dos resultados e conclusões 
Procedemos a uma análise dos resultados numéricos. 
Para calcular os acréscimos em (4.14) e em (4.16) usamos em ambos casos, um incremento 
h = 10-4 • Este Yalor pode ser convalidado a partir dos valores singulares obtido para H 11 na 
aproximação finaL Outros valores foram testados sem modificar substancialmente os resultados. 
Com exceção do Problema 3, o critério de convergência definido pela soma dos quadrados de 
f(Yk) = f(yk, t,) para. a aproximação final foi fixada em llf(x,JII S 10-8 . 
Para"'= O e usando (4.18), atingiu-se o máximo número de iterações (.jQO). A convergência 
para 1 = 0.1 foi conseguida, devido a que o critério IIV p f( x,) li S I0-5 max{ lf(xk )I, 1} / max{ llx; 1 
em relação ao gradiente projetado sobre a caixa -10 :$_ y; :$_ 10, i = 1, ..... j , -1 $. i :$_ 1 foi sa-
tisfeito. 
O desempenho observado através dos experimentos, dos sistemas ampliados (4.16) e (4.18), 
não permite concluir sobre a superioridade de quaisquer deles. Em geral, a eficácia de ambas 
aproximações depende principalmente do ponto inicial escolhido e também da nã-0 linearidade 
do problema. 
No Capítulo 3 tratamos de um problema da dinâmica dos fluidos onde o número de R.eynolds 
aparece naturalmente como o autovalor de (4.1). Schreiber e Keller [19] relatam vários pontos 
de retorno para diferentes tamanhos de malha. Em nenhum caso o nosso método conseguiu 
convergência, usando ambas formulações e diferentes pontos iniciais. ::\este sentido, outras 
tentativas foram realizadas para obter soluções em diferente pontos não-singulares, redefinindo 
a função de mérito como f(x) = jjH(y, t)IJ, com resultados também mal sucedidos. O método 
de Newton-Inexato se mostra inadequado para resolver este problema deddo probaYelmente à 
dispersão no espectro de autovalores da matriz Jacobiana H 11 (y, t}. 
Iniciamos este Capítulo apresentando um método tipo Ne,vton-Inexato por 11inimização 
para resolver sistemas não lineares de equações. O método não usa buscas lineares e está 
implementado usando estratégias de regiões confiança. Na formulação selecionada. o sistema 
resultante foi resolvido usando o algoritmo de minimização mencionado. Esta nova metodología 
de resolução pode ser considerada como uma contribuição para a resolução de problemas não 
lineares de autovalor. 
DiYersos tipos de problemas reais foram usados como testes para aYaliar a eficiência e pre-
cisão deste novo esquema de resolução. 
Este método foi testado para calcular pontos singulares de curvas homotópicas, que são 
soluções de sistemas aumentados aproximados. Salientamos que o ponto chave da nossa for-
mulação, consiste em substituir a equação que estabelece que o espaço nulo do Jacobiano tem 
um vetor não nulo, por uma equação de diferenças, evitando o cálculo ele derivadas. 
As experiências realizadas mostram que o método consegue achar as soluções em forma 
precisa e permitem recomendar um valor para o parâmetro de discretização. 1 
1 Agradecimentos. À Dra. Sandra A. Santos, que acompanhou a implementação e a realização dos testes. 
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Capítulo 5 
Métodos Quase-Newton e Newton 
Inexato para fi uxos em meios porosos 
5.1 Introdução 
A construção de modelos que representem adequadamente o escoamento dos fluidos num 
reservatório permite realizar previsões em relação a sua vida útil, capacidade de produção, etc., 
o que determina em princípio, a viabilidade da exploração da bacia petrolifera. Também, com a 
finalidade de otimizar a extração do óleo contido, possibilita o controle do regime de produção, 
a seleção de técnicas e a implementação de métodos alternatiYos de recuperação secundária. 
A escolha de um modelo apropriado para um reservatório, dependerá básicamente das carac-
terísticas estruturais da rocha produtora e das propriedades dos fluidos presentes. Os modelos 
tipo "black-oil" são usados habitualmente na realização de testes orientados a avaliar as carac-
terísticas numéricas de um determinado algoritmo. 
Consideraremos métodos numéricos para determinar o fluxo de dois fluidos imiscíveis esco-
ando num meio poroso usando o método das diferenças finitas para aproximar as equações. 
A maioria dos simuladores comerciais utilizam um tratamento temporal explícito para as 
não linearidades. Atualmente existe uma tendência direcionada para o desenvolvimento de 
simuladores que ofereçam soluções totalmente implícitas, cujas principais vantagens são as de 
fornecer soluções estáveis sem a necessidade de limitar o tamanho dos passos no tempo. Este 
esquema origina sistemas acoplados de equações algébricas não lineares a cada passo do tempo. 
A linearização destas equações gera sistemas lineares de grande porte, esparsos e não simétricos. 
Assim a eficácia do esquema totalmente implícito será dada principalmente pelas virtudes do 
método para resolver os sistemas enYolvidos. 
Neste trabalho compararemos métodos Quase-Newton e Newton Inexatos para a resolução 
dos sistemas de equações que modelam este problema para um escoamento bifásico, bidimen-
sional considerando uma geometria simples do modelo físico. Os testes foram orientados com 
o duplo objetivo de mostrar algumas das características de cada algoritmo e indicar princi-
70 
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palmente qual deles é o mais eficiente para este problema em particular. Nos concentraremos 
principalmente nos métodos que já têm sua eficiência comprovada na resolução de outros proble-
mas, confrontando métodos diretos e iterativos para os sistemas emergentes. Ambos os métodos 
têm sido implementados com técnicas complementares baseadas em Fatorações Incompletas que 
melhoram substancialmente seu desempenho. 
Na próxima seção, apresentamos as equações que regem o escoamento num meio poroso 
e suas correspondentes discretizações espaciais e temporais. As características do problema 
implementado serão mostradas na Seção 3. Na Seção 4 descreveremos sucintamente o conjunto 
de métodos para sua resolução. Os resultados numéricos e respectivas análises serão mostrados 
na Seção .5. Finalmente apresentaremos algumas conclusões e sugestões pa-ra futuros trabalhos. 
5.2 Descrição do Problema 
Os modelos "black~oil" são considerados como protótipos para este tipo de problemas e vêm 
sendo usados habitualmente na realização de testes para diversos algoritmos na simulação de 
reservatórios (Yer Aziz [2]). 
Fazendo uso das hipóteses padrões que são habitualmente aplicadas sobre este modelo para 
um fluxo multifásico1 resultam as seguintes equações: 
Equação de conservação de óleo 
V'· (-\,(V'p, - 1, V' D) ~ IJ ( ,P,S,/ B,) j!Jt + Q, 
Equação de conservação de água 
Equação de conservação de gás 
V'· (,\ 9 (V'p9 -,,V' D) +R,, À, (V'p, -1, V' D)) ~ 




Consideraremos para. o nosso estudo o escoamento de dois fluidos imiscíveis em um reser~ 
vatório bidimensional. As equações que regem o fluxo para este caso particular podem ser 
obtidas a partir das equações de conservação listadas acima, resultando: 
(.5.4) 
(.5 .. 5) 
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em que o e w designam as fases presentes. O termo gravitaóonal é desprezado, supondo um 
reserYat.ório horizontal. 
As mobilidades das fases estão dadas por 
kp krf ÀpJ=-B ,sendof=w,o;p=x,y. 
f Pf 
As pressões de ambas as fases estão relacionadas através da pressão capilar 
Pc = Po- Pw, 
e a equação de restrição para a saturação como 
Discretização 
Aproximaremos numericamente as equações de fluxo sobre uma malha com espaçamento 
uniforme. A discretização dos termos de :fluxo conduz a : 
(.5.6) 
_§__(À fJpf) __ 1_ (À Pf;,,+, - Pf;.i 
{) >f {) "' A YP;+l/2 A Y Y · · uyi uYJ+l/2 
'·' 
+ À PJ;,_, - PJ,,,) 
YP;-l/2 .Ó. 1 Yi-1/2 
(5.7) 
e a aproximação para o termo de acumulação pode ser escrita como 
(.5.8) 
Utilizando as aproximações (5.6) a (5.8) nas equações (5.4) e (.1 . .5) e multiplicando pelo 
volume do bloco da malha~ ViJ = 6.xJJ.yj.Ó.Z 1 temos 
(5.9) 
para f= w, o , i= 1, 2, ... , Nx 1 e j = 1,2, ""1 Ny. 
As transmissibilidades das fases nas direções x e y estão dadas por 
5.2. Descrição do Problema 
e 
~Xj~Z 
Tyf1±tf2 = Àyf1 ±tf2 ~ · Yt±l/2 
A taxa de produção (injeção) do componente c no bloco i,j em condições padrões é 
O superscrito v indica o nível na aproximação temporal: v = v + 1 para um esquema 
totalmente implícito; v= v para um esquema totalmente explícito. 
O primeiro termo entre colchetes em (5.9) é a taxa do fluxo da fase f no bloco i,j na direção 
x. Podemos escrever este termo como se segue: 
i::lTxJb.PJ = TxJ;_t/2 (PJ;-t,1 - PJ,,1 ) + Txli+t/2 (P!i+t.i- PJ;J = 
Qxfi-t/2 + Qxfi+t/2 
(5.10) 
Similarmente, o segundo termo entre colchetes expressa a taxa do fluxo na direção y : 
!:l.TyJf::..PJ = Tyfi-tn (Pk,-1- PJ;,i) + Tyfi+t/2 (PJ;,;+!- PJ;,,) = 
Qyf;-l/2 + QYf;+l/2 
( 5.11) 
Assim, a equação (5.9) representa o balanço de material da fase f no bloco i,j . Isto significa 
que a taxa Yolumétrica de fluxo da fase f deve ser igual a taxa de variação de volume acrescida 
por uma fonte ou sumidouro da fase f no bloco. 
Usando a relação de capilaridade e a de saturação, a<> equações discretizadas para ambas 
fases podem ser expressas em termos de p0 e Sw como segue 
(.5.12) 
(.5.13) 
sendo ,;, = I ]"+1 - I I"· 
Estas equações em diferenças aplicadas ao longo da malha, podem ser escritas em forma 
compacta como 
(5.14) 
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em que o vetor incógnita x é definido como 
X ::::;: ( Xn, X12, ... , Xi,j-1, X;,j, Xi,j+l, ••. , XNN) , 
sendo cada elemento ele x um subvetor da forma x;,· = (po, Sw)T. 
' l,J 
A matriz de transmissibilidade T é pentadiagonal por blocos cuja estrutura é da.da por: 
Ti-tf2,J ... T;,J-1/2 T;,J Ti,J+I/2 ... T;+l/2,i• 




- L;Tw O ] 
T;,J = -l:To O ' 
em que 
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A forma em que a matriz T e o vetor x estão definidos implica que a malha é percorrida 
primeiro na direção y . 
O vetores A, C e Q representam os termos de acumulação, capilaridade e injeção/produção 
cujas componentes são dadas respectivamente por : 
[ 
(!lV~Sw/Bw) . l 
A;,j= (!lV~(!-Sw)/B:);,j ' 
C _ [ (flTxwflP,),,i + (!lT,wflP,),,i l 
I,J- o 1 
e 
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Tratamento das transmissibilidades 
As transmissibilidades das fases introduzem não linearidades nas equações aproximadas de-
vido a sua dependência com a pressão e saturação. 
As transmissibilidades interbloco na direção x podem ser expressas como 
( L'>y;L'>z) ( 1 ) kxi:l:.!/2 AX. B 11 (krJ)i±l/2' L...l •±1/2 f r- f i±l/2 
e similarmente na direção y, 
T,,,.,,, = (k,,.,,, ~:;L'>z) (B 1" ) (k,,);±l/2. 
J±l/2 f r- f j±l/2 
Como se pode observar em ambas equações, as transmissibilidades estão compostas pelos 
seguintes fatores: no primeiro fator aparece o fator geométrico F a, que depende da geometria da 
malha e da distribuição da permeabilidade absoluta (a permeabilidade na interfase do bloco será 
avaliada utilizando a média harmônica), o fator seguinte Fp contém os parâmetros dependentes 
exclusivamente da pressão, neste caso usamos uma ponderação centrada; o último fator Fs 
depende apenas da saturação. A permeabilidade relativa kr f é intrinsecamente relacionada 
com problemas convectivos com equações de natureza hiperbólica; o uso de uma ponderação 
centrada pode conduzir a resultados sem significado físico. Por este motivo é usado um esquema 
"upstream" com a desvantagem de produzir dispersão numérica na solução. 
As não linearidades introduzidas pelas transmissibilidades podem ser divididas em dois 
grupos: não linearidades fracas causadas pela dependência com a pressão1 e não linearidades 
fortes que são os coeficientes dependentes da saturação como kr f e Pc. 
Esquema totalmente implícito 
Como pode ser observado em (.5.14) as equações discretizadas para um fluxo bifásico geram 
sistemas não lineares de equaç.ões em diferenças a cada passo do tempo. 
Para alguns problemas que envolvem escoamento multidimensionais, os esquemas explícitos 
ou parcialmente implícitos para as equações de fluxo discretizadas são inadequados. A estabi-
lidade numérica impõe limitações sérias sobre tais esquemas. Por este motivo) é necessário um 
tratamento tota.lmente implícito para a equação (.5.14) o que implica em resoh·er dado o valor 
inicial x 0 , 
para v = O, 1, .... 
A primeira etapa de qualquer método de resolução requer uma linear ação prévia de (-5.1.J:). 
A escolha na aproximação temporal nos termos de fluxo, acumulação e injeção-produção leva 
a selecionar diferentes esquemas de linearização que motivam outros tantos métodos. Os coe-
ficientes de transporte (transmissibilidades) introduzem as não linearidades mais significativas 
nas equações. 
As funções dos resíduos para as equações em diferenças podem ser escritas como 
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(5.15) 
(5.16) 
(!:; V;,j / /:;t) 1:;, [ 1(1 - Sw )/ B,J..j - [Q ,J..j . 
A matriz Jacobiana do sistema (5.15) e (5.16) tem a mesma estrutura que a matriz Te é 
composta pelas seguintes submatrizes 
~] as..,. 




8Rw,, BRw,. l 
J 8poi,j:!:l âSw;,J:!:I i,j±l/2 = 8R,. - ôR,. 
,c=··C.. '· 
Ôpoi,J:!:I ÔSw,,;±l 
Os elementos destas submatrizes contêm as derivadas dos resíduos em relação as variáveis 











__ .._, = 
8Sw-
'•' 
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LTJ = Tch-1r2 + Txf,+Jf2 + Tyf1-112 + TyfJ+tn· 
Os elementos das submatrizes Ji±I/Z,j estão dados por: 
ôR..,. ,, 
éiR,. -,, 
&Txoi±l/2 ( ) 
as,.±. . Po;±J.1 - Po,_3 • 
' ',) 






[T BT""i±>t> ( l] XW;±l/2 + &poi,J±l Poi,j±l - Po;,j + 
,6. ôT,.,...,J±l/2 (P - p ) 
3p, ± Co,;±l c,_1 J 
'·J 1 





Po;,;±t - Po;,1 + Txv..·;±I/2 P<=i,;±l + 
&Txw;±1{2 (P - p ) 
ôSw- ± Ci,;±l c,_1 1 I,J J 
8R0 -,, 
A matriz Jacobiana pode ser decomposta como 
J = T'- r;- A'- Q' 
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sendo T' a derivada da matriz de transmissibilidade, T; a derivada da matriz capilaridade-
transmissilidade, A' a derivada do termo de acumulação e Q' a derivada do termo de injeção/proch· 
Somente as matrizes T' e r; introduzem elementos fora da diagonal da matriz .Jacobiana devido 
a que os termos de transmissibilidades dependem das variáwis do bloco i,j e dos nós vizinhos. 
5.3. Descriçã-o dos métodos íS 
5.2.1 Caracterização do Problema 
O problema sobre o qual serão realizados os testes é caracterizado pelos seguintes conjuntos 
de hipóteses e condições: 
• Formulação do modelo "black-oil" para simular o fluxo imiscível de óleo e á.gua em reser-
vatórios horizontais. 
• Sistema bidimensional em coordenadas cartesianas. 
• Admite-se compressibilidade de fluido e rocha. Viscosidade não é dependente da pressão. 
!\leio isotrôpico. 
• Reservatório heterogêneo com distribuições conhecidas de permeabilidade e porosidade. 
• Vazão nula na fronteira, Vp(t) · n =O em r. 
• Curvas de permeabilidade relativa para as rochas presentes no reservatório CUJa de-
pendência com Sw é dada através de dados empíricos, krp vs. Sw; a expressão que interpela 
os dados (obtida via regressão quadrática) é dada por krp = apSwbp. 
• Processo de injeção de água em reservatórios (para um esquema de um quarto de "five 
spot"). 
• Discretização temporal totalmente implícita. 
5.3 Descrição dos métodos 
Nesta seção comentaremos a incorpora.ção de uma mesma técnica complementa.rem dois tipos 
de métodos com concepções diferentes, que foram descritos no primeiro Capítulo. A introdução 
desta técnica (ver Zambaldi [17]) modifica drasticamente seu desempenho computacional. 
A desvantagem na escolha do esquema totalmente implícito está na n<:=cessidade de resolver, 
um sistema não-linear a cada passo do tempo. As matrizes envolvidas caracterizam-se por 
ser de grande porte, esparsas e não-simétricas. Neste contexto, o ponto crucial do ponto 
de vista numérico, na aplicabilidade de um determinado método sobre um simulador1 reside 
principalmente na eficiência da resolução dos sistemas. 
Embora os métodos diretos sejam robustos e precisos , o tempo de processamento e a de-
manda de armazenagem são consideravelmente maiores que para os métodos iterativos. Uma 
família de métodos desta classe, denominados tipo Gradientes Conjugados reúnem as carac-
terísticas desejadas desde que incluam o uso de precondicionadores. 
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5.3.1 Newton Inexato com Precondicionadores de Fatorações In-
completas 
Um precondicionador adequado, para um sistema linear Ax = b, em que a matriz A tem 
uma estrutura esparsa arbitrária, pode ser construido usando uma fatoração incompleta. Esta 
técnica consiste em achar uma fatoração aproximada de !v! ='iif. em que L e [j são obtidas 
por uma fatoração incompleta da matriz A, calculada por eliminação Gaussiana, eliminando 
os coeficientes que ocasionariam um enchimento na estrutura original de A. Os fatores L e iJ 
que são matrizes triangulares inferiores e superiores devem reter o mesmo padrão de espa.rsi-
dade de A. Uma melhor aproximação para a fatoração implicará em uma aceitação na perda 
desse padrão. Designamos a ILU(l) como sendo uma fatoração incompleta com um nível de 
preenchimento definido por 1 . 
Na abordagem de Lantangen [10] o nível de preenchimento se estabelece mediante uma 
matriz de índices P = [i,j] associada diretamente ao parâmetro l~ que representa o padrão de 
esparsidade da fatoração LU. Se P = {(i,j)fA;,j =J:. 0}, onde Ai.j representa todos os elementos 
não nulos de A: conduz a uma matriz LU onde todos os elementos adicionais originados pela 
decomposição são rejeitados; não admitir qualquer preenchimento será indicado por l = O. 
Lantangen define a matriz no nível l utilizando o padrão de esparsidade do nÍYel imediato 
inferior. 
Assim, I LU (I) é definida em termos de I LU(l ~ 1) da seguinte forma: seja a matriz P1_ 1 
a matriz cujos coeficientes são os indices (i,j) correspondentes ao padrão de esparsidade no 
nÍYel (l ~ 1). Consideremos a seguir o preenchimento causado ao efetuar o produto L x U. P1 
estará dada pelo conjunto de índices de P,_1 adicionando-se aqueles correspondentes aos no,·os 
coeficientes originados por efetuar o produto LU. 
Para resolver F(x) =O, o método Newton Inexato gera uma sequência {skj}, j = 1, 2, ... 
pela aplicação de um método iterativo ao sistema linear 
J(x')s = -F(x'), 
de tal forma de obter um {skj} "suficientemente bom", cuja qualidade é determinada com um 
critério prefixado (ver Capítulo 1). Neste trabalho utilizamos uma implementação do método 
Newton Inexato com o Método GMRES para resolver os sistemas lineares, usando precondici-
ona.dores baseados em Fatorações Incompletas. 
5.3.2 Atualizações Secantes em Fatorações Incompletas 
As diferentes estratégias concebidas para definir as fatorações incompletas encontradas na 
literatura como foi descrito acima, tem como objetivo a construção de precondicionadores para 
diminuir o trabalho computacional na resolução dos sistemas lineares. 
Consideraremos neste trabalho, um conjunto de métodos Quase-Newton onde tanto B 0 
como os Bq são aproximações da matriz Jacobiana. Ou seja Bo=J (x0) e Bk,q=J (xk), em que 
]= J +E sendo J obtida a partir de J cmn algum critério. Espera-se com isso obter alguma 
economia no produto Bj;1w e uma diminuição na demanda de armazenagem. 
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Fórmulas secantes 
Os métodos quase Newton que obedecem a equação secante. diferenciam-se entre si pelas 
condições adicionais impostas sobre as matrizes Bk, como preserYar alguma estrutura da matriz 
Jacobiana ou satisfazer algum princípio de variação mínima. 
I'\ este estudo consideraremos quatro fórmulas secantes para gerar as matrizes de iteração 
dos algoritmos correspondentes aos métodos Quase-Newton usando Fatorações Incompletas. 
As fórmulas que apresentamos correspondem aos respectivos métodos secantes: Broyden-1 
(Primeiro 1·tétodo de Broyden); Broyden-2 (Segundo Método de Broyden); Atualização de uma 
Coluna( COLUMN) e Atualização de uma Coluna da Inversa (ICOL). 
Consideraremos a seguintes fórmulas para Bk: 
Em todos os casos Yk é definido como: 
• Fórmula de Broyden-1 
(Ver Broyden [6]) 
• Fórmula de Broyden-2 
B _, B-' + k+l = k 
(Ver Broyden [6]) 
• Fórmula de Atualização na Coluna (Column) 
(Ver Martinez [11]) 
• Fórmula de Atualização na Coluna da Matriz Inversa (ICol) 
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B -1 B-1 + k+l = k 
(Ver Martínez e Zambaldi [12]) 
As fórmulas B-1 e Column satisfazem 
em que os vetores uk, Zk são: 
e 
para cada fórmula, respectivamente. 
SI 
sendo I ef,y, Hl y, 11=· 
Para calcular o produto Bj;1w para qualquer vetor arbitrário w E Rn necessitamos armaze-
nar 2kn posições pa.ra Broyden-1 e apenas kn para Column. 
Similarmente, para B-2 e para Icol temos 
Bk~l = UkZr + Uk-tZLt + ... + uoz6 
em que os vetores 1tk, Zk são: 
e 
(sk- Bk1Yk) 
Uk = T 1 , Zk = ejk 
ejkBk Yk 
B-1 e B-2 são fórmulas LCSU, enquanto que Column e Icol não satisfazem o princípio de 
variação mínima. 
Já que a demanda de armazenamento de memória para os algoritmos baseados nestas 
fórmulas cresce com k , devem ser implementados com recomeças. 
Habitualmente B0 ::: J(x0), e os recomeças são produzidos utilizando algum critério sobre a 
taxa de diminuição do resíduo restituindo a matriz Bk = J(xk) ou, a cada q iterações da forma 
Bq = J(xk)i isto é, quando k for múltiplo de um inteiro q a fórmula de atualização não é usada. 
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Zambaldi [17] implementou uma fa.milia de métodos quasenewt.onianos usando Jacobianos 
simplificados baseados numa fatoração incompleta do tipo I LU em forma análoga a Lantangen 
[10] , com recomeças para valores de q prefixados. Desta maneira Bq vem definida pelo valor 
do parâmetro l e nas q iterações a fatoração da matriz que aproxima o Jacobiano, é atualizada 




xk+l ~ xk- Bk F(xk), 
Bk,~] (xk)· 
J(xo)~ J(xo) +E 
(5.17) 
(5.18) 
isto é. J(x0 ) Yem de uma fatoração incompleta (!LU) de J(x0 ), com recomeças a cada q 
iterações. 
lJ ma outra estratégia mais elementar para conseguir uma matriz com um menor padrão de 
esparsidade que a matriz Jacobiana, consiste em definir uma matriz aproximada J obtida pela 
projeção de J(xk) sobre um subespaçoS E IRnxn. O subespaçoS pode ser escolhido dentre 
aqueles gerados por matrizes de banda. Esta aproximação surge naturalmente na discretização 
de problemas com valor de fronteira. Os resultados obtidos com diYersas aproximações deste 
tipo foram totalmente desencorajadores. 
5.4 Resultados numéricos 
Um extenso conjunto de testes foram realizados utilizando diversos algoritmos com os métodos 
de I\'e\\·ton, Quase-Newton (implementados em Rouxinol) e Newton Inexatos com Precondici-
onadores Secantes e Fatorações Incompletas (implementados em i-JIPrec). 
Apresentaremos apenas os resultados obtidos utilizando os métodos descritos na seção 
anterior por apresentar melhor desempenho, sobre um problema cujos parâmetros físicos e 
geométricos estão listados no fim deste capítulo. 
A convergência é aceita quando a condição 
IIF(x)ll= < 10_1, 
é satisfeita. 
A divergência é declarada quando o número de iterações Quase Newtonianas ultrapassam 
ltJ11axQN = 2.JO para os métodos QN-ILU, e quando o número de iterações Newton Inexato 
ultrapassa ItJI «XNf = 1000 e f ou It1Ha.raMRES = 2.5 para os métodos NI-ILU. Estes limitantes 
foram determinados como um procedimento totalmente heurístico. 
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Os resultados apresentam valores acumulados para os parâmetros de interesse, isto é, para 
o ciclo total da simulação. 
Selecionamos várias malhas que foram combinadas com outros tantos parâmetros próprios 
dos algoritmos e do problema, o que gerou um número muito grande de testes. 
5.4.1 Newton Inexatos Precondicionados 
Mostramos o primeiro conjunto de resultados na Tabela 5.4.1 para diferentes nÍYeis de pre-
enchimento e distintos valores de ek (vários outros valores de ek também foram testados). 
Em cada parêntese informamos: (Iterações Newton Inexato Acumuladas, Iterações G:I\TRES 
Acumuladas .. Tempo de Execução Acumulado (CPU) [Seg]) 
Em termos de custo computacional JLU(4)- Bk = 0.1 mostrou ser o mais eficiente, com 
tempo de execução: 0.90e+07 enquanto que ILU(5)- fh = 0.01 demandou um menor número 
de iterações. Este fato pode ser explicado como se segue: com Bk = 0.1 temos mais iterações 
de GMRES porém em espa.ços de menor dimensão e, em consequência, com menor custo com-
putacionaL 
ILU(l) 
1./k :::: 0.1 1./k = 0.01 
I= 2 ( 264, 20216, .509e+13) ( 214 , 18607, .-19:-e+13) 
l= 3 ( 217 , 3693, .152e+09) ( 159,3964, .18Ie+IO) 
I= 4 ( 203 , 2298 , .900e+07 ) ( 161 , 2248 , .l-12e+08) 
I= 5 ( 207 , 2034 , ,520e+08 ) ( 162 , 2001 , .659e+OS) 
Tabela 5.1: Newton Inexato com Fatoração Incompleta. 1'1alha: J1 =-50 
5.4.2 Quase-Newton com Jacobianos de Fatorações Incompletas 
Apresentamos uma sequência de tabelas para problemas de tamanhos crescentes, em que 
o número de resultados apresentados serão gradualmente reduzidos, leva.ndo em consideração 
o desempenho computacional observado. Escolhemos várias malhas e realizamos diversas ex-
periências com varias níveis de preenchimento l selecionando \·alores diferentes para os re-
começas q. Os métodos usados foram: 
• A: Método de Broyden-1 (Primeiro Método de Broyden) 
• B : Método de Broyden-2 (Segundo Método de Broyden) 
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• C : 1Iétodo de Atualização de uma Coluna 
• D : Método de Atualização de uma Coluna da Inversa 
/ :=;: 2 /=-:3 l= 4 l= 5 
q 
10 > 250 > 250 > 250 2844, 289, .3.t8e+03 
" 
> 250 2766, 129, .844e+Ol 1672, 78, .168e+02 1607. 73, .956e+02 
A 
50 > 250 2087, 58, .514e+Ol 1824, 51, .137e+02 1663, 47, .819e+02 
100 > 250 > 250 > 250 > 250 
10 > 250 > 250 > 250 > 250 
" 
3839, 169, .318e+02 1564, 82, .535e+Ol 1186, 57, .135e+02 1123, 56, .656e+02 
B 
50 1723, 46, .998e+OO 1294,36, .308e+Ol 1089, 32, .866e+Ol 1021. 32 . .489e+02 
100 1596,30, .724e+OO 1346, 31, .29iE+01 1151,31, .869E+01 1070, 31, .535e+02 
10 > 250 > 250 > 250 > 2-50 
" 
> 250 3575,161, .107e+02 1727,79, .175e+02 1444, 67, .803e+02 
c 
50 > 250 2258, 57, .442e+Ol 1773,49, .132e+02 1593. 46, .680e+02 
100 > 250 2486,37, .315e+Ol 2089, 37, .9-t3e+01 2004, 37, .6';"2e+D2 
10 > 250 > 250 > 250 2391. 238 .253e+03 
" 
> 250 1777, 86, .561e+01 1306, 61, .137e+02 1175, 57, .777e+02 
D 
50 2049, 55, .9!14e+OO 1445, 36, .327e+01 1181, 35, .879e+Ol 1086, 33. .484e+02 
100 1757, 30, .676e+OO 1457,31, .285e+01 1206,31, .873e+Ol 1129.31, .562e+02 
Tabela 5.2: Quase~ Newton com Fatoração Incompleta, Malha: jf = 30 
Com l = O e l = 1 obtivemos convergência somente para esta malha, sendo l = 1 o nível 
que apresentou o melhor resultado. 
Os recomeças pioram o tempo de execução e em alguns casos inibem a convergência; para 
q = 10 na maioria dos testes ultrapassou ItMaXQN· Idealmente, o valor de q (parâmetro que 
fixa o número de iterações para acionar os recomeças) deveria ser maximizado, porém há uma 
limitação na capacidade de memória para os vetores que armazenam as atualizações secan~ 
tes. Este fato que se repetirá para as outras malhas, corrobora que a melhor aproximação 
ao Jacobiano corresponde aquela que conserva um pouco mais o histórico que vem sendo re~ 
alizado pelos metodos secantes atualizando a fatoração incompleta. Contrariamente quando 
recomeçamos com a ILU do Jacobiano no ponto atual, este Jacobiano Incompleto está mais 
longe do Jacobiano verdadeiro que com as atualizações !LU+ Q.N. 
Observamos que há um comportamento regular considerando a eficiência do método em 
relação ao nível de preenchimento com o tamanho da malha. Obviamente convém trabalhar, 
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I= 2 1=3 1=4 I= 5 
q 
50 > 250 3742, 90, .609e+03 2484, 64, .268e+03 2471, 62, .947e+04 
A 
100 > 250 > 250 > 250 > 250 
50 2768, 68, 14l.e+D3 1670, 46, .345e+03 1289, 34, .146ef04 1193, 33, .715e+04 
B 
100 2091, 30,.615e+02 1632, 31, .254ef03 1342, 31, .133e+04 1240, 31, .624e+04 
50 > 250 > 250 2445, 67, .270e+04 2304, 60, .914e+04 
c 
100 > 250 > 250 3104, 47, .176e+04 3096, 48, .724e+04 
50 3116, 75, .138e+03 1984. 46, .333e+D3 1447,44, .176ef04 1311, 37, .587e+04 
D 
100 2410, 32, .667e+02 1781, 31, .243e+03 1460, 31, .l31ef04 1331, 31, .584ef04 
Tabela 5.3: Quase-Newton com Fatoração Incompleta, Malha: llrf = 40 
I= 2 1=3 1=4 I= 5 
A > 250 > 250 > 250 > 2-SO 
B 2555, :30, .280E+04 1921,31, .858E+04 1541,31, .344+05 1431,31, .294E+06 
c > 250 > 250 > 250 3556, 52, .405E+06 
D 3462, 45, .349E+04 2140, 31, .814e+04 1682,31, .329e+05 1544,31, .337ef06 
Tabela -5.4: Quase-Ne\vton com Fatoração Incompleta., Malha: 111 =.50 
Q-
o.) 
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enquanto convergência, com o menor nível de preenchimento. Entretanto, vale observar, que 
para NI~ILU obtivemos o melhor desempenho com l = 4 
Em geral, o número de iterações totais diminui e o tempo de execução ( CPU) aumenta com 
o incremento de l. Isto é devido a que por um lado o aumento de preenchimento da fatora.ç.ào 
proporciona uma melhor aproximação ao Jacobiano sendo que por outro lado é aumentado o 
custo das iterações individuais pela perda de esparsidade. 
Etapa Passo de Iterações Tempo de Erro no Erro no 
Tempo Q-N Execução Balanço Balanço 
[Dias] [Segundos] de Água de Óleo 
I 0.01 130 0.522E+02 O.OOOE+OO O.OOOE+OO 
2 0.19 47 o.673E+02 0.279E-09 0.919E-OS 
3 1.64 49 o.823E+02 0.106E-08 0.684E-Oí 
4 1.99 49 0.974E+02 0.267E-08 0.189E-06 
5 3.11 49 0.112E+03 0.393E-08 0.283&06 
6 5.55 52 0.12SE+03 O.SlSE-08 0.601E-06 
7 7.67 52 0.143E+03 0.167E-07 0.124E-0.5-
8 10.2 54 0.159E+03 0.312E-07 0.228E-05 
9 H.4 54 0.174E+03 0.405E-07 0.298E-O.'í-
10 19.0 55 0.189E+03 0.530E-07 0.378E-05-
11 25.1 63 0.204E+03 0.796E-07 0.536E-05 
12 31.7 64 0.219E+03 0.126E-06 O.íTlE-0.:> 
13 40.7 77 0.234E+03 0.16.5-E-06 0.961E-05 
14 50.0 92 0.250E+03 0.225E-06 O.l20E-04 
15 50.0 87 0.265E+03 0.261E-06 O.l26E-04 
16 50.0 82 0.279E+03 0.293E-06 0.139E-04 
17 50.0 80 0.294E+03 0.350E-06 O.lSOE-04 
18 50.0 81 0.309E+03 0.415E-06 0.160E-04 
19 50.0 71 0.324E+03 0.465E-06 0.182E-04 
20 50.0 
" 
0.340E+03 0.543E-06 0.205E-04. 
21 50.0 77 0.355E+03 0.586E-06 0.220E-04 
22 50.0 70 0.370E+03 0.655E-06 0.229E-04. 
23 50.0 66 0.385E+03 0.756E-06 0.240E-04 
24 50.0 73 0.40DE+03 O.SISE-06 0.249E-04 
25 50.0 71 0.414E+03 0.924E-06 0.262E-04 
26 50.0 68 0.429E+03 O.l01E-05 0.290E-04 
27 50.0 76 0.44SE+03 0.114E-05 0.326E-04 
28 50.0 67 0.460E+03 O.l34E-05 0.364E-04 
29 50.0 76 0.474E+ü3 0.143E-05 0.393E-04 
30 50.0 69 0.489E+ü3 0.161E-05 0.414E-04 
31 õO.O 69 0.489E+03 0.165E-05 0.424E-04 
Tabela 5.5: ICOL com Fatoraçào Incompleta. Nível: l = 3 
Na Tabela -5.5 mostramos uma experiência completa da simulação realizada para um tempo 
total de evolução de pouco mais de 1000 dias (para isto selecionamos o método ICOL para. uma 
malha Af =50 e nfvell = 3). Para levar a cabo completamente a simulação foram necessárias 
31 etapas determinadas através de uma rotina que controla automaticamente o tamanho dos 
passos a partir das variações máximas das variáveis entre dois passos consecutivos. Todas 
as experiências forma realizadas respeitando esta sequência. O tamanho do passo máximo 
tolerado é de -50 dias. Na terceira e quarta coluna obervamos o número de iterações e o tempo 
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de execução requerido para cada etapa. Nas duas últimas colunas são mostrados os erros nos 
balanços de massa (água e óleo) acumulados durante a simulação. 
Todas as experiências foram realizadas em uma \Vork Station Sparc-5; os códigos computa-
cionais usados estão escritos em linguagem FORTRAN 77, em dupla precisão. 
5.5 Conclusões e Trabalhos Futuros 
Neste trabalho, através de um vasto número de testes dentre os quais foram extraídos os 
mais relevantes, mostramos que existe uma clara superioridade computacional dos métodos 
quase-newtonianos combinados com Fatorações Incompletas sobre métodos iteratiYos precon-
dicionados que usam esta mesma técnica. Este resultado constitui uma contribuição para a 
resolução deste tipo de problemas. 
Os resultados obtidos com métodos quase-ne\vtonianos com B0 = J(x0 ), como implemen-
tados em Rouxinol mostraram-se pouco eficientes em relação aos outros. 
Os métodos Newton Inexato com precondicionadores construidos sobre Fatorações Incom-
pletas tiveram um melhor desempenho que quando usados com Precondicionadores Secantes, 
porém foram menos eficientes que os Quase-i\ewton com 'Ba=LU com recomeças, em que LU 
é obtida a partir de uma Fatoração Incompleta do Jacobiano. 
Entre estes últimos Broyden-2 e I COL mostraram ser os mais eficientes, conYergiram em 
todos os casos e Broyden-2 apresentou uma leve vantagem sobre ICOL. Em condições de con-
vergência nenhum dos métodos mostrou uma notória superioridade em relação aos outros. 
Para problemas de evolução, onde um sistema não linear e/ou vários sistemas lineares 
subjacentes são resolvidos a cada passo do tempo, algoritmos que usam uma fatoração simbólica 
para as matrizes de iteração aumentam significativamente sua eficácia. 
As características do problema proporcionam um vasto e diverso conjunto de possibilida-
des a serem pesquisadas. Com propósito similar ao do presente trabalho têm-se desenYolvido 
técnicas como: Decomposição de Domínios, Formulações com Implicitude VariáYel, etc., que 
eventualmente poderiam combinar-se com os métodos aqui apresentados. 
Por outro lado, o modelo selecionado neste trabalho oferece a possibilidade de modificar a 
dependência funcional da transmissiblidade com a saturação, permitindo implementar proble-
mas com diferente tipo de não linearidades e analisar sua resposta dos distintos métodos em 
cada caso. Outras possíveis escolhas, diferentes da selecionada no presente trabalho podem ser: 
i) krw = (I'Q/J.lw)(~w;w2)+S,..2 1 kro = 1 - krw, 
ii) kro = 1 - Sw, krw = Sw, 
Independentemente da relação de dependência funcional, em geral as funções de resíduos 
contêm não linearidades que podem ser encontradas nos diferentes termos que as compõem, 
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como foi devidamente exposto. 
Os diversos métodos de solução existentes, conforme a abordagem proposta por Rodríguez 
[15], estão caracterizados por ter uma correspondência direta com um determinado nível de 
implicitude que podem ser identificados e correlacionados através de uma seleção apropriada 
dos diferentes termos que compõem a matriz Jacobiana. Respectivamente, existe uma relação 
explícita entre esse níveis de implicitude e o grau de não linearidade das equações. Esta mesma 
abordagem poderia ser aplicada como critério para escolher um Jacobiano Simplificado seleci~ 
onando um nível de implicitude menor ao TI para construir uma matriz que determinaria uma 
maior esparsidade. Alternativamente sobre esta matriz "falsa" efetivar~se-iam as Atualizações 
Secantes o que eventualmente serviria para aumentar o padrão de esparsidade na Fatoração LU 
Incompleta e assim conseguir alguma economia computacional adicional. 
Existem diversos problemas na Engenharía de Simulação de Reservatórios, onde o número de 
incógnitas é significativamente maior. Consequentemente, a necessidade de diminuir os custos 
computacionais passa a ser um item de importância crucial. Exemplos de problemas deste tipo 
são: escoamentos multifásicos com multicomponentes, refinamento de malhas em subdomínios 
específicos, etc. 
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Parâmetros físicos e geométricos do reservatório 




Tempo de evolução [DiasJ 
Pressão capilar Pc 
Viscosidade da água Jlo e do óleo J.lw [cp] 
Porosidade cjJ 
Permeabilidade absoluta I< [mDJ 
Compressibilidade relativa da água Crw e do óleo Cro [psi-1] 
Fator de formação volumétrico da água Bw e do óleo Bo [psi] 
Vazão de injeção de água [bb/d] Q; 
Vazão de produção de água e óleo Qp [bbjdJ 
Pressão inicial p0 [psi] 
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Apêndice A 
Comentários Finais 
Neste trabalho analisamos o desempenho de um conjunto de algoritmos para resolver sistemas 
não lineares originados em problemas reais. Selecionamos para isso, di,·ersos problemas da 
Física e da Engenharia e vários algoritmos cujas implementações computacionais se encontram 
em diferentes estágios de experimentação. 
Os problemas foram escolhidos com diferentes critérios; por um lado objetivamos ongi-
nar casos com diferentes dificuldades numéricas mais ou menos generalizadas em relação às 
não-linearidades e estruturas, por outro lado consideramos a assididuidade com que estes pro-
blemas aparecem na literatura como ~'problemas testes" para estimar a eficiência dos métodos. 
Esta última consideração nos levou a tratar com esses problemas e seus respectivos esquemas 
de aproximação de maneira a reproduzi-los com a maior fidelidade, antes de nos preocupar 
exessivamente em melhorar sua formulação numérica. Com a finalidade de estabelecer formas 
padrões de resolução demos um tratamento numérico unificado o que eventualmente implicou 
na necessidade de "ignorar" em algunas situações, particularidades físicas e numéricas próprias 
do problema. 
Os algoritmos especializados na resolução de sistemas não lineares de grande porte, cujas 
implementações preexistentes foram adequadas para serem aplicadas aos sistemas, são baseados 
nas ideias dos métodos de Newton, Quase-~ewton e Newton Inexatos. 
Em cada uma das respectivas implementações existe um conjunto de parâmetros que de-
vem ser definidos pelo usuário. Em todos os casos a realização de experiências preliminares 
permitiu fixar valores para alguns desses parâmetros, sendo que os considerados mais relevan-
tes foram deixados expressamente como variáveis constituindo-se em incógnitas adicionais a 
serem determinadas ao longo das experiências. Devemos esclarecer que a determinação desses 
valores de forma a otimizar o desempenho dos pacotes computacionais foi uma preocupação se-
cundária; assim mesmo consideramos que a sua determinação constitui uma contribuição para 
o melhoramento desses pacotes. 
Majoritariamente os sistemas foram gerados pela aproximação de problemas de contorno 
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com um parâmetro que pondera o termo não linear, o qual origina dificuldades na convergência 
dos algoritmos. Estes problemas possibilitaram uma comparação da eficiência dos algoritmos 
e uma análise do efeito de introduzir diferentes estratégias de globalização. 
Considerando a existência de "problemas padrões~' que representam formas simplificadas das 
criadas pelas modelagens dos problemas reais selecionamos as equações de Poisson Não-Linear, o 
Problema de Bratu Modificado e o Problema de ConYecção-Difusão Não-Linear, estabelecendo 
um marco de referência ao identificar valores do parâmetro para os quais a resolução das 
equações apresentam especiais dificuldades. Neste caso a nossa preocupação esteYe dirigida a 
detectar situações problemá.ticas sem nos interessar exessivamente com a eficá.cia dos algoritmos 
utilizados. 
Mediante o uso de técnicas elementares de continuação, as equações de Navier-Stokes foram 
resolvidas numa cavidade quadrada para altos números de Reynolds. O fluxo é newtoniana e in-
compressível em regime estacionário. A formulação das equações em termos da funçã.o-corrente 
define um problema de quarta ordem não-linear, com valores de fronteira. Outras técnicas de 
globalização foram introduzidas para resolver este problema, cujos resultados complementam 
os obtidos com operadores de segunda ordem. 
Os métodos de globalizaçã.o por otimização tiveram um desempenho pouco eficiente tanto 
em relação a obtenção de convergência quanto em relação ao tempo de execução. 
Um novo método para a determinação de pontos singulm-es situados sobre uma curva ho-
motópica foi testado sobre uma coleção de diversos problemas. Estes pontos estão relacionados 
intimamente com a estabilidade e multiplicidade das soluções. As soluções são obtidas atraYés 
de sistemas aproximados aumentados. O ponto chaYe da formulação consiste em substituir a 
equação que estabelece que o espaço nulo do Jacobiano tem um vetor não nulo por uma equação 
em diferenças 1 evitando o cálculo de derivadas. 
Algoritmos com atualizações Secantes sobre Fatorizações Incompletas e Ne·\\"ton Inexatos 
Precondicionados são comparados em termos de eficiência computacional para resolver as 
equações que regem o escoamento bifásico bidimensiona.l num meio poroso. Os sistemas fo-
ram gerados pela discretização da.s equações originadas por um modelo tipo ''black-oir' com 
uma formulação totalmente implícita. 
Para os tamanhos dos problemas definidos os métodos diretos mostraram ser robustos e 
precisos apresentando vantagens em relação aos métodos iterativos. O número de incógnitas 
em cada caso foi determinado a partir das experiências realizadas por outros pesquisadores ou 
por uma limitação na capacidade do computador utilizado. 
A eficiência dos métodos teve uma dependência mais marcante em relação às propriedades 
estruturais das matrizes Jacobianas do que com o tipo ou "grau" da não-linearidade das funções 
de resíduos. 
94 
O l\fétodo de Newton teve o melhor desempenho na consecução de convergência sendo que 
neste caso os métodos quase-newtonianos foram mais eficientes. Em termos gerais o Método 
de Newton Modificado se mostrou como uma excelente opção e deveria ser testado sempre por 
quem esteja interessado em obter economia no custo computacionaL 
Métodos Quase-Newton combinados com Fatorações Incompletas mostraram ser muito efi-
cientes. Isto é, métodos diretos funcionam melhor que os iterativos enquanto exista capacidade 
de memória computacional. 
