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CAUCHY PROBLEM FOR DISSIPATIVE HO¨LDER SOLUTIONS TO THE
INCOMPRESSIBLE EULER EQUATIONS
SARA DANERI
Abstract. We consider solutions to the Cauchy problem for the incompressible Euler equations on the
3-dimensional torus which are continuous or Ho¨lder continuous for any exponent θ < 1
16
. Using the
techniques introduced in [DLS12] and [DLS12H], we prove the existence of infinitely many (Ho¨lder) con-
tinuous initial vector fields starting from which there exist infinitely many (Ho¨lder) continuous solutions
with preassigned total kinetic energy.
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1. Introduction
In this paper we deal with continuous and Ho¨lder solutions of the Cauchy problem for the Euler
equations on the 3-dimensional torus T3 = S1 × S1 × S1


∂tv + div (v ⊗ v) +∇p = 0 in T3 × (0, 1)
div v = 0 in T3 × (0, 1)
v(·, 0) = v0 in T3.
(1.1)
A pair (v, p) ∈ C0(T3 × [0, 1];R3×R) is a continuous solution of (1.1) with initial datum v0 ∈ C(T3;R3)
if it satisfies (1.1) in the weak distributional sense. Equivalently, on all simply connected subdomains
U ⊂ T3 with C1 boundary and for all t ∈ (0, 1)
1
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ˆ
U
v0(x) dx =
ˆ
U
v(x, t) dx +
ˆ t
0
ˆ
∂U
[v(v · ν) + pν](x, s) dS(x)ds,
ˆ
∂U
[v · ν](x, t) dS(x) = 0,
being ν the outer unit normal to ∂U and dS the surface measure on ∂U .
Moreover, a continuous solution to (1.1) is an Ho¨lder solution with exponent θ ∈ (0, 1) if ∃C > 0 s.t.
|v(x, t) − v(x′, t)| ≤ C|x− x′|θ, ∀x, x′ ∈ T3, ∀ t ∈ [0, 1]. (1.2)
Given a nonnegative continuous function e : [0, 1]→ R, we say that v : T3× [0, 1]×R3 has total kinetic
energy e if ˆ
T3
|v(x, t)|2 dx = e(t), ∀ t ∈ [0, 1].
It is known since the ’20s (see [Gun26] [Lic25]) that, if v0 is sufficiently smooth, then there exists a
unique classical solution of (1.1) on a time interval [0, T ], T = T
(
sup{|v0(x)| : x ∈ T3}
)
> 0 (for a
modern result assuming v0 ∈ Hs(T3) with s > 2, see e.g. [BM02]). Moreover, its total kinetic energy is
constant.
However, in 1949 Onsager first conjectured the existence of weak solutions which are dissipative,
namely whose total kinetic energy is monotone decreasing. This phenomenon, that in fluid dynamics
literature is called “anomalous dissipation”, is consistent with the energy inequalities satisfied by weak
limits of Leray solutions of the Navier-Stokes equations. In [Ons49] Onsager stated more precisely that
C0,θ-solutions are conservative when θ > 13 , while there exist dissipative C
0,θ solutions for any θ < 13 .
By C0,θ solutions we mean vector fields v ∈ C0(T3 × [0, 1];R3) satisfying (1.2).
The first part of the conjecture was completely settled by Eynik [Eyi94] and by Constantine, E and
Titi [CET94].
The second part is, in its full generality, still open. The first example of weak solution violating the
energy conservation was given by Scheffer [Sch93], who showed the existence of a nontrivial compactly
supported weak solution in R2×R. A different example of nontrivial compactly supported weak solution
in T2×R was then given by Shnirelman in [Shn97]. In both cases the solutions are only square summable
and it is not clear whether there are time intervals in which their total kinetic energy is monotone
decreasing. The first proof of existence of solutions with monotone decreasing total kinetic energy was
given by Shnirelman in [Shn00]. This solution belongs to the energy space L∞([0,+∞);L2(R3)).
In [DLS07], De Lellis and Sze´kelyhidi proved the existence of nontrivial compactly supported bounded
weak solutions in any space dimension. Moreover, such solutions can attain a prescribed total kinetic
energy for almost every time t ∈ [0,+∞). The full control of the total kinetic energy for all times was
finally achieved in [DLS10], in which they could prove the existence of compactly supported solutions
(v, p) ∈ L∞(Rd × [0,+∞);Rd × R) with v ∈ C([0,+∞);L2(Rd;Rd)) andˆ
Rd
|v|2(t) = e(t), ∀ t ∈ [0,+∞),
being e : [0, T ]→ R any positive continuous function given a priori. In particular, setting v0 = lim
t→0
v(t) in
the L2 norm, (v, p) is a bounded weak solution of the Cauchy problem (1.1) with prescribed total kinetic
energy e. As a corollary, choosing e to be a monotone decreasing function, they obtain the existence
of bounded dissipative solutions in all dimensions, thus extending Shnirelman’s result [Shn00]. Given a
suitable initial datum v0 for which such solution exists, De Lellis and Sze´kelyhidi’s method provides for an
infinite set of solutions with the same total kinetic energy. Hence, on the one hand, it turns out that none
of the admissibility criteria based on energy inequalities which have been proposed for the Euler equations
is able to single out a unique solution for arbitrary L∞ initial data (see also [BT10] for explicit examples
of L2 weak solutions of (1.1) having constant total kinetic energy). On the other hand, by the local
existence and uniqueness of classical solutions and the weak-strong uniqueness of the so-called admissible
measure-valued solutions of (1.1) proved in [BDLS11] –including all dissipative L2 weak solutions– the
vector fields v0 for which one has such severe loss of uniqueness can not be too regular. These initial data
–which in [DLS10] are called wild initial data– are nonetheless proved to be a dense set in the space of
L2 divergence free vector fields [SzW12] and they include also the classical vortex sheet (see [Sz11]).
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In [DLS12] and [DLS12H] De Lellis and Sze´kelyhidi developed their method up to prove the existence
of respectively continuous and C0,θ, with θ < 110 , solutions having prescribed total kinetic energy on
the 3-dimensional torus. In [ChDLS12] the results of [DLS12] are extended to the 2-dimensional case.
Recently, Isett [Ise12] did one step forward towards the proof of Onsager’s conjecture, constructing global
weak solutions to the 3-dimensional incompressible Euler equations which are zero outside of a finite
time interval and have velocity in the Ho¨lder class C0,θ for every θ < 15 . In [BuDLS13] the authors
have considerably simplified the proof of [BuDLS13], though taking advantage of its main new ideas, and
showed the existence of C0,θ solutions whose total kinetic energy is dissipated for any θ < 15 .
The aim of this paper is to extend the results of [DLS10] showing that the set of initial data for which
one can get infinitely many Ho¨lder solutions which dissipate the total kinetic energy, is an infinite subset
of C0,θ(T3;R3), for θ smaller than a suitable constant. Using the estimates provided in [DLS12H], we
get such result for any exponent θ < 116 , but we believe that the ideas of our method, when implemented
with finer estimates (see e.g. [Ise12] and [BuDLS13]), can raise the threshold of non-uniqueness for the
Cauchy problem up to the same exponent as for the incompressible Euler equations with no preassigned
initial data.
Theorem 1.1. Let e : [0, 1]→ R be a positive smooth function. Then, for any θ < 116 there exist infinitely
many v0 ∈ C0,θ(T3;R3) satisfying e(0) =
´
T3
|v0|2 and each being the initial datum of infinitely many
(v, p) ∈ C0(T3 × [0, 1];R3 × R) solving (1.1) and satisfying
|v(x, t)− v(x′, t)| ≤ C|x− x′|θ, ∀x, x′ ∈ T3, t ∈ [0, T ]ˆ
T3
|v(x, t)|2 dx = e(t), ∀ t ∈ [0, T ].
In particular, for the same reasons as in the case of dissipative L∞ weak solutions, whenever e in
nonincreasing then the initial data v0 for which Theorem 1.1 holds cannot be too regular.
The underlying ideas of the method used in the proof of Theorem 1.1 are the ones introduced in [DLS07]
and used as well in [DLS10], [DLS12] and [DLS12H]. Besides considerably improving the previous results,
the approach introduced by De Lellis and Sze´kelyhidi was new in this field and revealed unexpected con-
nections between non-uniqueness phenomena appearing in some geometric problems –named by Gromov
instances of the h-principle [Gro86]– and non-uniqueness in PDE problems. In particular, the Onsager’s
conjecture has striking similarities with the rigidity and flexibility properties of isometric embeddings of
Riemannian manifolds, first explored in the celebrated works of Nash [Nash54] and Kuiper [Kui55] (on
this topic see [CDLS12] and the survey [DLS11]).
As in Nash and Kuiper’s papers, the solutions of the Euler equations are generated by an iteration
scheme. The iteration starts with a “subsolution” to the problem, that in [DLS12] and [DLS12H] is given
by a solution of a perturbation of the Euler system (called Euler-Reynolds system) satisfying a suitable
strict energy inequality w.r.t. a prescribed total kinetic energy e. The definition of subsolution is s.t. a
solution of the Euler-Reynolds system whose perturbation term –which is called Reynolds stress tensor–
is identically zero and for which the energy inequality holds as an equality is a solution of the Euler
equations with total kinetic energy e. Then, at each step of the iteration one finds a new subsolution,
by adding to the given velocity field a suitable fast oscillating perturbation plus a small corrector term
that makes the new velocity field satisfy the Euler-Reynolds system. Moreover, the type of perturbation
is s.t., if the oscillation parameters are large enough, then both the new velocity field and the pressure
are arbitrarily close in C0 to the previous ones and both the C0 norm of the new Reynolds stress and
the gap in the new energy inequality can be made arbitrarily small. If the oscillation parameters are
chosen big enough, then the sequence of subsolutions converge in C0 to a solution of the Euler system
with total kinetic energy e. In [DLS12H] the authors are also able to control in the iteration process the
growth of the C1 norms in such a way to get, by interpolation, that the limiting vector field belongs to
C0,θ for a fixed θ < 110 . The building blocks of the main perturbation term are Beltrami flows, a special
class of stationary oscillatory solutions to the Euler equations, and the initial subsolution used to start
the iteration is the trivial one.
In our paper we use the same type of iteration scheme and estimates but modifying the notion of
subsolution in order to include the information on the initial datum
´ |v(0)|2 = e(0) (see Definition 6.2)
and modifying as well the perturbations so as to leave the initial datum unchanged during the iteration
procedure. This is done multiplying the perturbed Beltrami flows and their correction terms by suitable
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time dependent cut-off functions (see Section 4). With the same “time-localization” trick, i.e. using
the same type of iterative perturbation scheme but different cut-off functions, we also prove that there
exist infinitely many nontrivial subsolutions (see Proposition 6.1), hence infinitely many “non-uniqueness
initial data” –that we call admissible initial data– as in Theorem 1.1. The fact that the solutions and
subsolutions so obtained are infinitely many is a consequence of this general iterative perturbation scheme.
In Section 8 we deal with continuous solutions of (1.1), namely no Ho¨lder regularity is required. In
this particular case we are able to provide, for the proof of Theorem 1.1, a notion of subsolution which is
much less rigid than in the Ho¨lder case. Since during the iteration procedure it is not necessary to keep
under precise control the rate of growth of the C1 norms, the strict energy inequality that we require
in this case is less restrictive than in [DLS12] and [DLS12H]. Our notion of subsolution in this case is
analogous, apart from the information on the initial data, to the one introduced in [Cho12].
For other non-uniqueness results in other partial differential equations obtained along the ideas first
introduced in [DLS07] see e.g. [Chi12], [CFG11], [Shv11], [Sz11] and the survey [DLS11]. Another
application of these methods is to the existence of global weak solutions of the Euler equations with
bounded energy, though discontinuous at t = 0, proved in [Wie11].
1.1. Structure of the paper. In Section 2 we introduce the Euler-Reynolds system (2.1) and state
Proposition 2.2, which is the building block of the generic iteration step in the proof of Theorem 1.1.
Given a solution of the Euler-Reynolds system satisfying suitable conditions on the gap between its total
kinetic energy and a given positive function e and moreover on the C0 norm of its Reynolds stress,
one can perturb it on an arbitrary time subinterval thus getting another solution of the Euler-Reynolds
system with a smaller energy gap and C0 norm of the Reynolds stress tensor. The localization in time
is represented by the multiplication of the perturbation by a smooth function ψ with values in [0, 1].
Moreover, the velocity and pressure fields of the new solution are arbirtrarily close in C0 to the previous
ones, with closeness parameters of the same order of the ones for the energy gap. In the mean time,
also the growth of the C1 norms of both the velocity and the Reynolds stress tensor can be controlled
by suitable powers of the C1-norms of the previous ones, of the C0 closeness parameters and of the C2
norm of ψ. In Corollary 2.3, we show that imposing suitable bounds for the derivatives of ψ we can make
all the estimates just dependent on the support of ψ and not on its values, thus justifying the idea of a
localized perturbation.
In Section 3 we recall some definitions and analytic estimates from [DLS12] and [DLS12H] which are
preliminary to the proof of Proposition 2.2.
In Section 4 we define the perturbed solutions of the Euler-Reynolds system as in Proposition 2.2, and
in Section 5.1 we prove the related C0, C1 and energy estimates.
In Section 6 we define and prove the existence of infinitely many admissible initial data, namely
of Ho¨lder continuous vector fields starting from which there exist infinitely many Ho¨lder admissible
subsolutions (see Definition 6.2.
Section 7 contains the proof of the main Theorem 1.1. More precisely, we prove that for any admissible
subsolution w.r.t. a given total kinetic energy e there exist infinitely many solutions of (1.1) with the
same initial datum and total kinetic energy e.
Section 8 gives another proof of Theorem 1.1 for continuous solutions of 1.1. In this case, though the
basic ideas of the construction are the same, the estimates are simpler since we do not need to control
in a quantitative way the growth of the C1 norms. Moreover, it is worth noticing that the concept of
admissible subsolution (see Definition 8.1) is much more flexibile than in the Ho¨lder case (see Definition
6.2), since for example it does not require such a rigid relation between the elements of the sequence of
C0-closeness parameters {δn}.
Acknowledgments
The author warmly thanks Camillo De Lellis for having proposed the problem and for fruitful discus-
sions.
1.2. Notation. If f : T3 × [a1, a2] → Rd is continuous, then for all t ∈ [a1, a2] define f(t) : T3 → Rd
as f(t)(x) = f(x, t) and ‖f(t)‖0 = sup
x∈T3
|f(x, t)|. When clear from the context we will omit writing
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the time variable and set f , ‖f‖0 instead of f(t), ‖f(t)‖0. Thus, the symbol ‖f‖ will denote also the
time-depending map giving the supremum norms w.r.t. the spatial variables [a1, a2] ∋ t 7→ ‖f(t)‖0 ∈ R.
Analogously, for every r ∈ N we denote by ‖f‖r the time-dependent Cr norm of f , and for any r > 0
which is not an integer its Ho¨lder C [r],r−[r] norm. The spatial Ho¨lder r-seminorms of f will be denoted
by [f ]r. We also set, for r ∈ N
|||f |||r := sup
y∈T3
|Drt,xf(y, t)|, ∀ t ∈ [a1, a2],
where Drt,xf are the mixed derivates of order r in t, x and
‖f‖Cr := sup
t∈[a1,a2]
|||f |||r,
‖f‖C0 := sup
t∈[a1,a2]
‖f‖0,
‖f‖Cα := sup
t∈[a1,a2]
‖f‖α.
In the same way, with
´
T3
f or simply
´
f we will denote the time-dependent map [a1, a2] ∋ t 7→´
T3
f(x, t) dx, being dx the Lebesgue measure on T3 with
´
T3
dx = (2π)3.
For A ⊂ S2, intA denotes its interior in the relative topology induced by R3 on S2. A set A ⊂ Rd is
symmetric if A = −A.
We let S3×3 be the space of symmetric matrices acting on R3, S3×3+ the subset of those wich are
positive definite and S3×30 the symmetric matrices with trace 0. We also define
M3 :=
{
Id− b⊗ b : b ∈ S2
}
and the open set
M3 := int
{ m∑
i=1
aiMi : ai > 0, Mi ∈M3, m ∈ N
}
.
Recall the following characterization of M3 from [Cho12]
R ∈ M3 ⇔ trR
2
Id−R ∈ S3×3+ . (1.3)
By (1.3) or by Lemma 3.2 of [DLS12] we have that
∃ r0 > 0 s.t. Br0(Id) ⊂M3. (1.4)
2. Main perturbation step
Definition 2.1. Let (v, p, R˚) ∈ C1(T3 × (a1, a2);R3 ×R×S3×30 ). They solve the Euler-Reynolds system
if they satisfy {
∂tv + div (v ⊗ v) +∇p = div R˚
div v = 0
(2.1)
on T3 × (a1, a2). The trace free matrix field R˚ is called Reynolds stress tensor.
Proposition 2.2. Let e ∈ C∞([a1, a2];R+). Then ∃ η, M > 0 depending on e such that the following
holds. Let (v, p, R˚) ∈ C1(T3 × [a1, a2];R3×R×S3×30 ) be a solution of (2.1), 0 < β ≤ 12 , 0 < δˆ = (δ′)
3
2 =
(δ′′)
9
4 ≤ 1 and ϕ, φ ∈ C∞([a1, a2]; [0, 1]) such that, setting
δ˚ := φ2δ′ + (1− φ2)δ′′ (2.2)
δ∗ := ϕ2δˆ + (1− ϕ2 )˚δ (2.3)
then ∣∣∣e− ˆ
T3
|v|2 − δ∗e
∣∣∣ ≤ β
2
δ∗e, (2.4)
‖R˚− (1− ϕ2)R˚′‖0 ≤ χ{ϕ>0}ηδˆ, ‖R˚′‖0 ≤ ηδ˚ (2.5)
∀ t ∈ [a1, a2], for some R˚′ ∈ C1(T3 × [a1, a2];S3×30 ).
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Let δ¯ < min
{
1
2 δˆ, δˆ
3
2
}
, 0 < ε < 1, C¯ > 1, ψ ∈ C∞([a1, a2]; [0, 1]).
Then ∃ 0 ≤ ℓ < a2−a12 and (v1, p1, R˚1) ∈ C1(T3 × [a1 + ℓ, a2 − ℓ];R3 × R × S3×30 ) which solves (2.1)
and satisfies, for all t ∈ [a1 + ℓ, a2 − ℓ]:
v1 = v + ψw1 (2.6)
R˚1 = (1− ψ2)R˚+ ψR˚1,1 + ψ′R˚1,2 (2.7)
p1 = p+ ψpo (2.8)
together with the following estimates∣∣∣e− ˆ
T3
|v1|2 −
[
ψ2δ¯e+ (1 − ψ2)
(
e−
ˆ
T3
|v|2
)]∣∣∣ ≤ ψβ
2
δ¯e (2.9)
‖v1 − v‖0 ≤ ψM
√
δ∗ (2.10)
|||v1 − v|||1 ≤ ψA1δˆ 32
(D
δ¯2
)1+ε
δ¯−
17
27− 49 ε + |ψ′|A1
C¯
√
δ∗ (2.11)
‖p1 − p‖0 ≤ ψM2δ∗ (2.12)
‖ψR˚1,1‖0 ≤ ψη
2
δ¯ (2.13)
‖ψ′R˚1,2‖0 ≤ |ψ′| η
2C¯
δ¯
28
27+
4
9 ε (2.14)
|||ψR˚1,1|||1 ≤ ψA1δˆ 32+ε
(D
δ¯2
)1+ε
δ¯
7
27− 49 ε + |ψ′| 1
C¯
δ¯
28
27 (2.15)
|||ψ′R˚1,2|||1 ≤ |ψ′|A1
C¯
δˆ
3
2+
3
4 ε
(D
δ¯2
)1+ε
δ¯
7
27+
ε
6 + |ψ′′|A1
C¯2
δ¯
28
27+
4
9 ε (2.16)
where A1 = A1(ε, e, ‖v‖C0) and
D := max
{
1, ‖v‖C1, ‖R˚‖C1
}
. (2.17)
Corollary 2.3. Let us assume that 0 < ε < 712 and the cut-off function ψ of Proposition 2.2 satisfies
|ψ′| ≤ C¯(δ′)− 34 ε, |ψ′′| ≤ C¯2(δ′)− 32 ε. (2.18)
Then,
|||v1 − v|||1 ≤ χ{ψ>0}A1δˆ 32
(D
δ¯2
)1+ε
δ¯−
17
27− 49 ε (2.19)
‖R˚1 − (1− ψ2)R˚‖0 ≤ χ{ψ>0}ηδ¯ (2.20)
|||R˚1 − (1 − ψ2)R˚|||1 ≤ χ{ψ>0}A1δˆ 32
(D
δ¯2
)1+ε
(2.21)
If moreover ϕ ≡ 1 (or equivalently δ∗ ≡ δˆ) one can replace (2.19) with the better estimate
|||v1 − v|||1 ≤ χ{ψ>0}A1δˆ 32
(D
δ¯2
)1+ε
(2.22)
Remark 2.4. Notice that if both ϕ = ψ ≡ 1, then the statements of Proposition 2.2 are the same as in
Proposition 2.2 of [DLS12H].
3. Preliminary geometric and analytic facts
We define now the linear space of stationary solutions of the Euler equations which will be used to
construct the main perturbations to the subsolutions of the Euler equations, namely the so called Beltrami
flows. We recall the following Proposition from [DLS12].
Proposition 3.1. Let λ0 ≥ 1 and let Ak ∈ R3 s.t.
Ak · k = 0, |Ak| = 1, A−k = Ak,
for k ∈ Z3 with |k| = λ0. Let
Bk = Ak + i
k
|k| ⊗Ak.
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Then, for any ak ∈ C such that a−k = ak the vector field
W (ξ) =
∑
|k|=λ0
akBke
ik·ξ (3.1)
is real valued as well as its tensor product W ⊗W and it satisfies
divW = 0, div (W ⊗W ) = ∇
( |W |2
2
)
,
 
W ⊗W =
∑
|k|=λ0
|ak|2
(
Id− k|k| ⊗
k
|k|
)
.
The following geometric Lemma is a refinement made in [Cho12] of Lemma 3.2 of [DLS12H].
Lemma 3.2. Let N ≥ 1 and N an open set s.t. N ⊂ M3. Then, there exists λ0 > 1, pairwise disjoint
and symmetric sets
Λj ⊂ {k ∈ Z3 : |k| = λ0}, j = 1, . . . , N
and positive smooth functions
γ
(j)
k ∈ C∞(N ), k ∈ Λj , j = 1, . . . , N
such that γ
(j)
k = γ
(j)
−k and
R =
∑
k∈Λj
(
γ
(j)
k (R)
)2(
Id− k|k| ⊗
k
|k|
)
, ∀R ∈ N , j = 1, . . . , N.
While constructing the perturbations one also needs (as in Section 4.1 of [DLS12]) to introduce suitable
partitions of unity on R3 in order to discretize the space of velocities. These partitions of unity depend on
a integer parameter µ which, roughly speaking, as it increases improves the accuracy of the discretization.
Let Cj, j = 1, . . . , 8 be the equivalence classes of Z3 w.r.t. the equivalence relation l − l′ ∈ (2Z)3,
and let {ak}k∈Z3 ⊂ C∞(R3; [0, 1]) be a smooth partition of unity of R3 –namely,
∑
k(ak(v))
2 ≡ 1– s.t.
supp ak ⊂ intB1(k). For µ ∈ N, k ∈ Z3 and j = 1, . . . , 8 define then the functions
φ
(j)
k,µ(v, τ) :=
∑
l∈Cj
αl(µv)e
−i k·l
µ
τ , v ∈ R3, τ ∈ [0,+∞).
We report in the following proposition the derivative estimates on the functions φ
(j)
k = φ
(j)
k (v, τ) given
in Proposition 4.2 of [DLS12H], where v is considered as an independent variable in R3. Let us first
introduce the seminorms
[·]m,R = [·]Cr(BR(0)×[a1+ℓ,a2−ℓ]).
Proposition 3.3. There are constants C depending only on m ∈ N such that the following estimates
hold
[φ
(j)
k,µ]m,R +R
−1[∂τφ
(j)
k,µ]m,R +R
−2[∂2τφ
(j)
k,µ]m,R ≤ Cµm (3.2)
[∂τφ
(j)
k,µ + i(k · v)φ(j)k,µ]m,R ≤ Cµm−1 (3.3)
R−1[∂τ (∂τφ
(j)
k,µ + i(k · v)φ(j)k,µ)]m,R ≤ Cµm−1. (3.4)
Then we recall the elliptic operators which are used in [DLS12] and [DLS12H] to define the corrector
terms to the main perturbations of a given subsolution.
Definition 3.4 (Leray projector). For any v ∈ C∞(T3;R3), set
Qv := ∇φ+
 
T3
v,
where φ ∈ C∞(T3) is the solution to ∇φ = div v in T3 with ffl
T3
φ = 0. We denote by P = Id − Q the
Leray projector onto divergence-free vector fields with zero average.
8 SARA DANERI
Definition 3.5 (The operator R). For any v ∈ C∞(T3;R3) we define Rv ∈ C∞(T3;S3×3) as
Rv = 1
2
(
∇Pu+ (∇Pu)T
)
+
3
2
(
∇u+ (∇u)T
)
− 1
2
(div u)Id,
where u ∈ C∞(T3;R3) is the solution to
△u = v −
 
T3
v,
 
T3
u = 0.
By the following lemma, the operator R acts on divergence free vector fields as an inverse of the
divergence operator.
Lemma 3.6 ([DLS12], Lemma 4.3). For any v ∈ C∞(T3;R3), Rv ∈ S3×30 and divRv = v −
ffl
T3
v.
Finally, we state the following simple Lemma, which will be used in the proof of the main perturbation
step (Proposition 2.2).
Lemma 3.7. Let a, b ∈ (0, 1], a ≤ b. Then, the function g : [0, 1]→ R given by
g(s) =
sa+ (1− s2)b
s2a+ (1− s2)b
satisfies the bounds
1 ≤ g(s) ≤ 5
4
.
Proof. One can easily check that g ≥ 1 = g(0) = g(1) and that max
[0,1]
g is attained at the point f(a, b) :=
√
b√
b+
√
a
and is given by
g(f(a, b)) = 1 +
a
2
√
b(
√
a+
√
b)
.
Finally, max
a≤b
g(f(a, b)) = g(f(b, b)) = 54 . 
We now recall some preliminary Ho¨lder and Schauder estimates from [DLS12H]. As in [DLS12H]
we will denote the constants which appear in the estimates with the letter C, eventually adding some
subscripts according to the following rules.
• C without subscripts denote universal constants;
• Ch denote constants appearing in standard Ho¨lder inequalities in spaces Cr. The dependence on
r is omitted, since r ≥ 0 will be fixed, even though quite large, at the end of the construction;
• Ce are constants which depend on the upper and lower bounds for e;
• Cv constants which may depend not only on the upper and lower bounds for e but also on the
supremum norm of v, i.e. ‖v‖C0;
• Cs, Ce,s, Cv,s are constants involved in Schauder estimates for Cm+α-norms of elliptic operators,
which usually degenerate as α tends to 0 or 1. The ones denoted by Ce,s, Cv,s depend also
respectively on the upper and lower bounds for e and on ‖v‖C0.
The above constants might also depend on ε or ω but never on µ, λ, ℓ, ψ, φ, ϕ, δˆ, δ¯, δ′, δ′′ and D.
We recall from [DLS12] the following elliptic estimates for the operators defined in 3.4 and 3.5.
Proposition 3.8 (Schauder estimates). For any α ∈ (0, 1) and any m ∈ N there exists a constant Cs
such that
‖Qv‖m+α ≤ Cs‖v‖m+α;
‖Pv‖m+α ≤ Cs‖v‖m+α;
‖Rv‖m+1+α ≤ Cs‖v‖m+α;
‖R(divA)‖m+α ≤ Cs‖A‖m+α; (3.5)
‖RQ(divA)‖m+α ≤ Cs‖A‖m+α.
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When the above operators are applied to the product of smooth vector fields and highly oscillating
trigonometric functions we get the following estimates (see Propositions 5.2 in [DLS12] and 4.4. in
[DLS12H])
Proposition 3.9. Let k ∈ Z3 \ {0} and λ ≥ 1. Then, for any a ∈ C∞(T3) and m ∈ N we have∣∣∣ ˆ a(x)eiλk·x dx∣∣∣ ≤ [a]m
λm
. (3.6)
For any F ∈ C∞(T3;R3), let Fλ := F (x)eiλk·x. Then we have
‖R(Fλ)‖α ≤ Cs
λ1−α
‖F‖0 + Cs
λm−α
[F ]m +
Cs
λm
[F ]m+α,
‖RQ(Fλ)‖α ≤ Cs
λ1−α
‖F‖0 + Cs
λm−α
[F ]m +
Cs
λm
[F ]m+α.
4. Construction of the maps v1, p1 and R˚1
As in [DLS12] and [DLS12H], the idea to construct v1 is to perturb v with a fast oscillating time-
dependent “patching” of Beltrami flows wo and then adding a smaller perturbation term wc so that
w1 = wo + wc satisfies the divergence free constraint. However, in this case both perturbations are
multiplied by the cut-off function ψ. Also the perturbation terms of the pressure will be modified
accordingly, and the Reynolds stress tensor R˚1 will be defined as in [DLS12H] using the elliptic “R
operator” (see Definition 3.5).
Given (v, p, R˚), ϕ, φ, δˆ, δ′, δ′′ as in Proposition 2.2, we fix ε, ψ, C¯, δ¯, ℓ as in the main statement, with
ℓ satisfying also
Dℓ ≤ ηδ¯. (4.1)
The perturbations will also depend on two parameters λ, µ s.t.
λ, µ,
λ
µ
∈ N. (4.2)
In order to simplify calculations, we assume from now onwards the following inequalities, which will be
consistent with the choice of parameters we make in Section 5.5 to get the estimates of Proposition 2.2.
µ ≥ (δ∗)−1 ≥ 1, λ ≥ max
{
(µD)1+ω , ℓ−(1+ω)
}
, (4.3)
where
ω =
ε
2 + ε
. (4.4)
4.1. Mollifications. Let χ ∈ C∞(R3×R) be a nonnegative radial kernel supported in [−1, 1]4 and define
χℓ(x, t) =
1
ℓ4
χ
(x
ℓ
,
t
ℓ
)
,
vℓ(x, t) =
ˆ
T3×[−1,1]
v(x − y, t− s)χℓ(y, s) dy ds,
R˚ℓ(t, x) =
ˆ
T3×[−1,1]
R˚(x− y, t− s)χℓ(y, s) dy ds.
Notice that vℓ and R˚ℓ are well defined on T
3× [a1+ℓ, a2−ℓ]. That is why we require ℓ < a2−a12 . Moreover
‖vℓ − v‖0 + ‖R˚ℓ − R˚‖0 ≤ CDℓ, (4.5)
|||vℓ|||r + |||R˚ℓ|||r ≤ C(r)Dℓ1−r , r ≥ 1, (4.6)
for all t ∈ [a1 + ℓ, a2 − ℓ].
As a consequence, since ||vℓ|2 − |v|2| ≤ |v − vℓ|2 + 2|v − vℓ||v| and (4.1) holdsˆ
T3
||vℓ|2 − |v|2| ≤ C(Dℓ)2 + CDℓ
√
e
≤ Cηδ¯( max
s∈[a1,a2]
e(s)1/2 + 1). (4.7)
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4.2. Construction of v1. We define v1 adding to v two perturbations as in [DLS12] and [DLS12H], but
localized by the cut-off function ψ, namely
v1 = v + ψwo + ψwc, (4.8)
with wo and wc defined as in Section 3 of [DLS12H]. Then we set
w1 := wo + wc.
The main perturbation term is wo, while wc is a corrector term that makes v1 divergence free and it
is given by
wc = −Qwo, (4.9)
where Q = Id− P and P is the Leray projection operator as in Definition 3.4.
4.2.1. Construction of wo. Define, for (x, t) ∈ T3 × [a1 + ℓ, a2 − ℓ]
ρℓ(t) =
1
3(2π)3
(
e(t)(1− δ¯)−
ˆ
T3
|vℓ|2(x, t) dx
)
,
Rℓ(x, t) = ρℓ(t)Id− R˚ℓ(x, t).
Provided Rℓρℓ ∈ N , with N satisfying the assumptions of Lemma 3.2, the main perturbation wo on
T3 × [a1 + ℓ, a2 − ℓ] can be defined as
wo(x, t) := Wo(x, t, λt, λx) (4.10)
where
Wo(y, s, τ, ξ) :=
√
ρℓ(s)
8∑
j=1
∑
k∈Λj
γ
(j)
k
(Rℓ(y, s)
ρℓ(s)
)
φ
(j)
k,µ(vℓ(y, s), τ)Bke
ik·ξ,
γ
(j)
k , φ
(j)
k,µ are defined in Section 3 and Bk ∈ C3 are unit vectors satisfying the assumptions of Proposition
3.1.
Lemma 4.1. If η ≤ η(e), then Rℓρℓ ∈ Br0(Id), with r0 satisfying (1.4).
Proof. By (2.5), (4.5) and (4.1)
∥∥∥Rℓ
ρℓ
− Id
∥∥∥
0
=
∥∥∥ R˚ℓ
ρℓ
∥∥∥
0
≤ CDℓ+ ‖R˚‖0
min
[a1+ℓ,a2−ℓ]
ρℓ
≤Cηδ¯ + χ{ϕ>0}ηδˆ + (1− ϕ
2)ηδ˚
min
[a1+ℓ,a2−ℓ]
ρℓ
≤ 3Cηδ
∗
min
[a1+ℓ,a2−ℓ]
ρℓ
.
Since δ¯ ≤ 12δ∗
ρℓ(t) ≥ 1
3(2π)3
{
e
(
1− δ
∗
2
)
−
ˆ
T3
|v|2 −
ˆ
T3
||vℓ|2 − |v|2|
}
(2.4) (4.7)
≥ 1
3(2π)3
{(1
2
− β
2
)
δ∗e− Cηδ¯( max
[a1+ℓ,a2−ℓ]
√
e+ 1)
}
.
and since β ≤ 12 , if η = η(e) is sufficiently small we get the lower bound
ρℓ(t) ≥ C
′
3(2π)3
δ∗ (4.11)
for some constant C′ > 0. Hence, provided η < C
′
9(2π)3C , the lemma is proved. 
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Finally notice that, analogously to (4.11), ρℓ can be estimated from above as
ρℓ ≤ e−
ˆ
|v|2 +
∣∣∣ ˆ |vℓ|2 − |v|2∣∣∣
(2.4)
≤ δ∗e+ β
2
δ∗e+ Cηδ¯
(
1 + max
[a1,a2]
√
e
)
≤ 5
4
δ∗e+ Cηδ¯
(
1 + max
[a1,a2]
√
e
)
≤ C′δ∗(1 + max
[a1,a2]
e). (4.12)
Then, since |wo(x, t)| ≤ C
√
ρℓ(t), we can choose M = M(e) > 1 s.t.
‖wo‖0 ≤ M
2
√
δ∗. (4.13)
4.3. Definition of p1. We define the pressure p1 as
p1 := p− ψ2 |wo|
2
2
− ψ 2〈(v − vℓ), w1〉
3
.
By (4.13) and (4.5), provided η is sufficiently small we have
‖p1 − p‖0 ≤ ψ2M
2
4
δ∗ + Cηδ¯‖w1‖0
≤ ψ2M
2
4
δ∗ +
3
4
δ¯‖w1‖0 (4.14)
4.4. Definition of R˚1. According to our definitions of v1 and p1, it is fairly easy to see that
∂tv1 + div (v1 ⊗ v1) +∇p1 = div
[
(1 − ψ2)R˚]
+ ∂t(ψw1) + div (ψw1 ⊗ vℓ + vℓ ⊗ ψw1)
+ div (ψ2w1 ⊗ w1 − ψ
2
2
|wo|2Id + ψ2R˚ℓ)
+ div
[
ψ2(R˚ − R˚ℓ)
]
+ div
(
ψw1 ⊗ (v − vℓ) + (v − vℓ)⊗ ψw1 − ψ 2〈v − vℓ, w1〉
3
Id
)
Hence, recalling the Definition 3.5 of the operator R, we set
R˚1 := (1 − ψ2)R˚
+R[∂t(ψw1) + div (ψw1 ⊗ vℓ + vℓ ⊗ ψw1)]
+R[div (ψ2w1 ⊗ w1 − ψ2
2
|wo|2Id + ψ2R˚ℓ)
]
+ ψ2(R˚ − R˚ℓ)
+ ψw1 ⊗ (v − vℓ) + (v − vℓ)⊗ ψw1 − ψ 2〈v − vℓ, w1〉
3
Id. (4.15)
By Lemma 3.6 and the fact that ∂tv1 + div (v1 ⊗ v1) +∇p1 has zero average, it follows that (v1, p1, R˚1)
satisfies (2.1).
5. Proof of the main perturbation step
5.1. Doubling the variables and corresponding estimates. As in [DLS12H], for any k ∈ Λj ⊂
{|k| = λ0} we set
ak(y, s, τ) =
√
ρℓ(s)γ
(j)
k
(R′ℓ(y, s)
ρℓ(s)
)
φ
(j)
k,µ(v(y, s), τ). (5.1)
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and
ψ(s)Wo(y, s, τ, ξ) = ψ(s)
8∑
j=1
∑
k∈Λj
ak(y, s, τ)Bke
ik·ξ
so that our main perturbation term is given by
ψ(t)wo(x, t) = ψ(t)Wo(x, t, λt, λx).
The next proposition is the analogue of Proposition 5.1 in [DLS12H]. The following estimates on the
derivatives of the coefficients of the main perturbation term will be the basis for estimating also the
derivatives of the other correction terms in the supremum norm.
Proposition 5.1. Let ak ∈ C∞(T3 × [a1 + ℓ, a2 − ℓ] × R) be as in (5.1), ψ the cut-off function of
Proposition 2.2 and D given by (2.17).
Then, for any r ≥ 1 and any α ∈ [0, 1] we have the following estimates
‖ψak(·, s, τ)‖r ≤ ψ(s)Ce
√
δ∗(µrDr + µDℓ1−r) (5.2)
‖∂τψak(·, s, τ)‖r + ‖∂2τψak(·, s, τ)‖r ≤ ψ(s)Ce
√
δ∗(µrDr + µDℓ1−r) (5.3)
‖(∂τψak + i(k · vℓ)ψak)(·, s, τ)‖r ≤ ψ(s)Ce
√
δ∗(µr−1Dr +Dℓ1−r) (5.4)
‖∂τ (∂τψak + i(k · vℓ)ψak)(·, s, τ)‖r ≤ ψ(s)Ce
√
δ∗(µr−1Dr +Dℓ1−r) (5.5)
‖ψak(·, s, τ)‖α ≤ ψ(s)Ce
√
δ∗µαDα (5.6)
‖∂τψak(·, s, τ)‖α + ‖∂2τak,ψ(·, s, τ)‖α ≤ ψ(s)Ce
√
δ∗µαDα (5.7)
‖(∂τψak + i(k · vℓ)ψak)(·, s, τ)‖α ≤ ψ(s)Ce
√
δ∗µα−1Dα (5.8)
‖∂τ (∂τψak + i(k · vℓ)ψak)(·, s, τ)‖α ≤ ψ(s)Ce
√
δ∗µα−1Dα (5.9)
Moreover, for any r ≥ 0
‖∂sψak(·, s, τ)‖r ≤ ψ(s)Ce
√
δ∗(µr+1Dr+1 + µDℓ−r) + |ψ′|(s)Ce
√
δ∗(µrDr + µDℓ1−r) (5.10)
‖∂2sτψak(·, s, τ)‖r ≤ ψ(s)Ce
√
δ∗(µr+1Dr+1 + µDℓ−r) + |ψ′|(s)Ce
√
δ∗(µrDr + µDℓ1−r) (5.11)
‖∂2sψak(·, s, τ)‖r ≤ ψ(s)Ce
√
δ∗(µr+2Dr+2 + µDℓ−1−r) + |ψ′|(s)Ce
√
δ∗(µr+1Dr+1 + µDℓ−r)
+ |ψ′′|(s)Ce
√
δ∗(µrDr + µDℓ1−r) (5.12)
‖∂s(∂τ (ψak + i(k · vℓ)ψak)(·, s, τ)‖r ≤ ψ(s)Ce
√
δ∗(µrDr+1 + µDℓ−r) + |ψ′|(s)Ce
√
δ∗(µr−1Dr + µDℓ1−r).
(5.13)
We also have
ψWo ⊗ ψWo(y, s, τ, ξ) = ψ2(s)Rℓ(y, s) + ψ2(s)
∑
1≤|k|≤2λ0
Uk(y, s, τ)e
ik·ξ , (5.14)
where Uk ∈ C∞(T3 × [a1 + ℓ, a2 − ℓ]× R) satisfy
Ukk =
1
2
(trUk)k (5.15)
and the following estimates for any r ≥ 0 and any α ∈ [0, 1]:
‖ψ2Uk(·, s, τ)‖r ≤ ψ2(s)Ceδ∗(µrDr + µDℓ1−r) (5.16)
‖∂τψ2Uk(·, s, τ)‖r ≤ ψ2(s)Cvδ∗(µrDr + µDℓ1−r) (5.17)
‖ψ2Uk(·, s, τ)‖α ≤ ψ2(s)Ceδ∗µαDα (5.18)
‖∂τψ2Uk(·, s, τ)‖α ≤ ψ2(s)Cvδ∗µαDα. (5.19)
Moreover, for any r ≥ 0
‖∂sψ2Uk(·, s, τ)‖r ≤ ψ2(s)Ceδ∗(µr+1Dr+1 + µDℓ−r) + ψ(s)|ψ′|(s)Ceδ∗(µrDr + µDℓ1−r). (5.20)
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Proof. Notice that the above estimates are the same as in Proposition 5.1 of [DLS12H], up to replacing
δ with δ∗ everywhere and multiplying them by suitable powers of ψ and its derivatives.
As in [DLS12H] we set
ψ(s)ak(y, s, τ) = ψ(s)
√
ρℓ(s)Γ(y, s)Φ(y, s, τ), (5.21)
where Γ(y, s) = γ
(j)
k
(
Rℓ(y,s)
ρℓ(s)
)
, Φ(y, s, τ) = φ
(j)
k,µ(vℓ(y, s), τ).
By definition of Uk, it is fairly easy to see that the estimates (5.16)-(5.20) are a consequence of (5.2)-
(5.5) and (5.10).
First of all, notice that in the estimates (5.2)-(5.9), since ψ does not depend on (y, τ), we simply have
to multiply the estimates for ak by the function ψ. Analogously, in the estimates (5.10)-(5.13) we simply
apply the Leibniz rule to the derivation w.r.t. s of the products ψak, ψ∂τak etc. and then bring back to
the estimates (5.2)-(5.9), with one (or two) order of derivation less w.r.t. y for the terms in which ψ is
differentiated.
Then, we can reduce to study ak and see why the the only change in the estimates is the replacement
of the δ of [DLS12H] by δ∗. First notice that, since the only change in the definition of ak is the choice of
ρℓ, after applying the Leibniz rule to (5.21) the only terms that might be changing are those containing
derivatives of functions of ρℓ. In particular, it is fairly easy to see that such terms are
|√ρℓ|, |∂rs
√
ρℓ|, ‖Γ‖r, ‖∂sΓ‖r.
By (4.12), we already know that |√ρℓ| ≤ Ce
√
δ∗, while in [DLS12H] one has |√ρℓ| ≤ Ce
√
δ. Moreover,
‖Γ‖r ≤ C
∥∥∥ R˚ℓ
ρℓ
∥∥∥
r
≤ C ‖R˚ℓ‖r
min
[a1+ℓ,a2−ℓ]
ρℓ
(4.11)
≤ C′Dℓ
1−r
δ∗
(4.3)
≤ C′µDℓ1−r
and
‖∂sΓ‖r ≤ C ‖∂sR˚ℓ‖r
min
[a1+ℓ,a2−ℓ]
ρℓ
+ C‖R˚ℓ‖r|∂s(ρ−1ℓ )|
≤ CDℓ
−r
δ∗
+ CDℓ1−rDδ∗−2
≤ C(µDℓ−r + µ2D2ℓ1−r)
exactly as in [DLS12H]. Finally,
|∂rs
√
ρℓ| ≤ Ch
r∑
i=1
Ce(δ
∗)
1
2−i|ρℓ|i−1|∂rsρℓ|
≤ δ∗− 12 |∂rsρℓ| ≤ Cδ∗−
1
2Dℓ1−r
≤ C
√
δ∗µDℓ1−r (5.22)
in contrast with |∂rs√ρℓ| ≤ C
√
δµDℓ1−r of [DLS12H].
Since by the Leibniz rule
‖∂ms ∂pτak‖r ≤ C
m∑
i=0
|∂is
√
ρℓ|‖∂m−is
(
Γ(y, s)∂pτΦ(y, s, τ)
)‖r,
where ‖∂m−is
(
Γ(y, s)∂pτΦ(y, s, τ)
)‖r can be estimated as in [DLS12H], by (5.22) Proposition 5.1 is proved.

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5.2. Estimates on v1. The estimates for the perturbation term ψw1 are obtained as in Section 6 of
[DLS12H], using the structure of wo, the Schauder estimates for Qwo of Proposition 3.8, and the estimates
of Proposition 5.1.
Therefore it is fairly easy to see that the following proposition is the counterpart of Proposition 6.1 of
[DLS12H].
Proposition 5.2. The following estimates hold for all r ≥ 0, t ∈ [a1 + ℓ, a2 − ℓ]:
‖ψwo‖r ≤ ψCe
√
δ∗λr (5.23)
‖∂t(ψwo)‖r ≤ ψCv
√
δ∗λr+1 + |ψ′|Cv
√
δ∗λr (5.24)
and the following for any r > 0 which is not integer:
‖ψwc‖r ≤ ψCe,s
√
δ∗Dµλr−1 (5.25)
‖∂t(ψwc)‖r ≤ ψCv,s
√
δ∗Dµλr + |ψ′|Cv,s
√
δ∗Dµλr−1. (5.26)
In particular,
‖v1 − v‖0 = ‖ψw‖0 ≤ ψCe
√
δ∗,
‖∂t(v1 − v)‖0 + ‖v1 − v‖1 = ‖∂t(ψw)‖0 + ‖ψw‖1 ≤ ψCe
√
δ∗λ+ |ψ′|Ce
√
δ∗.
5.3. Estimates on the energy. Analogously to Proposition 7.1 of [DLS12H] we obtain the following
Proposition 5.3. For any α ∈ (0, ω1+ω ) there is a constant Cv,s, depending only on α, e and ‖v‖C0 such
that, ∀ t ∈ [a1 + ℓ, a2 − ℓ]∣∣∣e− ˆ
T3
|v1|2 −
[
ψ2δ¯e+ (1− ψ2)
(
e−
ˆ
T3
|v|2
)]∣∣∣ ≤ ψ2CeDℓ+ ψCv,s√δ∗µDλα−1
Proof. Writing |v1|2 as
|v1|2 = |v|2 + ψ2|wo|2 + ψ2|wc|2 + 2ψv · wo + 2ψv · wc + 2ψ2wo · wc,
we get ∣∣∣ˆ
T3
|v1|2 − |v|2 − ψ2|wo|2
∣∣∣ ≤ Cv‖ψwc‖0(1 + ‖ψwo‖0 + ‖ψwc‖0)+ 2ψ∣∣∣
ˆ
T3
wo · v
∣∣∣
≤ Cvψ
√
δ∗Dµλα−1 + 2ψ
∣∣∣ˆ wo · v∣∣∣ (5.27)
≤ Cv,sψ
√
δ∗Dµλα−1, (5.28)
where (5.27) follows from Proposition 5.2 and the fact that λ ≥ (µD)1+ω (see (4.3)), while (5.28) is a
consequence of (3.6) and Proposition 5.1.
Now, tracing (5.14) we obtain∣∣∣ˆ
T3
ψ2|wo|2 − ψ2tr(Rℓ)
∣∣∣ ≤ ψ2 ∑
1≤|k|≤2λ0
∣∣∣ˆ
T3
trUk
∣∣∣
≤ Ceψ2δ∗µDλ−1,
the last inequality following from (3.6) with m = 1 and (5.16). 
Then we conclude after observing that
ˆ
T3
tr(Rℓ) = e(1− δ¯)−
ˆ
T3
|vℓ|2
and recalling (4.7).
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5.4. Estimates on the Reynolds stress. While estimating the Reynolds stress we refer to Proposition
8.1 in [DLS12H].
Proposition 5.4. For every α ∈ (0, ω1+ω ), there is a constant Cv,s depending only on α, ω, e and ‖v‖C0
such that the following estimates hold
‖R˚1 − (1− ψ2)R˚‖0 ≤ Cv,s
[
ψDℓ+ ψ
√
δ∗µDλ2α−1 + ψ
√
δ∗µ−1λα + |ψ′|
√
δ∗µDλα−1
]
(5.29)
|||(R˚1 − (1− ψ2)R˚)|||1 ≤ Cv,s
[
ψ
√
δ∗µDλ2α + ψ
√
δ∗λDℓ + ψ
√
δ∗µ−1λα+1
+ |ψ′|Dℓ+ |ψ′|
√
δ∗µ−1λα + |ψ′|
√
δ∗µDλα
+ |ψ′′|
√
δ∗µDλα−1
]
(5.30)
Proof. Recalling the definition of R˚1 made in (4.15) we set
R˚1 − (1− ψ2)R˚ = ψ2R˚11 + ψR˚21 + ψ2R˚31 + ψR˚41 + ψR˚51 + ψR˚61 + ψR˚71 + ψ′R˚81 (5.31)
where
R˚11 = R˚− R˚ℓ
R˚21 = w1 ⊗ (v − vℓ) + (v − vℓ)⊗ w1 −
2〈(v − vℓ), w1〉
3
Id
R˚31 = R
[
div
(
wo ⊗ wo + R˚ℓ − |wo|
2
2
Id
)]
R˚41 = R(∂twc)
R˚51 = R[div ((vℓ + ψw1)⊗ wc + wc ⊗ (vℓ + ψw1) + wc ⊗ ψwc)]
R˚61 = Rdiv (wo ⊗ vℓ)
R˚71 = R
[
∂two + vℓ · ∇wo
]
R˚81 = R(w1).
Notice that R˚11, R˚
2
1, R˚
3
1, R˚
4
1, R˚
6
1 and R˚
7
1 are defined as in the proof of Proposition 8.1 in [DLS12H].
Therefore, taking into account the multiplications by the cut-off function ψ and the new estimates for
the coefficients ak obtained in Proposition 5.1, in the next table we collect without proof the related C
0
and C1-estimates.
C0 estimates C1 estimates
‖ψ2R˚11‖0 ≤ ψ2CDℓ |||ψ2R˚11|||1 ≤ ψ2CD + |ψ′|CDℓ
‖ψR˚21‖0 ≤ ψCe
√
δ∗Dℓ |||ψR˚21|||1 ≤ ψCv
√
δ∗λDℓ+ |ψ′|Ce
√
δ∗Dℓ
‖ψ2R˚31‖0 ≤ ψ2Ce,sδ∗µDλα−1 |||ψ2R˚31|||1 ≤ ψ2Cv,sδ∗µDλα + |ψ′|Ce,sδ∗µDλα−1
‖ψR˚41‖0 ≤ ψCv,s
√
δ∗µDλα−1 |||ψR˚41|||1 ≤ ψCv,s
√
δ∗µDλα + |ψ′|Cv,s
√
δ∗µDλα−1
‖ψR˚61‖0 ≤ ψCv,s
√
δ∗µDλα−1 |||ψR˚61|||1 ≤ ψCv,s
√
δ∗µDλα + |ψ′|Cv,s
√
δ∗µDλα−1
‖ψR˚71‖0 ≤ ψCv,s
√
δ∗(µDλα−1 + µ−1λα) |||ψR˚71|||1 ≤ ψCv,s
√
δ∗(µDλα + µ−1λα+1)
+|ψ′|Cv,s
√
δ∗(µDλα−1 + µ−1λα)
Moreover, reasoning exactly as in Step 5 of the proof of Proposition 8.1 in [DLS12H] we get
‖ψR˚51‖0
(3.5)
≤ ‖(vℓ + ψw1)⊗ wc + wc ⊗ (vℓ + ψw1) + wc ⊗ ψwc‖α
≤ Ch‖wc‖α(‖vℓ‖0 + ψ‖wo‖α + ψ‖wc‖α)
Prop. 5.1
≤ Cv,s
√
δ∗µDλ2α−1.
and the same argument gives
|||ψR˚51|||1 ≤ ψCv,s
√
δ∗µDλ2α + |ψ′|Cv,s
√
δ∗µDλ2α−1.
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Concerning ψ′R˚81, recall that
wc =
1
λ
Quc, uc :=
∑
|k|=λ0
i∇ak(x, t, λt) × k ×Bk|k|2 e
iλx·k,
apply Propositions 3.9 and 5.1 and get
‖ψ′R˚81‖0 ≤ |ψ′|Cs
∑
|k|=λ0
[ 1
λ1−α
‖ak‖0 + 1
λm−α
[ak]m +
1
λm
[ak]m+α
]
+ |ψ′|Cs
∑
|k|=λ0
[ 1
λ2−α
‖ak‖1 + 1
λm+1−α
[ak]m+1 +
1
λm+1
[ak]m+1+α
]
.
≤ |ψ′|Cv,s
√
δ∗λα−1
[
1 + λ1−m((µD)m + µDℓ1−m) + λ1−m−α((µD)m+α + µDℓ1−m−α)
]
Choose now
m =
[1 + ω
ω
]
+ 1
and observe that
m
m− 1 ≤ 1 + ω.
Then the last inequality in (4.3) becomes
λ1−m ≤ min{ℓm, (µD)−m}
and
‖ψ′R˚81‖0 ≤ Cv,s|ψ′|
√
δ∗µDλα−1.
To estimate |||ψ′R˚81|||1 one can proceed exactly in the same way getting
|||ψ′R˚81|||1 ≤ |ψ′′|Cv,s
√
δ∗µDλα−1 + |ψ′|Cv,s
√
δ∗µDλα. (5.32)
Thus we conclude
‖R˚1 − (1− ψ2)R˚‖0 ≤ Cv,s
[
ψDℓ+ ψ
√
δ∗µDλ2α−1 + ψ
√
δ∗µ−1λα + |ψ′|
√
δ∗µDλα−1
]
|||(R˚1 − (1− ψ2)R˚)|||1 ≤ Cv,s
[
ψD + ψ
√
δ∗λDℓ + ψ
√
δ∗µ−1λα+1 + ψ
√
δ∗µDλ2α
+ |ψ′|Dℓ+ |ψ′|
√
δ∗µDλα + |ψ′|
√
δ∗µ−1λα
+ |ψ′′|
√
δ∗µDλα−1
]
≤ Cv,s
[
ψ
√
δ∗µDλ2α + ψ
√
δ∗λDℓ + ψ
√
δ∗µ−1λα+1
+ |ψ′|Dℓ+ |ψ′|
√
δ∗µDλα + |ψ′|
√
δ∗µ−1λα
+ |ψ′′|
√
δ∗µDλα−1
]
,
where in the last inequality we have used
√
δ∗µD
(4.3)
≥ D(δ∗)− 12 ≥ D.

5.5. Proof of Proposition 2.2. After constructing (v1, p1, R˚1) as in Section 4, we fix the perturbation
parameters µ, λ, ℓ and the Ho¨lder exponent α in the estimates of Sections 5.2, 5.3 and 5.4.
More precisely, in Propositions 5.3 and 5.4 choose –as in Section 9 of [DLS12H]–
α =
ω
2 + ω
=
ε
4(ε+ 1)
.
and assume that
ℓ =
1
Lv
δ¯
D
,
where Lv > η
−1 is a sufficiently large constant depending only on ‖v‖C0 and e in such a way that (4.1)
is satisfied. Then, impose
µ2D = λ, (5.33)
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where actually, as observed in [DLS12H], to be sure to satisfy (4.2) one can carry on analogous compu-
tations imposing λ2 ≤ µ2D ≤ λ. In particular,
µ−1λα = µDλα−1. (5.34)
Finally, choose λ of the form
λ = Λv
( Dδˆ
δ¯2+ν
)1+ε
= Λv
( Dδˆ
δ¯2+ν
) 1+ω
1−ω
, (5.35)
where Λv ≥ 1 depends only on ‖v‖C0 and
ν =
4
9
. (5.36)
Observe that in [DLS12H] the authors set ν = 0.
Let us check that the choice of the parameters is consistent with (4.3). If Λv ≥ L1+ωv ,
λℓ1+ω =
Λv
L1+ωv
( Dδˆ
δ¯2+ν
) 1+ω
1−ω
( δ¯
D
)1+ω
≥
(
Dω
δˆδ¯
2
2+ε
δ¯2+ν
) 1+ω
1−ω ≥ 1
and since µD = λ
1
2D
1
2
λ−1(µD)(1+ω) = λ
ω−1
2 D
1+ω
2 = Λ
ω−1
2
v D
1+ω
2
( Dδˆ
δ¯2+ν
)− 1+ω2
= Λ
ω−1
2
v
( δ¯2+ν
δˆ
) 1+ω
2 ≤ 1
Moreover, by our choice of α
µDλα−1 ≤ 1. (5.37)
This follows from µD ≤ λ 1ω+1 and the fact that 1ω+1 ≤ 1− α. Finally,
µ =
√
λ
D
= Λ
1
2
vD
ε
2
( δˆ
δ¯2+ν
) 1+ε
2 ≥ δ¯− 23− ν2 ≥ δ∗−1.
Being now α fixed, the constants Ce,s and Cv,s which in general depend on α will be from now onwards
denoted by Ce and Cv.
Preliminary estimates
Before inserting the above parameters in the estimates of Sections 5.2, 5.3 and 5.4, it is convenient to
estimate separately some of the terms which will often appear in the calculations.
By our choice of α
α− 1
2
= − ε+ 2
4(ε+ 1)
, 2α− 1
2
= − 1
2(1 + ε)
, α+
1
2
=
3ε+ 2
4(ε+ 1)
, 2α+
1
2
=
2ε+ 1
2(1 + ε)
. (5.38)
Moreover, by definitions (2.2) and (2.3)√
δ∗
δˆ
≤
√
δ′′
δˆ
= δˆ−
5
18 ≤ δ¯− 527 . (5.39)
Then we have the following estimates:
√
δ∗µDλα−1 =
√
δ∗D
1
2 λα−
1
2 =
√
δ∗D
1
2Λ
− ε+2
4(ε+1)
v
( Dδˆ
δ¯2+ν
)− ε4− 12
≤ Λ−
ε+2
4(ε+1)
v
√
δ∗
δˆ
δ¯
11
9 +
11
18 εδˆ−
ε
4 ≤ Λ−
ε+2
4(ε+1)
v
√
δ∗
δˆ
δ¯
11
9 +
4
9 ε
(5.39)
≤ Λ−
ε+2
4(ε+1)
v δ¯
28
27+
4
9 ε (5.40)
√
δ∗µDλ2α−1 =
√
δ∗D
1
2 λ2α−
1
2 =
√
δ∗D
1
2Λ
− 1
2(1+ε)
v
( Dδˆ
δ¯2+ν
)− 12
= Λ
− 1
2(1+ε)
v
√
δ∗
δˆ
δ¯
11
9
(5.39)
≤ Λ−
1
2(1+ε)
v δ¯
28
27 (5.41)
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√
δ∗µDλ2α =
√
δ∗D
1
2λ2α+
1
2 =
√
δ∗D
1
2Λ
2ε+1
2(ε+1)
v
( Dδˆ
δ¯2+ν
)ε+ 12
≤ Λ
2ε+1
2(ε+1)
v
√
δ∗
δˆ
δˆ
3
2+εδ¯
4
9− 49 ε
(D
δ¯2
)1+ε (5.39)
≤ Λ
2ε+1
2(ε+1)
v δˆ
3
2+εδ¯
7
27− 49 ε
(D
δ¯2
)1+ε
(5.42)
√
δ∗µDλα =
√
δ∗D
1
2 λα+
1
2 =
√
δ∗D
1
2Λ
3ε+2
4(ε+1)
v
( Dδˆ
δ¯2+ν
) 3
4 ε+
1
2
≤ Λ
3ε+2
4(ε+1)
v
√
δ∗
δˆ
δˆ
3
2
+ 3
4
εδ¯
4
9
+ ε
6
(D
δ¯2
)1+ε
≤ Λ
3ε+2
4(ε+1)
v δˆ
3
2
+ 3
4
εδ¯
7
27
+ ε
6
(D
δ¯2
)1+ε
(5.43)
√
δ∗λ =
√
δ∗
δˆ
δˆ
3
2+ε
(D
δ¯2
)1+ε
δ¯−
4
9− 49 ε ≤ δˆ 32+ε
(D
δ¯2
)1+ε
δ¯−
17
27− 49 ε (5.44)
Proof of (2.9)
By Proposition 5.3∣∣∣e− ˆ
T3
|v1|2 −
[
ψ2δ¯e+ (1− ψ2)
(
e −
ˆ
T3
|v|2
)]∣∣∣ ≤ ψ2CvDℓ+ ψCv√δ∗µDλα−1
(5.40)
≤ ψ2Cv
Lv
δ¯ + ψ
Cv
Λ
1
2(1+ε)
v
δ¯
28
27+
4
9 ε
Hence, provided Lv and consequently Λv are chosen sufficiently big depending on ‖v‖C0 , we get (2.9).
Proof of (2.10) and (2.11).
We use the estimates obtained in Proposition 5.2.
Taking (5.23) for r = 0 and (5.25) for r = α we have
‖ψw1‖0 ≤ ψCe
(√
δ∗ +
√
δ∗µDλα−1
)
(5.37)
≤ ψM
√
δ∗, (5.45)
provided the constant M = M(e) is large enough.
Consider now (5.23) with r = 1, (5.24) with r = 0, (5.25) with r = α+1 and (5.26) with r = α. Then
|||ψw1|||1 ≤ ψCe
√
δ∗λ+ |ψ′|Cv
√
δ∗ + ψCv
√
δ∗µDλα + |ψ′|Cv
√
δ∗µDλα−1 (5.46)
(5.37)
≤ ψCv
√
δ∗λ+ |ψ′|Cv
√
δ∗
(5.44)
≤ ψΛv δˆ 32+ε
(D
δ¯2
)1+ε
δ¯−
17
27− 49 ε + |ψ′|Cv
√
δ∗.
In particular, since by (5.33) and (4.3) it is fairly easy to check that D ≤ √δ∗λ,
|||v1|||1 ≤ 2Λv δˆ 32+ε
(D
δ¯2
)1+ε
δ¯−
17
27− 49 ε + |ψ′|Cv
√
δ∗.
Proof of (2.12) Using (4.14) and (5.45) we get
‖p1 − p‖0 ≤ ψ2M
2
4
δ∗ + ψ
3
4
Mδ¯
√
δ∗ ≤ ψM2δ∗. (5.47)
Proof of (2.13), (2.14), (2.15) and (2.16).
From (5.31), define
R˚1,1 := ψR˚
1
1 + R˚
2
1 + ψR˚
3
1 + R˚
4
1 + R˚
5
1 + R˚
6
1 + R˚
7
1,
R˚1,2 := R˚
8
1.
By (5.29) and (5.34)
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‖ψR˚1,1‖0 ≤ ψCvDℓ+ ψCv
√
δ∗µDλ2α−1
(5.41)
≤ ψCv
Lv
δ¯ + ψ
Cv
Λ
1
2(1+ε)
v
δ¯
28
27 ≤ ψη
2
δ¯,
provided Lv and then Λv are chosen large enough.
Moreover,
‖ψ′R˚1,2‖0 ≤ |ψ′|Cv
√
δ∗µDλα−1
(5.40)
≤ |ψ′| Cv
Λ
ε+2
4(ε+1)
v
δ¯
28
27+
4
9 ε.
By (5.30), (5.34), (5.42), (5.41) and (5.44)
|||ψR˚1,1|||1≤ψCv
[√
δ∗µDλ2α +
√
δ∗λDℓ
]
+ |ψ′|Cv
√
δ∗µDλ2α−1
≤ψCv
[
Λ
2ε+1
2(ε+1)
v δˆ
3
2+εδ¯
7
27− 49 ε
(D
δ¯2
)1+ε
+
Λv
Lv
δˆ
3
2+εδ¯
10
27− 49 ε
(D
δ¯2
)1+ε]
+ |ψ′| Cv
Λ
1
2(1+ε)
v
δ¯
28
27
and by (5.32), (5.40) and (5.43)
|||ψ′R˚1,2|||1 ≤ |ψ′|Cv
√
δ∗µDλα + |ψ′′|Cv
√
δ∗µDλα−1
≤|ψ′|CvΛ
3ε+2
4(ε+1)
v δˆ
3
2+
3
4 εδ¯
7
27+
ε
6
(D
δ¯2
)1+ε
+ |ψ′′|CvΛ−
ε+2
4(ε+1)
v δ¯
28
27+
4
9 ε.
We thus end up with (2.15) and (2.16) again choosing suitable constants Lv and Λv and A1 sufficiently
big.
Proof of Corollary 2.3. Let ψ ∈ C∞([a1, a2]; [0, 1]) be a function satisfying (2.18). In the following we
will extensively use the relations
δ¯ ≤ δˆ 32 = δ′ 94 . (5.48)
To prove (2.20) recall (2.13) and observe that
‖ψ′R˚1,2‖0
(2.14)
≤ |ψ′| η
2C¯
δ¯
28
27+
4
9 ε ≤ η
2
δ¯
[
(δ′)−
3ε
4 δ¯
1
27+
4
9 ε
] (5.48)≤ η
2
δ¯.
As for (2.21), let us first consider (2.15). On one hand, since ε < 712 ,
ψA1δˆ
3
2+ε
(D
δ¯2
)1+ε
δ¯
7
27− 49 ε ≤ ψA1δˆ 32
(D
δ¯2
)1+ε
.
On the other hand,
|ψ′| 1
C¯
δ¯
28
27
(2.18)
≤ χ{ψ>0}δ¯ 1927 ≤ χ{ψ>0}, δˆ 32
(D
δ¯2
)1+ε
≥ 1,
so that
|||ψR˚1,1|||1 ≤ χ{ψ>0}A1δˆ 32
(D
δ¯2
)1+ε
.
To show that also |||ψ′R˚1,2|||1 ≤ χ{ψ>0}A1δˆ 32
(
D
δ¯2
)1+ε
, it is sufficient to notice that
|ψ′| 1
C¯
δˆ
3
4 ε ≤ 1, |ψ′′| 1
C¯2
δ¯
28
27+
4
9 ε ≤ 1, δˆ 32
(D
δ¯2
)1+ε
≥ 1.
Finally, to prove (2.22), we choose ν = 0 in (5.35) as in [DLS12H], i.e. we set
λ = Λv
(Dδˆ
δ¯2
)1+ε
(5.49)
as in [DLS12H]. Since the λ defined in (5.49) is smaller than the λ defined in (5.35), then the C1 estimates
for the Reynolds stress proved before hold as well. In order to prove the energy estimate and the C0
estimates, notice that if δ∗ = δˆ√
δˆµDλα−1 =
√
δˆD
1
2Λ
− ε+2
4(ε+1)
v
(Dδˆ
δ¯2
)− ε4− 12 ≤ Λ− ε+24(ε+1)v δ¯δˆ ε2 ,
√
δˆµDλ2α−1 =
√
δˆD
1
2Λ
− 1
2(ε+1)
v
(Dδˆ
δ¯2
)− 12 ≤ Λ− 12(ε+1)v δ¯
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and proceed as in the proof of Proposition 2.2. As for the improvement (2.22) in the C1 norm of v1,
|||ψw1|||1 ≤ ψCv
√
δˆλ
(5.49)
≤ ψCvΛv δˆ 32+ε
(D
δ¯2
)1+ε
.

6. Admissible initial data
Proposition 6.1. Let e ∈ C∞([0, 1]), e > 0. Then, for all θ < 110 , 0 < β ≤ 12 there exist v0 ∈ Cθ(T3;R3)
and (v, p, R˚) ∈ C0(T3×[0, 1];R3×R×S3×30 )∩C1(T3×(0, 1];R3×R×S3×30 ) which solve the Euler-Reynolds
system (2.1) on T3 × (0, 1) with
ˆ
T3
|v0|2 = e(0), R˚(0) ≡ 0
v(0) = v0, v(t) ∈ Cθ(T3) ∀ t ∈ [0, 1].
Moreover, there exist
0 < ε = ε(θ) < 1 with lim
θ→ 110
ε(θ) = 0
and sequences
δn = a
−bn , a ≥ 3
2
, b =
3
2
, with a = a(ε),
t0 := 1, tn ∈ (0, 1) s.t. tn < tn−1 and tn−1 − tn = 2
C¯
δ
3ε
4
n−1,
∞∑
n=1
tn−1 − tn = 1
ϕn ∈ C∞([0, 1]; [0, 1]) s.t. ϕn(t) =
{
1 if t ∈ [0, tn]
0 if t ∈ [tn−1, 1]
such that ∣∣∣(e− ˆ |v|2)− [ϕ2nδn + (1− ϕ2n)δn−1]e∣∣∣χ[tn,tn−1] ≤ β2 [ϕ2nδn + (1− ϕ2n)δn−1]e, (6.1)
‖R˚− (1− ϕ2n)R˚′n‖0χ[tn,tn−1] ≤ χ{ϕn>0}ηδn, ‖R˚′n‖0 ≤ ηδn−1, (6.2)
for some R˚′n ∈ C1(T3 × [0, 1];S3×30 ), with δ0 = 1 and η depending on e as in Proposition 2.2.
Definition 6.2. A triple (v, p, R˚) as in Proposition 6.1 will be called an admissible Cθ-subsolution with
admissible initial datum v0 for the energy e.
Remark 6.3. In the proofs of Proposition 6.1 and Theorem 1.1 we will repeatedly use the following fact.
Let ψ, ϕ ∈ C1([0, 1]; [0, 1]) such that
supp ψ ⊂ {ϕ = 1}. (6.3)
Then,
(ψ + ψ′)(1− ϕ) = 0, (1− ψ2)(1− ϕ2) = (1− ϕ2), ψϕ = ψ, (6.4)
Proof of Proposition 6.1. Step 0. W.l.o.g., we assume that ∃h > 0 such that e is positive and smooth
on the larger time interval [−h, 1 + h]. Define then (v0, p0, R˚0) to be identically 0 on T3 × [−h, 1 + h]
and observe that it satisfies the assumptions of Proposition 2.2 on [a1, a2] = [−h, 1 + h] with ϕ ≡ 1 and
δˆ = 1. Fix ε > 0 arbitrarily small and set δ0 := δˆ = 1, D0 := D ≡ 1, ℓ0 = 0 and ϕ0 := ϕ ≡ 1.
Starting from (v0, p0, R˚0) we construct iteratively –using Proposition 2.2– a sequence of solutions
(vn, pn, R˚n) of the Euler-Reynolds system which will converge to an admissible C
θ subsolution (v¯, p¯,
¯˚
R).
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To this aim, we first set the following parameters:
δn = a
−bn , a ≥ 3
2
, b =
3
2
, with a = a(ε) to be fixed later
C¯ = 4
∑
n
δ
3
4 ε
n−1 = 4
∑
n
a−
3ε
4 b
n−1
ℓ˜n =
2
C¯
δ
3ε
4
n−1,
t0 := 1, tn ∈ (0, 1) s.t. tn < tn−1 and tn−1 − tn = 4
C¯
δ
3ε
4
n−1 = 2ℓ˜n,
ℓ¯n > 0 s.t.
∑
n
ℓ¯n < h (6.5)
and a countable family of cut-off functions
ϕn ∈ C∞([−h, 1 + h]; [0, 1]) s.t. ϕn(t) =
{
1 if t ∈ [−h, tn]
0 if t ∈ [tn−1 − ℓ˜n, 1 + h] = [tn + ℓ˜n, 1 + h]
(6.6)
and |ϕ′n| ≤
4
tn−1 − tn = C¯δ
− 3ε4
n−1 , |ϕ′′n| ≤
4max |ϕ′n|
tn−1 − tn ≤ C¯
2δ
− 3ε2
n−1 . (6.7)
Notice that, if a is sufficiently big, δn ≤ min{ 12δn−1, δ
3
2
n−1} and, by the choice of C¯,
∞∑
n=1
tn−1 − tn = 1.
Moreover, the functions ψ = ϕn, ϕ = ϕn−1 satisfy (6.3) for all n ∈ N. In particular,
k¯∏
i=k
(1− ϕ2i ) = 1− ϕ2k,
k¯∏
i=k
ϕi = ϕk¯, (1− ϕ2i )ϕj = 0 if i < j. (6.8)
Step 1. Iterative perturbation step
Let us assume that, after n steps of the iterative procedure there exist {ℓi}ni=1, 0 < ℓi < min{ℓ¯i, ℓ˜i}
and {(vi, pi, R˚i)}ni=1 solutions of (2.1) on [−h+
∑n
i=1 ℓi, 1 + h] satisfying
vn = vn−1 + ϕnwn (6.9)
pn = pn−1 + ϕnpno (6.10)
R˚n = ϕnR˚n,1 + ϕ
′
nR˚n,2 + (1− ϕ2n)R˚n−1 (6.11)
and the following estimates∣∣∣e− ˆ |vn|2 − [ϕ2nδn + (1 − ϕ2n)(e−
ˆ
|vn−1|2
)]∣∣∣ ≤ ϕnβ
4
δne (6.12)
‖vn − vn−1‖0 ≤ ϕnM
√
δn−1 (6.13)
‖R˚n − (1 − ϕ2n)R˚n−1‖0 ≤ χ{ϕn>0}ηδn (6.14)
‖pn − pn−1‖0 ≤ ϕnM2δn−1 (6.15)
Dn ≤ An−1δ
3
2
n−1
(Dn−1
δ2n
)1+ε
, (6.16)
where
Di := max
{
1, ‖vi‖C1, ‖R˚i‖C1
}
and Ai = Ai(e, ε, ‖vi‖C0).
In particular, on
[−h+ n∑
i=1
ℓi, tn
] ⊂ {ϕn = 1}
∣∣∣e − ˆ |vn|2 − δne∣∣∣ ≤ β
4
δne
‖R˚n‖0 ≤ ηδn.
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Therefore (vn, pn, R˚n) satisfies the assumptions of Proposition 2.2 on [a1, a2] = [−h +
n∑
i=1
ℓi, tn] with
ϕ ≡ 1 (or equivalently δ∗ = δˆ) and δˆ = δn. Then, since
suppϕn+1 ⊂ [−h+
n∑
i=1
ℓi, tn − ℓ˜n+1], (6.17)
we can apply Corollary 2.3 with ψ = ϕn+1, ℓ = ℓn+1 < min{ℓ¯n+1, ℓ˜n+1}, δ¯ = δn+1.
We thus get (6.9)-(6.16) on the time interval [−h+
n+1∑
i=1
ℓi, tn − ℓn+1], with n replaced by n+ 1 .
Now observe that, since ϕn+1 = 0 on [tn− ℓn+1, 1+ h], we can extend trivially vn+1 to be equal to vn,
pn+1 to pn and R˚n+1 to R˚n on [tn− ℓn+1, 1+ h] and moreover also (6.9)-(6.16) extend to the larger time
interval [−h+
n+1∑
i=1
ℓi, 1 + h].
Step 2: Convergence to a subsolution
By (6.5), the functions (vn, pn, R˚n) are well defined on T
3 × [0, 1].
From (6.13), (6.14) and (6.15) we immediately get that
∃ (v, p, R˚) ∈ C0(T3 × [0, 1];R3 × R× S3×30 ) s.t. limn→+∞‖vn − v‖C0 + ‖pn − p‖C0 + ‖R˚n − R˚‖C0 = 0.
In particular, there exists a constant A = A(ε, e, C¯) such that
An ≤ A, ∀n ∈ N,
and from now onwards we will substitute it to An into (6.16).
Moreover, since ‖R˚n(0)‖0 ≤ ηδn and
∣∣∣e(0)− ´ |vn|2(0)∣∣∣ ≤ (1 + β4)δne(0) for all n ∈ N,
R˚(0) ≡ 0,
ˆ
T3
|v|2(0) = e(0).
From the structure equations (6.9), (6.10) and (6.11) and (6.17) it is also fairly easy to see that, ∀n ∈ N
vχ[tn,tn−1] = vnχ[tn,tn−1] = v0 + ϕnwn +
n−1∑
i=1
wi (6.18)
pχ[tn,tn−1] = pnχ[tn,tn−1] = p0 + ϕnpno +
n−1∑
i=1
pio (6.19)
R˚χ[tn,tn−1] = R˚nχ[tn,tn−1] = ϕnR˚n,1 + ϕ
′
nR˚n,2 + (1− ϕ2n)R˚n−1,1 (6.20)
In particular (v, p, R˚) satisfies (2.1) on T3 × (0, 1).
Moreover, using (6.18) and the structural assumptions (6.8) on the cut-off functions ϕn we obtain(
e−
ˆ
|v|2
)
χ[tn,tn−1] = ϕ
2
nδne+ (1− ϕ2n)
(
e−
ˆ
|vn−1|2
)
+ ϕne˜n
= ϕ2nδne+ (1− ϕ2n)ϕ2n−1δn−1e+ (1 − ϕ2n)(1 − ϕ2n−1)δn−2e
+ (1− ϕ2n)ϕn−1e˜n−1 + ϕne˜n
= ϕ2nδne+ (1− ϕ2n)δn−1e+ (1− ϕ2n)e˜n−1 + ϕne˜n (6.21)
where
ϕie˜i := e−
ˆ
|vi|2 −
[
ϕ2i δi + (1− ϕ2i )
(
e−
ˆ
|vi−1|2
)]
, |e˜i| ≤ β
4
δie.
By Lemma 3.7 we have then (6.1).
Step 3: Convergence in the Ho¨lder norm.
To show that the sequence {vn(t)} converges to v(t) in Cθ(T3;R3) with exponent θ < 110 we use the
same argument of [DLS12H], thanks to the fact that the rate of decay (resp. growth) of the C0 (resp. C1)
norms between two successive approximations are double exponentials with suitable exponents. More
precisely, our claim is that ∀n ∈ N
Dn ≤ acbn (6.22)
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with c = 3+8ε1−2ε , for some a = a(ε, e), provided ε <
1
4 . Notice that (6.22) holds for n = 0 and assume that
it holds also ∀ i ≤ n− 1. Then
Dn
(6.16)
≤ Aδ 32n−1
(Dn−1
δ2n
)1+ε
= Aδ−1−2εn D
1+ε
n−1
≤ Aabn
(
1+2ε
)
+cbn−1(1+ε).
Hence, it is sufficient to check as in [DLS12H] that c = 3+8ε1−2ε satisfies
cb− [b(1 + 2ε) + c(1 + ε)] ≥ ε, (6.23)
provided ε < 14 . Indeed, if (6.23) holds,
Dn ≤ Aacbna−bn−1ε
and (6.22) follows provided a ≥ A 1ε .
Finally estimate by interpolation
‖vn − vn−1‖Cθ ≤ ‖vn − vn−1‖1−θC0 ‖vn − vn−1‖θC1
≤ a(− 12 (1−θ)+cbθ)bn−1,
which tends to zero as n→ +∞ provided (− 12 (1− θ) + cbθ) < 0. Hence, by the choice of b and c, if
θ <
1
1 + 3c
=
1− 2ε
10 + 22ε
,
which tends to 110 as ε tends to 0. 
Remark 6.4. The fact that the admissible initial data for a given energy e are infinitely many can be
verified in different ways. Even though we do not pursue this issue in detail here, since there are essentially
no new ideas and the calculations would be very similar, one could check as in [Cho12] that the H−1
norm of the admissible subsolution and of the starting vector field of the iteration of Proposition 6.1 can
be made arbitrarily small. Thus, choosing a starting vector field different from the trivial one (e.g. the
vector field of the iteration at step j) and a sufficiently big a ≥ 32 in the Definition of the {deltan} one
can find a different admissible initial datum.
7. Proof of Theorem 1.1
Let v0 be an admissible initial datum for the energy e. From Step 0 to Step 3 we prove the existence
of an Ho¨lder solution of (1.1) with exponent θ < 116 and total kinetic energy e. In Step 4 we give a short
proof of the fact that actually there are infinitely many solutions satisfying the same requirements, and
we also explain why the admissible initial data for (1.1) w.r.t. any preassigned total kinetic energy are
infinitely many, too.
Step 0. Let (v, p, R˚) ∈ C0(T3× [0, 1];R3×R×S3×30 )∩C1(T3× (0, 1];R3×R×S3×30 ) be an admissible
subsolution as in Proposition 6.1 with initial datum v0 for some θ <
1
10 and β =
1
8 . W.l.o.g., we assume
that ∃h > 0 such that e is positive and smooth on the larger time interval [0, 1 + h] and (v, p, R˚) is also
defined and satisfies the same properties on [0, 1 + h].
Set (v¯0, p¯0,
¯˚
R0) := (v, p, R˚), 0 < ε := ε(θ) < 1, t0 = 1 and introduce, analogously to what we did in
the proof of Proposition 6.1, a countable family of cut-off functions
ψn ∈ C∞([0, 1 + h]; [0, 1]) s.t. ψn(t) =
{
1 if t ∈ [tn−1, 1 + h]
0 if t ∈ [0, tn−1 − ℓ˜n] = [0, tn + ℓ˜n]
(7.1)
and |ψ′n| ≤
4
tn−1 − tn = C¯δ
− 3ε4
n−1 , |ψ′′n| ≤
4max |ψ′n|
tn−1 − tn ≤ C¯
2δ
− 3ε2
n−1 , (7.2)
where
ℓ˜n =
2
C¯
δ
3ε
4
n−1 =
1
2
|tn − tn−1|,
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and the following parameters
δ¯n = δn+1,
δ˚n = ϕ
2
nδn + (1− ϕ2n)δn−1,
δ∗n = ψ
2
nδ¯n + (1− ψ2n)˚δn
ℓ¯n > 0 s.t.
∑
n
ℓ¯n < h. (7.3)
Notice that, in contrast with what happens for the cut-off functions ϕn, the set {ψn = 1} contains an
ℓ˜n−1-neighborhood of the support of ψn−1 and then, by (6.3) with ψ = ψn−1, ϕ = ψn
k¯∏
i=k
(1− ψ2i ) = 1− ψ2k¯,
k¯∏
i=k
ψi = ψk, (1− ψ2i )ψj = 0 if i > j. (7.4)
Assume for the moment that
δ0 = a
−1 ≤ 1
4
. (7.5)
At the end of the proof it will be easy to notice that this is not a restrictive assumption and the
case δ0 = 1 can be handled with no additional difficulties. If (7.5) holds, we have in particular that
δ1 = δ
3
2
0 ≤ 12δ0. In particular, by (6.1) and (6.2), (v¯0, p¯0, ¯˚R0) satisfies the assumptions of Proposition
2.2 on [a1, a2] = [t1, 1 + h] with ϕ = ϕ1, δˆ = δ1, φ ≡ 1, δ′ = δ0 and β = β¯ := 18 . Set then D¯0 :=
max{1, ‖v¯0‖C1([t1,1+h]), ‖p¯0‖C1([t1,1+h]), ‖ ¯˚R0‖C1([t1,1+h])}, ℓ0 = 0 and 0 ≡ ψ0 ∈ C∞([0, 1 + h]; [0, 1]).
Starting from (v¯0, p¯0,
¯˚
R0) we construct iteratively –using Proposition 2.2– a sequence of solutions
(v¯n, p¯n,
¯˚
Rn) of the Euler-Reynolds system which will converge to a solution (v¯, p¯,
¯˚
R) of (1.1) with initial
datum v¯0(0).
Step 2. Iterative perturbation step
Let us assume that, after n steps of the iterative procedure there exist {ℓi}ni=1, 0 < ℓi < min{ℓ¯i, ℓ˜i}
and {(v¯i, p¯i, ¯˚Ri)}ni=1 solutions of (2.1) on [0, 1 + h−
∑n
i=1 ℓi] satisfying
v¯i = v¯i−1 + ψiw¯i (7.6)
p¯i = p¯i−1 + ψip¯io (7.7)
¯˚
Ri = ψi
¯˚
Ri,1 + ψ
′
i
¯˚
Ri,2 + (1 − ψ2i ) ¯˚Ri−1 (7.8)
and the following estimates∣∣∣e− ˆ |v¯i|2 − [ψ2i δ¯i + (1 − ψ2i )(e−
ˆ
|v¯i−1|2
)]∣∣∣ ≤ ψi(χ[ti,ti−1] β¯2 + χ[ti−1,1+h− i∑
j=1
ℓj ]
β¯
)
δ¯ie (7.9)
‖v¯i − v¯i−1‖0 ≤ ψiM
√
δ˚i (7.10)
‖ ¯˚Ri − (1 − ψ2i ) ¯˚Ri−1‖0 ≤ χ{ψi>0}ηδ¯i (7.11)
‖p¯i − p¯i−1‖0 ≤ ψiM2δ˚i (7.12)
D¯i ≤ Ai−1δ¯
3
2
i−1
( D¯i−1
δ¯2i
)1+ε
δ¯
− 1727− 49 ε
i , (7.13)
where
D¯i := max
{
1, ‖v¯i‖C1, ‖ ¯˚Ri‖C1
}
and Ai = Ai(e, ε, ‖v¯i‖C0).
Claim: Our goal is now to show that (v¯n, p¯n,
¯˚
Rn) satisfies the assumptions (2.4) and (2.5) of Proposition
2.2 on [a1, a2] = [tn, 1+h−
n∑
i=1
ℓi] with δ
∗ = δ∗n, δˆ = δ¯n = δn+1, δ˚ = δ˚n, β = 2β¯ and on [a1, a2] = [tn+1, tn]
with δ∗ = δ˚n+1, δˆ = δ¯n = δn+1, δ˚ = δn, β = β¯.
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To this aim, we set
ψie¯i := e−
ˆ
|v¯i|2 −
[
ψ2i δ¯i + (1− ψ2i )
(
e−
ˆ
|v¯i−1|2
)]
,
ϕie˜i :=
(
e −
ˆ
|v¯0|2 − δ˚ie
)
χ[ti,ti−1]
and rewrite (7.9) for i = n as follows
e−
ˆ
|v¯n|2 = ψ2nδ¯ne+ (1− ψ2n)ψ2n−1δ¯n−1e+ (1− ψ2n)(1− ψ2n−1)
(
e−
ˆ
|v¯n−2|2
)
+ (1− ψ2n)ψn−1e¯n−1 + ψne¯n
(7.4)
= ψ2nδ¯ne+ (1− ψ2n)
(
e−
ˆ
|v¯n−2|2
)
+ ψne¯n
(7.6)
= ψ2nδ¯ne+ (1− ψ2n)
(
e−
ˆ
|v¯0|2
)
+ ψne¯n
= χ[0,tn]
(
e− |v¯0|2
)
+ χ[
tn,1+h−
n∑
i=1
ℓi
]{[(1− ψ2n )˚δn + ψ2nδ¯n]e+ (1 − ψ2n)ϕne˜n + ψne¯n}
(7.14)
Since
|e˜n| ≤ β¯
2
δne, |e¯n| ≤ β¯
2
δ¯ne
we find that ∣∣∣e− ˆ |v¯n|2 − δ˚n+1e∣∣∣χ[tn+1,tn] ≤ β¯2 δ˚n+1e∣∣∣e− ˆ |v¯n|2 − δ∗ne∣∣∣χ[
tn,1+h−
n∑
i=1
ℓi
] ≤ β¯δ∗ne
which means that v¯n satisfies the assumption (2.4) on [tn, 1] with δ
∗ = δ∗n, β = 2β¯ =
1
4 and, being
v¯nχ[0,tn] = v¯0χ[0,tn], it satisfies (2.4) also on [tn+1, tn] with δ
∗ = δ˚n+1, β¯ = β.
As for the Reynolds stress tensor, set
χ{ψi>0}
˜˚
Ri := ψi
¯˚
Ri,1 + ψ
′ ¯˚Ri,2
and rewrite (7.11) as
¯˚
Rn = (1 − ψ2n) ¯˚Rn−1 + χ{ψn>0} ˜˚Rn
= (1 − ψ2n)(1− ψ2n−1) ¯˚Rn−2 + (1− ψ2n)χ{ψn−1>0} ˜˚Rn−1 + χ{ψn>0} ˜˚Rn
(7.4)
= (1− ψ2n) ¯˚R0 + χ{ψn>0} ˜˚Rn
= χ[0,tn]
¯˚
R0 +
[
(1− ψ2n) ¯˚R0 + χ{ψn>0} ¯˚Rn
]
χ[tn,1].
Therefore,
‖ ¯˚Rn − (1− ϕ2n+1)R˚′n+1‖0χ[tn+1,tn] ≤ χ{ϕn+1>0}ηδ¯n,
‖R˚′n+1‖0 ≤ ηδ¯n−1
‖ ¯˚Rn − (1− ψ2n)R˚0‖0χ[
tn,1+h−
n∑
i=1
ℓi
] ≤ χ{ψn>0}ηδ¯n,
‖χ[tn,tn−1] ¯˚R0‖0 ≤ (1 − ϕ2n)ηδn−1 + χ{ϕn>0}ηδn ≤ 2ηδ˚n (7.15)
Even though the last inequality (7.15) differs from the last in 2.5 by a factor 2, choosing η eventually
smaller we can reduce to the assumptions of Proposition 2.2. Hence, our claim is proved and we can
apply Proposition 2.2 on [a1, a2] = [tn+1, 1 + h−
n∑
i=1
ℓi] with ψ = ψn+1, δ¯ = δ¯n+1 = δn+2.
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Thus we get (7.6)-(7.13) where n is replaced by n+1 on the time interval [tn+1+ ℓn+1, 1+ h−
n+1∑
i=1
ℓi],
ℓn+1 < min{ℓ˜n+1, ℓ¯n+1}.
Now observe that, since ψn+1 = 0 on [0, tn+1 + ℓn+1], we can extend trivially vn+1 to be equal to vn,
pn+1 to pn and R˚n+1 to R˚n on [0, tn+1 + ℓn+1] and moreover also (7.6)-(7.13) extend to the larger time
interval [0, 1 + h−
n+1∑
i=1
ℓi].
Step 2: Convergence to a solution
By (7.3), the functions {(v¯n, p¯n, ¯˚Rn)} are well defined on T3 × [0, 1].
From (7.10), (7.11) and (7.12) we immediately get that
∃ (v¯, p¯, ¯˚R) ∈ C0(T3 × [0, 1];R3 × R× S3×30 ) s.t. limn→+∞‖v¯n − v¯‖C0 + ‖p¯n − p¯‖C0 + ‖
¯˚
Rn − ¯˚R‖C0 = 0.
In particular, there exists a constant A = A(ε, e, C¯) such that
An ≤ A, ∀n ∈ N,
and from now onwards we will substitute it to An into (7.13).
Moreover,
¯˚
R ≡ 0, v¯(0) = v¯0(0) and, by (7.14), e =
´ |v¯|2 for all t ∈ [0, 1].
Step 3: Convergence in the Ho¨lder norm To show that the sequence {v¯n(t)} converges to v¯(t) in
Cθ(T3;R3) with exponent θ < 116 we use the same argument of [DLS12H], as in Proposition 6.1. Let us
find c > 0 s.t., ∀n ∈ N
D¯n ≤ acbn+1 (7.16)
for some a = a(ε, e). Notice that (7.16) holds for n = 0 and assume that it holds also ∀ i ≤ n− 1. Then
D¯n
(7.13)
≤ Aδ¯ 32n−1
( D¯n−1
δ¯2n
)1+ε
δ¯
− 1727− 49 ε
n
= Aδ
3
2
n
( D¯n−1
δ2n+1
)1+ε
δ
− 1727− 49 ε
n+1
≤ Aa−
3
2 b
n+bn+1
(
2(1+ε)+ 1727+
4
9 ε
)
+cbn(1+ε)
= Aa
bn
[
c(1+ε)+b
(
44
27+
22
9 ε
)]
as in the proof of Proposition 6.1, it is enough to check that c = 2(22+42ε)9(1−2ε) satisfies
cb+−c(1 + ε)− b
(44
27
+
22
9
ε
)
≥ ε. (7.17)
provided e.g. ε < 14 . If (7.17) holds, then
D¯n ≤ Aacbn+1a− b
n
ε
and (7.16) follows provided a ≥ A 1ε .
Finally estimate by interpolation
‖vn − vn−1‖Cθ ≤ ‖vn − vn−1‖1−θC0 ‖vn − vn−1‖θC1
≤ a(− 12 (1−θ)+cbθ)bn−1,
which tends to zero as n → +∞ provided (− 12 (1 − θ) + cbθ) < 0. Hence, by the choice of b and c and
letting ε tend to 0, if θ < 347 and in particular θ <
1
16 .
Step 4: Infinitely many solutions As in Remark (6.4), one could try to adapt the argument of [Cho12]
and show that the velocity field of a solution of (1.1) constructed as in Steps 0-3 can be made arbitrarily
H−1 close to the velocity field of the original subsolution. Since for any admissible initial datum there
clearly exist infinitely many subsolutions, this would conclude the proof of Theorem 1.1.
If the total kinetic energy is a constant, one can also argue in the following way. First notice that,
given any admissible initial datum v0 and any time s ∈ (0, 1), one can construct an admissible subolution
(vs, ps, R˚s) as in Proposition 6.1, but supported in [0, s). In the same way, given any other admissible
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initial datum v¯0 let (v¯s, p¯s,
¯˚
Rs) be an admissible subsolution supported in [0, s). Then, starting from the
triple
(v˜s, p˜s,
˜˚
Rs)(x, t) =


(vs, ps, R˚s)(x, t − ks) if t ∈ [ks, (k + 1)s]
(v¯s, p¯s,
¯˚
Rs)(x, (k + 2)s− t) if t ∈ [(k + 1)s, (k + 2)s]
(v¯s, p¯s,
¯˚
Rs)(x, t − (k + 2)s) if t ∈ [(k + 2)s, (k + 3)s]
(vs, ps, R˚s)(x, (k + 4)s− t) if t ∈ [(k + 3)s, (k + 4)s]
for every k ∈ 4N∪ {0}, one can construct as in Steps 0-3 –but with cut-off functions that on [k, (k+ 2)s]
are symmetric w.r.t. (k + 1)s and on [(k + 2)s, (k + 4)s] are symmetric w.r.t. (k + 3)s– a 4s-periodic
Ho¨lder solution (vˆs, pˆs) of (1.1) which satisfies
vˆs(ks) = vs(0) = v0, vˆs((k + 2)s) = v¯s(0) = v¯0. (7.18)
As s varies in (0, 1), among these solutions there must be infinitely many different ones, because otherwise
the only solution would be constant, thus contraddicting (7.18).
8. Continuous solutions
Definition 8.1 (Continuous subsolutions). Let v0 ∈ C0(T3;R3) such that
´ |v0|2 = e(0). We say that a
triple (v, p, R˚) ∈ C0(T3× [0, 1];R3×R×S3×30 )∩C1(T3× (0, 1);R3×R×S3×30 ) is a continuous subsolution
of the Cauchy problem (1.1) with initial datum v0 if it solves (2.1) on T
3 × (0, 1) and ∃ {tn}n∈N ⊂ (0, 1)
with tn decreasing to 0 as n→ +∞, {δn}n∈N ⊂
(
0, 12
)
with δn ≤ 12δn−1, t0 = 1 such that(
e(t)− ´ |v(t)|2)(1− δn)
3(2π)3
Id− R˚(x, t) ∈M3 ∀ t ∈ [tn, tn−1], x ∈ T3 (8.1)
∞∑
n=1
max
[tn,tn−1]
√
e−
ˆ
T3
|v|2 < +∞, (8.2)
v(0) = v0, R˚(0) ≡ 0.
Notice that, by (1.3), (8.1) is equivalent to(
e(t)− ´ |v(t)|2)(1 − δn)
6(2π)3
Id− R˚(x, t) ∈ S3×3+ ∀ t ∈ (0, 1].
Definition 8.2 (Admissible initial data). We say that v0 ∈ C0(T3;R3) is an admissible initial datum for
the continuous Cauchy problem (1.1) with prescribed kinetic energy e if
´ |v0|2 = e(0) and there exists a
continuous subsolution as in Definition 8.1 with initial datum v0.
Proposition 8.3. Given an admissible initial datum v0 for the continuous Cauchy problem (1.1), there
exist infinitely continuous solutions of (1.1) with initial datum v0.
Proposition 8.4. There exist infinitely many admissible initial data for the continuous Cauchy problem
(1.1).
Remark 8.5. In the proofs of Propositions 8.3 and 8.4 we respectively show that there exist a solution and
an admissible initial datum. The fact that they are infinitely many follows as in the Proofs of Theorem
1.1 and Proposition 6.1, therefore we omit the details.
The main step in the proof of both Propositions 8.3 and 8.4 consists in being able to add to a subsolution
a perturbation term in such a way that the system (2.1) is still satisfied and both the energy gap and the
supremum norm of the Reynolds stress are reduced, while keeping the C0 norm of the new subsolution
controlled by a sufficiently small parameter. The global character of our result is gained via multiplication
by suitable time-dependent cut-off functions.
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Proposition 8.6. Let e > 0, e ∈ C∞([a1, a2]). Then ∃M > 0 depending only on e such that the following
holds. Let (v, p, R˚) ∈ C1(T3 × [a1, a2];R3 × R× S3×30 ) solving (2.1) and satisfying(
e− ´ |v|2)(1− δ)
3(2π)3
Id− R˚ ∈M3, ∀ t ∈ [a1, a2], x ∈ T3 (8.3)
for some 0 < δ ≤ 12 and let ψ ∈ C1([a1, a2]; [0, 1]), δ¯ ≤ 12δ. Then, there exists (v1, p1, R˚1) ∈ C1(T3 ×
[a1, a2];R
3 × R× S3×30 ) which solves (2.1) and satisfies, for all t ∈ [a1, a2]:
v1 = v + ψw1 (8.4)
R˚1 = (1− ψ2)R˚+ ψR˚1,1 + ψ′R˚1,2 (8.5)
p1 = p− ψ2po (8.6)
together with the following estimates
‖v1 − v‖0 ≤ ψM
√
∆ (8.7)∣∣∣e− ˆ
T3
|v1|2 −
[
ψ2δ∆+ (1− ψ2)∆
]∣∣∣ ≤ ψδ¯ min
[a1,a2]
∆ (8.8)
‖p1 − p‖0 ≤ ψ2M2∆ (8.9)
‖R˚1 − (1− ψ2)R˚‖0 ≤ χ{ψ>0}ηδ¯, (8.10)
where
∆(t) := e(t)−
ˆ
T3
|v|2(t)
and η is given by
η =
r0
12(2π)3
min
[a1,a2]
∆, (8.11)
with r0 > 0 as in Lemma 3.2.
Remark 8.7. Notice that, if (v1, p1, R˚1) is as in Proposition 8.6, then(
e− ´ |v1|2
)
(1− δ¯)
3(2π)3
Id− R˚1 ∈M3, ∀ t ∈ [a1, a2], x ∈ T3. (8.12)
In order to prove (8.12), we first observe by (8.8) that(
e−
ˆ
|v1|2
)
(1− δ¯) = (1 − ψ2)∆(1 − δ¯) + ψ2∆(1− δ¯)δ + ψ(1− δ¯)f1,
with |f1| ≤ δ¯ min
[a1,a2]
∆. Then, by (8.5)
(
e− ´ |v1|2
)
(1− δ¯)
3(2π)3
Id− R˚1 = (1− ψ2)
[∆(1 − δ)
3(2π)3
Id− R˚
]
(8.13)
+
(1− ψ2)∆(δ − δ¯) + ψ2∆(1− δ¯)δ + ψf1(1− δ¯)
3(2π)3
Id
− ψR˚1,1 − ψ′R˚1,2.
The summand in (8.13) belongs to M3 by (8.3). As for the remaining terms, since δ ≤ 12 and δ¯ ≤ 12δ,∣∣∣(1 − ψ2)∆(δ − δ¯) + ψ2∆(1 − δ¯)δ + ψf1(1− δ¯)∣∣∣ ≥ min
[a1,a2]
∆
[
δ + δ¯
(
ψ2(1− δ)− ψ(1− δ¯)− 1)]
≥ min
[a1,a2]
∆
[
δ − δ¯ − δ¯ (1− δ¯)
2
4(1− δ)
]
≥ min
[a1,a2]
∆
[δ
2
− δ
2
(1 − δ¯)2
2
]
≥ min
[a1,a2]
∆
δ
4
.
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Hence, by (8.10) and (8.11)
‖ψR˚1,1 + ψ′R˚1,2‖03(2π)3∣∣∣(1− ψ2)∆(δ − δ¯) + ψ2∆(1− δ¯)δ + ψf1(1− δ¯)∣∣∣ ≤ r0.
Proof of Proposition 8.6. (v1, p1, R˚1) is constructed as in the proof of Proposition 2.2, but replacing vℓ,
R˚ℓ with v and R˚, and ρℓ, Rℓ respectively with
ρ(t) =
1
3(2π)3
∆(1− δ),
R(x, t) = ρ(t)Id− R˚(x, t).
More precisely, we define
wo(x, t) := ψ
8∑
j=1
∑
k∈Λj
√
ρ(t)γ
(j)
k
(R(x, t)
ρ(t)
)
φ
(j)
k,µ(v(x, t), λt)Bke
ik·λx,
wc := −Qwo
v1 := ψwo + ψwc
p1 := p− ψ2 |wo|
2
2
R˚1 := (1− ψ2)R˚+ ψ2R
[
div
(
w1 ⊗ w1 + R˚− |wo|
2
2
Id
)]
+ ψR[∂tw1 + div (w1 ⊗ v + v ⊗ w1)]+ ψ′R(w1),
(8.14)
assuming w.l.o.g. that
µ, λ,
λ
µ
∈ N, µ ≥ ∆−1.
In order to show that the main perturbation term ψwo is well defined, it is then sufficient to show that
R
ρ ∈ N , where N ⊂M3 satisfies the assumptions of Lemma 3.2. To this aim it is sufficient to notice that
R
ρ
∈M3 ⇔ Id− 3(2π)
3(
e− ´ |v|2)(1− δ) R˚ ∈ M3, (8.15)
which is precisely (8.3).
Reasoning as in the proof of Proposition 2.2, we get the analogue of Proposition 6.1 of [DLS12] for the
coefficients ak(s, y, τ) =
√
ρ(s)γ
(j)
k
(
R(y,s)
ρ(s)
)
φ
(j)
k,µ(v(y, s), τ), namely
‖ψak(·, s, τ)‖r ≤ ψ(s)C
√
∆µr (8.16)
‖∂τψak(·, s, τ)‖r ≤ ψ(s)C
√
∆µr (8.17)
‖(∂τψak + i(k · v)ψak)(·, s, τ)‖r ≤ ψ(s)C
√
∆µr−1 (8.18)
‖∂sψak(·, s, τ)‖r ≤ ψ(s)C
√
∆µr+1 + |ψ′(s)|C
√
∆µr. (8.19)
We also have
ψWo ⊗ ψWo(y, s, τ, ξ) = ψ2(s)R(y, s) + ψ2(s)
∑
1≤|k|≤2λ0
Uk(y, s, τ)e
ik·ξ , (8.20)
where Uk ∈ C∞(T3 × [a1, a2]× R) satisfy
Ukk =
1
2
(trUk)k (8.21)
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and the following estimates for any r ≥ 0:
‖ψ2Uk(·, s, τ)‖r ≤ Cψ2(s)∆µr; (8.22)
‖∂τψ2Uk(·, s, τ)‖r ≤ Cψ2(s)∆µr; (8.23)
‖∂sψ2Uk(·, s, τ)‖r ≤ Cψ2(s)∆µr+1 + C|ψ′(s)|∆µr ; (8.24)
‖∂τψ2Uk + i(k · v)ψ2Uk(·, s, τ)‖r ≤ Cψ2(s)∆µr−1. (8.25)
Notice that the above estimates are the same as in Proposition 6.1 of [DLS12] up to replacing δ with
∆ everywhere and multiplying them by suitable powers of ψ and its derivatives. Moreover, the constants
C may now depend, in contrast with the estimates for the Ho¨lder continuous case, also on Cr norms of
v and R˚.
From (8.16)-(8.25) we deduce as in Sections 5.2 and 5.3 the following estimates:
‖ψwo‖r ≤
√
∆λr, ∀ r ≥ 0
‖ψwc‖α ≤
√
∆µλα−1, ∀α > 0∣∣∣e − ˆ
T3
|v1|2 −
[
ψ2δ∆+ (1− ψ2)∆]∣∣∣ ≤ Cµλα−1,
for any α ∈
(
0, ω1+ω
)
.
Finally, setting
R˚1,1 := ψR
[
div
(
w1 ⊗ w1 + R˚ − |wo|
2
2
Id
)]
+R[∂tw1 + div (w1 ⊗ v + v ⊗ w1)],
R˚1,2 := R(w1)
the Reynolds stress tensor R˚1 = (1−ψ2)R˚0+ψR˚1,1+ψ′R˚1,2 can be estimated as in Section 5.4 as follows
‖R˚1 − (1 − ψ2)R˚0‖0 ≤ ψC
[√
∆µλα−1 +
√
∆µ−1λα
]
+ |ψ′|C
√
∆µλα−1.
Since µ ≤ λ, we conclude that there exists a suitable choice of α, µ and λ for which (8.7)-(8.10) hold. 
Proof of Proposition 8.4. Let (v0, p0, R˚0) ≡ 0. Observe that it trivially satisfies the assumptions of Propo-
sition 8.6 on [a1, a2] = [0, 1] with δ =
1
2 . Set δ0 =
1
2 , ∆0 =
(
e − ´ |v0|2
)
= e, t0 = 1, ψ0 ≡ 1, δn = 12n+1 ,
{tn} ⊂ (0, 1) decreasing to 0 and ϕn ∈ C1([0, 1]; [0, 1]) s.t.
ϕn =
{
1 [0, tn]
0 [tn−1, 1]
Notice that the functions ψ = ϕn, ϕ = ϕn−1 satisfy (6.3) for all n ∈ N. In particular,
k¯∏
i=k
(1− ϕ2i ) = 1− ϕ2k,
k¯∏
i=k
ϕi = ϕk¯, (1− ϕ2i )ϕj = 0 if i < j. (8.26)
Step 1. Iterative perturbation step
Let us assume that, after n steps of the iteration there exist {(vi, pi, R˚i)}ni=1 solutions of (2.1) on [0, 1]
satisfying ∣∣∣e− ˆ |vi|2 − [ϕ2i∆i−1δi−1 + (1 − ϕ2i )∆i−1]∣∣∣ ≤ ϕiδi min
[0,ti−1]
∆i−1 (8.27)
‖vi − vi−1‖0 = ‖ϕiwi‖0 ≤ ϕiM
√
∆i−1 (8.28)
‖R˚i − (1− ϕ2i )R˚i−1‖0 ≤ χ{ϕi>0}ηiδi (8.29)
‖pi − pi−1‖0 ≤ ϕ2iM2∆i−1, (8.30)
where
∆i = e−
ˆ
T3
|vi|2, ηi = r0
12(2π)3
min
[0,ti−1]
∆i−1,
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and (
e− ´ |vi|2
)
(1 − δi)
3(2π)3
Id− R˚i ∈M3, ∀ t ∈ [0, ti−1]. (8.31)
In particular,
vi = vi−1, pi = pi−1, R˚i = R˚i−1 on [ti−1, 1].
Since supp ϕn+1 ⊂ [0, tn], we can apply Proposition 2.2 to (vn, pn, R˚n) with δ¯ = δn+1, ψ = ϕn+1 and
get (vn+1, pn+1, R˚n+1) solutions of (2.1) on [0, 1] satisfying (8.27)-(8.31) with i = n+ 1.
Step 2. Convergence to a subsolution Being
vmχ[tn,tn−1] = vnχ[tn,tn−1], pmχ[tn,tn−1] = pnχ[tn,tn−1], R˚mχ[tn,tn−1] = R˚nχ[tn,tn−1] ∀m ≥ n ∈ N,
(8.32)
(vn, pn, R˚n)→ (v, p, R˚) in C0(T3×(0, 1];R3×R×S3×30 ), where (v, p, R˚) solves the Euler-Reynolds system
(2.1) and satisfies (8.1) on T3 × (0, 1).
To show full convergence on [0, 1] to a subsolution, we have to prove
+∞∑
n=1
max
[0,tn−1]
√
∆n−1 < +∞. (8.33)
Indeed, if (8.33) holds, not only (vn, pn, R˚n) → (v, p, R˚) in C0(T3 × [0, 1]), but also R˚(0) ≡ 0 and
e(0) =
´
T3
|v(0)|2. Moreover, by (8.32) amd (8.27), v also satisfies (8.2).
Set
ϕifi := e−
ˆ
|vi|2 −
[
ϕ2i∆i−1δi−1 + (1− ϕ2i )∆i−1
]
.
Expanding (8.27) for i = n we obtain
∆n = ϕ
2
nδn−1∆n−1 + (1− ϕ2n)∆n−1 + ϕnfn
= ϕ2nϕ
2
n−1δn−1δn−2∆n−2 + ϕ
2
n(1− ϕ2n−1)δn−1∆n−2 + (1− ϕ2n)ϕ2n−1δn−2∆n−2
+ (1 − ϕ2n)(1 − ϕ2n−1)∆n−2 + ϕ2nϕn−1δn−1fn−1 + (1− ϕ2n)ϕn−1fn−1 + ϕnfn
(8.26)
= ϕ2nδn−1δn−2∆n−2 + (1 − ϕ2n)ϕ2n−1δn−2∆n−2 + (1− ϕ2n−1)∆n−2 + ϕ2nδn−1fn−1
+ (1 − ϕ2n)ϕn−1fn−1 + ϕnfn.
Hence
∆nχ[0,tn] = δn−1δn−2∆n−2 + δn−1fn−1 + fn =
(n−1∏
j=0
δj
)
∆0 +
n−1∑
i=1
(n−1∏
j=i
δj
)
fi + fn
which, by the choice of the δn and (8.27), implies (8.33).

Proof of Proposition 8.3. Let (v¯0, p¯0,
¯˚
R0) be a subsolution and set ∆¯0 = e −
´ |v¯0|2. Let δ¯n = δn+1 for
all n ∈ N ∪ {0}. Let t0 = 1, {tn}, δ¯0, {δ¯n} as in Definition 8.1 and ψ0 ≡ 0, ψn ∈ C1([0, 1]) s.t.
ψn =
{
1 [tn−1, 1]
0 [0, tn]
Notice that the functions ψ = ψn−1, ϕ = ψn satisfy (6.3) for all n ∈ N. As a consequence,
k¯∏
i=k
(1− ψ2i ) = 1− ψ2k¯,
k¯∏
i=k
ψi = ψk, (1− ψ2i )ψj = 0 if i > j. (8.34)
Observe that (v¯0, p¯0,
¯˚
R0) satisfies the assumptions of Proposition 8.6 on [a1, a2] = [t1, t0] with δ = δ¯0.
Step 2. Iterative perturbation step
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Let us assume that, after n steps, there exist {(v¯i, p¯i, ¯˚Ri)}ni=1 solutions of (2.1) on [0, 1] satisfying∣∣∣e− ˆ |v¯i|2 − [ψ2i δ¯i−1∆¯i−1 + (1− ψ2i )∆¯i−1]∣∣∣ ≤ ψiδ¯imin
[ti,1]
∆¯i−1 (8.35)
‖v¯i − v¯i−1‖0 ≤ ψiM
√
∆¯i−1 (8.36)
‖ ¯˚Ri − (1− ψ2i ) ¯˚Ri−1‖0 ≤ χ{ψi>0}ηiδ¯i (8.37)
‖p¯i − p¯i−1‖0 ≤ ψ2iM2∆¯i−1 (8.38)
(8.39)
with
∆¯i = e−
ˆ
|v¯i|2, ηi = r0
12(2π)3
min
[ti,1]
∆¯i−1.
and (
e− ´ |v¯i|2
)
(1− δ¯i)
3(2π)3
Id− ¯˚Ri ∈ M3, ∀ t ∈ [ti+1, 1]. (8.40)
Observe that
vi = vi−1, pi = pi−1, R˚i = R˚i−1 on [0, ti]. (8.41)
Thus we can apply Proposition 8.6 to (v¯n, p¯n,
¯˚
Rn) on [a1, a2] = [tn+1, 1] with δ¯ = δ¯n+1, ψ = ψn+1 and
get (v¯n+1, p¯n+1,
¯˚
Rn+1) satisfying (8.35)-(8.38) with i = n+1. By Remark 8.7 (v¯n+1, p¯n+1,
¯˚
Rn+1) satisfies
(8.40) on [tn+1, 1]. Since, by (8.41), (v¯n+1, p¯n+1,
¯˚
Rn+1) ≡ (v¯0, p¯0, ¯˚R0) on [0, tn+1], then, by (8.1), (8.40)
holds also on [tn+2, tn+1].
Step 2. Convergence to a solution As in the proof of Proposition 8.4, we have to show that
+∞∑
n=1
max
[tn,1]
√
∆¯n−1 < +∞. (8.42)
Set
ψif¯i := ∆¯i −
[
ψ2i δ¯i−1∆¯i−1 + (1− ψ2i )∆¯i−1
]
.
Expanding (8.35) we get
∆¯n = ψ
2
nδ¯n−1∆¯n−1 + (1 − ψ2n)∆¯n−1 + ψnf¯n
= ψ2nψ
2
n−1δ¯n−1δ¯n−2∆¯n−2 + ψ
2
n(1− ψ2n−1)δ¯n−1∆¯n−2 + (1− ψ2n)ψ2n−1δ¯n−2∆¯n−2
+ (1− ψ2n)(1− ψ2n−1)∆¯n−2 + ψ2nψn−1δ¯n−1f¯n−1 + (1 − ψ2n)ψn−1f¯n−1 + ψnf¯n
(8.34)
= ψ2n−1δ¯n−1δ¯n−2∆¯n−2 + ψ
2
n(1− ψ2n−1)δ¯n−1∆¯n−2 + (1− ψ2n)∆¯n−2 + ψn−1δ¯n−1f¯n−1 + ψnf¯n
= (1 − ψ2n)∆¯0 +
n∑
i=1
ψ2i (1 − ψ2i−1)
( n−1∏
j=i−1
δ¯j
)
+
n−1∑
i=1
ψi
(n−1∏
j=i
δ¯j
)
fi + ψnfn.
By (8.2) on [tn+1, tn], and by the choice of δ¯j and (8.35) we finally obtain (8.42).
Hence, (v¯n, p¯n,
¯˚
Rn) → (v¯, p¯, ¯˚R) in C0(T3 × [0, 1]), with ¯˚R ≡ 0, v¯(0) ≡ v¯n(0) = v¯0(0), total kinetic
energy
´ |v¯|2 = e and solving (1.1).

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