Batteries are widely used as storage devices and they have recently gained popularity due to their increasing smaller sizes, lighter weights and greater energy densities. These characteristics also render them suitable for powering electric vehicles. However, a key gap exists in that batteries are solely used as storage devices with a lack of information flow. Next-generation battery technologies will constitute the enabling tools that would lead to information-rich batteries, thus allowing the transparent assessment of a battery's health as well as the prediction of a battery's remaining-useful-life (RUL) and its subsequent impact on vehicle mobility. Various methods and techniques have been employed to predict battery RUL in order to improve the accuracy of the State of Charge (SoC) estimation. This paper presents a comparative study of emerging prognostics and health management (PHM) techniques that can give an accurate quantification of the State of Health (SoH) of Li-ion battery cells and predict their remaining useful life. Two models, Adaptive Neural Network (AdNN) and Linear Prediction Error Method (L-PEM), will be used for battery capacity estimation and remaining useful life prediction. Their prediction performance (i.e. accuracy, robustness, sensitivity, etc.) is benchmarked using three Li-ion data sets. It can be concluded that both algorithms can successfully estimate battery capacity one-step-ahead and provide a remaining useful life of the rated capacity which is highly correlated to the battery health. It was observed that Adaptive Neural Networks provide a more accurate capacity estimation of one-step ahead while PEMs showed higher performance in remaining useful life prediction. Such prognostic capabilities applied to everyday battery technologies can digest large amounts of raw battery data (ex. voltage, current, impedance, etc.) and convert it to useful battery health and risk information. This can provide further intelligence to existing on-board Battery Management Systems (BMS) to relate battery health condition to vehicle mobility.
INTRODUCTION
Prognostics and health management of battery technologies has recently attracted a lot of research interest. This is due to the need of models and techniques for accurate estimation of a battery's remaining useful life for different applications including mobility applications in electric vehicles. In addition, the techniques must be broad enough to be applicable to different common battery technologies, including Nickel-Cadmium (Ni-CD), Lithium-Ion (Li-ion), and others.
Researchers have established different techniques for capacity and remaining useful life estimation of different battery cell technologies. Artificial neural networks of different forms have been widely used to model Ni-CD, Li-ion, and Lithium/Polymer battery cells. These were mostly based on discharge/charging cycle data collected from battery cells under consistent testing conditions. Feed-forward back-propagation (FBP) artificial neural networks were initially used for predicting cycling life failures based on short-term data (Urquidi-Macdonald et al., 1998). In addition, artificial neural networks as simple as a single input layer and two output layers were used to model Li-ion cells with CoO anodes (Parthiban et al., 2007) ; the neural network had two output layers predicting the charge and discharge capacities of the battery cell and an error factor of less than 1% was claimed. Evolutionary neural networks were researched for Ni-MH battery cell state of charge (SoC) estimation (Chen et al., 2008) . The battery terminal voltage, voltage derivative and second derivative, discharge current and battery temperature were all inputs to the evolutionary neural network. An adaptive recurrent neural network with a recursive method for optimized weights was recently implemented by Liu (Liu et al., 2010) for Li-ion batteries. It was benchmarked against other types of neural networks including recurrent neural networks (RNN) and it was able to outperform them in the estimation of state of charge. Recently, hamming neural networks were used to identify suitable battery model parameters for improved SoC estimation using ten fresh Li-ion battery discharging/charging voltage patterns (Kim et al., 2011) .
Other methods were proposed in the literature based on battery electrical models for the prediction of state of charge and remaining useful life. Statistical approaches for online battery lifetime prediction were proposed based on electrical models, taking into consideration the variations in workload, application profile, and battery charge rates (Wen et al., 2003) . New simplified electrical models were proposed for predicting NiMH and Polymer Li-ion battery cell runtime and I-V performance (Chen et al, 2006) . Other methods of analyzing battery capacity fade based on hybrid estimation and digital filtering techniques were applied to Li-ion batteries for online determination of parameters values using a simple charge/discharge model of cycling data (Stamps, 2005 ). An attempt by (Rong et al., 2006 ) was able to correctly account for the temperature and cycle aging effects to predict the remaining capacity of Liion batteries. The inputs to the model were the output voltage, discharge current rate, battery temperature, and cycle age of the battery.
The Kalman Filter (KF) has been extensively used in the literature for modeling of batteries based on a wide variety of electrical models. A reduced order Extended Kalman Filter (EKF) with measurement noise model and data rejection was proposed by (Lee et al., 2007) for Li-ion SoC estimation. A modified Open Circuit Voltage (OCV) and State-of-Charge (SoC) relationship was formulated to utilize EFK with measurement noise models (Lee et al., 2008) in order to overcome some of the defects from the simplified battery modeling and to separate the sequence for estimation of the state and weight filters. In addition, neural networks and EKF were combined for SoC modeling and estimation of Li-ion batteries, giving a good estimating and fast convergence (Charkhgard et al., 2010) .
The NASA Prognostics Center of Excellence (PCoE) (http://ti.arc.nasa.gov/tech/dash/pcoe/) has conducted research in the estimation and prediction of battery capacity and remaining useful life. Prognostic algorithms for Li-ion Batteries were explored using impedance data (collected through lab-based Electrochemical Impedance Spectroscopy EIS) to predict remaining life of batteries using statisticsbased baseline model, such as Gaussian process regression (GPR) and compared to particle filter models for learning the non-linear nature of battery cycle data (Goebel et al., 2008) . Furthermore, empirical model using particle filtering framework to make prediction of Li-ion battery RUL for individual discharge (EoD) cycles as well as for cycle life (EoL) showed satisfactory performance (Saha et al., 2009-1) . RUL estimation using a Bayesian framework (inference and estimation techniques) with relevance vector machines (RVM) and particle filters was also researched by Saha (Saha et al., 2009 2) .
Next-generation battery technologies are expected to constitute the enabling tools that would lead to information-rich batteries, thus allowing the transparent assessment of a battery's health as well as the prediction of a battery's remaining-useful-life (RUL) and its subsequent impact on vehicle mobility. This paper presents a comparative study of emerging prognostics and health management (PHM) techniques that can give an accurate quantification of the State of Health (SoH) of Li-ion battery cells and predict their remaining useful life. Two models, Adaptive Neural Network (AdNN) and Linear Prediction Error Method (L-PEM), will be used for battery capacity estimation and remaining useful life prediction. The next sections will detail the methodology, technical approach, results, and conclusions of this comparative study.
METHODOLOGY
Lithium-ion batteries comprise of a family of battery chemistries that use different combinations of anode and cathode materials, including Nickel-Cadmium (NiCd), Lithium-Ion (Li-ion), and others. Each of these combinations has specific advantages and limitations that can subsequently affect the battery life span, cost and other parameters. Battery manufacturers attempt to increase the life of batteries by exploring new materials and chemical combinations to enhance their energy density. However, similar batteries with similar specifications may behave differently under different operating conditions (i.e. operating temperature, load, and other factors). Therefore, there are different research activities conducted to study and develop prognostic and diagnostic techniques for similar batteries and taking into account different operation conditions.
DATA DESCRIPTION
The data used in this paper is for a set of Li-ion batteries tested at the Idaho National Lab and available online for public download on the NASA Prognostic Center of Excellence Data Repository (http://ti.arc.nasa.gov/tech/dash/pcoe/prognostic-data-repository/) (Saha et al., 2007) . A set of four Li-ion batteries (B5, B6, B7 and B18) were run through three different operational profiles (charge, discharge and impedance) at room temperature. Battery cell B18 will not be used as the data acquired is too limited and insufficient for analysis.
Charging was carried out in a constant current mode at 1.5A until the battery voltage reached 4.2V and then continued in a constant voltage mode until the charge current dropped to 20mA. Discharge was carried out at a constant current level of 2A until the battery voltage fell to 2.7V, 2.5V, 2.2V and 2.5V for batteries B5, B6, B7, and B18, respectively. Impedance measurement was carried out through an electrochemical impedance spectroscopy (EIS) frequency sweep from 0.1Hz to 5 kHz. Repeated charge and discharge cycles result in accelerated aging of the batteries while impedance measurements provide insight into the internal battery parameters that change as aging progresses. The experiments were stopped when the batteries reached end-of-life (EOL) criteria, which was a 30% fade in rated capacity (from 2 Ahr to 1.4 Ahr).
This dataset is used in this paper for two purposes: (1) the estimation of battery health condition, State of Health (SoH) for a given discharge cycle, and (2) Remaining Useful Life (RUL) of the battery in terms of capacity.
METHODS
In order to estimate the battery SoH given a time series of capacity over cycles, two different statistical methods were applied: Adaptive Neural Networks and Linear Prediction Error Methods. An overview of each technique is briefly given in the following section.
One of the proficient ways of solving a multifaceted problem is to decompose it into simpler elements, in order to be understandable. Also simple elements may be assembled to produce a complex system (Bar-Yam, 1997). One approach for achieving this is Networks. All networks consist of nodes and connections, where the nodes can be considered as computational units. Nodes receive inputs, and apply some mathematical processes on them to attain an output. This processing might be very straightforward (such as summing the inputs), or quite complex.
Adaptive Neural Networks (AdNN)
In this paper, an Artificial Neural Network (ANN) technique is used, which typically consists of inputs that are multiplied by weights (strength of the particular signals), and then computed by a mathematical function which represents the activation of the neuron. Another function computes the output of the artificial neuron (sometimes in dependence of a certain threshold). ANNs combine artificial neurons in order to find relations among inputs and outputs.
The higher the weight of an artificial neuron the stronger the input; meaning that this specific input is more significant. Weights can also be negative, so the signal can be said to be inhibited by the negative weight. Depending on the weights, the calculation of the neuron will be different. The output will be obtained by adjusting the weights of an artificial neuron for particular inputs. The main role of ANN in the training phase (learning) is to find an algorithm which can adjust these weights in order to obtain the desired output from the network and then use this trained model for testing. Equation (1) shows the relation between input and output where w is the weight; p is the input; and a is the output. This paper applies an Adaptive Neural Network (AdNN) technique with time-dependent inputs and one hidden layer for prediction of a single output (see Figure 1 ). In this case, the model is able to update its inputs given an output. For applying Adaptive Neural Networks in the remaining useful life estimation of a battery cell, the definition of the inputs and outputs for rechargeable batteries is very important. Therefore, the next section will discuss what data is acquired from a battery cell and what useful features can be extracted from the raw data as inputs to the neural network process.
Prediction Error Methods (PEMs) are a broad family of parameter estimation methods that can be applied to quite arbitrary model parameterizations (Ljung, 2002) . The advantage of this method is that it can be applied to a wide spectrum of model parameterizations. For example, given
Linear Prediction Error Methods (L-PEM)
, and we are asked to predict the value of ( ) x t . In general, this predicted value can be expressed as a function of the given M past samples:
In Equation (2), the left side of the equation denotes the one-step ahead prediction of the output, and Φ is an arbitrary function of past, observed data. If we assume Φ is a linear function, we can say that the prediction is linear PEM. This can be expressed as follows:
If we are assuming that the last data set is linear combinations of the M previous ones, then our goal is to find k θ that is a vector coefficient. These coefficients k θ can be found by minimizing the distance between the predicted outputs ˆ( ) x i and the measured outputs ( ) x i . In Equation (4), everything inside the summation is called a suitable distance measure. Equation (4) gives the result of the maximum likelihood estimate while the actual calculation of the minimizing argument can be complicated, and possibly a complex search over a function with several local minima. As more data has been taken, one would be more easily to see a convergence.
The family of PEMs has the advantage of being applicable to a wide variety of model structures so this method can be applied to establish a linear model for the battery health prognostic and predicting RUL from its model since a good understanding of battery performance degradation can aid immensely in improving user satisfaction and overall reliability.
FEATURE EXTRACTION AND SELECTION
In addition to the methods aforementioned, it is necessary to find the operational parameters that change with battery aging to give a good indication of battery state of health. The accuracy of the battery health estimation and RUL prediction will heavily rely on these so called features. From the raw data many several features could be extracted, but not all the features will be directly related to the degradation of the battery cell. Currently, several features are being extracted from three different regimes (charge, discharge, and impedance). For in-lab testing purposes, different types of data can be usually acquired such as DC-Voltage (VDC), DC-Current (IDC), internal battery resistance, impedance, battery temperature, and ambient temperature. Impedance data is accurate, but it is not possible to collect such data in a real application (Saha et al., 2009 ). The battery must be isolated from the application and AC current must be used to measure impedance using the electrochemical impedance spectroscopy (EIS). Although impedance was acquired in the given NASA data set (see Figure 2) , it is technically difficult to collect them online. Therefore, we decide not to select the internal impedance as key features.
The capacity of the battery is the amount of current that the battery can supply over time. Capacity of a battery decays over time through charge/discharge cycles and could be a good measure of the battery health. Figure 3 shows the capacity of four Li-ion batteries in discharging cycles. Nominally, a battery is capable of performing a certain number of charge/discharge cycles before the capacity reaches to a level that renders it unreliable for certain applications. The number of operational cycles varies with different battery technologies (ex. Li-ion versus Ni-Cd). Since capacity information has a more consistent trend over usage, this paper will use the capacity as a feature for the estimation of the battery state of health (SoH) and remaining useful life (RUL).
TECHNICAL APPROACH AND FINDINGS

BATTERY CAPCITY ESTIMATION
This section will give details on battery capacity estimation with adaptive neural networks. A part of the Li-ion battery data set is used to train the neural network while the rest is used for testing. Usually two third of data is appropriate for training; hence we divided data to two parts and trained the model with the first part. If the number of inputs to the neural network is n, the training portion of the dataset is the capacity data of the last n cycles considered as an input and bases the relation of those capacities the model is going to estimate the capacity of cycle n+1. This process is repeated for whole training part of the data. When the training is complete, the NN structure starts to predict the capacity for the testing data. Figure 4 shows this process for n = 5. In this figure, the last five cycles of training data (cycles 76 to 80) are used as an input to predict the capacity of the 81 st cycle. The predicted capacity of cycle 81 is shown in red and the measured (real) capacity according to data is shown in blue to be able distinguish how accurate the model can predict. At this point, in each step the model uses one of the new predicted values to predict next one and it continue to finish the testing part. The AdNN model was improved to allow an increase of the number of inputs (i.e. cycles) and to find the best number of subset cycles to use as an input to the neural network. This number of selected cycles would vary from battery to battery depending on the experimental condition of the battery test. An example for this case is estimating the capacity at cycle n = 81 would utilize all previous 80 cycles and the model will select a subset of the 80 cycles as an input to the neural network model. Figure 4 shows the results of predicting the capacity by using two third of data for battery B0006 of the NASA dataset. To measure the accuracy of this prediction the Mean Square Error (MSE) of second part calculated. The MSE value will be the metric used to judge the performance of the technique on different data sets; the higher the MSE, the lower the performance. Figure 5 shows onestep-ahead prediction results with 5 inputs (i.e. cycle capacities) using AdNNs while Figure 6 using PEMs. This one-step-ahead prediction is useful when short-term behaviors of a battery are required to be managed by battery users. Table 1 in terms of mean squared error (MSE). AdNNs provides slightly better accuracy on one-step-ahead prediction in given data sets. As can be seen in the table, the accuracy using AdNN for all three batteries are significantly less than using the PEM method. 
BATTERY REMAINING USEFUL LIFE (RUL) PREDICTION
Battery RUL information provides operators with a tool in decision making by quantifying how much more time a battery can be used until its functionality is lost. Therefore, it is a key issue to accurately predict RUL for the battery health management system although there are many challenges such as modeling inconsistencies, system noise, and degraded sensor fidelity . It is possible to predict the future behavior of the time sequence of the battery impedance degradation features, using the estimated stochastic dynamic model. The goal of the prediction is to determine the distribution of the times that the capacity value will cross the critical value. In other words, we want to predict the probability density function of the RUL of battery by calculating the distribution of time when the system reaches a critical state. This distribution of the RUL is estimated based on the first passage time (FPT) of the degraded capacity. The FPT of a random process is determined as the time at which a random process reaches a specific value for the first time. In this paper, the distribution of the FPT is calculated through a Monte Carlo (MC) simulation of the stochastic model in the following way. At time t, at which we are making a prediction, the simulation starts with the state vector value ( ) x t . The initial value is then propagated through the stochastic model, with a certain realization of the stochastic processes in the model. This is repeated for as long as the system output reaches the critical value. In this lithium-ion battery the critical value would be the capacity of 1.4 Ahr which is a 30% fade in rated capacity. If the simulation is repeated many times, the distribution of the times at which the simulated output reached the critical value can approximate the distribution of the RUL in terms of the FPT. Figure 7 illustrates the approximated probability density function of RUL after the 324 th cycles. Figure 8 , and Figure 9 ) is used as the predictor.
As the battery usage cycles reaches End of Life (EOL), the prediction accuracy increases and prediction variance gradually decreases in both PEMs and NNs. Figure 8 and Figure 9 show that PEM is outperforming AdNNs for RUL prediction with a lower MSE value. It is important to note that neural networks require less training data, but give a prediction which has a high error overall compared with PEM which can be observed to have tighter uncertainty bounds. By increasing the number of training cycles, neural network uncertainty becomes much lower than PEM with narrower prediction bounds (ex. Figure 8 (c) ). Table 2 compares the results of RUL prediction using AdNNs and PEMs using a mean squared error (MSE) metric. The RUL prediction is based on the average of multiple iterations (red lines on Figure 8 and Figure 9 ). It can be observed that the error or PEM is less than AdNN given lower training cycles. However, by increasing the number of training cycles, the error of PEM decreases but can be observed to be slightly higher than neural network after 324 th cycle. In general, PEM error decreases as the training cycle set increases. The case of AdNN is not the same and the error fluctuates and does not exhibit similar behavior as PEM. This may be attributed to the weight adjustment of the neural network as it initializes with random number and the weight adjustment technique needs to be further developed. 
CONCLUSIONS
This paper has presented a comparative study of two prognostics and health management (PHM) techniques that can give an accurate quantification of the State of Health (SoH) of Li-ion battery cells and predict their remaining useful life. Two models, Adaptive Neural Network (AdNN) and Linear Prediction Error Method (L-PEM), were used for battery capacity estimation and remaining useful life prediction. From these results, it can be concluded that both algorithms can successfully estimate battery capacity one-step-ahead and provide a remaining useful life of the rated capacity which is highly correlated to the battery health. It was observed that Adaptive Neural Networks provide a more accurate capacity estimation of one-step ahead while PEMs showed higher performance in remaining useful life prediction. Further improvements of this work would include expanding the analysis from a single cell to a whole electric vehicle battery pack in order to observe whether the algorithms are scalable for deployment in real-time operational settings. In addition, improvement of the performance of the specific algorithms is important; the AdNN approach requires tuning method of the parameters/weights.
