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MULTIPLICATIVITY AND NONREALIZABLE EQUIVARIANT
CHAIN COMPLEXES
HENRIK RU¨PING AND MARC STEPHAN
Abstract. Let G be a finite p-group and F a field of characteristic p. We filter
the cochain complex of a free G-space with coefficients in F by powers of the
augmentation ideal of FG. We show that the cup product induces a multiplica-
tive structure on the arising spectral sequence and compute the E1-page as a
bigraded algebra. As an application, we prove that recent counterexamples of
Iyengar and Walker to an algebraic version of Carlsson’s conjecture can not
be realized topologically.
1. Introduction
Carlsson’s conjecture [Car86, Conjecture I.3] in equivariant topology states that
if X 6= ∅ is a finite, free (Z/p)a-CW complex, then
∑
j dim(Hj(X ;Fp)) ≥ 2
a. An
algebraic version [Car86, Conjecture II.2] (see also [AS95]) of this conjecture pre-
dicted the same bound for the total dimension of H∗(C∗) for any finite, nonacyclic,
free Fp(Z/p)
a-chain complex C∗. Recently, Iyengar and Walker constructed coun-
terexamples to the algebraic version of this conjecture in [IW18, Corollary 3.2]
working over an arbitrary field F of characteristic p. This raises the question if
these counterexamples can be realized topologically by finite, free (Z/p)a-CW com-
plexes X (see [IW18, Remark 3.3]). We provide the following negative answer, even
without the finiteness assumption on X .
Main Theorem 1.1 (Corollary 7.9). Let D∗ denote any of the free F(Z/p)
a-chain
complexes constructed by Iyengar and Walker providing counterexamples to the
algebraic version of Carlsson’s conjecture. There is no topological space with a free
(Z/p)a-action whose singular chain complex with F-coefficients is quasi-isomorphic
to D∗ as F(Z/p)
a-chain complexes.
Questions concerning topological realizations of equivariant chain complexes
have a long history with both positive and negative results. Steenrod’s [Las65,
Problem 51] asks which finitely generated Zpi-modules for a finite group pi can be
realized as the reduced integral homology of a finite pi-CW complex concentrated in
a given degree. Variants of this existence problem for equivariant Moore spaces drop
the finiteness assumption, ask for free actions, or change the ring of coefficients.
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In [Swa69], Swan produced the first module which can not be realized by a finite,
equivariant Moore space, though which can be realized by an infinite one.
Arnold established the existence of equivariant Moore spaces for any finitely
generated Zpi-module when pi is a cyclic group of prime power order in [Arn77].
In [Car81], Carlsson proved that for any abelian, noncyclic group there exist
modules with no equivariant Moore space – even no infinite one – using group
cohomology and the action of the Steenrod algebra.
Benson and Habegger provided a more conceptual interpretation of Carlsson’s
result in [BH87] showing that realizability yields restrictions for the structure of
associated support varieties, and produced more examples of nonrealizable modules.
In [Smi86], Smith constructed an obstruction theory to the question whether a
given Zpi-chain complex is homotopy equivalent to chains on a simply-connected,
free pi-space, and proved that rationally any finite dimensional, free Qpi-chain com-
plex is stably realizable.
In [Han04], Hanke constructed a Poincare´ duality space equipped with a Z/p-
action based on realizing an equivariant chain complex to answer a question of
Sikora about the vanishing of a differential in the Leray-Serre spectral sequence.
To show that a chain complex can not be realized as a chain complex C∗(X ;F)
for an equivariant space X , one may consider the dual cochain complex C∗(X ;F)
and try to use the additional multiplicative structure. Nonequivariantly, this does
not provide any obstructions. Indeed, any nonnegatively graded F-chain complex
(with nontrivial H0) can be realized by a wedge of spheres. Instead, the interplay
between the group action and additional structure has to be taken into account.
We provide a new approach for obstructions to equivariant realizability and use it
to prove Main Theorem 1.1. We do not consider the interaction between the group
cohomology and the Steenrod algebra as in [Car81], but the interaction of group
cohomology and the multiplicative structure in the following spectral sequence. The
full identification of its E1-page involves Jennings bases for finite p-groups G which
we will recall in Section 5. Here we just note that in the elementary abelian case,
all elements of a Jennings basis have degree one.
Main Theorem 1.2 (Theorem 6.9). Let I ⊂ FG be the augmentation ideal for a
finite p-group G and field F of characteristic p. Let L be the nilpotency index of I
minus one.
(1) Filtering the F-cochains of a freeG-spaceX via {C∗(X ;F).IL−k}k gives rise to a
natural, multiplicative spectral sequence {dr : Ek,qr → E
k−r,q+1
r }r≥1 converging
to H∗(X ;F) whose E1-term is as a bigraded algebra naturally isomorphic to
Ek,q1
∼= Hq(X/G;F)⊗ grk∪(C
0(G)),
where gr∪(C
0(G)) denotes the graded ring associated to filtering FG = C0(G)
equipped with the pointwise multiplication by powers of the maximal ideal
IL−k.
(2) This graded ring is isomorphic to F[y1, . . . , ya]/(y
p
1 , . . . , y
p
a) and the degrees α(j)
of the classes yj correspond to the degrees of the elements of a Jennings basis.
(3) For classes yj with α(j) = 1, the differential d1 is given by
d1(x⊗ yj) = (−1)
|x|x ∪ aj ,
where the aj ’s form an explicit basis of H
1(BG;F) and H∗(BG;F) acts on
H∗(X/G;F) through a choice of a classifying map X/G→ BG.
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(4) Furthermore, multiplication with a group ring element of the form g − 1 ∈
Ik induces a derivation E∗,∗r → E
∗−k,∗
r on each page which only depends on
[g − 1] ∈ I
k
Ik+1
.
(5) These derivations for [g− 1] ∈ I/I2 and d1(yj) when α(j) is one already deter-
mine the entire differential on the E1-page.
A homological version for arbitrary groups is studied in [PS10] with an analogous,
additive identification of the E1-page, but in there comultiplicativity of the spectral
sequence is not considered.
The paper is organized as follows. In Section 2 we introduce some notation
and sign conventions regarding cochain complexes. In Section 3 we define the
filtration on a free FG-cochain complex C∗, and express the pages E0 and E1 of
the induced spectral sequence in terms of the FG-module structure on the cochain
complex. In Section 4 we prove that in the case where C∗ arises as the cochains of
a free G-space, the ∪-product induces a multiplicative structure on the associated
spectral sequence. Moreover, we compute E0 and E1 as algebras. To complete
the computation, we determine the ring C0(G) = FG of F-valued functions on
G under pointwise multiplication and its associated graded ring gr∪(C
0(G)) in
Section 5 with the help of Jennings bases. In Section 6 we establish a general
strategy to compute d1 and prove Main Theorem 1.2. Finally, in Section 7 we
use all the structure of the spectral sequence established in Main Theorem 1.2 to
show that the counterexamples of Iyengar and Walker from [IW18, Theorem 3.1,
Corollary 3.2] cannot be realized as the cochains on a free (Z/p)a-space. This proves
Main Theorem 1.1.
2. Conventions and formulas for cochain complexes
For the whole paper, we fix a prime p > 0, a finite p-group G with pa elements
and a field F of characteristic p. Let L be the largest integer such that IL 6= 0,
where I ⊂ FG is the augmentation ideal. Thus L + 1 is the nilpotency index of
I. It is easy to see that L is independent of the chosen coefficient field F since a
power Ik is nonzero if and only if there exist group elements g1, . . . , gk such that
(g1 − 1) · . . . · (gk − 1) 6= 0.
If unspecified, homology and cohomology are computed with F-coefficients.
We will entirely work with simplicial sets, in particular, G-space means simplicial
set with a simplicial G-action. The normalized simplicial cochain complex of a
simplicial set X with coefficients in F will be denoted by C∗(X). More precisely,
let C∗(X) denote the normalized chain complex of X with coefficients in F and
F[0] the chain complex with F concentrated in degree 0. Then C∗(X) is the hom-
complex Hom(C∗(X),F[0]) with the usual regrading. In particular, the differential
is given by d(f) = −(−1)|f |f ◦ d. In general, we follow the sign conventions of
[MS03]. For instance, the cup product
∪ : C∗(X)⊗ C∗(X)→ C∗(X)
is defined on cochains ϕ ∈ Ca(X), ψ ∈ Cb(X) as
(ϕ ∪ ψ)(σ) = (−1)abϕ(σ|[0,...,a])ψ(σ|[a,...,a+b])
on simplices σ of dimension a+ b. If X has a simplicial, left G-action, then C∗(X)
inherits a right G-action via
(ψ.g)(σ) := ψ(gσ).
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The cochain formula above for the cup product gives a way to compute the mul-
tiplication on the cohomology of a simplicial set; for two given cohomology classes
pick representatives, compute their cup product as above and take the cohomology
class given by their cochain level product.
The surjection operad [MS03] provides similar cochain level formulas for addi-
tional operations and in particular for ∪i-products. So one could for example use
it to compute Steenrod squares. While in this article, we only need formulas for
∪1-products, it may be interesting to consider the entire action of the surjection
operad on C∗(X). Therefore, we use their formulas already in here.
We need the ∪1-product in Lemma 4.18 to keep track of the difference between
ϕ ∪ ψ and ψ ∪ ϕ on the cochain level. For ϕ ∈ Ca(X), ψ ∈ Cb(X), it is defined by
the formula
(ϕ ∪1 ψ)(σ) =
a−1∑
i=0
(−1)ib+a+iϕ(σ|[0,...,i,i+b,...,a+b−1]) · ψ(σ|[i,...,i+b])
from [MS03, Definition 2.2]. The ∪1-product is an element in the hom-complex
Hom(C∗(X)⊗ C∗(X), C∗(X)) – natural in the simplicial set X – such that
dHom(∪1)(ϕ ⊗ ψ) = (−1)
abψ ∪ ϕ− ϕ ∪ ψ.
By the definition of the boundary in the hom-complex, the left-hand side equals
d(ϕ ∪1 ψ) + (dϕ) ∪1 ψ + (−1)aϕ ∪1 (dψ).
Remark 2.1. We will use that ϕ ∪1 ψ = 0 whenever the degree a of ϕ is zero by
definition of ∪1 as the sum is empty.
3. The filtration and its associated spectral sequence
Since Ik · IL−k+1 = IL+1 = 0, we see that IL−k+1 lies in the (right) annihilator
Ann(Ik) of Ik. The converse inclusion is much harder to establish, but holds as
well.
Theorem 3.1 ([Hil70, Theorem 11]). We have in FG that Ann(Ik) = IL−k+1.
Remark 3.2. Hill’s result above is based on the work [Jen41] of Jennings which we
will use in Section 5. Strictly speaking, both papers are written working over the
field Fp, but the results extend to arbitrary fields F of characteristic p by tensoring
with −⊗Fp F.
By Theorem 3.1, the two filtrations on a free, right FG-cochain complex C∗ in
the following definition agree.
Definition 3.3. We filter a free FG-cochain complex C∗ via
F kC∗ = {x ∈ C∗ | x.λ = 0 ∀λ ∈ Ik+1} = C∗.IL−k
to obtain an increasing filtration
0 = F−1C∗ ⊂ F 0C∗ ⊂ F 1C∗ ⊂ . . . ⊂ FLC∗ = C∗.
The filtration is chosen so that the unit for the arising multiplicative spectral
sequence in Section 4 lies in bidegree (0, 0). This differs from the indexing con-
ventions in the analogous homological spectral sequence from [PS10]. Moreover,
while it often happens that the cohomology of the subquotients F k+1C∗/F kC∗ of
a filtered cochain complex {F kC∗} can be identified with some cohomology shifted
MULTIPLICATIVITY AND NONREALIZABLE EQUIVARIANT CHAIN COMPLEXES 5
by k, this is not the case in our situation. Therefore, we change the indexing con-
vention by refraining from replacing Cq by Ck+q. In particular, the subquotients
of Hq(C∗) on the E∞-page lie in the q-th row instead of the q-th diagonal.
Definition 3.4. The pages of the spectral sequence arising from the filtration F ∗C∗
are defined as
Ek,qr :=
{c ∈ F kCq | dc ∈ F k−rCq+1}
{c ∈ F k−1Cq | dc ∈ F k−rCq+1}+ d(F k+r−1Cq−1) ∩ F kCq
,
and the boundary map induces a differential
dr : E
k,q
r → E
k−r,q+1
r .
Furthermore, the subquotients of the induced filtration on H∗(C∗) are
0→ F k−1Hq(C∗)→ F kHq(C∗)→ Ek,q∞ → 0.
Since in our situation the filtration has finite length L, the differential dr vanishes
for r ≥ L+ 1. Thus the spectral sequence converges to H∗(C∗).
Remark 3.5. The maps
F lC∗ ⊗FG I
k → F l−kC∗, c⊗ λ 7→ c.λ
induce maps
F l+1C∗
F lC∗
⊗FG
Ik
Ik+1
→
F l+1−kC∗
F l−kC∗
.
Thus each λ ∈ Ik induces a map of filtered cochain complexes F lC∗ → F l−kC∗
such that the induced map of spectral sequences
E∗,∗∗ → E
∗−k,∗
∗
depends only on the class [λ] ∈ I
k
Ik+1 . This equips the spectral sequence with a
gr(FG, ·)-module structure, where gr(FG, ·) denotes the associated graded of the
group ring FG with its multiplication · filtered by powers of I.
Note that if we tensor two FG-modules with trivial G-action over FG such as in
the previous remark, we can just tensor them over F instead. We will now compute
E0 and E1 in terms of the maps from Remark 3.5 for l + 1 = L.
Proposition 3.6. Let C∗ be a free FG-cochain complex. The natural map
Cq
Cq.I
⊗F
Ik
Ik+1
→
FL−kCq
FL−k−1Cq
, [c]⊗ [λ] 7→ [c.λ],
is an isomorphism. Thus the E0-page is given by
EL−k,q0
∼=
← EL,q0 ⊗F
Ik
Ik+1
.
The column EL,∗0 is the quotient C
∗ ⊗FG F and determines the differential d0 :
EL−k,q0 → E
L−k,q+1
0 via d0([c.λ]) = d0([c]).λ.
Proof. Using that Cq is a free FG-module, we can reduce it to the case where
Cq = FG. In this case the map is the composite
FG
FG.I
⊗FG
Ik
Ik+1
∼= F⊗FG
Ik
Ik+1
∼= F⊗F
Ik
Ik+1
∼=
Ik
Ik+1
.
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Inserting the definition EL−k,∗0 =
C∗.Ik
C∗.Ik+1 yields the second statement. By def-
inition, EL,∗0 is the quotient C
∗ ⊗FG F. Since the differential on C∗ is a map of
FG-modules and thus commutes with multiplication with group ring elements, we
deduce the third statement about the differential. 
Thus every column on the E0-page is just a direct sum of copies of the last
column. That last column is the cochain complex C∗ ⊗FG F. Hence we obtain for
the next page:
Corollary 3.7. The E1-page is naturally isomorphic to
EL−k,q1
∼= Hq
(
C∗
C∗.I
)
⊗
Ik
Ik+1
,
and the isomorphism EL,∗0 ⊗
Ik
Ik+1
→ EL−k,∗0 induces an isomorphism
EL,∗1 ⊗
Ik
Ik+1
→ EL−k,∗1 , [c]⊗ [λ] 7→ [c.λ].
The following cochain complex is the smallest example of the nonrealizable
cochain complexes that we will consider in Section 7.
Example 3.8. Let p = 2 and G = (Z/2)2 an elementary abelian p-group of rank
2 with generators f1, f2. Denoting λi = fi − 1, the powers of the augmentation
ideal are I = (λ1, λ2), I
2 = (λ1λ2), I
3 = 0, and thus L = 2. Consider the free
F2(Z/2)
2-cochain complex C∗ given by
F2G

λ1
λ2


−→ (F2G)
2
(
λ2 λ1
)
−→ F2G
(
λ1λ2
)
−→ F2G

λ1
λ2


−→ (F2G)
2
(
λ2 λ1
)
−→ F2G.
The differential of the quotient C∗/C∗.I is zero. The E1-page consists of the
three columns
E0,∗1
∼= C∗/C∗.I ⊗ F2λ1λ2,
E1,∗1
∼= C∗/C∗.I ⊗ (F2λ1 ⊕ F2λ2),
E2,∗1
∼= C∗/C∗.I ⊗ F2.
Since the differentials of the spectral sequence are induced by the differential of C∗,
it is straightforward to calculate the following E1- and E2-page. The labels of the
arrows denote the rank of the corresponding differential.
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6 0 0 0
5 F2 F
2
2 F2
4 F22 F
4
2 F
2
2
3 F2 F
2
2 F2
2 F2 F
2
2 F2
1 F22 F
4
2 F
2
2
0 F2 F
2
2 F2
0 1 2
Ek,q1
q
k
2 1
1 2
2 1
1 2
6 0 0 0
5 0 0 F2
4 0 F22 0
3 F2 0 0
2 0 0 F2
1 0 F22 0
0 F2 0 0
0 1 2
Ek,q2
q
k
1
Figure 1. The E1- and E2-page arising from the cochain complex
given above.
Remark 3.9. Although multiplication with elements in I
k
Ik+1 always induces well-
defined maps E∗,∗r ⊗
Ik
Ik+1
→ E∗−k,∗r , these yield isomorphisms only if we start in
EL,∗r for r ≤ 1. The reason why we could pass from E0 to E1 is that the differentials
starting in EL,∗0 also ended in the same column.
For example, we have in Figure 1 that E1,01 ⊗
I1
I2
∼= F22 ⊗ F
2
2, but E
0,0
1 = F2. The
condition r ≤ 1 is also necessary. We see in Figure 1 that E2,12 ⊗
I1
I2 is zero, but
E1,12 is F
2
2.
4. Multiplicative structure
For the cochain complex C∗ = C∗(X) of a free G-space X , we will equip the
spectral sequence of Section 3 with a multiplicative structure, and calculate the
E1-page as a tensor product of H
∗(X/G) with an associated graded ring of C0(G),
the 0-cochains on G with the cup product.
Lemma 4.1. Equip a tensor product (over F) of two FG-modules with the diagonal
G-action (x⊗ y).g = x.g ⊗ y.g. Let λg := g − 1. Then we have:
(x⊗ y).λg = x.λg ⊗ y.λg + x.λg ⊗ y + x⊗ y.λg.
Proof. The equation follows immediately from expanding the terms:
(x ⊗ y).λg = x.g ⊗ y.g − x⊗ y,
x.λg ⊗ y.λg = (x.g) ⊗ (y.g)− (x.g)⊗ y − x⊗ (y.g) + x⊗ y,
x.λg ⊗ y = (x.g) ⊗ y − x⊗ y,
x⊗ y.λg = x⊗ (y.g)− x⊗ y. 
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Corollary 4.2. The operators λg : C
∗(X) → C∗(X) satisfy the following twisted
Leibniz rule:
(ϕ ∪ ψ).λg = ϕ.λg ∪ ψ.λg + ϕ.λg ∪ ψ + ϕ ∪ ψ.λg.
The analogous twisted Leibniz rule holds for higher ∪i-products as well.
Proof. The twisted Leibniz rule holds for any G-equivariant map C∗ ⊗ C∗ → C∗
by Lemma 4.1. The cup product and higher cup products are such G-equivariant
maps, since they are natural. 
We will establish multiplicativity based on Corollary 4.2 and the following re-
mark.
Remark 4.3. Recall that Definition 3.3 provides two coinciding definitions of the
filtration. For any cochain x of a free FG-cochain complex C∗, we have by the
definition of the filtration via annihilators that:
x ∈ F k+1C∗ ⇔ x.λ = 0 for all λ ∈ Ik+2
⇔ x.λλ′ = 0 for all λ ∈ I, λ′ ∈ Ik+1
⇔ x.λ ∈ F kC∗ for all λ ∈ I
⇔ x.(g − 1) ∈ F kC∗ for all g ∈ G.
Proposition 4.4. For the cochain complex C∗ = C∗(X) of a free G-space X , the
filtration {F kC∗} is multiplicative, i.e. it restricts to
∪ : F kC∗ ⊗ F lC∗ → F k+lC∗.
Thus the spectral sequence of the filtered cochain complex is multiplicative. In
particular, the ∪-product induces multiplications
Ek,qr ⊗ E
k′,q′
r → E
k+k′,q+q′
r
such that each differential is a derivation.
Proof. Let ϕ ∈ F kC∗, ψ ∈ F lC∗ be two arbitrary elements. We prove that the
filtration is multiplicative by induction on k+ l. By Remark 4.3, it suffices to show
that (ϕ ∪ ψ).λg ∈ F k+l−1C∗ for all g ∈ G. But this holds by Corollary 4.2 as the
three summands in the twisted Leibniz rule are contained in F k+l−1C∗ by induction
hypothesis.
A multiplicative filtration of a differential graded algebra induces a multiplicative
spectral sequence by [McC01][Theorem 2.14]. 
Using the multiplication, we find a second way of describing the pages E0 and
E1 out of C
∗(G) and C∗(X/G). Since G acts freely on X , we have a principal G-
bundle X → X/G. For a total space X such that the base X/G is reduced, Brown’s
Theorem about twisted cartesian products (see e.g. [May92, §31]) provides a chain
homotopy equivalence from C∗(X) to the tensor product C∗(X/G)⊗t C∗(G) with
a twisted differential. As in our situation G is just a finite group, we will observe
that the cup product induces an isomorphism
C∗(X/G)⊗ C∗(G) ∼= C∗(X)
of graded C∗(X/G),FG-bimodules so that we will just transfer the differential from
C∗(X) without having to calculate a twisting cochain explicitly.
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We recall standard combinatorial models for the universal principal G-bundle
EG → BG. Our definitions agree with the ones from [May92, Chapter IV§19] for
the opposite group, that is, EG =WGop and BG =WGop.
Definition 4.5. Let BG denote the simplicial set whose set of m-simplices is the
set of all m-tuples (g1, . . . , gm) ∈ Gm. The degeneracy maps are given by inserting
the neutral element, i.e.
si((g1 . . . , gm)) := (g1, . . . , gi, e, gi+1, . . . , gm)
for i = 0, . . . ,m. The face maps d0 and dm are given by leaving out the first, resp.
last entry in (g1, . . . , gm). The other face maps are given by
di((g1 . . . , gm)) := (g1, . . . , gigi+1, . . . , gm).
So we see that the nondegenerate simplices are exactly those tuples which do
not contain the neutral element.
We calculate the multiplicative structure of C∗(BG).
Lemma 4.6. The underlying algebra of C∗(BG) is a free noncommutative algebra
(i.e. tensor algebra) on C1(BG).
Proof. The elements g ∈ G \ {e} form a basis of C1(BG). Let g∗ : C1(BG) → F
denote the corresponding dual basis elements of C1(BG). It suffices to show that
the products g∗1 ∪ . . . ∪ g
∗
m for (g1, . . . , gm) ∈ (G \ {e})
m form a basis of Cm(BG).
We compute using the definition of the cup product:
g∗1 ∪ g
∗
2 ∪ . . . ∪ g
∗
m(h1, . . . , hm) =
{
(−1)⌊
m
2 ⌋ if gi = hi for all i
0 else.
It follows immediately that the products g∗1∪. . .∪g
∗
m are linearly independent. They
form a basis since Cm(BG), i.e. the vector space of functions (G \ {e})m → F, is
of dimension (|G| − 1)m. 
The space BG is the base of a principal G-bundle with total space defined as
follows.
Definition 4.7. Let EG denote the simplicial set whose m-simplices are given by
all (m+ 1)-tuples (g0, g1, . . . , gm). The degeneracies are given by
si(g0, . . . , gm) = (g0, . . . , gi, e, gi+1, . . . , gm)
for 0 ≤ i ≤ m. The face maps are given by
dm(g0, . . . , gm) = (g0, . . . , gm−1),
di(g0, . . . , gm) = (g0, . . . , gigi+1, . . . gm)
for i < m.
Remark 4.8. EG carries a free, simplicial, left G-action via
g · (g0, . . . , gm) = (gg0, g1, . . . , gm).
The quotient is exactly BG. The fact that G acts on the first coordinate makes
this entry special. Indeed, for given (g1, . . . , gm) the set {(g0, . . . , gm) | g0 ∈ G}
consists of all lifts of that simplex. The first coordinate just specifies one lift.
On cochains the map C∗(BG) → C∗(EG) sends an m-cochain ϕ to the m-
cochain
(g0, . . . , gm) 7→ ϕ(g1, . . . , gm).
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So its image consists of all cochains that are independent of the first coordinate.
Recall that the left G-action on EG induces a right action on the cochain complex
C∗(EG).
Lemma 4.9. The cup product induces an isomorphism of graded C∗(BG),FG-
bimodules:
∪ : C∗(BG)⊗F C
0(EG) ∼= C∗(EG).
Proof. The nondegenerate m-simplices of EG are the tuples (h0, . . . , hm) such that
(h1, . . . , hm) is nondegenerate in BG, i.e. hi 6= e for all i > 0. Consider a cochain
ϕ = g∗1 ∪ . . .∪ g
∗
m in C
m(BG) ⊂ Cm(EG) as in the basis in the proof of Lemma 4.6
and g∗0 ∈ C
0(EG) for some element g0 ∈ G. By definition of the cup product, we
have:
(ϕ ∪ g∗0)(h0, . . . , hm) = ±ϕ(h1, . . . , hm)g
∗
0(h0 . . . hm).
It follows that g∗1 ∪ . . .∪g
∗
m∪g
∗
0 with gi ∈ G\ {e} for i > 0 and g0 ∈ G is a basis for
Cm(EG); this map sends only the tuple (g0g
−1
m . . . g
−1
1 , g1, . . . , gm) to ±1 and all
other tuples to zero. Thus the cup product induces an isomorphism Cm(BG) ⊗F
C0(EG) → Cm(EG). It is straightforward to check that these isomorphisms for
varying m provide an isomorphism of graded C∗(BG),FG-bimodules. 
In degree zero the cup product is given by pointwise multiplication.
Remark 4.10. The 0-cochains C0(EG) form a free, right FG-module of rank one
via FG ∼= C0(EG), g 7→ (g−1)∗.
Any free G-space X is a principal G-bundle and thus classified by a map of
simplicial sets X/G → BG (see e.g. [May92, Chapter IV]). We fix a classifying
map for the entire article so that X is the pullback
(4.11) X
f˜
//
q˜

EG
q

X/G
f
// BG.
We will use the fact that any two G-equivariant maps X → EG are G-homotopic.
Lemma 4.12. For a free G-space X, the cup product induces an isomorphism of
C∗(X/G), C∗(EG)-DG-bimodules:
C∗(X) = C∗(X/G×BG EG) ∼= C
∗(X/G)⊗C∗(BG) C
∗(EG).
Proof. We define a map
C∗(X/G)⊗ C∗(EG)→ C∗(X) ϕ⊗ ψ 7→ q˜∗(ϕ) ∪ f˜∗(ψ).
If we use the other maps in the pullback to equip C∗(EG) with a left C∗(BG)-DG-
module structure and C∗(X/G) with a right C∗(BG)-DG-module structure, then
this map factors through
C∗(X/G)⊗C∗(BG) C
∗(EG).
It remains to show that the induced map is an isomorphism. Since C∗(EG) ∼=
C∗(BG)⊗F C0(EG) by Lemma 4.9, it suffices to prove that the map
q˜∗ ∪ f˜∗ : C∗(X/G)⊗F C
0(EG)→ C∗(X)
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is an isomorphism. Now we can evaluate this map on two generic cochains ϕ ∈
Cm(X/G), ψ ∈ C0(EG) to obtain
(q˜∗ ∪ f˜∗)(ϕ ⊗ ψ)(σ) = ϕ(q˜(σ|[0,...,m])) · ψ(f˜(σ[m])).
The m-simplices of our pullback are given by
Xm = {(σ, (g0, . . . , gm)) ∈ (X/G)m × EGm | f(σ) = q((g0, . . . , gm))}.
Since the group elements (g1, . . . , gm) = q((g0, . . . , gm)) = f(σ) are already deter-
mined by σ, any m-simplex is determined by the pair (σ, g0). But it is also deter-
mined by (σ, g0 . . . gm) given that f(σ) = (g1, . . . , gm). Note that (g0 . . . gm) ∈ EG0
is the last vertex of (g0, . . . , gm) ∈ EGm. For any simplicial G-set Y , a simplex
in Y is nondegenerate if and only if its image in Y/G is nondegenerate. Thus we
obtain a bijection
{σ ∈ Xm | σ nondeg.}
q˜×f˜( [m])
−→ {σ ∈ (X/G)m | σ nondeg.} × (EG)0.
With this identification the map q˜∗ ∪ f˜∗ above is just the standard map
FA ⊗ FB → FA×B ϕ⊗ ψ 7→ ((a, b) 7→ ϕ(a) · ψ(b)),
which happens to be an isomorphism if at least one of the sets A or B is finite.
Here this holds since (EG)0 = G is finite. 
Remark 4.13. The groupG acts on the right on C∗(EG) and trivially on C∗(X/G).
The isomorphism from the last lemma preserves the G-action and thus is an isomor-
phism of C∗(X/G),FG-bimodules as well. Moreover, note that C∗(X/G) injects
into C∗(X) as the G-invariant cochains.
Remark 4.14. Lemma 4.12 and its proof holds for any finite group G and field of
coefficients. An alternate proof for Lemma 4.12 is to show that C∗(X) is a Hopf
module over the Hopf algebra C0(G). Then the Fundamental Theorem of Hopf
modules (see [Mon93, 1.9.4]) provides the isomorphism
C∗(X) ∼= C∗(X/G)⊗ C0(G).
In this terminology, the equivariance of the cup product is expressed as follows.
The algebra structure of C∗(X) is compatible with the C0(G)-comodule structure
in that C∗(X) is a C0(G)-comodule algebra as in [Mon93, Definition 4.1.2].
We will often have to express a generic cochain in C∗(X) as a sum of elementary
tensors m ∪ ψ ∈ Cn(X/G) ⊗F C0(G). For example, given a cochain in that form,
we have to use the explicit isomorphisms above to write its boundary again in this
form. Especially we will usually define maps only on such elementary tensors.
Remark 4.15. Since the group G acts on Cn(X/G)⊗F C
0(G) solely on the right
factor, we find that the subquotients are
Ek,q0 =
Cq(X).IL−k
Cq(X).IL−k+1
∼= Cq(X/G)⊗F
C0(G).IL−k
C0(G).IL−k+1
.
Thus additively, the E0-page is just the tensor product of C
∗(X/G) and the asso-
ciated graded ring gr∪(C
0(G)) of C0(G) under the ∪-product. The isomorphism is
induced by pulling back to C∗(X) and the ∪-product in C∗(X).
Recall that G is the zero-skeleton of EG and thus C0(G) = C0(EG). We will
use the following lemma to calculate the E1-page.
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Lemma 4.16. We have for ψ ∈ F kC0(EG) that dψ ∈ F k−1C1(EG).
Proof. For a given λ ∈ Ik we know that ψ.λ ∈ F 0C0(EG) and thus ψ.λ ∈ C0(EG)
is a constant function and hence a cycle, since
d(ψ.λ)(g0, g1) = (ψ.λ)(g0)− (ψ.λ)(g0g1) = 0.
So 0 = d(ψ.λ) = d(ψ).λ. We have shown that dψ vanishes if we multiply it by any
element in Ik. Thus Definition 3.3 tells us that dψ ∈ F k−1C1(EG). 
Corollary 4.17. The E1-page of the spectral sequence obtained from the filtration
{F kC∗(X)} is additively naturally isomorphic to H∗(X/G)⊗ gr∪(C
0(G)).
Proof. Given a generic class [m ∪ ψ] ∈ Ek,q0 with m ∈ C
q(X/G), ψ ∈ C0(EG), we
obtain that
d(m ∪ ψ) = (dm) ∪ ψ + terms of lower filtration degree
and thus d0([m ∪ ψ]) = [d(m) ∪ ψ]. Hence the E1-page is additively isomorphic
to H∗(X/G)⊗ gr∪(C
0(G)). We will establish naturality and prove simultaneously
that the isomorphism is independent of the chosen pullback classifying the principal
bundle. Recall that C0(EG) = C0(G). The isomorphism in bidegree (k, ∗) factors
as
H∗(X/G)⊗
F kC0(EG)
F k−1C0(EG)
= H∗(X/G)⊗H0
(
F kC∗(EG)
F k−1C∗(EG)
)
q˜∗⊗f˜∗
→ H∗
(
F 0C∗(X)
F−1C∗(X)
)
⊗H0
(
F kC∗(X)
F k−1C∗(X)
)
∪
→ H∗
(
F kC∗(X)
F k−1C∗(X)
)
= Ek,∗1 .
The first equality sign holds since the differential
d :
F kC0(EG)
F k−1C0(EG)
→
F kC1(EG)
F k−1C1(EG)
.
is zero by Lemma 4.16. The following map is induced by the natural inclusion of
C∗(X/G) into C∗(X) as the G-invariant cochains which identifies with F 0C∗(X)
and the G-map f˜ : X → EG from (4.11). Any two representatives for the same G-
homotopy class of X → EG induce equivariantly chain homotopic maps C∗(EG)→
C∗(X) and thus also chain homotopic maps F
kC∗(EG)
Fk−1C∗(EG)
→ F
kC∗(X)
Fk−1C∗(X)
. This shows
simultaneously that q˜∗ ⊗ f˜∗ is independent of the chosen pullback classifying the
principal bundle and that it is natural. The last map is induced by the cup product
and thus natural as well. Hence the composite H∗(X/G) ⊗ F
kC0(EG)
Fk−1C0(EG)
∼= E
k,∗
1 is
natural. 
To calculate the E1-page multiplicatively, we will need to change the order of a
cup product up to a ∪1-product.
Lemma 4.18. For two cochains m ∪ ψ, m′ ∪ ψ′ in C∗(X) with m,m′ ∈ C∗(X/G)
and ψ, ψ′ ∈ C0(EG), we have that:
m ∪ ψ ∪m′ ∪ ψ′ = m ∪m′ ∪ ψ ∪ ψ′ −m ∪ ((dψ) ∪1 m
′) ∪ ψ′.
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Proof. The definition of the differential in the Hom-complex and the defining prop-
erty of ∪1-products yield as in Section 2:
m′ ∪ ψ − ψ ∪m′ = (dHom(∪1))(ψ ⊗m
′) = d(ψ ∪1 m
′) + (dψ) ∪1 m
′ + ψ ∪1 dm
′.
This simplifies to (dψ) ∪1 m′ by Remark 2.1 as ψ is a 0-cochain. Hence ψ ∪m′ =
m′ ∪ ψ − (dψ) ∪1 m′ and the desired equation follows. 
Corollary 4.19. The isomorphisms
E∗,∗0
∼= C∗(X/G)⊗ gr∪(C
0(G)),
E∗,∗1
∼= H∗(X/G)⊗ gr∪(C
0(G))
are multiplicative.
Proof. We already know that these hold additively. It remains to show that the
multiplication is really just the tensor product of the two multiplications. Let two
classes in c ∈ Ek,q0 and c
′ ∈ Ek
′,q′
0 be given. We may restrict to the case where c, c
′
are elementary tensors. Choose representatives m ∪ ψ of c and m′ ∪ ψ′ of c′ with
ψ ∈ F kC0(G), ψ′ ∈ F k
′
C0(G) and m ∈ Cq(X/G),m′ ∈ Cq
′
(X/G). By the last
lemma, we have:
m ∪ ψ ∪m′ ∪ ψ′ = m ∪m′ ∪ ψ ∪ ψ′ −m ∪ ((dψ) ∪1 m
′) ∪ ψ′.
The second summand lives in F k+k
′−1C∗ by Lemma 4.16 and the compatibility of
the filtration with ∪ and ∪1-products from Corollary 4.2. Thus we have shown that
[m ∪ ψ] ∪ [m′ ∪ ψ′] = [(m ∪m′) ∪ (ψ ∪ ψ′)]
in Ek+k
′,q+q′
0 and hence we have an isomorphism of bigraded differential algebras
E∗,∗0
∼= C∗(X/G)⊗ gr∪(C
0(G)).
The differential on the right-hand side is by Corollary 4.17 given by the differential
on the left factor. Taking homology yields an isomorphism of bigraded algebras
E∗,∗1
∼= H∗(X/G)⊗ gr∪(C
0(G)). 
Remark 4.20. To establish the multiplicative structure of the spectral sequence,
we relied on Hill’s theorem implying that the two filtrations of C∗ in Definition 3.3
agree. For general groups G and coefficient fields this does not hold. In light of
the homological spectral sequence induced by filtration with powers of the aug-
mentation ideal for general group rings in [PS10], it could be interesting to see if
multiplicativity holds more generally.
5. Review of Jennings bases and the structure of C0(G)
In this section we will calculate the associated graded ring gr∪(C
0(G)). The
computation relies on Jennings bases which we recall from [Jen41]. As mentioned
in Remark 3.2 all results of Jennings cited in this section also work for arbitrary
fields of characteristic p.
Recall that L denotes the largest integer such that the L-th power of the aug-
mentation ideal I is nonzero.
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Definition 5.1 ([Jen41, Theorem 2.2]). The group G has a filtration by charac-
teristic subgroups
G = G1 ⊃ G2 ⊃ . . . ⊃ GL+1 = 1
given by
Gi := {g ∈ G | g − 1 ∈ I
i}.
The subgroup GL+1 is trivial by definition of L and the filtration. It can happen
that Gi is trivial for some i < L+ 1 as in the following example.
Example 5.2. (1) For G = (Z/p)a, we have G1 = G and G2 = 1.
(2) For p = 2 and G = Z/8 = 〈t | t8〉, the Jennings filtration is G1 = G, G2 =
〈t2〉, G3 = G4 = 〈t
4〉, G5 = 〈1〉. Thus G5 = 1 although I
5 6= 0; i.e. I5 still
contains nontrivial elements, just none of the form g − 1. Moreover, note that
sometimes Gi = Gi+1 6= 1.
The Jennings filtration satisfies the following basic property.
Lemma 5.3 ([Jen41, Theorem 2.3]). For the Jennings filtration {Gi}, the com-
mutator [Gi, Gj ] is contained in Gi+j and all p-th powers of elements in Gi are
contained in Gip. Consequently each quotient Gi/Gi+1 is an elementary abelian
p-group.
In the following definition we identify elementary abelian p-groups with finite
dimensional Fp-vector spaces.
Definition 5.4. For i ≥ 1, select Fp-bases of Gi/Gi+1, choose representing group
elements of each basis vector and take the union of these ordered sets. Call the
resulting group elements f1, . . . , fa and let α : {1, . . . , a} → N be the function given
by fj ∈ Gα(j)\Gα(j+1). Such a list of group elements, ordered by increasing degrees,
is called a Jennings basis of G.
The following result follows immediately from the definition.
Proposition 5.5. [Jen41, p. 178] Each group element can be uniquely written in
the form
g = fx11 . . . f
xa
a
with 0 ≤ xi < p.
Thus if G has pa elements, then the Jennings basis consists of a group elements.
We will now fix one Jennings basis f1, . . . , fa and work with this Jennings basis
for the rest of the paper.
Remark 5.6. For two group elements written in the Jennings basis, it is hard in
general to compute their product in the Jennings basis. This is already the case
when multiplying a group element g = fx11 . . . f
xa
a with some fi. Lemma 5.3 implies
that [fi] is central in G/Gα(i)+1 and thus
fi · f
x1
1 . . . f
xa
a = f
x′1
1 . . . f
x′a
a
with x′i = xi + 1 mod p and for j 6= i with α(j) ≤ α(i) we have x
′
j = xj . If
α(j) > α(i), we have no control over the new exponents x′j .
The analogous statement holds if we multiply from the right.
The Jennings basis yields a basis for the powers of the augmentation ideal.
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Theorem 5.7. [Jen41, Theorem 3.2] An F-basis for Ik is given by all expressions
of the form
(f1 − 1)
x1 . . . (fa − 1)
xa
with 0 ≤ xi < p and
∑a
i=1 α(i)xi ≥ k. In particular, the products with
∑a
i=1 α(i)xi =
k form a basis for Ik/Ik+1. Moreover, the largest L with IL 6= 0 is L = (p −
1)
∑a
i=1 α(i).
The choice of a Jennings basis allows us to define specific cochains in C0(G) = FG
as follows.
Definition 5.8. Define elements y1, . . . , ya in F
G via:
yi(f
x1
1 . . . f
xa
a ) := xi ∈ {0, . . . , p− 1} ⊂ F.
We will use these cochains to calculate the ring C0(G) and its associated graded
ring.
Remark 5.9. It was helpful for us to use the following analogies to more classical
situations:
0-cochains on EG polynomials in y1, . . . , ya
α(i) the degree of the i-th variable yi
choosing a different Jennings basis
applying a graded automorphism
of the polynomial ring
group ring elements differential operators
λ ∈ Ik differential operators of degree ≥ k
F kC∗ polynomials of degree ≤ k
F kC∗
all polynomials on which all differential
operators of degree ≥ k + 1 vanish
The key difference to the multinomial case is that here, the elements yi have
degree α(i). If G is an elementary abelian p-group all α(i)’s are one, and in this
case the analogy is more striking.
Recall that the cup product on C0(G) is given by pointwise multiplication.
Lemma 5.10. The ring C0(G) (with pointwise multiplication) is isomorphic to
F[y1 . . . , ya]
0 = yp1 − y1 = . . . = y
p
a − ya
.
Proof. The choice of a Jennings basis provides an identification of the underlying
set of G with {0, . . . , p− 1}a = (Fp)a via
fx11 . . . f
xa
a 7→ (x1, . . . , xa).
All maps of sets (Fp)
a → F form a ring under pointwise multiplication and addi-
tion. It is a fact that the map that associates to a polynomial in F[x1, . . . , xn] its
associated polynomial function surjects onto the set of maps (Fp)
a → F with kernel
the ideal (xp1 − x1, . . . , x
p
a − xa). A short argument goes as follows. The character-
istic function 1x that sends x ∈ (Fp)a to one and all other points to zero can be
expressed as the polynomial function 1x(y) =
∏a
i=1(1 − (yi − xi)
p−1) and thus an
arbitrary function f : (Fp)
a → F as f(y) =
∑
x∈(Fp)a
f(x)1x(y). The kernel of the
map sending a polynomial in F[x1, . . . , xn] to its associated polynomial function
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contains the ideal (xp1 − x1, . . . , x
p
a − xa) because z
p = z in F for all z ∈ Fp. Fi-
nally, the induced surjection from F[x1, . . . , xa]/(x
p
1 − x1, . . . , x
p
a − xa) to the ring
of functions (Fp)
a → F is an isomorphism since domain and codomain have the
same dimension as F-vector spaces. 
We will calculate the associated graded gr∪(C
0(G)) in Proposition 5.15 based on
the following lemmas. The right FG-module C0(G) is free of rank one as mentioned
in Remark 4.10. We have a canonical generator of FG as a right FG-module, the
dual of the neutral element. Through this generator, the elements yi ∈ C0(G) can
be expressed as follows.
Lemma 5.11. Let ε ∈ C0(G) be the cochain that sends the neutral element to one
and all other group elements to zero. Then we have:
yi = ε.((f
−1
a −1)
p−1 . . . (f−1i+1−1)
p−1f−1i (1−f
−1
i )
p−2(f−1i−1−1)
p−1 . . . (f−11 −1)
p−1).
Proof. We evaluate both sides at an arbitrary element h ∈ G. Write h = fx11 . . . f
xa
a .
Then yi(h) = xi by definition.
For the right-hand side, we first multiply ε with a generic group ring element∑
g µgg:
ε.(
∑
g
µgg)(h) =
∑
g
µgε(gh) = µh−1 .
So to check that the right-hand side evaluated at h is xi, we have to expand the
product appearing in the right-hand side and check that the coefficient of h−1 =
(fa)
−xa . . . (f1)
−x1 is xi. We have:
(f−1k − 1)
p−1 = 1 + f−1k + f
−2
k + . . . f
−p+1
k ,
f−1i (1− f
−1
i )
p−2 = f−1i + 2f
−2
i + 3f
−3
i + . . .+ (p− 1)f
−p+1
i .
The first equation holds since
(
p−1
j
)
= (−1)j in F. The second equation can be
obtained by expanding the left-hand side and simplifying the binomial coefficients
as follows: (
p− 2
j
)
=
(p− 2)!
j!(p− 2− j)!
=
−(p− 1)!
j! · (j + 2)(j + 3) . . . (p− 1) · (−1)p−2−j
= (−1)p−1−j(j + 1).
Thus in the expansion of the original product appearing in the right-hand side, each
group element occurs exactly once and the coefficient of h−1 = (fa)
−xa . . . (f1)
−x1
is xi. 
We use Lemma 5.11 to calculate the filtration degrees of the yi’s.
Lemma 5.12. We have yi ∈ F
α(i)C0(G) and yi /∈ F
α(i)−1C0(G).
Proof. By Lemma 5.11, we have:
yi = ε.((f
−1
a −1)
p−1 . . . (f−1i+1−1)
p−1f−1i (1−f
−1
i )
p−2(f−1i−1−1)
p−1 . . . (f−11 −1)
p−1).
Furthermore, f−1k − 1 = f
−1
k (1− fk) lies in I
α(k) and thus the entire product lies in
I
∑
j
(p−1)α(j)−α(i). Since L = (p − 1)
∑a
j=1 α(j) by Theorem 5.7 we conclude that
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yi lies in C
0(G).IL−α(i) which equals Fα(i)C0(G) by Definition 3.3. So we have
shown the first statement. For the second part, let us compute
yi.(fi − 1)(e) = yi(fi)− yi(e) = 1− 0 = 1,
where e ∈ G is the neutral element. Thus the element (fi − 1) ∈ Iα(i) satisfies
yi.(fi − 1) 6= 0.
It follows that yi /∈ Fα(i)−1C0(G) since λ = fi − 1 is an element of Iα(i) satisfying
yi.λ 6= 0. 
The following result provides an easy criterion to check if an element of C0(G)
lies in FL−1C0(G).
Lemma 5.13. The set C0(G).I consists of all f : G→ F with
∑
g f(g) = 0.
Proof. For f ∈ C0(G), note that f = ε.(
∑
g f(g
−1)g). Now we have to decide
whether the augmentation
∑
g f(g
−1) of that group ring element is zero. But that
augmentation is just
∑
g f(g). 
We exhibit a generator of the one-dimensional vector space FLC0(G)/FL−1C0(G)
as a product of yi’s using the previous result.
Lemma 5.14. yp−11 ∪ . . . ∪ y
p−1
a ∈ F
LC0(G) \ FL−1C0(G).
Proof. Since FLC0(G) is all of C0(G), we just have to show that yp−11 ∪ . . . ∪ y
p−1
a
is not in FL−1C0(G) = C0(G).I. This cochain sends a generic group element
fx11 . . . f
xa
a to zero, if at least one xi is zero and to one otherwise. To check whether
a function f ∈ C0(G) lies in C0(G).I, we have to check whether
∑
g∈G f(g) = 0 ∈ F
by Lemma 5.13. This is not the case here, since that sum is (p− 1)a = (−1)a. 
We are ready to calculate gr∪(C
0(G)).
Proposition 5.15. The associated graded ring gr∪(C
0(G)) of (C0(G),∪) is given
by the truncated polynomial ring
F[y1, . . . , ya]
0 = yp1 = . . . = y
p
a
,
where each yi lies in filtration degree α(i).
Proof. The relations ypi = yi in C
0(G) together with the statement that each yi lies
in positive filtration degree by Lemma 5.12 imply that the relations ypi = 0 hold in
the associated graded ring. So we obtain a map of graded rings
Φ:
F[y1, . . . , ya]
0 = yp1 = . . . = y
p
a
→ gr∪(C
0(G)).
Since source and target have the same vector space dimension, it suffices to establish
injectivity. Consider a homogeneous element∑
x
λxy
x1
1 . . . y
xa
a
in the kernel of Φ. For any fixed multiindex k, we will show that λk = 0. Each
occurring multiindex x ∈ {0, . . . , p− 1}a satisfies
∑
i xiα(i) =
∑
i kiα(i). Hence for
x 6= k there must exist an index i with xi > ki and therefore,(
yp−1−k11 . . . y
p−1−ka
a
)
(λxy
x1
1 . . . y
xa
a ) = λxy
p−1+x1−k1
1 . . . y
p−1+xa−ka
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is zero in the domain of Φ by the relation ypi = 0. For x = k, this product equals
λky
p−1
1 . . . y
p−1
a .
We deduce that(
yp−1−k11 . . . y
p−1−ka
a
)∑
x
(λxy
x1
1 . . . y
xa
a ) = λky
p−1
1 . . . y
p−1
a .
Applying Φ to the left-hand side yields zero by assumption on
∑
x (λxy
x1
1 . . . y
xa
a ).
Since Φ(yp−11 . . . y
p−1
a ) 6= 0 by Lemma 5.14, it follows that λk = 0. This completes
the proof. 
In general the graded ring induced by the ∪ product gr∪(C
0(G)) and the graded
ring induced by the group ring multiplication gr(FG, ·) are not isomorphic. For
example for G = Z/4 we have that gr∪(C
0(G)) = F2[y1, y2]/(y
2
1 , y
2
2) with |y1| =
1, |y2| = 2, while gr(FG, ·) is F2[t]/t4 with |t| = 1.
6. The differential on the first page
The goal of this section is to determine the d1 differential for the spectral sequence
E∗,∗1
∼= H∗(X/G)⊗ gr∪(C
0(G))
arising from a free G-space X . This is the last piece for Main Theorem 1.2 which we
will establish in the end of this section. The differential d1 of an element m⊗ 1∪ ∈
E0,∗1 is zero for degree reasons. Thus by the Leibniz rule and the multiplicative
structure of the E1-page, the differential d1 is fully determined by d1(1∪ ⊗ yi) for
yi ∈ Fα(i)C0(G). By the naturality established in Corollary 4.17, the mapX → EG
arising from a classifying map f : X/G→ BG induces a map of spectral sequences
which on the E1-page is just
f∗ ⊗ id : H∗(BG) ⊗ gr∪(C
0(G))→ H∗(X/G)⊗ gr∪(C
0(G)).
Thus to compute d1(1⊗yi) in the target, we can compute it in the source and apply
this map. It seems to be quite challenging to do this for general p-groups and all
yi. We will first calculate d1(1⊗yi) for yi with α(i) = 1 and then outline a strategy
to compute d1 in general in Remark 6.7.
For α(i) = 1, the differential d1(1∪⊗yi) lands in E
1,0
1
∼= H1(BG)⊗F 0(C0(G)) ∼=
H1(BG). Recall that H1(BG;F) = Hom(G;F).
Definition 6.1. If α(i) is one, let ai : G→ F denote the map
(fx00 . . . f
xa
a ) 7→ −xi.
Since α(i) = 1, this map is a group homomorphism by Remark 5.6. As a function
ai is just −yi. We denote it differently, since we consider yi ∈ C
0(EG) = FG and
ai ∈ C1(BG) = {f ∈ FG | f(e) = 0}. Especially ai represents an element in E
0,1
1
and yi represents an element in E
1,0
1 . Nevertheless, we will use that as a function
yi agrees with −ai and thus is a group homomorphism in the following proof.
Lemma 6.2. We have on the E1-page for EG and for any i with α(i) = 1:
d1(1∪ ⊗ yi) = ai ∈ E
0,1
1
∼= H1(BG;F) = Hom(G,F).
Moreover, the ai’s for α(i) = 1 form a basis of Hom(G,F) = H
1(BG;F).
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Proof. Under the identification with E1,01 , the element 1∪⊗yi corresponds to [yi] ∈
H0
(
F 1C∗(EG)
F 0C∗(EG)
)
. By definition of C∗(EG), we have:
dyi(g0, g1) = −(−1)
|yi|yi(d0(g0, g1)− d1(g0, g1))
= −yi(g0g1) + yi(g0)
= −yi(g1)
Thus dyi ∈ C
1(EG) is ai ∈ C
1(BG) ⊂ C1(EG). It follows that d1(1∪⊗yi) = ai. By
[Jen41, Theorem 5.5], we know that G2 is spanned by the commutator [G,G] and
all p-th powers of elements of G. Thus any group homomorphism G→ F sends G2
to zero. Therefore, the ai’s given above form a basis of Hom(G,F) = H
1(BG). 
In the special case of G = (Z/p)a, all α(i)’s are one. Hence we have fully
described the differential d1 in this case.
Corollary 6.3. For G = (Z/p)a the differential d1 sends a generic class [m] ∪
[y1]
x1 ∪ . . . ∪ [ya]xa to
a∑
i=1
(−1)|m|xi[m] ∪ [ai] ∪ [y
x1
1 . . . y
xi−1
i . . . y
xa
a ].
Proof. Note that d1([m]) = 0, since the target of the differential is zero. Now apply
the graded Leibniz rule, Lemma 6.2 and use that we already know the multiplicative
structure on the E1-page by Corollary 4.19. 
Our strategy to calculate d1 in general involves the action of gr(FG, ·) on the
E1-page from Remark 3.9 that we recall here.
Remark 6.4. Let g ∈ G with [g−1] ∈ I l/I l+1 be given. Right multiplication with
(g − 1) defines maps
.(g − 1): F kC∗(X)→ F k−lC∗(X)
inducing
.(g − 1): Ek,∗r → E
k−l,∗
r
which depend only on the class of [g − 1] ∈ I l/I l+1. These maps are derivations
by Corollary 4.2; the summand x.λg ∪ y.λg can be ignored, as it lives further
down in the filtration. Since these maps are derivations and the identification
E∗,∗1
∼= H∗(X/G) ⊗ gr∪(C
0(G)) from Corollary 4.19 is given by the ∪-product,
these maps solely act on the right factor.
We are particularly interested in the case of g = fj with l = α(j). To calculate
this action on the E1-page, it again suffices to look at the yi’s.
Lemma 6.5. If α(j) = 1, then
yj .(fi − 1) =
{
1 i = j
0 i 6= j
.
Proof. We evaluate in a generic group element h. Using again that yj is a group
homomorphism when α(j) is one, we obtain:
yj .(fi − 1)(h) = yj(fih)− yj(h) = yj(fi) =
{
1 i = j
0 i 6= j
. 
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The following lemma is crucial for our strategy to calculate d1 in general.
Lemma 6.6. Let J be the set of all indices i in 1, . . . , a with α(i) = 1 and let
k ≥ 0. For the spectral sequence arising from any free FG-cochain complex C∗, the
map
Ek+1,∗1 →
⊕
i∈J
Ek,∗1 , [x] 7→ ([x].(fi − 1))i∈J
is injective.
Proof. Under the identification of Corollary 3.7, the map above is given as the
identity on H∗(C∗/(C∗.I)) tensored with
IL−k−1
IL−k
→
⊕
J
IL−k
IL−k+1
, [x] 7→ ([x.(fi − 1)])i∈J .
Since tensoring with a vector space is exact, it suffices to show injectivity of the
second map. Now suppose that x.(fi−1) ∈ IL−k+1 for all i ∈ J . Since the elements
(fi−1)i∈J form a basis of the F-vector space I/I2 by Theorem 5.7 and x.λ ∈ IL−k+1
for all λ ∈ I2, it follows that x.λ ∈ IL−k+1 for all λ ∈ I. By Remark 4.3, this is
equivalent to x ∈ IL−k, i.e. [x] = 0. 
Remark 6.7. Now to compute d1(yj), we can first compute yj.(fi − 1) for all i
with α(i) = 1. Since these live in a lower filtration degree, these elements can
be written as a polynomial in the yk’s with α(k) < α(j). Thus we already know
d1(yj .(fi− 1)) = d1(yj).(fi− 1) for all i as above. But Lemma 6.6 tells us that this
uniquely determines d1(yj).
We illustrate this strategy in an example.
Example 6.8. Consider G = Z/4. Here a Jennings basis is given by f1 = 1, f2 = 2.
We determine d1 for the spectral sequence obtained by filtering C
∗(EG). The E1-
page consists of the four columns
E0,∗1 = H
∗(BG) ⊗ 1∪,
E1,∗1 = H
∗(BG) ⊗ y1,
E2,∗1 = H
∗(BG) ⊗ y2,
E3,∗1 = H
∗(BG) ⊗ y1y2.
By multiplicativity, it suffices to compute d1(y1) and d1(y2). We know that d1(y1) =
a1 by Lemma 6.2. To determine d1(y2), we follow the method described above.
Therefore, we compute first:
y2.(f1 − 1)(f
x1
1 f
x2
2 ) = y2(f1f
x1
1 f
x2
2 )− y2(f
x1
1 f
x2
2 ).
So now we have to write f1f
x1
1 f
x2
2 again in the Jennings basis and check whether
the exponent of f2 has changed. This happens exactly if x1 equals one. Thus
y2.(f1 − 1) equals y1. Hence
d1(y2).(f1 − 1) = d1(y2.(f1 − 1)) = d1(y1) = a1.
Recall that multiplying with (f1−1) is a derivation by Remark 6.4. Using Lemma 6.5
and that a1.(f1 − 1) ∈ E
−1,1
1 = 0, we obtain
(a1 ⊗ y1).(f1 − 1) = (a1.(f1 − 1))⊗ y1 + a1 ⊗ (y1.(f1 − 1)) = 0 + a1.
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By Lemma 6.6, we conclude that d1(y2) = a1 ⊗ y1 . So we have completely deter-
mined the structure of the E1-page for this group.
We collect the established results to prove Main Theorem 1.2.
Theorem 6.9. Let I ⊂ FG be the augmentation ideal for a finite p-group G and
L the nilpotency index of I minus one.
(1) Filtering the F-cochains of a free, G-space X via {C∗(X).IL−k}k gives rise to
a natural, multiplicative spectral sequence {dr : Ek,qr → E
k−r,q+1
r } converging
to H∗(X) whose E1-term is as a bigraded algebra naturally isomorphic to
Ek,q1
∼= Hq(X/G)⊗ grk∪(C
0(G)),
where gr∪(C
0(G)) denotes the graded ring associated to filtering FG = C0(G)
equipped with the pointwise multiplication by powers of the maximal ideal IL−k.
(2) This graded ring is isomorphic to F[y1, . . . , ya]/(y
p
1 , . . . , y
p
a) and the degree α(j)
of the classes yj correspond to the degrees of the elements of a Jennings basis.
(3) For classes yj with α(j) = 1, the differential d1 is given by
d1(x⊗ yj) = (−1)
|x|x ∪ aj ,
where the aj form an explicit basis of H
1(BG;F) and H∗(BG) acts on H∗(X/G)
through a choice of a classifying map X/G→ BG.
(4) Furthermore, multiplication with a group ring element of the form g − 1 ∈ Ik
induce a derivation E∗,∗r → E
∗−k,∗
r on each page which only depends on [g−1] ∈
Ik
Ik+1
.
(5) These derivations for [g − 1] ∈ I/I2 and d1(yj) when α(j) is one already de-
termine the entire differential on the E1-page.
Proof. (1) Since the filtration is natural, the spectral sequence is natural as well.
The spectral sequence is multiplicative by Proposition 4.4 and the E1-page
is given as above by Corollary 4.19. This isomorphism is natural by Corol-
lary 4.17. The spectral sequence converges to H∗(X), since the filtration has
finite length L.
(2) This is Proposition 5.15.
(3) This follows from the graded Leibniz rule and Lemma 6.2 with aj as in Defini-
tion 6.1.
(4) This is Remark 6.4.
(5) This is demonstrated in Remark 6.7. 
This spectral sequence relates to the Eilenberg-Moore spectral sequence as fol-
lows.
Remark 6.10. The C∗(BG)-DG-module C∗(EG) is semifree via the filtration
{F kC∗(EG)}k. For p = 2 and an elementary abelian 2-group G, the spectral
sequence agrees with the Gugenheim-May construction [GM74] of the Eilenberg-
Moore spectral sequence for the pullback
X //

EG

X/G // BG.
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For elementary abelian p-groups G with p odd, the E2-page is not isomorphic to
TorH∗(BG)(H
∗(X/G),F). The assumption on [GM74, p. 2] that the sequence
. . . Ek,∗1 (C
∗(EG))→ Ek−1,∗1 (C
∗(EG))→ . . . E0,∗1 (C
∗(EG))→ H∗(EG)
is exact holds if and only if p = 2.
7. The example of Iyengar and Walker
In this section, let G be an elementary abelian p-group (Z/p)a of rank a ≥ 2
generated by f1, . . . , fa. We will prove that the counterexamples D∗ from [IW18,
Theorem 3.1] cannot be realized topologically by a free G-space X , i.e. that there is
no quasi-isomorphism C∗(X) ≃ D∗ over FG. This is equivalent to the nonexistence
of an equivariant chain homotopy equivalence C∗(X) ≃ D∗ since these chain com-
plexes are free. Dualizing, it suffices to show that there cannot be an equivariant
chain homotopy equivalence C∗(X) ≃ D∗ between cochain complexes.
The strategy is to apply Theorem 6.9 to C∗(X) ≃ D∗. We will prove that d2p−2
does not vanish on a product, but it vanishes on both factors, so the Leibniz rule
is violated, providing a contradiction.
We recall the construction of [IW18] to write down the cochain complexes D∗
explicitly in Definition 7.1. The counterexamples of Iyengar and Walker to the
algebraic version of Carlsson’s conjecture are for p odd, rank a ≥ 8, and an integer
4 ≤ s ≤ a/2, but the construction itself works without the restrictions on p, a
and s. The examples are built as mapping cones of endomorphisms of the Koszul
complex of the group ring FG with respect to the sequence f1 − 1, . . . , fa − 1. The
endomorphism is of degree 2 and is given by multiplication with an element of the
form w = z1z2 + . . .+ z2s−1z2s, where the zi’s are representatives of the canonical
basis of the first homology of the Koszul complex. We shift the chain complex so
that the lowest nonvanishing homology group lies in degree zero.
We then apply the functor Hom(−,F[0]) from Section 2 to obtain the following
cochain complexes D∗.
Definition 7.1. Let 1 ≤ s ≤ a/2 be an arbitrary integer. Define a cochain complex
D∗ of free, right FG-modules as follows. For each subset J of {1, . . . , a}, we have an
FG basis vector bJ in dimension |J | and another FG basis vector bJ in dimension
|J |+ 3.
For a subset J of {1, . . . , a} and j ∈ {1, . . . , a}, let εJ (j) denote (−1)#{k∈J|k<j}.
The differential is defined as follows:
dbJ = (−1)
|J|+1
∑
j /∈J
εJ(j)bJ∪{j}.(fj − 1)
+ (−1)|J|
∑
{2j−1,2j}⊂J
j≤s
bJ\{2j−1,2j}.(f2j−1 − 1)
p−1(f2j − 1)
p−1,
dbJ = (−1)
|J|+1
∑
j /∈J
εJ(j)bJ∪{j}.(fj − 1).
The signs were calculated directly from the construction described above, but
are not important for this article. Definition 7.1 links to the construction as follows.
Remark 7.2. The FG-span of the bJ ’s forms a subcomplex of D
∗. This is a shifted
dual of the Koszul complex of FG and the quotient of D∗ by this subcomplex
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is a dual of the Koszul complex. The map given by multiplication with w =
z1z2 + . . . z2s−1z2s described in the construction is reflected in the differential of
Definition 7.1 with z2j−1z2j corresponding to (f2j−1 − 1)p−1(f2j − 1)p−1.
For F = F2, G = (Z/2)
2 and s = 1, the cochain complex D∗ is the cochain
complex of Example 3.8. Assuming that D∗ ≃ C∗(X), the spectral sequence has a
unit for the multiplication lying in E0,0r
∼= H0(D∗/D∗.I). It is straightforward to
calculate this cohomology group from the definition of D∗.
Remark 7.3. Note that H0(D∗/D∗.I) is isomorphic to F generated by the class
of b∅.
Recall that we have two different ways of expressing the E1-page. The first
one in Corollary 3.7 uses just the FG-module structure and is suitable for explicit
computations. The second one in Corollary 4.19 uses multiplicativity and that our
cochain complex arises from a G-space. The next proposition allows us to pass
between these two:
EL,q1 ⊗
IL−k
IL−k+1
∼= E
k,q
1
∼= E
0,q
1 ⊗ gr
k
∪(C
0(G)).
Definition 7.4. Let N ∈ IL ⊂ FG be the norm element N =
∑
g∈G g.
Note that N = (f1 − 1)p−1 . . . (fa − 1)p−1 and that E
L,q
1 → E
0,q
1 , c 7→ c.N, is
an isomorphism by Corollary 3.7.
Proposition 7.5. Let G = (Z/p)a and let a cochain complex C∗ of free, right
FG-modules be given. Assume that C∗ ≃ C∗(X) for some free G-space X . Then
we have on the E1-page for any multiindex (j1, . . . , ja) ∈ {0, . . . , p − 1}a and any
class c ∈ EL,∗1 :
c.(f1 − 1)
j1 . . . (fa − 1)
ja = u · c.N ∪ [y1]
p−1−j1 ∪ . . . ∪ [ya]
p−1−ja ,
where u ∈ F is some unit.
Proof. We proceed by induction on
∑
i ji. If that sum equals zero, we have to show
that the two maps
E0,∗1 → E
L,∗
1 , m 7→ m ∪ [y1]
p−1 . . . [ya]
p−1,
EL,∗1 → E
0,∗
1 , c 7→ c.(f1 − 1)
p−1 . . . (fa − 1)
p−1,
are up to a unit inverses of each other. We already know that both are isomor-
phisms by Corollary 3.7 and Corollary 4.19. Thus it suffices to consider one of the
compositions. Multiplying by fi − 1 is a derivation E∗,∗r → E
∗−1,∗
r by Remark 6.4.
It sends m ∈ E0,∗1 to zero, since the target would live in E
−1,∗
r = 0, and we know
its values on y1, . . . , ya by Lemma 6.5. Hence
(m ∪ [y1]
p−1 . . . [ya]
p−1).(f1 − 1)
p−1 . . . (fa − 1)
p−1 = ((p− 1)!)am,
which establishes the base case of the induction.
For the induction step, choose an index l with jl ≥ 1. Setting j′i = ji for i 6= l
and j′l = jl − 1, the induction hypothesis yields
c.(f1 − 1)
j′1 . . . (fa − 1)
j′a = u · c.N ∪ [y1]
p−1−j′1 ∪ . . . ∪ [ya]
p−1−j′a
for some unit u. Applying .(fl − 1) on both sides, we obtain
c.(f1 − 1)
j1 . . . (fa − 1)
ja = u(p− 1− jl + 1) · c.N ∪ [y1]
p−1−j1 ∪ . . . ∪ [ya]
p−1−ja
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and u · (p − jl) is our new unit. It cannot be zero, since jl ∈ {0, . . . , p − 1} was
assumed to be at least one. This completes the induction step. 
Assuming that D∗ arises as the cochain complex of a free G-space X , we exhibit
a class in H2(X/G) as a product of two classes in H1(X/G). This class will be
used to produce a class in E2p−2 for which the differential violates the Leibniz rule.
In the simplest case, i.e. in Example 3.8, this class lies in E2,22 in Figure 1 and it is
the product of two classes in E1,12 .
Lemma 7.6. Assume that D∗ ≃ C∗(X) as FG-cochain complexes for a free G-
simplicial set X. We have for some unit u′′ ∈ F:
[b{2}].N ∪ [b{1}].N = u
′′ · [b{1,2}].N in E
0,∗
1 .
Proof. We have by Proposition 7.5:
[b∅].N ∪ [y1] = u[b∅].(f1 − 1)
p−2(f2 − 1)
p−1 . . . (fa − 1)
p−1 ∈ E1,01 ,
[b{2}].N ∪ [y1] = u
′[b{2}].(f1 − 1)
p−2(f2 − 1)
p−1 . . . (fa − 1)
p−1 ∈ E1,11
for some units u, u′ ∈ F. Consider the representative
ub∅.(f1 − 1)
p−2(f2 − 1)
p−1 . . . (fa − 1)
p−1
for the class on the right-hand side of the first equation. Using Definition 7.1 we
can compute the boundary of this cochain. Since (fj − 1)k = 0 for k ≥ p, only one
summand in the boundary remains, namely
ub{1}.(f1 − 1)
p−1 . . . (fa − 1)
p−1 = ub{1}.N.
We can proceed like this for the other equation to compute the differential on the
right-hand side yielding u′b{1,2}.N . To compute the differential of the left-hand side
first recall the definition of aj ∈ H1(BG) from Definition 6.1. Using Corollary 6.3,
we obtain:
[b∅].N ∪ a1 = d1([b∅].N ∪ [y1]) = u[b{1}].N ∈ E
0,1
1 ,
−[b{2}].N ∪ a1 = d1([b{2}].N ∪ [y1]) = u
′[b{1,2}].N ∈ E
0,2
1 .
By Remark 7.3, we know that [b∅].N ∈ E
0,0
1 is the multiplicative identity of the
bigraded algebra E1 up to a unit. Thus the two equations above imply that
[b{2}].N ∪ [b{1}].N = u
′′[b{1,2}].N
for some unit u′′ ∈ F. 
The class appearing in the next technical lemma will be the image under d2p−2
of the class at which the Leibniz rule will be violated. Thus we want to show that
this image is nonzero.
Lemma 7.7. The class [b∅].N ∈ E
0,3
2p−2 is nonzero.
Proof. The chosen representative is a cycle, so all differentials vanish on it. Thus
it represents a class in E0,3r for all r. It remains to show that for r = 2(p− 1) it is
nonzero, i.e. that representative does not lie in
F−1D3 + d(F 2p−3D2)
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as in Definition 3.4. By Definition 3.3, the first summand is zero; the filtration
starts in degree zero. By Theorem 5.7, an F-basis for F 2p−3D2 is given by
bS .(f1 − 1)
j1 . . . (fa − 1)
ja ,
for |S| = 2, ji ∈ {0, . . . , p− 1} and∑
k
jk ≥ L− (2p− 3) = a(p− 1)− (2p− 3) = (a− 2)(p− 1) + 1.
Applying the differential of D∗ to such an element will always result in a linear
combination of the bJ ’s or the bJ ’s with J 6= ∅ for the following reason. The
only place where b∅ appears anywhere in the definition of the boundary of D
∗ in
Definition 7.1 is for db{2k−1,2k}. But there it appears with the group ring coefficient
(f2k−1 − 1)p−1(f2k − 1)p−1. One of j2k−1, j2k is at least one by the inequality for∑
k jk above, so the coefficient of b∅ in the boundary of
b{2k−1,2k}.(f1 − 1)
j1 . . . (fa − 1)
ja
is actually zero. This proves our claim. 
We now prove that D∗ cannot be realized topologically.
Theorem 7.8. Let D∗ be the free FG-cochain complex from Definition 7.1. Then
there is no space X with a free G-action such that D∗ and C∗(X) are chain homo-
topy equivalent as FG-cochain complexes.
Proof. If there was such a space X , we would get from Lemma 7.6 that [b{2}].N ∪
[b{1}].N = u[b{1,2}].N for some unit u ∈ F. Corollary 4.19 determines the multi-
plicative structure of the E1-page and thus
[b{2}].N ∪ [y1]
p−1 ∪ [b{1}].N ∪ [y2]
p−1 = u[b{1,2}].N ∪ [y1]
p−1 ∪ [y2]
p−1.
for some unit u ∈ F. We will prove that both factors are permanent cycles, while
their product is not a permanent cycle. This violation of the Leibniz rule contradicts
our assumption that D∗ ≃ C∗(X) for some free G-simplicial set X .
By Proposition 7.5, the factors and their product are
[b{1}].N ∪ [y1]
p−1 = [b{1}].(f2 − 1)
p−1 . . . (fa − 1)
p−1 ∈ Ep−1,11 ,
[b{2}].N ∪ [y2]
p−1 = [b{2}].(f1 − 1)
p−1(f3 − 1)
p−1 . . . (fa − 1)
p−1 ∈ Ep−1,11 ,
[b{1,2}].N ∪ [y1]
p−1 ∪ [y2]
p−1 = [b{1,2}].(f3 − 1)
p−1 . . . (fa − 1)
p−1 ∈ E2p−2,21
up to units. By Definition 7.1, the cochain b{1}.(f2− 1)
p−1 . . . (fa− 1)p−1 is a cycle
in D∗. Thus the class of the first row is a permanent cycle. The same argument
applies to the second class. The boundary of the canonical representative of the
last class is by Definition 7.1
b∅.(f1 − 1)
p−1 . . . (fa − 1)
p−1,
which does not represent the zero class in E0,32p−2 by Lemma 7.7. Thus the product
u[b{1,2}].N ∪ [y1]
p−1 ∪ [y2]p−1 is not a permanent cycle as claimed. 
The following corollary is Main Theorem 1.1.
Corollary 7.9. There is no topological space with a free (Z/p)a-action whose sin-
gular chain complex with F-coefficients is quasi-isomorphic to one of the counterex-
amples of Iyengar and Walker.
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Proof. Let X denote the simplicial set of singular simplices of a topological space
with a free (Z/p)a-action. Then X inherits a free action and we can replace the
singular chain complex of the topological space by the normalized chain com-
plex C∗(X). Let D∗ denote one of the counterexamples of Iyengar and Walker.
Suppose that there is a quasi-isomorphism C∗(X) ≃ D∗ over FG. Since these
chain complexes are free, the quasi-isomorphism is an equivariant chain homo-
topy equivalence. Dualizing, we obtain an equivariant chain homotopy equivalence
C∗(X) ≃ D∗. This contradicts Theorem 7.8. 
Although the best known lower bounds for the total dimension of H∗(X ;Fp) for
finite, nonempty, free (Z/p)a-CW complexes X and ofH∗(C∗) for finite, nonacyclic,
free Fp(Z/p)
a-chain complexes agree, the nonrealizability of the counterexamples
of Iyengar and Walker suggests that the two minima may be different. If a cochain
complex arises as the cochains of a finite, free (Z/p)a-CW complex, we obtain
additional structure on the spectral sequence from Main Theorem 1.2. For instance
the Leibniz rule provides restrictions on the differentials appearing on each page.
One may hope that this can be used to show that more classes survive.
In general the surjection operad S acts on the cochain complex of a simplicial
set. In this paper we use only very few of those operations, namely ∪ and ∪1.
By [MS03, Section 3], the surjection operad is filtered by suboperads Sn which are
quasi-isomorphic in the category of chain operads to the singular chains on the
little n-cubes operad. The operation ∪ lies in S1 and ∪1 lies in S2; this leads to the
following question.
Question 7.10. Let n ≥ 1 be given. What is the smallest total dimension of
H∗(C∗) for finite, free, nonacyclic F(Z/p)a-cochain complexes C∗ equipped with a
(Z/p)a-equivariant action of Sn?
Remark 7.11. In light of Remark 4.14 we could also require a compatible C0(G)-
Hopf module structure on the cochain complex C∗ appearing in the last question.
Compatibility means that the left coaction of C0(G) is induced by the G-action via
C∗ → C0(G)⊗ C∗, x 7→
∑
g∈G
g∗ ⊗ x.g.
It would be interesting to use the S-action to equip the spectral sequence with
additional structure. For instance one could ask, whether the Steenrod operations
on H∗(X ;F) for a free G-space X induce operations Ek,qr → E
k′,q′
r′ for suitable
r′, k′, q′.
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