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ABSTRACT 
A new technique for proving D,AD, theorems is given. Also a generalization of 
D,AD, theorems to multidimensional matrices is indicated. 
1. INTRODUCTION 
If A = ( ai j) is an n X n positive matrix, then a well-known theorem of 
Sinkhom [ 111 asserts that there exist positive numbers xi, yj, i = 1,2,. . . , n, 
unique up to a scalar multiple, such that the matrix (ai jxi yj) has all row and 
column sums equal to one. Several extensions of this result are available (see, 
for example, [3], [4], [6], [12]). It is customary to call theorems which assert 
the existence of diagonal matrices D, and D, such that D,AD, has prescribed 
line sums, D,AD, theorems. When D, = D, = D (for example, when A is 
symmetric), they are called DAD theorems. 
The purpose of this note is to give a new proof technique for proving 
D,ADs theorems. Using this technique, we will prove two results (Theorems 4 
and 6) for multidimensional matrices, which we will define later. 
Our main tool is the following welLknown result in topology, sometimes 
referred to as the Kronecker index theorem [lo, p. 1611. We let 
x~R”:xaO, i xi=1 
i=l 
and we denote by 8” the topological boundary of S”, that is, the set of points 
in S” which have a zero coordinate. 
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THEOREM 1. Let g: S” -+ S” be a continuous map such that g maps aSn 
into itself and the map g: JSn -+ aSn is of nonzero degree. Then g maps S” 
onto S”. 
We deduce two corollaries which will be used. 
COROLLARY 2. Let f: S” + S” be a continuous map such that if xi = 0 
for some i, then A(x) = 0. Then f maps S” onto S”. 
Proof. Define h:[O,l]XS” -+S” as h(t,x)=tx+(l-t)f(x). Then h is 
continuous, h(0, x) = f(x), and h(1, x) = x for all x E S”. Thus f: 8” -+ N’ is 
homotopic to the identity map and has degree one. Thus by Theorem 1, f 
maps S” onto S”. n 
Similarly we have the fohowing. [We write (Sri))) for S” X S” X . . . X S” 
taken k times.] 
COROLLARY 3. Let f:(Sn)k + (Sri))) be a continuous map such that if 
x E (Sri))) and if xi = 0 for some i, then J(x)= 0. Then f maps (Sri))) onto 
(Y)! 
2. RESULTS 
Let I, = (1,2,..., n}. By a multidimensional matrix of order n and of 
dimension k we mean a map h of (I,) k into the set of reals. We say that h is 
positive or nonnegative if it takes only positive or nonnegative values respec- 
tively. If h and g are multidimensional matrices of the same order and 
dimension, the relation h = g is defined in the obvious manner. 
Let h be a multidimensional matrix of order n and dimension k, and let 
i E I, and let j E I,. We define 
where the summation is with respect to indices I,, 1, 1. 1. I each ,..*, ,-I, ,+i,“‘~ k> 
taking values from 1 to n. Note that this definition extends that of a row and 
column sum of a matrix. If h is of dimension two, then h[l, j] is the jth row 
sum and h[2, j] is the jth column sum of h. 
If A=(aij) is a positive nXn matrix and if ri,si, i=l,2,...,n, are 
positive numbers with Cy= iri = Cy= isi, then a well-known theorem [8] asserts 
that there exist positive numbers xi, yi, i = 1,2,. . . , n, unique up to a scalar 
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multiple, such that the matrix (a i jx i yj) has its i th row (column) sum equal to 
ri (si), i = 1,2 ,..., n. The following is a generalization of this result. 
THEOREM 4. Let h be a positive multidimensional matrix of order n and 
dimension k, and for each i E I, and j E I,,, let ri j be a positive number such 
that EySlri j is the same for any i E I,. Then there exist positive numbers xii’ 
i E I,, j E I,,, unique up to a scalar multiple, such that if h is the multidimen- 
sional matrix defined by 
K(i,, i, , . . . ,ik) = h( i,, i,, . . . ,ik)xli,x2i2 . . . xkik, 
then F[i, j] = rij for each i E I, and je I,. 
Proof. Let T = (Sn)k. We will define a map f: T + T to which Corollary 
3 is applicable. Let z=(zij) be a point in T where i=1,2,...,k and 
j= 1,2 , . . . , n. Let g be the multidimensional matrix defined by 
g(i,,i,,..., ik) = h( i,, i,, . . . ,ik)zn,Zai, . . . zkip* 
We define 
f(z) = Y = (Y,j>, 
where, 
Note that f is continuous and f maps T into T. Further, if xi j = 0 for certain i 
and j, then yi j = 0 and hence by Corollary 3, f maps T onto T. 
Now consider the point v = (vii) in T where 
-1 
, i=1,2 ,..., k, j=1,2 ,..., n. 
Since f maps T onto T, there exists u = (uij) in T such that f(u) = v. Since 
vi j > 0 for all i, j, we have uij > 0 for all i, j. Now if we let xii = auij for each 
i, j, where a is a suitable constant, then the existence part of the theorem is 
proved. The uniqueness will be proved later. n 
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The above result has been extensively studied for k = 2, and several proofs 
and extensions are known. Sinkhom [ 111 considered the reduction of a 
positive matrix to a doubly stochastic matrix, where the proof is based on a 
simple iterative method. The reduction of a matrix to one with arbitrary row 
and column sums is shown by Menon [8, 91, who uses Brouwer’s fixed point 
theorem. The question of existence of nonnegative matrices of a given pattern 
and with prescribed row and column sums is treated in [2]. Another proof 
technique is based on minimizing a suitable function subject to certain 
constraints, and it essentially uses the Kuhn-Tucker theorem or Lagrangian 
multipliers [l, 71. The use of the Kronecker index theorem in this connection 
seems new. 
We will indicate the proof of uniqueness in Theorem 4 for matrices of 
dimension three. The general case can be handled similarly. The uniqueness 
in the case k = 3 follows from the next result. 
LEMMA 5. Let g and h be positive multidimensional matrices of order n 
and dimension 3, satisfying the following conditions: 
6) 
i g(i,j,k)= 5 h(i,j,k)=ri, i = 1,2 ,..., n, 
j,k=l j,k=l 
i irg(i,j,k)= 2 h(i,$k)=sj, j=l,2,...,n, 
i,k=l 
5 g(i,j,k)= k h(i,j,k)=t,, k=1,2 ,..., n; 
i,j=l i,j=l 
(ii) there exist positive numbers xi, yi, zi, i = 1,2,. . . ,n, such that 
g(i, j, k) = h(i, j, k)xiyjzk for each i, j, k. 
Theng=h. 
Proof. We have 
g(i, j, k) 
*i 
= h(i, $ k)Yfky i, j,k=1,2 ,..., n. 
Thus 
i = 1,2 ,..., n. 
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By the generalized arithmetic mean-geometric mean inequality, 
n n 
x; rk > n n (Yj'k) h(i, j,k) ) i=1,2 )...) 12. 
j=l k=l 
Therefore, 
Now by (i) it follows that 
Interchanging the roles of g and h in the above and replacing xi by x; ‘, yj by 
Yj- ‘3 and zk by zk- ‘, We get 
and hence 
Thus ail the inequalities above must be equalities. This implies that xi = xi, 
yi = yi, f;i = zi, i = 2,. . . ,n2. Put xjyj+ = xiyiz, in (ii) and sum with respect 
to j, k. It follows that xiyiz, = 1 and the proof is complete. n 
If A = (ai j) is a positive n X n matrix, Sir&horn [12] has shown the 
existence of positive numbers xi,. . . , x, such that the matrix (aijxixj) has all 
row sums equal to one. This result has been extended to the case of 
nonnegative matrices [4, 51. The reduction of a symmetric matrix to one with 
arbitrary row (and column) sums is proved in [3]. The result that we prove 
now is a generalization of a result in [4] to the case of multidimensional 
matrices. 
THEOREM 6. Let h be a nonnegative multidimensionul matrix of order n 
anddimensionksuchthuth(i,i ,..., i)>O,i=1,2 ,..., n,andletr,,r, ,..., r,, 
be positive numbers. Then there exist positive numbers xl, x2,. . . ,x, such that 
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if 6 is the multidimensional matrix defined by 
K(i,,i,,..., ik) = h(i,, i,, . . . ,ik)xi,xi, . . . xi,, 
k[l,j] = rj, j= 1,2 ,..*, n. 
Proof. We will define a map f: S” + S”. Let z E S” and let g be the 
multidimensional matrix defined by g( i,, . . . , ik) = h( i, , . . . ,ik)zi, . . . zi,. We 
define f(z) = y where 
NotethatsincezES”,~~>Oforsomej,andsinceh(~...,j)>O,C~=~g[l,j] 
> 0. Thus f is well defined. Also f is continuous, and if zj = 0 for some j, then 
4(z) = 0. Thus by Corollary 2, f maps S” onto S”. Now the existence of 
x1, x 2,. . . ,x, is proved as in the proof of Theorem 4. n 
Z want to thank Mr. Sunil R. Potdar for typing the manuscript. I also 
thank the referee for suggestions towards improving the presentation of the 
paper. 
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