This study presents a model that delivers more accurate forecasts of the revised rather initial estimates of the quarterly GDP growth rate in Switzerland during the period of the recent financial crisis. The key explanation to our findings is that our model, capitalizing on the information contained in the Business Tendency Surveys, is able to predict future revisions of the initial estimates. Our findings imply that there seems to be a scope for improvement of how preliminary estimates of the quarterly GDP growth rate are produced in Switzerland.
Introduction
First releases of GDP figures are routinely followed by all interested parties. These numbers summarise the most recent official view on the current economic conditions and hence are rightfully regarded as the most important single indicator of economic activity. However, it is also a well-known fact that the subsequent GDP releases often (quite substantially) modify the previously published figures (see Cuche-Curti et al., 2008 , for an earlier analysis of GDP revisions in Switzerland). For example, in June 2010 the first release of quarter-on-quarter growth rate of real GDP in Switzerland for the first quarter of 2010 was 0.41. Three months later in the next GDP release this figure was modified to 1.03.
Under such conditions the first GDP releases are to be taken rather cautiously and the excessive reliance on them for decision making may not be warranted. Assuming that the subsequent revisions bring us closer to the true but unobserved final figures, one may be interested in discovering ways on whether future revisions can be predicted using either information from past revisions or from a set of some alternative economically relevant indicators. In this paper we resort to the latter approach and investigate whether the information contained in the business tendency surveys help us predicting future GDP revisions in Switzerland.
Our study has the following distinctive features. First, following Jacobs and van Norden (2011) we treat the true unobserved GDP figures as a latent variable which values can be inferred by means of unobserved components models (Harvey, 1989) . This class of models links unobserved and observed variables in a statespace representation and the unknown parameters are estimated by the Kalman filter algorithm. Secondly, in order to account for the fact that the GDP variable is observed each quarter and the surveys are monthly variables we follow Mariano and Murasawa (2003) in combining variables observed at different frequencies into a small-scale mixed frequency factor model. This latent factor, commonly shared by all modelled variables, has a natural interpretation of representing true but unobserved stance of the economy. For modelling of the interrelationships between the quarterly GDP growth rate and the surveys we adopted the framework proposed in Camacho and Perez-Quiros (2010a,b) , reflecting the fact that surveys tend to be closely related to annual rather than quarterly growth rates of the reference time series. Thirdly, we utilize the complete set of sequentially released historical GDP vintages in our exercise. This allows us to distinguish between first-published and revised estimates of the GDP growth rate. Unfortunately, a similar real-time database of survey indicators does not exist. However, since survey time series undergo rather minor revisions, we take them as they are available now. Then for each GDP vintage we truncate them according to the known stable pattern of publication lags. As a result of this pseudo-real-time simulation, we imitate the information flow as it was available to a forecaster in the past. Fourthly, our forecast evaluation sample starts in 2006Q4 and ends in 2010Q2. Such a choice of the evaluation sample allows us to focus specifically on the period of the recent financial crisis when the precise up-to-date information on the current developments in the economy is especially in high demand.
The main finding of our study is that the future revisions of the GDP growth rate in Switzerland are highly predictable, at least during the period in question. This implies that the first GDP releases do not utilise all the timely available information, and hence there is a scope for improvement of how preliminary 1 estimates of the GDP growth rate are produced.
The rest of the paper is structured as follows. Section 2 outlines GDP estimation and revision process in Switzerland. The modelling framework and the obtained results are presented in Sections 4 and 5, respectively. The final section concludes.
Data description
There are two federal agencies the Swiss Federal Statistical Office (SFSO) and the State Secretariat of Economic Affairs (SECO) that are involved in publishing GDP estimates in Switzerland. The SFSO releases annual GDP estimates for a year y in the following three steps. The first and second provisional estimates are released in the following years y + 1 and y + 2. The third final estimate of GDP is released in year y + 3, i.e. three years later. All the releases typically take place at the beginning of September of respective years.
The system of quarterly national accounts is maintained by the SECO. The SECO publishes GDP estimates for a quarter q with a lag of about two months after the end of that quarter. In production of the quarterly national accounts the SECO relies on the information provided by the SFSO and a set of high-frequency indicators 1 that are used for temporal disaggregation of annual figures.
In our paper we focus on the following GDP releases: the first release of the quarterly growth rate for a quarter q by the SECO and the estimated quarterly growth rate for the same quarter released when the first provisional annual GDP estimate, calculated by the SFSO, becomes known. Consequently here a GDP revision is defined as the difference between the latter and the former estimates of the GDP growth rate. Table 1 for which forecasts are made, is 2010Q2, the relevant monthly data sets reflect the data stand in June, July, and August.
This real-time setup of the montly data vintages implies that one-step ahead forecasts of the GDP growth rate in a particular quarter q can be made either in the middle of the last month of this quarter (nowcast), or in the middle of the first (backcast − 1) or second (backcast − 2) month of the quarter q + 1. For example, for the fourth quarter of 2006 a one-step ahead prediction can be made either in the middle of December, January, or February. The drawback of the nowcast is that not all monthly values of the important coincident indicator (PMI) are incorporated into the information set. Hence, one expects that such a loss of information could result in inferior forecast accuracy compared to backcasts when all monthly values of the PMI indicator are included in the information set. As a result, we are left with backcasts, which, as it will be shown below, produce a very similar prediction accuracy. Since the backcast − 1 is more timely than the backcast − 2 we report the results of an out-of-sample forecasting exercise for the one-step ahead predictions made in the middle of the first month of the next quarter q + 1. Given the two-month publication lag of GDP data it implies that our forecast precedes the first official release by about six weeks and by 7.5 to 16.5 months the quarterly GDP estimates based on the first annual GDP estimate by the SFSO, depending on a quarter under scrutiny.
Econometric approach
The setup for modelling of mixed-frequency data is adapted from Mariano and Murasawa (2003) . The quarterly variable y t , which corresponds to the observed quarter-on-quarter growth rate of real GDP in empirical application, has an unobserved monthly counterpart y * t . Furthermore, a linear approximative relationship between y t and y * t is assumed
see Mariano and Murasawa (2003) for more details. We also assume that the dynamics of a monthly GDP growth is governed by two components:
where f t is the common factor shared by y * t and the selected monthly survey indicators z t = (z
u t is an idiosyncratic component. A similar two-component dynamic structure is also imposed on the indicators.
The measurement equation summarises the relationship between observed variables on the one hand and unobserved variables like the common factor and idiosyncratic components on the other:
t−3 . This implies that in the measurement equation some indicators are specified with contemporaneous values like z
but the indicator z gg t is specified with a lead of three months and the remaining indicator z f 8c t enters with a lag of three months relative to the variable y t . This 4 is done in order to account for the cross-correlation pattern between the indicators that allows us to extract the latent common factor more efficiently. For example, we found out that cross-correlation between z P M I t and z gg t+j is maximized for j = 3. Hence by stating that the indicator z gg t enters the model with a lead of three months we can better identify a business cycle component provided that the corresponding loading coefficient β remains significant. Similar considerations are behind our decision to lag the indicator z f 8c t by three-months. In doing so we acknowledge that compared to the PMI-indicator, which is widely regarded as a coincident indicator 3 , the indicator z f 8c t is a leading one.
In order to clarify the treatment of indicators we present the dataset in Table 2 t , respectively. The latter dataset is used for parameter estimation and predictions.
In specifying the relationship between the latent factor and the survey indicators we followed Camacho and Perez-Quiros (2010a,b) by stating that the levels of surveys are related to the sum of the contemporaneous and eleven lagged values of the common factor. This modelling approach reflects the fact that surveys tend to be closely related to annual rather than quarterly growth rates of the reference time series. Observe that for one survey indicator z f 2a t we made an exception and directly related it to the monthly factor. The reason is that the corresponding question asks respondents to evaluate the change in the order backlog compared to the previous month.
Then dynamics of the factor and the idiosyncratic components is specified as the first-order autoregressions
, so that all the common factor and unit-specific components are orthogonal. We also impose the following identifying restriction σ 2 f = 1. The corresponding state space representation has to account for relation (1) as well as for eleven lags of the factor f t present in th measurement equation. The state vector is s t = (f t , f t−1 , f t−2 , ..., f t−10 , f t−11 , u t , u t−1 , ..., u t−4 , υ
Then the transition equation summarising the dynamics of the latent factor as well as the idiosyncratic components can be compactly stated in the matrix form as follows:
where ς t = (ǫ t , ζ t , ζ which also handles the missing observations present in the dataset, see Table 2 .
Results
In this section we first report the model estimation results obtained for the full sample. Then we describe model forecasting performance out of sample. Table 3 reports the values of the factor loading coefficients to each of the indicator time series for the factor model estimated for the full sample. They are all positive and statistically significant at the 1% level.
Estimation results for the full sample
This signals that our model successfully accounts for common dynamics shared not only among the survey time-series but, more importantly, also by the quarterly GDP growth rate. The positive sign of the loading coefficient indicates that these indicators are pro-cyclical, as expected. As shown in Figure 1 4 For model estimation some of the functions in the SsfPack Basic software were used (Koopman et al., 1999) .
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In order to assess the in-sample fit of the factor model it is also instructive to examine the dynamics of the two components in the measurement equation for the GDP growth rate. The components on the right side can be labelled as the signal (β(1/3f t + 2/3f t−1 + f t−2 + 2/3f t−3 + 1/3f t−4 )) and the noise (1/3u t + 2/3u t−1 + u t−2 + 2/3u t−3 + 1/3u t−4 ) components. The former describes the signal from the factor that is loaded into the variable of interest and the latter describes the residual. Both components are depicted in Figure 3 The signal and noise components are almost orthogonal exhibiting correlation of 0.06.
Out-of-sample forecast evaluation
Next we turn to the out-of-sample assessment of the factor model. We compare its forecasting accuracy with the two benchmark models: a random-walk (RW) model, corresponding to the projection of the historical mean of observed growth rate, and a first-order autoregressive (AR) model. The metric is the Root Mean Squared Forecast Error (RMSFE). The forecast evaluation sample is from 2006Q4 till 2010Q2. Table 4 reports the results. The forecast accuracy is assessed using the two sets of quarterly GDP growth rate. The first-published GDP growth rate which is referred to as "SECO". The second set includes the quarterly GDP growth rate published whenever the first annual GDP estimate by the SFSO is released. The latter set is referred to as "SECO(SFSO)". Since for the last two quarters in our forecast evaluation sample (2010Q1 and 2010Q2) we don't have the observations corresponding to the "SECO(SFSO)" release, we use the corresponding values from the vintage released in September 2010.
On the basis of information in Table 4 several observations can be made. First, the factor model predicts GDP growth rate reported later after the quarterly breakdown of the annual SFSO estimates much better than first-releases. The corresponding RMSFE are 0.20 against 0.27, implying the reduction of about 70%.
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Interestingly, the opposite is observed for both the benchmark models: 0.67 vs 0.51 for the RW model and 0.56 vs 0.40 for the AR model. Secondly, the AR model produces more accurate forecasts than the model based on a historical mean. Nevertheless, the factor model still improves upon the performance of the AR model. The respective RMSFE ratios are 0.35 and 0.66 for "SECO(SFSO)" and "SECO" releases. The forecasting performance of the factor model for both the sets of GDP growth rate is presented in Figure 4 .
The ability of the factor model to produce more accurate forecasts of revised rather than first-published estimates of the GDP growth rate is a remarkable finding. Hence it is instructive to investigate the sources of such improvement in forecast accuracy. Apparently, the explanation to this finding is related to the ability of the factor model to predict future revisions. However, given the timing of when predictions are made the extent and the magnitude of a future revision can only be assessed once a preliminary estimate of the growth rate is released by the SECO: thus, only in six weeks after predictions are made. At this point our model delivers a judgment of how likely that the initial estimate will be revised in future and by how much.
For example, if the prediction error with respect to the initial estimate is small, than we conclude that it is very likely that the initial estimate will be only slightly revised. On the contrary, in case if the prediction error is relatively large, than it is very likely that a substantial revision will take place.
The hypothesis that we going to test is that if the factor model predicts higher (lower) quarterly growth rate than the first-released GDP data than it implies that growth rate will be adjusted upwards (downwards) in the subsequent revision. 6 A sequence of (negative) prediction errors based on the first-released GDP data (denoted as "FM-SECO") and the revisions ("SECO(SFSO)-SECO") is plotted in Figure 5 .
In order to formally assess whether revisions are predictable we use the following two approaches. First, we conduct the Pesaran-Timmermann test of directional accuracy. Here we test the hypothesis whether a sign of a prediction error with respect to the first-released GDP data is informative about the sign of a future revision. To set up the necessary notation, let Y t be an indicator variable that takes value of one whenever a revision "SECO(SFSO)-SECO" t > 0 and zero otherwise. An indicator variable X t is similarly defined for "FM-SECO" t > 0. The final indicator variable Z t takes value of one when the following condition fulfilled sign("SECO(SFSO)-SECO" t ) = sign("FM-SECO" t ) and zero otherwise. Then the corresponding shares are
where P is share of correctly predicted revision directions. The Pesaran and Timmermann (1992) test is based on the following test statistic
where P ⋆ = P Y P X + (1 − P Y )(1 − P X ). The variances of P and P ⋆ are
Under the null hypothesis of independence the test statistic has an asymptotic standard normal distribution.
The results of the Pesaran-Timmermann test are reported in Table 5 . The share of correctly predicted revision directions is 11/14 = 0.786. The corresponding test statistic is significant at the 5% level. It implies that the factor model is useful for predicting directions of future revisions in the period under scrutiny.
Second, we verify whether not only direction of revisions but also their magnitude could be predicted.
Hence we run a simple regression of revisions "SECO(SFSO)-SECO" on prediction errors "FM-SECO", see The regression diagnostic tests are reported in Table 6 . 7 No departures from the OLS regression assumptions can be detected. The cross-plot of revisions against prediction errors along with the regression line is reported in Figure 6 .
As a concluding word, we would like to reiterate that our results suggest it is possible to design a model that produces more accurate forecasts of revised rather than initial estimates of the quarterly GDP growth rate. At the same time, it is worthwhile pointing out that the results presented above that were obtained ex post. Ex ante, it would be rather difficult to design a model that could deliver similar results in a genuine real-time exercise given inherent uncertainty regarding model specification, indicator selection, and, last but not least, a long waiting time before revised estimates are published. In addition, one cannot be sure that the present model will continue delivering similar results in the future. However, our paper contains at least one definitely outstanding message. Namely, the volatility of the revision process, that made our results possible, ought to be reduced and reduced drastically.
Conclusions
In this paper we constructed a small-scale mixed-frequency dynamic factor model using data for Switzerland.
The factor model combines the quarterly GDP growth rate and the monthly survey indicators. We evaluate the forecasting performance of the model during the period of the recent financial crisis when accurate information on the current stance of the economy is especially in high demand. We demonstrate that this factor model produces more accurate forecasts than the alternative benchmark models such as a random-walk model and a first-order autoregressive model. More importantly, the factor model produces more accurate forecasts of the revised rather than first-published estimates of the GDP growth rate. We demonstrate that this remarkable finding could be explained by the fact that the factor model is useful for predicting not only directions of future GDP revisions but also their magnitude, at least during the period under scrutiny.
We conclude that there seems to be a scope for improvement of how estimates of the GDP growth rate are produced in Switzerland: in particularly, in the direction of reducing volatility of subsequent revisions. 
where Notes: a The column denotes a GDP vintage used for computation of forecast errors of the alternative models. b Columns "FM", "RW" and "AR" denote RMSFE attained by the factor model, the random-walk model and an autoregressive model of order one. "FM/RW" and "FM/AR" denote the RMSFE ratios for the respective model pairs. 
