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1 Introduction
The old Fronsdal’s programme – that consists in introducing consistent interactions among
massless higher-spin fields [1] – still remains an important open mathematical problem of
classical field theory. Numerous preliminary results toward this goal have been obtained
(see e.g. the review paper [2] and references therein) which reveal surprising properties
of higher-spin gauge fields. A better (“geometrical”) understanding of the gauge structure
underlying these theories will presumably be necessary for actually completing Fronsdal’s
programme. As a very preliminary step in this direction, some properties of the Abelian
gauge transformations of the free theories are investigated closely in the present paper.
More precisely, we focus on the following problems: the determination of all gauge invariant
functions and all Killing tensor fields of free completely symmetric tensor gauge field theories
in flat background, respectively on-shell and off-shell, under the sole assumption of locality.
These problems are solved in both constrained and unconstrained metric-like approaches.
The plan of the paper is as follows. Free higher-spin gauge theories are reviewed in
Section 2 where the problems addressed are formulated in a more precise way. As explained
in Section 3, the problems are solved via a cohomological reformulation in the Becchi-Rouet-
Stora-Tyutin (BRST) formalism and their general solutions are contained in the corollary of
Theorem 1 and in Theorem 2 which are given in the section 4 that concludes the paper. In
order to spell out the notation and make the paper as self-contained as possible, Appendix
A reviews some textbook material on irreducible representations of the general linear and
orthogonal Lie algebras. Theorems 1 and 2 are respectively proved in Appendices B and C.
2 Statement of the problems
Einstein’s gravity theory is a non-Abelian massless spin-2 field theory, the two main formu-
lations of which are the “metric” and the “frame” approaches. In a very close analogy, there
exist two main approaches to higher-spin (i.e. spin s > 2) field theories that are by-now
referred to as “metric-like” [1, 3] and “frame-like” [2, 4]. The present paper essentially deals
with the former approach where the massless field is represented by a completely symmetric
field ϕ of rank3 s > 0, the gauge transformation of which reads
δεϕµ1... µs = s ∂(µ1εµ2...µs) , (1)
where the curved bracket denotes complete symmetrization with strength one4 and the Greek
indices run over n values (n ≥ 3). The gauge parameter ε is a completely symmetric tensor
field of rank s − 1. For spin s = 2, the gauge field ϕµν represents the graviton while the
gauge transformations (1) correspond to linearized diffeomorphisms.
Originally, some algebraic constraints were imposed on the metric-like gauge field and
gauge parameters [1, 3]. More precisely, given ηµν the metric tensor of the flat background
5,
3Throughout this text, the spin s is taken to be a strictly positive integer. Note that the half-integer spin
case is also covered here since all the results apply to fermions by simply replacing the spin s by its integer
part [s].
4For example, ϕ(µ1... µs) ≡ ϕµ1... µs .
5Our results are independent of the choice of signature because they rely on algebraic considerations only.
For physical reasons, we choose the Lorentzian signature.
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the gauge parameter ε was taken to be “traceless” (s ≥ 3) and the gauge field ϕ to be
“double-traceless” (s ≥ 4).




Thus the previous “trace” constraints are written as
ε′µ1...µs−3 = 0 , ϕ
′′
µ1...µs−4
= 0 . (2)




ogously, the “double traceless” part of T is denoted by T˜µ1...µr (T˜
′′
µ1...µr−4
= 0). Hence, the
constraints (2) can also be written
εµ1...µs−1 = ε̂µ1...µs−1 , ϕµ1...µs = ϕ˜µ1...µs .
Recently [5], Francia and Sagnotti realized that the algebraic constraints (2) could be
consistently relaxed in the sense that the former theory appears as a gauge fixing of a con-
sistent non-local theory without any trace constraint. The former and latter formulations
will be referred to as “constrained” and “unconstrained” approaches (see [6] for pedagogical
reviews on both of them). Though the absence of the constraints (2) simplifies our alge-
braic analysis, the non-locality property of the unconstrained approach is still rather elusive,
therefore both cases will be treated for the sake of completeness.
2.1 Gauge invariant functions
There is a general belief that a local function of the completely symmetric gauge field ϕµ1... µs
is gauge invariant under unconstrained gauge transformations if and only if it depends on ϕ
only via the de Wit–Freedman curvature tensor field [3]
Rµ1... µs , ν1... νs := ∂µ1 . . . ∂µsϕν1... νs + . . . (3)
and its partial derivatives. The dots stand for the terms necessary for the tensor R to belong
to the irreducible gl(n)-module associated with the rectangular two-row Young diagram of
length s depicted ss , so that R satisfies the algebraic identities
Rµ1... µs , ν1... νs = R(µ1... µs) , ν1... νs = Rµ1... µs , (ν1... νs) ,
R(µ1... µs , ν1)ν2... νs = 0 .
For constrained fields and parameters, the most general local gauge invariant function of ϕ
is believed to depend only on the de Wit–Freedman curvature tensor R and on the Fronsdal
tensor








together with their derivatives.
We would like to put the previous expectations on firm mathematical grounds. Part of
the present paper (Section 4.1) is therefore mainly devoted to a mathematically rigorous
analysis of the following problem: the determination of all possible gauge invariant local
functions depending on the gauge field ϕ and a finite number of its partial derivatives both
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in the unconstrained and constrained approaches. Actually, the answer depends on whether
the system is studied on-shell or not since, for instance,
Fµ1... µs ≈ 0 (5)
in the constrained approach. The symbol ≈ means that the equality holds on-shell. By
combining the Damour-Deser identity [7] (which relates the trace of R to s − 2 exterior
derivatives of F) with the generalized Poincare´ lemma [8], we argued in [9] that the field
equation
R′µ1... µs , ν1... νs−2 ≈ 0 (6)
in the unconstrained approach is dynamically equivalent to (5) in the constrained approach.
More precisely,
Fµ1... µs(ϕ˜) = 0 , δϕ˜µ1... µs = s ∂(µ1 ε̂µ2...µs)
⇐⇒ R′µ1... µs , ν1... νs−2(ϕ) = 0 , δϕµ1... µs = s ∂(µ1εµ2...µs) . (7)
The spin-s Weyl-like tensor W is defined as the traceless part of the spin-s tensor R,
Wµ1... µs , ν1... νs := R̂µ1... µs , ν1... νs ,
hence it belongs to the irreducible o(n−1, 1)-module associated with the rectangular two-row
Young diagram of length s. In both approaches, the on-shell de Wit – Freedman tensor is
equal to the Weyl-like tensor
Rµ1... µs , ν1... νs ≈ Wµ1... µs , ν1... νs .
A prerequisite of Vasiliev’s unfolded approach is the determination of all on-shell nontrivial
derivatives of the fieldstrengths. The spin-s de Wit – Freedman tensor obeys some differential
Bianchi identity and, on-shell, it is traceless, divergenceless and satisfies the massless Klein-
Gordon equation [9]. This implies that the kth partial derivatives of the spin-s de Wit –
Freedman tensor belong off(on)-shell to the irreducible gl(n)(o(n− 1, 1))-module labeled by
the two-row Young diagram s+ ks . They span the so-called “twisted adjoint
module” and play a fundamental role in the unfolded approach.
To address the previously-stated problem of determining the gauge-invariant local func-
tions of the (un)constrained symmetric gauge field ϕ, we reformulate it as a cohomological
problem in the BRST formalism (see e.g. [10] for a comprehensive review). More precisely,
we use the fact that the set of such gauge invariant functions is given by the local BRST
cohomology group H0(s) in vanishing ghost number in the sector without antifields. This
cohomology group is actually identical to the cohomology group H0(γ) of the longitudinal
exterior differential γ in the sector without antifields. In the present paper, the complete
local cohomology of γ is determined. This result is useful because the knowledge of H∗(γ)
is the first ingredient in the computation of the local BRST cohomology group Hn,0(s| d)
in top form degree and in vanishing ghost number for higher-spin gauge theories, a subject
which will be addressed later in the context of the classification of local consistent vertices
for higher-spin gauge theories in flat space-time [11].
These results will be compared to two other cohomological analyses of somewhat related
problems: the generalized Poincare´ lemma of [8] (extended to arbitrary irreducible tensors
under the general linear group in [12]) and the problem of writing down non-trivial equations
in the unfolded formalism [13] (see also Sections 9 and 10 of [2] for a review).
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2.2 Killing tensors
Another problem of physical interest for a better understanding of the higher-spin symme-
tries is the determination of all Killing tensor fields on Minkowski space-time, that is, the
symmetric tensor fields satisfying the following (off-shell) Killing-like equation [14]
∂(µ1εµ2...µs) = 0 . (8)
Actually this problem is easy to solve for tensor fields εµ1...µs−1(x) which are formal power
series in x. Killing tensor fields on spaces of constant curvature have been extensively studied
by mathematicians (see e.g. [15, 16]).
A more involved problem is the determination of all local “on-shell Killing tensor fields”.
Non-trivial on-shell Killing tensor fields on flat space-time are solutions of the conditions
∂(µ1εµ2...µs) ≈ 0 , εµ1...µs−1 6≈ 0 , (9)
which define a cohomological problem. Again, in order to address this problem we formulate
it in the context of the local BRST formalism, by using the fact that these local non-trivial
on-shell Killing tensor fields are in one-to-one correspondence with cocycles of the local
Koszul-Tate cohomology group Hn2 (δ|d) in top form degree and antifield number two [17].
Though interesting in its own sake, the knowledge of Hn2 (δ|d) is the second ingredient in the
computation of the local BRST cohomology group Hn,0(s|d) [11].
Generally speaking, the global symmetries of a solution of some field equation correspond
to the space of gauge parameters leaving the gauge fields invariant under gauge transforma-
tions evaluated at the solution. Furthermore, for the flat vacuum solution they are expected
to correspond to the full symmetry algebra of the theory. More specifically, the Killing ten-
sors (8) of the infinite tower of higher-spin fields should be related to a higher-spin algebra
(if any) in flat space-time. Indeed, we prove in Corollary 3 (Subsection 4.2) that they are
in one-to-one correspondence with the elements of a Minkowski higher-spin algebra that can
be obtained as a quotient of the universal enveloping algebra U(iso(n−1, 1)) of the Poincare´
algebra or as an Ino¨nu¨-Wigner contraction of the anti de Sitter / conformal higher-spin
algebras of Eastwood and Vasiliev [18, 19] in the flat limit Λ→ 0.
These higher-spin gauge symmetry algebras might eventually find their origin in the
general procedure of “gauging” some global higher-symmetry algebras of free theories, as
we argue now. Reformulating an observation of [20], the action of a complex bosonic field
φµ1...µt with arbitrary spin t is invariant under the global infinitesimal transformations
δλφµ1...µt = i
s−2 λν1...νs−1∂
ν1 . . . ∂νs−1φµ1...µt , (10)
where λν1...νs−1 are completely symmetric constant real tensors. For s = 1, one recovers
the usual infinitesimal u(1) phase transformation and, for s = 2, one obtains the usual
infinitesimal action of the translation group Rd. If one tried to gauge the global symmetry
transformations of the form (10) by replacing the constant parameters λν1...νs−1 by arbitrary
completely symmetric tensor fields εν1...νs−1, then the usual prescription would require the
introduction of some connection in order to define proper covariant derivative. It is suggestive
to interpret the gauge fields ϕµ1...µs as entering into the definition of the connection so that
the Abelian gauge transformations (1) should somehow correspond to the linearization of the
non-Abelian gauge transformations. Moreover, the trace condition on the gauge parameter
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may find a natural explanation according to this line of thinking. For a scalar field (t = 0),
the infinitesmal transformation (10) reads
δλφ ≈ i
s−2 λ̂ν1...νs−1∂
ν1 . . . ∂νs−1φ , (11)
that is, the parameters may be assumed to be traceless without loss of generality, since
(2 −m2)φ ≈ 0. This is in agreement with the fact that trace conditions are present in the
so-called “on-shell” higher-spin algebra and not in the “off-shell” one (see Section 5 of [2]).
Let {P µ} be a basis of the (Abelian) translation algebra Rn that is represented by the
Hermitian operators Pµ = i∂µ acting on φµ1...µt . The Hermitian kinetic operator K(P) for
the field φµ1...µt is an element of the polynomial algebra R[P
µ]. The translation operators
−iλµP
µ obviously generate symmetries of the quadratic action
∫
〈φ|K|φ〉 since they are anti-
Hermitian and commute with the kinetic operator, but the same is true for any product of
such translation operators, therefore the universal enveloping algebra of the translations gen-
erates an infinite-dimensional algebra of global symmetries of the free theory. The universal
enveloping algebra of an Abelian Lie algebra is the corresponding polynomial algebra, in our
case U(Rn) ∼= R[P µ]. This algebra is unitarily represented by the anti-Hermitian operators
−iλν1...νs−1P
ν1 . . .Pνs−1 acting on the field φµ1...µt as in (10). (The symmetry algebra R[P
µ]
should be quotiented by the ideal of elements proportional to K(P) in order to obtain the
algebra of non-trivial symmetries of the action. For t = 0 and K = P2 + m2, the action
of the latter algebra on the scalar φ is written explicitly in (11).) The Abelian Lie alge-
bra6 hs(Rn) of the higher-symmetries (10) is obtained from the associative algebra U(Rn)
with the Lie bracket given by the commutator. The symmetry group HS(Rn) is obtained by
exponentiation of hs(Rn) with generic element U in the unitary representation:
U = exp(−iλν1...νs−1P
ν1 . . .Pνs−1) .
This leads to the finite form
〈x|φ〉 −→ 〈x|U |φ〉 =
∫
dny U(x− y) 〈y|φ〉 = exp(−iλ)〈x|φ〉+ 〈x+ λ |φ〉+ . . . (12)
of the infinitesimal transformations (10) where
U(z) = (2π)−n
∫
dnp exp [−i ( zµpµ + λν1...νs−1 p
ν1 . . . pνs−1)]
and the dots in (12) denote the transformations corresponding to s ≥ 3. These new terms
are readily seen to be non-local (in the sense that they cannot be written in the form 〈x′|φ〉
where x′ = f(x)) because U(z) is a delta of Dirac only when s = 1, 2.
The previous reasoning entirely applies to the more complicated Poincare´ algebra iso(n−
1, 1) case and leads to some Minkowski higher-spin algebra. One should point out that the
previous arguments provide a mean to evade the conclusions of the S-matrix no-go theorems
against higher space-time symmetries [21], even in flat space-time. (For a more general
discussion of higher-symmetries along the lines of this subsection, see [22].)
6hs stands at the same time for “higher-spin” and “higher-symmetry”.
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3 Cohomological reformulation of the problems
3.1 Jet space
To reformulate a field theoretical problem – a functional problem – into a finite-dimensional
algebraic problem – much more easy to cope with – one usually treats the fields and their
partial derivatives as independent coordinates of a so-called “jet space”. (We follow closely
the terminology of the report [17].)
Notation: Frequently, we will omit indices for fields whose rank has been defined previ-
ously. The letter Φ will collectively denote the set of field variables (some of which may be
Grassmannian). The pth partial derivatives of the variables Φ will be denoted by ∂pΦ, that
is ∂pΦ ∼ ∂µ1 . . . ∂µpΦ .
An (off-shell) local function of the field variables Φ is a function f = f(x, [Φ]) of the space-
time coordinates, polynomial in the field variables Φ and a finite number of their derivatives.
The notation [Φ] means dependence on the variables Φ, ∂Φ, ∂2Φ, ..., ∂kΦ for some finite
but otherwise arbitrary integer k. The jet space of order k is defined as the direct product
Jk(E) = M× V k, where M is the n-dimensional space-time manifold, V k the space with
coordinates given by Φ, ∂Φ, ∂2Φ, ..., ∂kΦ and E ≡ J0(E) the jet space of order zero with
coordinates x and Φ. A local function is thus a function on a jet space of some finite order
(which will always be omitted in the sequel for the sake of readability), that is, an element
of the space of sections on the trivial bundle J∗(E). We will denote the supercommutative
algebra of (off-shell) local functions of the field variables Φ by Υ0(Φ).
Let Ψ ∈ Υ0(Φ) be the left-hand-side of the equations of motion Ψ( [Φ] ) ≈ 0. The
collection of equations [Ψ] = 0 defines a submanifold of the jet space J∗(E) called the
stationary surface and denoted by Σ. It turns out to be convenient to impose the following
regularity conditions : (i) the local functions [Ψ] can be split into independent and dependent
ones and (ii) the independent functions can be locally taken as the first coordinates of a new,
regular, coordinate system on the jet space J∗(E) in the vicinity of the stationary surface
Σ. The algebra of local functions proportional to the variables [Ψ] forms an ideal, which we
denote by I, that leads to the equivalence relation
f, g ∈ Υ0(Φ) ; f ≈ g ⇐⇒ f − g ∈ I .
One defines the algebra ΥΨ(Φ) of on-shell local functions as the quotient of the algebra Υ0(Φ)
by the ideal I. The regularity conditions imply that the space of on-shell local functions is
isomorphic to the space Γ(Σ) of local functions on the stationary surface Σ.
We will not consider topologically non-trivial space-time and/or field manifolds. There-
fore a field history is defined as a map h : M → E : x 7→ (x,Φ(x)). (In the more general
case, one should now introduce sections instead of functions, as well as jet bundles.) Any
field history naturally induces a map fromM to any given jet space Jk(E) by evaluating the
partial derivatives at each point of M. The evaluation of a local function at a field history
yields a local space-time function.
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3.2 Fields and antifields
It is straightforward to apply the antifield BRST formalism7 to free “irreducible” gauge
theories, such as Fronsdal’s theory describing rank-s completely symmetric gauge fields.
Therefore we directly give the main results.
Let us start with the unconstrained gauge theory. The gauge transformations (1) are
irreducible, hence it is sufficient to introduce a fermionic ghost field ξµ1...µs−1 for each bosonic
gauge parameter εµ1...µs−1 . The “field” content is thereby enlarged to
Φ = {ϕ , ξ} , ǫ(ϕ) = 0 , ǫ(ξ) = 1 ,
where ǫ(Z) denotes the Grassmann parity of the field Z. The corresponding algebra Υ0(Φ) of
local functions of the fields isN-graded by the pureghost number. The corresponding diagonal
operator puregh is an even derivation defined by the following grading of the generators
puregh(ϕ) = 0, puregh(ξ) = 1.
To each field Z ∈ Φ we associate an antifield Z∗ of opposite parity. The set of associated
antifields is then
Φ∗ = {ϕ∗ , ξ∗} , ǫ(ϕ∗) = 1 , ǫ(ξ∗) = 0 .
The pure ghost number of any antifield vanishes. The algebra Υ(Φ,Φ∗) of local functions of
the fields and antifields is bigraded: first by the pureghost number, second by the antighost
number defined from
antigh(ϕ) = 0, antigh(ξ) = 0 antigh(ϕ∗) = 1, antigh(ξ∗) = 2.
The (total) ghost number equals the difference between the pure ghost number and the
antighost number
gh(Z) = puregh(Z)− antigh(Z) , ∀Z ∈ Φ ∪ Φ∗ .
The previous paragraph similarly applies to the constrained gauge theory, the only differ-
ence being that some trace constraints must be imposed. The field content of the constrained
theory is
Φ = { ϕ˜ , ξ̂ } , ǫ(ϕ˜) = 0 , ǫ(ξ̂ ) = 1 .
The set of associated antifields is then
Φ
∗
= { ϕ˜∗ , ξ̂∗} , ǫ(ϕ˜∗) = 1 , ǫ(ξ̂∗) = 0 .
Following the comments made in the introduction, the stationary surface is the subman-
ifold defined by R′( [ϕ] ) ≈ 0 in the unconstrained approach and by F( [ϕ˜] ) ≈ 0 in the
constrained approach. Thus the algebras of on-shell local functions are respectively ΥR′(ϕ)
in the unconstrained approach and ΥF(ϕ˜) in the constrained approach.




The BRST differential s acts on the algebra Υ0(Φ,Φ
∗) and its ghost number is equal to one.
Its action obviously induces an action on the subalgebra Υ0(Φ,Φ
∗
). It decomposes according
to the antighost number as
s = δ + γ , antigh(δ) = −1 , antigh(γ) = 0
and provides the algebra of gauge invariant functions on the stationary surface through its
cohomology at ghost number zero H0(s). The Koszul-Tate differential δ acts trivially on
the fields, δΦ = 0. In the antifield sector, δϕ∗ is equal to the equations of motion and δξ∗
is proportional to the “Noether identities”. The exterior derivative along the gauge orbits is
the differential γ defined by replacing the gauge parameters by the corresponding ghosts in
the gauge transformation (1)
γϕµ1... µs = s ∂(µ1ξµ2...µs) , γξµ1...µs−1 = 0 , (13)
On the one hand, the Koszul-Tate differential δ implements the restriction on the sta-
tionary surface Σ (since it provides a resolution of the algebra of functions on the sta-
tionary surface). On the other hand, the longitudinal exterior differential γ picks out the
gauge-invariant functions via its cohomology at pureghost number zero. The cohomological
groups H0(s,Υ0(Φ,Φ
∗)) ∼= H(γ,ΥR′(ϕ)) and H0(s,Υ0(Φ,Φ
∗
)) ∼= H(γ,ΥF(ϕ˜)) can be read
off Corollary 1 given in the next section.
4 The results and their physical interpretations
4.1 Longitudinal exterior cohomology
Let us define the Grassmann algebra Ξ generated by the fermionic variables dkξ, where
k is a positive integer not larger than s − 1 and where each exterior derivative d in the
power dk acts on a different space-time index of ξ. It is easy to see that the tensors dkξ
belong to the irreducible gl(n)-module labeled by the Young diagram s –1k . The
set of variables ξ, dξ, d2ξ, ..., ds−1ξ is collectively denoted by 〈ξ〉. The traceless parts of
the set of constrained variables ξ̂, dξ̂, d2ξ̂, ..., ds−1ξ̂ is collectively denoted by   ξ̂ ¡ and the
corresponding Grassmann algebra by Ξ̂.
Theorem 1. For the unconstrained gauge theory, the cohomology of the longitudinal exterior
differential γ is the superalgebra freely generated by
- the space-time coordinates xµ,
- the curvature tensor R with its partial derivatives,
- the ghost ξ and its s− 1 exterior derivatives,















= 0 ⇐⇒ F = G
(
x, [R], 〈ξ〉, [Φ∗]
)
+ γ(. . .) ,
G
(
x, [R], 〈ξ〉, [Φ∗]
)
= γ(. . .) ⇐⇒ G = 0 .
For the constrained gauge theory, the cohomology of the longitudinal exterior differential
γ is the superalgebra freely generated by
- the space-time coordinates xµ,
- the traceless components [̂R] of (the partial derivatives of) the curvature tensor,
- the Fronsdal tensor F and its partial derivatives,
- the traceless components of the ghost ξ̂ and its s− 1 exterior derivatives,
- the antifields Φ
∗


















= 0 ⇐⇒ F = G
(




+ γ(. . .) ,
G
(




= γ(. . .) ⇐⇒ G = 0 .
Setting the ghosts and antifields to zero, one can make contact with the standard physical
field content. Moreover, by restricting the gauge-invariant functions to the stationary sur-
faces defined by the relations (5) or (6), one may even put them on-shell in the corresponding
approaches. The results are summarized in the following corollary of Theorem 1:
Corollary 1. • A local function of the unconstrained gauge field ϕ is gauge invariant under
unconstrained gauge transformations if and only if it depends on ϕ via the de Wit – Freedman
curvature tensor field R and its partial derivatives. Therefore, on-shell it is a function of









⇐⇒ f ≈ f( [̂W] ) .
• A local function of the unconstrained gauge field ϕ that is invariant under constrained
gauge transformations must depend on the Fronsdal tensor F with all its partial derivatives,
8In the notation Υ0(R,F ,Φ
∗
), there is some redundacy in the sense that the variables [R] and [F ] are
not entirely independent.
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= 0 , ∀ε̂ ⇐⇒ f = f
(
[̂R] , [F ], [ϕ′′]
)
.
• For constrained gauge fields and parameters, the most general local gauge-invariant
function must depend on ϕ˜ only through the Fronsdal tensor F with all its partial derivatives
and the traceless component of the partial derivatives ofR. Therefore, on-shell it is a function





= 0 , ∀ε̂ ⇐⇒ g = g
(
[̂R] , [F ]
)
⇐⇒ g ≈ f( [̂W] ) ,
where f( [̂R] ) := g( [̂R] , [F ] = 0).
Some remarks are in order:
- As one can see, the space of on-shell gauge invariant local functions are identical in both
approaches. This confirms the fact that both approaches are dynamically equivalent,
as written in (7). Moreover, this is in complete agreement with Vasiliev’s unfolded
formulation where the variables [̂W] span the on-shell twisted adjoint module for the
free theory of a rank-s symmetric tensor gauge field in flat space-time (see Sections 8
and 12 of [2]).
- Corollary 1 may also be used when writing down local free (i.e. linear) field equations that
are gauge-invariant and translation-invariant. Indeed, Corollary 1 implies that the
most general possibility is an equation that fixes to zero a local function linear in [R]
in the unconstrained case and linear in [R] and [F ] in the constrained approach. These
possibilities reproduce the “Weyl cohomology” and “Einstein cohomology” obtained
through the very different method of [13] (see also Section 10 of [2]).
- Notice that these algebraic results also hold for local spacetime functions obtained by
the evaluation of the local function f at an arbitrary field history. Such a spacetime
version of Corollary 1 is somehow the converse of deriving the gauge transformations
(1) as the most general transformations leaving invariant the curvature tensor R(x)
and, in the constrained approach, the Fronsdal operator F(x). (This may be done as
a straigthforward application of the results contained in [8].)
4.2 Local Koszul-Tate cohomology
The space K of unconstrained (off-shell) Killing tensor fields on flat space-time is the vector




is N-graded by the rank r and can be endowed with a structure of N-graded commutative
algebra via the natural symmetric product
(ε1 ∨ ε2)µ1... µr1+r2 := (ε1)(µ1... µr1 (ε2)µr1+1... µr1+r2) . (14)
One can explicitly check that the rank-(r1 + r2) symmetric tensor field ε1 ∨ ε2 obeys the
off-shell Killing-like equation. This ensures that the product ∨ is internal in the associative
algebra K.
11
Lemma 1. For an unconstrained free spin-s (s ≥ 1) gauge field theory, the most general
off-shell Killing tensor field εµ1...µs−1(x) that is a formal power series in x is a polynomial of
degree s− 1 where the coefficient of the term of homogeneity degree t is an irreducible tensor






λµ1... µs−1 , ν1... νt x
ν1 . . . xνt , λ(µ1... µs−1 , ν1)ν2... νt = 0 . (15)
This lemma has been derived previously by several authors in different versions [16, 24]. In
Appendix C.1, we provide a short and new proof of this useful property.
Our main results about Killing tensors (either off-shell or on-shell) are contained in the
following theorem:
Theorem 2. (i) Let {P µ,Mνρ} be a basis of the Lie algebra iso(n − 1, 1) := Rn B so(n −
1, 1) of the isometry group of the flat space-time Rn−1,1, where {P µ} is a basis of the
translation algebra Rn and {Mµν} is a basis of the Lorentz algebra so(n− 1, 1).
The commutative algebra K of unconstrained off-shell Killing tensor fields is isomorphic
to the quotient of the symmetric algebra
∨
(iso(n−1, 1)) of the vector space iso(n−1, 1)
by the relations
R ≡ {P[µMνρ] , M[µνMρ]σ } . (16)
More precisely, any equivalence class of the algebra
K ∼=
∨
(iso(n− 1, 1)) /R






ζµ1... µs−1 , ν1... νt (M
ν1µ1 · · ·MνtµtP µt+1 · · ·P µs−1 + perms ) , (17)
where the coefficients ζ are tensors having the same symmetry properties as the tensors
λ in Lemma 1 and “perms” stands for the sum of terms obtained from Mν1µ1 · · ·Mνtµt
P µt+1 · · ·P µs−1 by performing all nontrivial permutations of the elements P µ and Mµν .
(ii) All non-trivial on-shell Killing tensor fields ε̂ µ1...µs−1(x, [ϕ]) (that are formal power se-
ries in x) of the constrained theory of spin-s free gauge field can be represented by the
traceless component of the off-shell Killing tensor fields given in Lemma 1.
By looking at the details of Theorems 6.5 and 6.7 of [17] (and their proofs), it is straight-
forward to see that the following corollary is equivalent to the point (ii) of Theorem 2:
Corollary 2. In the constrained approach, the top forms ε̂µ1...µs−1(x) ξ̂
∗µ1...µs−1dnx, where
ε̂µ1...µs−1(x) runs over all non-trivial on-shell Killing tensor fields, span the local Koszul-Tate
cohomology Hn2
(




in top form degree n and in antifield number 2.
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Let R[X,P] be the real polynomial algebra in the variables Xµ and Pν . Let us introduce
the antisymetric bilinears Mµν := XµPν −XνPµ that provide a realization of the relations
(16). The representative (17) in the corresponding realization of
∨







λµ1... µs−1 , ν1... νtX
ν1 . . .XνtPµ1 . . .Pµs−1 , (18)
where the tensor λµ1... µs−1 , ν1... νt is a linear function of the tensor ζµ1... µs−1 , ν1... νt. They
satisfy the same symmetry properties as the tensors λ in Lemma 1. The isomorphism
between the algebra K of unconstrained off-shell Killing tensor fields (15) and the quotient∨
(iso(n−1, 1))/R is obvious when the representatives of the quotient are realized as in (18).
In that case, the symmetrized tensor product (14) in K is mapped to the pointwise product
of polynomials in R[X,P] induced by the following embeddings
Ks−1 →֒ R[X,P] : εµ1... µs−1(x) 7→ εµ1... µs−1(X)P
µ1 . . .Pµs−1 . (19)
The Poincare´-Birkhoff-Witt theorem shows that there exists a canonical isomorphism
of vector spaces between the universal enveloping algebra U(g) and the symmetric algebra∨
(g). Given a unitary representation of the Poincare´ group ISO(n − 1, 1) such that the
generators Pµ and Mνρ are Hermitian operators acting on some Hilbert space {|φ〉}, the
corresponding Hermitian operators of the form (17) define a unitary representation of the
universal enveloping algebra U(iso(n− 1, 1)). By definition, any Lorentz scalar K(P2) built
out of the quadratic Casimir operator P2 commute with the generators Pµ and Mνρ of
iso(n−1, 1). Therefore, the Hermitian operators of the form (17) generate global symmetries
of the quadratic action 〈φ|K|φ〉 with kinetic operator K := K(P2).





ν −XνPµ = i ηµν . (20)
A basis of the Lie algebra iso(n − 1, 1) can be realized by the set {Pµ,Mνρ} ⊂ A2n. The
“off-shell” Minkowski higher-spin Lie algebra hs∞(iso(n− 1, 1)) is defined by endowing the
realization of U(iso(n−1, 1)) in A2n with a Lie algebra structure by means of the commutator.
If one considers only traceless tensors ζ̂ in the expression (17) for the representatives of∨
(iso(n−1, 1))/R, then, by making use of the commutation relation (20), the corresponding






λ̂µ1... µs−1 , ν1... νtX
ν1 . . .XνtPµ1 . . .Pµs−1 , (21)
where the constant tensors λ̂µ1... µs−1 , ν1... νt belong to the irreducible o(n−1, 1)-module labeled
by the Young diagram s− 1t . The elements (21) of the Weyl algebra are of
physical interest because they commute with any Lorentz scalar K(P2) built out of P2.
Given a unitary representation of the Weyl algebra A2n defined by (20) such that X
µ
and Pν are Hermitian, the Hermitian representatives (21) generate global symmetries of the
quadratic action 〈φ|K|φ〉 with kinetic operator K = K(P2). For instance, the Hermitian
operators Xµ := xµ and Pµ := i∂µ define a unitary representation of the Weyl algebra A2n
13
on the functional space of square-integrable complex bosonic scalar fields φ. The realization
of the enveloping algebra U(iso(n− 1, 1)) in A2n quotiented by the traces admits a faithful
unitary representation acting as the global infinitesimal transformations
δε̂φ = i
s−2 ε̂ν1...νs−1(x) ∂
ν1 . . . ∂νs−1φ , (22)
where ε̂(x) is an arbitrary traceless off-shell Killing tensor field. The higher-order global
symmetries (22) should naturally give rise via the Noether theorem to the list of higher-spin
conserved currents explicitly constructed in [27]. It is clear that the infinitesimal transforma-
tions (22) are related to the mappings (19) between Killing tensor fields and polynomials in
X and P in the constrained approach. As explained in Subsection 2.2, for a scalar field, the
trace in the parameter correspond to global transformations leaving the scalar field invariant
on-shell. Factoring out the traces of hs∞(iso(n − 1, 1)) leads to the “on-shell” Minkowski
higher-spin Lie algebra denoted by hs(iso(n− 1, 1)).
Theorem 2 implies that, as suggested in the introduction, the infinite tower of Killing
tensors in flat space-time is related to some Minkowski higher-spin algebra:
Corollary 3. The elements of the off-shell higher-spin algebra hs∞(iso(n−1, 1)) are in one-
to-one correspondence with the off-shell Killing tensor fields εν1...νs−1 of the unconstrained
approach, while the elements of the on-shell higher-spin algebra hs(iso(n− 1, 1)) are in one-
to-one correspondence with the non-trivial on-shell Killing tensor fields ε̂ν1...νs−1 of the con-
strained approach.
The bijection is more manifest in the frame-like formulation. The constructions of the
previous higher-spin algebras (together with their relationship with Killing tensors) are the
analogue of the case of bosonic anti de Sitter / conformal higher-spin algebras [25, 18, 19, 26]
(see also Section 5 of [2]) except that the Lie algebra iso(n − 1, 1) must be replaced by
so(n − 1, 2). The former Lie algebra can be obtained from the latter as an Ino¨nu¨-Wigner
contraction in the flat limit Λ→ 0, therefore this also holds for the corresponding higher-spin
algebras. During the redaction of the present paper, it has been shown by M.A. Vasiliev
[28] that the algebra hs∞(iso(n− 1, 1)) corresponds to the global symmetries of Minkowski
vacuum solution of the off-shell unfolded equations for the bosonic higher-spin gauge field
theory [19]. This result confirms the relevance of our analysis.
Note added: After having submitted the paper to arXiv, we received the work [29]
where the on-shell Killing tensors and the characteristic cohomology groups in form degrees
≤ n − 2 are computed for the constrained spin-3 theory; and we have been informed that
slightly more general versions of the point (ii) of Theorem 2 and of Corollary 2 have been
obtained independently by G. Barnich and N. Bouatta [30].
Acknowledgements
We thank L. Gualtieri for early discussions on the spin-3 case.
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A Irreducible representations
Most of the textbook material reviewed in this section can be extracted from [34]. In con-
formity with the mathematical literature, we adopt the Euclidean signature convention.
A.1 Young diagrams
Partition of integers play a key role in labeling the irreducible representations (irreps) of the
general linear and orthogonal groups. The partition of the positive integer |λ| into r integer
parts λ1, λ2, ..., λr with λ1 + λ2 + . . .+ λr = |λ| and λ1 ≥ λ2 ≥ . . . ≥ λr > 0 is denoted by
λ = (λ1, λ2, . . . , λr). Each such partition λ specifies a Young diagram consisting of |λ| boxes
arranged in r left-adjusted rows, where the length of the ith row is λi (i = 1, 2, . . . , r).
Let Y be the Abelian group made of all formal finite sums of Young diagrams with integer
coefficients. This group is N-graded by the number |λ| of boxes: Y =
∑
n∈N Yn. The famous
“Littlewood-Richardson rule” defines a multiplication law which endows Y with a structure
of graded commutative ring. The product of two Young diagrams λ and µ is defined as the
bilinear mapping to
λ · µ =
∑
ν
mλµ | ν ν ,
where the coefficients mλµ | ν = mµλ | ν are the number of distinct labeling of the Young
diagram ν obtained from the following procedure:
1. Label the Young diagram µ by writing the letter “a” in all boxes of its first row, the letter
“b” in all boxes of its second row, the letter “c” in all boxes of its third row, etc.
2. Add the labeled boxes of the Young tableau µ to λ in Latin alphabetic order, one letter
at a time and in such a way that at every stage:
(i) The resulting diagram is a Young diagram,
(ii) No two identical letters appear in the same column,
(iii) Reading from right to left across each row in turn from top to bottom (like in
Arabic), the number of a’s read should always be ≥ the number of b’s read ≥ the
number of c’s read, etc.
As one can see, |λ ·µ| = |λ|+ |µ|. A related operation in Y is the “division” of ν by µ defined




mλµ | ν λ ,
where the sum is over Young diagrams λ such that the product λ · µ contains the term ν
(with coefficient mλµ | ν).
The following obvious lemma will be used many times to simplify the computation of the
cohomology of the differential γ along the gauge orbits:
Lemma 2. Let m and n be two strictly positive integers such that m ≥ n.
The product of two rows of respective lengths m and n is the sum of the two-row Young
diagram obtained by putting the shortest row on the bottom of the longest and the product of












A.2 Kronecker products and branching rules
Irreps of gl(n) may be labeled by {λ} where the partition λ serves to specify the symmetry
properties of the corresponding rank-| λ| covariant (or contravariant) tensors forming the
basis of this irreducible Lie algebra module. Let Y+ be the Abelian monoid made of all
formal finite sums of Young diagrams with non-negative integer coefficients. Finite direct
sums of irreps of gl(n) may therefore be labeled by Y+ via the rule
{mµ + n ν } = m {µ} ⊕ n {ν} ,
where the positive integer coefficients m,n ∈ N must be interpreted as the multiplicity of
the corresponding representation.
The evaluation of the Kronecker product of two gl(n)-irreps {λ} and {µ} can be done by
means of the Littlewood-Richardson rule which gives
{λ} ⊗ {µ} = {λ · µ} =
⊕
ν
mλµ | ν{ν} . (23)
A related operation is that of contraction of one set of contravariant indices of symmetry µ
with a subset of a set of covariant tensor indices of symmetry ν to yield a sum of covariant
tensors with indices of symmetry λ given by the division rule
{ν}/{µ} = {ν/µ} =
⊕
λ
mλµ | ν {λ} .
The irreps of gl(n) may be reduced to irreps of o(n) by extracting all possible trace terms
formed by contraction with the metric tensor η and its inverse. The corresponding irreps
are labeled by [σ]. The reduction is given by the branching rule
gl(n) ↓ o(n) : {λ} ↓ [λ/∆] , (24)
where ∆ is the formal infinite sum
∆ = 1 + + + + + + + . . .
corresponding to the sum of all possible plethysms of the metric tensor. The decomposition
(24) actually has a useful converse
o(n) ↑ gl(n) : [λ] ↑ {λ/∆−1} , (25)
because the series ∆ has an inverse
∆−1 = 1 − + − − + . . .
(The material reviewed in this paragraph finds its origin in the book [35].)
The operation (24) leads to a formal finite sum of irreps, some of which with strictly
negative integer coefficients that have to be interpreted as constraints on some trace of the
corresponding tensor basis. (Remark: These constraints are not preserved by the full gl(n)
algebra.) We introduce the notation
{λ− µ} ≡ {λ} ⊖ {µ} ,
for later convenience.
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B Proof of Theorem 1
Our proof makes a decisive use of the simple fact that contractible pairs drop out from the
(co)homology. The plan of our proof is therefore very simple: provide a new set of generators
for which the contractible pairs are manifest. This convenient set of generators is identified
via the decomposition of the jet bundle in irreducible modules of either gl(n) or o(n) algebras.
This strategy follows the lines of previous computations of H0(γ) for other gauge theories,
such as completely antisymmetric [31], spin-two [32] and two-column mixed symmetry [33]
gauge fields.
B.1 Contractible pairs
LetA be the supercommutative differential algebra over the fieldK that is (i) freely generated
by the variables xi, ya and za whose respective Grassmann parities are related by
ǫ(za) = ǫ(ya) + 1 ,
and (ii) endowed with the differential ∆ defined via
∆xi = 0 , ∆ya = za , ∆za = 0 ,
and the Leibnitz rule. The differential superalgebra A is graded by the degree of homogeneity
in the variables ya for which the differential ∆ is of degree minus one. The pairs (ya, za) are
called contractible pairs . This terminology follows from the well-known lemma9:
Lemma 3. The differential superalgebra (A,∆) provides a homological resolution of the
polynomial algebra K[xi]. More precisely, the homology H(∆,A) decomposes according to
the degree of homogeneity in the variables ya as follows:
H0(∆,A) = K[x
i] , Hk(∆,A) = 0 , k 6= 0 .
B.2 Computation of H(γ)


















that will be very useful in the sequel.
B.2.1 Unconstrained case
The set of generators are the variables [Φ]. The variables [ϕ] and [ξ] must be compared in
the gl(n)-module of covariant tensors of the same rank. The covariant tensors ∂kϕ belonging




} must be compared with the covariant





9For a proof, see e.g. Section 8.3.2 of [10].
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doing this comparison, we remember that they are related via the formula (13) and look for
a decomposition of the variables [Φ] into a set {xi, ya, za} in analogy with Lemma 3.
Two distinct cases have to be addressed:
⋄ −1 ≤ k ≤ s− 2: This means that 0 ≤ k+1 ≤ s− 1, therefore the covariant tensors ∂k+1ξ


















where the second term on the r.h.s. is absent for k = −1. The first term corresponds
to irreducible covariant tensors dk+1ξ (k + 1 ≤ s − 1) which are xi variables for the
longitudinal differential γ according to the notation of Lemma 3. The second term





} that form contractible pairs with the variables ya ≡ ∂kϕ for
k ≥ 0.

















The first term on the r.h.s. corresponds to (k − s)th partial derivatives of the de
Wit–Freedman tensor ∂k−sR ≡ xj . (The Bianchi identities are responsible for the
fact that the partial derivatives of the linearized curvature tensor belongs to the irrep.
labeled by two-row Young diagrams.) Eventually, the second term on the r.h.s. of
(28) correspond to variables yb forming a contractible pair together with the variables
zb ≡ ∂k+1ξ.
The application of Lemma 3 is straightforward since the pairs have been explicitly sep-
arated. (The antifield variables [Φ∗] are inert under the action of the exterior differential.)
This leads to the first part of Theorem 1.
B.2.2 Constrained case: change of basis
The basis we start with corresponds to [Φ]. The basis elements [ϕ˜] and [ξ̂] must be com-
pared in gl(n)-modules of covariant tensors of the same rank. To do so, we have first
to apply the “converse” branching rule (25) since the fields Φ satisfy some trace con-










}. Secondly, ξ̂ are traceless covariant tensors of rank s−1, thus they







Consequently, the comparison between the tensors ∂kϕ˜ and ∂k+1ξ̂ is more involved in the
constrained approach. Actually, it is practical to consider the gauge fields as unconstrained
and impose the constraints separately. More specifically, when k ≥ 2, it turns out to be
convenient (and of physical significance) to split the basis elements ∂kϕ˜ into the tensors ∂̂kϕ
and ∂k−2F subject to the constraints ∂̂kϕ′′ = 0. Let us now explain what is meant by this
splitting and how it is performed.
18
- To start with, we consider the product of k partial derivatives ∂µ1 . . . ∂µk as covariant tensor
in the irreducible gl(n)-module labeled by {
k
} which can be reduced to the







a part proportional to its trace 2∂k−2 labeled by {
k-2
}.
- The space spanned by the tensors ∂kϕ˜ is by definition exactly the same as the space
spanned by the tensors ∂kϕ quotiented by the space spanned by ∂kϕ′′ that is labeled





- Then we perform the following invertible change of basis {∂kϕ} ←→ {∂̂kϕ , ∂k−22ϕ}.
Moreover, it is possible to perform a triangular invertible linear change of variables
2ϕ←→ F relating the Laplacian of the gauge field to the Fronsdal tensor (4).
- Putting all these remarks together, we have proved that the span of {∂kϕ˜} is the quotient
of the span {∂̂kϕ , ∂k−2F} divided by the span of {∂kϕ′′}.
































B.2.3 Constrained case: decomposition of Kronecker products
Three cases have to be distinguished:
∗ −1 ≤ k ≤ s− 4: The Kronecker product corresponding to the (k+1)th partial derivative
























where this equation is obtained by three successive application of the rule (26) when
k ≥ 2. (If k < 2 then the formula (33) remains valid but the terms that would not be
well-defined are absent.)



























Therefore the span of tensors ∂k+1ξ̂ when k + 1 ranges from 0 till s − 1 contains the

















corresponding to the set of variables   ξ̂ ¡ introduced in Subsection 4.1. The complement
of the space spanned by the variables   ξ̂ ¡ is the module labeled by the diagram in the
second line of (34) the basis elements of which form contractible pairs together with
the tensors ∂̂kϕ described in (29).
The basis elements of the jet space that remain are therefore in the cohomology since
they cannot be associated with any derivative of ghost. They are the derivatives ∂k−2F
(31) of the Fronsdal tensor subject to the constraints ∂kϕ′′ = 0 (30).
∗ s− 3 ≤ k ≤ s+ 1: This case contains five subcases each of which must be treated sepa-
rately. The final result reproduces the corresponding general results of the two other
cases, so we leave the explicit check as an exercise for the reader.
∗ k ≥ s+ 2: This is equivalent to k − 2 ≥ s therefore we apply the rule (26) three times
on the Kronecker product (31), associated with the derivatives ∂k−2F of the Fronsdal
























The Damour-Deser identity relates the trace of the curvature tensor to s − 2 curls
of the Fronsdal tensor R′ ∝ ds−2F [7, 9]. Consequently, the right-hand-side of the
first line of (35) can be expressed entirely in terms of derivatives of the trace R′ of
the Riemann tensor. Combining (35) with (28) we get that the kth derivatives of the



















































The last line of (36) is paired with the ghost sector (32) which disappear from the cohomology.
The second line of (36) states that the traceless component [̂R] of the derivatives of the
curvature tensors are in the cohomology since they span the irreducible o(n)-modules labeled
by [ ks ] while the third line of (36) together with (30) and (31) show that the
derivatives of the Fronsdal tensor depending on ϕ˜ complete the generators of the cohomology
of γ.
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C Proof of Theorem 2
C.1 Unconstrained off-shell Killing tensor fields




λµ1... µs−1 , ν1... νt x
ν1 . . . xνt , (37)
where the tensors λµ1... µs−1 , ν1... νt are all constant and each set of indices is symmetrized. If
one acts with s− 1 partial derivatives on both sides of the off-shell Killing-like equation (2),
then the resulting equation is equivalent to
∂ν1 . . . ∂νsεµ1...µs−1 = 0 (38)
because all terms in the decomposition of the tensor product {
s
· · · · · } ⊗ {
s-1
}
(where a dot in a box stands for a partial derivative) always contain, as a subdiagram, the
Young diagram
s
· corresponding to the left-hand-side of (8). In other words, the
left-hand-side of (38) depends linearly on the left-hand-side of (8). Inserting (37) in (38)
leads to the fact that the tensors λµ1... µs−1 , ν1... νt are zero for t ≥ s. Then, substituting the
resulting polynomial for εµ1...µs−1 in the original Killing-like equation (8) gives the system of
equations
λ(µ1... µs−1 , ν1)ν2... νt = 0 (t < s) (39)
which implies that the constant tensor λµ1... µs−1 , ν1... νt belongs to the gl(n)-module labeled
by { s− 1t }. This proves Lemma 1.
Analogously, the point (i) of Theorem 2 is a straightforward consequence of the relations
(16) applied to any monomial of the schematic formMtPs−1−t which leads to a result identical
to the previous one in terms of irreducible gl(n)-modules. The main point is that the gl(n)-
irreducibility conditions (16) are expressed in the “antisymmetric” convention for Young
diagrams. Alternatively, the isomorphism (i) follows from the fact that the algebra of Killing
tensors on any constant curvature space is generated by the corresponding Killing vectors
[15] (which are of course in one-to-one correspondence with the generators of the isometry
algebra).
C.2 Constrained on-shell Killing tensor fields
The proof of the point (ii) of Theorem 2 requires more work and uses some general results
on local Koszul-Tate cohomology groups. Let us consider the on-shell (also called “weak”)
Killing-like equation (9) for the constrained free spin-s gauge field theory:
∂(µ1 ε̂µ2...µs) ≈ 0 . (40)
As explained in the previous subsection, if one acts with s − 1 partial derivatives on both
sides of (40), then the resulting equation is equivalent to10
∂ν1 . . . ∂νs ε̂µ1...µs−1 ≈ 0 , (41)
10The equation (41) was conjectured for arbitrary spin s in [29].
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because the partial derivative preserves the stationary surface since the Fronsdal equation
(5) does not depend explicitly on x.
An application of the general theorems 6.2 and 6.4 of [17] to the constrained free spin-s
gauge field theory of Fronsdal leads to the fact that the “characteristic cohomology group”
in form degree zero is represented by the constants (see for instance [31, 32, 33]). In other
words,
∂µf(x, [ϕ˜]) ≈ 0 ⇐⇒ f(x, [ϕ˜]) ≈ cst ,
where “cst” stands for a constant independent of x and the (partial derivatives of the) gauge
field ϕ˜. Therefore, (41) is equivalent to
∂ν1 . . . ∂νs−1 ε̂µ1...µs−1 ≈ λµ1... µs−1 , ν1... νs−1 ,
where the tensor λµ1... µs−1 , ν1... νs−1 is constant, each set of indices is symmetrized and the
indices µ are traceless. Consequently, the tensor
ε̂ ′µ1...µs−1 := ε̂µ1...µs−1 − λµ1... µs−1 , ν1... νs−1 x
µ1 . . . xµs−1 ,
satisfies




By repeating the previous argument s− 1 times, we arrive at the conclusion that
ε̂µ1... µs−1(x, [ϕ˜]) ≈
s−1∑
t=0
λµ1... µs−1 , ν1... νt x
ν1 . . . xνt , (42)
where the tensors λµ1... µs−1 , ν1... νt are constant, symmetric in each set of indices and traceless
in the indices µ. Substituting (42) in the (weak) Killing-like equation (40), we obtain
s−2∑
t=0
(t+ 1) λ(µ1... µs−1 , µs) ν1... νt x
ν1 . . . xνt ≈ 0 . (43)
Taking into account the fact that the left-hand-side of the (weak) equality (43) depends
only on the space-time variable x while the Fronsdal equation (5) is linear in the jet space
variables [ϕ˜], we arrive at the conclusion that the constant tensors λ satisfy the (strong)
conditions (39).
To end up the proof of the last point of Theorem 2, we use the general property that
tensors irreducible under gl(n) and traceless in the indices corresponding to the largest row
are traceless in all their indices (see also Lemma 4.5 of [24] for another proof of the symmetry
properties of traceless Killing tensors).
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