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Recently D. S. Schmidt [l] has given a new proof of Liapunov’s famous 
CENTER THEOREM. Consider the system 
k = Ax + f(x) = F(x) (‘1 
where f is u smooth function which vanishes along with its first derivatives at 
x = 0. Assume that the system admits a first integral I(x) = $xTSx + ... where 
S = Sr and det S # 0. Let A have eigenvalues +i, h, ,..., h, . Then ;f X,/i f 
integer for j = 3,..., n the system (1) has a one parameter family of periodic solu- 
tions emanating from the origin starting with period 27~. 
Schmidt made the vector field F member of a family of vector fields F, , 
F,, = F, applied the Hopf Bifurcation Theorem and proved that periodic solu- 
tions can occur only for u = 0. 
Here we propose an idea which in a sense is very similar to Schmidt’s 
approach, which however, in another sense is very different. 
Without essential loss of generality we may assume that A and S are given 
in the following normal form: 
(2) 
where A, S are (n - 2) ;; (rz - 2) matrices. Moreover, in order to express the 
fact that (1) is considered in the neighborhood of the origin, we introduce a small 
parameter E and perform the following scaling 
x1 = <?‘I ) x2 = l y2 , xi = a_., i-3 )...) ?I. (3) 
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Using (2), (3), (1) reads 
Pl = Yz + %(Yl 7 Yz 9 2, c> 
$2 = -Y1 + dY1 9 Yz , z, 4 
2 = AZ + ch(y, , y2 , z, E) 
in short l = w(4, 4 (4 
while J(yi , yz , z, l ) = 1(~yr , cy2 , CZ)/G = &(yi” + ya”) + $zT& + cJ1 is the 
corresponding first integral. 
Equation (4) admits, for E = 0, the 2m-periodic solution p(t) = (cost, 
-sint, O)= and the problem is to continue p(t) for c + 0. 
The major tool to continue periodic solutions is the following well known 
theorem (Hale [2], p. 275). 
CONTINUATION THEOREM. Giv.en the system { = v(t) + EV(~, E), assume 
p(t) is a 2rr-periodic solution of 5 = v(f) with 1 being a simple characteristic 
multiplier. Then there is a l o , continuous functions p*(t, E), T(e) such that p* is a 
T-periodic solution of the original system for 0 < 1 E 1 < q, and p*(t, 0) = p(t), 
T(0) = 2~. 
This theorem does not apply to (4) b ecause 1 is a doubZe characteristic multi- 
plier. This phenomenon is very common and it is well known that the degeneracy 
can often be overcome by considering the non-linear terms. In a system with a 
first integral however, this will never help, because a periodic solution of such a 
system will always have 1 as a double characteristic multiplier. 
Nonetheless, we can overcome the degeneracy in the following way. We pick 
a specific value of J, say 6, and consider the manifold M = {(y, x)/J = $}. 
M obviously is invariant with respect to (4). Now we propose to change the vector 
field w of (4) outside M such that M becomes exponentially asymptotically stable as 
t - co. This can be achieved as follows: 
K > 0. 
(Note that (aJ/a[)= # 0 for [ E U - {0}, w h ere U is an arbitrary neighborhood 
of 0, provided E is sufficiently small.) If [(t, & , e) is the solution of (5) with 
[(O, &, , l ) = 4, we immediately find from (5): 
J(E(t, 50, E), c) - 3 = (J(& , l ) - &-) e-Kf. (6) 
This shows indeed that M is an exponentially attractive invariant manifold of 
(5) and moreover it is clear that the restriction of (5) to M coincides with the 
restriction of (4) to M. Another consequence of (6) is: If E(t, p, , E) is a periodic 
solution of (5) then the orbit of [(t, p, , l ) must lie on M. 
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For E = 0 the system (5) admits?(t) = (cost, -sint, O)T as a periodic solution, 
moreover, the system (5) is defined and smooth in a neighborhood of the orbit 
of p(t), provided E is sufficiently small. 
Next we have to examine the characteristic multipliers of p(t) as a solution 
of (5) with E := 0. We put E = 0 in (6), take the derivative with respect to to, 
replace & by p, = (1, 0, O)T (the initial value of p(t)), and put f = 27~; since 
[(t, p0 , 0) = p(t) is 2r-periodic, we get 
[g (237, p, , O)]’ [g (PO , O)]’ = eeznK [-$ (A T O)]‘. 
From the fact that (5 1 I((, 0) = j} 1s invariant with respect to (5), if E = 0, - 
we conclude [(2a, 1 - yz2 - z?SZ)~‘~, y2 , z, 0) = ((1 - yz* - ~T&)1/2, yz , 
e2iAz)T. This formula implies 
b 11 0 . . . . . . . . . 0 
* 
Finally, from (7) we find that b,, = emznK. Thus indeed, the above mentioned 
Continuation Theorem applies to (5): For all E sufficiently small there will be 
a periodic solution with period near to 27~ and of the formp*(t, l ) = (cost + O(E), 
-sint + O(E), O(E))~ and lying on M. Using the transformation (3) we get 
the family of periodic solutions of the Center Theorem, E being the parameter 
of the family and for c = 0 the family collapses into the origin. 
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