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5Shining Light on Spike
Timing-Dependent Plasticity
Although spike timing-dependent plasticity has been
well-characterized in vitro, it is less clear to what de-
gree spike timing-dependent plasticity contributes to
shaping visual system properties in vivo. In this issue
of Neuron, two papers by Vislay-Meltzer et al. and Mu
and Poo provide evidence that STDP contributes to
the effects of sensory stimuli in refinement of the reti-
notectal system in Xenopus.
The N-methyl-D-aspartate glutamate receptor (NMDAR)
is the Dr. Jekyll and Mr. Hyde of molecular neurobiology,
being both an agent of adaptive plasticity and a killer in
stroke and some neurodegenerative diseases. How-
ever, one of the most recently recognized (Markram
et al., 1997), perhaps most ubiquitous, and still most
mysterious aspects of this receptor concerns its role
in spike timing-dependent plasticity (STDP), through
which the strength of synaptic contacts are up- or down-
regulated depending on the timing of presynaptically
driven NMDAR current and a postsynaptic membrane
depolarization, frequently but not always a spike (Lis-
man and Spruston, 2005). While it has long been known
that fast, strong activation of synaptic NMDARs pro-
duces synaptic potentiation and that slow and/or weak
activation results in depression, in STDP the timing of
a postsynaptic response relative to presynaptically
driven NMDAR current is critical. Synaptic activation
preceding a postsynaptic spike byw<40 ms is potenti-
ated, while synapses that are active following a postsyn-
aptic spike by <100–40 ms are depressed. STDP has
been hailed as the synaptically controlled associative
signal for Hebbian plasticity (Magee and Johnston,
1997), and it has added considerable computational
power to models of how small timing differences can
determine the strengthening or weakening of synapses
(Abbot and Nelson, 2000). In general terms, STDP has al-
lowed the popular idea of reinforcement of correlated
pre- and postsynaptic firing to be implicated in hypoth-
eses arising from empirical observations that only cer-
tain temporal patterns of input activity are effective in
‘‘training’’ or entraining postsynaptic cell firing (Froemke
and Dan, 2002; Wang et al., 2005). Although still contro-
versial in terms of mechanistic detail (Lisman and Sprus-
ton, 2005), there is broad agreement that NMDAR activ-ity and timing events frequently less than a spike train in
length are generated by natural stimuli and generate
long-term changes in synaptic strength. Beyond this
near consensus many issues arise, including how, or
even if, true STDP is involved when neurons in the intact
brain are activated by natural relatively nondiscrete
stimuli.
There have been several studies of intact visual cortex
(Fregnac and Shulz, 1999; Schuett et al., 2001; Yao and
Dan, 2001) using natural stimuli and demonstrating
changes in visual neuron response properties fully con-
sistent with STDP. Nevertheless, there has been no
preparation in which quantifiable single-cell responses
to spike timing-dependent stimulation could be studied
at a single-neuron level while natural stimuli (as opposed
to electrically induced spikes) produced the postsynap-
tic response. Two papers in this issue of Neuron (Vislay-
Meltzer et al., 2006; Mu and Poo, 2006) now make this
essential jump between in vitro demonstration of STDP
at the single-cell level and in vivo proof that the same
outcome is observed when natural stimuli drive the
postsynaptic response. Both papers use perforated
patch-clamp recording from single tectal neurons of
anesthetized Xenopus larvae in a preparation in which
a light-emitting grid is placed on the retina to deliver
computer-controlled stimulation via the retinal ganglion
cell projection to the region of the tectum in which a
target cell held under perforated patch-clamp recording
conditions resides. As has been done before, in both pa-
pers visual stimuli are applied to the retina at various
times before or after a spike is generated through the
patch electrode on the postsynaptic neuron. STDP is
demonstrated either as a change in the size or position
of the neuron’s receptive field (Vislay-Meltzer et al.,
2006) or in the neuron’s direction selectivity for a moving
bar stimuli (Mu and Poo, 2006).
One problem with using natural stimulation and the
polysynaptic inhibitory and excitatory responses re-
corded in the target is defining a precise relationship be-
tween the visually evoked spike train input and the com-
plex postsynaptic current generated in the target. In the
Vislay-Meltzer et al. (2006) report, effects of polysynap-
tic responses were minimized by restricting analyses to
the initial excitatory portion of the response. The ques-
tion asked was whether the timing of a suprathreshold
retinal visual stimulus presented in the center of the re-
ceptive field of the tectal neuron could either enhance
or depress the neuron’s response to a training stimulus
presented within a subregion of the receptive field and,
therefore, change the boundaries of that receptive field.
Initially, the authors mapped the receptive field of the
target neuron using a standard procedure: small spots
of randomly presented light were generated on the vi-
sual array while voltage-clamp recordings measured
the current response as the integrated area under
the curve. Subsequently, to obtain a precise and rapid
input/output relationship between the visual stimulus
and the position-dependent response of the target neu-
ron, flickering, band-pass filtered white noise stimuli
were presented to the retina, and for each stimulated
pixel a reverse correlation analysis was applied to char-
acterize the input and the cell’s response to it (De Boer
and Kuyper, 1968). The procedure yields a response-
weighted average of the output to stimulation of every
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6portion of the visual field projection to the cell. The re-
sulting receptive field can then be represented in 3D,
where grayscale intensity represents the magnitude of
the response and x, y coordinates represent position
(see Figure 3C in Vislay-Meltzer et al., 2006). Different
subportions (10%–30%) of the receptive field were
then ‘‘trained’’ with the white noise stimulus while the
cell’s response was temporally controlled by a supra-
threshold light stimulus presented to the center of the
receptive field either following or preceding the cell’s
response to the ‘‘training’’ stimulus. A separate ‘‘un-
trained’’ portion of the visual field was monitored to con-
trol for non-position-specific changes. Visually elicited
spikes falling either before or after the first excitatory re-
sponse were equally effective in eliciting, respectively,
reinforcement or depression of responsiveness of the
chosen visual field position. These ‘‘trained’’ outcomes
are convincingly represented as highly significant shifts
in position or of responsiveness within the patched neu-
ron’s receptive field (Figures 5 and 6 in Vislay-Meltzer
et al., 2006). As expected for STDP, blockade of
NMDARs or voltage clamping to eliminate NMDAR cur-
rent flux eliminated these receptive field changes. How-
ever, unexpected changes were also observed. First,
changes in responsiveness, either potentiation or de-
pression, were also obtained in the ‘‘untrained’’ control
region of the cell’s receptive field. Voltage clamping
the cell during training resulted in the absence of these
nontrained region changes, just as they eliminated the
trained changes, indicating that both resulted from alter-
ation at synapses directly onto the recorded cell. Such
heterosynaptic effects have been seen before in LTP
slice studies, but these tectal studies indicate that they
are a prominent component of STDP and can produce
heterosynaptic depression as well as potentiation. Fi-
nally, visually produced training using whole receptive
field stimulation failed to produce any large effect on
the receptive field boundaries or responsiveness within
the receptive field. Though the cause of this unexpected
lack of responsiveness remains ambiguous, the authors
make the intriguing suggestion that it is due to the fact
that natural stimulation of a whole receptive field pro-
duces monosynaptic and polysynaptic responses onto
the target cell with notably different latencies, thus
some of the responses to a broad stimulus may potenti-
ate while others may depress the strength of inputs onto
the target cell, resulting in a net lack of change.
In the Mu and Poo (2006) paper, the visual stimuli em-
ployed differ significantly from those of Vislay-Meltzer
et al. (2006). Building on a previous report (Engert
et al., 2002), these authors used repetitive fast moving
bars that were shown to induce a persistent reorganiza-
tion of the tectal neuron’s receptive field so that it be-
came asymmetrically elongated along the axis of the
movement. These moving bar training stimuli differ sig-
nificantly from the filtered white noise stimuli employed
by Vislay-Meltzer et al. (2006) in that many different ret-
inal ganglion cells are activated in a specific temporal
pattern and their activity arrives at the target at stag-
gered times. A moving stimulus is, in fact, the most po-
tent visual stimulus for the amphibian retinotectal path-
way (Lettvin et al., 1959), and the target cell response
immediately following the onset of the bar stimulation
is likely to be potentiated because the early inputssum to produce, and therefore precede, the initial re-
sponse in the tectal neuron. However, inputs initiated
later by the moving bar should be depressed because
they follow rather than precede the initial response of
the cell. The area under the compound synaptic current
trace of the tectal neuron was used as a measure of the
neuron’s response and, as predicted by the STDP, the
early parts of the response were potentiated while the
later parts of the response were depressed by the mov-
ing bar training.
To mimic a moving stimulus but gain experimental
control over the timing of visual stimulation during differ-
ent segments of the moving stimulus sweep across the
tectal neuron receptive field, three bars were presented
at staggered times and at three successively displaced
positions in the recorded neuron’s receptive field. Dur-
ing training, the frequency of each three-bar stimulation
sequence was adjusted so that postsynaptic responses
would follow the EPSPs driven by the off response of the
first bar but largely preceded the EPSPs elicited by
the off response of the third bar. Initially, the ‘‘off’’ of
the middle bar was paired with a current-induced tectal
cell spike. Again, as predicted by STDP, the response to
the first and second bars were potentiated, while the re-
sponse to the third bar was depressed. Finally, to dem-
onstrate that an ‘‘all-natural’’ moving stimulus pattern
could predictably produce STDP, the width of the sec-
ond bar was increased until it reliably induced a spike
in the tectal cell without artificial current injection. This
stimulation closely mimicked the previous current-
assisted training: responses to the first and second
bars were enhanced, while the response to the third
bar was depressed.
Having demonstrated spike timing significance in the
training of movement sensitivity, Mu and Poo (2006) also
provide evidence that cellular mechanisms previously
associated with LTP or LTD are involved in this ‘‘natural’’
potentiation and depression. NMDAR antagonism and
voltage clamping at w250 mV blocked any persistent
response, but, more specifically, potentiated regions
of the response were selectively eliminated by blocking
the BDNF/TrkB receptor pathway that has been long im-
plicated in LTP. Conversely, blockade of nitric oxide
synthesis selectively eliminated the depressed last
stage of the response. Nitric oxide has been implicated
by several investigators in synaptic depression or LTD
in the developing amphibian visual pathway.
Taken together, these two papers provide convincing
evidence that in the developing visual pathway of Xeno-
pus, in situ, the relative timing of light patterns impinging
on the retina can construct or at least significantly mod-
ify the most essential property of visual neurons in the
brain—their receptive field. They accomplish this by us-
ing STDP rules and previously established mechanisms
of LTP and LTD. The amphibian visual pathway has pro-
vided a powerful preparation that can be exploited to
study an essential cellular mechanism of plasticity in
a preparation in which circuit properties remain intact.
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later studies have led to the widespread belief that
faces, unlike other objects, are perceived in a configural
manner.
But what is the exact nature of this configural face-
related processing, and why has such a mechanism
evolved specifically for the perception of faces? The tra-
ditional answer to this question is that face perception is
constrained by the fact that all faces are made of very
similar features (i.e., eyes, nose, etc.) that also share
an overall similar configuration (e.g., eyes above nose
above mouth). Therefore, in order to discriminate effec-
tively between different faces, the face recognition sys-
tem must show high sensitivity to relatively small
changes in featural configuration (i.e., the relative dis-
tances between the eyes, the eyes and the nose, etc.)
rather than to the specific form of the features them-
selves (e.g., Diamond and Carey, 1986). Unlike the pro-
cessing of the form of features, which is analytic in nature
and hence should not be affected very much by stimulus
inversion, configural processing, which is tuned to the
specific angle in which the stimuli are usually encoun-
tered, should be highly disrupted by stimulus inversion.
The face inversion effect (along with other ‘‘configural
effects’’; for a review see Maurer et al., 2002) has there-
fore been taken as a benchmark for configural process-
ing. Together with more recent imaging evidence that the
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Face Perception
In a comprehensive series of experiments that com-
bine neural modeling, behavioral data, and fMRI, Jiang
et al. (this issue of Neuron) advance a general object
and face classification model, based on a feedforward
shape-detector architecture. The model accounts for
configural face processing as well as for shape-based
fMRI activation in the fusiform face area (FFA).
The processes underlying face perception have cap-
tured the attention of researchers in many areas of
neuroscience. In fact, many scientists regard face per-
ception as a separate domain of visual processing. Par-
adoxically, however, this would never have been the
case if the study of face perception had treated its sub-
ject matter as merely one example of a whole range of
possible objects. A central theme that has emerged in
research on face perception therefore is whether or
not faces are ‘‘special’’ such that the cognitive and neu-
ral mechanisms that underlie their processing are differ-
ent from those underlying the processing of other visual
objects.
The origin of the modern debate surrounding face per-
ception can be traced back more than 30 years to a piv-
otal paper by Yin (1969). In this paper, Yin effectively dis-
sociated the perception of faces from the perception of
other objects by using the simple manipulation of stim-
ulus inversion. What he found was that face recognition
was much more disadvantaged by inversion than was
the recognition of other classes of objects, such as air-
planes or houses. The discovery of this ‘‘face inversion
effect’’ and the numerous replications of this effect in
brain regions mediating face perception are separate
from those mediating object perception (Kanwisher
et al., 1997) and by neuropsychological evidence for
a double dissociation between deficits in face and object
perception (e.g., Moscovitch et al., 1997), the configural
account has led to the widespread assumption that not
only are faces and objects processed by different brain
regions, but there are qualitative differences between
the cognitive and neural mechanisms that mediate that
processing.
In this issue of Neuron, Jiang et al. (2006) provide
a compelling array of evidence supporting the idea
that the processing of faces and objects do not rely on
qualitatively different mechanisms. In a series of exper-
iments, Jiang et al. present and integrate findings from
neural modeling, behavior, and fMRI, showing that face
classification, similarly to object classification, can be
achieved by a simple-to-complex architecture, based
on hierarchical shape detectors. Furthermore, variations
of this model can account for both configural and fea-
ture-based processing without qualitative modification
of the model’s structure. Jiang et al. base their neural
face model on a previous computational model devel-
oped by their group, which effectively accounted for
object recognition in the human ventral stream (see Rie-
senhuber and Poggio, 2002). According to this model,
object and face recognition are achieved in a bottom-
up manner by shape detectors with increasing complex-
ities as one moves higher up the ventral stream, giving
rise to complex object detector units that are abstract
in the sense that they can tolerate variations such as dif-
ferences in position or size. Jiang et al. demonstrate that
varying the tuning specificity of these units can result
in face detectors showing a decrease in performance
when faces are inverted. Overall, the performance of
the model is in a good agreement with human face dis-
crimination performance using the same set of faces
(Riesenhuber et al., 2004).
