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On Sets of Differences* 
F. ALBERTO GR~AUM 
Department of Mathematics, University of California, Berkeley, California 94720 
Consider the problem of recovering a set of real numbers X from the knowl- 
edge of its unlabeled set of differences 
xi - -q > xi , xj E x, 1 <z.,j<N. (1) 
This problem comes up in different setups, among them in the so-called “phase 
problem in crystallography”; see [3] and the references given there. In that case 
one attempts to determine X, up to a congruency, from the modulus of the 
“amplitude function” 
h real. 
The square of this modulus is the “intensity” 
and it is plain that the knowledge of I(h), f or enough values of A, is equivalent to 
that of the unlabeled differences (1). 
One knows that the problem does not have a unique solution. There is a 
systematic way of producing lots of sets which are not congruent but have the 
same set of differences; see [2]. Quite recently, Bloom [I] found a new pair of 
such sets which adds new interest to the field. Indeed Piccard [4, p. 311 presents a 
result to the effect that if the nonzero elements in (1) are all different then one 
can reconstruct X from (1). The pair found by Bloom shows that Piccard’s 
result does not hold. 
It is not hard to find conditions, like demanding that the Xj , 1 < j < N, be 
linearly independent over the integers, that guaranteed that X can be found from 
(1). But all of these conditions are too strong, and a “good” sufficient condition 
is still lacking, This is particularly true when the xj’s are taken to be integers, an 
assumption we make from now on. 
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In the application to crystallography it makes sense to consider the positions xi 
as random variables with unknown means and some known distribution 
symmetric around its mean. 
We can now state 
THEOREM I. Let xj , 1 < j < N, be independent random variables with 
unknown (integer) means a9 = (xj) and a common symmetric distribution F for the 
JEuctuations xi - (xJ. Then the mean and mean square of the stochastic process 
I(h) = / C ein’j 1’ (2) 
sufice to determine the means aj up to a congruency, any time that F is not a Cauchy 
distribution. 
Remarks. (i) The characteristic function of the Cauchy distribution is 
Q(X) = e-alhl, a 3 0. The case a = 0 gives back the nonrandom case. 
(ii) In the proof of the theorem it will be seen that the variance of I(h) gives 
away the set of numbers. 
(2Xi - xj - Xk} u {-2xi + xj + Xk}, 1 <i,j,k<N. (3) 
In Bloom’s example [I], one has 
x, = (0, 1,4, 10, 12, 17}, X2 = (0, 1, 8, 11, 13, 17}, 
and while the sets (1) coincide for X, and X, , it is easy to see that u = 29 
appears three times in the set (3) for X, , and not even once in the set (3) for X, . 
THEOREM II. Let aj , 1 < j < N, be a set of integers, and assume the sets 
{ai - 4, 1 <i,j<N (1’) 
and 
{2ai - aj - ale} U {-2a, + aj + a,), 1 <i,j,k<N (3’) 
are given. Then the set {a?} can be reconstructed up to a congruency. 
Remark. It would be most desirable to get an algorithm which produces 
ia, ,..., aN> from (1’) and (3’). Our proof of Theorem II follows directly from 
Theorem I, which uses some complex variable. It gives an algorithm for con- 
structing {a, , . . . , aN} which calls, for instance, for finding the complex zeros of a 
rational function. A simpler and more practical method should exist. 
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Proof of Theorem I. Denote with @(A) the characteristic function of xi - (x,), 
j = l,..., N, that is 
@(A) = EeiA(254zj>). 
This is an even, real-valued function since we assumed that the distribution of 
Xj - (Xj) is symmetric. 
The first moment of I(h) gives 
El(h) = E c eiA(Zj-Q) = N + c Ee”A(Zj-Zk) 
j,k j#k 
= N + @2(h) c eiA(Qj-%) 
j+k 
= @‘(A) 1 c eiAaj 1’ + N(l - @*(A)). 
i 
Thus, the information contained in H(h) is just the unlabeled set of differences 
aj - ak, 1 <j,k<N. 
The second moment is computed now: 
@(A) = E 1 c eiAzj I4 = E c e%-%++%n) 
j j,k.l,m 
= N + 4 1 ,Ve”A(~j-%) + 2N(N _ 1) + c e2iA(zj-3ck) 
j#k j#k 
+ 4 c Eei&-Zz) + c Eei(2”j-Q-4 
j.k.Z j-k.1 
+ c Eei(-2”j+Q+4 + c Eei(Zj-2k+2+,,z), 
j.1e.Z j.k.2.m 
In the last expression each of the sums is extended over pairwise different 
indices, while on the left-hand side the sum is over all values 1 < j, K, Z, m < N. 
The only terms which need careful analysis are treated below. One first gets 
. 
c Ee%-“‘) = 4j”@) c 
j.k.1 j.k.1 
ea’A(ab-~J = @(j#)(jjT - 2) (I C edha I2 _ N); 
then 
C EeiA(2zj-zk-zz) = @(a) @l(h) C eiA(2aj--ak--al) 
j.k.Z l.k.1 
= @(a) @2(h) [(C e2i”aj)(c eMiAaJ)’ - 3 1 T e2iAa5 I2 + 2N], 
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Similarly, one obtains 
c EeiA(-zzj+zb+aJ 
j-k.1 
= @(2h) @P”(x) C eiA(-2aj+nk+aJ 
isk.2 
and finally 
_ ((C e2iAaj)(x e-i”fl,)2 + (z e-2iAaj)(x ““ai)“) + (4N2 _ fjN)]. 
From the expressions above it is plain that the joint knowledge of 
2 EI(X) = E 1 eiA”’ I I and IW(X) = E ) c eiA”j I4 
gives 
I I C eiAaj 2, 
and if the function @(A) is known and, moreover, 
@(2X) @“(A) - @4(h) # 0, 
then we can also read off the value of 
(1 ,ZiAq)(c e-iA.,)2 + (c ,-2iAq)(x efAajr. 
(4) 
(5) 
(6) 
We first show that @(2X) @‘“(A) - W(h) = 0 for small h implies @(A) = 
&Al 
Since @(A) is continuous and G(O) = 1 , we can consider for small X >, 0 the 
function 
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and deduce from 
that 
@(2X) C(h) = @(A) 
fW = WY, f(O) = 0. 
But then a familiar argument gives a constant Q such that 
f(A) = ah for small nonnegative A. (7) 
This relation holds as long as G(h) # 0, but this is guaranteed by (7) and we 
finally get 
@(A) = e-alAl, h E R, a 2 0. 
In conclusion, (6) is available, first for small h and then for any A, except in the 
case when xj - <xj) are Cauchy distributed. Now we continue the proof. 
We can assume that 
0 = a, < a, < --a < uN = M. 
Now define p(z) as 
with 
p(2) = 1 + Cl2 + czz” + **I + CM-12M-1 + ZM 
cj = 1 if i E {% ,..., 4.4, 
= 0 if j (al ,..., 4~1, 
and notice that (4) and (6) are the values taken by the polynomials 
and 
&I = PM PO I4 ZM (8) 
A(4 + Pz(2) = PC4 PW) zZM + PW) P”(4 SM (9) 
when z = eiA 
Notice now that the product p&z) ~~(2) is just q(i) q( l/g) and thus is known 
for 12 1 = 1. Thus for each 2, 12 1 = 1, we can find the sum and product of 
p,(z) and ~~(2) and then each one of them up to order. Since $42) and ~~(2) are 
continuous and its values on / 2 1 = 1 are determined by its values on any small 
arc in 1 2 1 = 1, it is easy to see that the functions ~~(2) and ~~(2) are known for 
I 2 1 = 1 up to a labeling problem. 
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Summing up, if the unknown p(x) is given by 
(notice that n CL% = (-l)“), we have found 
q(z) = n (x - %J(z - 63 
and the pair 
pl(z) = n (2 - a,)(cx,’ - zy, p*(z) = n (z” - d)(z - 4”. 
These polynomials are known on 1 z 1 = 1 and thus can be considered known on 
the whole complex plane. 
While q(s) above only gives away the set 
we claim that using p, and p, we can find each of the sets {tin} and {LY;‘} up to 
order. 
Notice that exchanging these two sets amounts to a reflection and a translation 
of the set 0 = a, ,..., uN = M. 
Consider the ratio 
Any zero of R,(z) can be identified as an element of {LX-}. However, some of the 
elements in {an} might fail to show up as zeros of R,(z) if they are also zeros in the 
denominator. To take care of this proceed as follows: for each zero of R,(z), say 
01~ , multiply Rl(z) by the factor 
(9 - aJ/(z - cdl)“. 
Having done this for every zero of R,(z) we are left with an expression like 
R,(z) = H(z - cYj)2/fl(Z” - “j) 
where both products run over a common set of indices resulting from those 
elements of {(Ye} which cannot be read off as zeros of R,(z). Each factor in the 
numerator of I&(z) appears in its denominator and we get 
fl (z - aJ” = n (2 - ai). (10) 
Now this immediately implies that all the olj’s in (10) vanish. Indeed a direct 
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computation shows that all the elementary symmetric functions in these 4’s 
are zero. This is a contradiction to n u, = (- l)“. 
Thus all the elements of {u,,] are zeros of R&z). Similarly if one puts 
W) = AW!7(4 
then all the elements in {a;‘} can be read off as zeros of R,(z). 
The theorem is now proved. 
The announcement [3] contains a proof of Theorem I by contradiction and in 
the special case of a Gaussian distibution. No algorithm for finding the set (cY~} 
and thus a, ,..., aN is given there. 
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