A quantum algorithm for high energy physics simulations by Bauer, Christian W. et al.
A quantum algorithm for high energy physics simulations
Benjamin Nachman,∗ Davide Provasoli,† and Christian W. Bauer‡
Physics Division, Lawrence Berkeley National Laboratory, Berkeley, CA 94720, USA
Wibe A. de Jong§
Computational Research Division, Lawrence Berkeley National Laboratory, Berkeley, CA 94720, USA
(Dated: December 30, 2019)
Simulating quantum field theories is a flagship application of quantum computing. However, cal-
culating experimentally relevant high energy scattering amplitudes entirely on a quantum computer
is prohibitively difficult. It is well known that such high energy scattering processes can be fac-
tored into pieces that can be computed using well established perturbative techniques, and pieces
which currently have to be simulated using classical Markov Chain (MC) algorithms. These classical
MC simulation approaches work well to capture many of the salient features, but cannot capture
all quantum effects. To exploit quantum resources in the most efficient way, we introduce a new
paradigm for quantum algorithms in field theories. This approach uses quantum computers only for
those parts of the problem which are not computable using existing techniques. In particular, we
develop a polynomial time quantum final state shower that accurately models the effects of inter-
mediate spin states similar to those present in high energy electroweak showers. The algorithm is
explicitly demonstrated for a simplified quantum field theory on a quantum computer.
While quantum computers hold great promise for
efficiently solving classical problems such as querying
databases [1] or factoring integers into primes [2], their
most natural application is to describe inherently quan-
tum physical systems [3]. The most direct connection
between quantum systems and quantum computers oc-
curs for analog circuits that try to mimic the evolution
of a Hamiltonian as closely as possible [4]. A promis-
ing alternative to analog circuits are digital quantum
circuits, which use quantum algorithms to describe in-
herently quantum physical systems without directly im-
plementing the system’s Hamiltonian. However, many
physical systems are too complex to fully model with
a quantum circuit using near-future noisy intermediate
scale devices [5]. This is true for a generic quantum field
theory. While tools have been developed to model quan-
tum field theories by discretizing spacetime [6] and even
including continuous quantum numbers [7], the number
of quantum bits required to compute any relevant scatter-
ing amplitude is impractically large. Results with simpli-
fied quantum field theories on a lattice are promising [8],
but the full dynamics of high energy scattering processes
are too complex for both lattice methods as well as tra-
ditional perturbation theory when the number of final
state particles becomes too large. A promising new av-
enue for quantum algorithms for quantum field theories is
to use them only for the parts of the calculation that are
computationally intractable using standard techniques.
It is well known that factorization theorems can be
derived that separate shorter distance from longer dis-
tance physics [9–12]. The shortest distance physics of
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the hard-scattering process is the most difficult part to
simulate using lattice techniques (either using classical
or quantum computers) and can in most cases be com-
puted reliably using perturbative techniques. The longest
distances correspond to hadronization effects for which
often non-perturbative models are used to describe the
physics. In between these two scales, one has to describe
radiation occurring with soft and collinear divergences,
which requires techniques beyond standard perturbation
theory. A successful classical approach for simulating
the dynamics of this final state radiation is known as the
parton shower [13], which relies on reorganizing the tradi-
tional perturbative series about a fundamental coupling
constant to instead expand around the collinear and soft
limit of emissions [14, 15]. This leads to different series
expansions where each term in the new series includes
infinitely many terms from the original series expansion
and is the basis of parton shower Monte Carlo (MC) pro-
grams [16–19], which are a key component of high energy
quark and gluon scattering simulations. Parton shower
models are implemented using classical Markov Chain
MC (MCMC) algorithms to efficiently generate high mul-
tiplicity radiation patterns. This reliance on classical
MCMC algorithms implies that several quantum inter-
ference effects need to be neglected. While many current
analyses are nearly insensitive to such effects, future work
will analyze the final state radiation in more detail and
new studies will be enabled with calculations that include
new quantum effects.
Our goal is to develop a quantum circuit describing the
quantum properties of parton showers. In this work, we
consider showers with quantum interferences from differ-
ent intermediate particles, using a simplified model that
captures these effects without having to introduce the full
complexity of the Standard Model (SM). The variable de-
scribing the scale of the shower evolution is discretized
and at each step an emission can occur or not. We will
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2show that a classical MCMC is not able to capture the
important quantum interference effects in this model, and
that a full classical calculation scales exponentially with
the number of steps1. The proposed quantum algorithm
will be able to sample from the full probability distribu-
tion in polynomial time.
To begin, consider a simple quantum field theory, with
two types of fermion fields, f1 and f2, interacting with
one scalar boson φ governed by the following Lagrangian:
L =f¯1(i/∂ +m1)f1 + f¯2(i/∂ +m2)f2 + (∂µφ)2
+ g1f¯1f1φ+ g2f¯2f2φ+ g12
[
f¯1f2 + f¯2f1
]
φ . (1)
The first three terms in Eq. 1 describe the kinematics
of the fermions and scalar while the latter three terms
govern their interactions. In particular, the collinear dy-
namics of the theory are that the fermions can radiate
scalars (fi → fjφ) and scalars can split into fermion
pairs (φ → fif¯j). These couplings of fermions to scalar
bosons occur in the Higgs sector of the SM, and it has
been demonstrated that the final state collinear radia-
tion at high energy can be written in terms of a parton
shower [23, 29]. This model can contain important quan-
tum interference effects when all couplings are non-zero,
since the unobserved intermediate state of the fermions
can be a superposition of fi for i ∈ {1, 2}.
In the limit g12 → 0 one can derive an efficient MCMC
method for calculating high-multiplicity cross sections.
This is performed by introducing four splitting functions,
two for a fermion radiating a scalar (Pi→iφ(θ) = g2i Pˆf (θ))
and two for the scalar splitting into fermions (Pφ→ii(θ) =
g2i Pˆφ(θ)), where θ is the scale at which the splitting oc-
curs and Pˆ (θ) encodes the energy scale-dependence of the
emission probability. There are many formally equivalent
definitions of the scale; here we use a common choice: the
opening angle of the emission with respect to the emitter.
In addition to the splitting functions, another important
quantity is the no-branching probability (Sudakov fac-
tor):
∆i,k(θ1, θ2) = exp
[
−g2i
∫ θ2
θ1
dθ′Pˆk(θ′)
]
. (2)
The Sudakov factor encapsulates the virtual (and unre-
solved real) contributions and is responsible for the re-
organization of the perturbation series (‘resummation’)
mentioned above. The Sudakov factor and splitting func-
tion satisfy the unitarity relation
∆i,k(θ1, θ2) + g
2
i
∫ θ2
θ1
dθ Pˆk(θ) ∆i,k(θ1, θ) = 1 . (3)
1 There are efficient algorithms to account for spin correlations in
quantum chromodynamics [24–27], but these do not apply to our
model or more generally to any model such as SU(2) where the
emission probability depends on the spin [28].
A classical parton shower would then efficiently sample
from the cross section using a Markov Chain algorithm
by generating one emission at a time, conditioned on the
last emission. In particular, at a given step n in θ, there
are at most n particles and the probability that none of
them radiate or split is
∏N
j=1 ∆ij ,kj . If something does
happen at a given step, the probabilities are proportional
to the appropriate splitting function.
When g12 > 0, there are now multiple histories with
unmeasured intermediate fermion types which contribute
to the same final state. Therefore, the above MCMC is
invalid because one must include all possible histories and
cannot condition on a given state. Including all of the in-
terference effects requires accounting for all histories at
the amplitude level and only computing probabilities at
the end of the evolution. When the g12  1, the evo-
lution is dominated by a single emission, which can be
properly treated using a density matrix formalism [23],
where each splitting function is represented through a
splitting matrix. For example, the fermion splitting ma-
trix is Pi→jφ(θ) |fi〉 〈fj | (outer product of a ket and bra
gives a matrix). When there is more than one emission
during the evolution, this matrix formalism is insufficient
and one must compute the full amplitude for which there
are O(2N ) possible histories [see App. A].
We propose an efficient solution by keeping track of
amplitudes and not probabilities using quantum com-
puter. A quantum circuit implementing the quantum
final state radiation algorithm for one of N steps is given
by the following diagram:
|p〉 / R(m) p p U (m)p R(m)†
|h〉 / Uh h
|e〉 U (m)e e
|nφ〉 /
Ucount
nφ
Uh|na〉 / na
|nb〉 / nb
The circuit calls for six registers, which are are detailed
in the App. A and summarized in Tables I and II. The
initial state of |p〉 consists of nI particles (which can be
fermions or bosons) in the f1/2 basis. One starts by ro-
tating this initial particle state from the f1/2 basis to a
diagonal fa/b basis, using a simple unitary R
(m) oper-
ation discussed in App. A. Then, a series of operations
evolving the particles states are applied: the number of
particles of each type are counted (Ucount), Sudakov fac-
tors are used to determine if an emission occurred (U
(m)
e ),
given an emission, a particular particle is chosen to radi-
ate/branch (Uh), and the resulting particle state is up-
dated (U
(m)
p ). Finally, the state is rotated back to the
3f1/2 basis through the R
(m)† operation. This process is
repeated for all of the N steps.
Performing the evolution in the fa/b basis and then
rotating to the f1/2 basis, creates interferences between
equivalent final states which had different intermediate
fermions. One event is generated by measuring all of
the qubits after the final rotation back to the f1/2 basis.
By repeating the entire process, we can generate a large
number of events which we can then use to compute phys-
ical observables for our theory. As discussed in App. A,
the algorithm presented can be simplified significantly if
the a subset of qubits representing the history register
|h〉 can be measured at the end of each step. This fixes
the total number of particles as well as the total num-
ber of bosons. The number of standard quantum gates
(single qubit and CNOT gates) required at each step is
discussed in App. A and summarized in Table II with and
without the repeated measuring of the history register.
Comparing the scaling of the quantum algorithm with
an efficient classical algorithm, discussed in App. A, the
quantum algorithm outperforms the classical algorithm
once the number of emitted particles exceeds O(10), if
the history register is measured after each step. Without
this repeated measurement, the number of steps required
for the quantum algorithm to beat the classical one de-
pends on the size of the coupling constants g1,2 as the
classical scaling goes with the number of fermions and
not the (much) larger number of steps.
The practical challenge with above circuit is that it
requires more connected qubits and operations than are
currently available in state-of-the-art hardware. In order
to show an implementation of our algorithm, we there-
fore consider a special case that is amenable to measure-
ment on existing technology. This special case ignores the
φ→ ff¯ splitting (naturally suppressed in gauge theories,
but not in the scalar-only theory), ignores the running
coupling, and has only a single fermion (possibly in a su-
perposition) as the initial state. This results in a much
simpler circuit since there is only one fermion, but an
arbitrary number of scalars. A decomposition of the re-
sulting circuit into single qubit and CNOT gates requires
ngates = 12N+2 (see App. A). This model is however still
sufficiently complex that the classical MCMC described
earlier2 fails to capture important quantum effects when
g12 6= 0.
Figure 1 presents the normalized differential cross sec-
tions for the logarithm of the largest emission angle (a,c)
as well as the number of emissions (b,c) for both clas-
sical simulations/calculations, quantum simulators [31],
and chip experiments of public and Q Hub member quan-
tum chips through cloud access on the IBM Quantum
2 While the standard parton shower-inspired MCMC algorithm
fails, we have discovered a quantum-inspired classical algorithm
that can efficiently sample from the full probability distribu-
tion [30]. However, this algorithm only works when neglecting
the φ→ ff¯ and cannot solve our full model.
Register Purpose # of qubits
|p〉 Particle state 3(N + nI)
|h〉 Emission history Ndlog2(N + nI)e
|e〉 Did emission happen? 1
|nφ〉 Number of bosons dlog2(N + nI)e
|na〉 Number of fa dlog2(N + nI)e
|nb〉 Number of fb dlog2(N + nI)e
TABLE I: All of the registers in the quantum circuit with
the number of qubits they require for N steps and nI initial
particles. The symbol d. . .e denotes the ceiling function.
Operation
Scaling # gates(default alg.)
default algorithm measure |h〉 N = 4
count particles [Ucount] N lnN N lnnf 4.93× 102
decide emission [Ue] N
4 lnN Nnf lnnf 9.29× 103
create history [Uh] N
5 lnN Nn2f lnnf 1.96× 105
adjust particles [ Up] N
2 lnN Nnf lnnf 5.01× 103
classical algorithm N2nf/2
TABLE II: List of the circuit operations with the number of
standard gates required for given numbers of steps assuming
nI = 1. Further details about the calculations involved and
the counting of the number of gates can be found in App. A.
The third column provides the scaling assuming that
classical registers could be used to store the history qubit at
each step. This is not implemented in the algorithm shown
in Fig. 1, but may be possible on near-term hardware.
Experience. All cases are started from the initial state
containing a single f1 fermion. The data of experimental
measurements shown in Figure 1 were collected on the
IBM Q Johannesburg chip. This quantum computer has
twenty qubits, and to restrict the gate depth and hard-
ware fidelity challenges we choose to simulate N = 4
steps. The 4-step circuit on 5 qubits requires 48 gate
operations, of which 17 are 2-qubit operations. Details
of the experiments, including measurement corrections
are discussed in App. A. In addition to presenting the
simplified model with both quantum hardware and sim-
ulations, Figure 1 also shows a simulation with the full
model (including φ→ ff¯) for 2 steps.
When interference effects are turned off (g12 = 0), we
find excellent agreement for all observables between both
the classical and quantum simulator results as well as the
quantum computer measurements. For g12 = 1 the spec-
tra are shifted to the right, leading to more emissions and
at larger angles. For all quantum simulations the frac-
tion of events with no emissions (first bin in (b) and (d))
agree separately for each value of g12. This is because the
simulation is started with a single fermion state, where
the splitting φ → ff¯ is irrelevant. For a higher number
of emissions, the φ → ff¯ splitting affects the distribu-
tion, and in particular lowers the fraction of events with
a single emission.
The experimental data points obtained running the 48
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FIG. 1: The normalized differential cross section for log θmax (a,c) and the number of emissions (b,d). Interference effects are
turned on (g12 = 1) and off (g12 = 0), where the classical simulations/calculations are expected to agree with the quantum
simulations and measurements. The top plots (a,b) show results for the case where φ→ ff¯ is excluded as this can be run on
current quantum hardware. The bottom plots (c,d) include the φ→ ff¯ with fewer steps to reduce the computational
complexity. The ratio plots compare the g12 = 0 and g12 = 1 simulation. Over 10
5 events contribute to each line and the
statistical uncertainties are therefore negligible. Quantum measurements are corrected for readout errors, as described in
App. A.
operation simulation on the IBM Q Johannesburg quan-
tum computer are in agreement with the quantum simu-
lator results, clearly showing the role of interference when
the interaction is turned on (from g12 = 0 to g12 = 1).
Some differences can be observed between the quantum
simulator and the actual quantum computer experiment,
which can be attributed to the noise present in the exist-
ing hardware. These results are an important and first-
of-its-kind experimental proof-of-principle for the algo-
rithm and are the first step in the realization of a larger
and more precise calculations on future hardware.
Future extensions of the algorithm can bring it closer
to the SM. To include the full three-dimensional kine-
matics of parton splittings, one would need to augment
the procedure to sample momentum fractions and az-
imuthal angles. It may be possible to achieve this with
a hybrid quantum-classical approach as the probability
distribution factorizes. The current model includes all
of the discrete quantum numbers of the Higgs sector of
the SM with one fermion. Adding additional fermions
is algorithmically simple and is a linear computational
cost. A further extension to the SU(2) component of the
SM would be able to use nearly the same algorithm, but
with more fermions and additional bosons to represent
the W± and Z bosons. While the numerical implica-
tions of such electroweak showers with multiple bosons
may be small at previous and current colliders, such cal-
culations may be important for future colliders as well
as indirect dark matter search experiments with ultra
high-energy particles [40] with a Higgs or full SU(2)-like
structure. Further extensions to the strong force SU(3)
may be possible, but are more complicated because of
the important role of low energy and not just collinear
radiation. There is also an extensive literature on approx-
imate amplitude-based approaches using classical meth-
ods [41–47], which may also have potential synergy with
quantum algorithms in the future.
With improved quantum hardware beyond the current
noisy intermediate scale devices [5], our algorithms will
be able to produce calculations that are currently not
possible with classical devices. The richness of quan-
tum phenomena in high energy physics makes them an
excellent testbed for studying the power of quantum al-
gorithms. By focusing on final state radiation, quantum
algorithms may be able to provide key insight into the
dynamics of quantum field theories underlying the laws
of nature.
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Appendix A: Methods
1. The registers of the quantum circuit
The quantum circuit introduced in this paper has a
total of 6 registers. The first register, |p〉, contains the
flavour information about each particle. Each particle in
the system can be in one of 6 states |0〉, |φ〉, ∣∣fa/b〉, and∣∣f¯a/b〉. To encode these 6 states one requires 3 qubits,
and we choose the representation as
|p〉i =

000
001
010
011
100
101
110
111

=

0
φ
−
−
f1/fa
f2/fb
f¯1/f¯a
f¯2/f¯b

, (A1)
where the third and fourth states are not used and one
chooses f1/2 and fa/b before and after the basis change
discussed in the next section. Since there can be up to
N + nI particles in the system (where nI is the initial
number of particles and N is the number of steps), one
needs a total of
dim[|p〉] = 3(N + nI) (A2)
qubits to encode this register.
The second register, |h〉, holds the information about
which particle emitted a particle at a given step. At the
start of the mth step (where the first step has m = 0),
there are up to m + nI particles that can have emitted
the extra particle, and at the mth step |h〉m needs to be
able to hold the integers 0 . . .m+nI (where 0 denotes no
particle having emitted something). When considering
N steps, the register therefore needs to hold
∑N−1
m=0(m+
nI) = N(N + 2nI + 1)/2 integers, requiring
dim[|h〉] = dlog2[N(N + 2nI + 1)/2]e , (A3)
where d. . .e denotes the ceiling function. It might be
simpler to have each |h〉m be of the same size, in which
case each |h〉m would need to hold the integers 0 . . . N +
nI − 1. This would require
dim[|h〉] = Ndlog2[(N + nI)]e (A4)
qubits.
The third register, |e〉 temporarily holds the informa-
tion whether an emission has occurred in the current step.
This is binary information, and therefore requires a single
qubit, giving
dim[|e〉] = 1 . (A5)
The remaining three registers are count registers,
which temporarily hold the information about how many
bosons, fermions of type a and fermions of type b (count-
ing both f and f¯) are in the current state. Since the
count registers are used for every step, they have to hold
the integers 0, . . . , N + nI . We again choose the binary
representation to hold these integers, and one needs
dim[|nφ〉] = dim[
∣∣na/b〉] = dlog2[(N + nI)]e (A6)
qubits.
At the start of the circuit, all work registers |e〉, |nφ〉,
|na〉, and |nb〉 are initialized to |0〉, where for the count
registers |0〉 refers to the integer 0 in binary notation.
For the physical registers, all history registers |h〉m as
well as the particle registers |p〉m>nI are initialized to
zero. The only non-zero registers are |p〉m≤nI , which are
initialized to the initial particle content (possibly in a
superposition).
2. Diagonalizing the splitting matrix
The splitting matrix can be written in terms of the
coupling constants g1, g2 and g12 as
Pi→jφ(θ) = Gij Pˆ (θ) ≡
(
g1 g12
g12 g2
)
Pˆ (θ) . (A7)
The coupling matrix G can be diagonalized as
Gdiag = UGU† =
(
ga 0
0 gb
)
, (A8)
with
ga =
g1 + g2 − g′
2
, gb =
g1 + g2 + g
′
2
, (A9)
where
g′ = sign(g2 − g1)
√
(g1 − g2)2 + 4g212 . (A10)
The matrix U in Eq. (A8) is given by
U =
( √
1− u2 u
−u √1− u2
)
, (A11)
with
u =
√
(g1 − g2 + g′)
2g′
. (A12)
7Since each particle is represented by a 3-qubit state,
the operation R that rotates a single particle from the
f1/2 basis to the fa/b basis is represented by a 8 × 8
unitary matrix R, and it must be applied to all of these
3-qubit particle states. It is defined in terms of the matrix
U , introduced in Eq. (A11). For the representation of the
particles given in the previous section, one has
R =
 I 0 0 00 I 0 00 0 U 0
0 0 0 U
 , (A13)
where I denotes the 2×2 identity matrix. The rotation R
correctly mixes the fermion states, while it leaves alone
the |φ〉 and |0〉 states. Because of the running of the
coupling constants the matrix U , and in turn the matrix
R, will be different at each step in the evolution.
3. Populating the register for counting the particles
As discussed, at the beginning of each step the count
registers |nφ〉, |na〉 and |nb〉 are in the state |0〉. To per-
form this counting we apply the controlled U
(m)
count gate,
which is given by
|p〉 / φ a b |p〉 / p
|nφ〉 / U+ ≡ |nφ〉 /
Ucount|na〉 / U+ |na〉 /
|nb〉 / U+ |nb〉 /
For each particle in the state |p〉 we apply the unitary
operation U+ to the appropriate count register. The op-
eration U+ is defined on a set of integer states ranging
from 0 . . . N + nI as
U+ |n〉 = |n+ 1〉modN+nI , (A14)
or in matrix form, (U+)ij = 1 if j = i+ 1 mod (N + nI)
and 0 otherwise. This is a simple operation, and the gate
decomposition of the U+ operator can be found when
discussing the circuit decomposition.
4. Sudakov factors in the quantum circuit
In the a/b basis the splitting can not change the flavour
of the emitting fermion, and the evolution can therefore
be described in terms of individual splitting functions
and Sudakov factors, just as in a usual MCMC. For the
fermions there are 2 different splitting functions
Pi→iφ(θ) = g2i Pˆf (θ) , (A15)
where i ∈ {a, b}. The splitting of the bosons is given by
Pφ→i¯i(θ) = g
2
i Pˆφ(θ) , (A16)
Using these splitting functions, one can define Sudakov
factors, which describe the probability to have no emis-
sion from a given particle in a given step m. One finds
∆i(θm) ≡ exp [−∆θ Pi(θm)]
∆φ(θm) ≡ exp [−∆θ Pφ(θm)] , (A17)
where
Pi(θm) ≡ Pi→iφ(θm)
Pφ(θm) ≡ Pφ→aa¯(θm) + Pφ→bb¯(θm) , (A18)
and
∆θ = θm − θm+1 . (A19)
The probability to have no emission from a state con-
taining nφ bosons and na/b fermions of type a/b, is then
given by
∆(m)(θm) = ∆
nφ
φ (θm)∆
na
a (θm)∆
nb
b (θm) . (A20)
From this one can derive the probability to have a branch-
ing at a given step, which is given by
qp(θm) ≡
∫ θm+1
θm
dθPp(θm)∆p(θm, θ)
= 1−∆p(θm, θm+1) . (A21)
One therefore finds the unitarity condition
∆p(θm, θm+1) + qp(θm) = 1 . (A22)
This splitting probability can be encoded in the quan-
tum circuit through the rotation U
(m)
e on the qubit |e〉.
It starts off in the state |0〉 and is transformed to |1〉 if
there is an emission and stays in the |0〉 state if there is
no emission. The emission matrix is given by
U (m)e =
( √
∆(m)(θm) −
√
1−∆(m)(θm)√
1−∆(m)(θm)
√
∆(m)(θm)
)
.
(A23)
5. Selecting a particle to radiate or split
In order to select from which particle the emission oc-
curred, one needs to “loop” over all particles in the reg-
ister, up to the (m+nI)
th particle for step m, which can
8be written in terms of sub-operations
|p〉M / p
. . .
|p〉2 / p
|p〉1 / p
|h〉m / U (m,1)h U (m,2)h U (m,M)h /0
|e〉 • • . . . • X
|nφ〉 /
U
(m,1)
h U
(m,2)
h U
(m,M)
h
|na〉 /
|nb〉 /
Each sub-operation controls on one of the |p〉i in the
particle register, and the final operation ensures that the
emission qubit is back in the |0〉 state after the operation.
The sub-operation which controls on the kth particle is
given by
|p〉k / p p φ a b
|h〉m / U (m,k)h U (m,k)h
|e〉 • ≡ •
|nφ〉 /
U
(m,k)
h
nφ U−
|na〉 / na U−
|nb〉 / nb U−
Here a control on |pk〉 means that the controlled unitary
operation Uh depends on the flavour of particle pk, while
φk, ak and bk are true or false if |p〉k is either a boson,
an a-fermion, or a b-fermion, respectively.
For each particle in |p〉 we apply U (m,k)h if the emission
has occurred in the given step. U
(m,k)
h is a 2× 2 unitary
sub-matrix which always acts between the states |0〉 and
|k〉 of |h〉m. Defining
P (nφ, na, nb)(θm) =
∑
p
npPp(θm) , (A24)
where Pa, Pb and Pφ are given coefficients, the mentioned
2× 2 submatrix is given by
U
(m,k)
h =
 √1− Ppk (θm)P (nφ,na,nb) −√ Ppk (θm)P (nφ,na,nb)√
Ppk (θm)
P (nφ,na,nb)
√
1− Ppk (θm)P (nφ,na,nb)
 .
(A25)
The coefficients of the matrix U
(m,k)
h depend on nφ, na
and nb, which is why we control on the count registers.
Thus, if an emission has occurred, in each sub-operation
the controlled U
(m,k)
h gate rotates between the states |0〉
and |k〉 in the |h〉 register. This is done recursively in a
way that builds up the correct amplitudes for each pos-
sible emission history.
After each application of U
(m,k)
h , the count register is
reduced, changing the value of P (nφ, na, nb)(θm) in the
next step. For example, if it was a fa which emitted, the
count na will go to na−1. This means in particular that
in the last sub-operation one has
P (nφ, na, nb)(θm) = Ppk(θm) , (A26)
such that the last of the 2 × 2 sub-matrix is always of
form
U
(m,m)
h =
(
0 −1
1 0
)
(A27)
As a result, in the last sub-operation the amplitude of
the |0〉 state of |h〉m is fully transferred to the |m〉 state.
In the history register, this operation generates a su-
perposition of states corresponding to all the possible
emissions which could have happened. The amplitude
for the emission to be associated with a particle pk is
given by
Apk =
√
Ppk∑
pk
Ppk
, (A28)
but this procedure includes the interference from all pos-
sible flavours each particle can have.
Notice that at the end of the step, the U− gates have
been applied conditionally on all of the particles in |p〉,
which is exactly the inverse of the first operation, where
we counted the particles. As a result the three count
registers will be back to the initial state |0〉 at the end
of each step, ready to be used again. Furthermore, the
emission register is reset back to |0〉 by the last controlled
X operation.
6. Adjusting the particle state
The final operation in each step adjusts the particle
flavours according to the emissions that happened. For
example, if a boson splits into a faf¯a pair, we must re-
move a φ from |p〉 and add an fa and an f¯a. In general, if
it is a fermion that emits we simply have to add a boson
to the |p〉 register, while if it is a boson which emits we
must add fermion-antifermion pair to |p〉 and remove the
boson which emitted. The schematic of the circuit which
9performs this operation is given by
|p〉M+1 / Up
|p〉k / Up
|h〉m / k
As before, M = m+ nI . Notice that if we control on |h〉
being in the |k〉 state, we apply Up to the kth sub-register
|p〉k and the (M + 1)th sub-register |p〉M+1.
Each sub-register in |p〉, made up of three qubits, cor-
responds to one particle state and can be in any of six
possible states: 0, φ, fa, fb, f¯a and f¯b. The sub-register
|p〉M+1 will encode the new particle which has just been
emitted and it always starts out in the 0 state, while
the registers below encode the previous particle states.
The operation labeled Up, conditional on the k
th state in
|h〉, is a map from the kth and (M + 1)th particle states
before the emission, and the same particle states after
the emission. Notice that this operation is controlled on
the history states, which specify which particle emitted,
though they do not hold the information of what kind of
particle that was. That information is provided by the
kth particle state. The Up gate is always the same and
we want it to take
|fi〉 |0〉 → |fi〉 |φ〉∣∣f¯i〉 |0〉 → ∣∣f¯i〉 |φ〉
|φ〉 |0〉 →
∑
i=a,b
gˆi
(|fi〉 ∣∣f¯i〉+ ∣∣f¯i〉 |fi〉) , (A29)
where
gˆi ≡ gi√
2(g2a + g
2
b )
. (A30)
Here we used the vector representation of the particle
states given in Eq. (A1). We can write this transforma-
tion as a single unitary operator as follows:
Up =
∑
i=a,b
|fi〉 |φ〉 〈fi| 〈0|+
∑
i=1,b
∣∣f¯i〉 |φ〉 〈f¯i∣∣ 〈0| (A31)
+
∑
i=a,b
gˆi
(|fi〉 ∣∣f¯i〉+ ∣∣f¯i〉 |fi〉) 〈φ| 〈0| .
Since the particle states of different flavours are orthog-
onal to one another, this transformation is unitary.
7. Circuit Decomposition
We now explain in some detail how to break down
the operations in our general quantum circuit (including
φ → ff¯ and the running coupling) into standard quan-
tum gates (single qubit gates and CNOT gates), so that
we can run the circuit on a simulator and eventually on
an actual testbed. While every effort was made to find
an efficient breakdown of the circuit, we anticipate that
a reduction in the number of standard quantum gates is
still possible. The following discussion gives the number
of gates required for each step 0 ≤ m < N −1 in the evo-
lution. Table II gives the number of gates needed after
summing over all steps.
8. The first sub-operation, Ucount
We start with the counting operation. We store inte-
gers in the counting registers using the conventional bit
representation, then the U+ gate can be implemented as
shown below.
w`−1 . . . • . . .
w`−2 . . . • • . . .
. . . . . . . . .
w2 • . . . . . .
w1 • • . . . . . . •
q1 X . . . . . .
q2 . . . . . .
q3 . . . . . .
. . . . . . . . .
q`−1 . . . . . .
q` . . . . . .
A general integer a has the form |q`...q3q2q1〉, where
` = dlog2(a)e is the number of bits necessary to store the
integer (we round up to the nearest integer). Therefore,
in our circuit the number of gates needed to implement
a specific U+ gate depends on the maximum integer we
might have to store. In our circuit, the U+ gate is con-
trolled on the particle state |p〉 being a type a fermion, a
type b fermion or a φ boson. From the definition of the
particle state in Eq. (A1) one can see that the first two
cases require controlling on two qubits from |p〉, while
the latter case requires controlling on all three the qubits
from |p〉. These controls are applied to all of the opera-
tions of the U+ decomposition above, yielding many in-
stances of an X-gate being controlled on multiple qubits.
It is a known result (see e.g. Ref. [39]) how to decom-
pose a C(n)(U) operation, requiring n − 1 work qubits,
2× (n−1) Toffoli gates plus a C(U) operation. A Toffoli
gate requires 16 standard gates while a C(U) operation
where U is real requires 5 standard gates in general (al-
though if U = X it is simply a CNOT gate). For n > 2
and controlling on all qubits being in the |1〉 state, we
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then need ∣∣∣C(n)[X]∣∣∣ = 32n− 31∣∣∣C(n)[U ]∣∣∣ = 32n− 27 (A32)
standard gates. To this count we add 2 X-gates for each
time we control on a qubit being in the |0〉 state instead
of the |1〉 state. Using these results, the total number
of standard gates necessary for the counting operation
when simulating the mth step is:
909dlog2(m+ nI)e − 1010 . (A33)
The above number includes many pairs of adjacent X
gates (coming from controlling on a |0〉, rather than |1〉)
that cancel. Ignoring all such X gates gives
ccount(m,nI) = 873dlog2(m+ nI)e − 968 . (A34)
The true answer lies in between (A33) and (A34); the
effect is small and henceforth we ignore the difference
arising from controlling on |0〉 versus |1〉. We therefore
write the final answer as
Nsub1(m,nI) = ccount(m,nI) . (A35)
9. The second sub-operation, U
(m)
e
Let’s now look at the operation in which we determine
whether or not we had an emission, whose circuit is given
by
|e〉 / U (m)e
|nφ〉 / nφ
|na〉 / na
|nb〉 / nb
If we are at the mth step, the largest number of particles
we can have is m + nI , while the minimum is nI . This
means that we have to apply Ue gates controlled on all
the possible combinations of three integers, ranging from
0 to m+nI , whose sum is in the range [nI ,m+nI ]. There
are
c(m,nI) =
m+ 1
6
(m2 + 3mnI + 5m+ 3n
2
I + 9nI + 6)
(A36)
such such combinations. For each of these we run a
C(3dlog2(m+nI)e(Ue) operation, where the Ue gates are
RY (θ) rotations. Using the results from above about
C(n)(U) operations, the total number of standard gates
necessary for the emission operation is
Nsub2(m,nI) = c(m,nI) (96dlog2(m+ nI)e − 27) .
(A37)
10. The third sub-operation, Uh
The next operation we need to break down is the cre-
ation of the emission history. If we are in the mth step of
the evolution, we can have up to m+ nI particles in |p〉,
so we must run m + nI of the sub-operations discussed
before. We notice that the second part of the circuit
for the sub-operation is the same as the counting opera-
tion, except we have U− gates instead of U+ gates. The
U− gate is implemented very similarly to the U+ gate,
the only difference being that we control on work qubits
being in the |1〉 state instead of the |0〉 state. There-
fore, the number of standard gates necessary to apply
the controlled-U− operations when simulating the mth
step is ccount(m,nI) given in Eq.(A34).
In the first part of the sub-operation circuit, the gate
Uh has the same controls on the count registers that we
found in the emission operation, plus having controls on
the particle state and on the emission qubit (which has
to be in the |1〉 state for an emission to have happened).
As we have seen the particle state can be in any of six
states specified by three qubits; however, the emission
probability is the same for particle and anti-particle, and
Uh is the identity if the particle is in state |0〉. Therefore
the number of possible combinations of particle state and
count states in sub-operation j is 3 c(m,nI), which is
the number of times we must apply Uh gates controlled
on 4 + 3dlog2(m + nI − j)e qubits. The history register
contains states labeled by integers from 0 to m+ nI and
we use the standard bit representation to encode these
integers in qubits. For the jth sub-operation the matrix
Uh is an a× a unitary matrix, where a = 2b with
b = dlog2(j)e . (A38)
Uh only differs from the identity matrix in the row / col-
umn 1 and (j+1), which form the submatrix in Eq. (A25).
Therefore, Uh is a particular type of two-level unitary
transformation acting on b qubits, which we call U [b].
There is a standard procedure to break such matrices
U [b] down into standard qubit gates, and one can use
this result to derive a break-down of a controlled U [b]
transformation. One finds∣∣∣C(n)[U [b]]∣∣∣ = 32(n− 1) + ∣∣∣C(1)[U [b]]∣∣∣
= 32(n− 1) + 2(b− 1)
∣∣∣C(1)[X]∣∣∣+ ∣∣∣C(1)[U ]∣∣∣
= 64b2 − 94b+ 32n+ 3 . (A39)
For our case we have n = 4 + 3dlog2(m + nI − j)e),
and combining these results the total number of stan-
dard gates necessary to implement the controlled-Uh op-
erations is
Nsub3(m,nI) =
m+nI∑
j=1
[
ccount(m,nI)
+ 3c(m,nI)
∣∣∣C(4+3dlog2(m+nI−j)e)[U [b]]∣∣∣ ] . (A40)
11
11. The fourth sub-operation, U
(m)
p
Given the transformation in Eq. (A31), we can imple-
ment Up efficiently as
Ur
H
• • • • •
|pk〉
•
•
|pj〉
where k = m + nI . In the circuit H is the Hadamard
gate and Ur is given by
Ur =
1√
g2a + g
2
b
(
ga −gb
gb ga
)
. (A41)
The operation Up is controlled on the possible states
in |h〉. There are m + nI such states, each requiring
dlog2(m + nI)e controls. Thus, for each of the m + nI
occurrences of Up one adds dlog2(m + nI)e controls to
each operation above. This gives
Nsub4(m,nI) = (m+ nI) (224dlog2(m+ nI)e+ 143) .
(A42)
standard gates.
12. Summary
Adding all sub-operations together and summing over
0 < m < N − 1, one finds that the overall scaling of our
circuit is N5 lnN . Fig. 2 shows the number of gates as a
function of N for N < 50.
Note that one can obtain a much shallower circuit re-
quiring less qubits if one takes into account that in the
end states with different history registers do not interfere
with one another. This implies that one can measure the
history register after the third operation in each step, and
reset it back to zero. This collapses the quantum state
to one with a definite history. Having a state with a defi-
nite history gives definite knowledge about the number of
bosons nφ, as well as the total number of particles ntot.
This is because the history allows us to infer how many
emissions have happened, which means that the state has
a definite number of particles; since one also knows at any
step at which an emission happened if the emitting parti-
cle was a fermion or a boson, one knows the total number
of bosons. Thus, instead of counting and keeping track of
the 3 values nφ, na and nb, it suffices to only keep track
of na and from that derive nb = ntot − nφ − na. Fol-
lowing similar steps outlined in this section in this case,
one can easily see that the scaling of the depth of the
circuit is reduced significantly, with an overall scaling of
Nn2f lnnf , instead of the N
5 lnN . Here N denotes the
number of steps as before, while nf is the total number
of fermions in the event, which can be significantly less
than N , depending on the size of the couplings g1,2 and
how many fermions were in the initial state. While cur-
rent quantum hardware does not allow for such repeated
measurements, this might be possible in the future.
13. Circuit with no φ→ ff¯
Ignoring the φ → ff¯ splittings, ignoring the run-
ning coupling, and starting with only one fermion (pos-
sibly in a superposition) as the initial state, allows us
to drastically simplify our quantum circuit, since all
one needs now is a single qubit which represents the
fermion flavours, and a boson register, which keeps track
of whether or not a boson was emitted at a given step.
This boson register is the equivalent to the emission regis-
ter plus the particle register in the general circuit. We no
longer need a history register, since we know the fermion
is the only particle which can emit, nor do we need the
count registers since in this limit the probability of a
boson being emitted only depends on the flavour of the
fermion. The full evolution can be carried out with the
much simpler circuit
|φN 〉 Uan U bn
. . . . . .
|φ1〉 Ua1 U b1 . . .
|f〉 U • . . . • U†
The U and U† gates are the same as in Eq. (A11),
while the U
a/b
i gates are given by the matrices
U
a/b
k =
( √
∆a/b(θk) −
√
1−∆a/b(θk)√
1−∆a/b(θk)
√
∆a/b(θk)
)
, (A43)
which encode the amplitude for the fermion to emit or
not emit a boson at a given step. These gates are con-
trolled on the fermion state since the gate parameters
depend on the flavour of the fermion. The circuit con-
struction demonstrates that the scaling for generating a
single event is linear with the number of steps.
We now discuss how to implement this circuit on cur-
rently available hardware, breaking down the controlled
operations into standard gates, namely single qubit gates
and CNOT gates. To achieve this, one first uses the well
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known result
X • X
=
U U
In our case the gate U consists of a RY (θ) rotation
gate. Furthermore, we use the fact that for an arbitrary
controlled-U operation, one has
• • • P
=
U C B A
where
P =
(
1 0
0 eiψ
)
, (A44)
and the following conditions are satisfied
U = exp(iψ)AXBXC ; ABC = I . (A45)
To apply this to the controlled-RY (θ) gate one chooses
A = RY (α) B = RY (β) C = RY (α) , (A46)
where α, β and ψ satisfy
α =
θ
4
β = −θ
2
, ψ = 0 . (A47)
This gives gates A, B, C, P (where P is the trivial iden-
tity matrix) that satisfy all conditions. Using this infor-
mation one finds that each step requires a total of 12 sim-
ple quantum gates (8 single qubit gates and four CNOT
gates), and in addition two transformations are required
at the beginning and end of the circuit which also consist
of single qubit gates. Generating a single event therefore
requires a total of
ngates = 12N + 2 (A48)
single qubit and CNOT gates.
14. A classical algorithm and comparison to the
quantum algorithm
As already mentioned, a simulation of this algorithm
on a classical computer scales exponentially with the
number of time steps, rather than polynomially as in the
case of a quantum computer. In this section we give some
more details on a possible classical algorithm. There are
several different ways in which a classical simulation can
be done, and we choose here a method that is similar
in spirit to the method used on the quantum computer,
namely performing a change of basis in the fermion sec-
tor in which the evolution is diagonal, and rotating to the
original basis after the full evolution has been performed.
This can be implemented classically using the following
steps
1. Perform a basis rotation of the initial state from
the mass basis f1/2 to the diagonal basis fa/b
2. Randomly pick an initial state containing either one
fermion fa or one fb based on the amplitudes of the
initial state
3. Perform a normal shower evolution, which results
in a particular history of emissions with a particular
combination of fermion flavors
4. Find all possible fermion flavor combinations fa/b
and compute their amplitudes given the chosen his-
tory of emissions
5. Performing the basis rotation, find the amplitudes
for all possible fermion combinations f1/2
6. Choose one of the fermion combinations based
on their probabilities (squared amplitudes) and
reweight the generated event to this probability
The complexity of this algorithms can be estimated as
follows: To compute a given amplitude requires a fixed
number of computation for each step, and the number of
amplitudes that need to be computed scales as 2nf/2 with
the number of fermions in the event. Thus the classical
scaling is
[classical] ∼ N × 2nf/2 (A49)
As discussed previously, the scaling of the quantum al-
gorithm with and without the repeated measurements is
[quantum repeat] ∼ N × n2f lnnf (A50)
[quantum no repeat] ∼ N ×N5 lnN (A51)
Since the relative prefactor depends on how precisely one
counts the number of classical computations, we omit it
in a comparison between the classical and quantum algo-
rithm. The quantum algorithm with repeated measure-
ments of the history register beats the classical algorithm
once the number of emitted fermions exceeds roughly 10.
To compare the quantum algorithm without the repeated
measurement to the quantum algorithm depends on the
average number of fermions emitted, which depends on
the coupling gL/R.
15. Simulation experiments on IBM Q
Johannesburg
In this section we will discuss the experimental quan-
tum computer setup and data postprocessing for the 4
step simulation shown in Figure 1 for the circuit without
φ splitting. In our experiments we utilized the 20 qubit
Johannesburg chip, available to members of the IBM Q
Network. We choose qubit 12 as the |f〉 qubit, which is
connected to qubits 7, 13 and 11 (Figure 3). In addi-
tion, we used qubit 10 as the fifth qubit. The choice of
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FIG. 2: The number of standard qubit gates as a function of
the number of states, using the formulae given in
Eqs. (A35), (A37), (A40) and (A42) . The asymptotic
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FIG. 3: Layout of IBM Q Hub Johannesburg chip. The
highlighted qubits were used in generating the experimental
data in Figure 1 and were chosen to minimize the number of
required SWAPs and operation errors.
qubit was based on the best one- and two-qubit calibra-
tion data provided by IBM on the day experiments were
run on the hardware.
The 4 step circuit requires 5 qubits with the |f〉 qubit
needing to perform two-qubit CNOT operations with the
other 4 qubits in sequence. Our circuit consists of 53
gates, of which 34 are one-qubit rotations and 19 are
two-qubit operations (of which 3 were needed to swap
qubits 10 and 11). The maximum connectivity on the
Johannesburg chip, and in fact all other available chips,
on the IBM Q platform is 3. To connect the final qubit
to the |f〉 qubit, a minimum of one SWAP operation is
required. Within the bit string the logical ordering of
the qubits [0–4] is [12, 7, 13, 11, 10]. At the point in
the circuit where qubits 12 and 10 need to interact, we
simply apply a SWAP operation between qubits 10 and
11 and continue with the circuit operating between qubit
12 and 11. Instead of swapping qubits 10 and 11 back at
the end of the operations, we simply read out the qubits
in the expected order by assigning them to the correct
classical registers containing the bit strings. The circuit
was run 100 times with 8192 shots per run, resulting in
a total of 819,200 samples.
Readout noise is one of the largest sources of errors on
a quantum computer. To correct for these errors, we used
both IBM’s constrained matrix inversion approach imple-
mented in qiskit-ignis [50] and the iterative Bayesian
method described in Reference [48] with 100 iterations.
Both results are consistent with each other and the an-
swer is insensitive to the number of iterations. Applying
either method requires a response matrix encoding the
migrations between qubit states before and after a mea-
surement is performed. The response matrix was gener-
ated immediately prior to running the circuits, within the
same job. For each of the 25 possible states, a circuit is
constructed to build that particular state by applying X
rotations. This is repeated many times for each state and
the outcomes populate the response matrix. It should be
noted that the response matrix will also accumulate er-
rors from the 1-qubit rotation, though these are likely to
be small. The response matrix is presented in Fig. 4. As
desired, the most probable measured state is the original
state for all cases. Off diagonal terms account for 10-20%
of the probability mass function for each state.
In addition to the readout corrections, we made an at-
tempt to mitigate the errors generated by the two-qubit
CNOT operations. Here we followed the zero-noise ex-
trapolation technique by Dumitrescu et al. [49], where
each CNOT operation (with exception of the SWAP op-
eration) was expanded respectively by 2 and 4 CNOT
operations (adding effectively 1 or 2 identity operations).
As our circuit has 16 CNOT operations, the extrapola-
tion scheme required circuits with 48 and 80 CNOTs,
respectively. To ensure that these extra gates were not
removed, the circuits were executed setting the transpiler
optimization level to 0.
Modeling CNOT noise as simply additive, one can fit
the value of any observable as a function of the number
of CNOTs to a straight line and extrapolate to zero. In
our case, for each bin of the histograms in Figure 1, we
have the bin value for 1, 3, and 5 CNOTs. A linear func-
tion is fit to these data and then evaluated at zero in
order to extrapolate the CNOT errors to zero. Figure 5
presents the extrapolation for log(θmax) and the number
of emissions for both values of g12. The data seem to
be approximately linear, but it is difficult to establish
linearity with only three points. As a result, the plots
presented in Figure 1 only have unfolding corrections.
Developing qubit and gate efficient methods for mitigat-
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FIG. 4: The Johannesburg IBM Q response matrix used for
readout error corrections with the mapping between qubits
[0–4] and logical qubits described in the text.
ing CNOT noise is an active area of research that may
result in effective methods for further reducing the noise
of this measurement in the future.
A summary of the measurements and the various cor-
rections are presented in Figure 6. The corrections are
typically smaller than the difference between turning on
and off interference effects and bring the measurements
closer to the predictions.
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FIG. 5: An illustration of the CNOT extrapolation for log(θmax) (left) and the number of emissions (right). The lines show
the result of a linear fit, the filled markers are the quantum measurements, and the open markers are the classical simulations
of the quantum circuit. Each bin is represented by a different color.
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FIG. 6: The histograms of log(θmax) (left) and the number of emissions (right) with the measurements after various levels of
corrections.
