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Notac¸o˜es
dim(A) : Dimensa˜o do conjunto A;
J(g(x)) : Jacobiano da func¸a˜o g(x);
MU : Supremo do conjunto U;
mU : I´nfimo do conjunto U;
graf(h) : Gra´fico da func¸a˜o h;
int(S) : Interior do conjunto S;
viz(x) : Vizinhanc¸a do ponto x;
µ(B) : Volume do conjunto B, onde B pode ser um retaˆngulo do Rn;∫
Af : Integral inferior de f sobre A;∫
Af : Integral superior de f sobre A;
Ac : Conjunto complementar de A;
Q[a,b] : Racionais pertencentes ao intervalo [a,b];
Qc[a,b] : Conjunto complementar de Q[a,b] em [a,b];
1A : Func¸a˜o caracter´ıstica de A;
medB(A) : Medida do conjunto A, em relac¸a˜o ao conjunto B, para A ⊂ B;
med(A) : Medida do conjunto A;
o(h,x0) : Oscilac¸a˜o da func¸a˜o h no ponto x0;
Υ(f) : Conjunto das descontinuidades de f.
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Resumo
Neste trabalho, estudamos a Integral de Riemann, seus aspectos histo´ricos e sua cons-
truc¸a˜o. Mostramos os teoremas de Darboux e Riemann que sa˜o u´teis na identificac¸a˜o de
func¸o˜es Riemann- integra´veis. Propriedades elementares da integral de Riemann sa˜o tambe´m
demonstradas, inclusive o teorema de Fubini. Apresentamos ainda um breve relato da teoria
formulada por Henry Lebesgue para conjuntos de medida nula e mostramos o teorema de
Lebesgue que caracteriza as func¸o˜es Riemann-integra´veis. Como consequeˆncia, e´ provada
uma caracterizac¸a˜o de conjuntos com volume.
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Introduc¸a˜o
Muitos livros de ana´lise tratam da integral de Riemann como requisito para a integral
de Lebesgue, a qual em muitas aplicac¸o˜es seria mais eficaz do que a integral de Riemann.
Segundo Burkill: “ Ha´ muito tempo e´ evidente que todo usua´rio do ca´lculo integral, seja da
matema´tica pura ou aplicada, deve interpretar integrac¸a˜o no sentido de Lebesgue. Alguns
princ´ıpios simples enta˜o dirigem a manipulac¸a˜o de expresso˜es contendo integrais”.
Pore´m, se faz necessa´rio um estudo aprofundado da teoria de integrac¸a˜o formulada por
Riemann (Se´culo XIX), pois ela e´ o fundamento das teorias hoje vigentes de integrac¸a˜o.
Recentemente surgiu uma simples modificac¸a˜o da integral de Riemann, chamada enta˜o de
Integral Henstock - Kurzweil, ou de Riemann generalizada, que faz com que a integral resul-
tante seja mais geral que a integral de Lebesgue.
O objetivo deste trabalho e´ desenvolver propriedades da integral de Riemann, encontrar
princ´ıpios simples que a dirijam, aplicar teoremas e teorias a modo de fundamentar seu
estudo.
No primeiro cap´ıtulo estudamos os aspectos histo´ricos e fundamentais para construc¸a˜o da
integral de Riemann, com definic¸o˜es e propriedades.
O segundo consta das condic¸o˜es de integrabilidade, que sa˜o especificadas atrave´s de teo-
remas. No terceiro cap´ıtulo introduzimos o conceito de medida e volume zero de um conjunto
e no quarto e sexto cap´ıtulos estudamos os teoremas de Lebesgue e Fubini, respectivamente,
onde o u´ltimo trata da ordem de integrac¸a˜o.
No quinto cap´ıtulo introduzimos o conceito de integral impro´pria, onde se faz necessa´rio o
estudo de teoria de convergeˆncia . Alguns exemplos elucidativos sa˜o mostrados. Finalizamos,
no se´timo cap´ıtulo, este trabalho com um resultado sobre mudanc¸a de varia´vel na integral.
Tal assunto e´ de extrema utilidade para o ca´lculo de integrais.
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Cap´ıtulo 1
Integral de Riemann no Rn
Neste cap´ıtulo faremos uma abordagem a vida de Georg Friedrich Bernhard Riemann e alguns
de seus trabalhos, assim como um aspecto histo´rico do ca´lculo integral ate´ a formulac¸a˜o feita
por Riemann. Abordaremos a construc¸a˜o da integral na versa˜o de Riemann, enunciaremos
as definic¸o˜es e em seguida algumas das principais propriedades da integral.
1.1 Biografia de Riemann
Georg Friedrich Bernhard Riemann filho de um pastor luterano, foi educado em condic¸o˜es
modestas. Era uma pessoa t´ımida e fisicamente fra´gil.
Riemann teve uma boa instruc¸a˜o em Berlim e depois em Go¨ttingen onde obteve seu
doutoramento com uma tese sobre teoria das func¸o˜es de varia´veis complexas, onde apare-
cem as equac¸o˜es denominadas de Cauchy-Riemann, embora ja´ fossem conhecidas por Euler
e D’Alembert. Neste trabalho ele estabelece o conceito de superf´ıcie de Riemann que desem-
penharia papel fundamental em Ana´lise.
Nomeado professor na Universidade de Gottingen em 1854, apresentou um trabalho pe-
rante o corpo docente e que resultou em uma das mais ce´lebres confereˆncias da histo´ria da
Matema´tica. Nele estava uma ampla e profunda visa˜o da Geometria e seus fundamentos que
ate´ enta˜o permanecia marginalizada.
Ao contra´rio de Euclides e em sentido mais amplo do que Lobachevsky, observou que
seria necessa´rio tratar-se de pontos, ou de retas, ou do espac¸o na˜o no sentido comum mas
como uma colec¸a˜o de n-uplas que sa˜o combinadas segundo certas regras, uma das quais a de
achar distancia entre dois pontos infinitamente pro´ximos.
Para Riemann, o plano e´ uma superf´ıcie de uma esfera e reta e´ o c´ırculo ma´ximo sobre
a esfera. De sua sugesta˜o de estudar espac¸os me´tricos em geral com curvatura, tornou-se
poss´ıvel a teoria da relatividade, contribuindo assim para o desenvolvimento da F´ısica.
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Um de seus brilhantes resultados foi perceber que a integral exigia uma definic¸a˜o mais
cuidadosa do que a de Cauchy e, baseado em seus conceitos geome´tricos, concluiu que as
func¸o˜es limitadas nem sempre sa˜o integra´veis.
Em 1859, Riemann foi nomeado sucessor de Dirichlet na cadeira de Gottingen ja´ ocupa-
da por Euler. Com seu estado de sau´de sempre preca´rio, acabou por morrer em 1866 em
consequ¨eˆncia de uma tuberculose.
1.2 Aspectos Histo´ricos - O ca´lculo de a´reas
O estudo do ca´lculo integral comec¸ou na antiguidade, ha´ mais de 3000 anos.O problema
central era calcular a´reas de regio˜es planas.
Os gregos antigos tiveram grande importaˆncia nesse sentido. O poder criador da ma-
tema´tica grega chegaria a seu ponto culminante com Arquimedes (287-212 AC), por muitos
considerado o maior geˆnio matema´tico do mundo antigo. Sua poderosa contribuic¸a˜o a` geo-
metria e´ rigorosa e cheia de imaginac¸a˜o. Arquimedes aperfeic¸oa o me´todo de exausta˜o, usado
nas medidas de a´reas e volumes, com tal virtuosidade que se pode considera´-lo como uma
verdadeira antecipac¸a˜o do ca´lculo integral.
O ca´lculo de a´reas e volumes de figuras geome´tricas sempre foi um desafio para os ma-
tema´ticos gregos. Durante um longo per´ıodo foram desenvolvidas te´cnicas para a abordagem
e soluc¸a˜o desses problemas. Podemos dizer que essas te´cnicas conduziram a` ide´ia de integral,
a qual aparece de modo embriona´ria nas ide´ias de Arquimedes , ao utilizar o me´todo de
exausta˜o concebido por Eudoxo (408-355 A.C.).
Muito tempo depois, ja´ no se´culo XVII, Leibnitz (1646-1716) e Newton (1642-1727),
criadores do Ca´lculo Diferencial, lanc¸aram as bases do Ca´lculo Integral. No entanto, somente
com Cauchy (1789-1857) e Riemann (1826-1866) e´ que o conceito de integral foi estabelecido
de maneira rigorosa. Nessa e´poca o conceito de limite ja´ havia amadurecido, possibilitando
um tratamento mais rigoroso do Ca´lculo. Durante um longo per´ıodo foi desenvolvido um
conceito de integrac¸a˜o baseado na proposta original de Riemann. Todavia, essa teoria conte´m
algumas deficieˆncias que a tornam inadequada ao estudo de va´rios problemas da Ana´lise
Matema´tica.
Apo´s detectadas algumas deficieˆncias da integral de Riemann, uma reformulac¸a˜o do con-
ceito de integral fazia-se necessa´ria, de tal maneira que o novo conceito de integrac¸a˜o con-
tivesse o anterior devido a` Riemann, mas que na˜o apresentasse as deficieˆncias daquele. Em
outras palavras, dever-se-ia procurar uma teoria de integrac¸a˜o de maneira que a nova classe
de func¸o˜es integra´veis necessariamente contivesse a classe das func¸o˜es integra´veis a` Riemann,
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mas que, por outro lado, na˜o contivesse as deficieˆncias que a integral de Riemann apresenta.
Este era o cena´rio, no que se refere a` integrac¸a˜o, no final do se´culo XIX. Em 1902, Henri
Lebesgue (1875-1941) publicou sua tese de doutoramento que tratava da apresentac¸a˜o de uma
nova noc¸a˜o de integral. Sua noc¸a˜o de integral, num certo sentido, se colocava na contra-ma˜o
do pensamento matema´tico existente naquela e´poca, tanto que em princ´ıpio elas foram muito
criticadas.
Com o aparecimento e desenvolvimento de novas ide´ias na Matema´tica, a integral proposta
por Lebesgue passou a ser melhor compreendida e mais tarde passou a ser indispensa´vel o
seu conhecimento. Todavia, trataremos neste trabalho da teoria de integrac¸a˜o no sentido
desenvolvido por Riemann a qual, ainda hoje e´ de grande interesse, u´til e fundamental na
formac¸a˜o de qualquer matema´tico.
1.3 Construc¸a˜o da Integral de Riemann
Na tentativa de resolver o problema de determinar a´reas, se chega na definic¸a˜o de integral.
Vamos daqui por diante aplicar procedimento semelhante para calcular o volume de um so´lido
e por fim generalizar e chegar a` definic¸a˜o de integral de Riemann no Rn.
Lembremos os fatos ba´sicos relativos a` func¸o˜es de uma varia´vel real. Se f(x) e´ definida
para a ≤ x ≤ b, subdividimos o intervalo [a,b] em n subintervalos [xi−1, xi] de comprimento
igual ∆x =
(b− a)
n
e escolhemos pontos arbitra´rios ξi em cada um desses subintervalos. Em
seguida formamos a soma de Riemann
n∑
i=1
f(ξi)∆x
e tomamos o limite dessa soma quando n tende a infinito para obter a integral definida de a
ate´ b da func¸a˜o f. ∫ b
a
f(x) dx = lim
n→∞
n∑
i=1
f(ξi)∆x.
De modo semelhante, vamos considerar uma func¸a˜o f de n vara´veis definida num “retaˆngulo”
A fechado do Rn. Estudaremos a integral de Riemann de f : A ⊆ Rn −→ R, com A limitado
e f limitada.
Seja B um “retaˆngulo” (finito), na˜o degenerado, do Rn, fixado, que conte´m A. Em tudo
que segue, consideremos f definida em B, por zero fora de A, isto e´,
f(x) =
 f(x), se x ∈ A0, se x ∈ B\A
Observac¸a˜o 1.1 Se n=2, B e´ um retaˆngulo. Se n=3, B e´ um paralelep´ıpedo.
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Isto e´, B = [a1, b1]× . . .× [an, bn] com [ai, bi] intervalos de R, na˜o degenerados.
Vamos dividir cada intervalo [ai, bi] em mi subintervalos, formando assim uma partic¸a˜o P
de B:
ai = xi0 < x
i
1 < . . . x
i
mi−1 < x
i
mi = bi
Assim, a partic¸a˜o P e´ formada por: m1.m2. · · · .mn subretaˆngulos R da forma:
R = [x1j1 , x
1
j1+1]× [x2j2 , x2j2+1]× · · · × [xnjn , xnjn+1],
com 0 ≤ ji ≤ mi−1.
R = [x1j1 + i, x
1
j1+1 + (i+ 1)]× [x2j2 + k, x2j2+1 + (k + 1)].
Onde 0 ≤ i ≤ n, 0 ≤ k ≤ m, para n e m naturais.
1.3.1 Definic¸o˜es e Propriedades
Definic¸a˜o 1.1 Seja B um retaˆngulo do Rn, enta˜o o volume de B e´ definido por
µ(B) =
n∏
i=1
(bi − ai);
Definic¸a˜o 1.2 Seja P uma partic¸a˜o de B. Enta˜o denotamos a soma superior de f em [a,b],
relativa a` partic¸a˜o P por:
S(f, P ) =
∑
R∈P
[sup
x∈R
f(x)].µ(R).
E a soma inferior de f em [a,b], relativa a` partic¸a˜o P por:
s(f, P ) =
∑
R∈P
[ inf
x∈R f(x)].µ(R).
Propriedade 1.1 s(f,P ) ≤ S(f,P )
Justificativa: Segue do fato que
inf
x∈R f(x) ≤ supx∈R f(x).

Definic¸a˜o 1.3 Um refinamento P’ de P e´ uma partic¸a˜o de B tal que se R′ ⊂ P ′, enta˜o existe
R ∈ P de modo que R′ ⊂ R.
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Propriedade 1.2 Se P’ e P sa˜o partic¸o˜es de B, e P’ e´ refinamento de P, enta˜o
S(f, P ′) ≤ S(f, P ) e s(f, P ) ≤ s(f, P ′).
Justificativa: Segue dos fatos que supR′ f ≤ supR f e infR′ ≥ infR

Propriedade 1.3 Sejam P’ e P” partic¸o˜es de B, enta˜o: s(f,P’) ≤ S(f,P”).
Justificativa: Seja P refinamento comum de de P’ e P” ( Pode ser obtido unindo- se
as subdiviso˜es de cada uma das partic¸o˜es P’ e P”). Enta˜o pelas propriedades anteriores:
s(f,P’) ≤ s(f, P ) ≤ S(f, P ) ≤ S(f,P”).

Observac¸a˜o 1.2 P ⊂ P’ significa que P e´ refinamento de P’, isto e´, cada retaˆngulo de P
esta´ contido num retaˆngulo de P’.
Propriedade 1.4 Seja f : A −→ R limitada por M, isto e´, |f(x)| ≤M , para todo
x ∈ A,M > 0. Suponhamos A limitado. Enta˜o
−Mµ(B) ≤ s(f, P ) ≤ S(f, P ) ≤Mµ(B)
com B retaˆngulo contendo A e P partic¸a˜o qualquer de B.
Justificativa:
Essa propriedade diz-nos que conjunto dos nu´meros S(f, P) para todo P partic¸a˜o de B, e´
limitado. O mesmo se aplica para s(f, P ).
De fato, temos pela limitac¸a˜o de f uqe
−M ≤ f(x) ≤M, para todo x ∈ A.
Isso implica que:
s(f, P ) =
∑
R∈P
[ inf
x∈R f(x)].µ(R) ≥
∑
R∈P
−Mµ(R) = −M∑
R∈P
µ(R) = −Mµ(B).
Analogamente,
S(f, P ) =
∑
R∈P
[sup
x∈R
f(x)].µ(R) ≤∑
R∈P
Mµ(R) =M
∑
R∈P
µ(R) =Mµ(B)
Agora usando s(f, P ) ≤ S(f, P ), temos
−Mµ(B) ≤ s(f, P ) ≤ S(f, P ) ≤Mµ(B).
Isso conclui a justificativa.
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Como consequeˆncia da u´ltima propriedade, temos:
Propriedade 1.5 Existe S = inf{S(f, P )/P partic¸a˜o de B} e existe s = sup{s(f, P )/P
partic¸a˜o de B}, e sempre teremos s ≤ S.
Justificativa: Esta propriedade e´ imediata porque esses conjuntos sa˜o limitados em R,
conforme a propriedade anterior.

Definic¸a˜o 1.4 Seja f : A ⊂ Rn −→ R limitada, com A limitado. A integral superior de f
sobre A, e´ definida e denotada por:∫
A
f = S = inf{S(f, P )/P e´ partic¸a˜o de B}.
A integral inferior de f sobre A, e´ definida e denotada por:∫
A
f = s = sup{s(f, P )/P e´ partic¸a˜o de B}.
Onde B e´ um retaˆngulo finito que conte´m A.
Consequeˆncia das propriedades e definic¸o˜es:∫
A
f ≤
∫
A
f.
Definic¸a˜o 1.5 Se s= S, dizemos que f e´ integra´vel em A no sentido de Riemann, e que S e´
a integral de f sobre A.
Denotamos a integral de f sobre A da seguinte forma:∫
A
f = s = S.
Outras Notac¸o˜es: ∫
A
f =
∫
A
f(x)dx =
∫
A
f(x1, . . . , xn)dx1 . . . dxn.
Casos mais comuns:
Se n=1, enta˜o
∫
A
f =
∫ b
a
f(x) dx, onde A = [a, b];
Se n=2, enta˜o
∫
A
f =
∫ ∫
A
f(x, y) dx dy;
Se n=3, enta˜o
∫
A
f =
∫ ∫ ∫
A
f(x, y, z) dx dy dz;
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Cap´ıtulo 2
Condic¸o˜es para integrabilidade
Neste cap´ıtulo estudaremos a condic¸a˜o de Riemann para que uma func¸a˜o f, limitada com
domı´nio em algum conjunto limitado do Rn e imagem na reta real. Essa condic¸a˜o, necessa´ria
e suficiente, esta´ relatada no teorema 2.1 .
Em seguida o teorema 2.2, relaciona a diferenc¸a entre as somas de Riemann da func¸a˜o f e
de sua integral I, sob as mesmas condic¸o˜es de domı´nio e imagem do teorema 2.1 estabelecendo
relac¸o˜es com uma partic¸a˜o P do retaˆngulo finito B que cobre seu domı´nio.
2.1 Teorema de Riemann
Teorema 2.1 (Condic¸a˜o de Riemann para integrabilidade) Seja f : A ⊂ Rn −→ R
limitada, A limitado, e A ⊂ B, B retaˆngulo (finito) do Rn. Consideremos f definida em B,
por zero fora de A. Enta˜o f e´ integra´vel (a` Riemann) em A se, e somente se, para todo ε > 0,
existe Pε partic¸a˜o de B tal que S(f, Pε)− s(f, Pε) < ε.
Demonstrac¸a˜o: Suponhamos que vale a condic¸a˜o de Riemann. Assim, dado ε >
0, existe Pε partic¸a˜o de B tal que
0 ≤ S(f, Pε)− s(f, Pε) < ε. (2.1)
Enta˜o, do teorema anterior, temos
0 ≤ S − s ≤ S(f, Pε)− s(f, Pε) < ε.
Como ε > 0 e´ arbitra´rio, temos que se S − s = 0, enta˜o S = s, e assim f e´ Riemann
integra´vel. Isso diz que a condic¸a˜o de Riemann e´ suficiente para a integrabilidade de f.
Reciprocamente, suponhamos que f e´ Riemann integra´vel. Assim, sup{s(f, P )/ P partic¸a˜o} =
s = S = inf{S(f, P )/ P partic¸a˜o}. Seja ε > 0. Pela definic¸a˜o de ı´nfimo, existe partic¸a˜o P1
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tal que S ≤ S(f, P1) < S + ε2 .
Tambe´m pela definic¸a˜o de supremo , existe partic¸a˜o P2 tal que s− ε2 < s(f, P2) ≤ s.
Seja Pε = P1 ∪ P2, onde Pε e´ refinamento comum de P1 e P2. Enta˜o usando as propriedades
de somas superiores e inferiores:
s− ε
2
< s(f, P2) ≤ s(f, Pε) ≤ S(f, Pε) ≤ S(f, P1) < S + ε2 .
Tomemos s = S = I. Assim,
0 ≤ S(f, Pε)− s(f, Pε) < I + ε2 − (I −
ε
2
) = ε.
Enta˜o, existe partic¸a˜o Pε tal que, S(f, Pε)− s(f, Pε) < ε. Assim, a necessidade da condic¸a˜o
de Riemann esta´ provada.

2.2 Teorema de Darboux
Teorema 2.2 (Darboux) Seja f : A ⊂ Rn −→ R limitada, A limitado e A ⊂ B, B
retaˆngulo. Definir f sobre B, por zero fora de A. Enta˜o f e´ Riemann integra´vel , com integral
I se, e somente se, para todo ε > 0, existe δ > 0 tal que se P e´ partic¸a˜o de B, em retaˆngulos
R1, R2, · · · , RN todos com lados de comprimento menores ou iguais a δ, temos que∣∣∣∣∣ N∑
i=1
f(xi)µ(Ri)− I
∣∣∣∣∣ < ε (2.2)
para qualquer escolha de xi ∈ Ri, com i = 1, 2, ...N .
Demonstrac¸a˜o: Suponhamos que vale a condic¸a˜o de Darboux. Queremos provar que
S = I = s , onde I e´ o nu´mero real que aparece na condic¸a˜o de Darboux.
Seja ε > 0, enta˜o por hipo´tese, existe δ > 0 tal que se P e´ partic¸a˜o de B em retaˆngulos
de lados menores ou iguais a δ temos que e´ va´lida a desigualdade 2.2, para qualquer escolha
de xi ∈ Ri, i = 1, 2, ...N .
Vamos escolher xi ∈ Ri(Ri ∈ P ) tal que
|f(xi)− sup
Ri
f | < ε
2Nµ(Ri)
. (2.3)
Da´ı, obtemos que
|S(f, P )− I| =
∣∣∣∣∣∑
R∈P
(sup
R
f)µ(Ri)− I
∣∣∣∣∣
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≤
∣∣∣∣∣∑
R∈P
(sup
R
f)µ(Ri)−
N∑
i=1
f(xi)µ(Ri)
∣∣∣∣∣+
∣∣∣∣∣ N∑
i=1
f(xi)µ(Ri)− I
∣∣∣∣∣︸ ︷︷ ︸
<ε/2
.
Notemos que∣∣∣∣∣∑
R∈P
(sup
R
f)µ(Ri)−
N∑
i=1
f(xi)µ(Ri)
∣∣∣∣∣ =
∣∣∣∣∣ N∑
i=1
[
sup
Ri
f − f(xi)
]
µ(Ri)
∣∣∣∣∣
≤
N∑
i=1
∣∣∣∣sup
Ri
f − f(xi)
∣∣∣∣µ(Ri) ≤ N∑
i=1
ε
2Nµ(Ri)
.µ(Ri) =
ε
2
pela escolha de xi em 2.3
Logo,
|S(f, P )− I| < ε, (2.4)
onde P e´ uma partic¸a˜o tal que os retaˆngulos de P teˆm lados menores ou iguais a δ = δ(ε).
Uma tal P depende de ε. Analogamente, fazendo uma escolha de xi ∈ Ri tal que
|f(xi)− inf
Ri
f | < ε
2Nµ(Ri)
,
mostramos que
|s(f, P )− I| < ε. (2.5)
De 2.4 e 2.5 segue que:
0 ≤ S(f, P )− s(f, P ) < 2ε.
Como ε e´ arbitra´rio e P uma partic¸a˜o que depende de ε, pelo teorema de Riemann, segue
que f e´ integra´vel.
Sendo assim, 2.4 e 2.5 nos dizem que s = S = I =
∫
A f .
Reciprocamente, vamos supor que f e´ integra´vel com integral I. Faremos a prova de que
a condic¸a˜o de Darboux e´ va´lida em duas etapas.
1a Etapa: Seja P partic¸a˜o de B, retaˆngulo fixo contendo A e seja ε > 0. Mostraremos
que existe δ > 0 tal que se P’ e´ partic¸a˜o de B, com ‖P ′‖ ≤ δ ( isto e´, os lados dos retaˆngulos
de P’ tem comprimentos menores ou iguais a δ), enta˜o o volume total dos retaˆngulos de P’
que na˜o esta˜o inteiramente contidos em um retaˆngulo de P, e´ menor que ε, isto e´,∑
R′∈P ′
R′ 6⊂R∈P
µ(R′) ≤ ε.
Caso n=1:
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Neste caso, B=[a,b] e a partic¸a˜o inicial P e´ contitu´ıda de N pontos. E´ enta˜o suficiente
tomar 0 < δ <
ε
N
. Da´ı, se P’ e´ partic¸a˜o com ‖P ′‖ ≤ δ :
∑
R′∈P ′
R′ 6⊂R∈P
µ(R′) ≤ Nδ ≤ ε
Caso n ≥ 2:
Sejam V1, V2, . . . , Vm retaˆngulos de P. Seja T a a´rea total das faces adjacentes dos retaˆngulos
acima relacionados. Seja ε > 0, tomemos 0 < δ ≤ εT . Sejam tambe´m P’ partic¸a˜o com
‖P ′‖ ≤ δ e R ∈ P ′ reta˜ngulo na˜o inteiramente contido em algum retaˆngulo Vj de P.
Neste caso, existem pelo menos dois retaˆngulos Vj e Vi de P, adjacentes, tais que R
intercepta seus lados.
Seja A a a´rea “adjacente” que intercepta R, de Vj e Vi.
Logo, µ(R) ≤ δA.
Se forem mais de dois retaˆngulos que teˆm a´reas adjacentes que interceptam R, incluir
estas a´reas em A.
Da´ı, podemos ver que∑
R∈P ′
R 6⊂Vj∈P
µ(R) ≤ ∑
R∈P ′
R 6⊂Vj∈P
δA = δ
∑
R∈P ′
R 6⊂Vj∈P
A ≤ δT ≤ ε.
Portanto a 1a etapa esta´ conclu´ıda.
Se necessa´rio podemos diminuir o tamanho de δ, tal que se ‖P ′‖ < δ, enta˜o cada retaˆngulo
R da partic¸a˜o original P conte´m pelo menos um retaˆngulo R’ de P’. Isto e´ atendido se tomar
δ > 0 como na 1a etapa e ainda 0 < δ ≤ 12 min{comprimentos dos lados dos retaˆngulos de
P}.
2a Etapa:
Conclusa˜o da prova do teorema:
Por hipo´tese, temos f limitada, isto e´, existe M > 0 tal que |f(x)| ≤ M, para todo x ∈ B.
Tambe´m por hipo´tese, f e´ integra´vel com integral I. Enta˜o, por definic¸a˜o, dado ε > 0, existe
partic¸a˜o P1 tal que
S(f, P1)− I ≤ ε2 .
Tambe´m existe partic¸a˜o P2 tal que:
I − s(f, P2) ≤ ε2 .
Seja P = P1 ∪ P2(isto e´, P e´ o menor refinamento comum a P1 e P2).
Enta˜o,
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S(f, P )− I ≤ ε
2
, e I − s(f, P ) ≤ ε
2
. (2.6)
Pois P e´ refinamento de P1 e P2 e pelas propriedades de somas superiores e inferiores.
Enta˜o para esta partic¸a˜o P, dado ε > 0, pela 1a etapa, existe δ > 0 tal que se P’ e´ uma
partic¸a˜o qualquer com ‖P ′‖ ≤ δ, enta˜o:
• ∑
R′∈P ′
R′ 6⊂R∈P
µ(R′) ≤ ε
2M
,
• Cada retaˆngulo R ∈ P conte´m pelo menos um retaˆngulo R′ ∈ P ′.
Sejam R1, R2, . . . , RN os retaˆngulos de P’, sendo P’ uma partic¸a˜o com as propriedades
acima. Sejam R1, R2, . . . , RK os retaˆngulos de P’ que esta˜o contidos em retaˆngulos de P. Claro
que K e´ maior que o nu´mero de retaˆngulos de P. Sejam RK+1, RK+2, . . . , RN os retaˆngulos
de P’ que na˜o esta˜o inteiramente contidos em retaˆngulos de P.
Sejam x1 ∈ R1, x2 ∈ R2, . . . , xN ∈ RN escolhas quaisquer, enta˜o:
N∑
i=1
f(xi)µ(Ri)
=
K∑
i=1
f(xi)µ(Ri) +
N∑
i=K+1
f(xi)µ(Ri)
≤
K∑
i=1
f(xi)µ(Ri) +
N∑
i=K+1
Mµ(Ri)
=
K∑
i=1
f(xi)µ(Ri) +M
N∑
i=K+1
µ(Ri)︸ ︷︷ ︸
≤ε/2M
≤
K∑
i=1
sup
Ri
fµ(Ri) +
ε
2
≤∑
R∈P
(sup
R∈P
f)µ(R) +
ε
2
= S(f, P ) +
ε
2
≤ I + ε
2
+
ε
2
= I + ε
por causa de 2.6.
Ana´logamente, podemos ver que
N∑
i=1
f(xi)µ(Ri) ≥ I−ε,. Combinando as duas estimativas
anteriores temos que
I − ε ≤
N∑
i−1
f(xi)µ(Ri) ≤ I + ε.
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Isso diz que ∣∣∣∣∣ N∑
i=1
f(xi)µ(Ri)− I
∣∣∣∣∣ ≤ ε,
onde R1, R2, . . . , RN sa˜o os retaˆngulos de uma partic¸a˜o P’ tal que ‖P ′‖ ≤ δ. E isto prova a
necessidade da condic¸a˜o de Darboux

Relac¸a˜o entre: s(f,P), S(f,p) e a soma de Riemann.
Seja f : A ⊂ Rn −→ R limitada, A limitado e P partic¸a˜o de B, B retaˆngulo contendo A.
s(f,P)=
∑
R∈P
[inf
R
f(x)]µ(R);
S(f,P)=
∑
R∈P
[sup
R
f(x)]µ(R);
Uma soma de Riemann de f e´ dada por:∑
R∈P
f(x)µ(R), x ∈ R.
Portanto,
s(f, P ) ≤∑
R∈P
f(x)µ(R) ≤ S(f, P ).
Para qualquer escolha de x ∈ R, com R ∈ P .
2.3 Exemplos
Exemplo 2.1 Mostraremos por definic¸a˜o que:∫ 1
0
xdx =
∫
[0,1]
f =
1
2
.
Justificativa:
Tomemos Pn partic¸a˜o de B=A=[0,1] em n “retaˆngulos” de comprimento δx =
1
n
com n ≥ 1.
E´ fa´cil ver que :
S(f, Pn) =
n+ 1
2n
=
1
2
+
1
2n
;
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es(f, Pn) =
n− 1
2n
=
1
2
− 1
2n
.
Aqui n e´ o nu´mero de retaˆngulos da partic¸a˜o.
Notemos que S(f, Pn)− s(f, Pn) = 1n .
Ou seja, dado ε > 0, existe n > 0 tal que
S(f, Pn)− s(f, Pn) ≤ ε.
Logo, pelo teorema de Riemann, f e´ integra´vel.
Como S ≤ inf
n
(f, Pn) =
1
2
e s ≥ sup
n
(f, Pn) =
1
2
resulta que∫
[0,1]
f = S = s =
1
2
.

Exemplo 2.2 Seja f a func¸a˜o de Dirichlet f : [0, 1]→ R:
f(x) =
 0, se x ∈ Q[0,1]1, se x ∈ Qc[0,1] = I[0,1]
Enta˜o f na˜o e´ Riemann integra´vel. Aqui Q[0,1] = Q ∩ [0, 1] e I[0,1] = Qc ∩ [0, 1], sendo Qc o
complementar de Q em R.
Justificativa:
Seja P partic¸a˜o de B=A=[0,1], notamos que:
S(f, P ) =
∑
R∈P
(sup
R
f)µ(R) =
∑
R∈P
1.µ(R)︸ ︷︷ ︸
volume de[0,1]
= 1
enta˜o
S = inf
R∈P S(f, P ) = 1.
Mas,
s(f, P ) =
∑
R∈P
(inf
R
f)µ(R) =
∑
R∈P
0.µ(R) = 0,
enta˜o,
s = sup
R∈P
s(f, P ) = 0.
E portanto, s < S e f na˜o e´ Riemann integra´vel.

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Cap´ıtulo 3
Conjuntos de volume e medida zero
Abordaremos aqui a definic¸a˜o de volume e medida de valor zero. Os conceitos apresentados
sa˜o generalizac¸o˜es do conceitos de conjunto de conteu´do nulo para R2 quando a soma das
a´reas dos retaˆngulos que cobreˆm este conjunto e´ menor que um ε qualquer, e para R3 quando
a soma dos volumes dos paralelep´ıpedos que cobreˆm o conjunto e´ tambe´m menor que ε.
Estabeleceremos o conceito de medida nula, e exploraremos sua vantagem sobre os conjuntos
de volume nulo, ale´m de apresentarmos exemplos onde encontramos conjuntos de medida
nula ou volume nulo.
Definic¸a˜o 3.1 Seja A ⊂ Rn. A func¸a˜o caracter´ıtica de A e´ definida por:
1A(x) =
 1, se x ∈ A0, se x 6∈ A
Definic¸a˜o 3.2 Seja A ⊂ Rn, A limitado. Diz-se que A tem volume se 1A e´ Riemann inte-
gra´vel. Se este for o caso, define- se volume de A por µ(A) =
∫
A 1A.
Se A for um intervalo, triaˆngulo, retaˆngulo ou um paralelep´ıpedo, enta˜o essa definic¸a˜o de
volume coincide com a definic¸a˜o usual de volume destes objetos.
3.1 Conjuntos de volume nulo
Definic¸a˜o 3.3 Seja A ⊂ Rn dizemos que A tem volume zero, ou nulo, se A tem volume e
µ(A) = 0.
Lema 3.1 Seja A ⊂ Rn limitado com volume. Enta˜o µ(A) = 0 se, e somente se, para todo ε >
0, existem retaˆngulos R1, R2, . . . , Rm tais que
A ⊂
m⋃
i=1
Ri e
m∑
i=1
µ(Ri) < ε.
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Prova:
Suponhamos que A tem volume nulo, isto e´, µ(A) = 0. Assim, 1A e´ integra´vel e
∫
A 1A = 0.
Seja S retaˆngulo contendo A. Seja ε > 0 e pela definic¸a˜o de
∫
A 1A = 0, temos que existe
partic¸a˜o P tal que S(1A, P ) < ε.
Sejam R1, R2, . . . , Rm os retaˆngulos desta partic¸a˜o que interceptam A; assim, A ⊂
m⋃
i=1
Ri.
Da´ı,
N∑
i=1
µ(Ri) =
∑
R∈P
(sup
R
1A)µ(R) = S(1A, P ) < ε.
Reciprocamente suponhamos que dado ε > 0, existam retaˆngulos R1, R2, . . . , Rm, cuja
unia˜o contenha A e
∑m
i=1 µ(Ri) < ε.
Seja S o retaˆngulo contendo A . Seja P partic¸a˜o de S em retaˆngulos V1, V2, . . . , VN de modo
que, cada Vi esteja contido em algum dos retaˆngulos Rj ou no ma´ximo intercepte algum dos
Rj na fronteira, para i = 1, 2, . . . N e j = 1, 2, . . . m.
Enta˜o,
S(1A, P ) =
N∑
i=1
sup
Vi
1Aµ(Vi) =
∑
Vi⊂Rj
sup
Vi
1Aµ(V ) =
∑
µ(Ri) < ε.
Da´ı, obtemos para todo ε > 0 que
0 ≤ s(1A, P ) ≤ S(1A, P ) < ε;
Isso nos diz que S = infP S(1A, P ) = 0. Logo, 0 ≤ s ≤ S = 0 e portanto S= s= 0.
Assim, 1A e´ integra´vel e ∫
A
1A = 0.

3.2 Conjuntos de medida nula
Definic¸a˜o 3.4 Seja A ⊂ Rn, na˜o necessariamente limitado. Diz- se que A tem medida nula,
se dado ε > 0, existem retaˆngulos R1, R2, . . . , Rm (podendo serem infinitos), tais que:
A ⊂
∞⋃
m=1
Rm e
∞∑
m=1
µ(Rm) < ε.
Observac¸a˜o 3.1 Os retaˆngulos Rm na definic¸a˜o de medida nula podem se sobrepor.
Seja A ⊂ Rn com volume nulo, enta˜o do lema 3.1, concluimos que A tem medida nula.
Observac¸a˜o 3.2 O conceito de medida nula depende do espac¸o onde se esta´ trabalhando.
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3.3 Medida nula Vs Volume nulo
Que vantagem tem a medida nula sobre o volume nulo?
Note que se A = {x0} ⊂ R, x0 ∈ R fixo, enta˜o A tem volume e µ(A) = 0.
De fato, seja B retaˆngulo contendo A e seja P partic¸a˜o de B. note que :
s(1A, P ) =
∑
R∈P
(inf
R
(1A))µ(R) = 0 e S(1A, P ) =
∑
R∈P
(sup
R
(1A))µ(R) =
∑
R∈P
1.µ(R) <
1
n
com n ∈ N, se o retaˆngulo inicial B foi tomado com µ(B) ≤ 1n .
Portanto,
0 ≤ s(1A, P ) ≤ inf
P
S(1A, P ) ≤ 1n
e enta˜o s= S= 0.
Logo, 1A e´ integra´vel e
∫
A 1A = 0.
Ana´logamente, se A = {x0, x1, . . . , xN} ⊂ Rn, enta˜o A tem volume e e´ zero.
Agora, se A tem infinitos pontos, na˜o necessariamente tera´ volume nulo pois veremos no
exemplo 3.3 que A = Q ∩B na˜o tem volume, ou seja, 1A na˜o e´ integra´vel.
A vantagem de medida nula segue do seguinte teorema:
Teorema 3.1 Sejam A1, A2, . . . , Am subconjuntos do Rn de medida nula. Enta˜o,
∞⋃
i=1
Ai tem
medida nula.
Demonstrac¸a˜o:
Sejam A1, A2, . . . , Am subconjuntos do Rn de medida nula. Assim, como Ai tem medida
nula, dado ε > 0, existem retaˆngulos Ri1, R
i
2, . . . , R
i
j, . . . tais que
Ai ⊂
∞⋃
j=1
Rij com
∞∑
j=1
µ(Rij) <
ε
2
.
Isto vale para cada i ∈ N, sabemos tambe´m que
∞⋃
i=1
Ai ⊂
∞⋃
i=1
∞⋃
j=1
Rij.
Notar que o volume total dos retaˆngulos Rij e´ dado por:
∞∑
i=1
∞∑
j=1
µ(Rij) <
∞∑
i=1
ε
2i
= ε,
e da´ı, ∞⋃
i=1
∞⋃
j=1
Rij e´ enumera´vel,
de modo que
∞⋃
i=1
Ai tem medida nula.
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Na definic¸a˜o de conjuntos de medida nula, podemos trabalhar com retaˆngulos abertos ou
fechados. Como consequeˆncia , tambe´m podem ser mistos, ou seja, a definic¸a˜o para abertos
ou fechados e´ equivalente.
Prova:
Sejam A ⊂ Rn e ε > 0. Suponhamos que existam retaˆngulos abertos V1, V2, . . . , VN , . . .
que cobrem A e
∞∑
i=1
µ(Vi) < ε. Sejam R1 = V1, R2 = V2, . . . , RN = VN , . . . retaˆngulos fechados
do Rn.
Note que
µ(Ri) = µ(Vi) = µ(Vi).
Assim,
A ⊂
∞⋃
i=1
Vi ⊂
∞⋃
i=1
Ri e
∞∑
i=1
µ(Ri) =
∞∑
i=1
µ(Vi) < ε.
Portanto, existem retaˆngulos fechados que cobrem A, com volume total menor que ε.
Reciprocamente suponhamos que A ⊂ Rn e´ tal que dado ε > 0, existam retaˆngulos
fechados R1, R2, . . . , Rn, . . . tais que:
A ⊂
∞⋃
i=1
Ri e
∞∑
i=1
µ(Ri) < ε.
Queremos provar que isso tambe´m ocorre para retaˆngulos abertos.
Enta˜o, seja ε > 0, e pela hipo´tese, para ε′ = ε
2N
, onde N = dimRn, existem retaˆngulos
fechados R1, R2, . . . , Rn, . . . tais que
A ⊂
∞⋃
i=1
Ri e
∞∑
i=1
µ(Ri) <
ε
2N
.
Para cada um destes retaˆngulos Ri, escolhemos um retaˆngulo Vi aberto que o contenha, e
com lados de comprimento dobrado em relac¸a˜o aos lados do mesmo. Assim, Ri ⊂ Vi implica
que
A ⊂
∞⋃
i=1
Ri ⊂
∞⋃
i=1
Vi.
Por exemplo,
Ri = [a, b]× [c, d] e Vi =
[
a− b− a
2
, b+
b− a
2
]
×
[
c− d− c
2
, d+
d− c
2
]
.
Mas, ∞∑
i=1
µ(VI) =
∞∑
i=1
2Nµ(Ri) < 2N
ε
2N
= ε.
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Donde para todo ε > 0, existem retaˆngulos abertos Vi tais que
A ⊂
∞⋃
i=1
Vi e
∞∑
i=1
µ(Vi) < ε.

Observac¸a˜o 3.3 Seja A = {x0}, x0 ∈ Rn, enta˜o A tem medida nula.
Prova: Seja ε > 0. Seja R um retaˆngulo centrado em x0, com lado e comprimento iguais
a n
√ ε
2 .
Portanto A = {x0} ⊂ R e
µ(R) =
(
n
√
ε
2
)n
=
ε
2
< ε.
Isto nos diz que A tem medida nula.

Aplicac¸a˜o do Teorema 3.1 e da Observac¸a˜o 3.3:
Todo conjunto enumera´vel, tem medida nula.
Justificativa:
De fato, se A e´ enumera´vel podemos escreveˆ-lo como unia˜o de conjuntos unita´rios de
elementos de A, ou seja, A =
⋃
xi∈A
{xi}.
Exemplos: N,Z,Q sa˜o enumera´veis e portanto tem medida nula.
Observac¸o˜es:
1) Seja A ⊂ B, com med(B) = 0 enta˜o med(A) = 0.
Justificativa:
Pois os retaˆngulos que cobrem B tambe´m cobrem A (A ⊂ B).
2) Seja A ⊂ B e B com volume, enta˜o isso na˜o implica que A tem volume.
Justificativa:
Basta tomar B=[0,1] e A = Q[0,1], como no exemplo 3.4.
3.4 Exemplos
Exemplo 3.1 Mostraremos que A = {x ∈ R2/‖x‖ = 1} tem medida nula.
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Justificativa:
De fato, note que A pode ser escrito como: A = A1
⋃
A2, onde A1 e´ o gra´fico da func¸a˜o
f1(x) =
√
1− x2 e A2 e´ o gra´fico de f2(x) = −√1− x2. Note tambe´m que f1 e f2 sa˜o
uniformemente cont´ınuas (cont´ınuas num compacto). Seja ε > 0, enta˜o existe δ > 0 tal que
‖f(x)− f(x′)‖ < ε
4
se ‖x− x′‖ < δ.
Seja tambe´m P partic¸a˜o regular de [-1,1] com ‖P‖ < δ. Considere
R =
m⋃
i=1
Ri e 4 x = |xi − xi−1|, para i = 1, 2, . . . , k.
Da´ı A ⊂ R.
Mas,
m∑
i=1
µ(Ri) =
∑
Ri
4x.ε
4
=
ε
4
∑4x︸ ︷︷ ︸
=2
=
ε
2
.
Logo,
A ⊂ A1
⋃
A2 ⊂ R e
m∑
i=1
µ(Ri) = ε,
e portanto A tem medida nula.

Exemplo 3.2 Seja A um conjunto limitado de R, sem volume, com A = I[0,1] e
1A(x) =
 1, se x ∈ A0, se x 6∈ A.
Enta˜o 1A na˜o e´ Riemann integra´vel.
Justificativa:
De fato, seja P partic¸a˜o de B = A ⊂ [0, 1], enta˜o S(1A, P ) = 1, para todo P partic¸a˜os(1A, P ) = 0
Logo, s < S, e portanto 1A na˜o e´ Riemann integra´vel.

Exemplo 3.3 Seja A=Q ∩B, B intervalo limitado de R, enta˜o A na˜o tem volume.
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Justificativa:
Seja 1A(x) =
 1, se x ∈ A0, se x ∈ B\A,
e seja P partic¸a˜o de B=R, enta˜o S(1A, P ) = µ(B), para todo P partic¸a˜os(1A, P ) = 0
Assim, s = sup s(f, P ) 6= inf S(f, P ) = S.
Logo, 1A na˜o e´ Riemann integra´vel.

Exemplo 3.4 Sejam A = Q[0,1], B=[0,1] e A ⊂ B. Enta˜o A na˜o tem volume.
Justificativa:
Seja P partic¸a˜o de B, enta˜o
1A(x) =
 1, se x ∈ A0, se x ∈ Ac.
Portanto  S(1A, P ) = 1, para todo P partic¸a˜os(1A, P ) = 0 .
Logo, 1A na˜o e´ Riemann integra´vel e consequentemente na˜o tem volume.

Exemplo 3.5 N ⊂ R tem medida nula.
Justificativa:
De fato, dado ε > 0, tomando para m ∈ N
Rm =
[
m− ε
2m+2
,m+
ε
2m+2
]
.
Enta˜o
N ⊂⋃
m
Rm e
∑
m
µ(Rm) =
∑
m
2ε
2m+2
=
ε
2
< ε.

Exemplo 3.6 Seja A = R considerado como um subconjunto do R2, enta˜o A tem medida
nula, isto e´, A = R ∼= R× {0}.
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Justificativa:
De fato, para ε > 0, tomando
Ri = [i,−i]×
[ −ε
2i2i+2
,
ε
2i2i+2
]
, i ∈ N,
obtemos
µ(Ri) = 2i.
2ε
2i2i+2
=
ε
2i+1
,
e consequentemente ∞∑
i=1
µ(Ri) =
∞∑
i=1
ε
2i+1
=
ε
2
< ε.
Notamos que
R ∼= R× {0} ⊂
∞⋃
i=1
Ri.
Logo, medR2(R) = medR2(R× {0}) = 0.
Da´ı, medR(R) 6= 0, pois se R ⊂
∞⋃
i=1
[ai, bi] enta˜o
∞∑
i=1
µ([ai, bi]) = +∞.

Exemplo 3.7 A fronteira de um conjunto deve ter medida nula?
Resposta:
Na˜o, vejamos alguns exemplos:
• ∂Q[0,1] = [0, 1] que na˜o tem medida nula;
• ∂I[0,1] = [0, 1] que tambe´m na˜o tem medida nula;
• ∂Z = Z que tem medida nula;
• ∂[0, 1] = {0, 1} o conjunto na˜o tem medida nula, pore´m a fronteira tem medida nula.

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Cap´ıtulo 4
Caracterizac¸a˜o de func¸o˜es integra´veis
Este cap´ıtulo se refere a um dos mais importantes resultados na teoria de integrac¸a˜o ele usa
o conceito de medida nula e de oscilac¸a˜o de uma func¸a˜o. Em suma teorema de Lebesgue nos
diz que se a medida do conjunto formado pelas descontinuidades da extensa˜o por zero ao Rn
da func¸a˜o f tiver medida nula, enta˜o a func¸a˜o f e´ Riemann integra´vel.
Apresentamos tambe´m as propriedades da integral, bem como o teorema do valor me´dio
para integrais.
4.1 Teorema de Lebesgue
Qua˜o regular deve ser uma func¸a˜o para ser Riemann- Integra´vel?
A resposta esta´ no seguinte teorema:
Teorema 4.1 (Lebesgue) Seja f : A ⊂ Rn −→ R limitada com A limitado. Seja f˜ a
extensa˜o por zero de f ao Rn. Enta˜o f e´ Riemann- integra´vel se, e somente se, Υ(f˜) tem
medida nula.
Sera´ u´til na prova deste teorema saber qua˜o “ruim”e´ uma descontinuidade de f˜ . Para
isso, vamos precisar do conceito de oscilac¸a˜o de uma func¸a˜o.
Definic¸a˜o 4.1 Seja h : Rn −→ R. Seja x0 ∈ Rn, a oscilac¸a˜o de h em x0, denotada por
o(h, x0) e´ definida da seguinte forma:
o(h, x0) = inf
U
{ sup
x1,x2∈U
|f(x1)− f(x2)|},
onde o ı´nfimo e´ sobre todas as vizinhanc¸as U de x0.
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Observac¸a˜o:
i) o(h, x0) ≥ 0;
ii) o(h, x0) = 0 se, e somente se, h e´ cont´ınua em x0;
Justificativa:
De fato, h cont´ınua em x0 se,e somente se, para todo ε > 0, existe Uε = Viz(x0) tal que
sup{|f(x)− f(x′)|/x′ ∈ Uε} < ε, e isto e´ equivalente a o(h, x0) = 0.
Demonstrac¸a˜o do Teorema:
Seja B o retaˆngulo que conte´m A. Temos
f˜ =
 f, sobre A;0, sobre Ac.
Observac¸a˜o: Fora de B, f˜ na˜o tem descontinuidades.
1a Etapa:
Vamos agora provar a suficieˆncia. Suponha que med(Υ(f˜)) = 0. Provaremos que f e´
Riemann integra´vel. Seja ε > 0, e Dε = {x ∈ B/o(f˜ , x) ≥ ε}. Claro que Dε ⊂ Υ(f˜). Logo,
med(Dε)=0, pois med(Υ(f˜)) = 0. Afirmac¸a˜o: Dε e´ fechado.
De fato, Seja y ponto de acumulac¸a˜o de Dε. Enta˜o toda vizinhanc¸a U de y conte´m algum
ponto x0 distinto de y, mas pertencente a Dε. E´ claro enta˜o que essa vizinhanc¸a e´ tambe´m
vizinhanc¸a de x0 ∈ Dε. Pela definic¸a˜o de Dε,
sup
x1,x2∈U
|f˜(x1)− f˜(x2)| ≥ o(f˜ , x0) ≥ ε, pois x0 ∈ Dε. (4.1)
Segue que 4.1 vale para toda vizinhanc¸a U de y. Logo,
inf{ sup
x1,x2∈U
|f˜(x1)− f˜(x2)| ≥ ε},
e portanto
o(f˜ , y) ≥ ε e y ∈ Dε.
Isso implica que Dε e´ fechado. Enta˜o, Dε ⊂ Υ(f˜) ⊂ B que e´ limitado, implica que Dε e´
limitado. Logo, Dε e´ compacto. Como med(Dε)=0, enta˜o existem retaˆngulos R1, R2, . . . de
Rn tais que
Dε ⊂
∞⋃
i=1
Ri e
∞∑
i=1
µ(Ri) < ε.
Como Dε e´ compacto, existem finitos retaˆngulos que cobrem Dε, digamos R1, R2, . . . , RN .
Mas, certamente
N∑
i=1
µ(Ri) < ε. Seja P partic¸a˜o de B. Se necessa´rio refinamos P de modo que
cada retaˆngulo esteja contido em alguns dos retaˆngulos Ri (i=1,2, . . ., N), ou na˜o intercepte
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Dε. Enta˜o os retaˆngulos de P se dividem em grupos:
G1 = {S ∈ P/S ⊂ Ri, i = 1, 2, . . . , N} e G2 = {S ∈ P/S ∩Dε = ∅}.
Notar que, para cada S ∈ G2, a oscilac¸a˜o de f˜ em S e´ menor que ε, isto e´,
inf
U
sup
x1,x2∈U
|f˜(x1)− f˜(x2)| < ε.
Logo, para cada x ∈ S, existe Ux = viz(x) aberta, tal que
sup
Ux
f˜ − inf
Ux
f˜ < ε,
Claro que S ⊂ ⋃
x∈S
Ux, e como S (retaˆngulos fechados) e´ compacto, existem x1, x2, . . . , xN
pertencentes a S, tais que S ⊂ ⋃Ni=1 Uxi .
Agora refinamos a partic¸a˜o P em S, de modo que cada novo retaˆngulo de P esteja contido
em alguma das vizinhanc¸as Uxi(i = 1, 2, . . . ,M), e fazemos isso para cada S ∈ G2, obtendo
assim um nova partic¸a˜o P (P = Pε) tal que
S(f˜ , P )− s(f˜ , P ) =∑
S∈P
(
MS f˜ −mS f˜
)
µ(S)
=
∑
S∈G1
(
MS f˜ −mS f˜
)︸ ︷︷ ︸
≤2M
µ(S) +
∑
S∈G2
(
MS f˜ −mS f˜
)︸ ︷︷ ︸
<ε
µ(S)
<
∑
S∈G1
2Mµ(S) +
∑
S∈G2
εµ(S) ≤ 2M ∑
S∈G1
µ(S) + εµ(B)
≤ 2M
N∑
i=1
µ(Ri) + εµ(B) < ε(2M + µ(B)).
Onde MS f˜ = supx∈S f(x) e mS f˜ = infx∈S f(x).
Isto e´, dado ε > 0, usando o fato de que med(Υ(f˜))=0, vimos que existe P = Pε partic¸a˜o
de B retaˆngulo contendo A, tal que
S(f˜ , P )− s(f˜ , P ) < ε(2M + µ(B)),
onde M e´ a constante que limita f. Do teorema de Riemann temos que f˜ e´ integra´vel, isto e´,
f integra´vel.
2a Etapa:
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Vamos provar a necessidade. Suponhamos agora que f e´ Riemann integra´vel, queremos
provar que med(Υ(f˜))=0. Notar que , sendo B retaˆngulo contendo A, tem- se Υ(f˜) = {x ∈
B/o(f˜ , x) > 0}. Notar tambe´m que Υ(f˜) =
∞⋃
n=1
Dn, onde Dn = {x ∈ B/o(f˜ , x) ≥ 1n}.
Ide´ia: Tomando n ∈ N, fixo mas arbitra´rio e provaremos que med(Dn) = 0. Para isto,
tomaremos ε > 0 arbitra´rio. Como f e´ integra´vel, pelo teorema de Riemann, existe P = Pε
partic¸a˜o de B tal que: S(f˜ , P )− s(f˜ , P ) < ε.
Note que:
Dn = {x ∈ Dn/x ∈ ∂S, algum S ∈ P}
⋃{x ∈ Dn/x ∈ int(S), algum S ∈ P} = D1n⋃D2n.
Donde med(D1n)=0, pois med(∂S)=0, se S e´ retaˆngulo do Rn; mostremos agora que D2n
tem medida nula. Seja
G = {S ∈ P/∃x ∈ Dn com x ∈ int(S)}.
Note que para cada S ∈ G, existe x ∈ Dn tal que x ∈ int(S) e o(f˜ , x) ≥ 1n , tal que pela
definic¸a˜o de oscilac¸a˜o MS f˜ −mS f˜ ≥ 1n .
Logo,
1
n
∑
S∈G
µ(S) =
∑
S∈G
1
n
µ(S) ≤∑
S∈G
(MS f˜ −mS f˜)µ(S)
≤∑
S∈P
(MS f˜ −mS f˜)µ(S) = S(f˜ , P )− s(f˜ , P ) < ε.
Enta˜o,
∑
S∈G µ(S) < nε e, e´ claro que D
2
n ⊂
⋃
S∈G
S implica med(D2n) = 0,
e consequentemente, Υ(f˜) = D1n
⋃
D2n tem medida nula, para todo n.
Logo, Υ(f˜) =
⋃
n∈N
Dn tem medida nula.

4.2 Conjuntos com volume
Dizemos que um conjunto limitado A ⊂ Rn tem volume (ou e´ Jordan mensura´vel) quando,
tomando-se um bloco B ⊂ Rn que contenha A, a func¸a˜o caracter´ıstica 1A : B −→ R e´
integra´vel. Para A com volume, definimos seu volume como a integral da func¸a˜o caracter´ıstica
µ(A) =
∫
A
1A(x) dx.
Como consequeˆncia do teorema de Lebesgue provaremos a seguir importantes resultados
sobre conjuntos com volume.
35
Proposic¸a˜o 4.1 A ⊂ Rn limitado, A tem volume se, e somente se, med(∂A) = 0.
Demonstrac¸a˜o:
Por definic¸a˜o, A te volume se, e somente se, 1A e´ integra´vel. Pelo teorema de Lebesgue
1A e´ integra´vel se,e somente se, med(Υ(1A))=0. Enta˜o, basta provar que: Υ(1A) = ∂A.
De fato,
1. x ∈ ∂A e se, para todo U = viz(x) tem- se U ∩ A 6= ∅ enta˜o, para todo x1 ∈ A ∩ U
e para todo x2 ∈ Ac ∩ U temos: 1A(x1) − 1A(x2) = 1 e enta˜o 1A na˜o e´ cont´ınua em
x ∈ ∂A que implica x ∈ Υ(1A). Portanto, ∂A ⊂ Υ(1A).
2. 2) Seja x ∈ Υ(1A) e suponha que x na˜o pertenc¸a a` ∂A.
Logo, por definic¸a˜o de ∂A, existe U=viz(x) tal que U ⊂ A ou U ⊂ Ac. Da´ı,
1A(x) =
 1, se U ⊂ A0, se U ⊂ Ac
de x ∈ U que 1A e´ constante em U ou seja, 1A e´ cont´ınua em x, isto diz que x na˜o
pertence a Υ(1A). CONTRADIC¸A˜O!
Logo, Υ(1A) ⊂ ∂A; por (1) e (2) Υ(1A) = ∂A.

Proposic¸a˜o 4.2 Seja f : A ⊂ Rn −→ R limitada, A limitado e com volume. Suponha que o
conjunto das descontinuidades de f e´ finito ou enumera´vel. Enta˜o f e´ integra´vel.
Demonstrac¸a˜o:
Note que: Υ(f˜) ⊆ Υ(f)⋃ ∂A.
Como A tem volume enta˜o med(∂A)=0. Assim Υ(f) e´ finito ou enumera´vel e portanto
med(Υ(f)) = 0 e consequentemente med(Υ(f˜)) = 0 do teorema de Lebesgue f e´ integra´vel.

Note que nesta proposic¸a˜o na˜o precisamos estender f para se ter a integrabilidade, pois a
mesma depende das descontinuidades da extensa˜o f˜ , na˜o de f.
Teorema 4.2 Seja A ⊂ Rn limitado com medida nula, e seja f : A −→ R, limitada e
integra´vel. Enta˜o
∫
A f = 0.
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Demonstrac¸a˜o:
Observe primeiro que um conjunto de medida nula na˜o pode conter um retaˆngulo do tipo:
R = (a1, b1)× (a2, b2)× . . .× (an, bn), ai < bi, i = 1, 2, . . . , n.
De fato, sabemos que R ⊂ B e med(B)=0 implica que med(R)=0, mas retaˆngulos do tipo
R na˜o podem ter medida nula. Seja B retaˆngulo contendo A, e seja f˜ a extensa˜o de f por
zero ao retaˆngulo B . Seja P partic¸a˜o de B em retaˆngulos R1, R2, . . . , RN . Temos que:
|f(x)| ≤M, para todo x ∈ A, e algum M > 0.
Notemos que :
|f˜(x)| =
 |f(x)|, se x ∈ A0, se c, c. ≤
 M, se x ∈ A0, se c, c.
≤M
 1, se x ∈ A0, se c, c. ≤M.1A.
Da´ı,
s(f˜ , P ) =
N∑
i=1
mRi(f˜)µ(Ri) ≤
N∑
i=1
MmRi(1A)µ(Ri) =M
N∑
i=1
mRi(1A)µ(B). (4.2)
Suponhamos, por um momento, que mRi(1A) 6= 0 para algum i. Enta˜o, para esse i deve-
mos ter:Ri ⊂ A. Mas, como A tem medida nula, isso na˜o pode ocorrer conforme observamos
no in´ıcio.
Logo, mRi(1A) = 0, para todo i = 1, 2, . . . , N . Portanto, de 4.2, concluimos que
s(f˜ , P ) ≤ 0, para todo P partic¸a˜o de B. Agora, note que:
sup
R
(f˜) = − inf
R
(f˜).
Da´ı
S(f˜ , P ) =
N∑
i=1
MRi(f˜)µ(Ri) =
N∑
i=1
−mRi(−f˜)µ(Ri)
= −
N∑
i=1
mRi(−f˜)µ(Ri) = −s(−f˜ , P ). (4.3)
Como s(f˜ , P ) ≤ 0, para todo P Partic¸a˜o de B (Pelo fato que med(A)=0), temos,
s(−f˜ , P ) ≤ 0, para todo P partic¸a˜o;
deste fato e de 4.3, segue que
S(f˜ , P ) ≥ 0, para todo P partic¸a˜o.
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Assim,
s(f˜ , P ) ≤ 0 ≤ S(f˜ , P ), para todo P partic¸a˜o de B .
Logo, ∫
A
f = s = sup
P
s(f˜ , P ) ≤ 0 ≤ S = inf
P
S(f˜ , P ) =
∫
A
f.
Mas, sendo f integra´vel, temos ∫
A
f =
∫
A
f =
∫
A
f.
Da´ı, ∫
A
f ≤ 0 ≤
∫
A
f
resultando ∫
A
f = 0.

Teorema 4.3 Seja f : A −→ R integra´vel, f limitada e A limitado, suponha que f ≥ 0 e que∫
A f = 0. Enta˜o: med({x ∈ A/f(x) > 0})= med({x ∈ A/f(x) 6= 0})=0.
Demosntrac¸a˜o:
As hipo´teses sa˜o:

A limitado, f limitada
f ≥ 0, f integra´vel∫
A f = 0.
Devemos provar que :
med{x ∈ A/f(x) > 0} = med{x ∈ A/f(x) 6= 0} = 0.
De fato, Seja D= { x ∈ A/f(x) 6= 0 }.
Notar que
D =
∞⋃
m=1
Dm , onde Dm = {x ∈ A/f(x) ≥ 1m}.
Para provar que med(D)=0, basta provar que med(Dm)=0, para todo m. Para isto, seja
ε > 0, como f e´ integra´vel com
∫
A f = 0, enta˜o pela definic¸a˜o de integral, existe partic¸a˜o
P=Pε tal que
0 ≤ S(f, P ) < ε
m
, (4.4)
com m ≥ 1 fixado arbitrariamente. Sejam R1, R2, . . . , Rk, os retaˆngulos da partic¸a˜o P que
interceptam Dm. Claro que
Dm ⊂
k⋃
i=1
Ri ⊂
⋃
R∈P
R = B.
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B retaˆngulo onde A ⊂ B. Mas, para o m fixado:
k∑
i=1
µ(Ri) =
k∑
i=1
m
1
m
µ(Ri).
Lembremos que f(x) ≥ 1
m
, x ∈ Dm.
Da´ı,
sup
Ri
(f) ≥ 1
m
, onde 1 ≤ i ≤ k.
Assim,
k∑
i=1
µ(Ri) =
k∑
i=1
m
1
m
µ(Ri) ≤
k∑
i=1
m sup
Ri
(f) ≤ m∑
R∈P
sup(f)µ(R),
e portanto,
k∑
i=1
µ(Ri) ≤ mS(f, P ) < m εm = ε.
Donde
Dm ⊂
k⋃
i=1
Ri e
k∑
i=1
µ(Ri) < ε,
isto nos diz que Dm tem volume nulo e enta˜o Dm tem medida nula, ou seja, med(D)=0.

4.3 Propriedades da integral
Teorema 4.4 Sejam A e B subconjuntos de Rn limitados, seja α ∈ R, e f : A −→ R e
g : A −→ R func¸o˜es integra´veis limitadas. Enta˜o:
(i) f+g e´ integra´vel e ∫
A
(f + g) =
∫
A
f +
∫
A
g;
(ii) αf e´ integra´vel e ∫
A
(αf) = α
∫
A
f ;
(iii) Se f ≤ g, enta˜o ∫A f ≤ ∫A g;
(iv) |f | e´ integra´vel e ∣∣∣∣∫
A
f
∣∣∣∣ ≤ ∫
A
|f |;
(v) Se A tem volume e |f | ≤M , enta˜o∣∣∣∣∫
A
f
∣∣∣∣ ≤ ∫
A
|f | ≤Mµ(A);
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(vi) Se A compacto e conexo com volume e f cont´ınua, enta˜o existe x0 ∈ A tal que∫
A
f = f(x0)µ(A).
Este e´ chamado Teorema do valor me´dio para integrais.
E se µ(A) for diferente de zero, temos a me´dia de f: f =
∫
A f
µ(A)
.
(vii) Suponha que f : A ∪ B −→ R e´ integra´vel. Supor tambe´m que med(A ∩ B) = 0.
Suponha ale´m disso que f |A , f |B e f |A∩B sa˜o integra´veis. Enta˜o∫
A∪B
f =
∫
A
f +
∫
B
f.
Demonstrac¸o˜es:
(i) Usa-se o teorema de Darboux para provar este item com f, g como no enunciado e
ε
2
ao inve´s de ε em seguida usa-se a desigualdade triangular.
(ii) A demonstrac¸a˜o segue usando-se o teorema de Darboux com
ε
|α| , α difrente de 0.
(iii) f ≤ g implica em ∫A f ≤ ∫A g com f e g integra´veis.
De fato! Seja B retaˆngulo com A ⊂ B. Como f e g sa˜o integra´veis∫
A
f ≤ inf
P
S(f, P ) ≤ inf
P
S(f, P ) =
∫
A
g.
(iv)Como por hipo´tese f e´ integra´vel. Mostrar |f | integra´vel e ∣∣∫A f ∣∣ ≤ ∫A |f |.
Para isso, note que se f e´ cont´ınua em x ∈ A, enta˜o |f | tambe´m e´ cont´ınua nesse x. Logo,
Υ(|f |) ⊂ Υ(f). Assim, Υ(|f˜ |) ⊂ Υ(f˜). Mas f e´ integra´vel, e pelo teorema de Lebesgue a
medida de Υ(f˜) = 0 e Υ(|f˜ |) tem medida nula. Portanto |f | e´ integra´vel, usando enta˜o (ii)
e (iii) segue que |f | e´ integra´vel.
Agora vejamos que
−|f | ≤ f ≤ |f |
implica
−
∫
A
|f | ≤
∫
A
f ≤
∫
A
|f |
e consequentemente ∣∣∣∣∫
A
f
∣∣∣∣ ≤ ∫
A
|f |.
(v) Seja A com volume, limitado e |f | ≤M .
Mostraremos que ∣∣∣∣∫
A
∣∣∣∣ ≤ ∫
A
|f | ≤Mµ(A).
Claro que |f | e´ integra´vel e ∣∣∫A f ∣∣ ≤ ∫A |f |, por (iv) temos que:
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|f˜ | ≤
 M, se x ∈ A0, se x ∈ Ac. =M
 1, se x ∈ A0, se x ∈ Ac. =M1A.
Como A tem volume, 1A e´ integra´vel e de (ii) segue que M1A e´ integra´vel, portanto
|f˜ | ≤M1A de (iii) segue que
∫
A
|f | ≤
∫
A
M1A
(ii)
= M
∫
A
1A =Mµ(A).
(vi)Teorema do valor me´dio para integrais [TVMI]
Seja f : A −→ R, A compacto e conexo, e f cont´ınua.
Pelas hipo´teses sobre f e A, sabemos que: existe x1 ∈ A, tal que f(x1) = infA f(x)existe x2 ∈ A, tal que f(x2) = supA f(x).
Seja λ =
∫
A f
µ(A)
, se µ(A) e´ diferente de 0. Se µ(A) = 0, o TVMI vale trivialmente:
0 <
∣∣∣∣∫
A
f
∣∣∣∣ ≤ ∫
A
|f | ≤ µ(A) = 0.
Enta˜o temos por (v)
f(x1) = m ≤ λ ≤M = f(x2).
Como f e´ cont´ınua e A e´ conexo, pelo teorema do valor intermedia´rio (Espac¸o me´trico):
existe x0 ∈ A tal que λ = f(x0), isto e´, f(x0)µ(A) = ∫A f .
(vii) Temos por hipo´tese f : A ∪ B −→ R, A e B limitados, med(A ∩ B)=0 e f |A, f |b e
f |A∩B integra´veis.
Segue da definic¸a˜o que:
∫
A
f =
∫
A
f |A. Sejam: f1 = f.1A, f2 = f.1B e f3 = f.1A∩B;
assim, f1, f2 e f3 sa˜o integra´veis e
∫
A∪B
f1 =
∫
A∪B
f.1A =
∫
A
f |A =
∫
A
f
∫
A∪B
f2 =
∫
A∪B
f.1B =
∫
B
f |B =
∫
B
f
∫
A∪B
f3 =
∫
A∪B
f.1A∩B =
∫
A∩B
f
Note que: f = f1 + f2 − f3, e como sa˜o integra´veis segue de (i) que f e´ integra´vel e∫
A∪B
f =
∫
A∪B
f1 +
∫
A∪B
f2 −
∫
A∪B
f3
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=
∫
A
f +
∫
B
f −
∫
A∩B
f.
E do fato que med(a ∩B) = 0, temos∫
A∪B
f =
∫
A
f +
∫
B
f.

4.4 Exemplos
Exemplo 4.1 Seja f : [a, b] ⊂ R −→ R, se med(Υ(f)) = 0, enta˜o f e´ integra´vel.
Justificativa:
Segue diretamente das proposic¸o˜es anteriores.

Exemplo 4.2 Seja A ⊂ Rn limitado com volume. Seja f : A −→ R cont´ınua e limitada.
Enta˜o f e´ Riemann integra´vel.
Justificativa:
Segue da proposic¸a˜o 4.2.

Exemplo 4.3 Seja f : A ⊂ R −→ R, A = Q[0,1], f(x) ≡ 1, para todo x ∈ A e Υ(f) = ∅, mas
∂A = [0, 1] enta˜o ∂A na˜o tem medida nula.
Justificativa:
Logo, a proposic¸a˜o 4.2 na˜o garante a integrabilidade de f. De fato, para integrar devemos
trabalhar com
f˜(x) =
 1, se x ∈ Q[0,1]0, se c, c.
E a func¸a˜o de Dirichlet na˜o e´ integra´vel.

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Exemplo 4.4 Seja f(x) =
 1, se x ∈ [0, 1]3− x, se x ∈ (1, 2]. , enta˜o f e´ integra´vel.
Justificativa: Note que Υ(f˜) = {0, 1, 2} tem volume nulo. Mas, A=[0,2] e´ limitado e f
e´ limitada, segue enta˜o, pelo teorema de Lebesgue que f e´ integra´vel.

Exemplo 4.5 Seja f : A −→ R, onde A = {(x, y) ∈ R2/x2 + y2 < 1} e
f(x) =
 x2 + sen
(
1
y
)
, se y 6= 0
x2, c.c
. Enta˜o f e´ integra´vel.
Justificativa:
Seja f˜ a extensa˜o por zero.
Note que Υ(f˜) ⊆ {(x, 0)/−1 < x < 1}∪∂A = G. Da´ı, se med(G)=0, enta˜o med(Υ(f˜)) =
0, e pelo teorema de Lebesgue, f e´ integra´vel.

Exemplo 4.6 Mostraremos que a func¸a˜o caracter´ıstica do conjunto de Cantor e´ Riemann
integra´vel.
Justificativa:
De fato, seja Eci o complementar de Ei no intervalo [0, 1], para i ∈ N. Seja E1 =
[
0, 13
]⋃ [2
3 , 1
]
,
enta˜o med(Ec1) =
1
3
, e seja
E2 =
[
0, 19
]⋃ [2
9 ,
1
3
]⋃ [2
3 ,
7
9
]⋃ [8
9 , 1
]
, enta˜o med(Ec2) = 2
(
1
9
)
.
Assim, podemos escrever
∞∑
i=1
med(Eci ) =
∞∑
n=0
2n
3n+1
=
1
3
∞∑
n=0
(
2
3
)n
=
1
3
(
1
1− 23
)
=
1
3
.
1
1
3
= 1
Seja E =
⋂∞
i=1Ei o conjunto de Cantor e E
c = [0, 1]\E.
Seja 1C a func¸a˜o caracter´ıstica do conjunto de Cantor. Note que o conjunto das descon-
tinuidades da func¸a˜o caracter´ıstica no conjunto de Cantor e´ o pro´prio conjunto de Cantor, e
como med(Ec)=1, enta˜o como consequeˆncia do teorema de Lebesgue, med(E)=0, e portanto
a func¸a˜o caracter´ıstica e´ Riemann integra´vel.

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Cap´ıtulo 5
Integrais Impro´prias
Nos cap´ıtulos precedentes estudamos a integrac¸a˜o de uma func¸a˜o limitada com domı´nio
limitada. A integrac¸a˜o de func¸o˜es na˜o limitadas ou com domı´nios na˜o limitados e´ chamado
integrac¸a˜o impro´pria e ela e´ feita como limite de integrais ordina´rias, isto e´, integrais de
func¸o˜es limitadas sobre domı´nios limitados.
A integrac¸a˜o impro´pria tem muita utilidade no estudo de convergeˆncia de se´ries infinitas
e por isso desenvolvemos neste cap´ıtulo um breve estudo a este respeito.
5.1 Integrais impro´prias
• Para uma func¸a˜o f : A = [a,∞) −→ R em geral definimos:
∫
A
f =
∫ ∞
a
f = lim
b→∞
∫ b
a
f
se esse limite existir.
• Para f : [a, b] −→ R tal que lim
x→a+ f(x) = +∞ se define:∫
[a,b]
f =
∫ b
a
f = lim
ε→0+
∫ b
a+ε
f
se esse limite existir.
• Para f : (−∞,+∞) −→ R definimos:
∫
R
f =
∫ ∞
−∞
f = lim
a→−∞
∫ 0
a
f + lim
b→+∞
∫ b
0
f.
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Definic¸a˜o 5.1 Seja f : A ⊂ Rn −→ R limitada, e f ≥ 0 sobre A e A na˜o limitado.
Suponhamos que f seja integra´vel sobre cada cubo [−a, a]n ⊂ Rn, a > 0.
Enta˜o, definimos: ∫
A
f = lim
a→+∞
∫
[−a,a]n
f (5.1)
se esse limite existir.
Se o limite em 5.1 existir e for finito diz-se que f e´ integra´vel sobre A.
Observac¸a˜o 5.1 Observamos que f esta´ definida apenas sobre [−a, a]n∩A. Para a integrac¸a˜o
de f sobre B = [−a, a]n, naturalmente, consideramos a extensa˜o por zero de f a [−a, a]n\A.
Teorema 5.1 (Teste da Comparac¸a˜o) Sejam f e g limitadas com domı´nio em A ⊂ Rn e
imagem em R, com 0 ≤ g ≤ f . Supor que f e´ integra´vel sobre A e que g e´ integra´vel sobre
cada cubo [−a, a]n.
Enta˜o g e´ integra´vel e
∫
A g ≤
∫
A f .
Demonstrac¸a˜o:
Notemos que como g ≤ f temos
0 ≤
∫
[−a,a]n
g ≤
∫
[−a,a]n
f ≤
∫
A
f,∀ a > 0.
Assim, a sequeˆncia
∫
[−a,a]n
g e´ crescente em R e limitada superiormente por
∫
A f ∈ R+.
Logo, lim
a→+∞
∫
[−a,a]n
g existe.
Isso diz que g e´ integra´vel e ∫
A
g ≤
∫
A
f.

Exemplo 5.1 Existem func¸o˜es limitadas f e g com domı´nio em A ⊂ Rn e imagem em R tais
que 0 ≤ g ≤ f . com f integra´vel e g na˜o integra´vel. Como por exemplo
g(x) =
 e−x, se x ∈ I+0, se x ∈ Q+ e f(x) = e−x, se x ≥ 0.

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Definic¸a˜o 5.2 Seja f : A ⊂ Rn −→ R, f ≥ 0, f na˜o limitada e A posssivelmente na˜o
limitado.
Para cada M > 0 definir a func¸a˜o:
fM(x) =
 f(x), 0 ≤ f(x) ≤MM, f(x) > M.
Suponhamos que para cada M, fM integra´vel.
Enta˜o definimos ∫
A
f = lim
M−→∞
∫
A
fM ,
se esse limite existir. Se for finito, dizemos que f e´ integra´vel.
Teorema 5.2 (Teorema da Comparac¸a˜o) Sejam g e f func¸o˜es com domı´nio em A ⊂ Rn
e imagem em R. Suponhamos que 0 ≤ g ≤ f com f integra´vel. Suponhamos que para cada
M > 0, gM e´ integra´vel.
Enta˜o g e´ integra´vel e
∫
A
g ≤
∫
A
f .
Demonstrac¸a˜o:
Ana´loga ao caso de A na˜o limitado, f e g limitadas.

Definic¸a˜o 5.3 Seja f : Rn −→ R na˜o necessariamente positiva, A na˜o necessariamente
limitado.
Seja f+(x) =
 f(x), f(x) ≥ 00, f(x) < 0. e f−(x) =
 −f(x), f(x) < 00, f(x) ≥ 0.
A func¸a˜o f+ e´ a parte positiva de f e a func¸a˜o f− e´ a parte negativa de f.
Notamos que f= f+ − f−.
Dizemos que f e´ integra´vel (no sentido impro´prio) se f+ e f− forem integra´veis.
Nesse caso, definimos enta˜o
∫
A
f =
∫
A
f+ −
∫
A
f−.
Teorema 5.3 Seja f : [a,+∞) −→ R, f ≥ 0 cont´ınua e F primitiva de f. Enta˜o f integra´vel
se, e somente se, limx→∞ F (x) existir e for finito.
A prova deste teorema a´ feita usando-se o teorema fundamental do ca´lculo.
Teorema 5.4 Seja f : (a, b] −→ R cont´ınua, f ≥ 0, e limx→a+ f(x) = +∞. Enta˜o f
integra´vel se, e somente se, limε→0+
∫ b
a+ε f existir e for finito.
A prova deste teorema segue usando-se a definic¸a˜o de integral impro´pria para uma func¸a˜o
na˜o limitada, dada acima.
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5.2 Convergeˆncia condicional
Seja f : [a,+∞) −→ R. Se
∫ ∞
a
f(x)dx = lim
b→∞
∫ b
a
f(x)dx existir dizemos que a integral∫ ∞
a
f e´ condicionalmente convergente.
Observac¸a˜o 5.2 A definic¸a˜o para integral impro´pria de uma func¸a˜o f : A −→ R e´ a con-
vergeˆncia absoluta, que trata com f+ e f−.
Exemplo 5.2 Seja f : (1,+∞) −→ R, enta˜o
∫ +∞
1
f pode ser tratada nos dois sentidos.
Por exemplo, seja
f(x) =
 sen(x)x , se 6= 01, se x = 0.
Note que seu domı´nio e´ R, na˜o limitado.
Calculamos:
lim
b→∞
∫ b
1
sen(x)
x
dx = lim
b→∞
[(
−1
x
cos(x)
)b
1
−
∫ b
1
cos(x)
x2
dx
]
= lim
b→∞
(
−cos(b)
b
+ cos(1)
)
− lim
b→∞
∫ b
1
1
x2
cos(x)dx
= cos(1)− lim
b→∞
∫ b
1
1
x2
cos(x)dx.
E esse limite existe, pois para b > 1:∣∣∣∣∫ b
1
cos(x)
x2
dx
∣∣∣∣ ≤ ∫ b
1
∣∣∣∣cos(x)x2 ∣∣∣∣ dx
≤
∫ b
1
1
x2
dx =
[
−1
x
]b
1
= 1− 1
b
< 1, para todo b > 1.
Logo,
∫ ∞
1
sen(x)
x
dx e´ condicionalmente convergente, mas na˜o e´ absolutamente convergente,
pois:
∫ ∞
1
|sen(x)|
x
dx ≥
∫ npi
pi
|sen(x)|
x
dx, n ≥ 1
=
n∑
k=2
∫ kpi
(k−1)pi
|sen(x)|
x
dx ≥
n∑
k=2
∫ kpi
(k−1)pi
|sen(x)|
kpi
dx
=
n∑
k=2
1
kpi
∫ kpi
(k−1)pi
|sen(x)|dx =
n∑
k=2
2
kpi
=
2
pi
n∑
k=2
1
k
, para todo n ∈ N.
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Portanto, ∫ ∞
1
|sen(x)|
x
dx =∞.
Do mesmo modo veˆ-se que
∫ ∞
1
f+ = +∞. Assim, ∫∞1 sen(x)x dx na˜o e´ (absolutamente)
convergente.

5.3 Teorema da convergeˆncia mono´tona de Lebesgue
Teorema 5.5 Sejam gn : [0, 1] −→ R func¸o˜es integra´veis, para n natural, na˜o necessaria-
mente limitadas. Suponhamos que gn ≥ 0 e gn+1 ≤ gn, para todo n.
Suponhamos tambe´m que lim
n→∞ gn(x) = 0, para todo x ∈ [0, 1] (pontualmente).
Enta˜o lim
n→∞
∫ 1
0
gn(x) dx = 0.
Observac¸a˜o: Vale tambe´m para [a,b] em intervalo qualquer de R.
Para demonstrar este teorema precisamos do seguinte lema:
Lema 5.1 Seja f : [0, 1] −→ R integra´vel com |f(x)| ≤ M, x ∈ [0, 1], e
∫ 1
0
f ≥ α > 0.
Enta˜o para α fixo, E = {x ∈ [0, 1]/f(x) ≥ α2 } conte´m uma unia˜o finita de intervalos de
comprimento total l ≥ α
4M
.
Demonstrac¸a˜o:
Como f e´ integra´vel enta˜o para ε = α4 existe partic¸a˜o P de [0, 1] tal que
Seja P aprtic¸a˜o de [0,1] tal que ∫ 1
0
f − s(f, P ) ≤ α
4
.
Da´ı,
α− s(f, P ) ≤
∫ 1
0
f − s(f, P ) ≤ α
4
,
implica que
α− s(f, P ) ≤ α
4
.
Consequentemente
s(f, P ) ≥ 3α
4
.
Sejam D = {R ∈ P/R ∈ E} e l o comprimento total dos retaˆngulos em D.
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Enta˜o,
3α
4
≤ s(f, P ) = ∑
R∈D
inf
R
(f)µ(R) +
∑
R∈P
R 6∈D
inf
R
(f)µ(R)
≤∑
R∈D
Mµ(R) +
∑
R∈P
R 6∈D
α
2
µ(R)
=Ml +
α
2
(1− l) ≤Ml + α
2
.
Logo,
3α
4
≤Ml + α
2
implica em
α
4
=
3α
4
− 2α
2
≤Ml,
e portanto,
l ≥ α
4M
.
E assim provamos o Lema.

Prova do teorema:
Temos gn+1 ≤ gn ≤ g1, para todo n.
Como gn integra´vel, temos:
0 ≤
∫ 1
0
gn+1 ≤
∫ 1
0
gn ≤
∫ 1
0
g1
pois gn ≥ 0, para todo n.
Assim, xn =
∫ 1
0
gn e´ uma sequeˆncia em R, mono´tona decrescente e limitada por 0 inferi-
ormente e por
∫ 1
0
g1 superiormente. Assim, xn e´ convergente.
Logo, existe λ ∈ R+, pois a sequeˆncia na˜o negativa, tal que∫ 1
0
gn = xn −→ λ.
Objetivo: Mostrar que λ = 0.
Suponhamos por contradic¸a˜o que λ > 0. Queremos usar o lema, mas na˜o podemos usar
o mesmo para gn, pois ela pode na˜o ser limitada.
Para M > 0, seja
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gnM (x) =
 gn(x), gn(x) ≤MM, gn(x) > M.
Notemos que ∫ 1
0
(gn − gnM ) ≤
∫ 1
0
(g1 − g1M ).
Seja M >
2λ
5
tal que ∫ 1
0
(g1 − g1M ) ≤ λ5 ,
e tal M pode ser tomado pois ∫ 1
0
g1M converge para
∫ 1
0
g1.
Da´ı, para esse M tem- se que
0 ≤
∫ 1
0
(gn − gnM ) ≤
∫ 1
0
(g1 − g1M ≤ λ5 .
Isso implica que
λ−
∫ 1
0
gnM ≤
∫ 1
0
(gn − gnM ) ≤ λ5 .
Pois
∫ 1
0
gn = xn −→ λ.
Consequentemente
λ− λ
5
=
4λ
5
≤
∫ 1
0
gnM ,
para cada n ∈ N e para M ≥ 2λ5 .
Isto e´, ∫ 1
0
gnM ≥ 4λ5 = α > 0
e isso vale para qualquer M ≥ 2λ
5
e para todo n ∈ N.
Enta˜o, pelo lema, para cada n:
En = {x ∈ [0, 1]/gnM ≥ 2λ5 } conte´m uma unia˜o finita de intervalos de comprimento total
l ≥ α4M = λ5M , pois 0 ≤ gnM ≤ M, para todo n, com M ≥ 2λ5 . Notemos que En+1 ⊂ En,
pois
0gn+1M ≤ gnM , ja´ que ≤ gn+1 ≤ gn, ∀ n.
definimos D = ∪∞n=1{x ∈ [0, 1]/gnM e´ descont´ınua em x }.
Enta˜o med(D)=0 e portanto existe uma unia˜o U de retaˆngulos abertos, que conte´m D,
com comprimento total menor que ε = λ5M .
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E´ claro enta˜o que En 6⊂ U, para todo n. Seja x0 um ponto de acumulac¸a˜o de En, com
x0 6∈ En. Enta˜o gnM e´ descont´ınua em x0. De fato, x0 e´ um ponto de acumulac¸a˜o de En,
enta˜o existe sequeˆncia (xk) em En tal que (xk) converge para x0. Mas,
gnM (xk) ≥ 2λ5 , para todo k.
Da´ı, se gnM fosse cont´ınua em x0, ter´ıamos que ter
gnM (x0) ≥ 2λ5 ,
e isto diria que x0 esta´ em En, o que nos contradiz.
Logo, x0 ∈ D ⊂ U . Assim, En ⊂ En⋃U. Para cada n ∈ N, definimos Fn = En\U . Assim
Fn e´ fechado, e tambe´m e´ limitado, pois Fn ⊂ [0, 1]. Donde Fn e´ compacto, e Fn+1 ⊂ Fn,
pois En+1 ⊂ En, para todo n. Com isso obtemos uma sequeˆncia de conjuntos compactos
e encaixados, donde ∩∞n=1Fn 6= ∅. Logo, existe x ∈ ∩∞n=1En, com x ∈ [0, 1], e portanto
x ∈ En, para todo n, e pela definic¸a˜o de En resulta que ,
gnM (x) ≥ 2λ5 , ∀ n ∈ N.
Da´ı,
gn(x) ≥ gnM (x) ≥ 2λ5 ,
para todo n, e consequentemente
gn(x) ≥ 2λ5 , para todo n.
Isto nos diz que gn(x) na˜o converge para 0, o que contradiz a hipo´tese. Esta contradic¸a˜o veio
da suposic¸a˜o que λ > 0. Portanto, λ = 0,isto e´,
0 = lim
n→∞
∫ 1
0
gn.

Corola´rio 5.1 Sejam fn : [0, 1] −→ R e f : [0, 1] −→ R func¸o˜es integra´veis. Suponhamos
que (fn) converge pontualmente para f em [0,1]. Suponhamos tambe´m que 0 ≤ fn ≤ fn+1 ≤
f . Enta˜o
lim
n→∞
∫ 1
0
fn =
∫ 1
0
f.
Demonstrac¸a˜o:
Tomemos gn = f − fn, enta˜o gn ≥ 0 e gn+1 ≤ gn. Da hipo´tese que fn converge pontual-
mente para f temos que gn converge pontualmente para 0 em [0,1]. Notemos que se f e fn
sa˜o integra´veis, gn tambe´m sera´ integra´vel para todo n.
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Enta˜o, podemos aplicar o teorema da convergeˆncia mono´tona de Lebesgue para a sequeˆncia
(gn). Assim,
0 = lim
n→∞
∫ 1
0
gn = lim
n→∞
∫ 1
0
(f − fn)
= lim
n→∞
(∫ 1
0
f −
∫ 1
0
fn
)
e portanto lim
n→∞
∫ 1
0
fn =
∫ 1
0
f.

Corola´rio 5.2 Seja f : [0, 1] −→ R, f ≥ 0. Suponhamos que
∫ 1
0
f 2 existe. Enta˜o∫ 1
0
(f − fn)2 converge para 0.
Demonstrac¸a˜o:
Definimos gn = (f − fn)2, com n natural e fn =
 f, |f(x)| ≤ nn, |f(x)| ≥ n.
Da´ı, e´ claro que gn −→ 0 pontualmente em [0,1], gn+1 ≤ gn e gn’s sa˜o integra´veis, o que
resulta, pelo teorema da convergeˆncia mono´tona em
lim
n→∞
∫ 1
0
gn = 0,
isto e´,
lim
n→∞
∫ 1
0
(f − fn)2 = 0.

Teorema 5.6 Sejam fk : R ⊂ R2 −→ R func¸o˜es limitadas e integra´veis para todo k. Supo-
nhamos que fk converge uniformemente para f em R. Sendo R = [a, b] × [c, d]. Enta˜o f e´
integra´vel e ∫
R
f = lim
k→∞
∫
R
fk.
Demonstrac¸a˜o:
(i) f e´ limitada.
De fato, Dado ε = 1, existe N tal que
|fk(x, y)− f(x, y)| < 1
se k ≥ N, para todo (x, y) ∈ R pois fk converge uniformemente para f .
52
Em particular para k=N, temos
|f(x, y)| < 1 +M = M˜, para todo (x, y) ∈ R
onde M e´ a constante que limita fN .
Isso implica que f e´ limitada.
(ii) Vamos provar que
∫
R
fk(x, y) dx dy e´ uma sequeˆncia de Cauchy em R.
Como fk converge uniformemente para f , dado ε > 0, existe N tal que
|fk(x, y)− fl(x, y)| < εµ(R) , se k, l ≥ N, para todo (x, y) ∈ R,
(fk converge uniformemente para f, implica que fk e´ de Cauchy) . Portanto,
∣∣∣∣∫
R
fk(x, y)−
∫
R
fl(x, y)
∣∣∣∣ = ∣∣∣∣∫
R
(fk − fl)
∣∣∣∣
≤
∫
R
|fk(x, y)− fl(x, y)|dxdy ≤
∫
R
ε
µ(R)
dxdy
ε
µ(R)
∫
R
dxdy = ε, se k, l ≥ N.
Assim,
(∫
R
fk
)
k∈N
e´ sequeˆncia de Cauchy em R.
Enta˜o existe I em R tal que lim
k→∞
∫
R
fk = I.
Seja ε > 0, enta˜o existe N tal que:∣∣∣∣∫
R
fk − I
∣∣∣∣ < ε3 , se k ≥ N. (5.2)
Tambe´m existe N1 tal que:
|fk(x, y)− f(x, y)| < ε3µ(R) , se k ≥ N1, para todo (x, y) ∈ R, (5.3)
pois fn −→ f uniformemente. Seja N2 = max{N,N1}.
Como fN2 e´ integra´vel, pelo teorema de Darboux, existe δ > 0 de modo que se P e´
partic¸a˜o com ‖P‖ < δ, Enta˜o∣∣∣∣∣∣∣
n,m∑
i,j=1
fN2(xi, xj) (xi+1 − xi)︸ ︷︷ ︸
∆xi
(yj+1 − yj)︸ ︷︷ ︸
∆yj
−
∫
R
fN2
∣∣∣∣∣∣∣ < ε3
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para qualquer escolha de xi ∈ [xi, xi+1] e yj ∈ [yj, yj+1].
Agora, pela desigualdade triangular, para P partic¸a˜o e ‖P‖ < δ:
∣∣∣∣∣ n,m∑
i,j=1
f(xi, xj)∆xi∆yj − I
∣∣∣∣∣
≤
∣∣∣∣∣ n,m∑
i,j=1
f(xi, xj)∆xi∆yj −
n,m∑
i,j=1
fN2(xi, xj)∆xi∆yj
∣∣∣∣∣
+
∣∣∣∣∣ n,m∑
i,j=1
fN2(xi, xj)∆xi∆yj −
∫
R
fN2
∣∣∣∣∣+ ∣∣∣∣∫R fN2 − I
∣∣∣∣
<
n,m∑
i,j=1
|f(xi, xj)− fN2(xi, xj)|∆xi∆yj + ε3 +
ε
3
<
ε
3µ(R)
n,m∑
i,j=1
∆xi∆yj +
2ε
3
=
ε
3µ(R)
µ(R) +
2ε
3
= ε.
Isto e´, dado ε > 0, existe δ > 0 tal que se P e´ partic¸a˜o qualquer com ‖P‖ < δ, de R,
enta˜o, ∣∣∣∣∣ n,m∑
i,j=1
f(xi, xj)∆xi∆yj − I
∣∣∣∣∣ < ε
para qualquer escolha de (xi, yj) ∈ [xi, xi+1] × [yj, yj+1] e pelo teorema de Darboux, f e´
Riemann- integra´vel, com
∫
R
f = I = lim
n→∞
∫
R
fk.

5.4 Aplicac¸o˜es
Aplicac¸a˜o 5.1 Calcular I = lim
n→∞
∫ 1
0
e−nx2xpdx.
Resposta: I=0.
De fato, isso pode ser justificado com o teorema da convergeˆncia mono´tona. Seja gn(x) =
e−nx2xp, 0 < x ≤ 1. Claro que gn e´ cont´ınua e integra´vel em (0,1] se p > −1.
Notemos que
gn(x) = e−nx
2
xp ≥ e−(n+1)x2xp = gn+1(x),
54
e que gn(x) ≥ 0, para todo x. Logo, 0 ≤ gn+1 ≤ gn e assim gn e´ sequeˆncia mono´tona
decrescente. Para cada x ∈ (0, 1] : gn(x) converge para 0 quando n tende para ∞, isto
e´, gn −→ 0 pontualmente em (0,1]. Isso tambe´m vale para x=0, ja´ que gn(0) = 0, ∀ n.
Portanto, (gn) atende as hipo´teses do teorema da convergeˆncia mono´tona e
lim
n→∞
∫ 1
0
e−nx2xpdx = 0.

Aplicac¸a˜o 5.2 Sejam gn : [0, 1] −→ R+, n ∈ N func¸o˜es integra´veis. Suponhamos que
g(x) =
∞∑
n=1
gn(x) e´ tambe´m integra´vel. Enta˜o
∫ 1
0
g =
∞∑
n=1
∫ 1
0
gn.
Justificativa:
Seja fn =
n∑
k=1
gk. Claro que fn e´ integra´vel para todo n, e∫ 1
0
fn =
n∑
k=1
∫ 1
0
gk,
como gk ≥ 0, para todo k, temos fn ≤ fn+1 resultando que fn e´ sequeˆncia mono´tona
crescente, com fn convergindo para g. Como g e´ integra´vel por hipo´tese, enta˜o fn e g
atendem as hipo´teses do corola´rio 5.1 do teorema da convergeˆncia mono´tona.
Logo,
lim
n→∞
∫ 1
0
fn =
∫ 1
0
g,
isto e´,
lim
n→∞
n∑
k=1
∫ 1
0
gk =
∫ 1
0
g
existe.
Portanto, ∞∑
k=1
∫ 1
0
gk =
∫ 1
0
g.

Aplicac¸a˜o 5.3 Seja (ai) uma sequeˆncia estritamente decrescente, para i = 1, 2, . . . , ai ≥ 0,
com ai convergindo para 0, e a1 = 1. Seja fi sequeˆncia de nu´meros reais na˜o negativos, e
seja f(x) = fi, para x ∈ (ai+1, ai]. Enta˜o f e´ “func¸a˜o escada”, com possivelmente infinitos
degraus.
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Suponhamos que f e´ integra´vel. E´ claro que isso ocorre se a sequeˆncia de nu´meros reais (fi)
for limitada, nesse caso f sera´ limitada. Por exemplo, se fi = 1√i , tambe´m f sera´ integra´vel.
Afirmac¸a˜o:∫ 1
0
f =
∞∑
i=1
fi(ai − ai+1).
Justificativa da afirmac¸a˜o :
definimos
gn(x) =
 f, se x ∈ (an, 1]0, se x ∈ [0, an].
Notar que gn e´ sequeˆncia mono´tona crescente, gn ≥ 0, para todo n. Claro que gn e´
integra´vel, para todo n e ∫ 1
0
gn =
n−1∑
i=1
fi(ai − ai+1).
Tambe´m e´ certo que gn converge para f e assim valem as hipo´teses do corola´rio 5.1 para
gn e f.
Logo,
lim
n→∞
∫ 1
0
gn =
∫ 1
0
f,
isto e´,
lim
n→∞
(
n−1∑
i=1
fi(ai − ai+1)
)
=
∫ 1
0
f.
Consequentemente ∞∑
i=1
fi(ai − ai+1) =
∫ 1
0
f.

56
Cap´ıtulo 6
Teorema de Fubini
Este teorema refere-se a mudanc¸a na ordem de integrac¸a˜o, que dependendo da func¸a˜o e da
regia˜o de integrac¸a˜o, pode facilitar o calculo da integral. Por exemplo, como calcular:∫
A
f(x, y) dx dy, se A = [0, 1]× [0, 1] e f(x, y) = (x+ y)x?
Usualmente fazemos da seguinte maneira:∫
A
f(x, y)dxdy =
∫ 1
0
∫ 1
0
(x+ y)xdxdy
∫ 1
0
∫ 1
0
(x2 + yx) dx dy =
∫ 1
0
(
x3
3
∣∣∣∣1
0
+ y
x2
2
∣∣∣∣1
0
)
dy
∫ 1
0
(
1
3
+
y
2
)
dy =
[
y
3
+
y2
4
]1
0
=
7
12
Mas, se por exemplo, A for o seguinte triaˆngulo:
A =
 0 ≤ x ≤ 10 ≤ y ≤ x ,
se calcula
∫
A
f(x, y) dx dy =
∫ 1
0
(∫ x
0
f(x, y)dy
)
dx =
∫ 1
0
∫ 1
y
f(x, y) dx dy.
Isso e´ justificado pelo teorema de Fubini.
6.1 Teorema de Fubini
Teorema 6.1 (Teorema de Fubini) Sejam A ⊂ Rn, B ⊂ Rm retaˆngulos.
Seja f : A×B −→ R limitada e integra´vel. Para cada x ∈ A, definimos a func¸a˜o
fx : B −→ R por fx(y) = f(x, y).
Suponhamos que fx e´ integra´vel para cada x em A.
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Enta˜o
∫
A×B
f =
∫
A
(∫
B
fx(y) dy
)
dx.
Do mesmo modo, se a func¸a˜o fy : A −→ R for integra´vel para cada y em B, enta˜o∫
A×B
f =
∫
B
(∫
A
fy(x)dx
)
dy.
Demonstrac¸a˜o:
Hipo´teses: A ⊂ Rn, B ⊂ Rm retaˆngulos, f : A × B −→ R limitada e integra´vel. Para
cada x ∈ A, fx : B −→ R, que leva y em f(x,y), e´ integra´vel.
Provaremos que ∫
A×B
f =
∫
A
(∫
B
fx(y)dy
)
dx.
Para simplificar a notac¸a˜o na prova, vamos supor que A,B ⊂ R (n = m = 1), isto e´,
A = [a, b], B = [c, d], a < b, c < d. seja g(x) =
∫
B
fx(y) dy.
Sejam PA partic¸a˜o de [a, b], na forma a = x0 < x1 < . . . < xn = b e PB partic¸a˜o de
[c, d] na forma c = y0 < y1 < . . . < ym = d, isto e´, PA = {[xi−1, xi], i = 1, 2, . . . , n} e PB =
{[yi−1, yi], i = 1, 2, . . . ,m}. Chamaremos R = A×B o domı´nio de f. Claro que R e´ retaˆngulo
de R2. Seja PR a partic¸a˜o de R, cujos retaˆngulos sao˜ dados por Rij = [xi−1, xi] × [yi−1, yi].
Chamamos Vi os retaˆngulos de PA e de Wi os retaˆngulos de PB.
Calculemos agora
s(f, PR) =
∑
Rij∈PR
mRij(f)µ(Rij)
=
n,m∑
i,j=1
mRij(f)µ(Vi)µ(Wi) =
n∑
i=1
(
m∑
j=1
mRij(f)µ(Wi)
)
µ(Vi).
Notar que mRij(f) ≤ mWj(fx) para cada x em Vi.
Da´ı,
s(f, PR) ≤
n∑
i=1
(
m∑
j=1
mRij(f)µ(Wi)
)
µ(Vi) =
n∑
i=1
(s(fx, PB))µ(Vi).
Mas fx, por hipo´tese e´ integra´vel para todo x ∈ A. Enta˜o
s(fx, PB) ≤
∫ d
c
fx(y)dy = g(x), para todo x ∈ A.
Donde,
s(f, PR) ≤
n∑
i=1
(s(fx, PB))x∈Vi µ(Vi) ≤
n∑
i=1
g (x)x∈Vi µ(Vi),
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de modo que
s(f, PR) ≤
n∑
i=1
mVi(g)µ(Vi) = s(g, PA)
resultando assim,
s(f, PR) ≤ s(g, PA).
Analogamente, mostramos que
S(f, PR) ≥ S(g, PA),
Isto e´,
s(f, PR) ≤ s(g, PA) ≤ S(g, PA) ≤ S(f, PR).
Como f e´ integra´vel sobre R, enta˜o devemos ter g integra´vel e:∫
A×B
f =
∫
A
g = inf
P=PA
{S(f, P )} = sup
P=PA
{s(f, P )}.
Portanto, ∫
A×B
f =
∫
R
f =
∫
A
g =
∫
A
(∫
B
fx
)
=
∫
A
(∫
B
f
)
.

Se f : Ω ⊂ Rn −→ R e A na˜o for um retaˆngulo, mas apenas um conjunto limitado, tambe´m
podemos usar Fubini. Para isso tomamos um retaˆngulo R que contenha Ω. Podemos enta˜o
escrever R = A × B, A ⊂ Rn−m, B ⊂ Rm, m < n, com A e B retaˆngulos. Da´ı, definimos f
sobre R, por zero fora de Ω. Devemos tomar cuidado, que nesse caso podem ser desenvolvidas
descontinuidades para f sobre ∂Ω. Se ∂Ω for, por exemplo, delimitada por um nu´mero finito
de gra´ficos de func¸o˜es cont´ınuas, na˜o havera´ esse problema.
Corola´rio 6.1 O teorema de Fubini e´ va´lido se f : A×B −→ R e´ cont´ınua e limitada.
Demonstrac¸a˜o:
Segue do teorema de Lebesgue, que func¸a˜o cont´ınua e limitada e´ integra´vel, sobre retaˆngulos
finitos.

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Corola´rio 6.2 Sejam ϕ e ψ func¸o˜es com domı´nio em [a, b] e imagem em R, cont´ınuas com
ϕ ≤ ψ.
seja A = {(x, y) ∈ R2/a ≤ x ≤ b, ϕ(x) ≤ y ≤ ψ(x)}. Suponhamos que f e´ integra´vel
sobre A, f : A −→ R limitada. Suponhamos tambe´m que para cada x ∈ [a, b] a func¸a˜o
fx : [ϕ(x), ψ(x)] −→ R, que leva y de seu domı´nio em f(x, y) nos reais, e´ integra´vel. Enta˜o∫
A
f =
∫ b
a
(∫ ψ(x)
ϕ(x)
f(x, y) dy
)
dx.
Demonstrac¸a˜o:
Notemos que se f e´ integra´vel, enta˜o Υ(f) tem medida nula. Mas ∂A tem medida nula de
modo que graf(ϕ) e graf(ψ) teˆm medida nula, pois sa˜o func¸o˜es uniformemente cont´ınuas.
Portanto med(Υ(f˜)) = 0 e f˜ integra´vel sobre R retaˆngulo contendo A. Como fx e´ inte-
gra´vel sobre [ϕ(x), ψ(x)] implica que f˜x e´ integra´vel sobre [c, d] contendo [ϕ(x), ψ(x)] e assim
podemos usar o teorema de Fubini.
∫
A
f =
∫
A
f˜ =
∫ b
a
(∫ d
c
f˜x
)
=
∫ b
a
(∫ ψ(x)
ϕ(x)
fx(y)dy
)
dx =
∫ b
a
(∫ ψ(x)
ϕ(x)
f(x, y)dy
)
dx.

Exemplo 6.1 Calcular o volume do tetraedro de ve´rtices: (a, 0, 0), (0, b, 0), (0, 0, c).
Resoluc¸a˜o:
Temos o plano
x
a
+
y
b
+
z
c
= 1 como limitante para o tetraedro, e que sua projec¸a˜o no
plano XY e´ dada pela regia˜o R =
 0 ≤ x ≤ a0 ≤ y ≤ b (1− xa) .
Para z = f(x, y) = c
(
1− x
a
− y
b
)
, teremos que o volume do tetraedro e´ dado por:
V =
∫
R
f(x, y) dx dy =
∫ a
0
(∫ b(1−xa)
0
c
(
1− x
a
− y
b
)
dy
)
dx.
Calculando essa integral iterada se obte´m que
V =
abc
6
.

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Cap´ıtulo 7
Mudanc¸a de varia´vel em integrais
Uma mudanc¸a de varia´veis adequada, a`s vezes, ajuda a simplificar o ca´lculo de uma integral
no Rn. Mas para isso e´ necessa´rio transformar a regia˜o de integrac¸a˜o em uma regia˜o mais
simples geometricamente.
Alguns exemplos de mudanc¸as de varia´veis como: coordenadas polares, cil´ındricas e
esfe´ricas sera˜o apresentados neste cap´ıtulo. Aqui Jg indica o determinante jacobiano da
func¸a˜o g.
7.1 Mudanc¸a de varia´veis
Teorema 7.1 (Mudanc¸a de varia´vel) Seja A ⊂ Rn conjunto limitado com volume, seja
g : A ⊂ Rn −→ Rn injetiva de classe C1. Suponhamos que (Jg)(x) 6= 0, para todo x ∈ A.
Supor que J(g(x)) e J(g(x))−1 func¸o˜es limitadas para x ∈ A.
Suponhamos tambe´m que g(A) tem volume. Seja f : B = g(A) −→ R limitada e inte-
gra´vel.
Enta˜o (f ◦ g)|J(g)| e´ integra´vel sobre A e
∫
A
(f ◦ g)J(g) =
∫
g(A)
f, isto e´,
∫
g(A)
f(x1, x2, . . . , xn)dx1 . . . dxn
=
∫
A
f(g(x1, . . . , xn))|J(g(x1, . . . , xn))| dx1 . . . dxn
=
∫
A
f(g(x1, . . . , xn))
∣∣∣∣ ∂(g1, . . . , gn)∂(x1, . . . , xn)
∣∣∣∣ dx1 . . . dxn.,
sendo gi as componentes da func¸a˜o g.
61
Usaremos o seguinte lema para provarmos este teorema:
Lema 7.1 Seja L : Rn −→ Rn transformac¸a˜o linear e A ⊂ Rn conjunto limitado com
volume.
Enta˜o L(A) tem volume e µ(L(A)) = | det(L)|µ(A).
Demonstrac¸a˜o: Etapa 1:
Caso especial onde A e´ um retaˆngulo e L e´ a transformac¸a˜o linear dada por uma matriz
fundamental: Li, (i = 1, 2) onde
L1 =

1 0 · · · 0
0 1 0 · · · 0
... . . .
...
c
... . . .
...
0 · · · 0 1 0
0 · · · 0 1

, c ∈ R e L2 =

1 0 · · · 0
0 1 0 · · · 0
... 0 1 0 · · · 0
... 1 1 0 · · · 0
0 . . .
0 · · · . . . 1 0
0 · · · 0 1

.
Para analisar a atuac¸a˜o de uma matriz do tipo L2 sobre um retaˆngulo R, basta ver atuac¸a˜o
de L2 sobre a face do retaˆngulo que esta´ no plano XiXj, onde (i,j), i > j e´ a u´nica entrada
da matriz L2 que e´ 1 fora da diagonal.
Enta˜o um retaˆngulo R = [a1, b1] × [a2 × b2] e´ transformado por L2 no paralelogramo de
ve´rtices: (a1 + a2, a2), (a2 + b1, a2), (a1 + b2, b2) e (b1 + b2, b2), se b1 − a1 < b2 − a2.
Se b1 − a1 > b2 − a2, enta˜o R e´ transformado num paralelogramo de ve´rtices: (a1 +
a2, a2), (a1 + b2, b2), (b1 + a2, a2) e (b1 + b2, b2).
Em ambos os casos veˆ-se que µ(L2(R)) = µ(R).
Portanto, como det(L2) = 1, temos
µ(L2(R)) = |det(L2)|µ(R),
para qualquer retaˆngulo R de Rn.
Notemos que se S = [a1, b1]× [a2, b2]× . . .× [an, bn], enta˜o
L1(S) = [a1, b1] × . . . × [cai, cbi] × [ai+1, bi+1] . . . × [an, bn], sendo que c e´ o elemento aii da
matriz L1.
Da´ı, L1(S) tem volume e
µ(L1(S)) = (b1 − a1) · · · |c|(bi − ai)(bi+1 − ai+1) · · · (bn − an)
= |c|µ(S) = | det(L1)|µ(S).
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A seguir apresentaremos um exemplo da atuac¸a˜o de L2 sobre um retaˆngulo S = [a1, b1]×
[a2, b2].
Supor que
L2 =
 1 0
1 1
 .
Enta˜o,
L2(a, b) =
 1 0
1 1
 a
b
 =  a
a+ b
 .
Etapa 2:
Seja A um conjunto qualquer de Rn limitado, e que tenha volume.
Afirmac¸a˜o: Li(A) tem volume e µ(Li(A)) = | det(Li)|µ(A), sendo Li matriz fundamental
do tipo L1 ou L2.
Prova da afirmac¸a˜o: Suponhamos que det(Li) 6= 0. Seja B retaˆngulo contendo A.
Como 1A e´ integra´vel (A tem volume), existe para ε > 0 dado, partic¸a˜o P = Pε de B tal que
S(1A, P )− µ(A) < ε2| det(Li)|
µ(A)− s(1A, P ) < ε2| det(Li)| .
Sejam Vε =
⋃
R∈P
R⊂A
R e Wε =
⋃
R∈P
R∩A6=∅
R, consequentemente Vε ⊂ Wε.
Calculamos assim
µ(Li(Vε)) = µR∈P
R⊂A
(Li(R))
=
∑
R∈P
R⊂A
| det(Li)|µ(R) = | det(Li)|
∑
R∈P
R⊂A
µ(R)
= | det(Li)|
∑
R∈P
R⊂A
(inf
R
1A)µ(R) = | det(Li)|s(1A, P )
e
µ(Li(Wε)) = µ R∈P
R∩A6=∅
(Li(R))
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=
∑
R∈P
R∩A 6=∅
| det(Li)|µ(R) = | det(Li)|
∑
R∈P
R∩A6=∅
µ(R)
= | det(Li)|
∑
R∈P
R∩A 6=∅
(sup
R
1A)µ(R) = | det(Li)|S(1A, P )
Da´ı,
µ(Li(Wε))− µ(Li(Vε)) =
= | det(Li)|S(1A, P )− | det(Li)|s(1A, P )
= | det(Li)|(S(1A, P )− s(1A, P ))
= | det(Li)| [(S(1A, P )− µ(A)) + (µ(A)− s(1A, P ))]
< | det(Li)|
[
ε
2| det(Li)| +
ε
2| det(Li)|
]
= ε.
Seja F = {Li(R)/R ∈ P, R ∩ A 6= ∅ e R 6⊂ A}, isto e´, F = {Li(Wε)− Li(Vε)}. Notemos
que
Li(∂A) ⊂
⋃
Li(R)∈F
Li(R),
o que implica que F e´ finito.
No entanto, ∑
Li(R)∈F
µ(Li(R)) = µ(Li(Wε))− µ(Li(Vε)) < ε,
de modo que:
• Li(∂A) esta´ contida em uma unia˜o de retaˆngulos com volume total menor que ε, para todo
ε > 0;
• Li(∂A) tem medida zero;
• Li(∂A) = ∂(Li(A)) tem medida nula;
Portanto, pelas proposic¸o˜es do teorema de Lebesgue segue que Li(A) tem volume.
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Tambe´m temos que µ(Li(Wε)) = | det(Li)|(S(1A, P ), para todo P partic¸a˜o de B
retaˆngulo que contenha A, da´ı pelo fato que 1A e´ integra´vel
µ(Li(A)) = | det(Li)|µ(A).
Etapa 3: Caso geral
• A limitado do Rn com volume
• L transformac¸a˜o linear
Usamos o fato que existem L1, L2, . . . , LN matrizes fundamentais tais que
L = L1L2 . . . LNA
Onde cada Li, (i = 1, 2, . . . , N) e´ do tipo L1 ou L2. Da´ı por induc¸a˜o, L(A) tem volume e
µ(L(A)) = | det(L1)|| det(L2)| . . . | det(LN)|µ(A).
Portanto,
µ(L(A)) = | det(L)|µ(A).
Logo, o lema esta´ demonstrado.

Demonstrac¸a˜o intuitiva do Teorema 7.1:
Se L for aplicac¸a˜o linear afim, isto e´, Lx = L˜x + b, b ∈ Rn, L˜ linear, enta˜o tambe´m
µ(L(A)) = | det(L)|µ(A). Seja P partic¸a˜o de R retaˆngulo contendo A. Seja S ∈ P , suponha-
mos ‖P‖ < δ para algum δ pequeno. Enta˜o a func¸a˜o g : A −→ Rn, injetiva de classe C1 e´
tal que g|S e´ uma aproximac¸a˜o linear afim g˜, para S ∩ A 6= ∅.
De fato, Se x0 ∈ S ∩ A, podemos tomar g˜ = g(x0) + Dg(x0), isto e´, g˜(h) = g(x0) +
Dg(x0)h, h ∈ Rn, enta˜o g(S) ∼= g˜(S), S ∈ P, S ∩ A 6= ∅.
Da´ı,
µ(g(S)) ∼= µ(g˜(S)) = | det(g˜)|µ(S)
= J(g(x0))µ(S), x0 ∈ S ∩ A,
pois S e´ um retaˆngulo e g˜ e´ linear.
Portanto,
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∑
S∈P
S∩A 6=∅
y0∈g(S)
f(y0)µ(g(S)) ∼=
∑
S∈P
S∩A 6=∅
x0=g−1(y0)
f(y0)|J(g(x0))|µ(S)
=
∑
S∈P
S∩A 6=∅
x0∈S
f(g(x0))|J(g(x0))|µ(S)
Isto e´, ∑
S∈P
S∩A 6=∅
y0∈g(S)
f(y0)µ(S) ∼=
∑
S∈P
S∩A6=∅
x0=g−1(y0)∈S
f(g(x0))|J(g(x0))|µ(g(S)).
A aproximac¸a˜o acima melhora se δ diminuir. Mas se ‖P‖ converge para 0, ocorre que∑
S∈P
y0∈g(S)
f(y0)µ(g(S)) converge para
∫
g(A)
f,
e tambe´m
∑
S∈P
x0∈S
f(g(x0))|J(g(x0))|µ(S) converge para
∫
A
(f ◦ g)J(g)
se ‖P‖ converge para 0.
Portanto, ∫
g(A)
f =
∫
A
(f ◦ g)|J(g)|.

Exemplo 7.1 Seja R a regia˜o do plano R2 que esta´ no 10 quadrante e e´ limitada pelas
curvas:
 xy = 1, xy = 3xy2 = 4, xy2 = 1 . Calcular I =
∫ ∫
R
xy dx dy.
Resoluc¸a˜o:
Para calcular I, usaremos o teorema 7.1, onde faremos a seguinte mudanc¸a de varia´veis
(x, y) 7−→ (u, v), onde escolhemos u = xy e v = xy2.
Pelo teorema 7.1:
∫
R=g(A)
f(x, y) =
∫
A
(f ◦ g)|J(g)|.
Precisamos inverter a mudanc¸a  u = xyv = xy2 ,
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obtendo assim, y = vu e x =
u2
v
.
Calculemos agora J(g):
J(g) =
∣∣∣∣∣∣ ∂x∂u ∂x∂v∂y∂u ∂y∂v
∣∣∣∣∣∣ =
∣∣∣∣∣∣ 2uv −u
2
v2
− vu2 1u
∣∣∣∣∣∣ = 2v − 1v = 1v .
Claro que g e´ injetiva e C1 em uma regia˜o limitada no interior do 10 quadrante do plano
UV. Tambe´m a´ı J(g) 6= 0, J(g) e J(g)−1 sa˜o limitados em qualquer conjunto limitado do
interior desse quadrante.
Assim podemos aplicar o teorema 7.1 para g−1 : R −→ R′ = [1, 3]u × [1, 4]v.
Da´ı, ∫
R=g(R′)
xy dx dy =
∫
R′
(f ◦ g)J(g)
∫
[1,3]×[1,4]
u
∣∣∣∣1v ∣∣∣∣ du dv = ∫ 31
∫ 4
1
u
v
dv du
=
∫ 3
1
u log v|41 du =
∫ 3
1
u(log 4− log 1) du
=
(
u2
2
∣∣∣∣3
1
)
log 4 =
(
9
2
− 1
2
)
log 4 = 4 log 4.

Vejamos a seguir algumas cla´ssicas mudanc¸a˜s de varia´veis:
7.1.1 Coordenadas Polares
Nesta sec¸a˜o descreveremos o sistema de coordenadas introduzido por Newton, chamado sis-
tema de coordenadas polares, que e´ conveniente para muitos propo´sitos.
A func¸a˜o que faz a transformac¸a˜o de coordenadas polares para coordenadas retangulares
e´ dada por:
g(r, θ) = (r cos θ, rsenθ).
O Jacobiano e´ dado da seguinte forma
Jg(r, θ) =
∣∣∣∣∣∣ cos θ −rsenθsenθ r cos θ
∣∣∣∣∣∣ = r cos2 θ + rsen2θ = r.
Se g e´ definida no conjunto {(r, θ)/r > 0, 0 < θ < 2pi}, enta˜o Jg(r, θ) nunca e´ zero e g e´
injetiva neste conjunto.
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Exemplo 7.2 Calcule
∫ ∫
B sen(x
2 + y2) dx dy, onde B e´ o semic´ırculo x2 + y2 ≤ 1, y ≥ 0.
Resoluc¸a˜o:
Fac¸amos a mudanc¸a de varia´vel x = ρ cos θy = ρsenθ ; dx dy = ρ dρ dθ.
Para que um ponto S permanec¸a no semic´ırculo B e´ suficiente que θ pertenc¸a ao intervalo
[0, pi] e ρ ao intervalo [0, 1]. Quando o ponto (ρ, θ) descrever o retaˆngulo R={(ρ, θ) ∈ R2/0 ≤
ρ ≤ 1, 0 ≤ θ ≤ pi}, o ponto S descrevera´ o semic´ırculo B.
Temos enta˜o:
∫ ∫
B
sen(x2 + y2) dx dy =
∫ ∫
R
senρ2.ρ dρ dθ =
∫ ∫
R
ρsenρ2 dρ dθ.
Como
∫ ∫
R
ρsenρ2 dρ dθ =
∫ pi
0
[∫ 1
0
ρsenρ2 dρ
]
dθ = pi
[
−1
2
cos ρ2
]1
0
resulta
∫ ∫
B
sen(x2 + y2) dx dy =
pi
2
(1− cos 1).

7.1.2 Coordenadas Cil´ındricas
No sistema de coordenadas cil´ındricas, um ponto P no espac¸o tridimensional e´ representado
pela tripla ordenada (r, θ, z) , onde r e θ sa˜o coordenadas polares da projec¸a˜o de P sobre o
plano XY e z e´ a distaˆncia direta do plano XY ao ponto P.
A func¸a˜o que faz a transformac¸a˜o de coordenadas cil´ındricas para coordenadas retangu-
lares e´ dada por:
h(r, θ, z) = (r cos θ, rsenθ, z).
O Jacobiano e´ dado da seguinte forma
Jh(r, θ, z) =
∣∣∣∣∣∣∣∣
cos θ −rsenθ 0
senθ r cos θ 0
0 0 1
∣∣∣∣∣∣∣∣ = r.
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Se h e´ definida no conjunto {(r, θ, z)/r > 0, 0 < θ < 2pi, z ∈ R}, enta˜o Jh(r, θ, z) nunca
e´ zero e h e´ injetiva neste conjunto.
Exemplo 7.3 Calcule
∫
R ze
−x2−y2, onde R e´ o cilindro x2 + y2 ≤ 1, 0 ≤ z ≤ 1.
Resoluc¸a˜o:
Neste caso temos que
0 ≤ z ≤ 1
0 ≤ θ ≤ 2pi
0 ≤ r ≤ 1
; dx dy dz = r dr dθ dz.
E portanto ∫ 1
0
∫ 2pi
0
∫ 1
0
ze−rr dr dθ dz = pi
2
(1− e−1).

7.1.3 Coordenadas Esfe´ricas
No sistema de coordenadas esfe´ricas, um ponto Q no espac¸o tridimensional e´ representado
pela tripla ordenada (r, ϕ, θ) , a func¸a˜o que faz a transformac¸a˜o de coordenadas esfe´ricas para
coordenadas retangulares e´ dada por:
φ(r, ϕ, θ) = (rsenϕ cos θ, rsenϕsenθ, r cosϕ).
O Jacobiano e´ dado da seguinte forma
Jφ(r, θ, z) =
∣∣∣∣∣∣∣∣
senϕ cos θ r cosϕ cos θ −rsenϕsenθ
senϕsenθ r cosϕsenθ rsenϕ cos θ
cosϕ −rsenϕ 0
∣∣∣∣∣∣∣∣ = r2senϕ.
Se φ e´ definida no conjunto {(r, ϕ, θ)/r > 0, 0 < θ < 2pi, 0 < ϕ < pi}, enta˜o Jφ(r, θ, z)
nunca e´ zero e φ e´ injetiva neste conjunto.
Exemplo 7.4 Integrar a func¸a˜o f(x, y, z) = x2 + y2 + z2 sobre o conjunto B = {(x, y, z) ∈
R3/x2 + y2 + z2 < 1}.
Resoluc¸a˜o:
O conjunto B e´ a imagem de A = {(r, ϕ, θ)/0 < r < 1, 0 < θ < 2pi,
0 < ϕ < pi}, sob g (exeto para os pontos de B sobre o plano XZ onde x ≥ 0).
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Portanto, ∫
B
(x2 + y2 + z2)dx dy dz =
∫
A
r2.r2 sen ϕ dr dϕ dθ,
Desde que sen ϕ > 0 na regia˜o relevante, Nossa integral sera´∫ 2pi
0
∫ pi
0
∫ 1
0
r4 sen ϕ dr dϕ dθ =
∫ 2pi
0
∫ pi
0
sen ϕ
5
dϕ dθ =
1
5
∫ 2pi
0
2 dθ =
4pi
5
.

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