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1. I~TR00ucnoN 
We continue our policy of studying algebras from a geometric point of 
view. The algebras under consideration will be finitely generated over an 
algebraically closed field, and generally speaking will satisfy the identities of 
n x n matrices. 
In previous articles we have discussed integrality and its relation to the 
spectra. In this paper we wish to single out those algebras which would in 
the classical commutative case correspond to nonsingular or smooth 
varieties. As usual in the noncommutative setting there will be several dif- 
ferent classes which would collapse to smooth ones in the commutative set- 
ting. There is the concept of finite global dimension, or more specially in 
the noncommutative case, of each simple having the same homological 
dimension. Such algebras certainly form a good class worthy of careful 
investigation. 
We wish to pursue here a different direction, and one which is perhaps 
more noncommutative. Thus in classical algebraic geometry, an algebra is 
smooth at a point if the Spec looks locally like afine space. More precisely 
there should be an analytic neighbourhood, where it is like alline space; 
that is, that the the complete local ring at the point is a power series in the 
same number of variables as the dimension of the space. This says that the 
the algebra has a certain freeness property which we shall discuss more 
fully in the next section. It is not as free as a polynomial ring but it is 
somehow free modulo nilpotents. 
We have been working with M. Artin on this topic for some time, and 
hope sometime to prepare a manuscript. The main result of this paper, 
simply shows that in krull dimension 1, the notion of smoothness in terms 
of lifting algebra maps, agrees with the notion of global dimension being 
* The author thanks the National Science Foundation for its support of the work described 
in this article. 
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constant and equal to the krull dimension. The result could be viewed as 
extending the Wedderburn principal theorem to prime algebras afftne (over 
k=Q which are hereditary. 
2. BASIC PROPERTIES 
DEFINITION (2.1). The algebra A is smooth over k if 
A 
36 
J! 
v4 
O-N-C-C/N-O 
for every k algebra C and every ideal N such that N2 = 0, then for every 
map 4 from A to C/N the map can be lifted to C. Here C should come 
from a category of algebras appropriate to A. Thus if A satisfies the iden- 
tities of n x n matrices then we demand the same of A. We usually call the 
smallest such n the pidegree of A. 
The above property is equivalent to the splitting of any exact sequence of 
algebras 
O-N-C vm *A-O 
with C in the appropriate category, and N nilpotent, or even square 0. 
We recall that the Hochschild cohomology 
H,(A, M) = Ext;,(A, M), 
where A’ denotes the algebra A Ok AoP. It is well known that the vanishing 
of H,(A, M) is equivalent to the above condition of smoothness if one does 
not restrict the algebra C to be in the category of algebras of the same 
pidegree (see [S] or [4]). 
The multiplication map is ~(x 0 JJ) = xy’ where y’ denotes the element of 
A corresponding to y in AoP. We define the module Q, to be the kernel of 
p, that is to say so that 
O---+Q2,-A’ ’ rA-0 (2.2) 
is an exact sequence of A’ modules. 
LEMMA (2.3). To check smoothness in the category of all rings (i.e., 
where C may be arbitrary) is equivalent to Sz being projective, as an A’ 
module. 
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Proof. In looking at the long exact sequence coming from applying Ext 
to sequence (2.2), we have 
0 = Ext’(A’, M) + Ext’(SZ, M) + Ext2(A, M) + Ext2(A’, M) = 0, 
since the Ext is relative to A’, and so A’ is free. Thus we have that 
H,(A, M) = Ext1(Q2,, M). 
3. SMCKITHNESS IN DIMENSION 1 
We shall investigate in this section, smooth algebras of krull dimension 
1. We recall that if we have a prime aftine algebra all of whose centrally 
generated ideals are projective, then it is a finite module over its center 
which is dedekind domain (see [7]). The global dimension can be greater 
than one however, for example, 
( 
kCu1 MuI 
(u2) ) kCu1 ’ 
This ring has global dimension 2. This can be seen by making a resolution 
for the two simples where the algebra is not Azumaya. This is sufficient, 
since where it is Azumaya it will have global dimension 1, and of course to 
check the global dimension it suffices to check the projective dimension of 
all simple modules (see [2] ). 
As was seen in [7] the condition of centrally generated ideals being pro- 
jective is equivalent to being centrally integrally closed in krull dimen- 
sion 1. Being integrally closed corresponds of course to being a maximal 
order, in this situation. The notion that corresponds to being global dimen- 
sion 1 is geometrically integrally closed. Recall from [ 1 ] that a geometric 
map is one such that prime ideals contract to prime ideals of the same 
pidegree. Thus the algebra homomorphism 
kCu1 kCu1 
(u) kCu1 
is an integral and geometric map, whereas the map 
kCu1 kCu1 
Ku1 kCu1 
is not geometric. The algebra on the left is geometrically integrally closed, 
and of global dimension 1. 
The following theorem is the main result of this paper. 
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THEOREM (3.1). If A is a prime algebra satisfying a polynomial identity 
and finitely generated over an algebraically closed field k, then the following 
are equivalent: 
(a) A is geometrically integrally closed and Krull dimension 1. 
(b) A is global dimension 1 (i.e., all right ideals are projective). 
(c) A is smooth in the category of associative algebras over k and has 
krull dimension 1. 
(d) Q, is a projective A 0 AoP module and A has Krull dimension 1. 
We note that (b) and (c) are no longer equivalent in dimension greater 
than 1. Indeed neither implication holds. If we let 
then we have A[v] has global and krull dimension 2 (at every point) yet it 
is not smooth. The basic reason is that the variable v is central and so the 
algebra lacks freeness, in the sense of maps out of it. For an example in the 
other direction: generic matrices are free but do not have finite global 
dimension. 
The most difficult part of the proof of Theorem (3.1) is the direction (b) 
implies (d). To do this we will make use of the structure theory for 
hereditary orders due to Brumer (see [ 31 or [6]). 
We shall now begin to assemble the material necessary to prove (b) 
implies (d). We shall let R denote the center of A. We wish to use the struc- 
ture theory, so we will need to be able to localize R, and we will even want 
to localize R 0 R in our investigation of 0, as and A’ module. We claim 
that (d) is a local question for the smooth commutative algebra R Ok R. 
LEMMA (3.2). Q2, is a projective A’ module iff it is projective locally at 
each point on the diagonal of Spec R 0 R. 
Proof Recalling the defining exact sequence of 52, 
0-Q,-A’-A-0. 
Let A denote the kernel of the muliplication map R @ R + R. Then 
A defines the diagonal in Spec R Q R. So at points off the diagonal 
we can invert some element of A, and so Sz, becomes isomorphic to 
A’ and so projective. Of course checking projectivity at all points of 
Spec R@ R is sufficient since projectivity is equivalent to the vanishing 
of the liniteley generated R @ R module Ext!,,(a,, MA’), for every f.g. 
A’-module M. Q.E.D. 
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LEMMA (3.3). Zf A is a prime hereditary order and affine over an 
algebraically closed field, then A is locally a tiled order of the form 
(3.4) 
at the point IT of Spec R. Here the Bi and the * denote blocks where any 
entry of R is allowed and the (n) denote blocks where only entries from the 
maximal ideal of R are allowed. 
Proof: By Tsen’s theorem there are no division rings of transcendence 
degree 1 so that we know the ring of quotients of A is M,(K) where K is 
the field of fractions of R. 
Thus we can think of A as a subring of End,(L) where L is an R lattice 
of dimension n. We can now apply Brumer’s Theorem 1. It tells us there is 
a chain of submodulus of L 
such that 
A= {f EEnd,(L)IfE,zE,, k<r+ 1). 
Using the standard theory of modules over a DVR we can can choose a 
basis e,, e2,..., e, for L so that each 
Ek= {e I , . . . . e,, ne, + I ,..., zenI 
where the s are determined by the dimensions over k of the composition 
factors (regarded as an A module) of L/nL. The matrix form of A is 
relative to this basis. Clearly the {Ei} just form a composition series of 
L/XL. Q.E.D. 
Remark. The case where R is complete local is in Reiner, Jacobinski, 
etc. If one whishes to deduce the above in an alternate way, one could use 
the fact that hereditary orders are extremal (see, e.g., Jacobinski). Then 
look at a composition series of L/XL as an A-module. Then if we called the 
ring preserving the composition series A’ we would have that the maximal 
ideals which are annihilators of the simple factors of the composition series 
contract to maximal ideals of the the same pidegree, i.e., the dimension of 
the simple module over k. So Jac(A) c_ Jac(A’) and so in the completion 
A = A’. But since completing is faithfully flat, we have A = A’ before com- 
pleting. 
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COROLLARY (3.5). (a) is equiualent o (b). 
Proof. If we assume A is geometrically integrally closed, then since A is 
a subring of End,(L) we form the composition series for L/XL and then let 
A’ be the subring of the endomorphism preserving the composition series. 
A’ will then be hereditary, having maximal ideals the annihilators of the 
composition factors. Each of these maximal ideals contracts to the maximal 
ideal of A annihilating the same composition factor, and so the pidegree of 
each maximal ideal (namely the dim,(E,/E,+,)), will be preserved by the 
map Spec A’ + Spec A, i.e., the map is geometric. So A = A’. 
Converseley if we assume A is hereditary, then if A G A’ is geometric and 
integral and we suppose that A’ is geometrically integrally closed, then A’ 
is also an R order in some End,(L). So A’ is hereditary. If we look at a 
composition series for L/XL as an A’ module then, since the annihilators 
must contract to maximal ideals of A of the same pideg, we can see that it 
remains a composition series for A, and so A and A’ will both be the same 
subring of the endomorphism ring, namely the largest one preserving the 
composition series. Q.E.D. 
Notation. We shall assume from now till the end of this section that A 
is a hereditary order of the form (3.4). We shall denote by Ci and Di the ith 
column of A and AoP, respectively. All tensor products are over k unless 
otherwise indicated. We shall let P = C,@ D,, a column of A’ which can 
have any entry of R’ in any slot, and Pi = CiQ Di. We shall use x to 
indicate the internal sum of the columns Ci@ Di for i from 1 to n, where we 
could think of the sum as taking place inside P. Recall that A is the kernel 
of the multiplication map R’ -+ R. 
LEMMA (3.6). We have AP E C. 
Proof: We have 
((~)Q~)PEC~QD~ and (10(n)) PEC,QD, 
Since the sum of the left-hand sides contain AP we are done. Q.E.D. 
In the proof of the next lemma we shall make use of the fact that R’ is 
smooth, and so locally a Unique Factorization Domain (UFD). Thus 
locally height one primes are principal. Recall that by a previous lemma we 
can restrict our considerations to neighbourhoods of points on the 
diagonal. So we may assume we are working in a UFD. 
LEMMA (3.7). We have for each k 
P,n c P,=CkQDk+l 
I>k 
and so is projective. 
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Proof: We know A has the form (3.4) and so A = ((+)), where the rij 
are integers depending on (i, j), and are increasing in the first coordinate 
and decreasing in the second. 
Thus 
for some irreducible u and u. 
We shall fix i and j, and let rk = rik and sk = rkj, so that the r is decreas- 
ing and the s is increasing. Now suppose 
XEz=(UrkUSk)n 1 d’u”. 
I>k 
Then XE (zP) and x E (us’+‘). The second statement is because each term 
of the sum is contained in (tP+‘). Thus 
x E (#‘w+‘). 
Conversely we have 
and 
(urkus’+l) E (u’k+‘$‘+1) s 1 (u’$f’) 
I>k 
so that Z= (u’~u~~+~) and the claim is proven. Q.E.D. 
Proof of (b) implies (d). We first define the modules Ki and 
DiG @j>iPj by 
Dk= (Pk+l 
i 
v...Pn) E O Pj Pk + I + ” ’ +Pn E pk 3 
j>k 
(pk+l,**.ypn)E O Pj pk+l+ ‘.. +pn=O 
jz-k 
Our first step is to show Z&, is projective. We have the following exact 
sequences 
o- Dk- Kkel Pr + P,n c pi-o, (3.8) 
i>k 
o-K,- Dk z P,n 1 Pi-o, (3.9) 
iz-k 
where pr means projection onto the first coordinate’and by z we mean the 
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sum of the coordinates. For k = n - 1 we have in the second sequence (3.9) 
that 
Dn-l=PnnP,-, K+,=O. 
Also the right-hand terms of (3.8) and (3.9) are projective by a previous 
lemma. Then by (3.8) we get Knp2 is projective, and so by (3.9) we have 
D,-* is projective ,..., K. is projective. 
Recall that we must show 52, is projective where 
O-Q,-Ae ’ *A-O 
and p is the multiplication map. 
Let us use v to denote the multiplication map on the center R’ (or on a 
free R’-module). Let M be a matrix in M,(R) and N be in M,(RoP). Then 
p(MQN) = v(MN’), 
where N’ denotes taking the transpose matrix of N and the matrix mul- 
tiplication takes place inside the ring M,(R’). 
M,(R) 0 M,(RoP) - M,( R’) Y M,(R) 
u U 
AQAoP P b A 
Then it is clear that CiDj = 0 if i # j. So we have 
R, = @ (CiODj)@K. 
i#j 
Here K is defined by the exact sequence 
O-K-BP,- Z/AP - 0. (3.10) 
The right-hand map is the composite 
where the last map is just v (recall that a lemma showed that the diagonal 
AP really was contained in C so that we can think of v as the canonical 
map), and the first map is adding up the columns Pi. The first map is part 
of the matrix product. 
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We have two more exact sequences: 
Q- ZfAP-----+ PfAP -- PI2 - 0, (3.11) 
O-K,- @ piL P- PfZ- 0. (3.12) 
Now we know that K,, is projective by the lemma. Thus the projective 
dimension pdim(P/Z) < 2 by sequence (3.12). Hence by (3.11) we have that 
pdim(L/AP) < 1. Thus finally we can conclude using sequence (3.10) that K 
is projective. Therefore 52, is projective. Q.E.D. 
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