as the simplest type of AG code, constructed from the points on an affine line. However, the length of RS codewords is limited by the size of the finite field it is defined in since generally there are fewer points on an affine line than an affine curve. Johnston et al. [2] evaluated the performance of Hermitian codes using Sakata's algorithm [3] and showed that significant coding gains could be achieved over RS codes defined in the same finite field. Further improvements in performance can be achieved with list decoding by using the Guruswami-Sudan (GS) algorithm [4] , which can correct errors beyond the half distance bound. Hoholdt et al. [5] presented a list decoding algorithm for Hermitian codes by defining the interpolation property of a trivariate polynomial that is defined over the pole basis of a Hermitian curve. Chen et al. [6] were the first to evaluate the list decoding performance of Hermitian codes and at the same time presented a method to reduce the decoding complexity. GS algorithm was later modified by Koetter and Vardy [7] to obtain a soft-decision list decoding algorithm for RS codes, known as the Koetter-Vardy (KV) algorithm. Chen et al. [8] and Lee et al. [9] then independently developed a KV algorithm for Hermitian codes outperforming GS algorithm. Recently, Chen showed how the iterative decoding of Hermitian codes could be achieved by proposing the serial concatenation of an inner adaptive belief propagation (ABP) algorithm and an outer KV algorithm [10] . The ABP algorithm operates on an adapted binary parity-check matrix of a Hermitian code and enhances the reliability of the soft received information [11] .
Due to a Hermitian code's very large minimum Hamming distance, it is ideally suited to channels that exhibit many burst errors and random errors, such as magnetic storage channels. Interleaved Hermitian codes comprise a number of Hermitian codewords interleaved using a block interleaver, allowing the codewords to assist each other during the decoding process. The codeword length is also effectively increased without increasing the size of finite field. In this paper, a turbo-like iterative detection-decoding scheme that integrates maximum a posteriori (MAP) [12] channel equalization and iterative soft decoding [10] of interleaved Hermitian codes is designed for partial response (PR) channels. The application of turbo equalization to magnetic storage channels is a well-known technique for the joint detection and decoding of read data and is commonly performed using the low-density parity-check (LDPC) codes [13] , [14] . Although LDPC codes perform well with turbo equalization on magnetic channels, they are susceptible to error floors at low bit-error rates (BER) and since they are binary they are not as effective at correcting burst errors. Our proposed iterative decoding algorithm has been designed so that extrinsic likelihoods from the ABP algorithm and the decoded estimates from the KV algorithm are fed back to the trellis-based equalizer to form a loop. This significantly improves the code's error correction performance yielding significant coding gains over separate trellis-based equalization and Hermitian decoding. Approaches to improve the performance of the ABP-KV decoder will be introduced. The proposed scheme's iterative behavior will be analyzed by the Extrinsic Information Transfer (ExIT) chart [15] predicting the iterative error correction performance. The interleaved Hermitian codes' performance advantage over interleaved RS codes will also be demonstrated by simulations. It is important to point out that due to the presence of the outer KV algorithm there will be no error floor, unlike LDPC and turbo codes, highlighting the suitability of Hermitian codes for use with data storage channels.
The rest of the paper is organized as follows. Section II presents preliminary knowledge. Section III presents the proposed iterative detection-decoding scheme. Section IV analyzes the iterative scheme utilizing the ExIT chart. Sections V and VI analyze the performance and complexity of the proposal, respectively. Finally, Section VII concludes the paper.
II. PREREQUISITE KNOWLEDGE
This section presents prerequisite knowledge for the later sections of the paper, including the encoding of interleaved Hermitian codes and the PR channels.
A. Encoding
Let F q = {0, 1, α, · · · , α q−2 } denote a finite field of size q where α is a primitive element of the field. Let F q [x, y] and F q [x, y, z] denote the rings of bivariate and trivariate polynomials defined over F q , respectively. In this paper, it is assumed that F q is an extension field of F 2 such that q = 2 ζ , where ζ is a positive even integer. The projective Hermitian curve defined in F q is:
where w = √ q. A one-point Hermitian code is constructed from one of the projective curve's affine components H w (x, y, 1) = x w+1 + y w + y. There are n = w 3 = q 3 2 affine points that satisfy H w (x, y, 1) = 0, which are of the form p j = (x j , y j , 1)(1 ≤ j ≤ n), and a point at infinity p ∞ = (0, 1, 0). A pole basis Φ w comprising monomials φ a = x ϑ y λ z ϑ+λ is defined on H w (x, y, z) at p ∞ , where a is the index of φ a in an ordered list of monomials and (a, ϑ, λ) ∈ N 2 and N denotes the set of nonnegative integers. In particular, ϑ ≤ w. With H w (x, y, z) = 0, we have
The order of the monomials With z = 1 in the affine plane, the monomials φ a in the pole basis Φ w can be expressed just in terms of x and y. They are ordered in terms of increasing pole order and Φ w can be defined as [3] , [6] 
where the x-degree ϑ in all monomials φ a is constrained to be less than the x-degree of the affine Hermitian curve, w + 1, to ensure the generator matrix has independent rows. The generator matrix G ∈ F k×n q of an (n, k) Hermitian code is obtained by evaluating the first k monomials in Φ w at all n = q 3 2 affine points following [3] 
where n is the length and k becomes the dimension of the code. Encoding of a message vector
To perform the ABP decoding, the code's parity-check matrix needs to be known, and it is given as [3] 
is the minimal polynomial of α over F q , and Ξ is its companion matrix [16] with size ζ × ζ, the binary image of matrix H can be generated by mapping its en-
This results in the binary parity-check matrix H b of the code with size (n−k)ζ ×nζ.
Let Λ denote the depth of the block interleaver. After Λ independent Hermitian codewords C (1) , C (2) , . . . , C (Λ) have been generated, they will then be interleaved according to the interleaving pattern that writes in symbols vertically and reads the symbols out horizontally, yielding the interleaved Hermitian codewords. They are then converted into binary interleaved coded bit sequences to be written onto the disc. We use c t to denote the coded bits of a Hermitian codeword and t = 1, 2, . . . , nζ, and c t to denote the interleaved Hermitian coded bits. Since they are the binary outcome after interleaving Λ Hermitian codewords, for c t , t = 1, 2, . . . , Λnζ.
B. Partial Response Channels
The demand for increasing the storage capacity of magnetic discs requires the packing of more data onto each square inch of the disc. When reading the data, the readback head detects changes in magnetic flux due to changes in the polarity of the write current. The output voltage from the readback head is a positive or negative pulse depending on whether the change in magnetic flux is positive or negative. In longitudinal recording, the transition response is commonly modelled as a Lorentzian pulse [17] , whereas in perpendicular recording, the transition response can be modelled using a hyperbolic tangent [18] . For a fixed pulse width, inter-symbol interference (ISI) will increase as the density of recorded bits increases. For magnetic read channels ISI is not eliminated but it is actually shaped by a linear equalizer to have a predetermined response defined by a simple PR polynomial [19] so that ISI is still present after equalization. Given a symbol duration T and channel bandwidth B, the maximum transmission rate for binary signalling with no ISI is 1 T = 2B [17] . But this cannot be achieved with practical filters. However, if some ISI is still present then the maximum transmission rate of 2B symbols/sec. can be achieved.
In this paper, we consider the perpendicular recording channels since it is now the recording method used in modern hard drives. The PR polynomials for perpendicular recording channels are G(D) = (1 + D) , where D is a delay unit and is a positive integer, with a larger value of indicating more severe ISI. In the rest of the paper, the perpendicular channels that are modelled with the PR polynomials of
are labelled PR channel I and PR channel II, respectively. The PR polynomials' coefficients ensure there is no channel gain. The linear equalizer is designed to minimize the mean squared error (MSE) between the equalized output and the desired output from the PR polynomial [19] . If the MSE is zero, the magnetic channel and equalizer are equivalent to a channel defined by the PR polynomial. Hence, by making the assumption that the equalized output and desired output are identical then for simulation purposes we can replace the magnetic channel and equalizer with a PR channel to obtain an ideally equalized signal with a controlled amount of ISI. The interleaved coded bits c t ∈ {0, 1} are mapped to an NRZ signal x t ∈ {−1, +1}. The output of the PR channels r t is then obtained by first convolving x t with the impulse response of the PR channel h t and finally adding additive white Gaussian noise (AWGN) η t with variance σ 2 = N 0 2 and N 0 is the noise power, i.e.,
III. ITERATIVE DETECTION-DECODING
The iterative detection-decoding scheme is shown in Fig. 1 , where the detection and decoding are accomplished by the MAP and the ABP-KV algorithms, respectively. With the channel observations P ch , the MAP detection determines the extrinsic probability P , the KV algorithm further decodes the message. If KV decoding yields a message candidate, the deterministic probabilitiesP of the Hermitian coded bits will be fed back. Otherwise, the extrinsic probabilities P (ABP) e will be fed back. They are then interleaved and mapped back to the a priori probabilities of the interleaved Hermitian coded bits P (MAP) a for the next round MAP detection.
A. MAP Detection
PR equalization is achieved using the MAP algorithm [12] . The trellis-based equalizer is a component of the proposed iterative scheme and takes the a priori probabilities P (MAP) a (c t ) from either the ABP or KV decoder. Initially, no information is provided by the decoder and the a priori probabilities are initialized as P
The PR channel has a binary input c t ∈ {0, 1} and a real output r t . The branch metrics γ t (s, s ) of the MAP algorithm corresponding to the state transitions in the trellis diagram are
where x(s, s ) denotes the trellis output for a transition from an initial state s to the next state s and x(s, s ) ∈ {−1, 1}. The MAP equalizer generates the likelihoods P (c t |r t ) of the interleaved coded bits c t and the extrinsic probabilities P
where
is a normalization factor. They are then deinterleaved and passed to the ABP-KV decoder. Since a codeword symbol can be decomposed into ζ bits, every ζ pairs of extrinsic probabilities (P (MAP) e (c t = 0), P (MAP) e (c t = 1)) that correspond to a codeword symbol are grouped together during the deinterleaving process.
B. ABP Decoding
The decoding of a Hermitian code is accomplished by the ABP-KV algorithm [10] . The ABP decoding enhances the bitwise reliability information for KV decoding. Furthermore, it delivers the extrinsic probabilities of the Hermitian coded bits for the iterative detection-decoding.
After deinterleaving, and by reading out each row of the deinterleaver, the following mapping is realized
and the a priori probability for each coded bit c t of a Hermitian codeword can be obtained, where t = 1, 2, . . . , nζ. The a priori log-likelihood ratio (LLR) of c t is determined by
and the a priori LLR vector of a Hermitian codeword is
The high density of 1 s in H b of the Hermitian code must be reduced before belief propagation (BP) decoding starts. This is achieved by the bit reliability oriented Gaussian elimination. Since a higher magnitude of |L a,t | implies the bit is more reliable, the ABP algorithm sorts the a priori LLR values according to their magnitudes, yielding an updated bit in-
Gaussian elimination will be performed on the matrix H b , reducing the columns that correspond to the unreliable bits to weight-1 columns. Let Υ δ denote the weight-1 column vector with 1 at its δth entry and 0 elsewhere. For matrix H b , Gaussian elimination reduces column δ 1 to Υ 1 , then reduces column δ 2 to Υ 2 , and etc. Gaussian elimination reduces the first (n − k)ζ independent columns implied by L Θ a to weight-1 columns, resulting in an adapted parity-check matrix H b with which the BP decoding is performed. Let h ut ∈ {0, 1} denote the entry of matrix H b and U(t) = {u|h ut = 1, ∀ 1 ≤ u ≤ (n − k)ζ} and T(u) = {t|h ut = 1, ∀ 1 ≤ t ≤ nζ}. The iterative BP process is performed based on the Tanner graph defined by H b , yielding the extrinsic LLR value for each Hermitian coded bit by
After a number of BP iterations, the a posteriori LLR of each Hermitian coded bit can be determined by
where ϕ ∈ (0, 1] is the damping factor (DF). Therefore, the a posteriori LLR vector of a Hermitian codeword is
To reduce the BP decoding complexity, the Min-Sum algorithm can be utilized with the extrinsic LLRs defined by
where for any ψ ∈ R, sign(ψ) = 1 if ψ ≥ 0, or sign(ψ) = −1 otherwise. The Min-Sum algorithm is more effective in decoding long Hermitian codes because the matrix H b of these long codes still has a large number of short cycles, 1 which affects the extrinsic LLR calculation in (13) .
It can be seen that the ABP algorithm reduces the columns that correspond to the unreliable bits to weight-1 columns. Consequently, it prevents the propagation of the unreliable information during the BP calculation. With the assistance of the reliable information, the LLR values of the unreliable bits are likely to be improved. Note that there can be multiple Gaussian eliminations. If so, the a posteriori LLR vector needs to be mapped to the a priori LLR vector by L p → L a . The next round of bit reliability sorting and Gaussian elimination will be performed based on the updated L a . As a result, the ABP decoding becomes iterative. Each ABP iteration consists of bit reliability sorting, Gaussian elimination and BP decoding which is also iterative. Together with the iterative detectiondecoding, there are three types of iterations in the proposed scheme. We call the detection-decoding iteration as the global iteration and use N 1 , N 2 , and N 3 to denote the designed number of global iteration, ABP iteration and BP iteration, respectively.
The extrinsic and a posteriori probabilities of the Hermitian coded bits can be further determined by
C. KV Decoding
With the a posteriori probabilities of (18), a q × n reliability matrix Π for each Hermitian codeword can be formed. Its entry π ij is the symbol wise a posteriori probability and
where ρ i ∈ F q with i = 1, 2, . . . , q and j = 1, 2, . . . , n. During the formation, ζ pairs of a posteriori probability values (P
) that correspond to a codeword symbol will be multiplied by q different permutations, yielding a column of matrix Π. It will then be proportionally transformed into a multiplicity matrix M of the same size and its entries m ij ∈ N [7] . The interpolation process is dependent on the entries of M, yielding a polynomial Q ∈ F q [x, y, z] that interpolates each point (p j , ρ i ) with a multiplicity of m ij [8] . In general, Q = a,b Q ab φ a z b and its x-degree is confined within w by the property of the affine curve, i.e., x w+1 = y w + y. Finally, factorization is performed to find the z-roots of Q, delivering [20] , [21] 
The coefficients of f form a decoded message vector, which becomes a candidate in the decoding output list L. Let l = deg z Q 1 In the adapted matrix H b of the (512, 460) Hermitian code, the amount of short cycles will be around 1.15 × 10 10 . denote the designed factorization output list size, and |L| ≤ l. It determines the error correction capability of KV decoding. Since KV decoding is performed after each ABP iteration, the ABP-KV decoding of a Hermitian codeword will provide at most lN 2 message candidates among which the maximum likelihood (ML) criterion will be utilized to select the decoding output. However, notice that in practice, the decoding output list L often contains only a single candidate. If the KV algorithm provides a decoding output, the deterministic probabilities of the corresponding Hermitian coded bits can be obtained. Let c t ∈ {0, 1} denote estimation of the decoded bit, the deterministic probability of bit c t is determined by
D. ABP-KV Decoding Feedback
Summarizing the above mentioned ABP-KV decoding, Fig. 2 shows its functional steps and the probabilities that are being iterated. Moreover, the global, ABP and BP iterations are also indicated with their designed iteration numbers.
After KV decoding of all the Λ Hermitian codes, deterministic probabilitiesP of the decoded bits and extrinsic probabilities P (ABP) e of the undecoded bits will be given as feedback for the next round of MAP detection. After interleaving, they are mapped back to the a priori probabilities P (MAP) a of the interleaved Hermitian coded bits as
Note that for c t , t = 1, 2, . . . , Λnζ. Hence, the next round of MAP detection functions with a portion of known a priori information, which helps to yield a more accurate detection outcome. At the same time, the extrinsic probabilities of the undecoded bits will be further iterated, allowing them to be decoded in later iterations. The iterative scheme terminates once all Λ Hermitian codewords have been decoded, or the designed global iteration number N 1 is reached. The decoded Hermitian codeword will not be decoded again in the following iterations. Hence, the next time MAP detection runs, only the extrinsic probabilities of the undecoded bits will be determined by (8) . This requires the system to know the identities of the undecoded bits. We can use a binary indicator of size Λnζ indicating each coded bit's decoding status. Information of the indicator will also be interleaved alongside the probabilities P (ABP) e (c t ), P (c t ), so that the MAP detector knows the identity of the undecoded bits.
E. Performance Improvement Approaches
The performance of the iterative detection-decoding scheme can be further improved by strengthening the ABP-KV decoding and more Hermitian codewords can be decoded within an iteration, feeding back more known a priori information for the MAP detection. To improve KV decoding performance, we can increase the designed factorization output list size l [8] . To improve the ABP decoding performance, we can try to restructure the unreliable bit indices group Θ, spinning out a number of independent ABP-KV decodings. E.g., with χ < min{kζ, (n − k)ζ}, we can restructure
The following Gaussian elimination will be performed based on the above sorted vector. Such an attempt is proposed based on the observation that the Hermitian coded bits of the original set Θ c can also be wrongly estimated by their LLR values. With their corresponding columns being reduced to weight-1, they are granted an opportunity to be corrected by the BP decoding. Details of such an approach can be found in [10] .
IV. EXIT CHART INSIGHTS
This section utilizes the ExIT chart to provide insight into the proposed iterative scheme. It sheds lights on the system's error correction performance by predicting the channel signalto-noise ratio (SNR) threshold over which the interleaved Hermitian coded system's BER starts to fall. We call the SNR threshold the pinch-off SNR limit and denote it as SNR off .
Let I , the feedback of Λ Hermitian decoding outcomes are taken as a common entity without distinguishing the probability feature. That implies
is the binary entropy function that is defined as
Let T (DET) and T (DEC) denote the extrinsic-a priori transfer functions of the MAP detector and the ABP-KV decoder, respectively. By realizing the MAP detector as the inner signal processing block that takes the channel observations, the ExIT curve of the MAP detector shows
Similarly, the ExIT curve of the ABP-KV decoder shows
During iterations, mappings of (9) and (22) . Hence, by plotting the ExIT curve of the MAP detector and the inverted ExIT curve of the ABP-KV decoder, the interplay between the detector and decoder can be realized. In particular, a tunnel should exist between the two curves such that the iterative system is functioning with a tendency of delivering a zero bit error probability. The SNR value that just yields an exit tunnel between the two curves is the pinch-off SNR limit. Fig. 3 shows the ExIT chart of the interleaved Hermitian coded systems over PR channel I. The depth of the block interleaver is Λ = 10. The ABP decoding is functioning with N 2 = 2 and N 3 = 2, and KV decoding is functioning with l = 10. It can be observed that ABP-KV decoding of the interleaved (64, 39) Hermitian code yields a better extrinsica priori transfer characteristics. This is due to the fact that with the same decoding approach, the low rate code has a better error correction capability. It results in more deterministic probabilities being produced within an iteration. Consequently, the iterative system yields a lower SNR off value, i.e., 5.1 dB for the interleaved (64, 39) Hermitian code. While for the interleaved (64, 47) Hermitian code, SNR off = 5.4 dB. Therefore, the BER curves of iterative detecting-decoding of the two interleaved Hermitian codes are predicted to fall at 5.1 dB and 5.4 dB, respectively. Such a prediction will be validated by simulations in the following section. N 1 , N 2 , and N 3 are the designed number of global iteration, ABP iteration and BP iteration, respectively, and l is the designed factorization output list size of KV decoding. In the simulation, the ABP decoding is functioning with N 2 = 2 and N 3 = 2. Unless otherwise stated, KV decoding is functioning with l = 10. There are many possibilities for (N 2 , N 3 ), but the above setup yields the best BER performance after a heuristic search. The indicated damping factor is chosen heuristically to optimize the decoding performance. Our comparison benchmarks include Sakata's algorithm and the ABP-KV algorithm, both of which use the MAP detection but without iterative detection-decoding.
The block interleaver depth is Λ = 10 which is of sufficient size to benefit the iterative signal recovering scheme. This is demonstrated in Tables I and II which show the iterative detection-decoding performance of two interleaved Hermitian codes over the PR channels with N 1 = 10. Considering the performance-complexity tradeoff, 10 is an appropriate choice of the interleaver depth on the PR channels. It has been observed that over both of the PR channels, the output of the MAP detector contains many short burst errors of around 6 bits and individual bit errors. However, it is still necessary to have a sufficiently large block interleaver to maximize the iterative detection-decoding performance. With a larger block interleaver, more Hermitian decoding events take place within a global iteration and it is likely that more deterministic probabilities can be fed back for the MAP detection. The deterministic probabilities are beneficial for the global iteration as it improves the next round of MAP detection by considering more Hermitian codewords to be decoded later.
An alternative decoding approach for interleaved codes is the collaborative decoding [22] , which can almost double the number of burst errors that can be decoded. However, the approach treats a single bit error as it does an burst error, implying it is unsuited for the channels exhibiting both burst and many bit errors. As mentioned, we have observed that the output of MAP detection over both PR channels behave like this.
Figs. 4 and 5 show the performance of the interleaved (64, 39) and (64, 47) Hermitian codes on PR channel I, respectively. They show significant coding gains can be achieved over the benchmark schemes. For the interleaved (64, 47) Hermitian code, the iterative scheme with 2 to 20 global iterations allows the code to achieve 1 dB to 1.8 dB coding gain at the BER of 10 −5 over Sakata's algorithm. It demonstrates the merits of the turbo-like detection-decoding scheme for interleaved Hermitian codes. The presented results also validate the ExIT chart analysis of Section IV by showing the BER curves start to fall at the predicted SNR off values. Fig. 6 compares the performance of the interleaved (64, 47) Hermitian code with the interleaved (15, 11) RS code on PR channel II which has a more severe level of ISI. Both of the codes are defined in F 16 and have a similar code rate. To ensure a fair comparison, the depth of the block interleaver for the interleaved RS code is set to Λ = 40 so that both of the interleaved codes have a similar length. It can be seen that BER performance of the interleaved Hermitian code achieves a greater error probability decay rate, resulting in a significant performance gain over the interleaved RS code. This is due to the longer Hermitian code having a larger minimum Hamming distance, and consequently inherits a greater error correction capability. Moreover, by comparing the result of Fig. 5 , it can be realized that as the severity of channel ISI increases, the proposed scheme achieves a greater coding gain over the noniterative benchmark schemes.
To validate the performance improvement approaches mentioned in Section III-E, Fig. 7 shows the performance of the interleaved (64, 47) Hermitian code on PR channel I by strengthening the ABP and KV decodings. Let N Θ denote the number of attempts in restructuring the unreliable bit indices group Θ, spinning out N Θ independent ABP-KV decodings. It shows that increasing N Θ to 5 yields a similar performance as increasing l to 20. However, by increasing N Θ to 10, it outperforms the KV decoder-strengthening approach. However, those performance improvement approaches tend to play a less significant role than setting a greater global iteration number N 1 . Considering they are at the expense of system complexity, moderate ABP-KV decoding parameters are recommended, as exemplified by our simulation setup.
Finally, Fig. 8 shows the performance of the interleaved (512, 460) Hermitian code defined in F 64 on PR channel II. To show the advantage of using a long code, its performance is compared with the interleaved (64, 56) Hermitian code with a similar code rate. Due to the large amount of short cycles in matrix H b of the long code, its ABP decoding utilizes the Min-Sum extrinsic LLR calculation in (16) . It shows the long code outperforms the short code with a more significant performance advantage in the deep BER region. Again, this thanks to the long code having a larger minimum Hamming distance. However, notice that iterative decoding of the long code does not achieve as large coding gains over the Sakata and ABP-KV schemes. There are two reasons for this: First, the adapted matrix H b of the long code has a much larger number of short cycles than the short code. Consequently, the ABP algorithm is not as capable in enhancing the soft received information as it for the short code. Second, both codes use a block interleaver of depth 10 and it may not be an ideal size for the long code. However, using a larger interleaver depth for the long code would make the comparison less fair. 3 ) binary operations, and hence a global iteration requires at most O(N 2 Λ(nζ)
VI. COMPLEXITY ANALYSIS
3 ) binary operations. Finally, KV decoding requires O(n 2 l 5 ) finite field operations [8] , [23] . Note that [23] 's conclusion on KV decoding complexity for RS codes also holds for Hermitian codes. Considering it is performed for each adapted matrix H b , a global iteration requires at most O(N 2 Λn 2 l 5 ) finite field operations. In practice, the decoding latency will be dominated by the KV decoding as it requires the more complex finite field operation. However, for long Hermitian codes, e.g., the (512, 460) Hermitian code, the Gaussian elimination and BP decoding will also take a larger portion of the latency as they deal with a large parity-check matrix with a relatively high density.
It is important to point out that the above analysis defines the maximal complexity of a global iteration. Decoding of the interleaved code is performed in a successive cancellation manner meaning that the decoded Hermitian codeword will not be decoded again in any of the following iterations. Therefore, as the global iteration progresses, the number of KV decoding events will be reduced. With a mildly corrupted received information, it is likely that all the codewords are decoded before the final iteration, so the actual computation complexity is channel dependent. The decoding latency can be reduced by parallelizing all the Λ outer decoding events. It will be interesting to investigate the consequences of replacing the sophisticated KV decoding with the simpler and less computationally intensive Sakata minimum-distance decoding. Studies have indicated that the performance loss could be relatively minor [10] . 2 In PR channel I Ω = 4, and in PR channel II Ω = 8.
VII. CONCLUSION
This paper has proposed an iterative soft detection-decoding scheme for interleaved Hermitian codes that can be employed on magnetic storage channels that exhibit a combination of burst errors and individual bit errors. The proposed scheme integrates the MAP detection and the ABP-KV decoding, enabling the extrinsic probabilities of the Hermitian coded bits to be iterated between the two soft-decision processes. To improve the iterative detection-decoding performance, two ABP-KV decoding performance improvement approaches have been introduced. The ExIT chart analysis of the proposed scheme on the PR channel has been presented, showing the interplay between the soft detector and the soft decoder and highlighting the error correction performance of the proposed scheme. Our performance analysis has shown that significant coding gains can be achieved over conventional schemes that treat the detection and decoding as two separate processes. More importantly, we have also shown the performance advantage of interleaved Hermitian codes over interleaved RS codes, demonstrating the benefit of employing Hermitian codes for high density storage devices. Finally, the computational complexity of the proposed scheme has been analyzed with proposal on more efficient implementation of the iterative scheme.
