Bulk-boundary correspondence for non-Hermitian Hamiltonians via Green
  functions by Zirnstein, Heinrich-Gregor et al.
Bulk-boundary correspondence for non-Hermitian Hamiltonians
via Green functions
Heinrich-Gregor Zirnstein,1 Gil Refael,2 and Bernd Rosenow1, 3
1Institut für Theoretische Physik, Universität Leipzig, Brüderstrasse 16, 04103 Leipzig, Germany
2Institute of Quantum Information and Matter and Department of Physics,
California Institute of Technology, Pasadena, CA 91125, USA
3Department of Condensed Matter Physics, Weizmann Institute of Science, Rehovot 76100, Israel
(Dated: January 30, 2019)
Genuinely non-Hermitian topological phases can be realized in open systems with suf-
ficiently strong gain and loss; in such phases, the Hamiltonian cannot be deformed into a
gapped Hermitian Hamiltonian without energy bands touching each other. Comparing Green
functions for periodic and open boundary conditions we find that, in general, there is no cor-
respondence between topological invariants computed for periodic boundary conditions, and
boundary eigenstates observed for open boundary conditions. Instead, we find that the non-
Hermitian winding number in one dimension signals a topological phase transition in the
bulk: It implies spatial growth of the bulk Green function.
Topology has made a profound impact on the descrip-
tion and design of wave-like systems such as quantum
mechanical electrons [1–5] or light interacting with mat-
ter [6–11]. The key idea is to group physical systems,
each described by a gapped (insulating) Hamiltonian,
into the same topological class if their Hamiltonians can
be continuously deformed into each other without clos-
ing the energy gap. For Hermitian Hamiltonians, the
bulk-boundary correspondence states that topological in-
variants for periodic boundary conditions predict the
presence of boundary states for open boundary condi-
tions [1, 12–16].
Recently, non-Hermitian Hamiltonians [17–21] have at-
tracted much attention; they describe open systems with
loss (dissipation) and gain (e.g. coherent amplification
in a laser) [22, 23]. Extending topological methods to
these systems may be particularly beneficial for the de-
sign of topological protected laser modes [24–26]. More-
over, genuinely non-Hermitian Hamiltonians, i.e. Hamil-
tonians that cannot be deformed to a Hermitian Hamil-
tonian without energy bands touching, have novel topo-
logical properties not found in Hermitian systems. They
can be characterized by topological invariants different
from those of Hermitian systems [27–32], but the extent
of a bulk-boundary correspondence is, surprisingly, much
less clear [28, 33–37].
We consider systems in one dimensions, which are par-
ticularly interesting because not only the eigenvectors
but also the eigenenergies can have a nontrivial wind-
ing number. In the case of a two-band model with chiral
symmetry, the Bloch Hamiltonian is off-diagonal
H(k) =
(
0 q+(k)
q−(k) 0
)
. (1)
In a lattice model, the lattice spacing forces the momen-
tum k to be periodic, and the q±(k) describe closed paths
in the complex plane. For example, a non-Hermitian
Su-Schrieffer-Heeger (SSH) model is given by q±(k) =
(m− 1) + e∓i(k−iγ), and the paths are circles with differ-
ent radii centered on the real axis. [38] The eigenvalues
of the matrix H(k) are distinct if neither path passes
through the origin; in this case, we can assign to each
path a winding number around the origin. These form
the Z×Z topological invariant of a non-Hermitian Hamil-
tonian in symmetry class AIII [28]. Hermitian Hamilto-
nians are characterized by q+(k) = q−(k)∗, which forces
both winding numbers to be opposites of each other; a
single Z-invariant remains [3, 39, 40]. Genuinely non-
Hermitian phases appear whenever the two winding num-
bers are no longer opposites of each other [28, 30]. In
this case, the non-Hermitian winding number, which is
the winding number of the determinant det(H(k)), is
nonzero.
Is there a bulk-boundary correspondence for the non-
Hermitian winding number? To answer this, we focus
on response (Green) functions, which describe experi-
mental observables for instance in a scattering setup.
We find that the bulk-boundary correspondence breaks
down once the non-Hermitian winding number takes a
non-trivial value: When the winding number changes
from zero, the bulk response starts exhibiting exponen-
tial growth in space, and since periodic systems cannot
accommodate such spatial growth, they do not reflect the
properties of systems with open boundaries. In this Let-
ter, we focus on the specific example of non-Hermitian
Dirac fermions to discuss the above physics, while a gen-
eral proof is contained in the companion paper Ref. [41].
Example: Dirac fermions with non-Hermitian
terms.— We consider a continuum model that corre-
sponds to the long distance limit of the non-Hermitian
SSH model [29, 35, 42, 43]. It concerns wave functions
with two components ψ(x) = [ψ1(x), ψ2(x)]T subject to
a Hermitian Dirac Hamiltonian H0 = mσx + (−i∂x)σy,
where σx, σy are Pauli matrices, m is a real mass
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FIG. 1. Topological phase diagram of one-dimensional non-
Hermitian Dirac fermions with particle-hole symmetry and
chiral symmetry. (a) Periodic boundary conditions. Two
winding numbers distinguish four phases: Two Hermitian (red
and blue) and two genuinely non-Hermitian phases (grey),
separated by lines γ = ±m. (b) Open boundary conditions.
The line m = 0 separates phases with a different number of
zero energy boundary eigenstates. For the boundary condi-
tions (3), a positive mass implies the existence of a boundary
state at each end (red), which are absent for a negative mass
(blue). The lines γ = ±m now indicate that the bulk (and
boundary) Green function change from exponential decay to
exponential growth.
parameter (band gap). Let us introduce non-Hermiticity
by adding constant antihermitian terms:
Hˆ = Hˆ0 + iγσy, (2)
where γ is real. There are three more terms that we
could add: iγxσx, iγzσz, and −iΓ1, where 1 is the iden-
tity matrix. The first can be absorbed by analytic con-
tinuation of the mass m. The second and third vanish if
we also impose a chiral symmetry, {Hˆ, σz} = 0, neces-
sary for discussing zero energy boundary eigenstates in
one dimension. Thus, the symmetry class is AIII [1] for
complex m. For real mass m, Hˆ is additionally invari-
ant under complex conjugation, placing it in symmetry
class BDI, which also implies that eigenvalues occur in
complex conjugate pairs.
In the continuum model (2), we have q±(k) = m ±
(γ − ik), and the paths described by q±(k) in the com-
plex plane are no longer closed. Still, one can assign
a half-integer winding number [30] that changes when-
ever a path crosses the origin. Such crossings happen at
γ = ±m and we find the topological phase diagram in
Fig. 1(a).
Open boundary conditions.— We now consider a sys-
tem of length L with open boundary conditions
ψ2(0) = 0, ψ1(L) = 0 (3)
corresponding to a particular boundary termination of
the lattice model. For open boundary conditions, the
non-Hermitian terms in both the Dirac-Hamiltonian
Eq. (2) and the non-Hermitian SSH model defined be-
low Eq. (1) can be eliminated by a similarity transforma-
tion: if ψ0(x) is an eigenfunction of the Hamiltonian Hˆ0,
then ψ(x) = eγxψ0(x) is an eigenfunction of the Hamil-
tonian Hˆ. From this we see that all eigenfunctions are
exponentially localized. This is the non-Hermitian skin
effect [33, 35, 44, 45].
Bulk and boundary Green function.— To clearly distin-
guish bulk and boundary, we now focus on Green func-
tions, which are matrix-valued solutions to the equation
(E − Hˆ)G(E;x, y) = 1δ(x− y) . (4)
The bulk Green function Gbulk is defined as the response
of an infinite system [41], whereas the Green function
Gopen for open boundary conditions is defined as the so-
lution that satisfies the conditions (3). When we probe
the system far away from the boundary, 0  x, y  L,
then only the bulk of the system responds, and we expect
that both Green functions give the same result. However,
when the source is close to the boundary, y ≈ 0 or y ≈ L,
we expect that reflection at the boundary is important,
which is captured in the boundary Green function
Gbound(E;x, y) := Gopen(E;x, y)−Gbulk(E;x− y). (5)
It solves the homogeneous equation (E −
Hˆ)Gbound(E;x, y) = 0. We have used that for a
translationally invariant Hamiltonian, the bulk response
only depends on the difference x − y. If G0 denotes
a Green function of Hˆ0 for open boundaries, then the
corresponding retarded Green function for Hˆ reads
G(E;x, y) = G0(E + iη;x, y)e
γ(x−y), (6)
with η = 0+. We now focus on zero energy, E = 0. Then,
we find
G0,bulk(iη;x, y) = [θ(−x˜)GL + θ(x˜)GR]e−
√
m2+η2|x˜|,
(7)
where x˜ = x− y, and GL and GR are matrices
Gs = N
(
iη m+ νs
√
m2 + η2
m− νs
√
m2 + η2 iη
)
(8)
with s = L,R, νR/L = ±1, and N = 1/(2
√
m2 + η2).
Thus, we obtain one of our main results: In the phases
where the non-Hermitian winding number is nonzero,
|γ| > |m|, the bulk Green function Gbulk grows expo-
nentially as x→ ±∞ while keeping y fixed. For G0,bound
near the left boundary, we find
G0,bound(iη, x, y) = GBe
−
√
m2+η2(x+y), for x, y  L.
(9)
Here, GB is the matrix
GB = −GR ·
m+√m2+η2m−√m2+η2 0
0 1
 . (10)
Taken together, this yields the decomposition (5).
3Boundary eigenstates.— The Green function can be
expressed as a sum over eigenstates
G(E;x, y) =
∑
n
(E − En)−1〈x|ψnR〉〈ψnL|y〉. (11)
Here, |ψnR〉 are the so-called right- and |ψnL〉 the left eigen-
states of the non-Hermitian Hamiltonian, i.e. H|ψnR〉 =
En|ψnR〉 and H†|ψnL〉 = E∗n|ψnL〉 [46]. The contribution
〈x|ψnR〉〈ψnL|y〉 of an individual eigenstate to the Green
function can be extracted as the residue of the pole at
E = En [47, 48]. For identical positions x = y, this
residue yields the biorthogonal polarization discussed in
Ref. [34]. We now define a boundary eigenstate to be
the residue of a pole of the boundary Green function,
and focus on states at zero energy, E = 0. For open
boundary conditions, our model has only real eigenval-
ues due to the relation Eq. (6), and we can obtain the
residue from the imaginary part of the Green function
since ImG(E+ i0+;x, y) = −∑n〈x|ψR〉〈ψL|y〉δ(E−En)
for real E. We find that
− ImG11bound(0, x, y) = Ae(γ−m)xe(−γ−m)y,
where A = θ(m)2m/η with η = 0+. (12)
Thus, for m > 0, the boundary Green function has an
isolated pole at zero energy, whose associated eigenstate
is 〈x|ψ0R〉 = e(γ−m)x and 〈ψ0L|y〉 = e(−γ−m)y. The spa-
tial shape changes dramatically from exponentially lo-
calized to exponentially growing and vice versa when-
ever γ = ±m. In contrast, for m < 0, no boundary
eigenstate is found. Thus, the number of zero energy
boundary eigenstates does not change during the topolog-
ical phase transition at γ = ±|m| for periodic boundary
conditions [Fig. 1(b)], and the bulk-boundary correspon-
dence breaks down.
Bulk-periodic correspondence.— The traditional view
on the bulk-boundary correspondence actually comprises
two separate logical steps: it relates i) the bulk to the
boundary Green function, and ii) the Green function
Gperiod for periodic boundary conditions to that for the
bulk of an infinite system: In the limit of large system
size, both agree if the bulk Green function decays spa-
tially [Fig. 2(a)]; this allows us to use topological invari-
ants of the Bloch Hamiltonian (1) to characterize an in-
finite bulk. In non-Hermitian systems, step i) is unprob-
lematic, but step ii) may fail. To better distinguish them,
we propose to narrow the name bulk-boundary correspon-
dence to refer only to the first step, and to call the second
step the bulk-periodic correspondence.
Indeed, for our model in the regime |γ| > |m|, the
bulk-periodic correspondence breaks down, because the
periodic Green function decays, while the bulk Green
function grows exponentially. [Fig. 2(b)] This growth also
explains the exponential sensitivity to small perturba-
tions seen in Ref. [37]. For periodic boundary conditions
(a) Gbulk
0
x − y
Gperiod
0
x − y
(b) Gbulk
0
x − y
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0
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FIG. 2. Breakdown of the bulk-periodic correspondence. (a)
If the bulk Green function decays spatially, then both bulk
and periodic Green function agree. (b) If the bulk Green func-
tion grows spatially, then the periodic Green function has to
change drastically in order to accommodate periodic bound-
ary conditions.
ψ(−L/2) = ψ(+L/2), and using the results Eqs. (6) and
(7) for the bulk Green function, we find
Gperiod(0;x, 0) = Gbulk(0;x, 0)
+GL
eκLx
eκLL − 1 +GR
eκRx
e−κRL − 1 . (13)
with κL/R = γ ±
√
m2 + η2. In the limit of large system
size, L  |x|, the two additional terms vanish if only if
the exponents satisfy κL > 0 and κR < 0, i.e. if the bulk
Green function decays spatially [Fig. 2].
If we focus on bulk growth and disregard boundary
eigenstates, we no longer require symmetry class AIII.
Then, we find our main result, which holds both with
and without symmetry (class A): If the non-Hermitian
winding number is nonzero, then the bulk Green func-
tion at zero energy grows spatially. For example, consider
a general Dirac model Hˆ = (−i∂x)τ1 + m1τ1 + m2τ2 +
· · ·+mnτn− iΓ1 where the τj are Hermitian gamma ma-
trices, {τi, τj} = 2δij , the masses mj are complex and
Γ ≥ 0. Then, since (Hˆ+ iΓ)2 is proportional to the iden-
tity matrix, the corresponding bulk Green function has
form Gbulk(0;x, 0) = GLθ(−x)eκLx + GRθ(x)eκRxwith
κL,R = −im1 ±
√
m22 + · · ·+m2n + Γ2 and appropriate
GL,R. Here, the branch of the complex square root is the
one with positive real part; we choose it by demanding
that we remain in the same branch when Γ → ∞ [41].
Thus, the Green function grows in space if and only if the
imaginary part of m1 exceeds the real part of the root.
Imposing symmetries will only constrain the parameters,
but not affect this conclusion. In general, the Green func-
4system
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FIG. 3. (a) Scattering setup. (b) Scattering response of the
one-dimensional Dirac fermion with dissipation Γ = |γ|. The
plot shows the amplitude −iA of the boundary response at
the left boundary.
tion is a sum of exponentials exp(iksx) where the com-
plex momenta ks are the zeros of det(H(k)); the subscript
s refers to a side L,R and an index. For local contin-
uum models like the Dirac model, this determinant is a
polynomial in momentum k. Thus, the non-Hermitian
winding number ν(H) = (2pi)−1
∫∞
−∞ dk ∂k det(H(k)) is
the sum of +1/2 for each zero above the real axis and
−1/2 for each zero below. But this number changes pre-
cisely when one of the zeros crosses the real axis, which
means that the exponential changes from spatial decay
to spatial growth. We extend this sketch to a full proof
for lattice models in Ref. [41]. While for the above Dirac
models, exponential growth only occurs in the genuinely
non-Hermitian phases, for other models, it may arise even
when the Hamiltonian can be deformed to a Hermitian
one; see [38] for an example. Thus, the growth of the bulk
Green function is not, by itself, topologically invariant.
Our work still leaves open the exciting question of the
bulk-boundary correspondence in the narrow sense: Are
there topological invariants of the bulk Green function
that imply the presence of boundary eigenstates? For
Dirac fermions, the latter persist well into the genuinely
non-Hermitian phases. This is also true for lattice models
discussed in the literature [29, 33–37], see the Supplemen-
tal Material [38] for details. In Ref. [41], we will give a
partial answer for symmetry class AIII.
Experimental response: Scattering.— In a scattering
configuration [see Fig. 3(a)], an excitation of an outside
field φ is created, and the incoming amplitude φ− targets
a point x1 of the system. If the excitation is monochro-
matic with frequency (energy) E, then the system will
eventually reach a stationary state ψ that, in turn, emits
an outgoing amplitude φ+ at every position x2. The scat-
tering matrix S(E) records how incoming amplitudes are
mapped to outgoing amplitudes, φ+ = S(E)φ−, and is
given by the Mahaux-Weidenmüller formula [49]
S(E) = 1− 2iW † 1
E − HˆW, Hˆ = Hˆ0 − iWW
† (14)
Here, the matrix W describes how the outside field cou-
ples into the system. The Hamiltonian Hˆ0 describes the
time evolution of the system if the coupling was ab-
sent; it is usually Hermitian, for it is the combination
with the dissipative term −iWW † that yields an effec-
tive non-Hermitian Hamiltonian Hˆ. The scattering ma-
trix differs from unity by −2iW †G(E)W where G(E) is
the Green function of this non-Hermitian Hamiltonian.
To make this Letter self-contained, in the Supplemental
Material [38] we include an elementary discussion of the
Mahaux-Weidenmüller formula [50, 51], which is equiv-
alent to temporal coupled mode-theory [52, 53] in optics.
So far, we have shown how coupling to an environ-
ment yields a non-Hermitian Hamiltonian. Conversely,
we now consider a Hamiltonian H and attempt to re-
alize it in a scattering setup. For this, we decompose
it as Hˆ = Hˆ0 + iΓˆ where Hˆ0 = [Hˆ + Hˆ†]/2 and
Γˆ = (i/2)[Hˆ† − Hˆ] are Hermitian matrices. We define
a Hamiltonian to be purely dissipative if Γˆ is negative
semidefinite, Γˆ ≤ 0, i.e. if it has no positive eigenval-
ues. Any matrix of the form Γˆ = −WW † is negative
semidefinite, and any semidefinite Γˆ can be represented
in the above form by choosingW = (−Γˆ)1/2. This choice
is unique up to a change of basis for the outside field,
W → WU , with U unitary, and up to components that
do not couple. Thus, any purely dissipative Hamilto-
nian can be realized in a scattering setup described by
Eq. (14). But in order to realize a general non-Hermitian
Hamiltonian, we have to allow for positive eigenvalues
in the antihermitian part, which corresponds to (linear)
gain, i.e. coherent amplification. In fact, gain is a key re-
quirement for the non-Hermitian winding number to be
nonzero, see Ref. [41].
In optical systems, gain can be realized by optical
pumping [54], and spatially uniform gain can be de-
scribed by the ansatz Hˆ = Hˆ0 + ig − iWW † with a
positive constant g in Eq. (14). Then, the antihermi-
tian part of Hˆ is related to the coupling matrix via
−WW † = Γˆ− g, and this relation can be solved for W if
the non-Hermitian Hamiltonian Hˆ has bounded gain, i.e.
if Γˆ − g becomes negative semidefinite by making g suf-
ficiently large. For example, the Dirac fermion, Eq. (2),
can be described by Hˆ = Hˆ0 + ig − iWW † with g = |γ|,
W =
√|γ|[1,− sgn(γ)i]T ; the coupling W is a 2× 1 ma-
trix when modeling the outside field as a scalar.
Since a purely dissipative setup can be realized more
easily than one with gain, we ask whether signatures of
the zero energy boundary states of the Dirac fermion
Eq. (2) can still be found without gain. This corresponds
to allowing a constant dissipation, Hˆ = Hˆ0 + iγσy− iΓ1,
which does break chiral symmetry. We consider the spe-
cial case Γ = |γ|, which has the least amount of dissipa-
tion while probing the phase transition region γ = ±|m|.
5At zero energy, we can use Eq. (9) with η = Γ and find
[W †Gbound(E = 0)W ](x2, x1 = 0) = A exp (−x2/ξL) ,
A = −i m√
m2 + γ2
γ2
m−
√
m2 + γ2
, (15)
where A denotes the amplitude and ξL = 1/(
√
m2 + γ2−
γ) the localization length of the response. We see that
the amplitude can still distinguish the phase with bound-
ary eigenstate, m > 0, from the phase without, m < 0,
though the distinction is less sharp [Fig. 3(b)] than in the
case with gain and chiral symmetry.
Conclusion.— Using the example of non-Hermitian
Dirac fermions, we have discussed the topological phase
diagram via Green functions. The key idea was to de-
compose the Green function for open boundary condi-
tions into a bulk and a boundary Green function, Eq. (5).
We have shown that a nonzero non-Hermitian winding
number means that the correspondence of the open sys-
tem to a periodic one breaks down due to an exponential
growth of the bulk Green function. We have also dis-
cussed how to realize non-Hermitian Hamiltonian in a
scattering setup and indicated that observing a nonzero
topological invariant requires a system with gain.
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Lattice models
In this section, we present the topological phase di-
agrams for periodic and open boundary conditions for
several lattice models with chiral symmetry, and discuss
the spatial growth of their bulk Green function.
A non-Hermitian extension of the Su-Schrieffer-Heeger
(SSH) model is given by Eq. (1) with
q±(k) = (m− 1) + e∓i(k−iγ). (16)
The paths q±(k) in the complex plane are circles with
center (m − 1) and radius e∓γ . They wind around the
origin whenever the radius exceeds the distance of the
center from the origin. For open boundary condition,
the model can be mapped to the Hermitian SSH Hamil-
tonian H˜ = S−1HS with the same mass parameter by
the similarity transform (Sψ)j = ejγψj where ψj de-
notes the wave function at site j. Thus, the presence
or absence of boundary eigenstates at zero energy is de-
termined solely by m. The topological phase diagram is
shown in Fig. 4(a).
In the literature, a different non-Hermitian extension
of the SSH model has been discussed [29, 33–37]. It is
given by Eq. (1) with
q±(k) = (m− 1)± γ/2 + e∓ik. (17)
The paths are circles with unit radius, but their cen-
ter is shifted by a distance γ/2 along the real axis. For
open boundary conditions, the model can be mapped to
a Hamiltonian H˜ = S−1HS with off-diagonal entries
q˜±(k) =
√
(m− 1)2 − (γ/2)2 + e∓ik. (18)
This Hamiltonian is Hermitian if |m − 1| > |γ/2|; this
region includes the point (m, γ) = (0, 0) that features
prominently in the continuum model. Here, the sim-
ilarity transform is given by (Sψ)j = rj diag(1, r)ψj
where diag denotes a 2 × 2-diagonal matrix and
r =
√
[(m− 1)− γ/2]/[(m− 1) + γ/2] [35]. Thus, the
boundary eigenstates eigenstates at zero energy are de-
termined by a Hermitian SSH model with different pa-
rameters. For the region where this transformation does
not yield a Hermitian Hamiltonian, we refer to Ref. [35].
The phases are shown in Fig. 4(b).
We have indicated that if the non-Hermitian winding
number is nonzero, then the bulk Green function grows
exponentially. For lattice models, this can be justified as
follows: If the model has short-range hopping, then the
Hamiltonian is a (Laurent) polynomial H(k) = H˜(z) in
the variables z = eik and z−1 = e−ik. In the generic
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FIG. 4. Topological phases of non-Hermitian SSH models.
For periodic boundary conditions, (a) and (c), solid colors dis-
tinguish four different combinations of the two winding num-
bers. Different grey tones represent different non-Hermitian
phases, where the bulk Green function grows spatially. For
open boundary conditions, (b) and (d), red (blue) indicates
the presence (absence) of boundary eigenstates at zero energy.
Around the point (m, γ) = (0, 0), both diagrams agree with
the phase diagram of the continuum model from the main
text [Fig. 1]. (a-b) Lattice model Eq. (16). (c-d) Lattice
model Eq. (17).
case, the bulk Green function can be written as a sum of
exponentials zjs , where j denotes a lattice site, and the zs
are the complex zeros of det H˜(z). Each zero inside the
unit circle contributes +1, while each zero outside the
unit circle contributes −1 to the non-Hermitian wind-
ing number ν(H) = (2pi)−1
∫ 2pi
0
dk ∂k det(H(k)). (There
are also contributions from a pole at z = 0.) Thus, the
winding number changes when one of the zeros crosses
the unit circle, i.e. when |zs| < 1 changes to |zs| > 1, or
vice versa; this means a change in spatial growth. We
refer to the companion paper Ref. [41] for a full proof.
That said, if two zeros cross the unit circle simultane-
ously, then it is possible that no change in spatial growth
occurs; this happens, for example, when the sign of the
mass is changed in the Hermitian SSH model.
The converse statement is not true: It may happen
that the non-Hermitian winding number is zero, but the
bulk Green function grows exponentially. This occurs for
the model (17) in the parameter region |γ/2| > |m−1|+1
2[Fig 4(c-d)]. If we allow the parameter m to become
complex, thus leaving the BDI symmetry class while re-
maining in AIII, spatial growth may happen even when
the Bloch Hamiltonian can be deformed to a Hermitian
Bloch Hamiltonian without crossing zero energy. Setting
m = 1+teiφ where t > 0 and φ is real, we find, for γ = 0,
q±(k) = teiφ + e∓ik. (19)
Changing φ continuously deforms the corresponding
Hamiltonian; for φ = 0, the Hamiltonian is Hermitian
and the bulk Green function decays in space, while for
φ = pi/2, the Hamiltonian is non-Hermitian and features
gain +it. It is plausible that if t  1, then the bulk
Green function grows exponentially. In more detail, the
zeros of det
(
H˜(z)− iΓ
)
are
z1,2(iΓ) =
i
2
[
1 + Γ2 − t2
t
±
√
(1 + Γ2 − t2)2
t2
+ 4
]
,
(20)
where Γ > 0 denotes an additional dissipation. During
analytic continuation from Γ = +∞ to Γ = 0, both zeros
cross the unit circle if and only if t > 1, which means
that the bulk Green function grows exponentially in this
parameter regime [41].
Phenomenological justification of the
Mahaux-Weidenmüller formula
In this section, we present a phenomenological justi-
fication of the Mahaux-Weidenmüller formula, Eq. (14),
for the scattering setup illustrated in Fig. 3(a) of the
main text.
The Mahaux-Weidenmüller formula calculates the
scattering matrix of a system, which describes how a
monochromatic incoming amplitude φ− at energy E is
mapped to an outgoing amplitude φ+ = S(E)φ−. We
repeat it here for convenience:
S(E) = 1− 2iW † 1
E − Hˆ0 + iWW †
W. (21)
The system is described by the Hamiltonian Hˆ0, while
the matrix W maps the outside field to a state inside
the system, and vice versa for W †. Here, the matrix
products are to be understood as integrals over space
and sums over internal degrees of freedom. For example,
Wφ− ≡∑σ ∫ dx1Wτσ(x, x1)φ−σ (x1), where x1, x denote
positions, and τ, σ internal degrees of freedom.
The formula can be justified by the following
ansatz: [51–53] Let us denote the state of the internal
system by ψ. If the system were isolated, then this
state would evolve according to the linear Schrödinger
equation i∂tψ = Hˆ0ψ. If the Hamiltonian Hˆ0 is Hermi-
tian, then the square integral of the state is conserved,
∂t(ψ
†ψ) = 0; this corresponds to the conservation of
probability in quantum mechanics, or energy in optics.
To couple the system to the outside field, we now make
a linear ansatz
i∂tψ = Aψ +Bφ
− (22a)
φ+ = Cψ +Dφ−, (22b)
with some matrices A,B,C,D, which we assume to be
constant in time. The conservation law now becomes
∂t(ψ
†ψ) = (φ−)†φ− − (φ+)†(φ+), (23)
which means that the incoming and outgoing amplitudes
may add to or remove from the conserved quantity of the
system state. In optics, this ansatz is known as tempo-
ral coupled-mode theory [52, 53]. After some algebra,
we obtain that the combination of the ansatz and the
conservation law is equivalent to the equations
i∂tψ = Hˆ0ψ − 1√
2
W (φ+ + S0φ
−) (24a)
(φ+ − S0φ−) = i
√
2W †ψ, (24b)
and the constraints that Hˆ0 be Hermitian and S0 be uni-
tary. The first equation can be viewed as a Schrödinger
equation with a source term, and the second as a con-
straint that relates the outside field and the system. We
proceed by making a change of basis for S0φ− → φ−,
so that we can assume that S0 is the identity ma-
trix. Then, we make the ansatz of a harmonic motion
ψ(t) = e−iEtψ(E) and eliminate ψ from the equations
and the Mahaux-Weidenmüller formula follows.
The ansatz is phenomenological. In real systems, the
coupling W may be energy-dependent, and instead of
focusing the outside field to a single point x1, one may
have to consider plane waves incident at different angles.
We present a more microscopic derivation in the next
section.
Microscopic derivation of the
Mahaux-Weidenmüller formula
In this section, we present a self-contained derivation
of the Mahaux-Weidenmüller formula, Eq. (14), for a
microscopic model of the scattering setup illustrated in
Fig. 3(a) of the main text. In the setup, we label the
horizontal direction by x and the vertical direction by z.
For simplicity, we will model the outside field as a
scalar field φ(t, x, z) that propagates according to the
wave equation, (∂2t − ∆)φ = 0. A monochromatic con-
figuration with energy E that satisfies the wave equation
can be expanded in terms of ingoing amplitudes φ+α and
3outgoing amplitudes φ−α :
φE(t, x, z) = e
−iEt
[∑
α
[
φ+α e
ikαz z + φ−α e
−ikαz z
]
uα(x)
+
∑
β
φ+β e
−κβzuβ(x)
 . (25)
Here, the functions uα(x) are eigenfunctions of the one-
dimensional Laplacian, uα(x) ∝ exp(ikαxx) where α la-
bels the possible horizontal momenta kαx . When this
momentum is not too large, the field can propagate in
z-direction with wave vector kαz =
√
E2 − (kαx )2. This
is known as an open scattering channel. On the other
hand, if the horizontal momentum is larger than the
available energy, the scattering channel is closed, and
only an evanescent wave with decay κβz =
√
(kαx )
2 − E2
remains. For notational clarity, we reserve the label β for
this case.
The scattering problem now asks to calculate the out-
going amplitudes φ+α from the incoming amplitudes φ−α .
The solution is the scattering matrix S(E), which gives
φα+ =
∑
αα˜ Sαα˜(E)φ
−
α˜ .
To do that, we need to specify the dynamics of the
internal system and the coupling to the outside. We have
already indicated that internal system is located at z =
0, and its state represented by a function ψ(t, x) that
evolves according to a Schrödinger equation i∂tψ = Hˆ0ψ
with a Hermitian Hamiltonian Hˆ0. The most economic
way to specify the whole setup is to write a Lagrangian
L = Lφ + Lψ + LV with terms
Lφ =
1
2
∫
dx
∫ ∞
0
dz [(∂tφ
∗)(∂tφ)− (∇φ∗) · (∇φ)]
(26a)
Lψ =
∫
dxψ†(t, x)(i∂t − Hˆ0)ψ(t, x) (26b)
LV = ψ
†V φ|z=0 + φ∗|z=0V †ψ. (26c)
The first terms gives the wave equation, the second term
the Schrödinger equation, and the third term is a poten-
tial energy that couples the outside field at the boundary
z = 0 to the internal state via an operator V . We proceed
by deriving the equations of motion while paying special
attention to the boundary terms at z = 0, and find
i∂tψ = Hˆ0ψ − V φ|z=0 (27a)
∂zφ|z=0 = −2V †ψ. (27b)
In other words, the values φ|z=0 of the outside field at
the boundary act as a source term for the Schrödinger
equation, while the internal state poses a constraint on
the spatial derivative ∂zφ|z=0 of the outside field. For a
harmonic oscillation, i∂t → E, we can solve the equations
of motion and obtain the scattering matrix
Sαα˜(E) = δαα˜ −
∑
i,j
4i
kαz
(V +)αi
[
1
E −Heff
]
ij
Vjα˜, (28)
where i, j label orthonormal states of the state ψ, and
Heff,ij = Hˆ0,ij −
∑
β
2
κβ
Viβ(V
+)βj − i
∑
α
2
kαz
Viα(V
+)αj
(29)
is an effective Hamiltonian. It contains both addi-
tional Hermitian terms that arise from the closed scat-
tering channels, and additional antihermitian terms that
arise from the open scattering channels. To obtain the
Mahaux-Weidenmüller formula in the phenomenological
form presented in the main text, we have to perform sev-
eral simplifications: (a) the Hermitian Hamiltonian Hˆ0 is
redefined to incorporate the potential energy due to the
closed channels, (b) the matrix Wiα is obtained from Viα
by normalizing the scattering amplitudes with
√
kαz , (c)
the energy dependence of kαz is neglected, making Wiα
independent of energy, and (d) transforming the Fourier
basis uα(x) back to the position basis, if desired.
