We study the effects of various air -pollution variables on the daily death counts for people over 65 years in São Paulo, Brazil, from 1991 to 1993, controlling for meteorological variables. We use a state space model where the air -pollution variables enter via the latent process, and the meteorological variables via the observation equation. The latent process represents the potential mortality due to air pollution, and is estimated by Kalman filter techniques. The effect of air pollution on mortality is found to be a function of the variation in the sulphur dioxide level for the previous 3 days, whereas the other air -pollution variables ( total suspended particulates, nitrogen dioxide, carbon monoxide, ozone ) are not significant when sulphur dioxide is in the equation. There are significant effects of humidity and up to lag 3 of temperature, and a significant seasonal variation.
Introduction
There are many studies on the association between air pollution and human health ( Krewski et al., 1994 ) , some with emphasis on respiratory diseases ( Levy et al., 1977; Pope, 1989 ) and using various different endpoints such as emergency room visits (Samet et al., 1981; Bates et al., 1990; Schwartz et al., 1993; Castellsagué et al., 1995; Jørgensen et al., 1996; Pönkä and Virtanen, 1996; Schouten et al., 1996 ) , hospital admissions (Bates and Sizto, 1983; Goldstein and Weinstein, 1984; Bates and Sizto, 1987; Walters et al., 1994 ) and elementary school absences (Ransom and Pope, 1992 ). There are also many studies with endpoint mortality ( Dockery et al., 1993; Bachárová et al., 1996; Dab et al., 1996; Katsouyanni et al., 1996; Sunyer et al., 1996; Vigotti et al., 1996; Wojtniak and Piekarsky, 1996; Zmirou et al., 1996 ) , and a consensus now seems to be emerging that there is an association between air pollution and mortality (Saez et al., 1999; Dominici et al., 2000 ) .
The association between air pollution and human health in the city of São Paulo, Brazil, has long been of public concern and the subject of several studies (Saldiva et al., 1994; Saldiva et al., 1995; Miraglia et al., 1997; Pereira et al., 1998; Braga et al., 1999; Lin et al., 1999 ) . The main objective of the present investigation is to examine the relationship between air pollution and mortality, controlling for meteorological variables, based on daily death counts for people over 65 years old in São Paulo. This age group, presumably the most likely to be adversely affected by poor ambient air quality, accounts for about 42% of the total death counts, and respiratory diseases is the reported cause of about 11% of these deaths.
It is well known that meteorological conditions and air pollution are closely related, mainly due to thermal inversion, a phenomenon that occurs at low temperatures and prevents air pollutants from dispersing. While the emission of air pollutants is roughly constant throughout the year, ambient air pollution tends to be higher in the winter, a fact that led the authorities in São Paulo to enforce air pollution control policies, with the aim of lowering the emission of air pollutants during the winter period ( July to September ). Our data were recorded before these control policies were enforced.
The data have been analyzed previously by Singer and Conceição (1994) who used a normal -theory regression model, and by Koyama (1997 ) who used Liang and Qaqish's (1988) approach with a log -linear Poisson model. We use the state space model introduced by Jørgensen et al. (1996 Jørgensen et al. ( , 1999 in which the daily death counts follow a Poisson distribution, conditionally on a gamma latent process, a model that has a realistic correlation structure for this type of data.
Following Jørgensen et al. (1996) we use the meteorological variables as short -term covariates, entering the model via the observed process, and the air-pollution variables as long -term covariates, entering the model via the latent process. Provided that only the air-pollution variables are used as long -term, the latent process may be interpreted as the potential mortality in the population due to air pollution ( Jørgensen et al., 1996) . The latent process may be estimated by Kalman filter techniques, which is useful for diagnostic purposes.
Methods

Data
The data consist of daily death counts for people over the age of 65 in the city of São Paulo from January 1, 1991 to December 31, 1993 and the corresponding daily values of meteorological and air-pollution variables. The meteorological variables are temperature ( 8C ) and relative humidity ( %); the air-pollution variables are sulphur dioxide (SO 2 , g/m 3 ), particulates ( total suspended particulates, g/m 3 ), carbon monoxide ( CO, ppm ), ozone ( O 3 , ppb) and nitrogen dioxide ( NO 2 , g/m 3 ). All the covariates are daily averages of measurements taken at various locations around the city. Figure 1 shows time -series plots for the daily death counts and the meteorological variables and Figure 2 shows plots of the air-pollution variables. Also shown in Figure 2 is the secondary level of air quality, as established by IBAMA, the Brazilian agency that controls air pollution ( not available for NO 2 ). This is the level below which no negative health or environmental effects of the air pollutants are expected.
Some of the air pollution series have a few missing values. These were replaced by means of linear interpolation. However, the NO 2 series has a gap of 100 missing values, which were replaced using the predictor based on an ARIMA model fitted to the data before the gap. Previous analyses of these data do not mention how the missing values were replaced, thereby making comparison of the results difficult. In any case, a gap of 100 missing values means that the results concerning NO 2 should be interpreted with care, although ultimately this variable turned out to be insignificant in our analysis.
Statistical Model
We apply the state space model of Jørgensen et al. (1999) in our analysis. We now present the main features of this model and explain its interpretation.
Let Y t , t =1,. . .,n, denote the death count for day t, where n is the sample size. The counts Y t are Poisson observations driven by a univariate latent Markov process, t , t=0, 1,. . .,n, where 0 = 1 is a initializing constant. The counts are assumed to be conditionally independent given the latent process, and the conditional distribution depends only on t , as follows:
where Po( ) denotes the Poisson distribution with mean , a t = exp( x t T ), x t is a vector of time varying, short -term covariates and is a regression parameter. As short -term covariates we use, for example, the meteorological variables, which are assumed to have an immediate effect on the observed counts for a given value of the latent process t .
The latent process t is assumed to follow a gamma Markov process, defined by where Ga( , 2 ) denotes the gamma distribution with mean and coefficient of variation , b t =exp( Áz t T ), z t is a vector of time -varying, long -term covariates, Áz t = z t À z t À 1 denotes the increments of the long -term covariates, is a regression parameter and 2 is a dispersion parameter. We use the terminology ''long -term'' covariate because the latent gamma process has a carry -over effect from day to day, although this terminology should not be taken too literally.
The reason for using the increments of the long -term covariates and not the covariates themselves in (2 ) is that the increments of the long -term covariates enter the conditional distribution ( 2), so that an increase in the value of z t compared with z t À 1 should increase the conditional mean b t t À 1 compared with t À 1 . Similarly, if the long -term covariates remain constant from time tÀ 1 to t, then b t =1, and the conditional mean of the process is t À 1 , making the marginal mean of the process unchanged from time tÀ 1 to time t.
When passing to the marginal mean of the counts, we obtain a conventional log -linear model, as follows:
As far as the marginal mean goes, the long -term and short -term covariates are, hence, interchangeable, and we shall interpret the effects of the covariates mainly from the point of view of the marginal mean (3 ). However, because we use the air-pollution variables as long -term, and these covariates enter the model via the latent process, we may interpret the latent process as a latent ( or potential ) mortality caused by air pollution. This latent mortality then generates the actual death counts via the Poisson model ( 1), whose conditional mean, in turn, is affected by the short term covariates via the log -linear multiplier a t =exp( x t T ). We use a variety of diagnostic plots to check the assumptions of the model, in particular to check the correlation structure; see Jørgensen et al. (1996 Jørgensen et al. ( , 1999 for details. Some diagnostic plots are borrowed from timeseries analysis and some from generalized linear models. The expected values or fitted values are the estimated values of the mean (3 ), and the log -linear predictor is its log. The latent process is estimated using the Kalman smoother (based on all data ). In the (conditional ) filter residuals we use the Kalman filter (based on data up to time t À 1) to estimate the latent process because the filter residuals are uncorrelated over time. The uncorrelatedness of the filter residuals may be checked by plotting autocorrelation function ( ACF ) and partial ACF. The Kalman smoother is also useful for model checking because it tends to absorb the effects of missing covariates ( Skjøth and LundbyeChristensen, 1997 ) , making time series plots of the Kalman smoother useful for discovering such missing covariates.
Results
In the following analysis we begin with the same set of covariates as previously considered ( Singer and Conceição, 1994; Koyama, 1997 ) and then refine the model in five steps, illustrating the use of the diagnostic techniques mentioned above. Summaries of all six models considered are given in Tables 1 and 2 .
Model 1
The previous analysis included a four-season factor and dummy variables for humid days (>75% ), dry days ( < 57% ), hot days (>18.18C ) and cold days ( <148C), as well as the meteorological variables themselves and the airpollution variables ( Singer and Conceição, 1994; Koyama, 1997 ) . Following Jørgensen et al. ( 1996 ) , we take the airpollution variables as long -term and all others as short -term covariates. This gives our Model 1, which is summarized in the first column of Table 1 . None of the effects is individually significant at the 5% level. Wald's test for the set of air-pollution variables gives a value of 9.53 on 5 degrees of freedom, corresponding to a P value of 0.09. Figure 3 shows time series plots of fitted values, predicted values based on the estimated latent process, and the estimated latent process itself. Figure 4 shows plots of filter residuals against the log -linear predictor, predicted values against observed counts, and the ACF and partial ACF for the filter residuals. These plots indicate a lack of fit due to a missing cyclic component, which was overlooked in the previous analyses. This missing yearly cycle is picked up by the estimated latent process, as is evident in the third panel of Figure 3 , whereas the lack of fit as such is evident in the too low fitted values in the first panel of Figure 3 , and in the several significant values (less than À 0.059 ) of the ACF and partial ACF functions in Figure 4 .
Model 2
To Model 1 we now add a trend and a yearly cycle, cos( 2t /365 ) and sin( 2t/365 ) as short -term covariates.
The fitted values in Figure 5 show a better fit than the previous model, and the estimated latent process no longer shows any clear cyclic behavior. The ACF and partial ACF plots in Figure 6 now show most values within the asymptotic 95% bands except for lags 44 and 45. The residual plots in the top two panels of Figure 6 indicate an otherwise well-fitting model.
The Wald statistic for the air-pollution variables is 16.62 on 5 degrees of freedom, now indicating a significant effect of air pollution on mortality. None of the meteorological covariates is individually significant, but the combined effect of the covariates humidity, humdays and drydays is. The Wald statistic for the joint significance of these three covariates is 8.3 on 3 degrees of freedom, corresponding to a P value of 0.04. Hence, the effect of humidity is significant. The effect of temperature is also significant, since Wald's test for the combined effect of the covariates temperature, hotdays and coldays gives a value of 12.8 corresponding to a P value of 0.005. Wald's test for the joint significance of the seven dummy variables gives a value of 6.6 on 7 degrees of freedom. In order to obtain a more parsimonious model, we proceed to remove these variables from the model.
Model 3
After removing the dummy variables, we obtain Model 3, summarized in column 3 of Table 1 . Both temperature and humidity are highly significant and the Wald test for the air-pollution variables is also significant ( P value 0.01). The estimated latent process and the residual plots are similar to the previous model, and are not shown. In order to investigate the need for including lags for some of the covariates, we considered plots of the crosscorrelation function between the residuals and the covariates. These plots ( not shown ) suggest a possible need for lags for temperature and sulphur dioxide.
Model 4
We now add lags 1 to 3 for temperature as short -term and lags 1 to 3 of SO 2 as long -term covariates, as shown in the first column of Table 2 . The residual plots in Figure 7 show a well -fitting model, except for the significant autocorrelations at lags 44 and 45 already noticed above.
Lag 3 of SO 2 is significant and the estimate is negative. This negative association may be due to the temporal structure of the pollutant. If episodes last a few days, a high SO 2 concentration and associated high mortality today is likely to have been preceded by a low SO 2 concentration 3 days ago, thus yielding a negative correlation between mortality and lag 3 of SO 2 . However, in the next section we give a different interpretation of this phenomenon. The Wald statistic for the other air-pollution variables gives a value of 3.54 on 4 degrees of freedom, suggesting that SO 2 on its own is enough to explain the effect of air pollution. 
Model 5
Model 5 is obtained from Model 4 by removing the following air-pollution variables: particulates, CO, O 3 and NO 2 , leaving only lags 0 -3 of SO 2 . In particular, by leaving out the variable NO 2 we avoid any possible problems with the interpretation of this variable caused by the imputation mentioned in Methods Section. The dramatic change in the coefficient of lag 0 of SO 2 for the new model compared with Model 4 is probably due to a problem of multicollinearity between the various air pollution covariates.
Lags 0 and 3 of SO 2 are individually significant and their coefficients have opposite signs. Wald's test for lags 0 to 3 of SO 2 gives 13.813 with 3 degrees of freedom, corresponding to a P value of 0.0079. Hence, the covariate SO 2 is highly significant and its effect on today's death count depends on the SO 2 levels of today and the previous 3 days.
In order to understand the nature of the effect of SO 2 , we consider the following transformed variables for SO 2 : Here 'ave' represents the average SO 2 level for today and the previous 3 days, whereas the variables Álag 1 to Álag 3 measure the SO 2 increases 1, 2 or 3 days ago, respectively. These four variables are equivalent to lags 0 -3 of SO 2 and replace these in the analysis. The coefficients for the new variables are shown in Table 2 We interpret this as saying that an increase in the SO 2 level 3 days ago is associated with an increase in mortality today. Although we have kept trend in the model, this term is not significant.
Discussion
Our results confirm the significant association between air pollution on mortality found in the previous analysis of the same data (Singer and Conceição, 1994; Koyama, 1997 ) , but our final model is different in several aspects. We have included a yearly cycle, we use the meteorological variables themselves instead of dummy variables, and we are able to express the effect of air pollution solely in terms of SO 2 . The effect of SO 2 , according to our final fitted model, is that a 10 g/m 3 increase in the SO 2 level 3 days ago gives an increase in today's death count of 2.40% ( ± 0.68% ). The most likely interpretation is that it is an effect that may reduce the life span of already frail individuals by a few days. This hypothesis deserves further investigation. Both humidity and up to lag 3 of temperature are significant. Our main conclusion is in agreement with other recent findings that there is an association between air pollution and mortality (Saez et al., 1999; Dominici et al., 2000 ) . The results are also in agreement with a previous study of air pollution and mortality for people over 65 years old in São Paulo based on data collected shortly before ours ( Saldiva et al., 1995 ) . In studies such as ours involving several airpollution variables, problems with multicollinearity between the variables often make it difficult to assign the air pollution effect to a single variable or combination of variables with any reasonable degree of certainty. However, our analysis unambiguously points to a linear combination of the first few lags of SO 2 as responsible for the effect. The reason for the importance of SO 2 in our study may be related to the particular composition of the air pollution in São Paulo, which is mainly generated by vehicle exhausts. However, the exact mechanism behind the relationship remains open to speculation, and our results do not say anything about the possible long -term cumulative effects of air pollution.
