Abstract. The existence of solutions to the Dirichlet problem for the compressible linearized Navier-Stokes system is proved in a class such that the velocity vector belongs to W 2,1 r with r > 3. The proof is done in two steps. First the existence for local problems with constant coefficients is proved by applying the Fourier transform. Next by applying the regularizer technique the existence in a bounded domain is shown.
Introduction. In a bounded domain Ω in R
3 with boundary S we consider the initial-boundary value problem for the compressible linearized Navier-Stokes system: (1.1)
where u(x, t) = (u 1 (x, t), u 2 (x, t), u 3 
(x, t)) is the velocity vector, η(x, t) the density, µ, ν constant positive viscosity coefficients and A(x, t), B(x, t), C(x, t) positive functions from
We prove the existence of solutions for system (1.1). The main result of this paper is the following The proof of Theorem 1 is divided into two steps. In the first step the existence for the corresponding local problems with constant coefficients is proved by applying the Fourier transform. In the second step the regularizer technique is used to prove the existence in a bounded domain and with nonvanishing initial data.
In the first step after localizing system (1.1) and freezing its coefficients we apply the Fourier transform to obtain a system of ordinary differential equations. Solving them explicitly we estimate them directly applying the Marcinkiewicz theorem [2, 3] . Hence we omit the difficulties with constructing and estimating the corresponding potentials.
Our estimates are new, quite simple and original. We think that it is an interesting direction.
Notation.
In our considerations we will need the anisotropic Sobolev spaces W m,n r (Q T ) where m, n ∈ R + ∪ {0}, r ≥ 1 and Q T = Q × (0, T ) with the norm
is the integral part of α, and
x s where l = (l 1 , . . . , l s ) is a multiindex. If Q is a manifold the above norms are defined by using a partition of unity.
In the case when Q T = R s × R we can apply the Fourier transform and
where u(ξ, ξ 0 ) is the Fourier transform of u(x, t),
and F
−1
the inverse transform
We also define the space V (Q T ) as the closure
. In the proof we will use the following results.
Theorem 2.1 (Marcinkiewicz theorem; see [3] ). Suppose that the function Φ : R m → C is smooth enough and there exists M > 0 such that for every x ∈ R m we have
Then the operator
Proposition 2.2 (see [5] [1] 
for all ε ∈ (0, 1).
Next we have
, where in the last inequality we use u| t=0 ≡ 0. From (2.4) and (2.5) we get the assertion.
During our considerations we will use well known results such as the imbedding theorems for Sobolev spaces. All constants are denoted by c.
3. Problem in the half space. We consider the linear system (3.1)
in the half space x 3 ≥ 0. To solve (3.1) we need some results for the heat equation.
To simplify the considerations we assume that all the given data are smooth. The desired result will follow by a limit passage.
We examine the following problem in the half space: 
),
Proof. First we consider (3.2) in the homogeneous case:
). Applying the Fourier transform to (3.4) 1 yields
where r = iξ 0 /(µ + ν) + |ξ | 2 , and using (3.4) 4 we get a solution of (3.4):
We have to show that w ∈ W 
.
Here we only estimate ∂ 3 w, which was not explicitly given in [4] . We have
Estimates for |ξ |
2
(e −r x 3 /r)φ can be found in [4] or deduced from (3.5). Here we examine only
where
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We know that dt Γ t = 0, so we have
Then we have
where (3.10)
where r * = r/(r − 1). We consider the last integral
For finiteness of J 1 we need −3 + mr
Thus we get (3.13)
We have
we have to examine
we get
J 2 is independent of t if
From (3.12) and (3.16) we can find m. Then by (3.14) and (3.10),
t α and by (3.15) and (2.1) we get
The case of I 2 is almost the same. Thus by Theorem 2.1 we obtain
), which together with the results of [4] gives
To finish the proof of Lemma 3.1 we have to consider problem (3.2) in the whole space 
From (3.20) we see that
To solve (3.2) we consider the solution in the form
where w 2 is the solution of problem (3.19) and w 1 is the solution of problem (3.4) with φ = w 0 − w 2 | x 3 =0 . From (3.18) and (3.22) we get (3.3).
. Then there exists a unique solution of the problem (3.24)
T ) and the following estimate holds:
).
Proof. The proof is an easy consequence of the proof of Lemma 3.1.
Using Lemmas 3.1 and 3.2 we show the following result.
. Then there exists a unique solution of the problem 
, where
Proof. To solve (3.26) we apply the Fourier-Laplace transform
where s = γ + iξ 0 with γ > 2ab/(µ + ν).
Note. The above transformation can be treated as the Fourier transform because we are interested in the results which are local in time. Thus we will be able to use the relation
After taking the Fourier-Laplace transform, (3.26) 1,2 reads
and after some calculations we get (3.26) in the form (3.28)
where 
To compute φ i we use the boundary condition (3.28) 5 (3.30)
From (3.30) we get
Now we assume that g 1 = g 2 = 0 (other cases are similar). Then which follows from arg(λ 3 − r ) ∈ (−π/2, π/2) and Re(λ 3 − r ) > 0 with γ > 2ab/(µ + ν), and since we also have
where j k = 0 or 1, it follows that
. Thus by (3.33)-(3.35) we see that Ξ satisfies the conditions for multipliers, and by Theorem 2.1 we get
We have to show the regularity in x 3 . We have
G 1 can be estimated in the same way as for the x regularity. So we treat only G 2 :
and one can see that
Thus we get q ∈ W .
We show this for one term:
, where 
. Taking divergence of (3.44) 1 and setting w = div v we get (3.45)
where f ∈ L r (D 
Thus we reduce problem (3.44) to (3.47)
. Now by Lemma 3.2 we get from problem (3.47) a solution of problem (3.26) and from (3.26) 2 we obtain ∇η t ∈ L r (D 4 T ) and we show (3.27). Hence the proof of Lemma 3.3 is finished.
Next we consider (3.1) in the whole space:
) and the following estimate holds:
To solve (3.48) we apply the Fourier transform
where s = iξ 0 . In these terms (3.48) reads (3.50)
From (3.51) we express the solution by the formula 
is defined by (here r
Using (3.52) and (3.53) we can reduce (3.48) to a parabolic system and easily get (3.49).
Lemmas 3.3 and 3.4 gives the result of this section.
and the following estimate holds:
Problem in a bounded domain.
To solve problem (1.1) in a bounded domain Ω we have to define a partition of unity. We take two collections of open sets:
We assume that sup
be a smooth function such that 0 ≤ ζ (k) ≤ 1 and ζ
We denote by ξ
for k ∈ M, and of ω (k) ∩S for k ∈ N . Let us consider a local coordinate system y = (y 1 , y 2 , y 3 ) with center at ξ (k) . If k ∈ N then the boundary part S (k) = S ∩ Ω (k) is described by y 3 = F (y 1 , y 2 ). We choose the local system such that F (0) = 0 and
as well as
with 0 < α < 1 − 3/r and |∇F | ≤ cλ α .
Now we can transform Ω (k)
into the halfspace by
be a transformation to the local coordinates y which consists of translations and rotations.
We introduce the following notation:
In this section we obtain the existence for the following problem:
To estimate the operator T we apply Propositions 2.3 and 2.4:
To estimate the last term we note that
The same holds for the operator L 2 . Summing up (4.5)-(4.10) we get (4.11)
T ≤ cβ.
where W is a bounded operator with small norm if β is small enough.
Proof. We have ),
if T is small enough.
Proof. First we take small λ and T ≤ T * (λ) (see (4. 3)) such that β is so small that (see (4.11) and (4.13)) (4.15)
T < 1/2, W < 1/2.
Then from (4.4) and (4.12), that is, 
