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Abstract. We introduce the notion of a four-angle H-Hopf module
for a Hom-Hopf algebra (H,β) and show that the category HHM
H
H
of four-angle H-Hopf modules is a monoidal category with either a
Hom-tensor product ⊗H or a Hom-cotensor product ✷H as a monoidal
product. We study the category YDHH of Yetter-Drinfel’d modules
with bijective structure map can be organized as a braided monoidal
category, in which we use a new monoidal structure and prove that
if the canonical braiding of the category YDHH is symmetry then
(H,β) is trivial. We then prove an equivalence between the monoidal
category ( HHM
H
H ,⊗H) or (
H
HM
H
H ,✷H) of four-angle H-Hopf modules,
and the monoidal category YDHH of Yetter-Drinfel’d modules, and
furthermore, we give a braiding structure of the monoidal categorys
( HHM
H
H ,⊗H) (and (
H
HM
H
H ,✷H)). Finally, we prove that when (H,β) is
finite dimensional Hom-Hopf algebra, the category HHM
H
H is isomorphic
to the representation category of Heisenberg doubleH∗op⊗H∗#H⊗Hop.
Keywords: Hom-Hopf algebra; Four-angle Hopf module; Yetter-
Drinfel’d module; Braided monoidal category; Heisenberg double.
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Introduction
Hom-type structures play an important role in physics. In [8], Hartwig et al. first
introduced the Hom-Lie algebras to investigate the structures on some q-deformations of
Witt and Virasoro algebras, in which the Jacobi identity is twisted by a endomorphism.
In [12], Makhlouf and panaite gave the notation of Hom-associative algebra and extended
∗Corresponding author: shuanhwang@seu.edu.cn
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usual functor between the categoried of Lie algebras and associative algebras to Hom-
setting. In [22], Yau provided the construction of the free Hom-associative algebra and the
enveloping algebra of a Hom-Lie algebra. Since then, Hom-analogues of various classical
structures and results have been introduced and discussed by many authors (see [1, 5, 6,
19]). All these generalizations coincide with the usual definitions when the structure map
equals the identity.
The category of Yetter-Drinfel’d modules is one of the important categories of modules
in the theory of Hopf algebras. The category is indeed a braided monoidal category under
some suitable assumption. Via the braiding structures the notion of Yetter-Drinfel’d
module plays an important role in the relations between knot theory and quantum group.
A (right) Hopf module over Hopf algebra H is a (right) H-module and a (right) H-
comodule satisfying a compatibility condition which is very different from the one defining
a right-right Yetter-Drinfel’d module. The definition of Hopf module is best understood by
the fundamental theorem of Hopf modules (see [17]). In [21], Woronowicz reinvented Hopf
modules (and the fundamental theorem) to study differential calculi over quantum groups.
In [18], Schauenburg extended the fundamental theorem of Hopf modules to a monoidal
equivalence between the category of two-sided two-cosided Hopf modules over H, and the
category of Yetter-Drinfel’d module over H. Additionally, the equivalence is a monoidal
one if we endow the category of Yetter-Drinfel’d structures with tensor product over k,
and the category of two-sided two-cosided Hopf modules with either the tensor product or
the cotensor product (see [4]) over H. In [26], Zhang and Wang give a new approach to
braided monoidal category by generalizing one of Schauenburg’s main results in the setting
of Hopf quasigroups. soon afterwards, The same result are given in the setting of Hopf
coquasigroups (see [7]), which is dual to [26]. In [14], Makhlouf and Panaite constructed
the definition of Yetter-Drinfel’d module over Hom-bialgebra and show that the category
of Yetter-Drinfel’d module is a quasi-braided pre-tensor category in two different ways.
A natural question to ask is whether the main theorem in [18] still holds in the setting
of Hom-Hopf algebras.
This paper is organized as follows: In section 1, we recall the definitions and properties
of Hom-type structures and braided monoidal category. Let (H,β) be a Hom-Hopf alge-
bras. In section 2, we give the definition of four-angle H-Hopf module over H and show
that the categoryHHM
H
H of four-angle H-Hopf modules over H with bijective structure map
has two structures of a monoidal category, the tensor structure of (M, ζM ), (N, ζN ) ∈
H
HM
H
H
being defined byM⊗HN orM✷HN . In section 3, we recall the notation of Yetter-Drinfel’d
modules over H and prove that the category YDHH is braided monoidal category, where the
monoidal structure is redefined. Furthermore, we prove that If the canonical braiding of
the category YDHH is symmetry then (H,β) is trivial. In section 4, we first show that the
equivalence of monoidal categories between the category of right-right Yetter-Drinfel’d
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modules over H with bijective structure map, and the category of four-angle H-Hopf
modules over H with bijective structure map, with either ⊗H or ✷H as product structure,
which generalizes the main theorem in [18]. Finally, we define the braiding structure of the
monoidal categorys (HHM
H
H ,⊗H) (and (
H
HM
H
H ,✷H)). In section 5, we prove that if (H,β)
is finite dimensional Hom-Hopf algebra, then there is a bijective between the category
H
HM
H
H of four-angle H-Hopf modules and the representation categoryH∗op⊗H∗#H⊗HopM of
Heisenberg double of H∗op ⊗H∗ which is a generalization of the main theorem in [3, 20].
1 preliminaries
Amonoidal category C = (C,⊗,I, a, l, r) is a category C equipped with a tensor product
functor ⊗ : C × C −→ C, with a tensor unit object I ∈ C, with an associativity constraint
isomorphism a = aU,V,W : (U ⊗ V )⊗W −→ U ⊗ (V ⊗W ) for any objects U, V,W ∈ C, a
left unit constraint l = lU : I ⊗U −→ U and a right unit constraint r = rU : U ⊗I −→ U ,
for any object U ∈ C, such that the pentagon axiom aU,V,W⊗X ◦aU⊗V,W,X = (U⊗aV,W,X)◦
aU,V⊗W,X ◦ (aU,V,W ⊗X) and the triangle axiom (U ⊗ lV ) ◦aU,I,V = (rU ⊗V ) hold, for any
objects U, V,W,X ∈ C. A monoidal category C is strict if all the constraints are identities.
Definition 1.1. ([9]). A braiding of a monoidal category C is a family of natural isomor-
phisms c = cV,W : V ⊗W −→ W ⊗ V such that the following conditions hold
cU,V⊗W = a
−1
V,W,U ◦ (V ⊗ cU,W ) ◦ aV,U,W ◦ (cU,V ⊗W ) ◦ a
−1
U,V,W , (1.1)
cU⊗V,W = aW,U,V ◦ (cU,W ⊗ V ) ◦ a
−1
U,W,V ◦ (U ⊗ cV,W ) ◦ aU,V,W , (1.2)
for any U, V,W ∈ C, where a is the associativity constraint in the monoidal category C.
Note that a braided monoidal category is a monoidal category C with a braiding.
In the following, we will introduce the definitions and properties about Hom-type
structures.
Definition 1.2. ([15]). A Hom-algebra is a quadruple (A,m, η, ζA), in which A is a linear
space, ζA : A −→ A, m : A ⊗ A −→ A and η : k −→ A are linear maps, with notations
m(a⊗ a′) = aa′ and η(1k) = 1A, such that, for any a, b, c ∈ A:

ζA(ab) = ζA(a)ζA(b), ζA(a)(bc) = (ab)ζA(c),
ζA(1A) = 1A, 1Aa = a1A = ζA(a).
We call ζA the structure map of A.
A morphism of Hom-algebras is a linear map f : A −→ A′ such that ζA′ ◦ f = f ◦ ζA,
f(1A) = 1A′ and f(ab) = f(a)f(b), for any a, b ∈ A.
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Definition 1.3. ([23, 24]). Let (A, ζA) be a Hom-algebra. A left A-module is a triple
(M, ζM , α), in which M is a linear space, ζM :M −→M and α : A⊗M −→M are linear
maps, with notation α(a⊗m) = a ·m, such that, for any a ∈ A and m ∈M :
ζA(a) · (b ·m) = (ab) · ζM (m), (1.3)
ζM (a ·m) = ζA(a) · ζM (m), (1.4)
1A ·m = ζM (m). (1.5)
Similarly, we can define the right A-module. A morphism of left A-modules is a linear
map f : M −→ N such that ζN ◦ f = f ◦ ζM and f(a ·m) = a · f(m), for any a ∈ A and
m ∈M .
Definition 1.4. ([15]). A Hom-coalgebra is a quadruple (C,∆, ε, ζC ), in which C is a
linear space, ζC : C −→ C, ∆ : C −→ C ⊗ C and ε : C −→ k are linear maps, with
notation ∆(c) = c1 ⊗ c2, such that, for any c ∈ C:

∆(ζC(c)) = ζC(c1)⊗ ζC(c2), ζC(c1)⊗∆(c2) = ∆(c1)⊗ ζC(c2),
ε ◦ ζC = ε, ε(c1)c2 = ζC(c) = c1ε(c2).
A morphism of Hom-coalgebras is a linear map f : C −→ C ′ such that ζC′ ◦f = f ◦ ζC ,
εC′ ◦ f = εC and ∆C′ ◦ f = (f ⊗ f) ◦∆C .
Definition 1.5. ([13, 25]). Let (C, ζC) be a Hom-coalgebra. A left C-comodule is a triple
(M, ζM , ρ, ), in which M is a linear space, ζM :M −→M and ρ :M −→ C⊗M are linear
maps, with notation ρ(m) = m[−1] ⊗m[0], such that, for any c ∈ C and m ∈M :

ρ(ζM (m)) = ζM (m[−1])⊗ ζC(m[0]), ε(m[−1])m[0] = ζM (m),
ζM (m[−1])⊗ [m[0][−1] ⊗m[0][0]] = [m[−1]1 ⊗m[−1]2]⊗ ζC(m[0]).
Similarly, we can define the right C-comodule. A morphism of left C-comodule is a
linear map f :M −→ N such that ζN ◦ f = f ◦ ζM and ρ
N ◦ f = (C ⊗ f) ◦ ρM .
Definition 1.6. ([13, 25]). A Hom-bialgebra is a sextuple (H,m, η,∆, ε, β), in which
(H,m, η, β) is a Hom-algebra and (H,∆, ε, β) is a Hom-coalgebra such that, for any h, h′ ∈
H: 

∆(hh′) = h1h
′
1 ⊗ h2h
′
2, ∆(1H) = 1H ⊗ 1H ,
ε(hh′) = ε(h)ε(h′), ε(1H) = 1k.
Definition 1.7. ([13]). A Hom-Hopf algebra is a Hom-bialgebra (H,β) endowed with a
linear map S : H −→ H, called the antipode, such that, for any h ∈ H:

S(h1)h2 = ε(h)1H = h1S(h2),
S ◦ β = β ◦ S,
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Remark 1.8. As the consequences of the axiom above. For any h, g ∈ H, we have

S(hg) = S(g)S(h), S(1H) = 1H ,
∆(S(h)) = S(h2)⊗ S(h1), ε ◦ S = ε.
Definition 1.9. Let (A, ζA) and (B, ζB) be two Hom-algebras, M a linear space and
ζM : M → M a linear map. Then (M, ζM ) is called an (A,B)-bimodule if (M, ζM ) is
a left A-module and a right B-module, with notations A ⊗M → M,a ⊗m 7→ a ·m and
M ⊗B →M,m⊗ b 7→ m · b, such that, for any a ∈ A and b ∈ B:
ζA(a) · (m · b) = (a ·m) · ζA(b). (1.6)
If (B, ζB) = (A, ζA) as Hom-algebra, then (M, ζM ) defined above is called an A-
bimodule (see [15]).
Definition 1.10. Let (C, ζC) and (D, ζD) be two Hom-coalgebras, M a linear space and
ζM : M → M a linear map. Then (M, ζM ) is called an (C,D)-bicomodule if (M, ζM )
is a left C-comodule and a right D-comodule, with notations ρlM : M → C ⊗M,m 7→
m[−1] ⊗m[0] and ρ
r
M :M →M ⊗D,m 7→ m(0) ⊗m(1), such that:
ζC(m[−1])⊗m[0](0) ⊗m[0](1) = m(0)[−1] ⊗m(0)[0] ⊗ ζD(m(1)). (1.7)
If (D, ζD) = (C, ζC) as Hom-coalgebra, then (M, ζM ) defined above is called an C-
bicomodule (see [11]).
2 Four-angle Hopf modules
In this section, we introduce the concept of four-angle Hopf modules and equip the
category of four-angle Hopf modules with two monoidal structure.
Definition 2.1. Let (H,β) be a Hom-Hopf algebra , M a linear space and ζM :M →M
a linear map. Then (M, ζM ) is called a left-left H-Hopf module if
(i) (M, ζM , ·) is a left H-module;
(ii) (M, ζM , ρ) is a left H-comodule;
(iii) the following compatibility condition holds
(h ·m)[−1] ⊗ (h ·m)[0] = h1m[−1] ⊗ h2 ·m[0], (2.1)
for any h ∈ H and m ∈M .
As above, we can also define the left-right, right-left, and right-right H-Hopf modules
as follows.
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Definition 2.2. Let (H,β) be a Hom-Hopf algebra, M a linear space and ζM : M → M
a linear map. Then
(1) (M, ζM ) is called a left-right H-Hopf module if (M, ζM ) is both a left H-module and
a right H-comodule such that the compatibility condition holds:
(h ·m)(0) ⊗ (h ·m)(1) = h1 ·m(0) ⊗ h2m(1), (2.2)
for any h ∈ H and m ∈M .
(2) (M, ζM ) is called a right-left H-Hopf module if (M, ζM ) is both a right H-module
and a left H-comodule such that the compatibility condition holds:
(m · h)[−1] ⊗ (m · h)[0] = m[−1]h1 ⊗m[0] · h2, (2.3)
for any h ∈ H and m ∈M .
(3) (M, ζM ) is called a right-right H-Hopf module if (M, ζM ) is both a right H-module
and a right H-comodule such that the compatibility condition holds:
(m · h)(0) ⊗ (m · h)(1) = m(0) · h1 ⊗m(1)h2, (2.4)
for any h ∈ H and m ∈M .
Remark 2.3. Note that Definition 2.2 (3) is different from Hom-Hopf module in [2].
Let (H,β) be a Hom-Hopf algebra such that β is bijective. We can denote the category
of Hopf modules byHHM,HM
H ,HMH and M
H
H . Take M
H
H whose objects are all right-right
H-Hopf modules (M, ζM ) over H, with ζM bijective; the morphisms in the category are
morphisms of right H-modules and a right H-comodules.
Example 2.4. Let (H,β) be a Hom-Hopf algebra.
(1) Let V be a linear space and ζV : V → V a linear map. Then (H ⊗ V, β ⊗ ζV ) is a
left-left H-Hopf module with the following structures:

h · (g ⊗ v) = hg ⊗ ζV (v)
ρlH⊗V (g ⊗ v) = g1 ⊗ g2 ⊗ ζV (v)
for any h, g ∈ H and v ∈ V .
(2) (H ⊗H,β ⊗ β) is a left-left H-Hopf module with the following structure:

h · (g ⊗ k) = hg ⊗ β(k)
ρlH⊗H(g ⊗ k) = g1 ⊗ g2 ⊗ β(k)
for any h, g, k ∈ H.
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Lemma 2.5. Let M be a linear space and ζM ∈ Aut(M) (called the set of all automor-
phisms of M). Then the following statements are equivalent:
(i) (M, ζM ) is an H-bimodule in
H
M.
(ii) (M, ζM ) is a left H-comodule inHMH .
(iii) (M, ζM ) is an H-bimodule and a left H-comodule such that (M, ζM ) ∈
H
MH and
(M, ζM ) ∈
H
HM
We call (M, ζM ) a two-sided H-Hopf module and denote by
H
HMH the category of these
objects with morphisms are left and right linear and left colinear. In the same manner,
we can define the categoryHM
H
H .
Similarly, we can define the category HHM
H (and HMHH) which is called a two-cosided
H-Hopf module.
Lemma 2.6. Let M be a linear space and ζM ∈ Aut(M). Then the following statements
are equivalent:
(i) (M, ζM ) is an H-bimodule in
H
M
H .
(ii) (M, ζM ) is an H-bicomodule in HMH .
(iii) (M, ζM ) is an H-bimodule and an H-bicomodule such that (M, ζM ) ∈
H
HM,HM
H ,
H
MH ,M
H
H .
We call (M, ζM ) a four-angle H-Hopf module and denote by
H
HM
H
H the category of
these objects with morphisms are linear and colinear on both sides.
In the following, we will give two structures of a monoidal category of four-angle H-
Hopf modules. First, one introduce the first structure. Let (M, ζM ) and (N, ζN ) be two
four-angle H-Hopf modules over H with bijective structure map. The Hom-tensor product
(M ⊗H N, ζM ⊗ ζN ) of (M, ζM ) and (N, ζN ) is defined by
M ⊗H N := {m⊗ n ∈M ⊗N | m · h⊗ ζN (n) = ζM (m)⊗ h · n,∀ h ∈ H}.
Proposition 2.7. Let (H,β) be a Hom-Hopf algebra such that β is bijective and assume
that (M, ζM ) and (N, ζN ) are two four-angle H-Hopf modules over H, Then (M⊗HN, ζM⊗
ζN ) ∈
H
HM
H
H with the structures as follows:
h · (m⊗ n) = h ·m⊗ ζN (n),
ρl(m⊗ n) = β−1(m[−1])β
−1(n[−1])⊗m[0] ⊗ n[0],
(m⊗ n) · h = ζM (m)⊗ n · h,
ρr(m⊗ n) = m(0) ⊗ n(0) ⊗ β
−1(m(1))β
−1(n(1)),
where h ∈ H and m⊗ n ∈M ⊗H N .
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Proof. First, we check that the actions stated are well defined. For any h, g ∈ H and
m⊗ n ∈M ⊗H N , we have
h · (m · g ⊗ ζN (n)) = h · (m · g)⊗ ζ
2
N (n)
= (β−1(h) ·m) · β(g)⊗ ζ2N (n)
= h · ζM (m)⊗ β(g) · ζN (n)
= h · (ζM (m)⊗ g · n)
Thus h · (m⊗n) ∈M ⊗H N . Similarly, we have (m⊗n) · h ∈M ⊗H N . It is easy to show
that M ⊗H N is both an (H,β)-bimodule and an (H,β)-bicomodule.
Finally, we verify the four compatibility conditions Eq.(2.1), (2.2), (2.3) and (2.4). For
any h, g ∈ H and m⊗ n ∈M ⊗H N , we have
ρl(h · (m⊗ n)) = ρl(h ·m⊗ ζN (n))
= β−1[(h ·m)[−1]β(n[−1])]⊗ (h ·m)[0] ⊗ ζN (n[0])
= β−1(h1m[−1])n[−1] ⊗ h2 ·m[0] ⊗ ζN (n[0])
= h1β
−1(m[−1]n[−1]))⊗ h2 · [m[0] ⊗ n[0]]
= h1(m⊗ n)[−1] ⊗ h2 · (m⊗ n)[0].
ρl((m⊗ n) · h) = ρl(ζM (m)⊗ n · h)
= β−1[β(m[−1])(n · h)[−1])]⊗ ζ(m[0])⊗ (n · h)[0]
= m[−1]β
−1[n[−1]h1]⊗ ζ(m[0])⊗ n[0] · h2
= β−1[m[−1]n[−1]]h1 ⊗ (m[0] ⊗ n[0]) · h2
= (m⊗ n)[−1]h1 ⊗ (m⊗ n)[0] · h2.
ρr(h · (m⊗ n)) = ρr(h ·m⊗ ζN (n))
= (h ·m)(0) ⊗ ζN (n(0))⊗ β
−1[(h ·m)(1)β(n(1))]
= h1 ·m(0) ⊗ ζN (n(0))⊗ β
−1(h2m(1))n(1)
= h1 · [m(0) ⊗ n(0)]⊗ h2(β
−1(m(1))n(1))
= h1 · (m⊗ n)(0) ⊗ h2(m⊗ n)(1).
ρr((m⊗ n) · h) = ρr(ζM (m)⊗ n · h)
= ζM (m(0))⊗ (n · h)(0) ⊗ β
−1[β(m(1))(n · h)(1)]
= ζM (m(0))⊗ n(0) · h1 ⊗m(1)β
−1(n(1)h2)
= [m(0) ⊗ n(0)] · h1 ⊗ β
−1(m(1)n(1))h2
= (m⊗ n)(0) · h1 ⊗ (m⊗ n)(1)h2.
This completes the proof.
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Proposition 2.8. Let (H,β) be a Hom-Hopf algebra such that β is bijective and assume
that (M, ζM ), (N, ζN ) and (P, ζP ) are three four-angle H-Hopf modules over H, with
notation as above. Define the linear map, for any m ∈M , n ∈ N and p ∈ P ,
a˜M,N,P : (M ⊗H N)⊗H P →M ⊗H (N ⊗H P ), a˜M,N,P ((m⊗ n)⊗ p) = m⊗ (n⊗ p).
Then a˜M,N,P is an isomorphism of H-modules and H-comodules on both sides.
The proof is straightforward.
Proposition 2.9. Let (H,β) be a Hom-Hopf algebra such that β is bijective and assume
that (M, ζM ) is a four-angle H-Hopf module over H, Then as four-angle H-Hopf modules
M ⊗H H ≃M ≃ H ⊗H M,
where (H,β) be a four-angle H-Hopf module with its multiplication and comultiplication.
Proof. According to Proposition 2.7, the structures of M ⊗H H is defined as follows
h · (m⊗ g) = h ·m⊗ β(g),
ρl(m⊗ g) = β−1(m[−1]g1)⊗m[0] ⊗ g2,
(m⊗ g) · h = ζM (m)⊗ gh,
ρr(m⊗ g) = m(0) ⊗ g1 ⊗ β
−1(m(1)g2),
for any m ∈M and h, g ∈ H.
We define r˜ :M⊗HH →M bym⊗g 7→ mε(g) and r˜
′ :M →M⊗HH by m 7→ m⊗1H .
First, one verifies that r˜ ◦ r˜′ = id and r˜′ ◦ r˜ = id. For any m ⊗ g ∈ M ⊗H H, one have
m⊗ g = ζ−1(m) · β−1(g) ⊗ 1. Thus
r˜ ◦ r˜′(m) = r˜(m⊗ 1H) = m
and
r˜′ ◦ r˜(m⊗ g) = r˜′ ◦ r˜(ζ−1(m) · β−1(g) ⊗ 1) = r˜′(ζ−1(m) · β−1(g)) = m⊗ g
Finally, it is easy to check that r˜ is a map of H-modules and H-comodules on both
sides. Thus r˜ is an isomorphism of four-angle H-Hopf modules. Similarly, we can get
M ≃ H ⊗H M by checking that the map
l˜ : H ⊗H M →M,g ⊗m 7→ ε(g)m
is an isomorphism.
By the definition of monoidal category and Proposition 2.7, 2.8 and 2.9. we can easily
obtain that the category HHM
H
H is a monoidal category with the unit object (H,β).
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Proposition 2.10. Let (H,β) be a Hom-Hopf algebra such that β is bijective. Then
(HHM
H
H , ⊗H ,H, a˜, r˜, l˜) is a monoidal category.
Now, we describe the second structure of a monoidal category, which can be view as a
dual of the first one. Let (M, ζM ) and (N, ζN ) be two four-angle H-Hopf modules over H
with bijective structure map. The Hom-cotensor product (M✷HN, ζM ⊗ ζN ) of (M, ζM )
and (N, ζN ) is defined by
M✷HN := {m⊗ n ∈M ⊗N | ρ
r(m)⊗ ζN (n) = ζM (m)⊗ ρ
l(n)}. (2.5)
Lemma 2.11. Let (C, ζC) and (D, ζD) be two Hom-coalgebras and suppose that (N, ζN )
is a (C,D)-bicomodule.
(1) If (P, ζP ) is a left D-comodule then the map
ρl : N✷DP → C ⊗N✷DP : n⊗ p 7→ n[−1] ⊗ n[0] ⊗ ζP (p) (2.6)
give a left C-comodule structure to N✷DP and N✷DP is a C-subcomodule of N⊗P .
(2) If (M, ζM ) is a right C-comodule then the map
ρr :M✷CN →M✷CN ⊗D : m⊗ n 7→ ζM(m)⊗ n(0) ⊗ n(1) (2.7)
give a right D-comodule structure to M✷CN and M✷CN is a right D-subcomodule
of M ⊗N .
The proof is straightforward.
Lemma 2.12. With the structure described above Lemma we have the associativity of
Hom-cotensor product:
(M✷CN)✷DP ∼=M✷C(N✷DP ),
where ζM ∈ Aut(M), ζN ∈ Aut(N) and ζP ∈ Aut(P ).
Proof. First, we define
φ : (M✷CN)✷DP →M✷C(N✷DP ) : (m⊗ n)⊗ p 7→ m⊗ (n⊗ p)
ψ :M✷C(N✷DP )→ (M✷CN)✷DP : m⊗ (n⊗ p) 7→ (m⊗ n)⊗ p.
First, we show that φ((m ⊗ n) ⊗ p) ⊆ M✷C(N✷DP ). According to Eq.(2.5), (2.7) and
(m⊗ n)⊗ p ∈ (M✷CN)✷DP , we have
ζM (m)⊗ n(0) ⊗ n(1) ⊗ ζP (p) = ζM (m)⊗ ζN (n)⊗ p[−1] ⊗ p[0].
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Applying ζ−1M ⊗N ⊗D ⊗ P to both sides of the above equality, we get
m⊗ n(0) ⊗ n(1) ⊗ ζP (p) = m⊗ ζN (n)⊗ p[−1] ⊗ p[0].
Thus m⊗ (n⊗ p) ∈M ⊗ (N✷DP ).
According to Eq.(2.5) and (m⊗ n)⊗ p ∈ (M✷CN)⊗ P , we have
ζM (m)⊗ n[−1] ⊗ n[0] ⊗ p = m(0) ⊗m(1) ⊗ ζN (n)⊗ p.
Applying M ⊗ C ⊗N ⊗ ζP to both sides of the above equality, we get
ζM(m)⊗ n[−1] ⊗ n[0] ⊗ ζP (p) = m(0) ⊗m(1) ⊗ ζN (n)⊗ ζP (p).
Thus m⊗ (n⊗ p) ∈M✷C(N✷DP ).
Similarly, we can verify that ψ(m⊗ (n ⊗ p)) ⊆ (M✷CN)✷DP .
Finally, we can easily check that ψ ◦ φ = id and φ ◦ ψ = id.
As a dual of the result of Proposition 2.10, by Lemma 2.3 and 2.4, we can get the
following consequence.
Proposition 2.13. Let (H,β) be a Hom-Hopf algebra such that β is bijective. Then
(HHM
H
H , ✷H ,H, â, l̂, r̂) is a monoidal category with the following structures: for any m ∈M
and h, g ∈ H:
(1) Its tensor structure is defined by
h · (m✷n) = β−1(h1) ·m⊗ β
−1(h2) · n, ρ
l(m✷n) = m[−1] ⊗m[0] ⊗ ζN (n),
(m✷n) · h = m · β−1(h1)⊗ n · β
−1(h2), ρ
r(m✷n) = ζM (m)⊗ n(0) ⊗ n(1).
(2) Its unit object is (H,β).
(3) Its associativity constraint is
âM,N,P : (M✷HN)✷HP →M✷H(N✷HP ), âM,N,P ((m⊗ n)⊗ p) = m⊗ (n⊗ p).
(4) Its left unit constraint is
l̂ : H✷HM →M, l̂(g ⊗m) = ε(g)m.
(5) Its right unit constraint is
r̂ :M✷HH →M, r̂(m⊗ g) = ε(g)m.
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3 Yetter-Drinfel’d modules for Hom-bialgebras
In this section, we first recall the definition of Yetter-Drinfel’d modules over Hom-
bialgebras. Then, one will give a new structure of a monoidal category of Yetter-Drinfel’d
modules, which is different from the two forms defined as in [14].
Definition 3.1. (see [14]) Let (H,β) be a Hom-bialgebra, V a linear space and ζV : V → V
a linear map. Then (V, ζV ) is called a right-right Yetter-Drinfel’d module over H if
(i) (V, ζV , ⊳) is a right H-module;
(ii) (V, ζV , ρ) is a right H-comodule;
(iii) the following compatibility condition holds
(v ⊳ h2)(0) ⊗ β
2(h1)(v ⊳ h2)(1) = v(0) ⊳ β(h1)⊗ β(v(1))β
2(h2), (3.1)
for any h ∈ H and v ∈ V .
Remark 3.2. (1) The compatibility condition is very different from the one defining a
right-right H-Hopf module.
(2) If (H,β) be a Hom-Hopf algebra, then Eq.(3.1) is equivalent to the following con-
dition:
(v ⊳ h)(0) ⊗ (v ⊳ h)(1) = v(0) ⊳ β
−1(h21)⊗ S(h1)(β
−1(v(1))β
−2(h22)).
Let (H,β) be a Hom-Hopf algebra such that β is bijective. We denote by YDHH the
category whose objects are all right-right Yetter-Drinfel’d modules (V, ζV ) over H, with
ζV bijective; the morphisms in the category are morphisms of right H-modules and right
H-comodules.
Example 3.3. (1) A Hom-Hopf algebra (H,β) with antipode S can be considered as a
right-right Yetter-Drinfel’d module over itself with the comultiplication ∆H as a right H-
comodule, with the structure
x ⊳ h = Sβ−1(h1)(β
−1(x)β−2(h2)), ∀ x, h ∈ H
as a right H-module.
(2) A Hom-Hopf algebra (H,β) with antipode S can be considered as a right-right
Yetter-Drinfel’d module over itself with the multiplication mH as a right H-module, with
the structure
ρ(h) = β−1(h12)⊗ Sβ
−2(h11)β
−1(h2) ∀ h ∈ H
as a right H-comodule.
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In the following, let (H,β) be a Hom-Hopf algebra such that β is bijective. We will
show that the category YDHH of right-right Yetter-Drinfel’d modules is a braided monoidal
category in a new way.
Lemma 3.4. Let (V, ζV ) and (W, ζW ) be two Yetter-Drinfel’d modules over H. Then
(V ⊗W, ζV ⊗ ζW ) ∈ YD
H
H with the structures as follows:
(v ⊗ w) ⊳ h = v ⊳ β−1(h1)⊗ w ⊳ β
−1(h2),
ρr(v ⊗w) =v(0) ⊗ n(0) ⊗ β
−1(v(1)w(1)),
for any h ∈ H, v ∈ V and w ∈W .
Proof. It is easy to prove that V ⊗W are a right H-module and right H-comodule. So
we only need to check the compatibility condition Eq.(3.1). For any h ∈ H, v ∈ V and
w ∈W , we have
[(v ⊗w) ⊳ h2](0) ⊗ β
2(h1)[(v ⊗ w) ⊳ h2](1)
= [v ⊳ β−1(h21)⊗w ⊳ β
−1(h22)](0) ⊗ β
2(h1)[v ⊳ β
−1(h21)⊗ w ⊳ β
−1(h22)](1)
= (v ⊳ β−1(h21))(0) ⊗ (w ⊳ β
−1(h22))(0)
⊗ β2(h1)[β
−1((v ⊳ β−1(h21))(1))β
−1((w ⊳ β−1(h22))(1))]
= (v ⊳ β−1(h21))(0) ⊗ (w ⊳ β
−1(h22))(0)
⊗ [β(h1)β
−1((v ⊳ β−1(h21))(1))]((w ⊳ β
−1(h22))(1))
= (v ⊳ β−1(h21))(0) ⊗ (w ⊳ β
−1(h22))(0)
⊗ β−1[β2(h1)((v ⊳ β
−1(h21))(1))]((w ⊳ β
−1(h22))(1))
= (v ⊳ β−1(h12))(0) ⊗ (w ⊳ h2)(0) ⊗ β
−1[β(h11)((v ⊳ β
−1(h12))1)]((w ⊳ h2)(1))
= v(0) ⊳ h11 ⊗ (w ⊳ h2)(0) ⊗ β
−1[β(v(1))β(h12)]((w ⊳ h2)(1))
= v(0) ⊳ h11 ⊗ (w ⊳ h2)(0) ⊗ [v(1)h12]((w ⊳ h2)(1))
= v(0) ⊳ h11 ⊗ (w ⊳ h2)(0) ⊗ β(v(1))[h12β
−1((w ⊳ h2)(1))]
= v(0) ⊳ h11 ⊗ (w ⊳ h2)(0) ⊗ β(v(1))β
−1[β(h12)((w ⊳ h2)(1))]
= v(0) ⊳ β(h1)⊗ (w ⊳ β
−1(h22))(0) ⊗ β(v1)β
−1[β(h21)((w ⊳ β
−1(h22))(1))]
= v(0) ⊳ β(h1)⊗ w(0) ⊳ h21 ⊗ β(v(1))β
−1[β(w(1))β(h22)]
= v(0) ⊳ h11 ⊗ w(0) ⊳ h12 ⊗ β(v(1))[w(1)β(h2)]
= [v(0) ⊗ w(0)] ⊳ β(h1)⊗ [v(1)w(1)]β
2(h2)
= (v ⊗ w)(0) ⊳ β(h1)⊗ β((v ⊗ w)(1))β
2(h2).
This completes the proof.
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Lemma 3.5. Let (u, ζU ), (V, ζV ) and (W, ζW ) be three Yetter-Drinfel’d modules over H.
Then the linear map
aU,V,W : (U ⊗ V )⊗W → U ⊗ (V ⊗W ), aU,V,W ((u⊗ v)⊗ w) = u⊗ (v ⊗ w)
is an isomorphism of right (H,β)-modules and right (H,β)-comodules.
The proof is straightforward.
Theorem 3.6. Let (H,β) be a Hom-Hopf algebra such that β is bijective. Then the
category YDHH is a braided monoidal category, with tensor product ⊗ and associativity
constraint a defined as in Lemma 3.4 and 3.5, respectively. Its braiding structure is defined
by
cV,W : V ⊗W →W ⊗ V, cV,W (v ⊗ w) = ζ
−1
W (w(0))⊗ ζ
−1
V (v) ⊳ β
−2(w(1)),
and the inverse
c−1V,W (w ⊗ v) = ζ
−1
V (v) ⊳ S
−1β−2(w(1))⊗ ζ
−1
W (w(0)),
for any v ∈ V and w ∈W .
Proof. First, according to the definition of monoidal category, Lemma 3.3 and Lemma 3.4,
we easily obtain that the category YDHH is a monoidal category with unit object k. Next,
one check that the cV,W is a morphism of right H-modules and right H-comodules. For
any h, g ∈ H, v ∈ V and w ∈W , we have
cV,W [(v ⊗ w) ⊳ h] = c[v ⊳ β
−1(h1)⊗w ⊳ β
−1(h2)]
= ζ−1W ((w ⊳ β
−1(h2))(0))⊗ [ζ
−1
V (v ⊳ β
−1(h1))] ⊳ β
−2((w ⊳ β−1(h2))(1))
= ζ−1W ((w ⊳ β
−1(h2))(0))⊗ [ζ
−1
V (v) ⊳ β
−2(h1)] ⊳ β
−2((w ⊳ β−1(h2))(1))
= ζ−1W ((w ⊳ β
−1(h2))(0))⊗ v ⊳ β
−2(h1)β
−3((w ⊳ β−1(h2))(1))
= ζ−1W ((w ⊳ β
−1(h2))(0))⊗ v ⊳ β
−3[β(h1)((w ⊳ β
−1(h2))(1))]
= ζ−1W (w(0) ⊳ h1)⊗ v ⊳ β
−3[β(w(1))β(h2)]
= ζ−1W (w(0)) ⊳ β
−1(h1)⊗ v ⊳ [β
−2(w(1))β
−2(h2)]
= ζ−1W (w(0)) ⊳ β
−1(h1)⊗ [ζ
−1
V (v) ⊳ β
−2(w(1))] ⊳ β
−1(h2)
= [ζ−1W (w(0))⊗ ζ
−1
V (v) ⊳ β
−2(w(1))] ⊳ h
= [cV,W (v ⊗ w)] ⊳ h
and
ρr◦cV,W (v ⊗ w) = ρ
r[ζ−1W (w(0))⊗ ζ
−1(v) ⊳ β−2(w(1))]
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= (ζ−1W (w(0)))(0) ⊗ (ζ
−1
V (v) ⊳ β
−2(w(1)))(0) ⊗ β
−1(ζ−1W (w(0))(1)(ζ
−1
V (v) ⊳ β
−2(w(1)))(1))
= ζ−1W (w(0)(0))⊗ (ζ
−1
V (v) ⊳ β
−2(w(1)))(0) ⊗ β
−2(w(0)(1))β
−1((ζ−1V (v) ⊳ β
−2(w(1)))(1))
= w(0) ⊗ (ζ
−1
V (v) ⊳ β
−3(w(1)2))(0) ⊗ β
−2(w(1)1)β
−1((ζ−1V (v) ⊳ β
−3(w(1)2))(1))
= w(0) ⊗ (ζ
−1
V (v) ⊳ β
−3(w(1)2))(0) ⊗ β
−1[β−1(w(1)1)((ζ
−1
V (v) ⊳ β
−3(w(1)2))(1))]
= w(0) ⊗ ζ
−1
V (v(0)) ⊳ β
−2(w(1)1)⊗ β
−1[v(1)β
−1(w(1)2)]
= ζ−1W (w(0)(0))⊗ ζ
−1
V (v(0)) ⊳ β
−2(w(0)(1))⊗ β
−1[v(1)w(1)2]
= (cV,W ⊗ id)[v(0) ⊗w(0) ⊗ β
−1[v(1)w(1)2]]
= (cV,W ⊗ id)ρ
r(v ⊗w).
Finally, we need to prove that Eq.(1.1) and (1.2) hold. one only check Eq.(1.1), and
the proof of Eq.(1.2) is similar. For any u ∈ U , v ∈ V and w ∈W , we have
aV,W,U ◦ cU,V⊗W ◦ aU,V,W ((u⊗ v)⊗ w) = aV,W,U ◦ cU,V⊗W (u⊗ (v ⊗ w))
= aV,W,U((ζ
−1
V ⊗ ζ
−1
W )(((v ⊗ w))(0))⊗ ζ
−1
U (u) ⊳ β
−2(((v ⊗ w))(1)))
= aV,W,U((ζ
−1
V ⊗ ζ
−1
W )(v(0) ⊗ w(0))⊗ ζ
−1
U (u) ⊳ β
−3(v(1)w(1)))
= ζ−1V (v(0))⊗ [ζ
−1
W (w(0))⊗ ζ
−1
U (u) ⊳ β
−3(v(1)w(1))]
= ζ−1V (v(0))o[ζ
−1
W (w(0))⊗ ζ
−1
U (ζ
−1
U (u) ⊳ β
−2(v(1))) ⊳ β
−2(w(1))]
= (V ⊗ cU,W )(ζ
−1
V (v(0))o[ζ
−1
U (u) ⊳ β
−2(v(1))⊗w])
= (V ⊗ cU,W ) ◦ aV,U,W ([ζ
−1
V (v(0))⊗ ζ
−1
U (u) ⊳ β
−2(v(1))]⊗w)
= (V ⊗ cU,W ) ◦ aV,U,W ◦ (cU,V ⊗W )((u⊗ v)⊗ w).
This completes the proof.
The following theorem give the sufficient condition for right-right Yetter-Drinfel’d mod-
ules to form a trivial structure, which generalizes the result in [16].
Theorem 3.7. Let (H,β) be a Hom-Hopf algebra with antipode S such that the canonical
braiding of the category YDHH of right-right Yetter-Drinfel’d modules is a symmetry. Then
H = k.
Proof. Let V := H with the structure given as in Example 3.3 (1), ThenM is a right-right
Yetter-Drinfel’d module.
Let W := H with the structure given as in Example 3.3 (2), Then N is a right-right
Yetter-Drinfel’d module.
If cV,W defined as in Theorem 3.6 is a symmetry, that is, cW,V ◦ cV,W = id. Apply
cW,V ◦ cV,W to the element x⊗ 1H ∈ V ⊗W , we get
cW,V ◦ cV,W (x⊗ 1H) = cW,V (1H ⊗ β
−1(x) ⊳ 1H)
= cW,V (1H ⊗ 1H(β
−2(x)1H))
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= cW,V (1H ⊗ x)
= β−1(x(0))⊗ 1 ⊳ β
−2(x(1))
= β−1(x(0))⊗ β
−1(x(1))
= β−1(x1)⊗ β
−1(x2).
Thus we have β−1(x1) ⊗ β
−1(x2) = x ⊗ 1H . Apply ε ⊗H to both sides of the equation,
we get x = ε(x)1H . So H = k.
This completes the proof.
4 A category equivalence
Let (H,β) be a Hom-Hopf algebra such that β is bijective, in this section, we will give
the equivalence between the monoidal category (HHM
H
H ,⊗H) or (
H
HM
H
H ,✷H), and the new
monoidal category YDHH over H, which generalizes the main result in [18].
Theorem 4.1. Let (A, ζA) and (B, ζB) be two Hom-algebras such that ζA and ζB are
bijective and assume that V is a linear space and ζV : V → V is bijective. Endow A⊗ V
with a left A-module structure defined by mA ⊗ ζV : A⊗A⊗ V → A⊗ V . Then there is a
bijection between
(1) right B-module structures making A⊗ V an A-B-bimodule;
(2) morphisms f : V ⊗B → A⊗ V making the following conditions hold:
(i) (mA ⊗ ζV )(A⊗ f)(A⊗ ζ
−1
V ⊗B)(f ⊗B) = f(ζV ⊗mB)
(ii) f(V ⊗ η) = η ⊗ ζV
(iii) f(ζ−1V ⊗ ζ
−1
B ) = (ζ
−1
A ⊗ ζ
−1
V )f
Proof. (1)⇒ (2) Assume first that we are given a right B-module structure µ : A⊗V⊗B →
A⊗ V making A⊗ V an A-B-bimodule. Put f = µ(η ⊗ V ⊗B). Then
(mA⊗ζV )(A⊗ f)(A⊗ ζ
−1
V ⊗B)(f ⊗B)
= (mA ⊗ ζV )(A⊗ µ)(A⊗ ηA ⊗ V ⊗B)(A⊗ ζ
−1
V ⊗B)(f ⊗B)
= (mA ⊗ ζV )(ζA ⊗ µ)(ζ
−1
A ⊗ ηA ⊗ ζ
−1
V ⊗B)(f ⊗B)
= µ(mA ⊗ ζV ⊗ ζB)(ζ
−1
A ⊗ ηA ⊗ ζ
−1
V ⊗B)(f ⊗B)
= µ(f ⊗ ζB)
= µ(µ⊗ ζB)(ηA ⊗ V ⊗B ⊗B)
= µ(ζA ⊗ ζV ⊗mB)(ηA ⊗ V ⊗B ⊗B)
= µ(ηA ⊗ V ⊗B)(ζV ⊗mB)
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= f(ζV ⊗mB),
where the first equality follows by the compatibility condition of A-B-bimodule (A ⊗
V, ζA ⊗ ζV ), that is, (mA ⊗ ζV )(ζA ⊗ µ) = µ(mA ⊗ ζV ⊗ ζB), and the fifth one rely on the
associativity of µ. The equation (ii) can be derived from the axiom of unit for µ. The
equation (iii) holds since µ(ζ−1A ⊗ ζ
−1
V ⊗ ζ
−1
B ) = (ζ
−1
A ⊗ ζ
−1
V )µ.
(2) ⇒ (1) Now assume f is given making the three conditions hold. Define µ =
(mA ⊗ ζV )(A ⊗ f)(A⊗ ζ
−1
V ⊗ ζ
−1
B ) : A⊗ V ⊗B → A⊗ V . First, we have to prove that µ
is right B-module. Computing we have
µ(µ ⊗ ζB)
= µ(mA ⊗ ζV ⊗B)(A⊗ f ⊗B)(A⊗ ζ
−1
A ⊗ ζ
−1
V ⊗ ζB)
= µ(mA ⊗ ζV ⊗B)(A⊗ ζ
−1
A ⊗ ζ
−1
V ⊗B)(A⊗ f ⊗ ζB)
= µ(mA ⊗ V ⊗B)(A⊗ ζ
−1
A ⊗ V ⊗B)(A⊗ f ⊗ ζB)
= (mA ⊗ ζV )(A⊗ f)(A⊗ ζ
−1
V ⊗ ζ
−1
B )(mA ⊗ V ⊗B)(A⊗ ζ
−1
A ⊗ V ⊗B)(A⊗ f ⊗ ζB)
= (mA ⊗ ζV )(mA ⊗ ζA ⊗ V )(A⊗ ζ
−1
A ⊗ ζ
−1
A ⊗ V )
(A⊗A⊗ f)(A⊗A⊗ ζ−1V ⊗B)(A⊗ f ⊗B)
= (mA ⊗ ζV )(ζA ⊗mA ⊗ V )(A⊗ ζ
−1
A ⊗ ζ
−1
A ⊗ V )
(A⊗A⊗ f)(A⊗A⊗ ζ−1V ⊗B)(A⊗ f ⊗B)
= (mA ⊗ ζV )(ζA ⊗ ζ
−1
A ⊗ ζ
−1
V )(A⊗mA ⊗ ζV )
(A⊗A⊗ f)(A⊗A⊗ ζ−1V ⊗B)(A⊗ f ⊗B)
= (mA ⊗ ζV )(A⊗ ζ
−1
A ⊗ ζ
−1
V )(A⊗ f)(ζA ⊗ ζV ⊗mB)
= (mA ⊗ ζV )(A⊗ f)(A⊗ ζ
−1
V ⊗ ζ
−1
B )(ζA ⊗ ζV ⊗mB)
= µ(ζA ⊗ ζV ⊗mB),
so µ is associative. The unity of µ is derived from Eq.(ii). It is easy to check that µ is left
(A, ζA)-module.
Finally, we check the compatibility condition (1.6) of A-B-bimodule (A⊗ V, ζA ⊗ ζV ).
µ(mA ⊗ ζV ⊗ ζB) = (mA ⊗ ζV )(A⊗ f)(A⊗ ζ
−1
V ⊗ ζ
−1
B )(mA ⊗ ζV ⊗ ζB)
= (mA ⊗ ζV )(mA ⊗ ζA ⊗ V )(A⊗A⊗ ζ
−1
A ⊗ V )(A⊗A⊗ f)
= (mA ⊗ ζV )(ζA ⊗mA ⊗ V )(A⊗A⊗ ζ
−1
A ⊗ V )(A⊗A⊗ f)
= (mA ⊗ ζV )(ζA ⊗mA ⊗ ζV )(A⊗A⊗ ζ
−1
A ⊗ ζ
−1
V )(A⊗A⊗ f)
= (mA ⊗ ζV )(ζA ⊗mA ⊗ ζV )(A⊗A⊗ f)(A⊗A⊗ ζ
−1
V ⊗ ζ
−1
B )
= (mA ⊗ ζV )(ζA ⊗ µ).
This completes the proof.
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Lemma 4.2. Let V be a linear space and ζV : V 7→ V a bijection. Endow (H⊗V, β⊗ζV ) ∈
H
HM with the structures given as in Example 2.4 (1). Then there is a bijection between
(1) right H-module structures on H ⊗ V making (H ⊗ V, β ⊗ ζV ) an object of
H
HMH ;
(2) right H-module structures on V making ε ⊗ V : H ⊗ V → V a morphism of right
H-modules.
Proof. First, applying Proposition 2.13 to the left H-module H ⊗ V in the category MH ,
we easily get an equivalence between the data in (1) and colinear maps f : V ⊗H → H⊗V
satisfying
f(ζV ⊗mH) = (mH ⊗ ζV )(H ⊗ f)(H ⊗ ζ
−1
V ⊗H)(f ⊗H), (4.1)
f(V ⊗ η) = η ⊗ ζV , (4.2)
f(ζ−1V ⊗ β
−1) = (β−1 ⊗ ζ−1V )f. (4.3)
Now for any left H-comodule W the mapping
EW : Hom
H(W,H ⊗ V ) ∋ f 7→ (ε⊗ V )f ∈ Hom(W,V )
is a bijection. Let f : V ⊗H → H ⊗ V and ⊳ = (ε ⊗ V )f . It is easy to show that ε ⊗ V
is a morphism of right H-modules. Next, We need to prove that f satisfies the equations
above iff ⊳ defines a right module structure on V . We have
⊳(⊳⊗ β) = (ε⊗ V )f(ε⊗ V ⊗ β)(f ⊗H)
= (ε⊗ V )(ε ⊗H ⊗ V )(H ⊗ f)(H ⊗ V ⊗ β)(f ⊗H)
= (ε⊗ ε⊗ ζV )(H ⊗ β
−1 ⊗ ζ−1V )(H ⊗ f)(H ⊗ V ⊗ β)(f ⊗H)
= (ε⊗ ε⊗ ζV )(H ⊗ f)(H ⊗ ζ
−1
V ⊗ β
−1)(H ⊗ V ⊗ β)(f ⊗H)
= (ε⊗ V )(mH ⊗ ζV )(H ⊗ f)(H ⊗ ζ
−1
V ⊗H)(f ⊗H)
and ⊳(ζV ⊗ mH) = (ε ⊗ V )f(ζV ⊗ mH). Thus ⊳ satisfies the associativity axiom iff
EV⊗H⊗H((mH⊗ζV )(H⊗f)(H⊗ζ
−1
V ⊗H)(f ⊗H)) = EV⊗H⊗H(f(ζV ⊗mH)) and f(ζ
−1
V ⊗
β−1) = (β−1 ⊗ ζ−1V )f , which is equivalent to Eq.(4.1) and Eq.(4.3) since EV⊗H⊗H is a
bijection. The equivalence between the unity axiom for ⊳ and Eq.(4.2) is treated similarly.
Lemma 4.3. Let V be a linear space and ζV : V 7→ V a bijection. Endow the object
(H ⊗ V, β ⊗ ζV ) ∈
H
HM with the structures given as in Example 2.4 (1). Then there is a
bijection between
(1) a right H-comodule structures on H ⊗V making (H ⊗V, β⊗ ζV ) an object of
H
HM
H ;
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(2) a right H-comodule structures on V making ηH ⊗ V : V → H ⊗ V a morphism of
right H-comodules.
Proof. (2)⇒ (1) If V is a right H-comodule, for any h ∈ H and v ∈ V , we define
ρr : H ⊗ V → H ⊗ V ⊗H, ρr(h⊗ v) = h1 ⊗ v(0) ⊗ β
−1(h2v(1)), (4.4)
for any h, g ∈ H and v ∈ V . By the definition of two-cosided H-Hopf module, we only need
to prove that (H⊗V, β⊗ζV ) is a right H-comodule and the object (H⊗V, β⊗ζV ) ∈HM
H .
We first prove that (H ⊗ V, β ⊗ ζV ) is a right H-comodule. For any h ∈ H and v ∈ V , we
have
(ρr ⊗ β)ρr(h⊗ v) = (ρr ⊗ β)(h1 ⊗ v(0) ⊗ β
−1(h2v(1)))
= h11 ⊗ v(0)(0) ⊗ β
−1(h12v(0)(1))⊗ h2v(1)
= β(h1)⊗ ζV (v(0))⊗ β
−1(h21v(1)1)⊗ β
−1(h22v(1)2)
= (β ⊗ ζV ⊗∆)(h1 ⊗ v(0) ⊗ β
−1(h2v(1)))
= (β ⊗ ζV ⊗∆)ρ
r(h⊗ v)
It is easy to check that the equation (H ⊗ V ⊗ ε)ρr(h⊗ v) = β(h)⊗ ζV (v) holds.
Finally, we verify that the compatibility condition (2.2). For any h, g ∈ H and v ∈ V ,
we have
ρr(h · (g ⊗ v)) = ρr(hg ⊗ ζV (v))
= h1g1 ⊗ ζV (v(0))⊗ β
−1(h2g2)v(1)
= h1 · (g1 ⊗ v(0))⊗ h2β
−1(g2v(1))
= h1 · (g ⊗ v)(0) ⊗ h2(g ⊗ v)(1).
(1) ⇒ (2) If (H ⊗ V, β ⊗ ζV ) ∈
H
HM
H with the right H-comodule structure ρr : H ⊗
V → H ⊗ V ⊗ H. Then there is a unique right H-comodule structure on V given by
ρ = (ε⊗ V ⊗H)ρr(η ⊗ V ) : V → V ⊗H.
First, applying (ηH ⊗ V ⊗H) to both sides of the equation above, we obtain
(ηH ⊗ V ⊗H)ρ = (ηH ⊗ V ⊗H)(εH ⊗ V ⊗H)ρ
r(ηH ⊗ V ) = ρ
r(ηH ⊗ V ).
Thus ηH ⊗ V is a morphism of right H-comodules.
Next, we prove that V is a right H-comodule. For any h, g ∈ H, m ∈ M and n ∈ N ,
we have
(ρ⊗ β)ρ =(εH ⊗ V ⊗H ⊗H)(ρ
r ⊗ β)(ηH ⊗ V ⊗H)(εH ⊗ V ⊗H)ρ
r(ηH ⊗ V )
= (εH ⊗ V ⊗H ⊗H)(ρ
r ⊗ β)ρr(ηH ⊗ V )
= (εH ⊗ V ⊗H ⊗H)(β ⊗ ζV ⊗∆)ρ
r(ηH ⊗ V )
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= (ζV ⊗∆)(εH ⊗ V ⊗H)ρ
r(ηH ⊗ V )
= (ζV ⊗∆)ρ
and
(V ⊗ εH)ρ = (V ⊗ εH)(εH ⊗ V ⊗H)ρ
r(ηH ⊗ V )
= (εH ⊗ V )(H ⊗ V ⊗ εH)ρ
r(ηH ⊗ V )
= (εH ⊗ V )(β ⊗ ζV )(ηH ⊗ V )
= ζV .
This completes the proof.
Theorem 4.4. Let V be a linear space and ζV : V 7→ V a bijection. Endow the object
(H ⊗ V, β ⊗ ζV ) ∈
H
HM with the structures given as in Example 2.4 (1). Then there is a
bijection between
(1) a right H-module structure and a right H-comodule structure on H ⊗ V making
(H ⊗ V, β ⊗ ζV ) an object of
H
HM
H
H ;
(2) a structure of right-right Yetter-Drinfel’d module on V .
Proof. Based on Lemma 4.2 and 4.3, we only need to prove that the condition on the
right H-module structure and right H-comodule structure on (V, ζV ) that they define a
right-right Yetter-Drinfel’d module is equivalent to the condition making (H ⊗ V, β ⊗ ζV )
an object of MHH .
Let (V, ζV , ⊳) be a right module and (V, ζV , ρ) a right comodule. The induced right
H-module structure and right H-comodule structure on H ⊗ V are defined as follows, for
any h, g ∈ H and v ∈ V :
(g ⊗ v) · h = gβ−1(h1)⊗ v ⊳ β
−1(h2), (4.5)
ρr(g ⊗ v) = g1 ⊗ v(0) ⊗ β
−1(g2v(1)). (4.6)
Then for any h, g ∈ H and v ∈ V , we have
ρr((g ⊗ v) · h) = ρr(gβ−1(h1)⊗ v ⊳ β
−1(h2))
= g1β
−1(h11)⊗ (v ⊳ β
−1(h2))(0) ⊗ β
−1[g2β
−1(h12)]β
−1((v ⊳ β−1(h2))(1))
= g1h1 ⊗ (v ⊳ β
−2(h22))(0) ⊗ [β
−1(g2)β
−2(h21)]β
−1((v ⊳ β−2(h22))(1))
= g1h1 ⊗ (v ⊳ β
−2(h22))(0) ⊗ g2β
−2[h21(v ⊳ β
−2(h22))(1)]
and
(g ⊗ v)(0) · h1 ⊗ (g ⊗ v)(1)h2
20
= (g1 ⊗ v(0)) · h1 ⊗ β
−1(g2v(1))h2
= g1β
−1(h11)⊗ v(0) ⊳ β
−1(h12)⊗ g2[β
−1(v(1))β
−1(h2)]
= g1h1 ⊗ v(0) ⊳ β
−1(h21)⊗ g2β
−2[β(v(1))h22],
we easily see that these two terms are equal if (V, ζV ) is a right-right Yetter-Drinfel’d
module. Thus (H ⊗ V, β ⊗ ζV ) is a right-right H-Hopf module over H.
Conversely, assuming that (H ⊗ V, β ⊗ ζV ) is an object of M
H
H , that is, for any h ∈ H
and v ∈ V , we have
ρr((1⊗ v) · h) = (1⊗ v)(0) · h1 ⊗ (1⊗ v)(1)h2,
applying ε⊗ V ⊗ β to both sides of the equation above, we get
v(0)⊳h1 ⊗ β(v(1))β(h2)
= (ε⊗ V ⊗ β)(h11 ⊗ v(0) ⊳ β
−1(h12)⊗ v(1)h2)
= (ε⊗ V ⊗ β)((1⊗ v)(0) · h1 ⊗ (1⊗ v)(1)h2)
= (ε⊗ V ⊗ β)(ρr((1 ⊗ v) · h))
= (ε⊗ V ⊗ β)(h11 ⊗ (v ⊳ β
−1(h2))(0) ⊗ β
−1(h12(v ⊳ β
−1(h2))(1)))
= (v ⊳ β−1(h2))(0) ⊗ β(h1)(v ⊳ β
−1(h2))(1),
replacing h by β(h), we obtain Eq.2.4. Thus (V, ζV ) is a right-right Yetter-Drinfel’d module
over H.
This completes the proof.
Theorem 4.5. Let (H,β) be a Hom-Hopf algebra with β bijective. Then the equivalence
H
HM
∼= C
H ⊗ V ← V
M → coHM
induces equivalences of monoidal categories between
(1) the category HHMH of two-sided H-Hopf modules with Hom-tensor product ⊗H and
the category of right H-modules,
(2) the category HHM
H of two-cosided H-Hopf modules with Hom-cotensor product ✷H
and the category of right H-comodules,
(3) the category HHM
H
H of four-angle H-Hopf modules with either ⊗H or ✷H as product
structure, and the category of right-right Yetter-Drinfel’d modules over H,
where the right (co)module structures on H ⊗ V for V a right (co)module is Eq.(4.5) and
(4.6).
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Proof. We define the subspace of M by
coHM = {m ∈M | ρl(m) = 1⊗ ζM(m)}.
The right H-comodule structure on coHM for M ∈ HHM
H is that of coHM as a right H-
subcomodule of M . The right H-module structure on coHM for M ∈HHMH is defined by
m′ ⊳ h = Sβ−1(h1) · (ζ
−1
M (m
′) · β−2(h2)), for any h ∈ H and m
′ ∈ coHM . We first check
that the action is well defined. For any h ∈ H and m′ ∈ coHM , we have
ρl(m′ ⊳ h) = ρl(β−1S(h1) · (ζ
−1
M (m
′) · β−2(h2)))
= β−1S(h12)(ζ
−1
M (m
′) · β−2(h2))[−1] ⊗ β
−1S(h11) · (ζ
−1
M (m
′) · β−2(h2))[0]
= β−1S(h12)(ζ
−1
M (m
′)[−1]β
−2(h21))⊗ β
−1S(h11) · (ζ
−1
M (m
′)[0] · β
−2(h22))
= β−1S(h12)β
−1(h21)⊗ β
−1S(h11) · (m
′ · β−2(h22))
= β−2S(h211)β
−2(h212)⊗ S(h1) · (m
′ · β−2(h22))
= 1⊗ S(h1) · (m
′ · β−1(h2))
= 1⊗ ζM (m
′ ⊳ h).
It is easy to show that (coHM, ζM ) ∈MH .
Next, we only need to check the assertion that we have monoidal equivalences. To do
this, it is enough to prove that one of the quasi-inverse equivalences is a monoidal functor
in each case.
For (1) we show that the isomorphism
ϕ : (H ⊗ V )⊗H (H ⊗W )→ H ⊗ V ⊗W
g ⊗ v ⊗H h⊗ w 7→ (β
−1(g) ⊗ ζ−1V (v)) · β
−1(h) ⊗w
h⊗ v ⊗H 1⊗ w 7 →h⊗ v ⊗w
is a morphism in the categoryHHMH . For left linearity and colinearity, computing we have
ϕ[k · (g ⊗ v ⊗H h⊗ w)] = ϕ[k · (g ⊗ v)⊗H β(h)⊗ ζW (w)]
= ϕ[kg ⊗ ζV (v)⊗H β(h)⊗ ζW (w)]
= β−1(kg)β−1(h1)⊗ v ⊳ β
−1(h2)⊗ ζW (w)
= k[β−1(g)β−2(h1)]⊗ v ⊳ β
−1(h2)⊗ ζW (w)
= k · (β−1(g)β−2(h1)⊗ ζ
−1
V (v) ⊳ β
−2(h2)⊗ w)
= k · (ϕ[g ⊗ v ⊗H h⊗ w])
and
[ϕ(g ⊗ v ⊗H h⊗ w)][−1] ⊗ [ϕ(g ⊗ v ⊗H h⊗ w)][0]
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= [β−1(g)β−2(h1)⊗ ζ
−1
V (v) ⊳ β
−2(h2)⊗ w][−1]
⊗ [β−1(g)β−2(h1)⊗ ζ
−1
V (v) ⊳ β
−2(h2)⊗ w][0]
= β−1(g1)β
−2(h11)⊗ β
−1(g2)β
−2(h12)⊗ v ⊳ β
−1(h2)⊗ ζW (w)
= β−1(g1)β
−1(h1)⊗ β
−1(g2)β
−2(h21)⊗ v ⊳ β
−2(h22)⊗ ζW (w)
= β−1(g1h1)⊗ ϕ[g2 ⊗ ζV (v)⊗H h2 ⊗ ζW (w)]
= β−1((g ⊗ v)[−1](h⊗ w)[−1])⊗ ϕ[(g ⊗ v)[0] ⊗H (h⊗ w)[0]]
= (g ⊗ v ⊗ h⊗ w)[−1] ⊗ ϕ[(g ⊗ v ⊗H h⊗ w)[0]],
for any g, h ∈ H, v ∈ V and w ∈W . For right linearity, we have
ϕ[(g ⊗ v ⊗H h⊗ w) · k]
= ϕ[β(g) ⊗ ζV (v)⊗H (h⊗ w) · k]
= ϕ[β(g) ⊗ ζV (v)⊗H hβ
−1(k1)⊗ w ⊳ β
−1(k2)]
= g[β−2(h1)β
−3(k11)]⊗ v ⊳ β
−2(h2)β
−3(k12)⊗ w ⊳ β
−1(k2)
= [β−1(g)β−2(h1)]β
−2(k11)⊗ [ζ
−1
V (v) ⊳ β
−2(h2)] ⊳ β
−2(k12)⊗ w ⊳ β
−1(k2)
= [β−1(g)β−2(h1)]β
−1(k1)⊗ [ζ
−1
V (v) ⊳ β
−2(h2)] ⊳ β
−2(k21)⊗ w ⊳ β
−2(k22)
= [β−1(g)β−2(h1)]β
−1(k1)⊗ [ζ
−1
V (v) ⊳ β
−2(h2)⊗ w] ⊳ β
−1(k2)
= [β−1(g)β−2(h1)⊗ ζ
−1
V (v) ⊳ β
−2(h2)⊗ w] · k
= [ϕ(g ⊗ v ⊗H h⊗ w)] · k.
Part (2) is formally dual to (1). We only deal with the half of (3) involving ⊗H since the
other half is dual to this. It remains to check that ϕ is right colinearity. For any g, h ∈ H,
v ∈ V and w ∈W , we get
[ϕ(g ⊗ v ⊗H h⊗ w)](0) ⊗ [ϕ(g ⊗ v ⊗H h⊗ w)](1)
= [β−1(g)β−2(h1)⊗ ζ
−1
V (v) ⊳ β
−2(h2)⊗ w](0)
⊗ [β−1(g)β−2(h1)⊗ ζ
−1
V (v) ⊳ β
−2(h2)⊗ w](1)
= β−1(g1)β
−2(h11)⊗ [ζ
−1
V (v) ⊳ β
−2(h2)⊗ w](0)
⊗ β−1[[β−1(g2)β
−2(h12)][ζ
−1
V (v) ⊳ β
−2(h2)⊗ w](1)]
= β−1(g1)β
−2(h11)⊗ [ζ
−1
V (v) ⊳ β
−2(h2)](0) ⊗ w(0)
⊗ β−1[[β−1(g2)β
−2(h12)]β
−1[(ζ−1V (v) ⊳ β
−2(h2)(1))w(1)]]
= β−1(g1)β
−2(h11)⊗ [ζ
−1
V (v) ⊳ β
−2(h2)](0) ⊗ w(0)
⊗ [β−2(g2)β
−3(h12)][β
−2(ζ−1V (v) ⊳ β
−2(h2)(1))β
−2(w(1))]
= β−1(g1)β
−2(h11)⊗ [ζ
−1
V (v) ⊳ β
−2(h2)](0) ⊗ w(0)
⊗ β−1(g2)[[β
−4(h12)β
−3(ζ−1V (v) ⊳ β
−2(h2)(1))]β
−2(w(1))]
= β−1(g1)β
−2(h11)⊗ [ζ
−1
V (v) ⊳ β
−2(h2)](0) ⊗ w(0)
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⊗ β−1(g2)[β
−3[β−1(h12)(ζ
−1
V (v) ⊳ β
−2(h2)(1))]β
−2(w(1))]
= β−1(g1)β
−1(h1)⊗ [ζ
−1
V (v) ⊳ β
−3(h22)](0) ⊗ w(0)
⊗ β−1(g2)[β
−3[β−1(h21)(ζ
−1
V (v) ⊳ β
−3(h22)(1))]β
−2(w(1))]
= β−1(g1)β
−1(h1)⊗ [ζ
−1
V (v(0)) ⊳ β
−2(h21)]⊗ w(0)
⊗ β−1(g2)[β
−3[v(1)β
−1(h22)]β
−2(w(1))]
= β−1(g1)β
−2(h11)⊗ ζ
−1
V (v(0)) ⊳ β
−2(h12)⊗w(0)
⊗ β−1(g2)[[β
−3(v(1))β
−3(h2)]β
−2(w(1))]
= β−1(g1)β
−2(h11)⊗ ζ
−1
V (v(0)) ⊳ β
−2(h12)⊗w(0)
⊗ β−1(g2)[[β
−3(v(1))β
−3(h2)]β
−2(w(1))]
= β−1(g1)β
−2(h11)⊗ ζ
−1
V (v(0)) ⊳ β
−2(h12)⊗w(0) ⊗ β
−2(g2v(1))β
−2(h2w(1))
= ϕ[g1 ⊗ v(0) ⊗H h1 ⊗ w(0)]⊗ β
−1[β−1(g2v(1))β
−1(h2w(1))]
= ϕ[(g ⊗ v)(0) ⊗H (h⊗ w)(0)]⊗ β
−1[(g ⊗ v)(1)(h⊗ w)(1)]
= ϕ[(g ⊗ v ⊗H h⊗ w)(0)]⊗ (g ⊗ v ⊗H h⊗ w)(1).
Finally, the coherence condition on monoidal functors follows from the fact that both ways
around the rectangle
(H ⊗ U)⊗H (H ⊗ V )⊗H (H ⊗W )
id⊗Hϕ

id⊗Hϕ
// (H ⊗ U)⊗H (H ⊗ V ⊗W )
ϕ

(H ⊗ U ⊗ V )⊗H (H ⊗W ) ϕ
// H ⊗ U ⊗ V ⊗W
are given by h⊗u⊗g⊗v⊗f⊗w→ β−1(h)(β−3(g1)β
−4(f11))⊗ζ
−1
U (u)⊳β
−3(g2)β
−4(f12)⊗
ζ−1V (v) ⊳ β
−2(f2)⊗ w.
This completes the proof.
Example 4.6. Let G = (g) be a finite cycle group of order n > o. Define φ an automor-
phism of G by
φ(gi) = g−i, 0 ≤ i < n.
Then we have a Hom-Hopf algebra (kG, φ) by
gigj = gn−(i+j), ∆(gi) = gn−i ⊗ gn−i, ε(gi) = 1, S(gi) = gn−i,
for any 0 ≤ i, j < n. By Theorem 4.5, we easily obtain that the equivalence of monoidal
categories between the category kGkGM
kG
kG of four-angle H-Hopf modules with either ⊗kG or
✷kG as product structure, and the category YD
kG
kG of right-right Yetter-Drinfel’d modules
over kG,
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Corollary 4.7. Let (H,β) be a Hom-Hopf algebra such that β is bijective. Then the
identity functor is a monoidal equivalence
( ID, ξ ) : ( HHM
H
H ,✷H)→ (
H
HM
H
H ,⊗H),
where the isomorphisms ξ :M⊗HN →M✷HN satisfy ξ(m⊗n) = ζ
−2
M (m(0))·β
−2(n[−1])⊗
β−2(m(1)) · ζ
−2
N (n[0]), for any m ∈M and n ∈ N .
Proof. The identity ID is isomorphic to the composition
(HHM
H
H ,✷H)
coH(−)
// (YDHH ,⊗)
H⊗(−)
// (HHM
H
H ,⊗H)
of two monoidal equivalences. We only need to prove that the induced structure of
monoidal functor on the identity has the form one have claimed. It is sufficient to consider
the case M = H ⊗ V and N = H ⊗W with V,W ∈ YDHH . Then ξ is the composition
(H ⊗ V )⊗H (H ⊗W )
ϕ
// (H ⊗ V ⊗W )
δ−1
// (H ⊗ V )✷H(H ⊗W ) ,
where δ−1 is dual to ϕ and is defined by δ−1(g⊗v⊗w) = (β−1(g)⊗ ζ−1V (v))(0)⊗ (β
−1(g)⊗
ζ−1V (v))(1) ⊗ w. Thus we have
δ−1ϕ(h⊗ v ⊗H g ⊗ w) = δ
−1[(β−1(g)⊗ ζ−1(v)) · β−1(h)⊗ w]
= δ−1[β−1(g)β−2(h1)⊗ ζ
−1(v) ⊳ β−2(h2)⊗ w]
= β−2(g1)β
−3(h11)⊗ ζ
−1[ζ−1(v) ⊳ β−2(h2)](0)
⊗ β−2([β−1(g2)β
−2(h12)][ζ
−1(v) ⊳ β−2(h2)](1))⊗ w
= β−2(g1)β
−3(h11)⊗ ζ
−1[ζ−1(v) ⊳ β−2(h2)](0)
⊗ β−2(g2)β
−3[β−1(h12)[ζ
−1(v) ⊳ β−2(h2)](1)]⊗w
= β−2(g1)β
−2(h1)⊗ ζ
−1[ζ−1(v) ⊳ β−3(h22)](0)
⊗ β−2(g2)β
−3[β−1(h21)[ζ
−1(v) ⊳ β−3(h22)](1)]⊗ w
= β−2(g1)β
−2(h1)⊗ ζ
−1[ζ−1(v(0)) ⊳ β
−2(h21)]⊗ β
−2(g2)β
−3[v(1)β
−1(h22)]⊗ w
= β−2(g1)β
−3(h11)⊗ [ζ
−2(v(0)) ⊳ β
−3(h12)]⊗ β
−2(g2)β
−3[v(1)h2]⊗ w
= [β−2(g1)⊗ ζ
−2(v(0))] · β
−2(h1)⊗ β
−3(g2)β
−3(v(1))β
−2(h2)⊗ w
= [β−2(g1)⊗ ζ
−2(v(0))] · β
−2(h1)⊗ β
−3(g2)β
−3(v(1)) · [β
−2(h2)⊗ ζ
−1(w)]
= [β−2(g) ⊗ ζ−2(v)](0) · [β
−2(h)⊗ ζ−2(w)][−1]
⊗ [β−2(g) ⊗ ζ−2(v)](1) · [β
−2(h) ⊗ ζ−2(w)][0]
= ζ−2M (m(0)) · β
−2(n[−1])⊗ β
−2(m(1)) · ζ
−2
N (n[0]).
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The coherence condition on ξ is commutativity of the diagram
M ⊗H N ⊗H P
M⊗ξ

ξ⊗P
// (M✷HN)⊗H P
ξ

M ⊗H (N✷HP )
ξ
//M✷HN✷HP.
This completes the proof.
In the following, we will construct a braiding structure on the monoidal category
( HHM
H
H ,⊗H), which is an important result in this section. In the same manner, we can
construct a braiding structure on the monoidal category (HHM
H
H ,✷H).
Theorem 4.8. Let (H,β) be a Hom-Hopf algebra such that β and the antipode S are
bijective. Then ( HHM
H
H ,⊗H) is a braided monoidal category with a braiding
σ˜ :M ⊗H N → N ⊗H M
m⊗ n 7→ [β−4(m[−1]1) · ζ
−3
N (n(0))] · Sβ
−3(n(1)1)
⊗ Sβ−3(m[−1]2) · [ζ
−3
M (m[0]) · β
−4(n(1)2)],
and the inverse
σ˜−1(n⊗m) = [β−4(n(1)2)·ζ
−3
M (m[0])] · S
−1β−3(m[−1]2)
⊗ S−1β−3(n(1)1) · [ζ
−3
N (n(0)) · β
−4(m[−1]1)],
for any m ∈M and n ∈ N .
Proof. By Theorem 4.5, it remains to check that the braiding σ˜ induced inHHM
H
H via the
monoidal equivalent with YDHH has the stated form.
We first check that the linear map σ˜ is well defined. For any h ∈ H, m ∈ M and
n ∈ N , we have
σ˜(m · h⊗H ζN (n)) = [β
−4((m · h)[−1]1) · ζ
−2
N (n(0))] · Sβ
−2(n(1)1)
⊗H Sβ
−3((m · h)[−1]2) · [ζ
−3
M ((m · h)[0]) · β
−3(n(1)2)]
= [β−4(m[−1]1h11) · ζ
−2
N (n(0))] · Sβ
−2(n(1)1)
⊗H Sβ
−3(m[−1]2h12) · [ζ
−3
M ((m[0] · h2)) · β
−3(n(1)2)]
= [β−4(m[−1]1h11) · ζ
−2
N (n(0))] · Sβ
−2(n(1)1)
⊗H Sβ
−2(h12) · [Sβ
−3(m[−1]2) · [ζ
−4
M (m[0] · h2) · β
−4(n(1)2)]]
= [[β−5(m[−1]1h11) · ζ
−3
N (n(0))] · Sβ
−3(n(1)1)] · Sβ
−2(h12)
⊗H [Sβ
−2(m[−1]2) · [ζ
−3
M (m[0] · h2) · β
−3(n(1)2)]]
= [β−4(m[−1]1h11) · ζ
−2
N (n(0))] · Sβ
−3(n(1)1)Sβ
−3(h12)
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⊗H [Sβ
−2(m[−1]2) · [ζ
−3
M (m[0] · h2) · β
−3(n(1)2)]]
= [β−3(m[−1]1) · [β
−4(h11) · ζ
−3
N (n(0))]] · Sβ
−3(h12n(1)1)
⊗H Sβ
−2(m[−1]2) · [ζ
−2
M (m[0]) · β
−3(h2)β
−4(n(1)2)]
= [β−3(m[−1]1) · ζ
−3
N (h1 · n(0))] · Sβ
−3(h21n(1)1)
⊗H Sβ
−2(m[−1]2) · [ζ
−2
M (m[0]) · β
−4(h22n(1)2)]
= [β−3(m[−1]1) · ζ
−3
N ((h · n)(0))] · Sβ
−3((h · n)(1)1)
⊗H Sβ
−2(m[−1]2) · [ζ
−2
M (m[0]) · β
−4((h · n)(1)2)]
= σ˜(ζM (m)✷Hh · n).
Next, it is sufficient to consider the case of four-angle H-Hopf modules M = H ⊗ V
and N = H ⊗ W with (V, ζV ), (W, ζW ) ∈ YD
H
H . In this case the σ˜ is defined by the
commutative diagram
(H ⊗ V )⊗H (H ⊗W )
σ˜

ϕ
// (H ⊗ V ⊗W )
H⊗cV,W

(H ⊗W )⊗H (H ⊗ V ) ϕ
// H ⊗W ⊗ V
where the cV,W denotes the braiding in Theorem 3.6. For any g, h ∈ H, v ∈ V and w ∈W ,
we have
σ˜(g ⊗ v ⊗H h⊗w) = ϕ
−1(id ⊗ σ)ϕ(g ⊗ v ⊗H h⊗ w)
= ϕ−1(id⊗ σ)(β−1(g)β−2(h1)⊗ ζ
−1
V (v) ⊳ β
−2(h2)⊗ w)
= ϕ−1(β−1(g)β−2(h1)⊗ ζ
−1
W (w(0))⊗ ζ
−1
V (ζ
−1
V (v) ⊳ β
−2(h2)) ⊳ β
−2(w(1)))
= ϕ−1(β−1(g)β−2(h1)⊗ ζ
−1
W (w(0))⊗ (ζ
−2
V (v) ⊳ β
−3(h2)) ⊳ β
−2(w(1)))
= [β−1(g)β−2(h1)⊗ ζ
−1
W (w(0))]⊗H 1⊗ ζ
−1
V (v[0]) ⊳ β
−3(h2)β
−3(w(1))
= [β−1(g)β−2(h1)⊗ ζ
−1
W (w(0))]
⊗H Sβ
−4(w(1)11)β
−4(w(1)12)⊗ ζ
−1
V (v[0]) ⊳ β
−3(h2)β
−4(w(1)2)
= [β−1(g)β−2(h1)⊗ ζ
−1
W (w(0))]
⊗H Sβ
−4(w(1)11)[[Sβ
−6(h211)β
−6(h212)]β
−5(w(1)12)]⊗ ζ
−1
V (v[0]) ⊳ β
−4(h22w(1)2)
= [β−1(g)β−2(h1)⊗ ζ
−1
W (w(0))]
⊗H Sβ
−3(w(1)1)[[Sβ
−5(h21)β
−6(h221]β
−5(w(1)21)]⊗ ζ
−1
V (v[0]) ⊳ β
−5(h222w(1)22)
= [β−1(g)β−2(h1)⊗ ζ
−1
W (w(0))]
⊗H Sβ
−4(h21w(1)1)β
−5(h221w(1)21)⊗ ζ
−1
V (v[0]) ⊳ β
−5(h222w(1)22)
= [β−1(g)β−2(h1)⊗ ζ
−1
W (w(0))]
⊗H Sβ
−4(h21w(1)1) · [β
−5(h221w(1)21)⊗ ζ
−2
V (v[0]) ⊳ β
−6(h222w(1)22)]
= [β−2(g)β−3(h1)⊗ ζ
−2
W (w(0))] · Sβ
−4(h21w(1)1)
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⊗H β
−4(h221w(1)21)⊗ ζ
−1
V (v[0]) ⊳ β
−5(h222w(1)22)
= [β−3(g1)β
−3(h1)⊗ ζ
−2
W (w(0))] · Sβ
−4(h21w(1)1)
⊗H [Sβ
−4(g21)β
−4(g22)]β
−5(h221w(1)21)⊗ ζ
−1
V (v[0]) ⊳ β
−5(h222w(1)22)
= [β−4(g11)β
−3(h1)⊗ ζ
−2
W (w(0))] · Sβ
−4(h21w(1)1)
⊗H [Sβ
−4(g12)β
−3(g2)]β
−5(h221w(1)21)⊗ ζ
−1
V (v[0]) ⊳ β
−5(h222w(1)22)
= [β−4(g11)β
−3(h1)⊗ ζ
−2
W (w(0))] · Sβ
−4(h21w(1)1)
⊗H Sβ
−3(g12)[β
−3(g2)β
−6(h221w(1)21)]⊗ ζ
−1
V (v[0]) ⊳ β
−5(h222w(1)22)
= [β−4(g11)β
−3(h1)⊗ ζ
−2
W (w(0))] · Sβ
−4(h21w(1)1)
⊗H Sβ
−3(g12) · [β
−3(g2)β
−6(h221w(1)21)⊗ ζ
−2
V (v[0]) ⊳ β
−6(h222w(1)22)]
= [β−4(g11) · (β
−3(h1)⊗ ζ
−3
W (w(0)))] · Sβ
−4(h21w(1)1)
⊗H Sβ
−3(g12) · [(β
−3(g2)⊗ ζ
−2
V (v[0])) · β
−5(h22w(1)2)]
= [β−4(g11) · (β
−3 ⊗ ζ−3W )(h1 ⊗ w(0))] · Sβ
−4(h21w(1)1)
⊗H Sβ
−3(g12) · [(β
−3 ⊗ ζ−3V )(g2 ⊗ ζV (v[0])) · β
−5(h22w(1)2]
= [β−4((g ⊗ v)[−1]1) · (β
−3 ⊗ ζ−3W )((h ⊗w)(0))] · Sβ
−3((h ⊗ w)(1)1)
⊗H Sβ
−3((g ⊗ v)[−1]2) · [(β
−3 ⊗ ζ−3V )((g ⊗ v)[0]) · β
−4((h⊗ w)(1)2)].
This completes the proof.
As a dual of the Theorem 4.8, we can consider the Hom-cotensor product ✷H . The
structure of monoidal category ( HHM
H
H ,✷H) has been given as in Proposition 2.13. Let
(M, ζM ), (N, ζN ) ∈
H
HM
H
H . Define the following linear map, for any m⊗ n ∈M✷HN :
σ̂ :M✷HN → N✷HM
m⊗ n 7→ β−4(m(0)[−1])Sβ
−3(n[−1]) · ζ
−3
N (n[0](0))
✷ζ−3M (m(0)[0]) · Sβ
−3(m(1))β
−4(n[0](1)),
Note that the σ̂ is bijective with inverse σ̂−1(n ⊗m) = ζ−3M (m[0](0)) ⊳ S
−1β−3(m[−1])
β−4(n(0)[−1])✷β
−4(m[0](1))S
−1β−3(n(1)) ⊲ ζ
−3
N (n(0)[0])
Theorem 4.9. Let (H,β) be a Hom-Hopf algebra such that β and the antipode S are
bijective. Then ( HHM
H
H ,✷H) is a braided monoidal category with a braiding σ̂.
The proof is similar to Theorem 4.8.
5 Four-angle Hopf modules are modules
In this section, we first recall the structure of (H∗, α) as a Hom-Hopf algebra. Then,
we will show that the category HHM
H
H andH∗op⊗H∗#H⊗HopM are isomorphic.
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Proposition 5.1. (see [10, 15].) Let (H,β, S) be a Hom-Hopf algebra. Then (H∗, α =
β∗−1, S∗) is a Hom-Hopf algebra with the unit ε, with the counit ε∗ such that ε∗(x) =
x(1H), with the multiplication and comultiplication defined as follows:
(x • y)(h) = x(β−2(h1))y(β
−2(h1)),
∆∗(x)(h⊗ g) = x(β−2(hg)) = x1(h)x2(g),
for any h, g ∈ H and x, y ∈ H∗.
In what follows, we will always assume that (H,β) is a Hom-Hopf algebra with β
bijective, and denote x(h) = 〈x, h〉, for any h ∈ H and x ∈ H∗.
Definition 5.2. The Heisenberg double H(H∗) of a Hom-Hopf algebra (H∗, α) is the
Hom-smash product H∗op#H with respect to the left regular action of H on H∗op, i.e., for
any h, h′ ∈ H and x, x′ ∈ H∗:
(x#h)(x′#h′) = (β−2(h1)⇀ α
−1(x′)) • x#β−1(h2)h
′,
where ⇀: H ⊗H∗op → H∗op, h ⇀ x(a) = x(S(h)β−2(a)), for any h, a ∈ H and x ∈ H∗.
Before we proceed to obtain the main result, we need the following propositions.
Proposition 5.3. Let M be a linear space and ζM :M →M a bijection, and assume that
H ⊗Hop is a usual tensor product over H, Then (M, ζM ) is an H-bimodule, and if this is
the case then we have
(h⊗ g) ·m = (β−1(h) · ζ−1(m)) · g.
The proof is easy and is left to reader.
Proposition 5.4. Let M be a linear space and ζM :M →M a bijection, and assume that
H∗op ⊗H∗ be a usual tensor product over H, Then (M, ζM ) is a left H
∗op ⊗H∗-module
if and only if (M, ζM ) is a left H-comodule and a right H-comodule such that, for any
m ∈M and x, y ∈ H∗:
β(m[−1])⊗ (m[0](0))⊗m[0](1) = m(0)[−1] ⊗ (m(0)[0])⊗ β(m(1)), (5.1)
and if this is the case then we have
(x⊗ y) ·m = 〈x,m[−1]〉〈y, β
−1(m[0](1))〉ζ
−1(m[0](0)). (5.2)
Proof. If (M, ζM ) is a left H
∗op ⊗H∗-module, we first define
ρl(m) = m[−1] ⊗m[0] = si ⊗ (s
i ⊗ ε) ·m,
ρr(m) = m(0) ⊗m(1) = (ε⊗ s
i) ·m⊗ si,
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where {si}, {s
i} is a dual bases in H and H∗, respectively. It is easy to check that (M, ζM )
is a left H-comodule and a right H-comodule.
Next, we verify that Eq.(5.1) holds. For any m ∈M , we have
β(m[−1])⊗(m[0](0))⊗m[0](1) = β(si)⊗ ((s
i ⊗ ε) ·m)(0) ⊗ ((s
i ⊗ ε) ·m)(1)
= β(si)⊗ (ε⊗ t
i) · [(si ⊗ ε) ·m]⊗ ti
= β(si)⊗ (ε⊗ α
−1(ti))(si ⊗ ε) · ζM (m)⊗ ti
= β(si)⊗ (α(s
i)⊗ ti) · ζM (m)⊗ ti
= si ⊗ (s
i ⊗ ti) · ζM (m)⊗ ti
= si ⊗ (s
i ⊗ α(ti)) · ζM (m)⊗ β(ti)
= si ⊗ (α
−1(si)⊗ ε)(ε ⊗ ti) · ζM (m)⊗ β(ti)
= si ⊗ (s
i ⊗ ε) · [(ε⊗ ti) ·m]⊗ β(ti)
= ((ε⊗ ti) ·m)[−1] ⊗ ((ε⊗ t
i) ·m)[0] ⊗ β(ti)
= m(0)[−1] ⊗ (m(0)[0])⊗ β(m(1)).
As for Eq.(5.2), we get
〈x,m[−1]〉〈y, β
−1(m[0](1))〉ζ
−1
M (m[0](0))
= 〈x, si〉〈y, β
−1(((si ⊗ ε) ·m)(1))〉ζ
−1
M (((s
i ⊗ ε) ·m)(0))
= 〈x, si〉〈y, β
−1(ti)〉ζ
−1
M ((ε⊗ t
i) · [(si ⊗ ε) ·m])
= 〈x, si〉〈y, β
−1(ti)〉ζ
−1
M ((ε⊗ α
−1(ti))(si ⊗ ε) · ζM (m))
= 〈x, si〉〈y, β
−1(ti)〉ζ
−1
M ((α(s
i)⊗ ti) · ζM (m))
= 〈x, si〉〈y, β
−1(ti)〉(s
i ⊗ α−1(ti)) ·m
= (x⊗ y) ·m.
Conversely, assume that (M, ζM ) is a H-bicomodule, and define a left action of H
∗op⊗
H∗ on M by (x ⊗ y) · m = 〈x,m[−1]〉〈y, β
−1(m[0](1))〉ζ
−1(m[0](0)). We now show that
(M, ζM ) is a left H
∗op ⊗H∗-module. By Definition 1.3, the proof of Eq.(1.4) and (1.5) is
simple, here we only check the associativity axiom. For any m ∈M and x, y, x′, y′ ∈ H∗,
we have
(x⊗ y)(x′ ⊗ y′) · ζ(m) = (x′ • x⊗ y • y′) · ζ(m)
= 〈x′ • x, β(m[−1])〉〈y • y
′,m[0](1)〉m[0](0)
= 〈α2(x′), β(m[−1]1)〉〈α
2(x), β(m[−1]2)〉〈α
2(y),m[0](1)1〉〈α
2(y′),m[0](1)2〉m[0](0)
= 〈x′, β−1(m[−1]1)〉〈y
′, β−2(m[0](1)2)〉〈α(x),m[−1]2〉〈α(y), β
−1(m[0](1)1)〉m[0](0)
= 〈x′, β−1(m[−1]1)〉〈y
′, β−1(m[0](1))〉〈α(x),m[−1]2〉〈α(y), β
−1(m[0](0)(1))〉ζ
−1(m[0](0)(0))
= 〈x′,m[−1]〉〈y
′, β−2(m[0][0](1))〉〈α(x),m[0][−1]〉〈α(y), β
−2(m[0][0](0)(1))〉ζ
−2(m[0][0](0)(0))
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= 〈x′,m[−1]〉〈y
′, β−1(m[0](1))〉〈α(x), β
−1(m[0](0)[−1])〉
〈α(y), β−2(m[0](0)[0](1))〉ζ
−2(m[0](0)[0](0))
= 〈x′,m[−1]〉〈y
′, β−1(m[0](1))〉(α(x) ⊗ α(y)) · ζ
−1(m[0](0))
= (α(x) ⊗ α(y)) · [(x′ ⊗ y′) ·m].
This completes the proof.
Proposition 5.5. Let M be a linear space and ζM : M → M a bijection, and assume
that H∗op ⊗ H∗#H ⊗ Hop is a Heisenberg double of H∗op ⊗ H∗, Then (M, ζM ) is a left
H∗op ⊗H∗#H ⊗Hop-module if and only if (M, ζM ) is a left H
∗op ⊗H∗-module and a left
H ⊗Hop-module such that, for any h, g ∈ H, m ∈M and x, y ∈ H∗:
(h⊗ g) · ((x⊗ y) ·m) = [[(β−3(h1)⇀ α
−1(x))↼ β−2S−1(g1)]⊗ [(β
−4(h22) ◮ α
−1(y))
◭ β−3S(g22)]] · [[β
−3(h21)⊗ β
−3(g21)] ·m], (5.3)
and if this is the case then we have
(x⊗ y#h⊗ g) ·m = (x⊗ y) · [(β−1(h) ⊗ β−1(g)) · ζ−1(m)]. (5.4)
Where
(x⊗ y#h⊗ g)(x′ ⊗ y′#h′ ⊗ g′) = [(β−3(h1)⇀α
−2(x′))↼ β−2S−1(g1)] • x
⊗y • [(β−4(h22) ◮ α
−2(y′)) ◭ β−3S(g22)]
#β−2(h21)h
′ ⊗ g′β−2(g21),
and
⇀: H ⊗H∗op → H∗op, (h ⇀ x)(a) = x(S(h)β−2(a)),
↼: H∗op ⊗Hop → H∗op, (x ↼ h)(a) = x(β−2(a)h),
◮: H ⊗H∗ → H∗, (h ◮ y)(a) = y(S−1(h)β−2(a)),
◭: H∗ ⊗Hop → H∗, (y ◭ h)(a) = y(β−2(a)h).
for any h, g, h′, g′, a ∈ H and x, y, x′, y′ ∈ H∗.
Proof. If (M, ζM ) is a left H
∗op ⊗H∗#H ⊗Hop-module, we first define
(x⊗ y) ·m = (x⊗ y#1⊗ 1) ·m,
(h⊗ g) ·m = (ε⊗ ε#h⊗ g) ·m.
It is clear to check that (M, ζM ) is a left H
∗op ⊗H∗-module and a left H ⊗Hop-module.
Next, we need to prove Eq.(5.3). For any h, g ∈ H, m ∈M and x, y ∈ H∗, we have
(h⊗g) · ((x⊗ y) ·m)
31
= (ε⊗ ε#h⊗ g) · ((x⊗ y#1⊗ 1) ·m)
= (ε⊗ ε#β−1(h)⊗ β−1(g))(x ⊗ y#1⊗ 1) · ζM(m)
= [[(β−4(h1)⇀ α
−2(x))↼ β−3S−1(g1)] • ε⊗ ε • [(β
−5(h22) ◮ α
−2(y)) ◭ β−4S(g22)]
#β−3(h21)1⊗ 1β
−3(g21)] · ζM(m)
= [[(β−4(h1)⇀ α
−2(x))↼ β−3S−1(g1)⊗ (β
−5(h22) ◮ α
−2(y)) ◭ β−4S(g22)#1⊗ 1]
[ε⊗ ε#β−3(h21)⊗ β
−3(g21)]] · ζM (m)
= [[(β−3(h1)⇀ α
−1(x))↼ β−2S−1(g1)]⊗ [(β
−4(h22) ◮ α
−1(y)) ◭ β−3S(g22)]#1⊗ 1]
· [[ε⊗ ε#β−3(h21)⊗ β
−3(g21)] ·m]
= [[(β−3(h1)⇀ α
−1(x))↼ β−2S−1(g1)]⊗ [(β
−4(h22) ◮ α
−1(y)) ◭ β−3S(g22)]]
· [[β−3(h21)⊗ β
−3(g21)] ·m].
For Eq.(5.4), we get
(x⊗ y) · [(β−1(h) ⊗ β−1(g)) · ζ−1(m)]
= (x⊗ y#1⊗ 1) · [(ε⊗ ε#β−1(h) ⊗ β−1(g)) · ζ−1(m)]
= (α−1(x)⊗ α−1(y)#1⊗ 1)(ε ⊗ ε#β−1(h)⊗ β−1(g)) ·m
= (x⊗ y#h⊗ g) ·m.
Conversely, assume that (M, ζM ) is a left H
∗op ⊗ H∗-module and a left H ⊗ Hop-
module and Eq.(5.4) holds, and define a left action of H∗op ⊗ H∗#H ⊗ Hop on M by
(x⊗ y#h⊗ g) ·m = (x⊗ y) · [(β−1(h)⊗β−1(g)) · ζ−1(m)]. It is easily proved that Eq.(1.4)
and (1.5) are satisfied, so we only verify Eq.(1.3). For any h, g, h′, g′ ∈ H, m ∈ M and
x, y, x′, y′ ∈ H∗, we have
(x⊗ y#h⊗ g)(x′ ⊗ y′#h′ ⊗ g′) · ζM (m)
= [[(β−3(h1)⇀ α
−2(x′))↼ β−2S−1(g1)] • x⊗ y • [(β
−4(h22) ◮ α
−2(y′)) ◭ β−3S(g22)]
#β−2(h21)h
′ ⊗ g′β−2(g21)] · ζM (m)
= [[(β−3(h1)⇀ α
−2(x′))↼ β−2S−1(g1)] • x⊗ y • [(β
−4(h22) ◮ α
−2(y′)) ◭ β−3S(g22)]]
· [[β−3(h21)β
−1(h′)⊗ β−1(g′)β−3(g21)] ·m]
= [[(β−3(h1)⇀ α
−2(x′))↼ β−2S−1(g1)] • x⊗ y • [(β
−4(h22) ◮ α
−2(y′)) ◭ β−3S(g22)]]
· [[β−3(h21)⊗ β
−3(g21)](β
−1(h′)⊗ β−1(g′)) ·m]
= (x⊗ y)[[(β−3(h1)⇀ α
−2(x′))↼ β−2S−1(g1)]⊗ [(β
−4(h22) ◮ α
−2(y′)) ◭ β−3S(g22)]]
· [[β−2(h21)⊗ β
−2(g21)] · [(β
−1(h′)⊗ β−1(g′)) · ζ−1M (m)]]
= (α(x) ⊗ α(y)) · [[[(β−3(h1)⇀ α
−2(x′))↼ β−2S−1(g1)]⊗ [(β
−4(h22) ◮ α
−2(y′))
◭ β−3S(g22)]] · [[β
−3(h21)⊗ β
−3(g21)] · [(β
−2(h′)⊗ β−2(g′)) · ζ−2M (m)]]]
= (α(x) ⊗ α(y)) · [(h⊗ g) · ((α−1(x′)⊗ α−1(y′)) · [(β−2(h′)⊗ β−2(g′)) · ζ−2M (m)])]
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= (α(x) ⊗ α(y)) · [(h⊗ g) · ζ−1M ((x
′ ⊗ y′) · [(β−1(h′)⊗ β−1(g′)) · ζ−1M (m)])]
= (α(x) ⊗ α(y)#β(h) ⊗ β(g)) · [(x′ ⊗ y′#h′ ⊗ g′) ·m].
This completes the proof.
Proposition 5.6. We have a functor F : HHM
H
H → H∗op⊗H∗#H⊗HopM , defined by F
((M, ζM )) = (M, ζM ) at the linear level, with the left H
∗op ⊗ H∗#H ⊗ Hop-action de-
fined by
(x⊗ y#h⊗ g) ·m = (x⊗ y) · [(β−1(h) ⊗ β−1(g)) · ζ−1(m)],
for any h, g ∈ H, x, y ∈ H∗ and m ∈M . On morphisms, F acts as identity.
Proof. Let (M, ζM ) ∈
H
HM
H
H , according to Proposition 5.3, 5.4 and 5.5, we only need
to prove Eq.(5.3). We define (h ⊗ g) · m = (β−1(h) · ζ−1(m)) · g and (x ⊗ y) · m =
〈x,m[−1]〉〈y, β
−1(m[0](1))〉ζ
−1(m[0](0)), for any h, g ∈ H, m ∈ M and x, y ∈ H
∗. We
compute the right-hand side of Eq.(5.3) as follows:
RHS = [[(β−3(h1)⇀ α
−1(x)) ↼ β−2S−1(g1)]
⊗ [(β−4(h22) ◮ α
−1(y)) ◭ β−3S(g22)]] · [[β
−3(h21)⊗ β
−3(g21)] ·m]
= [[α−1(x1)(β
−1S(h1))α
−1(x2)↼ β
−2S−1(g1)]
⊗ [α−1(y1)(β
−2S−1(h22))α
−1(y2) ◭ β
−3S(g22)]] · [[β
−3(h21)⊗ β
−3(g21)] ·m]
= α−1(x1)(β
−1S(h1))α
−1(y1)(β
−2S−1(h22))[α
−1(x22)(S
−1(g1))α
−1(x21)
⊗ α−1(y22)(β
−1S(g22))α
−1(y21)] · [[β
−3(h21)⊗ β
−3(g21)] ·m]
= α−1(x1)(β
−1S(h1))α
−1(y1)(β
−2S−1(h22))α
−1(x22)(S
−1(g1))α
−1(y22)(β
−1S(g22))
[α−1(x21)⊗ α
−1(y21)] · [[β
−3(h21)⊗ β
−3(g21)] ·m]
= x1(S(h1))y1(β
−1S−1(h22))x22(βS
−1(g1))y22(S(g22))
[α−1(x21)⊗ α
−1(y21)] · [[β
−3(h21)⊗ β
−3(g21)] ·m]
= x1(S(h1))y1(β
−1S−1(h22))x22(βS
−1(g1))y22(S(g22))
〈α−1(x21), [(β
−4(h21) · ζ
−1(m)) · β−3(g21)][−1]〉
〈α−1(y21), β
−1([(β−4(h21) · ζ
−1(m)) · β−3(g21)][0](1))〉
ζ−1([(β−4(h21) · ζ
−1(m)) · β−3(g21)][0](0))
= x1(S(h1))y1(β
−1S−1(h22))x22(βS
−1(g1))y22(S(g22))
〈α−1(x21), (β
−4(h211)β
−1(m[−1]))β
−3(g211)〉
〈y21, (β
−4(h2122)β
−1(m[0](1)))β
−3(g2122)〉
ζ−1((β−4(h2121) · ζ
−1(m[0](0))) · β
−3(g2121))
= x1(S(h1))y1(β
−1S−1(h22))x22(βS
−1(g1))y22(S(g22))
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〈x21, (β
−3(h211)m[−1])β
−2(g211)〉〈y21, (β
−4(h2122)β
−1(m[0](1)))β
−3(g2122)〉
(β−5(h2121) · ζ
−2(m[0](0))) · β
−4(g2121)
= x1(β
−2S(h111))y1(β
−1S−1(h22))x22(β
−1S−1(g111))y22(S(g22))
〈x21, (β
−3(h112)m[−1])β
−2(g112)〉〈y21, (β
−2(h21)β
−1(m[0](1)))β
−1(g21)〉
(β−3(h12) · ζ
−2(m[0](0))) · β
−2(g12)
= x1(β
−2S(h111))y1(β
−1S−1(h22))
〈x2, [(β
−5(h112)β
−2(m[−1]))β
−4(g112)]β
−3S−1(g111)〉
〈y2, [(β
−4(h21)β
−3(m[0](1)))β
−3(g21)]β
−2S(g22)〉(β
−3(h12) · ζ
−2(m[0](0))) · β
−2(g12)
= x1(β
−2S(h111))y1(β
−1S−1(h22))
〈x2, (β
−4(h112)β
−1(m[−1]))[β
−4(g112)β
−4S−1(g111)]〉
〈y2, (β
−3(h21)β
−2(m[0](1)))[β
−3(g21)β
−3S(g22)]〉(β
−3(h12) · ζ
−2(m[0](0))) · β
−2(g12)
= 〈x, β−4S(h111)(β
−5(h112)β
−2(m[−1]))〉
〈y, β−3S−1(h22)[β
−4(h21)β
−3(m[0](1))]〉(β
−3(h12) · ζ
−2(m[0](0))) · g
= 〈x, [β−5S(h111)β
−5(h112)]β
−1(m[−1])〉
〈y, [β−4S−1(h22)β
−4(h21)]β
−2(m[0](1))〉(β
−3(h12) · ζ
−2(m[0](0))) · g
= 〈x,m[−1]〉〈y, β
−1(m[0](1))〉(β
−1(h) · ζ−2(m[0](0))) · g
= 〈x,m[−1]〉〈y, β
−1(m[0](1))〉(h⊗ g) · ζ
−1(m[0](0))
= (h⊗ g) · ((x⊗ y) ·m).
The fact that morphisms in HHM
H
H become morphisms in H∗op⊗H∗#H⊗HopM is easy to
prove.
This completes the proof.
Proposition 5.7. If H is finite dimensional, then We have a functor G :H∗op⊗H∗#H⊗HopM →
H
HM
H
H , defined by G((M, ζM )) = (M, ζM ) at the linear level, with the following structures,
for any h, g ∈ H, x, y ∈ H∗ and m ∈M :
h ·m = (ε⊗ ε#h⊗ 1) ·m,
ρl(m) = m[−1] ⊗m[0] = si ⊗ (s
i ⊗ ε#1⊗ 1) ·m,
m · h = (ε⊗ ε#1⊗ h) ·m,
ρr(m) = m(0) ⊗m(1) = (ε⊗ s
i#1⊗ 1) ·m⊗ si,
where {si}, {s
i} is a dual bases in H and H∗, respectively. On morphisms, G acts as
identity.
Proof. Let (M, ζM ) ∈ H∗op⊗H∗#H⊗HopM , by Proposition 5.3, 5.4 and 5.5, it remains to
check the four compatibility conditions Eq.(2.1), (2.2), (2.3) and (2.4). Here we only prove
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that Eq.(2.1) holds, other proofs are similar. For any h ∈ H and m ∈M , we have
h1m[−1] ⊗ h2 ·m[0]
= h1si ⊗ (ε⊗ ε#h2 ⊗ 1) · [(s
i ⊗ ε#1⊗ 1) ·m]
= h1si ⊗ (ε⊗ ε#β
−1(h2)⊗ 1)(s
i ⊗ ε#1⊗ 1) · ζ(m)
= h1si ⊗ [β
−2(h21)⇀ s
i ⊗ ε#β−1(h22)⊗ 1] · ζ(m)
= h1si ⊗ [s
i
1(S(h21))s
i
2 ⊗ ε#β
−1(h22)⊗ 1] · ζ(m).
Evaluating the expression immediately above against the tensor x⊗ id,
= x1(β
2(h1))x2(β
2(si))⊗ [s
i
1(S(h21))s
i
2 ⊗ ε#β
−1(h22)⊗ 1] · ζ(m)
= x1(β
2(h1))α
−2(x21)(S(h21))⊗ [α
−2(x22)⊗ ε#β
−1(h22)⊗ 1] · ζ(m)
= α−1x11(β(h11))α
−2(x12)(S(h12))⊗ [α
−1(x2)⊗ ε#h2 ⊗ 1] · ζ(m)
= [x⊗ ε#β(h) ⊗ 1] · ζ(m).
By computing the left-hand side of Eq.(2.1), we have
(h ·m)[−1] ⊗ (h ·m)[0]
= si ⊗ (s
i ⊗ ε#1⊗ 1) · [(ε ⊗ ε#h⊗ 1) ·m]
= si ⊗ (α
−1(si)⊗ ε#1⊗ 1)(ε ⊗ ε#h⊗ 1) · ζ(m)
= si ⊗ (s
i ⊗ ε#β(h) ⊗ 1) · ζ(m).
Evaluating the expression immediately above against the tensor x⊗ id,
= x(si)⊗ (s
i ⊗ ε#β(h) ⊗ 1) · ζ(m)
= [x⊗ ε#β(h) ⊗ 1] · ζ(m).
We easily see that both terms are equal. It is clear that morphisms inH∗op⊗H∗#H⊗HopM
become morphisms inHHM
H
H .
This completes the proof.
By Proposition 5.6 and 5.7, it is obvious that the functor F and G are inverse each
other, thus we get the following theorem which is the main result of this section.
Theorem 5.8. Let (H,β) is a finite dimensional Hom-Hopf algebra such that β and the
antipode S are bijective, Then there is a equivalence between the category HHM
H
H of four-
angle H-Hopf modules and the representation category H∗op⊗H∗#H⊗HopM of Heisenberg
double of H∗op ⊗H∗.
As the applications of the above consequence, if we consider the categoryHHM of left-left
H-Hopf modules, we obtain:
35
Corollary 5.9. Let (H,β) is a finite dimensional Hom-Hopf algebra such that β and
the antipode S are bijective, Then there is a equivalence between the category HHM and
the representation category H∗op#HM of Heisenberg double of H
∗, where the product of
Heisenberg double H∗op#H is defined by, for any h, h′ ∈ H and x, x′ ∈ H∗:
(x#h)(x′#h′) = (β−2(h1)⇀ α
−1(x′)) • x#β−1(h2)h
′,
and ⇀: H ⊗H∗op → H∗op, (h ⇀ x)(a) = x(S(h)β−2(a)).
If we consider the categoryHMH of right-left H-Hopf modules, we obtain:
Corollary 5.10. Let (H,β) is a finite dimensional Hom-Hopf algebra such that β and
the antipode S are bijective, Then there is a equivalence between the category HMH and
the representation category H∗op⊗HopM of Heisenberg double of H
∗, where the product of
Heisenberg double H∗op ⊗Hop is defined by, for any h, h′ ∈ H and x, x′ ∈ H∗:
(x#h)(x′#h′) = (α−1(x′)↼ β−2S−1(h1)) • x#h
′β−1(h2),
and ↼: H∗op ⊗Hop → H∗op, (x ↼ h)(a) = x(β−2(a)h).
If we consider the categoryHM
H of left-right H-Hopf modules, we obtain:
Corollary 5.11. Let (H,β) is a finite dimensional Hom-Hopf algebra such that β and the
antipode S are bijective, Then there is a equivalence between the category HM
H and the
representation category H∗⊗HM of Heisenberg double of H
∗, where the product of Heisen-
berg double H∗ ⊗H is defined by, for any h, h′ ∈ H and y, y′ ∈ H∗:
(y#h)(y′#h′) = y • (β−2(h2) ◮ α
−1(y′))#β−1(h1)h
′,
and ◮: H ⊗H∗ → H∗, (h ◮ y)(a) = y(S−1(h)β−2(a)).
If we consider the category MHH of right-right H-Hopf modules, we obtain:
Corollary 5.12. Let (H,β) is a finite dimensional Hom-Hopf algebra such that β and
the antipode S are bijective, Then there is a equivalence between the category MHH and
the representation category H∗#HopM of Heisenberg double of H
∗, where the product of
Heisenberg double H∗#Hop is defined by, for any h, h′ ∈ H and x, x′ ∈ H∗:
(y#h)(y′#h′) = y • (α−1(y′) ◭ β−2S(h2))#h
′β−1(h1),
and ◭: H∗ ⊗Hop → H∗, (y ◭ h)(a) = y(β−2(a)h).
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