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SUMMARY
An accurate and efficient formulation of the stress tensor for real-space Kohn-Sham
Density Functional Theory (DFT) calculations is presented. Specifically, while employing
a local formulation of the electrostatics, a linear-scaling expression for the stress tensor
that is applicable to simulations with unit cells of arbitrary symmetry, semilocal exchange-
correlation functionals, and Brillouin zone integration is discussed. In particular, the contri-
butions arising from the self energy and the nonlocal pseudopotential energy are rewritten
to make them suitable for the real-space finite-difference discretization, achieving up to
three orders of magnitude improvement in the accuracy of the computed stresses. Through
selected examples representative of static calculations, the accuracy and efficiency of the
proposed formulation is verified. In particular, high rates of convergence with spatial dis-
cretization, consistency between the computed energy and stress tensor, and very good




Kohn-Sham Density Functional Theory (KS-DFT) [1, 2] is an ab-initio method, widely
used for understanding and predicting a wide range of material properties. One of the most
popular choice of DFT implementation is the expansion of the Kohn-Sham equations in
the plane-wave basis [3, 4, 5, 6, 7, 8]. Although, it has many attractive features, yet it
suffers from a number of limitations, including its nonlocal nature which severely limits
its efficiency in the context of scalable high-performance computing and makes the devel-
opment of methods that scale linearly with respect to the number of atoms impractical [9,
10]. This has motivated the development of the real-space approaches for DFT, the most
popular among which is the finite-difference method [11, 12, 13, 14, 15, 16], wherein the
equations are discretized using high-order central finite-differences. These approaches not
only overcome the limitations of their plane-wave counterpart, but also achieve speedups
of up to an order of magnitude in some cases [16, 15, 17]. Furthermore, the main computa-
tional bottleneck of the real-space DFT calculation in a non-orthogonal crystal system, i.e.,
Laplacian-vector multiplication, has been recently overcome [18, 19], which further makes
the real-space method a preferred choice for the ab-initio electronic structure calculations.
One of the key components of DFT calculation is solving the non-linear eigenvalue prob-
lem self-consistently, which gives the ground state electron density and energy upon con-
vergence. Once the ground state is determined, the Hellmann-Feynman atomic force [20]
can be obtained by taking the derivative of the ground state energy with respect to the
atomic coordinates as shown in the previous works [16, 15]. Besides calculating atomic
forces, it is often required to calculate the stress (derivative of the ground state energy with
respect to the strain) in periodic systems to determine equilibrium lattice constants of the
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system, obtain bulk modulus, extract statistical properties from MD simulations like shear
viscosity, equation of state and so on. In principle, the stress can be obtained by taking
the derivative of the curve fit obtained from the plot of ground state energies at different
cell geometries. However, in practice, it is computationally expensive, intractable for large
systems and prone to large numerical errors. This motivates the direct calculation of the
stress which is the focus of the current work.
In the past, there have been significant efforts to calculate pressure and stress in the pe-
riodic systems. Slater et al. [21] gave the expression of pressure for the Xα all-electron
theory which was later extended to any treatment of exchange and correlation within the
muffin-tin approximation by Janak et al. [22]. Yin et al. [23] derived the pressure for
the pseudopotential DFT formalism and implemented it using the plane-wave basis. How-
ever, the first implementation of the stress tensor in a DFT framework was done by Nielsen
and Martin [24, 25] by employing the plane-wave basis expansion and the local-density ap-
proximation, which was later extended to the generalized-gradient approximation by Corso
et al. [26]. Besides plane-wave based approaches, the stress was derived for a number of
other DFT formulations. Thonhauser et al. [27] derived the stress within the linearized aug-
mented plane wave method accounting for the Pulay terms arising due to the dependence
of basis functions on the strain. The stress tensor for the projector augmented-wave method
[28] also has some additional terms due to the compensating charges of the PAW method.
Similarly, Kudin et al. [29] discussed the real space evaluation of the coulomb contribution
to the stress tensor for Gaussian-type orbitals using a fast multipole method. Furthermore,
the stress calculation in the numeric atom-centered orbital based density-functional formu-
lation is provided for both pseudopotential [30] as well as all-electron [31] calculations.
Recently, the configurational force approach [32] is proposed for the calculation of the
stress in the context of finite-element discretization, wherein the integrals of Eshelby ten-
sors are calculated.
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In this thesis, a real-space formulation of stress in a periodic system of any arbitrary
symmetry, particularly suitable for the implementation involving the finite-difference dis-
cretization of the underlying Kohn-Sham equations is presented. Essentially, the derivative
of the free energy in KS-DFT with respect to the deformation gradient at the ground state
of the system is derived. Unlike, the scaling argument used in many previous stress deriva-
tions described above, this derivation utilizes the variational nature of the Kohn-Sham DFT
and is free from Pulay correction terms arising due to the change in basis functions under
strain. Specifically, utilizing a local reformulation of the electrostatics and a reformulation
of the non-local pseudopotential component of stress, the stress expression within the gen-
eralized gradient approximation is derived and the accuracy and efficiency of the proposed
stress formulation is demonstrated through selected examples. This work has been reported
in The Journal of Chemical Physics [33] and its extension to O(N) has been reported in
the context of the Spectral Quadrature method [34] in [35].
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Figure 2.1: Unit cell Ω (solid blue lines) and its infinitesimally deformed version ΩF
(dashed red lines). The lattice vectors corresponding to Ω areL1x̂1, L2x̂2, andL3x̂3, where
x̂1, x̂2, and x̂3 are the lattice unit vectors, with θ1 = arccos(x̂3.x̂1), θ2 = arccos(x̂2.x̂3),
and θ3 = arccos(x̂1.x̂2) representing the angles between them.
Consider a unit cell Ω as shown in Figure 2.1 with lattice vectors L1x̂1, L2x̂2, and
L3x̂3, where x̂1, x̂2, and x̂3 are the lattice unit vectors that are related to the Cartesian unit









unit cell, let the nuclei be positioned at R = {R1,R2, . . . ,RN} and contain a total of Ne
valence electrons. Neglecting spin and using the pseudopotential approximation, the free
energy of the system in Kohn-Sham DFT [1, 2] at finite electronic temperature [36] can be
written as
F(Ψ,g, φ,R) = Ts(Ψ,g) + Exc(ρ,∇ρ) + Enl(Ψ,g,R) + Eel(ρ, φ,R)− S(g) , (2.1)
where Ts is the electronic kinetic energy, Exc is the exchange-correlation energy, Enl is
the nonlocal pseudopotential energy, Eel is the total electrostatic energy, S is the electronic
entropy energy, Ψ = {ψ1, ψ2, . . . , ψNs} is the collection of orbitals with occupations g =
4







2 dk . (2.2)
Above, k denotes the wavevector and
ffl
BZ
represents the volume average over the Brillouin
zone.










n(x,k)∇2ψn(x,k) dx dk , (2.3)









being the gradient defined in the Cartesian coordinate system. The exchange-correlation









ρ(x) dx , (2.4)
where εxc = εx + εc is the sum of the exchange and correlation per particle of a uniform
electron gas. The nonlocal pseudopotential energy within the Kleinman-Bylander [41]















∣∣∣∣2 dk , (2.5)
where the summation index J runs over all atoms in Ω, lm runs over all azimuthal and mag-
netic quantum numbers, γJl is a normalization constant, and χ̃Jlm are the Bloch-periodically
mapped projectors, i.e., χ̃Jlm =
∑
J ′ χJ’lm e
−ik·(RJ−RJ’). Here, the summation index J ′
runs over the J th atom and its periodic images, χJ’lm is the corresponding projector, and
i =
√
−1. The total electrostatic energy—locally reformulated [42, 43], thus making it
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suitable for real-space calculations—can be written as















I bI represents the total pseudocharge density of the nuclei, with bI being
the pseudocharge density of the I th nucleus and the summation index I running over all





bI(x,RI)VI(x,RI) dx is the self energy associated with
the pseudocharge densities, with VI being the pseudopotential of the I th nucleus and the
summation index I again running over all atoms in R3; and Ec corrects for the error in
the repulsive energy when there is overlap of the pseudocharge densities, as discussed in

















where σ is the electronic smearing.
The electronic ground state for a fixed position of nuclei then is given by the solution













gn(k) dk = Ne ,(2.8)
where δmn is the Kronecker delta function. In this variational problem, the functional is
minimized over the Bloch-periodic functions defined by: ψn(x + L,k) = eik.Lψn(x,k)
for every lattice vector L and Bloch wavevector k. The corresponding Euler-Lagrange
equations take the form:
(
H ≡ − 1
2
∇2 + Vxc + φ+ Vnl
)














gn(k) dk = Ne (2.10)
− 1
4π
∇2φ(x,R) = ρ(x) + b(x,R) , (2.11)
where H is the Hamiltonian with eigenfunctions ψn and eigenvalues λn, λf is the Fermi


























Once the electronic ground state has been determined, the Hellmann-Feynman stress tensor




Consider an infinitesimal homogeneous deformation that maps the unit cell Ω to ΩF , as
shown in Figure 2.1. Using F to denote the deformation gradient in Cartesian coordinates,








, α, β ∈ {1, 2, 3} , (3.1)
where |Ω| is the measure of the unit cell 1, the superscript (.)F is used to denote quantities
after deformation—a notation adopted henceforth, G signifies the electronic ground state
corresponding to the undeformed unit cell Ω, i.e., at F = I, and the Lagrangian





















F ) dkF −Ne
)
. (3.2)
Here, λf and λmn(m,n = 1, 2, · · ·Ns) are the Lagrange multipliers used to enforce the
constraint on the total number of electrons and the orthonormality of the orbitals, respec-
tively. Note that the above mentioned quantum mechanical stress tensor has resemblance
to the Cauchy stress tensor widely used in continuum mechanics.
In Sections section 3.1- section 3.7 below, we derive the contributions to the stress
tensor arising from the various terms in LF , before presenting the expression for the total
stress in Section section 3.8. In so doing, we will use a hat (̂.) to denote all ground state
quantities, det(F) to denote the determinant of the matrix F, and ∇α (α ∈ 1, 2, 3) to denote
1The measure of the unit cell is its volume, area, and length for systems that are extended in three, two,
and one dimensions, respectively.
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the αth component of the gradient vector. In addition, we will use the relations:
xF = Qx , RF = QR , kF = Q−Tk , F−1 ≈ 2− F , (3.3)
where Q = S−TFST. The final relation is a consequence of the deformation being in-
finitesimal in nature.
3.1 Stress tensor contribution σTs








































× det(F) dx dk
)∣∣∣∣∣
G















































































































ĝn(k)∇αψ̂∗n(x,k)∇βψ̂n(x,k) dx dk .
The last equality in A5 is obtained via integration by parts, performed to reduce the number
of derivative evaluations and circumvent the need for mixed derivatives, which are typically
more costly to evaluate within the real-space method [19, 18].
3.2 Stress tensor contribution σExc








































































































































) ∇αρ̂(x) dx .


















3.3 Stress tensor contribution σEnl









































































































































































































































































dk− 2δαβEnl(Ψ̂, ĝ,R) .
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where the third equality is obtained by using the relation χ∗J’lm(x,RJ’) = χ∗J’lm(STx −



























































































χ̃∗Jlm(x,RJ,k)ψ̂n(x,k) dx , (3.9)
where the second equality is obtained by again using the relation χ∗J’lm(x,RJ’) = χ∗J’lm(STx−
STRJ’), the third equality is obtained by using the chain-rule, the fourth equality is obtained
by making the substitution x = η + RJ’, and the final equality is obtained by taking the
derivative with respect to RJ’ and making the substitution η = x−RJ’.
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The above reformulation is motivated by the fact that the original expression for χσαβ
contains derivatives of the projectors, which are themselves highly localized and rapidly
varying. Therefore, adopting the procedure previously used for the reformulation of the
nonlocal component of the atomic forces [44, 45, 16], we have transferred the derivative
on the nonlocal projectors (with respect to atomic position) to the orbitals (with respect
to space). Since the orbitals are typically more smooth than the projectors, the accuracy
of the stress tensor is significantly improved due to this reformulation, as demonstrated in
Appendix B.
3.4 Stress tensor contribution σEel















∣∣∣∇φ(xF )∣∣∣2 dxF + ˆ
ΩF
(
ρ(xF ) + b(xF ,RF )
)
φ(xF ) dxF
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dx + δαβEself (R) .
The expression for σEcαβ can be found in Appendix A. In obtaining the terms D1, D2, and
D3, we have used the relation in Equation 3.6. It is important to note that using Gauss’
divergence theorem and the chain rule, it is possible to show that σEselfαβ = 0, consistent
with the result obtained in the context of the planewave method [46]. However, due to the
inexact nature of the chain rule within the finite-difference approximation, σEselfαβ can take
significant values, as shown in Appendix C. Therefore, we utilize the above formulation
for σEselfαβ , which we have found to be particularly well suited to error cancellation with the
other terms.
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3.5 Stress tensor contribution σS




































































3.6 Stress tensor contribution σλmn
















































































































ψ̂∗m(x,k)ψ̂m(x,k)δαβ dx dk .
3.7 Stress tensor contribution σλf













































3.8 Total stress tensor
It follows from Equation 3.1 and Equation 3.2 that the total stress can be written in terms






































As a consequence of the Euler-Lagrange equations in Equation 2.9–Equation 2.11, we have
the relations:
A1 +B1 + C1 +D1 − σSαβ − σ
λf
αβ = 0 , (3.15)
A2 +B2 + C2 +D2 − F2 = 0 (3.16)
A3 +B3 + C3 +D3 − F3 = 0 , (3.17)






















Inserting the above relations and those from Equation 3.4, Equation 3.5, Equation 3.7, Equa-
tion 3.10, Equation 3.11, Equation 3.12, and Equation 3.13 into Equation 3.14, we arrive




















































































































































































































The above expressions for the stress and pressure can be evaluated in O(N) operations
and are applicable for the general case of a non-orthogonal crystal system with Brillouin
zone sampling and for the choice of a semilocal exchange-correlation functional. Indeed,
the expression for a Γ-point calculation can be obtained by dropping the volume-average
integral over the Brillouin zone and setting k = 0 in the expressions. In addition, the ex-
pression for the choice of a local exchange-correlation functional such as the local density





In this section, we verify the accuracy and efficiency of the proposed formulation for cal-
culating the stress tensor in real-space DFT calculations. For this purpose, we develop an
implementation in the M-SPARC [47] prototype code, a serial implementation of the large-
scale real-space DFT code SPARC [15, 16, 17]. The Poisson problem in Equation 2.11
is solved using the Alternating Anderson-Richardson (AAR) method [48, 49]. The elec-
tronic ground-state is calculated using the Chebyshev-filtered subspace iteration (CheFSI)
[50, 51], with acceleration provided by the restarted Periodic Pulay method [52, 53]. In
all simulations, we employ a twelfth-order accurate finite-difference discretization, norm-
conserving Troullier-Martins pseudopotentials [54], trapezoidal rule for all integrations in
real space, and the Monkhorst-Pack [55] grid for integration over the Brillouin zone. A
more detailed description of the underlying finite-difference formulation and implementa-
tion can be found in our previous work [15, 16].
As representative examples, we consider the following systems: (i) hexagonal close
packed (hcp) titanium with equilibrium lattice parameters: L1 = 5.47 Bohr, L2 = 5.47
Bohr, L3 = 8.85 Bohr, θ1 = θ2 = 90◦, and θ3 = 120◦; (ii) diamond cubic (dc) germanium
with equilibrium lattice parameters: L1 = L2 = L3 = 10.74 Bohr, and θ1 = θ2 =
θ3 = 90
◦; and (iii) triclinic titanium with equilibrium lattice parameters: L1 = 5.47 Bohr,
L2 = 5.47 Bohr, L3 = 8.85 Bohr, θ1 = 97◦, θ2 = 82◦, and θ3 = 107◦. We employ the PW
[56] variant of LDA and the PBE [57] variant of GGA as exchange-correlation functionals
for the titanium and germanium systems, respectively. Wherever suitable, we compare with
the planewave code ABINIT [58], wherein we use planewave cutoffs of 70 Ha and 30 Ha
for the titanium and germanium systems, respectively, which results in the stresses being
converged to within 0.01 %.
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4.1 Convergence of stress tensor with discretization
First, we verify convergence of the stress tensor with respect to spatial discretization. For
this study, we choose a 2-atom unit cell of hcp titanium uniformly expanded by 1%, a
2-atom unit cell of triclinic titanium, and an 8-atom unit cell of dc germanium uniformly
compressed by 1%. We employ 6 × 6 × 6 and 5 × 5 × 5 k-point grids for the titanium
and germanium systems, respectively. In Figure 4.1, we present the error in the calculated
stress tensor as a function of mesh size. The error is defined with respect to reference
M-SPARC results that are converged to 0.001% accuracy, which in turn agree with highly
converged ABINIT results to within 0.2%. It is clear that there is systematic convergence
of the computed stress tensor. On performing a linear fit to the data, we obtain convergence
rates of approximately O(h10) with respect to mesh size. These results demonstrate that
high rates of convergence—similar to those obtained for the energy and atomic forces [16,


















Figure 4.1: Convergence of the stress tensor with mesh size for the hcp titanium, triclinic
titanium, and dc germanium systems. The error is defined to be magnitude of the maximum
difference in any component. The straight lines represent linear fits to the data.
4.2 Cell optimization using the stress tensor
Next, we verify the accuracy of the computed stress tensor for performing cell optimization.
For this study, we consider a 2-atom unit cell of hcp titanium and an 8-atom unit cell of
21
dc germanium, with 6 × 6 × 6 and 5 × 5 × 5 k-point grids for Brillouin zone integration,
respectively. In Figure 4.2, we plot the variation in energy and pressure as a function of
the unit cell volume as computed by M-SPARC and ABINIT. Specifically, we plot the
computed energy and its cubic spline fit in Figure 4.2a, and the computed pressure and the
derivative of the cubic spline fit to the energy in Figure 4.2b. Note that we have employed
a constant number of grid points in M-SPARC, i.e., they are independent of the unit cell
volume and correspond to mesh sizes of 0.22 and 0.44 Bohr for the titanium and germanium
systems at their equilibrium volumes, respectively. It is clear from the results that there is
excellent agreement between ABINIT and M-SPARC, with the results being practically
indistinguishable. In particular, as determined from the data in Figure 4.2b, the difference
in equilibrium lattice constants predicted by M-SPARC and ABINIT for the titanium and
germanium systems are 0.0003 Bohr and 0.003 Bohr, respectively, and the corresponding
difference in the bulk modulus is 0.004 GPa and 0.3 GPa, respectively. The Pulay stress
[59] at the chosen mesh sizes is estimated to be 0.014 GPa and 0.0086 GPa for the titanium
and germanium systems, respectively.1




























(a) Computed energy difference and its cubic spline
fit

























(b) Computed pressure and the derivative of the cu-
bic spline fit to the energy
Figure 4.2: Variation in the energy difference and pressure computed by ABINIT and
M-SPARC as a function of volume change for the hcp titanium and dc germanium sys-
tems. The volume change and energy difference are defined with respect to the equilibrium
system, i.e., cell corresponding to zero stress.
1The Pulay stress is estimated using the technique described in the VASP [3] manual.
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It is also clear from the results in Figure 4.2 that the computed energy and pressure
are consistent within the proposed formulation. This is also true for the complete stress
tensor, as verified by the results in Table 4.1 for the 2-atom triclinic titanium system with
6× 6× 6 k-point sampling. In particular, the maximum difference between the computed
stress tensor and that obtained from the numerical derivative of the energy is less than 1%.
Table 4.1: Computed stress tensor and that obtained from the numerical derivative of the
energy for the triclinic titanium system by M-SPARC. All stress component values are
reported in GPa.
σ11 σ12 σ13 σ22 σ23 σ33
Computed 6.884 4.371 −3.237 9.610 2.476 5.104
Numerical derivative 6.852 4.351 −3.260 9.551 2.493 5.053
4.3 Stress tensor in ab-initio molecular dynamics
Finally, we verify the ability of the proposed formulation to accurately calculate the stress
tensor in AIMD simulations. To do so, we consider 128-atom hcp titanium and 216-atom
dc germanium systems with the atoms randomly perturbed by up to 10% of nearest neigh-
bor distance and perform Γ-point calculations, as is typical in AIMD simulations. In M-
SPARC, we employ mesh sizes of h = 0.21 Bohr and h = 0.44 Bohr for the titanium and
germanium systems, respectively. It is clear from the results presented in Table 4.2 that
there is very good agreement between M-SPARC and ABINIT, with the maximum differ-
ence in any stress component being 0.9 %, an accuracy representative of those desired in
practical calculations. Note that as the mesh is refined in M-SPARC, the agreement with
ABINIT further increases. Also note that the calculation of the stress tensor takes less than
1% of the total simulation time in M-SPARC, which verifies the efficiency of the proposed
formulation for real-space DFT calculations.
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Table 4.2: Stress tensor computed by M-SPARC and ABINIT for the hcp titanium and dc
germanium systems. All stress component values are reported in GPa.
σ11 σ12 σ13 σ22 σ23 σ33
Ti128
M-SPARC −6.175 0.585 0.235 −5.219 0.000 −5.981
ABINIT −6.159 0.580 0.235 −5.251 0.000 −6.038
Ge216
M-SPARC −23.569 1.933 2.551 −27.397 −3.746 −25.032




In this thesis, an accurate and efficient formulation of the stress tensor for Kohn-Sham DFT
calculations employing the real-space finite-difference method is presented. Specifically,
while employing a local formulation of the electrostatics, a linear-scaling expression for
the stress tensor that is applicable to simulations with unit cells of arbitrary symmetry,
semilocal exchange-correlation functionals, and Brillouin zone integration is derived. In
particular, the contributions to the stress tensor arising from the self energy and the nonlo-
cal pseudopotential energy are rewritten so as to make them compliant with the real-space
method, thereby achieving up to three orders of magnitude improvement in the accuracy
of the computed stresses. Through selected examples representative of static DFT calcula-
tions, the accuracy and efficiency of the expression derived for the stress tensor is verified.
In particular, it is demonstrated that the proposed formulation obtains high rates of con-
vergence with spatial discretization and that there is consistency between the computed
energy and stress tensor, while maintaining very good agreement with reference planewave
results. Overall, this work overcomes one of the limitations of real-space approaches, i.e.,
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I b̃I denotes the total reference
pseudocharge density of the nuclei with b̃I being the reference pseudocharge density of the
I th nucleus that generates the potential ṼI ; and the summation index I runs over all atoms
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dx + δαβEc(R) . (A.2)
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As discussed in Appendix C, the contribution to the stress tensor arising from the self en-
ergy terms are not identically zero within the finite-difference approximation, and therefore
have been retained to ensure the accuracy of the proposed formulation.
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APPENDIX B
ON THE REFORMULATION OF THE STRESS TENSOR CONTRIBUTION σENL
In Section section 3.3, while deriving σEnl—contribution to the stress tensor arising from
the nonlocal pseudopotential energy—we have transferred the derivatives on the projectors
(with respect to atomic position) to derivatives on the orbitals (with respect to space), as
shown in Equation 3.9. This is because the orbitals are typically smoother than the pro-
jectors, and therefore the proposed strategy is expected to provide higher quality stresses,
analogous to observations for the atomic forces [44, 45, 16]. To verify this, we consider an
8-atom unit cell of dc germanium and perform a Γ-point calculation. In Figure B.1, we plot
the convergence of the stress tensor with and without the reformulation of σEnl . It is clear
from the results that the proposed formulation tremendously improves the accuracy of the

















Figure B.1: Convergence of the stress tensor with mesh size for the dc germanium system
with and without the nonlocal reformulation. The error is defined to be magnitude of the
maximum difference in any component. The straight lines represent linear fits to the data.
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APPENDIX C
ON THE STRESS TENSOR CONTRIBUTION σESELF IN REAL-SPACE
CALCULATIONS
As discussed in Section section 3.4, it can be shown analytically that σEself = 0. However,
due to the inexact nature of the chain rule within the finite-difference approximation, it is
identically zero only in the limit of an infinitely fine mesh. In order to demonstrate the
significant contribution of σEself in practical calculations, we consider an 8-atom unit cell
of dc germanium and perform a Γ-point calculation. It is evident from the results presented
in Figure C.1 that the proposed formulation of σEself tremendously improves the accuracy

















Figure C.1: Convergence of the stress tensor with mesh size for the dc germanium system
with and without the contribution arising from the self energy. The error is defined to be
magnitude of the maximum difference in any component. The straight lines represent linear
fits to the data.
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