The wall temperature profile in the flow field of an impinging two-jet array has been controlled using a neural network. The jet excitation is achieved by injection and suction through fine slits co-located at the nozzle exits to obtain a desired wall temperature profile. The wall temperature profile is determined "uniquely" by the excitation pattern so that the flow field is essentially considered as the "function" with the excitation pattern as the input and the wall temperature profile as an output. A neural network learns the inverse function of the flow field via offline learning and online learning, and is then serves as the controller. As a result, the wall temperature distribution is controlled with high accuracy and this demonstrates the applicability of control on the convective heat transfer process.
Introduction
Impinging jets are widely used in industrial processes such as for paper and steel manufacturing to obtain a high heat transfer near the stagnation point on heating or cooling the surface. Moreover in this process, accurate heat transfer distribution control is required. A number of studies on heat transfer control have been performed; These can be classified into passive and active techniques. Passive control includes techniques that do not exchange energy through systems, such as by swirl (1) and by altering the shape of the nozzle (2) . Active control however features energy exchange, such as by acoustic excitation (3) and by oscillation of surface (4) . Active control is attractive from the perspective of control because the extent of energy input into the system can be adjusted arbitrarily. We thus chose active control for heat transfer distribution control.
We introduce an array of two impinging jets and the shear layer excitation as a means to control the heat transfer, equipped with injection and suction through fine slits co-located at the nozzle exits. There are many studies on jet control by excitation utilizing various types of actuators such as synthetic jets (5) , an intelligent nozzle (6) and fluidic actuation (7) and they show clear effectiveness. In our configuration, the jet shear layers can be excited locally and independently at the nozzle exits in order to achieve a flexible control increasing number of operation variables, which is directly attributed to the extension of the controllable range of the flow.
As active control involves a controller unit, it is also important to choose the appropriate control algorithm for heat transfer distribution control. There are two considerations for accurate distribution control with impinging jets as described follows.
1. Control of multiple variables to achieve a desired spatial distribution.
2. A flow field controller that mimics the non-linear nature of the Navier-Stokes equation.
In order to address these considerations, we employed a neural network control based controller for heat transfer distribution control. A neural network can non-linearly handle the relation between multiple inputs and outputs via learning from a set of training patterns.
Previously Yamamoto et al. (8) showed velocity profile control by employing three parallel planar jets and using a neural network as controller. The velocity of each jet was controlled to obtain a desired velocity profile. The neural network learned from a set of training patterns, consisting of velocity profiles and specified jet exit velocities, prior to the control period (offline learning).
As one means of the applications to turbulent flow control, Jacobson and Reynolds (9) achieved an approximately 8% reduction in skin friction in a simplified, numerically-simulated turbulent boundary layer using a neural network controller. In the study, the neural network learned during the control period (online learning).
Online learning can adapt well to the flow condition at hand, but there are relatively few experimental studies on flow control using neural network learning via online learning. The objective of this study is to control the steady wall temperature profile in an impinging two-jet array. The jets are excited by injection and suction through fine slits co-located at the nozzle exits to provide the desired wall temperature profile. The effect of excitation on the wall temperature profile is examined initially. Subsequently, a control system based on a neural network that learns training patterns via offline learning and online learning is then constructed. Control of the steady wall temperature profile in an impinging two-jet array is then realized through its application.
Experimental Apparatus
The flow configuration and measurement system are shown schematically in Fig. 1 . We employed almost the same facilities conducted by Yamamoto et al. (10) Water jets issuing from two identical rectangular nozzles (width: B = 10 mm, aspect ratio: 10 : 1) arranged in parallel (nozzle spacing: s = 36 mm) impinge upon a horizontal, electrically-heated surface a distance H/B = 4 away from the nozzles. The heated surface is a rectangular plate made of a 5 mm thick expanded polystyrene covered with five 140 mm × 29 mm × 20 µm stainless steel foil heaters. All heaters are glued onto the plate, and electrically connected in series such that when supplied with the direct current, give a constant heat flux of 10 kW/m 2 . Eleven copper-constantan thermocouples, approximately 100 µm in diameter, were embedded on the backside of the heater at 10 mm increments to measure the tem- Fig. 1 The experimental apparatus perature distribution on the heated impingement surface.
Particle image velocimetry (PIV) was employed to obtain the velocity vectors in a planar section of the flow. The flow field was illuminated by a 1 mm thick laser sheet (Nd:YAG laser, New Wave Research, 30 mJ) while the scattered light of tracer particles (mean diameter: 10 µm) were recorded via a CCD camera (Kodak ES1.0, 8 bit, 1 008×1 018 pixels). The spatial resolution of images was 0.067 mm/pixel. A hierarchical interrogation method was applied for the correlation calculation and the sub-pixel displacement was estimated by means of Gaussian peak of fitting. The sampling rate of an image pair was set at 15 Hz and the images were double exposed with a pulse interval 5 ms.
Each jet was excited by injection and suction through fine slits (width = 0.5 mm) co-located at the nozzle exits to generate vortices. Those slits were connected to syringes by silicone tubes. The syringes were independently actuated using stepping motors controlled by a PC producing triangular waves. The slits were sequentially numbered from left to right, as slit-1 to 4. The excitation amplitude, A, is defined as below,
where V 0 the nozzle exit velocity was set at 50 mm/s and v is the excitation slit velocity. v was a bulk velocity estimated by the flow rate corresponding to the push-out volume of the syringe and the cross-section area of the slit. The excitation amplitude was set at 0-2.4 based on the investigations of the flow structure for several amplitude conditions in the preliminary experiments.
In the coordinate system shown in Fig. 1 , the origin is located at the center of the two nozzles. The x-axis is normal to the jet axis and parallel to the plate, whereas the y-axis extends in the streamwise direction. The Reynolds number defined by the nozzle width and the mean exit velocity was approximately 500. The Strouhal number defined by the nozzle width, the mean exit velocity and the excitation frequency was 0.6. We examined the effects of the excitation on the wall temperature distributions at the Reynolds number of 1 000 as well as at that of 500. The range of the variation in the wall temperature influenced by the excitation at Re = 500 was larger than at Re = 1 000. Since we attempted to control the wall temperature, we chose Re = 500, where the response range of the wall temperature on the excitation was larger. We also examined the effects of the excitation at the Strouhal number of 0.2, 0.6 and 1.0. We performed the control experiments for the case of S t = 0.6, which had the wide range of the variation (10) .
Flow Characteristics
Figure 2 (a) shows the mean flow structure (time average for 60 seconds) with no excitation. The excita- Without excitation, the mean flow moves outward as the flow approaches to the wall, while flows impinge the wall in a straight manner for the case of excitation. Here, there is definite mixing enhancement in the area between the two jets, the so-called "recirculation zone". In this recirculation zone, higher heat transfer was obtained when all jets were excited because of the intense vortical motion. These vortices were also observed in phase-locked-average velocity fields synchronized with the excitation. The vortical motion promotes Fig. 3 Step response of the wall temperature upon starting excitation surface renewal at the heated wall which results in high heat transfer. Sakakibara et al. (11) revealed in detail the three-dimensional vortex structure and heat transfer mechanism near the stagnation point in a single impinging jet.
He reported that what he called rib vortices near the wall, and they contributed heat transfer. The wall temperature distribution varies significantly in the recirculation zone, so that we set the target range of the temperature from x/B = −2 to 2. Without the excitation, the recirculation zone between the two jets is not completely stable, especially at the location of the impingement of the shear layer, i.e. around x/B = 2 and −2. According to that, the wall temperatures at x/B = 2 and −2 have comparatively long term fluctuations (the period is 10 to 20 seconds). The error bars in Fig. 2 show the root-mean-square values of the wall temperature fluctuations for the case of no excitation. Figure 3 depicts the time-series variation of phase-averaged temperature at x/B = −2 upon starting excitation. The temperature decreases gradually but approaches a quasi-steady state within 30 seconds. Figure 4 presents vector maps and the wall temperature profiles for two excitation patterns ((A 1 , A 2 , A 3 , A 4 ) = (1.32,0,0,0) and (2.4,0,0,0)), which were time-averaged over 20 s. As excitation amplitude from slit 1 increased, the location of the impingement shifted from left to right and, flow in the region, −2 < x/B < 2 and 3 < y/B < 4, increased along the wall, as shown in Fig. 4 (a) and (b) . Consequently, the merging location of the wall jets formed by each jet moved rightward. As a result the maximum of the wall temperature profile also moved rightward. The adjacent wall jet is the most influential factor that determines the wall temperature for the case of A 1 excitation. Figure 5 presents vector maps and wall temperature profile for two excitation patterns ((A 1 , A 2 , A 3 , A 4 ) = (0,1.32,0,0) and (0,2.4,0,0)). A 2 excitation shift the jet outward and induced convective mixing of the "recirculation zone" located adjacent to the jet as shown in Fig. 5 (a) and (b). As excitation amplitude of A 2 increased, the induced recirculatory flow increased such that the wall temperature decreased as shown in Fig. 5 (c) . In summary for A 2 excitation, we surmised that the flow rate of the induced recirculation is more influential in determining the wall temperature than the adjacent wall jet. Since the time-averaged wall temperature profile is uniquely determined by each excitation pattern, the flow field is thought of as a function, at control unit that takes as input the excitation pattern and then outputs the wall temperature profile.
Design of Control System

1 Control strategy
The flow field was considered as a function as mentioned above. An appropriate excitation pattern is required to obtain a desired wall temperature profile. A neural network that learns the inverse function of the flow field com- layer, 5 units on the hidden layer and 4 units on the output layer as described in Fig. 6 . Sigmoid function ranging from 0 to 1 was used for an activation function. At the input and output of the neural network, temperature variation ∆T was translated into 0.1-0.9 which was corresponding to 0-35 K and excitation amplitude A was also translated into 0.1-0.9 which is corresponding to 0-2.4. We adopted a backpropagation method for learning. In order to achieve a level of control, a neural network that accurately approximates the inverse function is needed. To show the relationship between a set of training patterns and an approximated function, we give an example function of the controlled system to show how the neural network learns. The neural network is used as the controller reflecting the inverse function α = β 2 . A block diagram is shown in Fig. 7 . We input targeted values to the controller and it output mapping values. The approximated function formed by learning from a set of training patterns with large or small deviation from the target are described in Fig. 8 (a) and (b) , respectively. Through the both learning processes, α of 0-100 is translated into 0.1-0.9 and β of 0-10 is translated into 0.1-0.9 at the output and input of the neural network. It is evident that a neural network approximates the function with high accuracy near a set of training patterns. Therefore, a set of training patterns with small deviation from the target (shown in Fig. 8 (b) ) approximates the inverse function at the target more accurately than one with large deviation. Accordingly, it is important that a set of training patterns is given near the targeted value to obtain an appropriate excitation pattern.
In consideration of this neural network characteristic, a control system for the wall temperature profile was constructed. As described above, learning near the targeted value is needed for precise control, but the appropriate excitation pattern for the targeted value is not known a priori. We therefore attempted to approach the target gradually via several learning trials and finally converged upon the target. We took the following two steps.
1. Before the control period, the inverse function is formed approximately using a set of training patterns (offline learning).
2. The inverse function is improved using the training pattern obtained during the control period (online learning). In this control, training pattern includes both an excitation pattern and the resultant wall temperature profile. The details of "before the control period" and "during the control period" will be described as follows.
2 Offline learning
Before the control period, the inverse function is approximately formed via offline learning using ten training patterns per diagram depicted in Fig. 9 . A wall temperature profile with one maximum temperature resulting from an impinging planar two-jet array in Figs. 4 (c) and 5 (c) is obtained. Ten training patterns are chosen by varying the location of the maximum temperature value along the wall temperature profile. A maximum and a minimum temperature profile with a maximum value at each x/B are selected. All temperature profiles used in the offline learning period are shown in Fig. 10 (a) and (b) .
We note as evident that the maximum and minimum temperature profiles are limited to those which can be obtained by the experimental apparatus and the flow conditions in this study. Via offline learning, all feasible temperature profiles are bounded between the selected maximum and minimum temperature profiles. Consequently, excitation patterns of output from the neural network are constrained, although the neural network outputs enormous types of excitation patterns initially.
3 Online learning
The block diagram during the control period is shown in Fig. 11 . The inverse function formed via offline learning is improved via online learning with training patterns obtained during the control period. The neural network receives a set of ∆T measured and is trained based on the errors between A in (actually executed) and A est (estimated by the neural network). The controller is then renewed by the trained neural network. The steady wall temperature profile is needed as input since the objective of this study is "steady" wall temperature profile control. As noted in Fig. 3 , the transient time to steady state was approximately 30 seconds. Based on this result above, online learning repeated the cycle in four steps as follows.
1. Wait 30 second transient time after update of excitation pattern.
2. Measure the wall temperature profile and calculating the averaged values over 10 seconds.
3. Perform the online learning using the averaged temperature profile and the executed excitation pattern to improve the inverse function.
4. Output the updated excitation pattern. The excitation pattern was accordingly updated once every 40 seconds.
Additionally, to achieve stabilized and speedy control, a small "dither" defined below, is added to each input.
(i means the location of x/B:
The bar represents a spatial average. Dither is added at each measurement location of x/B. Since the dither is determined by the deviation between ∆T target and ∆T measured , it works for quicker learning when the deviation is large in the beginning of the control period and works to learn slightly different states likely around ∆T target when the deviation has become small. When 1/K is too large, the output from the trained neural network is oscillated. Through trial and error, the value for K was found to be between 6∼10. 
Control Results
The results of the controlled temperature profiles along the updated counts (N) for online learning are shown in Fig. 12 (a) and (b) . K was set at 10. For (a), the targeted wall temperature profile was set to one of the profiles obtained by the preliminary experiments but not included in the training patterns. The temperature profile, at N = 0, is for the excitation pattern determined by inverse function; that is, neural network formed by offline learning. As the online learning progresses, the approximation of the inverse function improved so that the measured temperature profiles approached the targeted value. For (b), the target profile was set to a flat profile (∆t = 8 K at every measurement point), and it could also be approached although the complete convergence could not be expected. To evaluate the convergence process quantitatively, a sum of the squared deviation from the targeted value is defined as follows: As denoted in Fig. 13 , we see that Dt gradually decreased as N increases via online learning for both in (a) and (b). In other words, the wall temperature profile approaches the target. This control system using a neural network learning method, via offline and online learning, appears to work well for control of the wall temperature profile.
Conclusion
The time-and space-domain flow characteristics of an impinging two-jet array, that generates steady wall temperature profiles and velocity vector field maps and step response of temperature with selected jet excitation patterns, was investigated. The flow field was considered a function that consists of jet excitation pattern as input and the wall temperature profile as output. Based on our results, a control system using a neural network that learned the inverse function via offline and online learning was constructed. As the updated count of an excitation pattern increased via online learning, the observed wall temperature profile approached the targeted profile. We have shown that the present control means using a neural network is effective in controlling the wall temperature profile in impinging two-jet array.
