Background: This work aims at investigating the histology of hippocampus formation as structural model of information processing. The study addressed the question whether the pattern of cellular type distribution within hippocampal fields could be used as support of information processing in the hippocampus. Method: Pyramidal-shaped neurons presenting both cytoplasm and nucleus outlined clearly were measured systematically on brain slides, using a light microscope connected to a microcomputer equipped with a scanner software for measuring particles. Morphological types of cells were identified following class sizes and their distribution determined through hippocampal fields. Results: A battery of statistical tests: Sturges' classification, class sizes distribution around overall mean, Bartlett's sphericity test, principal components analysis (PCA) followed by correlations matrix analysis and ANOVA allowed two cellular groups to be identified in the hippocampus: large and small pyramidal-shaped cells. Conclusion: The results show that sensory information processing in the hippocampus could be built on two classes of pyramidal neurons that differed anatomically with probably different physiological functions. The study suggests combination ensembles clustering large and small pyramidal cells at different rates, as fundamental signaling units of the hippocampus.
Introduction
The comparatively simple architecture of the hippocampus formation has made it an attractive model for the elucidation of the structure and function of the cerebral cortex.
The most prominent rodent model of the hippocampus function was O'Keefe and Nadel's Theory of the hippocampus as mediating cognitive maps or neural representations of physical space. The notion of neural code in the hippocampus appeared firstly in the O'Keefe and Nadel's Theory, by the discovery of the hippocampal "place cells" coding physical space. These "place cells" are neighboring neurons that fire in association with a rat's place in the environment, independent of any particular stimulus or ongoing behavior [1] [2] . However neurophysiological findings showed that characteristic cells firing were found to be sensitive to modifications of both spatial and non-spatial stimuli [3] - [5] . For instance, cellular recording in the hippocampus showed that complex-spike neurons fire in relation to explicitly non-spatial (visual, auditory, olfactory and goal-directed movements) stimuli [6] - [8] . Thus there appeared the notion of dual tasking by hippocampal complex-spike cells, related to two different populations of neurons, one that codes place and another that codes the relationships between various environmental stimuli [9] . Later, studies have reported however, that there would be no systematic relationship between places in the environment and the anatomical details of the hippocampal structure. Rather the entire hippocampal network would participate in representing each significant aspect of space. Such a view conforms to the emerging computational view of distributed neural representation [10] [11] . The hippocampus function could better be described in terms of computational-representational activity, e.g., analyzing, synthesizing, comparing, storing, detecting and encoding the representations of different events [12] . The computational view of the hippocampus raises the question of neural code for the sensory information processing.
Recent advances in our understanding of information transfer suggest two candidate neural codes: Information is represented in the spike rate of neurons, or information is represented in the precise timing of individual spikes [13] . In the first model, cortical neurons must perform some sort of coincidence detection, such that a particular combination of presynaptic events leads to a postsynaptic spike [14] : Rate coding [15] . This combination requires an ensemble of 50 -100 neurons representing the fundamental signaling units of cerebral cortex [16] . In the second model, it is postulated that the timing of spikes, their intervals and patterns can convey information: Temporal coding [17] . This hypothesis suggests that information may propagate via specific patterns of spikes, like Morse code or across neurons [17] [18] .
This work aims at investigating hippocampus formation, one of the brain structures making up the limbic system, as structural model of information processing. Although the hippocampus lies beneath the cerebral cortex, it is not truly a subcortical structure in that it is really a cortical infolding itself. The structure is evolutionarily older and simpler (with fewer layered structures) than the surrounding neocortex, and is specified as archicortex [19] . The hippocampus-dependent spatial, temporal or emotional memory systems could have appeared early during evolution, having conserved their functional identity through vertebrate phylogenesis [20] . Phylogenic conservation of memory systems trough evolution raises the question of universal neural code. In addition, earlier studies indicate when the forebrain was removed, diencephalon continues to control through species, the well preserved stereotyped behaviors like mating rituals, predatory, defensive and maternal maneuvers [21] . The assumption is that information processing for those stereotyped behaviors achievement should be also preserved phylogenetically, based on the universality of neural code.
The concept that neural information is encoded in the firing rate of neurons has been the dominant paradigm in neurobiology for many years [22] . This paradigm has also been adopted by the theory of artificial neural networks. In rats, ensemble activity was recorded simultaneously from CA3 and CA1 in response to novel sensory cue configurations. Particularly, rate encoding in hippocampal CA3 cells ensembles is related to the acquisition and the expression of episodic memories [23] . According to Curto et al. (2013) [24] networks of neurons in the brain encode preferred patterns of neural activity via their synaptic connections. The full code can be accurately learned from a highly undersampled set of patterns. They find that binary patterns (neurons which turn "on" or "of", e.g. the neural code) are successfully stored in these networks, through their excitatory lateral connections. Binary coding suggests two contrasting modalities of cellular responses. Indeed, neurophysiological studies indicate two modalities of cellular responses recorded in CA3 pyramidal cells, expressed as burst-type firing cells (noisy) and non-burst-type firing cells (silent) [25] . In addition, following Xing and Gerstein [26] , multi-sequential electrical stimulations of cortical neurons reveal also two different types of neuronal responses expressed as small and large receptive field. Immunocytochemical characterizations of neuron types identify two types of pyramidal cells in the stratum pyramidal, which exhibited different staining to calbindin and were predicted as large and small pyramidal cells (Szilágyi et al., 2011) [27] . However, these contrasting physiological and immunocytochemical properties of pyramidal cells responses were not strongly supported by any anatomical elements. Indeed, knowledge regarding the functional significance of the differences between these two pyramidal cell subtypes is lacking. Thus, despite the central importance of the rate coding, its underlying neural mechanisms remain unknown. In these studies we are seeking to identify anatomical components of neural coding and its consistency with the theory of transiently active cells assemblies. Descriptions of neuronal elements underlying such a code involve multiple disciplinary investigations. An aspect of these investigations was undertaken in this work and involved studying the histology of hippocampus formation in the rat: Distribution of morphological types of cells was assessed in different fields. The central problem is to build up a theory of information processing in the hippocampus, based on the cellular composition of various fields.
Material and Methods

Subjects
Nulliparous female Wistar rats, weighing 180 -200 g, were housed individually in plastic cages (27 cm × 37 cm × 18 cm) with the floor covered by wood-dust. A Wistar male was placed into each female's cage at 18.00 hr daily. Presence of a vaginal plug indicated day 1 of gestation. Approximately 1 week prior to parturition, pregnant rats were checked daily in the morning for pups. At birth, each female nursed 10 pups from postnatal day (P) 10 to P21 corresponding to the weaning. The colony was bred in an aerated noiseless vivarium room subjected to diurnal daylight/night cycles, humidity (75%) and ambient temperature (25˚C ± 2˚C). Ethical rules concerning in vivo experiments were observed in accordance with the guidelines of the U.S. Public Health Service and NIH regarding the care and use of animals for experimentation.
Tissue Preparation
On postnatal day 45, pups born from at least three females were pooled to minimize litter influence. Six pups were killed randomly by carotid incision. The brains were carefully removed, weighed and fixed in Bouin's fluid. Then, the brains were dehydrated by successive baths in alcohol solutions of increasing concentrations, followed by paraffin inclusion. Parasagittal sections, 10 µm thick, started with the left hemisphere and traverse the left hippocampus. When the dentate gyrus of ventral hippocampus exhibited a well-rounded crest [28] , then, a sample of 20 successive sections was taken on each brain for analysis. The sections were stained with a combination of haematoxylin-eosin (nucleus and cytoplasm staining respectively) and indigo carmine (nucleus staining in particular). The slides were observed under oil immersion (1000×).
Regions Analyzed
In 45-day-old rats, the cells were scanned from pyramidal layer CA1-CA3, the hilar CA4 and the granular layer of dentate gyrus [29] (Figure 4(a) ). Different subfields and cell types in the hippocampus were photomicrographed for anatomical illustrations [25] [30].
Analysis of Cellular Types
Identification of pyramidal-shaped neurons includes the presence of apical dendrite as depicted in Figure 3 . That condition avoids interneurons and spherical cells to be recorded and presents theoretically the median profile of the cell. Cellular profiles analysis according to this criterion attenuated the biased effects provoked by cell cutting out of the center. All recognized pyramidal-shaped neurons with a visible apical dendrite, which present both cytoplasm and nucleus outlined clearly, were measured systematically. These conditions allowed sampling 55 neurons scarcely as N1. N1 sampling was used for cellular groups' identification following class sizes. For reliable measurements, the same cell has its cytoplasm and nucleus simultaneously recorded in N1 neurons. Nucleus whose cytoplasm was not clearly identified was ruled out for N1 sampling and for group identification. Only the cytoplasm-nucleus couples of the same cells were used for principal components analysis (N1 = 55 neurons) and cellular group identification.
Analysis of Cellular Distribution
Handling risks damage tissues and make indistinguishable the cytoplasm of the majority of neurons: Either cytoplasm staining was unsuccessful, or cytoplasm and nucleus were shredded by handling risks. Because nucleus was stained more successfully, which became more visible than the cytoplasm, cellular distribution was investigated by quantitative measurements of nuclear size throughout hippocampus formation [31] . These measurements take into account intervals of class sizes defined by N1 sampling. Each nucleus measurement which falls out of the interval of sizes defined by N1 sampling is discarded to avoid mitotic cells. Thus, 75 nuclei were measured per field CA1, CA3, CA4 and the dentate gyrus, and the total of 300 nuclei was sampled as N2.
Cellular Measurements
Cytoplasm and nucleus sizes of individual cells were measured on brain slides, using an Olympus Bx 40 light microscope equipped with a camera lucida which projects a virtual image on a digitizing tablet. A cursor, connected to a microcomputer and equipped with a laser, allowed outlining cellular morphologies seen through the ocular on the virtual image projected on the digitizing tablet. The distance run by the cursor on the virtual image was directly translated into real dimensions (in µm) by a microcomputer, thanks to a scanner program for measuring particles [31] . The cells drawn by the laser of the cursor as their corresponding measurements were displayed simultaneously on the screen of the computer. Measurements of the cells were made on the microscope at 1000× and the computer was calibrated to the parameters of that magnification: Explicitly, the calibration showed 1 cm of the virtual image projected on the digitizing tablet corresponding to 6.17 µm on the brain slide. Each nucleus scanned was marked with a pencil on the digitizing tablet to prevent either double measurement or errors of omission. For purposes of this study, the expression "size" indicated "circumference" of the nucleus and of the cytoplasm as well.
Data Analysis
Sturges' rule was performed on N1 data to determine intervals of nuclear sizes frequencies distribution; N2 sampling was used to assess class sizes distribution around overall mean [32] . The Bartlett's sphericity test was previously used to verify homogeneity of variances in N1 sampling. Some statistical tests, for example the analysis of variance or principal components analysis (PCA), assume that variances are equal across groups or samples. Equal variances across samples are called homoscedasticity or homogeneity of variances. The Bartlett's test can be used to verify that assumption and to demonstrate the applicability of PCA. Principal components analysis (PCA) was done on N1 sample (55 neurons): Three properties derived from each cell, e.g., cytoplasm and nucleus sizes, and the related cytoplasm/nucleus size ratio [33] , undergo orthogonal projections on two factorial axes for any cellular group identification through clusters [34] . Between fields differences were tested using the one-way analysis of variance (ANOVA) to compare the mean nucleus size between different hippocampal fields. Differences between individual pairs of means were determined by Scheffé's F test for multiple comparisons [32] .
Results
Morphological Types of Cells throughout Hippocampus Formation
Hippocampus pyramidal-shaped cells were scanned in the stratum pyramidale (fields CA3 and CA1), stratum granulosum (dentate granular layer), and in the hilar CA4 of Lorente de Nò [29] . Nucleus and cytoplasm sizes were systematically measured on each individual cell and their ratio calculated from N1 data (55 pyramidal-shaped neurons). Analysis of nuclear sizes frequencies distribution, using Sturges' classification on N1 data, yielded at least seven different class sizes ( Table 1 ). The derived histogram showed two distinct peaks culminating respectively in class intervals of 23 -27 μm (group A) and 33 -37 μm (group B), (Figure 1) . Thus, N1 data screening following Sturges' classification revealed two physically different groups of pyramidal-shaped cells.
Quantitative measurements of 300 nuclei throughout the hippocampus (75 nuclei recorded from each hippocampal field and sampled as N2) confirmed strongly two groups of pyramidal cells morphologically distinct. Sizes measurements on 300 nuclei averaged 30.05 ± 0.58 μm. Distributions of class sizes around that overall mean (30 μm) was analyzed using N2 data. It appears that nuclei sizes < 30 μm correspond to the cellular group A, whereas nuclei sizes ≥ 30 μm match the cellular group B. In group A, the average nuclear size was calibred as small; in group B, the average nuclear size was calibred as large. Using Bartlett's sphericity test, N1 sampling exhibited homogeneity and normal distribution of variances across groups A and B (Chi 2 = 429.12; df = 5; determinant = 3.538 E-4; p < 0.0001) and then, N1 can be analyzed following PCA. Orthogonal projections on two factorial axes of 3 variables describing each pyramidal cell, e.g., nucleus and cytoplasm sizes and their ratio, using principal components analysis (PCA) on N1 data (matrix = 55 neurons), allowed two cellular groups A and B to be identified efficiently through clusters, in the hippocampus (Figure 2) . PCA provided for the principal axis (eigenvalue: 1.999, maximal variance: 66.637%) and for the second axis (eigenvalue: 1.000, reamining variance: 33.356%). The factorial weight of the nucleus was high on axis II (0.986) and weak on axis I (0.167), whereas the factorial weights of the cytoplasm and the cytoplasm/nucleus ratio were high on axis I (0.999 and 0.985 respectively) and weak on axis II (0.169 and 0.002 respectively). Table 2 shows correlations matrix resulting from statistical measure of the linear relationship between cell measurements. Nuclei sizes appeared to be significantly correlated with, neither cytoplasm sizes (r = 0.161, z = 1.161, p = 0.2458), nor cytoplasm/nucleus sizes ratio (r = −0006, z = −0.041, p = 0.967). Conversely, there is a significant correlation between cytoplasm sizes and cytoplasm/nucleus sizes ratio (r = 0.986, z = 17.645, p < 0.0001). It appears that the variables nucleus and cytoplasm sizes are independent. Table 3 indicates cellular measurements within groups A and B following PCA. In group A, cytoplasms and nuclei sizes averaged respectively 37.59 ± 0.97 μm and 25.07 ± 0.66 μm and their ratio was 1.51 ± 0.05. In group B, cytoplasms and nuclei sizes averaged 61.81 ± 1.19 μm and 34.85 ± 0.78 μm respectively, and their ratio was 1.83 ± 0.08. Consequently, group A corresponds to the small pyramidal cells and group B represents the large pyramidal cells. Subsequent analysis of N1 data in details, using an ANOVA, showed the mean nucleus size to be significantly different from the mean cytoplasm size (F 1,52 = 146.838, p < 0.00001). Scheffé's post hoc test (p's < 0.01) showed the cytoplasm to be significantly wider in large (group B) than in small (group A) pyramidal cells (F 1, 52 = 14.188). The same Post hoc test (p < 0.01) indicated the nucleus to be significantly bigger in large (group B) than in small (group A) pyramidal cells (F 1,52 = 18.581). Interestingly, the cytoplasm of small pyramidal cells (group A) was 1.5 times wider than the nucleus; while in the large pyramidal cells (group B) the cytoplasm was 2 times wider than the nucleus ( Table 3) . Figure 3 showed a photomicrograph of large and small pyramidal cells. 
Cellular Size through Hippocampal Fields
The mean nucleus size of the pyramidal cells has been assessed in dentate gyrus, CA1, CA3 and CA4 of Lorente de Nò [29] , (Figure 4(a) ). Nuclei sizes of the pyramidal cells (Table 4) averaged 26.84 ± 0.36 µm in dentate gyrus (Figure 4(b) ), 30.58 ± 0.58 µm in CA4 (Figure 4(c) ), 34.41 ± 0.41 µm in CA3 (Figure 4(d) ) and 28.82 ± 0.45 µm in CA1 (Figure 4(e) ). An ANOVA on the nuclei sizes of the pyramidal cells from the whole hippocampus showed a significant between-fields differences (F 3,222 = 48.383, p < 0.0001]. Post hoc test (p < 0.01) showed the mean nucleus size to be more voluminous in CA3 than in CA1 (F 1,148 = 24.293), CA4 (F 1,148 = 11.41) and dentate gyrus (F 1,148 = 44.659). Although the mean nucleus size was slightly bigger in CA4 (30.58 ± 0.58 µm) than in CA1 (28.82 ± 0.45 µm), there was no significant difference between the two hippocampal fields (F 1,148 = 2.405, p > 0.1). However, the mean nucleus size was significantly more voluminous in CA1 and CA4 than in dentate gyrus (F 1,148 = 3.986, p = 0.05; F 1,148 = 10.922, p < 0.05 respectively].
Cellular Distribution through Hippocampal Fields
To determine the cellular composition, in terms of large (nuclei sizes ≥ 30 μm) and small (nuclei sizes < 30 μm) pyramidal cells within each hippocampal field, at least 75 nuclei were scanned in every field ( Table 4) . It appears that:
-The dentate gyrus was composed 19.76% by large pyramidal cells and 80.23% by small ones (Figure 4(b) ).
-Field CA3 (Figure 4(d) ) was made up 78.56% of large pyramidal cells and 21.43% of small pyramidal cells.
-Field CA4 was formed 60.68% by large pyramidal cells and 39.31% by small ones (Figure 4(c) ).
-Field CA1 contained 49.11% of large pyramidal cells and 50.89% of small cells (Figure 4(e) ).
Discussion
The present study investigates morphological identification of cellular types and determines their size and distribution throughout hippocampus formation. Four statistical tests: Sturges' classification, class sizes distribution around overall mean, PCA and ANOVA allowed two cellular groups to be identified in the hippocampus: large and small pyramidal cells. These two cellular groups composed different fields as follows: dentate gyrus was made up with 80% of small and 20% of large pyramidal cells, while these proportions were inverted in the field CA3 where we noted about 79% of large and 21% of small pyramidal cells. Between these two extremes, CA1 field exhibited an intermediate composition with 49% of large and 51% of small pyramidal cells. CA4 had a cellular distribution similar to CA3. These results were confirmed by nuclei circumferences measurements. The mean nucleus size was calibrated as large in the field CA3 (34.41 ± 0.41 µm), medium in CA4 (30.58 ± 0.58 µm) and CA1 (28.82 ± 0.45 µm) and small in the dentate gyrus (26.84 ± 0.36 µm). According to cellular content, dentate gyrus and CA3 appear to be contrasted fields, relegating CA1 as a transitional intermediate field. Thus, the pattern of cellular distribution within hippocampal fields should be the support of information processing in the hippocampus. What neural code for the hippocampus built on its cellular composition? The arrowhead demarcates the CA3 region and the arrow denotes the CA1 region. Field CA4 is enclosed by broken lines [29] . Bar = 100 µm. (b) Dentate layer; (c) CA4; (d) CA3; (e) CA1. Bar = 10 µm. P: pyramidal cell layer; G: granule cell layer; sm: stratum moleculare; sr: stratum radiatum; so: stratum oriens.
Neurophysiological studies indicate two modalities of cellular responses recorded in CA3 pyramidal cells, expressed as burst-firing cells and non-burst-firing cells [24] . Masukawa et al. [35] reported in CA3 that 60% of pyramidal cells produced burst-type firing, when activated by the intracellular injection of a depolarizing current pulse, whereas the remaining cells (40%) produced a non-burst-type firing [24] . The proportion of cells which generated bursts did not differ significantly through CA3 subregions and burst-type firing was related to great cell morphology [24] . Our results reported 79% of large pyramidal cells and 21% of small pyramidal cells in CA3. By analogy, the burst-type firing cells appear to be the large pyramidal cells e.g. "noisy neurons", while the non-burst-type firing cells seem to be the small pyramidal cells e.g. "silent neurons". Silent small neurons come into existence in the studies of Feng and Li [36] showing that the smaller the soma is, the more irregularly Table 4 . Cellular size and distribution through hippocampal fields. In every field of the hippocampus, 75 pyramidal cells (N = 75) are scanned at random to estimate the mean nucleus size by field (values were given as means ± S.E.M.). Cellular composition was determined in percentage (%) within each field as follows: Nucleus < 30 μm = small cell; nucleus > 30 μm = large cell. N = 300 cells sampled. the neuron fires. According to DeWeese et al. [37] neurons responses in auditory cortex can be described as a binary process: Neuron can signal the same stimulus with 0 or 1 action potential, independently of the shape or degree of dendritic ramification. These authors assume noisiness to be an inevitable feature of cortical codes. Deductive analyses suggest that noisy large neurons signal like binary code 1, while silent small neurons signal like binary code 0. Furthermore, Shima and Tanji [38] found that neurons in monkey's motor area processed information in a binary-coded manner: They conclude on the interest to find neural elements operating in a binarycoded manner in the brain. Indeed, stimuli representations relating spatial place and episodic memory were decoded by different patterns of hippocampal activity and identified across multi-voxel pattern analysis [39] . This observation indicates that specific stimulus is encoded in pattern of activity which predicts the neural coding. Our study proposed that sensory information processing in the hippocampus could be built on two classes of neurons that differed anatomically and functionally: Large and small pyramidal cells. The results support the theory of neuronal population coding based on firing rates [13] . This theory requires that information was transmitted in cerebral cortex, as rate codes, in ensembles cells combining 50 to 100 neurons as fundamental signaling units [16] . Similarly, our results suggest ensembles cells combining large and small pyramidal cells at different rates, as fundamental signaling units of the hippocampus. Thus, the message should be coded from summation of intrinsic currents deriving from both large and small pyramidal cells coactivated within simple or complex combinations. Osborne et al. [40] found that combinatorial codes based on patterns of spikes and silence are advantageous for representing stimulus information on short time scales, even when neurons have no complicated, stimulus-dependent correlation structure. Neuronal networks processed information through ensemble averages by an appropriate balance between inhibition and excitation [41] .
Our present anatomical data strongly support neurophysiological findings of Xing and Gerstein [25] . These authors recorded neurons behavior in the cortical layer, after sequential stimulations and reported neurons to naturally assemble into functional groups, through their excitatory lateral connections, after sensory experience. Such groups are dynamic and amenable to change by input stimuli. For instance, the size of groups increases from 26 to 40 neurons, if excitatory density rings from 0.25 to 0.5. Neurons coactivated within a group can be divided into two types, in accordance with their responses: 1) Weakly responding or silent neurons with a small receptive field; 2) strongly responding neurons with a large receptive field. Changing the sequence stimuli leads to large changes of groups and consequently to a new "allocation" of silent and strongly responding neurons [25] . From these observations, we can assume that anatomically large and small pyramidal cells should be ranked respectively like: 1) Strongly responding or noisy neurons with a large receptive field; 2) weakly responding or silent neurons with a small receptive field. Previous studies reported that sensory signal processing in cortical layer IV involves two major morphological classes of excitatory neurons: Spiny stellate and pyramidal cells [42] . Preferably the present study promotes the notion of small and large receptive field cells. Together, these observations suggest that the hippocampus processes sensory information with a precise neural code.
The computational model of sensory information processing built on cellular distribution through hippocampal fields generates different properties. 1) The rate of large and small pyramidal cells coactivated within signaling units should be determined by the nature and the intensity of the stimulus. This property has been shown by Xing and Gerstein [25] , and gains further support in the findings of Kuhn [43] indicating that the output firing rate was controlled efficiently by the size of the input population. 2) Neural code should propagate linearly: From the former coding units there would be activation by vicinity between neurons of the same class within a field, probably through their excitatory lateral connections, resulting to the linear and integral transmission of the coded message. Linear propagation of rate coded information has been demonstrated in recent studies. Feinerman and Moses [44] investigated the ability of synchronous population activity in layered networks to transmit a rate code using a patterned one-dimensional hippocampus neuronal culture. The model exhibits population bursts that travel following efficient linear neural network. There is no rounding off of the signal: It keeps its characteristic form and propagates along the line [44] . The one-dimensional structure and anatomy of the culture induces causality in the propagation of the signal as each area excites its neighbor. The balance of excitatory and inhibitory synapses is crucial for that propagation [45] . Indeed, in vivo experiments showed that computation proceeds by direct pyramidal-pyramidal cell communication in the neocortex [46] and assemblies may transiently form [47] . Firing rate modulations are transmitted linearly through many layers in neocortex [48] .
3) The propagating code should be preserved: The rate of small and large pyramidal cells coactivated within a group should be sealed during linear progression in a given field. That property agrees with the theory of dynamic connectivity of cell-assembly: Propagating signals require formation of dynamic cell assemblies which necessitate dynamic spatiotemporal synaptic integration in cortical neurons [49] . It appears that the same neuron can participate in different cell assemblies suggesting a dynamic flexibility of cell-assembly during propagation [50] . For instance, Lin et al. [51] reported in CA1 that the network-encoding power derived from a set of functional coding units exhibiting "collective cospiking" dynamics. 4) The neural code should be re-coded: Since cellular composition varied with the field in our study, the proportion of large or small pyramidal cells coactivated within signaling units must vary with the field as well, suggesting variability of information processing from one field to the other. Following Kerr et al. [52] the active neuronal population constantly changes with time. Between-field variability of information processing was reported in CA3 and CA1, when ensemble activity was recorded simultaneously from CA3 and CA1 in rats exposed to two similar, novel environments [22] . A significant anatomical argumentation supporting between-field message re-coding in the hippocampus is provided by a considerable degree of convergence in the projection of the dentate gyrus upon the pyramidal cells of the fields CA3 and CA4 [53] .
Our investigation on this computational model of archicortex suggests that inter species enigmatic conservation of memory systems and stereotyped behaviors through evolution should be based on the steadfastness and robustness of universal neural coding network. Neurophysiological and electrophysiological studies are needful to confirm these hypotheses advanced in our study. The major difficulty will be simultaneous intracellular recording of all the neurons co-activated within coding units [54] .
