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Předmětem této práce je seznámení se s technikami zpracovávání obrazu, pro 
účel počítačového vidění. Jsou zde použity funkce z knihovny OpenCv zajišťující 
vyhledávání rohových bodů. Dále jsou zde navržené algoritmy pro vyhledávání 
shodných bodů na po sobě jdoucích snímcích videosekvence. V práci jsou navržené dvě 
techniky pro řešení tohoto porovnávání bodů a v závěru práce jsou shrnuté jejich 
výsledky. Rovněž jsou zde naznačena možná řešení některých nežádoucích vlastností 















The goal of this thesis is to get familiar with techniques of image processing for 
computer vision. Functions from OpenCv library were used for corner point location. 
Furthermore, algorithms designed for identical point location were also used for 
location of points in sequence of images represented by a video sequence. In the thesis, 
two techniques were designed for solving this point comparison. Results of these 
methods are summarized in the end of thesis. Possible solutions of negative properties 












































SOCHOR, P.: Sledování objektů. Brno: Vysoké učení technické v Brně, Fakulta 
elektrotechniky a komunikačních technologií, 2012. 85s. Vedoucí bakalářské práce byl 






„Prohlašuji, že svou bakalářskou práci na téma Sledování objektů jsem vypracoval 
samostatně pod vedením vedoucího bakalářské práce a s použitím odborné literatury 
a dalších informačních zdrojů, které jsou všechny citovány v práci a uvedeny v seznamu 
literatury na konci práce.  
Jako autor uvedené bakalářské práce dále prohlašuji, že v souvislosti s vytvořením této 
bakalářské práce jsem neporušil autorská práva třetích osob, zejména jsem nezasáhl 
nedovoleným způsobem do cizích autorských práv osobnostních a jsem si plně vědom 
následků porušení ustanovení § 11 a následujících autorského zákona č. 121/2000 Sb., 
včetně možných trestněprávních důsledků vyplývajících z ustanovení části druhé, hlavy 




V Brně dne: 27. května 2012   ………………………… 
















Děkuji vedoucímu bakalářské práce Ing. Miloslavu Richterovi, Ph.D. za účinnou 





V Brně dne: 27. května 2012   ………………………… 





1. Úvod ...................................................................................................................... 7 
2. Cíle práce .............................................................................................................. 8 
3. Techniky zpracování obrazu ................................................................................. 9 
3.1 Geometrická transformace ................................................................................. 9 
3.2 Filtrace obrazu .................................................................................................... 9 
3.3 Detekce hran ..................................................................................................... 10 
3.3.1 Detekce hran s využitím derivace 1. řádu ................................................. 10 
3.3.2 Detekce hran s využitím derivace 2. řádu ................................................. 11 
3.4 Detekce rohu .................................................................................................... 11 
3.5 Segmentace ...................................................................................................... 12 
4. OPENCV ............................................................................................................ 13 
4.1 Vybrané funkce knihovny OpenCV ................................................................. 13 
4.1.1 cvTreshold ................................................................................................ 13 
4.1.2 Canny ........................................................................................................ 14 
4.1.3 GoodFeatureForTrack ............................................................................... 16 
5. Vlastní práce ....................................................................................................... 17 
5.1 Pomocné algoritmy .......................................................................................... 17 
5.1.1 Hougthova transformace ........................................................................... 17 
5.1.2 Vykreslení přímky .................................................................................... 18 
5.1.3 Více obrázků v okně ................................................................................. 19 
5.2 Postup č.1 ......................................................................................................... 20 
5.3 Postup č. 2 ........................................................................................................ 21 
5.3.1 Koncepce .................................................................................................. 21 
5.3.2 Základní funkce programu ........................................................................ 23 
5.3.3 Porovnávání bodů ..................................................................................... 23 
5.3.4 Pravděpodobnost výskytu sledovaného bodu ........................................... 27 
5.3.5 Odečítání snímků ...................................................................................... 29 
6. Závěr ................................................................................................................... 30 
7. Použitá literatura ................................................................................................. 31 






Počítačové vidění je relativně mladý, rychle se rozvíjející vědní obor, který je 
v české literatuře málo zmiňovaný. Proto bych rád přiblížil podrobnou implementaci 
některých technik, používaných pro účely zpracování obrazu a především rozpoznávání 
objektů. V práci budou podrobně popsány některé mnou používané rutiny v přiložených 
zdrojových kódech. Rutiny jsou součástí populární knihovny OpenCV.  
Počítačové vidění nám umožňuje rychlé a bezkontaktní měření, neinvazivní 
vyšetření v medicíně, průzkum vzdálených planet, vyhodnocování družicových snímků 
i automatizaci složitých procesů. Snahou ve všech případech je jediné, a to naučit 
počítačový systém porozumět a správně vyhodnotit obraz sledované scény. Jako příklad 
nám může posloužit případ, kdy bezpečnostní systém by měl nahrávat pouze důležité 
snímky a ne dlouhé hodiny neměnné scény. Měl by zaznamenávat pouze scény, na 
kterých se udála nějaká změna - na obraze se objeví nový objekt, nebo stávající změní 
svoji polohu nebo směr předpokládaného pohybu. Z toho je patrné, že počítačové vidění 
může najít i uplatnění v provozech s pravidelným pohybem technologie, kde může 




2 CÍLE PRÁCE 
Cílem této práce je navrhnout algoritmy pro rozpoznávání objektů na sekvenci 
snímků. V této souvislosti rozumíme pod pojmem objekt požadovaný bod v obraze, 
kterému náleží nějaká cenná informace o předmětu (části nějakého celku), jež by měl 
být středem zájmu ve vyšších vrstvách zpracovávání obrazu. Těmito body bývají 
nejčastěji lomové body předmětů nebo jen místa, ve kterých se významně mění 
například kontura nebo barva. Lomovým bodům bude věnována celá kapitola. 
Výsledkem práce bude počítačový program, který popsané techniky implementuje při 




3 TECHNIKY ZPRACOVÁNÍ OBRAZU 
Zpracovávání obrazu se člení do několika základních okruhů a začíná fyzickým 
získáním obrazové informace, která je dále zpracovávána, nejčastěji ještě v obvodech 
kamery. V kameře je v dnešní době využit A/D převodník, jehož použití pramení 
z nutnosti získání číslicového signálu, pro jeho následné zpracování v číslicových 
počítačích. Následuje zpracování informace některou ze základních technik pro získání 
kvalitnějších obrazových dat, například korekce výrobních vad snímače kamery, 
obvody řídící citlivost snímače, popřípadě snímačů a další, podrobně se této 
problematice věnuje [2]. Následující úroveň zpracování je předzpracování obrazu, které 
bude náplní této kapitoly společně s další částí, která se nazývá segmentace obrazu. 
Nejvyšší vrstvy zpracování obrazu se opírají o předzpracovaný obraz zmíněnými 
skupinami těchto technik.  
3.1 Geometrická transformace 
Geometrické transformace jsou zaměřené na deformaci mřížky obrazu nebo lépe 
řečeno jednotlivým poměrům rozměrů reálného obrazu a obrazu nasnímaného, jak 
ilustruje obrázek (3.1). Deformace může být ve skutečnosti způsobena nejrůznějšími 
faktory. Například u satelitních snímku tuto deformaci způsobuje zakřivení planety. 
Toto je to podrobně popsáno v knize [2]. 
Obrázek 3.1: Geometrická transformace, zdroj: [2] 
3.2 Filtrace obrazu 
Filtrace je název pro soubor transformací obrazu, které převádějí hodnoty jasu 
vstupního obrazu na jiné hodnoty jasu výstupního obrazu s cílem zvýraznit nebo 
potlačit některé jeho vlastnosti. Velmi často požadujeme potlačení rozdílu na 
velikostech objektů. Lze-li očekávat, že objekty našeho zájmu budou poměrně velké a 
naopak šum bude odpovídat malé oblasti lišící se od objektu jasem, potom je možné 
šum v obraze odstranit metodami založenými na průměrování v jistém okolí bez 
podstatného rozmazání objektu. [2] 
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Průměrování je definované jako průměr jasových úrovně zmíněného okolí bodu. Což je 
patrné z následujícího vztahu: 
 ,  = ∑ 	
,
   (3.1) 
 
Filtrace mediánem je velmi podobná metoda, která namísto aritmetického průměru, 
vypočítává novou hodnotu jasové úrovně z mediánu předem definovaného rozměru 
okolí aktuálního pixelu. Filtrace tohoto druhu má však malý nedostatek, že ve 
skutečnosti rozmazává tenké linie hran a poškozuje ostré rohy. Tato nepříjemná 
skutečnost se však dá odstranit jiným vhodným tvarem masky, ze které se medián 
počítá, například jak je patrné z obrázku 3.2.  
Obrázek 3.2 : Maska pro výpočet mediánu, zdroj: autor 
3.3 Detekce hran 
Jako jeden ze základních úkolů gradientních metod, je vyhledávání hran 
v obraze. Hrany jsou velmi důležitým nositelem informace o obraze (scéně) a objektech 
v něm obsažených, pro tento účel byla odvozena celá řada technik. Jsou založeny na 
vypočítávání derivací, respektive diferencí obrazových bodů. Základním rozdělením je 
řád diference, který daná metoda vypočítává.  
3.3.1 Detekce hran s využitím derivace 1. řádu 
Robertsův operátor - jak jej popisuje Sojka [2] je jedním z nejstarších hranových 
operátorů, ale stále ještě používaným operátorem pro určení velikosti hrany. Operátor 
určuje diference ve dvou na sebe kolmých směrech. Velikost hrany v bodě (x,y) obrazu 




,  = ,  −  + 1,  + 1 +  + 1,  − ,  + 1   (3.2) 
 
Prewittův operátor - Tento operátor jak je uvedeno v [2] využívá k výpočtu velikosti 
hrany v bodě o souřadnicích x, y hodnot obrazové funkce ve všech sousedních axelech. 
Tyto hodnoty pro stručnost označíme A,B,C,D,E,F,G,H,I - tabulka (3.1). Operátor 
počítá derivace ve všech směrech os x, y průměrem. 
 
 ,  =  !"#$%  (3.3)  
 fyx,y= )*A-G.+*B-H.+C-I33  (3.4) 
   
A B C 
D f(x,y) F 
G H I 
 
Tabulka 3.1: Substituční tabulka, zdroj: [2] 
3.3.2 Detekce hran s využitím derivace 2. řádu 
Na základě druhé derivace pracuje Laplaceův operátor a Cannyho detektor hran, 
který ze zmíněných operátorů dosahuje podstatně lepších výsledků a je operátorem 
v praxi nejpoužívanějším. Tento detektor kombinuje několik přístupů k problému, 
využívá pravděpodobnosti výskytu hrany a skutečnosti, že druhá derivace kolmo na 
směr procházející hrany nabývá nulových hodnot. Přesný matematický popis se nedá 
stručně obsáhnout, proto odkazuji na [2], kde je princip podrobně vylíčen.  
Cannyho hranového detektoru je v této práci také využito, proto bude jeho 
implementace v knihovně OpenCv dále rozebírána.  
3.4 Detekce rohu 
Z detektorů rohů zde bude pojednáváno o dvou z nich a to o: Kitchen-Rosenfeldově a 
Harrisově detektoru. Tyto detektory předpokládají, že v místě rohu není křivost hrany 
nulová, naopak nabývá vysokých hodnot. Kitchen-Rosenfeldův detektor pro určení 
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křivosti využívá vztahu (3.5), který je potřeba vypočítat pro všechny obrazové body. 
Jestli se jedná o roh, se usoudí z velikosti hodnoty k. V místech, kde k nabývá vysokých 
hodnot, by měl ležet roh.  
 5 = "66"78"77"68"67"6"7"68"78  (3.5)  
Harrisův detektor posuzuje, zda je bod bodem rohovým na základě výpočtu matice ze 
vztahu (3.9), pro jehož správné pochopení jsou uvedeny další dílčí vztahy v rovnicích 
(3.6, 3.7 a 3.8), a to za splnění dvou podmínek: Hodnota získaná vztahem (3.9) je větší 
než definovaná prahová hodnota. Definujeme si matici bodů umístěnou tak, aby jejím 
středem byl současný bod (x, y) a pro všechny prvky této matice vypočteme zmíněný 
vztah (3.9). Pokud je výsledek rovnice pro aktuální bod největším výsledkem v matici, 
je aktuální bod, bodem rohovým. 
 9,: = ;〈=
〉 〈==:〉〈==:〉 〈=:〉? (3.6) 
 
〈@, 〉 = @,  ∗ )BB:3  (3.7) 




          JKL,  = det*9,:. − 0.04 ∗ SLTJ9,: (3.9) 
3.5 Segmentace 
Segmentací rozumíme operaci nad množinou obrazových bodů, která rozdělí 
obraz na podmnožiny splňující stejnou podmínku sloučení v homogenní množinu. 
Základní metody jsou založeny na dvou principech. Buď vycházíme z jediné množiny, 
kterou postupně rozdělujeme na podmnožiny do té doby, dokud ani jednu množinu není 
možné dále rozdělit tak, aby nadále splňovala zvolené podmínky slučitelnosti. Tato 
metoda se nazývá štěpení. Druhý přístup je přesně opačný a nazývá se spojování oblastí. 
Vychází z myšlenky rozdělení obrazu do největšího možného počtu podmnožin, které 
zpravidla obsahují jediný pixel. Postupně se vyhodnocuje podmínka homogenity a na 
základě splnění této podmínky se spojují dvě oblasti v jednu. Proces probíhá do doby, 
kdy již žádné dvě oblasti není možné spojit tak aby splnily podmínku slučitelnosti. 
Obě ze zmíněných metod mají prakticky stejný princip činnosti, avšak výsledek 
je většinou rozdílný, proto je vhodné tyto dvě metody spojit v jedinou a tu nazýváme 
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štěpení a spojování. Samozřejmě je možné využít pro účel segmentace i jiných metod 
kombinujících více technik. Například by se dalo na základě hranového detektoru a 
sledování kontur zvolit ta nejvhodnější místa pro počáteční rozdělení obrazu. A poté 




Tato knihovna byla původně založená společností Intel pro účely zpracovávání 
obrazu prostřednictvím výkonných procesorů firmy. V současnosti je již rozšířena na 
mnoho platforem, jako jsou např. Android Linux Windows. Knihovna je popsaná 
v mnoha programovacích jazycích jako jsou C, C++, C#, Java a Python. Její rychlý 
rozvoj je zapříčiněn skutečností, že ji Intel volně zpřístupnil pro komerční i studijní 
účely. S výsledky použití knihovny se setkáváme v každodenním životě, ať už jde o 
rozpoznávání úsměvů ve fotoaparátech nebo rozpoznávání celých obličejů a jejich 
následné zapamatování pro pozdější rozpoznávání osob na snímku. Jinde přístrojem 
přes identifikaci pomocí otisků prstu přihlásí uživatele k vlastnímu profilu v počítači. 
Potřebné informace pro porozumění a následný popis jednotlivých rutin bylo 
čerpáno ze zdrojů [1] a [3].  
4.1 Vybrané funkce knihovny OpenCV 
Z této knihovny byla využita celá řada základních funkcí, jako například pro 
zobrazení obrázku, časové prodlevy, konstruktory datových typů knihovny a 
samozřejmě i datové typy. Zmíněné základní funkce budou uvedeny pouze v seznamu 
na konci této kapitoly. Lze předpokládat, že by detailní popis čtenáře pouze nudil, 
přesto bude však uvedeno několik podrobných popisů vstupních parametrů funkcí, které 
jsou klíčové pro zpracování dané problematiky. 
 
4.1.1 cvTreshold 
Prahování, které lze provádět prostřednictvím této funkce, viz zápis (4.1), se používá 
pro vytvoření binárních (dvouúrovňových) obrázků z jednokanálových obrázků. 
Parametrů funkce je pět, první src  je zdrojový obrázek, který musí být jednokanálový 
osmi nebo třiceti-dvou bitový. Druhý parametr dst je cílový obrázek, musí být stejný 
jako zdrojový popřípadě osmibitový. Třetí je hodnota prahu threshold.  Max_Value je 
maximální hodnota použitelná v metodách CV_THRESH_BINARY a V_THRESH_BINARY_INV. 








const CvArr* src, 
CvArr*  dst, 
double threshold, 
double  maxValue, 
int thresholdType); 
 










Funkce cvCanny() má dva prahové parametry highThresh / lowThresh. Poměr mezi 
parametry by měl být 3 : 1 nebo případně 2 : 1. Pokud je hodnota větší než horní práh je 
přiřazena k hraně. Pokud je hodnota menší než dolní práh je zahozena. V případě, že 
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hodnota leží mezi těmito prahy, je uznána jako hrana pouze v případě, že je spojena s již 
akceptovaným bodem hrany, který překročil hodnotou derivací horní práh. Canny 
detektor vyžaduje vstupní obrázek v odstínech šedé barvy, výstupním obrázek musí být 
také v odstínech šedé, respektive ve dvou úrovních černá a bílá. Posledním argumentem 
funkce je apertureSize, parametr potřebný pro výpočet derivací uvnitř funkce, 
v našem případě jej můžeme ponechat na implicitní hodnotě 3, ale můžeme jej i změnit 






















Obrázek 4.3:Výstup funkce s parametrem 5, zdroj: autor 
 
 void cvCanny( 
 const CvArr* img, 
 CvArr*  edges, 
 double  lowThresh 
 double  highThresh, 
 int  apertureSize = 3 
 
Zápis 4.2: Zápis funkce cvCanny(), zdroj: [1] 
4.1.3 GoodFeatureForTrack 
Vstupní obrázek image musí být pouze jednokanálový s 8bitovou nebo 
32bitovou hloubkou jasu. Jejich makra určující tuto hloubku mají tento zápis 
IPL_DEPTH_8U a IPL_DEPTH_32F. Další dva argumenty musí mít stejnou velikost 
jako vstupní obrázek, jsou rovněž jednokanálové, ale vždy mají 32bitovou hloubku jasu. 
Následují dvojrozměrné pole datového typu CvPoint2D32f, které po proběhnutí 
algoritmu budou obsahovat souřadnice bodů zajímavých pro sledování. Pole musejí být 
alokována dříve, než voláme funkci. Conner_count je pouze informace pro kolik rohů je 
místo, během ukončení funkce je přepsán aktuálním počtem právě nalezených rohu. 
Quality_level je práh určující počet a kvalitu nalezených bodů, měl by se nastavovat v 
rozmezí 0.10 – 0.01 a nesmí přesáhnout hodnotu 1. Min_distance určuje, jak daleko od 
sebe budou nejblíže zobrazené body, pokud u dvou nalezených bodů bude vzdálenost 
nižší, nebude jeden zobrazen. Když bude proměnná Mask nastavena na nulovou 
hodnotu, nebude maska použita. V opačném případě je jako maska použit binární obraz 
se zaznamenanými body, ve kterých lze předpokládat výskyt rohu. Pomocí proměnné 
Use_harris se nastaví požadovaná výpočetní metoda. V případě, že bude potřeba využít 
pro identifikaci rohu Hartusovy metody vyhledávání, musí být zadána nenulová 
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hodnota. V opačném případě bude použita metoda Shi-Thomase. Poslední parametr k, 
slouží jako konstanta pro výpočet autokorelační matice. Výstup využití funkce 
cvGoodFeatureForTrack() je vyobrazen na obrázku (4.4). 
 
Obrázek 4.2:Výstup funkce s cvGoodFeatureForTrack(), zdroj: autor 
5 VLASTNÍ PRÁCE 
5.1 Pomocné algoritmy 
5.1.1 Hougthova transformace 
Tato metoda se používá výhradně k vyhledávání geometrických objektů, jako 
jsou přímka nebo kružnice. Aby bylo možné použít zmíněnou metodu, je nutné nejdříve 
vyhledat hrany, například Cannyho detektorem hrany. Obraz, jenž má být zpracován je 
nezbytné mít v binárním tvaru, kterého lze docílit prahováním, prostřednictvím popsané 
funkce cvThresthold(). 
Myšlenka metody spočívá v transformaci prostoru x a y na prostor φ a r, kde φ je 
úhel natočení kolmice na hledanou přímku vedenou z počátku souřadnic, r je tedy délka 
této kolmice. Tuto prezentaci nám umožňuje rovnice přímky ve tvaru (2.2) Význam 
úhlu a délka kolmice je patrný z obrázku (5.1). 
 
 




Obrázek 5.1: Hougthova transformace, zdroj: autor 
 
 Algoritmus vyhledávání vypočítává tyto dvě proměnné (φ a r) nového prostoru pro 
každý bod obrazu, prezentovaný souřadnicemi x a y. Vypočtené hodnoty ukládáme do 
akumulátoru, který reprezentuje dvourozměrné pole a má stejný rozměr jako samotný 
prostor (φ a r). Pro každý bod (x, y) vypočteme r pro úhel  φ v rozmezí 0° až 180°. Po 
každém vypočtení použijeme výsledné hodnoty r a současného úhlu φ jako souřadnice 
v akumulátoru (poli) kde inkrementujeme příslušnou buňku. Takto postupujeme celým 
obrázkem. Na konci vyhodnotíme výsledky tak, že prohledáme akumulátor a najdeme 
největší inkrementovanou hodnotu. Indexy (φ a r) paměťové buňky pole nám říkají 
parametry nejdelší přímky v obraze. Hodnota uložená na těchto souřadnicích nás 
informuje o počtu bodů, které přísluší této přímce. Případně by se hodnota dala 
považovat za délku přímky. Jelikož by bylo náročné separovat souřadnice počátečního a 
koncového bodu, byla navržena funkce pro vykreslení přímky. Na obrázku (5.2) jsou 
zobrazeny výsledky Hougthovy transformace, níže navrženou metodou pro vykreslení 
přímky.  
5.1.2 Vykreslení přímky 
Vykreslení přímky je jednoduchá funkce, která jako parametry využívá úhel φ, 
což je kolmice k zobrazované přímce, a vzdálenost r přímky od počátku, viz zápis (5.1). 
Pro většinu úhlů se dá problém řešit jednoduchým vypočtením funkčních hodnot 
přímky a následným vykreslením těchto bodů. Jak se ale se přímka přibližuje 
rovnoběžnosti s osou Y stává se tato metoda nepoužitelnou protože je funkce příliš 
rychle rostoucí a funkční hodnoty v prostoru obrázku nám vycházejí pouze dvě, jedna 
nebo dokonce žádná, pro kolmici na osu x. Tuto komplikaci lze odstranit rozdělením 
funkce do tří částí pro úhel 90°, kde je jednoduše brána v úvahu pouze vzdálenost od 
počátku a v této vzdálenosti vykreslena přímka rovnoběžná s osou Y. Druhá část 
pracuje od 0° do  27°. Odstraňuje efekt hluchých míst, kdy ze zmíněného důvodu 
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rychlého nárůstu funkční hodnoty vzniká namísto přímky, v lepším případě pouze čára 
tečkovaná, v horším případě jediná tečka nebo dokonce nic. Zde bylo postupováno tak, 
že vzdálenost bodů ve směru Y byla vydělena dvěma a jedné polovině přidělena 
odpovídající hodnota x a druhému přiřazena hodnota o jedničku vyšší (pro funkci 
rostoucí) případně nižší (pro klesající funkci). Pro zbývající hodnoty vstupního úhlu 
byla použita metoda obyčejné vypočtení polohy bodů z rovnice přímky a zobrazena 
jejich poloha v obraze. 
 
Obrázek 5.2: Výsledek Hougthovy transformace a vykreslování přímky, zdroj: autor 
 
 
 void kresliPrimku( 
 IplImage* obraz, 
 unsigned int r, 
 unsigned int Fi) ; 
 
Zápis (5.1): Zápis vykreslení přímky, zdroj: autor 
 
5.1.3 Více obrázků v okně 
Pro účel spojování identických bodů na dvou snímcích bylo potřeba zobrazit dva 
obrázky v jediném okně. Funkci tohoto typu není obsažena v knihovně, proto byla 
navržena. Nejprve bylo nutné připravit dostatečně velký obrázek odpovídající 
požadovanému počtu zobrazovaných obrázků. Poté je výstupní obraz rozdělen pomocí 
ukazatelů na začátky - levý horní roh - jednotlivých obrázků,. V jedné smyčce 
překopírujeme všechny obrazy do jediného, a nakonec na výsledný obraz zavoláme 
běžnou funkci cvShowImage(). Veškeré obrázky v této práci, které se skládají z více 
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void cvFourImages(char* name,IplImage* prvni,IplImage* druhy)  
 
Zápis (5.2): Více obrázku v okně, zdroj: autor 
 
 
5.2 Postup č.1 
Porovnávání nalezených bodů funkcí cvGoodForTrack() je klíčovou částí této 
práce. Tento problém byl zpracován dvěma odlišnými způsoby. První postup pojímá 
problém zcela jednoduše. Na dvou po sobě jdoucích snímcích jsou pomocí funkce 
cvGoodForTrack() vyhledány rohové body. Následně je pro každý ze dvou snímků 
připraveno dvourozměrné pole, kde jednotlivé prvky obsahují (plocha * plocha) 
hodnoty jasových úrovní odpovídajících ploše kolem příslušného rohového bodu. Na 
takto připravená pole je zavolána funkce cvMatchCorners(), která s každým prvkem 
pole, jež přísluší k prvnímu snímku, porovná všechny prvky pole, které patří snímku 
druhému. V případě shody, to znamená splnění podmínky nepřekročení maximální 
odchylky jasu, se shodné body označí kroužkem stejné barvy. Tento velmi jednoduchý 
přístup k řešení tohoto problému poskytoval navzdory své jednoduchosti celkem dobré 
výsledky, jak je patrné z obrázku (5.3). Prototyp této funkce je uveden v zápise (5.3). 
Avšak pro další zdokonalení a snížení chyby identifikace shodných bodů by tato 
koncepce řešení byla nepoužitelná. Proto pro tento účel byla navržena zcela nová 
technika porovnávání, která je součástí zbývajícího textu.  
 
 
Obrázek (5.3): Výsledky použití postupu č. 1, zdroj: autor 
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 IplImage*   obraz_1, 
 IplImage*   obraz_2, 
 CvPoint2D32f*  corners_1, 
 CvPoint2D32f*  corners_2, 
 int    condition, 
 int    count_crn_1, 
 int    count_crn_2, 
 int    plocha 
 ) 
 
Popis parametrů funkce 
Plocha – je jedna strana čtvercového okolí porovnávaného bodu 
count_crn_x – je počet nalezených bodů na obrázku (x) 
condition – je podmínka maximální odchylky sumy jasové úrovně 
corners_x – pole nalezených bodů na snimku(x) 
 
Zápis (5.3): Prototyp funkce postupu č. 1, zdroj: autor 
 
 
5.3 Postup č. 2 
5.3.1 Koncepce 
Zcela nová myšlenka spočívá v porovnávání aktuálního snímku se třemi snímky 
předešlými. Protože s navýšením snímků přibývá i objem porovnávaných dat, bylo 
potřeba tato data přehledně sdružit. Pro tento účel byl navržen nový datový typ Ramec, 
který je definován v zápise (5.4). 
 
 typedef struct Ramec{ 
 IplImage*   obraz_1k; 
 IplImage*   obraz_3k; 
 IplImage*   obraz_segment; 
 IplImage*   canny; 
 int    pocet_bodu; 
 int    a; 
 CvPoint2D32f*  rohy; 





Zápis (5.4): Popis datového typu Ramec, zdroj: autor 
 
Tento navržený datový typ, který obsahuje příslušný obrázek v tří-kanálovém 
zobrazení, jednokanálovém a se zvýrazněnými hranami. Tohoto zvýraznění je dosaženo 
pomocí cvCanny algoritmu. Dále obsahuje ukazatele na pole rohů, které jsou výsledkem 
algoritmu GoodFeatureToTrack(), proměnnou počet rohů a ukazatele na pole typu Bod. 
Proměnná a je pouze pořadové číslo snímku sloužící jako kontrolní proměnná pro účely 
ladění programu. Největší změny se dočkalo porovnávání bodů. Pro snadné přidání 
porovnávací metody byl navržen datový typ Bod, kterým je reprezentován každý 
rohový bod. Popis datového typu je uveden v zápise (5.5). 
 
               typedef struct Bod{ 
 CvPoint2D32f  souradnice; 
 CvPoint   shodny_bod; 
 unsigned char  okno_edge[36]; 
 unsigned char  okno_1k[25]; 
 Pixel   okno_3k[25]; 
 Pixel   bar_prech[8]; 
 unsigned char  barva; 
 Poloha   rel_poloha; 
 unsigned char  pravdep;  
 int   poradi; 
 bool   oznacen; 
 bool   odecit; 
 Bod*   nasledujici;}; 
 
Zápis (5.5): Popis datového typu Bod, zdroj: autor 
Tato struktura obsahuje nezbytné informace o bodu potřebné k jeho porovnávání 
s ostatními body snímku. V tuto chvíli budou popsány jednotlivé položky této struktury. 
Předpokládejme, že máme bod, jehož popis je soustředěný v této struktuře Bod. Jeho 
souřadnice jsou uložené v proměnné typu CvPoint2D32f souřadnice, bod který byl 
prohlášen za totožný s tímto popisovaným bodem je s ním pevně svázaný pomocí dvou 
proměnných. A to proměnnou typu CvPoint shodny_bod jež obsahuje souřadnice 
totožného bodu, a ukazatelem, *Bod nasledujici, na adresu v paměti tohoto shodného 
bodu. Každá použitá metoda potřebuje specifické informace o okolí porovnávaného 
bodu. Prostřednictvím polí okno_edge, okno_1k, okno_3k, bar_prech a struktury 
rel_poloha jsou potřebná data předávána už jako součásti jednotlivých bodů. Význam a 
struktura dat jednotlivých polí bude podrobně popsána v jednotlivých metodách 




5.3.2 Základní funkce programu 
Program je tvořen několika základními bloky, jak je uvedeno na základním 
vývojovém schématu č.1 v příloze B. Jsou to, init_ramec(), priprava_dat() a 
porovnavani_ramce(). Hlavní cyklus programu začíná inicializací rámců, kde se alokuje 
paměť pro jednotlivé rámce, následuje načtení snímku ze souboru, popřípadě z kamery. 
Snímek se překopíruje do proměnné IplImage *obr_3k aktuálního rámce, poté je 
zavolána funkce priprava_dat(), ve které se provede redukce tří-kanálového obrazu na 
odstíny šedé, zvýraznění hranovým detektorem, vyhledání významných rohů, určení 
relativní polohy každého bodu, vyhlazení obrázku a nakonec naplnění struktury Bod pro 
každý z rohů. Posledním a zároveň nejrozsáhlejším blokem je blok tvořený funkcí 
porovnavani_ramce(). Zde se vykonává samotné vyhledávání shodných rohů, funkce 
jednotlivých metod porovnávání jsou tvořeny stejnou základní strukturou předávaných 
dat. Vstupními parametry jsou dva porovnávané body a maximální dovolená odchylka, 
výstupem je pak dvoustavová proměnná bool. Pří shodě vstupních bodů funkce vrací 
hodnotu true v opačném případě hodnotu false. Porovnávání probíhá u každého bodu 
aktuálního snímku s každým bodem snímku předešlého. Body postupují, dalo by se říci 
jakoby sítem, dokud nejsou vyřazeny funkcí vracející false a nebo se dostanou, až na 
konec porovnávacího řetězce kde jsou tyto dva body prohlášené za shodné a jsou 
společně provázány zmíněnými souřadnicemi a ukazatelem. Ukazatelová vazba je 
pouze jednosměrná a to směrem do snímků minulých. Následuje volání funkce shody(), 
která nastaví pravděpodobnost příštího nálezu bodu, dalo by se říci shody s tímto 
bodem. Tato funkce bude podrobně popsána v v příští kapitole. Toto porovnávání 
pokračuje přes všechny nalezené body. Následující funkcí je spojnice(), která pouze 
spojí totožné body na dvou posledních snímcích video sekvence a zobrazí je v jednom 
okně. V tuto chvíli jsou také zobrazené body, u kterých lze předpokládat příští výskyt, 
tzv. robustní body a výsledek metody odečtení snímků, jíž bude věnována samostatná 
kapitola níže. Nakonec se celý cyklus uzavírá posunutím rámců, které tvoří jakýsi 
virtuální kruh, ve kterém se za pomocí ukazatelů neustále udržují čtyři poslední snímky, 
a tím odpadá opětovné alokování velkého množství paměti, přičemž počet nalezených 
rohů a paměť s nimi spojená je proměnlivá v závislosti na snímané scéně. Tímto by byla 
stručně popsána funkce programu a lze přistoupit k popisu jednotlivých metod 
porovnávání a dat, se kterými jednotlivé metody zacházejí. 
 
5.3.3 Porovnávání bodů 
Porovnávání bodů je tvořeno řetězcem jednotlivých metod od metody 
s nejnižším kritériem shody (porovnání polohy) přes přísnější, až k té nejpřísnější 
metodě porovnávaní jednotlivých bodů čtvercového okolí 5 x 5 obrazových bodů. 
Jednotlivé body, dalo by se říci, probublávají porovnávajícím řetězcem a bod, který není 
  
 24
v průběhu vyřazen je prohlášen za bod odpovídající hledanému bodu. Následně jsou 
společně provázány ukazatelem ve struktuře k tomu určené. Díky tomu se od nového 
bodu, kterému byl právě přiřazený bod ze snímku minulého, můžeme dostat ke všem 
shodným bodům na posledních čtyřech snímcích. Toho lze využít pro posouzení 
souhlasnosti jednotlivých shodných bodů, nebo pro určení posunutí v obraze. 
 
Porovnaní podle polohy 
Porovnání podle polohy je založeno na úvaze, že pokud je bod na jednom snímku 
v levém dolním rohu, s největší pravděpodobností jej nemá význam hledat v prostoru 
rohu protějšího, pokud však není očekávána vysoká rychlost pohybujících se předmětů. 
V této souvislosti by se dalo využít rozdílu souřadnic bodu na prvním snímku a na 
čtvrtém. Z této vzdálenosti lze posoudit, ve kterém sektoru má bod smysl hledat. 
 Obraz byl rozdělen na devět oblastí a poloha každého bodu zaznamenána do 
jeho příslušné  struktury - rel_poloha. V případě, že se bod nachází v blízkosti hranice 
se sousední oblastí, je zaznamenána do této struktury i tato oblast. Pokud se bod nachází 
v oblasti rohu sousedícího se dvěma oblastmi, jsou zaznamenány obě oblasti. Tuto 











Obrázek (5.4): Rozdělení obrázku relativní polohy, Zdroj: autor 
 
Porovnání na základě hrany procházející bodem 
Body, které jsou výsledkem algoritmu funkce cvGoodFeatureForTrack() jsou 
vždy součástí významných hran a jsou nositelem cenných informací, proto je výhodné 
využít informací obsažených v hranách, které prochází tímto nalezeným bodem. Do 
pole okno_edge je ve funkci priprav_okna() nakopírován obsah pixelů tvořících obvod 
okna kolem zmíněného bodu, jak ukazuje obrázek (5.5). Pole má následující uspořádání 
- jako první prvek pole je pixel ležící v levém horním rohu tohoto okna a následující 
obvodové pixely jsou překopírovány ve smyslu otáčení hodinových ručiček. Na tomto 
místě je důležité zmínit, že tato struktura uspořádání pole by mohla být uspořádána i 
jinými způsoby což by podle mohlo vést k výraznému zlepšení výsledků této metody. 
Samotné porovnávání je pojato jako vyhledávání počtu neshodných bodů v poli obvodu 
plochy. Vstupním parametrem maximální odchylky je nejvyšší povolený počet 











Obrázek (5.5): Znázornění obvodu plochy, jíž prochází hrana, Zdroj: autor 
 
Porovnávání podle barevné diference 
Data v poli pro tuto porovnávací metodu jsou ve formě 8 bytu, která jsou rovněž 
uložena ve smyslu pohybu hodinových ručiček. Jako první jsou uložené byty pro 
křížovou diferenci a jako druhé pro diferenci diagonální, ostatně jak je znázorněno 














Obrázek (5.6):Znázornění diferencí v porovnávané ploše, Zdroj:autor 
  
 27
K tomuto způsobu porovnání bylo nutné postupem času vytvořit několik 
způsobů řešení. Všechna řešení spojuje čtvercová oblast okolí kolem sledovaného bodu. 
Rozdílné je pouze množství využitých obrazových bodů pro porovnávání. Jako první 
byly porovnávány pouze body, které byly v rozích tohoto čtvercového okolí. Jelikož 
první předpoklad byl, že se bod nachází v nějaké hraniční oblasti, bylo nasnadě 
porovnat pouze odpovídající rohové obrazové body porovnávaných ploch okolí bodů. 
Hned první test poukázal na chybnou vstupní hypotézu. Takto porovnávané body se 
shodovaly s mnoha jinými a ani ve chvíli kdy byla metoda zařazena do porovnávacího 
řetězce ve funkci porovnani_bodu(), se neprojevilo žádné zlepšení. Byla snaha tuto 
skutečnost vylepšit diagonální diferencí těchto rohových bodů okolí, ale bez výrazných 
změn. Dalším možným přístupem k řešení tohoto problému je zvětšení porovnávaného 
okolí s kombinací již získané diagonální diference z předešlého rozměru porovnávané 
plochy. Tím získáme dvě diference dvou ploch různých rozměrů, čímž se zdvojnásobí 
vypovídající hodnota tohoto okolí.  
Tato maska byla již zobrazena na obrázku (5.6), zachovává diagonální diferenci 
oblasti 10 x 10 obrazových bodů a navíc přidává křížovou diferenci rovnoběžnou s osou 
x a y přes plochu okolí 15 x 15 obrazových bodů. Tato varianta se již projevuje lepším 
výsledkem. 
 
Porovnání celého okolí 
Porovnávání celé plochy, obklopující aktuální bod, je vzájemné porovnávání 
odpovídajících pixelů těchto ploch. Metoda byla zařazena na konec porovnávacího 
řetězce. Bylo vyzkoušeno několik variant samotného porovnávání, kdy odchylka byla 
uvažována, jako součet rozdílů od všech porovnávaných pixelů a jako prahová hodnota 
bylo využito procentuelní vyjádření této odchylky. 
5.3.4 Pravděpodobnost výskytu sledovaného bodu 
Body, které byly výše popsanými metodami nalezeny a shledány jako shodné je 
nezbytné v této chvíli nějakým způsobem reprezentovat. Tento úkol lze pojmout jako 
určení přibližné pravděpodobnosti dalšího výskytu tohoto bodu, čímž získáváme další 
důležité rozdělení bodů, které by bylo možné dále použít pro identifikaci předmětů 
v obraze. V další části se s takto získanými informacemi o rozích počítá pro metodu 
odečítání snímků, jejíž popis je součástí následujícího odstavce.   
Pravděpodobnost je vyjádřena v procentech a tento účel se navyšuje s krokem 
deseti procent. Jak program probíhá, porovnává jednotlivé body nalezené na snímcích a 
s každým výskytem shody se u bodu nalezeném na aktuálním snímku zvýší 
pravděpodobnost výskytu. V případě, že na příštím snímku nebude tento bod nalezen, 
bude do jeho proměnné bool odecti přiřazena hodnota true. V opačném případě bude 
přiřazena hodnota false. Při posouvání rámce je bodům na aktuálním snímku, kterým 
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odpovídají body ztracené při posouvání Rámce  a které zároveň  obsahují v proměnné 
hodnotu true, snížena pravděpodobnost o jednu úroveň. Takto se udržuje neustále 
aktuální pravděpodobnost v rozsahu 10-ti úrovní po deseti procentech. Nyní následuje 
funkce, která nás informuje o těchto bodech a pravděpodobnostech jejich opětovného 
nalezení a zároveň o použitelnosti bodu pro další zpracování. Body se na výstupním 
videu zobrazují ve čtyřech barvách a dvou stylech označení. Barevné označení těchto 
bodů definuje jejich aktuální pravděpodobnost, kde bílá barva představuje bod, jehož 
pravděpodobnost nabývá nulové hodnoty, bod s barvou červenou má pravděpodobnost 
do jedné třetiny maximální hodnoty to znamená do 30%. Bod s barvou modrou má 
pravděpodobnost o jednu třetinu vyšší a to 60% a body se zelenou barvou se vyznačují 
nevyšší pravděpodobností. Konečně styl označení je dvojího druhu, a to kruh obsahující 
střed a kruh beze středu. První označuje svou barvou zmíněnou pravděpodobnost a 
svým středem skutečnost, že bod je součásti množiny bodů v současném snímku 
nalezených. Bod beze středu nám říká, že v tuto chvíli v množině nalezených bodů, bod 
s pravděpodobností, o níž vypovídá jeho barva, nebyl nalezený, ale je potřeba jej 
zachovat, jelikož je důležitou informací. S každým snímkem, kde nebude nalezený, 
bude jeho pravděpodobnost klesat, až do chvíle kdy se přestane zobrazovat. Na obrázku 
mají body,kterým nebyl nalezen protějšek, bílou barvu. 
 
 







5.3.5 Odečítání snímků 
Důvod odečítání snímků spočívá v identifikaci, které z nalezených bodů náleží 
jednotlivým objektům v obraze. Když provedeme překrytí dvou po sobě jdoucích 
snímků tak, že na základě nalezených bodů, které mají vysokou pravděpodobnost 
příštího výskytu nebo lépe, pravděpodobnost stejného umístění v rohu nějakého 
stacionárního objektů. Na základě provázanosti, zprostředkované prostřednictvím 
ukazatelů, můžeme dva snímky přes sebe překrýt a odečíst jednotlivé pixely. V místech, 
kde nedošlo k pohybu, budou hodnoty přibližně stejné, a tudíž hodnota bude nulová. 
Naopak v oblastech snímku, kde došlo k pohybu, nastává výrazný rozdíl a hodnota 
nabývá vysokých hodnot úrovně jasu. Díky takto vytvořenému obrazu máme možnost 
identifikovat, jestli konkrétní bod má ve svém okolí v souřadnicích tohoto nového 
rozdílového bodu nulové popřípadě maximální hodnoty jasu. Tím získáváme informaci 
o tom, které body se společně ve scéně pohybují, respektive které body jsou součásti 
předmětu pohybujícího se ve scéně.  
V takto vytvořeném snímku se často objevují nežádoucí světlá místa způsobená 
přítomným šumem a mohla by nás mást, proto je vhodné na rozdíl jednotlivých pixelů 
použít nějaký práh, který nám definuje, jaký rozdíl představuje pohyb a jaký nežádoucí 
šum. Další metodou jak se tohoto šumu zbavit by mohla být maska, jelikož pohyb 
představuje souvislou plochu rozdílu pixelů a šum je pouze nahodilé chyby. Dalo by se 
rozhodovat, zda bod označit jako pohybující se na základě určité homogenity této 
masky (plochy) kolem pixelu.  
 
 






Náplní této práce bylo seznámení se s technikami zpracování obrazu .V průběhu 
prvotního řešení úlohy byl navržený základní algoritmus pro porovnávání těchto 
významných bodů a probíhalo jeho testování na krátkých videosekvencích. Na základě 
těchto zkušeností byla zpracována zcela odlišná verze algoritmu pro účel efektivnějšího 
řešení tohoto problému, který se výrazně lišil ve výsledcích. Původní program byl velmi 
náchylný k rušení a jeho spolehlivost nebyla příliš vysoká. Oproti tomu poslední verze 
algoritmu dosahuje podstatně kvalitnějších výsledků, ale v několika ohledech má slabší 
místa. Tyto nedostatky by bylo možné vyřešit několika úpravami, kterých se dá snadno 
docílit díky propracované struktuře programu, kdy jej lze snadno rozšířit pouhým 
přiřazením nové metody porovnávání do porovnávacího řetězce. Ke zmíněným 
problémům patří poměrně málo častá odchylka od skutečné polohy porovnávaných 
bodů. Tato vlastnost by se dala řešit porovnáváním odchylky od rovnoběžnosti 
vykreslovaných spojnic souhlasných bodů na po sobě jdoucích snímcích. Jako další 
možnost zrobustnění souhlasnosti vyhledaných bodů je využití zmíněných ukazatelů na 
souhlasné body z minulých snímků, kdy máme přesnou představu o kvalitě nalezeného 
bodu. V této souvislosti je možné si představit dva směry přístupu. Jedním by mohlo být 
jednoduché vyřazení bodů, které mezi souřadnicemi aktuálního a čtvrtého posledního 
snímku vykazují značné odchylky od polohy. Vzdálenost určující, zda se jedná o posun 
nebo chybu je možné na základě odčítání snímků v průběhu algoritmu modifikovat, z 
čehož je na první pohled rozpoznatelná chyba od pohybu. Jako druhá, náročnější, 
možnost, se nabízí ze souřadnic bodů, které na první pohled neodpovídají skutečnosti, 
dopočítat předpokládanou reálnou polohu a to na základě získaného snímku rozdílem 
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Výstup z programu – porovnávání bodů – 2. scéna – zdroj: autor 
 
 
 
