V. ALGORITHM The steps of the algorithm are as follows.
Step 1: Write f= (fo, fl, * 2.-1)T-
Step 2: Obtain the vector a by multiplying S' and f
Step 3: Obtain g = 1/f and the new a = S' g. The polarity now is complement of Step 2.
Step 4: If all the solutions have been generated then stop.
Step 5: Obtain a new polarity function and set f+f Xi. Go to Step 2. The correctness of each solution is guaranteed by Theorem 4. The following example explains the steps of the algorithm.
Example:f(x3, X2, X1) = E (1, 3, 4, 7) . For generation ofdifferent polarities we will use Gray code, the polarity functions are used in the order (X3, X2, X1), (X3, X2, XI), (X39 X2 X) (X3, X2, X1).
The complete solutions is given below.
S3 as in (1) [8] , [3] , and [5] . They (1) and (2) and very few graphs, the Moore graphs, achieve them. General techniques for the construction of regular undirected (d, k) graphs with a large number of nodes were given in [6] , [1] , [7] , [10] , [14] , and [15] The second problem is to minimize the diameter k of a regular graph with n nodes and degree d. This is discussed in [2] and is principally the object of this paper. In fact, this problem is easily generalized to nonhomogeneous graphs. In this case, either the degree of each node or the total number of edges can be given instead of d.
Another closely related generalization we shall discuss is the minimization of the average distance A of a regular graph with n nodes and of degree d where A is defined as It is easy to compute a lower bound for the average distance A of regular graphs with n nodes and degree d. The method is best explained with an example. Fig. 1 II. THE LOCAL SEARCH ALGORITHM The method of local search has been applied successfully to a number of,combinatorial optimization problems, starting with the early work of Bock [4] , Lin [11] , and Reiter and Sherman [12] . Perhaps the problem closest to the one considered here that has been attacked by this method is the design of low cost networks with prescribed connectivity [13] . A review of the area can be found in [9] .
The algorithm can be characterized in general terms as follows. For a given graph G, a neighborhood N(G) of graphs is defined which represents a set of perturbations of the given graph. If a graph G' E N(G) is found which is an "improvement" of G, it replaces G and the process continues. When finally a graph is obtained which is better than any in its neighborhood, it is accepted as a local optimum with respect to the neighborhood N. We may start the algorithm from several different graphs and accept the best result.
The main choices in the design of such an algorithm are the method of choosing an initial graph, the neighborhood N, the method of enumerating N, and the criterion of improvement. We next take the choices up one at a time for the present problem.
A. The Initial Graphs
In the undirected case, for any given number of nodes n and any degree d, we use the graphs studied by Trufanov in [16] In the directed case, we used a simple variation of Trufanov's graphs. Their diameter is of the same order of magnitude as the diameter of the corresponding undirected graphs.
B. The Neighborhood N Given a graph G = (V, E), the neighborhood N(G) of G is the set of all graphs G' such that G' is derived from G by an "Xchange" [13] . For an undirected graph, an X-change operation consists of replacing any two undirected edges (u, v) and (r, s) such that (u,v)eE, (r,s)eE with the edges (u, s) and (r, v). This is illustrated in Fig. 2 . For a directed graph, an X-change operation similarly consists of replacing any directed edges (u, v) and (r, s) satisfying condition (3) and (4) with the directed edges (u, s) and (r, s). (Note that the degree, and in the directed case both the in-and out-degree, of each node is not changed by an X-change.)
C. The Method of Enumerating N Let the (u, v, r, s)-tuple denote the X-change involving the edges (u, v) and (r, s) of a graph G = (V, E). We enumerate the neighborhood N(G) of a graph G by enumerating in lexicographical order all the possible (u, v, r, s)-X-changes and then applying them to G.
D. The Criterion for Improvement
In a graph G = (V, E) with diameter k, a pair of nodes i,j E V is said to be an extremal pair if the distance dij between these two nodes in G is equal to the diameter k of G.
Most of the experimental results shown here were obtained using the following criterion for improvement. Let G be a graph and p and p' denote the respective number of extremal pairs in each graph. G' is an improvement over G if the following condition holds:
(G' has a smaller diameter than G or, if it has the same diameter, then it has fewer extremal pairs).
We also tried the following criterion for improvement involving the average distance A. Let G = (V, E) be a graph and let G' E N(G). Then G' is an improvement over G if the average distance A' in G' is smaller than the average distance A in G. That is if condition A' = ( E jij/n ) < A = ( EVdij/n2) (6) i,je V i,jeC V holds.
III. EXPERIMENTAL RESULTS
Unless otherwise indicated, all of the following discussion refers to results obtained using condition (5) as the improvement condition.
Experimental results show that after a fast initial phase of large improvements, the algorithm spends most of its time in the last few marginal improvements. A typical result is illustrated in Fig.  3 . The average distance achieved by the algorithm for a directed graph with 48 nodes and degree-2 is plotted versus the number of X-changes tried up to that point.
For regular graphs with n nodes and degree d, improvement conditions (5) and (6) can be checked in O(n2d)-time. This is done by executing an 0(nd)-time breadth-first-search about each node of the graph, branching out if and when the improvement condition is verified to be false. We found that most of the algorithm running time is spent in checking the improvement condition.
All the results concern the construction of regular graphs with 8, 16, 24, 32, 40, and 48 nodes. The results for directed graphs are given in Table I and in Table II . In Table I the graphs are of degree-2, in Table II they are of degree-3. Similar results for undirected graphs of degree-3 and degree-4 are given in Table III  and Table IV. We also used condition (6) (minimization of the average distance A) as improvement criterion to construct directed graphs of degree-2. The results are shown in Table V. Comparing this table  with Table I it seems that average distance criterion gives consistently better graphs than the previous one. But the improvements were negligible compared to a doubling of the algorithm running time.
Reasonable confidence in the heuristic of this algorithm may be deduced from the following facts. 1) When we tried different initial solutions, they always resulted in local optima with the same diameter and similar (if not equal) number of extremal pairs and average distance. Even using a different minimization criterion we obtained similar results (compare Table I with Table V) .
2) A certain consistency of the algorithm behavior is illustrated in Fig. 4 where the number of nodes is plotted versus the average distance of the locally optimal graphs found. A semilogarithmic plot is used, and in all the four cases (directed graphs of degree-2 and degree-3 and undirected graphs of degree-3 and degree-4) the function is almost linear. Therefore, it seems that the number of nodes the algorithm can fit in a regular graph of fixed degree d is an exponential function of the average distance in the graph.
3) We also tried the algorithm for some values of number of nodes n and degree d for which maximal undirected graphs (or UMG's) are known [6] . For n = 10 and d = 3 the local optimum obtained was Petersen's graph, this is the (3, 2) UMG. For n = 15 and d = 4, the local optimum has the diameter k = 2; for n = 20 and d = 3, the graph obtained has the diameter k = 3. Both graphs are known to be maximal and the latter one is illustrated in [6] .
4) The average distances obtained are quite close to the known lower bounds. For example, we previously noted that a directed graph with 48 nodes and of degree-2 has a minimum average distance of 3.8125. It is riot known if any graph achieves this bound, but the locally optimal graph found, using improvement condition (6) , has an average distance equal to 3.9079, which is 2.5 percent more than the lower bound. This algorithm has two main limitations. One is its impracticability for large values of the number of nodes n (n > 150), and the other disadvantage is the lack of knowledge of the structure and of the possible symmetries of the locally optimal graphs obtained. Removing these barriers remains a goal for future work. This step will be shown to be incorrect by the following example.
Let a two-output switching function be given by the lower and upper bounds 
