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Abstract
In this paper, we will present a new adaptive time stepping algorithm for strong approximation of stochastic ordinary differential
equations. We will employ two different error estimation criteria for drift and diffusion terms of the equation, both of them based
on forward and backward moves along the same time step. We will use step size selection mechanisms suitable for each of the two
main regimes in the solution behavior, which correspond to domination of the drift-based local error estimator or diffusion-based
one. Numerical experiments will show the effectiveness of this approach in the pathwise approximation of several standard test
problems.
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1. Introduction
Adaptive time-stepping algorithms for integrating stochastic differential equations (SDEs) have shown to be more
efﬁcient than their ﬁxed step-size counterparts in terms of computational cost, accuracy and stability. Although the
use of adaptive schemes for approximating ordinary differential equations (ODE) has a well-established theoretical
foundation and most of efﬁcient codes for integration of ODEs take advantage of this valuable technology, adaptive
SDE solvers are still on their initial stages of evolution.
In recent years, some researchers in the ﬁeld have reported adaptive strategies for both pathwise (strong) and weak
approximation of SDEs. Main approaches to the problem of adaptivity in the pathwise approximation of SDEs can be
summarized as follows:
• Random discretization during the course of integration for each realization [4,8,11],
• Deterministic discretization during the course of integration for all realizations [14].
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Among the most promising approaches to adaptivity belonging to the ﬁrst category, is the one proposed by Lamba
[11], which is based on the important fact that the dynamics of the solution process can be decomposed into two main
regimes: drift dominated and diffusion dominated ones.
One of the advantages of this approach is the possibility of using the available machinery in ODE community in the
case of drift dominated behavior of the solution. Error estimation techniques as well as step-size selection mechanisms
which are widely used in adaptive ODE solvers are among the ﬁrst candidates to be tested in this framework.
Lamba’s approach is based on the special form of the leading order terms in the local error expansion of Milstein
scheme for integrating SDEs. Analysing the behavior of this expansion, Lamba obtains two local error estimates, one
based on the drift component and the other one based on the diffusion.
In this paper we will propose a similar approach to estimate the error for stochastic Runge–Kutta (SRK) family,
specially a method of strong order 1 due to Burrage and Burrage [3]. As will be shown later, the direct analysis of the
local error expansion generally does not give efﬁcient results and we must resort to an “indirect” approach.
Having obtained our local error estimators, we will describe the step-size selection mechanisms which will be used
in each of the two different solution behaviors: the domination of drift-based error estimator or diffusion-based one. In
the case of drift domination, we will use a standard step-size selection technique which is widely used in adaptive ODE
solvers. On the other hand, when the diffusion term dominates, we will introduce a new step-size selection mechanism
which is similar in its form to the standard formulae but is adapted to cope with the wild oscillations of the particular
path being integrated.
The outline of the paper is as follows: in Section 2 the integration method, which is a member of the SRK family
is introduced and the leading terms of its local error expansion is also analyzed. Section 3 is devoted to the two error
estimation criteria employed in this paper. Our approach is based on the important idea of estimating the local error by
using a single method and forward–backward moves along a single step.A theoretical justiﬁcation for the effectiveness
of these error estimators and an analysis of their relative behaviors in different regimes is given. In Section 4 we
introduce our step-size selection mechanisms that are used in different regimes of the behavior of the solution in the
course of integration. Then, the ﬁnal version of the algorithm is presented in Section 5. Numerical experiments on a
set of test problems in Section 6 illustrates the overall merits of employing this new method in different circumstances.
Some concluding remarks and a brief discussion about possible improvements in this scheme will close the paper.
2. A ﬁrst-order stochastic Runge–Kutta method and its local error
In this section we introduce the integration method which belongs to the SRK family and was ﬁrst introduced by
Burrage and Burrage [3]. We compare its local truncation error with that of the Milstein scheme and see that it is not
possible to obtain direct estimates for local error based on this expansion.
Consider the following scalar autonomous SDE in Stratonovich form:
dX(t) = f (X(t)) dt + g(X(t)) ◦ dW(t), X(0) = X0, (2.1)
on the interval [0, T ], in which f, g : R −→ R are measurable functions and W = {W(t), t0} is a scalar Wiener
process. This SDE can be represented in the following equivalent form in the Itô sense:
dX(t) = (f (X(t)) + 12 g′g(X(t))) dt + g(X(t)) dW(t), X(0) = X0. (2.2)
We will assume that the initial random variable X0 has a bounded second moment and is independent of the Wiener
process. Under a set of conditions on f and g such as Lipschitz continuity and linear growth rate, one can prove that the
above SDE has a unique solution which will be represented by the stochastic process X = {X(t), t0} (see e.g. [10]).
Our main aim in this paper is the strong approximation of sample paths of the solution process by adaptive selection
of time-steps such that an estimate of the local error at each time step is bounded above by some given tolerance (TOL).
The integration method used to advance the solution, is a special member of the s-stage SRK family having the general
form {
i = Xn + h
∑s
j=1aij f (j ) + J1
∑s
j=1bij g(j ), i = 1, . . . , s,
Xn+1 = Xn + h∑sj=1j f (j ) + J1∑sj=1j g(j ), (2.3)
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in which Xn and Xn+1 are approximations to X(tn) and X(tn+1), respectively, h= tn+1 − tn and J1 =
∫ tn+1
tn
◦ dW(s)=
W(tn+1)−W(tn). In this formulation,A=(aij ) andB=(bij ) are s×s matriceswith real elementswhile T=(1, . . . , s)
and T = (1, . . . , s) are row vectors in Rs . The special case that A and B are both strictly lower triangular, will result
in an explicit method, otherwise the method will be implicit. Rümelin [15] has shown that if f and g and the necessary
partial derivatives of f and g are bounded, then (2.3) converges uniformly on [0, T ] in the quadratic mean sense to the
Itô solution of
dX(t) = (f (X(t)) + g′g(X(t))) dt + g(X(t)) dW(t), (2.4)
where
 = TBe, eT = (1, 1, . . . , 1). (2.5)
Furthermore, if  = 12 then (2.3) converges to the solution of the corresponding Stratonovich equation.
Burrage in her Ph.D. thesis [2], introduced two explicit methods belonging to this family both having strong order
of convergence 1, of which a two stage method (called “R2”) and the other a three-stage method (called “R3”). For
some different notions of order in the SDE case we refer the reader to [10]. If we represent the members of the SRK
family (2.3) by the tableau:
then these two methods, have the following representations:
The coefﬁcients of R2 are obtained by the application of “Bi-colored rooted tree” theory—a generalization of
Butcher’s rooted tree theory for deterministic Runge–Kutta methods [5]—to the underlying SDE. By means of this
theory, one can obtain general order-conditions for the coefﬁcients of the method to have the desired strong order of
convergence. Applying these order-conditions to R3, as well as requesting the method to have minimal principal error
coefﬁcients, one obtains the following relations:
2 =
1
3 − 12b3
b2(b2 − b3) , 3 =
1
3 − 12b2
b3(b3 − b2) ,
2 = 12b2 − 3
b3
b2
, B32 = 16b23
,
c2b3(b3 − 23 ) − c3b2(b2 − 23 ) = b2b3(b3 − b2).
We will use the following near-optimal method for the deterministic part of the tableau which is proposed in [1] in the
context of an adaptive Runge–Kutta method for ODEs
A =
⎛⎜⎝
0 0 0
1
2 0 0
0 34 0
⎞⎟⎠ , T = ( 29 39 49) .
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Solving for other unknowns, two sets of possible values for {b2, b3} is obtained: { 12 , 34 }, { 1114 , 1528 }. The ﬁrst set will result
in the following symmetric three-stage method:
which will serve as our integration method in the remainder of this paper.
Comparing the Stratonovich–Taylor expansion of the exact solution with that of the approximate solution obtained
by R3 method, the following expression for the local truncation error of this method is obtained
LTE = O(h3/2) + O(h2) + O(h5/2) + higher order terms, (2.6)
in which, terms of order h3/2, h2 and h5/2 respectively are as follows:
O(h3/2) = (J10 − 12 hJ 1)f ′g + (J01 − 12 hJ 1)g′f ,
O(h2) = (J110 − 16 hJ 21)(f ′g′g + f ′′g2)
+ (J101 − 16 hJ 21)(f ′g′g + fg′′g)
+ (J011 − 16 hJ 21)(f (g′)2 + fg′′g) + · · · ,
O(h5/2) = (J100 − 16 h2J1)((f ′)2g + f ′′fg)
+ (J010 − 16 h2J1)(f ′fg′ + f ′′fg)
+ (J001 − 16 h2J1)(f ′fg′ + f 2g′′) + · · · ,
where
Jj1j2...jk =
∫ tn+h
tn
∫ sk
tn
. . .
∫ s2
tn
◦ dWj1(s1) ◦ dWj2(s2) . . . ◦ dWjk (sk), jp ∈ {0, 1},
with the convention ◦ dW 0(si) ≡ dsi .
Now there is a main question that should be investigated: How can we approximate the leading order terms of
this complicated local error expansion? Before giving a reasonable answer to this question, we present the local error
expansion of the Milstein method and brieﬂy recall Lamba’s approach in answering this question. Milstein scheme to
solve SDE (2.1) can be written as{
X0 = X0,
Xn+1 = Xn + hf (Xn) + J1g(Xn) + 12 (J1)2g(Xn)g′(Xn).
(2.7)
Taking into account that the exact solution of the SDE (2.1) has the following Stratonovich–Taylor expansion:
X(tn + h) = X(tn) + hf (X(tn)) + J1g(X(tn))
+ J10f ′g(X(tn)) + J01fg′(X(tn))
+ J11g′g(X(tn)) + J111g(gg′)′(X(tn))
+ 12 ff ′(X(tn))h2 + higher order terms︸ ︷︷ ︸
O(h2)
, (2.8)
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and noting the relations
J11 =
∫ tn+h
tn
∫ s1
tn
◦ dW(s) ◦ dW(s1) = 12! (J1)
2
,
J111 =
∫ tn+h
tn
∫ s2
tn
∫ s1
tn
◦ dW(s) ◦ dW(s1) ◦ dW(s2) = 13! (J1)
3
,
it is easily seen that the Milstein method is the result of truncating the Stratonovich–Taylor expansion up to the terms of
order O(h3/2) and so the strong order of convergence of this method is 1. Among the four terms in the local truncation
error
f ′gJ 10 + fg′J01 + 16g2g′′J 31 + 16 (g′)2gJ 31, (2.9)
Lamba selects 16 (g
′)2gJ 31 as a representative of the O(h3/2) terms and introduces the ﬁrst error estimation criteria as
follows:
Ediff(Xn, J1) = 16 |J1|3|(g′)2g(Xn)|. (2.10)
It is obvious that this expression does not depend on the drift term f and so when g ≡ 0 or when the equation is
derived by an additive noise (g′ ≡ 0) this local error estimate completely fails. With this in mind and recalling the fact
that for a very small diffusion term in a SDE, the behavior of the solution is nearly close to that of a deterministic ODE,
Lamba proposes a second local error estimate which is solely based on the drift term as follows:
Edrift(Xn, h) =
∣∣∣∣h2 (f (Xn + hf (Xn)) − f (Xn))
∣∣∣∣ . (2.11)
This expression is obtained by considering the difference of results of applying the Euler and Heun methods to the
following ODE:⎧⎨⎩
dX(t)
dt
= f (X(t)),
X(tn) = Xn.
(2.12)
as an approximation to 12ff
′(X(tn))h2 term.
Referring to the local error expansion of R3 method, we observe that the same strategy as above cannot be easily
adopted in this case. To overcome this deﬁciency, we propose a new approach to local error estimation which is based
on the work of Call and Reeves [6], originally proposed for deterministic RK methods.
3. Local error estimation for stochastic Runge–Kutta methods
Adaptive Runge–Kutta methods for integration of ODEs have been reasonable choices in most of widely used
software packages in applied sciences. These adaptive schemes are mainly based on the control of local truncation
errors committed by the underlying method in advancing the solution one step ahead. The need to devise efﬁcient
and cheap error estimators in the adaptive literature has resulted in alternative approaches such as embedding and
extrapolation, from which we just mention the two important ones.
One of these error estimation techniques which dates back to the work of Call and Reeves [6], is based on the simple
yet fundamental idea of reversing directions at each step of advancing solution and recomputing the previous ordinate
to approximate the local truncation error. In the sequel, we ﬁrst review this method for ODEs and then show how this
approach can be justiﬁed and used for construction of efﬁcient local error estimators in the SDE case.
For a deterministic Runge–Kutta method of order q, the local truncation error in passing from tn to tn+1 = tn + h in
a single step, has the following asymptotic expansion:
LTE = X(tn+1) − Xn+1 = Cq+1hq+1 + Cq+2hq+2 + Cq+3hq+3 + · · · ,
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where the coefﬁcients Cj ’s are expressions involving elementary differentials independent of the step-size h. It is
obvious that the term Cq+1hq+1 dominates the local error when the step-size is small, i.e.,
lim
h→0
Cq+2hq+2 + Cq+3hq+3 + · · ·
Cq+1hq+1
= 0.
Now based on this fact, the algorithmic description of the local error estimation is as follows: consider the integration
has reached to the point tn with the corresponding approximate value Xn. Consider also that the step-size h has been
proposed as the next candidate step-size and we want to approximate the local error in one step by the above mentioned
RK scheme. If the true solution at tn+1 = tn + h is X(tn+1) and the corresponding approximation by RK method is
denoted by Xn+1, i.e.,
Xn+1 = Scheme(Xn, h),
then the following approximate relation holds:
X(tn+1) − Xn+1Cq+1hq+1. (3.1)
Likewise, letting the true solution at tn be denoted byX(tn) and the value obtained by computing in the reverse direction
from tn+1 by Xn, i.e.,
Xn = Scheme(Xn+1,−h),
we have the similar relation:
X(tn) − XnC⊕q+1(−h)q+1. (3.2)
Now if we assume that Cr varies slowly with r and is nearly independent of h, it follows that Cq+1C⊕q+1. Thus, it is
clear from the above assumption and Eqs. (3.1) and (3.2) that the following approximate formula holds:
Xn − XnCq+1hq+1 + Cq+1(−h)q+1. (3.3)
Hence if the RK method has an odd order, then the local error estimation will be obtained as follows:
LTE = |Xn − Xn|
2
= |Xn − Scheme(Scheme(Xn, h),−h)|
2
. (3.4)
It is obvious that if the underlying RK method has an even order, then the above reasoning yields
Xn − Xn0,
and so this technique is not applicable.
Now we want to use this approach to propose two local error estimators for SDE (2.1), one based only on the drift
term and the other based only on the diffusion term. For this purpose, we consider the following two local problems
based on the drift and diffusion terms of the SDE:{dX̂(t) = f (X̂(t)) dt,
X̂(tn) = Xn,{dX˜(t) = g(X˜(t)) ◦ dW(t),
X˜(tn) = Xn.
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Corresponding to these local problems, we deﬁne two schemes which are composed of the drift and diffusion terms of
the R3 method, respectively,
Drift Scheme(Xn, h) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
1 = Xn,
2 = Xn +
h
2
f (1),
3 = Xn +
3h
4
f (2),
Xn+1 = Xn + h9 (2f (1) + 3f (2) + 4f (3)),
Diffusion Scheme(Xn, J1) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
1 = Xn,
2 = Xn +
J1
2
g(1),
3 = Xn +
3J1
4
g(2),
Xn+1 = Xn + J19 (2g(1) + 3g(2) + 4g(3)).
Now we propose two local error estimators corresponding to the application of these two schemes to the related local
problems:
Edrift(Xn, h) = |Xn − Drift Scheme(Drift Scheme(Xn, h),−h)|2 , (3.5)
and
Ediff(Xn, J1) = |Xn − Diffusion Scheme(Diffusion Scheme(Xn, J1),−J1)|2 . (3.6)
For the drift-based error estimator Edrift , the theoretical argument given above for deterministic RK methods is
valid, and so we can show that Edrift =O(h4). Similarly, for the diffusion-based local error estimator we can show that
Ediff = O(J 41 ) ≡ O(h2) because of the fact that (dW(t))2 ≡ dt . Although these two error estimators have different
asymptotic behaviors w.r.t h, they can still be used to monitor the relative effects of drift and diffusion terms of the SDE
in the course of integration. With a similar argument as given by Lamba, we expect that far from the weak diffusion
limit, and when TOL and therefore h are not very small, these two error estimators will be of comparable size and their
comparison will provide us with some information about the local behavior of the solution.
When the equation is in the drift dominated regime (i.e. EdriftEdiff ), the effect of the diffusion term g is negligible
and the use of our RK scheme will result in a third-order method, so our local error estimator will capture the true local
error efﬁciently. On the other hand, when the diffusion effect dominates (EdiffEdrift), the drift term f has a negligible
effect on the SDE and so, our O(h2) local error estimator, will give good estimates for the true O(h3/2) local error.
In summary, we expect that the combination of these two error estimators in a single adaptive scheme, will result in a
high-resolution analysis of local error in different parts of the integration domain. In the next section we will describe
our step-size selection strategies employed in each of the two cases mentioned above.
4. Step-size selection mechanisms
Based on the discussion given in the previous section, we now have a criterion that, in the course of integration,
determines the time of facing the diffusion or drift effect in the SDE. With this tool in hand, we must select a special
strategy in each of these completely different regimes of behavior.
When the dynamics of the solution process enters into the drift domination mode, a reasonable choice is to use the
standard techniques for step-size selection from the ODE literature. One of the widely used such techniques which has
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been turned into a standard choice in most ODE solvers, has the following general form [9]:
hnew = hold ∗ min
(
facmax,max
(
facmin, fac ∗
(
TOL
EST
)1/(q+1)))
. (4.1)
In the above expression, TOL is a user speciﬁed tolerance for accepting the local error, if it is below this value, EST
is the local error estimate for the last step, q is the global order of the underlying (deterministic) method, facmin and
facmax are suitable parameters to control the minimum and maximum ratio of step-size changes from step to step and
fac ∈ (0, 1) is a safety factor for decreasing the possibility of step rejection on that step. The acceptance criteria for
this scheme in the “error-per-step (EPS)” mode will be
ESTfac ∗ TOL.
Another scheme for step-size control in ODE community, ﬁrst proposed by Endresen and Myrheim [7], is very
similar to the standard technique (4.1) but with a slight modiﬁcation. This step-size selection formula which can be
written as
hnew = hold ∗ min
(
facmax,max
(
facmin, fac ∗
(
TOL
hold ∗ EST
)1/(q+1)))
(4.2)
has the desirable property that the value it gives for the next step-size, is independent of the present step-size in the
asymptotic limit h → 0. Acceptance criteria in this scheme will have the following form:
hold ∗ EST ∗ TOL,
in which the parameter  must be selected suitably. Endresen and Myrheim [7] by extensive numerical experiments on
a set of standard (non-stiff) test problems, has shown that this step-selection scheme is more efﬁcient than the standard
algorithm (4.1), in terms of function evaluations for a given global error.
When the effect of the diffusion term on the solution manifests itself in the form of wild oscillations in particular
parts of the integration interval, we must choose our step-size sequence very carefully to prevent the possibility of
successive rejections in these regions. One possible strategy in this case is a modiﬁcation of the (4.2), such that in the
asymptotic limit h → 0, the new step-size will be independent of the previous one and at the same time it respects the
corresponding diffusion-based local error estimate obtained in the previous step. This scheme can be written as
hnew = hold ∗ min
⎛⎝facmax,max
⎛⎝facmin, fac ∗ ( TOL
J 21 ∗ EST
)1/r⎞⎠⎞⎠ , (4.3)
in which J1 is the corresponding value of the Brownian increment for the step-size hold and r is the order of the local
error estimator. As an acceptance criteria in this scheme, we will check the inequality:
J 21 ∗ EST ∗ TOL,
in which a suitable value for the parameter  must be determined experimentally.
In our adaptive scheme, we will use the schemes (4.1) and (4.3) for the drift-domination and diffusion-domination
modes, respectively.
5. An adaptive Runge–Kutta scheme: details of implementation
In this section we will describe the algorithmic details of an adaptive scheme based on the R3 method. Before
starting the integration, some user prescribed tolerances are introduced to the algorithm to which a balance between
computational cost and the desired accuracy from the adaptive algorithmmust be reached.This can be done by specifying
two values namely Atol and Rtol which correspond, respectively, to the absolute and relative admissible calculation
errors.
In order to start the integration,weneed an initial step-size, the size ofwhichhas an important effect on the initial stages
of the numerical procedure. For this initial step-size,wewill set the valueh0=M∗Atol inwhichM is a suitable parameter
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and must be tuned for each speciﬁc problem. Suppose the integration from tn−1 to tn was successful with approximate
valueXn. Then for a candidate step-size h the corresponding Brownian increment J1(tn, tn+h)=
∫ tn+h
tn
◦ dW(s)which
will be denoted brieﬂy by J1 is simulated. From a statistical point of view, this step needs some care and in order to
remain on the correct Brownian path, we must follow an algorithm described in the Section 5.1. We now can compute
the numerical approximation of the solution at tn + h by
Xn+1 = Scheme(Xn, h, J1), (5.1)
and also the two local error estimatesEdrift(Xn, h) andEdiff(Xn, J1) using the expressions (3.5) and (3.6), respectively.
Now if we set
TOL =Atol + Rtol ∗ max{|Xn|, |Xn+1|}, (5.2)
this candidate time-step h will be accepted and the solution will be advanced by the R3 method only if
Edrift0.8 ∗ TOL and J 21 ∗ Ediff0.8 ∗ TOL. (5.3)
To update the time step (for the next integration step if the current step-size is accepted and for the same integration
step if it was rejected) we consider the following two cases:
Case 1: If EdriftEdiff , and the current step-size is successful then the “new” step-size is chosen based on the
standard (deterministic) step-size selection strategy (4.1) with the following parameters:
hnew = h ∗ min
(
1.8,max
(
0.5, 0.8 ∗
(
TOL
Edrift
)1/4))
. (5.4)
If the current step-size is rejected then the “new” step-size will be selected via the following formula:
hnew = h ∗ min
(
1,max
(
0.1, 0.8 ∗
(
TOL
Edrift
)1/4))
. (5.5)
Case 2: If EdiffEdrift , and the current integration step is successful then for the next integration step the “new”
step-size is chosen based on the following formula:
hnew = h ∗ min
⎛⎝1.1,max
⎛⎝0.5, 0.8 ∗ ( TOL
J 21 ∗ Ediff
)1/2⎞⎠⎞⎠
. (5.6)
Alternatively, if the current step-size is rejected then the “new” step-size will be determined by:
hnew = h ∗ min
⎛⎝1,max
⎛⎝0.1, 0.8 ∗ ( TOL
J 21 ∗ Ediff
)1/2⎞⎠⎞⎠
. (5.7)
Having chosen a “new” step-size h = hnew, one must simulate the Brownian increment for this h and repeat the entire
process until the ﬁnal time T is reached. There remains to show how to simulate from the right Brownian path when a
new time-step is introduced by the step-size selection mechanisms.
5.1. Simulation of the Brownian path
We ﬁrst notice that in the course of simulation of each particular trajectory, it is useful to store the values of the
Wiener process W(t) in a dynamically changing two column array, the ﬁrst column being the t-values and the second
being W-ones. As soon as a new point is introduced to the set of discretization points, we must search the t-column to
ﬁnd the appropriate location of this new point and then obtain the corresponding W value by the following procedure:
suppose that the integration from tn−1 to tn has been successful and a new candidate step-size h is introduced by our
step-size selection mechanisms. Now the following two possible situations faces us:
• The corresponding time step tn + h is situated in the right-most of all other points visited by the adaptive algorithm
up to now, and this right-most point is t tn. In this case the simulation is easily done: we know that J1(tn, tn +h)=
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J1(tn, t) + J1(t, tn + h); but J1(tn, t) = W(t) − W(tn) is known (because the algorithm has been tried this point
previously) and J1(t, tn +h)= √tn + h − t in which  ∼N(0, 1) (i.e. the standard normal distribution with mean
0 and variance 1).
• The corresponding time step t = tn+h is situated between two enclosing points t ′ and t ′′ which are previously visited
by the adaptive algorithm and two corresponding Brownian values W(t ′) and W(t ′′) are simulated for them. In this
case, we ﬁrst simulate the Brownian value W(t) from the distributionN(W(t ′) + (t − t ′)(W(t ′′) − W(t ′))/(t ′′ −
t ′), (t − t ′)(t ′′ − t)/(t ′′ − t ′)) and then we will set J1(tn, t)=W(t)−W(tn).We notice that simulating fromN(, 2)
is equivalent to simulation of a random variable  fromN(0, 1) and then to evaluate:  +  ∗ .
A detailed description of the above procedure can be found in [11].
6. Numerical results
In this section, we try to illustrate the effectiveness of the new scheme in the pathwise numerical approximation of
several test problems selected from the SDE literature. These test problems are usually used to illustrate the efﬁciency
of adaptive methods and all of them have exact solutions in terms of the Brownian motion process W(t).
In all of these test problems, both the drift and diffusion terms are present in the Stratonovich formulation of the
problem and the noise effect is multiplicative. In the case that the drift term vanishes or the problem is derived by an
additive noise, the proposed error estimators, respectively, for the drift and diffusion parts of the SDE, will not work in
their present form and some modiﬁcations are needed. For example, when the SDE has the form
dX(t) = g(X(t)) ◦ dW(t), (6.1)
with a technique similar to [11], we can switch to the Itô formulation (2.2) which now reads:
dX(t) = 12 g′g(X(t)) + g(X(t)) dW(t), (6.2)
and compute Edrift(Xn, h) based on the drift term of this new SDE. We have included test problem 4 having the form
(6.1), to show how the algorithm works with this modiﬁcation. The special case of SDEs driven by additive noise,
requires more research to be able to introduce an efﬁcient algorithm which is based on dual error estimation framework.
As the maximum time-step, we have chosen the value T/20 in all the test problems. For each test problem, we
will compute 100 simulations of the solution process based on the adaptive algorithm for a range of Atol and Rtol
values and denote the mean of the accepted and the rejected steps over these simulations, respectively, by A and R. For
each trajectory, we will compute the maximum absolute deviation between the exact and approximate solutions at the
discretization points corresponding to that particular trajectory. As an indication of the performance of the algorithm,
we will compute the average of these 100 maximum deviations which is a rough estimate of the following quantity:
E
(
max
tn<T
|X(tn) − Xn|
)
, (6.3)
where E is the mathematical expectation operator over all Brownian paths.
We will put T =A+R as the average number of total steps in adaptive process, and will perform 100 simulations of
the corresponding SDE with the ﬁxed step-size R3 scheme with T/T steps and will compute the same quantity as in
(6.3) over these trajectories. In the tables corresponding to each test problem, in addition to reportingA,R and the mean
of adaptive and ﬁxed step-size errors, we will also report the mean percentage of accepted steps for which EdriftEdiff
as an indicator of the fact that when one reduces the tolerance, this quantity decreases, as one should expect from the
theoretical explanation in Section 3.
Test problem 1: Let us consider the following problem in its Stratonovich form:
dX(t) = −(1 − X2t ) dt + 	(1 − X2t ) ◦ dW(t), X(0) = 0 (6.4)
over the interval [0, 10]. This SDE has the following exact solution:
X(t) = exp(−2t + 2	W(t)) − 1
exp(−2t + 2	W(t)) + 1 , (6.5)
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Table 1
Numerical results for test problem (1) with 	= 0.1
Atol Rtol Method A R Error % (EdriftEdiff )
10−2 10−3 Adaptive R3 21 2 0.0038 90.50
Fixed R3 – – 0.0069
10−3 10−4 Adaptive R3 27 1 0.00079 92.43
Fixed R3 – – 0.00280
10−4 10−5 Adaptive R3 39 2 0.00015 93.24
Fixed R3 – – 0.00079
10−5 10−6 Adaptive R3 64 2 3.520e − 5 86.01
Fixed R3 – – 2.007e − 4
10−6 10−7 Adaptive R3 105 2 8.297e − 6 82.48
Fixed R3 – – 5.076e − 5
Table 2
Numerical results for test problem (1) with 	= 1
Atol Rtol Method A R Error % (EdriftEdiff )
10−2 10−3 Adaptive R3 33 5 0.0526 37.80
Fixed R3 – – 0.3297
10−3 10−4 Adaptive R3 53 8 0.0165 30.23
Fixed R3 – – 0.1458
10−4 10−5 Adaptive R3 108 14 0.0077 20.47
Fixed R3 – – 0.0701
10−5 10−6 Adaptive R3 222 32 0.0021 14.08
Fixed R3 – – 0.0234
10−6 10−7 Adaptive R3 489 65 0.0013 9.50
Fixed R3 – – 0.0112
and has been used in [11–13] as a test problem. We set the parameter of the problem to 	 = 0.1 and 1, respectively, to
show the performance of this approach for the small (	 = 0.1) and large (	 = 1) diffusion parameter in the problem.
As the initial step-size, we set the value h0 = 100 ∗ Atol. Results corresponding to these two cases are reported in
Tables 1 and 2.
For the small diffusion case, we observe the better performance of the adaptive algorithm as theAtol and Rtol values
decrease to zero. One interesting property of the algorithm in this case, is its constant number of step-size rejections
which is small compared with the total number of steps. Tolerance-proportional reduction in the global error is also
observed in this case.
For the 	 = 1 case, we observe that this scheme outperforms the ﬁxed step-size algorithm by a factor of at least
6 and at most 11. The ratio of the accepted steps over the total steps is about 87%, showing a good performance in
comparison with most of existing adaptive schemes. We also observe that the percentage of accepted steps in which
EdriftEdiff is reasonable and decreases with descending tolerance, as expected.
Test problem 2: Let us consider
dX(t) = Xtdt + 	Xt ◦ dW(t), X(0) = 1 (6.6)
over the interval [0, 10], which is represented in its Stratonovich form. This SDE has the following exact solution:
X(t) = exp(t + 	W(t)), (6.7)
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Table 3
Numerical results for test problem (2) with = −0.5 and 	= 1
Atol Rtol Method A R Error % (EdriftEdiff )
10−2 10−3 Adaptive R3 40 5 0.0948 16.23
Fixed R3 – – 0.7369
10−3 10−4 Adaptive R3 79 10 0.0428 13.07
Fixed R3 – – 0.3770
10−4 10−5 Adaptive R3 174 21 0.0382 8.61
Fixed R3 – – 0.3126
10−5 10−6 Adaptive R3 374 44 0.0094 6.11
Fixed R3 – – 0.0848
10−6 10−7 Adaptive R3 816 95 0.0040 4.17
Fixed R3 – – 0.0443
Table 4
Numerical results for test problem (2) with = −0.1 and 	= 0.5
Atol Rtol Method A R Error % (EdriftEdiff )
10−2 10−3 Adaptive R3 28 3 0.0195 5.38
Fixed R3 – – 0.0613
10−3 10−4 Adaptive R3 56 6 0.0075 4.78
Fixed R3 – – 0.0325
10−4 10−5 Adaptive R3 117 12 0.0034 4.01
Fixed R3 – – 0.0172
10−5 10−6 Adaptive R3 256 27 0.0015 2.67
Fixed R3 – – 0.0079
10−6 10−7 Adaptive R3 528 56 0.0008 1.95
Fixed R3 – – 0.0037
and has been used in [12,13] as a test problem. We set the parameters of the problem to =−0.5, 	= 1 and =−0.1,
	= 0.5, respectively. As the initial step-size, we set the value h0 = 100 ∗Atol. The results corresponding to these two
case are reported in Tables 3 and 4.
The numerical results reported in Tables 3 and 4 conﬁrm the advantage of the adaptive scheme.
Test problem 3: Consider the test problem
dX(t) =
√
1 + X2t dt +
√
1 + X2t ◦ dW(t), X(0) = 0, (6.8)
over the interval [0, 2]. The exact solution of this equation is
X(t) = sinh(t + W(t)). (6.9)
We have taken h0 = Atol. Results for this case are presented in Table 5. The numerical results reported in this table,
conﬁrms the superiority of the adaptive scheme.
Test problem 4: To show how the algorithm works in the case of SDEs with no drift term, we consider the test problem
dX(t) = −
√
1 − X2t ◦ dW(t), X(0) = 0, (6.10)
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Table 5
Numerical results for test problem (3)
Atol Rtol Method A R Error % (EdriftEdiff )
10−2 10−3 Adaptive R3 32 2 0.0763 16.18
Fixed R3 – – 0.1636
10−3 10−4 Adaptive R3 56 3 0.0340 11.39
Fixed R3 – – 0.0795
10−4 10−5 Adaptive R3 99 6 0.0184 8.21
Fixed R3 – – 0.0486
10−5 10−6 Adaptive R3 164 13 0.0070 6.37
Fixed R3 – – 0.0224
10−6 10−7 Adaptive R3 296 29 0.0028 5.67
Fixed R3 – – 0.0123
Table 6
Numerical results for test problem (4)
Atol Rtol Method A R Error
10−2 10−3 Adaptive R3 20 1 0.0054
Fixed R3 – – 0.0091
10−3 10−4 Adaptive R3 22 1 0.0039
Fixed R3 – – 0.0083
10−4 10−5 Adaptive R3 37 2 0.00073
Fixed R3 – – 0.00560
10−5 10−6 Adaptive R3 69 4 0.00024
Fixed R3 – – 0.00360
10−6 10−7 Adaptive R3 120 7 6.952e − 5
Fixed R3 – – 8.235e − 4
over the interval [0, 2]. This SDE has the following Itô representation:
dX(t) = − 12 2Xt dt − 
√
1 − X2t dW(t), (6.11)
and the exact solution of both equations is:
X(t) = cos
(
W(t) + 

2
)
. (6.12)
We can compute Edrift(Xn, h) based on (3.5) but instead of using the original zero drift term in “Drift scheme”, we
can use the drift term of the SDE (6.11). We note that when we want to advance the solution one step ahead, we must
use the original zero drift term.
We have taken h0 = 100 ∗ Atol. Results for this case are presented in Table 6. The numerical results show that our
algorithm integrates successfully this problem with much better accuracy in comparison with ﬁxed step-size scheme
with the same number of total steps.
7. Conclusion
A detailed description of a new adaptive scheme based on stochastic Runge–Kutta method was presented. Two local
error estimation criteria were used for the drift and diffusion terms of the SDE. The overall efﬁciency of the method
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for different tolerances was illustrated by applying the method on three different test problems. For all of these test
problems the relations
f ′g = g′f , (7.1)
and
J10 + J01 = hJ 1,
cause all the O(h3/2) terms to vanish which in turn simpliﬁes the local truncation error. Relation (7.1) is a simplifying
assumption in the process of analytically solving the SDEs to obtain the solution in terms of the Brownian motion
process [10].
We expect that this method performs well (also in cases where (7.1) is not valid), as an alternative adaptive method
for SDEs with different levels of diffusivity with much less running time and implementation cost, in comparison with
some other recently introduced adaptive methods, such as those presented in [4,11]. For systems of linear SDEs, this
approach can be implemented easily and a full investigation of this application is the topic of a next paper. On the other
hand, we can use this scheme in an adaptive structure similar to [14], which advances all sample paths simultaneously.
This strategy enables us to obtain relatively accurate estimates for statistics of local truncation error such as its mean
and variance, which can be used to select a suitable step-size to advance the solution.
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