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1. Introduction and preliminaries
A classical result of Gearhart, Herbst, and Prüss [9,12,29] states that if the resolvent of the generator A of a
C0-semigroup S on a Hilbert space H has a bounded analytic extension to the right half-plane C+ = {z ∈ C: Re z > 0},
then S is uniformly exponentially stable, i.e., ω0(A) < 0, where
ω0(A) := inf
{
ω ∈ R: ∃M  0 such that ∥∥S(t)∥∥ Meωt ∀t  0}
is the growth bound of A. For generators of C0-semigroups on Banach spaces X one has the following result, due to Weis
and Wrobel [31]: if X has Fourier type 1 p  2 (the deﬁnition is recalled below) and the resolvent of A has a bounded
analytic extension to C+ , then ω 1
p − 1p′ (A) < 0, where
ωθ(A) := inf
{
ω ∈ R: ∃M  0 such that ∥∥S(t)x∥∥ Meωt‖x‖Xθ ∀t  0, x ∈ Xθ}
is the fractional growth bound of A of order θ . Here, Xθ denotes the fractional domain of A of exponent θ . In the same
paper it is shown that this result is the best possible, in the sense that in general it is not possible to replace the exponent
θ = 1p − 1p′ by a smaller one. By rescaling this follows from the following example [31] (see also [1]):
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J. van Neerven / J. Math. Anal. Appl. 358 (2009) 380–388 381Example 1.1. Let X = Lp(1,∞) ∩ Lp′(1,∞) with 1  p  2. This space has Fourier type p. Let A be the generator of the
semigroup S deﬁned on X by
S(t) f (x) := f (etx), t  0, x > 1.
One has ω0(A) = − 1p′ , ωθ(A) = − 1p for 1p − 1p′  θ  1, and ωθ(A) is linear on the interval 0  θ  1p − 1p′ . On the other
hand, the abscissa of boundedness of the resolvent of A equals − 1p .
It is a deep result of Bourgain [3] that a Banach space has nontrivial Fourier type if and only if it has nontrivial type.
This leads naturally to the question whether a version of the Weis–Wrobel result still holds if we replace ‘Fourier type’ by
‘type’. This is a nontrivial question, because there is no a priori relation between the Fourier type and the type of a Banach
space. Our main result gives an aﬃrmative partial answer:
Theorem 1.2. Let X be a Banach space with type 1 p  2 and cotype 2 q ∞, and let A generate a C0-semigroup on X. If the
resolvent of A has a γ -bounded analytic extension to C+ , then
ω 1
p − 1q (A) < 0.
The notion of γ -boundedness is a strengthening of the classical notion of uniform boundedness, and the two notions
agree if the underlying Banach space is isomorphic to a Hilbert space. We refer to Section 2 for more details.
For 1 p < ∞ the spaces Lp(μ) have Fourier type min{p, p′}, type min{p,2} and cotype max{p,2}. This yields exponent
| 1p − 1p′ | in the Weis–Wrobel result, whereas we obtain the exponent | 1p − 12 | in Theorem 1.2. The price to pay for this
improvement is a γ -boundedness assumption instead of a uniform boundedness assumption; it is an open problem whether
this stronger assumption is really needed.
For positive semigroups on Banach lattices with ﬁnite cotype, the γ -boundedness of the resolvent follows from its
uniform boundedness (see [10, Example 5.5(b)]) and we obtain the following corollary:
Corollary 1.3. Let X be a Banach lattice with type 1 p  2 and cotype 2 q < ∞, and let A generate a positive C0-semigroup on X.
If the resolvent of A has a bounded analytic extension to C+ , then
ω 1
p − 1q (A) < 0.
Both in the theorem and its corollary, the cotype q assumption on X may be weakened to a type q′ assumption on X	 ,
1
q + 1q′ = 1.
The next example shows that the corollary is optimal:
Example 1.4. Let X = L2(1,∞) ∩ Lq(1,∞) with 2  q < ∞. Since X is isomorphic as a Banach space to Lq(1,∞) [19,
Corollary 2.e.8], X has type 2 and cotype q. Deﬁning A as in the previous example, one has ω0(A) = − 1q , ωθ(A) = − 12 for
1
2 − 1q  θ  1, and ωθ(A) is linear on the interval 0 θ  12 − 1q . On the other hand, the abscissa of boundedness of the
resolvent of A equals − 12 .
Our semigroup notations are standard; see, e.g., [7,27]. For λ ∈ C \ σ(A) we write R(λ, A) := (λ − A)−1 for the resolvent
of A at λ. The closed subspace of X∗ on which the adjoint semigroup S∗ acts in a strongly continuous way is denoted
by X	 . The part of A∗ in X	 is denoted by A	; this operator is the generator of the restricted semigroup S	 := S∗|X	 . We
recall the easy fact that X	 induces an equivalent norm on X ; see, e.g., [23].
2. Preliminaries
In this section we collect some elementary facts about γ -bounded families of operators and spaces of γ -radonifying
operators. These topics have been covered in detail in [4,15,17,24]. We refer to these works for references to the literature
and further information.
Let X and Y be Banach spaces and let (γn)n1 be a sequence of independent standard Gaussian random variables on a
probability space (Ω,P).
Deﬁnition 2.1. A family T ⊆L (X, Y ) is called γ -bounded if there exists a ﬁnite constant C  0 such that for all N  1 and
all choices x1, . . . , xN ∈ X and T1, . . . , TN ∈T we have
E
∥∥∥∥∥
N∑
γnTnxn
∥∥∥∥∥
2
 C2E
∥∥∥∥∥
N∑
γnxn
∥∥∥∥∥
2
.n=1 n=1
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and the converse holds if X and Y are isomorphic to Hilbert spaces.
Replacing the role of Gaussian variables by Rademacher variables, we obtain the related notion of R-boundedness. Every
R-bounded family of operators is γ -bounded, and the converse holds if the range space Y has ﬁnite cotype.
Let H be a Hilbert space. For a ﬁnite rank operator T ∈L (H, X) of the form ∑Nn=1 hn ⊗ xn with h1, . . . ,hN orthonormal
in H and x1, . . . , xN ∈ X we deﬁne
‖T‖2γ (H,X) := E
∥∥∥∥∥
N∑
n=1
γnxn
∥∥∥∥∥
2
.
Deﬁnition 2.2. A linear operator T ∈L (H, X) is called γ -radonifying if it belongs to the closure of the ﬁnite rank operators
with respect to the norm ‖ · ‖γ (H,X) .
If X is a Hilbert space, then γ (H, X) = L2(H, X) isometrically, where L2(H, X) is the space of all Hilbert–Schmidt
operators from H to X .
We need two basic properties of γ -radonifying operators. The ﬁrst, the so-called right ideal property, asserts that of
T ∈ γ (H, X) and S ∈L (H ′, H) is a Hilbert space operator, then T S ∈ γ (H ′, X) and
‖T S‖γ (H ′,X)  ‖T‖γ (H,X)‖S‖L (H ′,H).
The second, the so-called covariance domination property, asserts that if T ∈ γ (H, X) and T ′ ∈ L (H ′, X) are operators such
that ‖(T ′)∗x∗‖ ‖T ∗x∗‖ for all x∗ ∈ X∗ , then T ∈ γ (H ′, X) and
‖T ′‖γ (H ′,X)  ‖T‖γ (H,X).
We refer to [24] for more details.
Let D be an open subset of Rn . For a function φ ∈ L1loc(D; X) we deﬁne a linear operator Tφ : Cc(D) → X by
Tφ f :=
∫
D
f (t)φ(t)dt, f ∈ Cc(D). (2.1)
In the situation that Tφ extends to a bounded operator from L2(D) to X we say that this operator is represented by φ. If X
is a Hilbert space, then φ represents an operator in γ (L2(D), X) if and only if φ ∈ L2(D; X), and in this case we have
‖Tφ‖γ (L2(D),X) = ‖φ‖L2(D;X).
We proceed with three results due to Kalton and Weis [15].
Proposition 2.3. If the functions φ ∈ L1loc(D; X) andψ ∈ L1loc(D; X∗) represent operators Tφ ∈ γ (L2(D); X) and Tψ ∈ γ (L2(D); X∗),
respectively, then 〈φ,ψ〉 ∈ L1(D) and∥∥〈φ,ψ〉∥∥L1(D)  ‖Tφ‖γ (L2(D);X)‖Tψ‖γ (L2(D);X∗).
If φ represents an operator in γ (L2(D), X) and m is a function in L∞(D), then by covariance domination mφ represents
an operator in γ (L2(D), X) and we have
‖Tmφ‖γ (L2(D),X)  ‖m‖∞‖Tφ‖γ (L2(D),X).
The following result extends this observation to operator-valued multipliers:
Proposition 2.4. If φ ∈ L1loc(D; X) represents an operator Tφ ∈ γ (L2(D), X) and M : D → L (X, Y ) is strongly measurable (in the
sense that t → M(t)x is strongly measurable for all x ∈ X ) and has γ -bounded range, say with γ -bound γ (M), then Mφ ∈ L1loc(D; Y )
represents an operator TMφ ∈ γ (L2(D), Y ) and
‖TMφ‖γ (L2(D),Y )  γ (M)‖Tφ‖γ (L2(D),X).
The importance of the class of γ -radonifying operators for our present purposes derives from the following fact:
J. van Neerven / J. Math. Anal. Appl. 358 (2009) 380–388 383Proposition 2.5. Let H and H ′ be Hilbert spaces, and let S ∈L (H ′, H) be a bounded operator. Let X be a Banach space. The formula
S X T := T ◦ S deﬁnes a bounded operator S X ∈L (γ (H, X), γ (H ′, X)) of norm∥∥S X∥∥L (γ (H,X),γ (H ′,X)) = ‖S‖L (H ′,H).
By applying this to the Fourier–Plancherel isometry F ∈L (L2(Rn)),
F f (ξ) = 1√
(2π)n
∫
Rn
exp
(−i〈x, ξ〉) f (x)dx, ξ ∈ Rn, f ∈ L2(Rn),
we obtain an isometry F X ∈L (γ (L2(Rn), X)). This operator is given by
F X Tφ = TFφ.
Indeed, by the Fubini theorem,
F X Tφ f = Tφ(F f ) = 1√
(2π)n
∫
Rn
φ(x)
∫
Rn
exp
(−i〈x, ξ〉) f (ξ)dξ dx
= 1√
(2π)n
∫
Rn
∫
Rn
exp
(−i〈x, ξ〉)φ(x)dx f (ξ)dξ
=
∫
Rn
(Fφ)(ξ) f (ξ)dξ = TFφ f .
In this way we overcome the problem that the Fourier–Plancherel isometry extends to L2(Rn; X) only when X is isomorphic
to a Hilbert space.
3. An individual stability result
Let W denote a standard real-valued Brownian motion on a probability space (Ω,P). If A is a closed, densely deﬁned
operator on X , we say that an X-valued stochastic process U on (Ω,P) is a weak solution of the abstract Cauchy problem
dU (t) = AU (t)dt + xdW (t), U (0) = 0, (3.1)
where x ∈ X is given, if the trajectories of U are integrable on bounded intervals almost surely and for all t > 0 and
x∗ ∈D(A∗) the following identity holds almost surely:
〈
U (t), x∗
〉=
t∫
0
〈
U (s), A∗x∗
〉
ds + 〈x, x∗〉W (t).
If A is the generator of a C0-semigroup S on X , then the problem (3.1) admits a weak solution if and only if the orbit
t → S(t)x belongs to γ (L2(0, T ), X) for some (equivalently, all) T > 0 [25, Theorem 7.1].
Our ﬁrst result is a variation of results of Zwart [32] and Eisner and Zwart [5,6]. Rather than imposing integrability
conditions on the resolvents of A and A	 we insist that certain stochastic Cauchy problems be solvable for x ∈ X and
x	 ∈ X	 . In the next section we shall only need the special case α = 0.
Theorem 3.1. Let A be the generator of a C0-semigroup S on a Banach space X. Let x ∈ X and x	 ∈ X	 be such that the abstract
Cauchy problems
dU (t) = AU (t)dt + xdW (t), U (0) = 0,
dU	(t) = A	U	(t)dt + x	 dW (t), U	(0) = 0,
admit weak solutions.
(1) If there exist real numbers σ > 0 and 0 α < 1 such that the set{
sαR(s + it, A): 0 < s < σ, t ∈ R}
is γ -bounded, there exist constants M  0 and ω > 0 such that∣∣〈S(t)x, x	〉∣∣ Me−ωt, t  0.
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sαR(s + it, A): 0 < s < σ, t ∈ R}
is γ -bounded, there exists a constant M  0 such that∣∣〈S(t)x, x	〉∣∣ M(1+ tα), t  0.
Proof. We start with the proof of (2), which combines the techniques of [26, Theorem 1.1] and [32, Theorem 2.1].
By assumption, t → S(t)x deﬁnes an element of γ (L2(0, T ), X) for some (all) T > 0. From [26, Proposition 4.5] we
deduce that for all w > ω0(A) the rescaled orbit t → e−wt S(t)x deﬁnes an element of γ (L2(R+), X). In the same way,
t → e−wt S	(t)x	 deﬁnes an element of γ (L2(R+), X	). We denote their norms by Kw(x) and Kw(x	), respectively.
Let us ﬁx w > max{0,ω0(A)}. By Proposition 2.5 the function t → R(w + it, A)x deﬁnes an element of γ (L2(R), X) of
norm
√
2π Kw(x). The resolvent identity
R(a+ it, A)x = R(w + it, A)x+ (w − a)R(a+ it, A)R(w + it, A)x
and Proposition 2.4 imply that for 0 < a σ , the function t → R(a + it, A)x deﬁnes an element of γ (L2(R), X) of norm
∥∥R(a+ i·, A)x∥∥
γ (L2(R),X) 
√
2π Kw(x)
(
1+ |w − a|Γ
aα
)
,
where Γ is the γ -bound of the set {sαR(s + it, A): 0 < s < σ, t ∈ R}. By Proposition 2.5 this estimate implies that the
rescaled orbit t → e−at S(t)x deﬁnes an element of γ (L2(R+), X) of norm
∥∥e−a(·)S(·)x∥∥
γ (L2(R+),X) =
1√
2π
∥∥R(a + i·)x∥∥
γ (L2(R),X)  Kw(x)
(
1+ |w − a|Γ
aα
)
.
Hence by Proposition 2.3,
e−at
∣∣〈S(t)x, x	〉∣∣= w
1− e−wt
t∫
0
∣∣〈e−a(t−s)S(t − s)x, e−(a+w)s S	(s)x	〉∣∣ds
 w
1− e−wt
∥∥e−a(t−·)S(t − ·)x∥∥
γ (L2(0,t),X)
∥∥e−(a+w)(·)S	(·)x	∥∥
γ (L2(0,t),X	)
= w
1− e−wt
∥∥e−a(·)S(·)x∥∥
γ (L2(0,t),X)
∥∥e−(a+w)(·)S	(·)x	∥∥
γ (L2(0,t),X	)
 w
1− e−wt
∥∥e−a(·)S(·)x∥∥
γ (L2(R+),X)
∥∥e−w(·)S	(·)x	∥∥
γ (L2(R+),X	)
 w
1− e−wt Kw(x)Kw
(
x	
)(
1+ |w − a|Γ
aα
)
. (3.2)
Taking a = 1/t with t max{w−1, σ−1} we obtain the estimate
∣∣〈S(t)x, x	〉∣∣ ew
1− e−1 Kw(x)Kw
(
x	
)(
1+ wΓ tα).
Next we prove (1). By the resolvent expansion argument of [26, Theorem 1.1] and [11, Theorem 3.2] (where the cases
α = 0 and α = 12 are considered, respectively), there exists δ > 0 such that the resolvent of A has a γ -bounded analytic
extension to {z ∈ C: Re z > −δ}. By covariance domination, the stochastic Cauchy problems associated with x and x	 are
solvable for A + δ and A	 + δ. Hence we may apply (2) to these rescaled operators to obtain the desired estimate. 
This result has a number of ramiﬁcations which we discuss in a series of remarks.
Remark 3.2. In [5] it is shown that for α = 1 the bound M(1 + t) is optimal even when X is a Hilbert space, in the sense
that the bound cannot be improved to M(1+ tρ) for any 0 ρ < 1.
Remark 3.3. The assumptions of Theorem 3.1 imply that S(·)x and S	(·)x	 belong to γ (L2(0, T ), X) for all T > 0. If we
make the stronger assumption that
sup
∥∥S(·)x∥∥
γ (L2(0,T ),X) < ∞, sup
∥∥S	(·)x	∥∥
γ (L2(0,T ),X	) < ∞, (3.3)
T>0 T>0
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problems be bounded in probability, we may improve the bound in (2) to∣∣〈S(t)x, x	〉∣∣ M/(1+ t), t  0.
No γ -boundedness assumptions on the resolvent are needed here. To see this, just note that by Proposition 2.3,
t
∣∣〈S(t)x, x	〉∣∣=
t∫
0
∣∣〈S(t − s)x, S	(s)x	〉∣∣ds

∥∥S(t − ·)x∥∥
γ (L2(0,t),X)
∥∥S	(·)x	∥∥
γ (L2(0,t),X	)
= ∥∥S(·)x∥∥
γ (L2(0,t),X)
∥∥S	(·)x	∥∥
γ (L2(0,t),X	),
and the right-hand side is bounded by a constant independent of t  0.
Note that (3.3) is satisﬁed under the assumptions of part (1) of Theorem 3.1; this follows from [26, Theorem 1.1, Propo-
sition 4.4].
Remark 3.4. If a Banach space Y has type 2 (see Section 4 for the deﬁnition), then every function φ ∈ L2(D; Y ) represents an
operator Tφ ∈ γ (L2(D), Y ) [30]. Hence if X	 has type 2, then in Theorem 3.1 and the subsequent remarks, the solvability
of the dual Cauchy problem is guaranteed for all x	 ∈ X	 (since S	(·)x	 ∈ L2(0, T ; X	)). Recalling that X	 induces an
equivalent norm on X we obtain bounds on the growth of ‖S(t)x‖. For example, if X	 has type 2 and for some x ∈ X the
Cauchy problem
dU (t) = AU (t)dt + xdW (t), U (0) = 0,
admits a weak solution U , then the γ -boundedness of the set{
sαR(s + it, A): 0 < s < σ, t ∈ R}
implies the bound ‖S(t)x‖  Me−ωt (for 0  α < 1) and ‖S(t)x‖  M(1 + tα) (for α  1). These results apply, e.g., to
X = Lp(μ) with 1 < p  2.
Remark 3.5. The previous remark may be used to prove similar results for the stochastic Cauchy problem
dU (t) = AU (t)dt + B dWH (t), U (0) = 0, (3.4)
where WH is a cylindrical Brownian motion over a Hilbert space H and B : H → X is a bounded operator. We refer to [25]
for a discussion of this problem and unexplained terminology. If a weak solution exists (which happens if and only if S(·)B
deﬁnes an operator γ (L2(0, T ; H), X) for some (all) T > 0), then so does the problem
dU (t) = AU (t)dt + xdW (t), U (0) = 0,
for every x ∈R(B). Indeed, if x = Bh, then the claim follows from∥∥S(·)Bh∥∥
γ (L2(0,T ),X) 
∥∥S(·)B∥∥
γ (L2(0,T ;H),X)‖h‖.
To give a sample result, if X	 has type 2 and the Cauchy problem (3.4) admits a weak solution U , then the γ -boundedness
of the set{
sαR(s + it, A): 0 < s < σ, t ∈ R}
implies the bound ‖S(t)B‖ Me−ωt (for 0 α < 1) and ‖S(t)B‖ M(1+ tα) (for α  1). This follows from the correspond-
ing result of the previous remark and the uniform boundedness theorem.
As an immediate consequence of Theorem 3.1(1) we obtain the following Banach space analogue of the Gearhart–Herbst–
Prüss theorem:
Corollary 3.6. Let A be the generator of a C0-semigroup S on a Banach space X. Suppose there exists a real number σ > 0 such that
the set{
R(s + it, A): 0 < s < σ, t ∈ R}
is γ -bounded. If for all x ∈ X and x	 ∈ X	 the abstract Cauchy problems
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dU	(t) = A	U	(t)dt + x	 dW (t), U	(0) = 0,
admit weak solutions, then S is uniformly exponentially stable.
Proof. By the resolvent expansion argument which has already been used in the proof of Theorem 3.1(1), the resolvent of A
is γ -bounded on some half-plane {λ ∈ C: Reλ > −δ} with δ > 0. Fix w > ω0(A). By a closed graph argument there exists a
constant Kw such that Kw(x) Kw‖x‖ and Kw(x	) Kw‖x	‖ for all x ∈ X and x	 ∈ X	 . Since X	 induces an equivalent
norm on X , Theorem 3.1 applied to A + δ implies that ω0(A)−δ. 
Of course the assumptions of this corollary are diﬃcult to check in practice. Its interest is mainly theoretical, in that it
exhibits the obstructions to extending the Gearhart–Herbst–Prüss theorem from Hilbert spaces to Banach spaces. It shows
that if the Gearhart–Herbst–Prüss theorem fails, then either the resolvent of A fails to be γ -bounded or the stochastic
Cauchy problems fails to be solvable for some x ∈ X or x	 ∈ X	 . Note that in Hilbert spaces these obstructions disappear.
4. Fractional growth bounds
In this section we present our main application of Theorem 3.1, which is based upon the observation that the solvability
conditions are satisﬁed for suﬃciently ‘regular’ x and x	 .
We start by reviewing some standard material on Fourier type, type, and cotype. For a detailed overview of the theory
relating to these notions we refer to the review articles [8,21] where also references to the literature can be found.
Let 1 p  2 and 1p + 1p′ = 1. The Hausdorff–Young inequality asserts that the Fourier–Plancherel transform F extends
to a bounded operator from Lp(R) to Lp
′
(R). As a result, we may deﬁne a linear operator F ⊗ I from Lp(R) ⊗ X to
Lp
′
(R) ⊗ X by the formula
(F ⊗ I)( f ⊗ x) :=F f ⊗ x.
Deﬁnition 4.1. A Banach space X has Fourier type 1  p  2 if F ⊗ I extends to a bounded operator from Lp(R; X)
to Lp
′
(R; X).
The notion of Fourier type was introduced by Peetre [28] and further studied by Bourgain [2,3]. Every Banach space has
Fourier type 1, and Hilbert spaces have Fourier type 2. Kwapien´ [18] has shown that every Banach space with Fourier type 2
is isomorphic to a Hilbert space. For 1 p < ∞ the spaces Lp(μ) have Fourier type min{p, p′}. Furthermore, X has Fourier
type p if and only if the dual space X∗ has Fourier type p.
Let (rn)∞n=1 be a Rademacher sequence, i.e., a sequence of independent random variables deﬁned on some probability
space (Ω,P) which satisfy P(rn = ±1) = 12 .
Deﬁnition 4.2. A Banach space X has type 1 p  2 if there exists a ﬁnite constant C  0 such that for all N  1 and all
choices x1, . . . , xN ∈ X we have(
E
∥∥∥∥∥
N∑
n=1
rnxn
∥∥∥∥∥
2) 12
 C
(
N∑
n=1
‖xn‖p
) 1
p
.
A Banach space X has cotype 2  q ∞ if there exists a ﬁnite constant C  0 such that for all N  1 and all choices
x1, . . . , xN ∈ X we have(
N∑
n=1
‖xn‖q
) 1
q
 C
(
E
∥∥∥∥∥
N∑
n=1
rnxn
∥∥∥∥∥
2) 12
,
with the obvious modiﬁcation for q = ∞.
In this deﬁnition, the role of Rademacher variables may be replaced by Gaussian variables; this only affects the numerical
values of the constants C .
The notions of type and cotype were introduced by Hoffmann-Jørgensen [13] and have subsequently been studied by
Maurey and Pisier [22] and many others. Every Banach space has type 1 and cotype ∞, and Hilbert spaces have type 2
and cotype 2. Kwapien´ [18] has shown that every Banach space with type 2 and cotype 2 is isomorphic to a Hilbert space.
For 1 p < ∞ the spaces Lp(μ) have type min{p,2} and cotype max{p,2}. If X has type p, then the dual X∗ has type p′ ,
1
p + 1p′ = 1. The analogue for cotype is not true: l1 has cotype 2, but its dual l∞ has only type 1. However, if X has type
1 < p  2 and cotype q, then X∗ has type q′ , where 1 + 1′ = 1.q q
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Bourgain [3] (see also [8, Corollary 8.9]) that a Banach space X has nontrivial Fourier type if and only if it has nontrivial
type. In the same paper it is shown that it not possible to give a general expression relating the Fourier type of X to its
type and cotype; one also has to take into account the numerical values of the constants C appearing in Deﬁnition 4.2. On
the other hand, if X has Fourier type p, then X has type p (see [8, Theorem 8.2]).
Let X have type 1 p  2. For arbitrary C0-semigroups on X , the solvability assumption on x of Theorem 3.1 is satisﬁed
if S(·)x belongs to the Besov space B
1
p − 12
p,p (0, T ; X) for some (all) T > 0, and a similar result holds on the dual side. Indeed,
if X has type p, then for all T > 0 we have a continuous inclusion
B
1
p − 12
p,p (0, T ; X) ↪→ γ
(
L2(0, T ), X
)
(4.1)
given by φ → Tφ as in (2.1); this is the main result of [14]. We refer to [16] for the deﬁnition of vector-valued Besov spaces
and references to the literature. What matters for us is the real interpolation identity(
Lp(0, T ; X),W 1,p(0, T ; X))
α,q = Bαp,q(0, T ; X), (4.2)
valid for 1 p,q < ∞ and 0 < α < 1.
Lemma 4.3. Let X and X	 have type 1 p < 2 and 1 p	 < 2, respectively. Let S be a C0-semigroup on X with generator A, and
suppose there exists a real number σ > 0 such that the set{
R(s + it, A): 0 < s < σ, t ∈ R}
is γ -bounded. If
x ∈ (X,D(A)) 1
p − 12 ,p, x
	 ∈ (X	,D(A	)) 1
p	 − 12 ,p	
,
then there exist M  0 and ω > 0 such that∣∣〈S(t)x, x	〉∣∣ Me−ωt, t  0.
Proof. Interpolating the mapping x → S(·)x, from (4.2) we deduce that x ∈ (X,D(A)) 1
p − 12 ,p implies S(·)x ∈ B
1
p − 12
p,p (0, T ; X).
By a similar argument, x	 ∈ (X	,D(A	)) 1
p	 − 12 ,p	
implies that S	(·)x	 ∈ B
1
p	 − 12
p	,p	 (0, T ; X	). By (4.1), S(·)x and S	(·)x	
belong to γ (L2(0, T ), X) and γ (L2(0, T ), X	), respectively, and the lemma follows from Theorem 3.1(1). 
Proof of Theorem 1.2. Recall (e.g., from [20]) that for all 0 < η′ < η < 1 and 1 r < ∞,
Xη ↪→
(
X,D(A)
)
η,∞ ↪→
(
X,D(A)
)
η′,r . (4.3)
We start with the case 1 p < 2 and 2 < q ∞. We may assume that 1p − 1q < 1, since otherwise we have p = 1 and
q = ∞, in which case the inequality ω1(A) < 0 follows from the uniform boundedness of the resolvent [31].
Fix 1p − 1q < θ < 1 and write θ = β + β ′ with β > 1p − 12 and β ′ > 12 − 1q . Let x ∈ Xθ and x	 ∈ X	 be arbitrary. Fix
w > ω0(A) and write x= (w − A)−θ y. By (4.3), (w − A)−β y ∈ (X,D(A)) 1
p − 12 ,p and (w − A
	)−β ′x	 ∈ (X	,D(A	)) 1
2− 1q ,q′ =
(X	,D(A	)) 1
q′ − 12 ,q′ . Since X
	 has type q′ , it follows from Lemma 4.3 that
∣∣〈S(t)x, x	〉∣∣= ∣∣〈S(t)(w − A)−β y, (w − A	)−β ′x	〉∣∣ Me−ωt
for some M  0, ω > 0, and all t  0. Since x	 ∈ X	 was arbitrary and X	 induces an equivalent norm on X , this proves
that ωθ(A) < 0 for all θ > 1p − 1q . By [31], the function θ → ωθ(A) is convex on (0,1), and therefore continuous on (0,1). It
follows that ω 1
p − 1q (A) 0.
Next suppose that p = 2 and 2 < q ∞. Since X has type p′ for all 1  p′ < 2, the above reasoning gives us that
ω 1
p′ − 1q (A)  0 for all 1  p
′ < 2. Using once more the convexity of θ → ωθ(A) we ﬁnd that ω 1
p − 1q (A)  0. The same
argument works in the case 1 p < 2 and q = 2.
If p = 2 and q = 2, then by Kwapien´’s theorem X is isomorphic to a Hilbert space and the inequality ω0(A) < 0 follows
from the Gearhart–Herbst–Prüss theorem.
Summarising what has been proved so far, the assumptions stated in the theorem imply that ω 1
p − 1q (A) 0. Finally, the
γ -boundedness of the resolvent of A on C+ implies the γ -boundedness of the resolvent of the shifted operator A + δ on
C+ for some δ > 0. Applying what has just been proved to A+ δ, we see that ω 1
p − 1q (A+ δ) 0, that is, ω 1p − 1q (A)−δ. 
388 J. van Neerven / J. Math. Anal. Appl. 358 (2009) 380–388Remark 4.4. We have stated the result in terms of the type p and cotype q of X . What is really used in the proof is that X
has type p and X	 has type q′ .
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