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Abstract
The paper investigates recoverability of sequences from their periodic subsequences and offers some
modification of the approach suggested in papers arXiv:1605.00414and arXiv:1803.02233. It is shown that
there exists a class of sequences that is everywhere dense in the class of all square-summable sequences and
such that its members can be recovered from their periodic subsequences. This recoverability is associated
with certain spectrum degeneracy of a new kind.
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1 Introduction
The paper investigates recoverability of infinite sequences from their periodic decimated subsequences and
offers some modification of the approach from [2] and [3].
It was shown in [2] that a recoverability of a discrete time process from its subsequences is associated with
certain ”branching” spectrum degeneracy based on periodic spectrum gaps on the unit circle T = {z ∈ C :
|z| = 1} for Z-transforms, and that a sequences of a general kind can be approximated by sequences featuring
this degeneracy. This degeneracy was described via representing the underlying process as a member of an
ordered set of processes featuring periodic spectrum gaps and some common paths (a ”branching” process). In
[3], this result was extended on spectrum degeneracy of Z-transforms at periodic systems of periodic isolated
points on T. The present paper reformulated the main result from [2] and related results from [3] in a different
way without using the branching structure and without using neither periodic spectrum gaps on T nor periodic
points of degeneracy on T. This helped to streamline the exposition.
The author is with Department of Mathematics and Statistics, Curtin University, GPO Box U1987, Perth, Western Australia, 6845
(email N.Dokuchaev@curtin.edu.au).
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Some definitions and notations
We denote by L2(D) the usual Hilbert space of complex valued square integrable functions x : D → C,
where D is a domain.
We denote by Z the set of all integers. Let Z+q = {k ∈ Z : k ≥ q}, let Z
−
q = {k ∈ Z : k ≤ q}, and let
Z[a,b] = {k ∈ Z : a ≤ a ≤ b}.
For a set G ⊂ Z and r ∈ [1,∞], we denote by ℓr(G) a Banach space of complex valued sequences
{x(t)}t∈G such that ‖x‖ℓr(G)
∆
=
(∑
t∈G |x(t)|
r
)1/r
< +∞ for r ∈ [1,+∞), and ‖x‖q(G)
∆
= supt∈G |x(t)| <
+∞ for r =∞. We denote ℓr = ℓr(Z).
We denote by Br(ℓ2) the closed ball of radius r > 0 in ℓ2.
Let Dc
∆
= {z ∈ C : |z| > 1}, and let T
∆
= {z ∈ C : |z| = 1}.
For x ∈ ℓ2, we denote byX = Zx the Z-transform
X(z) =
∞∑
k=−∞
x(k)z−k, z ∈ C.
Respectively, the inverse Z-transform x = Z−1X is defined as
x(k) =
1
2π
∫ π
−π
X
(
eiω
)
eiωkdω, k = 0,±1,±2, ....
For x ∈ ℓ2, the trace X|T is defined as an element of L2(T).
Let Hr(Dc) be the Hardy space of functions that are holomorphic on Dc including the point at infinity
with finite norm
‖h‖Hr(Dc) = sup
ρ>1
‖h(ρeiω)‖Lr(−π,π), r ∈ [1,+∞].
In this papers, we focus on processes without spectrum gaps of positive measure on T but with a spectrum
gap at isolated points on T where Z-transforms vanishes with a certain rate.
Let L > 1 be given.
For β ∈ (−π, π], q > 1, c > 0, and ω ∈ (−π, π], set
̺(ω, β, q, c) =
1
L
max
(
L, exp
c
|eiω − eiβ|q
)
.
For r > 0, let Xβ(q, c, r) be the set of all x ∈ ℓ2 such that∫ π
−π
|X
(
eiω
)
|2̺(ω, β, q, c)2dω ≤ r, (1)
where X = Zx.
Let subseqm,s : ℓ2 → ℓ2 be a mapping representing extraction of a subsequence such that ŷ(k) = x(km−
s) for all k ∈ Z for ŷ = subseqm,sx.
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Let K̂+ be the class of functions h : Z → R such that h(t) = 0 for t < 0 and such that H = Zh ∈
H∞(Dc). Let K̂− be the class of functions h : Z → R such that h(t) = 0 for t > 0 and such that
H = Zh ∈ H∞(D). Let K̂ be the linear span of K̂+ ∪ K̂−.
2 Preliminary results: predictability of sequences
Up to the end of this paper, we assume that we are givenm ≥ 1,m ∈ Z.
Definition 2.1 Let X ⊂ ℓ2 be a class of processes. We say that the class X is uniformly ℓ2-predictable on
finite horizon if for any ε > 0 and any integers n > 0 (any n < 0) there exists h ∈ K̂+ (respectively, h ∈ K̂−
for n < 0) and ψ ∈ ℓ∞ such that infk |ψ(k)| > 0, supk |ψ(k)| < +∞, and∑
t∈Z
|x(t+ n)− x̂(t)|2 ≤ ε ∀x ∈ X ,
where
x̂(t)
∆
= ψ(t)−1
∑
s∈Z
h(t− s)ψ(s)x(s).
In Definition 2.1, the use of h ∈ K̂− means causal extrapolation, i.e. estimation of x̂(t + n) for n > 0 is
based on observations {x(k)}k≤t, and the use of h ∈ K̂
+ means anti-causal extrapolation, i.e. estimation of
x̂(t+ n) for n < 0 is based on observations {x(k)}k≥t.
Lemma 2.2 For any β ∈ (−π, π], q > 0, c > 0, and r > 0, the class of sequences Xβ(q, c, r) is uniformly
predictable on finite horizon in the sense of Definition 2.1 with ψ(t) = eiθt and θ = β − π.
Robustness of prediction
Definition 2.3 Let X ⊂ ℓ2 be a set of sequences. Consider a problem of predicting {x(k)}∈Z[−M,M] using
observed noise contaminated sequences x = x˜ + ξ, where Z[−M,M ] = {k ∈ Z, |k| ≤ M}, x˜ ∈ X , and
where ξ ∈ ℓ2 represents a noise. Suppose that only truncated traces of observations of {x(k)}k∈Z[−N,−M−1]
available (or only traces {x(k)}k∈Z[M+1,N] are available), where N > M is an integer. We say that the class
X allows uniform and robust prediction if, for any integerM > 0 and any ε > 0, there exists ρ > 0,N0 > M ,
a set of sequences {ψt(·)}t∈Z[−M,M] such that ψt ∈ ℓ∞, infk |ψt(k)| > 0, supk |ψt(k)| < +∞ for any t, and
a set {ht(·)}t∈Z[−M,M] ⊂ K
+ (or a set {ht(·)}t∈Z[−M,M] ⊂ K
− respectively) such that
max
t∈Z[−M,M]
|x(t)− x̂(t)| ≤ ε ∀x˜ ∈ Xβ(q, c, r), ∀ξ ∈ Bρ(ℓ2),
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for any N > N0 and for
x̂(t) = ψt(t)
−1
∑
s∈T0, M<|s|≤N
ht(t− s)ψt(s)x(s), t ∈ Z[−M,M ],
with ψt(s) = e
iθs and θ = β − π.
The following theorem shows that predicting is robust with respect to noise contamination and truncation.
Lemma 2.4 For given β ∈ (−π, π], q > 0, c > 0, r > 0, the class x˜ ∈ Xβ(q, c, r) allows uniform and robust
prediction in the sense of Definition 2.3 with ψ(t) = eiθt and θ = β − π.
3 The main results: recoverability of sequences from subsequences
We consider some problems of recovering sequences from their decimated subsequences.
Definition 3.1 Let X ⊂ ℓ2 be a class of sequences. Let T ⊂ Z. We say that the class X is uniformly
recoverable from observations of x on T if, for any integer M > 0 and any ε > 0, there exists a set of
sequences {ψt(·)}t∈Z[−M,M] such that ψt ∈ ℓ∞, infk |ψt(k)| > 0, supk |ψt(k)| < +∞ for any t, and a set
{ht(·)}t∈Z[−M,M] ⊂ K̂ such that
max
t∈Z[−M,M]
|x(t)− x̂(t)| ≤ ε ∀x ∈ X ,
where
x̂(t) = ψt(t)
∑
s∈T
ht(t− s)ψt(s)x(s), t ∈ Z[−M,M ].
Definition 3.2 Let q > 0, r > 0, and r > 0 be given. We say that x ∈ ℓ2 features m-braided spectrum
degeneracy if, for d = −m+ 1, ...,m − 1, there exist numbers βd ∈ (−π, π] and yd ∈ Xβd(q, c, r) such that
the following holds:
(i) All βd are different for d = −m+ 1, ....,m − 1.
(ii)
yd(k) = y0(k), k ≤ 0, d > 0,
yd(k) = y0(k), k ≥ 0, d < 0. (2)
(iii)
x(k) =
m−1∑
d=0
yd
(
k + d
m
)
I{ k+dm ∈Z}
, k ≥ 0,
x(k) =
0∑
d=−m+1
yd
(
k + d
m
)
I{ k+dm ∈Z}
, k ≤ 0. (3)
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We denote by β¯ the corresponding set {βd}
m−1
d=−m+1, and we denote by B the set of all β¯ with the features
described above. We denote by Pm,β¯(q, c, r) the set of all sequences x featuring this degeneracy, and we
denote
Pm,β¯ = ∪q>1,c>0,r>0Pm,β¯(q, c, r), Pm = ∪β¯∈BPm,β¯.
Theorem 3.3 For any β¯ ∈ B, q > 1, c > 0, r > 0, the class Pm,β¯(q, c, r) is uniformly recoverable from
observations on the set {k ∈ Z : k/m ∈ Z, |k| > s} in the sense of Definition 3.1.
Corollary 3.4 A sequence x ∈ Pm is uniquely defined by its subsequence {x(km)}k∈Z. Moreover, for any
s > 0, a sequence x ∈ Pm is uniquely defined by its subsequence {x(km)}k∈Z, |k|>s.
Theorem 3.5 For any β¯ ∈ B, any x ∈ ℓ2, and any ε > 0, there exists x̂ ∈ Pm,β¯ such that
‖x− x̂‖ℓ2 ≤ ε. (4)
In particular, the set Pm is everywhere dense in ℓ2.
Let us compare these results with the result of [4], where a method was suggested for recovery from
observations of subsequences of missing values oversampling sequences for band-limited continuous time
functions. The method [4] is also applicable for general type band-limited sequences from ℓ2. The algorithm
in [4] requires to observe quite large number of subsequences, and this number is increasing as the size of
spectrum gap on T is decreasing. Theorems 3.3 and 3.5 ensures recoverability with just one subsequence for
a class of sequences that everywhere dense in ℓ2.
Robustness of recovery
The following theorem shows that recovery of a finite part of a sequence from Pm from itsm-periodic subse-
quence is robust with respect to noise contamination and truncation.
Theorem 3.6 Let m ∈ Z+1 , β¯ ∈ B, q > 1, c > 0, r > 0 be given. Consider a problem of recovery of the
set {x(k)}Mk=−M from observed subsequences of noise contaminated sequences x = x˜+ ξ, where M ∈ Z
+
0 ,
x˜ ∈ Pm,β¯(q, c, r) and where ξ ∈ ℓ2 represents a noise. Suppose that only truncated traces of observations
of {x(k), k ∈ T0, M < |k| ≤ N} are available, where N > 0 is an integer. Then for any integer M > 0
and any ε > 0, there exists ρ > 0, N0 > 0, a set of sequences {ψt(·)}t∈Z[−M,M] such that ψt ∈ ℓ∞,
infk |ψt(k)| > 0, supk |ψt(k)| < +∞ for any t, and a set {ht(·)}t∈Z[−M,M] ⊂ K̂ such that
max
t∈Z[−M,M]
|x(t)− x̂(t)| ≤ ε ∀x˜ ∈ Pm,β¯(q, c, r), ∀ξ ∈ Bρ(ℓ2),
for any N > N0 and for
x̂(t) = ψt(t)
∑
s∈T0, M<|s|≤N
ht(t− s)ψt(s)x(s), t ∈ Z[−M,M ].
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4 Proofs
It suffices to consider prediction on n steps forward with n > 0. The case where n < 0 can be considered
similarly.
Special predicting kernels
The proofs are based on special predicting kernels and their transfer functions representing modification of
kernels and transfer functions introduced in [1].
Let us introduce transfer functions and its inverse Z-transform
Ĥn(z) = Ĥn,(z)
∆
= znV (z)n, z ∈ C, ĥn = Z
−1Ĥn, (5)
where
V (z)
∆
= 1− exp
[
−
γ
z + 1− γ−r̂
]
,
and where r̂ > 0 and γ > 0 are parameters. Functions V were introduced in [1]. In the notations from [1],
r̂ = 2µ/(q−1), where µ > 1 and q > 1 are parameters; q describes the required rate of spectrum degeneracy.
We assume that r is fixed, and we consider variable γ → +∞.
In the proof below, we will show that Ĥn
(
eiω
)
approximates einω and therefore defines a linear n-step
predictor with the kernel ĥn = Z
−1Ĥn.
The predicting kernels ĥn are real valued, since Ĥn (z¯) = Ĥn (z).
Proof of Lemma 2.2. Lemma 2.2 represents a special case of Theorem 2.2 from [3], wherem = ν = 1, in
the notations of [3]. 
Proof of Lemma 2.4. Lemma 2.4 represents a special case of Theorem 2.4 from [3], wherem = ν = 1, in
the notations of [3]. 
Let us introduce mappings Md : ℓ2 → ℓ2 for d ∈ Z[−m+1,m−1] = {−m + 1, ...,m − 1} such that, for
x ∈ ℓ2, the sequence xd =Mdx is defined by insertion of |d| new members equal to x(0) as the following:
(i) x0 = x;
(ii) for d > 0 : xd(k) = x(k), k < 0,
xd(k) = x(0), k = 0, 1, ..., d,
xd(k) = x(k − d), k ≥ d+ 1;
(iii) for d < 0 : xd(k) = x(k), k > 0,
xd(k) = x(0), k = d, d+ 1, ..., 0,
xd(k) = x(k − d), k ≤ d− 1.
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Proof of Theorem 3.3. Let x ∈ Pm,β¯(q, c, r). By the definitions, (3) holds with yd = subseqm,0xd, where
xd =Mdx.
Let Y˜d be the set of all yd = subseqm,0xd, where xd =Mdx, for all x ∈ Pm,β¯(q, c, r).
Let Y˜(δ) be the set of all ordered sets {yd}
m−1
d=−m+1 such that yd ∈ Y˜d(δ).
By Lemma 2.2, the sets Y˜d(δ) are uniformly predictable in the sense of Definition 2.1. It follows that,
for any s ∈ Z+ and d ≥ 0, the sets Y˜d(δ) are uniformly recoverable in the sense of Definition 3.1 from
observations of {yd(k)} on {k ∈ Z : k ≤ −s}. Clearly, time direction in Definition 2.1 can be reversed and
therefore it can be concluded that, for d < 0 and any s ∈ Z, the sets Y˜d(δ) are uniformly recoverable in the
sense of Definition 2.1 from observations of {yd(k)} on {k ∈ Z : k ≥ s}.
By the definitions again, we have that y0(k) = x(km) for all k ∈ Z. For d > 0, we have that yd(k) =
x(km− d) for k ≥ 1 and yd(k) = x(km) for k ≤ 0. For d < 0, we have that yd(k) = x(km− d) for k ≤ −1
and yd(k) = x(km) for k ≥ 0.
Let us apply this to establish recoverability of x(t) for t ∈ Z[0,M ] from the observations {x(mt)}t<−s
for any s > 0. Let d ∈ Z[0,m−1] be such that (t + d)/m ∈ Z, i.e. t = km − d for some k ∈ Z, then
x(t) = yd(k). As we found above, yd(k) can be recovered with kernels hk ∈ K
− and functions ψk ∈ ℓ∞
based on observations of {yd(t)}t<−s/m = {y0(t)}t<−s/m = {x(tm)}t<−s such as described in Definition
3.1 and such that
|yd(t)− ŷd(t)| ≤ ε ∀x ∈ X ,
where
ŷd(t) = ψt(t)
∑
s<M/m, s∈Z
ht(t− s)ψt(s)yd(s) = ψt(t)
∑
s<M/m, s∈Z
ht(t− s)ψt(s)x(ms).
Similar arguments establish recoverability of x(t) for t ∈ Z[−M,−1] from the observations {x(mt)}t>s for any
s > 0. Therefore, x is uniformly recoverable in the sense of Definition 3.1 from the observations of x(t) on
{t : t/m ∈ Z, |k| ≥ s} for any s > 0. This completes the proof of Theorem 3.3. 
Proof of Theorem 3.5. In the proof below, we consider d ∈ Z[−m+1,m−1] = {−m + 1, ...,m − 1}. Let
x ∈ ℓ2 be arbitrarily selected. Let xd
∆
=Mdx and yd
∆
= subseqm,0xd.
Let ξd
∆
= y0 − yd and Ξd
∆
= Zξd.
Since yd(k) = y0(k) for k ≤ 0 and d > 0, and yd(k) = y0(k) for k ≥ 0 and d < 0, it follows that
ξd(k) = 0 for k ≤ 0 and d > 0, and ξd(k) = 0 for k ≥ 0 and d < 0. In addition, Ξ0 ≡ 0 and ξ0 ≡ 0.
Further, let D = {k ∈ Z : |k| ≤ m− 1, k 6= 0}, and let
A(ω) =
m−1∏
d=−m+1
̺(ω, βd, q, c)
−1, αd(ω) = 1− ̺(ω, βd, q, c)
−1.
7
By the choice of functions ̺, we have that for large enough γ > 0 that
ap
(
eiω
)
̺(ω, βd, q, c) = 0 a.e., p 6= d. (6)
In addition, we have that, for any (L, r̂, c), for large enough γ,
(ad(ω)− 1)̺(ω, βd, q, c) ≡ 1. (7)
We assume that γ, L, r̂, c are selected such that (6) holds.
Let
Ŷ0
(
eiω
) ∆
= Y0
(
eiω
)
A(ω) +
∑
p∈D
Ξp
(
eiω
)
ap(ω).
We have that x̂0 ∈ Yβ(q, c, r), where x̂0 = Z
−1Ŷ0.
Furthermore, by the definitions,
Ŷd
(
eiω
)
= Yd
(
eiω
)
+ Ŷ0
(
eiω
)
− Y0
(
eiω
)
= Y0
(
eiω
)
A(ω) +Wd
(
eiω
)
,
where
Wd
(
eiω
)
= Yd
(
eiω
)
+
∑
p∈D
[Y0
(
eiω
)
− Yp
(
eiω
)
]ad(ω)− Y0
(
eiω
)
.
By the choice of A
(
eiω
)
and by (7), it follows for all d that∫ π
−π
|Y0
(
eiω
)
A(ω)|2̺(ω, βd, q, c)
2dω ≤ r. (8)
Let us show that, for large enough γ,∫ π
−π
|Wd
(
eiω
)
|2̺(ω, βd, q, c)
2dω ≤ r. (9)
We have that
Wd
(
eiω
)
= Yd
(
eiω
)
− Y0
(
eiω
)
+
∑
p∈D
[Y0
(
eiω
)
− Yp
(
eiω
)
]ap(ω)
= Ξd
(
eiω
)
(ad(ω)− 1) +
∑
p∈D, p 6=d
Ξp
(
eiω
)
ap(ω).
By (6), it follows that ∫ π
−π
|Wd(ω)|
2̺(ω, βd, q, c)
2dω ≤ r.
By (7), it follows that ∫ π
−π
|Wd
(
eiω
)
|2̺(ω, β, q, c)2dω =
∫ π
−π
|Ξd
(
eiω
)
|2dω ≤ r. (10)
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Hence yd ∈ Xβ(q, c, 2r) for all d.
In addition, it was shown above that x̂d(k) = x̂0(k), for k ≤ 0 and d > 0, and x̂d(k) = x̂0(k), for k ≥ 0
and d < 0.
Let x̂ be defined by (3) with yd defined above. By the definitions, it follows that x̂ ∈ Pm,β¯(q, c, r).
Further, assume that q > 1 is fixed and c→ 0+. Clearly,
‖ap‖L2(−π,π) → 0, ‖A‖L2(−π,π) → 1 as c→ 0 + .
It follows that
‖Ŷ0
(
eiω
)
− Y0
(
eiω
)
‖L2(−π,π) → 0,
‖Ŷd
(
eiω
)
− Yd
(
eiω
)
‖L2(−π,π) → 0 as c→ 0 + .
It follows that
‖ŷd − yd‖ℓ2 → 0 as c→ 0. (11)
By the definitions, it follows that
ŷd
(
l + d
m
)
− yd
(
l + d
m
)
= x̂(l)− x(l) (12)
for l ∈ Z such that (l+ d)/m ∈ Z. More precisely, (12) holds if d = 0, and it also holds if either d ∈ Z+1 and
l ∈ Z+0 , or if d ∈ Z
0
−1 and l ∈ Z
−
0 . For k = (l + d)/m and l = km− d, equation (12) can be rewritten as
x̂(mk − d)− x(mk − d) = ŷd(k)− yd(k).
Finally, we obtain that (4) follows from (11) and (12). This completes the proof of Theorem 3.5. 
Proof of Theorem 3.6 follows from Lemma 2.4 applied to the prediction of the corresponding subse-
quences. 
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