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Abstract 9 
Although there are numerous papers describing single-channel noise reduction strategies to 10 
improve speech perception in a noisy environment, few studies have comprehensively evaluated the 11 
effects of noise reduction algorithms on speech quality for hearing impaired (HI). A model-based 12 
sparse coding shrinkage (SCS) algorithm has been developed, and has shown previously (Sang et al., 13 
2014) that it is as competitive as a state-of-the-art Wiener filter approach in speech intelligibility. Here, 14 
the analysis is extended to include subjective quality ratings and a method called Interpolated Paired 15 
Comparison Rating (IPCR) is adopted to quantitatively link the benefit of speech intelligibility and 16 
speech quality.  17 
The subjective quality tests are performed through IPCR to efficiently quantify noise reduction 18 
effects on speech quality. Objective measures including frequency-weighted segmental signal-to-noise 19 
ratio (fwsegSNR), perceptual evaluation of speech quality (PESQ) and hearing aid speech quality 20 
index (HASQI) are adopted to predict the noise reduction effects.  21 
Results show little difference in speech quality between the SCS and the Wiener filter algorithm 22 
but a difference in quality rating between the HI and NH listeners. HI listeners generally gave better 23 
quality ratings of noise reduction algorithms than NH listeners. However, SCS reduced the noise more 24 
efficiently at the cost of higher distortions that were detected by NH but not by the HI.  25 
SCS is a promising candidate for noise reduction algorithms for HI. In general, care needs to be 26 
taken when adopting algorithms that were originally developed for NH participants into hearing aid 27 
applications. An algorithm that is evaluated negatively with NH might still bring benefits for HI 28 
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participants.  29 
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 Abbreviations: BKB, Bamford-Kowal-Bench sentence; CI, cochlear implant; CS-WF, A Wiener filtering approach with 
cepstral smoothing; fwsegSNR, frequency weighted segmental signal-to-noise ratio; HA, hearing aid; HASQI, hearing aid 
speech quality index; HI hearing impaired; IPCR, interpolated paired comparison rating; NAL, National Acoustics 
Laboratory procedure; NH, normal hearing; PESQ, perceptual evaluation of speech quality. SCS, sparse coding shrinkage; 
SNR, speech-to-noise-ratio; SRT, speech reception threshold; SSN, speech shaped noise.  
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1. Introduction 36 
For people with mild to severe hearing losses, current advanced hearing aids can help improve 37 
speech perception in quiet environments. However, one important reason why hearing-aid users do 38 
not use their hearing aids as often as they could is that their devices often do not work well in difficult 39 
situations, where for example there is background noise (Alcantara et al., 2003; Dillon, 2001). 40 
Hearing-impaired (HI) people typically require a speech-to-noise ratio (SNR) that is at least 3-6 dB 41 
higher to achieve the same degree of speech intelligibility (Alcantara et al., 2003; Plomp, 1994) than 42 
normal-hearing people. Therefore, noise reduction algorithms in hearing aids are one critical factor to 43 
increase hearing aid (HA) uptake and ultimately to improve the quality of life for the HI. 44 
Although microphone arrays have been shown to improve speech perception, their performance 45 
is only significant with a large microphone array (Kates et al., 1996; Levitt, 2001; Schum, 2003). 46 
Additionally, the microphone array can only be effective when the target speech and interfering 47 
sounds are coming from different directions. However, due to the small size of a hearing aid, usually 48 
only one or two microphones are placed in a hearing aid. Accordingly, a large microphone array is 49 
usually not practical to be placed in a hearing aid. Having two microphones in one hearing aid is 50 
effective, because in combination, they allow beam-forming on top of single-channel noise reduction 51 
strategies. Currently, most hearing aids are equipped with a combination of single-channel noise 52 
reduction algorithms and beam-forming strategies (Widrow et al., 2003) contributing to the overall 53 
noise reduction performance. Current commercial devices (e.g. Phonak Naida Q, Starkey 3 series) use 54 
wireless transmission between the hearing aids on the two different ears to create more complex beam 55 
forming solutions. But still, despite the success of multi-channel approaches, there are many situations 56 
that limits the performance of directional microphones and require the use of single-channel strategies, 57 
e.g. for the lack of spatial separation between the source and the competition, the effects of 58 
reverberation, telephone speech, or hearing aids that are placed entirely in the ear canal. Because of 59 
the many limitations of today’s single-channel noise reduction algorithms this encourages us to 60 
undertake further research. 61 
Previous development of single-channel noise reduction strategies in hearing aids mainly focused 62 
on two families of algorithms: spectral subtraction (Alcantara et al., 2003; Dahlquist et al., 2005; 63 
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Elberling et al., 1993; Levitt et al., 1993) and Wiener filtering (Levitt et al., 1993). Moreover, most 64 
noise reduction algorithms that are currently used in hearing aids, were originally developed to 65 
improve speech perception for normal hearing (NH) people and were only later adopted for hearing 66 
aid users, thus potentially ignoring specific nonlinear issues of hearing loss like lack of frequency 67 
resolution or recruitment. Due to these hearing loss factors in HI listeners, algorithms that are optimal 68 
for NH listeners might not be optimal for HI listeners. Also, an algorithm that is not optimal for NH 69 
listeners might help HI listeners. Previous studies have found that the same noise reduction algorithm 70 
that cannot improve speech intelligibility for NH listeners can significantly improve speech 71 
intelligibility for cochlear implant (CI) users (Verschuur et al., 2006; Yang et al., 2005). Whether this 72 
phenomenon is similar for the effect of a noise reduction algorithm on speech quality still needs 73 
further investigation. 74 
In order for a noise reduction algorithm to be adopted by the users, it should do two things: 75 
increasing intelligibility and at the same time keeping or improving the perceived quality. An 76 
algorithm might improve speech intelligibility, but introduce distortions to a degree that most users 77 
would not want to use it. Many algorithms can do one or the other, but almost all algorithms fail doing 78 
both (Hu et al., 2007a; Hu et al., 2008). Therefore it is important to investigate both aspects at the 79 
same time. 80 
In our previous paper, a noise reduction strategy based on the principle of sparse coding 81 
shrinkage (SCS) was investigated and evaluated in regards to improvement of speech intelligibility in 82 
noise with normal hearing and hearing impaired listeners (Sang et al., 2014). The motivation of the 83 
strategy is to extract key information from noisy speech to reduce the effects of reduced frequency 84 
and temporal resolution. This way, there will be less self-masking and noise-masking of speech 85 
components yet essential speech information may be preserved after noise reduction. Of course, this 86 
begs the question of how to identify and preserve the key speech information. The approach exploits 87 
the principle that the speech signal is highly redundant and information is distributed sparsely in a 88 
noisy speech signal. By increasing the sparseness of a noisy speech signal, intelligibility should be 89 
improved (Li et al., 2012). The SCS algorithm is based on the assumption that the principal 90 
components of clean speech have a super-Gaussian (sparse) distribution. SCS is performed on these 91 
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principal components. SCS was first proposed by (Hyvärinen, 1999) and first applied to noise 92 
reduction in image (Hyvärinen et al., 1998) and later applied to speech enhancement (Hu et al., 2011; 93 
Li, 2008; Li et al., 2008; Potamitis et al., 2001; Sang et al., 2011a; Sang et al., 2011b; Zou et al., 2008) 94 
in noise. SCS has been shown to be competitive compared to state-of-the-art Wiener filtering in terms 95 
of speech intelligibility. However, its performance in speech quality has not been investigated yet. In 96 
this paper, speech quality is investigated specifically first using objective (physical) measures and 97 
then using subjective quality evaluation with NH and HI listeners. 98 
The most accurate method for evaluating speech quality is through subjective listening tests. 99 
Although subjective evaluation of speech enhancement algorithms is often accurate and reliable, it is 100 
costly and time consuming. Objective evaluation is an easy and sufficient method to measure an 101 
algorithm, as long as the objective measure is in high correlation with subjective tests. Previous 102 
research evaluated objective speech quality measures for speech enhancement (Hu et al., 2008). It has 103 
been shown that objective measures such as segmental SNR or spectral distortion are  not well 104 
correlated with speech quality or speech intelligibility (Ma et al., 2009). Other measures are better for 105 
this purpose: frequency-weighted segmental SNR (fwsegSNR) and ‘perceptual evaluation of speech 106 
quality’ (PESQ) have both been shown to predict perceived speech quality for NH well (Hu et al., 107 
2008; Ma et al., 2009). Another objective measure ‘hearing aid speech quality index’ (HASQI) was 108 
introduced also to predict speech quality specifically for hearing aid users (Kates et al., 2010). The 109 
physical measures fwsegSNR, PESQ and HASQI were adopted in this paper to evaluate the noise 110 
reduction algorithms in speech quality. 111 
The most commonly reported subjective techniques of quality evaluation can be broadly 112 
classified into two categories: those based on relative preference tasks (Combescure et al., 1982; 113 
Hecker et al., 1966; Munson et al., 1962) and those based on assigning a numerical value to the 114 
quality of the speech stimuli (Boymans et al., 1999; Harlander et al., 2012; ITU, 2003; Jamieson et al., 115 
1995; Marzinzik, 2000). ITU-T recommendation P.835 (ITU, 2003) was widely used in subjective 116 
quality tests (Hu et al., 2006; Hu et al., 2007b). The method instructs the listener to successively 117 
attend to and rate the enhanced speech signal using a five-point scale [1=bad, 2=poor, 3=fair, 4=good, 118 
5=excellent]. However, it cannot reflect the difference in signal-to-noise ratio between enhanced 119 
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speech and unprocessed speech regarding quality impression. A novel method ‘Interpolated Paired 120 
Comparison Rating’ (IPCR) (Dahlquist et al., 2005) was suggested to measure sound quality in terms 121 
of subjective SNR gain, which is the difference in SNR between processed and unprocessed speech 122 
that give equal subjective sound quality impression. A direct way to measure such an SNR-gain would 123 
be to adaptively compare the enhanced stimulus at a fixed SNR against an unprocessed stimulus with 124 
a variable SNR. However, this is time-consuming and thus not practical (Dahlquist et al., 2005). 125 
Therefore a modified approach was used in this paper to accelerate the measure: IPCR was performed 126 
by comparison between processed and unprocessed stimuli at only two different fixed SNRs and the 127 
complete function was then extrapolated to find the SNR-gain of subjective equality. The advantage 128 
of this modified IPCR approach is that algorithms can be evaluated efficiently and quantitatively by 129 
finding subjective equality ratings. The methodology of IPCR was shown to be sensitive enough to 130 
detect significant mean differences between enhanced speech and unprocessed speech regarding 131 
quality impression. IPCR, with the result of SNR improvement in sound quality, can be compared 132 
with speech intelligibility directly on the same (quantitative) scale. 133 
Subjective perceived sound quality can be generally classified in many dimensions including 134 
‘preference’, ‘comfort’, ‘speech clarity’ or ‘background noise’. Previous evaluation showed that the 135 
dimension of ‘preference’ could reflect the dimensions of ‘comfort’ and ‘clarity’ (Dahlquist et al., 136 
2005). Due to the time restrictions, the dimensions of ‘comfort’ and ‘clarity’ are not studied in the 137 
present work; however, the performance of the two dimensions can be reflected in the performance of 138 
‘preference’. In our study two subjective quality impression dimensions were concentrated on: 139 
‘preference’ and ‘background noise’. This is different from that in Dahlquist et al. (2005) so as to 140 
display the ratings of “preference” and “noise loudness” in a more comprehensive comparison. This is 141 
because subjective ‘preference’ is a complex function of several dimensions with different 142 
individuals’ weights.  However, because we are mostly interested in the effect of noise reduction 143 
algorithms on speech quality, we aim to separate the selective impact of ‘noise loudness’ from the 144 
overall ‘preference’. Comparing between ‘preference’ and ‘noise loudness’ thus reveals the weight of 145 
‘noise loudness’ in the overall subjective rating of ‘preference’ clearer, although of course both these 146 
measures interact. Noise loudness is usually reduced at the price of speech quality, resulting in 147 
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reduced ‘clarity’ and ‘comfort’. In order to rate ‘preference’ participants were asked to judge their 148 
overall impression of speech quality, including comfort of listening and speech clarity. For ‘Noise 149 
loudness’ we asked participants to judge how much they can perceive the background noise. 150 
Participants were asked to rate both quality dimensions on a scale from -10 to10 for each comparison 151 
between enhanced stimuli and unprocessed stimuli. 152 
In order to evaluate the results, we compare the SCS algorithm with a Wiener filter as a 153 
competitive state-of-the-art noise reduction algorithm (Breithaupt et al., 2008; Gerkmann et al., 2009; 154 
Gerkmann et al., 2012) that is frequently used in today’s hearing aids. Babble noise and speech shaped 155 
noise were chosen as the additive noise. They are challenging for any noise reduction algorithm, 156 
because their average long term spectrum is similar to the speech signal.  157 
The structure of this paper is as follows. Firstly, the methods of the two noise reduction 158 
algorithms and the quality evaluation are introduced in Section 2. After that, the speech quality 159 
performance of the two algorithms are presented and analyzed in Section 3. Factors that affect the 160 
performance of noise reduction algorithms in speech quality are discussed in Section 4. Conclusions 161 
are presented in Section 5. The objective of the present work is to evaluate the effects of the SCS and 162 
CS-WF algorithms for NH and HI listeners in speech quality.  163 
 164 
2. Materials and methods 165 
2.1. The sparse coding shrinkage algorithm 166 
Fig. 1 illustrates the flowchart of conducting the sparse coding shrinkage in noisy speech. For 167 
details see (Sang et al., 2014). This flowchart is implemented on each divided speech segment with 168 
length of N (in our case 64 at a sample rate of 16 kHz). The observed noisy speech is reconstructed 169 
into a noisy speech matrix Z. The noisy speech matrix is transformed through WT into principal 170 
components Y. We assume that clean signals are transformed into a sparse distribution and noise is 171 
transformed into a more Gaussian distribution. The shrinkage function g(·) is applied to suppress the 172 
noise in noisy components and estimate the clean components. After that, the inverse transform W-T 173 
and reconstruction is calculated to derive the estimated clean speech signals.  174 
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Here, a state-of-the-art noise estimator proposed by (Gerkmann et al., 2012) is adopted to track 175 
non-stationary noise. This method estimates the noise power spectral density (NPSD) based on a 176 
speech presence probability (SPP), where the a priori SNR is a fixed value in estimating the SPP. The 177 
amplitude of the noise spectrum is therefore the square root of the noise power spectrum at each 178 
frequency bin frame by frame. The phase of the noise spectrum is assumed to be the same as that of 179 
the noisy speech spectrum. The noise spectrum can be obtained by multiplying the amplitude of the 180 
noise spectrum with the phase of the noisy spectrum. The time-domain noise waveform is accordingly 181 
estimated by the inverse FFT of the estimated noise spectrum.  182 
 183 
2.2.  The Wiener filter as the comparison algorithm 184 
This SCS algorithm was compared with a Wiener filtering approach, of which the code was 185 
provided by Timo Gerkmann (Breithaupt et al., 2008; Gerkmann et al., 2009; Gerkmann et al., 2012). 186 
One characteristic of this specific approach is that the a priori SNR is estimated by the cepstral 187 
smoothing method. We thus refer to this approach as ‘CS-WF’ (cepstral smoothing Wiener filter). CS-188 
WF crucially relies on two techniques. First, to estimate the noise power spectral density (NPSD) the 189 
speech presence probability (SPP) is calculated. The a priori SNR is a fixed value estimating the SPP 190 
(Gerkmann et al., 2012). In our own method, the SCS-algorithm, we adopted the same NPSD 191 
estimation method. The other technique involved in CS-WF is to estimate the a priori SNR using a 192 
temporal cepstrum smoothing with bias compensation (Breithaupt et al., 2008; Gerkmann et al., 2009). 193 
This algorithm reduces musical noise and suppresses non-stationary noise effectively.  194 
 195 
2.3. Stimuli 196 
The speech materials in our experiments were BKB sentences (Bench et al., 1979) recorded by a 197 
female talker. The corpus consists of 21 lists with 16 sentences in each list. There are three or four key 198 
words in each sentence to make up 50 key words per list. Two noise types were used, babble noise 199 
and speech shaped noise. The speech shaped noise was generated by filtering white noise with long 200 
term average speech spectrum. The source of babble noise is 100 people speaking in a canteen 201 
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(http://spib.linse.ufsc.br/noise.html). The room radius is over two meters; therefore, individual voices 202 
are slightly audible. The long term average spectra of speech, speech shaped noise and babble noise 203 
were shown in Fig. 2.  The speech corrupted with noise was further processed with and without noise 204 
reduction strategies to produce stimuli conditions that are denoted as ‘noisy’ (no algorithm), ’CS-WF’ 205 
(comparison Wiener filter) and ‘SCS’ (sparse coding shrinkage) in this paper. 206 
 207 
2.4. Physical Quality Evaluations 208 
2.4.1. Frequency-weighted segmental SNR (fwsegSNR)  209 
The frequency-weighted segmental SNR (fwsegSNR) was computed using the following 210 
equation (Hu et al., 2008) 211 
( )( ) ( )( )1 2 2101 1
0
10
ˆ( , ) log ( , ) ( ( , ) ( , )) ( , )
M
K K
j j
m
fwsegSNR W j m X j m X j m X j m W j m
M
−
= =
=
= −∑ ∑ ∑  212 
where ( , )W j m is the weight placed on the jth frequency band, K is the number of bands, M is the 213 
total numbe of frames in the signal, ( , )X j m  is the critical-band magnitude (excitation spectrum) of 214 
the clean signal in the jth frequency band at the mth frame, and ˆ ( , )X j m is the corresponding spectral 215 
magnitude of the enhanced signal in the same band. ( , )W j m is power of ( , )X j m , with the power 216 
exponent chosen as 0.2 for maximum correlation. 25 bands were used in the calculation. The number 217 
of the bands and the shape of weight in each band affect the validation of the measure. They were 218 
chosen for maximum correlation between the objective measure and the subjective tests in the study 219 
(Hu et al., 2008). The critical-band spectra ( , )X j m  were obtained by multiplying the FFT 220 
magnitude spectra by 25 overlapping Gaussian-shaped windows (Loizou, 2007) spaced in proportion 221 
to the ear’s critical bands and summing up the power within each band. Similar to the implementation 222 
in (Hu et al., 2008), the excitation spectra were normalized to have an area of unity. This measure has 223 
been found to be in good correlation with both subjective quality and intelligibility measures (Hu et 224 
al., 2008). The MATLAB code of fwsegSNR was adopted from (Loizou, 2007). 225 
2.4.2. Perceptual Evaluation of Speech Quality (PESQ) 226 
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The perceptual evaluation of speech quality (PESQ) (ITU, 2000; Rix et al., 2001) was 227 
recommended by the ITU-T for speech quality assessment of handset telephony and narrow-band 228 
speech. This measure includes distortions commonly encountered when speech is transmitted via 229 
telecommunication networks. The original and degraded signals are first level-equalized to a defined 230 
comfortable listening level, and filtered through a standard telephone handset filtering system (300 231 
Hz-3.4 KHz) to simulate handset telephone. The signals are then corrected for time delays and 232 
processed through an auditory transform to obtain loudness spectra. The PESQ score is calculated as 233 
the difference between these loudness spectra. Resulting PESQ scores are between 1.0 and 4.5, with 234 
high values indicating better quality. Although eliminating information above 3.4 kHz may have a 235 
differential effect on the noise reduction approaches, PESQ was validated as in good correlation with 236 
subjective quality measures (Hu et al., 2008; Rix et al., 2001) for NH listeners. The MATLAB code of 237 
PESQ was adopted from (Loizou, 2007). 238 
2.4.3. Hearing Aid Speech Quality Index (HASQI) 239 
Kates and Arehart (2010) proposed the Hearing Aid Speech Quality Index (HASQI) to evaluate 240 
speech quality with distortions introduced by hearing aids for both NH and HI listeners. This metric 241 
starts with a cochlear model that incorporates aspects of impaired hearing and then extracts signal 242 
features related to quality judgments. Two features are used: the effect of noise and nonlinear 243 
distortion on speech quality and the effects of linear filtering. The final HASQI index is the 244 
multiplicative combination of the nonlinear and the linear effects. The MATLAB code of HASQI was 245 
provided by James M. Kates. 246 
 247 
2.5. Subjective Quality Evaluation 248 
2.5.1. Procedure of IPCR 249 
Fig. 3 shows the MATLAB GUI used for the paired comparison rating. The principle of this 250 
interface is adopted from (Dahlquist et al., 2005). Participants could listen to processed and 251 
unprocessed sound by clicking the buttons A or B, but assignment was randomized and they were not 252 
aware which one was the processed. Participants were asked to rate their preference between the two 253 
M
AN
US
CR
IP
T
 
AC
CE
PT
ED
ACCEPTED MANUSCRIPT
 
stimuli by asking “which one do you prefer?” and “which one has more perceivable background 254 
noise?” They could listen to the stimuli as often as they wanted until they reached a final decision. 255 
Ratings were recorded by using the slider which was quantified by measurement normalized to a ± 10 256 
scale. The title ‘preference’ or ‘background noise’ was shown to indicate which quality dimension 257 
needs to be rated.  258 
Two comparisons for each type of noise with each noise reduction algorithm were used: 1) 259 
between processed signal at 5 dB SNR and unprocessed signal at 5 dB SNR (rating value 0R ); 2) 260 
between processed signal at 5 dB SNR and unprocessed signal at 10 dB SNR ( 5R ).  The ratings of the 261 
comparison between processed and unprocessed stimuli were measured for both conditions for each 262 
participant. The point of subjective equality was obtained either by linear inter- or extrapolation 263 
between these two difference values. Fig. 4 shows an example of this interpolation (Dahlquist et al., 264 
2005). For each participant (index n), the SNR improvement nG is obtained by calculating the point 265 
where the line crosses the 0 rating difference. This point indicates how much equivalent quality 266 
improvement is achieved by processing the stimulus. So when the result is 5/9 (as in Fig. 4), that 267 
indicates that the quality intervention by the algorithm is equivalent to an increase of SNR by 4 dB. 268 
This way, the subjective quality rating can be interpreted by an objective equivalent SNR value. 269 
There were a total of eight conditions in this experiment (see Table 1 & Fig. 7): two noise types 270 
(SSN, babble); two noise reduction algorithms (CS-WF, SCS) and two SNR conditions (R0 and R5, 271 
see above). Two subjective ratings were given in each condition (‘Preference’ and ‘Noise loudness’) 272 
and each condition was tested twice. The stimuli in the quality tests were not single sentences, as they 273 
are too short, but were very long stimuli so that participants could listen as long as they wanted. The 274 
stimuli were generated by concatenating 32 randomly selected BKB sentences. The final presentation 275 
of these stimuli was adjusted in level to compensate for the individual hearing thresholds as explained 276 
below. The experiment took around half an hour for each participant to complete. 277 
 278 
2.5.2. Participants 279 
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Nine NH listeners and nine HI listeners with sensorineural hearing loss participated in this 280 
experiment. All participants were native English speakers. The NH listeners were recruited from the 281 
student population of the University of Southampton and had hearing thresholds at or below 20 dB 282 
HL from 250 Hz to 8 kHz, and their ages ranged from 20 to 36. The NH listeners were not informed 283 
of the purpose or design of the experiment.  284 
The HI listeners were recruited from volunteers and were all experienced hearing aid users with 285 
an age range from 18 to 30. Fig. 5 shows the individual hearing thresholds for the tested ears, showing 286 
mostly mild to severe, mostly high frequency hearing losses. All tests were done monaurally on the 287 
better ear. The tests were performed via headphones with the hearing aids taken off, and compensation 288 
was applied using a linear gain prescription through the NAL-R procedure (Dillon, 2001) according to 289 
the individual losses. Table 2 shows the age, tested ear, cause of hearing loss and hearing aid 290 
experience of all HI participants. The experiments have been approved by the ethics committee in the 291 
University of Southampton. 292 
2.5.3. Equipment 293 
Experiments were performed in a sound-attenuated room at the ISVR Southampton. Stimuli were 294 
produced in a MATALB program. Sounds were presented via Sennheiser HDA 200 headphones 295 
presented through a Behringer UCA202 sound card and Creek OBH- 21SE headphone amplifier. The 296 
presentation levels of speech were kept at 65 dB SPL for NH listeners and were adjusted individually 297 
for each HI listener to a subjectively comfortable level. 298 
 299 
3. Results 300 
3.1. Results of objective measures 301 
In order to preliminarily understand the results, we first analyzed objective measures fwsegSNR 302 
(for noise reduction), PESQ (for quality in NH) and HASQI (for quality in HI). Although HASQI can 303 
also reflect the quality for NH listeners, in the present research it only reflects the quality for HI 304 
listeners, as hearing threshold parameters corresponding to a moderate hearing loss were assumed in 305 
the metric. Using all available 336 BKB sentences (21 lists with 16 sentences in each list) for each 306 
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measure. Fig. 6 shows all results in a comparison of all conditions. Here, as in the psychophysical 307 
experiments, the level of speech was kept constant while the level of noise was varied. No level 308 
calibration was necessary, as the physical measures used do not depend on the overall presentation 309 
level.  310 
Fig. 6(a) shows the fwsegSNR measure in noisy, CS-WF and SCS conditions in speech shaped 311 
noise (left half panel) and babble noise (right half panel) under 0, 5, 10 dB input SNRs. In most 312 
conditions, SCS provided the highest noise reduction in speech shaped noise, and CS-WF provided 313 
the highest noise reduction in babble noise. 314 
Fig. 6(b) shows the equivalent results for PESQ scores. CS-WF shows best speech quality in 315 
both speech shaped noise and babble noise. This indicates that although SCS achieved greater noise 316 
reduction (Fig. 6(a)), it introduces distortions, and this is reflected by the reduced PESQ scores.  317 
Fig. 6(c) shows the equivalent results of the HASQI measures. This metric incorporates the 318 
parameters of an average hearing loss of our participants, reflecting a moderate hearing loss. Similar 319 
to fwsegSNR, SCS and CS-WF show the highest quality in speech shaped noise and babble noise 320 
respectively.  321 
Statistical analysis through a three-way repeated ANOVA is done in each plot of Fig. 6. The 322 
effects of algorithm, noise condition and input are all significant (p<0.05). Each objective measure 323 
represents a model that simulates the average performance of subjects, and the effects of factors with 324 
the same model tend to be in accordance. As the models in the objective measures are different, the 325 
results of the three objective measures are not consistent. More reliable performance of algorithms can 326 
be investigated through subjective tests.  327 
 328 
3.2. Results of subjective speech quality experiments 329 
Fig. 7 shows the median values of Paired Comparison Ratings for the difference between 330 
processed and unprocessed speech for two rating categories (‘preference’ and ‘noise loudness’). The 331 
ratings are always presented in a way that a positive value indicates preference towards (or less 332 
perceived noise of) the processed speech (against the unprocessed speech). The filled bars in Fig. 7 333 
represent the median ratings of the differences (processed minus unprocessed) for each noise 334 
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condition, error bars are the inter-quartile range. Ratings for the various input SNRs and noise types 335 
are plotted in separate bars. Higher bars indicate preference (or higher rating) of the processed signal 336 
compared to the unprocessed signal. The results are shown in separate plots for the NH group and HI. 337 
All four plots in Fig. 7 show positive bars (except one bar in plot (a)) and thus indicate generally 338 
preference of processed speech against unprocessed speech. Comparison between plot (a) and plot (b) 339 
indicates that NH listeners do not prefer the quality of noise reduction algorithms as much as HI 340 
listeners do. Plot (a) shows that NH participants prefer the quality of CS-WF compared to SCS. Plot 341 
(c) shows that NH listeners can clearly perceive the benefits of noise reduction algorithms as indicated 342 
by the reduced ‘noise loudness’. The difference between ‘preference’ (a) and ‘noise loudness’ (c) 343 
indicates that NH listeners have based their judgments not only on ‘noise loudness’ but also on other 344 
perceptual dimensions (e.g. ‘clarity’, ‘comfort’, etc.). Plots (b) and (d) indicate that HI listeners get 345 
obvious benefits from both noise reduction algorithms in both categories. Comparing (a) and (b) 346 
shows that HI participants are less sensitive to speech distortion than NH participants when asking for 347 
‘preference’. Furthermore, they are also less sensitive to ‘noise loudness’, as shown by comparing (c) 348 
and (d). The results in plot (b) and plot (d) are comparable with the results in Dahlquist et al. (2005) 349 
where HI participants gave similar range of quality ratings in ‘preference’ and ‘noise loudness’ when 350 
tested using a nonlinear spectral subtraction algorithm.    351 
The effects of the algorithm, noise type and SNR (5/5 or 5/10 as explained before) in each plot of 352 
Fig. 7 were analyzed through a two-way repeated ANOVA. In Fig. 7(a), for NH subjects assessing 353 
‘preference’, neither the effect of algorithm nor the effect of noise type is not significant [F(1,8)=1.1, 354 
p>0.05, and F(1,8)= 1.0, p>0.05, respectively], but the effect of SNR is significant [F(1,8)=24.4, 355 
p<0.05]. In Fig. 7(b), for HI subjects assessing ‘preference’, the effects of algorithm, noise type and 356 
SNR are all significant [F(1,8)=6.0, p<0.05, F(1,8)=16.8, p<0.05, and  F(1,8)=48.3, p<0.05, 357 
respectively]. This indicates that HI subjects may perceive SCS better than CS-WF. In Fig. 7(c), for 358 
NH subjects assessing ‘noise loudness’, neither the effect of algorithm nor the effect of noise type is 359 
not significant [F(1,8)=0.68, p>0.05, and F(1,8)=4.1, p>0.05, respectively], but the effect of SNR is 360 
significant [F(1,8)=28.5, p<0.05]. In Fig. 7(d), for HI subjects assessing ‘noise loudness’, the effect of 361 
algorithm is not significant [F(1,8)=2.8, p>0.05], but the effects of noise type and SNR are significant 362 
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[F(1,8)=6.4, p<0.05, and F(1,8)=93.9, p<0.05, respectively].  In all plots of Fig. 7 except Fig. 7(b), 363 
there is no significant effect of algorithm, indicating that there is no obvious advantage of SCS 364 
compared to CS-WF in speech quality. 365 
Median SNR improvements across participants in the normal hearing group and hearing impaired 366 
group are presented in Table 3. The individual SNR improvement measures were obtained by IPCR. 367 
Each SNR improvement with a positive value indicates that noise reduction algorithms improved 368 
speech quality for NH or HI listeners. A Wilcoxon matched-pairs signed ranks test was used to test if 369 
the SNR improvements were significantly larger than 0 dB or 5 dB (at a 5%-level; * indicates SNR-370 
improvement >0 dB, ** indicates SNR-improvement >5 dB). The improvements were limited to +10 371 
dB, because single extrapolated values may become incidentally very large (+10 dB was selected as 372 
this was assumed to beyond the maximum expected benefit). 373 
Table 3 demonstrates clearly how NH and HI listeners benefit differently from the noise 374 
reduction algorithms: For both ‘preference’ and ‘noise loudness’, HI values are all larger than NH 375 
values, indicating that in all conditions hearing impaired listeners get larger equivalent SNR 376 
improvements. This shows that noise reduction algorithms are more beneficial in term of speech 377 
quality for HI listeners than for NH listeners.  378 
Interestingly, for NH the SNR improvement of the ‘noise loudness’ rating is always larger than 379 
that of the ‘preference’ under same conditions. This indicates that although NH listeners notice a 380 
reduction in ‘noise loudness’, this only partially contributes to the final judgment of overall quality 381 
‘preference’. This shows that, although noise reduction algorithms reduce noise, they do that at the 382 
price of introducing distortion. NH listeners are more easily affected by speech distortion than HI 383 
listeners. 384 
Table 4 shows the comparison between median subjective SNR improvement in ‘preference’ 385 
across NH participants and the objective quality measure fwsegSNR improvement. FwsegSNR 386 
improvement indicates fwsegSNR of processed speech minus fwsegSNR of unprocessed speech 387 
assuming an input SNR of 5 dB. The table shows the SCS algorithm achieved higher ‘preference’ in 388 
speech shaped noise but lower in babble noise. The objective measure fwsegSNR confirms this result, 389 
as the correlation between the subjective SNR improvement in ‘prefernece’ for NH and the objective 390 
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fwsegSNR improvement is high (r=0.96). Quantitative correlation analysis is also done between 391 
subjective measures and other objective measures. The correlation coefficients are high between 392 
PESQ and subjective SNR improvement in ‘preference’ for NH (r=0.54), between PESQ and 393 
subjective SNR improvement in ‘noise loudness’ (r=0.8). The correlation coefficients are low between 394 
HASQI and subjective SNR improvement in ‘preference’ for HI (r=0.1), between HASQI and 395 
subjective SNR improvement in ‘noise loudness’ for HI (r=0.05). However, only the condition of 5 dB 396 
input SNR is considered in comparison. Whether the objective measures are correlated with subjective 397 
measures at other input SNRs are not investigated. The measures disclose different aspects of the 398 
processing and it is important to include a range of measures. The purpose is not to carry out research 399 
on the measures themselves. By giving a range of measures, the results can be compared with other 400 
studies that have used those measures. 401 
 402 
3.3. Speech intelligibility versus speech quality 403 
The interesting result of the IPCR method is that it allows comparing sound quality and speech 404 
intelligibility directly on the same (quantitative) scale. The results of the speech intelligibility 405 
measures that are used here were previously published in (Sang et al., 2014) and were measured with 406 
the same participants (by the same authors). The speech intelligibility studies were conducted before 407 
the speech quality tests. There was no negative learning effect as the two tests evaluated two different 408 
dimensions. Even if there exists any learning effect, familiarity with the speech materials may help 409 
judge the quality of the speech. The speech intelligibility test was performed with BKB sentences 410 
using the same noises and same noise reduction algorithms as shown here. We used a three-up-one-411 
down adaptive procedure as described in (Sang et al., 2014) to find the speech reception threshold 412 
(SRT in dB) required for 79.4% correct recognition. Fig. 8 provides an intuitive visualization of all 413 
results allowing a quantitative comparison between speech quality and intelligibility. This allows 414 
answering the following question quantitatively: how much benefit does the noise reduction 415 
algorithms have on speech quality and intelligibility?  416 
Fig. 8 show the individual results of all participants in each noise type (columns) and algorithms 417 
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(marker type) for NH (left) and HI (right). Each plot shows the benefit in speech recognition (x-axis) 418 
vs. the benefit in ‘preference’ (y-axis) in dB. The improvement in ‘preference’ was derived from the 419 
IPCR method as explained above, the improvement in speech recognition was calculated as the SRT 420 
of the unprocessed speech minus the SRT of the processed speech.  421 
Improvements were generally smaller for speech intelligibility than for quality. This is the case 422 
for all four plots, which means that both noise reduction algorithms improve speech quality more than 423 
speech intelligibility. However, this does not necessarily mean that these two effects do not contribute 424 
to the individuals’ overall benefits with the same weight. Results from NH participants in speech 425 
shaped noise (shown in plot a) show that the improvements for speech intelligibility are clustered 426 
around 0 dB indicating that there are no large differences between processed speech and unprocessed 427 
speech. For NH participants listening to speech in babble noise (shown in plot c), the improvements in 428 
speech recognition are almost all in the left half of the plot (less than 0 dB), which reflects a worse 429 
intelligibility in the processed speech. For HI participants listening in speech shaped noise (b) and 430 
babble noise (d), almost all SNR improvements in speech intelligibility are in the right half of the plot 431 
(above 0 dB). This is further evidence that noise reduction algorithms benefit intelligibility for most 432 
HI participants but not for NH participants. By inspecting the speech intelligibility improvements with 433 
respect to the horizontal axis, the speech recognition gains of CS-WF and SCS scatter in a similar 434 
range in each plot which further suggests little difference between the algorithms in terms of 435 
intelligibility. For NH participants, there are several negative ‘preference’ improvements for SCS, 436 
indicating quality reduction from the noise reduction algorithms. In (a) and (c) ‘preference’ 437 
improvements are generally less for SCS than for CS-WF. This means that for NH, SCS reduces noise 438 
more effectively, but introduces more speech distortion.  439 
For HI participants evaluating speech quality in (b) and (d), all ‘preference’ improvements are 440 
positive and most of them are near 10 dB which evidencing again that both noise reduction algorithms 441 
improve speech quality more for HI participants than for NH participants.  442 
Fig. 8 suggests that there is the potential for a modest speech intelligibility improvement for HI 443 
listeners without any significant cost in sound quality. Often, more aggressive signal processing 444 
strategies such as SCS are rejected either in the design process or the clinical use stage because of 445 
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judgments made by normal hearing engineers or clinicians. These data call into question those 446 
practices. 447 
 448 
4. Discussion 449 
4.1. Choice of noise conditions 450 
It is important to discuss the appropriate choice of noise type as a methodological issue. Noise 451 
that contains mainly low-frequency components is easier to remove from speech compared to noise 452 
that shows a similar frequency spectrum as speech (Dillon et al., 1993; Elberling et al., 1993). Dillon 453 
and Lovegrove (1993) found that the benefit of previous single-channel noise reduction systems in 454 
terms of speech intelligibility was small and the amount of improvement was greatest when the noise 455 
spectrum was weighted towards low frequencies. White noise and pink noise are also easy to reduce 456 
as they show a different pattern of spectrum from speech. To make the situation of speech in noise 457 
more realistic and difficult, speech shaped noise and babble noise were chosen in our study, both of 458 
which show similar average spectra as the speech.  459 
However, it should be pointed that even clinical babble fails to truly capture the task of listening 460 
in realistic environments.  Competing signals with some level of linguistic content in the competition 461 
come closer to replicating the true problems of those with HI, but those competing signals are likely 462 
more difficult for the signal processing techniques considered in this paper to manage. 463 
 464 
4.2. Difference between NH and HI participants in benefits from algorithms 465 
The speech quality tests showed that NH and HI participants noticed the noise reduction effects 466 
of both algorithms; however, HI participants had higher ‘preference’ improvements than NH 467 
participants in almost all cases. It appears that HI listeners are less sensitive to speech distortion but 468 
more sensitive to noise loudness. Noise reduction strategies are usually developed to reduce noise at 469 
the price of introducing speech distortion, which might be easily perceived by NH listeners but not by 470 
HI listeners. That may be one reason why noise reduction strategies are more beneficial to HI listeners 471 
than to NH listeners in terms of speech quality. This is in accordance with (Schijndel et al., 2001) 472 
where it was shown that HI participants were less sensitive to spectral distortion; when speech was 473 
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distorted speech intelligibility degrades significantly in NH participants but not in HI participants.  474 
 475 
4.3. Comparison between SCS and CS-WF 476 
On the whole, there was no large difference in performance between SCS and CS-WF either 477 
within NH participants or HI participants. CS-WF was processed in the frequency domain while SCS 478 
was processed in the eigenvalue domain. CS-WF uses cepstrum smoothing technique when estimating 479 
a priori SNR. SCS is a model-based approach which assumes super-Gaussian distribution of speech, 480 
while CS-WF does not assume data distribution but adaptively filtering the corrupted speech in the 481 
frequency domain. The clean speech is in a complex super-Gaussian distribution, and the assumed 482 
speech distribution in SCS could not match the clean speech distribution very well. That is the reason 483 
why SCS did not show obvious advantage over CS-WF on speech quality.     484 
However, as SCS reduced more noise, more distortion was detected by NH than HI. SCS 485 
presents sparse stimuli with a larger degree of noise reduction, which is more acceptable to HI 486 
participants who are less sensitive to speech distortion and more sensitive to noise level due to the 487 
hearing loss factors. Thus one needs to be careful when adopting algorithms that were originally 488 
developed for NH participants into hearing aid or cochlear implant applications. An algorithm that is 489 
evaluated negatively with NH might still bring benefits for HI participants in speech intelligibility and 490 
quality.  491 
 492 
4.4. Acclimatization effects 493 
Acclimatization is the process when a listener is adjusting to a gradual change in environment, 494 
allowing maintaining performance across a range of environmental conditions. Acclimatization effects 495 
are important for the individual performance with noise reduction algorithms. The speech quality test 496 
here recruited the same participants and used the same speech materials as the speech recognition test 497 
before. Therefore, the speech recognition test could be regarded as training practice for the speech 498 
quality test. Therefore, there might be some learning effect in the speech quality test, which can help 499 
participants give a fair quality comparison of different algorithms.  500 
 501 
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5. Conclusions 502 
This work focuses on the benefits of single-channel noise reduction algorithms on speech quality 503 
in HI listeners. The motivation was to evaluate whether our newly developed SCS algorithm benefits 504 
HI listeners more than a state-of-the-art competitive noise reduction algorithm (CS-WF) in terms of 505 
speech quality. The experiments show that there was no particular benefit of SCS compared to CS-WF 506 
on speech quality. 507 
The objective measures fwsegSNR and PESQ are in high correlation with subjective measures, 508 
while another objective measure HASQI is not correlated with subjective measures in present research. 509 
Both algorithms benefited all listeners in terms of speech quality. However, HI listeners got more 510 
benefits from the noise reduction algorithms in speech quality than NH listeners. Both algorithms 511 
have the potential to provide a modest intelligibility improvement for HI listeners without any 512 
significant cost in sound quality. We conclude that algorithms that are evaluated negatively with NH 513 
listeners might still benefit HI listeners.  514 
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Captions 628 
Table 1 629 
Combinations of speech-to-noise ratios used for the various types.  630 
 631 
Table 2 632 
Age, tested ear, cause of hearing loss and hearing aid experience of the listeners with hearing losses. 633 
All of them are bilateral hearing impaired. 634 
 635 
Table 3 636 
Median values for SNR-improvement (in dB) for the rating categories ‘preference’ and ‘noise 637 
loudness’. ** indicates significant SNR-improvement >5 dB, * indicates significant SNR-638 
improvement >0 dB. 639 
 640 
Table 4 641 
Objective and subjective noise reduction effects (dB) for babble noise and speech shaped noise. 642 
Improved frequency-weighted segmental SNR (fwsegSNR) and subjectively estimated with IPCR 643 
method for ‘preference’ criterion from normal hearing group. 644 
 645 
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 647 
 648 
 649 
 650 
 651 
 652 
 653 
 654 
M
AN
US
CR
IP
T
 
AC
CE
PT
ED
ACCEPTED MANUSCRIPT
 
Fig. 1. Flowchart of sparse coding shrinkage algorithm in noisy speech. 655 
 656 
Fig. 2. Long term average spectra of speech, speech shaped noise and babble noise.  657 
 658 
Fig. 3. MATLAB GUI used for paired comparison rating of speech quality. Participants were asked to 659 
rate ‘preference’ (in this case) and ‘noise loudness’ comparing two stimuli (A and B). The buttons “A” 660 
and “B” allow unlimited repetition of the stimuli. Participants indicate their rating by adjusting the 661 
slider continuously between −10 and 10.hart of simultaneous diagonalization of the estimated speech 662 
and noise covariance matrices. 663 
 664 
Fig. 4. The method used to estimate the point of subjective equality (PSE) (filled square) from two 665 
paired comparison ratings (filled circles) , calculated by linear interpolation or extrapolation(IPCR 666 
method (Dahlquist et al., 2005)). In this example, the pair of SNRs for subjective equality is 667 
interpolated to 5/9 dB for processed/unprocessed stimuli, indicating an equivalent SNR improvement 668 
of +/4 dB. See text for more information. 669 
 670 
Fig. 5. Audiograms showing the individual hearing thresholds for the aided ears of HI subjects (N=9). 671 
 672 
Fig. 6. Results of objective measures of fwsegSNR, PESQ and HASQI. A more positive value 673 
corresponds to better performance in each measure.  674 
 675 
Fig. 7. Subjective ratings from paired comparison rating tests for the two sound quality dimensions 676 
(upper row: ‘Preference’; lower row: ‘Noise loudness’) for both noise types and both noise reduction 677 
algorithms. Left: NH; right: HI. The bars show the median scores of the difference between processed 678 
and unprocessed signals (error bars: inter-quartile range). SSN: speech shaped noise. Labels, such as 679 
5/10, indicate (SNR processed) / (SNR unprocessed) in dB. Larger values indicate greater preference 680 
for processed speech. 681 
 682 
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Fig. 8. Scatter plots showing individual ‘preference’ improvements vs. speech recognition gains in both 683 
noises (top vs. bottom) with both noise reduction algorithms (diamonds vs. triangles) with NH and HI 684 
listeners (left vs. right).  685 
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Table 1 
Combinations of conditions used. There were a total of eight conditions in this experiment: 
two noise types (SSN, babble); two noise reduction algorithms (CS-WF, SCS) and two SNR 
conditions. 
Noise type Noise reduction method Speech-to-noise ratio (dB) for 
processed/unprocessed item 
Speech shaped noise 
Babble noise 
CS-WF 
SCS 
5/5 
5/10 
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Table 2 
Age, tested ear, cause of hearing loss and hearing aid experience of the listeners with hearing 
losses. All of them are bilateral hearing impaired.  
Listener Age Gender Ear Cause of hearing loss Hearing aid 
experience 
HI1 20 F R meningitis at 2 years old 16 years 
HI2 31 F R Congenital 31 years 
HI3 22 F R Congenital 20 years 
HI4 18 F R Congenital 14 years 
HI5 21 F R Congenital 18 years 
HI6 20 F R Tinnitus, noise exposure 4 years 
HI7 22 M L Congenital 18 years 
HI8 20 F R Congenital 19 years 
HI9 22 M R congenital, hereditary 6 years 
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Table 3 
Median values for SNR-improvement (in dB) for the rating categories “preference” and 
“noise loudness”. ** indicates significant SNR-improvement >5 dB, * indicates significant 
SNR-improvement >0 dB.  
Rating Category Hearing 
Level 
CS-WF CS-WF SCS SCS 
SSN Babble SSN Babble 
Preference (dB) NH 5.9** 7.3** 8.8** 3.1* 
HI 10** 9.9** 10** 10** 
Noise Loudness 
(dB) 
NH 9.1** 9.7** 10** 10** 
HI 9.8** 10** 10** 10** 
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Table 4 
Objective and subjective noise reduction effects (dB) for babble noise and speech shaped 
noise. Improved frequency-weighted segmental SNR (fwsegSNR) and subjectively estimated 
with IPCR method for ‘preference’ criterion from normal hearing group. 
Noise reduction effect SSN SSN Babble Babble 
CS-WF SCS CS-WF SCS 
Subjective (dB) 5.9 8.8 7.3 3.1 
fwsegSNR (dB) 1.0 1.5 1.0 0.5 
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Fig. 4. The method used to estimate the point of subjective equality (PSE) (filled square) from 
two paired comparison ratings (filled circles) , calculated by linear interpolation or 
extrapolation(IPCR method (Dahlquist et al., 2005)). In this example, the pair of SNRs for 
subjective equality is interpolated to 5/9 dB for processed/unprocessed stimuli, indicating an 
equivalent SNR improvement of +/4 dB. See text for more information. 
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Fig. 1. Flowchart of sparse coding shrinkage algorithm in noisy speech. 
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Fig. 2. Long term average spectra of speech, speech shaped noise and babble noise. 
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Fig. 3. MATLAB GUI used for paired comparison rating of speech quality. Participants were 
asked to rate ‘preference’ (in this case) and ‘noise loudness’ comparing two stimuli (A and B). 
The buttons “A” and “B” allow unlimited repetition of the stimuli. Participants indicate their 
rating by adjusting the slider continuously between −10 and 10. 
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Fig. 5. Audiograms showing the individual hearing thresholds for the aided ears of HI subjects 
(N=9). 
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(a)                                   (b) 
 
                  (c) 
 
Fig. 6. Results of objective measures of fwsegSNR, PESQ and HASQI. A more positive value 
corresponds to better performance in each measure.  
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(a) Paired comparison Rating – Preference (NH)     (b) Paired comparison Rating – Preference (HI) 
 
(c) Paired comparison Rating – Noise Loudness (NH) (d) Paired comparison Rating – Noise Loudness (HI) 
 
Fig. 7. Subjective ratings from paired comparison rating tests for the two sound quality 
dimensions (upper row: ‘Preference’; lower row: ‘Noise loudness’) for both noise types and 
both noise reduction algorithms. Left: NH; right: HI. The bars show the median scores of the 
difference between processed and unprocessed signals (error bars: inter-quartile range). SSN: 
speech shaped noise. Labels, such as 5/10, indicate (SNR processed) / (SNR unprocessed) in 
dB. Larger values indicate greater preference for processed speech. 
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(a)Preference vs Speech Recognition (NH)           (b)Preference vs Speech Recognition (HI) 
     speech shaped noise SNR=5                       speech shaped noise SNR=5      
 
(c)Preference vs Speech Recognition (NH)           (d)Preference vs Speech Recognition (HI) 
             babble noise SNR=5                             babble noise SNR=5     
 
Fig. 8. Scatter plots showing individual ‘preference’ improvements vs. speech recognition 
gains in both noises (top vs. bottom) with both noise reduction algorithms (diamonds vs. 
triangles) with NH and HI listeners (left vs. right).  
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• A sparse coding shrinkage (SCS) algorithm on speech quality was evaluated. 
• A method called Interpolated Paired Comparison Rating (IPCR) was adopted.  
• The subjective measures were quantitatively compared with the objective measures.  
• There was no large difference in quality between the SCS and the Wiener filtering. 
• There was a difference in quality between hearing impaired and normal hearing. 
 
