We present a component-based software design flow for building parallel applications to run on top of manycore platforms. The flow is based on the BIP -Behaviour, Interaction, Priority -component framework and its associated toolbox. The flow provides full support for modeling of application software, validation of its functional correctness, modeling and performance analysis on system-level models, code generation and deployment on target manycore platforms. The paper details some of the steps of the design flow. The design flow is illustrated through the modeling and deployment of two applications, the Cholesky factorization and the MJPEG decoding on MPARM, an ARM-based manycore platform. We emphasize the merits of the design flow, notably fast performance analysis as well as code generation and efficient deployment on manycore platforms.
Introduction
The emergence of manycore platforms is nowadays challenging the design practices for embedded software. Manycore platforms built on increasingly complex 2D or 3D hardware architectures which, besides a high number of computational cores, usually include complex memory/cache hierarchies, synchronization patterns and/or communication buses and networks. Commonly, all hardware resources are either partially or fully exposed to software developers. By doing so, one expects the optimal exploitation of resources while providing both software performances (e.g., real-time requirements) and efficient platform management (e.g., thermal and power efficiency).
Concurrency is paramount for boosting software performance on manycore platforms. However, needless to say that correct and fast development of highly parallel, fine-grain concurrent software is known to be notoriously hard even for expert developers. In general, the inherent complexity of concurrent (handwritten) software is hardly manageable by current verification and validation methods and tools. Moreover, software adaptation and deployment to selected manycore platform targets usually require significant manual transformation, with no strong guarantees about their correctness.
The PRO3D project [32] proposes a holistic approach for development of embedded applications on top of manycore 3D platforms. PRO3D activities range from programming to architecture exploration and fabrication technologies. The major challenges identified are the thermal management of 3D platforms and the rigorous, tool-supported design flow of parallel application software.
In the context of PRO3D, we propose and implement a design flow for applications based on the BIP component framework [6] . This flow stick to the general principles of rigorous design introduced in [8] . It has several key features, namely: it is model-based, that is, both application software and mixed hardware/ software system descriptions used are modeled by using a single, semantic framework. As stated in [8] , this allows maintaining the coherency along the flow, that is, by proving that various transformations used to move from one description to another preserve essential properties. it is component-based, that is, it provides primitives for building composite components as the composition of simpler components. The use of components reduces development time by favoring component reuse and provides support for incremental analysis and design, as introduced in [10, 11, 13 ] it is tool-supported, that is, all steps in the design flow are realized automatically by tools. This ensures significant productivity gains, in particular due to elimination of potential errors that can occur in manual transformations.
To the best of our knowledge, the BIP design flow is unique as it uses a single semantic framework to support application modeling, validation of functional correctness, performance analysis on system models and code generation for manycore platforms. Building faithful system models is mandatory for validation and analyzing performance of concurrent software running on manycore platforms. Existing system modeling formalisms either seek generality at the detriment of rigorousness, such as SySML [30] and AADL [20] or have a limited scope as they are based on specific models of computation such as Ptolemy [18] . Simulation based methods use ad-hoc executable system models such as [22] or tools based on SystemC [28] . The latter provide cycle-accurate results, but in general, they have long simulation time as a major drawback. As such, these tools are not adequate for thorough exploration of hardware platform dynamics, neither for estimating effects on real-life software execution. Alternatives include tracebased co-simulation methods as used in Spade [26] , Sesame [19] or Daedalus [29] . Additionally, there exist much faster techniques that work on abstract system models e.g., Real Time Calculus [36] and SymTA/S [4] . They use formal analytical models representing a system as a network of nodes exchanging streams. The dynamics of the execution platform is usually over-simplified and charac-terized by execution times. Nonetheless, these techniques allow only estimation of pessimistic worst-case quantities (delays, buffer sizes, etc) and moreover, they require abstract models of the application software. Building such abstract models requires an additional significant modeling effort. Similar difficulties exist in performance analysis techniques based on Timed-Automata [3, 33] . These can be used for modeling and solving scheduling problems. An approach combining simulation and analytic models is presented in [23] , where simulation results can be propagated to analytic models and vice versa through adequate interfaces.
This paper is organized as follows. Section 2 provides a brief overview of the BIP component framework and toolbox. Section 3 introduces the BIP design flow and details several of its steps. An illustration of the design flow is provided in section 4. We provide results about performance analysis and implementation of two non-trivial concurrent applications on manycore. Finally, section 5 concludes and provides future work directions.
The BIP Framework
The BIP -Behaviour / Interaction / Priority -framework [6] is aiming at design and analysis of complex, heterogeneous embedded applications. BIP is a highly expressive, component-based framework with rigorous semantical basis. It allows the construction of complex, hierarchically structured models from atomic components characterized by their behavior and their interfaces. Such components are transition systems enriched with data. Transitions are used to move from a source to a destination location. Each time a transition is taken, component data (variables) may be assigned new values, computed by user-defined functions (in C). Atomic components are composed by layered application of interactions and priorities. Interactions express synchronization constraints and define the transfer of data between the interacting components. Priorities are used to filter amongst possible interactions and to steer system evolution so as to meet performance requirements e.g., to express scheduling policies.
Atomic Components. We define atomic components as transition systems extended with a set of ports and a set of variables. Formally, an atomic component B is a labelled transition system represented by a tuple (Q, X, P, T ) where Q is a set of control locations, X is a set of variables, P is a set of communication ports and T is a set of transitions. Each transition τ is of the form (q, p, g, f, q ) where q, q ∈ Q are control locations, p ∈ P is a port, g is the guard and f is the update function of τ . g is a predicate defined over variables in X and f is a function (or a sequential procedure) that computes new values for X according to the current ones.
Interactions. In order to compose a set of n atomic components
, we assume that their respective sets of ports and variables are pairwise disjoint; i.e., for all i = j we require that P i ∩P j = ∅ and X i ∩X j = ∅.
We define the global set P def = n i=1 P i of ports. An interaction a is a triple (P a , G a , F a ), where P a ⊆ P is a set of ports, G a is a guard, and F a is a data transfer function. By definition P a contains at most one port from each component. We denote P a = {p i } i∈I with I ⊆ {1..n} and p i ∈ P i . We assume that G a and F a are defined on the variables of participating components, (i.e. i∈I X i ). We denote by F i a the restriction of F a on variables X i . Priorities. Given a set γ of interactions, we define a priority as a strict partial order π ⊆ γ × γ. We write aπb for (a, b) ∈ π, to express the fact that interaction a has lower priority than interaction b.
Composite Components. A composite component πγ(B 1 , . . . , B n ) is defined by a set of atomic components B 1 , · · · , B n , composed by a set of interactions γ and a priority π ⊆ γ × γ. If π is the empty relation, then we may omit π and simply write γ(B 1 , · · · , B n ).
, where q = (q 1 , · · · , q n ) is a tuple of control locations such that q i ∈ Q i and v = (v 1 , · · · , v n ) is a tuple of valuations of variables such that v i ∈ Val (X i ) = {σ : X i → D}, for all i = 1, · · · n and for D being some universal data domain. The behavior of a composite component without priority
Val (X i ) and → γ is the least set of transitions satisfying the rule:
Intuitively, the inference rule interaction specifies that a composite component B = γ(B 1 , . . . , B n ) can execute an interaction a ∈ γ, iff (1) for each port p i ∈ P a , the corresponding atomic component B i allows a transition from the current location labelled by p i (i.e. the corresponding guard g i evaluates to true), and (2) the guard G a of the interaction evaluates to true. If the two above conditions hold for an interaction a at state (q, v), a is enabled at that state. Execution of a modifies participating components' variables by first applying the data transfer function F a on variables of all interacting components and then the update function f i for each interacting component. The (local) states of components that do not participate in the interaction stay unchanged.
We define the behavior of the composite component B = πγ(B 1 , . . . , B n ) as the labeled transition system (S, γ, → πγ ) where → πγ is the least set of transitions satisfying the rule:
The inference rule priority filters out interactions which are not maximal with respect to the priority order. An interaction is executed only if no other one with higher priority is enabled.
Example 1. Figure 1 shows a graphical representation of an example model in BIP. It consists of atomic components Sender, Buffer and Receiver. The behavior of Sender is described as a transition system with control locations L1 and L2. It communicates through ports tick and out. Port out exports the variable x. Components Sender, Buffer and Receiver are composed by two binary connectors io1, io2 and a ternary connector tick. tick represents a rendezvous synchronization between the tick ports of the respective components. io1 represents an interaction with data transfer from the port out of Sender to the port in of Buffer. As a result of the data transfer associated with io1, the value of variable x of Sender is assigned to the variables y of the Buffer. BIP is supported by a rich toolset[1] which includes tools for checking correctness, for source-to-source transformations and for code generation. Correctness can be either formally proven using invariants and abstractions, or tested by using simulation. For the latter case, simulation is driven by a specific middleware, the BIP engine, which allows to explore and inspect traces corresponding to BIP models. Source-to-source transformations allow to realize static optimizations as well as specific transformations towards implementation i.e., distribution. Finally, code generation targets different platforms and operating systems support (e.g., distributed, multi-threaded, real-time, for single/multi-core platforms, etc.).
BIP Design Flow for Manycore
The BIP design flow uses a single language to ensure consistency between the different design steps. This is mainly achieved by applying source-to-source transformations between refined system models. These transformations are proven correct-by-construction, that means, they preserve observational equivalence and consequently essential safety properties. The design flow involves several distinct steps, as illustrated in figure 2 and explained below:
1. The translation of the application software into a BIP model. This allows its representation in a rigorous semantic framework. Translations for several programming models (including synchronous, data-flow and event-driven) and domain specific languages into BIP are defined and implemented. 2. Correctness checking of the functional aspects of the application software.
Functional verification needs to be done only at high level models since safety properties and deadlock-freedom are preserved by different transformations applied along the design flow. To avoid inherent complexity limitations, the verification method relies on compositionality and incremental techniques. 3. The construction of an abstract system model from the BIP model representing the application software, a BIP model of the target execution platform and a mapping of the atomic components of the application software model into processing elements of the platform. The abstract system model takes into account hardware platform constraints such as various latencies, mutual exclusion induced from sharing physical resources (like buses, memories and processors) as well as scheduling policies seeking optimal use of these resources. 4. The construction of a distributed system model obtained from the abstract model by expressing high level coordination mechanisms e.g., interactions and priorities by using primitives of the execution platform. This transformation involves the replacement of atomic multiparty interactions and/or dynamic priorities by protocols using asynchronous message passing (send/receive primitives) and arbiters ensuring semantics preservation. These transformations are proved correct-by-construction [14] . 5. The generation of platform dependent code, including both functional and glue code needed to deploy and run the application on the target manycore. In particular, components mapped on the same core can be statically composed thus avoiding extra overhead for (local) coordination at runtime. 6. The calibration step, during which the distributed system model is refined with execution times for atomic actions. Execution times are obtained through execution and profiling of code fragments compiled on the target platform. 7. The instrumented system model is used for performance analysis using simulation-based methods combined with statistical model checking.
Some of the steps of the design flow are detailed hereafter. We focus on the translation of the application software in BIP (step 1), functional correctness checking by using D-Finder (step 2), platform dependent code generation (step 5), calibration and performance analysis (steps 6 and 7). The construction of the abstract system model (step 3) is presented in [15] . A complete presentation of transformations for building distributed system models (step 4), ready for implementation on distributed platforms, can be found in [14] . 
Translating Application Software into BIP
The first step in the design flow requires the generation of a BIP model for the application software. We have developed a general method for generating BIP models from languages with well-defined operational semantics. We have implemented BIP model generators for several programming models and languages.
In this paper, we focus on applications described in the DOL (Distributed Operation Layer) framework [35] .
An application software in DOL is a Kahn process network that consists of three basic entities: Processes, FIFO channels, and Connections. The network structure is described in XML. Processes are defined as sequential C programs with a particular structure. For a process P, its state is defined as an arbitrary C data structure named P state and its behavior as the program P init(); while (true) P fire(); where P init(), P fire() are arbitrary functions operating on the process state. Communication is realized by two primitives, namely write and read for respectively sending and receiving data to FIFO channels. Moreover, the P fire() method invokes a detach primitive in order to terminate the execution of the process.
The construction of the application software model in BIP is done through translation of the above entities in BIP. The construction is structure-preserving: every process and every FIFO are independently translated into atomic components in BIP and then connected according to the connections in the process network [15] . The translation of process behavior requires extraction of an explicit control flow graph from the C code and its representation as an atomic component in BIP. A FIFO channel in DOL is translated into a predefined BIP atomic component.
Example 2. The C description of a DOL process is presented in Figure 3 . This process belongs to a process network used for the Cholesky factorization experiment, presented later in section 4. The BIP atomic component generated from the DOL process is shown in 
Checking Application Correctness
The BIP design flow includes a verification step for checking essential functional properties. Application software models in BIP are verified by using the D-Finder tool [10, 11] . D-Finder implements compositional methods for generation of invariants and verification of safety properties, including deadlock-freedom.
In general, compositional verification techniques [5, 2, 17, 16, 21, 27, 31, 34] are used to cope with state explosion in concurrent systems. The idea is to apply divide-and-conquer approaches to infer global properties of complex systems from properties of their components. Separate verification of components limits state explosion. Nonetheless, designing compositional verification techniques is difficult since components mutually interact in a system and their behavior and properties are inter-related. As explained in [24] , compositional rules are in general of the form:
That is, if two components with behaviors B 1 , B 2 meet individually properties Φ 1 , Φ 2 respectively, and C(Φ 1 , Φ 2 , Φ) is some condition taking into account the semantics of parallel composition operation and relating the individual properties with the global property, then the system B 1 B 2 resulting from the composition of B 1 and B 2 will satisfy a global property Φ.
D-Finder [10, 11] provides a novel approach for compositional verification of invariants in BIP based on the following rule:
The rule (2) allows to prove a global invariant Φ for a composite component γ(B 1 , . . . , B n ), obtained by composing a set of atomic components B 1 , ..., B n by using a set of interactions γ. The premises ensure respectively that, Φ i is a local invariant of component B i for every i = 1, · · · n and Ψ is an interaction invariant of γ(B 1 , . . . , B n ) computed automatically from interactions γ, components B i and local invariants Φ i . D-Finder provides methods for computing both component invariants and interaction invariants as follows:
-Invariants for atomic components are generated by static forward analysis of their behavior. D-Finder uses different strategies which allow to derive local assertions, that is, predicates attached to control locations and which are satisfied whenever the computation reaches the corresponding control location. These assertions are obtained through syntactic analysis of the predicates occuring in guards and actions [12] . -Interaction invariants express global synchronization constraints between atomic components. Their computation consists of the following steps. First, for given component invariants Φ i of the atomic components B i , we compute a finite-state abstractions B αi i of B i where α i is the abstraction induced by the elementary predicates occurring in Φ i . This step is necessary only for components B i which are infinite state. Second, the composition γ(B α1 1 , · · · , B αn n ) which is an abstraction of γ(B 1 , · · · , B n ), can be considered as a 1-safe finite Petri net. The set of structural invariants (traps and locks) and linear invariants of this Petri net defines a global abstract interaction invariant, which is computed symbolically by D-Finder. Finally, the concretization of this invariant gives an interaction invariant of the original system. D-Finder relies on a semi-algorithm to prove invariance of Φ by iterative application of the rule (2) . The semi-algorithm takes a composite component γ(B 1 , . . . , B n ) and a predicate Φ. It iteratively computes invariants of the form
If X is not strong enough for proving that Φ is an invariant (X ∧ ¬Φ = f alse) then either a new iteration with stronger Φ i is started or the algorithm stops. In this case, we cannot conclude about invariance of Φ.
Checking global deadlock-freedom of a component γ(B 1 , . . . , B n ) is a particular case of proving invariants -proving invariance of the predicate ¬DIS, where DIS is the set of the states of γ(B 1 , . . . , B n ) from which all interactions are disabled.
Platform Dependent Code Generation
The design flow provides the facility for generating code for the MPARM platform [9] from distributed system models in BIP. The generated code is targeted for a runtime called Native Programming Layer (NPL) implemented for MPARM. The runtime provides APIs for thread management, memory allocation, communication and synchronization. The code generation flow consists of two parts, respectively the generation of the functional code, and the generation of the glue code.
The functional code is generated from the application components that consists of processes and FIFOs. Processes are implemented as threads, and FIFOs are implemented as shared queue objects provided by the NPL library. Each process component is translated into a thread. The implementation in C contains the thread local data, queue handles and the routine implementing the specific thread functionality. The latter is a sequential program consisting of plain C computation statements and communication calls (e.g., queue API) provided by the runtime. A read transition is substituted by a pop API call on the respective queue handle. Similarly a write transition is substituted by a push API call on its respective queue handle.
The glue code implements the deployment of the application to the platform, i.e., allocation of threads to cores and the allocation of data to memories. The glue code is essentially obtained from the mapping. Threads are created and allocated to cores according to the process mapping. Data allocation deals with allocation of the thread stacks and allocation of FIFO queues for communication. In particular, for MPARM deployment, every thread stack is allocated into the L1 memory of the core to which the thread is deployed. Queue handles and queue objects are allocated from the cluster shared L2 memory. All these operations are implemented by using the API provided by the runtime.
The code generator has been fully integrated into a tool-chain and connected to the BIP system model generation flow. The generated code is compiled by the arm-gcc compiler. The compiled code is linked with the runtime library to produce the binary image for execution on the MPARM virtual simulator.
System Level Modeling and Performance Analysis
In the BIP design flow, system model are used to integrate the (extra-functional) hardware constraints into the software model according to some chosen deployment mapping. The abstract system model is constructed through a series of transformations from the BIP models of respectively the application software and hardware platform. These two models are composed according to the mapping. The construction has been introduced in [15] . The transformations preserve functional properties of the application software model. The abstract system model is then transformed for distributed implementation and progressively refined by including timing constraints for execution on the chosen platform. These constraints define execution times for elementary functional blocks, that is, BIP transitions within the application software model. More precisely, execution times are measured by running the executable code on MPARM. We measure the CPU time spent by every process in performing blocks of computations. This is done by instrumenting the generated code with profiling API provided by the runtime. The API provides cycle accurate estimates for executing a block of code in each processor.
The instrumented system model is therefore used to analyze non-functional properties such as contention for buses and memory accesses, transfer latencies, contention for processors, etc. In the BIP design flow, these properties are evaluated by simulation of the system model extended with observers. Observers are regular BIP components that sense the state of the system model and collect pertinent information with respect to the properties of interest i.e., the delay for particular data transfers, the blocking time on buses, etc. Actually, we provide a collection of predefined observers allowing to monitor and record specific information for most common non-functional properties.
Simulation is performed by using the native BIP simulation tool[1]. The BIP system model extended with observers is used to produce simulation code that runs on top of the BIP engine, that is, the middleware for execution/simulation of BIP models. The outcome of the simulation with the BIP engine is twofold. First, the information recorded by observers can be used as such to gain insight about the properties of interest. Second, the same information can be used to build much simpler, abstract stochastic models. These models can be further used to compute probabilistic guarantees on properties by using statistical-model checking. This two-phase approach combining simulation and statistical modelchecking has been successfully experimented in a different context [7] . It is fully scalable and allows (at least partially) overcoming the drawbacks related to simulation-based approaches, that is, the long simulation times and the lack of confidence in the results obtained.
Experiments
In this section, we report results about implementation and performance evaluation of two concrete applications using the BIP design flow. We consider Cholesky factorization, a useful inverse-like operation on particular matrices, and MJPEG decoding, a streaming application for decoding of video streams. For both applications, we target the MPARM platform, which is a highly customizable, experimental, many-core platform available in the PRO3D project.
MPARM Platform
The MPARM [9] platform is a virtual ARM based multi-cluster manycore platform. It is configured by the number of clusters, the number of ARM cores per cluster, and the interconnect between the clusters. The MPARM simulator used for our experiments allows atmost four clusters, each with atmost eight ARM7-TDMI processors. The clusters are connected through a 2 × 2 NoC interconnect. The architecture is shown in Figure 5 . Inside the cluster, each ARM core is connected with its private (L1) memory through a local bus. There is also a shared cluster memory (L2) which is connected with the cores through a cross-bar interconnect. A NoC based infrastructure is used for inter-cluster communication, which consists of router, link, and the network interface (N I) of the individual clusters. The simulator provides cycle accurate measurements for the execution of applications on the virtual platform. Henceforth, we will use the term MPARM execution to denote execution on the MPARM virtual simulator. As input to our design flow, we have used the hardware model in BIP generated from a structural description in DOL. The DOL description of the hardware architecture specifies resources connected by communication paths. Resources are <cluster name="C1" type="MPARM"> <processor name="P1" type="ARMv7"> <memory name="Private" type="L1"> <configuration name="cycles" value="1"/> </memory> <hw_channel name="local" type="Bus"> </hw_channel> </processor> . . . <processor name="P8" type="ARMv7"> <memory name="Private" type="L1"> <configuration name="cycles" value="1"/> </memory> <hw_channel name="local" type="Bus"> </hw_channel> </processor> <hw_channel name="X-bar" type="CrossBar"> <configuration name="cyclesperbyte" value="1"/> </hw_channel> <memory name="Shared" type="L2"> <configuration name="cyclesperbyte" value="2"/> </memory> </cluster> Fig. 6 . Fragment of the DOL description of an MPARM cluster of type computation (processors, memories) or communication (buses, crossbar interconnect, routers and links, etc.). Communication paths define the connections between the resources. A part of the DOL description of MPARM is given in Figure 6 .
Cholesky Factorization
Cholesky Factorization decomposes a Hermitian positively-defined real-valued matrix A into the product L·L T of a lower triangular real-valued matrix L and its conjugate transpose L T . The Cholesky decomposition is used for the numerical solving of linear equations Ax = b. If A is symmetric and positive definite, then we can solve Ax = b by first computing the Cholesky decomposition A = L · L T , then solving Ly = b for y, and finally solving L T x = y for x.
The sequential Cholesky factorization algorithm has computational complexity O(N 3 ) for matrices of size N × N . In this paper, our starting point is the sequential right-looking block-based version [25] provided as algorithm 1 which provides immediate support for parallelization. In this algorithm, B denotes the number of blocks composing the original matrix A, that is A = (A ij ) 1≤j≤i≤B and every A ij is a block matrix of size K = N/B. The algorithm computes the matrix L, block by block, such that A = L · L T .
The algorithm 1 is easily parallelizable by separating computations related to different ij-blocks on different processes P ij . Nevertheless, interactions between these processes are highly non-trivial. There are complex patterns for data dependencies, as illustrated in Figure 7 for the cases B = 2, 3, 4. Moreover, the
Algorithm 1 Right-Looking Block-Based Cholesky Factorization
Require: A Hermitian, positive definite matrix Ensure: A = L · L T , L lower triangular
Aij := Aij − L ik · L T jk end for end for end for amount of computation carried by each process is different. That is, as factorization proceeds, processes with higher indexes (i, j) become computationally more expensive. Furthermore, both data dependencies and the local amount of computation are tightly related to the decomposition size B as well as to the block size K. Altogether, these are serious challenges for finding optimal implementation on multi-processor platforms with fixed communication and computation resources. For every B, we denote by Cholesky(B) the Cholesky factorization using B × B block decomposition. For our experiments, we implemented three versions in DOL, for respectively B = 2, 3, 4. In all cases, the process networks contain a Splitter process, a Joiner process and the computational processes for each block (P ij ) 1≤j≤i≤B . Process Splitter splits the initial A matrix into blocks and dispatches them to computational processes. Every process P ij implements the computation required on its corresponding matrix blocks A ij and L ij . As an example, the computational processes for Cholesky(4) are P 11 , P 21 , P 22 , P 31 . . . P 44 as shown in Figure 7 . The final L matrix is re-constructed by the Joiner process. Explicit communication between P ij processes is used to enforce data dependencies. In these models, a dedicated FIFO is used for every pair of dependent processes to transfer the result block from the source to the target process. In the MPARM implementation, each computational process is deployed into an ARM processor and all the FIFO buffers are allocated to the L2 shared memory. It is to be noted that for B = 2, 3 the implementation fits into a single cluster, and for B = 4, two clusters have been used.
The magnitude of the different representations produced along the BIP design flow (number of processes, FIFOs, components, interactions, lines of code) is depicted in Table 1 . During the calibration phase, each computational routine on matrix blocks is characterized by the number of cycles required to execute it on an ARM processor. This is done by running the generated application code on MPARM and by accurate measurement of the number of cycles, for every routine. Table 2 reports the worst case execution times measured, for different size of matrix blocks. Table 3 presents an overview of the system-level performance analysis results obtained using two methods, respectively simulation of the system model vs. implementation and measurement of code execution on the MPARM platform. For both methods, we report the total execution time taken by the application to run on the platform and the analysis time, that is, the time taken by the methods to produce the results. We point out that simulation of BIP system models produce fairly accurate results (max 20.95% relative error with respect to the cycle-accurate MPARM execution) while significantly reducing the analysis Finally, Figure 8 presents a detailed view of execution time and communication delays for computational processes for Cholesky (4) . For every process, the idle time denotes the waiting spent before it gets access to read or write on FIFO channels. The communication time denotes the time effectively spent on reading or writing. The computation time denotes the total execution time without the idle and the communication time. The figure 8 (left) confirm that processes with higher indexes (i, j) are indeed computationally more expensive than the others. Additionally, the same processes are also idle for longer time than the others. This happens because of an increased number of data dependencies from processes with lower indexes (i, j). Communication time is impacted by memory conflicts. Memory conflicts occur when two different processes try to access simultaneously FIFO buffers located in the same shared memory. Figure 8 (right) depicts the delays due to memory conflicts for every process.
MJPEG Decoding
The MJPEG decoder application software reads a sequence of JPEG frames and displays the decompressed video frames. The process network of the application software is shown in Figure 9 . It contains five processes SplitStream (SS), Split-Frame (SF), IqzigzagIDCT (IDCT), MergeFrame (MF) and MergeStream (MS). The DOL description of the application processes contains approximately 1600 lines of C code. For the experiments, we mapped the application on a single MPARM cluster. Each computational process is deployed into an ARM processor and all the FIFO buffers are allocated to the L2 shared memory. The performance results per process obtained by simulation of the system model are depicted in Figure 10 . We remark that process IqzigzagIDCT is the heaviest in terms in computation, while process MergeStream stays idle most of the time. The low values of memory conflicts highlights the restricted parallelism within the application.
At system level, we measured the total execution time needed for the decompression of a single frame. Using BIP system model simulation, this time is estimated at 472.88 Mcycles. This result is very near to the cycle-accurate value obtained by measuring the MPARM execution, which is 468.83 Mcycles. The relative error of our estimation is therefore less than 0.87%. Regarding analysis time, BIP system model simulation outperforms execution on (virtual) MPARM. The former completes in 9 46 and is approximately 5.2 times faster than the second, which completes in 50 48 . The above experiments show the capability of the BIP design flow for fine grain performance analysis on manycore platforms. It also shows the speedup compared to simulation based techniques, without adversely affecting the accuracy of the measurements.
Discussions
The presented method allows generation of a correct-by-construction system model for manycore platforms from an application software and a mapping. The method is based on source-to-source correct-by-construction transformation of BIP models. It is completely automated and supported by the BIP toolset. The system model is obtained by first refining the application software model and then composing it with the hardware architecture model. The composition is defined by the mapping. The construction of the system model is incremental and structure-preserving. This ensures scalability as the complexity of system models increases polynomially with the size of the application software and of the target hardware architecture. Mastering system model complexity is achieved thanks to the expressiveness of the BIP modeling framework.
