ABSTRACT. We define the notion of admissible pair for an algebra A, consisting on a couple (Γ, R), where Γ is a quiver and R a unital, splitted and factorizable representation of Γ, and prove that the set of admissible pairs for A is in one to one correspondence with the points of the variety of twisting maps T n A := T (K n , A). We describe all these representations in the case A = K m .
Recently, Cibils showed in [11] that the set T (K 2 , A) of twisted tensor products between any algebra A and the commutative, semisimple algebra K 2 (also called the set of 2-interlaces) is in one-to-one correspondence with couples of linear endomorphisms of the algebra A satisfying certain conditions. If we take A = K n , these couples of linear maps can be described by combinatorial means using certain families of colored quivers, and this description gives a simple way to describe all the twisted tensor products K n ⊗ τ K 2 , up to isomorphism (cf. [11, 16] ). Some other partial steps in the classification problem for factorization structures have been undertaken in [5] and the final sections of [12] .
In the present paper, we extend the combinatorial techniques developed by Cibils, developing the notion of an admissible pair for an algebra A, consisting on a couple (Γ, R) where Γ is a quiver, and R a representation of Γ (cf. for instance [2, 3] ) satisfying certain restrictions (namely, to be unital, splitted and factorizable), and prove (cf. Theorem 1.8) that the variety of twisting maps T n A := T (K n , A) is in one to one correspondence with the set of admissible pairs for A. Twisted tensor product of the form A ⊗ τ K n can be reinterpreted as deformations of the usual tensor product A ⊗ K n ∼ = A × A × (n)
· · · × A, which is nothing but the direct product of n copies of the algebra A. If A is the algebra of functions defined over the configuration space Q of some mechanical system, then A⊗ K n is the algebra of functions defined over the configuration space Q n of the system consisting on n disjoint copies of Q. The noncommutative deformations of this algebra obtained as twisted tensor products A ⊗ τ K n are proposed to serve as toy-model for quantizations of this situation when we assume that the disjoint copies of the physical states are close enough so that they interact with each other.
The paper is structured as follows. In Section 1, we study the basic properties of admissible pairs, and introduce the numerical invariants of rank and reduced rank as a measure of the complexity of an admissible pair. We use this notion to characterize the connected components of a quiver in an admissible pair of reduced rank one, proving that splitted, unital and factorizable representations of a quiver Γ of reduced rank one are uniquely determined by a set (M i ) i∈Γ 0 of two-sided ideals of A, and a set (B i ) i∈Γ 0 of (unital) subalgebras of A such that (1) For each vertex i ∈ Γ 0 , A = B i ⊕ M i , (2) For each arrow α which is not a loop, M s(α) M t(α) = 0.
A particular example of this setting can be obtained by means of Hochschild extensions of an algebra B with given kernel M . Finally, we classify all the splitted, unital, and factorizable representations associated to quivers of reduced rank one, without cycles of length 2, when we take the algebra A to be equal to K m . In Section 3 we introduce the notion of absolutely reducible (finite dimensional) representations of an algebra A, and obtain a canonical form for defining the action of A on an absolutely reducible representation of dimension n by means of a normalized invertible matrix. We pay especial attention to the particular case of two-dimensional absolutely reducible representations, characterizing them all in Theorem 3. 16 .
Using the aforementioned results, in Section 4, we describe all the splitted, unital and factorizable representations of a quiver consisting in a cycle of length two, given a more detailed description for the case of two-dimensional absolutely reducible representations. These results are all merged together in Theorem 4.2, in which we classify all the representations of a connected quiver of reduced rank one containing a cycle of length 2, thus concluding the classification of all admissible representations of a quiver of reduced rank one.
TWISTING MAPS BETWEEN K
n AND A Let A be an algebra over a field K. The canonical basis of K n will be denoted by {e 1 , . . . , e n }. Observe that
..,n , a set of K-linear endomorphisms of A, satisfying
Our first aim is to identify the properties that E τ has to verify in order to get a twisting map between the algebras K n and A. Recall that τ : K n ⊗ A −→ A ⊗ K n is a twisting map if, and only if, the following four conditions hold (cf. [4, 10] ):
In the identities above, m K n and m A denote the multiplication on K n and A respectively, whilst 1 K n and 1 A denote the units of these algebras.
If we evaluate both sides of relation (2) at e i ⊗ e j ⊗ a, in view of relation (1), we get
In conclusion, relation (2) implies
Obviously, the converse holds too. Therefore equations (2) and (6) are equivalent. The other identities in the definition of twisting maps can be written in a similar way. By evaluating (3) at e i ⊗ a ⊗ b we get that this relation is equivalent to
Since the unit of K n is n i=1 e i , we obtain
Finally, by taking x := e i in (5), we deduce that this relation is equivalent to
In conclusion, if T n A denotes the set of all twisting maps between K n and A, and E n A denotes the set of systems of endomorphisms (E ij ) i,j=1,...,n satisfying relations (6)- (9), we proved the following theorem.
There is a one-to-one correspondence φ A :
..,n which is uniquely defined such that relation (1) holds true.
From now on, instead of working with twisting maps we shall work with systems of endomorphisms in E n A . To such a system E = (E ij ) i,j=1,...,n we are going to associate two invariants: a quiver Γ E and a representation R E of Γ E . DEFINITIONS 1.2. Let Γ be a quiver (cf. [2, 3] ). Let Γ 0 and Γ 1 be, respectively, the set of vertices and the set of arrows of Γ. The source and the target maps will be respectively denoted by s : Γ 1 → Γ 0 and t : Γ 1 → Γ 0 .
(1) A path in Γ is a sequence p = (α 1 , α 2 , . . . , α n ) of arrows such that t(α i ) = s(α i+1 ), for any i = 1, . . . , n − 1.
p :
The set of paths of length n in Γ is denoted by Γ n . (2) For a path p = (α 1 , α 2 , . . . , α n ) we define the source of p by s(p) := s(α 1 ). Similarly, the target of p is given by t(p) := t(α n ). The set of paths p of length n with s(p) = i and t(p) = j is denoted by Γ n (i, j). Note that Γ 0 (i, i) can be identified with the vertex i, while Γ 1 (i, j) is equal to the set of arrows a such that s(a) = i and t(a) = j. In particular, Γ 1 (i, i) consists of all loops having the vertex i as a source. The source of a loop will be called a loop vertex. (3) An oriented cycle is a path p with s(p) = t(p).
The quiver Γ E is defined as follows: the set of vertices of Γ E is {v 1 , . . . , v n }. The vertices v i and v j are joined by an arrow with the source in v i if, and only if, E ij = 0. The vertex v i shall be represented simply by i as well.
E and any a, b ∈ A, we have
Proof. The relations in (S i ) follow by (6) , (8) and the fact that E kh = 0, whenever there is no α ∈ Γ 1 E such that s(α) = k and t(α) = h. In a similar way (U ) follows from (9) . Finally, it is not difficult to see that (7) is equivalent to the fact that (F i,j ) holds for every pair (i, j) of vertices. DEFINITION 1.7. Let A be an algebra. We say that (Γ, R) is an admissible pair of order n for A (shortly an admissible pair) if The set of all admissible pairs (Γ, R) of order n for A will be denoted by R n A . Summarizing, for every E ∈ E n A , we got an admissible pair (Γ E , R E ) for A and E → (Γ E , R E ) defines a map from E n A to R n A . By the proof of Proposition 1.6, one can see easily that this map is bijective. In fact, it is sufficient to notice that the inverse maps an admissible pair (Γ, R) to the set E = (E ij ) i,j=1,...,n , where E s(α),t(α) = ϕ α , for any arrow α ∈ Γ 1 , and all other morphisms E ij are zero. In conclusion we have proved the following. 
SOME BASIC PROPERTIES OF ADMISSIBLE PAIRS
Let A be a K-algebra. Throughout this section, (Γ, R) will denote an element in R n A . For the family of maps that defines the representation R we shall use the notation (ϕ α ) α∈Γ 1 . The maps associated to the loops of Γ will play an important rôle, so we shall use a special notation for them. Namely, ϕ i will denote the morphism corresponding to the unique loop α such that s(α) = i.
Our purpose now is to investigate some basic properties of Γ and R. First, let us notice that the existence of the representation R imposes some restrictions on Γ. Proof. Since ϕ α is the unique non-zero morphism corresponding to an arrow whose target is t(α), we deduce the required equality by using the second relation in (S i ). Conversely, let us assume that ϕ α = Id A . First we prove that α is the unique arrow having the target in t(α). Let us assume that α ′ is another arrow such that t(α ′ ) = t(α). Since Γ has no multiple arrows, s(α) = s(α ′ ). We get
Since ϕ α ′ = 0, by the definition of admissible pair, it follows that α is the unique arrow having the target in t(α). Again, by the definition of admissible pair, every vertex is a loop vertex. In the view of the foregoing, α has to be a loop.
By the above Proposition, for every vertex of Γ, there are two possibilities, as it is indicated in the two pictures below.
Ô Ô
In the first one it is represented the case when the morphism corresponding to the loop is the identity of A. In the second picture, the morphism ϕ, associated to the loop, is not the identity of A. In what follows in the pictures we only draw the loops α with ϕ = Id A .
In order to measure the complexity of Γ we introduce a numerical invariant, the rank of a vertex. Let i ∈ Γ 0 . We set
We also define the reduced rank of i as
Note that, in the quiver of an admisible pair, rrank(i) = 0 if, and only if, there is only one arrow α with t(α) = i. Of course, in this case we also have s(α) = i and ϕ α = Id A . If rrank(i) = r, then there are exactly r arrows having their target in i and which are not loops.
In the same way, we may define the reduced rank of Γ.
Proof. Obviously, rrank(Γ E ) ≤ n − 1, as there are at most n − 1 arrows α such that t(α) = i and s(i) = i, for any vertex i in Γ E . On the other hand, for
is a complete set of orthogonal idempotents. Therefore A decomposes as a direct sum of non zero vector subspaces A = α∈X W α , where
It results rrank(i) ≤ dimA − 1. Thus the proposition is proved.
The simplest non-trivial quivers (i.e. containing arrows that are not loops) are those of reduced rank 1. Their connected components are described in the following proposition. Note that when we speak about the connected components of Γ, we mean the connected components of the undirected graph obtained by removing the orientation of all arrows in Γ. On the other hand, each connected component can be seen as a quiver with respect to the orientation of its edges that is inherited from Γ.
PROPOSITION 2.4. Let Γ be an arbitrary finite quiver of reduced rank one, then any connected component contains at most a unique cycle which is not a loop.
Proof. Clearly we may assume that the connected component Λ is not reduced to a unique vertex. Let us show that in the same component cannot exist two different cycles. We pick up a vertex i in the first cycle and a vertex j = i in the second one. Thus, as Λ is connected, there is a sequence of vertices i = i 1 , . . . , i h+1 = j and a sequence of arrows
Since rrank(i) = 1 it follows that s(α 1 ) = i 1 = i and t(α 1 ) = i 2 . By induction, as Proof. Let us denote by Λ ′ the quiver obtained removing all the arrows α 1 , . . . , α r in the cycle with vertices i 1 , . . . , i r such that s(α k ) = i k for any k = 1, . . . , r. See the figure below.
We fix k ∈ {1, . . . , r}. The connected component Λ ′ k ⊆ Λ ′ that contains i k has no cycles, otherwise there would be two different cycles in Λ. Hence, Λ ′ k is a tree (recall that a graph is a tree if, and only if, it is connected and does not contains cycles, or equivalently, any two vertices are connected by a unique path). Since the rank of Λ is 1, the arrows of Λ ′ k are oriented in the canonical way, that is, the one such that the arrows at the root are outgoing. LEMMA 2.6. Let (Γ, R) be an admissible pair.
is not a vertex in a cycle of length 2 then condition (F i,i ) is equivalent to the fact that ϕ i is an algebra map (recall that ϕ i denotes the morphism corresponding to the loop having the source in i).
2 be a path such that α 2 and α 1 are as in the following picture,
Moreover, these conditions are also equivalent to
Proof. By assumption i is not a vertex in a cycle of length 2. Then, either
Let us prove the second claim. We first show that k is not a vertex in a cycle of length 2. Indeed, if l were the second vertex of such a cycle and l = j then we would have rrank(k) ≥ 2. Thus l = j. On the other hand, this equality implies rrank(j) > 1, which is also impossible. Since k is not the vertex of a cycle of length 2, it follows that ϕ k is an algebra map. Since Γ 2 (i, k) = {(α 1 , α 2 )} and there is no arrow having the source in i and the target in k, relation (F i,k ) is equivalent to
By hypothesis, the reduced rank of j and of k is one. Therefore, ϕ α1 = Id A − ϕ j and ϕ α2 = Id A − ϕ k . Then the above equality is equivalent to
where λ 1 and λ 2 are the unique loops such that s(λ 1 ) = j and s(λ 2 ) = k. As ϕ λ1 = ϕ j and ϕ λ2 = ϕ k , relation (F j,k ) can be written as follows
Since ϕ α2 = Id A − ϕ k one can prove easily that (14) and (15) are equivalent. In conclusion, (F i,k ) and(F j,k ) are equivalent too. To conclude it is enough to prove that both are equivalent to (13) . Relation (14) can be written as:
On the other hand,
A similar equality holds for ϕ t(α2) , so the lemma is proved.
THEOREM 2.7. Let A be a K-algebra and let Γ be a quiver such that its vertices are loop vertices and it has no multiple arrows. Assume that rrank(Γ) = 1 and that Γ does not contain any cycle of length 2. Then to give a splitted, unital and factorizable representation of Γ over A is equivalent to give a set of idempotent algebra endomorphisms (ϕ i ) i∈Γ 0 such that, for any arrow α : i → j which is not a loop,
Proof. Let R be a splitted, unital and factorizable representation of Γ. Let (ϕ α ) α∈Γ 1 denote the family of K-linear endomorphisms that defines R. For i ∈ Γ 0 we take ϕ i to be the morphism corresponding to the loop α that has the source in i. Since Γ does not contain cycles of length 2, by the previous lemma, it follows that ϕ i is an algebra map, for any i ∈ Γ 0 . Let α ∈ Γ 1 which is not a loop. If ϕ s(α) = Id A we have nothing to prove. Let us consider the case when ϕ s(α) = Id A . Thus there is an arrow β, which is not a loop, such that t(β) = s(α). Hence relation (16) follows by the second part of Lemma 2.6. Conversely, let (ϕ i ) i∈Γ 0 be a family of idempotent algebra morphisms satisfying relation (16) . We want to construct a splitted, unital and factorizable representation R of Γ. For every arrow α which is not a loop, we set ϕ α = Id A − ϕ t(α) . Obviously, {ϕ α , ϕ t(α) } is a complete set of orthogonal idempotents, so the representation R defined by (ϕ α ) α∈Γ 1 is splitted. Trivially R is unital, as ϕ i is a morphism of algebras, for any i ∈ Γ 0 . It remains to prove that R is factorizable. Since rrank(Γ) = 1 and Γ has not cycles of length 2, the non-trivial relations that can occur are (F i,k ) and (F j,k ), where the vertices i, j and k are as in the picture below.
By Lemma 2.6 (2) these relations are equivalent to (16) , so the Theorem is proved. (16) is automatically satisfied. Hence the family (ϕ i ) i∈Γ 0 induces a splitted, unital and factorizable representation of Γ.
In order to give examples of families (ϕ i ) i∈Γ 0 satisfying the assumptions in the above remark, we recall the construction of Hochschild extensions (also called in the literature abelian extension, cf. [14, Sec. 1.5.3]) of an algebra B with kernel a given B-bimodule M . By definition, such an extension is given by a normalized Hochschild 2-cocycle, that is, a K-linear map ω : B ⊗ B → M that verifies the following equalities:
•
To these data one can associate a unital and associative algebra A as follows. As a vector space A := B ⊕ M . The multiplication on A is defined by
and the unit is (1, 0). Note that M is a two-sided ideal in A and M 2 = 0 (of course M can be identified with a subset of A via the map m → (0, m)). Proof. ϕ is a morphism of algebras if, and only, if (17) f (bm
for any b, b ′ ∈ B and m, m ′ ∈ M . Let us assume that ϕ is a morphism of algebras, hence the above equation holds. By taking b ′ = 0 we get that f is a morphism of left B-modules. Similarly, we deduce that f is a map of right B-modules. In particular,
so f • ω = ω holds too. Conversely, if f is a morphism of B-bimodules and f • ω = ω, then f obviously satisfies the equation (17), so ϕ is a morphism of algebras. The second and the third part of the Lemma are obvious. Throughout the remaining of this section we take A = K m . Our purpose is to classify all splitted, unital and factorizable representations (over A) of a quiver Γ of reduced rank one and without cycles of length two.
Let θ :
Note that if Θ p = ∅ then θ(f p ) = 0. Thus the kernel of θ is the vector subspace of K m generated by all elements f p such that Θ p = ∅. Moreover, (Θ p ) p=1,...,m is a partition of {1, . . . , m} in m (possibly empty) subsets. Indeed, if p = q then f p f q = 0, so
Hence Θ p and Θ q are disjoint. On the other hand,
Thus m p=1 Θ p = {1, . . . , m}. The partition (Θ p ) p=1,...,m defines a unique function u : {1, . . . , m} → {1, . . . , m} given by u(q) = p for all q ∈ Θ p . Hence, for an arbitrary p ∈ {1, . . . , m}, we have
LEMMA 2.12. The algebra endomorphism θ is idempotent if, and only if, the function u is so. Moreover, the kernel of θ is given by
Proof. For p ∈ {1, . . . , m}, we have
, for all p, r ∈ {1, . . . , m}.
Conversely, if (19) holds, then θ is idempotent. We deduce that θ is an idempotent if, and only if, u is so. The partition associated to θ is given by Θ p = u −1 (p). Thus Ker θ is generated, as a vector space, by all f p such that u −1 (p) = ∅. THEOREM 2.13. Let A = K m and let Γ be a quiver of reduced rank one without cycles of length two. A splitted, unital and factorizable representation of Γ is uniquely defined by a set of idempotent functions u i : {1, . . . , m} → {1, . . . , m} with i ∈ Γ 0 , satisfying the following condition: if α ∈ Γ 1 is not a loop and p ∈ {1, . . . , m}, then u s(α) (p) = p or u t(α) (p) = p.
Proof. By Theorem 2.7, a splitted, unital and factorizable representation of Γ is given by a family (ϕ i ) i∈Γ 0 of idempotent algebra endomorphisms of A = K m such that, for any arrow α ∈ Γ 1 that is not a loop, we have
By Lemma 2.12, for every i ∈ Γ 0 the algebra map ϕ i corresponds to an idempotent function u i : {1, . . . , m} → {1, . . . , m}. Let α be an arrow that is not a loop. Since
we deduce that
Therefore Ker ϕ t(α) Ker ϕ s(α) = 0 if, and only if, Im u s(α) ∪ Im u t(α) = {1, . . . , m}. Thus, for any p ∈ {1, . . . , m}, p ∈ Im u s(α) or p ∈ Im u t(α) . Since u i is idempotent for every i ∈ Γ 0 , it follows that Im u i = {p | u i (p) = p}, so the theorem is now proved.
ABSOLUTELY REDUCIBLE REPRESENTATIONS OF AN ALGEBRA
We fix a finite-dimensional algebra A over a field K and a vector space W of dimension n. Our aim in this section is to find all A-module structures on W which are absolutely reducible in the following sense:
Let us fix a basis {w 1 , . . . , w n } on W . Thus a module structure on W is given by some K-linear maps ω ij : A −→ K, uniquely defined such that (20) aw i = n j=1 ω ji (a)w j , ∀i = 1, . . . , n and ∀a ∈ A.
The maps ω ij are subject to the following relations:
It is not difficult to see that, conversely, maps ω ij satisfying (21) and (22) define a module structure on W .
..,n be the corresponding set of K-linear endomorphisms of A. We fix a basis {f 1 , . . . , f m } on K m and write
. . , n and ∀a ∈ A.
Hence, the set {E p ij } i,j,=1,...,n satisfies (21) and (22) , for any p = 1, . . . , m. We now assume that W is absolutely reducible. Let W = W 1 ⊕ · · · ⊕ W n be the corresponding decomposition. For each i = 1, . . . , n, we may choose a non-zero element w ′ i ∈ W i . Since W i is an one-dimensional submodule of W , there is an algebra map
As {w ′ 1 , . . . , w ′ n } is another basis on W , there is an invertible matrix X ∈ GL n (K) such that X = (a ij ) i,j=1,...,n and
If {ω ij } i,j=1,...,n are the maps that define the module structure on W , then we get
For simplicity, we shall denote the matrix (ω ij ) i,j=1,...,n by ω. Note that the elements of ω are in Hom K (A, K). Hence the above equality can be written as
Thus we have just proved the following Lemma.
LEMMA 3.3. Let A be a K-algebra. For every module structure on W which is absolutely reducible, there are X ∈ GL n (K) and α 1 , . . . , α n ∈ Alg K (A, K) such that the matrix ω defining the action of A on W satisfies (23).
In view of this lemma, the set of characters of A plays an important rôle in the description of absolutely reducible representations of an algebra A. By Dedekind's theorem on linear independence of characters, any set of distinct algebra morphisms from A to K is linearly independent. In particular Alg K (A, K) is a finite set. We shall denote it by
REMARK 3.4. Lemma 3.3 can be rephrased as follows: if W is an absolutely reducible module then there are X ∈ GL n (K) and a set map u : {1, . . . , n} −→ {1, . . . , r} such that
where ω is the set of K-linear maps associated to W . We shall say that W is defined by the matrix X and the map u. Of course, X and u are not uniquely determined by W . Given such a map u, our aim is to find a matrix X 0 ∈ GL n (K) such that, together with u, it defines W and has as many zero elements as possible. Throughout the remaining of this section we fix an n-dimensional absolutely reducible representation W . Let ω denote the corresponding set of K-linear maps and let u : {1, . . . , n} −→ {1, . . . , r} be a function that defines W . Let
where 1 ≤ i 1 < i 2 < . . . < i s ≤ r. We denote u −1 (i k ), the fiber of u over i k , by F k . Hence F = {F 1 , . . . , F s } is a partition of {1, . . . , n}. DEFINITION 3.5. Let F = {F 1 , . . . , F s } be a partition of {1, . . . , n}. For every matrix X ∈ M n (K), we define the F -blocks of X by
where x p,q are the elements of X and i, j are in {1, . . . , s}. LEMMA 3.7. Let X ∈ GL n (K), u : {1, . . . , n} → {1, . . . , r} be a set map and F be the set of fibers of u.
The set
is a subgroup of GL n (K). (2) If X ∈ GL n (K) and Y ∈ H u , then X and XY define, together with u, the same representation. Moreover,
Proof.
(1) Let us show that H u contains all matrices in GL n (K) that commute with
Indeed, for Y ∈ GL n (K), we have Y θ = θY if, and only if,
These equalities are equivalent to y ij = 0 for any pair (i, j) such that i and j are not in the same fiber of u. In conclusion, Y commutes with θ if, and only if, Y ∈ H u . Since the set of commuting matrices with θ is a subgroup of GL n (K), the first part of the lemma is proved.
(2) Let Y ∈ H u . Since Y θY −1 = θ, then obviously XY and Y define the same representation. It remains to prove the formula that describes the F -blocks of XY . Let k, and l be arbitrary in {1, . . . , s}. We choose i ∈ F k and j ∈ F l . If z ij is the element of XY in the spot (i, j), then
Obviously the element in the (i, j)-spot of X kl Y ll is p∈F l x ip x pj , so this part of the lemma is also proved. 
where n k = #F k for k = 1, . . . , s. The right action of H u on GL n (K) given by right matrix multiplication is defined on F -blocks by the formula
for any X ∈ GL n (K) and Y ∈ H u . Proof. Let Y ∈ H u . By Lemma 3.7(1) the F -blocks Y kl are trivial, for any k = l. Hence the map Φ :
is well-defined. Note that Y kk is invertible, for any k = 1, . . . , s. Indeed, up to a permutation of the rows and columns of Y , we have
By the formula in Lemma 3.7(2), it follows that Φ is an isomorphism of groups. By the same formula, we can describe the action of H u on GL n (K) as in (26).
Recall that our aim is to find a "normalized" matrix X ∈ GL n (K) that defines, together with u, a given absolutely reducible representation W . We show that the action of
Let X = (x ij ) i,j=1,...,n and let u : {1, . . . , n} −→ {1, . . . , r}. Recall that F denotes the partition {F 1 , . . . , F s } associated to u. For 1 ≤ k ≤ s, we define X k ∈ M n,n k (K) to be the matrix whose elements are x ij , where i ∈ {1, . . . , n} and j ∈ F k .
Each X k is made of the F -blocks X 1k , X 2k , . . . , X sk . Hence we have
The group GL n k (K) acts on M n,n k (K) by right multiplication. Thus, the action of H u on GL n (K) can be recovered from these s actions by the relation (27). DEFINITION 3.9. The symmetric group S n acts on M n,m (K) by row permutation, (σ, X) → X σ , where
. Let X ∈ GL n (K) and let u : {1, . . . , n} −→ {1, . . . , r} be an arbitrary set map. The orbit of X with respect to the action of H u on GL n (K) contains a matrix X such that
where Z k is a certain matrix in M n−n k ,n k (K) and σ k ∈ S n for any k ∈ {1, . . . , s}.
Proof. Since X ∈ GL n (K), the blocks X 1 , . . . , X s are matrices of rank n 1 , . . . , n s respectively (the columns of X are linearly independent, so the columns of each X k are so). Thus there are n k rows of X k that are linearly independent. There is τ k ∈ S n such that X k τ k has the first n k rows linearly independent. It follows that Proof. Any absolutely reducible representation is defined by a matrix X 0 and a map u : {1, . . . , n} −→ {1, . . . , r}. By the Theorem 3.10, there is a normalized invertible matrix X in the orbit of X 0 , with respect to the action of H u on GL n (K). We have already noticed that two matrices in the same orbit define the same representation. So W is defined by X and u. where y 11 and y 33 are non-zero and y 22 y 44 = y 24 y 42 . For an normalized invertible matrix X ∈ GL 4 (K) we have
The permutations σ 1 , σ 2 , σ 3 ∈ S 4 have to be chosen such that det(X) = 0. For example
is a normalized invertible matrix if, and only if, det(X) = 0.
We end this section by analyzing in detail the case of two-dimensional absolutely reducible representations. PROPOSITION 3.15. Let X ∈ GL 2 (K) and let u : {1, 2} −→ {1, . . . , r} be a set map. Then there are x, y ∈ K, with xy = 1 such that the orbit of X with respect to the action of H u on GL 2 (K) contains one of the matrices
Proof. We start by considering the case u(1) = u(2) = i 1 ∈ {1, . . . , r}. Hence the partition F associated to u has one set F 1 = {1, 2} and H u = GL 2 (K). In conclusion, X and I 2 = XX −1 are in the same orbit, so in this case we can take x = y = 0 in X 1 . Let now take u : {1, 2} −→ {1, . . . , r} such that u(1) = u(2). If Im (u) = {i 1 , i 2 }, with 1 ≤ i 1 < i 2 ≤ r, then the partition F is given either by F 1 = {1} and F 2 = {2} or F 1 = {2} and F 2 = {1}. In both cases we get that a normalized invertible matrix is of the following type:
Since Z i is invertible we have x i = y i for i ∈ {1, 2}, and x i y i = 1 for i ∈ {3, 4}. We know that in the orbit of X there is a matrix Z i , for a certain i ∈ {1, 2, 3, 4}. If either i = 3 or i = 4, one can take X 1 = Z 3 or X 2 = Z 4 . Let us assume that i = 1. Note that
and either x 1 = 0 or y 1 = 0. If x 1 = 0 we have
so in the orbit of Z 1 (and hence of X) there is a matrix of type x 1 1 y . In the case when y 1 = 0 one can show that the orbit of X contains a matrix of the same type. In the case i = 2 we can proceed similarly to show that the orbit of X contains a matrix X 2 as in the statement of the theorem.
Let W be a vector space of dimension 2. We fix a basis {w 1 , w 2 } on W. We want to classify all A-module structures on W which are absolutely reducible. THEOREM 3.16. Let A be a K-algebra and let W be a two-dimensional absolutely reducible A-module. Then there are x, y ∈ K and α 1 , α 2 ∈ Alg K (A, K) such that xy = 1 and for any a ∈ A
Proof. The representation W is defined by a function u : {1, 2} −→ {1, . . . , r} and a normalized invertible matrix X. Since two matrices in the same orbit with respect to the action of H u define the same representation we may assume, in view of the previous proposition, that
Let ω := (ω ij ) i,j=1,2 be the matrix associated to the A-module W as in (20) . There are θ u(1) and θ u (2) in Alg K (A, K) such that
We first consider the case X = 1 x y 1 . If α 1 := θ u(1) and α 2 := θ u (2) , then a straightforward computation shows us that
It is easy to see that the module structure defined by ω in this case is as in (28) and (29).
If X = x 1 1 y , then, for α 1 = θ u(2) and α 2 = θ u(1) , one can show that the corresponding action also satisfies relations (28) and (29).
SPLITTED, UNITAL AND FACTORIZABLE REPRESENTATIONS OF CYCLES OF LENGTH 2
In this section, for A = K m , we shall classify all splitted, unital and factorizable representations of a cycle Γ of length 2. We use the standard quiver-notation Γ 0 = {1, 2} and Γ 1 = {α 1 , α 2 } in order to represent the quiver below.
u(p) are not equal. By taking q = u(p) in (38), it follows that a u(p) = 0. Obviously, a p + a u(p) = 1 in this case too.
Summarizing, since ϕ α1 is an idempotent K-linear map then, for any p such that a p = 0, one of the following conditions holds: Since either a p = 0 or a p = 1, the conditions (39)-(42) together imply that a 1 , . . . , a m and u verify the second property in the statement of the theorem. Now let us prove that, for any a 1 , . . . , a m and u satisfying (1) and (2), the set ϕ := {ϕ 1 , ϕ 2 , ϕ α1 , ϕ α2 } defines a splitted, unital and factorizable representation of Γ. By the proof of Theorem 4.1, ϕ defines a representation of Γ which is unital and factorizable. Of course, by construction, ϕ 1 + ϕ α2 = Id A and ϕ 2 + ϕ α1 = Id A . By the proof of the other implication, it results that conditions (1) and (2) imply that ϕ 1 and ϕ 2 are idempotent maps. In conclusion, the representation defined by ϕ is splitted too.
n be a twisting map such that the connected components of Γ, the corresponding quiver, are all trivial excepting one which is a cycle of length 2. We label the vertices of Γ as in the picture below.
There are a 1 , . . . , a m ∈ K and u : {1, . . . , m} −→ {1, . . . , m} that satisfy conditions (1) and (2) in Theorem 4.2 such that
where ϕ 1 , ϕ 2 , ϕ α1 , ϕ α2 are given by the formulae (36) and (37).
REMARK 4.4. If n = 2, the corollary above gives the classification of noncommutative duplicates of K m (cf. [11, 16] ).
We are going to classify all splitted, unital, and factorizable representations of a connected quiver of rank 1 that contains a cycle of length 2. We know that, removing the arrows of the cycle from such a quiver, we get two rooted trees. These trees have their roots in the vertices of the cycle and they are oriented. Note that they might be trivial, that is they could have a unique vertex, namely their root.
Let us denote the vertices of this cycle by 1 and 2, being 3, 4, . . . , n the other vertices of Γ, and denote by α 1 and α 2 the arrows of the cycle, as in the picture below.
• • 1 2
We take a splitted, unital and factorizable representation of Γ, which is defined by the Klinear maps ϕ 1 , . . . , ϕ n and {ϕ α }, where α runs over the set of arrows which are not a loop. Note that for i ≥ 3, ϕ i is an idempotent algebra map, and thus, there are idempotent maps u i : {1, . . . , m} → {1, . . . , m} such that
δ p,ui(q) f q , ∀ p = 1, . . . , m.
Obviously, ϕ = {ϕ 1 , ϕ 2 , ϕ α1 , ϕ α2 } defines a splitted, unital and factorizable representation of the unique cycle in Γ. Hence, there are a map u : {1, . . . , m} → {1, . . . , m} and scalars a 1 , . . . , a m ∈ K that satisfy conditions (1) and (2) in Theorem 4.2. Moreover, the maps in ϕ are given by the formulae (36) and (37). Note that, for an arrow α that is not a loop, we have ϕ α = Id K m −ϕ t(α) , as rrank(Γ) = 1. Hence, the data that we need to define a representation of Γ is the following: Proof. Let α ∈ Γ 1 \ {α 1 , α 2 }, and let p ∈ {1, . . . , m}. We assume that u s(α) (p) = p and that u t(α) (p) = p and we want to show that either (1) or (2) hold.
There is an arrow β such that t(β) = s(α), as in the following figure
By Lemma 2.6(2), we get (43) Ker (ϕ s(α) )Ker (ϕ t(α) ) = 0.
First let us prove that s(α) ∈ {1, 2}. If s(α) is not a vertex of the cycle, we may apply Lemma 2.12 to show that Ker ϕ s(α) is generated by all f r with u s(α) (r) = r. Similarly, Ker ϕ t(α) is generated by all f r with u t(α) (r) = r. In particular, by our assumptions, we deduce that f p is an element in Ker ϕ s(α) Ker ϕ t(α) , which is not possible, in view of (43). Let us now take an arrow such that s(a) = 1. We have to prove that a p = 1. Note that (43) can be written as follows:
Im ϕ α2 Ker ϕ k = 0.
Indeed, as rank(j) = 1, we have β = α 2 . Thus ϕ j = Id A − ϕ α2 , and the required relation follows from the fact that ϕ α2 is an idempotent K-linear map. We know that Ker (ϕ k ) is spanned by all f q with u k (f q ) = f q . On the other hand,
Thus, (43) holds if, and only if, ϕ α2 (x)f q = 0, for any q such that u k (f q ) = f q . At its turn, this property is equivalent to (a q − 1)(f * q − f * u(q) ) = 0 for any q such that u k (q) = q. As u(p) = p and u k (p) = p, we deduce, in particular, that a p = 1. The case s(α) = 2 is handled in a similar way.
Conversely, let D(u, a) be some data as in Definition 4.5. We assume that D(u, a) satisfy conditions (1) and (2) of the statement. We define ϕ = {ϕ 1 , ϕ 2 , ϕ α1 , ϕ α2 } by (36) and (37). By Theorem 4.2, ϕ defines a a splitted unital and factorizable representation of the cycle in Γ. Furthermore, for i ≥ 3 we take ϕ i to be the algebra endomorphism of K m that corresponds to u i . Finally, for an arrow α ∈ Γ 1 \ {α 1 , α 2 } that is not a loop, we set ϕ α := Id A − ϕ t(α) . Obviously, the maps constructed above define a unital and splitted representation of Γ. We still have to check that this is factorizable. Since rrank(Γ) = 1, in view of Lemma 2.6, we have to prove that Ker (ϕ s(α) )Ker (ϕ t(α) ) = 0 for every arrow α ∈ Γ 1 \{α 1 , α 2 }.If s(α) ∈ {1, 2}, then this equality follows by conditions (1) and (2) in the statement of the theorem (see the proof of the other implication). If s(α) / ∈ {α 1 , α 2 }, then the required relation follows from Lemma 2.12 and the proof of Theorem 2.13, taking into account that either u s(α) (p) = p or u t(α) (p) = p.
