Abstract. We present a fully conservative, high-resolution, nite volume algorithm for advection-di usion equations in irregular geometries. The algorithm uses a Cartesian grid in which some cells are cut by the embedded boundary. A novel feature is the use of a \capacity function" to model the fact that some cells are only partially available to the uid. The advection portion then uses the explicit wave-propagation methods implemented in clawpack, and is stable for Courant numbers up to 1. Di usion is modelled with an implicit nite volume algorithm. Results are shown for several geometries. Convergence if veri ed and the 1-norm order of accuracy is found to between 1.2 and 2 depending on the geometry and Peclet number. Software is available on the web.
Introduction
We consider the advection-di usion equation q t + r (ũq) = r (Drq) (1) in two space dimensions, where q(x; y; t) is a density or concentration,ũ(x; y; t) is the speci ed velocity eld, D(x; y) is the di usion coe cient, and (x; y) is a capacity function. This function could represent, for example, heat capacity if q is the temperature, or porosity in a porous medium if q is the concentration of a transported solute. A fundamental feature of the numerical method developed here is the use of a discrete version of which also incorporates information about the fraction of a computational grid cell which lies in the physical domain. This is used in order to apply the method on Cartesian grids with embedded boundaries. Our goal is to solve (1) in geometrically complex regions with impermeable boundaries where the can be avoided, and standard nite volume or nite di erence discretizations of the PDE on a uniform grid can be used, away from the boundaries at least.
This Cartesian grid approach is becoming increasingly popular for problems with complex geometry where grids conforming to the boundaries are di cult to generate. Some nitevolume approaches most closely related to ours can be found in Here we develop a nite volume method which is essentially second order accurate for smooth q in very general geometries and which can also handle steep gradients in q (even discontinuities in q if D 0). This is accomplished by using the high-resolution shock-capturing methods of clawpack for the advection portion of the method, coupled with an implicit nitevolume discretization of the di usion equation. The principle contribution of this paper is an algorithm with the following characteristics: Arbitrary geometry can be handled on a Cartesian grid, though we assume that the geometry is well resolved by a piecewise linear function on the underlying grid. After some preprocessing required to handle the irregular geometry, small irregular cells which are cut o by the boundary are updated by exactly the same formulas as regular cells away from the boundary. The advection portion of the algorithm is explicit and the time step is determined by the size of the regular grid cells, with no restriction caused by the small irregular cells. The accuracy and resolution in the irregular cells adjacent to the boundaries matches that obtained in the regular cells, and is essentially as good as would be obtained on similar problems with a grid conforming to the boundary. The algorithm is implemented using the clawpack software and is freely available on the web, see http://www.amath.washington.edu/~rjl/clawpack/cartesian By assuming that the geometry is well resolved on the grid, we assume in particular that each nite volume cell is a standard Cartesian grid cell which is possibly sliced by a linear approximation to the boundary, as shown in Figure 5 , for example. Hence every cell is a simple polygon with at most ve sides and the standard (i; j) labeling of grid cells can continue to be used. For geometry with more complications, for example a thin trailing edge which cuts a cell into two distinct pieces, a more complicated data structure would be required. The methods proposed here could still be used but could not be implemented as directly in clawpack. See 9] for one discussion of such geometries in the context of elliptic equations.
The di usion and advection algorithms will rst be described and tested separately, and are then combined using a standard fractional step approach. The methods are described in two space dimensions, but all of the essential ideas can be extended directly to three space dimensions. Some other extensions are discussed in Section 7.
Notation and the use of a capacity function
We consider nite volume methods for the general conservation law (x; y)q t (x; y; t) + f(x; y; t; q) x + g(x; y; t; q) y = 0 (2) where f and g are the ux functions and is the capacity. In particular, we consider variablecoe cient linear equations including the di usion equation in which f = ?D(x; y) q x ; g = ?D(x; y) q y (3) and the advection equation in which f = u(x; y; t) q; g = v(x; y; t) q (4) and nally the advection di usion equation which includes both advective and di usive uxes, f = u(x; y; t) q ? D(x; y) q x ; g = v(x; y; t) q ? D(x; y) q y : (5) Such equations arise from the integral form of the conservation law over an arbitrary region @ @t Z (x; y) q(x; y; t) dx dy + Z @ ñ f ds = 0 (6) whereñ is the outward pointing normal at the boundary @ andf = (f; g) is the ux vector. The integral of q is conserved up to uxes through the boundary. The function represents the capacity of the medium as illustrated in the following two examples :
1. In heat conduction, if q is the temperature then (3) gives Fourier's Law of heat conduction for the ux of heat energy. The energy stored in the region is R q dx dy where is the heat capacity of the material and (6) arises from conservation of energy.
2. If q represents the concentration of a tracer in some uid saturating a porous medium, and if (x; y) is the porosity of the medium so that R (x; y) dx dy is the volume of which is available to the uid, then R q dx dy is the total mass of the tracer in the region . If the uid is owing through the porous medium with the Darcy velocity (u; v) (de ned below) then the conservation law (6) arises with uxes (4) . If the tracer also di uses in the uid then di usive uxes are also present.
Note that the integral R q dx dy can also be interpreted as an integral of q over with respect to the measure d = dx dy. This interpretation may be useful in understanding our Cartesian grid nite volume integrals.
Incorporating the capacity function into nite volume methods on regular grids
A nite volume method is based on dividing the physical region into nite volumes (i.e. grid cells) and representing the numerical approximation by cell averages over those cells. The cell average is updated in each time step by approximations to the ux through each edge of the cell. We are concerned here with a Cartesian grid of the form shown in Figure 1 . We start by 
Using the fact that the area of cell C ij is x y, we de ne the average value of over cell C ij q dx dy (9) Note that if 1, then ij 1 and (9) reduces to the standard cell average.
Let F i?1=2;j and G i;j?1=2 represent the numerical uxes at the left edge and bottom edge of the cell, respectively. These uxes will be measured in units of q owing normal to the edge per unit time per unit length. Hence the total ux through the left edge over the time step t, for example, is given by t y F i?1=2;j . In porous media problems these uxes are computed using the Darcy velocity and in heat transfer problems, they are computed using an e ective conductivity. We explain both of these brie y now. Figure 2 shows a cartoon of ow in a porous medium where the shaded regions represent rock or sand. The uid velocity may be large in the regions where uid is owing, but it is zero in solid regions where there is no uid. Hence the average horizontal velocity across a vertical line segment such as the one sketched in the gure is less than the uid velocity at any particular point in the uid. The u-component of the Darcy velocity at a point is this average velocity taken over an \in nitesimal" vertical segment centered at the point, which is short relative to the scale at which this average uid velocity varies, but still long relative to the structure of the porous medium. Hence the Darcy velocity is roughly equal to the average uid velocity multiplied by the fraction of the in nitesmal vertical line which lies within the uid. At the edge of a nite volume grid cell (which is assumed to be large relative to the scale of the porous medium), it is clearly the Darcy velocity and corresponding ux which determines the ux into the grid cell.
The porosity of a porous medium at a point is de ned analogously as the fraction of an \in nitesimal" region about the point which is occupied by the uid, where is again large relative to the porous structure. Our approach to handling Cartesian grids in complex geometries, which is described below, can be viewed as an extension of these ideas to the case where the solid is concentrated on some portion of the grid cell lying outside the uid domain, rather than being distributed throughout the grid cell. As we show later, we can also de ne appropriate uxes across edges which are only partially in the physical domain of interest.
In heat ow in composite materials, one can analogously de ne an e ective conductivity as the average of the conductivity over an \in nitesmal" line segment which is short relative to the length over which the average conductivity varies, but long relative to any inhomogeneities in the composite material.
Using numerical uxes based on Darcy velocities and e ective conductivities, an explicit discretization of the conservation law (6) (12) will be conserved up to uxes through the boundary of the computational domain. This type of \capacity form" di erencing is discussed in more detail in the context of hyperbolic conservation laws in 22] . In many problems (x; y) 1. However, even for these problems the idea of introducing a capacity function becomes useful in handling complex geometries, as described in the next section. 
Using the capacity function to represent irregular regions
In addition to physical interpretations of heat capacity and porosity, we can use the capacity function to embed an irregular ow domain, such as the one shown in Figure 3 , into a Cartesian computational domain. The natural extension of the interpretation of given in the preceding section is to de ne to be identically 0 everywhere outside of the irregular ow domain. This extension preserves the notion that the values of determine the capacity of the medium to hold the advected or di used quantity q. Outside of the physical domain of interest, the medium has no capacity to hold q.
We now view the computational domain as the full rectangular region in Figure 3 , and refer to the original physical domain as the ow domain and to the portion which lies outside the original domain (the shaded region in Figure 3 ) as the no-ow domain.
With this extended interpretation in mind, we now consider an irregular grid cell such as the one magni ed in Figure 3 . We de ne ij for this cell as in (8) , after extending (x; y) to be 0 in the no-ow domain. Note that ij x y gives the total capacity of the grid cell. In particular, in the simplest case where (x; y) 1 in the ow domain, ij x y is simply the area of the portion of this grid cell which lies in the ow domain (the unshaded portion).
To obtain a de nition of the numerical uxes F i?1=2;j and G i;j?1=2 which is consistent with our previous use these quantities in update formula (11), we rst letF i?1=2;j andĜ i;j?1=2 denote the average ux across that portion of each edge which is in the ow domain, as indicated in Figure 4 . Then we let h i?1=2;j and h i;j?1=2 be the lengths of these edge portions to the left and below the cell C ij respectively. One or more of these may be zero. The total ux across each edge is then given by h i?1=2;jFi?1=2;j and h i;j?1=2Ĝi;j?1=2 . we see that y F i?1=2;j and x G i;j?1=2 are the total uxes across the left edge and bottom edge, respectively, of cell C ij . Hence, this de nition of the uxes on irregular cells is consistent with our de nition on the regular cells.
To develop a general updating formula for irregular cells, we also introduce a ux H ij across the boundary segment, as indicated in Figure 4 . Let the length of this boundary segment be (14) ? t ij x y `i j H ij ] For many problems H ij 0. This is the correct boundary condition for tracer concentration in a ow bounded by a wall and also for heat conduction if the wall is insulated. If H ij = 0, the update formula (14) reduces to exactly that given by (11) .
For cells completely outside of the ow domain, we have ij = 0 and the updating formula (11) appears to be invalid. However, if we note that uxes F i+1=2;j , F i?1=2;j , G i;j+1=2 and G i;j?1=2 will always be zero for such cells, the earlier formula (10) will always be valid. For computational convenience, however, we want to apply the formula (11) or (14) everywhere.
To do this, we can set ij to some arbitrary but non-zero value for cells entirely in the no-ow region, since the fact that the uxes in this region will be zero will ensure that the value of Q n ij remains zero. A key feature of our approach is that we have eliminated irregular grid cells from the geometric structure of our problem, and instead take the viewpoint that some cells may have small capacity. This simpli es the structure of the computer programs and allows software packages such as clawpack to be applied directly.
As we will later see, by shifting the small cell problem from one of cells with small volume to one of cells with small capacity, we also provide ourselves with a natural way to overcome the instability problems typically associated with the small cells. Although our capacity ij is the same as the quantity ij introduced by Chern and Colella 8] in the context of front tracking, we use a di erent modi cation to the uxes which is based more directly on wave propagation and which we believe gives better accuracy. 3 The di usion equation
We now develop a nite volume method for the di usion equation in the ow domain. The problem we wish to solve numerically is given by q t = r (D(x; y) rq) in (15) subject to Neumann boundary conditions on the boundary of which we use to de ne ux values H ij used in equation (14) . As described in the previous section, we de ne to be identically 0 for (x; y) in the no-ow domain. The uxes are given by equations (3).
As suggested in the previous discussion, it will be convenient to de (18) We then use these coe cients to approximateq x orq y at the center (x e ; y e ) of a partial edge.
For example, we haveq
x (x e ; y e ) a + cy e (19) In Figure 5 , the values Q ij , Q i?1;j , Q i?1;j+1 and Q i;j+1 are used to approximate valuesq x at x i?1=2 andq y at y j+1=2 .
Other researchers have proposed methods for approximating di usive uxes at partial cell edges to second order accuracy 18]. Although our method is only formally rst order at the cell edges, we have found that we obtain results which are still globally second order. We use the approximations given by (18) 
Then an implicit discretization of (6) (26) where again`i j is the length of that portion of the boundary of the irregular ow domain which is in cell C ij .
Because ij varies from grid cell to grid cell, the matrix corresponding to the above system of linear equation is not symmetric. However, these equations are still easily solved using iterative method designed for such systems. The one which was chosen here and which seems to give quite good results is the stabilized bi-conjugate gradient method (bicgstab) developed by Van der Vorst 33] .
As for the stability of the numerical scheme described above, we have observed that in practice, the presence of small cells near the boundary does not place any unreasonable restrictions on the size time step we can take to maintain stability. This to be expected, since Crank-Nicolson is an unconditionally stable scheme. 4 The advection equation
The advection portion of the algorithm is implemented using the clawpack software, based on the high-resolution wave-propagation algorithm described in 22]. The special case of advection is discussed in detail in 21] and will be described brie y below.
On the grid cell (i; j) we require the average normal velocity U i?1=2;j along the left edge of the cell and V i;j?1=2 along the bottom edge. For simplicity in two dimensions we assume that an incompressible velocity eld is speci ed by means of a stream function (x; y). This is not necessary for our algorithm and would not be appropriate in three dimensions, where a di erent approach would be needed to determine the proper Darcy velocities. The velocity is determined from the stream function by u(x; y) = y (x; y); v(x; y) = ? x (x; y):
Then the average velocity along each edge is easily computed by di erencing the stream function at the corners: at the bottom edge. Note that this will automatically satisfy the discrete divergence-free condition (U i+1=2;j ? U i?1=2;j )= x + (V i;j+1=2 ? V i;j?1=2 )= y = 0:
In the case of an irregular ow domain, must be constant along any physical boundary and we assume that is de ned over the entire computational domain in such a way that is identically constant in no-ow regions. Then the above formulas give zero average velocity along any cell edge that lies entirely in the no-ow domain. Moreover, the average velocity is computed correctly in cases where the edge is cut by the physical boundary, e.g. , at the left and bottom edges of the cell shown in Figure 3 . This average velocity can be interpreted as analogous to the Darcy velocity described in Section 4. It is an e ective velocity over the entire cell edge, rather than a pointwise approximation to the actual uid velocity.
To explain the advection algorithm on irregular cells, it is illuminating to rst consider the case shown in Figure 6 , where there is a horizontal wall cutting through some row of grid cells. Constant ow parallel to the wall is speci ed by (see Figure 6 ). Consider the simple upwind method, in which case the uxes will be given by happens to appear. One way to maintain stability is to make sure that the uxes F i?1=2;j and G i;j?1=2 are consistent with one another, so that summing the uxes around the cell edges will give suitable cancellation of in ow and out ow. This is critical since we divide by the cell area in the updating formula. For tiny cells the cancellation must be nearly complete. One approach to ensure this is the \h-box method" developed in 3], 4], but here we seek something easier for the relatively simple case of advection parallel to the wall. First consider the situation shown in Figure 7 (b), where at least one edge of the cell lies entirely in the ow domain (the top edge in this Figure) . In this case stability is achieved without special e ort by the use of the multidimensional wave-propagation algorithm which includes transverse uxes, as described above and indicated in the Figure. The standard updating formulas work with the uxes and ij de ned as above, even when the cell area is very small, e.g. , a thin sliver as in Figure 6 . The portion which ows out through the top edge is correctly computed by the transverse ux formulas, which correctly assume that the portion of the wave passing out through the top of the cell is triangular in shape.
Unfortunately this formula can lead to unstable behavior in the case illustrated in Figure 7(c) , where the portion of the wave passing out the top edge is not triangular. This can happen if the small cell itself is triangular, with only two of the edge lengths h i 1=2;j , h i;j 1=2 nonzero and these both shorter than the edges of regular cells. In this case it may happen that more than half of what ows into the cell through the left edge should ow out through the top edge, as illustrated in Figure 7 (c). This cannot be properly modelled by the formulas (29) and (30) .
One way to restore stability would be to handle the geometry of the wave explicitly in the calculation of uxes, carefully computing the area of the portion of the wave in Figure 7 (c) which passes through the top edge and using this to correctly de ne the contribution to the ux G i;j+1=2 . This approach was used in 2], 19], 20] for the Euler equations. We wish to avoid this complication here and instead use the \Darcy velocities" and capacities ij directly in clawpack.
Rather than modifying the de nition of the uxes, we have found that an extremely e ective method is obtained by a simple modi cation of ij in such cells. By increasing ij and hence slightly enlarging the cell's capacity we have found that we can compensate for the possible mismatch in uxes de ned by (29) and (30) . After explaining and motivating this modi cation we will discuss its physical implications.
The change is accomplished by de ning the capacity in all cells by a modi ed version of (8) Note that r ij 1 and that r ij = 1 if at least one of the cell edges is entirely in the ow domain, in which case^ ij reduces to the usual de nition of ij . In the troublesome case of a small triangular cell, r ij > 1 and the capacity is increased. This is equivalent to rede ning the area of such cells based on a thin sliver rather than a small triangle, the sliver obtained by replacing the larger of the two lengths (h i?1=2;j or h i;j+1=2 , say) by the full size mesh width ( y or x respectively). However, we do not actually modify the geometry of the grid at all; we simply increase the capacity of the small cell.
For simplicity in discussing and analyzing this algorithm, we will assume that (x; y) 1 in the ow region, so that^ ij = A ij r ij x y (32) where A ij is the cell area. The motivation for this form of r ij is the following. The algorithm remains stable in a thin sliver of a cell because when two sides have small length O( ) (e.g. , h i?1=2;j and h i+1=2;j in In practice we have also found it useful to place an absolute lower bound on , setting 
In the calculations below we have always chosen the timestep by imposing max i;j ij = 0:9. Note that on a uniform grid the Courant number would be de ned by = max
x;y u(x; y) t x ; v(x; y) t y : (35) As discussed in the Appendix, depending on the geometry, we may be able to take the cell Courant number to be as large as 2 in some cases and still have 1. With this larger Courant number, we have con rmed that the method is still stable numerically in several cases. This is justi ed in the Appendix. Hence the existence of irregular grid cells at the boundary has no impact on the allowable time step.
Modifying in small triangular cells gives an algorithm which is stable with a reasonable time step t. What is the physical e ect of modifying in this way? First note that the method is still fully conservative in the sense that P ij Q n ij is conserved from one time step to the next except for uxes through the boundary of the computational or physical domain. Hence the total mass of a tracer owing through the region is conserved. All we have done is to increase the capacity of some cells to hold the tracer. Again we stress that we do not actually need to change the geometry or modify the Darcy velocities at the cell edges. Most importantly we do not need to modify the geometry of other nearby cells.
Fractional Step Methods for the Advection-Di usion Equation
In the previous two sections, we have described in detail our algorithms for handling the advection and di usion terms separately. These can be combined using standard fractional step methods to solve the coupled advection-di usion equation. The advantage of using a fractional step approach is that we can still essentially treat the advection and di usion operators separately. We only need to justify that the time accuracy of the solution obtained is acceptable.
In the fractional step approach, we rst advect the tracer quantity Q 
In the Strang splitting, the half time step of advection is followed immediately (in the next time step) by another half time step using the same operator. These two half steps can be combined into a single step of length t and in fact it is better to do so to reduce numerical di usion and computational cost. Once this is done, the Strang splitting over many time steps is identical to the Godunov splitting except in the rst and last time step, where a half step of advection is used rather than taking a full step only at the beginning. This change is typically negligible relative to other errors. Even though this error is formally rst-order, it has a very small constant relative to the overall error. For this reason we use the simpler Godunov splitting, but this could easily be changed in the implementation.
Numerical Results
In the following numerical examples, we demonstrate the performance of our proposed algorithm. We seek to demonstrate that using our capacity form di erencing, we can obtain results that have the right physical behavior near irregular boundaries and that converge to the correct solution as the computational grid is re ned. In the rst set of examples, we look at advection and di usion of a plane wave in a channel and compare the results to the exact solution. In the second set of examples, we test the di usion and solid body rotation in an annulus and compare our nite volume solution to a reference solution computed in polar coordinates. In the nal set of examples, we look at ow through a eld of irregular objects and compute washout curves for the advection of a passive tracer through the eld. In all sets of examples, we test the advection algorithm using velocities computed from a stream function (x; y) which has been determined either analytically or numerically. Before the actual computations using clawpack are done, the stream function is computed at all grid nodes and the values are then di erenced to compute values of u and v at all cell edges.
These velocities then remain xed for all time steps of the calculation.
To determine the numerical convergence rate of our solutions obtained in the following test problems, we compare our results to values of a reference solution, obtained either analytically or numerically. We assume that computed values Q ij are located at the center of mass of regular and irregular cells. We then use this reference solution to compute the error e ij in each cell. The weighted norm of this error over the entire computational grid is computed using In all of the following mesh and contour plots, we only plot solution values in cells which are either completely or partially in the ow domain. Cells that lie completely in the no-ow domain are masked in all plots (using the NaN value in matlab).
Advection and di usion of a plane wave in a channel
For this set of examples, we look at the basic behavior of our solution in the presence of a planar boundary which is not aligned with the computational grid. The physical domain is a channel with parallel sides, as shown in Figure 8 . The channel is oriented at an arbitrary angle (approximately 0:0754 radians) to the grid and the ow is advected at speed U 0 , with 0 U 0 1 in a direction parallel to the walls. We impose no-normal-ow boundary conditions on the channel walls. 
The general advection-di usion solution is q adv-di ( ; t) q di ( ? U 0 (t ? 3); t)
In Figure 9 we plot the function q adv-di ( ; t) at four di erent times for U 0 = 1 and D = 0:01.
Advection of a plane wave in the channel
To see how the advection portion of the algorithm behaves as the grid is re ned, we computed the solution on three di erent grids. In Figure 10 , we show the results of this series of computations. As expected, the contours in each plot in Figure 10 remain essentially normal to the wall.
The glitches in the plots are typically caused by inaccurate values in one or two very small cells cut by the boundary. To some extent this nonsmooth behavior is due to the use of matlab to plot contour lines. matlab takes the data as being at uniformly spaced points, which is really not correct in the small cells, where it is more properly viewed as located at centroids. Another reason may lie in the fact that small cells at the upper edge increase in size in the direction of the ow, whereas at the lower edge they decrease in size. We have not investigated this anomalous behavior in any detail, but do wish to point out that our scheme can produce slightly di erent results, depending on the orientation of the grid to the boundary, and on the order in which small cells appear as the ow passes through them. While the algorithm is not perfect in these cells, it is notable that:
The method remains stable and the incorrect values typically remain within the range of the nearby states. Such values only occur when a sharp front is passing by. Once it has passed the values rapidly settle down to the correct post-front state. These inaccuracies in the tiny cut cells typically have no impact on the solution in full cells nearby. (This is tested in a later example, see Figure 17 .) As observed below, when this advection algorithm is coupled with our di usion algorithm for advection-di usion equation, this anomolous behavior almost completely disappears as the implicit di usion operator smooths out these spikes in the data.
Is the capacity function really necessary? As a nal test of the advection in a channel, we demonstrate that by using \capacity form di erencing" as described in the previous section, we can essentially eliminate smearing that would occur near the boundary if the numerical scheme did not take into account areas of small cells. For this test, we compute two solutions, one using the capacity function, modi ed as necessary to ensure stability, and the second without using the capacity function (i.e. setting 1 in all cells). In Figure 11 , we see that when the capacity function is not used, the results are smeared out considerably. Using the Darcy velocities at the cell interfaces gives a stable method, but the velocity is smaller at edges of the cut cells than elsewhere leading to slower advection along the walls. The smaller velocity is o set by the small area of the cells when our capacity algorithm is used. 
Di usion in the channel
To test the di usion portion of the code, we looked at the di usion of the initial pulse given in (45) and compare the results of our algorithm to the exact solution given in (47). While we don't show any plots of the di usion alone, we can see in Figure 10 that when a di usion term is present, there is no noticable di erence between the solution in small cells and that in neighboring full cells. In fact, the di usion term tends to smooth out any spikes in the data produced by the advection algorithm. Figure 6 .1.4 shows second order convergence in both the 1-norms and max-norms for the pure di usion algorithm, and that the errors decrease quite smoothly as we re ne the grid. As we note in our discussion of the convergence results in Section 6.1.4, this is not necessarily true when we include advection.
Performance of BiCGSTAB in the nite volume di usion algorithm. To solve the non-symmetric linear system of equations arising from the implicit discretization of the di usion equation, we used the linear iterative method bicgstab. This iterative method has several advantages over other methods for non-symmetric systems, and we have found its performance to be quite acceptable. Unlike gmres, bicgstab does not require additional In Figure 12 , we show how bicgstab performs as a function of grid size and of di usion coe cent. In both cases, we measure the performance by looking at number of iterations bicgstab needs to reduce the residual of the linear system to the desired level (10 ?8 , in this test case). In the rst test case, we look at how varying the size of the linear system a ects the number of iterations bicgstab requires. In this test, we varied the grid size and held the di usion coe cient constant at D = 0:01. We then determined the average number of iterations required for bicgstab to advance the solution from t to t+ t, for t = 0:025. This average was computed over the 20 time steps needed to advance the solution to t = 0:5.
For the second test case, we held the number of grid points (and hence the order of the linear system) xed at N = 200 and varied the di usion coe cient between 10 ?3 and 0:5. Again, we held the time step xed at t = 0:025 and computed the average number of iterations over the rst 20 times steps. In both test cases, we solved only the di usion problem.
What is interesting to note from the two plots is that increasing the di usion coe cient has a much greater impact on the number of iterations bicgstab requires than does increasing the grid size. A grid of 400 200 at D = 0:01 required about 7 iterations, whereas, a grid of half that size, for a di usion coe cient of D = 0:05 required 25 iterations. One explanation for this may lie in the fact that the underlying matrix that bicgstab is inverting di ers from a symmetric matrix in only O(N) rows. As the matrix increases in size, the ratio of the number of rows perturbing the symmetry of the matrix versus the total number of rows behaves like O(N ?1 ). As the grid size is increased, for xed di usion coe cient, the matrix behaves more like a symmetric matrix.
On the other hand, increasing the di usion coe cient a ects the diagonal dominance of the underlying matrix, since at least away from the interface, the operator we are inverting is (1 + t Dr 2 ). As we increase D, The matrix looks more like the discrete Laplacian, which requires many more iterations to invert than its parabolic counterpart.
These results are characteristic of the behavior of bicgstab for all problem geometries investigated, and so are not reported for other test problems. 
Advection and di usion in the channel
Finally, we combine the advection and di usion schemes using the fractional step approach described in Section 5. Contour plots showing the results for this test problem are shown on the right side of Figure 10 . Note that the contour lines are now perpendicular to both sides of the channel. The implicit di usion algorithm smooths out the incorrect values in very small cells and corrects the anomalous behavior seen at the boundary in the pure advection case. Figure 13 shows a mesh plot of the results on the coarsest grid. 
Convergence results for the channel for di erent Peclet numbers
In Figure 6 .1.4, we show the convergence rate for the solution of the advection-di usion equation in the channel for di erent values of the non-dimensional parameter Pe = U 0`= D, known as the Peclet number. Here,`is the length scale of the problem, and for our purposes, is taken to be exactly 1. For 0 < Pe < 1, we varied Pe by varying the velocity and holding the di usion coe cient xed at D = 0:01. For Pe = 0, we carry out only the di usion step of the fractional step scheme,using D = 0:01 and for Pe = 1, we carry out only the advection step of the splitting scheme, using U 0 = 1. For a given Peclet number, we compute a single convergence rate r for our algorithm by assuming that the truncation error in our discretization has the form (h) = Ch r for some constant C. By computing the error on several grids, we can then approxmimate the convergence rate by tting a line through the log of the computed errors.
To compute the errors, we use as a reference solution the exact solution given in (48). The errors were all computed at time t = 6, roughly the time it takes for the wave moving at the largest velocity we tested (U 0 = 1) to traverse the length of the channel. For problems computed at slower velocities, the wave did not travel as far, but in all cases which involved di usion (P e < 1), the total e ect of di usion was the same. The errors, computed using the 1-norm and 1-norm, along with the rates of convergence are shown in the log ? log plots in Figure 6 .1.4. We use so many di erent grid spacings because the exact manner in which the geometry intersects the Cartesian grid naturally has an impact on the accuracy on any particular grid. As a consequence, the error may not be smoothly varying as the grid spacing is decreased. From the plots, though, it is clear that the error (at least in the 1-norm) uctuates about lines with slopes indicating second-order accuracy. The 1-norm errors are dominated by errors in the full cells, and so do in fact vary smoothly. The max-norm errors, however, are dominated by the errors in small cells and so show less smooth behavior. Because the di usion tends to smooth out any errors produced in small cells by the advec-tion scheme, we expect that the lower the Peclet number (and, hence, the more dominant the di usion term), the smaller the magnitude of the computed errors. We see in Figure 6 .1.4 that this is in fact that case. The largest errors are produced by the pure advection (P e = 1) case, and the smallest errors are produced by the pure di usion case. In the max-norm, we see that the pure advection may not even converge, but with even just a small amount of di usion, we get convergence rates that approach second order as we decrease the Peclet number. In the second plot of Figure 6 .1.4, we have plotted max-norm errors for 3 of the 5 Peclet numbers
(P e = 1, Pe = 100, and Pe = 0. The convergence rates for the remaining two cases were 0:90 (P e = 10) and 1:47 (P e = 1). The magnitude of the errors were very close to those cases plotted and so to avoid cluttering the graph, these errors are not shown.
Advection and di usion in an annulus
For this set of problems, we look at di usion and solid body rotation inside of an annulus composed of two concentric circles embedded in a square computational grid. The goal here is to test how well our advection-di usion scheme works in more complicated geometry. The annulus is a convenienent choice because we can compare our nite volume solution to a reference solution computed in polar coordinates. In the interior of the annulus, the solution was initialized using q 0 ( ) w( ? =2)
We imposed no-ow boundary conditions at the two boundaries of the annulus.
Solid body rotation in an annulus
To test our proposed numerical scheme for the advection solver, we considered advection under solid body rotation. The velocities for solid body rotation can be determined from the stream function 
where r = ((x ? 1:509) 2 + (y ? 1:521) 2 ) 1=2 is the distance of a particular point (x; y) to the center of the annulus. For this particular choice of , the ow makes one complete revolution in 5 time units. Figure 16 shows contour plots of the computed solution as it rotates around the annulus. The solution is shown at a sequence of times on two di erent grids. As in the channel ow case, the ow remains essentially parallel to both boundaries of the annulus, although there is evidence of numerical di usion in the coarse grid solution. As a second validation of the solid body rotation, we looked at the computed solution as a function of at di erent values of r, after one and two full rotations, and compared these values with the initial conditions. These comparisons are presented in Figure 17 for a 60 60 grid. In Figure 17 (a), we plot the value of the solution in the partial cells cut by the outer boundary of the annulus versus . The solution stays bounded and stable in these cells, but some inaccuracy in the smallest cells is observed as the front propagates past. However, this loss of accuracy in the cut cells does not appear to a ect the solution away from the boundary. In Figure 17 Figure 15 ). In all cases there is very little degradation of the solution between the rst and second revolution.
Di usion in an annulus
To test di usion in the annulus, we allowed the initial data to di use over time (with no advection). The results we obtained agreed well with a reference solution computed by solving the di usion equation in polar coordinates: @q @t = 1 r @ @r r @q @r + 1 r 2 @ 2 q @ 2 ; R 1 r R 2 ; ? :
We obtained a spectrally accurate solution to (52) using a Fourier expansion in the azimuthal direction and a pseudospectral method based on Chebyshev polynomials in the radial direction.
We used 256 points in and 32 points in the r-direction (where the solution varies more smoothly). This gives a highly accurate reference solution, which was then interpolated to the cartesian grid using Fourier and Chebyshev interpolation. Figure 18 shows contour plots comparing the computed and reference solution at four di erent times. Even near the boundaries of the annulus it is evident that the no-ux boundary condition is satis ed. To show how our computed solution behaves as the grid is re ned, a ne grid solution and corresponding reference solution are also plotted in Figure 18. 
Solid body rotation coupled with di usion in an annulus
Contour plots showing the results of combining the di usion and advection in an annulus are shown in Figure 19 Even the coarse grid solution agrees reasonably well with the reference solution. In Figure 20 we show a mesh plot of the same set of results at two di erent times.
Convergence results for the annulus for di erent Peclet numbers
In Figure 6 .2.4, we show 1-norm and max-norm convergence results for the annulus test problem. As we did for the channel, we investigated how the convergence rates varied with Peclet number. For this test, however, we held the velocity xed (except in the Pe = 0 case, where there is no rotation), and varied the di usion coe cient. The Peclet numbers we tested were Pe = 0; 20; 100; 500; 1. For 0 < Pe < 1, we computed the di usion coe cient for a given Peclet number as D = U 0`= Pe, where for this problem,`= 1 and U 0 was taken to be the tangential velocity on the outer boundary of the annulus. For the stream-function we are using, this velocity is given by U 0 = 2 R 2 =5 = 0:5 . For Pe = 0, the di usion coe cient was set to D = 0:01. For Pe = 1, we use a di usion coe cient of D = 0:01 only to initialize the ow, using (50).
Our choice of Peclet numbers di ers from the channel case in that here, the total e ect of the advection was kept xed over the range of Peclet numbers chosen, whereas before, we held the e ects of di usion xed. All errors were computed at t = 5, after the initial wave had made one complete revolution in the cases with advection. The errors vary more smoothly with decreasing grid size in this case than was observed in the channel. This may be because the annulus cuts through cells in a wider variety of random ways regardless of where it is located, while the channel leads to a periodically repeating pattern of cut cells, and hence may be more sensitive to its location, or the grid spacing. As seen in Figure 6 .2.4, the errors for the annulus all lie very close to the best-t line for both the 1-norm and the max-norm.
The rates of convergence for this test problem were not as close to second order as they were in the channel case, but we do see that the rates generally improve as the Peclet number decreases. We consider this to be a challenging test case because of the poor resolution of the rapidly-varying solution near the inner boundary, as seen in Figure 17 (e), for example. Even on the nest grids there are relatively few grid points around the inner boundary. 
Advection through a eld of irregular objects
In this set of examples, we constructed a eld of irregularly shaped inclusions and simulated the advection of a passive tracer through this eld. One can imagine that this eld represents, for example, rocks in a porous medium or the cross section of pipes in a heat exchanger. The purpose of this set of examples is threefold. First, we illustrate that our reliance on the streamfunction for obtaining our velocity eld does not limit us to objects for which we know a stream function analytically. Second, we show that our proposed advection-di usion algorthim is not particularly sensitive to geometry chosen. And third, we demonstrate that our capacity-form di erencing with the modi ed capacity function is e ective at reducing smearing even when the stream-function is only known approximately. Figure 22 shows the eld of irregular objects, embedded in the coarsest grid used for this example. To compute the stream function in the multiply connected domain, we solved an elliptic equation in the domain using the Immersed Interface Method 23] and a procedure similar to that developed by Yang 35] for this problem. This Cartesian grid method produces secondorder accurate values of the stream function at all grid points, which were chosen to be the corners of our nite volume cells. Di erencing these values gives the required Darcy velocities at cell edges. Figure 24 shows a contour plot of the stream-function used for this set of test problems, computed on a very ne grid. In order to compare the results more quantitatively as the grid is re ned, we also computed Figure 27 . The general behavior of ow through the eld of irregular objects is preserved as the grid is re ned. Even with the coarsest grid, where the ne-scale structure of the ow is poorly resolved in Figure 24 , the washout curve shows quite good agreement. For many applications, e.g., groundwater ow simulations, this is of great importance.
Advection and di usion through a eld of irregular objects
In this test, we simulated a tracer advecting and di using through the same eld of irregular objects. Figure 25 shows the results of this simulation at 3 di erent times. To see that the normal derivative of q is close to zero near the boundaries, as expected from the Neumann boundary conditions with di usion, we also show a contour plot of this solution in Figure 26 .
Washout curves are again shown in Figure 27 . When di usion is added, there is virtually no di erence in the washout curves at di erent grid resolutions. Even the under-resolved grid of Figure 22 gives excellent results. 
Conclusions and Extensions
We have demonstrated that our capacity form di erencing, coupled with a new approach towards handling the small cell stability problem, can be used to solve the advection-di usion equation in an irregular physical domain embedded in a Cartesian grid. The key contributions of this paper are summarized in Section 1. Several interesting extensions to this work are also possible, a few of which we describe brie y here.
The clawpack software has been extended to amrclaw, an adaptive mesh re nement version of the code, developed by Berger and LeVeque 6]. This software also uses capacityform di erencing and is freely available on the web 5]. The advection portion of the algorithm presented in this paper, originally implemented using clawpack, carries over directly to amrclaw with almost no modi cation. Figure 28 shows the solution at two times when amrclaw is used for the same problem as illustrated in Figure 24 . The nest grid level in this computation would correspond to a uniform 512 256 grid, and hence has much better resolution than the computation on the right in Figure 24 . Computing on a uniform 200 100 grid up to time t = 75 requires advancing a total of about 14 million grid cells over the entire computation with the time step we used. Computing on a uniform 512 256 grid would require advancing a total of 232 million cells in time. The adaptive code advanced about 71 million cells, plus another 1 million for error estimation. Here the front was quite complex so that a large fraction of the domain was ultimately re ned. For other computations the advantages of adaptive re nement can be even more signi cant.
For the adaptive code, the stream function was computed rst on a 512 256 grid and used at each grid resolution to de ne the correct Darcy velocity at the edge of all cells. The capacity function was also rst determined everywhere on the nest grid. For a cell at a coarser level, the values of ij in all ne grid cells covered by the coarse cell are averaged to compute in the coarse cell. Except for the stability modi cation to , this simply corresponds to taking the area of the ow-domain within the coarse cell to be the sum of the areas within all underlying ne cells. The stability modi cation is applied to on the ne grid before doing the averaging to coarser levels, and this appears to maintain stability at all levels with no additional corrections.
The di usion algorithm could also, in principle, be extended to an adaptive re nement code. However, since it is an implicit algorithm this is more complicated and has not yet been implemented.
The extension of our method to three space dimensions should be straightforward, and the three-dimensional version of clawpack is already set up to handle a capacity function. To modify the capacity function to ensure the stability of the advection scheme, we believe that simple analogs of the two dimensional approach will work in three dimensions. To approximate the di usive uxes at the partial faces of a three-dimensional grid cell, we expect to be able to extend the bilinear interpolaton directly to three dimensions. However, these extensions have not yet been implemented or tested.
One possible application of this work is to the computation of two-dimensional incompressible ow by solving the stream-function vorticity equations. Our approach can be used to develop an embedded-boundary Cartesian-grid nite-volume method for this problem, by solving an advection-di usion equation ! t + r (ũ !) = r ( r!) where the vorticity ! is now the conserved quantity and velocities are obtained from a streamfunction , as described in this paper. The stream function must be determined in each time step by solving a Poisson problem with the vorticity appearing on the right hand side. The main new challenge is to determine the correct ux of vorticity at the boundaries in order to impose the no-slip boundary condition. Calhoun 7] demonstrates that for low Reynolds number ows the immersed interface method can be used to determine this ux. This work will also be presented elsewhere in the future.
Advection-di usion equations in complex geometry also arise in many other contexts in heat transfer or uid dynamics. The approach outlined here should be useful for a wide variety of practical problems.
8 Appendix: Stability of the advection algorithm
We do not have a complete proof of stability of the advection algorithm with modi ed capacities ij in cut cells. However, we can o er some justi cation and intuition for why the time step can be chosen based on 1 with de ned by (35) . We wish to show that stability will still be maintained in cut cells such as those in Figure 7 (b) and Figure 7 (c). Recall that we are assuming 1 in the ow domain for simplicity. This stability result rests on three Claims, which will be justi ed but not fully proved: Claim 1. The general advection algorithm (11) with uxes determined by the multidimensional approach (29) and (30) Claim 1 has not been proved in general, though for the problem considered here this is the standard de nition of the Courant number that is used in the clawpack code. The code has been found to be stable on a wide variety of problems, and is typically used with automatic time step selection which seeks to keep this Courant number at a value of about 0:9. One could satisfy (54) without the modi cation of by (31) by using a su ciently small time step, but this is what we wish to avoid.
Claim 2 is the heart of the matter, as it shows that our modi ed ij give a stable algorithm with t chosen to be at worst half the value required on the portion of the domain where the grid is uniform, regardless of the geometry of the small cut cells. Claim 3 allows us to eliminate this factor of 1=2 as well. To justify Claim 3, consider the special case shown in Figure 29 comparing a full cell and a half-size triangular cell when the velocity is at 45 degrees to the grid. Figure 29 
We wish to show that ij 2 if 1.
First consider the case in Figure 7(b) , where the cell is trapezoidal with h i+1=2;j = x, so that the cell area is ij x y = 1 2 (h i?1=2;j + h i+1=2;j ) x 1 2 h i?1=2;j x:
Then we can bound (56) by ij 2 t h i?1=2;j x max(jûh i?1=2;j j; jvh i;j+1=2 j): (57) Now assume that u and v are roughly constant in this cell, which is reasonable for smooth ow on a su ciently ne grid. Then the slope of the wall segment in Figure 7 (b) is given byv=û, and sov h i;j+1=2 =v x ûh i?1=2;j : Hence the rst term is the larger in the max of (57) and cancelling the factor of h i?1=2;j gives ij 2û t x 2 2 as desired. Now consider the triangular case in Figure 7 (c). Expression (56) still holds, but now ij has been modi ed using Equation (31) so that ij x y is larger than the cell area A ij = Either way, we have obtained the desired bound.
