Abstract: Shape functions have been derived to describe different forms of elements, notably triangles and rectangles in 2-D, and tetrahedrons, cuboids, and triangular prisms in 3-D. There are generalised solutions for some regular node configurations, and hierarchical correction algorithms help with more difficult node distributions. But to this point there is no single formula or set of formulae that allows the direct determination of shape functions for any node configuration without restrictions. This paper shows how a general set of formulae can be derived which is applicable to any isoparametric element type with arbitrary node configuration. This formulation is in such a form that it is clear and concise. The approach is based on the Lagrange polynomial considering up to three Cartesian and four volume coordinates. Additionally, the correction procedure that is inherent in the formulation to guarantee an appropriate evaluation of the generalised shape functions and to fulfil all four isoparametric shape function criteria is discussed. The proof of validity illustrates the correctness of the method.
Introduction
Shape functions are used in the finite element method (FEM) to determine the displacement of any point in an element using the calculated displacements of the element's nodes, as well as for the derivation of stiffness, mass, and damping matrices. They were first introduced in the 1950s and subsequently extended and refined [1] . There are several different ways to obtain shape functions depending on the type of element, i.e. its shape and node configuration. For regular elements of the Lagrange family one may use Lagrange polynomials to work out a valid set of functions directly [2, 3] . For regular elements of the serendipity family a similar approach can be used, starting again with a Lagrange polynomial and then multiplying one or two extra terms to the solution obtained. In this case one uses a Lagrange polynomial that only represents the node configuration in the same region as the node considered, i.e. for corner nodes all corner nodes and for edge nodes all nodes on the same edge and the bounding corner nodes are taken into account. The additional multipliers represent the influence of the nodes on the adjacent edges for corner nodes or the "opposite" edges for edge nodes [2, 4] .
For some more complex node configurations [5] hierarchical corrections [6] [7] [8] [9] [10] [11] are introduced to make sure that the set of functions is valid and fulfils the necessary criteria. It is well established that the four criteria any isoparametric shape function [12] has to fulfil are [4, [13] [14] [15] as follows.
-The interpolation condition requires that the shape function is 1 at node i, and vanishes at any other node. -The local support condition requires the shape function to go to 0 when approaching any element boundary that does not include node i. -The shape function has to satisfy C 0 continuity between neighbouring elements over any element boundary that includes node i (inter-element compatibility condition). Alternatively, one can say that the value of a shape function over a boundary shared by two elements depends only on the values of the nodes on this boundary and is independent of all other nodal values. Furthermore, the relation must be unique.
-Finally, the completeness condition says that the interpolation must be able to represent exactly any displacement field which is a linear polynomial. This is, of course, not a property of an individual shape function but one of all shape functions taken together. It can be shown that if all shape functions of an element fulfil the local support condition and the inter-element compatibility condition, it is sufficient to check whether the sum of all shape functions is 1 (partition of unity [16] ).
The hierarchical corrections approach allows for very different and irregular node configurations. The method presented in this paper is based on the hierarchical corrections approach and Lagrange polynomials. But instead of determining a correction factor, all corrections are inherent in a compact set of formulae. It is shown that the given formulae will always produce a valid set of isoparametric shape functions. It is therefore applicable to any element shape and also for arbitrary node configurations. This may be of special interest with re-spect to mesh adaptability [17] .
Generalised Shape Functions

Uncorrected Shape Function
Before the generalised hierarchical corrections can be applied the uncorrected shape functions need to be determined. For this the Lagrange polynomials [2] are used since we can then ensure that some of the validity criteria of shape functions are fulfilled by construction.
A Lagrange polynomial is defined as [18] :
i is a running variable counting the zeros of the polynomial from 0 to n. n is the order of the polynomial. And k indicates the zero of the polynomial which is left out as the denominator in the respective term is 0 (the denominator would read ξ k − ξ k ).
In general, one may have a combination of up to 3 Cartesian (ξ , η, ζ ) and up to 4 volume ( 
It is important to note that the n's and k's are defined locally for the element region node X is situated in and not for the whole element. The k's are the node numbers of node X and the n's are the orders of the shape function given for each coordinate direction separately. So in general, the order of an element may vary arbitrarily over it. A distinction is made between the following element regions:
-C: 0-dimensional region (corner nodes); this region occurs only ones in every element and includes all corner nodes. -E: 1-dimensional region (edge nodes); there may be several of these, depending on the number of edges. -F: 2-dimensional region (face nodes); there may be several of these, depending on the number of faces. -V: 3-dimensional region (volume nodes); this region occurs only once for volume elements.
The node numbers are found by taking all nodes in a particular element region and ordering them by according to their coordinate. Then the nodes are numbered starting at the node with the lowest coordinate (node number 0) up to the node with the highest coordinate (node number n). Nodes with the same coordinate also get the same node number. For the calculation of the uncorrected shape functions it is required to always include nodes at points where the region considered touches a region of lower dimension, although the nodes may not exist in reality (virtual nodes). This is necessary for the local support condition and the inter-element compatibility condition as will be shown later on.
Eqn. (2) includes a total of seven coordinates. But only some of these are used in an element. In particular:
Therefore, the Lagrange polynomial for a coordinate not used is defined as:
Example
Direct determination of shape functions for isoparametric elements with arbitrary node configuration
Therefore, the Lagrange polynomial for a coordinate not used is defined as: Consider the rectangular element as shown in Fig. 1 . In Table 1 all parameters required for the calculation of the shape functions are given. One begins by considering node F 1 . There are only one face node and no edge nodes along the coordinate directions as seen from this node. For the calculation of the uncorrected shape function of node F 1 one has to include virtual nodes (indicated by dotted circles in Fig. 1 ) at the edges to obtain the correct result:
Furthermore, it is necessary to consider that in regions of lower dimensionality than the element itself, e.g. faces of a volume element, one or more coordinates are not variable for the nodes in the particular region. For volume coordinates this does not pose a problem, since the respective Lagrange polynomial automatically degenerates to l 0 0 (L i ) = 1 due to their special properties (see appendix A). However, the mater is different for Cartesian coordinates. In previous approaches [2, 4] this was taken care of by first considering the respective region on its own for the derivation of a shape function of a node in this region. In a second step, an extra term was then multiplied to the result. Here, this is included directly into the equation. Hence, it is defined that for a Cartesian coordinate that is used but is constant in the region considered the Lagrange polynomial reads:
k is either 0 or 1 and ξ i is then either 1 or -1 which results directly in the correct term. This term represents the "opposite" region of same dimensionality. For a face this is the face which is parallel but on the other side of the volume. For an edge these are the parallel edges that are on the opposite sides of the attached faces. And for corners the "opposite" regions of same dimensionality are the corners that are at the other end of the edges which emanate from the corner considered.
Example (cont.)
Let us continue with the example above. Using the definitions the uncorrected shape function for the second edge node (E 2 ) reads:
In a similar way, the uncorrected shape functions for the other two edge nodes can be derived using the information given in Table 1 :
It is worthy of note that the uncorrected shape functions of the corner nodes are in fact the complete solu- Consider the rectangular element as shown in Fig. 1 . In Table 1 all parameters required for the calculation of the shape functions are given. One begins by considering node 
There are only one face node and no edge nodes along the coordinate directions as seen from this node. For the calculation of the uncorrected shape function of node F 1 one has to include virtual nodes (indicated by dotted circles in Fig. 1 ) at the edges to obtain the correct result:
Furthermore, it is necessary to consider that in regions of lower dimensionality than the element itself, e.g. faces of a volume element, one or more coordinates are not variable for the nodes in the particular region. For volume coordinates this does not pose a problem, since the respective Lagrange polynomial automatically degenerates to l 0 0 (Li) = 1 due to their special properties (see appendix A). However, the mater is different for Cartesian coordinates. In previous approaches [2, 4] this was taken care of by first considering the respective region on its own for the derivation of a shape function of a node in this region. In a second step, an extra term was then multiplied to the result. Here, this is included directly into the equation. Hence, it is defined that for a Cartesian coordinate that is used but is constant in the region considered the Lagrange polynomial reads:
k is either 0 or 1 and ξ i is then either 1 or −1 which results directly in the correct term. This term represents the "opposite" region of same dimensionality. For a face this is the face which is parallel but on the other side of the volume. For an edge these are the parallel edges that are on the opposite sides of the attached faces. And for corners the "opposite" regions of same dimensionality are the corners that are at the other end of the edges which emanate from the corner considered.
It is worthy of note that the uncorrected shape functions of the corner nodes are in fact the complete solutions for pure linear elements (elements containing only corner nodes). This is very important for our proof of the completeness condition.
Let us also look at the uncorrected shape function of one of the corner nodes:
And similarly, for the other corner nodes:
General corrections
Having obtained uncorrected shape functions as shown, the complete shape functions with the generalised hierarchical corrections can now be calculated. In order to make the formulations below more readable and concise the indices i are left out, i.e., one writes X instead of X i for a node. Hence, the following definitions and conventions are required:
an uncorrected shape function of type X for a general node in the element. The idea of the corrections is that the uncorrected shape function of a node influences the region this node is situated in, and all regions of higher dimensionality. Other regions of the same and lower dimensionality are not influenced. For the region of the considered node itself the shape function already has a form such that it is 1 at the considered node and zero for all other nodes in that region by construction. But this is not true for regions of higher dimensionality. Hence, some adjustment is required.
Example (cont.)
Fig . 2 shows a graphical representation of the uncorrected shape function N ′ E1 . As can be seen, the uncorrected shape
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Example (cont.)
General corrections
an uncorrected shape function of type X for a general node in the element. The idea of the corrections is that the uncorrected shape function of a node influences the region this node is situated in, and all regions of higher dimensionality. Other regions of the same and lower dimensionality are not influenced. For the region of the considered node itself the shape function already has a form such that it is 1 at the considered node and zero for all other nodes in that region by construction. But this is not true for regions of higher dimensionality. Hence, some adjustment is required. Fig. 2 shows a graphical representation of the uncorrected shape function N ′ E1 . As can be seen, the uncorrected shape function vanishes at all corners and on all edges except the one node E1 is situated on. N ′ E1 is non-zero on the entire surface. A problem occurs at node F1 in the centre of the surface where N ′ E1 is not zero although this is required.
Example (cont.)
The adjustment is done by evaluating the uncorrected shape function N ′ X (⋅) at all nodes in regions of higher dimensionality. These values then have to be subtracted from the uncorrected shape functions at the respective nodes. To achieve this without influencing other nodes in the region at the same time, the shape function of the node at which the evaluation is done is multiplied to the result before subtraction. This is possible since the shape function of a node is 1 at the node itself and 0 at all other nodes. As formulae the corrections are as follows. For a volume node the corrected and the uncorrected shape function are the same, since no region of higher dimensionality exists:
Face node shape functions need a correction with respect to the volume nodes: The adjustment is done by evaluating the uncorrected shape function N ′ X (·) at all nodes in regions of higher dimensionality. These values then have to be subtracted from the uncorrected shape functions at the respective nodes. To achieve this without influencing other nodes in the region at the same time, the shape function of the node at which the evaluation is done is multiplied to the result before subtraction. This is possible since the shape function of a node is 1 at the node itself and 0 at all other nodes. As formulae the corrections are as follows. For a volume node the corrected and the uncorrected shape function are the same, since no region of higher dimensionality exists:
Face node shape functions need a correction with respect to the volume nodes:
Shape functions of edge nodes are corrected with respect to volume nodes and face nodes:
Finally, corner node shape functions have corrections with respect to all nodes except for the other corner nodes:
Note that the corrections are sequential. Eqn. (6) requires N V (·) from eqn. (5), eqn. (7) requires N V (·) from eqn. (5) and N F (·) from eqn. (6) , and so on.
Since no volume nodes are present, the shape funtion of the face node requires no correction. This can also be deduced from its graphical representation (Fig. 3) . For the
Note that the corrections are sequential. Eqn. (6) requires N V (⋅) from eqn. (5), eqn. (7) requires N V (⋅) from eqn. (5) and N F (⋅) from eqn. (6) , and so on.
Since no volume nodes are present, the shape function of the face node requires no correction. This can also be deduced from its graphical representation (Fig. 3) . For the face node one obtains:
For the first edge node one has to correct with respect to the face node: For the other edge nodes the corrections are done in the same way:
For the first corner node one has to correct for the first edge node and the face node:
For the other corner nodes the corrections are done in the same way: face node one obtains:
For the first edge node one has to correct with respect to the face node:
The corrected shape function (Fig. 4) is very different to the uncorrected one (Fig. 2) . For the other edge nodes the cortion of shape functions for isoparametric elements with arbitrary node configuration 5 are corrected with odes:
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, the shape function ction. This can also esentation (Fig. 3) .
The corrected shape function (Fig. 4) is very different to the uncorrected one (Fig. 2) . For the other edge nodes the corrections are done in the same way: rections are done in the same way:
For the other corner nodes the corrections are done in the same way:
Proof of Validity
It is now necessary to prove that the formulae given in the previous section indeed satisfy all four criteria of shape functions.
Interpolation condition
The interpolation condition is satisfied by construction using Lagrange polynomials.
Local support condition
This is also satisfied by construction. The reason is that virtual nodes are included at points where the region considered touches a region of lower dimensionality. This way the shape functions of all nodes go towards 0 when reaching an element boundary except for those nodes that are on this boundary.
Inter-element compatibility condition
The inter-element compatibility condition is satisfied due to the fact that the summation terms of the correction vanish in the respective regions itself, e.g. N Fi (·) → N ′ Fi on the face where node F i is situated. In particular, this applies to an element boundary and only the initial N ′ X (·) remains which uniquely depends only on the nodal values on that boundary.
Completeness condition
Since the local support condition and the inter-element compatibility condition are fulfilled, we only need to show that the sum of the shape functions is identically 1 in order for the completeness condition to be fulfilled, i.e. one has to determine the following sum.
Next, insert eqn.'s (5) to (8) into eqn. (9) to obtain
Then, insert eqn.'s (5) to (7) into eqn. (10) to obtain
And finally, insert eqn.'s (5) and (6) into eqn. (11) to obtain
Eqn. (12) is fully expanded to
And eqn. (13) is sorted and recombined using the N ′ X (·)-terms to
+ ∑︁
In eqn. (14) several ∑︀ C N ′ C (X)-terms can be recognised which are the sum over the uncorrected shape functions of corner nodes evaluated at a specific node. As was pointed out before the uncorrected shape functions of corner nodes are identical to the shape functions of pure linear elements. Since there exist only a limited number of pure linear elements one can determine ∑︀ C N ′ C (·) for all of them. This has already been achieved (see for example [2] ) and it is shown that
Since this is true for any point in the element it is also trus for a specific point, in particular any node X. One can therefore also write
Inserting eqn.'s (15) and (16) into eqn. (14) yields
This proves tthat all criteria for isoparametric shape functions are fulfilled.
Conclusion
This paper shows how shape functions may be derived for any isoparametric element type with arbitrary node configuration using a concise set of formulae. Furthermore, a proof was given that shape functions obtained with these formulae form a valid set fulfilling the four criteria of isoparametric shape functions. Therefore, a general description has been achieved.
New transfer elements may be developed for finite element analysis with this approach. Furthermore, nodes could be distributed according to the given load situation, replacing or supplementing mesh refinement, possibly obtaining better results. The formulae can be directly implemented in existing FEM programmes.
There might also be the potential to change the node distribution online during a calculation. The calculation could begin with very simple elements. Then, according to the behaviour of some parameters, e.g. the force gradient between two or more nodes, extra nodes would be added directly to increase accuracy. The calculations could then continue from this point onwards with the new node distribution.
Moreover, a very important advantage of the given formulae is that it is not necessary to fully recalculate the shape functions when adding nodes. Instead, only needs to redetermine the shape functions for the nodes in the same region as the added node and then apply the general corrections to all nodes in regions of lower dimensionality.
A Surface and Volume Coordinates
In the following surface and volume coordinates are briefly explained.
Consider a triangular element as shown in Fig.!5 with corners C 1 , C 2 , and C 3 . An arbitrary point P is chosen and the area A of the triangular element is separated into three sub-areas A 1 , A 2 , and A 3 by connecting point P with each corner (dashed lines in Fig. 5) .
The sub-areas are labeled such that the indices correspond to the corner which is opposite to the edge the respective sub-area is attached to as shown in the figure.
Consider a triangular element as shown in Fig. 5 with  corners C 1 , C 2 , and C 3 . An arbitrary point P is chosen and the area A of the triangular element is separated into three sub-areas A 1 , A 2 , and A 3 by connecting point P with each corner (dashed lines in Fig. 5) . The sub-areas are labeled such that the indices correspond to the corner which is opposite to the edge the respective sub-area is attached to as shown in the figure. Then, one can write the surface coordinates of point P as the ratio between the sub-areas and the complete surface area [19] :
Hence, surface coordinates are always in the interval [0, 1] and their sum is equal to 1 as the sum of the subareas is equal to the complete surface area. As it turns Volume coordinates are the 3-D equivalent to surface coordinates and are used for tetrahedral elements. Instead of sub-areas one defines sub-volumes by again connecting a chosen point with each corner. One obtains 4 sub-volumes and the volume coordinates are the ratio between the sub-volumes and the volume of the tetrahedral element. Then, one can write the surface coordinates of point P as the ratio between the sub-areas and the complete surface area [19] :
Hence, surface coordinates are always in the interval [0, 1] and their sum is equal to 1 as the sum of the subareas is equal to the complete surface area. As it turns out the contours of the surface coordinates are equally spaced straight lines parallel to the edges [2] . This is illustrated for coordinate L 1 in Fig. 6 . out the contours of the surface coordinates are equally spaced straight lines parallel to the edges [2] . This is illustrated for coordinate L 1 in Fig. 6 . Volume coordinates are the 3-D equivalent to surface coordinates and are used for tetrahedral elements. Instead of sub-areas one defines sub-volumes by again connecting a chosen point with each corner. One obtains 4 sub-volumes and the volume coordinates are the ratio between the sub-volumes and the volume of the tetrahedral element. Volume coordinates are the 3-D equivalent to surface coordinates and are used for tetrahedral elements. Instead of sub-areas one defines sub-volumes by again connecting a chosen point with each corner. One obtains 4 subvolumes and the volume coordinates are the ratio between the sub-volumes and the volume of the tetrahedral element.
