The violation of the assumption of homoscedasticity and the presence of high leverage points (HLPs) are common in the use of regression models. The weighted least squares can provide the solution to heteroscedastic regression model if the heteroscedastic error structures are known. Based on Furno (1996) , two robust weighting methods are proposed based on HLP detection measures (robust Mahalanobis distance based on minimum volume ellipsoid and diagnostic robust generalized potential based on index set equality (DRGP(ISE)) on robust heteroscedasticity consistent covariance matrix estimators. Results obtained from a simulation study and real data sets indicated the DRGP(ISE) method is superior.
Introduction
Ordinary least squares (OLS) is a widely used method for analyzing data in multiple regression models. The homoscedasticity assumption (i.e., equal variances of the errors) is often violated in most empirical analyses. As a result, the error variances tend to be heteroscedastic (unequal variances of the errors). Although OLS is still unbiased, its estimates become inefficient and will not provide reliable inference due to the inconsistency of the variance-covariance matrix estimator.
The commonly used estimation strategy for a heteroscedasticity of unknown form is to perform OLS estimation, and then employ a heteroscedasticity consistent 3 covariance matrix (HCCM) estimator denoted by HC0 (see White, 1980) . It is consistent under both homoscedasticity and heteroscedasticity of unknown form. The weakness of the HC0 estimator is it is biased in finite samples (MacKinnon & White, 1985; Cribari-Neto & Zarkos, 1999; Long & Ervin, 2000; Rana, Midi, & Imon, 2012) . MacKinnon and White (1985) proposed another HCCM estimator referred to as HC1 and HC2. Davidson and MacKinnon (1993) slightly modified HC2 and named it HC3; it is closely approximated to the jackknife estimator. Cribari-Neto (2004) proposed another HCCM estimator where the residuals were adjusted by a leverage factor and called it HC4. Cribari-Neto, Souza, and Vasconcellos (2007) proposed HC5, wherein the exponent used in HC4 was modified to consider the effect of maximal leverage.
HCCM estimators are constructed using the OLS residuals vector. In the presence of outliers in the X-direction or high leverage points (HLPs), the coefficient estimates and residuals are biased. As a consequence, the inference becomes misleading. Furno (1996) proposed the robust heteroscedasticity consistent covariance matrix (RHCCM) in order to reduce the biased caused by leverage points. Residuals of a weighted least squares (WLS) regression were employed, where the weights were determined by the leverage measures (hat matrix) of the different observations. Lima, Souza, Cribari-Neto, and Fernandes (2009) built on Furno's procedure based on least median of squares (LMS) and least trimmed squares (LMS) residuals. A shortcoming of Furno's method is, in the presence of HLPs, the variances tend to be large resulting to unreliable parameter estimates which is due to the effect of swamping and masking of HLPs. The main reason for this weakness is the use of the hat matrix in determining the weight of the RHCCM algorithm of Furno (1996) . Peña and Yohai (1995) showed swamping and masking results from the presence of HLPs in linear regression. It is evident that the hat matrix is not very successful in detecting HLPs (Habshah, Norazan, & Imon, 2009) . Consequently, less efficient estimates are obtained by employing an unreliable method of detecting HLPs. Furno's work has motivated us to use a weight function based on a more reliable diagnostic measure for the identification of HLPs.
In this study, two new robust weighting methods are proposed based on HLPs detection measures; robust Mahalanobis distance based on minimum volume ellipsoid (RMD(MVE)) and diagnostic robust generalized potential based on index set equality (DRGP(ISE)) of Lim and Habshah (2016) . The weights determined by DRGP(ISE) are expected to successfully down weight all HLPs. The DRGP(ISE) technique has been proven to be very successful in down weighting HLPs with low ROBUST HCCM ESTIMATORS 4 masking and swamping effects and less computational complexity, and the algorithm is very fast compared to DRGP(MVE).
Heteroscedasticity Consistent Covariance Matrix (HCCM) Estimators
Consider a regression model
where y is an n × 1 vector of responses, X is an n × p matrix of independent variables, β is a vector of regression parameters, and ε is the n-vector of random errors. For heteroscedasticity the errors are such that E(εi) = 0, var(εi) = σi 2 for i = 1,…, n, and E(εi εs) = 0 for all i ≠ s. The covariance matrix of ε is given as Φ = diag{σi 2 }. The ordinary least squares (OLS) estimator of β is
which is unbiased, with the covariance matrix given by
However, under homoscedasticity, σi 2 = σ 2 which implies Φ = σ 2 In, where In is the n × n identity matrix. The covariance matrix ( ) ( ) . HC0, HC1, HC2, and HC3 are generally biased for small sample size (see Furno, 1997; Lima et al., 2009; Hausman & Palmer, 2012) . This paper will focus only on HC4 and HC5. The HC4 proposed by Cribari-Neto (2004) was built under HC3, and is defined as follows: ROBUST HCCM ESTIMATORS 6 which determine how much the i th squared residual should be inflated, given by the ratio between hmax (maximal leverage) and h (mean leverage value of the hi), and k is a constant 0 < k < 1 and was suggested to be chosen as 0.7 by Cribari-Neto et al. (2007) following simulation results that lead to efficient quasi-t inference. When hi/h ≤ 4 it follows that αi = hi/h. Also, since 0 < 1 -hi < 1 and αi > 0, it similarly follows that
Robust HCCM Estimators
The problems of heteroscedasticity and high leverage points were addressed by Furno (1996) to reduce the bias caused by the effect of leverage points in the presence of heteroscedasticity. It was suggested to use weighted least squares (WLS) regression residuals instead of the OLS residuals used by White (1980) in HCCM estimator. The weight is based on the hat matrix (hi) and the robust (weighted) version of HC0 is defined as
where W is an n × n diagonal matrix with min 1,
and c is the cutoff point c = 1.5p/n, p being the number of parameters in a model including the intercept and n the sample size, and
 being the i th residuals from weighted least squares (WLS). Note that non-leveraged observations are weighted by 1 and leveraged observations are weighted by c/hi to reduce their intensity; wi is considered to be the weight in this WLS regression, so that the WLS estimator of β is
The robust HCCM estimator for HC4 and HC5, based on Furno's weighting method considered by Lima et al. (2009) 
where ( ) ( ) 
New Proposed Robust HCCM Estimators
Consider the idea of Furno's RHCCM estimation on two new weighting methods based on HLPs identification measures: robust Mahalanobis distance based on minimum volume ellipsoid (RMD(MVE)) and diagnostic robust generalized potential based on index set equality (DRGP(ISE)). These two methods are very successful in identifying correct HLPs in a data set.
Robust HCCM Estimator based on RMD(MVE)
Mahalanobis (1936) introduced a diagnostic measure of the deviation of a data point from its center named Mahalanobis distance (MD), in which the independent variables of the i th observations are presented as xi = (1, xi1, xi2,…, xik) = (1, Ri) so that Ri = (xi1, xi2,…, xik) will be a k-dimensional row vector, where the mean and covariance matrix vector
respectively. The MD for the i th point is given as
Leroy and Rousseeuw (1987) recommended a cutoff point for MDi as 2 ,0.5 k  and any observation that exceeds this cutoff point is considered to be a HLP. Imon (2002) suggested another cutoff point (cd) for RMDi given by
where, MAD stands for median absolute deviation. Since the average vector R ̅ and covariance matrix CV are not robust, Rousseeuw (1984) recommended using a minimum volume ellipsoid (MVE) estimator of R ̅ and the corresponding CV which the ellipsoid produced. This technique of MVE is to produce the smallest volume ellipsoid among all the ellipsoids of at least half of the data. The MVE estimator of the average vector is T(X) = center of the MVE covering at least h points of X for h ≥ (n + k + 1)/2, where k is the number of explanatory variables (Rousseeuw & Driessen, 1999) . The corresponding CV is provided by the ellipsoid and multiplied by a suitable factor in order to obtain consistency. The weight obtained by this RMD(MVE) method is given by
so that, HLPs are weighted by (cd/RMDi) and non-leverage by 1. To obtain the RHCCM estimator based on RMD(MVE) weighting method denoted by WLSRMD, we replace equation (7) by (12) and adopt Furno's RHCCM estimation method as discussed above.
Robust HCCM estimator based on DRGP(ISE)
The diagnostic robust generalized potential based on minimum volume ellipsoid (DRGP(MVE)) was proposed by Habshah et al. (2009) . It has been shown that this method is very successful in the detection of multiple HLPs in linear regression.
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The method consists of two steps where suspects HLPs are identified in the first step by employing RMD based on MVE. The calculation of MVE involves a lot of computational effort. Due to this, the calculation of DRGP based on RMD-MVE takes too much computing time. As such, Lim and Habshah (2016) proposed an improvised DRGP based on index set equality (ISE) in order to reduce the computational complexity of the algorithm. The ISE was tested and found to execute much faster in the estimation of robust estimators of scale and location. Thus, ISE has faster running time compared to MVE (Lim & Habshah, 2016) . They replaced the MVE estimator with the ISE to form DRGP(ISE).
Index set equality (ISE) was developed from the fast minimum covariance determinant (MCD) proposed by Rohayu (2013) . The ISE idea is to denote the index set that corresponds to the sample of items in Hold when their Mahalanobis distance squares are arranged in ascending order by 
   =
, where π is a permutation on {1, 2,…, n}. The steps to compute ISE are as follows:
Step 1: Arbitrarily selecting a subset Hold containing different h observations.
Step 2 all observations belonging to Hold.
Step 3: Compute
Step 4: Arrange
Step 5: Construct Hnew = {Rπ(1), Rπ(2),…, Rπ(h)}.
Step 6 The DRGP(ISE) consists of two steps, whereby in the first step, the suspected HLPs are determined using RMD based on ISE. The suspected HLPs will be placed in the 'D' set and the remaining in the 'R' set The generalized potential (p̂i) is employed in the second step to check all the suspected HLPs; those possessing a low leverage point will be put back to the 'R' group. This technique si continued until all points of the 'D' group have been checked to confirm whether they can be referred as HLPs. The generalized potential is defined as follows:
The cut-off point for DRGP is given by
Qn, a pairwise order statistic for all distance proposed by Rousseeuw and Croux (1993) , is employed to improve the accuracy of the identification of HLPs and is given by Qn = c{|xi -xj|; < j}(k), where k = h̖ C2 ≈ h̖ C2/4 and h = [n/2] + 1. They make used of c = 2.2219, as this value will provides Qn a consistent estimator for Gaussian data. If some identified p̂i did not exceed cdi then the case with the least p̂i will be returned to the estimation subset for re-computation of p̂i. The values of generalized potential based on the final 'D' set is the DRGP(ISE) represented by p̂i and the 'D' points will be declared as HLPs. Following Furno (1996) , the DRGP(ISE) weight can be obtained as follows:
where the HLPs are weighted by (cdi/p̂i) and non-leverage by 1. We also replace equation (7) by (15) and employ RHCCM estimation methods discussed above to obtain the RHCCM estimator based on DRGP(ISE) weighting method denoted by WLSDRGP. The procedure for DRGP(ISE) can be summarized in the following steps:
Step 1: For every i th point, use the ISE method to compute the RMDi.
Step 2: Any i th case having RMDi > median(RMDi) + 3MAD(RMDi) is suspected to be HLP and is assigned to the deletion set (D); the other (remaining) cases are put into the set R.
Step 3: Compute p̂i as defined in equation (14) based on the sets R and D above.
Step 4: If all the deleted cases p̂i > median(p̂i) + 3Qn(p̂i), the respective cases are declared as HLPs. Otherwise, the case with least p̂i will be return to set R and repeat steps (3) and (4) until all p̂i > median(p̂i) + 3Qn(p̂i)
Simulation Study
A Monte Carlo simulation is used to assess the performance of the proposed methods under a heteroscedasticity of unknown form in a linear regression model. Following the simulation procedure used by Lima et al. (2009) , we consider a linear relation yi = β0 + β1xi1 + β2xi2 + β3xi3 + εi, i = 1, 2,…, n. Three explanatory variables (x1, x2, x3) are generated from a standard normal distribution in which the true parameters were set at β0 = β1 = β2 = β3 = 1 and εi ~ N(0, σi 2 ). The strength (degree) of heteroscedasticity is measured by λ = max(σi 2 )/min(σi 2 ). Three sample sizes (n = 25, 50, and 100) were replicated twice to form sample sizes of 50, 100, and 200, respectively. The skedastic function is defined as σi 2 = exp{c1xi1} (Lima et al., 2009) where the value of c1 = 0.450 was chosen such that λ ≈ 43 and will be constant among the sample sizes. The value of λ indicates the degree of the heteroscedasticity in the data, whereby for homoscedasticity the value of λ = 1. For each of xi ~ N(0, 1), a certain percentage of HLPs were replaced randomly with N(20, 1) at 5%, 10%, and 20% contamination levels for all the sample sizes considered at the average of 10,000 replications.
Shown in Table 1 is the performance of the proposed and existing methods in a clean simulated heteroscedastic data. Presented in Tables 2-4 are the results of both proposed and existing methods for heteroscedastic data with HLP contamination. The tables indicate, in the presence of clean heteroscedastic data, all methods are reasonably closed to each other. However, in the presence of HLPs, the proposed WLSDRGP method based on HC4 and HC5 outperformed the existing methods as evident by having the smallest standard error of estimate. The WLSDRGP also provides the coefficient of estimates that is closest to the true coefficient. The results which are based on HC4 are fairly close to the results which are based on HC5. The standard error of the estimates will only be good and efficient when the form of heteroscedasticity is known. In this case, when the structure of heteroscedasticity is unknown, the estimation will lie on the HCCM estimator based on the two methods employed, HC4 and HC5, in which their results are very close to each other. The standard error of WLSDRGP is the smallest. followed by WLSRMD, WLSF, and OLS for a heteroscedastic model in the presence of HLPs in the data set. The result can be seen clearly from the % reduction of standard errors exhibited in the tables that our proposed methods consistently have the highest reduction of standard errors irrespective of sample sizes and contamination levels. Note: b0, b1, b2, and b3 are the estimates and % red. indicates the percentage improvement of the corresponding method over the OLS method; that is why the OLS rows are blank for % reduction
Numerical Examples
The performance of the proposed WLSDRGP and WLSRMD methods are evaluated using education expenditure data and an artificial heteroscedastic data set. Firstly, consider education expenditure data taken from Chatterjee and Hadi (2006 Figures 1 and 2 , both data sets have heteroscedastic errors due to the funnel shape produced by the residuals versus fitted values plot.
Shown in Tables 5 and 6 are the results of the education expenditure and modified education expenditure data. The results indicate the proposed WLSRMD and WLSDRGP outperformed the existing methods (in Table 6 in the presence of heteroscedasticity and HLPs) by providing very small standard errors and also having equal performances in Table 5 , in situation where only the heteroscedasticity problem is present. The WLSDRGP based on both HC4 and HC5 immediately appears to be the best of all the estimators by possessing the highest percentage of reduction from the OLS. Secondly, an artificial heteroscedastic dataset of 100 observations were generated, where the explanatory and response variables were generated from yjr normal distribution N(20, 1) and yi = 1 + xi1 + xi2 + xi3 + εi,, respectively. The heteroscedasticity was created in the same way as above, and the data was modified by introducing HLPs such that the 1 st , 15 th , and 70 th observations were replaced by 41.0028, 40.6902, and 8.9320 for x1, x3, x2, respectively. Both of Figures 3 and 4 show the presence of heteroscedasticity in the data due the funnel shape produced in the plots.
Presented in Tables 7 and 8 are the results of the artificial data and modified artificial data set, respectively. It can be observed from Table 7 that all estimators are equally good in the clean data set. Nonetheless, the OLS is much affected by HLPs, followed by the WLSF and WLSRMD.
The results indicate the superiority of WLSDRGP over the rest of the methods. It can be concluded the WLSDRGP is better and more efficient then WLSRMD, WLSF, and OLS in the estimation of heteroscedastic models in the presence of HLPs in a data set. As further research, we recommend investigating how this proposed methods work for both Type-I and Type-II errors using the quasi-t statistic. 
Conclusion
This research provides a better algorithm for estimating model parameters in linear regression when heteroscedasticity and high leverage points exist in a data set. Even though the OLS method provides unbiased estimates in the presence of heteroscedasticity, it is not efficient. The Furno's weighted least squares method based on a leverage weight function is also not efficient enough to remedy the problem of heteroscedastic errors with unknown form and high leverage point. Here, two weighting functions based on RMD and DRGP are proposed to be incorporated in the weighted least squares and Robust HCCM (HC4 and HC5) based estimators. The WLSDRGP was found to be the best method as it's provides the lowest standard errors of HC4 and HC5, followed by the WLSRMD, WLSF, and OLS.
