Abstract-Massive MIMO is expected to play a key role in coping with the predicted mobile-data traffic explosion. Indeed, in combination with small cells and TDD operation, it promises large throughputs per unit area with low latency. In this paper we focus on the problem of balancing the load across networks with massive MIMO base-stations (BSs). The need for load balancing arises from variations in the user population density and is more pronounced in small cells due to the large variability in coverage area. We consider methods for load balancing over networks with small and large massive MIMO BSs. As we show, the distinct operation and properties of massive MIMO enable practical resource-efficient load-balancing methods with nearoptimal performance.
I. INTRODUCTION
With the proliferation of mobile devices and services, many predict that the mobile-data traffic demands are to increase two to three orders of magnitude within a decade. Although the predictions of the rate of growth of mobile-data traffic span a fairly wide range, there is in general consensus that denser cell deployments, MIMO technologies, and additional bandwidth will play a key role in meeting these demands. Indeed, spectral efficiency increases via MIMO, network densification, and additional bandwidth can help meet these demands, especially when used in combination. This has motivated the recent surge of research on massive and dense deployment of base-station antennas both in the form of "Massive MIMO" solutions with hundreds of antennas at each cell site [1] - [3] and multi-tier networks that include dense small-cell deployments [4] , [5] .
Massive MIMO promises large increases in spectral efficiency by simultaneously transmitting streams to many users. When it is operated in TDD mode, jointly serving many users, but still much fewer than the number of antennas available at the base station, massive MIMO can provide very large spectral efficiencies with low latency, simple operation, and potentially much lower transmission power requirements [1] . If Massive MIMO is used in conjunction with small cells, the network-densification and spectral-efficiency benefits can be combined, promising large throughout increases per unit area. And such small-cell deployments are envisioned to use higher frequencies, making it feasible to pack a large number of "effective" antennas in a small footprint.
In this paper we focus on the problem of balancing the load across (potentially) multi-tier networks with massive MIMO base stations 1 . The need for load balancing in a wireless network arises from inherent variations in the user population density across the network coverage area. "Hotspots" represent a well-known example justifying the need for load balancing, in this case, the need to offload traffic to nearby less-loaded cells, thereby increasing the resources available for sharing among the hotspot user population. Load balancing becomes even more important over small cells, as these are inherently less planned, thus less regular than macro deployments, and with large variability in effective-area coverage.
In existing wireless systems, load balancing is effectively intrinsic in the association of users to BSs. In traditional deployments, a user associates to the BS with the maximum received signal strength, indicated by the Received Signal Strength Indicator (RSSI) [6] . Such schemes are, in general, suboptimal in practice, as users are unevenly distributed and the coverage area varies (especially across small cells).
In multi-tier deployments, simple RSSI-based association is even more limited. Indeed, the much higher transmit powers used by, e.g., macros in comparison to small cells, significantly tilts user association towards macros. This problem is exacerbated by the fact that macros also cover much larger areas than small cells (and hence more users consider them as possible association points). "Biasing" is a commonly used heuristic method for addressing this problem, by artificially adding a "bias" term in the RSSI comparison between BSs of different tiers to inherently bias user association towards lower-tier BSs. Many other options exist, especially, for SISO deployments; see [7] and the references therein.
In this work we consider methods for load balancing over multi-tier networks with massive MIMO BSs. We consider networks with macro cells and small cells, which engage in cellular massive MIMO transmission over a common band, and with spatial reuse 1. As we show, the distinct operation and properties of massive MIMO can be exploited to enable abstractions, which can then be used to design practical resource-efficient load-balancing methods and user-scheduling algorithms at each BS that allow achieving near-optimal network-wide load balancing performance.
II. SYSTEM MODEL AND MASSIVE MIMO OPERATION
The main driving scenario we consider involves J BSs/APs (we use the terms BS and AP interchangeably) serving K single antenna users/clients (we use the terms users and clients interchangeably), spread over, e.g., a finite-size area. We index users and APs by the indices k and j, respectively, with k ∈ K = {1, 2, . . . , K} and j ∈ J = {1, 2, . . . , J}.
We assume OFDMA based cellular transmission, according to which, each AP schedules transmissions over contiguous "tiles" of time-frequency resource-elements (REs), each tile spanning a block of adjacent OFDM subcarriers and a block of adjacent OFDM symbols. We refer to these tiles as resource blocks 2 (RBs). Within each RB, the APs serve in parallel (reuse 1) distinct sets of users via cellular MU-MIMO transmission. Without loss of generality, we focus on the case where, within each RB, each AP serves a fixed-size set of users with linear zero-forcing beamforming (LZFBF), with equal-power per user-stream.
We focus on a block fading model for the user-AP channels, comprising of large and small scale fading. The large-scale coefficients between an AP and a user are assumed fixed across RBs. The small-scale Rayleigh fading coefficients remain constant within each RB, but are independent across RBs.
To allow for treating multi-tier networks, whereby BSs of different tiers differ in hardware, antenna designs, and capabilities, we assume AP j has M j antennas and serves via LZFBF transmission user sets of size S j . Also we allow the large-scale fading model to be AP (or, tier) dependent.
We assume TDD operation, with reciprocity-based training. Hence, every AP antenna in the vicinity of client k can estimate its downlink channel coefficient to user k from the uplink pilot transmitted by user k. In this way, every user k can train a virtually unlimited number of antennas in its vicinity, without incurring heavy overheads [1] . This operation enables training large arrays (e.g., large M j ) with very low training overheads (in the order of S j ).
A. Operation in the Massive MIMO Regime
We focus on the "massive MIMO" regime, whereby M j S j , i.e., the number of simultaneously served users, S j , although potentially large, is much smaller than the number of transmit antennas. In addition to providing large aggregate spectral efficiencies, the massive MIMO regime enables certain important abstractions that can be exploited to simplify system operation with negligible compromises in performance.
Letting, g jk denote the large-scale fading gain between AP j and user k, and P k denote the transmit power per RE from AP j, it can be shown that achievable rate (per RE) to a user k (when scheduled by AP j in a subset of size S j ) can be approximated very accurately by the following nominal "peakrate" quantity
Letting H denote the instantaneous S j × M j channel matrix between AP j and the S j users it serves via LZFBF on a given RB, it can be shown that, as M j , S j → ∞ at a fixed ratio
Sj Mj
1, the achievable rate to user k converges to a deterministic expression of the form (1), which is independent of the instantaneous realization of H and is just dependent on the large-scale pathloss coefficients {g j k ; ∀j }. The asymptotics kick in, in fact, very quickly, making the rate expression (1) very accurate for practical values of M j and S j [9] , [10] .
In summary, we assume that the following Massive MIMO approximations apply:
• A user's instantaneous rate, when AP j is serving a specific set of S j users (that includes this user), is (approx.) the same regardless of the small-scale channel realization as seen from (1).
• A user's instantaneous rate, when the user is served by AP j in a group of S j users, effectively depends only on the value of S j , and not on the identity of the other S j − 1 users as observed from (1). Inspection of these approximations reveals that the rate provided by an AP j to a user k is equal to the product of the user peak-rate (1) and the activity fraction of user k from AP j, i.e., the fraction, α k,j , of RBs over which user k is served (scheduled) by AP j. We remark, that this is distinctly different from conventional MU-MIMO operation (i.e., operation outside the massive MIMO regime), where the instantaneous scheduling instances (i.e., not just the timeaveraged activity fractions) greatly affect the rate delivered to a user.
III. LOAD BALANCING PROBLEM FORMULATION
The problem of load-balancing refers to balancing out the use of the transmission resources available to all the APs across the user population. Traditionally, it amounts to finding an association/assignment of each user to a BS, with the goal of optimizing some fairness criterion, often captured by a network-utility function. We use J k to denote the set of APs which could potentially serve user k; the elements in this set are, e.g., the APs with sufficiently high large-scale SINR to user k. Similarly, we use K j to denote the set of users that could be potentially served by AP j; the elements in this set are, e.g., the users with sufficiently high large-scale SINR from AP j.
Due to reciprocity-based training, a single pilot by user k can simultaneously train all the antennas at all the APs in its neighborhood J k . Hence any of the APs in the set J k can potentially serve user k via cellular MU-MIMO within a given RB 3 . More important, user k can be served by different APs in the set J k on different RBs. As a result, in principle, a user k can be associated fractionally to the APs in J k in the long term, and in fact be served/scheduled by different BSs over different resource blocks. In this way, user k can achieve, in the long term, the rate j∈J k α k,j R k,j , with α k,j denoting the activity fraction of user k to AP j (the fraction of resource blocks of AP j where user k is scheduled for transmission).
We have the following optimization problem:
Here, R k,j is the nominal peak rate that user k gets from BS j when served in a subset of size S j . It is given by (1) for
A brief explanation of the constraints (2b)-(2d) is as follows:
• Ineq. (2c) simply reflects that each user's total activity fraction (over all APs) cannot be more than one (achieving the bound with equality means that a user is served in every resource block).
• The constraints in (2b) reflect the fact that the sum activities of all the users being served by AP j cannot exceed the beamforming subset size S j . The function U (·) can be appropriately chosen to impose some desired notion of fairness. For example, a general class of concave functions suitable for this purpose is given by the α-fairness network utility, defined by [11] U (x) = log x α = 1
In this case, it is well-known that α = 0 yields the maximization of the sum rate (no fairness), α → ∞ yields the maximization of the worst-case rate (max-min fairness) and α = 1 yields the maximization of the geometric mean rate (proportional fairness). Note that the problem formulation (2) is different from classical formulations whereby each user is constrained to associate with a single AP, and where, as a result, there is an additional set of constraints to reflect the "integer" (single-BS) association constraint for each user. Although the integer association constraint is practically attractive, its relaxation in (2) has a number of key features:
(i) Problem (2) is a convex problem. Hence, it can be solved with general and special purpose convex optimizers. (ii) More important, any set of activity fractions satisfying (2b)-(2d), whether integer-or fractional-association based, is feasible (implementable): there exist deterministic scheduling policies that can achieve (or approximate arbitrarily closely over time) these activity fractions. (iii) Since (2) is a relaxation of the integer association problem, and since its solution can be implemented, the utility function value achieved by its (feasible) solution upperbounds the value of the solution to the integer-association problem. Feasibility amounts to showing that, for any set of {α k,j } satisfying (2b)-(2d), there exists a scheduling policy (an assignment of users for MU-MIMO transmission over each RB by each AP), according to which, no user is scheduled for transmission by multiple BSs in the same RB, and which, if followed at each BS, result in long-term averaged user-AP fractions, {α k,j }, that can approximate arbitrarily closely the set {α k,j }.
We remark that, for any given feasible set {α k,j } that does not meet the constraint (2b) for a given value of j with equality, the corresponding utility function value provided by (2a) is a lower bound on what would be achievable by a feasible schedule yielding {α k,j }. Indeed, the feasible schedule would include RBs over which BS j schedules fewer than S j users at a time. Since, according to (1) , decreasing the MU-MIMO user-set size increases a user's nominal peak rate, at these scheduling instances the feasible schedule would provide higher 4 peak rates to these users. A related class of convex relaxations of the integer association problem is also considered in [7] for the SISO case. Although the relaxations in [7] provide upper bounds to the integer-association solution, the activity fractions yielding these upper bounds need not be feasible, in that, there may not exist a scheduling policy that can achieve these fractions over the long-term. Indeed, the feasible region of the relaxed convex program in [7] may contain certain fractional associations which cannot be implemented using a scheduling policy. In contrast, in our case, any activity fractions satisfying constraints (2b)-(2d) can be implemented by time-sharing resources among a discrete set of feasible schedules.
The proof of the existence of a feasible schedule for any given set of activity fractions {α k, } satisfying (2b)-(2d) is provided in the appendix. The proof effectively justifies focusing on algorithms for computing "target" activity fraction allocations that maximize the long-term quantity (2a). Indeed, these can then be mapped into a scheduling policy, whose time-averaged user-AP activity fractions approximate the target ones, and, in effect, due to the massive MIMO regime, guarantee near-optimal performance (with respect to the given utility function). In the next two sections we focus on such special-purpose algorithms for computing target activity fractions with special emphasis placed on the case where U (x) = log x (proportional fairness).
IV. THE DUAL SUBGRADIENT ALGORITHM
In order to solve the convex program (2), general purpose numerical solvers like CVX can be used [12] . However in this section, we focus on solving (2) by using the dual subgradient method. We first formulate the dual program of (2) for a general utility function U (·). We then specialize to the case of proportional fairness where U (·) = log(·) and develop a primal-dual algorithm to solve the dual program. The algorithm can be implemented either in a centralized or distributed manner. It is important to note that the memory requirements of this algorithm can be much smaller than an interior-point or Newton method, which means it can be used for an extremely large setting for which interior-point or Newton methods cannot be used. The algorithm is ideally suited for a large and dense environment where the number of APs and clients is large (e.g., campus, stadium, shopping mall etc.).
First, we modify the convex program (2) to the following equivalent convex program:
The only difference between convex programs (2) and (4) is the introduction of the auxiliary variable u k and the equality constraint (4b) for every user k.
Next we relax the constraints (4b)-(4e) by introducing the Lagrange dual variables/prices (we use the terms dual variables and prices interchangeably) β k for the constraint (4b) at every user k , p j ≥ 0 for the constraint (4c) at every AP j, λ k ≥ 0 for the constraint (4d) at every user k and μ kj ≥ 0 for the non-negativity constraint (4e). We then write the standard Lagrangian function as follows:
where α, u are the vectors of the primal variables α j,k and u k respectively. Similarly, β, p, λ and μ are the vectors of the dual variables β k , p j , λ k and μ k,j respectively. We now define the dual function as the maximum value of the Lagrangian over the primal variables α and u:
The value g(β, p, λ, μ) for any set of dual feasible variables provides an upper bound on the optimal primal objective value. The dual program tries to tighten this upper bound and get close to the optimal primal objective value by minimizing g(β, p, λ, μ) over the feasible set of dual variables. Thus, the dual program is given by:
From (5), we can observe that g(β, p, λ, μ) = ∞ except when
. Thus, the dual program modifies to:
Note that the variables μ k,j ≥ 0 act as slack variables and can be eliminated to give us the following modified dual program:
is a function of β k denoted by U * (β k ) (similar to the conjugate function). Thus, we can finally write the dual program as:
We now particularize to the proportional fairness case where U (·) = log(·). In this case, when
and the maximum value is − log(β k )− 1. Thus, we now have the following dual program:
In fact, we can also eliminate the variables β k by noting that in an optimum solution,
. Thus, the dual program simplifies to:
The dual sub gradient algorithm runs as follows:
We first initialize the prices p, λ to some arbitrary positive values. We then set u k = 1/β k = max j R k,j pj +λ k for all users k as explained above. This can be interpreted as each user k choosing the set of APs which provide the maximum bangper-buck (term used in economics [13] ) at the current prices p, λ where
is interpreted as the bang-per-buck offered by AP j to user k. Note that this gives us the primal allocations
where J * (k) is the set of APs which provide the maximum bang-per-buck to user k at the current set of prices p and λ. A solution to the above equation is obtained by setting
Note that at any iteration, the α k,j 's chosen in this way may not be feasible. In fact, it is known that usually the primal iterates in the dual sub gradient algorithm are not feasible and a "nearby" feasible, suboptimal primal solution needs to be constructed from the primal iterates by some appropriate technique (e.g. projecting/truncating to the feasible region) depending on the nature of the problem [14] (For the simulations in Section VI, when a constraint is violated by the primal iterates, we rescale the activity fractions involved in that constraint appropriately so that the constraint is satisfied). After the primal iterates α k,j are calculated, the prices p j and λ k are updated along the negative subgradient of the dual objective function in (11a). From (11a), we can deduce that the component of the sub gradient at p j is S j − k∈K * (j) α k,j where K * (j) is the set of users which receive the maximum "bang per buck" from AP j. Similarly, the component of the sub gradient at λ k is 1 − j∈J * (k) α k,j . Thus, the prices for the i + 1 th iteration are recursively updated as:
where α k,j 's are the primal iterates obtained by solving for (12) in the i th iteration and s i is the step size chosen in the i th iteration. We can notice from (13a) and (13b) that the price p j at AP j is increased if the constraint (2b) is violated and is decreased if (2b) is not tight, i.e., AP j is not completely busy but has some idle resource blocks to share among more users. Similarly, the price at user k is increased if the constraint (2c) is violated and is decreased if the constraint is not tight, i.e., user k is not served all the time but is idle for some resource blocks during which it can still associate with some AP and be served by it.
V. USER-CENTRIC DISTRIBUTED LOAD-BALANCING ALGORITHMS
In this section, we focus on algorithms which are user centric in the sense that users selfishly select the best AP with the objective of maximizing their own throughput. These algorithms are easy to implement since they are distributed in nature and do not require any centralized coordination. Though these algorithms may require clients to acquire additional information from the APs like the RSSI and the current load (i.e., the number of users currently associated) in order to make their selfish decisions, such information can be easily loaded onto the beacon signal transmitted periodically by the APs. In fact, loading information onto the beacon packets is already in place in existing wireless systems for applications including network selection and location-sensitive advertising [15] .
In this section, we focus particularly on the following two user centric association schemes:
• MAX-RATE association.
• Load based association.
MAX-RATE association:
In this scheme, each user decides to associate with the AP which provides the maximum peak rate R k,j regardless of the load at that AP.
Load based association: In this scheme, each user tries to selfishly maximize its own throughput by also considering the load information at the AP (i.e., the number of users currently associated to the AP) in addition to the peak rates R k,j .
We examine the optimality of the two user centric association schemes introduced above in terms of satisfying the KKT conditions of the convex program (2). We first give a sufficient condition under which the MAX-RATE association scheme satisfies the KKT conditions and is therefore optimal. We then show that the load based association scheme terminates in a Nash equilibrium and these Nash equilibria get close to satisfying the KKT conditions. This, in turn, means that the Nash equilibria get close to being "socially" optimal.
We now present the KKT conditions satisfied by an optimum solution to the convex program (2) based on which we arrive at a sufficient condition for the optimality of the MAX-RATE association scheme. This condition, in fact, also provides insight into the optimality of the Nash equilibria reached by the load based association scheme.
A. The KKT Conditions
The constraints (2b)-(2d) are linear inequalities and therefore the Slater condition for the convex program (2) reduces to feasibility. This implies that strong duality holds and the KKT conditions comprising of the feasibility and the complementary slackness conditions are both necessary and sufficient for optimality. The complementary slackness conditions are given by:
where u k = j α k,j R k,j and U (·) is the derivative of the function U (·). We note that the μ kj 's act as slack variables and therefore can be eliminated giving us the following conditions:
When we particularize the above conditions to the proportional fairness case where U (·) = log(·), the conditions (14a) and (14b) get modified to:
Condition (16) can be equivalently written as:
Thus, conditions (15) and (17) together imply that a user k can have strictly positive activity fractions to only those APs which offer the maximum bang per buck, i.e., the set of APs
B. A Sufficient Condition for the Optimality of MAX-RATE Association
We now present a simple condition under which the MAX-RATE association satisfies the KKT conditions and is therefore optimal. Consider the MAX-RATE+TDMA scheme where each user k associates with an AP j * (k) which provides the maximum peak rate, i.e., j * (k) ∈ arg max j R k,j and each AP j shares resource blocks equally among the S j sized subsets of the N j users associated with it through the MAX-RATE decision. In the SISO case, i.e., when S j = 1 ∀ j ∈ J , MAX-RATE association is equivalent to MAX-SINR association. Hence, ordering BSs at the user based on RSSI strength, yields the same order as SINR ordering, and peak-rate ordering. However, with massive MIMO (and MIMO) RSSI need not be an accurate indicator of BS ordering based on delivered peak rates; see dependence of peak rate in (1), on M j and S j . Hence MAX-RATE is more appropriate than MAX-SINR as a benchmark. For every user k, we set
We may assume the practically relevant scenario where the network is sufficiently loaded such that each AP has at least S j users associated to it through the MAX-RATE decision, i.e., N j ≥ S j for every AP j. We now set the price p j at every AP j to be equal to Nj Sj and the price λ k at every user k equal to 0. It is easy to check that the α k,j 's as set above are primal feasible, i.e., they satisfy conditions (2b)-(2d) and that the prices p j 's and λ k 's as set above are nonnegative and therefore dual feasible. It is also easy to check that complementary slackness conditions (14c) and (14d) are satisfied by the above solution. The only conditions that remain to be checked are the complementary slackness conditions (15) and (17) and this is what provides a sufficient condition for optimality of the MAX-RATE+TDMA scheme. As explained in Section V-A, these conditions imply that every user k can have a strictly positive activity fraction to only those APs which provide the maximum bang per buck. Thus, for the MAX-RATE+TDMA scheme to be optimal, every user k should receive a bang per buck value from j * (k) which is greater than the bang per buck value that it gets from the remaining APs in the network. This implies the following condition for every user k:
Thus, if the above condition is satisfied by each user for a given placement of users and APs, then the MAX-RATE+TDMA is optimal and all it takes to reach the optimum is a single iteration. In fact, if the same condition holds for any arbitrary integral association (i.e., where every user has a non-zero activity fraction to only one base station but not necessarily MAX-RATE), then that integral association would be optimal. This condition, in fact, also provides insight into the optimality of the Nash equilibria reached by the load based association scheme as explained next.
C. Load Based Association
Consider the load based association scheme where each user k selfishly tries to maximize its own throughput by choosing the AP with the maximum promised rate
Nj . This promised rate stems from the assumption that each AP j independently operates in proportionally fair scheduling (PFS) mode, i.e., it gives equal air time to the all S j sized subsets among users which are associated with it. Note that in this scheme, a user may shift its association from the current AP to another AP which offers a higher promised rate
Nj due to some change in the network conditions (e.g., arrival of new users into the system). This is repeated by the user until it gets the maximum promised rate from its current association and is not motivated to shift to a different AP. When this strategy is implemented selfishly by every user in the network, it was shown in [16] that the system reaches a Nash equilibrium where every user in the network is satisfied with its current association and is no longer motivated to shift to a new AP. We note some key differences between the load based and MAX-RATE association schemes:
• In the load based association scheme, each user chooses the AP to associate with based on the peak rate R k,j , the load N j and the beamforming subset size S j at every AP j in contrast to the MAX-RATE scheme where the association is based solely on the peak rate R k,j .
• The load based scheme requires additional information of the factor Sj Nj which can be easily broadcasted by every AP j through the beacon signal [15] .
• The MAX-RATE scheme is executed in a single iteration while the load based scheme may require multiple iterations until the system reaches a Nash equilibrium where every user in the network is satisfied with its current association. Let j * (k) be the AP to which client k is associated with at the Nash equilibrium. At a Nash equilibrium, none of the clients is motivated to switch its association to a new AP. Thus, for every client k, the promised rate
is strictly greater than the promised rate
Nj +1 it would receive by shifting its association to any other AP j = j * (k). Thus, a given association is a Nash equilibrium if and only if for every client k, the following condition holds:
One can notice that the above Nash equilibrium condition is not very different from the bang per buck condition (19) obtained from the KKT conditions. The conditions are almost equivalent in the practically relevant case where the loads N j at the APs in J are large. Thus, any Nash equilibrium reached by the load based association scheme satisfies the complementary slackness conditions (14c)-(14d) exactly and the bang per buck slackness conditions (15) and (17) "approximately". Thus, any Nash equilibrium gets close to being socially optimal and we verify the same through simulations in Section VI. Note that there could exist different algorithms to reach a Nash equilibrium [17] . For the simulations in Section VI, we adopt the following procedure. For the given set of users in the network, we order them in some arbitrary way and then activate them one at a time in that order to play their selfish strategy of associating with the AP that offers the maximum promised rate. We repeat this procedure until the system reaches a Nash equilibrium.
VI. SIMULATION RESULTS
In this section we present a comparative evaluation of the load-balancing methods considered in the earlier sections based on a sample set of simulations, involving a 1km×1km region served by many small-cell BSs and a single macro BS (all in the same region). Fig.1 shows the layout based on which all the simulations were obtained. It involves a single macro in the center (indicated by the ), 20 small cell BSs (indicated by •'s), and 1925 users (indicated by *'s). The small-cell locations and the user locations were each generated according to a Poisson Point Process, with densities corresponding to 20 cells (on average) and 2000 users (on average) in the square region, respectively.
In the simulations, the Macro BS has M = 100 antennas and serves user sets of size S = 10, with 46dBm transmission power. On the other hand, each small-cell BS has M = 40 antennas and serves user sets of size S = 4 with transmission power of 35dBm. The pathloss from a Macro BS to a user and from a small-cell BS to a user are given by 5 , with d representing the BS-user distance (assuming a wrap-around model). Fig. 2 depicts the load-balancing performance (with respect to the proportional fairness criterion) of various load balancing/user association algorithms. The solid line with the "-o" markers shows the PFS performance achieved by the convex solver CVX [12] applied to the problem (2). The dash-dot curve in the figure shows the evolution of the dual objective function value with the number of iterations of the dual subgradient algorithm, while the solid curve shows the 5 A greater pathloss exponent (4) is used for small-cell BSs, in order to take into account the fact that the macro-BS antennas are at higher elevation. . objective function achieved by the associated primal feasible solution (obtained as described in Section IV). The dashed curve in the figure shows the load-based association method described in Section V-C. As the figure reveals both the dual subgradient algorithm and the load based algorithm converge fast (after a small number of iterations) to the optimal value generated by CVX. The figure also shows the performance of the max-rate association algorithm with biasing (solid line with " " markers). Similar to previous works, a common biasing factor was used to bias associations between the macro and each of the small-cell BSs [7] . This common biasing factor was empirically optimized for the layout in Fig. 1 , as in [7] . As the figure reveals max-rate association results in inferior performance.
Figs. 3 and 4 provide a visualization of the user-BS association provided by the CVX load-balancing solution to (2) and by MAX-RATE association (with optimized biasing) for a random sample of 192 users (roughly 10% of the users in the square). In particular, a non-zero activity fraction between a user and BS is represented in the figures by an edge connecting the BS and the user. Although the figures look very similar at first glance, inspection reveals differences in user-BS association pairs. Fig. 5 shows the user-BS associations as provided by the CVX load-balancing solution to (2) , for all users (out of the total of 1925) that have fractional association (i.e., users that are served by at least two base-stations). As the figure reveals only a very small fraction of users are served in this simulation scenario by multiple base-stations. As an aside, the BS-user association pairs provided (on the layout of Fig. 1 ) by the load balancing algorithm of Section V-C are identical to those provided by the CVX solver for all but 21 of the users: the 11 fractional ones shown in Fig. 5 and another 10 . Fig. 6 shows the numbers of users associated to a macro vs a small cell BS, according to different load-balancing algorithms for the layout in Fig. 1 . Fractional users are also displayed. As it can be seen, the tiny percentage of fractional users renders the construction of a feasible scheduling policy (a policy that avoids scheduling the same user on the same RB to MU-MIMO transmissions from multiple BSs) trivial. Fig. 7 shows the average edge-user rates provided by two algorithms as a function of the percentile of users viewed as edge users, relative to the average edge-user rates provided by the CVX solution to (2) at the same percentile. As the figure reveals MAX-RATE association (with optimized bias) yields Fig. 1 ), which have been provided fractional association by the CVX solver of (2). significantly lower edge-user rates with respect to the proposed load balancing methods. Indeed the average rate over the 5% percentile users is ≈ 70% larger in the proposed methods.
VII. CONCLUSION
In this paper we focused on methods for load balancing and user association for multi-tier wireless networks with massive MIMO large and small cells. We presented methods that exploit distinct "massive MIMO" properties and operational characteristics to develop practical load-balancing methods that can guarantee near-optimal performance. Our methods are based on recasting the load balancing problem in terms of optimizing user-BS pair activity fractions so as to maximize a given network-wide utility metric. We present computationally efficient algorithms for obtaining optimized user-BS pair activity fractions. And as we show, these optimized "target" activity fractions can be realized by policies (scheduling users for massive MIMO transmission over the network), which allocate resources so that they match over time the target user-BS pair activity fractions.
APPENDIX

Feasible Schedules
For the system in hand, in every resource block, a feasible schedule is an instance where every AP j beamforms to a subset of size at most S j while every client k associates to at most one AP. To formalize this notion, we first imagine the network to be represented by a bipartite graph G = (J , K, E) with the AP nodes J on one side, the client nodes K on the other side and the set of edges E = J × K (assuming J k = J ∀ k and K j = K ∀ j without loss of generality). Now in this bipartite graph G, a feasible schedule would correspond to a collection of edges F(⊆ E) such that each AP j ∈ J is incident to at most 6 S j edges in F while each client k is incident to at most one edge in F. When S j = 1 ∀ j ∈ J , a feasible schedule F corresponds to a matching in G. For S j > 1, we can think of a feasible schedule F as a generalized matching where an AP node in J can have more than one edge incident on it. We now associate a point in R |E| to every feasible schedule F. For this purpose, given a feasible schedule F, let its incidence vector be σ where σ k,j = 1 if (k, j) ∈ F and 0 otherwise. Let Ω denote the set of incidence vectors where each incidence vector corresponds to a feasible schedule, i.e., Ω = {σ : σ k,j = 1 if (k, j) ∈ F and 0 otherwise, F ⊆ E is a feasible schedule}
By sharing the resource blocks among points in the set Ω, any fractional association in the convex hull of Ω can be achieved in the long term. Let
denote the convex polytope obtained by taking the convex hull of the points in Ω. Also, let P denote the convex polytope corresponding to the set of linear constraints (2b)-(2d). It is not clear a priori the relation between the convex polytopes P and P , i.e., whether P ⊂ P , P ⊂ P or P = P . If one could show that P = P , then any set of user activity fractions satisfying inequalities (2b)-(2d) can in fact be implemented by first expressing the vector of user activity fractions as a convex combination of feasible schedules in Ω and then sharing the resource blocks among those schedules in a manner dictated by the convex combination. We prove this assertion next by showing that both the relations P ⊆ P and P ⊆ P hold.
Proposition 1. P ⊆ P
Proof: Consider any feasible schedule σ ∈ Ω. It is easy to check that σ satisfies the constraints (2b)-(2d). Thus, Ω ⊆ P holds and since P is a convex polytope, P = coh(Ω) is also a subset of P .
Proposition 2. P ⊆ P
We state a series of lemmas which lead to the proof of Prop. (2). While we give proofs for certain lemmas, the other lemmas are well known and the reader is referred to the relevant literature in combinatorial optimization (see [18] , [19] for example). The goal is to show that the set of extreme points (vertices) of P is included in the set of incidence vectors of feasible schedules Ω. Once this is shown, we would be done since P = coh(ext(P )) ⊆ coh(Ω) = P where ext(P ) is the set of the extreme points of P .
We re-write P , i.e., the constraints (2b)-(2d) as: Let v be a vertex/extreme point of the convex polytope P given by (24). Then, v must satisfy the following lemma: Lemma 1. There are |E| constraints in Aα ≤ b which are tight at v, i.e., a
