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SUMMARY   
This thesis presents work done towards developing a reliable determination system to 
assess and classify the lower back pain patients. This would further aid clinicians to 
effectively monitor and treat lower back pain patients thereby increasing overall 
treatment efficacy. 
 
Lower back pain is a common and pernicious health problem that has an enormous 
impact on a great number of modern people that affects both adults and children and 
it has become an important cause of work related disabilities. That is unfavorable for 
countries that have less population and have problems with population aging. For 
Singapore, it is estimated that 80% of the Singapore population can expect to suffer 
from back pain or backache at some point in their lives. However, there is not an 
effective objective assessment method for lower back pain diagnosis. More and more 
researchers and doctors have put effort into developing the assessment method. 
 
We seek to explore the possibilities of coming up an effective and user-friendly way 
to assess patients with non-specific lower back pain thereby a commercial 
rehabilitation apparatus (Valedo
TM
 motion system) is applied in the initial stage. Also, 
questionnaires are applied to determine a person’s condition (with the use of Roland 
Morris Disability Questionnaire) before trial session as well as to obtain feedback 
with regards to the use of Valedo
TM
 motion system.  However, the data collected by 
Valedo
TM
 motion sensors cannot be directly exported for in-depth analysis due to the 
viii 
 
commercial confidentiality. Therefore, another novel determination system has 
proposed in this thesis where various wireless sensors have been incorporated for 
studying the motion features and assessing the lower back pain. 
 





 EMG system. The apparatus can measure the Surface Electromyography 
signal as well as inertial 3-axis accelerometers signal concurrently to successfully 
capture and map motion patterns. The measured raw data from proposed system was 
firstly processed and 36 resultant example points (includes both data of healthy 
participants and lower back pain patients) will be passed to the determination system. 
The determination system mainly consists of Greedy Kernel Principal Component 
Analysis, Maximum-Likelihood Estimation of Gaussian Mixture Model and Bayesian 
Classification Algorithm.  
 
To validate the proposed classification algorithm, the data for healthy participants had 
been analyzed to study the motion features of healthy participants and differentiate 
the flexion motion and recovery motions to test the accuracy of the determination 
system. Upon the validation of such algorithm, the LBP patients’ data had been 
processed in the same way as that of healthy participants. Both of the motion features 
of healthy participants and LBP patients can be used to identify the range of the 
healthy participants and distinguish the LBP patients and healthy participants. The 
ix 
 
results show that the proposed determination system is very instructive for lower back 
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CHAPTER 1 INTRODUCTION 
1.1 Background 
Back pain is a common and pernicious health problem that has an enormous impact 
on a great number of modern people. It has become an important cause of work 
related disabilities. It is one of the most common problems in our modern world and 
affects both adults and children. For example, 31 million Americans experience lower 
back pain at any given time
1
 and 50% of all working Americans admit to having back 
pain symptoms each year
2
.  Back pain is the leading cause of disability in Americans 
under 45 years and the third leading cause of disability in people over 45 years of age. 
It is second most common reason for seeing a doctor in the US since more than 26 
million Americans between the ages of 20-64 experience frequent back pain. It also is 
the third most common reason for surgery
3
. Americans will spend at least $50 billion 
each year on back pain
4
.  For Singapore, it is estimated that 80% of the Singapore 
population can expect to suffer from back pain or backache at some point in their 
lives
5
. However, only a small proportion of patients seek medical help. Backache is 
often resolved without treatment or with rest. Some patients may ignore the ongoing 
pain or learn to live with it. 
 
The human back is a complex and delicate structure that is made up of a combination 
of bones, ligaments, muscles, nerves and joints. A person may sprain ligaments, strain 
muscles, rupture disks, and irritate joints, all of which can lead to back pain due to 
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2 
 
weakened and inflexible muscles and ligaments in the back, hips, thighs and 
abdomen. The lower back supports most of the human body weight. This makes it 
more susceptible to injuries and other problems.  Many people cannot move when 
they have lower back pain (LBP). This really affects their normal life and work.  LBP 
patients spend large sums of money on drug and physical therapy. LBP therefore has 
economic and social costs. Consequently, lower back pain has raised many concerns 
for researchers and a great quantity of research has been done in the last few decades. 
 
Lower back pain can be caused by many reasons as it presents itself in numerous 
manifestations. Up to the present time there is a lack of a proper classification system 
and an objective measurement of the condition. Most diagnoses still rely on the 
experience of the attending doctor/physiotherapist and the subjective feedback of the 
patient. This is further complicated by the subjective perception of pain that is colored 
by the emotive state (usually negative
6
) of the patient. Therefore, it cries out to 
develop an effective objective assessment method for lower back pain diagnosis. 
 
Many researchers have studied lower back pain by analyzing the different digital 
motion data collected from the common apparatus, such as Gyroscope, Surface 
Electromyography (sEMG) and 3-D Accelerometer. These devices can be used to 
monitor the motion of the lumbar region of the spine and pelvis and the motion data 
are then analyzed to diagnose the LBP patients. If these signals are reliable, doctors 
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and physiotherapists will use them for their diagnoses. This would be more objective 
and would save the time of doctors and their patients.      
 
After the preliminary discussions with doctors from Singapore General hospital 
(SGH), they suggested the research team to develop a new assessment method to 
classify LBP before introducing any particular rehabilitation scheme. This approach 
was proposed because there was a scarcity of a reliable and objective assessment 
method. This current research is in line with the trend to develop a reliable and 
objective assessment method for LBP so as to assist doctors/physiotherapists in 





 EMG system. Some work was also done with Valedo
TM
 Motion 
System to achieve its value as a diagnostic and rehabilitation tool.   
 
1.2 Objectives 
The main objective of this work is to design a novel methodology to help doctors to 
classify the healthy people and the LBP patients in the following way: 
 To develop a reliable determination system to assess the LBP patients. 
 To acquire the motion data by the existing commercial apparatus (ValedoTM 




 EMG system). 
 To process the collected motion data and use them as the training inputs for 
the proposed determination system. 
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 To validate the proposed determination system by analyzing the motion 
feature of healthy participants. 
 To verify the accuracy of the determination system by both of the motion 
feature of the healthy participants and LBP patients. 
 
1.3 Scope 
The scope is as follows:  
 To study the current diagnostic procedures and rehabilitation methods used by 
hospitals/clinics for LBP. With this information, to design the experiment and 
develop procedures for collecting data using motion sensing instrumentation.  
 To observe the participants performance and reaction when they play with the 
Valedo
TM
 Motion System games and gather self-evaluation feedback from the 
participants. From the collected results to form an opinion of the effectiveness 
of the Valedo
TM
 Motion System. 
 To conduct an experiment by using DelsysTM TrignoTM EMG system as a 
measurement apparatus and record the motion data. The experiment is to 
collect motion signals by requiring the participants to go through a set of 
different motions.  
 To develop a reliable determination system basing on the classification 
algorithms. 
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 To process the raw data collected from the experiment and use them as the 
training inputs for the proposed determination system. 
 To validate the proposed determination system by analyzing the motion 
features of healthy participants and differentiating the flexion motion and 
recovery motions of them.  
 To identify the range of healthy participants and classify healthy participants 
and LBP patients through the proposed determination system. 
 
1.4 Organization and Structure 
Following the Introduction, this thesis is as follows:  
Chapter 2 serves as a guide towards understanding traditional clinical investigations 
for Lower Back Pain (LBP) and the basis of LBP classification and subgrouping. It 
also addresses researches that have been done on LBP with sEMG. Chapter 3 
introduces the usage of Valedo
TM
 Motion System during diagnosis and rehabilitation. 
Chapter 4 describes the procedures of a novel LBP assessment methodology proposed 
by the research team. Chapter 5 addresses the theories behind the determination 
system and covers a detailed explanation of the same in mathematical terms. Chapter 
6 discusses the results obtained from the determination system. Finally, Chapter 7 
concludes remarks and offers improvement and future work. 
  Chapter 2 
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CHAPTER 2 LITERATURE REVIEW 
2.1 Traditional clinical investigations for Lower Back Pain7  
Currently, when the patients have back pain and go to see the doctors in 
hospital/clinic, the doctor or nurse will give the patients a written questionnaire 
firstly. The written questionnaire is mainly specific in describing the type of pain, 
when the pain started, related symptoms, and any history of chronic conditions. The 
purpose of the written questionnaire is used to screen for depression or to assess how 
lower back pain is affecting their life, to rate their job satisfaction, and to describe 
their support system at home and at work. The results of the written questionnaire can 
help doctors to identify the sources of lower back pain (LBP). 
 
Secondly, the patients will have some physical exams. During the physical exam, the 
doctors will ask the patients to do a series of movements such as stand, sit, and lie 
down. It is possible to assess muscular and sensory problems contributing to the 
lower back pain. The physical exam will include: 
 Observation and measurements. 
 Palpation, in which the doctors will feel for tenderness and joint alignment 
and check pulses in the patients’ legs. 
 Deep tendon reflex tests. 
 Sensation tests. 
 Movement tests. 
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 Straight leg test. 
 Muscle strength tests (neurologic testing). 
 General abdominal, pelvic, rectal, and leg exams. 
 
Some of the tests may be skipped to avoid further injuring patients’ back depending 
on the diagnosis of doctors. The results of these tests can be used to further identify 
the sources of lower back pain and to determine the schedule effective treatment.  The 
combination results of written questionnaire and physical exam for low back pain 
may provide the following assessment: 
Normal 
The written questionnaire does not reveal an obvious cause of the low back pain. The 
physical exam does not cause the same type of pain, muscle weakness, or nerve-
related symptoms that the patients have been having. 
The recommendation: 
 Nonsurgical treatment (rest, pain relievers, heat or ice, exercise). 
 More tests and exams to find out whether some other medical problem is 
causing the low back pain. 
 
Abnormal 
The written questionnaire and physical exam are likely to distinguish between a low 
back problem related to a muscle strain or overuse and one that is caused by pressure 
on a nerve or another more unusual problem. 
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 If the back pain seems to be related to muscle strain or overuse, or the nerve-
related symptoms are not severe, it is better to adopt conservative treatment 
(rest, pain relievers, heat or ice, exercise) for a period of time to see whether 
the symptoms improve or not . 
 If the nerve-related symptoms are more serious or the doctor suspects that 
there is a more serious problem, the patients are recommended more tests, 
such as 1, magnetic resonance imaging (MRI), computed tomography (CT), or 
blood tests. 
 
2.2 Lower back pain classification and subgrouping  
2.2.1 Structure of the spine 
 
Figure 1 the side and back view of spinal column8 
 
Human back is one of the most important parts of human body. It contains the spine, 
which supports the whole body and is working all the time even when the person is 
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asleep. The spinal column is made up of 33 bones called vertebrae and the structure is 
shown in Figure 1. 
 
The vertebrae form 3 natural curves, the cervical (neck), the thoracic (middle back) 
and the lumbar (lower back). The vertebrae in each region have different 
characteristics which relate to their different functions.  
 The 7 cervical vertebrae are the first (upper) seven bones in the vertebral 
column (labeled C1–C7). 2 specialized vertebrae at the base of the skull, the 
atlas and the axis, allow the head to rotate. 
 The 12 thoracic vertebrae which form the upper back provide attachment for 
12 pairs of ribs (labeled T1–T12). The thoracic region is hence more stable 
and does not allow as much movement as compared with the cervical and 
lumbar regions. 
 The 5 lumbar vertebrae form the lower back (labeled L1–L5). They are not 
only strong but also flexible and connect to the sacrum at the top of the 
buttocks. 
 The sacrum comprises 5 bones fused together and joins to the pelvis, a bony 
basin to protect the bladder and reproductive organs. 
 The coccyx, or tailbone, is a semi-flexible series of 4 vertebrae (may be 3 or 5 
vertebrae). The coccyx provides no support to the vertebral column however 
does provide an attachment for muscles and ligaments. 
 
The vertebrae are connected together by tough fibrous bands called ligaments, and 
muscles are attached to the vertebrae by bands of tissue called tendons. Between each 
of the vertebrae, there are discs to act as cushions and 'shock absorbers'. Each disc 
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consists of a tough outer layer of cartilage and elastic tissue surrounding a soft, pulpy 
center known as the nucleus. 
 
2.2.2 Symptoms  
Generalized lower back pain is a condition that occurs mainly in people 20 to 40 year 
of age and occurs primarily in the lumbosacral area (lower part of the back). The pain 
may be confined to the lower back, or even it may reach buttock part, or it may 
radiate down the front, side, or back of your leg. The lower back pain syndrome is a 
vicious cycle in which an injury causes muscle spasm, the spasm induces pain and the 
pain results in additional muscle spasm. The pain may become worse with activity. 
Occasionally, the pain may be worse at night or with prolonged sitting such as on a 
long car trip. Some part of the leg may be numbness or weakness that receives its 
nerve supply from a compressed nerve. In response to the pain, the back muscles may 
go into contraction or spasm to keep the area immobile.  With persistent pain, the 
back may become progressively weaker and stiffer. The overall fitness of the 
individual may also decline because of fear of activity. 
 
2.2.3 The cause of lower back pain  
The lower back serves a number of important functions for the human body. These 
functions include structural support, movement, and protection of certain body 
tissues. When a man stands, the lower back is functioning to support the weight of the 
upper body. When a man bends, extends, or rotates at the waist, the lower back is 
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involved in the movement. Therefore, injury always occurs in lower back part and it 
is mainly from weight bearing, such as the bony spine, muscles, tendons, and 
ligaments. It often can be detected when the body is standing erect or used in various 
movements. The lower back pain can be aroused by all kinds of reasons and the 
common causes of lower back pain mainly include: lumbar strain, nerve irritation, 
lumbar radiculopathy, bony encroachment; disease or injury to the muscles, bones, 
ligaments, disk and nerves of the spine; arthritis, osteoporosis, viral infections, 
irritation to joints and disks, or congenital abnormalities in the spine; obesity, and the 
natural wear and tear of the ageing human skeleton and so on. 
 
2.2.4 The Classification and subgroup of lower back pain  
The Quebec task force classification system provides a logical approach for the 
diagnosis and classification of LBP disorders within a biopsychosocial 
framework
91011
.  Under this classification system, disorders can be diagnosed as 
specific (especially nerve root pain) or non-specific, and staged (acute, sub-acute and 
chronic). Most of the patients belong to non-specific, only 5 - 10% of patients have 
the specific LBP. Acute LBP occurs suddenly after a period of a minimum of 6 
months without LBP and lasts for less than 6 weeks. Subacute LBP occurs suddenly 
after a period of a minimum of 6 months without LBP and lasts for between 6 weeks 
and 3 months.  Chronic LBP (CLBP) has durations of more than 3 months, or occurs 
episodically within a 6-month period
12
. Refer to Tables 1 and 2 in the Appendix A for 
common as well as adverse symptoms of LBP. 
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The most compelling argument to highlight the immediate need for subgrouping of 
LBP patients is that most clinicians today believe that there are subgroups within the 
non-specific LBP patient population that would enable them to distinguish one from 
another
13
. Secondly, there is promising evidence to indicate that patient subgrouping 
would in turn provide the means to better match patients with appropriate treatment 
procedures. Finally, subgrouping has been identified as an evergreen research priority 
trying to address the need for a robust classification system for LBP
14
 in order to 
determine what form of treatment suits whom the best
15
. According to studies, there 
is a lack of consensus among clinicians regarding non-specific LBP (NSLBP) 




A subgrouping approach must be plausible in the sense that it should be 
commensurate with current clinical knowledge. There should be potential to subgroup 
mutually exclusive categories to enhance the efficacy of treatments. The approach 
should be reliable such that it is agreeable with the opinions of clinicians such that it 




Most of subgrouping approaches have been proposed basing on causal mechanisms, 
risk factors and treatment responsiveness. However, the subgrouping approach used 
for this project is based on pathology. The summary of subgrouping approach as 
described in previous research
17
  as well as through consultation with physicians at 
the Singapore General Hospital (SGH) is shown in Figure 2.  




Figure 2 LBP classification based on pathology 
 
As indicated, there are mainly two categories of LBP subgrouping. One group is 
specific pathology, such as Ankylosing Spondylitis (AS). This group is not 
representative and not discussed in this project. The other group is non-specific 
pathology (NSLBP) and it has been further classified to two subgroups: movement 
control pathology and movement restriction. Under the group of NSLBP, patients 
with movement restriction are suggested physiotherapy to hone their flexibility. 
Movement control pathology however, is a more complex form of LBP and is host to 
a wide spectrum of cases that need proper classification, as often, movement is not 
within the will of the patients. 
 
2.3 The research of LBP with Surface Electromyography (sEMG) 
Currently, the clinical assessment method of LBP patients is subjective self-report 
methods through the verbal or nonverbal communication between patients and 
healthy people (e.g. multidimensional questionnaires using standardized descriptors) 
and/or behavioral analysis by the healthy people. However, the self-report is rated by 
LBP 
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the patients and the results of report are easily influenced by the mood of patients.  
Sometimes the self-report may not exactly reflect the real condition of patients. 
Therefore, more and more researchers are seeking a new quantitative and objective 
method to solve these problems.  
 
There are all kinds of objective LBP assessment methods suggested in the past 
decades. Generally, the existing objective methods mainly include: a) performance 
measures derived from performance on laboratory tasks, and b) physiological 
variables, such as Electroencephalography (EEG) measures, Electromyography 
(EMG) measures, and autonomic indices. Among these methods, EMG is more 
suitable for lower back pain assessment and classification.  A technique used to 
evaluate and record the electrical activity produced by skeletal muscles is called 
EMG
18
 (electromyography). The instrument used to measure EMG signal is called an 
electromyograph and the recording is called an electromyogram. An electromyograph 
detects the electrical potential generated by muscle cells when these cells are 
electrically or neurologically activated. The signals can be analyzed to detect medical 
abnormalities, activation level, and recruitment order or to analyze the biomechanics 
of human or animal movement. 
 
There are two types of EMG: Intramuscular EMG (iEMG) and Surface EMG 
(sEMG).  For IEMG, a needle electrode is inserted through the skin into the muscle 
whose electrical activity is to be measured. iEMG combined with nerve conduction 
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studies is the gold standard methodology for assessing the neurophysiologic 
characteristics of neuromuscular diseases. However, iEMG is both invasive and 
painful, and that limits their usage when activity from several muscles needs to be 
monitored simultaneously. On the other hand, sEMG is a technique of which 
electrodes are placed on (not into) the skin overlying a muscle to detect the electrical 
activity of the muscle. The strength of sEMG comparing with iEMG is that it neither 
pierces the skin nor hurt. sEMG provides a more comprehensive examination and 
contraction coordination insight into the fundamental muscular strategies.  
 
sEMG electrodes record from a wide area of muscle territory, have a relatively 
narrow frequency band (range, 20 to 500 Hz), have low signal resolution, and are 
highly susceptible to movement artifact. sEMG electrodes typically are approximately 
10 mm in diameter and usually are passive (i.e., they are simple conductive surfaces 
requiring low skin resistance). However, they also can be active which are 
incorporating preamplifier electronics that lessen the need for low skin resistance and 
improve the signal-to-noise ratio. sEMG can record both voluntary and involuntary 
muscle activity in addition to externally stimulated muscle action potentials such as 
motor evoked potentials after central or peripheral nerve stimulation. The electrical 
activity is displayed visually on an oscilloscope and may also be displayed audibly 
through a microphone. Because this method is non-invasive and painless, it avoids an 
irritation of the muscles and therefore it has been adopted in a lot of LBP researches. 
One of the studies
19
 is using the Median Frequency (MF) of sEMG to distinguish 
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muscle impairment between LBP patients and normal subjects and to monitor 
changes in muscle function after low back pain rehabilitation. Furthermore, it is 
possible to apply a grid or matrix of sEMG electrodes, denoted as multi-channel 
sEMG for mapping the complete activity of the muscles surrounding the lumbar 
spinal region where lower back pain is most prominent
20
. Recent research has 
demonstrated the use of root mean square (RMS) values of multi-channel sEMG 
signals to construct a 2-D sEMG topographic image to compare the lumbar muscle 
activity of healthy subjects as opposed to LBP patients during flexion-extension
21
. 
More relevant research proposes a probabilistic SVM based decision system for pain 
diagnosis wherein based on sEMG and mechanically assisted indentation based 
stiffness inputs, the algorithm predicts patient status (s) and improvement (∆s)22. This 
model effectively takes into account both preexistent clinical expertise as well as 
decision outcome of the SVM decision boundary.  
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In the initial stage, an effective and user-friendly way is proposed to assess patients 
with non-specific lower back pain (NSLBP) by a commercial rehabilitation apparatus 
called Valedo
TM
 motion system. Valedo
TM 
Motion System is an advanced and 
effective lower back pain (LBP) rehabilitation system developed by Hocoma (a 
Switzerland company) and it is the first time introduced in Asia. It puts patients into a 
virtual environment (computer games) via a computer programme, and evaluating the 
use of various indicators obtained via instrumentation. The vivid pictures of the 
games encourage the LBP patients to keep moving with a fun element and the 
changeable rehabilitation schedule can improve the rehabilitation efficiency. Also, the 
games can be categorized into 5 different “Therapy Goals”, including stabilization, 
mobilization, movement awareness, assessments and balance. The hoped for long 
term outcome is to improve the effectiveness of rehabilitation for LBP patients. Due 
to the good visual effects, Valedo
TM
 motion system is expected to be used as an 
examining (diagnostic) tool to diagnose the NSLBP patients and release the 
physiotherapists from the preliminary stage of the examination as well. In the first 
part of this chapter, the research team studied the current method of diagnosis used in 
hospitals and compare it with Valedo
TM 
Motion System. In the second part, Valedo
TM
 
motion system is studied. Finally, according the feedback from participants after they 
played the games, the feasibility of Valedo
TM
 motion system used as the assessment 
tool is discussed. 




3.1 Study on the current practice (in Singapore’s context) 
To get the first hand experiment of the current practice, the research team has been to 
Singapore General Hospital (SGH) to do the real test under the help of a senior 
physiotherapist and seek the suggestion on using Valedo
TM
 motion system as the 
assessment tool. According to senior physiotherapist Liang Zhiqi from SGH, the 
assessment of NSLBP patients can be broken down into the following 3 categories 
during preliminary examination: 
 Range of motion assessment (via bending forward, backward and 
sideways) 
 Patient’s “bracing”/endurance strength and ability to maintain ideal 
posture 
 Patient’s ability to control movement (movement of the leg and spine) 
 
In another word, the assessment mainly depends on whether the patients can do the 
assessment motion or not. To classify the types of NSLBP patient, the patients should 
do all of the assessment motions. The most important item for patients during these 
assessment motions is to maintain the correct posture (e.g. maintaining a natural 
curve at the lower spine while in the bracing and endurance assessment posture, etc.). 
It is better to carry out these assessment motions under the supervision of a 
specialist/physiotherapist as it may aggravate the situation of LBP patients if the 
assessment motions are done wrongly. If, after repeated trials under the supervision of 
the physiotherapist, the patient still cannot do these exercises correctly, then the 
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patient may be diagnosed as having a particular category of LBP. And these 
assessment motions may be used as therapeutic exercises for the NSLBP patients as 
well.  On the other hand, if the patients use the same motions as the assessment 
motions when they play with Valedo
TM
 motion system, Valedo
TM
 motion system can 
be at least used to assist the physiotherapist to diagnose the LBP patients. Images in 
the following section are taken by the team and depict the correct motions for the 
respective categories mentioned above. 
3.1.1 Range of motion assessment (via bending forward, backward and sideways) 
 
Figure 3 Range of motion assessment: a) Frontal Motion (Sagittal plane); b) Backward motion 
(Sagittal plane); c) Sideward motion, left (frontal plane)  and d) Sideward motion, right (frontal plane)  
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3.1.2 Patient’s “bracing”/endurance strength and ability to maintain ideal posture 
 
Figure 4 Bracing, endurance assessment (maintaining ideal posture with less support): a) lift one arm 
and b) lift one leg 




Figure 5 Other motions for Bracing, endurance assessment 
 
 
3.1.3 Patient’s ability to control movement (movement of the leg and spine) 
 
Figure 6 Flexion control (accurate) 
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3.1.4 Comparing and contrasting correct postures with incorrect ones 
The following images depict some of the incorrect postures which patients may 
subconsciously get into, in contrast to the correct ones: 
 
 
Figure 7 a) Correct neutral posture of bracing and endurance assessment (left) VS b) poor posture of 
the lower back circled in red (right) 
 
 
Figure 8 a) Correct posture of movement control (left) VS b)  poor posture circled in red (right) 
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The training positions, which can be used by playing with Valedo
TM
 Motion System, 
are shown in the following figures and it can be seen that they are quite similar with 
the positions used by physiotherapist in hospital.  
 




Figure 10 Training position 2: a) Normal position of four points kneeling b) Flexion c) Extension  




Figure 11 Training position 3: a) Leg raise during four point kneeling b) Elbow and toe hover c) Elbow 
and toe pelvis lift 




Figure 12 Training position4: Sitting on a Swiss ball 
 
After comparing the assessment motions used in hospital and the position used by 
Valedo
TM
 motion system, it can be said that Valedo
TM
 motion system can provide 
more interesting method to do the rehabilitation exercise by using some extra tools. 
 
3.2 Work procedures of Valedo
TM
 Motion System  
After studying the current practice of examination in hospitals, the parameters and 
work procedures of Valedo
TM
 Motion System are introduced. 
 
3.2.1 Characteristics of the Valedo
TM
 motion system 
Valedo
TM
 motion system consisted of 2 wireless motion sensors which will be 
attached to the back of the patient and a computer programme specifically designed 
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for low-back pain rehabilitation. The programme is able to communicate with the 
motion sensors thus delivering an interactive platform for its users. 
Motion sensors 
The motion sensor used is a wireless 9 degrees-of-freedom, inertial measurement 
unit (IMU) that incorporates a 3-axis accelerometer, a 3-axis gyroscope and a 
3-axis magnetometer in a fully integrated package, complete with software and 
wireless interface. It measures 33x22x15mm and weighs 14g. It is small and light and 
can be attached to the back of patients via the use of an adapter and cellophane tapes. 
These IMUs provide highly accurate movement information that is relayed via a 
2.4GHz wireless link to a central receiver unit, which plugs into a computer via a 
USB port.  The sensors are shown in Figure 13.  
 
 
Figure 13 Attachment of the Inertia Measurement Units (IMUs) 




With the responsive feedback of the sensors, the programme is able to bring a patient 
into a state of virtual reality with real-time reaction with its interactive games. These 
games are exercises involving the movement of the lower back in different positions. 
 
3.2.2 The games used in the trial experiment 
a) Clock game 
 
Figure 14 Image for clock game 
 
Exercise Purpose:  
The purpose of this exercise is to move the ball to a set position (number) on the 
clock by moving the pelvis. After reaching the position it is necessary to return to the 
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neutral position. The patient receives audible feedback when reaching the target 
position and returning to neutral position.  
 
This sequence is repeated several times depending on the difficulty level; at which 
point the screen is blurred, encouraging patients to close their eyes. The sequence 
must be repeated several times (depending on the difficulty level) before patients can 
move to the next target. 
 
Movement: 
The angular displacement of the lower sensor (S1) is used to control the orientation of 
the platform. Anteversion and retroversion would cause the platform to dip forwards 
and backwards; lateral flexion left and right would cause the platform to dip to the 




The exercise requires patients to perform fine motor control of the pelvis whilst 
maintaining core stability. The blurred sequence is implemented to assist patients 
with motor relearning and proprioception. 
 
Reason of selection: 
As Non-Specific Lower Back Pain (NSLBP) patients usually have problems 
relocating their back to a precise location, the score tabulated from this game can be 
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used as a generic quantity to distinguish patients with movement control impairment 
(MCI) and also to keep track of a patient’s progress. 
 
b) Fruits game 
 
Figure 15 Image for fruit game 
 
Exercise purpose: 
The purpose of this exercise is to guide the fruit into the correct basket. 
 
Movement: 
The angular displacement of the lower sensor (S1) is used to control the orientation of 
the ramp. Lateral flexion left and right tilts the ramp left and right such that the fruit 
rolls into the basket. The upper sensor (L1) rotates the upper crate, which should 
remain stable. If the crate is moving, then compensatory movements are being 
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undertaken by the computer software, it can make the promptly correction according 
to the motions of player. 
 
Therapeutic aim: 
The exercise requires patients to maintain trunk stability whilst performing fine motor 
control of the pelvis. 
 
Reason of Selection: 
The combination of upper and lower body movement required for this game could be 
used as a preliminary indicator of patients with NSLBP as this class of patients 
usually display inability in coordinating upper and lower body movements. 
 
3.2.3 Work procedures  
A trial experiment was designed to observe how the users react to the use of simple 
virtual reality games for rehabilitation with Valedo
TM
 motion system, and to receive 
first-hand feedback from a group of healthy participants. The collected data can be 
used to study the motion of those healthy participants and find a proper way to assess 
the LBP patients. The participants were also asked to fill up the Roland Morris 
Disability Questionnaire (RMDQ, found in Appendix B) as the first level of 
indication of LBP. A total of 9 healthy participants (mean age: 24 stdev: 0, mean 
height: 172.8cm stdev: 3.2cm, weight: 62.8kg stdev: 7.04) with no experience of back 
pain participated in the trial experiment. 
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The IMUs were first calibrated via 3 rounds of rotation the x, y and z axis before 
being attached to the skin surface directly above the L1 and the S1 section of the 
spine. The lumbopelvic range of motion (ROM) data of the participants was then 
collected based on the data extracted from the IMUs via the software. The 
participants then went through 2 rounds of the 2 games (with a duration of 2 minutes 
for each game) namely ‘Clock’ and ‘The ‘Fruits’ at ‘medium’ difficulty level. The 
game scores were collected. After each round, the participants were given a feedback 
questionnaire (refer to Appendix C) regarding the use of the motion sensors. 
 
3.2.4 Results of games and feedback from the participants 
The following table summarizes the results of healthy participants after playing with 
the Valedo
TM
 motion system. 
 
Table 1 Game score statistics 
 
 
Mean Standard deviation Minimum Maximum 
RMDQ score 0.67 0.87 0 2 
Max degree of   Lumbopelvic 
motion, forward (degrees) 
110.8 16.9 94 145 
Max degree of   Lumbopelvic 
motion, backward (degrees) 
42.7 12.0 61 28 
Max degree of   Lumbopelvic 
motion, left (degrees) 
33.4 2.6 28 37 
Max degree of   Lumbopelvic 
motion, right (degrees) 
34.9 3.1 30 40 




Clock  (game score) 5.4 0.9 4 7 
Fruits  (game score) 12.3 2.8 9 16 
Second Round 
Clock (game score) 7.3 1.5 5 10 
Fruits (game score) 14.2 2.6 10 17 
 
After reviewing the responses of the participants via the use of the questionnaire 
(refer to Appendix D), it was observed that most of the participants had a good 
impression of the system and were comfortable with the attached motion sensors. 
Most of the actions are not hard for these healthy participants.  In general, the 
participants’ responses on the difficulty of the games were neutral for the first round. 
The results after the second round showed that it did not seem as challenging as after 
adapting to/learning the games. They did not find it to be physically demanding after 
going through both rounds. It was also noted by one participant that it would be better 
if the IMUs could be worn by the user himself instead of requiring another person to 
attach it with the use of cellophane tape.  The stickiness of cellophane tape would 
reduce after a few times and the sensors kept falling down. The experimental run had 
to be repeated from the early beginning. Another participant spent much time at the 
exercise range of motion setup step and he said it was better to simplify that step. 
However, this step is very important for adjusting the game parameters for the players 
and the players cannot play the game if they make mistakes at this step. 
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From the results, it can be seen that healthy participants will tend to score extremely 
low for the RMDQ. Due to the small sample size available for the trial experiment, 
the results should be regarded as preliminary and the large variance in the results of 
the lumbopelvic range of motion should also be noted. Since the games have not been 
played by the real LBP patients and only the data of healthy participants can be got, 
the results from Valedo
TM
 motion system cannot be used as an indicator to denote the 
difference between a healthy subject and a patient with NSLBP. It also can be 
inferred from the results that the healthy subjects tend to score better on the second 
round than the first after getting used to the system.  
 
3.3 The feasibility of Valedo
TM




 Motion System has been shown to two senior physiotherapists from 
Singapore General Hospital (SGH) and they showed great interest in it. Although it 
has many advantages, it still has some limitations for using as the assessment tool. 
The biggest limitation is that there are only two sensors will be attached to the back of 
patients and only the conditions of those two bones (L1 and S1) can be detected. The 
results of the two bones cannot represent the whole condition of the lower back of the 
patients. Also, the motion data like angular velocity and accelerations collected by 
Valedo
TM
 motion sensors cannot be directly exported for in-depth analysis due to the 
commercial confidentiality. One of the results to assess the healthy participants is 
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RMDQ score (refer to Table 1) and it is a subjective self-evaluation way by healthy 
participants. The accuracy of the score can be affected by many factors. The rest 
results in Table 1 don’t have observably characters to be used as an indicator for LBP 
assessment. 
    
Another limitation is that Valedo
TM
 Motion System cannot be used as the assessment 
tool to diagnose all kinds of LBP. Therefore, the senior physiotherapists suggested 
that Valedo
TM
 Motion System may be used to classify the subgroups of NSLBP 
patients. There are three main groups of NSLBP and they are: 
1
st
 group: Specific pathoanatomical disorders: intervertebral disc prolapse, 
unstable spondylolisthesis etc 
2
nd
 group: Psychosocially influenced back pain: Dominant psychosocial 
features like anxiety, fear, and negative social circumstances etc which are 
most responsible for the back pain 
3
rd
 group:  Maladaptive movement disorders 
  
Only the patients from the 3
rd
 group are suitable for testing and training with 
Valedo
TM
 Motion System.  The 3
rd 
Group can be further categorized to 2 main 
subgroups: 
a) Movement impairment: Lack of mobility in the spine, the segment/s 
is/are stiff and unable to move. 
  Chapter 3 
35 
 
b) Control impairment: Lack of functional control (using muscles and 
motor coordination) of the spine.  
  
To further subclassify group b), patients from that group can be differentiated into the 






The motions for playing Valedo
TM 
games are quite similar to the motions shown in 
Figure 3, 4, 5, 6 for diagnosing by doctors.  It definitely can bring great fun if it can 
be adopted during assessment. Also, the levels of difficulty can be changed in 
different ways – by adjusting difficulty level (totally 3 levels) in the laptop, or by 
changing the playing posture, such as sitting on a Swiss ball, four point kneeling, 
monopodal support and standing on an unstable surface (shown in Figure 9, 10, 11, 
12).  
 
However, the system is unable to capture dysfunctional postures of patients while 
being used as the assessment tool solely. When playing the games with the wrong 
postures, the patient’s condition could be aggravated. In addition, it was also 
observed that the game dynamics of the system induces a psychological drive from 
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the patient to better his/her previous score. This could exacerbate the problem. The 
rehabilitation therapy is still advised to be carried out under the supervision of a 
physiotherapist as the perceived ‘natural’ posture of individuals varies (by SGH 
physiotherapist Liang Zhiqi). A video camera can be used to provide live video 
feedback to the user to increase self-awareness such that the requirement of a second 
person to operate the system can be eliminated. Therefore, it is better to use it as an 
assisting tool during preliminary examination at the current stage. This problem may 
be solved by adopting additional sensors to monitor the lower back of the patients. 
And in the next section, it will be introduced some practical methods. 
 
Lastly, due to the limited types and amount of participants available for the 
experiment, the results, feedback and response from the participants are only 
indicative at this stage. 
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CHAPTER 4 DESIGN OF A NOVEL ASSESSMENT 
METHODOLOGY 
4.1 The limitations for using Valedo
TM
 Motion System as the 
assessment tool 
After studying with Valedo
TM
 Motion System, the limitations for using it as the 
assessment tool are summarized as following: 
 There are only two sensors will be attached to the L1 and S1 bones on the 
back of players and the two sensor cannot monitor the whole condition of the 
lower back of the players. 
 The motion data like angular velocity and accelerations collected by ValedoTM 
motion sensors cannot be directly exported for in-depth analysis due to the 
commercial confidentiality.  
 One of the results to assess the healthy participants is RMDQ score (refer to 
Table 1 in Chapter 3) and it is a subjective self-evaluation way by healthy 
participants. 
 ValedoTM Motion System cannot be used as the assessment tool to diagnose 
all the different kinds of LBP. 
 ValedoTM Motion System is unable to capture dysfunctional postures of 
patients while being used as the assessment tool solely. 
 It is better to play with ValedoTM Motion System under the supervision of the 
physiotherapist. 




Therefore, another novel assessment methodology has proposed in this chapter where 
some other sensors have been incorporated for studying the motion features and 
assessing the lower back pain. 
 
4.2 The novel assessment methodology 
 
Figure 16 The procedure of the novel assessment methodology 
 
The procedure of the novel assessment methodology has been summarized in Figure 
16. The data acquisition can be conducted through the motion testing experiment by 




 EMG system. The apparatus 
can measure the Surface Electromyography signal as well as inertial 3-axis 
accelerometers signal concurrently. After the raw data have been collected, it will be 
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processed into the training inputs for the determination system. The results from the 
determination system will be analyzed to identify the range of the healthy participants 
and distinguish the healthy participants from the LBP patients. Data acquisition and 
data process will be presented in section 4.2 and section 4.3 of this chapter. The 
theories behind the determination system will be discussed in chapter 5 and the 
results will be analyzed in chapter 6. 
 
4.2 Experiment setup and exercises  
4.2.1 The participants and apparatus 
A total of 18 (11 males and 7 females, aged 21 - 30, BMI range: 18 - 30) participants 
took part in the experiment. 15 participants are healthy participants (11 males and 4 










, which are used in the 
sEMG data acquisition and processing respectively for this project, are shown in 
Figure 17 a). The apparatus should be connected to a laptop firstly during the 
experiment. The laptop was used to check the connection of the sensors, set up the 
work flow, show the waveform for the collected data and analyze part of the collected 
data during the experiment. The apparatus used for tracking the motion of the 
participants is a wireless 16 EMG channel, 48 Accelerometer (3 - axis) channel setup 
available in the market. The bundled software offered a host of post processing 
functions to extract features of interest for classification. Two wireless sEMG sensors 
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were used during experiment and they were attached to the skin area directly above 
the left and right Thoracolumbar Fascia (lower back muscle) of the participants (as 
depicted in Figure 17 b)).  
 
 
Figure 17 a) The sEMG apparatus and b): Attachment of the sEMG wireless sensors to the left and 
right Thoracolumbar Fascia muscle region 
 
 
4.2.2 Experiment procedures and exercise motions 
The experiment procedures can be divided into three main steps and the summary of 
the experiment procedures is shown in Figure 18: 
 




Figure 18 Experiment procedures 
 
Step 1 - Experiment preparation. During this step, the participants filled up the 
form provided by the Delsys software. The operator then attached the sensors 
to the left and right Thoracolumbar Fascia (lower back muscle) of the 
participants. The operator also set up the experimental workflow for the 
different testing tasks via the laptop.  
 
Step 2 - Data recording. Before starting to record the data, the operator 
explained the detail of the exercise motions to the participants and when the 
participants were ready to do the exercise, the recording was started.  
 
Step 3 - Data processing. After the data were collected, the data were 
processed through the Delsys software and excel to do some calculations. 
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The exercise motions for this experiment included 3 groups of movements and they 
are flexion & extension (depicted in Figure 19), deadlifts with dumbbells (depicted in 
Figure 20) and twisting (depicted in Figure 20). All the participants were asked to 




Figure 19 a) Neutral position, b) Flexion and c) Extension without weights 
 
For the flexion & extension motion testing, the participants should stand at the neutral 
position (as depicted in Figure 19 a)) before being instructed to bend forward and 
backward repetitively (as depicted in Figure 19 b) & c)) at their own slow and 
comfortable pace at an interval of 20 seconds (the same duration for the other two 
groups of movement). For deadlifts with dumbbells, the participants were squatting at 
the beginning before standing up, as depicted in Figure 20 a) and Figure 20 b)). The 
weights they carried during this test are 6kg for males and 2kg for females. For 
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twisting motion, the participants would stand in the neutral position before twisting 
left and right as depicted in Figure 20 c))and  Figure 20 d)). 
 
 
Figure 20 a) & b) Deadlifts with dumbbells (squatting and standing up) and c) & d) Twisting motion 
(turning left and right) 
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4.3 Data processing 
Due to time constraints, for the motion study, only one group of motions - the flexion 
and recovery to neutral position were processed to obtain the training inputs for the 
determination system. There were two kinds of raw data collected from the 
experiment via the apparatus and they were the raw sEMG data and the raw 3-axis 
acceleration data. They can be processed into some other different forms respectively 
and the raw sEMG data will be discussed first. 
 
4.3.1 Data processing for raw acceleration signals 
There were two sensors (as depicted in Figure 17 b)) used in this experiment and each 
sensor would record one sEMG signal and three acceleration signals. Therefore there 
were totally eight raw signals obtained at the beginning. The acceleration signals 
were considered first because it is easy to find one motion cycle from the acceleration 
waveform. Since only bending forward and recovery was considered, the motions 
were executed only within the X-Z plane (Positive X being along the direction the 
subject is facing and Positive Z being along the direction from toe to head upwards).  
Therefore, only six raw signals (two sEMG signal and four acceleration signals from 
X-axis & Z-axis respectively) were valid. One of the examples of acceleration 
waveform from the left sensor is shown in Figure 21. The horizontal axis stands for 
time and the vertical axis stands for the voltages of acceleration (for all the 
acceleration figures). 
 




Figure 21 Sinusoidal waveform generated in real-time for accelerometer during cyclic motion 
execution a) X – axis and b) Z – axis from the left sensor 
 
From the above figure, it can be seen that there are many cycles (one cycle depict in 
Figure 21 a) within the two green lines) during the exercise interval. Each cycle 
included both of flexion motion (first half of the cycle) and recovery motion (second 
half of the cycle) and only one arbitrary cycle was selected for extracting the features 
of motion. Once the cycle was selected, both acceleration data and sEMG data were 
selected from that same cycle automatically (the Delsys software can help to do this). 
  Chapter 4 
46 
 
The motion data for flexion motion and recovery motion would be extracted 
separately and the examples of the selected accelerations within one cycle for the two 
motions are shown in Figure 22 and Figure 23. 
 
 
Figure 22 The selected acceleration data within one cycle for recovery motion a) X - axis and b) Z - 
axis  




Figure 23 The selected acceleration data within one cycle for flexion motion a) X - axis and b) Z - axis 
 
From Figure 22, it can be seen that when the participants were doing the recovery 
motion, the acceleration is decreasing in X - axis and is increasing in Z - axis, but 
situation for the flexion motion is opposite to that of recovery motion (as depicted in 
figure 23). From all the figures of accelerations, a maximum point and a minimum 
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point can be always found. From the selected accelerometer data, several features of 
interest were extracted as training inputs to the determination model and they were 
the peak-to-peak voltage, mean and resultant voltage of the output along the X and 
the Z axes as summarized below (Figure 24). Finally, there were 5 types of 
acceleration data obtained for training input from each participant. 
 
 
Figure 24 Features extracted procedure for acceleration data 
 
The formulae to calculate each kind of data are shown in following:  
                   (4.1) 
                      (4.2) 
          
         
 
       (4.3) 
         
         
 
          (4.4)    
     √            (4.5) 
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4.3.2 Data processing for raw sEMG signals 
Two raw sEMG signals could be obtained from left sensor and right sensor and one 
of the examples from left sensor is shown in Figure 25. As mentioned before, the 
selection of sEMG signal is depending on the selection of acceleration signal. The 
horizontal axis stands for time and the vertical axis stands for the voltages of sEMG 
(for all the sEMG figures). 
 
Figure 25 Raw sEMG signals with pulses representing muscle activity during motion execution 
cyclically from the left sensor 
 
From Figure 25, it can be seen there are 3 kinds of signals during one cycle (within 
the yellow line). The amplitudes and frequencies of first kind are “strong” and those 
of second kind are “weak”. And the third kind is considered as “no signal” since at 
that period the participants were motionless. Although the participants are motionless, 
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there are some small voltages have been measured by the sensors. That means 
although the participant was motionless, the muscles were still activated and when the 
participant did some motions, the muscles can be activated to different levels. Besides 
that, it can be found that the sEMG signals from left sensor and right sensor may be 
similar for some participants, while they may also be quite different for other 
participants. For the latter situation, it can be said that the activation of back muscles 
is different and it is related to the motion habit.  
 
 
Figure 26 The anomalies of sEMG signal 
 
After the sEMG signal has been selected, it is worth to note the occurrence of 
anomalies within the EMG signal affects other value obtained from a phase of motion 
which might influence the ‘true’ value of the signal as shown in Figure 26. And when 
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this kind of situation occurs, it should reselect another cycle of data (for both sEMG 
and acceleration data) or the participants should redo this motion to obtain new 
signals. 
 
There are many sEMG data processing algorithms have been provided by the Delsys 
software and it normally can be classified to two main kinds – amplitude algorithm 
and frequency algorithm. Since only one cycle will be selected and the duration may 
be short to calculate the frequency of sEMG data, the algorithms for processing the 
selected sEMG data in this experiment are Root Mean Square
25
 (RMS), Moving 
Average (MOV) and the Mean Absolute Value (MAV). All of those methods are 
calculating the amplitudes of sEMG within the selected cycle. And the examples of 
them from selected cycle are shown in Figure 27, Figure 28 and Figure 29. The 
horizontal axis is standing for the time and the vertical axis is standing for the voltage 
of sEMG for all the figures of sEMG waveform examples. 




Figure 27 The example of MAV of sEMG waveform a) recovery b) flexion from the left sensor 
 
 
Figure 28 The example of MOV of sEMG waveform a) recovery b) flexion from the left sensor 





Figure 29 The example of RMS of sEMG waveform a) recovery b) flexion from the left sensor 
 
From the above three figures, it can be found that all the sEMG signals of the flexion 
motion are stronger than that of recovery motion. It can be said that when the 
participants do the flexion motion, the muscles have been activated greatly. 
 
After the selected sEMG data have been processed, the sums of squares from each 
point along the processed waveforms were considered as shown below. This is 
because each processed waveform (RMS, MOV and MAV) complex waveforms 
consisting of several components each with their own value of RMS, MOV and 
MAV. And the similar processing was done for MOV and MAV. 
                                 √    
      
                    (4.6) 
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Therefore the raw sEMG data extraction procedure is summarized in Figure 30.  
 
Figure 30 Features extracted procedure for acceleration data 
 
When the cycle of raw sEMG data has been selected, there were two selected sEMG 
data (one is from left sensor and the other from the right sensor). The two selected 
data would be processed to MAV, MOV and RMS separately and there were 6 types 
of sEMG data in total.  For reducing the dimensions of training inputs purpose, the 
sum of MAV of sEMG data from the two different sensors is adopted and the same 
processing is done to MOV and RMS. Therefore, there were 3 types of sEMG data 
for the training inputs. 
 
4.3.3 The combinations of training input groups 
After all the data have been processed, it can be collected totally 8 types of data (5 of 
them are acceleration data and the rest are sEMG data) for the training inputs 
corresponding to each participant (refer to Appendix E).  For studying the features of 
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those data and finding the dominant features, the processed data have been separated 
into 7 groups which were used the different combinations of those data as the training 
inputs and shown in Table 2. 
  
Table 2 The combinations of training input groups 
(“o” means be used and blank means not be used) 
 
The first three groups are used all the acceleration data and one types of sEMG data 
as the training input and the second three groups are used all the sEMG data and one 
types of acceleration data as the training input. The last group is used all of the 
processed data as the training input. For example, at the first group, all the 
acceleration data and the MAV value of sEMG were used for training input. The 
results of those training input combination will be discussed in chapter 6 to study the 
motion feature of the healthy participants. 
 
Acceleration SEMG 
Peak to peak Mean Resultant RMS MOV MAV 
1 o o o   o 
2 o o o  o  
3 o o o o   
4  o  o o o 
5 o   o o o 
6   o o o o 
7 o o o o o o 
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CHAPTER 5 THE DETERMINATION SYSTEM AND ITS 
THEORIES 
After the raw data have been processed into the training inputs, they will be passed 
through the determination system that has developed basing on the theorems 
discussed in this chapter. The procedures of the determination system and the 
algorithms used by each step are summarized in the following figure: 
 
 
Figure 31 The determination system and training inputs processing procedure 
 
As mentioned in the last chapter, the training inputs are multi-dimension inputs and 
the dimensions of training inputs are too big to be processed by the determination 
system. Therefore, a dimensionality reduction algorithm called Greedy Kernel 
Principal Component Analysis (Greedy kernel PCA) will be adopted to reduce the 
Feature 
Extration  
• Dimension reduction  
• Greedy kernal PCA algorithm 
Density 
Estimation  
• Range identification 
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dimensions of the training input. After reducing the dimensions of the training input, 
the data will be processed by Maximum-Likelihood (ML) Estimation of Gaussian 
Mixture Model (GMM) to identify the range for the healthy participants. And the 
results of Maximum-Likelihood (ML) Estimation of GMM will be used for 
classification purpose by Bayesian Classification Algorithm.  
 
5.1 The Greedy Kernel Principal Component Analysis  
Principal Component Analysis
26
 (PCA) is a mathematical procedure that uses an 
orthogonal transformation to convert a set of possibly correlated input features into a 
set of linearly uncorrelated features also known as principal components. A large 
number of features were used to train the learning algorithm and these amounts to 
large sets of data. Furthermore, many features imply higher dimensions of feature 
space. The Kernel Principal Component Analysis
27
 (Kernel PCA) is the non-linear 
extension of the ordinary linear PCA. Due to data compression and visualization, the 
Greedy Kernel Principal Analysis
28
 (Greedy kernel PCA) which is an efficient 
algorithm to compute the ordinary kernel PCA will be adopted in this project. 
 
Let the set of input training vectors TX = {x1, . . . , xl}, xi ∈ R
n
 are mapped by ϕ:X → F 
to a high dimensional feature space F. The linear PCA is applied on the mapped data 
TΦ = {ϕ(x1), . . . , ϕ (xl)}. The computation of the principal components and the 
projection on these components can be expressed in terms of dot products thus the 
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kernel functions ks: X ×X →R can be employed.  The goal is to train the kernel data 
projection 
            ( )        (5.1) 
such that  the reconstruction error 
            (   )   
 
 
 ∑ ‖ (  )    ̂(  )‖
  
               (5.2) 
is minimized. The reconstructed vector  ̂( ) is given as a linear combination of the 
mapped data TΦ 
      ̂( )  ∑    (  )
 
   ,     (   ).             (5.3) 
where A [d × m] is the parameter matrix, b [m × 1] is the parameter vector and kS = 
[k(x, s1), . . . , k(x, sl)]
T
 are the kernel functions centered in the vectors TS = {s1, . . . , 
sd}. The vector set TS is a subset of training data TX. 
 
One of the advantages of Greedy kernel PCA compared with the ordinary kernel PCA 
is that the subset TS does not contain all the training vectors TX thus the complexity of 
the projection (5.1) is reduced. The objective of the Greedy kernel PCA is to 
minimize the reconstruction error (5.2) while the size d of the subset TS is kept small. 
In Figure 32, it shows one of the results of data processing by using Greedy kernel 
PCA. The 8-dimension inputs, which were collected from the healthy participants 
during the experiment and consisted of five kinds of acceleration data and three kinds 
of sEMG data, have been compressed to 2-dimension inputs. 




Figure 32 The result of data processing through Greedy Kernel PCA (all ACC & sEMG data) 
 
5.2 Gaussian Distribution and Gaussian Mixture Model 
5.2.1 Gaussian distribution 
 
Figure 33 The distribution function of the univariate Gaussian and the histogram Gaussian of the 
sample data 




The Gaussian probability distribution
29
 is usually quite good approximation for a 
class model shape in a suitably selected feature space. It is a mathematically sound 
function and extends easily to multiple dimensions. In the Gaussian distribution lies 
an assumption that the class model is truly a model of one basic class. The Gaussian 
probability density function in one dimension is a bell shaped curve which is shown 
in Figure 33 and in the n-dimensional space it is given as  




 √   ( )
   ( 
 
 
(   )    (   ))      (5.4) 
Where x ∈ Rn, µ [n×1] is the mean vector and Σ [n×n] is the covariance matrix. Each 
pair (μi,Σi), which is labeled as a set of Gaussians in this project, is assigned to the 
class yi ∈ Y. 
 
5.2.2 Gaussian mixture model 
A Gaussian Mixture Model
30
 (GMM) is a parametric probability density function 
represented as a weighted sum of several Gaussian component densities and can 
therefore represent different subclasses inside one class. The general form of GMM is 
  ( )  ∑   ( )  |  ∈ ( | )        (5.5) 
where PY(y),  y ∈ Y = {1, . . . , c} are weights of component c, 0<PY(y)<1 for all 
components, and ∑PY(y) =1. PX|Y(x|y) is the Gaussian distributions (5.4)  given by 
parameter (μy ,Σy). 
 





 are commonly used in pattern recognition and machine learning and provide 
a flexible probabilistic model for the data. One of the powerful attributes of the GMM 
is its ability to form smooth approximations to arbitrarily shaped densities. The 
classical uni-modal Gaussian model represents feature distributions by a position 
(mean vector) and an elliptic shape (covariance matrix) and a vector quantizer (VQ) 
or nearest neighbor model represents a distribution by a discrete set of characteristic 
templates
32
. A GMM acts as a hybrid between these two models by using a discrete 
set of Gaussian functions, each with their own mean and covariance matrix, to allow a 
better modeling capability. The GMM not only provides a smooth overall distribution 
fit, its components also clearly detail the multi-modal nature of the density. An 
example of Gaussian mixture model is shown in Figure 34.  
 
 
Figure 34 An example surface of a two-dimensional Gaussian mixture PDF with three components33 




Estimation of the Gaussian mixture parameters for one class can be considered as 
unsupervised learning of the case where samples are generated by individual 
components of the mixture distribution and without the knowledge of which sample 
was generated by which component. Clustering usually tries to identify the exact 
components, but Gaussian mixtures can also be used as an approximation of an 
arbitrary distribution. 
 
5.3 Maximum-Likelihood estimation of GMM 
Due to the classification purpose, the class-conditional probability density functions 
need to be determined. The initial model selection can be done by visualizing the 
training data, but the adjustment of the model parameters requires some measure of 
goodness, i.e., how well the distribution fits the observed data. Data likelihood is a 
good choice. When training vectors and a GMM configuration are given, the 
parameters of the GMM, which in some sense best matches the distribution of the 
training feature vectors, is expected to estimate. There are several techniques 
available for estimating the parameters of a GMM. By far the most popular and well-
established method is maximum likelihood (ML) estimation. The aim of ML 
estimation is to find the model parameters which maximize the likelihood of the 
GMM given the training data. Maximizing the likelihood may in some cases lead to 
singular estimates, which is the fundamental problem of maximum likelihood 
methods
34
 with Gaussian mixture models. The probability distribution is defined as 
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   | (  | )    |  ( |   )  | ( | )                (5.6) 
where the parameters θ∈ Θ. The vector of observations x∈ Rn and the hidden state y∈ 
Y = {1, . . . , c} are assumed to be realizations of random variables which are 
independent and identically distributed according to the PXY |Θ(x, y|θ). The conditional 
probability distribution PX|YΘ(x|y,θ) is assumed to be Gaussian distribution. The θ 
involves parameters (μy,Σy), y∈ Y of Gaussian components and the values of the 
discrete distribution PY|Θ(y|θ), y∈ Y. The marginal probability PX|Θ(x|θ) is the 
Gaussian mixture model (5.5). In Figure 35, it shows one of the examples of the 
Maximum-Likelihood of the Gaussian Mixture Model by using the processed 
acceleration and sEMG data as the training inputs.  
 
 
Figure 35 Example of the Maximum-Likelihood of the Gaussian Mixture Model a) shows components 
of the GMM (top) and b) shows contour plot of the distribution function (bottom) 
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5.4 Bayesian Classification 
Bayesian classification
35
 and decision making is based on probability theory and the 
principle of choosing the most probable or the lowest risk (expected cost) option. 
 
The object under study is assumed to be described by a vector of observations x∈ X, 
and a hidden state y∈ Y. The x and y are realizations of random variables with joint 
probability distribution PXY (x, y). A decision rule q: X →D takes a decision d∈ D 
based on the observation x ∈ X. Let W: D×Y →R be a loss function which penalizes 
the decision q(x)∈ D when the true hidden state is y ∈ Y. Let X ⊆ Rn and the sets Y 
and D are finite. The Bayesian risk R(q) is an expectation of the value of the loss 
function W when the decision rule q is applied, i.e., 
 ( )  ∫ ∑    (   ) ( ( )  )   ∈         (5.7) 
The optimal rule q* which minimizes the Bayesian risk (4.7) is referred to as the 
Bayesian rule 
 ∗ ( )  
      ∑    (   ) ( ( )  ) ∈ 
 
 ,    ∈      (5.8) 
The STPRtool implements the Bayesian rule for two particular cases: 
Minimization of misclassification: The set of decisions D coincides to the set of 
hidden states Y = {1, . . . , c}. The 0/1-loss function 
            ⁄ ( ( )  )  {
          ( )     
         ( )    
        (5.9) 
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is used. The Bayesian risk (5.7) with the 0/1-loss function corresponds to the 
expectation of misclassification. The rule q: X →Y which minimizes the 
expectation of misclassification is defined as 
 ( )  
        | ( | )
 ∈  
 
        
        | ( | )  ( )
 ∈  
   (5.10) 
Classification with reject-option: The set of decisions D is assumed to be D = Y 
∪ {don’t_ know}. The loss function is defined as 
  ( ( )  )  {
         ( )                        
         ( )                         
         ( )             
  (5.11) 
where ε is penalty for the decision don’t_ know. The rule q: X → Y which 
minimizes the Bayesian risk with the loss function (5.11) is defined as 
 ( )  
{
        | ( | )  ( )
 ∈  
              | ( | )     ∈ 
                                      
                                                | ( | )    ∈ 
                                  
    
                              (5.12) 
In Figure 36, it shows one of the examples of Bayesian classification by using the 
results of the Maximum-Likelihood estimation of GMM as the inputs and the class-
conditional distributions PX|Y are modeled by the Gaussian mixture models (GMM). 
From the figure, it can be seen that the motion of flexion (regarding to red circle 
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Figure 36 The example of the Bayesian classification: the class-conditional probabilities are modeled 
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CHAPTER 6 RESULTS AND ANALYSIS 
After all the data have been processed, there are 30 example points (refer to Appendix 
E Table 3) and 8 features (the dimensions of the training inputs) from healthy 
participants and the first half are standing for recovery motion and the rest are flexion 
motion. There are 6 example points (refer to Appendix E Table 4) and 8 features (the 
dimensions of the training inputs) from LBP patients and the first half are standing for 
recovery motion and the rest are flexion motion. To validate the proposed 
determination system, the data for healthy participants should be analyzed to study 
the motion features of healthy participants and the results would be used to 
differentiate the flexion motion and recovery motions to test the accuracy of the 
determination system. Upon the validation of determination system, the LBP patients’ 
data would be processed in the same way as that of healthy participants to identify the 
range of the healthy participants and distinguish the LBP patients and healthy 
participants. 
 
6.1 The results of healthy participants data analysis 
As mentioned in chapter 4, the training inputs have been grouped into 7 combinations 
(refer to Table 2 in chapter 4). The recovery motion is defined as “class 1” and 
flexion motion is defined as “class 2”. After that, Greedy kernel PCA was used to 
reduce the multi-dimension input features into 2 principal components for each 
combination. After the 2 principal components inputs have been processed through 
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the Maximum-Likelihood estimation of GMM algorithm, the results will be used for 
classification through the Bayesian Classification Algorithm. The results of 
Maximum-Likelihood estimation of GMM algorithm are used to extract the feature of 
each motion and the results of Bayesian Classification Algorithm are used to classify 
two motions. The results for each combination of training inputs are shown in the 
following figures which consist of three plots. On the top left of each figure, it shows 
the shape of components of the GMM. On the top right of each figure, it shows the 
contours of the distribution. On the bottom of each figure, it shows the classification 
results for the two motions. The red circle points are corresponding to the flexion 
motion and the blue cross points are corresponding to the recovery motion.  
 
 
Figure 37 The results for the combination of ACC & MAV 
 




Figure 38 The results for the combination of ACC & MOV 
 
 
Figure 39 The results for the combination of ACC & RMS 




Figure 40 The results for the combination of MEAN & sMEG 
 
 
Figure 41 The results for the combination of Peak to peak & sMEG 




Figure 42 The results for the combination of Resultant & sMEG 
 
 
Figure 43 The results for the combination of ACC & sMEG 
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Figure 37, Figure 38 and Figure 39 are analyzing all of acceleration data and one type 
of sEMG data. Figure 40, Figure 41 and Figure 42 are analyzing one type of 
acceleration data and all of sEMG data. Figure 43 is analysis all of acceleration data 
and all of sEMG data. After scrutinizing all of the above figures, it can be found that 
Figure 37 is quite different from other figures.  
 
 From the Figure 37, it can be seen that some of the points are outside the ellipse (the 
top left plot). The clustering of data is quite closed to each other. Although the heart-
shape distribution contours (the top right plot) contents two centers, they can be 
mixed into one distribution due to one red circle point in the other side of the blue 
points clustering. Although there are two classification boundaries generated to 
classify the two motions, there is still one red points cannot be classify correctly. The 
margin between the two sets of data is very small as well. It can be said the MAV of 
sEMG is not the dominant feature for the two motions and MAV of sEMG cannot be 
used solely to classify the two motions. 
 
From Figure 38, it can be found that all the red points are within the red ellipse (the 
top left plot) and the same for the blue points. It can be said that the repeatability is 
quite high. The distributions contours (the top right plot) cannot be mixed into one 
distribution. There is only one classification boundary (On the bottom) and the 
margin between the two sets of data is related bigger than that in Figure 37. The two 
motions have been completely separated. And the rest figures provide the similar 
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information. Although the result of Figures 37 is not as good as others, the MAV of 
sEMG didn’t affect the results shown in Figure 40, 41, 42, 43 when it is used as one 
of the features of training inputs. Since MAV only contributes to the positive value of 
amplitude of sEMG, it cannot be used solely to analysis the motions.  
 
6.2 The results of healthy participants & LBP patients classification 
From the discussion of last section, it can be said the determination system is 
instructive for motion feature extraction and motion classification. Upon the 
validation of such determination system, the LBP patients’ data had been processed in 
the same way as that of healthy participants to extract the motion features of LBP 
patients. And the motion features of healthy participants and LBP patients will be 
used as the training inputs of the determination system. The healthy participants are 
defined as “class 1” and LBP patients are defined as “class 2”.  
 
After that the processed data would be passed through the determination system. The 
result of the processed data is shown in Figure 44. The blue cross points are standing 
for the healthy participants and the red circle points are standing for LBP patients (for 
all the result figures). From Figure 44, it can be seen that most of the blue points are 
quite closed to each. Only two blue points (one is closed to the top and the other is 
closed to the bottom) are far away from other blue points.  And all the three red points 
spread around the clustering area of the blue points since the LBP may be caused by 
different reasons. 








Figure 45 The contours of the distribution function 
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The contours of the distribution function for the healthy participants are shown in 
Figure 45. From the figure, it can be seen that most of the data of healthy participants 
are within the distribution contours except three blue points and there is one red point 
mixed into the distribution of healthy participants. That is caused by two blue points 
since which are distanced from the clustering center of the distribution and affect the 
whole trend of the distribution. Thereby, the data waveforms regards to the two 
special points have been rechecked and it can be found that the waveforms have 
contaminated with some unwanted noise. The noise supposed to be induced by the 
following reasons: 
 The healthy participant does the motions in the incorrect way. 
 The sEMG sensors need to be tightly attached to the back using double-side 
tape for acquisition of clear signals. However, if the healthy participant 
sweats, the sensors failed to be stably attached while the motion artifact had 
been introduced. 
 
Therefore, the motion data of the healthy participants exclude the two special blue 
points are reanalyzed and the new distribution is shown in Figure 46. And the two 
special blue points have been remarked by the red circles. The discrepancy between 
Figure 45 and Figure 46 is because that old distribution calculated the probability of 
the two special blue points. 




Figure 46 The new contours of the distribution function with remarked healthy participants data 
 
 
Figure 47 The range defined for the healthy participants 
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The distribution for analyzing both the data of healthy participants and LBP patients 
has shown in Figure 47. In the figure, all the data of LBP patients are distanced from 
the distribution of the healthy participants. It can be found that the maximum contour 
of the distribution has covered almost all the data of the healthy participants. 
Although there is one blue point outside the distribution which means the probability 
for the healthy participants’ data occurring at that location is very small, the 
maximum contour can still be used to calculate the range of the healthy participants. 
 
 
Figure 48 The results of Bayesian classification 
 
After the distribution of healthy participants has been determined, the results would 
be processed through the Bayesian Classification Algorithm to distinguish healthy 
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participant and LBP patients. The classification result is shown in Figure 48. From 
the figure, it can be seen that all the blue points (i.e., healthy participants) are 
successfully clustered into the boundary. Also, all the red points (i.e., LBP patients) 
are outside the classification boundary. As a result, the healthy participants have been 
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CHAPTER 7 CONCLUSION 
7.1 Conclusions of the research work and contributions 
In this research, a study is proposed to excavate the potential of the rehabilitation 
apparatus (Valedo
TM
 Motion System) to use it as the assessment tool in the initial 
stage. Nine healthy participants have taken part a trial experiment to get the feedback 
for the Valedo
TM
 Motion System and study the feasibility of Valedo
TM
 Motion 
System to be used as the assessment tool. From the results of trial experiment, it can 
be found that Valedo
TM
 Motion System is potentially popular among participants 
after they played the games due to its virtual reality interface. However, it is still 
some way off to be used as an assessment tool solely due to the motion data collected 
by Valedo
TM
 motion sensors which cannot be directly exported for in-depth analysis. 
For current stage, it can only be used as an assist tool for the doctors to diagnose the 
LBP patients at the preliminary stage.  
 
Therefore, the design of a novel assessment methodology has been proposed in this 




 EMG system) 
to achieve the objective of this research work. The novel assessment methodology 
consists of four steps - Data Acquisition, Data Processing, Determination System and 
Results Analysis.  
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Data Acquisition is conducted through a motion testing experiment. A total of 18 
participants (15 participants are healthy subjects and the rest are real LBP patients) 




 EMG system and 
EMGworks
(R)
 are used in the 3-axis Acceleration and sEMG data acquisition and 
processing respectively for this experiment.  
 
The raw 3-axis Acceleration data has been processed to peak-to-peak voltage, mean 
and resultant voltage of the output along the X and the Z axes and the raw sEMG 
data has been processed to RMS, MOV and MAV. Finally, there are 36 example 
points (includes both data of healthy participants and lower back pain patients) which 
have been extracted as the training inputs for the determination system to do the 
assessment. 
 
 The determination system has been developed to assess the LBP patients and it 
consists of Greedy Kernel PCA, Maximum-Likelihood Estimation of GMM and 
Bayesian Classification. Greedy Kernel PCA is adopted to reduce the dimensions of 
the training inputs, Maximum-Likelihood Estimation of GMM is able to identify the 
range of the healthy participants and Bayesian Classification can be used to classify 
the recovery motion & flexion motion and healthy participants & LBP patients. 
 
To validate the proposed determination system, the data for healthy participants 
should be analyzed to study the motion features of healthy participants and 
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differentiate the flexion motion and recovery motions to test the accuracy of the 
determination system. The motion feature of healthy participants has been extracted 
and the recovery motion and flexion motion have been classified successfully through 
the determination system. Upon the validation of determination system, it can be used 
to identify the range of the healthy participants and distinguish the LBP patients and 
healthy participants. The LBP patients’ data would be processed in the same way as 
that of healthy participants.  After both of the motion features of the healthy 
participants and LBP patients are extracted, they can be processed through the 
determination system as the training inputs.  
 
Finally, after the motion data of healthy participants and LBP patients have been 
processed through the determination system, all the red points (i.e., LBP patients) are 
outside the new distribution and the maximum contour of the distribution can be 
defined as the range of the healthy participants. Then, the healthy participants and 
LBP patients have been successfully classified by calculated classification boundary 
that covers all the data of the healthy participants. 
 
7.2 Improvement and future work 
 Apply the ValedoTM Motion System on LBP patients to observe their 
performance in the same scenario designed in the earlier experiment and 
obtain feedback from LBP patients with regards to the use of motion system. 
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 Evaluate the lower back muscle activity during different sets of motion 
(deadlifts with dumbbells and twisting). 
 Reduce the error of classification by using the average value of every circle 
(the data used in this thesis is only one circle). 
 Adopt more sensors to monitor the motion of lumber and pelvis like placing 
the sensors on the abdomen of participants. 
 Use other combinations of feature as the training inputs, such as Median 
Frequency of sEMG, sEMG ratio of Flexion and extension, sEMG ratio of 
twisting to the left and right, Body Mass Index (BMI), age, gender and so on. 
 Collect the motion data from more healthy people and LBP patients (various 
types of LBP patients), then set up a data base. 
 Apply the multi-classification of SVM to discriminate the healthy people and 
the various types of CLBP patients. 
 
  Appendices 
83 
 
APPENDIX A  FLAG INDICATORS OF SEVERE LBP 
CONDITIONS 
Table 3 (Appendix) Red flag indicators of severe LBP conditions36 
 
 
Table 4 (Appendix) Yellow flag indicators of LBP conditions 37 
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APPENDIX B THE ROLAND MORRIS DISABILITY 
QUESTIONNAIRE   
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APPENDIX C FEEDBACK QUESTIONNAIRE FOR THE USE OF 
THE MOTION SYSTEM 
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APPENDIX D FEEDBACK QUESTIONNAIRE RESULTS 
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APPENDIX E PROCESSED DATA OF HEALTHY 
PARTICIPANTS AND THE LBP PATIENTS 
Table 5 (Appendix) Processed data of healthy participants 
Healthy participants 
  
Acceleration data sEMG data 
  
P-P (X) P-P (Z) Mean (X) Mean (Z) Resultant cmav cmov crms 
Backward 
motion 
1 1.172803 1.313025 -0.4527 -0.65652 1.190566 0.000313 0.000342 0.00044 
2 1.40449 1.197627 -0.38041 -0.67982 1.189791 0.000308 0.000373 0.000439 
3 1.117495 1.285598 -0.48776 -0.6428 1.120053 0.000315 0.000362 0.000428 
4 1.055218 1.198063 -0.45853 -0.70749 1.206776 0.000298 0.000338 0.000419 
5 0.874495 1.485493 -0.43724 -0.633 1.153013 0.000307 0.00041 0.000417 
6 1.096591 1.288211 -0.49429 -0.67067 1.180792 0.000307 0.000341 0.000449 
7 1.161489 1.270101 -0.48074 -0.65233 1.192837 0.000309 0.000335 0.00047 
8 1.156274 1.292315 -0.45602 -0.65214 1.229153 0.000309 0.000354 0.000445 
9 1.183691 1.264694 -0.48689 -0.66022 1.227822 0.000305 0.00036 0.000469 
10 1.168294 1.258274 -0.48758 -0.65929 1.172839 0.000321 0.000365 0.000433 
11 1.149284 1.302935 -0.46829 -0.65847 1.182716 0.000319 0.000345 0.000439 
12 1.18293 1.28293 -0.44984 -0.64829 1.201294 0.000324 0.000341 0.000458 
13 1.148237 1.267589 -0.45892 -0.66282 1.192839 0.000316 0.000346 0.00043 
14 1.174829 1.292839 -0.46839 -0.67483 1.201938 0.000317 0.000354 0.000443 
15 1.147283 1.27183 -0.44928 -0.67292 1.172819 0.000309 0.000335 0.000439 
    
Forward 
motion 
1 1.119672 1.271227 -0.48362 -0.68613 1.16946 0.00036 0.000584 0.000263 
2 1.157125 1.205902 -0.5054 -0.67916 1.217071 0.000411 0.000612 0.000265 
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3 1.076558 1.161916 -0.51825 -0.71074 1.152388 0.000271 0.000583 0.000187 
4 1.034314 1.222015 -0.56898 -0.69288 1.235656 0.000361 0.000578 0.000272 
5 1.140141 1.277218 -0.43245 -0.61449 1.179946 0.0003 0.00058 0.000252 
6 1.099204 1.228112 -0.49168 -0.70551 1.199365 0.000345 0.000579 0.000268 
7 1.114738 1.263729 -0.49284 -0.69155 1.18291 0.000346 0.00056 0.00024 
8 1.123493 1.321113 -0.49284 -0.66859 1.159203 0.000369 0.00059 0.000261 
9 1.205466 1.27863 -0.48994 -0.65674 1.219617 0.000349 0.000575 0.000252 
10 1.118757 1.239103 -0.50293 -0.6692 1.182738 0.000386 0.000591 0.000265 
11 1.13293 1.268317 -0.52391 -0.67292 1.172929 0.000368 0.000586 0.000268 
12 1.099928 1.248292 -0.48291 -0.66827 1.168294 0.000344 0.000609 0.000269 
 
13 1.141829 1.199878 -0.50019 -0.65829 1.162719 0.000366 0.000612 0.000262 
 
14 1.112839 1.27291 -0.49282 -0.69282 1.172819 0.00036 0.000584 0.000263 
 











Table 6 (Appendix) Processed data of the LBP patients 





Acceleration data sEMG data 
  





Resultant cmav cmov crms 
Backward 
motion 
1 0.97182 0.889292 -0.40491 -0.76583 1.081026 0.002967 0.000873 0.004454 
2 0.737738 0.861203 -0.51563 -0.70257 1.064609 0.000418 0.000169 0.000623 
3 0.642146 1.08026 -0.56408 -0.57083 1.068102 0.000305 0.000206 0.000406 
   
Forward 
motion 
1 0.963545 0.992506 -0.41775 -0.70355 1.068874 0.00075 0.000859 0.006378 
2 0.003484 0.921302 -0.51912 -0.67862 1.06159 0.000398 0.000195 0.000809 
3 0.664574 1.027346 -0.57834 -0.59446 1.075031 0.000385 0.000191 0.000606 
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