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Abstract
Let G be a graph, C a longest cycle inG and p, c the lengths of a longest
path and a longest cycle in G\C, respectively. Almost all lower bounds for
the circumference base on a standard procedure: choose an initial cycle C0
in G and try to enlarge it via structures of G\C0 and connections between
C0 and G\C0 closely related to p, c and connectivity κ. Actually, each
lower bound obtained in result of this procedure, somehow or is related to
κ, p, c but in forms of various particular values of κ, p, c and the major
problem is to involve these invariants into such bounds as parameters. In
this paper we present a lower bound for the circumference involving δ, κ
and c and increasing with δ, κ and c.
1 Introduction
We consider only finite undirected graphs without loops or multiple edges. A
good reference for any undefined terms is [1]. The set of vertices of a graph G is
denoted by V (G); the set of edges by E(G). For S a subset of V (G), we denote
by G\S the maximum subgraph of G with vertex set V (G)\S. For a subgraph
H of G we use G\H short for G\V (H).
Paths and cycles in a graph G are considered as subgraphs of G. If Q is a
path or a cycle, then the length of Q, denoted by |Q|, is |E(Q)|. For Q a path,
we denote |Q| = −1 if and only if V (Q) = ∅. Throughout the paper, each vertex
and edge can be interpreted as cycles of lengths 1 and 2, respectively.
∗The original version is preprinted in Transactions of the Institute for Informatics and Au-
tomation Problems of the NAS (Republic of Armenia) and Yerevan State University, Mathe-
matical Problems of Computer Science 21 (2000) 129–155.
†G.G. Nicoghossian up to 1997
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Let G be a graph and C a longest cycle in G. A cycle C is a Hamilton cycle
if G\C = ∅ and is a dominating cycle if G\C is edgeless. We use n to denote
the order, δ the minimum degree and κ the connectivity in G. The length |C|,
denoted by c, is called a circumference. The lengths of a longest path and a
longest cycle in G\C, will be denoted by p and c, respectively.
Almost all lower bounds for the circumference base on a standard procedure:
choose an initial cycle C0 in a graph G and try to enlarge it via structures of
G\C0 and connections between C0 and G\C0 closely related to connectivity
κ and p, c. Actually, each lower bound obtained in result of this procedure,
somehow or is related to κ, p, c but in forms of various particular values of κ,
p, c and the major problem in long cycles theory is to involve these invariants
into such bounds as parameters.
The starting result in this area, due to Dirac [2], bases on the minimum
degree δ.
Theorem A [2]. In every graph, c ≥ δ + 1.
The second result in the same paper [2] shows that under 2-connectedness
the bound δ + 1 in Theorem A can be replaced by min{n, 2δ}.
Theorem B [2]. In every 2-connected graph, c ≥ min{n, 2δ}.
When G\C has a simple structure, namely is edgeless, Voss and Zuluaga [6]
obtained the following.
Theorem C [6]. Let G be a 3-connected graph. Then either c ≥ 3δ− 3 or each
longest cycle in G is a dominating cycle.
The first lower bound involving connectivity κ as a parameter has been ap-
peared in 1981, by the author [3].
Theorem D [3]. Let G be a 2-connected graph. Then c ≥ min{n, 3δ − κ}.
Further, the first two bounds involving p and c has been appeared in 1998
and 2000, respectively, again by the author [4],[5].
Theorem E [4]. Let G be a graph and C a longest cycle in G. Then |C| ≥
(p+ 2)(δ − p).
Theorem F [5]. Let G be a graph and C a longest cycle in G. Then |C| ≥
(c+ 1)(δ − c+ 1).
As a defect, the bound in Theorem D decreases as κ increases. The bounds
in Theorems E and F have the same defect for p ≥ (δ − 2)/2 and c ≥ δ/2,
respectively.
2
In this paper we present a lower bound for the circumference involving δ, κ
and c and increasing with δ, κ and c.
Theorem 1. Let G be a graph and C a longest cycle in G. Then |C| ≥
(c+1)κ
c+κ+1 (δ + 2) if c ≥ κ and |C| ≥
(c+1)c
2c+1 (δ + 2) if c ≤ κ− 1. .
The result is sharp, as can be seen from the following family of graphs.
Take κ + 1 disjoint copies of the complete graph Kδ−κ+1 and join each vertex
in their union to every vertex of a disjoint complete graph Kκ. This graph
(κ+1)Kδ−κ+1+Kκ is clearly not hamiltonian. Moreover, c = κ(δ− κ+2) and
c = δ − κ+ 1, implying that c = (c+1)κ
c+κ+1 (δ + 2) .
In view of Theorem 1, we belive the following is also true in terms of p.
Conjecture 1. Let G be a graph and C a longest cycle in G. Then |C| ≥
(p+2)κ
p+κ+2 (δ + 2) if p ≥ κ− 1, and |C| ≥
(p+2)p
2p+2 (δ + 2) if p ≤ κ− 2.
The next section is devoted to standard terminology. In section 3 we in-
troduce some special definitions and convenient notations, where the notion of
HC−extensions plays a central role in the sequel. In section 4 we investigate the
main properties of HC−extensions and in the last section we prove our main
result.
2 Terminology
An (x, y)-path is a path with endvertices x and y. Given an (x, y)-path L of G,
we denote by
−→
L the path L with an orientation from x to y. If u, v ∈ V (L),
then u
−→
Lv denotes the consequtive vertices on L from u to v in the direction
specified by
−→
L . The same vertices, in reverse order, are given by v
←−
Lu. For
−→
L = x
−→
Ly and u ∈ V (L), let u+(
−→
L ) (or just u+) denotes the successor of u
(u 6= y) on
−→
L and u− denotes its predecessor (u 6= x). If A ⊆ V (L), then
A+ = {v+ | v ∈ A\{y}} and A− = {v− | v ∈ A\{x}}. If Q is a cycle in G and
A ⊆ V (Q), then
−→
Q , A+ and A− are analogously defined. For v ∈ V (Q), v
−→
Qv
will be interpreted as a vertex v. For v ∈ V , put N(v) = {u ∈ V | uv ∈ E} and
d(v) = |N(v)|.
3 Special Definitions
We begin introducing some special definitions and convenient notations. For
the remainder of this section let a longest cycle C in a graph G and a longest
cycle H = u1 . . . uhu1 in G\C with h = c be fixed.
Definition 3.1. HC−extension; T (ui);
o
u; uˆ.
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Let T (u1), . . . , T (uh) are vertex-disjoint (ui, uˆi)-paths in G\C (i = 1, ..., h).
The union T =
⋃h
i=1 T (ui) is called HC−extension if N(uˆi) ⊆ V (T )
⋃
V (C) for
each i ∈ {1, ..., h}. An HC-extension T is called maximal if it is chosen so as to
maximize |{u ∈ V (H) |u 6= uˆ}|. If u 6= uˆ for some u ∈ V (H), then we use
o
u to
denote u+(
−→
T (u)).
Definition 3.2. (A,B)−path.
Let A,B ⊂ V and A
⋂
B = ∅. Let E is a path in G with all its inner ver-
tices in V \(A
⋃
B). Then E is called an (A,B)-path if E starts at any vertex
in A and terminates at any vertex in B. For subgraphs H1 and H2 of G, an
(H1, H2)-path is analogously defined.
Definition 3.3. Θ(
−→
P , Vneut, Vfin) = (P0, ..., Ppi); Pi = yi
−→
Pizi (i = 0, . . . , pi).
Let V
′
⊂ V . A path with endvertices in V \V
′
and all internal vertices in V
′
is called a V
′
−path. Let
−→
P = v0v1 . . . vn be a path in G of length n ≥ 1 and let
Vneut, Vfin be vertex-disjoint subsets in V \V (
−→
P ). We define Θ(
−→
P , Vneut, Vfin)
as a sequence of paths P0, . . . , Ppi as follows: For i = 0, put P0 = −−→y0z0 and
X = V (v0
−→
P z0), where y0 = v0 and z0 = v1. Now let Pi−1 = yi−1
−→
P i−1zi−1
and Xi−1 are defined for some integer i ≥ 1. In order to define Pi and Xi we
distinguish three cases.
(i) If every Vneut−path, starting in Xi−1 − zi−1, terminates in Xi−1, then
Xi = ∅ and Ppi = Pi−1 (so Pi is undefined).
(ii) If there is a Vneut−path P ′ = v′
−→
P ′v′′ with v′ ∈ Xi−1−zi−1 and v′′ ∈ Vfin,
then Xi = ∅ and Ppi = Pi = yi
−→
P ′zi, where yi = v
′ and zi = v
′′.
(iii) There is a Vneut−path P ′′ = w′
−→
P ′′w′′ with w′ ∈ Xi−1 − zi−1 and
w′′ ∈ V (z+i−1
−→
P vn) but there is no Vneut−path satisfying (ii).
Choose P ′′ so as to maximize | v0
−→
P w′′ |. Then putting
Pi = yi
−→
P ′′zi, Xi = V (v0
−→
P zi),
where yi = w
′ and zi = w
′′, we complete the definition of Pi and Xi. Since
Xo ⊂ X1 ⊂ · · ·, there must be some integer j (j ≥ 1) with Pj = Ppi, which, in
fact, completes the definition of Θ(
−→
P , Vneut, Vfin).
Definition 3.4. Φu;ϕu; Ψu;ψu.
Let T be a maximal HC-extension. For each u ∈ V (H), put
Φu = N(uˆ)
⋂
V (T ), ϕu = |Φu| ,
Ψu = N(uˆ)
⋂
V (C), ψu = |Ψu| .
Definition 3.5. U0;U0;U1;U2;U∗.
For T a maximal HC−extension, put
U0 = {u ∈ V (H) |u = uˆ}, U0 = V (H)\U0, U1 = {u ∈ U0 |Φu 6⊆ V (T (u))}.
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Let u ∈ V (H)\(U0
⋃
U1) and Θ(
←−
T (u), Vneut, Vfin) = (P0, . . . , Ppi), where
Vneut = V \(V (T )
⋃
V (C)), Vfin = V (T )\V (T (u)).
A vertex u is called special if Ppi starts and terminates in V (T (u)). The set of
all nonspecial vertices in V (H)\(U0
⋃
U1) is denoted by U2 and the set of all
special vertices by U∗.
Definition 3.6. Bu;B
∗
u; bu; b
∗
u.
Let T be a maximal HC-extension. For each u ∈ V (H), put Bu = {v ∈
U0 | v
o
u∈ E}. Clearly Bu = ∅ if u ∈ U0. Furthermore, for each u ∈ U0, put
B∗u = {v ∈ V (H) | u
o
v∈ E. Clearly B∗u ⊆ U0. Let bu = |Bu| and b
∗
u = |B
∗
u|.
Definition 3.7. Au(v); ρu(v); ρu(v); Λu; Λu(v, w).
Let T be a maximal HC-extension. For each u, v ∈ V (H), put
Au(v) = (Φu
⋃
Bu)
⋂
V (T (v)).
Let ρu(v) denote the vertex in Au(v) maximizing | v
−→
T (v)ρu(v) |. In particular,
ρu(u) = uˆ
−. Put ρu(v) = uˆ if ρu(v) ∈ Φu and ρu(v) =
o
u if ρu(v) ∈ Bu. Clearly
ρu(u) = uˆ. Put Λu = {v ∈ V (H) |Au(v) 6= ∅}. For each v, w ∈ Λu (v 6= w),
put
Λu(v, w) = vT (v)ρu(v)ρu(v)T (u)ρu(w)ρu(w)T (w)w.
Definition 3.8. ϕ′u; γu;βu;µ(T ).
For T a maximal HC−extension, put
ϕ′u =
{
ϕu if u ∈ V (H)\U∗,
0 if u ∈ U∗,
γu =
{
ϕ
′
u + bu if u ∈ U0,
ϕ
′
u − b
∗
u if u ∈ U0,
βu =
(γu + γu+)
2
(u ∈ V (H)), µ(T ) =
1
h
∑
u∈V (H)
βu.
Definition 3.9. T−transformation; Ttr(E1, ..., En);Ttr(v1, ..., vn).
Let T be a maximal HC−extension and let E1, ..., En are vertex-disjoint
(H,C)−paths with Ei = vi
−→
E iwi (i = 1, ..., n). Assume that the union of
E1, ..., En intersect T (z) for some z ∈ V (H)\{v1, ..., vn}. Clearly z ∈ U0. walk-
ing along T (z) from z to
∧
z we stop at the first vertex w ∈
⋃n
i=1 V (Ei). Assume
w.l.o.g. that w ∈ V (E1). Replacing the segment v1E1w of a path E1 by zT (z)w
we get a new path E01 instead of E1. If the union of E
0
1 , E2, ..., En intersect
T (z
′
) for some z
′
∈ V (H)\{z, v2, ..., vn}, then continue this procedure. In a
finite number of steps we obtain
| {v ∈ V (H) :
( n⋃
i=1
V (E
′
i)
)⋂
V (T (v)) 6= ∅} |= n
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for some vertex-disjoint (H,C)-paths E
′
1, ..., E
′
n. Let E
′
i = v
′
iE
′
iwi (i = 1, ..., n).
By writing
Ttr (E1, ..., En) = (E
′
1, ..., E
′
n), Ttr (v1, ..., vn) =
(
v
′
1, ..., v
′
n
)
,
we say that E
′
1, ..., E
′
n is a T− transformation of E1, ..., En. By the definition,
v
′
i ∈ {vi}
⋃
U0 (i = 1, ..., n) , Ttr (w1, ..., wn) = (w1, ..., wn) .
Definition 3.10. O(x, y);Ox(x, y);O(y,
o
x);O(x,
o
x);Oy(x, y);O(x,
o
y);O(y,
o
y).
Let T be a maximal HC−extension. For each pair of distinct vertices x, y ∈
V (H), put
V1 =
⋃
v 6∈{x,y}
V (T (v))
⋃
{x, y} , V2 = V1
⋃
{
o
x}.
Let O(x, y) (resp. Ox(x, y), O(y,
o
x), O(x,
o
x)) be the longest (x, y)−path
(resp. (x, y)-path, (y,
o
x)−path, (x,
o
x)−path) in 〈V1〉 (resp. 〈V2〉,〈V2〉,〈V2〉). The
paths Oy(x, y), O(x,
o
y), and O(y,
o
y) are analogously defined.
Definition 3.11. Ω (x, y) ; Ω (x, y, E, F ) ; Ω (v, w, x, y, E, F ) .
Let T be a maximal HC−extension and let E,F be a pair of vertex disjoint
T−transformed (H,C)−paths with E = xEv and F = yFw. If |T (x)| − 1 6= 1,
then we denote Ωx (x, y, E, F ) = O(x, y). Otherwise,
Ωx (x, y, E, F ) =


Ox(x, y) if
o
x6∈ V (E)
⋃
V (F ),
O(
o
x, y) if
o
x∈ V (E),
O(
o
x, x) if
o
x∈ V (F ).
Define Ωy (x, y, E, F ) by the same way and denote by Ω (x, y, E, F ) the
longest path among O(x, y),Ωx (x, y, E, F ) and Ωy (x, y, E, F ) . Let Ω (x, y) be
the shortest path Ω (x, y, E, F ) for fixed x, y and all possible E,F. By definition
3.9, vEµΩ (x, y, E, F ) νFw is a simple path for appropriate µ, ν ∈ {x, y,
o
x,
o
y}
denoted by Ω (v, w, x, y, E, F ) .
Definition 3.12. (v, L) ∈ ∆.
Let L be a path in G with L = v1...v2t−1 (t ≥ 1) and let v ∈ V \V (L). We
will write (v, L) ∈ ∆ if vv2i−1 ∈ E (i = 1, ..., t). For w ∈ V (L), we will write
(w,L) ∈ ∆ if wu ∈ E for each u ∈ V (L)\{w}.
Remarks. If no ambiguity can arise, any notation of the type Rui in definitions
2.4 and 2.6-2.8, having index ui (say Φui), we abbreviate Rui = Ri.
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4 Preliminaries
Throughout this section, let G be a graph, C be a longest cycle G and H =
u1...uhu1 a longest cycle in G\C with a maximal HC−extension T.
Lemma 1. Let G be a graph.
(a1) For E,F a pair of vertex-disjoint (H,C)−paths in G with E = xEv
and F = yFw, if Ttr (E,F ) = (E
′, F ′) and Ttr (x, y) = (x
′, y′), then
| v
−→
Cw | −1 ≥ |Ω(v, w, x′, y′, E′, F ′)| − 1 ≥ a(x′) + a(y′) + |Ω(x′, y′)| − 1,
where a(z) = 1 if z 6∈ U∗ and a(z) = ϕz + 1 if z ∈ U∗ for each z ∈ {x′, y′} .
(a2) Let u ∈ V (H) and Θ(
←−
T (u), Vneut, Vfin) = (P0, ..., Ppi), where Pi =
yi
−→
P izi (i = 0, ..., pi) and
Vneut = V \(V (T )
⋃
V (C)), Vfin = V (T )\V (T (u)).
If u ∈ U2, then there is an (u, zpi)−path L of length at least ϕu + 1 with
V (L) ⊆ V (T (u))
⋃
V ∗, where V ∗ =
⋃pi
i=0 V (Pi). If u ∈ U∗, then for each vertex
z ∈ (V (uˆ
←−
T (u)zpi)
⋃
V ∗)\{zpi}
there is an (u, z)−path L of length at least ϕu+1 with V (L) ⊆ V (T (u))
⋃
V ∗.
Lemma 2. For each u ∈ V (H),
(b1) if u ∈ U0 and uˆ 6=
o
u, then Φu
⋂
Bu = ∅.
(b2)
∑
u6∈U0
bu =
∑
u∈U0
b∗u,
∑
u∈V (H) γu =
∑
u∈V (H) ϕ
′
u,
|Φu
⋃
Bu| =
∑
v∈V (H) |Au (v)| .
Lemma 3. Let G be a graph, C be a longest cycle in G, Q be a path in G\C
and let Pi = vi
−→
Piwi (i = 0, ..., q) are vertex-disjoint paths in G\C having only
v0, ..., vq in common with Q. Then
c ≥
q∑
i=0
|Zi|+ |
q⋃
i=0
Zi |,
where Zi = N(wi)
⋂
V (C) (i = 0, ..., q).
Lemma 4. For each u ∈ V (H),
(d1) if |T (u)| − 1 ≥ 2, then h ≥ 2γu.
(d2) if |T (u)| − 1 = 1, then h ≥ 2ϕ′u ≥ γu + 1.
(d3) h ≥ γu + 1.
Lemma 5. Let Λu ⊆ V (x
−→
Hy) for some u, x, y ∈ V (H).
(e1) if |T (u)| − 1 ≥ 2, then | x
−→
Hy | −1 ≥ γu.
(e2) if |T (u)| − 1 = 1, then | x
−→
Hy | −1 ≥ γu − 1.
(e3) if |T (u)| − 1 = 1 and | x
−→
Hy | −1 = γu − 1, then
(uˆ, x
−→
Hy) ∈ ∆, Bu = Λu\{u} ⊆ U0 and γu − 1 = 2(ϕu − 1).
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Lemma 6. For each u ∈ U1
⋃
U2, let x1
−→
Hy1 and x2
−→
Hy2 be vertex-disjoint
segments in H with {x1, x2, y1, y2} ⊆ Λu ⊆ V (x1
−→
Hy1)
⋃
V (x2
−→
Hy2) and let
v ∈ {x2, y2} .
(f1) If Bu
⋃
{u} ⊆ V (x1
−→
Hy1) and Λu\ (Bu
⋃
{u}) ⊆ V (x2
−→
Hy2), then
| x1
−→
Hy1 | −1+ | x2
−→
Hy2 | −1 + |Au (u)|+ |Au (v)| ≥ γu − 1.
Otherwise,
| x1
−→
Hy1 | −1+ | x2
−→
Hy2 | −1 + |Au (u)|+ |Au (v)| ≥ γu − 2 + |Au (u)| ≥ γu − 1.
(f2) If | x1
−→
Hy1 | −1+ | x2
−→
Hy2 | −1 + |Au (u)|+ |Au (v)| = γu − 1, then
(uˆ, xi
−→
Hyi) ∈ ∆ (i = 1, 2), Bu = Λu\{u} ⊆ U0, γu − 1 = 2(ϕu − 1).
Lemma 7. Let x, y be a pair of distinct vertices in H . For each u ∈ V (H),
(g1) if u ∈ U∗, then |O(x, y)| − 1 ≥ γu + 1,
(g2) if |T (u)| − 1 ≥ 2, then |O(x, y)| − 1 ≥ γu,
(g3) if |T (u)| − 1 = 1, then |Ou(x, y)| − 1 ≥ γu − 1,
(g4) Let |T (u)|−1 = 1 and |Ou(x, y)|−1 = γu−1. If either Λu ⊆ V (x
−→
Hy)
and (
o
u,H) 6∈ ∆ or Λu ⊆ V (y
−→
Hx) and (
o
u,H) 6∈ ∆ (say Λu ⊆ V (x
−→
Hy) and
(
o
u,H) 6∈ ∆), then
(g4.1) (
o
u, x
−→
Hy) ∈ ∆,
(g4.2) Bu = Λu\{u} ⊆ U0 and |Ou(x, y)| − 1 =| x
−→
Hy − 1 |= γu − 1 =
2(ϕu − 1),
(g4.3) if z ∈ V (x
−→
Hy)\Λu, then either z ∈ U∗ or z ∈ U0 and
Λz ⊆ Λu
⋃
{z} , γz ≤ ϕu = (γu + 1) /2,
(g4.4) if z ∈ V (x
−→
Hy)\ {x, y} , then Λz ⊆ V (x
−→
Hy).
Otherwise,
(g4.5) (
o
u,H) ∈ ∆,
(g4.6) Bu = Λu\{u} ⊆ U0 and |Ou(x, y)| − 1 = h − 2 = γu − 1 =
2(ϕu − 1),
(g4.7) if z ∈ V (H) \Λu, then either z ∈ U∗ or z ∈ U0, Λz ⊆ Λu
⋃
{z}
and γz ≤ ϕu = (γu + 1)/2 = h/2,
(g5) if |T (x)| − 1 = 1, then min{
∣∣∣O(ox, x)∣∣∣ − 1, ∣∣∣O(ox, y)∣∣∣− 1} ≥ γx.
(g6) if u ∈ {x+, x−, y+, y−} , then |O(x, y)| − 1 ≥ γu,
(g7) If u ∈ {x+, x−, y+, y−} (say u = x+) and |O(x, y)| − 1 = γu, then
| T (u) | −1 ≤ 1 and (uˆ, v
−→
Hy) ∈ ∆ for some v ∈ Λu with Λu ⊆ V (v
−→
Hy),
(g8) If |T (x)|−1 = 1 and |Ox(x, y)|−1 = |Ox(x,w)|−1 = γx−1 for some
w ∈ V (H) \ {x, y}, then for each z ∈ {x+, x−} ,
min{|Ox(x, y)| − 1, |Ox(x,w)| − 1} ≥ γz + 1.
Lemma 8. Let x, y be a pair of distinct vertices in H and let
a = min{|Ox(x, y)| , | O(
o
x, y) |, | O(
o
x, x) |} − 1,
b = min{|Oy(x, y)| , | O(
o
y, x) |, | O(
o
y, y) |} − 1.
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Then |Ω(x, y)| − 1 ≥ max{|O(x, y)| − 1, a, b}.
Lemma 9. Let x, y be a pair of distinct vertices in H. Then
(i1) if {ui, ui+1}
⋂
{x, y} = ∅ (i ∈ {1, ..., h}), then |Ω(x, y)| − 1 ≥ (γi +
γi+1)/2 = βi,
(i2) if |T (x)| − 1 ≥ 2 and z ∈ {x+, x−} , then |Ω(x, y)| − 1 ≥ (γx +
γz)/2,
(i3) if x ∈ U∗ and z ∈ {x+, x−} , then |Ω(x, y)| − 1 ≥ (γx + γz + 1)/2,
(i4) If |T (x)| − 1 = 1, then for each w ∈ V (H) \ {x, y} and z ∈ {x+, x−} ,
max{|Ω(x, y)| − 1, |Ω (x,w)| − 1} ≥ (γx + γz)/2,
(i5) if z ∈ {x+, x−} and w ∈ V (H) \{z}, then max{|Ω(x, y)| − 1,
|Ω (z, w)| − 1} ≥ (γx + γz)/2,
(i6) If x ∈ U0 and h 6= 4, then |Ω(x, y)| − 1 ≥ (γx + γz)/2 for some
z ∈ {x+, x−},
(i7) if x, y ∈ U0, then |Ω (x, y)| − 1 ≥ maxi βi,
(i8) if | x
−→
Hy | −1 = 1, then |Ω (x, y)| − 1 ≥ maxi βi,
(i9) if | x
−→
Hy | −1 = 2 and h 6= 4, then |Ω(x, y)| − 1 ≥ (γx + γx+)/2.
5 Proofs
Proof of lemma 1. (a1) Following definition 3.11, we distinguish three cases.
Case 1. x, y 6∈ U∗.
Clearly,
| v
−→
Cw | −1 ≥| Ω(v, w, x, y, E, F ) | −1
≥ 2+ | Ω(x, y, E, F ) | −1 ≥| Ω(x, y) | +1.
Case 2. x, y ∈ U∗.
If |T (x)|−1 = 1, then
o
x6∈ V (Ω (x, y)) , since otherwise the segment of Ω (x, y)
between
o
x and y , contradict the fact that x ∈ U∗. Therefore, Ω (x, y, E, F ) =
O (x, y) . On the other hand, Ωx (x, y, E, F ) = O (x, y) if |T (x)| − 1 ≥ 2. Also,
by the symmetric arguments, Ωy (x, y, E, F ) = O (x, y) . Thus Ω (x, y, E, F ) =
Ω (x, y) and
| v
−→
Cw | −1 ≥ |Ω (v, w, x, y, E, F )| − 1
≥ (|E| − 1) + (|F | − 1) + |Ω (x, y)| − 1 ≥ ϕx + ϕy + |Ω (x, y)|+ 1.
Case 3. Either x 6∈ U∗, y ∈ U∗ or x ∈ U∗, y 6∈ U∗.
Apply the arguments in case 1 and case 2. ∆
(a2) Suppose first that u ∈ U2. By definition 3.3, z1 ∈ V (T (u)) and zpi ∈
Vfin. Let zpi ∈ V (T (w)) for some w ∈ V (H) \{}u. Choose z01 ∈ V (u
−→
T (u) y−2 )
such that z01uˆ ∈ E and | z01
−→
T (u) y2 | is minimum. Then we get the desired
result putting together the following paths
P2, ..., Ppi , uˆz01, uˆ
←−
T (u) y2, z01
←−
T (u) y3, zpi−1
←−
T (u)u, zi
←−
T (u) yi+2,
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where i = 2, ..., pi − 2. A similar proof holds for u ∈ U∗. ∆
Proof of lemma 2. (b1). Case 1. u ∈ U1.
Suppose, to the contrary, that Φu
⋂
Bu 6= ∅ and let z ∈ Φu
⋂
Bu. Then, by
definitions 3.4 and 3.1, the collection
{T (u1) , ..., T (uh) , u
o
u, zuˆ}\ {T (u) , T (z)}
generates another HC−extension, contradicting the maximality of T .
Case 2. u ∈ U2
⋃
U∗.
By definition 3.5, Φu ⊆ V (T (u)) and the result follows. ∆
(b2) Immediately from definitions 3.6-3.8. ∆
Proof of lemma 3. Assume first that vi = wi (i = 0, ..., q). The result is
immediate if
⋃q
i=0 Zi = ∅. Let
⋃q
i=0 Zi 6= ∅ and let ξ1, ..., ξm (m ≥ 1) be the
elements of
⋃q
i=0 Zi occuring on
−→
C in a consequtive order. Set
Fi = N (ξi)
⋂
{w0, ..., wq} (i = 1, ...,m) .
Suppose that m = 1. If |F1| = 1, then q = 0 and Z0 = Zq = {ξ1} implying that
c ≥ 2 =
q∑
i=0
|Zi|+ |
q⋃
i=0
Zi | .
If |F1| ≥ 2, then choosing u, v ∈ F1 (u 6= v) such that | u
−→
Qv | is maximum,
we get
c ≥| ξ1u
−→
Qvξ1 |≥
q∑
i=0
|Zi|+ 1 =
q∑
i=0
|Zi|+ |
q⋃
i=0
Zi | .
Thus, we may assume m ≥ 2. It means, in particular, that c ≥ 3. For
i = 1, ...,m , put f (ξi) = | ξi
−→
C ξi+1 | −1 (indices mod m). It is easy to see that
c =
∑m
i=1 f (ξi) ,
∑m
i=1 |Fi| =
∑q
i=0 |Zi| , m =|
⋃q
i=0 Zi | . (1)
For every i ∈ {1, ...,m}, choose xi, yi ∈ Fi
⋃
Fi+1 such that | xi
−→
Qyi | is maxi-
mum (indices mod m).
Claim 3.1 f (ξi) ≥ (|Fi|+ |Fi+1|+ 2) /2 (i = 1, ...,m) .
Proof of Claim 3.1. We distingwish two cases.
Case 1. Either xi ∈ Fi, yi ∈ Fi+1 or xi ∈ Fi+1, yi ∈ Fi.
If xi ∈ Fi, yi ∈ Fi+1, then f (ξi) ≥ | ξixi
−→
Qyiξi+1 | −1 and hence
f (ξi) ≥ max (|Fi| , |Fi+1|) + 1 ≥ (|Fi|+ |Fi+1|+ 2) /2.
Otherwise, the result holds from f (ξi) ≥| ξiyi
←−
Qxiξi+1 | −1 in the same way.
Case 2. Either xi, yi ∈ Fi or xi, yi ∈ Fi+1.
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First, suppose xi, yi ∈ Fi.We can assume also xi, yi 6∈ Fi+1, since otherwise
we could argue as in case 1. Choose x
′
i, y
′
i ∈ Fi+1 such that | x
′
i
−→
Qy
′
i | is
maximum. If | xi
−→
Qx
′
i | −1 ≥ (|Fi| − |Fi+1|) /2, then
f(ξi) ≥| ξixi
−→
Qy
′
iξi+1 | −1 ≥ (|Fi| − |Fi+1|) /2+|Fi+1|+1 = (|Fi|+ |Fi+1|+ 2) /2.
Otherwise,
f(ξi) ≥| ξiyi
←−
Qx
′
iξi+1 | −1 =| x
′
i
−→
Qyi | +1 =| xi
−→
Qyi | − | xi
−→
Qx
′
i | +2 ≥
≥ |Fi| − (|Fi| − |Fi+1|+ 1) /2 + 2 > (|Fi|+ |Fi+1|+ 2) /2.
By symmetry, the case xi, yi ∈ Fi+1 requires the same arguments. ∆
By claim 3.1,
m∑
i=1
f (ξi) ≥
m∑
i=1
(|Fi|+ |Fi+1|+ 2) /2 =
m∑
i=1
|Fi|+m,
which by (1) gives the desired result. Finally, if vi 6= wi for some i ∈ {0, ..., q},
then we can argue exactly as in case vi = wi (i = 0, ..., q). ∆
Proof of lemma 4. (d1). Case1. u ∈ U1.
Let ξ1, ..., ξf be the elements of Λu occuring on H in a consequtive order
with u = ξ1. For each integer i (1 ≤ i ≤ f), let
Mi = ξi
−→
Hξi+1, ωi = |Au (ξi)|+ |Au (ξi+1)| (indices mod f) .
Since H is extreme,
|Mi| ≥ |Λu (ξi, ξi+1)| (i = 1, ..., f) . (2)
Let ξr
−→
Hξs be the longest segment on H such that
ξ1 ∈ V (ξr
−→
Hξs), {ξr , ξr+1, ..., ξs} ⊆ Bu
⋃
{u} .
Put
Ω+ = {Mi ∈ {M2, ...,Mf−1} |ρu (ξi) 6= ρu (ξi+1)} ,
Ω− = {Mi ∈ {M1,Mf} |ρu (ξi) 6= ρu (ξi+1)} ,
Ω0 = {M1, ...,Mf} \(Ω+
⋃
Ω−).
Observe that |Ω−| ≤ 2 and |Mi| − 1 ≥ |Λu (ξi, ξi+1)| − 1 for each i ∈ {1, ..., f}.
Then clearly
if Mi ∈ Ω+, then |Mi| − 1 ≥ ωi + |Au (u)| − 1, (3)
if Mi ∈ Ω−, then |Mi| − 1 ≥ ωi − |Au (u)|+ 1, (4)
Mi ∈ Ω0 =⇒ |Mi| − 1 ≥ ωi. (5)
Claim 4.1. If |Ω−| = 0 then |Mi| − 1 ≥ ωi (i = 1, ..., f).
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Proof of Claim 4.1. Immediate from (3), (4) and (5). ∆
Claim 4.2.
(k1) If |Ω−| = 1, say Ω− = {M1} , then Ms ∈ Ω+.
(k2) If Ω− = {M1} and Ω
+ = {Ms}, then
Bu
⋃
{u} ⊆ V (ξr
−→
Hξs), Λu\ (Bu
⋃
{u}) ⊆ V (ξs+1
−→
Hξr−1).
Proof of Claim 4.2. (k1) Let Ω− = {M1} . By the definition, {ξ2, ..., ξs} ⊆
Bu and ξs+1 ∈ Λu\ (Bu
⋃
{u}) , implying that Ms ∈ Ω+. ∆
(k2) If follows that {ξs+1, ..., ξf} ⊆ Λu\ (Bu
⋃
{u}) . On the other hand
(by the definition), {ξ1, ..., ξs} ⊆ Bu
⋃
{u} and the proof is complete. ∆
Claim 4.3. (l1) If |Ω−| = 2, i.e.Ω− = {M1,Mf}, then Ms,Mr−1 ∈ Ω
+.
(l2) If Ω− = {M1,Mf} and Ω+ = {Ms,Mr−1}, then ξ1, ξr, ξs are pairwise
different and
Bu
⋃
{u} ⊆ V (ξr
−→
Hξs), Λu\ (Bu
⋃
{u}) ⊆ V (ξs+1
−→
Hξr−1).
Proof of claim 4.3. (l1) By the definition, {ξ2, ξf , ξs, ξr} ⊆ Bu and
ξs+1, ξr−1 ∈ Λu\ (Bu
⋃
{u}), which implies Ms,Mr−1 ∈ Ω+. ∆
(l2) It follows that {Ms+1, ...,Mr−2}
⋂
Ω+ = ∅ and hence
{ξs+1, ..., ξr−1} ⊆ Λu\
(
Bu
⋃
{u}
)
.
On the other hand (by the definition) {ξr, ..., ξs} ⊆ Bu
⋃
{u} , which completes
the proof of claim 4.3. ∆
The following three statements can be proved easely basing on (3), (4), (5)
and claims 4.1, 4.2 and 4.3.
Claim 4.4.
∑f
i=1 (|Mi| − 1) ≥
∑f
i=1 ωi.
Claim 4.5. If t ∈ {1, ..., f} , then
∑
i6=t (|Mi| − 1) ≥
∑
i6=t ωi−|Au (u)|+
1.
Claim 4.6. If g, t ∈ {1, ..., f} (g 6= t) , then
∑
i6∈{g,t} (|Mi| − 1) ≥∑
i6∈{g,t} ωi − 2 |Au (u)|+ 2.
Using (b2) and claim 4.4, we get
h =
∑f
i=1 (|Mi| − 1) ≥
∑f
i=1 ωi =
∑f
i=1 (|Au (ξi)|+ |Au (ξi+1)|)
= 2
∑f
i=1 |Au (ξi)| = 2 |Φu
⋃
Bu| .
By (b1), |Φu
⋃
Bu| = ϕu + bu = γu, implying that h ≥ 2γu.
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Case 2. u ∈ U2.
Let Θ(
←−
T (u) , Vneut, Vfin) = (P0, ..., Ppi), where Pi = yi
−→
Pizi (i = 0, ..., pi) .
By (a2), there is an (u, zpi)−path L of length at least ϕu + 1 with V (L) ⊆
V (T (u))
⋃
V ∗. Let zpi ∈ V (T (w)) for some w ∈ V (H). By denotingBu
⋃
{u,w}
= {ξ1, ..., ξf}, we can argue exactly as in case 1.
Case 3. u ∈ U∗.
Clearly h ≥ 2 (bu + 1) = 2(ϕ
′
u + bu + 1) > 2γu. ∆
(d2) Since |T (u)| − 1 = 1, we have u ∈ U1
⋃
U∗.If u ∈ U∗, then bu = 0 and
h ≥ 2 = 2(ϕ
′
u + bu + 1) = 2 (γu + 1) ≥ γu + 1. Let u ∈ U1. Define
ξi, ωi,Mi, ξr
−→
Hξs,Ω
+,Ω−,Ω0 (6)
as in proof of (d1). It is easy to see that Ω+ = Ω− = ∅. By claim 4.1,∑f
i=1 (|Mi| − 1) ≥
∑f
i=1 ωi and as in proof of (d1), h ≥ 2 |Φu
⋃
Bu| = 2ϕu.
Noting that ϕu ≥ bu + |{u}| = bu + 1, we obtain h ≥ ϕu + bu + 1 = γu + 1. ∆
(d3) It is easely checked that h ≥ γu + 1 if u ∈ U0. If u ∈ U0, then by (d1)
and (d2), h ≥ min (2γu, γu + 1) ≥ γu + 1. ∆
Proof of lemma 5. Assume w.l.o.g. that x, y ∈ Λu.
(e1) Case 1 u ∈ U1.
Following (6) we let, in addition, y
−→
Hx = Mt for some t (1 ≤ t ≤ f). By
claim 4.5 we can distingush the following two cases:
Case 1.1. | x
−→
Hy | −1 ≥
∑
i6=t ωi.
By (b1), |Φu
⋃
Bu| = |Φu|+ |Bu| = γu, and using (b2),
| x
−→
Hy | −1 ≥
∑
i6=t ωi =
∑f
i=1 ωi − ωt
= 2
∑f
i=1 |Au (ξi)| − |Au (ξt)| − |Au (ξt+1)|
=
∑f
i=1 |Au (ξi)|+
∑
i6∈{t,t+1} |Au(ξi)|
≥
∑f
i=1 |Au (ξi)| = |Φu
⋃
Bu| = γu.
Case 1.2.
∑
i6=t ωi − |Au (u)|+ 1 ≤
∣∣∣x−→Hy − 1∣∣∣ <∑i6=t ωi.
If Ω− = ∅, then by claim 4.1., | x
−→
Hy | −1 ≥
∑
i6=t ωi, a contradition. Let
Ω− 6= ∅.
Case 1.2.1. |Ω−| = 1.
Assume w.l.o.g Ω− = {M1} . By claim 4.2, Ms ∈ Ω+. If |Ω+| ≥ 2, then by
(3), (4) and (5), | x
−→
Hy | −1 ≥
∑
i6=t ωi, a contradiction. Thus we can assume
Ω+ = {Ms} . If Mt 6= Ms, then again | x
−→
Hy | −1 ≥
∑
i6=t ωi, a contradiction.
Finally, if Mt = Ms, then Au (ξt), Au (ξt+1) and Au (u) are pairwise different
and hence
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| x
−→
Hy | −1 ≥ 2
∑f
i=1 |Au (ξi)| − |Au (ξt)| − |Au (ξt+1)| − |Au (u)|+ 1 =∑f
i=1 |Au (ξi)|+
∑
i6∈{1,t,t+1} |Au (ξi)|+ 1 ≥
∑f
i=1 |Au (ξi)|+ (f − 3) + 1
≥
∑f
i=1 |Au (ξi)| = |Φu
⋃
Bu| = γu.
Case 1.2.2. |Ω−| = 2.
By claim 4.3, Ms,Mr−1 ∈ Ω+. If |Ω+| ≥ 3, then by (3), (4) and (5),
| x
−→
Hy | −1 ≥
∑
i6=t ωi, a contradiction. Let Ω
+ = {Ms,Mr−1}. If Mt 6∈ Ω+,
then again | x
−→
Hy | −1 ≥
∑
i6=t ωi, a contradiction. Finally, if Mt ∈ Ω
+, say
Mt = Ms, then Au (ξt), Au (ξt+1) , Au (u) are pairwise different and we can
argue exactly as in case 1.2.1.
Case 2. u ∈ U2
⋃
U∗.
Apply the arguments used in the proof of (d1) (case 2 and case 3) .
(e2) Clearly u ∈ U1. Following (6) we see that Ω+ = Ω− = ∅. By claim
4.1, |Mi| − 1 ≥ ωi (i = 1, ..., f). Recalling that f ≥ bu + 1,
| x
−→
Hy | −1 =
∑
i6=t (|Mi| − 1) ≥
∑
i6=t ωi =
∑f
i=1 |Au (ξi)|+
∑
i6∈{t,t+1} |Au (ξi)|
≥ |Φu
⋃
Bu|+ f − 2 = ϕu + f − 2 = ϕu + bu − 1 = γu − 1.
(e3) It was shown in (e2) that | x
−→
Hy | −1 ≥ ϕu + f − 2 ≥ γu − 1. Since
| x
−→
Hy | −1 = γu − 1, we have | x
−→
Hy | −1 = ϕu + f − 2 = γu − 1. This implies
|Bu| = bu = f − 1 and therefore Bu = Λu\{u} ⊆ U0. But then ϕu = bu +1 and
| x
−→
Hy | −1 = γu − 1 = 2ϕu − 2 implying that (uˆ, x
−→
Hy) ∈ ∆. ∆
Proof of lemma 6. (f1) Case 1. u ∈ U1.
By symmetry, we can assume v = x2. Following (6) we let, in addition,
Mg = y1
−→
Hx2 and Mt = y2
−→
Hx1 for some integers g, t ∈ {1, ..., f}. This means
that
y1 = ξg, x2 = ξg+1, y2 = ξt, x1 = ξt+1, v = x2 = ξg+1, Au (ξg+1) = Au (v) .
Putting β =| x1
−→
Hy1 | −1+ | x2
−→
Hy2 | −1 and using claim 4.6, we can distingush
the following four cases.
Case 1.1. β ≥
∑
i6∈{g,t} ωi+ | Au (u) | −1.
Clearly
β ≥ 2
∑f
i=1 |Au (ξi)| − |Au (ξg)| − |Au (ξg+1)| − |Au (ξt)| − |Au (ξt+1)|
+ |Au (u)| − 1.
(7)
Observe that |Au (u)| ≥ 1 and f ≥ bu+1. If x1 6= y1, then Au (ξg), Au (ξt) and
Au (ξt+1) are pairwise different and by (7),
β + |Au (v)| = β + |Au (ξg+1)| ≥
∑f
i=1 |Au (ξi)|+
∑
i6∈{g,t,t+1} |Au (ξi)|
≥
∑f
i=1 |Au (ξi)|+ f − 3 ≥ |Φu
⋃
Bu|+ f − 3
≥ |Φu|+ f − 3 ≥ ϕu + bu − 2 ≥ γu − 1− |Au (u)| .
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Otherwise (x1 = y1) , Au (ξt+1) = Au (u) , and by (7),
β + |Au (v)| = β + |Au (ξg+1)| ≥ 2
∑f
i=1 |Au (ξi)| − |Au (ξg)| − |Au (ξt)| − 1
≥
∑f
i=1 |Au (ξi)|+
∑
i6∈{g,t} |Au (ξi)| − 1 ≥ |Φu
⋃
Bu|+ f − 3
≥ ϕu + bu − 2 ≥ γu − 1− |Au (u)| .
Case 1.2.
∑
i6∈{g,t} ωi ≤ β <
∑
i6∈{g,t} ωi + |Au (u)| − 1.
Clearly
β + |Au (v)| = β + |Au (ξg+1)|
≥ 2
f∑
i=1
|Au (ξi)| − |Au (ξg)| − |Au (ξt)| − |Au (ξt+1)| .
If x1 6= y1, then we obtain the desired result as in case 1.1. Let x1 = y1,
i.e. Mg = M1, Mt = Mf and ξt+1 = ξg = ξ1 = u. If Ω
+ 6= ∅, then β ≥∑
i6∈{1,t} ωi + |Au (u)| − 1, a contradiction. Let Ω
+ = ∅. This implies Ms =M1
and Mr−1 =Mf , and we deduce that
Bu
⋃
{u} = {u} = V (x1
−→
Hy1), Λu\{u} ⊆ V (x2
−→
Hy2).
Recalling that f ≥ bu + 1, we get
β + |Au (u)|+ |Au (v)| = β + |Au (u)|+ |Au (ξg+1)|
≥ 2
∑t
i=1 |Au (ξi)| − |Au (ξt)| − |Au (ξt+1)|
≥ |Φu
⋃
Bu|+ f − 2 ≥ ϕu + bu − 1 ≥ γu − 1.
Case 1.3.
∑
i6∈{g,t} ωi− | Au(u) | +1 ≤ β <
∑
i6∈{g,t} ωi.
Case 1.3.1. ξ1 6∈ {x1, y1} .
It follows that Au (u) , Au (ξg) , Au (ξt) and Au (ξt+1) are pairwise different.
Since f ≥ bu + 1, we have
β + |Au (v)| = β + |Au (ξg+1)|
≥ 2
∑f
i=1 |Au (ξi)| − |Au (u)| − |Au (ξg)| − |Au (ξt)| − |Au (ξt+1)|+ 1
≥
∑f
i=1 |Au (ξi)|+ f − 3 ≥ ϕu + bu − 2 ≥ γu − 1− |Au (u)| .
Case 1.3.2. ξ1 ∈ {x1, y1} .
Assume w.l.o.g. that ξ1 = x1, i.e. Mt = Mf . If M1 6∈ Ω−, then β ≥∑
i6∈{g,t} ωi, a contradiction. LetM1 ∈ Ω
−. This implies ξ2 ∈ Bu andMs ∈ Ω+.
If Ms 6= Mg, then β ≥
∑
i6∈{g,t} ωi, a contradiction. So, assume Ms = Mg.
Analogously, Mr−1 = Mf . If Mj ∈ Ω+ for some j ∈ {1, ..., f} \ {g}, then again
β ≥
∑
i6∈{g,t} ωi, a contradiction. Let
i ∈ {1, ..., f} \ {g} =⇒ Mi ∈ Ω
0
⋃
Ω−.
It follows that Bu
⋃
{u} ⊆ V (x1
−→
Hy1) and Λu\(Bu
⋃
{u}) ⊆ V (x2
−→
Hy2).
Furthermore, noting that Au (ξg) , Au (ξt) , Au (ξt+1) are pairwise different and
15
f ≥ bu + 1, we get
β + |Au (u)|+ |Au (v)| = β + |Au (u)|+ |Au (ξg+1)|
≥ 2
∑f
i=1 |Au (ξi)| − |Au (ξg)| − |Au (ξt)| − |Au (ξt+1)|+ 1
≥
∑f
i=1 |Au (ξi)|+ f − 2 ≥ ϕu + bu − 1 ≥ γu − 1.
Case 1.4.
∑
i6∈{g,t} ωi − 2 |Au (u)|+ 2 ≤ β <
∑
i6∈{g,t} ωi − |Au (u)|+ 1.
If |Ω−| ≤ 1, then clearly β ≥
∑
i6∈{g,t} ωi − |Au (u)| + 1, a contradiction.
Let |Ω−| = 2. This implies M1, Mf ∈ Ω− and Ms,Mr−1 ∈ Ω+. If |Ω+| ≥ 3,
then again β ≥
∑
i6∈{g,t} ωi − |Au (u)| + 1, a contradiction. Let |Ω
+| = 2, i.e.
Ω+ = {Ms,Mr−1}. By claim 4.3,
Bu
⋃
{u} ⊆ V (x1
−→
Hy1), Λu\(Bu
⋃
{u}) ⊆ V (x2
−→
Hy2).
Recalling that f ≥ bu + 1, we get
β + |Au (u)|+ |Au (v)| = β + |Au (u)|+ |Au (ξg+1)|
≥ 2
∑f
i=1 |Au (ξi)| − |Au (u)| − |Au (ξg)| − |Au (ξt)| − |Au (ξt+1)|+ 2
≥
∑f
i=1 |Au (ξi)|+
∑
i6∈{1,g,t,t+1} |Au (ξi)|+ 2
≥ |Φu
⋃
Bu|+ (f − 4) + 2 ≥ γu − 1.
Case 2. u ∈ U2.
Apply the arguments used in the proof of (d1) (see case 2 and case 3).
(f2) Case 1. u ∈ U1.
As shown in the proof of (f1),
β + |Au (u)|+ |Au (v)| ≥
∣∣∣Φu⋃Bu∣∣∣+ f − 2 ≥ |Φu|+ f − 2 ≥ ϕu + bu − 1.
Since β + |Au (u)|+ |Au (v)| = ϕu + bu − 1 = γu − 1, we have equations
β + |Au (u)|+ |Au (v)| =
∣∣∣Φu⋃Bu∣∣∣+ f − 2 = |Φu|+ f − 2 = ϕu + bu − 1
implying that f = bu+1. If |T (u)|− 1 ≥ 2, then Λu\(Bu
⋃
{u}) 6= ∅ and hence
f ≥ |Bu|+ |{u}|+ 1 = bu + 2, a contradiction. Otherwise (|T (u)| − 1 = 1),
Λu = Bu
⋃
{u} , |Au (u)| = |Au (v)| = 1,
ϕu = bu + 1, β = ϕu + bu − 3 = 2ϕu − 4
and we deduce that (uˆ, xi
−→
Hyi) ∈ ∆ (i = 1, 2) and γu − 1 = 2 (ϕu − 1).
Case 2. u ∈ U2.
Apply the arguments used in the proof of (d1). ∆
Proof of lemma 7. (g1) Clearly h ≥ 2 (bu + 1) = 2(ϕ
′
u + bu + 1) =
2 (γu + 1) and therefore, |O(x, y)| − 1 ≥ h/2 ≥ γu + 1. ∆
16
(g2) By (d1), h ≥ 2γu which implies |O(x, y)| − 1 ≥ h/2 ≥ γu. ∆
(g3), (g5) If |Λu| = 1, then γu = 1 and there is nothing to prove. Let
|Λu| ≥ 2, i.e. u ∈ U1.
Case 1. u 6∈ {x, y} .
Assume w.l.o.g. that u ∈ V (x+
−→
Hy−). We can assume also that Λu 6⊆
V (x
−→
Hy), since otherwise the result holds by (e2). Let x1
−→
Hy1 be the longest
segment in x
−→
Hy− with x1, y1 ∈ Λu and x2
−→
Hy2 be the longest segmnet in y
−→
Hx−
with x2, y2 ∈ Λu. Putting β =| x1
−→
Hy1 | −1+ | x2
−→
Hy2 | −1 we see (by lemma
6) that
β ≥ γu − 1− |Au (u)| − |Au (y2)| = γu − 2− |Au (y2)|
and therefore
|Ou(x, y)| − 1 ≥| x
−→
Hy1Λu (y1, y2) y2
←−
Hy | −1
≥ β + |Au (y1)|+ |Au (y2)| ≥ γu − 2 + |Au (y1)| ≥ γu − 1.
Case 2. u ∈ {x, y} .
Assume w.l.o.g. that u = x. Let x1
−→
Hy1 be the longest segment in x
+−→Hy
with x1, y1 ∈ Λx and x2
−→
Hy2 be the longest segmnet in y
+−→Hx with y2 ∈ Λx.
Putting β =| x1
−→
Hy | + | x2
−→
Hx | −2 we see (by lemma 6) that
β ≥ γx − 1− |Ax (x)| − |Ax (x1)| = γx − 2− |Ax (x1)| ,
and therefore
|Ox(x, y)| − 1 ≥| x
←−
Hx2Λx (x2, x1)x1
−→
Hy | −1
≥ β + |Ax (x1)|+ |Ax (x2)| ≥ γx + |Ax (x2)| − 2 ≥ γx − 1.
Also, by (e1) and (e2), | x1
−→
Hx | −1 ≥ γx − 1, | x2
−→
Hy | −1 ≥ γx − 1 and
hence
| O(
o
x, x) | −1 ≥|
o
x ρx (x1) T (x1) x1
−→
Hx | −1 ≥| x1
−→
Hx |≥ γx,
| O(
o
x, y) | −1 ≥|
o
x ρx (x2)T (x2)x2
−→
Hy | −1 ≥| x2
−→
Hy |≥ γx. ∆
(g4) We can suppose u 6∈ {x, y}, since otherwise the arguments are the
same. Assume w.l.o.g. that u ∈ V (x+
−→
Hy−). Clearly |Ou(x, y)| = |O(x, y)|. In
order to prove (g4.1)−(g4.4), we recall (by the hypothesis) that Λu ⊆ V (x
−→
Hy)
and (
0
u,H) 6∈ ∆.
(g4.1), (g4.2) By (e2), γu − 1 = |O(x, y)| − 1 ≥| x
−→
Hy | −1 ≥ γu − 1 which
implies |O(x, y)| − 1 =| x
−→
Hy | −1 = γu − 1. Using (e3), it is easy to see that
(
o
u, x
−→
Hy) ∈ ∆, γu − 1 = 2(ϕu − 1) and Bu = Λu\{u} ⊆ U0.
(g4.3) Case 1. z ∈ U1.
Case 1.1. Λz 6⊆ V (x
−→
Hy).
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Choose w ∈ Λz
⋂
V (y+
−→
Hx−). If z = x+, then
|O(x, y)| − 1 ≥| y
←−
HzΛz (z, w)w
−→
Hx | −1 ≥| x
−→
Hy |,
a contradiction. Otherwise we reach a contradiction by the following way
|O(x, y)| − 1 ≥| y
←−
Hz+
0
u x++
−→
HzΛz (z, w)w
−→
Hx | −1 ≥| x
−→
Hy | .
Case 1.2. Λz ⊆ V (x
−→
Hy).
Choose w ∈ Λz\{z}. Assume w.l.o.g. that w ∈ V (x
−→
Hz−). Since z ∈ U1, we
have |Λz (z, w)| − 1 ≥ 2 and hence
|O(x, y)| − 1 ≥| y
←−
HzΛz (z, w)w
−→
Hz−
o
u w
′←−
Hx | −1 ≥| x
−→
Hy |
for some w
′
∈ {w−, w−−}, a contradiction.
Case 2. z ∈ U0
⋃
U2.
If z ∈ U2, then apply the arguments used in the proof of (d1) (see case 2 and
3). Let z ∈ U0. If there exists a vertex w ∈ (Λz\{z})\Λu, then we can reach a
contradiction as in case 1. Otherwise, Λz ⊆ Λu
⋃
{z} and γz ≤ ϕu = (γu+1)/2.
(g4.4) Suppose, to the contrary, that Λz 6⊆ V (x
−→
Hy). If | y
−→
Hx | −1 = 2,
then clearly (
o
u,H) ∈ ∆, a contradiction. Let | y
−→
Hx | −1 ≥ 3. Choose w ∈
Λz
⋂
V (y+
−→
Hx−). Assume w.l.o.g. that | w
−→
Hx | −1 ≥ 2. If z 6∈ Λu, then by
(g4.3), we are done. Otherwise,
|O(x, y)| − 1 ≥| y
←−
Hz++
o
u x++
−→
HzΛz (z, w)w
−→
Hx | −1 ≥| x
−→
Hy |,
a contradiction. So, (g4.1) − (g4.4) are proved. A similar proof holds for (g4.5)
− (g4.7) when Λu 6⊆ V (x
−→
Hy) and Λu 6⊆ V (y
−→
Hx). So, the proof of (g4) is com-
pleted. ∆
(g6), (g7) Let u = x+. Choose v ∈ Λu so as to maximize | v
−→
Hy |. Clearly,
v ∈ V (y
−→
Hu).
Case 1. v = u.
Case 1.1 |T (u)| − 1 ≥ 1.
By (e1) and (e2), |O(x, y)| − 1 ≥| u
−→
Hy |≥ γu. If | O(x, y) | −1 = γu, then
by (e1), |T (u)| − 1 ≤ 1 and | u
−→
Hy |= γu − 1 which by (e3) holds (uˆ, u
−→
Hy) ∈ ∆.
Case 1.2 |T (u)| − 1 = 0.
Clearly, |O(x, y)| − 1 ≥| x
−→
Hy | −1 ≥ γu. If | O(x, y) | −1 = γu, then
| x
−→
Hy | −1 = γu implying that uw ∈ E for each w ∈ V (x
−→
Hy)\{u}, i.e.
(u, x
−→
Hy) ∈ ∆.
Case 2. v 6= u.
Case 2.1 |T (u)| − 1 ≥ 1.
By (e1) and (e2), | v
−→
Hy | −1 ≥ γu − 1 and hence
|O(x, y)|−1 ≥| y
←−
HuΛu (u, v) v
−→
Hx | −1 ≥| v
−→
Hy | −1+|T (u)|−1 ≥ γu+|T (u)|−2.
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If |O(x, y)| − 1 = γu, then |T (u)| − 1 = 1, | v
−→
Hy | −1 = γu − 1 and by (e3),
(uˆ, v
−→
Hy) ∈ ∆.
Case 2.2 |T (u)| − 1 = 0.
Clearly, |O(x, y)| − 1 ≥| y
←−
HuΛu (u, v) v
−→
Hx | −1 ≥| v
−→
Hy | −1 ≥ γu. If
|O(x, y)| − 1 = γu, then | v
−→
Hy | −1 = γu implying that uw ∈ E for each
w ∈ V (v
−→
Hy)\{u}, i.e. (u, v
−→
Hy) ∈ ∆. ∆
(g8) By (g4), (
o
x,H) ∈ ∆. Since {w, y} ⊆ Λx, we have h ≥ 6. If
| Ox(x, y) | −1 ≤ γz, then by (g4.6) and (g4.7),h− 2= |Ox(x, y)| − 1 ≤ γz ≤ h/2
implying that h ≤ 4, a contradiction. So, |Ox(x, y)|− 1 ≥ γz+1. By symmetry,
|Ox(x,w)| − 1 ≥ γz + 1 and the result follows. ∆
Proof of lemma 8. Immediate from definition 3.11. ∆
Proof of lemma 9. By (d3), h ≥ γi + 1 and h ≥ γi+1 + 1 for each i ∈
{1, ..., h}. In other words,
h− 1 ≥ (γi + γi+1)/2 (i = 1, ..., h) . (8)
(i1) By lemma 8, it sufficies to prove |O(x, y)| − 1 ≥ βi. Assume w.l.o.g.
that i = 1 and u1,u2 ∈ V (x+
−→
Hy−).
Case 1. u1,u2 ∈ U0.
Putting Γi = Φi
⋂
V (H) (i = 1, 2) we see that |Γi| = ϕi−b∗i = γi (i = 1, 2).
Case 1.1. Γ1
⋃
Γ2 ⊆ V (x
−→
Hy).
Clearly |O(x, y)| − 1 ≥| x
−→
Hy | −1 ≥ max (|Γ1| , |Γ2|) ≥ (γ1 + γ2) /2.
Case 1.2. Γ1
⋃
Γ2 6⊆ V (x
−→
Hy).
Assume w.l.o.g. that Γ1
⋂
(V (y+
−→
Hx−)) 6= ∅. Let z1
−→
Hz2 be the longest
segment in y+
−→
Hx− with z1, z2 ∈ Γ1.
Case 1.2.1. Γ2
⋂
V (y+
−→
Hx−) = ∅.
Choose w ∈ V (x+
−→
Hu1) such that u2w ∈ E and | x
−→
Hw | is minimum. Then
|O(x, y)| − 1 ≥| x
−→
Hy | −1 ≥| w
−→
Hy | + | x
−→
Hw | −2 ≥ γ2+ | x
−→
Hw | −2,
|O(x, y)| − 1 ≥| x
←−
Hz1u1
←−
Hwu2
−→
Hy | −1 ≥ γ1− | x
−→
Hw | +2.
Combining these two inequalities yields |O(x, y)| − 1 ≥ (γ1 + γ2)/2.
Case 1.2.2. Γ2
⋂
V (y+
−→
Hx−) 6= ∅.
Let w1
−→
Hw2 be the longest segment in y
+−→Hx− with w1, w2 ∈ Γ2.
Case 1.2.2.1. z1, w2 ∈ V (w1
−→
Hz2).
It follows that |O(x, y)| − 1 ≥| x
−→
Hu1z2
←−
Hw1u2
−→
Hy | −1 ≥ max (γ1, γ2) ≥
(γ1 + γ2) /2.
Case 1.2.2.2. z2, w1 ∈ V (z1
−→
Hw2).
Clearly
|O(x, y)| − 1 ≥| x
−→
Hu1z1
−→
Hw2u2
−→
Hy | −1 ≥ max (γ1, γ2) ≥ (γ1 + γ2) /2.
Case 1.2.2.3. Either w1, w2 ∈ V (z1
−→
Hz2) or z1, z2 ∈ V (w1
−→
Hw2).
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Assume w.l.o.g. that w1, w2 ∈ V (z1
−→
Hz2). If w1 = z1 (resp. w2 = z2),
then we can argue as in case 1.2.2.1. (resp. 1.2.2.2.). Otherwise (w1 6= z1 and
w2 6= z2),
|O(x, y)| − 1 ≥| x
−→
Hu1z1
−→
Hw2u2
−→
Hy | −1 ≥ γ2+ | z1
−→
Hw1 | −1,
|O(x, y)| − 1 ≥| x
−→
Hu1z2
←−
Hw1u2
−→
Hy | −1 ≥ γ1− | z1
−→
Hw1 | +1.
Combining these two inequalities yields |O(x, y)| − 1 ≥ (γ1 + γ2) /2.
Case 2. u1, u2 ∈ U0.
By (g2) and (g3), |O(x, y)| − 1 ≥ γi − 1 (i = 1, 2). If either u1 ∈ U∗ or
u2 ∈ U∗, then by (g1) we are done. Let u1, u2 ∈ U1
⋃
U2.
Case 2.1. Either |O(x, y)| − 1 = γ1 − 1 or |O(x, y)| − 1 = γ2 − 1.
Assume w.l.o.g. that |O(x, y)|−1 = γ1−1. Using (g2) we see that |T (u)|−1 =
1 and by (g4.1) and (g4.3), u2 ∈ U0
⋃
U∗, a contradiction.
Case 2.2. |O(x, y)| − 1 ≥ γ1 and |O(x, y)| − 1 ≥ γ2.
Clearly, |O(x, y)| − 1 ≥ max (γ1, γ2) ≥ (γ1 + γ2) /2.
Case 3. u1 ∈ U0, u2 ∈ U0.
By (g2) and (g3),
|O(x, y)| − 1 ≥ γ2 − 1. (9)
Case 3.1. Φ1\B∗1 ⊆ V (x
−→
Hy).
Clearly |O(x, y)| − 1 ≥| x
−→
Hy | −1 ≥ γ1. The result is immediate if either
|O(x, y)|− 1 > γ1 or |O(x, y)| − 1 > γ2− 1. Thus we can assume |O(x, y)|− 1 =|
x
−→
Hy | −1 = γ1 = γ2 − 1. Since | x
−→
Hy | −1 = γ1, we have Λ1 = V (x
−→
Hy)\{u1}.
On the other hand, by (g4.3), Λ1 ⊆ Λ2
⋃
{u1} , a contradiction.
Case 3.2. Φ1\B∗1 6⊆ V (x
−→
Hy).
Let z1
−→
Hz2 be the maximal segment in y
+−→Hx− with z1, z2 ∈ N (u1).
Case 3.2.1. Λ2 ⊆ V (x
−→
Hy).
For each v ∈ Λ2
⋂
V (x
−→
Hu2), put Pv = x
←−
Hz1u1
−→
Hy if v = u2 and
Pv = x
←−
Hz1u1
←−
HvΛ2 (v, u2) u2
−→
Hy
if v 6= u2. Choose w1 ∈ Λ2
⋂
V (x
−→
Hu2) so as to maximize | w1
−→
Hu2 |. By (g2)
and (g3), | w1
−→
Hy | −1 ≥ γ2 − 1. If w1 6= x, then clearly | z1
−→
Hy | −1 ≥ γ1 and
hence
|O(x, y)| − 1 ≥ |Pw1 | − 1 ≥| z1
−→
Hy | − | x
−→
Hw1 | +2 ≥ γ1− | x
−→
Hw1 | +3,
|O(x, y)| − 1 ≥| x
−→
Hy | −1 ≥| w1
−→
Hy | + | x
−→
Hw1 | −2 ≥ γ2+ | x
−→
Hw1 | −2.
Combining these two inequalities yields the results. Now let w1 = x. Choose
w2 ∈ Λ2
⋂
V (x+
−→
Hu2) so as to maximize | w2
−→
Hu2 |. Since H is extreme,
h ≥| u2Λ2 (u2, x)x
−→
Hu1z2
←−
Hu2 | −1
which implies that
ρ2 (x) = uˆ2 =⇒ | z2
−→
Hx | −1 ≥ |A2 (x)|+ |A2 (u2)| , (10)
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ρ2 (x) =
0
u2 =⇒ | z2
−→
Hx | −1 ≥ |A2 (x)|+ 1 ≥ 2. (11)
Observe also, that
|O(x, y)| − 1 ≥| x
−→
Hy | −1 ≥ γ1− | z1
−→
Hz2 | . (12)
Claim 9.1. |O(x, y)| − 1 ≥ γ2+ | z1
−→
Hz2 | .
Proof of claim 9.1. Clearly,
|O(x, y)| − 1 ≥ |Pw2 | − 1 ≥| w2
−→
Hy | + | z2
−→
Hx | + | z1
−→
Hz2 | −1. (13)
By (f1), | w2
−→
Hy | −1 ≥ γ2 − 2 − |A2 (x)| if ρ2 (x) =
o
u2 and | w2
−→
Hy | −1 ≥
γ2 − 1− |A2 (u2)| − |A2 (x)| if ρ2 (x) = uˆ2. Using also (10) and (11), we obtain
| w2
−→
Hy | + | z2
−→
Hx | −2 ≥ γ2 − 1, which by (13) implies |O(x, y)| − 1 ≥ γ2+ |
z1
−→
Hz2 |. ∆
Claim 9.1 with together (12) implies the result.
Case 3.2.2. Λ2 6⊆ V (x
−→
Hy).
Let y1
−→
Hy2 be the maximal segment in y
+−→Hz− with y1, y2 ∈ Λ2.
Case 3.2.2.1. Either z1, y2 ∈ V (y1
−→
Hz2) or z2, y1 ∈ V (z1
−→
Hy2).
Assume w.l.o.g that z1, y2 ∈ V (y1
−→
Hz2). Then
|O(x, y)| − 1 ≥| y
←−
Hu2Λ2 (u2, y1) y1
−→
Hz2u1
←−
Hx | −1 ≥ γ1 + 1,
and the result follows by (9).
Case 3.2.2.2. z1, z2 ∈ V (y1
−→
Hy2).
Apply the arguments in case 3.2.2.1.
Case 3.2.2.3. y1, y2 ∈ V (z1
−→
Hz2).
Putting β =| x
−→
Hy | + | y1
−→
Hy2 | −2 and
P1 = y
←−
Hu2Λ2 (u2, y2) y2
←−
Hz1u1
←−
Hx,
P2 = y
←−
Hu2Λ2 (u2, y1) y1
−→
Hz2u1
←−
Hx,
we obtain
|O(x, y)| − 1 ≥ |P2| − 1 ≥| x
−→
Hy | + | y1
−→
Hz2 |≥ γ1− | z1
−→
Hy1 | +2. (14)
Claim 9.2. |O(x, y)| − 1 ≥ γ2+ | z1
−→
Hy1 | −1.
Proof of claim 9.2. If ρ2 (y2) = uˆ2, then by (f1), β ≥ γ2−1−|A2 (u2)|−
|A2 (y2)| and
|O(x, y)| − 1 ≥ |P1| − 1 ≥ β + |A2 (u2)|+ | A2 (y2) | + | z1
−→
Hy1 | −1
≥ γ2+ | z1
−→
Hy1 | −2.
Otherwise (ρ2(y2) =
o
u2), β ≥ γ2 − 2− |A2 (y2)| = γ2 − 3 and
|O(x, y)| − 1 ≥ |P1| − 1 ≥ β+ | z1
−→
Hy1 | +1 ≥ γ2+ | z1
−→
Hy1 | −2. ∆
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Claim 9.2 together with (14) implies the result. ∆
(i2) By (d1), h ≥ 2γx imlying that |O(x, y)| − 1 ≥ h/2 ≥ γx. Also,
|O(x, y)| − 1 ≥ γz by (g6). Using lemma 8, |Ω (x, y)| − 1 ≥ |O(x, y)| − 1 ≥
(γx + γz) /2. ∆
(i3) By (g1), |O(x, y)| − 1 ≥ γx + 1 and by (g6), |O(x, y)| − 1 ≥ γz. Using
lemma 8, we obtain the result immediately. ∆
(i4) Claim 9.3. max (|Ox(x, y)| − 1, |Ox(x,w)| − 1) ≥ (γx + γz) /2.
Proof of claim 9.3. By (g6), min(|O(x, y)| − 1, |O(x,w)| − 1) ≥ γz. If
either |Ox(x, y)| − 1 ≥ γx or |Ox(x,w)| − 1 ≥ γx, then clearly we are done.
Otherwise, by (g3), |Ox(x, y)| − 1 = |Ox(x,w)| − 1 = γx− 1 and the result holds
by (g8) and lemma 8. ∆
Claim 9.4. min(| O(
o
x, y) | −1, | O(
o
x,w) | −1) ≥ (γx + γz + 1) /2.
Proof of claim 9.4. By (g5) and (g6), | O(
o
x, y) | −1 ≥ γx and |O(x, y)|−
1 ≥ γz, respectively. Since V (O(x, y))
⋂
{
o
x} = ∅ (by definition 2.10),
∣∣∣O(ox, y)∣∣∣−
1 ≥ |O(x, y)| ≥ γz + 1, implying that | O(
o
x, y) | −1 ≥ (γx + γz + 1)/2. Analo-
gously, | O(
o
x,w) | −1 ≥ (γx + γz + 1)/2. ∆
Claim 9.5. | O(
o
x, x) | −1 ≥ (γx + γz + 1)/2.
Proof of claim 9.5. Let v ∈ Λx\{x}. By (g5) and (g6), | O(
o
x, x) | −1 ≥
γx and | O(x, v) | −1 ≥ γz , respectively. Hence
| O(
o
x, x) | −1 ≥ |O(x, v)|+ | vT (v)
∧
v
o
x| −2 ≥ γz + 1
which implies | O(
o
x, x) | −1 ≥ (γx + γz + 1) /2. ∆
The result holds from claims 9.3-9.5 and lemma 8. ∆
(i5) By (g6), |O(x, y)|−1 ≥ γz and |O(z, w)|−1 ≥ γx and the result follows
from lemma 8. ∆
(i6) By (g6), |O(x, y)| − 1 ≥ max (γx+ , γx−) . If |T (x)| − 1 ≥ 2, then by
(g2), |O(x, y)| − 1 ≥ γx and the result holds immediately. Thus we can assume
|T (x)| − 1 = 1. Put z = x+ and w = x−. By (g3) and (g6), |Ox(x, y)| − 1 ≥
max (γx − 1, γz, γw) . If |Ox(x, y)| − 1 ≥ min (γx, γz + 1, γw + 1), then clearly
we are done. Now let |Ox(x, y)| − 1 = γx − 1 = γz = γw. Since u 6∈ U∗ (by
(g1)), we have by (g4.3) and (g4.7),γz ≤ (γx + 1) /2 = (γz + 2) /2 implying that
γz ≤ 2 and |Ox(x, y)| − 1 ≤ 2. It means that h ≤ 4. Recalling also (g4.1) and
(g4.5), we conclude that h = 4, a contradiction. ∆
(i7) If either |Ox(x, y)| − 1 = γx − 1 or |Oy(x, y)| − 1 = γy − 1, say
|Ox(x, y)| − 1 = γx − 1, then by (g1)−(g3), |T (x)| − 1 = 1. By (g4), either
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(
o
x, x
−→
Hy) ∈ ∆ or (
o
x, y
−→
Hx) ∈ ∆ or (
o
x,H) ∈ ∆. This implies by (g4.2) and (g4.6)
that y ∈ U0, a contradiction. Thus |Ox(x, y)| − 1 ≥ γx and |Oy(x, y)| − 1 ≥ γy.
Using (g6) with lemma 8, we obtain |Ω(x, y)| − 1 ≥ (γx + γz) /2 for each
z ∈ {x+, x−} and |Ω(x, y)| − 1 ≥ (γy + γw) /2 for each w ∈ {y+, y−}. Then
the result follows from (i1). ∆
(i8) Observing that |O(x, y)|−1 ≥| y
−→
Hx | −1 = h−1, we obtain the result
from (8) immediately. ∆
(i9) Put z = x+. We can assume h ≥ 4, since otherwise the result holds
from (i8). By (d3), |O(x, y)| − 1 ≥ h − 2 ≥ γx − 1. If |O(x, y)| − 1 ≥ γz + 1,
then clearly we are done. Let |O(x, y)| − 1 = γz. By (g7), |T (z)| − 1 ≤ 1. If
Λz
⋂
V (y+
−→
Hx−) 6= ∅, then by (g7),
∧
z x− ∈ E. Hence |O(x, y)| − 1 ≥ h − 1
and by (8) we are done. Now let Λz ⊆ V (x
−→
Hy). It means that γz = 2 and
|O(x, y)| − 1 = 2. But then h = 4, a contradiction. ∆
Proof of the theorem. Let G be a graph, C be a longest cycle in G and H =
u1...uhu1 a longest cycle in G\C with a maximal HC−extension T . Putting
U∗ = {v∗1 , ..., v
∗
r} and using definition 3.3, we let for each i ∈ {1, ..., r},
Θ(
←−
T (v∗i ), Vneut, V
(i)
fin) = (P
(i)
0 , ..., P
(i)
pi(i)),
Ri =< (V (
∧
v
∗
i
←−
T (v∗i )z
(i)
pi(i))
⋃⋃pi(i)
j=0 V (P
(i)
j ))\{z
(i)
pi(i)} >,
where Vneut = V \(V (C)
⋃
V (T )) and V
(i)
fin = V (T ) \V (T (v
∗
i )). Since c ≥
δ + 1 ≥ κ + 1, for each i ∈ {1, ..., r} there are κ − 1 internally disjoint paths
E
(1)
i , ..., E
(κ−1)
i in (κ− 1)−connected graph G\{z
(i)
pi(i)}, starting at Ri, pass-
ing through Vneut and terminating on C at κ − 1 different vertices. Let E
(a)
j
has a vertex v in common with E
(b)
e for some a, b ∈ {1, ..., κ − 1} and j, e ∈
{1, ..., r} (j 6= e). If v 6∈ V (C), then there is a path starting in Rj , passing
through Vneut and terminating in Re, contradicting the fact that v
∗
j , v
∗
e ∈ U∗. So,
v ∈ V (C) . Choose vertex-disjoint paths E
(i1)
1 , ..., E
(it)
t (ij ∈ {1, ..., κ− 1}) for
each j ∈ {1, ..., t} so as to maximize t and put E
(ij)
j = xj
−→
E
(ij)
j w
∗
j (j = 1, ..., t) ,
where xj ∈ V (Rj) and w∗j ∈ V (C). It is easy to see that t ≥ min (r, κ− 1).
By (a2), for each j ∈ {1, ..., t} there is an
(
xj , v
∗
j
)
−path F
(ij)
j passing through
V (Rj)
⋃
V (T (v∗j )) and having length at least ϕv∗j . Denoting
E∗j = v
∗
jF
(ij)
j xjE
(ij)
j w
∗
j ( j = 1, ..., t),
we see that E∗1 , ..., E
∗
t are vertex disjoint (H,C)−paths with |E
∗
i | − 1 ≥ ϕv∗i +
1 (i = 1, ..., t).
Case 1. κ ≥ 4, h ≥ 5.
Case 1.1. r ≥ κ.
It follows that t ≥ κ−1. Let ξ1, ..., ξt be the elements of {w
∗
1 , ..., w
∗
t } occuring
on C in a consequtive order.
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Case 1.1.1. t ≥ κ.
Assume w.l.o.g. that ϕv∗
1
≥ ... ≥ ϕv∗r . Since r ≥ κ, we have
1
κ
κ∑
i=1
ϕv∗
i
≥
1
r
r∑
i=1
ϕv∗
i
implying that
κ∑
i=1
ϕv∗
i
≥
κ
r
r∑
i=1
ϕv∗
i
≥
κ
h
r∑
i=1
ϕv∗
i
. (15)
By (i1) and (i3), |Ω (v∗a, v
∗
b )| − 1 ≥ βi for each a, b ∈ {1, ..., t} and i ∈
{1, ..., h}. Hence
|Ω (v∗a, v
∗
b )| − 1 ≥
1
h
h∑
i=1
βi = µ (T ) .
Then for each i, j ∈ {1, ..., t},
| w∗i
−→
Cw∗j | −1 ≥ |E
∗
i |−1+
∣∣E∗j ∣∣−1+∣∣Ω (v∗i , v∗j )∣∣−1 ≥ ϕv∗i +ϕv∗j +2+µ (T ) . (16)
Using (15),(16) and recalling that t ≥ κ, we obtain
c =
∑t
i=1(| ξi
−→
C ξi+1 | −1) ≥ 2
∑t
i=1 ϕv∗i + 2t+ tµ (T )
≥
∑t
i=1 ϕv∗i + 2t+ tµ (T ) ≥
κ
h
∑r
i=1 ϕv∗i + κµ (T ) + 2κ
≥ κ
h
(
∑r
i=1 ϕv∗i +
∑h
i=1 ϕ
′
i
+ 2h) = κ
h
(
∑h
i=1 ϕi + 2h),
where ξt+1 = ξ1. It follows that
∑h
i=1 ϕi ≤ h (c/κ− 2) . Since ϕi+ψi = d (ui) ≥
δ (i = 1, ..., h), we have
h∑
i=1
ψi ≥ hδ −
h∑
i=1
ϕ
i
≥ hδ − ch/κ+ 2h.
In particular, maxi ψi ≥ δ − c/κ+ 2. Using lemma 3, we obtain
c ≥
h∑
i=1
ψi +max
i
ψi ≥ hδ − ch/κ+ 2h+ δ − c/κ+ 2,
and the result follows immediately.
Case 1.1.2. t = κ− 1.
Observe that E
(i)
κ terminates in
{
w∗1 , ..., w
∗
κ−1
}
for each i ∈ {1, ..., κ − 1},
since otherwise E∗1 , ..., E
∗
κ−1, E
(j)
κ contradict the maximality of t for some j ∈
{1, ..., κ − 1}. By the same arguments, E
(i)
j terminates in
{
w∗1 , ..., w
∗
κ−1
}
for
each i ∈ {1, ..., κ − 1} and j ∈ {1, ..., κ}. Then there is a path E = vEξt+1
starting in
< (V (T )
⋃ κ⋃
i=1
Ri
⋃ κ⋃
j=1
κ−1⋃
i=1
V (E
(i)
j ))\
{
w∗1 , ..., w
∗
κ−1
}
>
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and terminating in C\{w∗1 , ..., w
∗
κ−1}. Assume w.l.o.g. that ξ1, ..., ξt+1 occurs
on
−→
C in a consequtive order. Then it is easy to see that
c =
t+1∑
i=1
(| ξi
−→
C ξi+1 | −1) ≥
κ∑
i=1
ϕv∗
i
+ 2κ+ κµ (T )
where ξt+2 = ξ1. Further, we can argue exactly as in case 1.1.1.
Case 1.2. r ≤ κ− 1.
It follows that t = r. There are κ vertex-disjoint (H,C)−paths Ei =
viEiwi (i = 1, ..., κ). Assume w.l.o.g. that w1, ..., wκ occurs on
−→
C in a conse-
qutive order. Put
W = {w1, ..., wκ} , W
∗ = {w∗1 , ..., w
∗
r} .
Let a, b ∈ {1, ..., κ}. Denote
W ∗ (a, b) =W ∗
⋂
V (wa
−→
Cwb)
We will say that wa
−→
Cwb is a suitable segment if
| wa
−→
Cwb | −1 ≥
∑
v∗
i
∈W∗(a,b)
ϕv∗
i
+ 2 (b − a) +
b−a∑
i=1
(∣∣Ω (va+i−1, va+i)∣∣− 1) ,
where vj , vj ∈ {vj}
⋃
U0 (j = 1, ..., κ).
Claim 1. Let i ∈ {1, ..., κ}. If either |W ∗ (i, i+ 1)| 6= 1 or |W ∗ (i, i+ 1)| =
1 and
W ∗ (i, i+ 1)
⋂
{wi, wi+1} = ∅, then wi
−→
Cwi+1 is suitable.
Proof of claim 1. Case a1 |W ∗ (i, i+ 1)| = 0.
Let Ttr (Ei, Ei+1) = (E
′
i , E
′
i+1) and Ttr (vi, vi+1) =
(
vi, vi+1
)
. Then wi
−→
Cwi+1
is suitable, since by (a1),
| wi
−→
Cwi+1 | −1 ≥ 2 +
(∣∣Ω (vi, vi+1)∣∣− 1) .
Case a2. |W ∗ (i, i+ 1)| ≥ 2.
Let E,F be any two elements of {E∗1 , ..., E
∗
r} with E = xEv, F = yFw
for some v, w ∈ W ∗i . Since Ttr (E,F ) = (E,F ) and {x, y} ⊆ U0, we have by
(a1), | v
−→
Cw | −1 ≥ ϕx + ϕy + 2 + (|Ω (x, y)| − 1) implying that wi
−→
Cwi+1 is
suitable.
Case a3. |W ∗ (i, i+ 1)| = 1.
Assume w.l.o.g that W ∗ (i, i+ 1) = {w∗1}. If either Ei or Ei+1 (say Ei)
has no vertex in common with E∗1 , then using transformation Ttr (Ei, E
∗
1 ) =
(E
′
i , E
∗
1 ), we obtain by (a1),
| wi
−→
Cwi+1 | −1 ≥| wi
−→
Cw∗1 | −1 ≥ ϕv∗1 + 2 +
(∣∣Ω (vi, vi+1)∣∣− 1)
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for some appropriate vi ∈ {vi}
⋃
U0 and vi+1 = v
∗
1 . It means that wi
−→
Cwi+1 is
suitable. Now let both Ei and Ei+1 have vertices in common with E
∗
1 . Walking
along E∗1 from w
∗
1 to v
∗
1 we stop at the first vertex v ∈ V (Ei)
⋃
V (Ei+1) .
Assume.w.l.o.g. that v ∈ V (Ei+1). Putting E
′
i+1 = w
∗
1E
∗
1vEi+1vi+1 and
Ttr(Ei, E
′
i+1) = (E
′
i , E
′′
i+1), we see by (a1) that for some appropriate vi ∈
{vi}
⋃
U0 and vi+1 ∈ {vi+1}
⋃
U0,
| wi
−→
Cwi+1 | −1 ≥| wi
−→
Cw∗1 | −1 ≥ 2 + ϕv∗1 +
(∣∣Ω (vi, vi+1)∣∣− 1) .
So, again wi
−→
Cwi+1 is suitable. ∆
Claim 2. If wa
−→
Cwb and wb
−→
Cwe are suitable segments, then | wa
−→
Cwe | is
suitable as well.
Proof of claim 2. Immediate from the definition. ∆
Claim 3. Let wa
−→
Cwb is a suitable segment. If wb
−→
Cwb+1 is not suitable and
W ∗ (b, b+ 1) = {wb}, then wa
−→
Cwb+1 is suitable.
Proof of claim 3. Immediate from the definition. ∆
Claim 4. Let i ∈ {1, ..., κ}. IfW ∗ (i, i+ 1) ⊆ {wi, wi+1} and |W ∗ (i, i+ 1)|
= 1 (say W ∗ (i, i+ 1) = {wi}), then wi−1
−→
Cwi+1 is suitable.
Proof of claim 4. Assume w.l.o.g. that W ∗ (i, i+ 1) = {w∗1}, i.e. w
∗
1 =
wi. If |W ∗ (i− 1, i)| ≥ 2, then by claims 1 and 3, wi−1
−→
Cwi+1 is suitable. Let
|W ∗ (i− 1, i)| = 1, i.e W ∗ (i− 1, i) = {w∗1}. If either Ei−1 or Ei+1 (say Ei−1)
has no vertices in common with E∗1 , then using transformations Ttr (Ei−1, E
∗
1 )
and Ttr (Ei, Ei+1), we see that wi−1
−→
Cwi is suitable and by claim 3, wi−1
−→
Cwi+1
is suitable as well. Now let both Ei−1 and Ei+1 have vertices in common
with E∗1 . Walking along E
∗
1 from w
∗
1 to v
∗
1 we stop at the first vertex v ∈
V (Ei−1)
⋃
V (Ei+1) . Assume w.l.o.g. that v ∈ V (Ei+1). If v =
o
v
∗
1, i.e. vi−1 =
v∗1 , then using Ttr (Ei−1, wiE
∗
1vEi+1vi+1) and Ttr (Ei, wi+1Ei+1vv
∗
1) we see that
wi−1
−→
Cwi is suitable. By claim 3, wi−1
−→
Cwi+1 is suitable as well. Finally, if
v 6=
o
v
∗
i (i. e. vi+1 6∈ U0), then using Ttr (Ei−1, wiE
∗
1vEivi+1) and Ttr (Ei, Ei+1),
we see that wi−1
−→
Cwi is suitable, implying by claim 3 that wi−1
−→
Cwi+1 is suit-
able as well. ∆
Claim 5. For appropriate vi, vi ∈ {vi}
⋃
U0,
c =
κ∑
i=1
(| wi
−→
Cwi+1 | −1) ≥
r∑
i=1
ϕv∗
i
+ 2κ+
κ∑
i=1
(∣∣Ω (vi, vi+1)∣∣− 1) .
Proof of claim 5. Suppose not. Let i ∈ {1, ..., κ}. If wi
−→
Cwi+1 is not
suitable, then by claims 1 and 4, either wi−1
−→
Cwi+1 or wi
−→
Cwi+2 is suitable.
Thus there exist some suitable segment on C and let wa
−→
Cwb be the longest
one for some a, b ∈ {1, ..., κ} (a 6= b). If wb
−→
Cwb+1 is suitable, then by claim
2, wa
−→
Cwb+1 is suitable as well, a contradiction. Otherwise, by claims 3 and
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4, wb
−→
Cwb+2 is suitable and hence (by claim 2) wa
−→
Cwb+2 is suitable as well, a
contradiction. ∆
Claim 6. If κ ≥ 4 and h ≥ 5, then for appropriate vi, vi ∈ {vi}
⋃
U0
(i = 1, ..., κ),
κ∑
i=1
(∣∣Ω (vi, vi+1)∣∣− 1) ≥ κµ (T ) .
Proof of claim 6. Assume w.l.o.g that β1 = maxi {βi}. Put
A0 =
{
i
∣∣∣∣Ω (vi, vi+1)∣∣− 1 ≥ β1} , A1 = {1, ..., κ}\A0,
A1j = {i ∈ A1
∣∣uj ∈ {vi, vi+1}} (j = 1, 2) .
We can assume that A1 6= ∅, since otherwise by (i1),
κ∑
i=1
(∣∣Ω (vi, vi+1)∣∣ − 1) ≥ κβ1 ≥ κµ (T ) .
If
{
vi, vi+1
}
= {u1, u2}, then by (i8), i ∈ A0. It means that A11
⋂
A12 = ∅.
On the other hand, by (i5), either A11 = ∅ or A12 = ∅. Assume w.l.o.g. that
A12 = ∅, i.e. A1 = A11.
Case b1. |A11| ≥ 4.
Recalling definition 3.9, it is not hard to see that there are at least two
paths among E1, ..., Eκ having vertices in common with V (T (u1)) \{u1}, i.e.
|T (u1)| − 1 ≥ 2. By (i2), A1 = ∅ , a contradiction.
Case b2. |A11| = 3.
If follows that at least one of the paths E1, ..., Eκ has a vertex in common
with V (T (u1)) \{u1}, i.e. |T (u1)| − 1 ≥ 1. Clearly |T (u1)| − 1 = 1, since
otherwise |A11| ≥ 4. Assume w.l.o.g. that A1 = {1, 2, 3} and v1 = v2 = v3 =
u1. If v2 = v3 = v4, then clearly v1, v2 ∈ U0 and by (i7),
∣∣Ω (v1, v2)∣∣−1 ≥ β1, a
contradiction. Otherwise, by (i4),
∣∣Ω (vi, vi+1)∣∣− 1 ≥ β1 for some i ∈ A1, again
a contradiction. So, 1 ≤ |A11| ≤ 2.
Case b3. |A11| = 2.
Case b3.1. h ≥ 8.
Let i ∈ A1. Assume w.l.o.g. that vi = u1, vi+1 = us for some s ∈ {1, ..., h}.
By (i1),
∣∣Ω (vi, vi+1)∣∣ − 1 ≥ βj for each j ∈ {1, ..., h}\ {1, h, s− 1, s}. Since
h ≥ 8, there are at least four pairwise different integers f1, f2, f3, f4 in {1, ..., h}\
{1, h, s− 1, s}. By (i1),
∣∣Ω (vi, vi+1)∣∣− 1 ≥ βfj (j = 1, 2, 3, 4) . So,
if i ∈ A1, then
∣∣Ω (vi, vi+1)∣∣− 1 ≥ 1
h
(
h∑
i=1
βi − β1− βh − βs−1 − βs +
4∑
i=1
βfi).
On the other hand,
if i ∈ A0, then
∣∣Ω (vi, vi+1)∣∣− 1 ≥ β1 = 1
h
(
h∑
i=1
βi −
h∑
i=1
βi + hβ1). (17)
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Since hβ1 − β1 − βh − βs−1 − βs ≥
∑h
i=1 βi −
∑4
i=1 βfi , we have
if i ∈ A0, j ∈ A1, then
∣∣Ω (vi, vi+1)∣∣− 1 + ∣∣Ω(vj , vj+1)∣∣− 1 ≥ 2µ (T ) .
Observing that |A0| ≥ |A1|, we obtain
κ∑
i=1
(| Ω(vi, vi+1) | −1) =
∑
i∈A0
(| Ω(vi, vi+1) | −1) +
∑
i∈A1
(| Ω(vi, vi+1) | −1)
≥ (|A0| − |A1|)µ(T ) + 2 |A1|µ(T ) = (|A0|+ |A1|)µ(T ) = κµ(T ).
Case b3.2. 6 ≤ h ≤ 7.
Let i ∈ A1. Assume w.l.o.g that vi = u1, vi+1 = us for some s ∈ {1, ..., h}.
We will write i ∈ A∗1 if and only if
∣∣Ω (vi, vi+1)∣∣ − 1 ≥ βj for some j ∈
{1, h, s− 1, s}.
Case b3.2.1. A1 = A
∗
1.
Let i ∈ A∗1 and let vi = u1, vi+1 = us (s ∈ {1, ..., h}). By the defini-
tion,
∣∣Ω (vi, vi+1)∣∣ − 1 ≥ βj for some j ∈ {h, s− 1, s}, say j = s. Since
6 ≤ h ≤ 7, there are at least three pairwise different integers f1, f2, f3 in
{1, ..., h}\ {1, h, s− 1}. By (i1),
∣∣Ω (vi, vi+1)∣∣− 1 ≥ max (βf1 , βf2 , βf3) . So,
if i ∈ A1, then
∣∣Ω (vi, vi+1)∣∣−1 ≥ 1
h
(
h∑
i=1
βi−β1−βh−βs−1+βf1 +βf2 +βf3)
and hence we can argue exactly as in case h ≥ 8.
Case b3.2.2. A1 6= A∗1.
Let A1 = {i, j}, where i 6∈ A∗1 and let vi = vj = u1, vi+1 = us, vj+1 = ur
for some s, r ∈ {1, ..., h} (s ≤ r). By (i8) and (i9), 4 ≤ s ≤ r ≤ h− 1. If s = r,
then it is easy to see (by definition 3.9) that either u1 ∈ U0 or us ∈ U0 implying
by (i6) that i ∈ A∗1 , a contradiction. So, assume s 6= r, i. e. 4 ≤ s < r ≤ h−1.
Case b3.2.2.1. h = 7.
Case b3.2.2.1.1. s = 4 and r = 5.
By (i5), either
∣∣Ω (vi, vi+1)∣∣−1 ≥ β4 or ∣∣Ω (vj , vj+1)∣∣−1 ≥ β4. Since i 6∈ A∗1,
we have
∣∣Ω (vj , vj+1)∣∣− 1 ≥ β4. Using (i1), we get
∣∣Ω (vi, vi+1)∣∣− 1 ≥ 1
h
(
7∑
i=1
βi − β1 − β7 − β3 − β4 + 2β2 + β5 + β6),
∣∣Ω (vj , vj+1)∣∣− 1 ≥ 1
h
(
7∑
i=1
βi − β1 − β7 − β5 + 2β3 + β6).
Using also all κ− 2 inequalities of type (17), we obtain the desired result as
in case h ≥ 8.
Case b3.2.2.1.2. s = 4 and r = 6.
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By (i1) and (i9),∣∣Ω (vi, vi+1)∣∣− 1 ≥ 1h (∑7i=1 βi − β1 − β7 − β3 − β4 + 2β2 + β5 + β6),∣∣Ω(vj , vj+1)∣∣− 1 ≥ 1h (∑7i=1 βi − β1 − β5 + β3 + β4).
Apply the arguments in case b3.2.2.1.1.
Case b3.2.2.1.3. s = 5 and r = 6.
By (i1),(i5) and (i9),∣∣Ω (vi, vi+1)∣∣− 1 ≥ 1h (∑7i=1 βi − β1 − β7 − β4 − β5 + 2β2 + β3 + β6),∣∣Ω (vj , vj+1)∣∣− 1 ≥ 1h(∑7i=1 βi − β1 − β5 + β3 + β4).
Apply the arguments in case b3.2.2.1.1.
Case b3.2.2.2. h = 6.
Clearly s = 4, r = 5. By (i1),(i5) and (i9),∣∣Ω (vi, vi+1)∣∣− 1 ≥ 1h (∑6i=1 βi − β1 − β6 − β3 − β4 + 2β2 + 2β5),∣∣Ω(vj , vj+1)∣∣− 1 ≥ 1h (∑6i=1 βi − β1 + β3).
Apply the arguments in case b3.2.2.1.1.
Case b3.3. h = 5.
Let A1 = {i, j} and vi = vj = u1, vi+1 = us, vj+1 = ur for some s, r ∈
{1, ..., h} (s ≤ r). By (i8) and (i9), s = r = 4 and we can reach a contradiction
as in case b3.2.2.
Case b4. |A11| = 1.
Let A11 = {i} and vi = u1, vi+1 = us for some s ∈ {1, ..., h} .
Case b4.1. h = 5.
By (i8) and (i9), s = 4. Also, by (i1) and (i9),
∣∣Ω (vi, vi+1)∣∣− 1 ≥ 1
5
(
5∑
i=1
βi − β1 − β3 + β2 + β4).
Apply the arguments in case b3.2.2.1.1.
Case b4.2. h ≥ 6.
There are at least two distinct integers f1, f2 in {1, ..., h} − {1, h, s− 1, s}.
By (i1),
∣∣Ω (vi, vi+1)∣∣− 1 ≥ 1
h
(
h∑
i=1
βi − β1 − βh − βs−1 − βs + 2βf1 + 2βf2).
Since | A0 |≥ 4− | A1 |= 3, we have at least two inequalities of type (17).
So, we can argue as in case b3.2.2.1.1. ∆
By claims 5 and 6, c ≥
∑r
i=1 ϕv∗i + 2κ+ κµ (T ) and the result follows as in
case 1.1.1.1.
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Case 2. κ ≥ 4, h ≤ 4.
Since h ≥ κ, we have h = κ = 4. Then there are four vertex-disjoint
(H,C)−paths. It can be easily cheeked that c ≥ 18. If δ ≤ 6, then c ≥ 18 ≥
20 (δ + 2) /9 = (h+ 1)κ(δ + 2)/(h + κ + 1). Let δ ≥ 7. Using (d3) we can
show that ϕi ≤ 3 for some i ∈ {1, 2, 3, 4}, i.e. maxi ψi ≥ δ − 3. Then by
lemma 3, c ≥
∑4
i=1 (δ − ϕi) + δ − 3 = 5δ − 3 −
∑4
i=1 ϕi. If
∑4
i=1 ϕi ≤ 12,
then c ≥ 5δ − 15 ≥ (h+ 1)κ (δ + 2) / (h+ κ+ 1). So, it sufficies to prove∑4
i=1 ϕi ≤ 12.
Case 2.1. Either |U0| = 0 or |U0| = 4.
It follows that ϕi ≤ 3 for each i ∈ {1, 2, 3, 4}.
Case 2.2. |U0| = 3.
Assume w.l.o.g. that U0 = {u1}. If u3
o
u1 6∈ E, then it is easy to see that
ϕi ≤ 3 for each i ∈ {1, 2, 3, 4}. Otherwise (u3
o
u1∈ E), u2u4 6∈ E and hence
ϕ1 ≤ 3, ϕ3 ≤ 4, ϕ2 ≤ 2 and ϕ4 ≤ 2.
Case 2.3. |U0| = 2.
By symmetry, we can distinguish the following two cases.
Case 2.3.1. U0 = {u1, u4} .
If u3
0
u1 6∈ E and u2
0
u4 6∈ E, then clearly ϕi ≤ 3 for each i ∈ {1, 2, 3, 4}.
Assume w.l.o.g. that u3
0
u1∈ E. We can assume also u2
0
u4 6∈ E, since otherwise
the cycle u1
0
u1 u3u4
0
u4 u2u1 is larger than H , which is impossible. Then clearly
ϕ1 ≤ 3, ϕ4 ≤ 3, ϕ3 ≤ 4 and ϕ2 ≤ 2.
Case 2.3.2. U0 = {u1, u3} .
It is easy to see that ϕi ≤ 3 for each i ∈ {1, 2, 3, 4}.
Case 2.4. |U0| = 1.
Returning to the proof of lemma 3, we can see that in this special case the
lower bound in lemma 3 can be improved by a unit. So, it suffices to show∑4
i=1 ϕi ≤ 13. Denoting U0 = {u4}, we see that ϕ1 ≤ 3, ϕ2 ≤ 3, ϕ3 ≤ 3, ϕ4 ≤ 4
and the result holds immediately.
Case 3. κ ≤ 3.
Claim 7. Let κ ∈ {2, 3} and h ≥ κ. If there are no κ + 1 vertex-disjoint
(H,C)−paths, then c ≥ min (κ (h+ 1) , κ (δ − κ+ 4)) .
Proof of claim 7. Case d1. κ = 3.
Assume w.l.o.g. that E1, E2 and E3 are T−transformed. We now prove that
| w1
−→
Cw2 | −1 ≥ min (h+ 1, δ + 1). If v2 = v
+
1 , then clearly
| w1
−→
Cw2 | −1 ≥| w1E1v1
←−
Hv2E2w2 | −1 ≥ h+ 1.
Let v2 6= v
+
1 . Walking along
−→
H from v1 to v
−
2 we stop at the first vertex z
with either
∧
z w2 ∈ E or
∧
z w1 6∈ E or z = v
−
2 . If
∧
z w2 ∈ E or z = v
−
2 , then
clearly | w1
−→
Cw2 | −1 ≥ h + 1. Let
∧
z w2 ∈ E and
∧
z w1 6∈ E. If
∧
z w ∈ E for
some w ∈ V (C) \ {w1, w2, w3}, then there are 4 vertex-disjoint (H,C)−paths,
contradicting our assumption. So, N(
∧
z)
⋂
V (C) ⊆ {w3}, i.e. ϕz ≥ δ − 1 and
h ≥ ϕz + 1 ≥ δ. By (g6), |O (z−, v2)| − 1 ≥ γz ≥ ϕz ≥ δ − 1 implying that
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| w1
−→
Cw2 | −1 ≥ δ+2. Thus we have proved | w1
−→
Cw2 | −1 ≥ min (h+ 1, δ + 1) .
By symmetry, we have similar inequalities for segments w2
−→
Cw3 and w3
−→
Cw1 and
the result holds from h+ 1 ≥ δ + 1.
Case d2. κ = 2.
Apply the arguments in case 1. Claim 7 is proved. ∆
Case 3.1. κ = 3.
We can assume that there are no 4 vertex-disjoint (H,C)−paths, since oth-
erwise
c ≥
(h+ 1) 4
h+ 4 + 1
(δ + 2) >
(h+ 1)κ
h+ κ+ 1
(δ + 2) .
Then by claim 7 we can distinguish the following two cases.
Case 3.1.1. c ≥ 3 (h+ 1) .
If h ≥ δ − 2, then c ≥ 3 (h+ 1) ≥ 3 (h+ 1) (δ + 2) / (h+ 4). Otherwise, the
result holds from c ≥ 3 (δ − 1) (see [?]).
Case 3.1.2. c ≥ 3 (δ + 1) .
If h ≤ 3δ + 2, then c ≥ 3 (δ + 1) ≥ 3 (h+ 1) (δ + 2) / (h+ 4). Let h ≥
3 (δ + 1). Observing that c ≥ 3 (h/2 + 2) (by standard arguments) we obtain
the result immediately.
Case 3.2. κ = 2.
Apply the arguments in case 1.
Thus we have proved the theorem for h the length of a longest cycle in G\C.
Observing that
c ≥
(h+ 1)κ
h+ κ+ 1
(δ + 2) >
(
h
′
+ 1
)
κ
h′ + κ+ 1
(δ + 2)
for any h
′
< h , we complete the proof of the theorem. ∆
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