We investigate the effect of the main classical resonance island on the quantal ionization probabilities for an excited one-dimensional hydrogen atom perturbed by a near resonant, periodic electric field.
Introduction
We describe how a nearly resonant perturbation breaks up an excited one-dimensional system, and show in detail how the quantal behaviour depends upon the structure of classical phase space.
We consider specifically the ionization of excited one-dimensional hydrogen atoms by a uniform periodic electric field of frequency ; such a system has been studied experimentally by Bayfield et al (1995 Bayfield et al ( , 1996 , but we believe the behaviour described here, and its explanation, to be applicable to other one-dimensional systems. The resonant frequency of a system in a prescribed initial state with energy E 0 is the frequency of the corresponding unperturbed classical motion, which we denote by ω 1 (E 0 ). The field is in resonance when = ω 1 (E 0 ), but the effect of the resonance extends over a frequency range ω 1 − ω 1 < < ω 1 + ω 1 , in the sense that if the driving frequency is in this range some classical orbits become trapped inside the resonant island; an expression for ω 1 − ω 1 is given in section 2, equation (12) . We consider only the main resonance, but there are infinitely many other resonances where the ratio /ω 1 (E 0 ) is rational: at resonances the perturbed and unperturbed motion are topologically different causing difficulties for classical perturbation theory which are responsible for the small divisor problem, see for instance Goldstein (1980, p 526 ). The problems caused by resonances in the classical perturbation expansion are overcome by the same methods used to deal with degeneracies in quantal perturbation theory. For actions above the resonance island the unperturbed classical motion has a longer period so is more strongly affected by the field than the faster motion below the island. At the edges of this frequency range the slowly switched on perturbation, adiabatically evolves the initial state onto a separatrix state, Jensen et al (1989) , Breuer et al (1991) , Dietz et al (1992) and Leopold and Richards (1994) and also figure 1 of this paper. As the frequency increases through ω 1 − ω 1 the classical ionization probability increases sharply, because some classical orbits are transported by the unstable manifold associated with the separatrix to the unstable region above the resonance island: the quantal transition probabilities also increase dramatically. As → ω 1 both classical and quantal ionization probabilities decrease: examples of this behaviour are shown in figures 3-5 and 7. The reason for the sharp increase in the classical ionization probability is well understood, see Leopold and Richards (1994) , but the reason for the increase in the quantal probabilities is not. Note that this classical mechanism of crossing the resonance island is not the same as the transport mechanism described by MacKay et al (1984) , see also Meiss (1989 Meiss ( , 1992 for the application of that work to the problem studied here, which does not involve the slow switch-on of the perturbation which is mainly responsible for the transport in this problem.
Moreover for larger than, but close to, ω 1 − ω 1 the quantal ionization probability is very sensitive to the frequency, whereas the classical probability is not, see for instance figure 7 of Leopold and Richards (1994) , Sirko et al (1996) and figures 3-5 of this paper. As → ω 1 this sensitivity becomes less pronounced and the classical and quantal probabilities become closer. The sensitivity at ω 1 is also seen in the experiments on three-dimensional hydrogen atoms which involve an ensemble average, Sirko et al (1996) .
In this paper we show that much of the behaviour of the quantal probabilities is a consequence of the classical resonance island even though the behaviour of the classical probabilities is sometimes quite different.
As mentioned above, the quantal ionization probability is less sensitive to the frequency close to resonance; again the reason for this is closely connected to the existence of the classical resonant island. Near here classical and quantal ionization probabilities agree better, see for instance figures 11 and 12 of Koch (1995) : the results presented here explain why this happens.
Recently Bayfield et al (1996) have compared the field dependence of experimental, quantal and classical ionization probabilities at specific frequencies close to ω 1 and have shown that all three agree quite well for initial principal quantum number n 0 = 69: further, they claim that the quantum dynamics reflects the very-small-scale structure due to the periodic orbits with periods kT f , k = 3, 4 and 5 where T f = 2π/ is the field period. This is surprising as the sizes of the classical island structures associated with these orbits are rather less than 2πh; these sizes are estimated in section 4.
Thus there are a number of unsolved problems concerning the nature of the quantum dynamics of a resonantly forced system and of the relationship between the classical and the quantum dynamics at these frequencies, some of which we resolve in this paper.
In order to study these problems theoretically it is necessary to make a numerical comparison between classical and quantal ionization probabilities; for this we need to approximate the quantal ionization mechanism since an exact representation of the continuum for this type of system is beyond the capabilities of current computers. Thus in the first part of this paper, section 2, we modify an earlier approximation of the continuum, Leopold and Richards (1991a) , valid only at higher frequencies, > ω 1 , which allows more accurate quantal calculations near the resonance; this approximation is used in section 4.
In section 3 we study the classical and quantal motion for ∼ ω 1 − ω 1 and show that the quantum dynamics is dominated by the same resonant island structure as dominates the classical motion, but that quantal effects make the appearance of the classical and quantal ionization probabilities quite different. In particular we show that for initial quantum numbers accessible to current experiments transport across and out of the resonance island is dominated by two-state processes which are very sensitive to the driving frequency. Nevertheless, the character of the two relevant states reflects the classical behaviour so there are striking similarities between the classical and quantum dynamics.
In section 4 we study the motion for ∼ ω 1 . Here we show that quantal transport out of resonant-island states involves a sequence of many two-state transitions and that this mimics the classical dynamics more closely: again this is a direct consequence of the classical resonant island, but now means that for ∼ ω 1 quantal effects are weaker than at lower frequencies. For ∼ ω 1 we also investigate the possibility that the smaller classical islands, belonging to long-period orbits, can affect the quantum dynamics and conclude that for quantum numbers currently accessible they are too small to have an effect, in contrast to the findings of Bayfield et al (1996) . An alternative interpretation of Bayfield's results is given. In section 5 conclusions are given.
Theory
We consider the effect of a near-resonant, periodic electric field, with period T f = 2π/ , on a one-dimensional hydrogen atom also perturbed by a uniform electric field, F s . The Hamiltonian of this system is derived in Leopold and Richards (1991a) , henceforth referred to as paper I
H (z, p, t) =
where F s > 0 is the static field strength, F the amplitude of the periodic field and λ(t) is the slowly varying field envelope which we take to be
Typically the envelope contains about 100 field periods, N f ∼ 100. The unperturbed motion, obtained from the Hamiltonian by setting F = 0, with energy E has a natural frequency which we denote by ω 1 (E) and we consider the situation where ∼ ω 1 (E 0 ), E 0 being the initial energy. We shall consider both the classical and the quantum dynamics so shall first describe how the different calculations are performed and also introduce the units and notation necessary for understanding the results.
Classical dynamics
We need to solve Hamilton's equations and use classical dynamics to understand the results of quantal calculations; unfortunately these tasks require different forms of the Hamiltonian.
In order to efficiently solve Hamilton's equations numerically it is necessary to allow for the Coulomb singularity and the best method of doing this is to regularize the system. This method involves moving into extended phase space in order to regularize the singularity by making a canonical transformation to a new 'time', τ , variable; subsequently another canonical transformation is applied to convert the system to a perturbed linear oscillator. The general method is described in Szebehely (1967) and is applied to this problem in Leopold and Richards (1985) and to three-dimensional atoms in Rath and Richards (1988) which is a non-trivial extension; see also Synge (1960) for a good account of the subtleties of extended phase space. The resulting Hamiltonian in extended phase space is
where z = q 2 1 , p 1 = 2pq 1 , p 2 = −H is the value of the original Hamiltonian, equation (1), and q 2 = t is its conjugate variable. This Hamiltonian is conservative, = 4e 2 , and its value is fixed unlike conservative Hamiltonians in ordinary phase space; when F s = F = 0 it reduces to a linear oscillator with natural frequency √ −8H/µ. In this unperturbed limit the 'time', τ , is just the eccentric anomaly, see for instance Born (1960) or Landau and Lifshitz (1965a) .
It is a relatively simple matter to numerically solve the equations of motion arising from this Hamiltonian, but surface of section plots require more care as the integration needs to be stopped whenever the dependent value q 2 = t takes specified values; in practice we find the NAG routine D02CHF suited to this task.
We mimic the quantal dynamics by setting the initial action variable, I , to I 0 = n 0h , where n 0 is the initial quantum number, and by choosing a set of initial angle variables from a distribution uniform in (0, 2π). It is unfortunate that there is no simple expression for these variables, unless F s = 0, but since F s is relatively small when the system is in its initial state we are able to obtain sufficiently accurate expressions from a perturbation expansion in F s : the relevant analysis and results are given in the appendix. In this section we need only the first term in this expansion, that is the Coulomb variable.
In order to understand the results produced by these and the quantal calculations angleaction variables are needed to analyse the qualitative behaviour of the motion near the initial state and for this, since the static field is relatively small, it is sufficient to replace the zF s term by its mean over an unperturbed orbit; then in the Coulomb angle-action variables, (θ, I ), the Hamiltonian becomes
where J s (x) is an ordinary Bessel function and
We denote the unperturbed Kepler frequency (F = F s = 0) by ω 0 (I ); if F s = 0 we denote the frequency by ω 1 (I, F s ); these frequencies are
where the expression for ω 1 is derived from equation (14) below by expanding to O(F 2 s ). Now, by definition, θ ∼ ω 1 t > 0 so we can split each term in the perturbation into a slow and a fast term, 2 sin sθ sin t = cos(sθ − t) slow + cos(sθ + t) fast and, following standard practice, see for instance Lichtenberg and Liebermann (1991, section 2.4a) or Born (1960, section 38) , obtain a good approximation by ignoring all the fast terms. Furthermore, because ω 1 ∼ the term cos(θ − t) varies more slowly than all the other terms, so we make a time-dependent canonical transformation φ = θ − t to obtain the new Hamiltonian K = K p + K 1 , where
with α = J 1 (1) 0.325. The numerical results using this Hamiltonian are very close to those obtained using the original Hamiltonian, equation (4), but it is far more efficient to use K as the fast terms in H dominate the numerical integration but have negligible physical effect.
Since we are concerned with excited states it is convenient to define units which reflect the length and time-scales of the initial unperturbed motion. It is normal, Leopold and Percival (1979) , to define scaled units in terms of the initial state, having action I 0 to give
We wish to compare the response of systems having the same initial action I 0 but at different frequencies, but for a given value of F the mean ionization probability decreases as increases, so to produce similar responses over a range of frequencies it is necessary to increase F 0 as 0 increases. In addition we want to expand about the main resonance so it is convenient to define the resonant action I r as the action of the Kepler orbit having the same frequency as the field and use this to define a new scaled field F r , I r = µe 4 1/3
In these units the pendulum Hamiltonian can be written as
The motion produced by Hamiltonians of this pendulum type is described in Percival and Richards (1982, ch 4) and also Leopold and Richards (1994) . Briefly K p has a stable fixed point at φ = 0 and I I r , corresponding to a stable periodic orbit in the original representation. There is also an unstable fixed point at φ = π , and I I r , through which the separatrix, S, passes (see the broken curve in figure 1): the separatrix divides phase space into three invariant regions with the central region containing librational motion and the outer two rotational motion. If the area contained by S is sufficiently large the eigenvalues of K p reflect this difference (see figure 8 ). The number of librational states inside the separatrix is its area divided by 2πh when λ = 1,
The resonant island is important as its position relative to the initial state is largely responsible for the fate of that state in both classical and quantum dynamics. Some aspects of this are treated in Leopold and Richards (1994) , but here we concentrate on motion with I 0 I r and in this section I 0 ∼ I r − N Lh /2 and in the next section we consider motion with I 0 ∼ I r . The importance of the separatrix can be seen by following the evolution of a phase curve initially coinciding with the curve of constant action corresponding to the initial state from time t = 0 to t = T m /2 when the field is at its strongest. This is achieved by integrating a large number of orbits, here 1000, each with initial action I k (0) = I 0 but the initial angle variable is uniformly spread over (0, 2π), and plotting the final points (φ k (T m /2), I k (T m /2)).
In figure 1 we show the result of two such calculations for F r = 0.04 and F s = 0; for this demonstration we used the Hamiltonian defined in equations (6) and (7) but with the infinite sum truncated after five terms. On the left I 0 = 0.920 ( 1 = 0 = I 3 0 = 0.779) and the evolved phase curve coincides closely with the lower portion of S, depicted by the broken curves: further integration to t = T m , where F = 0 shows that all orbits collapse back to an action close to the initial action, I 0 = 0.92. On the right I 0 = 0.921 ( 0 = 0.781); again the phase curve is close to the separatrix but now some of it has wandered onto the upper half by passing through the unstable fixed point at φ = π : in this case integration to t = T m leaves the final actions scattered over a wide range with a distinct peak near I 0 but having a long tail out to about 2I 0 -the length of this tail depends upon the integration time and the number of harmonics retained in the sum of the Hamiltonian (4); if M is the largest harmonic included time scale arguments show that max(I ) Figure 1 shows that only a small change in I 0 , or 0 , can completely change the nature of the classical motion. This behaviour is seen in the ionization probabilities, figures 3-5, as a sharp increase when the frequency increases through a critical value − 1 , given in equation (12) . The reason why the ionization probability increases as a consequence of the behaviour shown in figure 1 is simply that orbits above the resonant island are much more strongly affected by the field than those below it, and the orbits that are transported across the island are unstable and migrate upwards through the chaotic regions of this part of phase space to eventually ionize.
This may seem surprising as the magnitude of the perturbation K 1 , equation (7), decreases with increasing action: however, it is not only the magnitude of the perturbation that is significant, but also its rate of change. Below the island the unperturbed period is short so K 1 varies relatively rapidly: above the island the period is longer and there are resonances at I = m 1/3 I r , m = 1, 2, . . .. Thus the field is more efficiently dynamically coupled to the atom for I > I r than below the island. Figure 1 shows that in classical dynamics as 1 increases, all other parameters remaining the same, there is a distinct change in the behaviour as 1 passes through the value at which the equation I 0 = I r − N Lh /2 is satisfied. This condition translates into the equations given in Leopold and Richards (1994, section 4) , which may be solved using a perturbation expansion to give
For F s = 0 and F r = 0.04 this gives − 0 = 0.769, which is close to the frequency at which the change occurred in figure 1.
Quantum dynamics
The quantal results given in section 4 are calculated using a modification of the method derived by Leopold and Richards (1991a) . That method uses decay factors, equation (13), which were derived assuming relatively high frequencies. The recent experiments of Bayfield et al (1995 Bayfield et al ( , 1996 are at frequencies too low for the assumptions made in paper I to be relied upon but provide the motivation for modifying the method.
The basic equations of motion are obtained by expanding the wavefunction in the bound states of the unperturbed Hamiltonian defined in equation (1), that is with F = 0, and using decay factors, E n (t), to allow for ionization due to the periodic field. This method does not take into account tunnelling through the barrier produced by the static field as for excited states this is negligible by comparison to the ionization rate due to the periodic field. With these approximations the time-dependent Schrödinger equation can be written in the form
where the wavefunction is
The matrix elements n |p| m and energy levels E n depend upon the static field; formulae for the matrix elements are given in paper I, equation (A11), and we use the following formula for the energy levels as it provides a good fit over the whole range of n up to the potential maximum,
The upper limit on the sum in equation (13) is determined by the maximum of the potential, above which there are no bound states,
The lower limit is chosen by ensuring that the population of this state |a n 1 | 2 remains small; for the fields used here and for the reason discussed in the previous subsection de-excitation to states far below the initial state is unlikely so it is normally sufficient to take n 0 − n 1 to be between 10 and 20, depending upon the size of n 0 .
Inspection of the equations of motion provides practically no insight as to how ionization occurs or the reason behind the behaviour of the ionization probabilities shown in figures 3-7. The important point is that the interaction time is relatively long so for the system to remain bound with a non-zero probability the field cannot be very strong, although it needs to be far too strong for a simple perturbation treatment to be valid. By analysing the classical motion, paper I, we see that for short times, of the order of a Kepler period, only very excited states, n n 0 , are directly coupled to the continuum, so that for n ∼ n 0 , E n is effectively zero. Thus ionization proceeds only via very excited states and we can understand the behaviour of the ionization probability partly by understanding the excitation mechanism: we shall consider this problem in section 3.
The decay factors E(F s ) were approximated in paper I by assuming that they were significant only for states satisfying (F s ) or approximately n n 0
This assumption is not valid in the circumstances investigated here as 0 is too small, so we need to modify the analysis of the earlier paper to obtain another approximation to E n . A classical value for these decay factors can be approximated by the formula (see paper I, equation (25))
where E cl n is the energy transfer during one orbital period of the electron on an unperturbed orbit with energy E n . In computing this energy transfer we need consider only relatively short times during which the field envelope changes little, so here we assume λ to be constant.
For high frequencies, ω n , E cl has a simple form and max( E cl )
2.58λF 0 n 0
which is independent of n, a fact which considerably speeds the solution of equation (13) when the semiclassical approximations to E n are used. For ω n ∼ this expression for max ( E cl ) is too large. A better approximation may be obtained by starting with the approximation
derived in paper I, equation (18), where we have written the unperturbed frequency in the form
in order to extract the dominant I dependence. Thus the classical energy transfer from state n is
We now need an approximation to g m (x) = max θ (g(x, θ ) ). For x 1 we may use the result lim x→s sin πx s−x = −π cos πs to deduce that
as the sum is dominated by the term s = x; this is the high frequency limit used previously.
For small x the sum is dominated by the first term, so
Numerical evaluation of g m (x) shows that it has a maximum at x 1.2 with g m (1.2) 2.58 so equations (19) and (20) suggest the approximation
and choosing A = 0.821 and B = 3.61 gives g m (1.2) = 2.58. In figure 2 we compare this approximation to g m (x) with the values computed numerically from the definition, equation (18) for 0.6 < x < 4. (21), the broken curve, and its numerical value obtained from the definition of g(x, θ), equation (18), the full curve.
Finally we have
which, with equations (21) and (15), gives the required approximation to the decay factors E n (t). Table 1 . Comparison of some ionization probabilities, at t = T m , obtained using different expressions for the decay factors. In the second and third columns we use the semiclassical and classical expressions given in paper I, equations (41) and (25), respectively; in the fourth column we use the new values, equations (22) and (15). For this example we chose n 0 = 69, F s = 8 V cm −1 and 0 = 0.87, giving 1 = 0.9837, and n 1 = 55, n 2 = 95. In table 1 we compare some ionization probabilities using three different approximations to the decay factors. As expected the ionization probabilities obtained with the new approximation, shown in the fourth column, are smaller in this case by about 6%. These small differences show that even at these lower frequencies the older approximation is reasonable and that there are no qualitative differences between the two methods.
In principle it is possible to modify the semiclassical decay rates (paper I, equation (41)) in the same manner. But then the argument of the Bessel functions in the expression for E n depends upon n as well as λ(t)F so necessitating the computation of many Bessel functions which slows the integration of the equations of motion considerably. Since there is little difference between the ionization probabilities obtained using the classical and the semiclassical decay rates, see columns one and two of table 1, we use only the modified classical rates.
Dynamical behaviour for
In this section we discuss the behaviour of the ionization probabilities for frequencies 1 near − 1 , given in equation (12). In figure 1 we showed that the behaviour of the classical state with initial action I 0 changed fairly abruptly as 1 passed through − 1 which corresponds with the initial phase curve being 'captured' by the separatrix of the pendulum Hamiltonian, equation (6). Here we compare the classical and quantal ionization probabilities for frequencies close to − 1 and show that they behave in a similar manner, but that there are important differences. These features will be explained using a Floquet analysis and semiclassical methods to provide estimates of relevant matrix elements. In figures 3-5 we compare classical and quantal ionization probabilities as a function of 1 , for fixed F r and various initial quantum numbers, n 0 = 50, 100 and 150 and the scaled values of F s the same in each case. For these calculations the older semiclassical expressions for E were used because the calculations for n 0 = 150 were done long before the newer approximation was derived. As these calculations take many months of computing on the available machines, a DEC station 5000/260, for this comparison we used the same method for all quantum numbers; the results in table 1 suggest that there are no qualitative differences between the two approximations. We use the newer expressions for E n in the next section.
The following points should be noted.
(1) Both classical and quantal ionization probabilities increase dramatically as 1 increases past − 1 = 0.742. Whilst we know the mechanism for the increase in the classical probability it is not known why the quantal probability should also increase, though general correspondence principle arguments suggests that it should behave in the same manner for sufficiently large values of n 0 .
(2) The quantal probabilities oscillate quite dramatically. Although the variation in individual cases may appear regular the patterns change dramatically with n 0 and F s0 for reasons which will be discussed later.
(3) The ionization probabilities decrease as 1 increases towards unity; as 1 increase beyond unity they increase.
(4) As 1 → 1 the quantal ionization probabilities fluctuate less and agreement with the classical probabilities improves.
(5) As n 0 increases the difference between the classical and quantal ionization curves decreases. This should be expected from general correspondence principle arguments, but it provides confirmation that our approximation to the continuum in the quantal calculations is reasonably accurate.
(6) The width of the peaks in the quantal probabilities does not depend significantly upon the interaction time, N f , as shown in figure 6, although the magnitude of the ionization probability does.
There are three main features of the quantal probabilities that need to be understood. First, we need to find the mechanism that increases P i as 1 increases through − 1 ; second, we need to understand the origin of the peaks in the ionization probability; third, we need to understand why the quantal ionization probabilities become smoother as 1 → 1. In order to understand these features we concentrate on a relatively low quantum number, n 0 = 20, as this is easier to deal with and these probabilities possess all the features present at higher quantum numbers.
In figure 7 we show the ionization probabilities for n 0 = 20 at various values of F r ; on each curve the dot marks the value of − 1 . We observe that at each field there are a number of local maxima but for 1 > − 1 the height of these maxima is considerably larger; the small peaks at lower frequencies are not seen in the previous figures. The position of the maxima do not change significantly as F r is increased, though their widths increase.
The structure seen in figure 7 can be partly explained by examining the eigenvalues of the period operator, that is the quasi-energy spectrum of the Floquet states. We compute these by writing the equations of motion, equation (13), with E = 0, in the form ihḃ = M(t)b where M is a real, symmetric, T f -periodic matrix and b k (t) = a k (t) exp(iE k t/h). A fundamental matrix U , see for instance Arrowsmith and Place (1990, ch 2) or Jordan and Smith (1991, ch 9) , may be constructed by evolving a matrix of linearly independent initial conditions, most conveniently taken to be the unit matrix, through one period of M. The matrix U is unitary so its eigenvalues can be written in the form exp(−i2πE k (F r 
The computation of U is thus achieved by solving a set of (n 2 − n 1 + 1) linear equations for (n 2 − n 1 + 1) sets of initial conditions. This is a relatively simple task for which we used the NAG routine D02CAF. It is equally simple to find the eigenvalues of U using, (12), and the numbers are explained in the text. For these calculations the new decay factors derived above were used.
for instance, the NAG routines F02AKF. This method is discussed by Breuer and Holthaus (1989) who show that with a truncated basis systematic errors can occur. In this problem, however, there are only a finite number of states and it is relatively easy to confirm that if the population of a n 1 is sufficiently small changes in n 1 , equation (13), have a negligible effect on the quasi-energies relevant to the ionization probability. Moreover, we need only a qualitative understanding from the Floquet analysis and can always confirm that the solutions of the original equations behave as suggested by this analysis. But, more seriously, a typical value of
and is generally a large multiple of 2π ; since the quasi-energies are buried in an exponential and eigenvalue routines do not normally produce results in any prescribed order, extracting the values of E k (F r ) and the associated eigenfunctions is more difficult. One method is to increment the values of F r in small steps starting at F r = 0, where E k is known, and to associate current and previous eigenstates by computing their inner product and to add the correct multiple of 2π to E k at each step.
Here, however, we avoid the problem by noting that the absolute values of E k are of little interest: we need only the field and frequency values at which E n 0 +k − E n 0 = m h for some positive integers k and m as only near here is there significant excitation to higher levels and subsequent ionization, see equations (26)-(32). Hence we plot the complex numbers
in the complex plane. The last factor in this expression is the conjugate of an eigenvalue of U , which lies on the unit circle. The first factor is simply a device for showing the variation with F 0 ; the actual values of a and b are of no consequence. The second factor just rotates the whole spectrum so that the quasi-energy associated with the initial state always starts at the same point, normally chosen to be (0, i); this is helpful since there is a large change in the relative angles of the curves as the frequency varies and we wish to compare the results at different frequencies. In this diagram the curves are labelled by the quantum numbers of the unperturbed states. This method of displaying the quasi-energies is different from normal, see for instance Blümel and Smilansky (1987) and Breuer et al (1991) , but it exaggerates the changes of E n with F 0 and gives a clearer picture of the changes with 1 .
An approximation to the quasi-energy levels is given by the eigenvalues of the pendulum Hamiltonian, K p , equation (10), so it helps to understand this type of plot by first considering these eigenvalues plotted as described above. But in order to facilitate comparison between this and subsequent graphs obtained using the full Hamiltonian we have replaced the unperturbed part, obtained by setting F = 0, by the expression given in equation (14) . In figure 9 we compare the exact with these approximate quasi-energies and find that they behave similarly.
The qualitative behaviour of the eigenvalues of K p with increasing F r can be understood by expanding equation (10) about I = I r and setting F s = 0 to obtain the simpler Hamiltonian K 1p = E r (−3p 2 /2I 2 r + αF r cos φ). For the librational states near the island centre K 1p can be approximated by a linear oscillator and for the rotational states of high energy second-order perturbation theory can be used. Thus we have
These equations show that for each k the energy of a rotational state decreases quadratically with increasing field strength, and the energy of a librational state initially increases. Abramowitz and Stegun (1965, p 724) reveals. The following points should be noted.
(1) Each line rotates relatively little so the value of the energy changes little; for instance the initial state at F 0 = 0 has the value E 20 (0) = 14.3 × 2π but this rotates through a very small angle. The state n = 22 rotates through the largest angle, but even this is less than π; we show in the next section that such behaviour is important.
(2) Most states are rotational and rotate anticlockwise. But the state n = 22 rotates clockwise and the adjacent states begin rotating anticlockwise but change direction at F 0 = 0.005 and F 0 = 0.03 respectively: the state n = 20 also changes direction at F 0 = 0.035. This behaviour is caused by the resonance island. For very small values of the field the island is very small and hardly affects the eigenvalues; the centre of the island is at I r = 22.6h so the state n = 22 is 'captured' into the island almost immediately and it rotates in a different direction to the rotational states adjacent to it, compare equations (24) and (25). When F 0 0.007 the number of the states inside the island is about 2 and the state n = 21 changes direction. The initial state n = 20 changes at F 0 0.035, where N L = 4.5 and the state n = 23 changes at F 0 0.025 (N L 3.8). Thus the shapes of the curves in this Floquet plot reflect the classical resonant island structure.
(3) The change in the argument of z n at F s = F r = 0 when the frequency increases from 0 to 0 + is about 2π(n − n 0 )
, so the order of the curves in the Floquet plot changes quite rapidly with changing frequency, particularly if (n − n 0 ) is large: as 0 increases many curves intersect the curve associated with the initial state. This is the key to understanding some aspects of the behaviour seen in figures 4-6.
We now consider the quasi-energy states of the full Hamiltonian. In figure 9 we show the Floquet plot for 1 = 0.668, the frequency at which the ionization probability shown in figure 7 has a small local maximum for F r 0.06 (F 0 0.0321), but not for smaller values of F r . The quasi-energies of the full Hamiltonian are shown for 0 F 0 0.035 (F r 0.065). On this plot are superimposed the energies of the pendulum Hamiltonian whose curves can be distinguished as they extend to the outer ring at F 0 = 0.04.
This graph suggests that as the field amplitude increases the system remains almost exclusively in the n = 20 state until F 0 = 0.03 (F r 0.056) at which point some population is transferred to the n = 26 state; but from this higher state ionization can occur; for F r < 0.056 the n = 26 state remains unpopulated and there is very little ionization. The final state distribution, figure 12, shows that after the interaction with the field has ceased there is significant population in only the n = 26 and n = 28 states, the latter being populated possibly because there is an accidental one-photon resonance between these two levels.
On comparing the two sets of results depicted in figure 9 we see that there are similarities and differences.
(1) Generally the perturbed and unperturbed states for n 25 behave similarly and rotate in the same direction and by similar amounts; remember that the nature of this plot exaggerates the magnitude of the changes in the energy.
(2) The states n > 26 behave quite differently in each case and rotate in opposite directions. Presumably this is a reflection of the fact that the perturbation affects the states above the island far more strongly than the states below the island.
On increasing the frequency all curves, except by definition that for n = 20, start at a different point. very little ionization; however, both the n = 29 and n = 25 curves rotate anticlockwise towards the initial state, but as the former rotates fastest and arrives first and is the cause of the next maximum in P i at 1 0.688 followed closely by the maximum at 1 0.696 produced by the n = 25 state. This sequence of events is seen in figure 10 , in which we show segments of these Floquet plots as the frequency sweeps through the resonance at 1 = 0.686. Note also that although the n = 27 and the n = 20 curves cross at 1 = 0.705 the field is so weak that there is insignificant transfer of population, but with increasing 1 the crossing occurs at increasingly higher fields and at 1 0.715 it is sufficiently large for ionization to occur, see figure 7
In figure 11 we show a similar set of graphs as the frequency passes through the resonant peak at 1 = 0.74 as this involves two nearby Floquet states.
In order to emphasize the effect of resonant interactions with particular Floquet states, we show, in figure 12 , the final bound-state probabilities of selected states over the same frequency range as covered in figure 7 .
For the cases considered at any given frequency, excited states other than those shown here have populations several orders of magnitude smaller. This graph demonstrates very clearly the effects of the resonant interactions; the numbers at the maxima of the ionization curves shown in figure 7 correspond to the most populated final states shown in figure 12 . These results show that the local maxima in the ionization probabilities can be associated with individual avoided crossings of Floquet states; similar analysis has been used on other aspects of this problem by Blümel and Smilansky (1987) , Breuer et al (1991) and Holthaus (1989, 1991) . But by representing the quasi-energies in the manner of figures 8-10 we can more readily understand the ionization curves. Resonance between the initial and an excited state, n > n 0 , occur when arg(z n ) 2pπ, p = ±1, ±2, . . ., where z n is defined in equation (23). When n 0 is large E n T f /h is large and arg(z n ) is essentially a random number so it is difficult to discern any clear pattern in the variation of the ionization probability with frequency, particularly as the rate of change of arg(z n ) with frequency is different for each excited state. This picture also explains why the fluctuations in figures 3-5 become less pronounced as 1 → 1. If 1 ∼ − 1 the Floquet energy does not change much with the field strength and, to a first approximation, moves radially in the Floquet plot, see for instance figure 8 and also equation (25) . Thus avoided crossings with excited states, which also rotate relatively little, occur only when E n 0 (0) ∼ E n (0): because E n (0)T f /h is very sensitive to 1 excitation to excited states, n n 0 , occurs only in narrow frequency bands, hence the sharp peaks in figures 3-5. But as 1 → 1 the quasi-energy associated with the initial state rotates through a larger angle as the field changes, equation (24); an example of this behaviour is the state n = 22 in figure 8. This means that the initial Floquet state now crosses many excited states, giving many chances of excitation to n n 0 ; an example of this behaviour is discussed in the next section, in particular figure 19. Thus as 1 → 1 more Floquet states are involved in the excitation process so the quantal system behaves more like the classical system. This description is incomplete: it shows the origin of the local maxima in P i ( 1 ) but does not explain why P i increases sharply as 1 passes through − 1 , neither does it explain why the mean ionization probability decreases as 1 → 1. We now provide a tentative explanation of these phenomena, by examining the behaviour near an avoided crossing involving only two Floquet states.
For the linear periodic system ihḃ = M(t)b the period operator U , defined above, has eigenvalues exp(−iE k T f /h) and there is a change of variables b = B(t)c, with B(t + T f ) = B(t) a periodic matrix, such that c k (t) = exp(−iE k t/h), Arrowsmith and Place (1990, p 89). Thus each Floquet state F k (θ, t) can be written in the form
is an eigenstate of the pendulum Hamiltonian, equation (10), an approximation to a Floquet state is f (θ − t)e −iE k t/h . Some aspects of the relation between Floquet states and classical tori near the main resonance have been treated by Henkel and Holthaus (1992) .
We now concentrate on a single avoided crossing at F = F c of two particular states, F 1 and F 2 with |E 1 (F c ) − E 2 (F c )| N h, for some integer N . We assume that there is another Hamiltonian H , close to H , with Floquet states
, decrease. Assume further that H = H + V with V a small, real correction affecting only F 1 and F 2 and only in the vicinity of F = F c . For clarity we shall simplify the notation and write, for instance, F 1 for F 1 . Now write the wavefunction in the form ψ(θ, t) = a 1 (t)F 1 +a 2 (t)F 2 with a 1 (0) = 1 and a 2 (0) = 0, so F 1 reduces to the initial state when F = 0. If the field F varies slowly then the coefficients a k satisfy the equations, see for instance Richards (1987) , for derivations of similar equationṡ
where |a 1 (−∞)| = 1 and a 2 (−∞) = 0,
ji . Equation (26) can be written in a more useful form by defining
where
Now we know, from the above numerical results, that |a 1 | is approximately constant except when E 2 (t) − E 1 (t) N h so we expand about the time t = t c at which E 1 − E 2 = N h by assuming E 1 = A + ν 1 (t − t c ) and E 2 = A + N h + ν 2 (t − t c ): the assumption that E 1 , the lower state, varies linearly with F will be discussed below as it is seen from figure 8 that at some value of the field dE 1 /dF = 0. Note also that the exact quasi-energies vary as (t − t c ) 2 near the avoided crossing which is why it is necessary to introduce V . We also expand P k (θ, t) as a Fourier series,
and ignore all the rapidly varying terms of W 12 by settinġ
D Richards
On defining
where the bar denotes the mean over one field period, so near t = t c , v may be treated as a constant, we find that, to within a constant phase, and by changing the time-origin the equations (27) can be written in the forṁ
which is the equation treated by Zener (1932) . If ν > 0 these equations can be written as a second-order differential equation in standard form
where w =h|v 12 | 2 /ν and τ = t √ ν/h. Since |a 1 | = |c 1 | → 1 as τ → −∞ this equation has the solution
where we have used the definition of the parabolic cylinder function D p (z) and its asymptotic expansions given in Gradshteyn and Ryzhik (1965) . For ν < 0 the solution is proportional to D −iv (τ e iπ/4 ) but the expression for |a 1 (∞)| is the same. Thus within this approximation the transition probability to an excited Floquet state depends primarily on the two quantities, ν, the relative gradient of the quasi-energies at the avoided crossing, and v 12 , the mean matrix element between the excited state and the initial state, equation (28) .
First, we briefly consider changes in ν = ν 1 − ν 2 : the results shown in figures 9-11, and other similar graphs not shown here, provide no indication that ν is changing in any systematic way as the lower state F 1 crosses the separatrix. The value of ν is clearly different for the different transitions but the differences do not seem to be predictable from any simple model. We thus conclude that changes in ν are not responsible for the systematic increase in the ionization probability as 1 passes through − 1 . This suggests that changes in the matrix element v 12 are responsible for the differences. Some idea of the behaviour of v 12 as F 1 crosses the separatrix can be obtained by analysing the WKB approximation to the eigenfunctions of the pendulum Hamiltonian, equation (10), which we simplify by expanding about I = I r ,
An approximation to a rotational eigenfunction is
where N L is the number of librational states inside the island, N L 0.84n r √ F r , and kh is roughly the area of phase space between the line I = I r and the rotational state. Typically N L ∼ 4-10 and near the separatrix k ∼ N L /2 + 1 so the argument of the Bessel function in the above sum is between 0.15 and 2 and only a few terms contribute to the sum, except very close to the separatrix. The number of terms contributing to ψ R (φ) decreases exponentially to unity with increasing k. The derivative of ψ R with respect to F behaves similarly.
A WKB approximation to a librational state is
where 0 < φ 1 < π and the energy of the state is E = −αF r E r , with −1 < < 1 and ∼ 1 near the separatrix, and A is the normalization constant. This function can be decomposed into its Fourier components
An estimate of the number of significant Fourier components in this sum is obtained from the magnitude of the largest real value of s for which the phase of the above integral is stationary; this is
More generally, the decomposition of ψ L (φ) into its Fourier components is equivalent to the transformation to momentum representation so the number of significant Fourier components of a given state is proportional to max(P )/h on the classical phase curve associated with that state. On the separatrix max(P ) ∼ N Lh and for the highest energy state of the island max(P ) ∼ √ N Lh ; so the number of momentum states needed to represent a Floquet state inside the island decreases towards the island centre.
Moreover, immediately below the separatrix the number of momentum states needed to represent a rotational wavefunction decreases exponentially towards unity, equation (34), thus the character of the Floquet states changes quite sharply as the separatrix is crossed, that is as 1 increases through − 1 , with the number of significant Fourier components increasing from about 1 to about 3N L and decreasing to about √ N L at 1 = 1. But the upper state F 2 will have many significant Fourier components as it is strongly perturbed by the field. An estimate of this number is provided by the value of the variation in the action during one field period, which can be approximated using perturbation theory. In order to obtain this estimate we set the static field to 0 to give, on using the Hamiltonian (4),
where θ ω(I )t + θ 0 . On evaluating the integral and approximating the resulting sum by its largest component we find
Thus the number of Fourier components in F 2 is proportional to n 0 , βn 0 say. In this section we have provided an explanation of the shapes of the ionization curves shown in figures 3-5. We have shown that the local maxima are caused by resonant interactions between two Floquet states when the quasi-energy of the excited state is related to that of the initial state by |E 1 (F ) − E 2 (F )| N h for some integer N . The fact that the classical and quantal ionization probabilities behave similarly with both increasing sharply at a frequency near − 1 is a paradox as essentially only two states are involved; however, this is resolved by noting that the character of the initial state changes dramatically near − 1 in order to follow the classical resonant island. Thus the structure of classical phase space affects the individual quantal states so making the classical and quantal ionization probabilities behave similarly.
The fact that the local maxima are produced by avoided crossings of only two Floquet states suggests that they are sensitive to any small perturbation which spoils the periodicity of the driving field. So we end this section by examining numerically the effects of adding phase noise to the field, which is known to perturb the separatrix state more than adjacent states, Sirko et al (1993) .
For this analysis the driving field F sin t in equation (1) is replaced by a field with random telegraph noise, F sin( t + φ(t)) where φ(t) changes between the values ± φ at times t k , k = 1, 2, · · ·, such that the intervals τ k = t k+1 − t k are statistically independent and have Poisson distribution, ρ(τ ) = exp(−τ/τ )/τ , where τ is the mean value of τ , see Leopold and Richards (1991b) . The root mean square of F sin( t + φ(t)) is F RMS = F 0 √ 2 sin φ and provides a measure of the magnitude of the noise. In these illustrative calculations we take τ = T f and, for φ = 0 the ionization probabilities are averaged over five samples.
In figure 13 we show the ionization probabilities for n 0 = 69, F s = 8 V cm 
Motion near the main resonance
In this section we consider the motion near resonance, 1 ∼ 1. Here, as opposed to when 1 ∼ − 1 , the ionization probability is less sensitive to the frequency and, for a given field strength, the ionization probability is smaller, figures 3-5. If 1 ∼ 1 the slow switch, λ(t), maps the initial phase curve into a region close to the island centre and consequently, see figures 19 and 20, more Floquet states are involved in exciting the system out of the resonant island and the quantal behaviour is closer to that of classical dynamics. Inside the main resonant island there are infinitely many stable periodic orbits each with an associated island chain: if the initial phase curve is switched sufficiently slowly through one of these island chains the classical ionization curve will be affected by it (see figure 14) . Since, for 1 ∼ 1 the quantal ionization mechanism involves many Floquet states we should also expect the quantal ionization probabilities to be affected by these periodic orbits provided the quantum number is sufficiently large. The purpose of this section is to determine the necessary size of the quantum number for the quantum dynamics to be affected by these long-period orbits.
In a recent paper Bayfield et al (1996) compared classical, quantal and experimental ionization curves for the system modelled by the Hamiltonian defined in equation (1), for n 0 = 69, and concluded that the quantum dynamics is noticeably affected by the small island chains belonging to the long-period orbits. The results presented here cast doubt on this interpretation and we offer an alternative.
We start by examining the classical behaviour and show how small island chains affect the classical ionization probability provided the interaction time is sufficiently long. We shall then compare classical and quantal results.
In all cases we follow Bayfield et al (1996) and use a static field F s0 = 0.035 26, corresponding to 8 V cm −1 for n 0 = 69, and shall concentrate on the scaled frequency 0 = 0.8737, 1 = 0.9823, in order to compare with figure 1 of Bayfield et al (1996) †. The probabilities at other frequencies near unity are similar, but the details differ.
In figure 14 we show the classical ionization probabilities for 0 = 0.8737 and the interaction times, N f = 131, 300 and 600: the case N f = 131 corresponds to the results shown in figure 1 of Bayfield et al (1996) . These results were computed using the regularized Hamiltonian (1) and a Monte Carlo method, as described in Leopold and Richards (1985) , and with M = 900 orbits each. If P i is the estimated probability, quoted in all the results presented here, the probability of the true result lying in the range
In order to mimic the quantum dynamics the initial action I is taken to be unity, in scaled units, and the angle variable θ is uniformly distributed in (0, 2π) . The angle-action variables used are an approximation to those of the full Hamiltonian, which includes the static field, and are derived in the appendix; these variables are different from those used in the previous section and to those used by Bayfield et al (1996) .
With increasing N f various features emerge. For N f = 131 there is a plateau between 0.05 F 0 0.06 and above F 0 0.065. At larger values of N f the upper plateau rises and eventually reaches unity, whereas the lower plateau becomes more distinct whilst also rising: in addition another plateau appears at F 0 0.038 and possibly another at F 0 0.028 for N f = 600; but note, this latter plateau could be a result of statistical errors.
In order to understand these features it is usual to investigate the surface-of-section (SoS) plot of the motion, but the presence of the field envelope makes the direct application of this method less valuable. In order to account for the envelope, and in the belief that most ionization occurs when the field is at its peak value, we modify the usual procedure by starting a number, N o , of orbits at t = 0 (λ = 0), with I = I 0 = 1, in scaled units, and θ equally spaced in (0, 2π). Each orbit is integrated until λ = 1 and then integration is continued for a further M field periods with λ held constant at unity. We form the modified SoS plot from this last set of (M + 1)N o phase points at times t = π(N f + k)/ , k = 0, 1, . . . , M. This method isolates those initial conditions which adiabatically switch onto invariant tori or only weakly unstable orbits.
In figure 15 we show some results obtained using this procedure with M = N o = 50, F s0 = 0.035 264 and 0 = 0.8737. These plots scan the fields around F 0 = 0.028 in order to determine the origin of the plateau seen in figure 14. At these fields very few of the orbits of this sample had ionized when λ first reached unity, although several orbits are clearly unstable and eventually ionize. The rectangle in figure 15(b) is the area that can be associated with one state when n 0 = 69.
At the lowest field F 0 = 0.026, figure 15(a) , it is seen that most initial conditions switch onto invariant tori surrounding the central periodic orbit with period close to T f . With a small change in field, to F 0 = 0.028, figure 15(b) we see the same tori and a torus associated with a stable 5T f -periodic orbit; early indications of this island system can be seen near the centre of the island in figure 15(a) . But as the field increases to F 0 = 0.03 these islands move towards the edge of the stable region. When at the edge a further small increase in F 0 destroys the island chain and dramatically increases the ionization probability † Note that Bayfield et al (1996) use the relation 1 = 0 (1 − 3F s0 ) −1 to define 1 , which is not the frequency of the unperturbed system, so to make comparisons we convert their 1 to 0 and compute a new 1 using equation (5). as F 0 increases from 0.031 to 0.034, provided N f is large enough; note, from figure 14 that if N f = 131 the ionization probabilities do not reveal this island chain. The area associated with an island chain is important in gauging whether it can affect the quantum dynamics, so for future reference we note that the number of states-that is the phase area divided by 2πh-that can be associated with each island of the chain is N (5) L 0.002n 0 when F 0 = 0.029; this, and other similar estimates, are obtained graphically so are only crude.
A similar behaviour occurs at P i 0.03, for 0.034 F 0 0.42 where a plateau exists if the interaction time is sufficiently long. In figure 16 we show the modified SoS plots for fields in this range.
These sections, and that for F 0 = 0.03 in figure 15 , show that for F 0 between 0.03 and 0.038 the torus is fairly robust and that the area of stable orbits is fairly constant as suggested by the graphs in figure 14 . If the field is switched on more rapidly the outer rings of this island are not developed so cleanly and these orbits ionize more readily. This example shows the importance of the envelope to classical dynamics. Supposing that the areas shown in these figures including the majority of points are stable invariant regions and that the exterior regions contain mainly unstable orbits we estimate, graphically, that the number of states that can be associated with this stable invariant region for F 0 0.038 is N one state when n 0 = 69. At F 0 0.039 this ring structure is broken as the adiabatic switch picks up the fourperiod island shown in figure 17 where we depict the birth, at F 0 0.039, and destruction, at F 0 0.042, of a four-period island chain. Near F 0 = 0.04 a large proportion of orbits therefore become unstable and ionize, hence the rapid rise in P i , for 0.041 F 0 0.044 seen in figure 14 . We estimate the number of states associated with each island of this chain to be N (4) L 0.0005n 0 when F 0 = 0.039. This process stops when F 0 reaches about 0.045 when a much smaller torus remains. Thus, as before, the area of stable orbits is suddenly reduced as an island chain forms at its edge and which is destroyed with only a small field increase, to leave a significantly smaller stable region.
The plateau in P i around F 0 = 0.05 is simply a consequence of this robust island requiring a strong field for its destruction; the number of states that can be associated with this set of stable orbits is N (1) L 0.007n 0 . This torus finally succumbs when F 0 0.058 with the creation of a period-three island chain, which is rapidly destroyed by a slightly stronger field; this sequence is shown in figure 18 . Finally we note that the plateau that exists for F 0 > 0.65 and short interaction times is produced by the weakly unstable orbits surrounding the central island, although the small dip at F 0 0.08 is produced by a period-two island chain.
We begin discussing the quantum dynamics for 0 = 0.8737 by considering the Floquet plot at this frequency for n 0 = 50 as figure 18 shows clearly the differences in the dynamics for a state switched onto the island centre, 1 ∼ 1, and one switched to near the separatrix, 1 ∼ − 1 . In figure 19 we show a section of this Floquet plot, but note that the orientation is different from those shown previously and the initial state n 0 = 50 starts on the extreme left.
The important difference between figure 19 and those shown earlier, for which 1 − 1 , is that now the initial Floquet state is captured into the island almost immediately and hence, see equation (24), rotates a long way for a small increase in F 0 , so crossing many excited states: thus there are now many narrow avoided crossings at relatively weak fields. For 1 ∼ − 1 avoided crossings are rare and each has a more distinct effect. The effect of this difference is seen in the final state populations shown in figure 20 in which we compare two cases.
For 1 ∼ − 1 , the full curve, we see from this log-plot that relatively few excited states are significantly populated, but for 1 ∼ 1, the broken curve, the excited state probabilities are more uniformly distributed over all states. This difference is to be expected from the Floquet plots shown previously and has its origin in the different behaviour of the Floquet states near the island centre and near the separatrix, equations (24) and (25). Now consider the quantal ionization probability as a function of the field strength and for different quantum numbers. In figures 21 and 22 we show quantal ionization probabilities for N f = 131, using the decay factors derived in section 3, and compare classical and quantal ionization probabilities for N f = 300 for n 0 = 40, 50, 60 and 80 in figure 21 and n 0 = 100, 120, 150 and 200 in figure 22 .
This sequence of comparisons shows how the quantum dynamics varies with quantum number and only very slowly settles onto the classical results. In particular there are high local maxima in the N f = 300 probabilities, not always present when N f = 131 and only for n 0 > 100 do the classical and quantal probabilities agree well for P i < 0.5; note that here the differences between the N f = 131 and 300 classical and quantal probabilities are similar, see figure 14 . In general the lower plateau, 0.035 < F 0 < 0.042, does not appear in the quantal probabilities until n 0 ∼ 80 and the upper plateau, 0.045 < F 0 < 0.06, until n 0 ∼ 80. Both these features of the classical dynamics exist because of the stable orbits around the central periodic orbit; previously we estimated that the area of stable orbits associated with the lower plateau at P i ∼ 0.3, figure 15 , contained at least one state when n 0 > 45 and for the upper plateau at P i ∼ 0.6 if n 0 > 140. good agreement for F 0 < 0.04 (0.05). These comparisons strongly suggest that for this system and 1 ∼ 1 there is qualitative agreement between classical and quantal ionization probabilities for P i < 0.5 if n 0 > 100 when N f = 300 and n 0 > 60 when N f = 131. But the differences seen in these figures suggest that whilst quantum mechanics may reflect the existence of the larger islands, even for n 0 = 80, the smaller island chains associated with the long-period orbits have no significant effect on the quantum mechanics for values of n 0 accessible to experiment. If this is true then there must be an alternative explanation for the coincidences seen in figure 1 of Bayfield et al (1996) ; we shall return to this question at the end of this section. First we consider a simple model which provides a qualitative estimate of the island chain size above which quantum dynamics will 'feel' the classical island.
The existence of an m-period island chain means that one can find a local set of coordinates in which the Hamiltonian has the approximate form
for some constants A and B. This system has m alternating stable and unstable fixed points at p = 0 and x = 2πk/m and x = π(2k + 1)/m, k = 0, 1, . . . , m − 1, respectively. The lowest energy is at E = −B 2 and the separatrix energy is at E = B 2 , so there is librational motion for −B 2 < E < B 2 and rotational motion-which is librational motion in the original representation-for E > B 2 . The separatrix dividing phase space into these two types of motion is the curve with the branches p = ±(2B/A) cos(mx/2) which pass 
but the boundary conditions, ψ(2v/m + 2π) = ψ(2v/m), are different, as these are fixed by the fundamental 2π-periodicity of the original angle variable. The eigenfunctions of this equation are not localized at a particular stable fixed point of H m but are distributed over all of them. An eigenfunction with energy E < B 2 will be a distinctive librational state-that is it will reflect the shape of the classical orbits-only if the barrier at each maximum of −B 2 cos mx is wide enough to inhibit tunnelling: in this limit the lowest energy state appears as a series of Gaussian functions peaked at x = 2πk/m, k = 0, 1, . . . , m−1. We can use simple semiclassical approximations to provide an estimate for the necessary condition that a wavefunction reflects the classical island structure.
The WKB energies of the librational states are given by
and by setting
L . The tunnelling integral
through the relation A T = exp(−J (E)/h), provides an estimate of the transmission amplitude A T through the barrier, Landau and Lifshitz (1965b, section 50) . Only if J (E) h will the wavefunction clearly reflect the classical islands. Since the lowest energy wavefunction will have the smallest amplitude near the unstable fixed points this will display the islands most clearly. For this state I (E 0 ) =h/2 and
Lh and the transmission amplitude will be
. It follows that for the quantum system to reflect the classical periodic orbit each island of the chain must be large enough to contain many states: it is not sufficient that the total area mA m be large by comparison to 2πh. Therefore the five-island chain in figure 15 , at F 0 = 0.029, will be evident in quantum dynamics only if n 0 > 500 and the four-island chain in figure 17 will appear only if n 0 > 2300. For realistic values of n 0 the island chains associated with the long-period orbits cannot affect quantum mechanics. Indeed for n 0 = 69 the Husimi plots, see for example Jensen et al (1989) , which we have no room to include, show no sign of these islands.
The stable invariant region surrounding the central periodic orbit decreases in area as F 0 increases: at F 0 = 0.029, figure 16 , we have N (1) L 0.022n 0 and at F 0 = 0.056, figure 18 , N (1) L 0.007n 0 , suggesting that at the lower field it is large enough to contain one state when n 0 50, and that the good agreement between the classical and quantal ionization probabilities seen in figures 21 and 22 is because this classical region is large enough when n 0 = 69. At the higher field F 0 = 0.05 the stable invariant region has decreased in size, figure 18, N (1) L 0.007n 0 and is large enough to contain one state when n 0 = 150; again this is consistent with the results depicted in figure 22 , in particular we note that at F 0 = 0.05, P qu i increases more rapidly than P cl i as N f increases from 131 to 300. We now turn to an analysis of figure 1 of Bayfield et al (1996) which it is claimed shows how quantum dynamics reflects the island chains seen in figures 15-18. First, we note that the criterion used by Bayfield et al (1996) to decide whether or not an island structure can affect quantum dynamics is wrong: the magnitude of the projection of an island onto an axis is irrelevant as it is not invariant under canonical transformations. Second, we note that there is much more structure in the quantal ionization curves than can be associated with the periodic orbits, for instance the sharp peak at F 0 0.045, in their figure 1. Finally we note that any feature present in an observable that has a classical origin must not vary significantly with the quantum number provided all scaled variables remain the same, see Sauer et al (1992) and Koch and van Leeuwen (1995) , for experimental applications of this rule. Thus in figure 23 we plot the quantal ionization probabilities for n 0 = 65 + 2k, k = 0, 1, . . . , 5 together with the classical probability, depicted by the broken curve. The dots on the n 0 = 69 curve are at the fields corresponding to the vertical curves of figure 1 in Bayfield et al (1996) for q = 6, 5 and 4.
These results show that for F 0 < 0.045, P i < 0.4, the classical and quantal probabilities agree quite well, as in figure 21 of this paper and figure 1 of Bayfield et al (1996) . But we also observe a significant number of erratic oscillations in the quantal probabilities which, because they vary with n 0 , cannot be associated with classical dynamics. The data shown in figure 19 suggest that this could be attributed to individual avoided crossings of Floquet states, though for quantum numbers of this magnitude and field this strong it is difficult to make sense of Floquet plots. For by the stable invariant region shown in figure 18 which remains fairly constant in size for 0.045 < F 0 < 0.059, but is destroyed at F 0 0.059; as the area of the region is relatively small, see the discussion above, we could not expect the classical and quantum dynamics to agree for the relatively low quantum number of the Bayfield experiment.
Our classical results are similar to the classical results of Bayfield et al (1996) , but the quantal results have different detailed behaviour: this is not surprising as these details will be sensitive to the particular methods used to solve Schrödinger's equation. The dots on the n 0 = 69 curve are at the points marked on the Bayfield curve. Since the behaviour at these points is not clearly reproduced at the other quantum numbers we conclude that this behaviour is quantal in origin. The analysis presented here suggests that the detailed structure seen in figure 23 probably depends upon individual avoided crossings and the position of these depends sensitively upon the unperturbed energy levels, so a sensitive test of these ideas would be a careful comparison between the different theoretical methods and the experiment in which all relevant experimental details are included in the theory. Finally we note that for this value of N f the classical probabilities are not obviously affected by these long-period orbits, so it is unclear why the quantal probabilities should be.
Conclusions
We have studied the effects of a near-resonant periodic electric field on an excited onedimensional hydrogen atom. The reason for this study is that numerical calculations, summarized in figures 3-5, show that the classical and quantal ionization probabilities have some similarities but also some remarkable differences which persist for quite high quantum numbers. Here we have shown that despite these differences the important features in the behaviour of the quantum dynamics are still determined by the underlying classical dynamics. The behaviour noted here should be observable in current experiments on onedimensional hydrogen atoms.
In addition we have studied the relation between the classical and quantum dynamics for scaled frequencies 1 ∼ 1 in order to understand the results of Bayfield et al (1996) who claim that, for initial quantum number n 0 = 69, the quantum dynamics is sensitive to the island chains formed by the long-period orbits inside the main resonance island. A detailed study of these smaller island chains shows that they cannot affect the quantum dynamics unless the initial quantum number is much larger than is accessible to current experiments on one-dimensional hydrogen, and we provide an alternative explanation for the behaviour seen by Bayfield et al (1996) .
The numerical results presented here are all for the one-dimensional hydrogen atom in the presence of a static field. The analysis suggests that the same behaviour occurs in any resonantly perturbed one-dimensional system. Further, the extant experimental results on three-dimensional hydrogen atoms show some behaviour in common with that of one-dimensional models, Sirko et al (1996) and Koch and van Leeuwen (1995) , but the sensitivity of the ionization probabilities seen in figures 3-5 cannot be observed in experiments involving an average over all substates. We do not know whether the individual substates of three-dimensional hydrogen atoms behave like the states of the one-dimensional system studied here.
The resonance considered here is only one of many. There are similarly large classical resonant islands at scaled frequencies 1 = 2, 3, . . . and smaller islands at the subharmonics etc. For quantum numbers accessible to experiment the areas associated with some of these islands is several timesh; for the 0 = 1/p resonances Dando and Richards (1993) estimate the number of states contained in the island, for F s = 0, to be N p = 0.68n 0 J p (3pF 0 ) 1/2 and taking F 0 ∼ 0.1 this gives N 2 ∼ n 0 /7 and N 3 ∼ n 0 /12 which suggests that the behaviour of the ionization probabilities would be similar to that described here.
At the higher frequencies, 1 = 2, 3, . . ., selection rules become important, Leopold and Richards (1989) ; these also produce large variations in the ionization probability with changing frequency, so it is not clear whether the effects of these resonance islands will be so easily distinguished.
We have presented an alternative explanation of the Bayfield et al (1996) experimental results which cannot be considered conclusive until further detailed comparisons between experiment and a theory, containing all the relevant features of the experiment, are made. In particular it is important to perform experiments over a frequency range which includes 
