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Abstract
In IEEE Trans. Inform. Theory 46 (2000), 280, using characters of an elementary Abelian
2-group, a class of q-ary codes, where q is an odd prime power, is constructed. These codes share
several features in common with binary Reed–Muller codes. This construction is generalized in this
paper to yield codes with features that resemble those of generalized Reed–Muller codes.
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1. Introduction
A class of group character codes Cq(r, n), defined over Fq , where q is an odd
prime power, was constructed in [4] using characters of elementary Abelian 2-groups.
These codes have parameters [2n,∑ri=0 (ni ), 2n−r ], which are similar to those for binary
Reed–Muller codes. It was also shown in loc. cit. that the dual of Cq (r, n) is equivalent to
Cq(n − r − 1, n), again similar to a property of binary Reed–Muller codes.
In this paper, we consider a similar construction where the group used is (Z/pZ)n , for
any positive integer p. We show that the group character codes obtained in this case bear
some similarities with the generalized Reed–Muller codes in terms of their parameters and
their duals. The method used to obtain our results is more general than those in [4]. It turns
out that these group character codes are matrix-product codes in the sense of [1], so some
results of [1] are used in our study of these codes.
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2. Basic definitions
For any positive integer p, write the elements of (Z/pZ)n as (a1, . . . , an), where
0 ≤ ai ≤ p − 1 for each 1 ≤ i ≤ n.
Let Fq denote a finite field that contains a pth root of unity, i.e., p divides q − 1. Let
ζ be a fixed pth root of unity in Fq . It is well-known from the theory of group characters
that there are exactly pn distinct characters of (Z/pZ)n with values in F∗q . In fact, these
characters can be described very explicitly in the following manner.
Every j such that 0 ≤ j ≤ pn − 1 has a unique p-adic expansion of the form
j =
n∑
i=1
ji pi−1,
where 0 ≤ ji ≤ p − 1 for all 1 ≤ i ≤ n.
Lemma 1. The group characters from (Z/pZ)n to F∗q are precisely f0, f1, . . . , f pn−1,
where
f j ((a1, . . . , an)) = ζ a1 j1+···+an jn .
Proof. It is clear that f j is a character from (Z/pZ)n to F∗q , for every 0 ≤ j ≤ pn − 1
and that they are distinct. Furthermore, since there are exactly |(Z/pZ)n| = pn distinct
characters from (Z/pZ)n to F∗q , they are all accounted for by f0, . . . , f pn−1. 
Definition. For a = (a1, . . . , an) ∈ (Z/pZ)n , where 0 ≤ ai ≤ p − 1 for each 1 ≤ i ≤ n,
let ‖a‖ denote the sum a1 + · · · + an as a rational integer, i.e.,
‖a‖ = a1 + · · · + an ∈ Z.
Remark. Note that, in particular, 0 ≤ ‖a‖ ≤ (p − 1)n for all a ∈ (Z/pZ)n .
Definition. For all integers r , let
X (r, n; p) = {a ∈ (Z/pZ)n : ‖a‖ > r}.
Remark. In particular, X (r, n; p) = (Z/pZ)n for all r < 0, and X (r, n; p) = ∅ for all
r ≥ n(p − 1).
Definition. With Fq as above and ζ ∈ F∗q a fixed pth root of unity, for a given integer r ,
let Cq (r, n; p) denote the q-ary code
Cq(r, n; p)
=

(c0, c1, . . . , cpn−1) ∈ Fpnq :
pn−1∑
j=0
c j f j (x) = 0 for all x ∈ X (r, n; p)

 .
Remark. Note that Cq(r, n; 2) is exactly the code Cq (r, n) of [4].
Clearly, Cq (r, n; p) is a linear code of length pn . We will show that Cq(r, n; p) is a
matrix-product code defined in [1] and use this fact to analyze the code. In order for this
exposition to be self-contained, we recall briefly here some definitions and facts related to
matrix-product codes (cf. [1] for more details).
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Definition. Let M = (mij ) be an  × N matrix with entries in Fq and let C1, . . . , C be
codes of length m over Fq . The matrix-product code (C1 . . . C)M is the set of all matrix
products (c1 . . . c)M , where ci ∈ Ci is an m × 1 column vector for i = 1, . . . , , and the
entries of the matrix (c1 . . . c)M are read in a column-major order. In other words, writing
ci = (c1i , c2i , . . . , cmi )T for 1 ≤ i ≤ , the word (c1 . . . c)M is (c′1, c′2, . . . , c′mN ), where,
for 1 ≤ j ≤ m and 1 ≤ k ≤ N ,
c′(k−1)m+ j = c j1m1k + · · · + c jmk .
For 1 ≤ t ≤ , let Mt denote the matrix consisting of the first t rows of M and, for
1 ≤ j1 ≤ · · · ≤ jt ≤ N , write M( j1, . . . , jt) for the t × t matrix consisting of the columns
j1, . . . , jt of Mt .
Definition. An  × N matrix M is non-singular by columns (NSC) if M( j1, . . . , jt) is
non-singular for each 1 ≤ t ≤  and 1 ≤ j1 ≤ · · · ≤ jt ≤ N .
Proposition 2 ([1, Theorem 3.7]). If M is NSC and C = (C1 . . . C)M, then
(i) |C| = |C1| · · · |C|;
(ii) d(C) ≥ d∗ = min(Nd1, (N −1)d2, . . . , (N −+1)d), where d(C), d1, . . . , d are
the minimum distances of C, C1, . . . , C, respectively; and
(iii) if M is the column-permutation of an upper triangular matrix, then d(C) = d∗.
3. Properties of Cq(r, n;p)
We have seen that, for all r < 0, we have X (r, n; p) = (Z/pZ)n and hence
Cq(r, n; p) = {0}. Similarly, for all r ≥ n(p − 1), we have X (r, n; p) = ∅ and hence
Cq(r, n; p) = Fp
n
q . Therefore, for the rest of this paper, we often restrict our attention to
the case 0 ≤ r < n(p − 1).
We begin our study of the properties of the codes Cq(r, n; p) by looking at their length
and dimension.
Proposition 3. For 0 ≤ r < n(p − 1), the code Cq(r, n; p) has length pn and dimension
sn(r), where
sn(r) =
r∑
i=0
n∑
k=0
(−1)k
(
n
k
)(
n − 1 + i − kp
n − 1
)
.
Proof. It is clear from the definition that the length of Cq(r, n; p) is pn .
Denote the elements of X (r, n; p) by xi (1 ≤ i ≤ | X (r, n; p)|). From the orthogonality
relations of group characters (cf. [4, Lemma 1]), it is easy to see that the rows of the matrix
H = ( f j−1(x))x∈X (r,n;p),1≤ j≤pn are linearly independent. Hence, H is a parity check
matrix for Cq (r, n; p), implying that the dimension of Cq (r, n; p) is pn − |X (r, n; p)|.
Let
(
n
i
)
p denote the number of elements a of (Z/pZ)
n such that ‖a‖ = i(0 ≤ i ≤
n(p − 1)). Then clearly the dimension of Cq (r, n; p) is
pn − |X (r, n; p)| =
r∑
i=0
(
n
i
)
p
.
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It is known (cf. [3, p. 216]) that(
n
i
)
p
=
n∑
k=0
(−1)k
(
n
k
)(
n − 1 + i − kp
n − 1
)
,
so the proposition follows. 
Theorem 4. For 0 ≤ r ≤ n(p − 1), the code Cq(r, n; p) is the matrix-product code
(C1 . . . Cp)M, where Ci = Cq(r + 1 − i, n − 1; p) for 1 ≤ i ≤ p and M = (mij ) is the
p × p matrix with the entries given by
mij = (−1) j−iζ
1
2 ( j−i+1)( j−i)
p−i∏
k= j−i+1
(ζ k − 1)
/ p− j∏
=1
(ζ  − 1), (1)
for 1 ≤ i, j ≤ p. (The empty product is taken to be 1.)
Proof. We first claim that
dim(Cq(r, n; p)) =
p∑
i=1
dim(Cq(r + 1 − i, n − 1; p)). (2)
We shall then show that
(C1 . . . Cp)M ⊆ Cq (r, n; p). (3)
Thus, combining (2) and (3), it follows that Cq(r, n; p) = (C1 . . . Cp)M .
To show (2), recall that dim(Cq(r, n; p)) = pn − |X (r, n; p)| and dim(Cq (r + 1 − i,
n − 1; p)) = pn−1 − |X (r + 1 − i, n − 1; p)|. Hence, it suffices to show that
|X (r, n; p)| =
p∑
i=1
|X (r + 1 − i, n − 1; p)|.
For a subset U of (Z/pZ)n−1 and x ∈ Z/pZ, we let
(U, x) = {(x1, . . . , xn−1, x) ∈ (Z/pZ)n : (x1, . . . , xn−1) ∈ U}.
It is easy to verify that
X (r, n; p) =
p−1⋃
j=0
(X (r − j, n − 1; p), j).
This union is clearly disjoint, so
|X (r, n; p)| =
p−1∑
j=0
|X (r − j, n − 1; p)| =
p∑
i=1
|X (r + 1 − i, n − 1; p)|.
Therefore, (2) is proved.
S. Ling / European Journal of Combinatorics 25 (2004) 579–590 583
Next we show (3). To show this, it suffices to show that, if u ∈ Cq (r+1−i, n−1; p)(1 ≤
i ≤ p), then
(umi1 | umi2 | · · · | umip) ∈ Cq (r, n; p). (4)
For x = (x1, . . . , xn) ∈ (Z/pZ)n , let x ′ = (x1, . . . , xn−1) ∈ (Z/pZ)n−1. As before,
for 0 ≤ j ≤ pn − 1, we write j =∑ni=1 ji pi−1 uniquely, where 0 ≤ ji ≤ p − 1. We also
set j ′ to be j mod pn−1, i.e., j ′ = ∑n−1i=1 ji pi−1. Let f ′0, f ′1, . . . , f ′pn−1−1 be the distinct
characters of (Z/pZ)n−1, so
f j (x) = f ′j ′(x ′)ζ jn xn .
Denoting by f′(x ′) the vector
f′(x ′) = ( f ′0(x ′), f ′1(x ′), . . . , f ′pn−1−1(x ′)),
it follows that
f(x) def= ( f0(x), f1(x), . . . , f pn−1(x))
= (f′(x ′) | f′(x ′)ζ xn | f′(x ′)ζ 2xn | · · · | f′(x ′)ζ (p−1)xn ).
To show (4), we need to show that
(umi1 | umi2 | · · · | umip) · f(x) = 0 (5)
for all x ∈ X (r, n; p).
Note that
(umi1 | umi2 | · · · | umip) · f(x) = u · f′(x ′)

 p∑
j=1
ζ ( j−1)xnmi j

 .
For x ∈ X (r, n; p), if x ′ ∈ X (r + 1 − i, n; p), then u ·f′(x ′) = 0, so (5) holds for such
an x .
If x ′ ∈ X (r + 1 − i, n; p), then x1 + · · · + xn−1 ≤ r + 1 − i . For x ∈ X (r, n; p), we
need i ≤ xn ≤ p − 1. (Note that this case implies, in particular, that i < p.) We shall show
that
p∑
j=1
ζ ( j−1)xnmi j = 0 for i ≤ xn ≤ p − 1. (6)
Note that (1) shows that mij = 0 for j < i and mii = 1, so (6) is equivalent to
p∑
j=i+1
ζ ( j−1)xnmi j = −ζ (i−1)xn for i ≤ xn ≤ p − 1. (7)
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Consider the system of simultaneous equations

ζ ii ζ (i+1)i · · · ζ (p−1)i
ζ i(i+1) ζ (i+1)(i+1) · · · ζ (p−1)(i+1)
...
...
. . .
...
ζ i(p−1) ζ (i+1)(p−1) · · · ζ (p−1)(p−1)




X1
X2
...
X p−i

 = −


ζ (i−1)i
ζ (i−1)(i+1)
...
ζ (i−1)(p−1)

 . (8)
It can be simplified to

ζ i ζ 2i · · · ζ (p−i)i
ζ i+1 ζ 2(i+1) · · · ζ (p−i)(i+1)
...
...
. . .
...
ζ p−1 ζ 2(p−1) · · · ζ (p−i)(p−1)




X1
X2
...
X p−i

 = −


1
1
...
1

 .
Using Cramer’s rule, we obtain
X = −
∣∣∣∣∣∣∣∣∣
ζ i · · · ζ (−1)i 1 ζ (+1)i · · · ζ (p−i)i
ζ i+1 · · · ζ (−1)(i+1) 1 ζ (+1)(i+1) · · · ζ (p−i)(i+1)
...
...
. . .
...
ζ p−1 · · · ζ (−1)(p−1) 1 ζ (+1)(p−1) · · · ζ (p−i)(p−1)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
ζ i ζ 2i · · · ζ (p−i)i
ζ i+1 ζ 2(i+1) · · · ζ (p−i)(i+1)
...
...
. . .
...
ζ p−1 ζ 2(p−1) · · · ζ (p−i)(p−1)
∣∣∣∣∣∣∣∣∣
.
Using the determinant of the Vandermonde matrix, it is straightforward to verify that
the determinant in the numerator is equal to
(−1)−1ζ i(p−i+1)(p−i)/2−i
∏
p−i≥γ>δ≥0
γ,δ 	=
(ζ γ − ζ δ),
while the determinant in the denominator is equal to
ζ i(p−i+1)(p−i)/2
∏
p−i≥α>β≥1
(ζ α − ζ β).
It therefore follows that
X = mi,i+ for 1 ≤  ≤ p − i.
This shows that (6) holds and hence (3) is true. This completes the proof of
Theorem 4. 
Corollary 5. The matrix M is upper triangular.
Proof. We saw in the proof of Theorem 4 that mij = 0 whenever i > j . 
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Theorem 6. For M as in Theorem 4 and 1 ≤ t ≤ p, the determinant of M( j1, . . . , jt) is
(−1)
(∑t
i=1 ji
)−t (t+1)/2ζ (∑ti=1( j 2i − ji )/2)+ t (t−1)(t−2)/6
×
t∏
i=1

p−(t+1−i)∏
ki = ji
(ζ ki − 1)

 ∏
1≤r<s≤t
(ζ 1− jr − ζ 1− js )
/
t∏
i=1

p− ji∏
i=1
(ζ i − 1)

 .
(9)
Therefore, M is an NSC matrix.
Proof. Let t = 1. The determinant of M( j1) is clearly
m1 j1 = (−1) j1−1ζ j1( j1−1)/2
p−1∏
k= j1
(ζ k − 1)
/ p− j1∏
=1
(ζ  − 1),
which obviously coincides with the expression in (9) for t = 1. (Note: it can be readily
checked that m1 j1 = 1 for all 1 ≤ j1 ≤ p.)
When t = 2, the determinant of M( j1, j2) is equal to m1 j1m2 j2 − m1 j2m2 j1, which,
using (1), is equal to
ζ 1− j2
p−2∏
k= j2−1
(ζ k − 1)
p−1∏
k= j1
(ζ k − 1) − ζ 1− j1
p−2∏
k= j1−1
(ζ k − 1)
p−1∏
k= j2
(ζ k − 1)


× (−1) j1+ j2−3ζ [ j1( j1−1)+ j2( j2−1)]/2
/p− j1∏
=1
(ζ  − 1)
p− j2∏
=1
(ζ  − 1)

 .
It can be readily verified that
ζ 1− j2
p−2∏
k= j2−1
(ζ k − 1)
p−1∏
k= j1
(ζ k − 1) − ζ 1− j1
p−2∏
k= j1−1
(ζ k − 1)
p−1∏
k= j2
(ζ k − 1)


= (ζ 1− j1 − ζ 1− j2)
p−2∏
k= j1
(ζ k − 1)
p−1∏
k= j2
(ζ k − 1),
so the determinant of M( j1, j2) again agrees with (9) for t = 2.
We now proceed to prove Theorem 6 using mathematical induction. Suppose that
Theorem 6 holds for t − 1. Then, the determinant of M( j1, . . . , jt ) is equal to
t∑
α=1
(−1)t+αmt jα det(M( j1, . . . , jˆα, . . . , jt )),
where M( j1, . . . , jˆα, . . . , jt ) is the (t − 1) × (t − 1) matrix consisting of the columns
j1, . . . , jt except jα of Mt−1.
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By the inductive hypothesis, the determinant of M( j1, . . . , jt) is equal to
t∑
α=1

(−1)α+t(−1) jα−tζ ( jα−t+1)( jα−t)/2

 p−t∏
k= jα−t+1
(ζ k − 1)
/ p− jα∏
=1
(ζ  − 1)


×(−1)
∑t
i=1,i 	=α ji−t (t−1)/2ζ
(∑t
i=1,i 	=α ( j 2i − ji )/2
)
+(t−1)(t−2)(t−3)/6 ∏
l≤r<s≤t
r,s 	=α
(ζ 1− jr − ζ 1− js )
×
α−1∏
i=1

p−t+i∏
ki = ji
(ζ ki − 1)

 t∏
i=α+1

 p−t+i−1∏
ki = ji
(ζ ki −1)


/
t∏
i=1,i 	=α

p− ji∏
i=1
(ζ i − 1)



 ,
which simplifies to

(−1)∑ti=1 ji−t (t+1)/2ζ (∑ti=1( j 2i − ji )/2)+t (t−1)(t−2)/6
/
t∏
i=1

p− ji∏
i=1
(ζ i − 1)




×
t∑
α=1

(−1)α+tζ (t−1)(1− jα)
∏
1≤r<s≤t
r,s 	=α
(ζ 1− jr − ζ 1− js )
p−t∏
k= jα−t+1
(ζ k − 1)
×
α−1∏
i=1

p−t+i∏
ki = ji
(ζ ki − 1)

 t∏
i=α+1

p−t+i−1∏
ki = ji
(ζ ki − 1)



 ,
which is in turn equal to

(−1)∑ti=1 ji−t (t+1)/2ζ (∑ti=1( j 2i − ji )/2)+t (t−1)(t−2)/6
/
t∏
i=1

p− ji∏
i=1
(ζ i − 1)




×
t∏
i=1

p−t+i−1∏
ki = ji
(ζ ki − 1)


×
t∑
α=1

(−1)α+tζ (t−1)(1− jα)
∏
1≤r<s≤t
r,s 	=α
(ζ 1− jr − ζ 1− js )
jα−1∏
k= jα−t+1
(ζ k − 1)

 . (10)
Note that
ζ (t−1)(1− jα)
jα−1∏
k= jα−t+1
(ζ k − 1) = (−1)t−1ζ (t−1)(1− jα) +
t−2∑
i=0
λiζ
i(1− jα),
for some constants λ0, . . . , λt−2 (dependent on t but independent of α).
S. Ling / European Journal of Combinatorics 25 (2004) 579–590 587
Therefore, using properties of determinants, we obtain
t∑
α=1

(−1)α+tζ (t−1)(1− jα)
∏
1≤r<s≤t
r,s 	=α
(ζ 1− jr − ζ 1− js )
jα−1∏
k= jα−t+1
(ζ k − 1)


= (−1)t−1(−1)(t−1)(t−2)/2
∣∣∣∣∣∣∣∣∣∣∣
1 1 · · · 1
ζ 1− j1 ζ 1− j2 · · · ζ 1− jt
ζ 2(1− j1) ζ 2(1− j2) · · · · · ·
...
...
. . .
...
ζ (t−1)(1− j1) ζ (t−1)(1− j2) · · · ζ (t−1)(1− jt)
∣∣∣∣∣∣∣∣∣∣∣
=
∏
1≤r<s≤t
(ζ 1− jr − ζ 1− js ). (11)
Plugging (11) into (10), the inductive step is completed. 
Corollary 7. For 0 ≤ r ≤ n(p − 1), write r = a(p − 1) + b, where 0 ≤ b ≤ p − 2. Then
the minimum distance of the code Cq(r, n; p) is (p − b)pn−1−a.
Proof. When n = 1, a parity check matrix for Cq (r, 1; p) is

1 ζ r+1 ζ 2(r+1) · · · ζ (p−1)(r+1)
1 ζ r+2 ζ 2(r+2) · · · ζ (p−1)(r+2)
...
...
1 ζ p−1 ζ 2(p−1) · · · ζ (p−1)(p−1)

 .
This is a generator matrix for a generalized Reed–Solomon code over Fq of length p and
dimension p−(r+1), and it is known to be MDS (cf. [7, Chapter 10, Section 8]). Therefore,
Cq(r, 1; p) is an MDS code of length p and dimension r+1, i.e., Cq (r, 1; p) has parameters
[p, 1 + r, p − r ]. In particular, the corollary is true for n = 1.
We now prove the corollary by mathematical induction on n. We have seen above that it
is true for n = 1. Now suppose it is true for some n − 1. Using Theorem 4 and Corollary 5
and applying Proposition 2, we find that the minimum distance of Cq(r, n; p) is equal to
d∗ = min{pd1, (p − 1)d2, . . . , 2dp−1, dp},
where di is the minimum distance of Cq(r + 1 − i, n − 1; p), for 1 ≤ i ≤ p.
When 1 ≤ i ≤ b + 1, we may write r + 1 − i = a(p − 1) + (b + 1 − i), where
0 ≤ b + 1 − i ≤ p − 2, so, by the inductive hypothesis,
di = (p − (b + 1 − i))pn−2−a for 1 ≤ i ≤ b + 1.
When b + 2 ≤ i ≤ p, we may write r + 1 − i = (a − 1)(p − 1) + (p + b − i), where
0 ≤ p + b − i ≤ p − 2, so, again by the inductive hypothesis,
di = (i − b)pn−1−a for b + 2 ≤ i ≤ p.
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Hence,
(p − i + 1)di =
{
(p − i + 1)(p − (b + 1 − i))pn−2−a for 1 ≤ i ≤ b + 1
(p − i + 1)(i − b)pn−1−a for b + 2 ≤ i ≤ p.
It is easy to check that, for 1 ≤ i ≤ b + 1,
(p − i + 1)(p − (b + 1 − i)) − p(p − b) = (i − 1)(b + 1 − i) ≥ 0,
and, for b + 2 ≤ i ≤ p,
(p − i + 1)(i − b) − (p − b) = (p − i)(i − 1 − b) ≥ 0.
Therefore, it follows that
d∗ = pd1 = dp = (p − b)pn−1−a,
which completes the induction. 
Summarizing the results of Proposition 3 and Corollary 7, we obtain the following
theorem.
Theorem 8. For 0 ≤ r < n(p − 1), writing r = a(p − 1) + b, where 0 ≤ b ≤ p − 2, the
code Cq(r, n; p) has parameters [pn, sn(r), (p − b)pn−1−a], where
sn(r) =
r∑
i=0
n∑
k=0
(−1)k
(
n
k
)(
n − 1 + i − kp
n − 1
)
.
Next, we describe the dual of Cq(r, n; p). We first state and prove a lemma.
Lemma 9. The codes Cq(r, n; p)⊥ and Cq (n(p − 1) − 1 − r, n; p) are of the same
dimension.
Proof. We observe that
dim(Cq(r, n; p)⊥) = pn − dim(Cq (r, n; p))
= |X (r, n; p)|
= |{a ∈ (Z/pZ)n : ‖a‖ ≥ r + 1}|
and
dim(Cq(n(p − 1) − 1 − r, n; p)) = pn − |X (n(p − 1) − 1 − r, n; p)|
= |{b ∈ (Z/pZ)n : ‖b‖ ≤ n(p − 1) − 1 − r}|.
The lemma follows from the fact that there is a one-to-one correspondence between the
sets
{a ∈ (Z/pZ)n : ‖a‖ ≥ r + 1}
and
{b ∈ (Z/pZ)n : ‖b‖ ≤ n(p − 1) − 1 − r}
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given by
b = (p − 1, . . . , p − 1) − a. 
Theorem 10. The dual Cq(r, n; p)⊥ of Cq (r, n; p) is (monomial) equivalent to Cq(n(p −
1) − 1 − r, n; p).
Proof. Recall that a parity check matrix for Cq(r, n; p), and hence a generator matrix for
Cq(r, n; p)⊥, is
( f j−1(x))x∈X (r,n;p),1≤ j≤pn.
Similarly, a parity check matrix for Cq (n(p − 1) − 1 − r, n; p) is
( f j−1(y))y∈X (n(p−1)−1−r,n;p),1≤ j≤pn.
We claim that, for all x ∈ X (r, n; p) and y ∈ X (n(p − 1) − 1 − r, n; p),
( f0(y), f1(y), . . . , f pn−1(y)) · ( f0(1) f0(x), f1(1) f1(x), . . . ,
f pn−1(1) f pn−1(x)) = 0, (12)
where 1 = (1, . . . , 1) ∈ (Z/pZ)n . Theorem 10 then follows from (12) and Lemma 9.
Write x ∈ X (r, n; p) as x = (x1, . . . , xn) and y ∈ X (n(p − 1) − 1 − r, n; p) as
y = (y1, . . . , yn). Then∑ni=1 xi ≥ r + 1 and∑ni=1 yi ≥ n(p − 1) − r .
Writing j =∑ni=1 ji pi−1 uniquely, where 0 ≤ ji ≤ p − 1, it is easy to see that the dot
product in (12) is equal to
pn−1∑
j=0
f j (x + y + 1) =
pn−1∑
j=0
ζ (x1+y1+1) j1+···+(xn+yn+1) jn
=

 p−1∑
j1=0
ζ (x1+y1+1) j1

 · · ·

 p−1∑
jn=0
ζ (xn+yn+1) jn

 . (13)
This last product is non-zero if and only if xi + yi + 1 ≡ 0 mod p for every 1 ≤ i ≤ n.
For each 1 ≤ i ≤ n, we have 1 ≤ xi + yi + 1 ≤ 2 p − 1. Hence, xi + yi + 1 ≡ 0 mod p
if and only if xi + yi + 1 = p. Since ∑ni=1 xi ≥ r + 1 and ∑ni=1 yi ≥ n(p − 1) − r ,
it follows that
n∑
i=1
(xi + yi + 1) ≥ np + 1.
This implies that at least one of the xi + yi + 1 is strictly greater than p, so the last product
in (13) is 0. Therefore, Theorem 10 is true. 
We now look at some examples of Cq(r, n; p).
Example 1. We saw in the proof of Corollary 7 that Cq(r, 1; p), where 0 ≤ r < p − 1, is
a generalized Reed–Solomon code of parameters [p, 1 + r, p − r ].
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Example 2. For small p and q , a comparison with [2] shows that some Cq (r, n; p) have
the same parameters as certain best known linear codes and are sometimes optimal. Some
such examples are:
(i) C4(r, 2; 3) for all 0 ≤ r ≤ 4 and C4(3, 3; 3);
(ii) Cq(1, 2; q − 1) for all q = 4, 5, 7, 8, 9;
(iii) Cq(r, 2; q − 1) for all 2q − 6 ≤ r ≤ 2q − 4, where q = 4, 5, 7, 8, 9;
(iv) Cq(r, 3; q − 1) for all 3q − 8 ≤ r ≤ 3q − 6, where q = 4, 5;
(v) C5(2, 2; 4);
(vi) C8(3, 2; 7).
4. Conclusion and open problems
We have constructed a family of group character codes by using the characters
from (Z/pZ)n to F∗q . We have shown that these codes are matrix-product codes. Their
parameters are similar to those of generalized Reed–Muller codes, although they are
defined over different alphabets. These codes also resemble generalized Reed–Muller
codes in that Cq (r, n; p)⊥ is equivalent to Cq(n(p − 1)− 1 − r, n; p). We leave the reader
with some possible directions for further work:
1. In [4] and [6], the weight distributions of C3(1, n; 2) and C5(1, n; 2) are determined.
A natural problem is the determination of the weight distribution of Cq(1, n; p), for
other values of q and p.
2. The ternary code C3(1, n; 2) is used in [5] to design a secret-sharing scheme. It may
be interesting to examine the access structure and other properties of secret-sharing
schemes that may be designed with Cq (r, n; p).
3. Codes over rings have attracted much interest in recent years. A possible direction
for further work is to study group character codes over finite rings and properties of
their Gray images.
4. Finally, it would also be interesting to see if efficient decoding schemes can be found
for the codes discussed in this paper.
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