Let s 0 , s 1 , . . . , s m−1 be complex numbers and r 0 , . . . , r m−1 rational integers in the range 0 ≤ r j ≤ m − 1. Our first goal is to prove that if an entire function f of sufficiently small exponential type satisfies f (mn+r j ) (s j ) ∈ Z for 0 ≤ j ≤ m − 1 and all sufficiently large n, then f is a polynomial. Under suitable assumptions on s 0 , s 1 , . . . , s m−1 and r 0 , . . . , r m−1 , we introduce interpolation polynomials Λ nj , (n ≥ 0, 0 ≤ j ≤ m − 1) satisfying Λ (mk+r ) nj (s ) = δ j δ nk , for n, k ≥ 0 and 0 ≤ j, ≤ m − 1 and we show that any entire function f of sufficiently small exponential type has a convergent expansion
Introduction
Given a finite set of points S in the complex case and an infinite subset S of S × N, where N = {0, 1, 2, . . . } is the set of nonnegative integers, we ask for a lower bound for the order of growth of a transcendental entire function f such that f (n) (s) ∈ Z for all (s, n) ∈ S . In (Waldschmidt, 2019) , we discussed the case S = {s 0 , s 1 } using interpolation polynomials of Lidstone, Whittaker and Gontcharoff together with results of Schoenberg and Macintyre.
Here we introduce generalizations of these interpolation polynomials to several points and we deduce lower bounds for the growth of transcendental entire functions with corresponding integral values of their derivatives. We first consider periodic sequences: given complex numbers s 0 , s 1 , . . . , s m−1 and rational integers r 0 , . . . , r m−1 in the range 0 ≤ r j ≤ m − 1, we set S = {(s j , mn + r j ) | n ≥ 0, 0 ≤ j ≤ m − 1}; under suitable assumptions, we give a lower bound for the growth order of a transcendental entire function f satisfying f (mn+r j ) (s j ) ∈ Z for 0 ≤ j ≤ m − 1 and all sufficiently large n (Theorem 1). That some assumption is necessary is obvious from the example m = 2, s 0 = s 1 , r 0 = r 1 = 0: given any transcendental entire function g, say of order 0, the function f (z) = g(z 2 ) is a transcendental entire function of the same order satisfying f (2n) (s 0 ) = 0 for all n ≥ 0.
Next, we consider a sequence (w n ) n≥0 of elements in S and we prove that an entire function of sufficiently small exponential type satisfying f (n) (w n ) ∈ Z for all sufficiently large n is a polynomial (Theorem 2a).
In § 4, we show how to interpolate entire functions of sufficiently small exponential type with respect to periodic subsets of {s 0 , s 1 , . . . , s m−1 } × N. Our approach requires three Hypotheses. The first one, that some determinant D(s 0 , s 1 , . . . , s m−1 ) (depending also on r 0 , . . . , r m−1 ) does not vanish, cannot be omitted (it could be weakened, but we do not address this issue here). It may be that the two other Hypotheses are automatically satisfied when the first one is.
In § 5, we introduce interpolation polynomials attached to a sequence of elements belonging to {s 0 , s 1 , . . . , s m−1 }. We deduce that if f is an entire function f of sufficiently small exponential type such that, for all sufficiently large n, one at least of the 2 m − 1 nonempty products of elements f (n) (s 0 ), f (n) (s 1 ), . . . , f (n) (s m−1 ) is in Z, then f is a polynomial (Theorem 2b).
Notations and auxiliary results
We denote by δ ij the Kronecker symbol:
and by f (n) the n-th derivative (d/dz) n f of an analytic function f (z). The order of an entire function f is
and the exponential type is
Cauchy's inequalities
are valid for any entire function f and all z 0 ∈ C, n ≥ 0 and r > 0. We will also use Stirling's Formula: for all N ≥ 1, we have
For the arithmetical applications, our main assumption on the growth of our functions f is
This condition arises from the following auxiliary result, based on Cauchy's upper bound for the derivatives and Stirling approximation formula for n! (Waldschmidt, 2019, Proposition 3):
Proposition 1. Let f be an entire function and let A ≥ 0. Assume
Then there exists n 0 > 0 such that, for n ≥ n 0 and for all z ∈ C in the disc |z| ≤ A, we have |f (n) (z)| < 1.
3 Integer values of derivatives of entire functions
Periodic sequences
Let s 0 , s 1 , . . . , s m−1 be complex numbers, not necessarily distinct. We write s for the tuple (s 0 , s 1 , . . . , s m−1 ). Let ζ be a primitive m-th root of unity and let r 0 , . . . , r m−1 be m integers satisfying 0 ≤ r j ≤ j (0 ≤ j ≤ m − 1).
Here, a! (a−b)! is understood to be 0 for a < b. For t ∈ C, consider the m × m matrix M (t) = ζ kr e ζ k ts 0≤k, ≤m−1 and its determinant ∆(t).
Hypothesis 2. The exponential polynomial ∆(t) is not the zero function.
Let τ > 0 be such that ∆(t) does not vanish for 0 < |t| < τ . For 0 < |t| < τ , let (c jk (t)) 0≤k, ≤m−1 be the inverse of the matrix M (t). Define the exponential sums ϕ 0 , ϕ 1 , . . . , ϕ m−1 by the conditions
Hypothesis 3. For z ∈ C and j = 0, . . . , m − 1, the function ϕ j (t, z) has no pole at t = 0.
Theorem 1. Under these three Hypotheses, let f be an entire function of exponential type < τ which satisfies (2.4) and, for n sufficiently large,
Then f is a polynomial.
In the case m = 1, we have τ = 1 and the assumption that the exponential type is < 1 can be replaced by the weaker condition (2.5) with A = 0, according to a classical result of Pólya on Hurwitz functions (see (Waldschmidt, 2019) § 2).
Let us give two further examples. Proofs will be given in § 4.6.
Our first example is with r 0 = r 1 = · · · = r m−1 = 0. In this case, Hypothesis 1 is satisfied if and only if s 0 , s 1 , . . . , s m−1 are pairwise distinct, and then Hypotheses 2 and 3 are satisfied.
Corollary 1. Assume that s 0 , s 1 , . . . , s m−1 are pairwise distinct. An entire function of sufficiently small exponential type satisfying f (mn) (s j ) ∈ Z for j = 0, . . . , m − 1 and for all sufficiently large n is a polynomial.
For m = 2 (Lidstone interpolation), with f (2n) (s 0 ) ∈ Z and f (2n) (s 1 ) ∈ Z, Corollary 1 follows also from (Waldschmidt, 2019, Corollary 1) where the assumption on the exponential type τ (f ) of f is τ (f ) < min{1, π/|s 0 − s 1 |}, and this assumption is best possible. Indeed,
• The function
has exponential type 1 and satisfies f (2n) (s 0 ) = 1 and f (2n) (s 1 ) = 0 for all n ≥ 0.
• The function f (z) = sin π z − s 0 s 1 − s 0 has exponential type π |s 1 −s 0 | and satisfies f (2n) (s 0 ) = f (2n) (s 1 ) = 0 for all n ≥ 0.
Our second example is r j = j for j = 0, 1, . . . , m − 1. In this case the three Hypotheses 1, 2 and 3 are always satisfied.
Corollary 2. An entire function of sufficiently small exponential type satisfying f (mn+j) (s j ) ∈ Z for j = 0, . . . , m − 1 and for all sufficiently large n is a polynomial.
In the case m = 2 (Whittaker interpolation), with f (2n+1) (s 0 ) ∈ Z and f (2n) (s 1 ) ∈ Z, Corollary 2 also follows from (Waldschmidt, 2019 , Corollary 3) (after permutation of s 0 and s 1 ), where the assumption is τ (f ) < min 1, π 2|s 0 − s 1 | , and this assumption is best possible. Indeed,
has exponential type 1 and satisfies f (2n) (s 0 ) = 0 and f (2n+1) (s 1 ) = 1 for all n ≥ 0.
Sequence of derivatives at finitely many points
The next result deals with a situation more general than Corollary 2.
Theorem 2. Let A > 0 and let f be an entire function satisfying (2.5) and exponential type τ (f ) satisfying
Assume that, for all sufficiently large n, there exists a nonempty subset I n of {0, 1, . . . , m− 1} such that the product
The case m = 2 in part (b) of Theorem 2 is (Waldschmidt, 2019, Theorem 6).
Content
In § 4 we deal with periodic subsets of S × N: we generalize the construction of Lidstone polynomials to several points and we prove Theorem 1 and Corollaries 1 and 2. In § 5, we introduce and study interpolation polynomials associated with a sequence of elements in S and we prove Theorem 2.
Periodic case
Let s 0 , s 1 , . . . , s m−1 be distinct complex numbers and r 0 , . . . , r m−1 rational integers satis-
For the degree given by the lexicographic order, the leading term of the polynomial D(z) is obtained by the products of the elements on the diagonal. The degree in z j of D(z) is ≤ m − 1 − r j . For k = 0, 1, . . . , m − 1, define
In the ring Q[z 0 , z 1 , . . . , z m−1 ], D(z) is divisible by (i,j)∈E(k) (z j − z i ). If there is no extra nonconstant factor, the only zeroes of D(z) are given by z i = z j with r i = r j and i < j. But extra factors may occur.
Examples 1. (Poritsky, 1932) , quoted by (Macintyre, 1954, § 3) and (Buck, 1955) :
does not vanish if and only if s 0 , s 1 , . . . , s m−1 are pairwise distinct. 2. (Gontcharoff, 1930) , quoted by (Macintyre, 1954, § 4) and (Buck, 1955) :
A polynomial of degree 2 vanishing at s and −s with s = 0 has a zero derivative at the origin. For the study of entire functions f satisfying
Hypothesis 1 amounts to 2s 2 = s 1 + s 0 .
Interpolation polynomials
The following interpolation polynomials generalise sequences of polynomials introduced by Lidstone, Whittaker, Poritsky, Gontcharoff and others.
Proposition 2. Assume D(s) = 0. Then there exists a unique family of polynomials (Λ nj (z)) n≥0,0≤j≤m−1 satisfying
For n ≥ 0 and 0 ≤ j ≤ m − 1 the polynomial Λ nj has degree ≤ mn + m − 1.
Proof. The system of equations (4.1) means that any polynomial f ∈ C[z] has an expansion
where only finitely many terms in the right hand side are nonzero. Assuming D(s) = 0, we first prove the unicity of such an expansion by induction on the degree of f . Hypothesis 1 shows that there is no nonzero polynomial of degree < m satisfying f (mn+r j ) (s j ) = 0 for all (n, j) with 0 ≤ n, j ≤ m − 1. Now if f is a polynomial satisfying f (mn+r j ) (s j ) = 0 for all (n, j) with n ≥ 0 and 0 ≤ j ≤ m − 1, then f (m) satisfies the same equations and has a degree less than the degree of f . By the induction hypothesis we deduce f (m) = 0, which means that f has degree < m, hence f = 0. This proves the unicity.
For the existence, let us show that, under Hypothesis 1, , the recurrence relations
have a unique solution given by polynomials Λ nj (z), (n ≥ 0, j = 0, . . . , m − 1), where Λ nj has degree ≤ mn + m − 1. Clearly, these polynomials will satisfy (4.1). From Hypothesis 1 we deduce that, for 0 ≤ j ≤ m − 1, there is a unique polynomial Λ 0j of degree < m satisfying
By induction, given n ≥ 1 and j ∈ {0, 1, . . . , m − 1}, once we know Λ n−1,j (z), we choose a solution L of the differential equation L (m) = Λ n−1,j ; using again Hypothesis 1 we deduce that there is a unique polynomial L of degree < m satisfying L (r ) (s ) = L (r ) (s ) for 0 ≤ ≤ m − 1; then the solution is given by Λ nj = L − L. Examples Special cases of Proposition 2 have already been introduced in the litterature. 1. Lidstone polynomials with {0, 1} (Waldschmidt, 2019, § 3.1): m = 2, s 0 = 0, s 1 = 1, r 0 = r 1 = 0, Λ n0 (z) = Λ n (z), Λ n1 (z) = Λ n (z − 1).
2. Lidstone polynomials with {s 0 , s 1 } and s 0 = s 1 ; with the notations of (Waldschmidt, 2019, § 3.2):
3. Whittaker polynomials with {0, 1}; with the notations of (Waldschmidt, 2019, § 5.1): m = 2, s 0 = 1, s 1 = 0, r 0 = 0, r 1 = 1, Λ n0 (z) = M n+1 (z), Λ n1 (z) = M n (z). 4. Whittaker polynomials with {s 0 , s 1 } 2 ; with the notations of (Waldschmidt, 2019, § 5.2): m = 2, r 0 = 0, r 1 = 1, Λ n0 (z) = − M n+1 (1 − z), Λ n1 (z) = M n (z).
5. (Poritsky, 1932) , quoted by (Macintyre, 1954 , § 3), (Buck, 1955 ) (see also (Gel'fond, 1952, Chap. 3, § 4 .3)): assuming s 0 , s 1 , . . . , s m−1 are pairwise distinct, r 0 = r 1 = · · · = r m−1 = 0.
6. (Gontcharoff, 1930) , quoted by (Macintyre, 1954, § 4) , (Buck, 1955 ) (see also (Gel'fond, 1952, Chap. 3, § 4.2)): r j = j for j = 0, 1, . . . , m − 1.
The main tool for the proof of Theorem 1 is the following result.
Proposition 3. Under Hypotheses 1, 2 and 3 and with the definition of τ given in § 3.1, any entire function f of exponential type < τ has an expansion (4.2), where the series in the right hand side is absolutely and uniformly convergent for z on any compact in C.
As a consequence:
Corollary 3. Under the assumptions of of Proposition 3, if f (mn+r j ) (s j ) = 0 for j = 0, . . . , m − 1 and all sufficiently large n, then f is a polynomial.
The bound for the exponential type is sharp. The strategy for the proof of Proposition 3 will be to check that for |t| < τ , the function f t (z) = e tz admits the expansion (4.2), and then to deduce the general case by means of the Laplace transform. We have f 
Exponential sums
Let t ∈ C, t = 0. Recall that ζ is a primitive m-th root of unity. Consider the differential equation
The general solution is a linear combination of the functions e ζ k tz (k = 0, 1, . . . , m−1) with coefficients depending on t. We are looking for solutions ϕ 0 (t, z), ϕ 1 (t, z), . . . , ϕ m−1 (t, z) satisfying the initial conditions For j = 0, 1, . . . , m − 1, the system to be solved is m−1 k=0 c jk (t)ζ kr e ζ k ts = δ j for 0 ≤ ≤ m − 1.
A necessary and sufficient condition for the existence of a solution c jk (t) 0≤j,k≤m−1 is that the determinant
does not vanish. This is true for 0 < |t| < τ , by the definition of τ given in § 3.1, which relies on Hypothesis 2. For r ∈ Z and u ∈ C, denote by C r (u) the column vector which is the transpose of e u , ζ r e ζu , ζ 2r e ζ 2 u , . . . , ζ (m−1)r e ζ m−1 u , so that the matrix M (t) is
is the determinant of the matrix C r 0 (ts 0 ), C r 1 (ts 1 ), . . . , C r j−1 (ts j−1 ), C 0 (tz), C r j+1 (ts j+1 ), . . . , C r m−1 (ts m−1 ) .
Following (Macintyre, 1954, § 3) , one checks that the coefficient of t N in the Taylor expansion at the origin of ∆(t) is
where the sum is over the m-tuples of non negative integers (p 0 , p 1 , . . . , p m−1 ) satisfying p 0 + p 1 + · · · + p m−1 = N . The determinant ∆(t) is not identically zero (Hypothesis 2) if and only if there exists N ≥ 0 such that the number defined by (4.4) is not zero. The Vandermonde determinant in the right hand side of (4.4) shows that the non vanishing of this number requires that the numbers r 0 + p 0 , r 1 + p 1 , . . . , r m−1 + p m−1 are pairwise distinct modulo m. Hence the order of zero at the origin of ∆(t) is at least the minimum of p 0 + p 1 + · · · + p m−1 where p 0 , p 1 , . . . , p m−1 are non negative integers for which r 0 + p 0 , r 1 + p 1 , . . . , r m−1 + p m−1 are pairwise distinct modulo m.
A similar computation can be done for the determinant giving ∆(t)ϕ j (t, z) in order to check Hypothesis 3. It shows that for 0 ≤ j ≤ m − 1, the order of zero at t = 0 of ∆(t)ϕ j (t, z) is at least the minimum of p 0 + p 1 + · · · + p m−1 where p 0 , p 1 , . . . , p m−1 are non negative integers for which r 0 + p 0 , r 1 + p 1 , . . . , r j−1 + p j−1 , p j , r j+1 + p j+1 , . . . , r m−1 + p m−1 are pairwise distinct modulo m. Examples 1. Lidstone (Waldschmidt, 2019 , § 3.1): m = 2, s 0 = 0, s 1 = 1, r 0 = r 1 = 0,
2. Whittaker (Waldschmidt, 2019, § 5.1): m = 2, s 0 = 1, s 1 = 0, r 0 = 0, r 1 = 1, ϕ 0 (t, z) = cosh(zt) cosh(t) , ϕ 1 (t, z) = cosh((z − 1)t) cosh(t) · 3. Poritsky interpolation -see (Macintyre, 1954 , § 3): r 0 = r 1 = · · · = r m−1 = 0. If s 0 , s 1 , . . . , s m−1 are not pairwise distinct, then ∆(t) = 0 and Hypothesis 2 is not satisfied. Assume now that s 0 , s 1 , . . . , s m−1 are pairwise distinct. The minimum of p 0 + p 1 + · · · + p m−1 , where p 0 , p 1 , . . . , p m−1 are pairwise distinct non negative integers, is m(m − 1)/2. The coefficient of t m(m−1)/2 in the Taylor expansion at the origin of ∆(t) is given by the following formula involving two Vandermonde determinants
Hence ∆(t) has a zero at the origin of multiplicity m(m−1)/2 and Hypothesis 2 is satisfied. For 0 ≤ j ≤ m − 1, the order of zero at t = 0 of ∆(t)ϕ j (t, z) is at least m(m − 1)/2. Therefore, when s 0 , s 1 , . . . , s m−1 are pairwise distinct, Hypothesis 3 is also satisfied. 4. Gontcharoff interpolation -see (Macintyre, 1954, § 4) : r j = j for j = 0, 1, . . . , m − 1.
hence is not zero. Therefore Hypotheses 2 and 3 are satisfied.
Connections between interpolation polynomials and exponential sums
Let z ∈ C. Hypothesis 3 in § 3.1 is that the functions ϕ j (t, z) are analytic at t = 0.
Consider the Taylor expansion of ϕ j (t, z) at t = 0:
From (4.3) we deduce q νj (z) = 0 for ν not congruent to r j modulo m: ϕ j (t, z) = n≥0 q mn+r j ,j (z) t mn+r j (mn + r j )! · From (3.1) it follows that q νj (z) = ∂ ∂t ν ϕ j (0, z) is a polynomial in z. Since, for n ≥ 0,
we deduce that the polynomial 1 (mn + r j )! q mn+r j ,j (z) satisfies the relations (4.1) which characterize Λ nj (z) and we conclude (4.5) ϕ j (t, z) = n≥0 t mn+r j Λ nj (z).
Laplace transform
We are now in a position to use the so-called method of the kernel expansion (Buck, 1955) , (Boas and Buck, 1964, Chap. I § 3) , (Macintyre, 1954, § 1) .
Proof of Proposition 3. . Let f (z) = n≥0 a n n! z n be an entire function of exponential type τ (f ). Using (2.1), we deduce that the Laplace transform of f , viz.
is analytic in the domain |t| > τ (f ). From Cauchy's residue Theorem, it follows that for r > τ (f ) we have
Assume τ (f ) < τ . Let r satisfy τ (f ) < r < τ . We deduce from (4.5) that, for |t| = r, we have e zt = m−1 j=0 e ts j ϕ j (t, z) = n≥0 m−1 j=0 e ts j t mn+r j Λ nj (z).
Hence
where the last series is absolutely and uniformly convergent for z on any compact in C.
Proof of Theorem 1 and Corollaries 1 and 2
Proof of Theorem 1. Let f be an entire function satisfying the assumptions of Theorem 1. From the assumption (2.4) and Proposition 1, we deduce that for n sufficiently large, we have f (mn+r j ) (s j ) = 0 for j = 0, . . . , m − 1.
Since the exponential type of f is < τ , we deduce from Corollary 3 that f is a polynomial.
Proof of Corollary 1. When s 0 , s 1 , . . . , s m−1 are pairwise distinct and r 0 = r 1 = . . . , r m−1 = 0, the determinant D(s) is a nonzero Vandermonde determinant. We have seen in §4.3 that the determinant ∆(t) is not identically zero and that the functions ϕ j (t, z), (j = 0, . . . , m − 1) have no pole at t = 0, results which are proved in (Macintyre, 1954, § 3) .
Proof of Corollary 2. When r j = j for j = 0, 1, . . . , m − 1, the determinant D(s) is a nonzero constant. We have seen in §4.3 that the determinant ∆(t) does not vanish at the origin and that the functions ϕ j (t, z), (j = 0, . . . , m − 1) have no pole at t = 0, results which are proved in (Macintyre, 1954, § 4) .
Sequence of derivatives at several points
Given a sequence w = (w n ) n≥0 of complex numbers, we investigate the entire functions f such that the numbers f (n) (w n ) are in Z. Under suitable assumptions, we reduce this question to the case where these numbers all vanish.
Abel-Gontcharoff interpolation
We start with any sequence w = (w n ) n≥0 of complex numbers. Following (Gontcharoff, 1930 ) (see also (Evgrafov, 1954) , (Popov, 2002) ), we define a sequence of polynomials (Ω w 0 ,w 1 ,...,w n−1 ) n≥0 in C[z] as follows: we set Ω ∅ = 1, Ω w 0 (z) = z − w 0 , and, for n ≥ 1, we define Ω w 0 ,w 1 ,w 2 ,...,wn (z) as the polynomial of degree n + 1 which is the primitive of Ω w 1 ,w 2 ,...,wn vanishing at w 0 . For n ≥ 0, we write Ω n;w for Ω w 0 ,w 1 ,...,w n−1 , a polynomial of degree n which depends only on the first n terms of the sequence w. The leading term of Ω n;w is 1 n! z n . An equivalent definition is Ω (k) n;w (w k ) = δ kn for n ≥ 0 and k ≥ 0. As a consequence, any polynomial P can be written as a finite sum P (z) = n≥0 P (n) (w n )Ω n;w (z).
In particular for N ≥ 0 we have
This gives an inductive formula defining Ω N ;w : for N ≥ 0,
We also have Ω w 0 ,w 1 ,...,wn (z) = Ω 0,w 1 −w 0 ,w 2 −w 0 ,...,wn−w 0 (z − w 0 ).
With w 0 = 0, the first polynomials are given by
From (5.1) we deduce by induction, for |z| ≤ r and all n ≥ 0, |Ω n;w (z)| ≤ c n r n .
From log 2 + 1 2! (log 2) 2 + 1 3! (log 2) 3 + · · · + 1 n! (log 2) n + · · · = 1 we deduce that for sufficiently large n, we have c n < κ n .
In the case m = 2 and w n ∈ {0, 1} for all n ≥ 0, a sharper estimate has been achieved in (Whittaker, 1933 , § 10), namely
The proof relies on explicit formulae for the polynomials Ω n;w (z). From Proposition 4 we deduce the following interpolation formula:
Proposition 5. Let f be an entire function of exponential type τ (f ) satisfying
Let r be a real number in the range A ≤ r < log 2 τ (f ) · Then f (z) = n≥0 f (n) (w n )Ω n;w (z),
where the series in the right hand side is absolutely and uniformly convergent in the disk |z| ≤ r.
Proof. Let κ and τ satisfy κ > 1 log 2
, τ (f ) < τ < 1 κr · Write the Taylor expansion of f at the origin:
From (2.1) we deduce that there exists a constant c > 0 such that, for all N ≥ 0, we have |a N | ≤ cτ N . For |z| ≤ r, we have Remark. Notice that here the expansions are valid in a bounded domain of C, not in the entire complex plane as in § 4.5 for instance.
Corollary 4. If an entire function f of exponential type τ (f ) < log 2 A satisfies f (n) (w n ) = 0 for all sufficiently large n, then f is a polynomial.
Replacing z by Az, one may assume A = 1, and then Corollary 4 is (Whittaker, 1935, Th. 8) , a special case of one of Takenaka's theorems.
In the special case where the set {w 0 , w 1 , w 2 , . . . } is finite, say S = {s 0 , s 1 , . . . , s m−1 } with max{|s 0 |, |s 1 |, . . . , |s m−1 |} < A, Corollary 4 reduces to the following statement: for all sufficiently large n, then f is a polynomial.
Sequence of elements in S
Proof of Theorem 2. Denote by τ (f ) the exponential type of f . Since f satisfies the hypothesis (2.5) of Proposition 1, for n sufficiently large we have |f (n) (z)| < 1 for all |z| < A.
(a) Under the assumption (a) of Theorem 2, for n sufficiently large we have f (n) (w n ) = 0. Corollary 4 implies that f is a polynomial. (b) Let n be sufficiently large. The product j∈In f (n) (s j ) is an integer of absolute value less than 1, hence it vanishes. Part (b) of Theorem 2 follows from Corollary 5. This completes the proof of Theorem 2.
