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Abstract
A set of real nth roots that is pairwise linearly independent over the rationals must also be linearly inde-
pendent. We show how this result may be extended to more general fields.1
1 Introduction
The classic Fermat equation is
xn + yn = zn. (1)
Consider what happens when the nth powers are replaced by nth roots
x1/n + y1/n = z1/n. (2)
Let N = {1, 2, . . .} be the natural numbers. We seek solutions to (2) with x, y, z, n in N and n > 2. For
simplicity we take positive real roots and, to exclude obvious solutions, we require that none of x, y, z is a
perfect nth power and that (x, y) = 1. For example, a computer search with x, y 6 1000 and n 6 10 yields
4331/6 + 9721/6 = 420891/6 + ε
with minimal error |ε|. It satisfies 0 < |ε| < 10−12. Newman shows by elementary means in [12] that, even
with possibly differing exponents, there are no solutions to
x1/m + y1/n = z1/r (3)
for integersm,n, r > 2, with x, y, z in N, (x, y) = 1 and x, y, z not perfectmth, nth, rth powers, respectively.
This result seems to have been first proven by Obla´th [13] and is also considered in [1, 4, 8, 11, 18].
An application of our main result is to the Diophantine equation with positive rational exponents
m1x
q1
1 +m2x
q2
2 + · · ·+mnx
qn
n = 0. (4)
We are looking for solutions (mi, xi, qi)
n
i=1 with
mi ∈ Z, xi ∈ N and 0 < qi ∈ Q. (5)
Here we restrict to real roots, i.e. x
r/s
i for r, s ∈ Nmeans any α ∈ R (possibly positive or negative) such that
αs = xri . To avoid trivial cases we also require
mi 6= 0, x
qi
i 6∈ Z for each i and that distinct pairs of xis are coprime. (6)
We will show in Proposition 4.1 that solutions to (4) satisfying (5) and (6) do not exist. This proposition
follows easily from Theorem 1.1 below. To describe it, we first set up some notation.
For any two fieldsK ⊆ L define the set θ(K,L) as follows. We have A ∈ θ(K,L) if these five conditions
are met:
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(i) A ⊆ L
(ii) |A| > 2
(iii) For every a ∈ A there is some na ∈ Nwith a
na ∈ K . In what follows we always assume na is minimal.
(iv) A is pairwise linearly independent over K
(v) If char(K) > 0 then (na, char(K)) = 1 for all a ∈ A.
Note that the setsA ∈ θ(K,L)may be infinite. What conditions onK andL are necessary so thatA ∈ θ(K,L)
is also linearly independent over K? For real fields the answer is simple.
Theorem 1.1. IfK ⊆ L ⊆ R and A ∈ θ(K,L) then A is linearly independent overK .
This may be generalized as follows.
Theorem 1.2. If K ⊆ L, A ∈ θ(K,L) and if, for all a ∈ A, L contains no nath root of unity except possibly ±1,
then A is linearly independent overK .
Theorem 1.3. If K ⊆ L, A ∈ θ(K,L) and if, for all a ∈ A, K contains all nath roots of unity, then A is linearly
independent overK .
Proposition 4.1 is a special case of a result first proved by Besicovitch in [2] using a type of Euclidean
algorithm for polynomials in many variables. This proof was extended by Mordell in [10] to allow the mi
and xqii to be inmore general fields. Our Theorems 1.1, 1.2, 1.3 provide a new approach to these results. Their
proofs are relatively short and include all cases considered by Besicovitch and Mordell, see Proposition 4.2.
A closely related question is to find the degree of the extension over K you get by adding the roots xqii .
This was also considered in [10] as well as in [4, 15]. Their results are included in Proposition 4.3. Siegel [17]
also analyzes this question for real fields. We give a further application to finite fields in Proposition 4.5.
We see from Theorems 1.2, 1.3 that the roots of unity play a key role in these questions. The linear
dependence of roots of unity over Q is an interesting topic. For example Mann in [9] proves that if
m0 +m1ζ
n1 +m2ζ
n2 + · · ·+mk−1ζ
nk−1 = 0
for ζ a primitive nth root of unity,mi, ni ∈ Z and no proper subsum of the left side vanishing then
n
(n, n1, n2, . . . , nk−1)
divides
∏
p6k,p prime
p.
See also [3, 5], for example.
2 Proof of Theorem 1.1
We begin with the following lemma.
Lemma 2.1. Let n, d be integers with (n, d) = 1 and let Zn = Z/nZ. Let φ : Zn → Zn be given by φ(x) ≡ 1 + dx
and i(x) : Zn → Zn be given by i(x) ≡ −x. Then the image of {0} under iteration of φ, i is Zn.
Proof. Let e be the inverse of d so that ed ≡ 1 mod n. Then φ is a bijection since φ(e(x− 1)) ≡ x. The lemma
is trivial if d = 1 so assume d > 1. Since (d, n) = 1, d is an element of the multiplicative group Z∗n. Suppose
d has order r. Now
φm(x) ≡ 1 + d+ d2 + · · ·+ dm−1 + dmx
and
(d− 1)(1 + d+ d2 + · · ·+ dr−1) = dr − 1 ≡ 0.
Thus
φ(d−1)r(x) ≡ 1 + d+ · · ·+ d(d−1)r−1 + d(d−1)rx
≡ (d− 1)(1 + d+ d2 + · · ·+ dr−1) + (dr)d−1x
≡ x.
2
Take the combination
i(φ(i(φ(d−1)r−1)))(x) ≡ −(1 + d(−1− d− · · · − d(d−1)r−2 − d(d−1)r−1x))
≡ −1 + d+ d2 + · · ·+ d(d−1)r−1 + d(d−1)rx
≡ −2 + 1 + d+ d2 + · · ·+ d(d−1)r−1 + d(d−1)rx
≡ x− 2.
So, starting from 0 we get −2, −4, −6, . . .. For n odd we get all of Zn this way. If n is even we get the even
half of Zn, E = {0, 2, 4, . . . , n − 2}. Apply φ one more time to get all of the odd elements since clearly φ is
a bijection between E and Zn − E for n even.
With this lemma in hand, we now proceed to the proof of Theorem 1.1.
Proof. By hypothesis, A must contain a non-zero element, a. Also 0 cannot be an element of A. If it were,
then 0 · a + 1 · 0 = 0 so that {0, a} is linearly dependent. Suppose now, to obtain a contradiction, that A is
linearly dependent over K . Then A has a non-empty finite subset which is linearly dependent over K . Let
B be such a set of minimal cardinality. Since A is pairwise linearly independent, the cardinality of B is not
2. If B had cardinality 1 then it would have to be {0} but 0 isn’t an element of A and hence of B. So B has
at least 3 elements. Let I index B so that B = {bi : i ∈ I} and |I| > 3. Let K(B) be the field obtained by
adjoining the elements of B to K . This extension may not be Galois. For our proof to work we require a
Galois extension since we will later use the fact that an element of a Galois extension of K that is fixed by
the Galois group must be inK .
LetM be the splitting field overK of ∏
i∈I
(xnbi − b
nbi
i ).
ThenM : K is normal and, because the characteristic of the field is 0, separable. ThereforeM : K is Galois
with Galois group G. It is clear thatK(B) ⊆M . We see thatM also contains all nbi th roots of unity. A short
argument, left to the reader (see [7, Lemma 3, p. 198] for example), shows that M contains all nth roots of
unity for n = lcm{nbi}i∈I and a moment’s thought reveals that M is obtained by adjoining these roots of
unity toK(B). Note too that n is the minimal number so that bn ∈ K for each b ∈ B.
There are non-zero ki ∈ K such that
∑
i∈I kibi = 0. Let z be a primitive nth root of unity. Clearly f(z)
is again a primitive nth root of unity for f ∈ G, so f(z) = zd for some 1 ≤ d < n with (d, n) = 1. Also,
f(bi)
n = f(bni ) = b
n
i so that f(bi) = biz
ti for some ti. Let Gd = {f ∈ G : f(z) = z
d} for each such d so that G
is the disjoint union of these Gd. For each f ∈ Gd, let Bt,f = {i ∈ I : f(bi) = biz
t} and write
Ct,f =
∑
i∈Bt,f
kibi
for t = 1, . . . , n. Then the linear dependence equation is just
n∑
t=1
Ct,f = 0.
Apply f r times to get,
f r(Ct,f ) = Ct,fz
t+dt+...+dr−1t.
Thus, for each r,
n∑
t=1
Ct,f (z
t)1+d+...+d
r−1
= 0. (7)
We can also apply complex conjugation. Since each Ct,f is real we get, for each r,
n∑
t=1
Ct,f (z
t)−(1+d+···+d
r−1) = 0. (8)
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With the notation of Lemma 2.1 we may write (7) and (8) as
n∑
t=1
Ct,f (z
t)φ
r(0) = 0,
n∑
t=1
Ct,f (z
t)i(φ
r(0)) = 0
respectively. Each of these operations can be applied repeatedly. Lemma 2.1 then implies
n∑
t=1
Ct,f (z
t)k = 0
for each k ∈ {0, . . . , n− 1}. Let C be the column vector (C1,f , . . . , Cn−1,f , Cn,f )
T . Thus, we have the matrix
equation V C = 0 where 0 is the column vector of zeros of size n and V is the Vandermonde matrix with
(i, j) entry
vi,j = (z
i−1)j = zj(i−1).
This matrix is the well-known discrete Fourier transform [14, Chapter 2] and | det(V )|2 = nn. So it is
invertible and C = V −1V C = V −10 = 0. Thus for each t, we have Ct,f = 0. Minimality of B implies that
for some t, I = Bt,f . Let i1, i2 be any two distinct elements of I . From
f
(
bi1
bi2
)
=
f(bi1)
f(bi2)
=
bi1z
t
bi2z
t
=
bi1
bi2
we have that bi1/bi2 is fixed by f . Now i1, i2 are independent of f and d so that bi1/bi2 is in the fixed fieldK
ofG, say bi1/bi2 = k. Thus 1 · bi1 − k · bi2 = 0 and {bi1 , bi2} is linearly dependent, contradicting the assumed
pairwise linear independence of A. So, in fact, A is linearly independent overK .
3 Generalization to arbitrary fields
We next consider the case where the fields K ⊆ L may not be real. For example, let K = Q and L = Q(A)
for A = {1, ω, ω2}, the cube roots of unity. Then A is pairwise linearly independent over Q but satisfies
1 + ω + ω2 = 0.
For another illustrative example, consider the fieldK = Zp(x) of rational functions in x over Zp, the field
of integers mod p. Let A = {1, x1/p, (x + 1)1/p}. As we shall see, A is pairwise linearly independent over K
and clearly, for each a in A, ap is inK . Also, 1+x1/p−(x+1)1/p = 0 soA is linearly dependent overK . Note
that (1 + x1/p)p = 1 + x = ((1 + x)1/p)p but pth roots are unique as char(K) = p. To see the pairwise linear
independence of A, suppose for example that {1, x1/p} is linearly dependent. (The other cases are similar.)
So we have f(x)p = xg(x)p for some f(x), g(x) ∈ K with g(x) not the zero polynomial. Let f(x) =
∑
cnx
n.
Then f(x)p =
∑
cpnx
np. Similarly if g(x) =
∑
dnx
n then g(x)p =
∑
dpnx
np. Thus
∑
dpnx
np+1 − cnx
np = 0
and x is algebraic over Zp, a contradiction.
Proof of Theorem 1.2. We begin as before. Suppose, for a contradiction, that A is linearly dependent over K .
Let B be a subset of A that is linearly dependent over K and minimal in cardinality with this property. Let
B = {bi : i ∈ I}. As before, B has at least 3 elements. Let K(B) ⊆ L be the subfield of L generated by the
elements of B over K . LetM be the splitting field of
∏
i∈I
(
xnbi − b
nbi
i
)
over K . Let n = lcm{nbi}i∈I . We must have n > 2 since B is pairwise linearly independent and has more
than one element. We see that M is also the splitting field of xn − 1 over K(B). As a splitting field, M
is normal over both K and K(B). If char(K) = 0 then M is also separable over both K and K(B). If
char(K) = p then note that, since (p, n) = 1 (recall condition (v) in the definition of θ(K,L)), each factor
xnbi − b
nbi
i is coprime to its formal derivative nbix
nbi−1 and so is separable. ThusM : K andM : K(B) are
separable and both M : K and M : K(B) are Galois. Let z be a primitive nth root of unity. We have the
initial linear relation ∑
i∈I
kibi = 0 (9)
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where no ki is 0. We consider separately the cases n = 2 and n > 2.
Case n = 2. Let f ∈ Gal(M : K). For each i, f(bi)
2 = f(b2i ) = b
2
i so f(bi) = cibi with ci = ±1. If for some
i1, i2 ∈ I , we have f(bi1) = bi1 and f(bi2) = −bi2 then, applying f to (9) and adding the result to (9), we
obtain ∑
i∈I
(1 + ci)kibi = 0
and since 1 + ci1 = 2 6= 0 and 1 + ci2 = 0 we have a contradiction to the minimality of the cardinality of B.
So for each f we have that either f(bi) = bi for all i or that f(bi) = −bi for all i. Then for any i1, i2 ∈ I , f
fixes bi1/bi2 and hence this ratio is in the fixed field, contradicting the pairwise linear independence of A as
in Theorem 1.1.
Case n > 2. In this case z is not an element of L by assumption. The extension M : K(B) is cyclotomic
andGal(M : K(B)) is isomorphic to Z∗n. Thus there is an element j of Gal(M : K(B)) for which j(z) = z
−1.
We see that j fixes K(B) and hence K , so j ∈ Gal(M : K) too. Now follow the proof of Theorem 1.1 but,
instead of using complex conjugation, use the map j to obtain the Vandermonde matrix V and demonstrate
the equation V C = 0. Again, | det(V V T )| = nn and this is non-zero since n is non-zero inK . The rest of the
proof follows as before.
Proof of Theorem 1.3. This proof begins as in Theorems 1.1 and 1.2. Suppose, for a contradiction, that A has
a subset B, linearly dependent over K , of minimal cardinality and indexed by I for |I| > 3. Let M be the
splitting field of ∏
i∈I
(
xnbi − b
nbi
i
)
overK . As in Theorem 1.2,M : K must be Galois. The linear relation for B is
∑
i∈I kibi = 0with ki 6= 0. Put
n = lcm{nbi}i∈I and let z be a primitive nth root of unity. Then z is in K . This requires a short argument
as in the proof of Theorem 1.1. Thus, for any f ∈ Gal(M : K) we have f(z) = z. As in Theorem 1.1, set
Bt,f = {i ∈ I : f(bi) = biz
t} and write Ct,f =
∑
i∈Bt,f
kibi for t = 1, . . . , n. We have
∑n
t=1 Ct,f = 0 and
Applying f repeatedly shows that, for each r ∈ N,
n∑
t=1
Ct,f (z
t)r = 0.
This leads directly to the matrix equation V C = 0 (Lemma 2.1 is not required) and the proof continues as in
Theorem 1.2.
4 Applications
We give some applications of Theorems 1.1, 1.2 and 1.3.
Proposition 4.1. There are no solutions to (4) satisfying (5) and (6).
Proof. Suppose that we do have a solution to (4) satisfying (5) and (6). TakeK = Q andA = {xq11 , . . . , x
qn
n } ⊆
R. To apply Theorem 1.1 and obtain a contradiction, we need only to prove that A ∈ θ(Q,R) which reduces
quickly to showing that all pairs in A are linearly independent over Q. If x
r1/s1
1 and x
r2/s2
2 are linearly
dependent over Q, for example, then it follows that we havem1,m2 ∈ Zwith (m1,m2) = 1 and
m1x
r1/s1
1 = m2x
r2/s2
2 .
Hence
ms1s21 x
r1s2
1 = m
s1s2
2 x
r2s1
2 .
Recalling that (x1, x2) = 1we see that
ms1s21 = x
r2s1
2 , x
r1s2
1 = m
s1s2
2
from which we deduce that x
r1/s1
1 = ±m2 and x
r2/s2
2 = ±m1, contradicting our assumption in (6) that
xqii 6∈ Z.
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In Proposition 4.1 the condition in (6), that the xis be pairwise relatively prime, may be weakened a good
deal and Q replaced by more general fields. This is the content of Proposition 4.2 below. For the next two
results we set things up as follows. Let K , L be fields with Q ⊆ K ⊆ L and let X = {x1, x2, . . . , xr} be a
subset of L such that for every xi there is some ni ∈ N (which we assume minimal) with x
ni
i ∈ K . Suppose
thatX has the property that
xe11 x
e2
2 · · ·x
er
r ∈ K
for any (e1, e2, . . . , er) ∈ Z
r implies ni|ei for all i with 1 6 i 6 r. Finally, we assume that either (i) L ⊆ R or
(ii)K contains all nith roots of unity for 1 6 i 6 r. Then we have the following.
Proposition 4.2 (Besicovitch, Mordell). The n1n2 · · ·nr elements x
v1
1 x
v2
2 · · ·x
vr
r with 0 6 vi < ni for all 1 6 i 6 r
are linearly independent overK .
Proof. With Theorems 1.1 and 1.3 we need only to show that
A = {xv11 x
v2
2 · · ·x
vr
r }06vi<ni ∈ θ(K,L).
Again this reduces to proving the pairwise linear independence of elements of A over K . Take two distinct
elements of A,
a1 = x
u1
1 x
u2
2 · · ·x
ur
r , a2 = x
v1
1 x
v2
2 · · ·x
vr
r .
If k1a1 + k2a2 = 0 for k1, k2 ∈ K then
xu1−v11 x
u2−v2
2 · · ·x
ur−vr
r ∈ K
and, by assumption, we have ni|(ui−vi) for each i. It follows that a1 = a2 and this contradiction shows that
A is pairwise linearly independent overK . Hence A ∈ θ(K,L) and the proof is complete.
As pointed out in [10], Proposition 4.2 was also proved by Hasse in the case where K contains all nith
roots of unity.
Proposition 4.3 (Besicovitch, Mordell). With the same notation and conditions in place we also have
[K(x1, . . . , xr) : K] = n1n2 · · ·nr.
Proof. With Proposition 4.2 we have [K(x1, . . . , xr) : K] > n1n2 · · ·nr. Standard results from field theory
show the opposite inequality.
Very simple proofs of the above result in the case of adjoining square roots are available, see [15, 16].
Fried in [6] also shows a special case of Proposition 4.3 and uses it to give a formula for the degree of
1 + 21/2 + 31/3 + · · ·+ n1/n
over Q, answering a question of Sierpin´ski.
Another result, based on Theorem 1.1, is the following.
Proposition 4.4. Let ri > 0 be roots of rationals (i.e. r
ni
i ∈ Q with ni ∈ N) for i in a finite indexing set I . Suppose∑
i∈I
qiri = q ∈ Q (10)
for positive rationals qi. Then each ri is rational.
Proof. Partition R = {ri : i ∈ I} into subsets Rk for 1 6 k 6 n such that if {r, r
′} ⊆ Rk then {r, r
′} is
linearly dependent over Q and if r, r′ are in distinct subsets Rk, Rl then {r, r
′} is linearly independent over
Q. Let mk be minimal in each Rk. Then M = {mk : 1 6 k 6 n} is pairwise linearly independent over
Q and hence, with Theorem 1.1, linearly independent over Q. But, using (10), the linear dependence of
elements of Rk and the positivity of qi, ri, there exist positive rationals Q1, . . . , Qn such that
∑
Qkmk = q.
Therefore
∑
Qkmk+(−q) ·1 = 0 and {1}∪M is linearly dependent overQ. Hence it is not pairwise linearly
independent over Q and some mk is rational. Without loss of generality we assume k = 1, reordering if
necessary. Then
n∑
k=2
Qkmk = q −Q1m1 ∈ Q.
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If n > 2 then we may apply the same reasoning to show another mk is rational, contradicting the pairwise
linear independence ofM . So we must have n = 1 and R = R1 is pairwise linearly dependent overQ. Since
m1 ∈ R is rational, it follows that all the ri are rational.
Finally, we examine how Theorems 1.2 and 1.3 can be used to obtain linearly independent sets in finite
fields. Let GF (pu) denote the finite field with pu elements. If a finite field is contained in another, they
necessarily have the form GF (pu) ⊆ GF (pv) with u|v. Let m = |GF (pu)∗| = pu − 1 and n = |GF (pv)∗| =
pv − 1. We put
l =
n
m
=
pv − 1
pu − 1
= pu(v/u−1) + pu(v/u−2) + · · ·+ pu + 1. (11)
The next result uses the well-known fact that the multiplicative group of a finite field is cyclic.
Proposition 4.5. Suppose GF (pu) ⊆ GF (pv) and φ : GF (pv)∗ → Zn is an isomorphism. Suppose also thatm > 1
andm|l. If the positive divisors ofm are {d1, d2, . . . , dr} then
A = φ−1
({
d1l
m
,
d2l
m
, . . . ,
drl
m
})
is linearly independent over GF (pu).
Proof. Note first that φ(GF (pu)∗) = 〈l〉 ⊆ Zn. We verify that A ∈ θ(GF (p
u), GF (pv)). Conditions (i), (ii) are
clear. If x is an element of GF (pv)∗ then xnx ∈ GF (pu) if and only if l|nxφ(x). It follows that
nx =
l
(l, φ(x))
. (12)
Thus condition (iii) holds for all elements of GF (pv). For (iv) we can verify that x, y ∈ GF (pv)∗ are linearly
independent over GF (pu) if and only if φ(x) 6≡ φ(y) mod l. To check (v) we need to know that (p, nx) = 1
for all x ∈ A. Use (12) to see that nx|l and (11) to see that l ≡ 1 mod p. Thus (p, nx) = 1, in fact, for all
x ∈ GF (pv)∗. With all this φ−1(A) ∈ θ(GF (pu), GF (pv)).
We would like to use Theorem 1.2 or 1.3 to finish the proof. It may be seen that GF (pv) contains a kth
root of unity if and only if (n, k) > 1. Since
(n, nx) =
(
n,
l
(l, φ(x))
)
and l|n we cannot expect that GF (pv) does not contain nxth roots of unity. So Theorem 1.2 will not apply.
To use Theorem 1.3 we requireGF (pu) to contain all nxth roots of unity for all xwith φ(x) ∈ A. If ζ is a kth
root of unity then ζk = 1 and n|kφ(ζ). We see that all k kth roots of unity are in GF (pv) if and only if k|n
since they are
φ−1
({
0,
n
k
,
2n
k
, . . . ,
(k − 1)n
k
})
.
Clearly these are contained in GF (pu) if l|(n/k) or, in other words, k|m. Therefore, with (12), GF (pu) con-
tains all nxth roots of unity if
l
(l, φ(x))
divides m.
Thus we require that
l
(l, dl/m)
divides m (13)
for all divisors d of m. Since m also divides l we have (l, dl/m) = dl/m. Then (13) is easily verified and the
proof is complete.
For example GF (32) ⊆ GF (316) and we have m = 8, n = 316 − 1 and l = 5, 380, 840 = 8 · w for w =
672, 605. If φ : GF (316)∗ → Zn is any isomorphism then Proposition 4.5 implies that φ
−1({w, 2w, 4w, 8w}) is
a subset of GF (316)with 4 elements that is linearly independent over GF (32). Of course there exists a set of
|GF (316)/GF (32)| = 314 such elements, but Awas found using only pairwise linear independence and that
GF (32) contains all 8th roots of unity.
Acknowledgements. We thank Gautam Chinta and Nikolaos Diamantis for their generous help with
this project.
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