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FLUCTUATIONS FOR LINEAR EIGENVALUE STATISTICS OF SAMPLE
COVARIANCE MATRICES
GIORGIO CIPOLLONI1, LÁSZLÓ ERDO˝S1
ABSTRACT. We prove a central limit theorem for the difference of linear eigenvalue statistics of a
sample covariance matrix W˜ and its minorW . We find that the fluctuation of this difference is much
smaller than those of the individual linear statistics, as a consequence of the strong correlation between
the eigenvalues of W˜ and W . Our result identifies the fluctuation of the spatial derivative of the
approximate Gaussian field in the recent paper by Dumitru and Paquette. Unlike in a similar result for
Wigner matrices, for sample covariance matrices the fluctuation may entirely vanish.
1. INTRODUCTION
We consider sample covariance matrices of the form W˜ = X˜∗X˜ , where the entries of theM ×N
matrix X˜ are i.i.d. random variables with mean zero and variance 1√
MN
. In the Gaussian case this
ensemble was introduced by Wishart [18]. Besides Wigner matrices, this is the oldest and the most
studied family of random matrices.
Let λ1, . . . , λN be the eigenvalues of W˜ = X˜∗X˜ , then the empirical distribution 1N
∑N
i=1 δλi
converges in probability to the Marchenko-Pastur distribution [15]. This asymptotics can be refined
by examining the centered linear statistics
(1.1) Trf(W˜ )− ETr f(W˜ ) =
N∑
i=1
[f(λi)− Ef(λi)] ,
with a sufficiently smooth function f , which has been shown to have Gaussian fluctuation (see e.g.
[4], [13], [17]). Notice that (1.1) does not carry the usual 1√
N
normalization of the conventional
central limit theorem. In particular this result indicates a very strong correlation between eigenval-
ues. Apart from understanding an interesting mathematical phenomenon, the asymptotic properties
of centered linear statistics for sample covariance matrices also have potential applications [16].
All the previously cited works on the centered linear statistics of a sample covariance matrix W˜
concern the study of a single randommatrix. The recent paper of Dumitru and Paquette [8] considers
the joint eigenvalue fluctuations of a sample covariance matrix and its minors, by picking subma-
trices whose dimensions differ macroscopically. They show that their centered linear eigenvalue
statistics converge to spatial averages of a two dimensional Gaussian free field. Similar results for
Wigner matrices have been achieved earlier in [7].
In the current work we study this phenomenon for submatrices whose dimensions differ only by
one. This requires a detailed analysis on the local spectral scale while [8] concerns only the global
scale. In particular, we prove a central limit theorem (CLT) for the difference of linear eigenvalue
statistics of a sample covariance matrix W˜ = X˜∗X˜ and its minorW = X∗X , obtained by deleting
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the first row and column. This difference fluctuates on a scale N−
1
2 , which is much smaller than
the order one fluctuations scale of the individual linear statistics, demonstrating a strong correlation
between the eigenvalues of W˜ and its minor W . The statistical interpretation of our result is that
changing the sample size by one in a statistical data has very little influence on the fluctuations of
the linear eigenvalue statistics. Motivated by Gorin and Zhang [11], another interpretation is that we
prove a CLT for the spatial derivative of the approximate Gaussian field in [8].
This result extends a CLT, proved in [10] for Wigner matrices, to sample covariance random
matrices, with the difference that in this latter case it is also possible not to have random fluctuations
at all, see Remark 2.4 in Section 2.
In the proof of the CLT for sample covariance matrices there are two main differences compared
to the proof given in [10] for the Wigner case. Firstly, we have to handle the singularity of the
Marchenko-Pastur law at zero, which also gives an additional contribution to the leading order term
of (2.7). Secondly, the entries of the matrix W˜ = X˜∗X˜ are not independent and the analogy occurs
on the level of X˜ . Besides linearizing the problem and using recent local laws for Gram matrices
[3, 5], we need to approximate sums of the form
∑
ij GijG
′
ji and
∑
ij GijG
′
ij where G and G
′ are
the resolvents of XX∗ at two different spectral parameter. While the first sum is tracial, the second
one is not and thus cannot be directly analyzed by existing local laws: we need to derive a novel
self-consistent equation for it.
NOTATION
We introduce some notation we use throughout the paper. For positive quantities f, g, we write
f . g if f ≤ Cg, for some C > 0 which depends only on the parameter φ defined in (2.3).
Similarly, we define f & g. For any α, β > 0, with α ≍ β we denote that there exists two φ
independent constants r∗, r∗ > 0 such that r∗β ≤ α ≤ r∗β.
ACKNOWLEDGMENTS
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2. MAIN RESULTS
All along the paper we will refer to theN×N matrix with W˜ = X˜∗X˜ and to the (N−1)×(N−1)
matrix obtained after removing its first row and column with W = X∗X , where X is the matrix
obtained by X˜ after removing its first column. It may look unconventional, but we chose to put the
tilde on the original matrix W˜ and no tilde on the minorW in order to simplify formulas.
Remark 2.1. We follow the convention that Latin letters i ∈ {1, . . . ,M} denote the rows of the
matrix X˜ and Greek letters µ ∈ {1, . . . , N} its columns.
Let X˜ be anM ×N matrix whose entries X˜iµ are i.i.d. complex valued random variables satisfy-
ing:
(2.1) EX˜iµ = 0, E|X˜iµ|2 = 1√
MN
, 1 ≤ i ≤M, 1 ≤ µ ≤ N.
Furthermore, for any p ∈ N there exists a constant Cp > 0 such that
(2.2) E
∣∣∣(NM) 14 X˜iµ∣∣∣p ≤ Cp, 1 ≤ i ≤M, 1 ≤ µ ≤ N.
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We assume thatM and N are comparable, i.e. there exist N-independent constants c1, c2 > 0 such
that
(2.3) c1 ≤ φ := M
N
≤ c2.
For fixed φ and large N the empirical distribution of the eigenvalues of the N × N matrix W˜ =
X˜∗X˜ is given by the Marchenko-Pastur law [15]:
(2.4) ρφ(dx) = ρφ(x)dx+ (1− φ)+δ(dx), with ρφ(x) :=
√
φ
2π
√
[(x− γ−)(γ+ − x)]+
x2
,
where we defined
γ± :=
√
φ+
1√
φ
± 2
to be the edges of the limiting spectrum. The Stieltjes transform of ρφ(dx) is
(2.5) mφ(z) :=
∫
R
ρφ(dx)
x− z =
φ1/2 − φ−1/2 − z + i
√
(z − γ−)(γ+ − z)
2φ−1/2z
,
where the square root is chosen so that mφ is holomorphic in the complex upper half plane H and
satisfiesmφ(z)→ 0 as z →∞. The functionmφ = mφ(z) may also be characterized as the unique
solution of the equation
(2.6) mφ +
1
z + zφ−1/2mφ − (φ1/2 − φ−1/2) = 0
satisfying ℑmφ(z) > 0 for ℑz > 0. Our main result is the following:
Theorem 2.2. Let d∗ > 0 and W˜ = X˜∗X˜ , with X˜ an M × N matrix whose i.i.d. entries satisfy
(2.1) and (2.2). Furthermore we assume (2.3) and that either φ = 1 or |φ − 1| ≥ d∗. Let σ2 :=√
MNEX˜2iµ and σ4 := MNE|X˜iµ|4 and assume that σ2 and σ4 are N-independent . Moreover, let
f ∈ H2([γ− − 3, γ+ + 3]) be some real valued function in the H2-Sobolev space. Then the random
variable
(2.7) fN := Trf(W˜ )− Trf(W )
converges in probability to the constant
(2.8) Ωf :=
∫ γ+
γ−
f(x)
√
φ
4π2xρφ(x)
(
1 +
√
φ− 1√
φ
x
)
dx
for |φ− 1| ≥ d∗, and to
Ωf :=
∫ 4
0
f(x)
4π2xρ1(x)
dx+
f(0)
2
.
for φ = 1. More precisely, for any fixed ǫ > 0,
EfN = Ωf +O
(
N−
2
3
+ǫ
)
and fN fluctuates on a scale N
− 1
2 , i.e.
E
(√
N(fN − Ωf )
)2
= Vf +O
(
N−
1
6
+ǫ
)
.
The limit variance Vf can be computed explicitly:
(2.9) Vf := Vf,1 + (σ4 − 1)Vf,2 + |σ2|2Vσ2 ,
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with
Vf,1 =
∫ γ+
γ−
f ′(x)2xρφ(x)φ−
1
2 dx−
(∫ γ+
γ−
f ′(x)xρφ(x)φ−
1
2 dx
)2
,
Vf,2 =
(∫ γ+
γ−
f ′(x)xρφ(x)φ
− 1
2 dx
)2
,
where ρφ(x) is the density of the Marchenko-Pastur law (2.4), and Vσ2 defined as in (4.78) if |σ2| < 1
and Vσ2 := Vf,1 if |σ2| = 1.
Furthermore, √
N(fN − Ωf )⇒ ∆f ,
where ∆f is a centered Gaussian random variable of variance Vf and ” ⇒ ” denotes the conver-
gence in distribution. Finally, any fixed moment converges at least at a rate O
(
N−
1
6
+ǫ
)
to the
corresponding Gaussian moments.
Remark 2.3. The non-negativity of Vf,1 follows by applying Schwarz inequality using that
∫ γ+
γ−
xρφ(x)φ
− 1
2 dx =
1.
Remark 2.4. One can easily check that the variance Vf is zero if and only if σ2 = 0, σ4 = 1 and
f ′(x) ≡ 1. This is the case, for example, when the entries of X˜ are i.i.d complex Bernoulli random
variables, i.e. the distribution of each X˜iµ is (MN)
− 1
4 eiU , with U a uniform random variable in
[0, 2π]. In particular, since the entries of X˜ have modulus (MN)−
1
4 , the difference of the traces of
W˜ andW is deterministic:
Trf(W˜ )− Trf(W ) = TrW˜ − TrW = x∗x =
√
φ,
where x is the first column of X˜ . The possibility of Vf = 0 is a fundamental difference compared to
the Wigner case in [10] where the analogous quantity always had a non trivial fluctuation.
Remark 2.5. We stated our result in Theorem 2.2 for the matrix X˜∗X˜ , but it obviously holds for
X˜X˜∗ as well. Indeed all computations and results remain valid after the swapping: X˜ ↔ X˜∗,
M ↔ N and φ ↔ φ−1. The empirical distribution of the eigenvalues of X˜X˜∗ is asymptotically
ρφ−1(dx), whose Stieltjes transform is
(2.10) mφ−1(z) =
1
φ
(
mφ(z) +
1− φ
z
)
.
Remark 2.6. Notice that in the statement of Theorem 2.2 we assumed that X˜ is either a square
matrix, φ = 1, or a proper rectangular matrix, |φ − 1| > d∗. The reason is that to prove Theorem
2.2 we use optimal local laws for all z ∈ H which are available in these cases only (see [3]). If φ
is close to one, our proof still yields Theorem 2.2 assuming that the function f ∈ H2 is supported
away from zero.
3. PRELIMINARIES
Our main result pertains to the matrix X˜∗X˜, but in the proof we will also need the matrix X˜X˜∗,
so for each z ∈ H we define both resolvents
(3.1) R˜(z) := (X˜∗X˜ − z)−1, G˜(z) := (X˜X˜∗ − z)−1.
Next, we define theM × (N −1)matrixX as the matrix X˜ after removing its first column, which
we denote by x, i.e. X˜ = [x|X ]. Moreover, for µ, ν /∈ {1}, we define the resolvent entries
Rµν(z) := (X
∗X − z)−1µν , G[T ]ij (z) := (XX∗ − z)−1ij .
FLUCTUATIONS FOR LINEAR EIGENVALUE STATISTICS OF SAMPLE COVARIANCE MATRICES 5
Remark 3.1. In the following sections, without loss of generality, we will always assume that φ ≥ 1,
i.e. M ≥ N . Indeed, if φ ≤ 1 then the proof proceeds exactly in the same way having in mind that
mφ−1 andmφ are related by (2.10).
Since φ ≥ 1 and the spectrum of X˜X˜∗ is equal to the spectrum of X˜∗X˜ plus M − N zero
eigenvalues, we have
(3.2) φ
1
M
TrG˜ =
1
N
TrR˜ +
1− φ
z
and that
(3.3) TrR− TrG = M − (N − 1)
z
.
Furthermore, setting η = ℑz > 0, we have theWard identity
(3.4)
M∑
j=1
|Gij(z)|2 = 1
η
ℑGii(z).
Finally, we record some properties of the Stieltjes transform defined in (2.5) in the following
lemma, which will be proved in Appendix A.
Lemma 3.2. There exist positive constants c, c˜, cˆ such that for any φ ≥ 1 and for each z = x+iη ∈ H
such that |z −√φ| ≤ 10 we have the following bounds
c ≤
∣∣∣∣ z√φmφ(z)2
∣∣∣∣ ≤ 1− c˜η,(3.5)
|mφ(z)′| ≤ cˆ
√
φ
|z|√κx + η ,(3.6) ∣∣∣1− zφ− 12mφ(z)2∣∣∣ ≍ φ 14|z| 12 √κx + η, ,(3.7)
where κx := min{|γ+ − x|, |γ− − x|}.
In Lemma 3.2 we explicitly wrote the φ-dependence in the bounds since they hold uniformly in
φ. But all along the proof of Theorem 2.2 we will omit the explicit dependence on φ, since we work
under the assumption c1 ≤ φ ≤ c2 (see (2.3)).
4. MEAN AND VARIANCE COMPUTATION
In this section we prove Theorem 2.2 in the sense of mean and variance. We recall that with x we
denote the first column of X˜ . To study fN = Trf(W˜ )− Trf(W ), with W˜ = X˜∗X˜ andW = X∗X ,
we consider the quantity
(4.1) ∆N(z) := TrR˜(z)− TrR(z), z ∈ H.
Clearly X˜X˜∗ is a rank-one perturbation of the matrix XX∗, hence to compute G˜(z) we use the
following lemma whose proof is a direct calculation.
Lemma 4.1. Let A be anM ×M matrix with ℑA < 0 and h ∈ CM a column vector, then
1
A + hh∗
=
1
A
− 1
1 +
〈
h, 1
A
h
〉 · 1
A
hh∗
1
A
.
6 FLUCTUATIONS FOR LINEAR EIGENVALUE STATISTICS OF SAMPLE COVARIANCE MATRICES
We now find an explicit formula for ∆N (z). Using (3.2), (3.3) and (4.1) we get
∆N(z) = TrG˜(z)− TrR(z)− N(1− φ)
z
= Tr
1
XX∗ + xx∗ − z − TrG(z)−
1
z
.
Using Lemma 4.1 for the first term in the right-hand side, we conclude that
(4.2) ∆N (z) = − 〈x, G
2(z)x〉
1 + 〈x, G(z)x〉 −
1
z
.
We introduce a commonly used notion of high probability bound.
Definition 4.2. If
X =
(
X(N)(u)|N ∈ N, u ∈ U (N)) and Y = (Y (N)(u)|N ∈ N, u ∈ U (N))
are families of non negative random variables indexed by N , and possibly some parameter u, then
we say that X is stochastically dominated by Y , if for all ǫ,D > 0 we have
sup
u∈U (N)
P
(
X(N)(u) > N ǫY (N)(u)
) ≤ N−D
for large enough N ≥ N0(ǫ,D). In this case we use the notation X ≺ Y . Moreover, if we have
|X| ≺ Y , we also writeX = O≺(Y ).
Wewill say that a sequence of eventsA = A(N) holds with overwhelming probability ifP
(
A(N)
) ≥
1 − N−D for any D > 0 and N ≥ N0(D). In particular, under the conditions (2.1) and (2.2), we
haveXiµ ≺ (MN) 14 uniformly in i, µ and thatmaxk λk ≤ γ+ + 1,mink λk ≥ max{0, γ−− 1} with
overwhelming probability (see Theorem 2.10, Lemma 4.11 in [5]).
Let χ : R → R be a smooth cut-off function which is constant 1 in [γ− − 1, γ+ + 1] and constant
0 outside [a, b] := [γ− − 3, γ+ + 3]. We define fχ(x) := f(x)χ(x) and its almost analytic extension
(4.3) fC(x+ iη) :=
(
fχ(x) + iηf
′
χ(x)
)
χ˜(η),
where χ˜ : R → R is a smooth cut-off function which is constant 1 in [−5, 5] and constant 0 outside
[−10, 10]. By this definition it follows that fC is bounded and compactly supported. Furthermore for
small η we have that
(4.4) ∂zfC(x+ iη) = O(η) and ∂η∂zfC(x+ iη) = O(1).
We use the following representation of fN from [10]:
(4.5) fN =
2
π
ℜ
∫
R
∫
R+
∂zfC(x+ iη)∆N(x+ iη) dxdη.
We first exclude a critical area very close to the real line in the integral in (4.5). From the resolvent
identities |η 〈x, G2x〉| ≤ ℑ 〈x, Gx〉 . Then, we have that∣∣ηz 〈x, G2x〉+ η 〈x, Gx〉+ η∣∣ ≤ 2 |z + z 〈x, Gx〉| .
Hence, we conclude that
(4.6) |η∆N(x+ iη)| ≤ 2.
To study fN we restrict our integration to the domain ℑz ∈ [η0, 10], with
η0 := N
− 2
3 . Thanks to (4.4) and (4.6), we find that
fN =
2
π
ℜ
∫
R
∫ 10
η0
∂zfC(x+ iη)∆N(x+ iη) dxdη +O≺ (η0) .
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Then, for ℑz = η ≥ η0 we claim that the leading order term of ∆N(z) is given by
(4.7) ∆̂N(z) :=
1 + 1
N
√
φ
TrG(z) + z˜ 1
N
TrG2(z)
−z − z˜ 1
N
TrG(z)
,
with the notation z˜ := φ−
1
2 z for brevity. Note that (4.7) is related to (4.2) by taking expectation with
respect to x in the numerator and denominator separately.
We split the analysis of fN into two parts: the leading order term
(4.8) Ω̂f :=
2
π
ℜ
∫
R
∫ 10
η0
∂zfC(x+ iη)∆̂N(x+ iη) dηdx
and the fluctuation term
(4.9) FN :=
2
π
ℜ
∫
R
∫ 10
η0
∂zfC(x+ iη)
(
∆N (x+ iη)− ∆̂N(x+ iη)
)
dηdx.
In this way we have that
fN = Ω̂f + FN +O≺
(
N−
2
3
)
.
In the following two sections, we will show that Ω̂f = Ωf + O≺(N− 23 ) and E(F 2N) = 1NVf +
O≺(N− 76 ), with some N-independent constant Vf , which will prove Theorem 2.2 in the sense of
mean and variance.
4.1. Leading term: calculation of the mean. The main tool we will use is the local law for the
Marchenko-Pastur distribution in its averaged and entry-wise from. These results have first been
proven in [5] (see Theorem 2.4 and Theorem 2.5) uniformly for each z ∈ S, where
S ≡ S(ω, η0) :=
{
z = x+ iη ∈ C : κx ≤ ω−1, η0 ≤ η ≤ ω−1, |z| ≥ ω
}
,
with some ω ∈ (0, 1) fixed and κx := min{|γ+ − x|, |γ− − x|}. In our proof, instead, we rely on
local laws which hold true for each z ∈ H, hence, combining the results in [5] with Theorem 2.7 and
Theorem 2.9 respectively for φ = 1 and d∗ ≤ |φ− 1| ≤ dˆ in [3], we get the Marchenko-Pastur local
law in the averaged form
mR(z) :=
1
N
TrR(z) = mφ(z) +O≺
(
1
Nη
)
,
mG(z) :=
1
M
TrG(z) = mφ−1(z) +O≺
(
1
Nη
)
,
(4.10)
and its entry-wise form
(4.11) |Rµν(z)− δµνmφ(z)| ≺ 1√
Nη|z| , |Gij(z)− δijmφ−1(z)| ≺
1√
Nη|z|
uniformly for each z ∈ H.
Remark 4.3. Notice that in (4.10) and (4.11) the error term from [3] is smaller in some particular
cases, but we will not need these optimal bounds and we write local laws in a unified form which
hold true for both the cases φ = 1 and d∗ ≤ |φ− 1| ≤ dˆ.
By (3.3), we have that
(4.12) z˜mG(z) = z˜mR(z)− φ 12 + φ− 12 + φ
1
2
N
.
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Hence, using the equality above, (2.6) and (4.10), we write (4.7) as follows
∆̂N(z) =
1 + 1
N
√
φ
TrG(z) + z˜ 1
N
TrG2(z)
−z + φ 12 − φ− 12 − z˜mR(z)
= mφ(z)
(
1 +
1
N
√
φ
TrG(z) + z˜
1
N
TrG2(z)
)
+O≺
(
1
Nη
)
.
(4.13)
Hence, thanks to (4.13) and (4.4), we obtain
Ω̂f =
2
π
ℜ
∫
R
∫ 10
η0
∂zfC(z)mφ(z)
(
1 +
1
N
√
φ
TrG(z) +
z˜
N
TrG2(z)
)
dηdx+O≺
(
1
N
)
,
where from now on we will use the notation z = x + iη and z0 = x + iη0. Furthermore, we notice
that, using (4.12) and the identity ∂zTrG(z) = TrG2(z), we get
1 +
1
N
√
φ
TrG(z) + z˜
1
N
TrG2(z) = ∂η
(
η − iφ− 12 (x+ iη) 1
N
TrG(x+ iη)
)
= ∂η
(
η − iφ− 12 (x+ iη)mR(x+ iη)
)
.
Hence, integrating by parts twice in η, using that the upper limit of the η−integration is zero since
∂zfC(x+ 10i) = 0 by the definition of χ˜, we have
Ω̂f = −2
π
ℜ
∫
R
∂zfC(z0)mφ(z0)(η0 − iz˜0mR(z0)) dx
− 2
π
ℜ
∫
R
∫ 10
η0
∂η
(
∂zfC(z)mφ(z)
)
(η − iz˜mR(z)) dηdx+O≺
(
N−1
)
= −2
π
ℜ
∫
R
∫ 10
η0
∂η
(
∂zfC(z)mφ(z)
)
(η − iz˜mφ(z)) dηdx(4.14)
− 2
π
ℜ
∫
R
∫ 10
η0
∂η
(
∂zfC(z)mφ(z)
)
(−iz˜mR(z) + iz˜mφ(z)) dηdx+O≺ (η0)
=
2
π
ℜ
∫
R
∫ 10
η0
∂zfC(z)mφ(z)(1 + (z˜mφ(z))
′)dηdx+O≺ (η0) +O≺
( | log η0|
N
)
,
where we used that ∂zfC(x + iη) scales like η near the real axis by (4.4), the local law from (4.10)
and that |zφ− 12∂η
(
∂zfCmφ(z)
)| ≤ C from the bounds (3.5) and (3.6). In the last step we also used
that −i∂ηh(z) = ∂zh(z) for any analytic function h.
In summary, by (4.14), we conclude that
(4.15) Ω̂f =
2
π
ℜ
∫
R
∫ 10
η0
∂zfC(z)pφ(z) dηdx+O≺(η0),
where for brevity we introduced
(4.16) pφ(z) := mφ(z)[1 + (z˜mφ(z))
′], z ∈ H.
For the main term we need the following lemma (see Lemma 3.4 in [10]).
Lemma 4.4. Let ϕ, ψ : [a, b] × [0, 10i] → C be functions such that ∂zψ(z) = 0, ϕ, ψ ∈ H1 and ϕ
vanishes at the left, right and top of the boundary of the integration region. Then for any η˜ ∈ [0, 10],
we have ∫ b
a
∫ 10
η˜
(∂zϕ(z))ψ(z) dηdx =
1
2i
∫ b
a
ϕ(x+ iη˜)ψ(x+ iη˜) dx.
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In order to compute the leading term defined in (4.8) we extend the integral in (4.15) to the real
axis. For this purpose we introduce a tiny auxiliary scale η1, say η1 := N−10. We recall that fC is
supported in [a, b]× [−10, 10], with a = γ−−3 and b = γ++3, where γ−, γ+ are the spectral edges,
and κx = min{|x− γ−|, |x− γ+|}.
Since by (3.5), (3.6) and (4.4), we have that∣∣∣∣ 2πℜ
∫
R
∫ η0
η1
∂zfC(z)pφ(z) dηdx
∣∣∣∣ . ∫ b
a
∫ η0
η1
(
η
|z| +
η
|z| 12√κx + η
)
dηdx . η
3
2
0 ,
we conclude that
(4.17) Ω̂f =
2
π
ℜ
∫
R
∫ 10
η1
∂zfC(z)pφ(z) dηdx+O≺ (η0) .
Next, applying Lemma 4.4 to the integral in the r.h.s. of (4.17), we conclude
(4.18) Ω̂f =
1
π
ℑ
∫
R
fC(x+ iη1)pφ(x+ iη1) dx+O≺ (η0) .
By (4.3) and (4.4), using the bounds (3.5)–(3.6), it easily follows that
(4.19) Ω̂f =
1
π
∫
R
f(x)ℑpφ(x+ iη1) dx+O≺ (η0) .
We notice that
(4.20) wφ(z) :=
√
φ(1 + zmφ−1(z)) =
φ
1
2 + φ−
1
2 − z + i
√
(z − γ−)(γ+ − z)
2
is the Stieltjes transform of the Wigner semicircle law centered at φ
1
2 + φ−
1
2 . Hence, wφ is also
characterized as the unique solution of
(4.21) wφ(z) +
1
z − φ 12 − φ− 12 + wφ(z)
= 0, ℑwφ > 0.
Notice that wφ(z) = wφ−1(z) and that, using the self consistent equation (2.6) and the relation
betweenmφ andmφ−1 in (2.10), we have
(4.22) wφ(z) = −zmφ(z)mφ−1(z).
We now distinguish the cases φ = 1 and |φ − 1| ≥ d∗, since for φ = 1 the integral in (4.19) has
an additional singularity in zero which we have to take into account.
We start with the case |φ − 1| ≥ d∗. In this case γ− ≥ τ(d∗), for some τ(d∗) > 0. By equations
(2.6) and (2.10), expressing (z˜mφ)′ = w′φ from differentiating the self consistent equation for wφ in
(4.21), it follows that
(4.23) wφ(z)
′ =
w2φ(z)
1− w2φ(z)
,
and so we may write pφ from (4.16) as
(4.24) pφ(z) =
mφ(z)
1− w2φ(z)
.
Furthermore, by Lemma 3.6 of [6] we have that
(4.25) |1− w2φ(z)| ≍
√
κx + η, c ≤ |wφ(z)| ≤ 1,
with some φ-independent constant c > 0, for any z = x+ iη such that |z −√φ| ≤ 10.
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To evaluate Ω̂f in (4.19), we first remove the η1 in the argument of pφ. We proceed writing
pφ(x+ iη1)− pφ(x) as follows
pφ(x+ iη1)− pφ(x) = 1
1− wφ(x+ iη1)2
∫ η1
0
mφ(x+ iη)
′ dη(4.26)
+
mφ(x)(wφ(x+ iη1) + wφ(x))
(1− wφ(x+ iη1)2)(1− wφ(x)2)
∫ η1
0
wφ(x+ iη)
′ dη.
Then, by (3.5)–(3.6) and (4.23)–(4.26), simple estimates give that∣∣∣pφ(x+ iη1)− pφ(x)∣∣∣ . η1/41|x|1/2κ1/4x √κx + η1 +
√
η1
|x|1/2√κx(κx + η1) . η
1/4
1
|x|1/2κ3/4x
,
for any x ∈ R. Hence, if |φ− 1| ≥ d∗, integrating over x, we conclude that
(4.27)
∣∣∣∣ 1π
∫ b
a
f(x)ℑ[pφ(x+ iη1)− pφ(x)] dx
∣∣∣∣ . η1/41 .
In particular, this implies that ℑpφ(z) is of order η1/41 outside the interval [γ−, γ+], since ℑpφ(x) = 0
for x /∈ [γ−, γ+]. Moreover, (4.16), (4.19) and (4.27) imply that
Ω̂f =
1
π
∫ γ+
γ−
f(x)ℑ
[
mφ(x)(1 + (xφ
− 1
2mφ(x))
′)
]
dx+O≺
(
N−
2
3
)
=
∫ γ+
γ−
f(x)
√
φ
4π2xρφ(x)
(
1 +
√
φ− 1√
φ
x
)
dx+O≺
(
N−
2
3
)
,
concluding the estimate for the leading term of EfN when |φ− 1| ≥ d∗.
Now we consider the case φ = 1, when γ− = 0 and γ+ = 4. In this case, the computation of the
integral (4.19) is a bit more delicate since the singularities around x ≈ 0 and κx ≈ 0 overlap. For
brevity, in the rest of this section we use the notation m = m(z) := mφ=1(z) and w = w(z) :=
wφ=1(z) for any z ∈ H. Expressingm′ from differentiating the self consistent equation (2.6), using
(2.6) repeatedly and the relation (4.22), a simple calculation gives that
(4.28) p = m(1 + (zm)′) = −1
z
· 1
1− zm2 = −
1
z
· 1
1 + w
,
with p = p(z) := pφ=1(z). We also define
(4.29) q(z) :=
1
1 + w(z)
, z ∈ H.
As a consequence of (4.28)-(4.29), it follows that∣∣∣∣∫ b
a
f(x)ℑ[p(x+ iη1)− p(x)] dx− πf(0)
2
∣∣∣∣
≤
∣∣∣∣∫ b
a
f(x)
[ x
x2 + η21
ℑq(x+ iη1)− 1
x
ℑq(x)
]
dx
∣∣∣∣(4.30)
+
∣∣∣∣∫ b
a
f(x)
η1
x2 + η21
ℜq(x+ iη1) dx− πf(0)
2
∣∣∣∣ .(4.31)
We start estimating (4.31). Using explicit computations, by the expression in (4.20) for φ = 1, we
conclude that
(4.32) (4.31) ≤
∣∣∣∣12
∫ b
a
f(x)
η1
x2 + η21
dx− πf(0)
2
∣∣∣∣+O(√η1) . √η1.
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Furthermore, since
|1 + w(z)| = |1− zm(z)2| ≍
√
κx + η
|z| 12 ,
by (3.7), using (4.20) and the definition of q in (4.29), it also follows that the integrand in (4.30) is
bounded by
(4.33)
f(x)|x|3/2√η1
(x2 + η21)
3
4
√
κx(κx + η1)
+
f(x)η21
|x|1/2|4− x|1/2(x2 + η21)
,
for any x ∈ R. Then, combining (4.32) with the integral of (4.33), we conclude
(4.34)
∣∣∣∣ 1π
∫ b
a
f(x)ℑ[p(x+ iη1)− p(x)] dx− f(0)
2
∣∣∣∣ . η1/41 .
Similarly to the case |φ− 1| ≥ d∗, this bound implies that ℑp(x+ iη1) is of order η1/41 outside [0, 4].
Hence, the above inequality implies that
Ω̂f =
1
π
∫ 4
0
f(x)
4π2xρ1(x)
dx+
f(0)
2
+O≺
(
N−
2
3
)
,
concluding the computation of Ωf , the leading term of EfN in Theorem 2.2.
4.2. Fluctuation term. We write the difference∆N(z)−∆̂N (z) in a more convenient form to study
the integral in (4.9). The key point is to express it as a derivative (up to an error) to prepare it for an
integration by parts. Let zˆ be defined as zˆ := zφ
1
2 .
Lemma 4.5. For any η > η0 we have that
(4.35) ∆N (z)− ∆̂N (z) = ∂z z 〈x, Gx〉 − zˆmG(z)−z − zˆmG(z) +O≺
(
1
Nη2
)
.
Proof. This lemma, using (2.2), relies on the following large deviation bound (see, e.g. Lemma 3.1
in [5])
(4.36) 〈x, Gx〉 = 1√
MN
TrG+O≺
(√
(MN)−1Tr|G|2
)
,
and a similar formula for 〈x, G2x〉.
In the following part of the proof, in order to abbreviate our notation, we use G := G(z), mG :=
mG(z). Using (4.2) and (4.7), we have
∆N (z)− ∆̂N (z) = (z 〈x, G
2
x〉+ 〈x, Gx〉+ 1) (−z − zˆmG)
(−z − z 〈x, Gx〉) (−z − zˆmG)
+
(−1 − φ 12mG − zˆm′G) (−z − z 〈x, Gx〉)
(−z − z 〈x, Gx〉) (−z − zˆmG) .
(4.37)
Now we claim that
∆N (z)− ∆̂N (z) = ∂z z 〈x, Gx〉 − zˆmG−z − zˆmG + E ,
with an error term E we will determine along the proof. We start with
∂z
z 〈x, Gx〉 − zˆmG
−z − zˆmG =
(−z − zˆmG)
(
〈x, Gx〉+ z 〈x, G2x〉 − φ 12mG − zˆm′G
)
(−z − zˆmG)2
− (−1− φ
1
2mG − zˆm′G) (z 〈x, Gx〉 − zˆmG)
(−z − zˆmG)2 .(4.38)
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UsingmG(z) = 1MTrG(z) andm
′
G(z) =
1
M
TrG2(z) we write the r.h.s. of (4.37) as
∆N(z)− ∆̂N(z) = 〈x, Gx〉+ z 〈x, G
2
x〉 − φ 12mG − zˆm′G
(−z − zˆmG)− (z 〈x, Gx〉 − zˆmG)
− (−1− φ
1
2mG − zˆm′G) (z 〈x, Gx〉 − zˆmG)
(−z − zˆmG)2 − (−z − zˆmG) (z 〈x, Gx〉 − zˆmG) .
(4.39)
By (4.10), (4.36) and the bound in (3.5) it follows that
(4.40) z 〈x, Gx〉 − zˆmG(z) ≺ |z|√
MN
√
Tr|G(z)|2 ≤ |z|√
MN
√
1
η
ℑTrG(z) ≺ |z|
3
4√
Nη
and also
(4.41) z
〈
x, G2x
〉− zˆm′G(z) ≺ |z|√
MN
√
Tr|G|4 ≤ |z|√
MNη
√
Tr|G(z)|2 ≺ |z|
1
2√
Nη3
.
Note that the leading term in the denominators in (4.39) is separated away from zero since
−z − zˆmφ−1(z) = [mφ−1(z)]−1, by (2.6) and (2.10). Thus these denominators are stable under
small perturbations. Hence, replacing z 〈x, Gx〉 in the denominator with zˆmG(z) +O≺
(
1√
Nη
)
and
comparing (4.38) and (4.39), we conclude that
∆N (z)− ∆̂N (z) = ∂z z 〈x, Gx〉 − zˆmG−z − zˆmG +O≺
(
1
Nη2
)
.
In estimating various error terms along the proof we used that zmG(z) = O≺(1) (by (4.10) and
(3.5)) and that zm′G(z) = O≺ (η−1) by (3.4) and (3.5). 
Next, we use (4.35) to estimate the fluctuation term FN as defined in (4.9) via an integration by
parts
FN = −2
π
ℜ
∫
R
∂zfC(z0)i
z0 〈x, G(z0)x〉 − zˆ0mG(z0)
−z0 − zˆ0mG(z0) dx
+
2
π
ℜ
∫
R
∫ 10
η0
∂η∂zfC(z)i
z 〈x, G(z)x〉 − zˆmG(z)
−z − zˆmG(z) dηdx+O≺
( | log η0|
N
)
,
with zˆ0 := φ
1
2z0. Then, we continue with the estimate
z 〈x, G(z)x〉 − zˆmG(z)
−z − zˆmG(z) = mφ(z) (z 〈x, G(z)x〉 − zˆmG(z)) +O≺
(
1
(Nη)
3
2
)
from (4.10), (3.2), (2.6) and (4.40) to find that
FN = −2
π
ℜ
∫
R
mφ(z0)∂zfC(z0)i (z0 〈x, G(z0)x〉 − zˆ0mG(z0)) dx(4.42)
+
2
π
ℜ
∫
R
∫ 10
η0
mφ(z)∂η∂zfC(z)i (z 〈x, G(z)x〉 − zˆmG(z)) dηdx+O≺
(
N−
2
3
)
= −2
π
ℑ
∫
R
∫ 10
η0
mφ(z)∂η∂zfC(z) (z 〈x, G(z)x〉 − zˆmG(z)) dηdx+O≺
(
N−
2
3
)
,
where in the last step we used that by (4.4) and (4.40) it follows
|∂zfC(z0)i (z0 〈x, G(z0)x〉 − zˆ0mG(z0))| ≺
√
η0
N
≤ N− 23 .
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The leading order expression for FN has zero mean, hence we can start computing the variance
Var(FN ) = EF 2N +O≺
(
N−
4
3
)
as
EF 2N = E
(
2
π
ℑ
∫
R
∫ 10
η0
mφ(z)∂η∂zfC(z) (z 〈x, G(z)x〉 − zˆmG(z)) dηdx
)2
+O≺
(
N−
7
6
)
.
When we use the expectation E we frequently use the property that if X and Y are random
variables with X = O≺(Y ), Y ≥ 0 and |X| ≤ NC for some constant C, then E|X| ≺ EY , or,
equivalently, E|X| ≤ N ǫEY for any ǫ > 0 andN ≥ N0(ǫ). To compute the leading term F ′N in EF 2N
we introduce the short-hand notations
(4.43) g(z) :=
2
π
zmφ(z)∂η∂zfC(z), A(z) :=
√
N
(
〈x, G(z)x〉 − φ 12mG(z)
)
to write
F ′N :=
1
N
E
(
ℑ
∫
R
∫ 10
η0
g(z)A(z) dηdx
)2
.
We will often use the following identity for any z, w ∈ C:
(4.44) (ℑz)(ℑw) = 1
2
ℜ(zw − zw).
Thanks to (4.44) we write
(4.45) F ′N =
1
2N
ℜ
x
R
10x
η0
[
g(z)g(z′)E (A(z)A(z′))− g(z)g(z′)E (A(z)A(z′)) ] dηdη′dxdx′,
where we used that X(z) = X(z) and g(z) = g(z). In the following we use the short notation
G = G(z), G′ = G(z′).
To study the expectation of A(z)A(z′), we consider
A(z)A(z′) =N
(
M∑
i,j=1, i 6=j
xiGijxj +
M∑
i=1
(
|xi|2 − 1√
MN
)
Gii
)
×
(
M∑
l,k=1, l 6=k
xlG
′
lkxk +
M∑
l=1
(
|xl|2 − 1√
MN
)
G′ll
)
.
The conditional expectation E1 = E(·|X) conditioned on the matrixX gives
E1(A(z)A(z
′)) =
1
φN
M∑
i,j=1, i 6=j
(
GijG
′
ji + |σ2|2GijG′ij
)
+
σ4 − 1
M
M∑
i=1
GiiG
′
ii
=
1
φN
M∑
i,j=1, i 6=j
(
GijG
′
ji + |σ2|2GijG′ij
)
+ (σ4 − 1)mφ−1(z)mφ−1(z′)
+O≺
(
1
|zz′| 12
(
1√
Nη
+
1√
Nη′
+
1
N
√
ηη′
))
,(4.46)
where we used that Ex2i = EX˜
2
i1 =
σ2√
MN
and E|xi|4 = E|X˜i1|4 = σ4MN for each i = 1, . . . ,M . In the
last step we also used (4.11).
To continue with the study of the fluctuation termwe need to find an expression for 1
φN
∑M
i,j=1, i 6=j GijG
′
ji
and 1
φN
∑M
i,j=1, i 6=j GijG
′
ij in terms ofmφ andmφ−1 .
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Lemma 4.6. For z = x+ iη, z′ = x′ + iη′, η, η′ > η0, with |z −
√
φ| ≤ 10 and |z′ −√φ| ≤ 10, it
holds
(4.47)
1
φN
M∑
i,j=1
i6=j
GijG
′
ji =
zz′mφ(z)mφ(z′)mφ−1(z)2mφ−1(z′)2
1− zz′mφ(z)mφ(z′)mφ−1(z)mφ−1(z′) +O≺
(
Ψ
|zz′| 12
)
,
(4.48)
1
φN
M∑
i,j=1
i6=j
GijG
′
ij =
|σ2|2zz′mφ(z)mφ(z′)mφ−1(z)2mφ−1(z′)2
1− |σ2|2zz′mφ(z)mφ(z′)mφ−1(z)mφ−1(z′) +O≺
(
Ψ
|zz′| 12
)
,
where
Ψ :=
1
η + η′
(
1√
Nηη′2
+
1√
Nη2η′
+
1
Nηη′
)
.
Proof. To prove this lemma we change our point of view and we study the linearized problem. We
remark that (4.47), being a tracial quantity, could still be analyzed without linearization, but (4.48)
cannot. For brevity we use the proof with linearization for both cases.
Let the [(N − 1) +M ]× [(N − 1) +M ] matrixH be defined as
(4.49) H :=
(
0 X∗
X 0
)
.
We introduced this bigger matrixH to studyW , sinceH has the advantage that all nonzero elements
are i.i.d. random variables (modulo symmetry) and it carries all information on the matrices W =
X∗X andXX∗ we are studying. Indeed,H2 with diagonal blocksX∗X andXX∗ has the same non
zero spectrum asW (with double multiplicity).
To prove (4.47) we define the resolvents
(4.50) G(z) := (H2 − z)−1 and G(ζ) := (H− ζ)−1.
Note that
(4.51) G(z) = 1
2
√
z
·
(
1
H−√z −
1
H +√z
)
=
1
2
√
z
· (G(√z)−G(−√z)) ,
where we chose the branch of
√
z which lies in H.
In the following we state some fundamental properties of the Gram matrixH and of its resolvent
G (for a detailed description see [2] and [3]). Let m1, m2 : H → H be the unique solutions of the
system
(4.52)
{
− 1
m1
= ζ + φ
1
2m2,
− 1
m2
= ζ + φ−
1
2m1.
Then, for each ζ ∈ H (see [3]) we have
|Gij(ζ)− δijm1(ζ)| ≺ 1√
Nℑζ , i, j = 2, . . .N,
|Gij(ζ)− δijm2(ζ)| ≺ 1√
Nℑζ , i, j = N + 1, . . . , N +M.
(4.53)
Notice that if z = x + iη is such that ζ2 = z then 1√
Nℑζ .
1√
Nη
. Indeed, ℑζ = ηℜζ & η, since
|ζ | . 1 under the hypothesis |z − √φ| ≤ 10 and (2.3). Hence all along the proof we will estimate
the error terms only in terms of η. We will use ζ as the argument of the resolvent G, with ζ =
√
z.
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In particular m1 and m2 are Stieltjes transforms of symmetric probability measures on R, whose
support is contained in [−2φ 14 , 2φ− 14 ] (see Theorem 2.1 in [1]). Furthermore, we have that
(4.54) mφ(z) =
m1(ζ)
ζ
, mφ−1(z) =
m2(ζ)
ζ
and they are related in the following way:{ − 1
mφ(z)
= z + zφ
1
2mφ−1(z)
− 1
m
φ−1 (z)
= z + zφ−
1
2mφ(z).
(4.55)
By (4.54), using that an analogue of (3.5) holds substituting φ with φ−1 (see proof of Lemma 3.2 in
Appendix A), we have that
(4.56) |φ− 14m1(z)| ≤ 1− cη, |φ 14m2(z)| ≤ 1− cη.
Next, we use a resolvent expansion to express the resolvents of H and H2 in terms of resolvents
of their minors. For each T ⊂ {2, . . . , N +M} we define
(4.57) G[T ](z) :=
((H[T ])2 − z)−1 and G[T ](ζ) := (H[T ] − ζ)−1,
whereH[T ] is the matrixH with the rows and columns labeled with T set to zero:
(4.58)
(H[T ])
ij
:= 1(i /∈ T )1(j /∈ T )Hij.
Let γij denote the entries of the matrix H, i.e. γij = Xij for i = N + 1, . . . N +M , j = 2, . . . , N ,
γij = γji for i = 2, . . . , N , j = N +1, . . . N +M and γij = 0 otherwise. From now on we abandon
the convention in Remark 2.1 about Greek letters for columns indices and we use only i, j, k, . . . We
use the one sided expansion for the resolvent ofH, i.e. for each i 6= j we have
(4.59) Gij = −Gii
N+M∑
k=2
k 6=j
G
[j]
ik γkj.
Notice that here G[j]ik is independent of γkj sinceH has independent elements.
By the definition of H2 and (4.51), using the identification ζ = √z choosing the branch of √z
which lies in H, it follows that
1
N
M∑
i,j=1
i6=j
GijG
′
ji =
1
N
N+M∑
i,j=N+1
i6=j
Gij(z)Gji(z′)
=
1
N
N+M∑
i,j=N+1
i6=j
1
4ζζ ′
(G(ζ)ijG(ζ
′)ji −G(ζ)ijG(−ζ ′)ji)
+
1
N
N+M∑
i,j=N+1
i6=j
1
4ζζ ′
(G(−ζ)ijG(−ζ ′)ji −G(−ζ)ijG(ζ ′)ji) .
(4.60)
We introduce the shorthand notation Gij := Gij(ζ), G′ij := Gij(ζ
′). By (4.53), for any i, j, k all
distinct, it holds
(4.61) Gik = G
[j]
ik +
GijGjk
Gjj
= G
[j]
ik +O≺
(
1
Nη
)
.
We now derive a self consistent equation for
∑
i 6=j GijG
′
ji, that is the first term in the second equality
of (4.60).
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For this purpose, we start proving that
∑
i 6=j GijG
′
ji is close to
∑
i 6=j EjGijG
′
ji where Ej(·) :=
E(·|H[j]) denotes the conditional expectation with respect to the matrixH[j]. This result is a special
case of the fluctuation averaging analysis presented in [9], in fact its very elementary version given
in Proposition 6.1 of [9] suffices. No other input from the technically involved paper [9] is used for
the proof of (4.62). More precisely, for any fixed i, we have the bound
(4.62)
1
N
N+M∑
j=N+1
j 6=i
(1− Ej)GijG′ji = O≺
(
1√
Nη
1√
Nη′
(
1√
Nη
+
1√
Nη′
))
.
In particular, (4.62) shows that the operator (1−Ej) reduces the naive size of 1N
∑
i 6=j GijG
′
ji coming
from (4.53) by an additional factor 1/
√
Nη + 1/
√
Nη′. Indeed, by [9, Eq. (4.5)], the left hand side
of (4.62) is exactly the left hand side of [9, Eq. 6.1] after the associations a = (i), µ = (j),
w(a) = w(i) = N−1, F = {j} and ∆ being the graph of degree deg(∆) = 2 corresponding to
GijG
′
ji. Now we explain the single modification in the proof of Proposition 6.1 in [9] that leads to
(4.62).
We recall that the main strategy in the proof of Proposition 6.1 in [9] is to compute the p-th moment
of the sum
∑
j(1−Ej)GijG′ji. Expanding the p-th power yields a p-fold summation
∑
j1,j2,...,jp
. For
any fixed choice of these indices, we successively expand the resolvent entries as much as possible,
in order to create factors partially independent of each other using the resolvent expansion (4.61)
for terms of the form G[T ]ik , with i, k /∈ T , and its analogues for 1/G[T ]ii from [9, Eq. (3.13)]. Here
the set T is a subset of the actual summation indices j1, j2, . . . , jp. After taking the expectation and
using that E(1− Ej) = 0, a simple power counting shows that only those terms remain nonzero that
have many resolvent factors. Then, after that each factor is expanded as described above, we use the
bound |Gij(z)| ≤ 1/
√
Nℑz, given by the local law in (4.53) for i 6= j. In particular, in the proof
of Proposition 6.1 in [9] the resolvent expansions and the bounds given by the local law are used
only for single resolvent entries. Hence, the proof of Proposition 6.1 [9] works verbatim for our case
when different spectral parameter are considered, just in the estimates the different η’s have to be
carried. As a consequence, the error term in the r.h.s of (4.62), in contrast to its analogue in [9, Eq.
(6.1)], contains both η and η′, i.e. the error term is of the form 1/
√
N3η2η′ + 1
√
N3ηη′2.
By (4.62), (4.59) and the local laws in (4.53) we get
1
N
N+M∑
i,j=N+1
j 6=i
GijG
′
ji =
1
N
m2(ζ)m2(ζ
′)
N+M∑
i,j=N+1
j 6=i
Ej
N+M∑
k=2
k 6=j
G
[j]
ik γkj

N+M∑
l=2
l 6=j
γjlG
′[j]
li

+O≺ ((η + η′)Ψ)(4.63)
=
1
N
√
MN
m2(ζ)m2(ζ
′)
N+M∑
i,j=N+1
j 6=i
N∑
k=2
G
[j]
ikG
′[j]
ki +O≺ ((η + η′)Ψ) .
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Note that we used (4.54) and (4.56) to estimate the error terms. Using (4.61) the resolvent expansion
in (4.59) and fluctuation averaging (4.62) again, (4.63) becomes
1
N
N+M∑
i,j=N+1
j 6=i
GijG
′
ji =
√
φ
N
m2(ζ)m2(ζ
′)
N+M∑
i=N+1
N∑
k=2
GikG
′
ki +O≺ ((η + η′)Ψ)
=
√
φ
N
m2(ζ)m2(ζ
′)
N+M∑
i=N+1
N∑
k=2
EkGikG
′
ki +O≺ ((η + η′)Ψ)
=
1
N
m1(ζ)m1(ζ
′)m2(ζ)m2(ζ ′)
N+M∑
i,p=N+1
p 6=i
GipG
′
pi
+ φm1(ζ)m1(ζ
′)m2(ζ)2m2(ζ ′)2 +O≺ ((η + η′)Ψ) .
(4.64)
Solving this equation, we conclude that
(4.65)
1
N
N+M∑
i,j=N+1
i6=j
GijG
′
ji =
φm1(ζ)m1(ζ
′)m2(ζ)2m2(ζ ′)2
1−m1(ζ)m1(ζ ′)m2(ζ)m2(ζ ′) +O≺ (Ψ) .
In estimating the error term we used a lower bound for the denominator. Indeed, using (4.54) and
(4.56), we have that
(4.66) |1−m1(ζ)m1(ζ ′)m2(ζ)m2(ζ ′)| ≥ 1− |m1(ζ)m1(ζ ′)m2(ζ)m2(ζ ′)| & (η + η′).
Notice that in the right hand side of (4.65) the deterministic term depends only on m1 and m2.
Moreover, using the notation Ĝ(ζ) := (−H − ζ)−1 and that m1 and m2 are Stieltjes transforms of
symmetric distributions, by (4.53) we have that∣∣∣Ĝij(ζ)− δijm1(ζ)∣∣∣ ≺ 1√
Nη
, i, j = 2, . . . , , N(4.67) ∣∣∣Ĝij(ζ)− δijm2(ζ)∣∣∣ ≺ 1√
Nη
, i, j = N + 1, . . . , N +M.(4.68)
In (4.67) and (4.68) we used that ℑζ & η. This means that the leading order deterministic term of
each term in (4.60) is exactly the same. Hence, combining (4.60), (4.65) and (4.54) we conclude
(4.47). The proof of (4.48) is analogous. 
Before proceeding, we recall that fC(z) is supported in [a, b] × [−10, 10], where a = γ− − 3,
b = γ+ + 3 and γ−, γ+ are the spectral edges. Furthermore, we recall that, by (4.22), wφ =
−zmφ(z)mφ−1(z), where wφ(z) is the Stieltjes transform of the Wigner semicircle law centered at
φ
1
2 + φ−
1
2 , hence wφ(z) is a solution of the self consistent equation (4.21).
We now plug (4.46)–(4.48) into the integral in (4.45). Integrating the error terms in (4.46)–(4.48)
and using that |g(z)| ≤ C|z| 12 (see (3.5) and (4.4)) we get an error term of the magnitudeN− 76 . The
denominators in (4.47) and (4.48) are expanded into geometric series whose convergence follows
from (4.54) and (4.66). Hence, using (4.22), we conclude that if σ2 = 0 then (4.45) assumes the
following form
F ′N =
1
2N
ℜ
bx
a
10x
η0
[
g(z)g(z′)mφ−1(z)mφ−1(z
′)
∑
k≥1
[
wφ(z)wφ(z
′)
]k
− g(z)g(z′)mφ−1(z)mφ−1(z′)
∑
k≥1
[
wφ(z)wφ(z
′)
]k]
dηdη′dxdx′
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+
σ4 − 1
N
(
ℑ
∫ b
a
∫ 10
η0
g(z)mφ−1(z) dηdx
)2
+O≺
(
N−
7
6
)
=
1
N
∑
k≥1
(
ℑ
∫ b
a
∫ 10
η0
g(z)mφ−1(z)wφ(z)
k dηdx
)2
(4.69)
+
σ4 − 1
N
(
ℑ
∫ b
a
∫ 10
η0
g(z)mφ−1(z) dηdx
)2
+O≺
(
N−
7
6
)
.
Substituting the expression of g (see (4.43)) in (4.69) we have
F ′N =
1
N
∑
k≥2
(
2
π
ℑ
∫ b
a
∫ 10
η0
wφ(z)
k∂η∂zfC(z) dηdx
)2
+
σ4 − 1
N
(
2
π
ℑ
∫ b
a
∫ 10
η0
wφ(z)∂η∂zfC(z) dηdx
)2
+O≺
(
N−
7
6
)
.
(4.70)
We start computing the last integral in (4.70):(
2
π
ℑ
∫ b
a
∫ 10
η0
wφ(z)∂η∂zfC(z) dηdx
)2
=
(
1
π
ℑ
∫ b
a
wφ(x)f
′(x) dx
)2
+O≺
(
N−
1
6
)
,
where we used Lemma 4.4 and
(4.71)
∂ηfC(z0)
i
= ∂xfC(z0) +O(η0) = f ′(x) +O≺(η0),
where z0 = x+ iη0. Furthermore, using Lemma 4.4 and (4.71) once more, we have
1
N
∑
k≥2
(
2
π
ℑ
∫ b
a
∫ 10
η0
wφ(z)
k∂η∂zfC(z) dηdx
)2
(4.72)
=
1
N
∑
k≥2
(
1
π
ℑ
∫ b
a
wφ(z0)
k∂ηfC(z0)
i
dx
)2
+O≺
(
N−
7
6
)
=
1
N
∑
k≥0
(
1
π
ℑ
∫ b
a
wφ(z0)
k∂ηfC(z0)
i
dx
)2
− 1
N
(
1
π
ℑ
∫ b
a
wφ(z0)
∂ηfC(z0)
i
dx
)2
− 1
N
(
1
π
ℑ
∫ b
a
∂ηfC(z0)
i
dx
)2
+O≺
(
N−
7
6
)
=
1
N
∑
k≥0
(
1
π
ℑ
∫ b
a
wφ(z0)
k∂ηfC(z0)
i
dx
)2
−
(
1
π
ℑ
∫ b
a
wφ(x)f
′(x) dx
)2
+O≺
(
N−
7
6
)
.
In the last equality we used that ℑ∂ηfC(z0)
i
= O≺(η0) by (4.71). We want to use the same approxi-
mation in the first integral as well. However, the geometric series converges only slowly, so we need
to ensure summability. The following lemma prepares us for that (see Lemma 3.7 in [10]).
Lemma 4.7. There exists an N-independent constant C > 0 such that for z0 = x + iη0 and z
′
0 =
x′ + iη0, with 0 < η0 ≤ 12 , it holds
(4.73)
bx
a
dxdx′
|1− wφ(z0)wφ(z0′)| +
bx
a
dxdx′
|1− wφ(z0)wφ(z′0)|
≤ C| log η0|.
FLUCTUATIONS FOR LINEAR EIGENVALUE STATISTICS OF SAMPLE COVARIANCE MATRICES 19
Combining (4.70)-(4.72) and Lemma 4.7, using (4.44) again, we conclude that
F ′N =
1
2Nπ2
ℜ
bx
a
(
1
1− wφ(z0)wφ(z0′) −
1
1− wφ(z0)wφ(z′0)
)
f ′(x)f ′(x′) dxdx′
+
σ4 − 2
N
(
1
π
ℑ
∫ b
a
wφ(x)f
′(x) dx
)2
+O
(
N−
7
6
)
.(4.74)
After some computations using (4.21) we have that
ℜ
(
1
1− wφ(z0)wφ(z0′) −
1
1− wφ(z0)wφ(z′0)
)
= ℜ
(
2iℑwφ(z′0)
φ
1
2 + φ−
1
2 − z0 − 2ℜwφ(z′0)− wφ(z′0)(|wφ(z′0)|2 − 1)
)
.
(4.75)
For small η0 and (x, x′) outside the square [γ−, γ+]2 the integral of (4.75) is negligible. Indeed,
outside [γ−, γ+]2 we have that 1−|wφ(z)|2 ≍ √κx + η by Lemma 3.6 in [6], where κx = min{|γ+−
x|, |γ− − x|}.
For (x, x′) ∈ [γ−, γ+]2 and small η0 we have
ℜ
(
2iℑwφ(z′0)
φ
1
2 + φ−
1
2 − z0 − 2ℜwφ(z′0)− wφ(z′0)(|wφ(z′0)|2 − 1)
)
=
η0
√
(x′ − γ−)(γ+ − x′)
(x− x′)2 + η20
+O≺(η0).
(4.76)
The expression η0
(x−x′)2+η20
acts like πδ(x′ − x) for small η0, hence for each h ∈ L2
lim
η→0
∫
R
η
(x− x′)2 + η2h(x
′) dx′ = πh(x)
in L2-sense. Working out an effective error term for h ∈ H1 and using the explicit expression in
(4.76), by (4.74), we conclude that
F ′N =
1
2πN
∫ γ+
γ−
f ′(x)2
√
(x− γ−)(γ+ − x) dx
+
σ4 − 2
N
(
1
π
∫ γ+
γ−
1
2
f ′(x)
√
(x− γ−)(γ+ − x) dx
)2
+O
(
N−
7
6
)
.
This computation gives the explicit expression of Vf in (2.9) for σ2 = 0.
When σ2 6= 0 we have to consider (4.48) and so, using a similar analysis, we have to add the
following term in the expression of F ′N in (4.69)
(4.77)
1
2Nπ2
ℜ
x
R
f ′(x)f ′(x′)
( |σ2|2wφ(z0)2wφ(z0′)2
1− |σ2|2wφ(z0)wφ(z0′) −
|σ2|2wφ(z0)2wφ(z′0)2
1− |σ2|2wφ(z0)wφ(z′0)
)
dxdx′.
For the special case |σ2| = 1 the expressions in (4.47) and (4.48) are exactly the same, hence
we define Vσ2 := Vf,1. This holds true in particular for the case X ∈ RM×(N−1) when σ2 = 1
automatically.
If |σ2| < 1, instead, we define Vσ2 in the following way
(4.78) Vσ2 :=
1
2π2
ℜ
x
R
f ′(x)f ′(x′)
(
|σ2|2wφ(x)2wφ(x′)2
1− |σ2|2wφ(x)wφ(x′)
− |σ2|
2wφ(x)
2wφ(x
′)2
1− |σ2|2wφ(x)wφ(x′)
)
dxdx′,
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that is close to (4.77) by an O(η0) error using that |wφ(z0)−wφ(x)| . η0[(x− γ−)(γ+− x)]− 12 and
|1− |σ2|2wφ(x)wφ(x′)| ≥ 1− |σ2|2. Notice that from (4.78) easily follows that Vσ2 ≥ 0. Indeed
Vσ2 =
∑
k≥0
(
1
π
ℑ
∫ b
a
f ′(x)(|σ2|wφ(x))k+2 dx
)2
.
5. COMPUTATION OF THE HIGHER ORDER MOMENTS OF FN
In this section we compute the higher order moments of
FN = − 1√
N
ℑ
∫
R
∫ 10
η0
g(z)A(z) dηdx+O≺(η0),
where g(z) and A(z) are defined in (4.43). We remark that for the proof of the normality of FN
it would be sufficient to show that the quadratic form 〈x, G(z)x〉 has a Gaussian fluctuation condi-
tioned on G and then separately show that the quadratic variation ofG is negligible. Here we follow
a more robust path that gives an effective control on all higher moments as well without essentially
no extra effort since the fluctuation averaging mechanism used already in the proof of Lemma 4.6
directly extends to higher moments. Thus, using a similar approach to the one we used to compute
the variance of FN , we start computing
E[A(z1) . . .A(zk)]
for any k ∈ N and zl ∈ C \ R, with l = 1, . . . , k. We recall that E1 := E(·|X) is the conditional
expectation conditioned on the matrix X . This leads to products of cyclic expressions of the form
Gj1j2Gj2j3 . . . Gjk−1jk .
Notation. A multiple summation with a star
∑∗
j1,...,jk
indicates that the sum is performed over
distinct indices.
In the following we prove that the leading order term of the k-th moment of FN is given by cycles
of length two, hence cyclic products with at least three terms are actually of lower order:
Lemma 5.1. For closed cycles of length k > 2 we have that
(5.1) N−
k
2
M ∗∑
j1,...,jk=1
Ej1+N
(
G
(1)
j1j2
. . . G
(k−1)
jk−1jk
G
(k)
jkj1
)
≺ |z1 . . . zk|
− 1
2
(maxa ηa)
√
Nη1 . . . ηk
k∑
a=1
1√
ηa
,
and for open cycles of any length k > 1 we have that
(5.2) N−
k+1
2
M ∗∑
j1,...,jk=1
Ej1+N
(
G
(1)
j1j2
. . . G
(k−1)
jk−1jk
)
≺ |z1 . . . zk|
− 1
2√
Nη1 . . . ηk−1
k∑
a=1
1√
ηa
,
where G(l) := G(zl), zl ∈ C \ R with ηl = |ℑzl| for l = 1, . . . , k and Ej1+N := E(·|H[j1+N ]), with
H[j1+N ] defined in (4.58). Moreover, the same bounds hold true when any of the G(l) are replaced
by their transposes or Hermitian conjugates.
Proof. The proof is similar to the proof of Lemma 4.1 in [10], so we will skip some details. However,
an additional step in needed, see (5.9) later.
We start proving (5.1) for the case X ∈ RM×(N−1). We will actually prove that
N−
k
2
M ∗∑
j1,...,jk=1
Ej1+N (G
(1)
j1j2
. . . G
(k−1)
jk−1jk
G
(k)
jkj1
) .
N ǫ|z1 . . . zk|− 12
(η1 + ηk)
√
Nη1, . . . , ηk
k∑
a=1
1√
ηa
,
for any ǫ > 0, which implies (5.1) by the definition of ≺ in Definition 4.2.
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We use linearization again to express the resolvents G(1), . . . , G(k) of the matrixXX∗ in terms of
the resolventsG(1), . . . ,G(k) of the linearized matrixH.
(5.3)
M ∗∑
j1,...,jk=1
Ej1+N
(
G
(1)
j1j2
. . . G
(k−1)
jk−1jk
G
(k)
jkj1
)
=
N+M ∗∑
i1,...,ik=N+1
Ei1
(
G(1)i1i2 . . .G(k−1)ik−1ikG
(k)
iki1
)
,
where G(l) = (H2 − zl)−1, im = jm +N . We write each G(l) in the r.h.s. of (5.3) as
(5.4) G(zl) = 1
2ζl
· (G(ζl)−G(−ζl)) ,
with ζ2l = zl (see (4.51)). We have to find a self consistent equation for each term in the right-hand
side of (5.3) after rewriting it using (5.4). We start with
N−
k
2
N+M ∗∑
i1,...,ik=N+1
Ei1
(
G
(1)
i1i2
. . .G
(k−1)
ik−1ik
G
(k)
iki1
)
.
Using the resolvent identity G(1) = 1
ζ1
[H(1)G(1) − 1] we get
N−
k
2
N+M ∗∑
i1,...,ik=N+1
Ei1
(
G
(1)
i1i2
. . .G
(k−1)
ik−1ik
G
(k)
iki1
)
=
1
N
k
2 ζ1
N+M ∗∑
i1,...,ik=N+1
N+M∑
n=2
Ei1
(
γi1nG
(1)
ni2
. . .G
(k−1)
ik−1ik
G
(k)
iki1
)
,
(5.5)
where γij , with i, j ∈ {2, . . . , N +M}, are the entries of the big matrixH.
We use the standard cumulant expansion
Ehf(h) = EhEf(h) + Eh2Ef ′(h) +O
(
E
∣∣∣h31(|h| > N τ− 12 )∣∣∣ ‖f ′′‖∞)
+O
(
E|h|3 sup
|x|≤Nτ−12
|f ′′(x)|
)
,
(5.6)
where f is any smooth function of a real random variable h, such that the expectations exist and
τ > 0 is arbitrary (see [14]). This yields
Ei1
(
γi1nG
(1)
ni2
. . .G
(k−1)
ik−1ik
G
(k)
iki1
)
=
1√
MN
Ei1
(
∂G
(1)
ni2
∂γi1n
G
(2)
i2i3
. . .G
(k)
iki1
)
(5.7)
+
1√
MN
k∑
a=2
Ei1
(
∂G
(a)
iaia+1
∂γi1n
G
(1)
ni2
k∏
a6=b=2
G
(b)
ibib+1
)
+R,
where ik+1 = i1 and R is the error term resulting from the cumulant expansion.
Using the expression for the derivative of the resolvent
∂Gij
∂γkl
= −GikGlj +GilGkj
1 + δkl
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and the local law by (4.53) for the resolvent of the Gram matrix H, summing over n, the first term
of the right hand side of (5.7) becomes
− 1√
MN
N∑
n=2
(
G
(1)
ni1
G
(1)
ni2
+G(1)nnG
(1)
i1i2
)
G
(2)
i2i3
. . .G
(k)
iki1
= −φ− 12m1(ζ1)G(1)i1i2 . . .G(k)iki1 +O≺
(
1
N
k
2
+ 1
2
√
ηη1
)
,
(5.8)
with n 6= i1, i2 and η := η1 . . . ηk. If n is equal to i1 or i2 we use the trivial bound.
Using the same computations of Lemma 4.1 in [10], if a 6= k the second term of the right-hand side
of (5.7) can be estimated by
−
(
G
(a)
iai1
G
(a)
nia+1
+G
(a)
ianG
(a)
i1ia+1
)
G
(1)
ni2
k∏
a6=b=2
G
(b)
ibib+1
≺ 1
N
k
2
√
ηηa
and if n /∈ {i1, . . . , ik} this bound can be improved to
−
(
G
(a)
iai1
G
(a)
nia+1
+G
(a)
ian
G
(a)
i1ia+1
)
G
(1)
ni2
k∏
a6=b=2
G
(b)
ibib+1
≺ 1
N
k
2
+ 1
2
√
ηηa
.
Finally, for the case a = k we have
−
(
G
(k)
iki1
G
(k)
ni1
+G
(k)
ikn
G
(k)
i1i1
)
G
(1)
ni2
. . .G
(k−1)
ik−1ik
.
Here an additional argument is needed compared to [10]. To get a similar expression to (5.8) we
need to have that all the indices of the resolvents in the previous expression are in the set {N +
1, . . . , N +M}, but this is not the case since n ∈ {2, . . . , N}. Hence using a fluctuation averging
for
∑N
n=2G
(k)
ikn
G
(1)
ni2
and the one side resolvent expansion in (4.59) as in (4.64) in the proof of Lemma
4.6 we get
− 1√
MN
N∑
n=2
−
(
G
(k)
iki1
G
(k)
ni1
+G
(k)
ikn
G
(k)
i1i1
)
G
(1)
ni2
. . .G
(k−1)
ik−1ik
(5.9)
= −m1(ζ1)m1(ζk)m2(ζk)
N+M∑
m=N+1
G
(1)
mi2
. . .G
(k)
ikm
+O≺
(
1
N
k
2
+ 1
2
√
ηηk
)
.
Furthermore, following the proof of Lemma 4.1 in [10] for the estimate of the error we obtain that
(5.10) R ≺
k∑
a=1
N ǫ√
Nηηa
.
Hence, using zl = ζ2l for l = 1, . . . , k, combining (5.3) and (5.7)-(5.10) we conclude
N−
k
2
N+M ∗∑
i1,...,ik=N+1
Ei1
(
G
(1)
i1i2
. . .G
(k−1)
ik−1ik
G
(k)
iki1
)
=
m2(ζ1)
m1(ζ1)m1(ζk)m2(ζ1)m2(ζk)− 1 · O≺
(
k∑
a=1
N ǫ√
Nηηa
)
= O≺
(
k∑
a=1
N ǫ
(η1 + ηk)
√
Nηηa
)
,
(5.11)
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where in the last equality we used (4.66) and, since (3.5) holds true also substituting φ with φ−1
(see proof of Lemma 3.2 in Appendix A), that |m2| ≤ φ− 14 ≤ 1 to estimate the error. With these
computations we conclude the estimate of the first term in the right-hand side of (5.3). Notice that
the estimate of the error in (5.11) depends only on the Stieltjes transformsm1 andm2, hence, using
a similar argument as in the proof of Lemma 4.6, we conclude that all the terms in the right-hand
side of (5.3) give the same contribution. This concludes the proof of (5.1).
The proof of (5.2), using the equality in (5.4), is exactly the same of (5.1) using that for the case
a = k − 1 we have the following estimate
−
(
G
(k−1)
ik−1i1
G
(k−1)
nik
+G
(k−1)
ikn
G
(k−1)
i1ik
)
G
(1)
ni2
. . .G
(k−2)
ik−2ik−1
≺ 1
N
k
2
√
ηηk−1
.
Hence we have that
N−
k+1
2
N+M∑
i1,...,ik=N+1
Ei1
(
G
(1)
i1i2
. . .G
(k−1)
ik−1ik
)
= O≺
(
k∑
a=1
N ǫ√
Nηηa
)
.
The previous expression only depends onm2 and so using the same argument as before we conclude
the proof of (5.2).
The proof for X ∈ CM×(N−1) is omitted since is similar to the real case after replacing the
cumulant expansion by its complex variant (Lemma 7.1 in [12]). 
Notice that the estimates of Lemma 5.1 hold also without the expectation:
Corollary 5.2. Under the hypotheses of Lemma 5.1, we have that for closed cycles of length k > 2
(5.12) N−
k
2
M ∗∑
j1,...,jk=1
G
(1)
j1j2
. . . G
(k−1)
jk−1jk
G
(k)
jkj1
≺ |z1 . . . zk|
− 1
2
(maxa ηa)
√
Nη1 . . . ηk
k∑
a=1
1√
ηa
,
and for open cycles of length k > 1
(5.13) N−
k+1
2
M ∗∑
j1,...,jk=1
G
(1)
j1j2
. . . G
(k−1)
jk−1jk
≺ |z1 . . . zk|
− 1
2√
Nη1 . . . ηk−1
k∑
a=1
1√
ηa
Proof. First, we recall that G(z), z ∈ C \ R, is the resolvent of the linearized matrix H. In order to
prove the bounds (5.12)–(5.13), we rely on [9, Proposition 6.1] with exactly the same modification
as in the proof of (4.62), i.e. the case when different resolvent factors G may have different spectral
parameters. In particular, for any fixed and distinct i2, . . . , ik, the quantity
(5.14)
1
N
N+M ∗∑
i1=N+1
(1− Ei1)G(1)i1i2 . . .G
(k−1)
ik−1ik
G
(k)
iki1
,
is smaller than the bound given by the local law of an additional factor 1/
√
Nη1 + · · ·+ 1/
√
Nηk.
Hence, the bounds in (5.12) and (5.13) follow by Lemma 5.1, using the relation (5.4) and that
Gij = GN+i,N+j for i, j = 1, . . . ,M . 
The following lemma shows that the leading order terms of E1A(z1) . . . A(zk) are the cycles of
length two (see the proof of Lemma 4.3 in [10]).
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Lemma 5.3. For each k ≥ 2 and z1, . . . , zk ∈ C with |ℑzl| = ηl > 0 we have that
E1A(z1) . . .A(zk) =
∑
π∈P2([k])
∏
{a,b}∈π
E1(A(za)A(zb))
+O≺
(
|z1 . . . zk|− 12√
Nη1 . . . ηk
∑
a6=b
1
(ηa + ηb)
√
ηa
)
,
(5.15)
where [k] := {1, . . . , k} and P2(L) is the set of pairings of the set L.
By Lemma 5.3 we conclude that
E
[
−ℑ
∫
R
∫ 10
η0
g(z)A(z) dηdx
]k
=
∑
π∈P2([k])
(2Vf,1 + (σ4 − 1)Vf,2) k2 +O≺
(
(N−
7
6
)
= (k − 1)!!(2Vf,1 + (σ4 − 1)Vf,2) k2 +O≺
(
N−
7
6
)
,
(5.16)
if k is even and
(5.17) E
[
−ℑ
∫
R
∫ 10
η0
g(z)A(z) dηdx
]k
= O≺
(
N−
7
6
)
if k is odd. If X ∈ CM×(N−1), following the same argument, we find
E
[
−ℑ
∫
R
∫ 10
η0
g(z)A(z) dηdx
]k
= (k − 1)!!(Vf,1 + |σ2|2Vσ2 + (σ4 − 1)Vf,2)
k
2 +O≺
(
N−
7
6
)
.
In this way we conclude the computations of the moments for each k ≥ 1 and so with this result
we have shown that the random variable
√
N(fN − Ωf ) converges in distribution to a Gaussian
random variable ∆f with mean zero and variance Vf and that any fixed moment of
√
N(fN − Ωf )
converges to the corresponding Gaussian moment with overwhelming probability at least at a rate
O
(
N−
1
6
+ǫ
)
.
APPENDIX A. PROOF OF LEMMA 3.2.
We recall that wφ(z) is the Stieltjes transform of the Wigner semicircle law centered in φ
1
2 + φ−
1
2
defined as in (4.20). By the proof of Lemma 3.7 in [10] and Lemma 3.6 in [6], for each z = x + iη
such that |z −√φ| ≤ 10, we have that
(A.1) c ≤ |wφ(z)| ≤ 1, |1− wφ(z)2| ≍
√
κx + η, ℑwφ(z) ≍
{√
κx + η ifx ∈ [γ−, γ+]
η√
κx+η
if x /∈ [γ−, γ+],
where κx = min{|γ+ − x|, |γ− − x|}, wφ(z) :=
√
φ(1 + zmφ−1(z)) and c > 0 is a constant
independent of φ.
Proof of Lemma 3.2. Let z˜ := zφ−
1
2 , taking the imaginary part of− 1
mφ
= z+ z˜mφ− (φ 12 −φ− 12 )
and − 1
z˜mφ
= φ
1
2 +mφ − 1z˜ (φ
1
2 − φ− 12 ) (see (2.6)), we get
(A.2)
ℑmφ
|mφ|2 = η + ℑ(z˜mφ),
ℑ(z˜mφ)
|z˜mφ|2 = ℑmφ +
φ− 1
|z|2 η.
Combining these equalities we obtain
|z˜|2|mφ|4 = 1−
|mφ|2 + φ−1|z|2
ℑmφ + η(φ−1)|z|2
η.
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By our hypotheses |z − √φ| ≤ 10 and φ ≥ 1, we have that η ≤ 10 and that there exists a constant
d > 0 independent of φ such that |z| ≤ d√φ. Furthermore, from (A.2) and ℑ(z˜mφ) = ℑwφ−1 ≤ 1
we have ℑmφ ≤ C|mφ|2, with C > 0 some constant independent of φ. We conclude that
|z˜|2|mφ|4 = 1−
|mφ|2 + φ−1|z|2
ℑmφ + η(φ−1)|z|2
η ≤ 1− 2c˜η,
for any φ ≥ 1. The above inequality proves the bound in (3.5).
Furthermore, since wφ(z) = −zmφ(z)mφ−1(z) by (4.22) and using that, by similar computations
substituting φ with φ−1, we have an upper bound as in (3.5) for |mφ−1| and that |wφ| ≥ c from (A.1),
we also obtain the lower bound in (3.5). Note that by a direct computation, substituting φ with φ−1,
we get a lower bound as in (3.5) also for |mφ−1|. Finally, since
1− w2φ(z) = 1− wφ(z)wφ−1(z) = zmφ(z) + zmφ−1(z) + z2mφ(z)mφ−1(z),
using (4.55) for zmφ−1(z) in the right-hand side, we get∣∣∣1− zφ− 12mφ(z)2∣∣∣ = |1− w2φ(z)||zmφ−1(z)| .
Hence, using (A.1) and that |mφ−1 | ≥ cφ− 14 |z|− 12 , we conclude
(A.3)
∣∣∣1− zφ− 12mφ(z)2∣∣∣ ≍ φ 14|z| 12 √κx + η.
This proves (3.7). Then, using (3.5), (A.3) and the explicit expression
mφ(z)
′ =
mφ(z)
2 +
mφ(z)
3
√
φ
1− z√
φ
mφ(z)2
,
obtained differentiating (2.6), we also get the bound in (3.6) for |mφ(z)′|.
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