








 DIPARTIMENTO DI INGEGNERIA E SCIENZA DELL’INFORMAZIONE
  













ARRAY THINNING THROUGH BINARY SEQUENCES 
 





















































































In  the  literature,  several  techniques  have  been  proposed  for  the  design  of 
thinned arrays with low sidelobes [1]‐[4]. In a chronological order, arrays were at 
first  thinned by deterministic  techniques, but no  significant advantages on  the 
PSL  reduction  have  been  obtained  over  random  approaches  [1].  Successively, 
stochastic  optimization  techniques  have  been widely  and  successfully  applied 
[3][4]. However, such techniques present high computational costs when applied 
to  large  arrays,  and  they  do  not  allow  a‐priori  estimates  of  the  expected 
performances for a given aperture size and thinning factor [2]. 
More  recently,  thinned  arrays  have  been  synthesized  by  exploiting  the 
autocorrelation  properties  of  binary  sequences  derived  from  Difference  Sets 
(DSs)  [2][5]. Such an approach has several advantages over  traditional  thinning 
techniques.  It  is computationally efficient and  its performances are predictable 
[2].  However,  DSs  exist  only  for  a  limited  subset  of  configurations,  and  their 
features cannot be exploited in a general way [2][5]. 
In  order  to  apply  the  same  strategy  to  a  wider  set  of  array  configurations, 
sequences which  are  sub‐optimal with  respect  to DSs  can  be  considered.  For 
instance, Almost Difference Sets  (ADSs)  [6] are good candidates  for  large array 




terms  of  beam‐pattern  features.  Selected  numerical  results  are  provided  to 
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at  fixed  known  sampling  points 
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where P  is the number of active elements  in the  lattice of array elements. As  it 
can be observed, the three‐level autocorrelation function of ADSs is close to the 
binary  autocorrelation  [2]  of  DSs.  Therefore,  it  is  expected  that  the  arrays 









whereM   identifies  the  mainlobe  region.  Unlike,  finite  linear  thinned  arrays 
based on DSs, a fixed PSL cannot be a‐priori determined, but the value of the PSL 
of an ADS array arrangement belongs to the following confidence range 
















































{ } 16,7,16,3329 28, 25, 22, 20, 18, 14, 13, 8, 6, 5, 4, 3, 2, 1, 0, ===== rLPDA .  
Figure  1(a)  shows  the  pictorial  representation  of  the  periodic  autocorrelation 
function  )(τΧ  of the characteristic sequence of  A . As expected,  )(τΧ  exhibits a 
three‐level behavior which, unlike DSs  (where the same  level behaviour  is kept 
































Despite such a  fact,  the radiation characteristics of ADS‐based  finite arrays still 
present  some  interesting  features  to  be  exploited  for  improving  the  array 
performances with respect  to  those of  the corresponding random arrays  [1] or 
DS‐based arrays  [2].   To evaluate such comparison,  the power pattern and  the 




























































optimal |–a(u)|2 - A
|–a(un)|2 - A










In  this  contribution, Almost Difference Sets are applied  to  the design of  linear 
thinned arrays with  low  sidelobes.  It  is numerically  shown  that  thinned arrays 
based on ADSs can exhibit a PSL which  is significantly better than that obtained 
by  corresponding  random  arrays,  and  is  comparable  (although  achievable  in  a 
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