Abstract-This paper studies the electric vehicle (EV) charging scheduling problem to match the stochastic wind power. Besides considering the optimality of the expected charging cost, the proposed model innovatively incorporates the matching degree between wind power and EV charging load into the objective function. Fully taking into account the uncertainty and dynamics in wind energy supply and EV charging demand, this stochastic and multistage matching is formulated as a Markov decision process. In order to enhance the computational efficiency, the effort is made in two aspects. Firstly, the problem size is reduced by aggregating EVs according to their remaining parking time. The charging scheduling is carried out on the level of aggregators and the optimality of the original problem is proved to be preserved. Secondly, the simulation-based policy improvement method is developed to obtain an improved charging policy from the base policy. The validation of the proposed model, scalability, and computational efficiency of the proposed methods are systematically investigated via numerical experiments.
I. INTRODUCTION

W
IND ENERGY is one of the most cost effective of all types of renewable energy and contributes significant part in the global energy generation. For example, the cumulative global wind capacity is increased by nearly 200 000 mW in the past five years [1] . However, due to its uncertain, intermittent and fluctuating nature, the wind energy utilization is far less than satisfactory. The efforts to improve the utilization of wind energy have been made in several aspects.
Firstly, the uncertain wind energy is usually regarded as a negative load and balanced by flexible generations, e.g., by thermal units with large ramping capacity [2] , [3] . However, the penetration level of the wind power is constrained by the ramping capacity of the generators. Secondly, the energy storage system (ESS) is used to regulate the variation of the renewable energy generation [4] , [5] . However, the deployments of large-scale ESS are limited due to the economic and technical barriers. Thirdly, with the development of smart grid, managing demands to follow supply attracts more interests. The advantage of this method is that controllable loads already present in the grid can be fully exploited. Among different dispatchable loads, electric vehicle (EV) is one of the most promising load types due to its significant elasticity in terms of charging. In this paper, we investigate how to optimize the charging schedules of EV loads to satisfy two objectives, i.e., maximally matching with stochastic wind power while minimizing the charging cost.
Many research works have been done to manage the EV charging behaviors in order to minimize the charging cost [6] or to coordinate with renewable energy [7] . The problem of scheduling EV charging load to follow the uncertain wind energy is still challenging due to the following difficulties.
First, the uncertainties in both sides of supply and demand. The uncertainty in the supply side lies in the fluctuation of the renewable energy supply. The uncertainty in the demand side lies in the EV charging requirement. As the individual driving behaviors are different, such as driving distance, departure and arrival time, and the required number and charging energy of EVs are uncertain. Second, time-dependent multistage decision. As there is a required deadline to finish charging for each EV, the charging process of the EV is time-dependent and the charging action in the current stage affects the future cost. Therefore, the charging decision should be made in multistage and coupled with the time-correlated renewable energy supply. Third, a large number of binary variables. The decision 1949 -3053 c 2015 IEEE. Translations and content mining are permitted for academic research only. Personal use is also permitted, but republication/ redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
variable of each EV at each stage is a binary variable (to charge or not to charge). If the number of the EVs is n, the size of the decision space would be 2 n which may face the curse of dimensionality to find the optimal solution. Driven by these challenges, we present an approach for this stochastic matching problem and make three main contributions.
First, the stochastic matching problem is formulated as a Markov decision process (MDP) model to capture the uncertainties in the supply and demand side. Besides considering the optimality of expected charging cost for economic benefits of the drivers, the proposed model innovatively incorporates the matching degree between supply and demand into the objective function to obtain flexible balancing. Second, in order to reduce the computational load for the large-scale EV charging system, we aggregate EVs by their remaining parking time to reduce the problem size. The charging schedule is carried out on the level of aggregators and the optimality of the original problem is proved to be preserved. Third, the simulation-based policy improvement (SBPI) method is developed to get a good enough charging policy from the greedy-based charging policy. Numerical examples show that the improved charging policy can reduce the impact of the wind energy fluctuation to the power grid and the proposed method can be applied to the schedule problem with large scale of EVs.
The rest of this paper is organized as follows. We formulate the problem in Section II, present the solution methodology in Section III, discuss the numerical results in Section IV, and briefly conclude in Section V.
II. PROBLEM FORMULATION
A. System Architecture
We consider the system consisting of wind farm, the conventional power plants (referred as thermal plants in this paper), a system coordinator, a set of time aggregators, and electrical vehicles, as depicted in Fig. 1 . The time aggregator is defined as the virtual agent for the current parked EVs and the EVs with the same remaining parking time will be classified into the same aggregator. Due to different driving behaviors of EVs, the number of the aggregators is time-variant. The information, such as the aggregate EV number, the aggregate constraints regarding the power and energy, will be collected and passed on to the coordinator by each aggregator. The wind farm will inform the coordinator of the prediction of the future wind energy. The schedule plans of the thermal plants will be provided to the coordinator. Based on the current and future information of the supply (wind farm and thermal plant) and the demand (EVs), the coordinator will dispatch the total charging power to each time aggregator to match the stochastic wind energy supply, while reducing the cost for purchasing thermal energy in case of insufficient wind energy supply. The time aggregator will select a certain amount of EVs to charge according to the dispatched power.
We consider the stochastic matching problem in the coordinator on a daily basis and discretize a day into 24 stages, each stage of which is 1 h. Note that when other granularity of time is used, our model can be applied similarly. The MDP is used to formulate this problem as the MDP is an effective tool for solving stochastic optimization problem [8] . The details of matching model and the corresponding elements of this MDP, e.g., state space, action space, system dynamics, and cost functions, are defined in the following section. The optimal selection rules for each time aggregator are provided as well.
B. Assumptions
To simplify the discussions, the following assumptions are made.
1) The charging power for each EV is the same and set to be constant. 2) The required charging energy for each parking event is proportional to the consuming energy during driving.
3) The consuming energy during driving is proportional to the driving distance. Assumption 1 is typically made in [9] and the constant power for charging can prolong the service time of the battery. Based on Assumptions 2 and 3, the charging energy for each EV can be obtained from estimating its driving distance and using the power consumption coefficient [7] .
C. State Space
In this paper, the system state is defined as
, where t = 1, 2, . . . , T is the stage index with T = 24, i = 1, 2, . . . , N is the EV index with total EV number denoted as N, L i t , and E i t is the remaining parking time and remaining required charging energy for the ith EV at the beginning stage t, and W t is the wind power generated by wind farm at stage t. L i t and E i t are defined as follows:
where I i (t) = 1 if the ith EV is parking at stage t, otherwise I i (t) = 0. The wind power generated from a wind turbine at stage t can be calculated using the following equation [10] :
where v t denotes the wind speed at stage t, v cutin denotes the cut-in speed, v cutout denotes cut-out speed, v rated denotes the rated speed, and W cap denotes the wind capacity.
D. Action Space
The control action at stage t is
where A is the action space and z i t , i = 1, 2, . . . , N is a binary variable that is defined as follows:
z i t = 1 if the ith EV is selected to be charged at stage t, otherwise z i t = 0. Thus, based on Assumption 1, the charging energy of the ith EV at stage t is z i t · P · t, where P denotes the constant charging power of the EV and t denotes the time interval.
E. System Dynamics
Given the system state S t and action A t , the system dynamics are depicted as follows:
where ∀t = 1, 2, . . . , T, L i t and E i t satisfy
In (4) and (5), τ i t+1 and η i t+1 are both random variables which denote the parking time and the required charging energy for the ith EV at stage t + 1, if the ith EV is driving at stage t and begins to park at stage t + 1, respectively. The range of τ i t+1 and η i t+1 is denoted in (6) and constrained by the following constraints (7) and (8) . γ 1 denotes the remaining number of t till the end of the EV parking event and γ 2 denotes the remaining required number of t to finish the charging process.
F. Constraints
The action set A t at stage t, t = 1, 2, . . . , T corresponding to the state S t is constrained by the following constraints.
1) Constraints on Charging Energy:
where constraint (7) represents the required charging energy for each EV should not exceed the battery capacity and constraint (8) regulates the remaining required charging energy should not exceed the maximum charging energy that can be provided during the remaining parking periods. The energy need of the driving equals to the sum of the required charging energy and the remaining energy when the EV begins to park. The low required charging energy during parking means the high remaining energy when the EV begins to park.
2) Constraints on EV Charging Load:
where P EV t denotes the total EV charging power at stage t. The total charging power P EV t should be scheduled to follow the stochastic wind energy supply.
3) Constraints on Thermal Power Supply:
where P Gen t denotes the thermal power supplied by the thermal plant. The thermal power will be provided only when the wind energy cannot satisfy the demand of the EV charging.
4) Constraints on Thermal Power Capacity:
whereP Gen t denotes the maximal power that the thermal plant can provide at stage t. As there are some operation constraints for thermal units, such as ramping constraints, the thermal power supply has an upper bound.
G. Objective Function
In order to schedule EV charging load to match the uncertain wind energy, a matching index is proposed to evaluate the matching degree between supply and demand
This index will be incorporated into the objective function to achieve optimal matching between wind power and EV charging load and improve the wind power utilization. The optimal matching means that the EV charging load can follow the wind energy as closely as possible so that the imbalance impact between wind supply and EV charging demand can be reduced.
Except matching the supply and demand from the point of the system operator in the power grid, the EV users are more concerned about the charging cost. Therefore, another objective is to minimize the total cost for the EV charging load. As the wind energy generation is usually assumed to be cost-free (the construction and maintenance costs are omitted), the charging cost is induced by committing thermal power. The charging cost F(P Gen t ) at stage t is calculated as follows:
where β t denotes the electricity price at stage t. Therefore, the optimization objective considered in this paper is defined as follows: (14) where C t represents the one-step cost function at stage t and λ is the weighting parameter. Small λ can be set to reduce the volatility impact of high wind power, while large λ can be set to reduce the charging cost when the wind power is low. The expected total cost is used as the objective function in our model
where the initial state is S 1 , and the scheduling policy is
which consists of a series of decision rules. The decision rule chooses specific action for each state that is
The objective is to find an optimal charging policy that minimize the expected total cost (15) , that is
where is the policy space. It is well-known that there exists an optimal policy which achieves the minimum by applying backward induction [8] . However, this matching problem will face the curse of dimensionality when the total number of EVs is large. In the next section, we will explore an approximate solution methodology to solve the problem in (17).
III. SOLUTION METHODOLOGY
As the objective function is an expectation, each policy should be evaluated by simulation. However, usually it is time consuming to evaluate each policy by simulations to find out the optimal policy. Because there are usually some heuristic or rule-based policies in practice, a more practical method is to obtain an improved policy from the given base policy. This method is called rollout (SBPI) which is introduced below [11] , [12] .
A. Rollout Method With Common Random Number (CRN)
Observing the state S t at stage t, we should choose the best action from the feasible action space. In order to measure the performance of each action A t regarding the state S t , the Q-factor is defined
where V(S t+1 ) denotes the optimal value function of the state S t+1 at stage t + 1. As the optimal value function is determined by the optimal policy, V(S t+1 ) can be depicted as
and
denotes the optimal policy. Apparently, there is the relation
However, the optimal policy π * is the solution of the matching problem which is not known a priori. We could use a base (heuristic or rule-based) policy
whereV
The rollout method chooses the action which minimizes the estimated Q-factor, that iŝ
The rollout policy can be applied on-line and it can ensure [12] . The Monte Carlo simulations can be used to estimate the Q-factorQ
where M a is the total number of sample paths and ζ m denotes the randomness in the mth sample path (i.e., the future wind power and EV parking events). When M a is large enough, the estimation error will approach zero and an improved policy can be obtained by solving (23) and (24).
As the Q-factor of each action is estimated by simulations, it will be time-consuming to generate new sample paths for each action evaluation. In order to reduce simulation time, the CRN can be applied to compare the Q-factor of each action. The CRN is used to compare the performance difference among systems with different configurations [13] . The main idea is to generate a common set of sample paths for all the action evaluation, estimate the Q-factor of each action using the common sample paths and then compare the performance difference of each action.
B. EV Aggregation for Rollout Speedup
At each stage t, observing the current state S t , the rollout method would evaluate all the feasible actions to get the optimal action as (23) shows. When there are N parked EVs waiting to be charged, there will be 2 N actions to be evaluated. The size of the action space 2 N will increase exponentially with the problem size N increasing. The huge action space will make it intractable to directly implement the SBPI method to the stochastic matching problem. To overcome these difficulties, EV aggregation is used.
In EV aggregation, we aggregate the EVs by their remaining parking time as Fig. 1 shows. The idea is that we only focus on dispatching the EV charging power to the aggregators, while neglecting the direct charging control of each EV. As the number of the aggregators (at most T aggregators) is much less than the total number of EVs, the action space will be reduced. When the aggregator receives the dispatched charging power, the optimal selection for EV charging is guaranteed by the following theorems. Note that t = 1 h can be used to discretize the continuous remaining parking time so that EVs are more likely to have the same remaining parking time.
Theorem 1: For the vehicle set H ⊆ {1, 2, . . . , N} where
where D is a constant, then the optimal selection for charging in vehicle set H at stage t is random pick. The proof for Theorem 1 is given in Appendix A. The constant D in Theorem 1 can be considered as the dispatched charging power for the time aggregator. Theorem 1 demonstrates that there is not any difference for EVs with the same remaining parking time and required charging energy. Theorem 1 can be relaxed as follows.
Theorem 2: For the vehicle set H ⊆ {1, 2, . . . , N} where
where D is a constant, then the optimal selection for charging in the vehicle set H at stage t is to choose the vehicles by the remaining required charging energy E i t (∀i ∈ H) in the descent order (denote as the selection policy R).
The proof for Theorem 2 is given in Appendix B. Theorem 2 shows that at each decision stage t, we can aggregate the EVs by their remaining parking time and obtain K vehicle sets H 1 , H 2 , . . . , H K where K ≤ T. According to Theorems 1 and 2, after the aggregation, the 2 N actions to be evaluated in the original problem are reduced to
C. Algorithm Summary
The application of the CRN and EV aggregation can significantly reduce the computation time for SBPI. The original problem decides whether to charge for each EV, while after the EV aggregation, the problem is changed to choose the optimal number of EVs to charge for each time aggregator. Note that the evaluation of each action in (24) is independent, so parallel computing can be applied to speed up the optimization process. When the computing budget is limited, we propose the following rules to reduce the time complexities.
1) Rule 1: If |H k |, k = 1, 2, . . . , K is too large, we use the ratio k ∈ [0, 1] to determine the number of EVs to charge in vehicle set H k (i.e., k · |H k |).
2) Rule 2:
If the action space is still too large, the aggregators whose parking time is longer than a threshold will be merged into one aggregator. The rule of the charging power dispatch among the merged aggregators is based on the total required charging energy of each aggregator. Although the above rules cannot ensure the optimality of the improved policy, the numerical results demonstrate that the performance of the improved policy is significant. The proposed method is summarized in Algorithm 1.
IV. NUMERICAL RESULTS
In this section, we first analyze the stochastic characteristics of the wind power and EV parking events to generate sample paths for experiments. Afterwards, we analyze two numerical cases. In the first one, we use a small system to validate the model. In the second one, we use large-scale system to demonstrate the computational effectiveness of the algorithm.
A. Statistical Analysis for Generating Sample Paths
As indicated in (2), wind power depends on the wind speed. The Weibull distribution is commonly used to fit the probability distribution of wind speed [14] . Fig. 2 shows the histogram and fitting distribution of the wind speed, in which the wind speed data are recorded hourly from January to March by the National Renewable Energy Laboratory National Wind Technology Center [15] in 2014. The estimated shape and scale parameters (k and c) are 1.309 and 7.0576, respectively.
The vehicle data in [16] are used to analyze the driving patterns of the human society. The data record 76 vehicles' driving cycles from May 2008 to June 2009 in Winnipeg. Only parking events in the home, working place, and commercial buildings are considered. Each parking event is represented by its beginning time and parking duration. The parking duration depends on the beginning time of the parking event. It is assumed that the parking duration for each parking event follows the truncated Gaussian distribution. The probability (P t,PK ) for the EV to park at time t and the mean (μ t ) and variance (σ t ) value of Gaussian distribution analyzed in [16] are shown in Table I .
Based on Assumptions 2 and 3, the required charging energy for parking depends on the driving distance for each trip. The χ 2 -distribution is commonly used to fit the distribution of the driving distance [17] . The relation between required charging energy η during parking and trip driving distance
where ω is the electric drive efficiency (kWh/km). Fig. 3 shows the histogram and fitting χ 2 -distribution of the trip driving distance. The estimated degree of freedom υ in the χ 2 -distribution is 3.4878. Therefore, at stage t, based on these probability distributions, the future sample paths of EV parking events and wind power can be generated.
The battery specification of the EVs is acquired from the BYD e6 [18] and the parameter of the wind turbine comes from Vestas [19] . These parameter settings are shown in Table II . The electricity price β t is shown in Table III. In the following experiments, it is assumed that there is enough thermal power supply from the thermal plant.
B. 12-EVs System
12 EVs are used to validate the proposed model and method as a small case study. We set W cap = 15kW and λ = 0, i.e., the focus is to match the supply and demand. As the drivers TABLE II  PARAMETER SETTINGS OF THE WIND POWER AND EV   TABLE III  ELECTRICITY PRICE   TABLE IV PERFORMANCE OF THE POLICIES, λ = 0, N = 12 are usually noncooperative, the following policy is used as the base policy:
Three improved policies are considered to compare.
The policy is improved from the policy π 1 by using the CRN and EV aggregation, and there is no computing budget limits, i.e., Rules 1 and 2 are not used.
The policy is improved from the policy π 1 by using the CRN and EV aggregation, but computing budget is limited. The k is discretized into six values.
The policy is improved from the policy π 1 by using the CRN but not using EV aggregation, and there is no computing budget limits. In the experiment, the performance of the method with accurate information and uncertain information are compared. With the accurate information, there is no randomness and the sample paths are the same. With the uncertain information, M a = 100 sample paths are used to estimate the Q-factor Q(S t , A t ) for the above three policies.
The experiment results are shown in Table IV where sto. stands for uncertain future information, acc. stands for accurate information, M avg represents the average matching degree and F denotes the total charging cost during the entire scheduling time. It is seen that the average matching degree of policies I 1 (π 1 ), I 2 (π 1 ), and I 3 (π 1 ) are indeed improved from the base policy π 1 . Comparing I 1 (π 1 ) with I 3 (π 1 ), it is seen that their average matching degree are nearly the same. However, the main difference between these two improved policies is their running time. The running time by applying I 1 (π 1 ) is about 10 times shorter than that by applying I 3 (π 1 ). This demonstrates the EV aggregation can effectively reduce computing time and the SBPI method can achieve a good enough solution. As the SBPI use the base policy and Monte Carlo simulations to estimate the optimal Q-factor Q t (S t , A t ), the performances of the SBPI method for the accurate information and uncertain information are greatly affected by the estimation error betweenQ and Q. The performance by applying I 2 (π 1 ), which is constrained by limited computing budget, is satisfactory in this experiment, and even better than the other two improved policies in the case of uncertain information. Fig. 4 shows the performance by applying different policies on one sample path with the same wind power supply. The improvements regarding the matching between supply and demand are clearly seen when comparing I 1 (π 1 ) with π 1 . It can be seen that the EV charging load of the improved policy I 1 (π 1 ) can better follow the wind power compared with that of the base policy π 1 . The generated wind energy during the entire schedule time (24 h) is 79.185 kWh, while the usage of wind energy for EV charging with base policy and improved policy I 1 (π 1 ) is 44.2757 kWh and 68.5432 kWh, respectively. Therefore, it demonstrates that the wind power utilization of the improved policy increases compared with that of the base policy. The large gap between wind supply and demand during 1:00-6:00 is caused by the low wind power but the high charging energy requirement for the use in the morning from the EVs. During this period, the thermal power is provided to fill up the gap. With the improved matching degree between wind energy and EV charging load, the fluctuation impact on the grid due to the surplus wind power will be largely reduced.
It is interesting to reveal the differences between multistage optimization and single-stage optimization regarding this matching problem. The short-sighted policy is implemented in the single-stage optimization. The short-sighted policy only tries to schedule the EV charging load to follow the wind power at the current stage, while neglecting the future variation of wind energy. From Fig. 4 , it is found that the main charging differences occur during the time periods (3:00-5:00) and (7:00-10:00). From 3:00 to 5:00, I 1 (π 1 ) will precharge the EVs in order to better match the wind energy supply at the period 7:00-10:00. In contrast, the short-sighted policy only tries to reduce the gap between wind power and EV charging load from 3:00 to 5:00 and sacrifices the improvement of the matching degree from 7:00 to 10:00. Due to the above reasons, the average matching degree is increased from 0.536 in the short-sighted policy to 0.625 in the improved policy I 1 (π 1 ). 
C. Large-Scale EV System
In order to evaluate the scalability of the proposed algorithm, we perform several experiments with increasing EV number N = 100, 200, . . . , 1000. As the size of action space is too large, the CRN and EV aggregation with Rules 1 and 2 are applied to reduce the number of actions, i.e., I 2 (π 1 ) is used. The maximum size of the action space is limited to 10 000. W cap = 1.5 mW and the base policy is π 1 . M a = 100 sample paths are used to estimate the Q-factor for each action. We use ten replications to achieve the expected performance of each policy under different scenarios of wind energy and EV parking events. Thus the impact of randomness to the performance comparison can be reduced. Table V shows the performances of the base policy π 1 and improved policy I 2 (π 1 ) with λ = 0. It is seen that the average matching degree of I 2 (π 1 ) are improved compared to π 1 in all cases of N with slightly increased standard deviation. This demonstrates that Algorithm 1 can obtain an improved policy from the base policy. Table VI shows the result of the charging cost optimization. Comparing Table V with Table VI , we can see that the improved policies of these two objectives are different. This is because that the charging cost optimization will try to schedule the EV charging load to fall below the wind power generation, while the matching optimization will try to make the EV charging load and wind power generation exactly match. Therefore, it is important to choose the suitable λ based on which objective is more important.
It is essential that the running time at each stage should not exceed the allowable time intervals between adjacent decision epochs. Fig. 5 shows the average running time when making decision at a stage. It is seen that the running time increases linearly with the EV number and the running time is far less than the time interval. The traditional method may fail regarding running time in large-scale problems because of the curse of dimensionality. In contrast, our method alleviates this phenomenon. For example, by aggregating EVs (three aggregators), the number of actions is reduced from 2 100 to 7776 in the case of N = 100. Therefore, our method saves tremendous computing time and improves the optimization efficiency.
V. CONCLUSION
In this paper, the stochastic matching problem is considered to match the EV charging load with wind power to increase the wind power penetration. The MDP formulation is introduced to represent this stochastic multistage decision problem. The stochastic driving behaviors are considered in the model and a matching index is proposed to measure the matching degree between supply and demand. As it is hard to find an optimal charging policy, we develop the rollout method to obtain an improved policy from the base policy. The EV aggregation is proven to efficiently reduce the number of actions while preserve the optimality. Numerical results demonstrate the wind power fluctuation can be counteracted by the EV charging load to reduce the impact of wind power variation to the grid.
APPENDIX
A. Proof of Theorem 1
Proof: As only the total charging power P EV l = P · ( i∈H z i l ), t ≤ l ≤ T in set H influences the value of the objective function and all the possible value of the total charging power from time t to T will be the same no matter which D/P vehicles are selected to charge, the random pick is the optimal selection when D/P vehicles are needed to be selected from the vehicle set H.
B. Proof of Theorem 2
Proof: Define an arbitrary selection policy G which is not the same as the policy R. θ R = {i|z i t (R) = 1} and θ G = {i|z i t (G) = 1} represent the selected EVs for charging based on the policies R and G. Clearly, there is |θ R | = |θ G | = D/P where |·| denotes the cardinality of the set.
Let θ = θ R ∩ θ G denote the common selection for the policy G and R, and θ R c = θ R − θ G represent the relative complement of θ G in θ R . Similarly, there is θ G c = θ G − θ R . It is notable that |θ G c | = |θ R c |.
