The model-based computation of optimal control policies for batch and semibatch processes is of increasing interest due to industrial interest in improving productivity [2] , [6] , [17] , [40] . However it has been shown that all of the benefits of using optimal control can be lost with subtle variation in either the model parameters or in the performance of the feedback controller to track the optimal setpoint trajectory [16] , [41] , [44] . This motivates the development of techniques to quantify the influence of parameter and control implementation uncertainties on the process states and outputs. Quantitative estimates obtained from robustness analysis can be used to decide whether more laboratory experiments are needed to provide better parameter estimates, or the design of an advanced control technique is necessary to ensure more accurate setpoint tracking [27] , [34] , [42] .
The importance of taking model and control implementation uncertainty into account during the control design procedure has been well established [7] , [21] , [30] , [39] , [48] , [49] , [51] . An analysis tool has been developed to compute the worst-case deviation in the product quality for nonlinear lumped and distributed parameter systems due to uncertainties described by general Hölder norms [33] , [35] , [36] . Hölder norms are general enough to describe both ellipsoidal and infinity-norm uncertainty descriptions [33] . These studies considered the analysis of performance indexes at the end of the batch. However, most nonlinear model-based controllers require state feedback at every sampling instance during the batch. The performance obtained by implementing an optimal control policy strongly depends on how the states are influenced at intermediate time instances by model parameter uncertainty. The main contribution of this paper is the development of an approach for computing the worst-case values of the states and outputs due to the effects of model parameter uncertainties. The procedure applies to nonlinear lumped and distributed parameter systems that operate over finite time, which includes batch and semibatch processes. The procedure is extended to determine the period of the batch for which control implementation uncertainties have the strongest influence on the final product properties. This robustness analysis with regard to control implementation uncertainties can guide the selection of the control instrumentation, by determining where high precision sensing and actuation are required or a more advanced control algorithm has to be implemented. This paper applies the technique to compute the worst-case values for the state and outputs for the batch crystallization of an inorganic chemical subject to uncertainties in the nucleation and growth kinetics, and to control implementation uncertainties.
II. PROBLEM FORMULATION AND SOLUTION
The main objective of the proposed approach is to compute the worst-case values for (which can be any state or explicit function of the states) that can occur for a bounded set of uncertainties in the model parameters and the control trajectory , and to analyze the evolution of these changes over time.
A series expansion is used to describe in the neighborhood around the control trajectory. The series expansion only needs to be accurate for the operating region defined by the nominal control trajectory and the parameter and implementation uncertainty description. Thus, the use of a low number of terms in the expansion can lead to satisfactory results, even for highly nonlinear processes [34] . After a worst-case analysis is completed, the accuracy of the results is evaluated by comparing the worst-case estimates with those obtained by a nonlinear dynamic simulation using the predicted worst-case model parameters and control trajectory. If the results are not sufficiently accurate, then a higher order series expansion is used, and the worst-case analysis is redone. This process is repeated until convergence. For all applications to date, only up to second-order expansions have been necessary to obtain high accuracy.
In the first-order case, this paper will also show how the distribution can be computed as an analytic function of the model simulation results.
A. Uncertainty Description
Define as the nominal model parameter vector of dimension , and as the perturbation about . Then, the model parameter vector for the real system is (1)
Since we are interested in control algorithms that are implemented digitally, the nominal control trajectory can be represented as a vector of dimension . For example, a convenient representation for in the case of a temperature trajectory defined over fixed range of time could be the temperatures at discrete-time instances along the trajectory. Define as the perturbation about the nominal vector . Then, the control trajectory is (2) It is desirable to define an uncertainty representation that is general enough to include the uncertainty descriptions common in practice. This can be done using the Hölder -norm [28] defined for a general vector by
This description is general enough to include a hyper-ellipsoid on the model parameters described by [32] (5) where positive definite covariance matrix; confidence level, which is defined as the probability, based on a set of measurements, that the actual probability of an event is better than some specified level; distribution function. On the other hand, it is often convenient to describe control implementation uncertainties in terms of independent bounds on each element: (6) Using Hölder norms, the sets of parameters and control trajectories including uncertainties can be represented as (7) (8) where and are specified positive definite weighting matrices with dimension and , respectively. Uncertainty description (5) can be written in the form (7) by setting and . Equation (8) can be used to describe uncertainties of the form (6) by setting , , and as a diagonal matrix with diagonal elements defined by .
B. Worst-Case Evaluation
Define as any nominal state or output when the system is operated under the nominal control trajectory with the nominal model parameters , as its value when control input and parameters are used, and the difference . Two approaches to compute the worst-case deviation in will be described. The first approach uses a first-order series expansion, which results in analytic expressions for the worst-case uncertainties and values, and analytic expressions for the distributions. The second approach uses a higher order series expansion, which leads to higher accuracy but with the cost of increased computational burden. The worst-case analysis technique can be used whether parameter and control implementation uncertainties are considered simultaneously or independently. To simplify the presentation only, the vectors and are combined into a new vector (9) with nominal value (10) and perturbation
The combined weighting matrix in this case can be expressed as an block diagonal matrix of the form (12) where is the matrix of zeros of compatible dimension.
1) First-Order Series Expansion:
Consider the case where the deviation in outputs is accurately described by a firstorder expansion (13) For differentiable in with (14) The elements of the row vector are sensitivities, which can be computed using divided differences [4] , [5] , [12] , [20] or by integrating the original differential-algebraic equations augmented with an additional set of differential equations known as sensitivity equations [22] , [25] . These sensitivities are computed automatically by some differential-algebraic equation solvers, even for distributed parameter systems [22] , [37] . The worst-case deviation is defined by (15) Analytical expressions for the worst-case deviation and the worst-case uncertainties are [33] the following. • For (16) with .
• For (18) with (19) • For any finite (20) with (21) where represents the th element of vector . For any , the solution of problem (15) gives one worst-case uncertainty vector, which is not unique. For example, another solution vector is obtained by multiplying the result by minus one. While both vectors achieve the same maximum deviation , one of the vectors is associated with a worst-case increase in and the other with a worst-case decrease. Equation (16)- (21) are also used in the more general case when parameter and implementation uncertainties are described by different norms, or even if different norms are used on different subsets of parameter and implementation uncertainties. In this case, the worst-case deviation is the sum of the deviations computed for each subset using each of the above corresponding formulas [33] .
2) Higher Order Series Expansions:
The first-order series expansion gives appropriate accuracy for analysis purposes for many batch and semibatch processes. However, for some processes improved accuracy is obtained using a higher order series expansion. To illustrate the approach, first consider the following uncertainty description for the combined parameter vector (22) where the vectors and are defined by the upper and lower bounds on the variation of model parameters and control trajectory .
Consider the case when is accurately described by a second-order series expansion (23) where is an row vector and is an matrix. For twice differentiable in , is given by (14) , and the elements of are defined by with (24) This problem cannot be solved analytically but can be rewritten in terms of the mixed structured singular value [33] ( 25) where (26) (27) (28) and the perturbation block diag , where consists of independent real scalars and is a complex scalar [9] [10] [11] .
Upper and lower bounds for this problem can be computed by iterative -computation for which software packages are available [1] , [50] . The upper and lower bounds are almost always tight enough for engineering purposes. The software provides a worst-case parameter vector together with the worst-case performance, for both the parameter and control implementation uncertainties. A more efficient way to solve the problem is to use skewed-, which requires no more effort than required for a single calculation [23] , [24] . Although the -sensitivities [8] , [19] could be computed to quantify the sensitivity of to the numerical accuracy of and , it is simpler to just verify the accuracy of the results as described in Section II-C below.
For higher order series expansion the problem is handled in similar manner [33] . The and matrices in this case can be constructed automatically using software for multidimensional realization [47] . First-and second-order expansion have provided sufficient accuracy for all process investigated so far; thus, higher order expansions have been unnecessary. Other Hölder norms on the uncertainties, including different norms on different sets of uncertain parameters, are handled in a similar manner using the generalized structured singular value [13] [14] [15] .
C. Verification and/or Improvement of Estimates
In this step the worst-case analysis estimates are compared with the results obtained by a nonlinear dynamic simulation using the estimated worst-case parameter vector. If the accuracy is unacceptable for a given confidence level, then a higher order expansion is used [33] .
D. Estimation of Distributions
Consider the case where the uncertainty in the parameters is described by a multivariate normal distribution (29) This will be used to estimate the distribution of each of interest along the entire batch run. When a first-order series expansion is used, then (13) can be used to derive a normal distribution for (30) with the variance [5] . This distribution is a function of time since the nominal value for and the vector of sensitivities functions of time. Analytical expressions for the distribution cannot be obtained for higher order series expansions. In this case, the relationship between and is nonlinear and the probability distribution function must be computed numerically.
III. CASE STUDY: BATCH CRYSTALLIZATION
Crystallization from solution is an industrially important unit operation due to its ability to provide high purity separation. The control of the crystal size distribution can be critically important for efficient downstream operations (such as filtration or drying) and product quality (e.g., bioavailability, tablet stability, dissolution rate).
A. Process Model
In this section, a brief description of the dynamic model used in this study is presented. A detailed discussion of the model equations is available elsewhere [18] , [34] . The product is KNO , which can be characterized by one characteristic length . The population balance equation [45] for a batch crystallizer with one-dimensional crystal growth is (31) where is the crystal size distribution, is time, is the rate of crystal growth, is the nucleation rate, is the relative supersaturation, is the solute concentration, is the saturation concentration, and and are vectors of growth and nucleation kinetic parameters, respectively.
A common method for simulating characteristics of the crystal size distribution is based on moments [29] , [45] . The th moment is defined by (32) These moments have physical meaning. For example, is proportional to the total number, is the average length, is proportional to the total surface area, and is proportional to the total volume of crystals in the batch.
Assuming constant volume, the solute concentration can be obtained from the mass balance on the solution phase (33) where is the density of the crystal, is the crystal size at nucleation, and is the volumetric shape factor which is the volume of a single crystal divided by . In what follows, we will also need to keep track of the crystals that are grown entirely from seed, which is described by (34) Several models for growth and nucleation kinetics have been developed and are available in the literature [26] , [43] , [46] . The most common kinetic models when nuclei form from existing crystals are (35) (36) where , , , and are the kinetic parameters for growth and nucleation, respectively. In the model, the moments and concentration are defined on a per mass of solvent basis. The main outputs of interest are the moments , and , where is the th moment corresponding to the crystals grown from seed.
B. Optimal Control of the Crystallizer
The quality of crystals is mostly determined by the crystal size distribution. Most studies on the optimal control of batch crystallizers focus on computing the temperature profile that optimizes some property of the crystal size distribution. In recent studies, the problem of computing the optimal temperature profile is formulated as a nonlinear optimization problem, which is then solved using a general purpose optimization algorithm, such as sequential quadratic programming (SQP) [3] , [31] , [38] . A convenient way to describe the optimal temperature profile is to discretize the batch time in intervals and consider the temperatures at every discrete time as the optimization variables. In this case the optimal control problem can be written as follows: optimize (37) subject to (38) where , , , and are the minimum and maximum temperatures and temperature ramp rates, respectively, during the batch. The first two constraints ensure that the temperature profile stays within the operating range of the crystallizer. The final constraint ensures that the solute concentration at the end of the batch is smaller then a certain maximum value set by the minimum yield required by economic considerations. The objective is some desired characteristic of the crystals at the end of the batch. Different objectives have been used in the literature [34] , [45] , [46] . In our study, the following crystal size distribution (CSD) properties were considered:
• nucleated-crystal mass to seed-crystal mass ratio (39)
• coefficient of variation (40) • weight mean size
The optimization problem for and is a minimization problem, while for it is a maximization. The optimal profiles obtained for and used as objectives, using different numbers of discretization points are presented in Fig. 1 . For easier comparison of the results, the initial and final temperatures were fixed. Different initial temperature profiles were used to test the convergence of the SQP algorithm used to solve the optimal control problem (37) and (38) . The algorithm presented very good convergence, and the optimal solution was obtained with accuracy of . The optimal and obtained by implementing the resulting optimal temperature trajectories for each performance index were 8.55 and 0.81, respectively. These represent a 21.10% and 17.19% improvement, respectively, compared to the performance indexes in the case of a linear temperature profile.
The robustness of the optimal control trajectories is considered next. 
C. Robustness Analysis for the Optimal Control Trajectories With Parameter Uncertainties
The nominal kinetic parameter vector used in this study is (42) with the nominal values: , , and [18] , [38] . We consider an ellipsoidal parametric uncertainty description of the form (5), characterized by the covariance matrix [34] (43)
Using the 2-norm and setting , the worst-case variation in and the worst-case parameter vector for the first-order series expansion can be derived from (20) and (21): (44) (45) Fig. 2 . Comparison between results of the first-order worst-case analysis for = 0:95, and the dynamic simulation during the whole batch for profile P (solid line is the nominal value; doted line is y for and 0 , respectively; and dashed line is y obtained from the dynamic simulation and 0 , respectively).
These expressions are applied at each time , using the sensitivity vector at the corresponding time, , which was computed by simultaneous solution of the model equations augmented with the sensitivity equations. The accuracy of the sensitivity coefficients was verified with the finite difference method using the centered difference approximation with different but properly scaled steps , which gives an accuracy of . The worst-case analysis has been performed for the solute concentration, the moments, and the three CSD properties. The results for the confidence region are presented in Table I for the temperature profile  and in Table II for the profile , respectively. Tables I and II show that the nucleation to seed mass ratio is sensitive to parameter uncertainties in both profiles (12% variation). Parameter uncertainties have very different effects on the coefficient of variation and weight mean size for the two optimal control trajectories. The weight mean size is sensitive to parameter uncertainties for Profile , but is not sensitive for Profile . The coefficient of variation is very sensitive to parameter uncertainties for the temperature profile that minimizes the coefficient of variation , but is not nearly as sensitive for the profile that minimizes the nucleated crystal mass to seed crystal mass ratio . This supports the well-known fact that control trajectories that optimize a particular nominal performance objective can be much more sensitive to parameter uncertainties than other control trajectories. In other words, there can be a tradeoff between nominal performance and robustness.
The moments and show significant sensitivity to parameter uncertainties. Also note that the worst case parameter vectors are identical for and (modulo sign), and for , , and . The effect of parameter uncertainty decreases from to and increases from to . In physical terms, this means that parameter uncertainty has a much larger effect on the total length of crystals than on the total length of the crystals grown from seed. This implies that the parameter uncertainty greatly affects the total length of the crystals grown from nuclei. These results also imply that the parameter uncertainty has a large effect on the total volume of crystals grown from seed, while having a small effect on the total volume of crystals. This implies that the parameter uncertainty has a strong effect on the relative volume of crystals grown from seed and crystals grown from nuclei, although the effect on the total volume of all crystals is negligible.
Figs. 2 and 3 depict the upper and lower bounds along the whole batch, obtained using the first-order technique as well as the dynamic simulation for the worst-case parameter vectors from Tables I and II, respectively. It can be seen that first-order series expansion gives satisfactory qualitative results that are also reasonably quantitative for all parameters except moments and . For these parameters, the errors are significantly larger at the end of the batch (see Tables I and II) . For the rest of the parameters, the accuracy of the first-order expansion is within two significant figures (or close to it) for the whole batch run. Consequently, the first-order series expansion can Fig. 3 . Comparison between results of the first-order worst-case analysis for = 0:95, and the dynamic simulation during the whole batch for profile P (solid line is the nominal value; dotted line is y for and 0 , respectively; and dashed line is y obtained from the dynamic simulation and 0 , respectively).
lead to satisfactory accuracy for engineering purposes, however in some cases a higher order expansion may be desired to increase accuracy.
All moments except for show increasing sensitivity to parameter uncertainty during the batch. The effect of uncertainties is large enough that feedback control techniques, such as nonlinear model predictive control (NMPC), should be considered for suppressing the effect of parameter uncertainty. Parameter uncertainty has interesting effects on the weight mean size and coefficient of variation during the batch for the different temperature profiles (see Figs. 2 and 3 ). In the case of profile , the weight mean size shows small sensitivity to parameter uncertainty for the first three quarters of the batch; then, the sensitivity increases suddenly, reaching almost 13% at the end (see Table I ). The coefficient of variation presents very high sensitivity during the middle of the batch and much lower sensitivity at the beginning and end of the batch. For this CSD parameter, two minimum sensitivity points can also be observed: one at 50 min and the second at 140 min. From this analysis, the sensitivity of the coefficient of variation to parameter uncertainty for profile can be reduced by stopping the batch at 140 min, when all the CSD parameters and moments have lower sensitivity. However, this would result in a higher solute concentration at the end of the batch, thus a smaller yield for the crystallizer.
When the analysis is performed using optimal trajectory , a different behavior is observed. The weight mean size reaches a maximum sensitivity to parameter uncertainty at 50 min (see Fig. 3 ), and then decreases continuously arriving at a deviation of less than 3% at the end of the batch (see Table II ). The coefficient of variation has high sensitivity to parameter uncertainty by the middle of the batch, and the worst-case deviation is roughly constant until the end of the batch.
When many confidence levels are considered, then the worst-case is a function of the confidence level and time . The worst-case analysis can be performed for any over the entire batch run. While this approach can be useful, it can be more informative to plot the distribution function for each as a function of time. The distribution function is estimated from the analytical expression (30) . The resulting [4] [5] [6] [7] show how the distributions of the CSD parameters vary during the batch for the probability distribution for the model parameters. These figures provide a richer intuitive feeling for the effect of parameter uncertainties than the worst-case values reported for a single confidence level, as in Tables I and II and Figs. 2 and 3 . These distributions provide a stochastic representation for the effect of parameter uncertainties, as opposed to the worst-case representation given in Figs. 2 and 3 .
D. Worst-Case Analysis of the Effect of Implementation Uncertainties on Optimal Control Trajectories
Now, consider control implementation uncertainties represented by independent bounds on each temperature at each discretization point. Thirty-two discretization intervals were used, which results in 33 values for the temperature along the control trajectory. The objective of this analysis is to compute how the moments and CSD properties are effected by implementation uncertainties for the optimal control trajectory at a certain moment of the batch. This can be achieved by using the vector -norm, in which case (18) and (19) are used to perform the analysis. Fig. 8 . Sensitivity of states and CSD parameters (in percent) at the end of the batch to 0.5 C variation of the kth temperature value from the discrete optimal control trajectory P .
The first-order analysis results for implementation uncertainties of 0.5 C and 0.1 C for the optimal control trajectories and are summarized in Tables III and  IV , respectively. These tables show the time index for the most significant temperature in the optimal control trajectory, denoted by , the worst-case degradation of the moments and CSD properties at the end of the batch, as well as the relative error of the worst-case estimates compared to the values obtained from dynamic simulation. The nucleation to seed mass ratio is the most sensitive to control implementation uncertainties, showing significant degradation for even 0.1 variation of a single temperature, indicated by . All the other variables show a relatively low sensitivity to a variation of 0.1 , while most variables are significantly sensitive to 0.5 C variations from the optimal temperature trajectory. The relative errors from Tables III and IV show that the first-order series expansion gives good accuracy if the temperature variations are of 0.1 or smaller. However, the accuracy of the first-order series expansion is reduced when the control implementation uncertainty increases, which motivates the use of a second-order series expansion. The relative errors using the second-order series expansion are presented in Table V. The second-order approach gave very tight upper and lower bounds on the worst-case values (with a relative difference smaller than 0.5%), leading to significant improvement of the accuracy. However, the first-order series expansion produces results that are accurate enough for engineering purposes.
The approach can be used to compute the effect of uncertainty in each temperature from the discrete optimal control trajectory, on all states and CSD properties. The results can be used to determine the period of the batch control implementation uncertainties that has the most important effect on a certain process variable at the end of the batch. The results obtained for optimal control trajectories and , are shown in Figs. 8 and 9 , respectively. From this analysis, it can be observed that implementation uncertainties have the greatest effect in the first third of the batch for most of the states and all of the CSD properties (exceptions are and ). For example, while a deviation with 0.5 C from trajectory in any temperature for causes a variation of the weight mean size at the end of the batch within 10%, a 0.5 C variation in any temperature for results in 20-30% variation in the weight mean size. Consequently, the implementation of a feedback control algorithm capable of high accuracy tracking Fig. 9 . Sensitivity of states and CSD parameters (in percent) at the end of the batch to 0.5 C variation of the kth temperature value from the discrete optimal control trajectory P .
of the temperature profile is of increased importance in the first third of the batch run, for most process variables. The low-order moments and at the end of the batch run are most sensitive to deviations in the control trajectory in the last quarter of the batch run. This agrees with physical intuition, in that the optimal control trajectory has a rapid drop in temperature in the last quarter of the batch run, resulting in significant nucleation. Small deviations in the temperature in the last quarter of the batch is expected to significantly affect the amount of nucleation and has a large effect on the lower order moments at the end of the batch.
IV. CONCLUSION
An approach was proposed to estimate the effect of parameter and control implementation uncertainties on finite-time control trajectories, which are used in batch and semibatch optimal control problems. The approach can compute the worst-case deviations of the state variables and product properties along the whole trajectory. The technique also determines the part of the control trajectory which is most effected by implementation inaccuracies, in terms of the effect on states or product properties. Also, a method was given to estimate the distributions of the states and outputs along the entire control trajectory. The algorithms are applicable for nonlinear lumped and distributed parameter systems. The robustness analysis approach was applied to a batch crystallization process, to quantify the effects of uncertainties in nucleation and growth kinetics, and on uncertainties in the implementation of optimal temperature trajectories.
