Present day electromagnetic field calculations have basic limitations since they employ techniques based on edge-based discretization methods. While these vector finite element methods (VFEM) solve the issues of tangential continuity of fields and the removal of spurious solutions, the resulting fields do not have a unique directionality at nodes in the discretization mesh. This review presents three calculations of electromagnetic fields: (i) waveguides, (ii) cavity fields, and (iii) photonic crystals. We have developed Hermite interpolation polynomials and node-based finite element methods in the framework of variational principles. We show that the Hermite-finite element method (HFEM) better accuracy with lower computational cost, and provides field directional continuity across the discretized space. It also permits multiscale calculations with mixed physics. For example, the nanoscale modeling of quantum well semiconductor laser structures has to be done together with cavity electrodynamics at the micron scale in vertical-cavity surface emitting lasers and other optoelectronic systems. These can be treated with high accuracy with the new HFEM, which is also applicable to quantum mechanical simulations in meso-and nano-scale systems. We use group representation theory to derive the HFEM polynomial basis set in two dimensions. In three dimensions we derive these polynomials using usual methods. We show that degeneracies in the frequency spectrum in a cubic cavity can be denumerably large even though the symmetry of the cube, O h , supports only singlets, doublets, or triplets. The additional operators available for the problem explains the origin of this "accidental degeneracy." We discuss this remarkable degeneracy and its reduction in detail. We consider photonic crystals corresponding to a 2D checkerboard superlattice structure, and the Escher drawing of "The Horsemen" which satisfies the nonsymmorphic group pg. We show that HFEM is able to deliver high accuracy in such spatially complex examples with far less computational effort than Fourier expansion methods. Finite element analysis employs geometric discretization and hence transcends geometrical limitations. Techniques explained here can be immediately extended to realistic and geometrically complex structures. The new algorithms developed here hold the promise of successful modeling of multi-physics systems. This general method is applicable to a broad class of physical systems, e.g., to semiconducting lasers which require simultaneous modeling of transitions in quantum wells or dots together with EM cavity calculations, to modeling plasmonic structures in the presence of EM field emissions, and to on-chip propagation within monolithic integrated circuits. CONTENTS Quantum wells nm scale Emission Metal Contact EM Cavity m scale { { } Substrate FIG. 1: A schematic of a vertical cavity surface emitting laser (VCSEL) is shown. The quantum well is sandwiched two semiconducting cylinders. The quantum well region has the geometry at the nanometer scale, while the photonic cavity is at the micron scale.
The idea of guiding electromagnetic waves along conducting rods has been of interest for more than a century. 1 During the 1940s, the need to design radars for detection of aircraft and warships provided a new impetus for the analysis of waveguides. Schwinger 2, 3 was responsible for the theoretical framework for designing waveguides with complex shapes and embedded dielectrics. With the advent of digital computation in the past 60 years, it became possible to consider problems with waveguide geometries and characteristics that had no closed-form analytical solutions. In particular, the numerical simulation of the behavior of electromagnetic waves at the microwave frequencies attracted much interest from their use in transmitters and receivers of radio waves. High-accuracy calculations of electromagnetic fields through geometry discretization has been the focus of intense investigation over this period. The approach offers detailed real-space information appropriate for the analysis of fields not only in open domains but in closed regions of complicated structure, such as the dielectric, magnetic and semiconducting layers encountered in radio frequency integrated circuits. The impact of predictive capability with this approach in electromagnetic simulation has been profound for problems ranging from antenna design to on-chip signal propagation. Typically, the on-chip electromagnetic solvers are invoked for modeling ports and guiding structures, the device solvers are parameterized models, and the passives are lumped elements. While this design philosophy has been very successful at lower frequencies and for large devices, the eventual addition of full-wave electromagnetic solvers to fully integrated chip layout and device design modeling tools is a foregone conclusion.
This leads to the critical issue of obtaining field calculations that provide the spatial resolution adequate for multiscale problems, for example, field propagation into and out of active electronic devices that are much smaller than the wavelengths of the propagating signals they manipulate. For RF circuits operating at sub-millimeter wave frequencies, the designs of transitions and interactions of signals at the transistor level are intensive engineering exercises to obtain the critical matching conditions that make useful circuits possible at these demanding frequencies. 4 Given the geometric complexities and the material loss components that are relevant with increasing frequency above 300 GHz, most design cycles require extensive back-fitting to measurement and redesign. This iterative process is very expensive in time and fabrica-tion costs compared with design methods at lower frequencies where the full-wave modeling can be restricted to port transitions and guiding structures of minimal loss. Therefore, a solver methodology that can obtain high spatial resolution without poor computational scaling and discretization error behaviors is a key element of integrating full-wave electromagnetics when small (10's of nanometers) active devices interact with metals and dielectrics that are far from perfect conductors or lossless. Figure 1 shows a schematic of a vertical cavity surface emitting laser (VCSEL) as an example of a multiscale application in which the active quantum well region is of nanometer scale while the photonic cavity is at the micron scale.
In this review, we also consider cavity electrodynamics, level degeneracies in a cubic cavity, and their identification. We show that the electrodynamic cubic cavity exhibits "accidental degeneracy. " We explore the dynamic interaction between symmetry, level degeneracy, and its removal.
Finally, we demonstrate the efficacy of HFEM in the modeling of photonic crystals (PC). We consider a checkerboard superlattice wires and a beautiful application to Escher's drawing, "The Horsemen," treated as a photonic crystal having a nonsymmorphic symmetry group pg.
II. EARLIER APPROACHES
The Vector finite element method
The most favorable trade-off from a numerical standpoint has been to sacrifice polynomial degrees of freedom for the representation of either the normal or tangential fields in exchange for compliance with Nedelec conditions. The mainstay of this approach is the use of Nedelec-compliant vector finite elements (VFEM). [5] [6] [7] [8] [9] [10] The most widely implemented element basis functions share a common attribute that tangential field boundary conditions are explicit at triangle boundaries and that normal field representations are one polynomial order less than that of the tangential fields. These conditions and the mixed-order field representations are well-documented and effort has been made to suppress potentially unphysical solutions through the VFEM basis choices. 9 The disadvantage of mixed-order polynomial approaches is the inherent imbalance in discretization error with increasing mesh density. While every discretization method introduces errors with arbitrary mesh scaling, h-convergence is achieved in a well behaved finite element calculation, and it would be expected that increasing mesh density where solutions change rapidly should provide much better real space functions until extremely dense conditions prevail. However, in mixed order elements, mesh refinement toward a dense grid of equilateral triangles (in 2D) can decrease the overall quality of the field representation in polynomials because increasing portions of real space are described by lower order polynomials since field components with projections normal to the triangle boundaries occur ubiquitously.
In the limit of a very dense mesh, the entire solution can be no better than the lowest order description because the inter-element boundary regions dominate over the vanishing triangle interior. What is worse is that the as-written basis functions produce ambiguous vector fields at triangle vertices in the sense that approaching a point in space that is shared as a common corner node of several triangles produces fields that are unique to each triangle, creating an overdetermined basis representation for the fields at vertices. (See Fig. 2 .) This occurs because the basis decomposes the field there as projections orthogonal to adjacent edges that are not shared among all the triangles sharing the node. Therefore, an extremely dense mesh results in at best a constant value description if additional numerical techniques are not deployed to mitigate the problem of multiple definitions of the vector field at shared vertices. In addition, when such fields calculated using VFEM are employed in further applications, such as determining electron trajectories in accelerators or in high power vacuum tube design, these regions around vertices inject uncertainties in the charged particle trajectories.
Given the inherent side effects of vector basis element discretization, it is not surprising that most of the work on VFEM solution enhancement and refinement has focused on the construction of higher order polynomial basis functions to increase spatial resolution rather than dense meshing (pconvergence). Hierarchical approaches are used in practice and have been published in great detail. 11, 12 In practice, the difficulty with this route to better spatial resolution is that mesh refinement or the discretization of disparately sized physical regions often requires the mating of finite elements with different basis orders.
The enormous advantages to finding a nodal basis that scales well with meshing refinement make this an attractive topic to re-engage. The spectral pollution that arises from nodal based basis functions has been analyzed elegantly from a mathematical point of view for traditional choices of polynomials. 13 The present article analyzes, for comparable degrees of freedom (DOF), the impact of choosing an alternative nodal basis formed from Hermite interpolation polynomials versus : We show the vector fields at vertices in the edgeelements in VFEM. These are directed along the edges, leading to a region of ill-defined direction for the field at each vertex. Thus the more the number of vertices the larger is the region of poorly defined fields.
the use of vector finite elements. The advantages of the Hermite finite element method (HFEM) are shown for canonical waveguide problems and compared to published treatments. The nodal representation with function and derivative continuity (the core of the Hermite approach) results in unambiguous field descriptions at shared nodes among triangles and treats the field components with uniform polynomial degree (not mixed-order.) The built-in access to derivative quantities should offer ready access to quantities that are useful for sensitivity analysis. 14 This treatment results in global functions without severe coarsening which will be suitable for analyzing interactions with small features, such as those found in high frequency transistor circuits. In an on-chip calculation, including transitions to coplanar waveguide and micro-strip waveguide structures, some thin film layers will set a mesh size that is incompatible with the overall structure size and propagating signal wavelength. At present, these treatments in circuit design software are dominated by finite-difference time-domain methods. 15 The boundary element method For external regions, boundary integral techniques have been combined with finite element methods to capture the asymptotic behavior in open systems. 16 While offering surface vs. volume discretization advantages, boundary integral formulations are self-consistency relations and do not enjoy the advantages of variational quadratic convergence. The use of dyadic Green's functions in EM involves derivatives of these singular functions at the boundaries making the evaluation of the integrals more complex. Dimensional continuation techniques applied for the evaluation of such hypersingular integrals will substantially enhance the computational accuracy. 17 However, the matrices generated in this method are dense, and are typically nonlinear in the eigenfrequencies.
Other methods
Finally, meshless methods [18] [19] [20] have been used to treat a number of physics problems, including EM, and are at the opposite extreme in terms of numerical representations to the method given in this paper where we develop a higher order of derivative continuity in spatial basis. Meshless schemes can be interpreted in many ways, but often involve the use of basis functions that are not restricted to a finite volume. The resulting matrix formulations have the advantage of being fully block-diagonal but require a separate treatment of continuity boundary conditions. In these situations the boundary conditions are enforced as a constraint which can be a penalty method or numerical flux minimization. Derivative information is rarely treated when forming eigenfunctions in these methods.
III. THE SOURCE OF SPURIOUS SOLUTIONS
EM fields in a physical system should satisfy the wave equation along with a divergence-free condition. For example, in the electric field formulation (E-field), we solve Maxwell's equations
where ω is the eigenfrequency and ε and µ are the permittivity and permeability of the material. Computationally if we simply attempt to solve the wave equation Eq. (1), we are not guaranteed that the obtained solutions satisfy the divergencefree condition of Eq. (2). Solutions with either zero frequency (ω = 0) or with non-zero divergence (∇ · εE = 0) that are obtained while solving Eq. (1) are known as the spurious (unphysical) solutions. Such spurious solutions also corrupt the desired eigenspectrum. The vector basis functions can be constructed in VFEM to systematically eliminate spurious solutions by casting them into the null space of the curl operator. 6, 9, 21 These solutions correspond to the zero-frequency (static) solutions in the EM problems. For matrix dimensions of 10 3 in typical EM calculations, nearly 20-30% of the solutions belong to this class and are thrown away, being unusable solutions. 9 Carrying this overhead in the calculation is computationally expensive when scaling to sophisticated structures.
In large scale computations where the method of domain decomposition is often employed, all solutions for each subdomain are calculated so that the solutions for the entire domain can be constructed from those of the sub-domains. The zero-frequency modes of a sub-domain are also needed as Fourier components in order to construct the global solutions. However, it is not simple to discriminate between acceptable zero frequency solutions and the pollution of the nullspace with spurious solutions.
IV. THE PROPOSED HERMITE FINITE ELEMENT METHOD
We propose the use of the Hermite basis functions because they employ spatial derivative degrees of freedom that directly coincide with the operators in the curl, and are completely consistent with EM theory. We show that the approach yields better accuracy, with a more physical (smoother) representation of fields, than from VFEM. In 2D calculations, this method does not generate the spurious solutions that plagued nodal based Lagrange FEM encountered earlier in the 1970's, even though the C 1 -continuous Hermite polynomials are also scalar in nature. Our alternative set of polynomial basis functions for 2D, the scalar fifth-order Hermite interpolation polynomials for the numerical calculations of EM fields removes all the above difficulties. These polynomials are associated with degrees of freedom that include both function value and spatial derivatives up to second order. Recently, Kassebaum, Boucher and Ram-Mohan (KBR) 22 have shown how to derive these polynomials using group representation theory, giving a comparison with the earlier basis functions occurring in the literature, [23] [24] [25] [26] [27] which use the same derivative degrees of freedom but are distinct from existing sets of polynomials.
In our approach, each in-plane component of the field is represented by scalar Hermite shape functions. The method is equally effective with E-fields and H-fields, as we will demonstrate. These functions ensure tangential continuity along shared sides of triangles, thereby eliminating spurious solutions. The C 1 -continuity perpendicular to the sides of the triangular elements leads to smoother reconstruction of solutions. This representation guarantees consistency in the field direction at the vertices of triangles. These properties allow for more accurate solutions of electrodynamics problems with faster h-convergence because of the higher derivative shape functions. We show here that the scalar HFEM yields four orders of magnitude higher accuracy with fewer elements than those needed in the presently prevalent methods for waveguides. 28 In two dimensional (2D) waveguides, we circumvent the issue of spurious solutions by solving for only one of the field components (H z or E z ), and obtain the other two components using boundary conditions (BCs) and the divergencefree condition. [29] [30] [31] However, such freedom does not exist in three dimensions (3D). In a numerical calculation, the anticipated zero frequency solutions can have non-zero frequencies due to discretization, and will occur inter-mixed with the physical spectrum. 9, 32 Nodal representation of field components with scalar functions and their derivatives results in an unambiguous field description at shared nodes among adjacent elements and treats the field components on a uniform footing. 33 The built-in derivative degrees of freedom (DOFs) allow us to readily calculate the additional quantities such as surface currents, while providing smoother solutions. This treatment results in global functions without severe coarsening which will be suitable for analyzing interactions with small features, such as those found in high frequency transistor circuits and VCSELs. Within this scheme, dielectric discontinuities along interfaces can be handled cleanly using Fermi smoothing functions. 34 For the brick element in 3D, the polynomials are constructed from the outer product of the 1D Hermite polynomials. 27 For a tetrahedral element, the Hermite polynomials are generated directly based on the geometry of the tetrahedron and conditions on function values and derivatives at the vertex nodes and mid-face nodes. We then have for both types of element polynomials with both tangential and normal derivative continuity across the element boundary. We note that the HFEM approach yields better accuracy, with a smoother representation of fields than those obtained using VFEM. The HFEM scheme yields several orders of higher accuracy with fewer elements than those needed in the presently prevalent 3D implementations of VFEM. [35] [36] [37] The node-based HFEM representation guarantees consistency in the direction of fields at the vertices of elements. 38 We impose the divergence-free condition through a constant Lagrange multiplier term introduced into the action integral in 3D, and also by explicitly requiring a zero-divergence condition at each node through the derivative DOFs available at each node in our formulation. Any surviving ω = 0 spurious solutions are then eliminated by identifying them using their large |∇ · E|/|∇ × E| ratio. We demonstrate that this procedure does not alter or influence the accuracy of the physical solutions.
In VFEM implementations, the eigenfrequencies of spurious solutions are pushed to zero, either through the Nedelec conditions or through their removal at each iteration, as mentioned earlier. In either case, this is an expensive numerical procedure. In the literature, the first approach for eliminating spurious solutions with scalar polynomials was the penalty factor method (i. e., a Lagrange multiplier scheme). 39 However, a fixed choice of the penalty factor fails to impose the zero-divergence condition adequately for all frequencies. 21 Furthermore, the penalty term itself can introduce an additional set of spurious solutions. 40 Within the HFEM framework for 3D calculations, we now have the luxury of explicitly imposing a zero-divergence condition at each node while using Hermite interpolation polynomials since we have derivative degrees of freedom there. [41] [42] [43] While this does not ensure the complete removal of the divergence in the interior of the finite element through interpolation, it reduces it substantially, especially as the size of the element is reduced. In this article, we use a constant penalty factor, and impose zero-divergence at all nodes to identify the spurious solutions for elimination. Either brick elements (216 DOFs) or tetrahedral elements (56 DOFs) can be used in the calculations.
The full spectrum of propagating modes in a partially filled rectangular waveguide is obtained with HFEM and compared with analytic solutions. We plot the eigenfrequencies of the different modes which shows the existence of cut-offs in the propagating mode frequencies which agree perfectly with the analytic solutions. The magnetic fields for various modes are plotted to show the continuous character of the solutions in HFEM. The capturing of eigenstates in the higher dielectric region as dielectric contrast increases is analogous to the evolution of the electronic states in an asymmetric quantum well from above-barrier states to states bound in the quantum well as the barrier energy in the well region is lowered.
In the following sections we consider cavity electrodynamics within a finite element framework using Hermite brick elements and also employ tetrahedral elements for comparison. Finally, we show the advantages of HFEM to determine dispersion relation in photonic crystals. The lattice of dielectric cylinders is first treated in order to benchmark the method we are proposing. The application to a checkerboard superlattice is to show how dielectric corners are treated. The modeling of the Escher drawing as a final example illustrates the advantage of HFEM when the spatial complexity of the distribution of dielectric is so high that the plane wave methods are not as appropriate.
V. HFEM FORMULATION OF ELECTROMAGNETIC FIELDS
We begin with Maxwell's equations expressed in MKS units,
In the above, the displacement vector D and the magnetic flux density B are expressed in terms of the electric and magnetic fields E and H,
If the medium is isotropic, ε and µ are scalar quantities, rather than second-rank tensors. Let us define the dimensionless quantities ε r and µ r so that
with ε 0 and µ 0 being the permittivity and permeability of free space, respectively. We assume that the dielectric regions of the waveguide are charge-free and current-free.
The Maxwell's equations are combined to form the wave equations for the E-field and H-field,
where k 0 = ω/c. We observe that either equation may be used to set up the action integral. In order to define the action, we begin by multiplying the differential equation, Eq. (9), by δ H * and integrating over the physical domain. We use the vector identity
Now let R = α∇ × Q. Then from Eq. (11),
This relation, along with Gauss's theorem and the substitutions Q = H, P = δ H * , and α = ε −1 r , leads to the integralŝ
The integrand of the surface term may be rewritten aŝ
We are interested in solving for time-harmonic fields, so that H(r,t) = H(r) exp(−iωt) and similarly for E. For timeharmonic fields, the relations between E and H is given by
Therefore, E is proportional to ε −1 r (∇ × H). Assuming the waveguide to be enclosed by a perfectly conducting material, one of the boundary conditions is thatn × E = 0. Thus, the surface integral in Eq. (13) is exactly zero.
Note that it is possible to work instead with the electric field formulation of Eq. (10). In this case, the surface term takes the form˛S
We see that for the perfectly conducting boundary, the surface term arising from an integration by parts vanishes.
We thus see that the integrated form of Eq. (9) is expressible as
Equation (17) is now interpreted as the functional variation of the action integral. (Usually the action is the time integral of the Lagrangian. Here the Lagrangian is independent of time since a harmonic solution in time is assumed. Hence the A /T is appropriate). We may write it as
The principle of stationary action then identifies the action to be
Similarly, using the electric field formulation of Maxwell's equations yields
In the FEM framework, the action integral is discretized into triangular elements in 2D, and either hexahedral or tetrahedral elements in 3D. For tetrahedral elements in 2D, the Hermite elements exhibit C 1 continuity throughout the finite element mesh. For a given Cartesian component of H, say f (x, y), the interpolated value in terms of the 2D Hermite basis functions φ i is given by
where the f i are degrees of freedom assigned to the function value and its derivatives at the vertices of the triangle. This allows the enforcement of either derivative continuity or EM boundary conditions depending upon the material composition of adjacent triangles. We have provided the basis for an equilateral triangle because that is the optimization goal of most mesh refinement and it is also the rationale for the KBR group theoretical development of the basis. The basis functions φ i for a reference triangle and the numbering sequence for the assignment of function and derivative values at the nodes have been published elsewhere. 22, 33 In Fig. 4 , we plot the KBR basis polynomials, and we observe that they satisfy triangular C 3V symmetry. For a hexahedral element in 3D calculations, the HFEM polynomials are constructed through the products of 1D Hermite polynomials in x, y, and z directions. This guarantees continuity of the field values f , first derivatives ∂ x f , ∂ y f , ∂ z f , cross-term second derivatives ∂ 2 xy f , ∂ 2 yz f , ∂ 2 xz f , and ∂ 3 xyz f . One can also employ HFEM using tetrahedral elements instead, as in many cases tetrahedra offer more flexibility in discretizing the geometry of the problem. The quintic Hermite interpolation polynomials for tetrahedral elements assures continuity for the function value f , the first derivatives ∂ x f , ∂ y f , ∂ z f , and all the second derivatives ∂ 2 xx f , ∂ 2 yy f , ∂ 2 zz f , ∂ 2 xy f , ∂ 2 yz f , ∂ 2 xz f , at each vertex of the tetrahedral element. At the face centers of the tetrahedron, continuity in the function value and the first derivatives are guaranteed.
FIG. 4:
The C 1 -continuous 18 DOF quintic Hermite interpolation polynomials that have tangential and normal derivative continuity across the element are plotted on an equilateral triangle. These polynomials were first derived using group representation theory by KBR. 22 The superscripts on the shape function N (m,n) i denote the order of the x or y derivative value set to unity at its associated node i.
VI. WAVEGUIDES

A. Boundary conditions
In this section, we consider a rectangular conducting waveguide with sides parallel to the xand y-axes (see Fig. 3 ). The boundary conditions are given bŷ n · H = 0, n × E = 0. 
For the left and right boundaries, which are parallel to the yaxis, Eq. (24) simplifies to
For the top and bottom boundaries, we get
In addition, Eq. (23) may be used to generate derivative boundary conditions at the edges. Recall that the differential form of the Maxwell-Ampère equation is given by
Assuming that dielectric properties do not vary over time and there is no current density at the boundary, we have
for a time-harmonic field. Substituting Eq. (27) into Eq. (23) yieldsn
Expand the cross product to obtain
The first and second vector components of the cross product each yield
On the left and right boundaries, we have already shown that H x = 0. Since these edges are parallel to the y-axis and H x = 0 along these edges, it follows that ∂ y H x = 0. From Eq. (30) we then obtain derivative conditions on H y and H x :
Together, Eqs. (25) , (26) , (31) and (32) constitute all the boundary conditions for a conducting waveguide of width d and height h. It is straightforward to show that in 2D the divergence condition ∇ · E = 0 is automatically satisfied in calculations for the fields in the cross-section of the waveguide. We refer the reader to Nayfeh's treatment. 44 
B. Results for a homogeneous waveguide
Our first example is a homogeneous rectangular (d × h) waveguide with ε r = 1, µ r = 1, and k z = 1. The dimensions of the cross-section were chosen to be d = 20 and h = 10. There is no inherent separation of TE and TM modes in the HFEM formulation and therefore the eigenproblem returns all physical solutions. The resulting H z field components were calculated in post-processing where those with finite magnitudes are TE modes and those with H z approaching the numerical noise floor are TM modes. The eigenfunctions for the degenerate TE and TM modes of the homogeneous waveguide Table I ). were separated in post-processing since arbitrary linear combinations of degenerate modes result from a typical numerical diagonalization.
To generate pure TE modes during the postprocessing stage, we enforce the condition that
Since the electric field is derived from the curl of the magnetic field, this expression forces the z-component of the electric field to equal zero, creating a pure TE mode.
To create a pure TM mode, we recall that H z is obtained from the in-plane components using the divergence condition. We can force H z to equal zero by forcing
Either Eq. (33) or Eq. (34) may be enforced after calculating the eigenfunctions by multiplying one of the in-plane components, either H x or H y , by a scale factor until one of the equations is satisfied. The eigenvalues of a few propagating modes are plotted as a function of k z in Fig. 5 . Relative errors in the eigenvalue calculations for the homogeneous waveguide varied from 10 −14 for the lowest state to 10 −10 with approximately 2700 DOF in the global matrix, as shown in Table I .
A few comments are in order:
1. From Table I , it is clear that the eigenvalues of the homogeneous waveguide, particularly the lowest eigenvalue, show close agreement with analytical values. We note that Lee et al. 28 have made an analysis of the convergence of eigenvalues for hierarchical vector finite elements for waveguides. The lowest eigenvalue reported by them has an error of 10 −12 for approximately the same number of degrees of freedom as compared with our lowest eigenvalue which has double-precision accuracy as seen in Table I .
The lowest frequency propagating mode is the T E 10 mode. The T E mn and T M mn modes with m, n = 0 are degenerate.
2. The diagonalizer delivers a linear combination of degenerate TM-and TE-modes. In order to resolve the eigenfunctions into distinct TM-and TE-modes, it is necessary to rescale one of the in-plane magnetic field components before using the in-plane components to calculate H z and the electric field components. The need to rescale one of these components is a consequence of the fact that the in-plane field components are used to construct the global matrix, without explicitly setting H z or E z to zero for TM and TE modes, respectively. While for every TM mode, there exists a TE mode with the same frequency, the resulting degeneracy cannot be resolved by a simple perturbation of the waveguide cross-sectional dimensions or global matrix elements. k ~F IG. 6: The convergence of the eigenvalue for the lowest frequency, T E 10 -mode is displayed as the global number of degrees of freedom (DOF) is increased through mesh refinement for a homogeneous waveguide. The solid curve (red) is obtained with HFEM and compared with published results using VFEM. 28 having the same frequency, may occur, especially if one dimension of the waveguide cross-section is commensurate with the other. These accidental degeneracies may be removed by introducing a small perturbation in the global matrix, and do not require any additional postprocessing.
Accidental degeneracies, which involve different modes
4. We note that the transverse nature of the modes is demanded in vector finite element analysis for every element. Here we impose the transversality condition at the end of the calculation for the global eigenstates.
We now determine the convergence properties of the HFEM solutions. In Fig. 6 (a), we show the convergence of the eigenfrequency to its analytically determined value in a homogeneous waveguide. For the lowest frequency T E 10 -mode, as the global number of DOF is increased through mesh refinement, the accuracy improves steadily until 2400 DOF when the curve in red (lower curve) obtained with HFEM reaches down to 10 −14 . The HFEM delivers an accuracy of 10 −9 with just 96 DOFs (8 nodes). These results are extraordinary in terms of how quickly the frequency of the lowest mode is determined accurately. In the same figure, we have overlaid the VFEM data 28 in the blue curve (upper curve). At the low end of mesh refinement, with ∼100 DOF, the hierarchical VFEM employing a comparable order quintic polynomial basis has an error of 10 −5 for a hollow rectangular waveguide. With further mesh refinement leading to ∼5000 DOF the VFEM has an error comparable to our HFEM formulation with ∼2400 DOF.
We can also consider the error in the eigenvalues of the higher states. The eigenvalues of solutions above the ground state have errors approximately three to four orders of magnitude higher, but converge at the same rate as the ground state. This indicates that the derivative continuity of the fields is allowing for a high-quality variational solution even at modest discretization levels, which is the essence of FEM. 
C. HFEM results for the inhomogeneous waveguide
We now consider a partially filled waveguide with geometry and boundary conditions as shown in Fig. 7 . This is an especially attractive test case for HFEM because it addresses a canonical problem for which VFEM was created, namely, the presence of spurious solutions in other scalar FEM formulations. In addition, this particular waveguide configuration shows the efficacy of using HFEM to resolve spatially varying fields of both sinusoidal and exponential (sinh and cosh) dependences. Fields of both types have analytic solutions as shown below, and therefore we can compare with analytic solutions. These field concepts are technologically important to capture with the HFEM technique because they appear in the design of slow-wave structures, on-chip waveguides, and dielectrically-loaded leaky-wave antennas. It was our expectation that HFEM would perform extremely well in resolving both types of eigenmodes because these issues are readily encountered when using scalar HFEM in the solution of quantum mechanical wavefunctions. The combination of a sine and a hyperbolic sine field solution is analogous to the quantum calculation for an asymmetric quantum well. When (k 2 z + (nπ/h) 2 )/ε 1 < k 2 0 this is equivalent to the potential energy of an electron in such a well being higher than the electron energy in the barrier region leading to an exponentially falling solution in the "barrier region" which is analogous to the dielectric with permittivity ε 1 . When k 2 o > (k 2 z + (nπ/h) 2 )/ε 2 sinusoidal solutions are obtained, corresponding to the confined state solutions in a quantum well. Similar analogies have been drawn previously. Not surprisingly, the symmetric potential well problem in 1D quantum mechanics has been compared with the electromagnetic confinement in a dielectric slab waveguide surrounded by air 45 as this amounts to the same problem.
We plot fields of both sinusoidal and exponential spatial variation in Fig. 8(a) . The predicted longitudinal section electric (LSE, or TE tox) eigenvalues are shown as functions of ε 2 /ε 1 in Fig. 8(b) . The quantum well analogy suggests that as ε 2 is increased more modes are captured by the higher dielectric region leading to the sinusoidal behavior in the larger dielectric region and an exponential decay into the lower dielectric region, as shown schematically in Fig. 8(a) .
The predicted eigenvalues which correspond to longitudinal section magnetic (LSM, or TM tox) modes are also shown as functions of ε 2 /ε 1 . Note that every solution undergoes a transition from the cosine-like regime to the hyperbolic regime, as shown by the color change in the plot of each eigenvalue, at a certain threshold value of the permittivity. These threshold values depend on the value of k z and the frequency of the eigenfunctions in the y-direction. This is shown in Fig. 8 . The analytically determined eigenvalues were compared to the results found using the HFEM. Eigenvalues of several propagating modes obtained from analytic dispersion relations, are plotted along with their computed values (points) as functions of the dielectric ratio ε 2 /ε 1 in Fig. 9 . The agreement between the theoretically determined eigenvalues and those calculated using HFEM is excellent. The first 10 eigenvectors in the inhomogeneous waveguide, with a dielectric constant ε 2 = 1.5, are shown in Figs. 9. The eigenmodes for a dielectric constant ε 2 = 2.0 lead to more of the modes being confined in the higher dielectric region as compared with the case where ε 2 = 1.5.
The HFEM correctly solves for the modes supported by partially dielectric-loaded waveguides (both slow-and fastwave regimes; both LSE and LSM modes). Of particular importance is that the formulation can solve for these various dielectric-loaded modes without spurious solutions.
VII. CAVITY ELECTRODYNAMICS AND ACCIDENTAL DEGENERACIES
To demonstrate the capabilities of HFEM in 3D calculations, in this section we solve Maxwell's equations in a cubic cavity. Since HFEM is equally applicable to E-field calculations as it is to H-field, here we choose to work with E-field. Recall that the functional integral to be optimized is then of the form
We note that in 3D we do not have the freedom to impose the divergence-free condition on the fields since we need to solve for all three field components as opposed to only one of the components as in waveguides. So to minimize the divergence, we introduce a penalty term λ ∇ · ε r E 2 in the functional L,
given by
where λ is the Lagrange multiplier. The fields are represented by Hermite interpolation polynomials on hexahedral elements multiplied by the values of fields and their derivatives at the vertices (nodes) of each element. The integral can be discretized over the elements to obtain a matrix equation in terms of the nodal parameters. We invoke the principle of stationary action, and set the variation of L with respect to E * equal to zero. This yields a generalized eigenvalue problem which is solved to obtain the frequencies and field distributions of the resonating modes. The magnetic fields are readily obtained from the electric fields using Maxwell's equations. We consider a cubic cavity with perfectly conducting metallic boundaries. We assume that the dielectric regions of the cavity are charge-free and current-free. At the surface of a perfect electrical conductor, the electric and magnetic fields satisfy the boundary conditions (BCs) [46] [47] [48] n × E = 0 andn · H = 0.
These relations give the BCs on the periphery of the cavity. When working with electric fields, the tangential components of the field are set to zero at the boundary, while the normal components are determined variationally.
A. Origin and nature of spurious solutions
Numerical solutions of Maxwell's equations are polluted with non-physical spurious solutions. The divergence of Eq. 1 leads to
This condition is satisfied when either k 0 = 0 or ∇ · ε r E = 0. In theory, these spurious solutions have zero frequency. However, due to discretization, the eigenvalues of the spurious modes are not computed exactly as zero, and can have numerical values comparable to those of the physical solutions. Consequently, the spurious eigenvalues cannot be easily separated from the desired eigenvalues. 6, 9 When the divergence condition is not satisfied, it implies the present of charges inside the cavity. Examples of spurious solutions obtained when the divergence condition is not imposed are shown in Fig. 11 . Note how the field distribution shows source-like behavior within the cavity, indicative of non-zero divergence.
For the time-harmonic problem, spurious solutions have zero curl and a finite divergence. This manifests numerically as a very large divergence-to-curl ratio, compared to physically admissible solutions. In the following section we show within our HFEM approach we can increase this ratio with increase in the mesh density. We use this criterion to filter out spurious solutions from the physical admissible solutions.
B. The penalty method and the zero-divergence constraint
The penaly method 39 has been proposed to remove spurious solutions in nodal finite element implementations. The penalty term pushes most spurious eigenfrequencies outside --- 12 : Explicity imposing the divergence-free condition by performing global matrix row and column operations. One of the derivative DOF is eliminated in favor of the remaining two. Here X = 1 for the left-hand side matrix, and X is set to a large value in the right-hand side matrix, in the generalized eigenvalue problem. This choice of a large number pushes the eigenvalue of the redundant 1 × 1 subspace out of the spectral range of interest.
the spectral range of interest. However, a fixed Lagrange multiplier does not remove all spurious modes. A low value of the penalty factor leaves behind some spurious modes, and a large value of the penalty factor causes errors in the eigenvalues. One proposed algorithm is to use a different multiplier for each mode. 21 This, however, is an expensive iterative scheme. On the other hand, a constant penalty offers an inexpensive method for removing most of the zero-frequency spurious modes, and can be further enhanced. In our calculation, we use a fixed Lagrange multiplier, λ = 1.
One key feature of spurious modes is a large divergenceto-curl ratio |∇ · E|/|∇ × E|. 21 There is then the possibility of identifying and removing any remaining spurious solutions based on this ratio, after we determine the eigenfields. However, the divergence-to-curl ratio for spurious and physically admissible modes can become comparable, as seen in the first and second columns of Table II . It is clear that the penalty factor alone does not eliminate all the spurious solutions. There still are spurious solutions that can intermix with the physically acceptable solutions. Note that the Hermite shape functions supports a non-zero divergence value within the brick volume.
We resolve this issue by explicitly imposing the divergencefree condition at each node, using the derivative degrees of freedom. 41, 42, 49 At the matrix level, one of the terms in the zero-divergence condition, ∇ · ε r E = 0, is eliminated in favor of the other two. The procedure is demonstrated in Fig. 12 for the simpler case of a constant ε r . Applying this technique drives the divergence-to-curl ratio of physically admissible solutions even lower, and that of spurious solutions higher, as can be seen from the third and fourth columns of Table II . A comparison of columns 2 and 4 in this table show the enhancement of the ratio |∇ · E|/|∇ × E| for spurious solutions, and a substantial reduction of this ratio for the physical solutions.
Additionally, since the divergence condition is applied at each node, the total divergence of the physically admissible solutions decreases further with mesh refinement, whereas it increases considerably for spurious solutions (see columns 4 and 6 in Table II ). This is manifested as the element size is reduced, and the interpolation from the nodes having the divergence-free condition into the interior of the elements is more effective with increasing mesh density. This is in contrast to VFEM, where the normal discontinuity of edge elements leads to the formation of artificial charges at element interfaces, thus increasing the total divergence of the solutions; this problem worsens with mesh refinement. 50 Note that in VFEM, the zero-frequency spurious solutions are separated by filtering out the null-space of the curl operator from the spectrum using iterative techniques, 51, 52 or by finding eigenvalues in the interior of the spectrum. This is necessary, since if the physical solution space is not normal to the null space, the physical solutions will be polluted by null vectors.
We also report the results for HFEM when tetrahedral elements are used. The eigenvalues, along with the corresponding divergence-to-curl ratios are listed in Table III . The number of degrees of freedom in this calculation is 42438. As can be seen in the divergence-to-curl values in Table III , using tetrahedral elements for the breaking of the cavity, imposing the penalty factor alone does not fully separate the physical solutions from spurious solutions. Note also from Table III that both the penalty factor and the divergence-free condition drastically improves the tagging of spurious solutions. We observe less number of spurious solutions polluting the spectrum as compared to the cubic elements. Another feature observed is that the eigenvalues of the spurious solutions are distinct from those of the physical solutions, as compared to the cubic element case, where the spurious solutions are degenerate with the physical ones. To demonstrate our method, we first model an empty cubic cavity with conducting boundaries, with ε r = 1 and µ r = 1 inside. Consider a cavity of unit dimensions. These calculations are done using HFEM, with 8232 DOFs, within a parallel computing environment. [53] [54] [55] From Table IV , it is clear that the eigenvalues of the empty cavity obtained through our scheme have very small errors, when compared to the analytical values. In Fig. 13 , we show the convergence of the calculated frequencies to their analytical values in an empty cube of unit dimensions for both HFEM and VFEM (obtained using the software package MFEM 37 ). As the global number of DOFs is increased through mesh refinement, the accuracy improves steadily. Quintic HFEM delivers an accuracy of 1 part in 10 9 with just 8232 DOFs. The second curve from bottom (in green) obtained using 5th order VFEM shows about 10 times larger error for comparable DOFs. Even with further mesh refinement, VFEM has an error higher than our HFEM scheme. HFEM gives a higher accuracy than VFEM, even with half the number of DOFs. This reduction in required number of DOFs leads to improvement in computation time.
The matrix bandwidth is defined as the sum of sub-and supradiagonal arrays together with the main diagonal. For a total of 8232 DOFs (52728 DOFs), the cubic Hermite polynomials utilize a bandwidth of 16175 (105167), while the quintic Hermite interpolation polynomials occupy a comparable bandwidth of 16223 (105167). The occupancy of a matrix is defined as the percentage of nonzero entries in the matrix. While going from the cubic to quintic Hermite polynomials, there is only a nominal increase in the matrix occupancy from 0.04% to 0.125% for a matrix of dimensions 8232 × 8232. With an increase in DOFs to 52728, the occupancy decreases further to 0.0083% for the cubic Hermite, and is 0.025% for the quintic Hermite interpolation polynomials. In the case of cubic Hermite interpolation polynomials, with 60 processors, matrices of dimensions 8232 × 8232 (52728 × 52728) are assembled in 4.9 minutes (50.9 minutes), and diagonalized in 6.2 minutes (41.2 minutes), whereas using the quintic Hermite interpolation polynomials, with the same number of processors, matrices of the same dimensions are assembled in 66.4 minutes (471.4 minutes), and diagonalized in 9.6 minutes for the calculations. We also consider the error in eigenvalues of higher frequency modes in Fig. 13 . The errors converge at the same rate as the error in the first mode. We note that while modeling cavities with curved boundaries, we can discretize the curved regions with tetrahedral elements. As shown in Table III , we will still be able to maintain a similar level of accuracy in field calculations.
D. Accidental degeneracies in EM cavities
Physical properties arising from the symmetry of the system can be treated efficiently using group representation theory. It has been well appreciated in quantum mechanics that the degeneracies in the energy spectrum arise from the symmetry group of the corresponding Hamiltonian. 56, 57 The degeneracy of an eigenvalue is equal to the dimensionality of the corresponding irreducible representation of the symmetry group. If we have any other additional degeneracy in the spectrum which cannot be explained by the obvious geometrical symmetry of the system, it is labeled as "accidental degeneracy." In this section we discuss the presence of such accidental degeneracy and its removal for EM modes in a cavity. Pedagogical remarks on accidental degeneracy are given in Sec. VII F.
Let G be a group of order g and Γ (i) be an l i -dimensional representation of G. For a group element R in G, its representation is given by a l i × l i square matrix Γ (i) (R). Then the projection operator 56 corresponding to Γ (i) is given by
where χ (i) (R) is the character and P R is the operator corresponding to the element R. The transformation of electric fields under the operation P R is defined by
The projection operator P (i) projects out the part of the field E that belongs to the representation Γ (i) . The electric or magnetic fields corresponding to a degenerate eigenfrequency will form a set of vector basis-functions for the irreducible representations of the symmetry group. Previously, we have derived a coefficient formula to recognize the irreducible representation corresponding to an eigenenergy, and obtain the symmetry adapted wavefunctions in quantum dots. 34 An analogous coefficient formula exists even in the context of electric (magnetic) modes in EM cavities. Let {E i } n i=1 be the set of eigenfields for the physical system under consideration. Then the coefficient formula 34 is given by
If the coefficient is nonzero, then the field E k has a component in the i th -representation and E j is a partner. Using these coefficients we can construct the symmetry-adapted electric (magnetic) fields which are exclusively in the i th -representation.
In case of an empty cubic cavity resonator of length a with conducting boundaries. The eigenmodes supported by the cubic resonator have the eigenvalues
and the electric field components are given by E x = E 0x cos n 1 πx a sin n 2 πy a sin n 3 πz a ;
E y = E 0y sin n 1 πx a cos n 2 πy a sin n 3 πz a ;
where n 1 , n 2 , n 3 are non-zero integers, and E 0x , E 0y , E 0z are the field amplitudes in each direction. Three kinds of degeneracies can be identified in the spectrum. The first kind is due to the permutation of mode numbers. The second kind is a consequence of the divergencefree condition ∇ · E = 0. On substituting Eq. (43) in the divergence-free condition we obtain the constraint n 1 E 0x + n 2 E 0y + n 3 E 0z = 0. Hence, if n 1 , n 2 , n 3 = 0 we see that there are two independent field components; hence for a given mode (n 1 , n 2 , n 3 ) we will have at least 2 degenerate field solutions. 44 The third kind occurs when two disitinct sets of mode numbers give the same frequency, occurring when the following relation is satisfied: 
We know that the cubic cavity has the geometrical symmetry of O h . In Table V , we list all different possible combinations of mode numbers and their corresponding irreducible representations from the symmetry group O h . Here, we have accounted for only the first two kinds of degeneracies. For most of the combinations of mode numbers we observe accidental degeneracy since they belong to two or more distinct irreducible representations. The accidental degeneracy associated with permutation of mode numbers can be rendered normal by identifying the existence of two dynamical operators Ω = (Ω 1 , Ω 2 ), given by 38
which connect the degenerate field solutions. 58 The full covering group in this case is G = O h ⊗ Ω.
As described in the following section, the larger symmetry group G of the cavity is reduced to O h by introducing a concentric cubic dielectric inclusion inside the cavity. This inclusion removes the accidental degeneracy due to the way the fields occupy the corner regions exterior to the cubic dielectric.
E. Fields in dielectrically loaded cubic cavity
We consider a cubic conducting cavity of dimensions 1 × 1 × 1 mm 3 . This cavity is loaded with a concentric cubic dielectric inclusion, of dimensions 0.5×0.5×0.5 mm 3 , and permittivity ε 2 , as shown in Fig. 14. The permittivity in the rest of cavity is ε 1 . The eigenvalues of the first few modes are tabulated for the dielectric ratios ε 2 /ε 1 = 1.2 and ε 2 /ε 1 = 5.0. The calculations are done with 17576 DOFs, to accurately model the dielectric function.
In Figs. 15-16 we show electric field distributions for the first few modes in the loaded cavity with ε 2 /ε 1 = 1.2. As shown in Fig. 15 , the first three modes in the loaded cavity remain degenerate, and they belong to the three dimensional representation T 1u of the group O h . An instance of the removal of accidental degeneracy can be seen in the (1, 1, 3) , (1, 3, 1), (3, 1, 1) modes, which in the empty cubic cavity are part of a degenerate sextuplet which belong to the A 1g ⊕ A 2g ⊕ 2E g representation (see Table V ). This sextuplet decomposes into four separate irreducible representations. In Figs. 16(a,b) , we show the singlet modes in the loaded cavity belonging to the irreducible representations A 1g and A 2g , respectively. We note that in Fig. 16(b) In Fig. 20 , the evolution of mode frequency on varying the dielectric constant ε 2 in the interior is shown for the lowest few modes. We observe level crossings akin to the case of bound states in a finite quantum well as the well depth is varied. 34 In Figs. 17, we plot the surface currents on the conducting cavity. These currents ensure that the magnetic field outside the cube is identically zero. Note that the surface currents are symmetry-adapted as well.
As a final example, we consider a linear z-dependent perturbation to the dielectric function in the interior dielectric block. This perturbation reduces the symmetry group of the loaded cavity from O h to C 4v , resulting in a further reduction in mode degeneracies. In Table VII , we have listed the eigenfrequencies obtained with our method, and classified them into corresponding irreducible representations of the group C 4v . In Fig. 18 we show electric field distributions for the degenerate modes (1, 1, 1) in the loaded cubic cavity. In Fig. 19 , we show electric field distributions for the same modes, but for a perturbed cavity. Note how the modes in the perturbed case are now non-degenerate and split in frequency. As seen from Fig. 19 , the electric field magnitudes have complete C 4v symmetry; the first mode belongs to the representation A 1 of C 4v , while the second mode belongs to the representation B 1 .
Quality factor: A classic benchmark in computational electromagnetics is to obtain the Q-factor in a resonant cavity with lossy walls. Here we calculate the Q-factor in a loaded cavity which has contributions from a) the dissipation of energy at the cavity walls, and b) the dielectric loss when the permittiv- ity has both real and imaginary parts, ε = ε r + iε i . For the dielectric losses, the Q-factor associated with the resonator 46,59 is given by
We note that when a constant dielectric loading fills the entire cavity we obtain Q d = ε r /ε i , irrespective of the eigenfrequency. We have verified this in the limit of full dielectric occupancy. In Table VIII , we have shown the eigenvalues and their corresponding Q d values in a partially loaded cubic cavity with ε r = 2 and ε i = 10 −6 . The degeneracy spectrum again follows O h symmetry. When the cavity resonator has imperfect conducting walls, we define the corresponding quality factor 47 as
where σ is the conductivity of the metallic surface and δ s is the skin depth at the resonant frequency ω. In Table VIII , we list the Q c values at the resonant frequencies in a partially loaded cubic cavity with gold boundary walls. 0, 1, 1), (1, 0, 1), (0, 1, 1 LetG be an infinitesimal transformation for the coordinate system. Given a HamiltonianĤ, if [G,Ĥ] = 0, andG does not explicitly depend on time, then we say thatG is a constant of motion. Such constants of motion generate symmetries since they transform one eigenstate to another of the same eigenvalue. We expect to find additional constants of motion whenever we observe accidental degeneracies as explained below. If the Hamiltonian is separable in a coordinate system, then the separation constants may be considered as constants of motion. 60 These are just the generators of the additional symmetry operations. Typically, accidental degeneracies are then rendered normal by identifying the hidden covering group.
The example of the familiar hydrogen atom best illustrates the symmetry argument. In the H-atom, with its Coulomb potential having geometrical rotational symmetry, the conservation of the 3 components of angular momentum provide us three constants of motion associated with the 3D rotation group O(3). Equivalently, we consider the angular momentum components {L + , L − , L z } as the set of 3 operators which commute with the Hamiltonian of the H-atom. We know that an eigenstate |E, , m of the H-atom transforms under the operation of ladder operators as
Hence angular momentum operators transform degenerate eigenstates of the same but of different azimuthal quantum numbers m into one another. For a given we find that (2 + 1) states are degenerate. However the eigenstates of different allowed are also degenerate here, leading to a textbook example of accidental degeneracy. Fock 61 identified the hidden four-dimensional rotational symmetry group O(4) as the true symmetry of the H-atom, which explains these additional degeneracies manifesting as the familiar s, p, d, f , . . . states being degenerate for a given principal quantum number n. We expect to find additional operators (constants of motion) which commute with the Hamiltonian and connect eigenstates of different quantum numbers. These operators are just the three components of the conserved Runge-Lenz vector, , 62 A, which transform degenerate eigenstates of different quantum numbers into one another, 63 analogous to Eq. (48) . The components of the angular momentum L and the Runge-Lenz vector A generate the symmetry group O(4). We note that even though the components of L and A commute with the Hamiltonian, they will not mutually commute with each other. These components are subject to kinematic constraints of the Casimir operators for the group O(4). 64 Hence the eigenstates of the Hamiltonian are represented by the complete set of commuting operators H, L 2 , L z . Such an analysis, based on the symmetries of a physical system, is also feasible for the EM cavities.
To further clarify the aspects of degeneracy we briefly consider the example of a 2D empty square cavity of length a, surrounded with metal boundaries. This system has C 4v geometrical symmetry. The character table for different point groups are given in the texts by Dresselhaus 57 and by Tinkham. 56 We know that the eigenvalues supported in the cavity are given by
where n x and n y are non-zero integers. In Table IX , we list all symmetry-adapted basis functions and irreducible representations for different combinations of (n x , n y ) modes, derived using Eq. (41) . The (odd, odd) or (even, even) doublet with n x = n y belongs to two distinct irreducible representations. Hence, the degeneracy of these modes is not entirely explained by the symmetry group C 4v ; therefore they exhibit accidental degeneracy. This is analogous to the situation in an infinite square quantum well, where the accidental degeneracy occurs for the eigenenergies due to the separability of the infinite well potential. 65 Such an accidental degeneracy is rendered normal, in the usual parlance, by recognizing that an additional operator Ω = ∂ 2
x − ∂ 2 y exists, which connects the basis functions of A 1 (A 2 ) and B 1 (B 2 ) representations. Hence, the true symmetry of a 2D empty square cavity will be a covering group, which is a semidirect product of the geometrical symmetry group C 4v and a one-dimensional compact continuous group generated by the operator Ω = ∂ 2
x − ∂ 2 y . 66 We can remove the accidental degeneracy in a 2D empty square cavity by introducing a concentric square dielectric inclusion. Such accidental degeneracy and its removal occurs even in rectangular cavities.
VIII. PHOTONIC CRYSTALS
The first proposals for the design of photonic crystals by Yablonovitch 67 and by John 68 in 1987, and further investigations by Ohtaka, Sakoda, and collaborators [69] [70] [71] [72] [73] and by Joannopoulos and Johnson 74 have led to a full appreciation of the physics of periodic dielectrics. With the rapid increases in computing power and simulation techniques and the design and fabrication of PCs, a wide variety of optoelectronic devices including low-loss reflecting surfaces, waveguides, filters, flat lenses, optical inter-connects and the like, have made the efficient prediction of their optical properties a high priority for physicists and optical engineers. [74] [75] [76] [77] [78] [79] By assuming that the PC contains an arbitrarily large number of unit cells, using the Bloch-Floquet Theorem, [80] [81] [82] we can decompose the magnetic field into two terms,
In the examples treated in this paper, in which the unit cell is a rectangle of dimensions d x × d y , the vector q can be expressed as It is only necessary to consider the eigenvalues over the first Brillouin zone; outside this zone the eigenvalues will behave periodically. Furthermore, due to reflection symmetries, it is possible to further reduce the Brillouin zone to obtain a greater density of sampling points for the same computational cost. In the first example considered, a square array of cylindrical dielectric posts, the Brillouin zone only needs to be treated over the region marked in Fig. 21 .
We can decompose the terms in the functional L into cell functions and envelope functions. The second term of the integrand of L reduces to U * · k 2 0 µ r · U. The curl term in the integrand of L can be simplified using the absence of propa- 
Eq. (52) may be greatly simplified by classifying all possible solutions into two distinct cases: (i) Transverse electric (TE) modes with E z = 0, which from the imposition of periodicity resulting in Eq. (52) forces H x = H y = 0, and all other vector components are nonzero and (ii) Transverse magnetic (TM) modes with H z = 0 which forces E x = E y = 0, H z = 0, and all other vector components are nonzero. It is sufficient to consider TE-and TM-modes only, since any fields in the 2D PC can be expressed as a combination of these modes. It is well known that frequencies absent from the eigen spectra of both modes do not propagate because they are in the 'band gap'.
The band gaps of the photonic crystal may be determined by choosing a large number of ordered pairs (q x , q y ) from within the irreducible Brillouin zone to determine which eigenvalues will propagate. Then the band structure in the remainder of the Brillouin zone may be determined via reflection symmetry. The entire first Brillouin zone may then be translated to adjacent zones due to the periodicity of the cell function.
Given the simple modal decomposition resulting from 2D periodicity, eigenvalue problems for both TE and TM modes can be posed in terms of a single scalar quantity, U z and its spatial derivatives. For isotropic media where µ r and ε r are constant, the functional L for TM modes simplifies to IX: Different possible even and odd combinations of 2D eigenmodes and their corresponding irreducible representations for the symmetry group C 4v are shown. Here the indices n, m are non-zero integers, and the column labeled "irrep" refers to the irreducible representations of the multiplet.
Mode number "Irrep" Basis functions
and the arrows over the derivatives denote the direction in which the derivatives operate on the quantities in Eq. (53) . To obtain L for TE modes interchange ε r ↔ µ r in Eq. (53) and associate U z with E. Within the FEM, a variational solution is found by the eigenvalue problem derived from δ L = 0 and yields the band structure of the 2D PC.
In the following, we consider three examples of photonic crystals. The first is a square lattice of dielectric posts, for which we obtain the photonic band structure as previously reported in Joannopoulos. 83 We also identify the symmetries at various points in the dispersion relations to discuss band anticrossing and level degeneracies at special points. The eigenvector fields at the Γ−point of the frequency dispersion are shown, and frequency bands over the full Brillouin zone are displayed.
The second example is that of a checker-board lattice of dielectric regions. Here again we provide the group theoretic analysis, the band structure, the band surfaces over the Brillouin zone, and the eigenvector fields.
To demonstrate HFEM's capability in modeling systems of arbitrary shapes, the third example is chosen to be a photonic crystal structure based on M. C. Escher's Horsemen tessellation. The fields, band structure and band surfaces over the Brillouin zone are calculated.
A. Group Representation Theory and Photonic Crystals
The eigenvector fields can be organized according to their symmetries with respect to the symmetry group of the crystal and to the group of the wavevector. In the following, we follow the group-theoretic analysis of Sakoda. 69, 70, 73 The point group of the cylindrical post unit cell is C 4v , or the symmetry of the square. The character table of this group is given in Tinkham. 56 The wavevector at the Γ-point has the full symmetry of C 4v . The symmetry of the Γ-point modes can be deduced by inspecting the transformation properties of the eigenvectors that are transverse to the extrusion direction of the crystal. For a one-dimensional irreducible representation D i , operation R j in class j with character χ i (R j ), and eigenvector field v, the eigenvector field will transform according to
By inspecting the transformation of v by several D i (R j ), the character table can be used to deduce which irreducible representation the eigenvector field belongs to. As an example, consider the Γ-point mode in Fig. 24a . The transverse vector field satisfies
This mode must therefore belong to the irreducible representation with characters
which corresponds to the Γ 2 representation. For modes with wavevector away from the Γ-point, the symmetry of the wavevector itself must also be taken into account. The Mpoint has the full symmetry of C 4v . The X-point has the reduced symmetry group C 2v (the symmetry of the rectangle) with the character table given in Tinkham. 56 Points along ∆, Z, and Σ have the still further reduced symmetry of C 1h (bilateral symmetry) with the character table given in books on group representation theory. 56, 57 Points along Z have C 1h symmetry due to the fact that a mirror through the line orthogonal to the q x direction brings Z to Z + Q, where Q is a reciprocal lattice translation vector.
The dispersion relations for the lowest few modes of the cylindrical post labeled by their irreducible representations are shown in Fig.22 . Notice that in Fig. 23 there is an anticrossing site in the TE modes along Z. Since the irreducible representations form an orthogonal basis, anitcrossings can only occur between modes within the same irreducible representation. Indeed, this is the case here, as the two anticrossing modes are in the Z 2 irreducible representation. The band structure for the lattice of dielectric posts was computed using a mesh of 4420 nodes, yielding a matrix size of 26520 × 26520. The mesh was refined in the region surrounding the edge of the cylindrical post. The curves shown in Fig. 22 give the behavior of the propagating frequencies of radiation at various points along the edge of the irreducible part of the Brillouin zone. The finite element method reproduces a band gap in the TM modes which is also predicted by the planewave method. Using finite elements, it is also possible to increase the resolution close to the anticrossing site marked in Fig. 22 . This is a location at which multiple eigenvalues of the same polarization (i.e. both TM or both TE) appear to touch. The close-up view of this point on the edge of the Brillouin zone is given in Fig. 23 .
The eigenfunctions for the arrangement of cylindrical dielectric posts are shown in Figs. [24] [25] . Note that the point symmetries of each mode at the high symmetry points of Γ, X and M can be used, along with their character tables, to verify the symmetry groups shown in Fig. 22 by direct observation of the eigenvector fields.
The dispersion relations are calculated for the irreducible Brillouin zone, which is only one eighth of the full Brillouin zone as shown in Fig. 21 , and then their full reconstruction over the entire zone is performed. This can reduce computation time by a factor of 8. The lowest few TE and TM dispersion relations are shown in Figs. 26a-26b . These threedimensional dispersion surfaces also provide another means of visualizing band gaps in the TE and TM modes, which are of great interest in photonic crystal applications. 
C. Eigenstates for a checkerboard lattice
We present results for a checkerboard superlattice of dielectric posts which is readily solved using HFEM. The band structure for a checkerboard lattice was computed using a mesh of 12355 nodes, yielding a matrix size of 74130 × 74130. The mesh was refined in the region surrounding the edges within the checkerboard. Since the checkerboard lattice has more internal boundaries per unit cell than the cylindrical post geometry, a greater degree of mesh refinement was required, resulting in a larger global matrix than that of the lattice of cylindrical posts.
The eigenvalues are plotted over a triangular path between the Γ, X and S points. Compared to the dielectric posts, the checkerboard shows much more activity and a denser band structure at low frequencies, but it has a smaller band gap in the TM modes. Like the cylindrical posts, this checkerboard has no TE band gap. The corresponding eigenfunctions for the lowest modes at the high-symmetry points are plotted in Figs. 29a-29d .
The vectors represent the electric field in TE modes and the magnetic field in TM modes, while the shading of the For TE-modes, the in-plane electric field is represented by vectors and the out-of-plane magnetic field is represented by the gradient background. For TM-modes, the vectors represent the in-plane magnetic field and the background represents the strength of the out-of-plane electric field. Note that the first mode is not shown because the corresponding eigenvalue is zero, resulting in a trivial solution.
background represents the intensity of the magnetic field in TE modes and the electric field in TM modes, with lighter shades corresponding to regions of greater field magnitude. Note that the eigenfunction for the lowest eigenvalue is omitted for the Γ-point for both modes of propagation. This is because those lowest eigenvalues approach zero at the Γ-point, causing the corresponding eigenfunctions to be trivial (zero everywhere).
The dispersion relations calculated for the irreducible Brillouin zone and then their full reconstruction over the entire zone is performed. The lowest few TE and TM dispersions are shown in Figs. 30a-30b.
D. Eigenstates for an Escher tessellation
In order to demonstrate the flexibility of the Finite Element Method, a photonic crystal based on a tessellation by M. C. Escher was simulated and its band structure was calculated.
The image used to produce the crystal was Escher's "Horsemen" as shown in Fig. (31a) . A sample mesh is given in Fig. (31b) .
The band structure for the Escher tessellation was computed using a mesh of 54945 nodes, yielding a matrix size of 329670 × 329670. Since the Escher unit cell does not have the same reflection symmetries as cylindrical and checkerboard unit cells, the entire Brillouin zone was tested instead of a small fraction of it.
The eigenvalues are plotted over a triangular path between the Γ, X and S points in Fig. (31c) . The transverse electric modes appear to converge to a band structure similar to that of the cylindrical post, even featuring an anticrossing site in approximately the same position. However, the transverse magnetic modes fail to converge properly, even when using several tens of thousands of nodes. This may be due to the high complexity of the dielectric structure coupled with the slow error convergence of the action formulation based on D. The corresponding eigenfunctions for the lowest modes at the high-symmetry points are plotted in Figs. 32a-32d .
The vectors represent the electric field in TE modes and the magnetic field in TM modes, while the shading of the background represents the intensity of the magnetic field in TE modes and the electric field in TM modes. As with the other crystal geometries, we omit the lowest state at the Γ-point as a trivial solution.
The eigenvalues have also been plotted as surfaces over the first Brillouin zone, as shown in Figs. 33a and 33b .
In conclusion, we anticipate that the use of Hermite FEM will allow the treatment of multiscale problems associated with photonic crystals with embedded quantum dots, defects, and the like. The spatial representation of the fields using Hermite triangular interpolation is much more economical than employing plane-wave methods for such structures allowing the deployment of more finite elements strategically in specific regions as needed. The resulting global matrices are still sparse and banded due to the local connectivity, which leads to far more compact matrices than in other schemes with the concomitant reduction in compute-time. While the transverse magnetic modes continue to converge slowly in complex geometries, the efficient calculation of the TE modes allows one to easily determine which geometries have TE band gaps. Furthermore, the extension to three-dimensional crystals, in which a separate formulation based on D is no longer needed, may alleviate this problem.
IX. CONCLUDING REMARKS
Electromagnetic devices of higher frequencies (e.g., mmwave) and increasing complexity are being employed in a wide variety of industries. The design of modern electronic includes electromagnetic components with sophisticated in- On the left side of (a) an (b), the first ten eigenvalues are shown in the irreducible part of the Brillouin zone for TE and TM modes, respectively. On the right side, each eigenvalue has been separated from the rest and extended to the full Brillouin zone through symmetry operations. others near it through electromagnetic cross-talk. The novel effects exhibited by metamaterials containing negative refractive index components are all simulated before being assembled in order to optimize their optical properties as desired. Commercial computational electromagnetic modeling software relies heavily on vector finite element, finite difference, and spectral methodologies. Here we focus on a scalar finite element approach in which the field components are approximated using local polynomials over discrete subdomains. We show that the use of Hermite interpolation polynomials provide very accurate solutions with a minimal number of elements used in the discretization. The ability to reproduce smooth variational solutions for the fields will allow a coarsely discretized full-wave maxwell solver to seamlessly couple to other solvers for physically small features, such as small gate geometries, quantum wells and dots, or plasmonic structures which are all deeply subwavelength. The Hermite interpolation polynomials are equally well suited to three-dimensional finite elements, e.g., 40 DOF or 56 DOF can be used to define the basis functions on tetrahedra.
We have shown that the hermite interpolation polynomials on a triangular element are able to eliminate the spurious solutions that typically occur with Lagrange-type scalar shape functions. The results for the standard rectangular waveguide with and without a dielectric inhomogeneity directly demonstrate the efficacy of this method. The eigenfrequency for the lowest mode for the homogeneous waveguide agrees with the analytical result within a relative error of 10 −15 , which is superior to hierarchical VFEM for about the same number of DOF. 28 For the inhomogeneous waveguide, we have calculated the eigenmodes that are trigonometric in both regions at higher frequencies, and they evolve into solutions that are sinusoidal in the higher dielectric region and hyperbolic in the region with the lower dielectric as the dielectric ratio ε 2 /ε 1 increases. This behavior is analogous to the development of abovebarrier states in quantum wells that get localized and captured into the quantum well as the well depth is increased. This analogy suggests that as ε 2 is increased more modes are captured by the higher dielectric region leading to the sinusoidal behavior in the larger dielectric region and an exponential decay into the lower dielectric region.
For cubic cavities, we have shown that electromagnetic simulations done with Hermite elements deliver high accuracy and smoother representation of fields. We have compared our formalism with analytical results. Fewer finite elements are needed to achieve comparable results for eigenvalue calculations.
The divergence-free constraint for the electromagnetic On the left side of (a) an (b), the first ten eigenvalues are shown in the irreducible part of the Brillouin zone for TE and TM modes, respectively. On the right side, each eigenvalue has been separated from the rest and extended to the full Brillouin zone through symmetry operations. • In 2D, there are no spurious solutions using Hermite finite elements with triangles. 22, 33 • Field directions are ill-defined at all the nodes. With increasing mesh density we have more area (2D) and volume (3D) around nodes where the field direction is not defined. Thus mesh refinement does not give improved results in applications.
• This is a node-based FEM, and there are no issues with field directions at nodes and throughout, including for 3D hexahedral Hermite elements. Mesh refinement allows the improved identification of spurious solutions in the positive spectrum.
• In 3D, all zero-frequency solutions are pushed to the null-space through Nedelec compliant shape functions. Estimates are that for a matrix dimensions of 10 3 in typical EM calculations, there are about 20%-30% solutions to the matrix that are in this category. 9 They have to be calculated and then thrown away, being unusable solutions. Carrying this overhead in the calculation is computationally expensive when considering sophisticated structures.
• In 3D, a modest penalty factor λ = 1 pushes spurious solutions to the zero-frequency sector and they do not appear in the calculated range of the spectrum. Some are left over, and these affect the non-zero frequency spectrum. Now the node-based divergence condition is super-imposed on the penalty calculation; this leads to substantial improvement in the separation and identification of the spurious solutions.
The key is the tag provided by |∇ · E|/|∇ × E|. This ratio keeps increasing for the spurious solutions, whereas it decreases substantially for physically admissible solutions as the mesh is refined.
• The multi-scale modeling for multi-physics systems cannot be performed: for example, modeling a vertical cavity surface emitting laser.
• Being node based, the modeling can accommodate multi-scale problems for multi-physics applications.
fields results in spurious solutions for the wave equation. Their eigenfrequencies are pushed to zero in the VFEM, either through Nedelec compliance or through their removal at each iteration. In either case, this is an expensive numerical procedure. In our approach, we imposed the divergence-free condition by adding a constant penalty term (a Lagrange multiplier, set to unity). In addition, through the derivative degrees of freedom at each node we have imposed the same constraint explicitly. Now the remaining few non-zero frequency spurious solutions are eliminated by identifying them through their large |∇ · E|/|∇ × E| ratio. This procedure does not alter or influence the accuracy of the physical solutions. Comparison of properties between VFEM and HFEM calculations are presented in Table X .
Group theoretical classification of eigenmodes in photonic crystals, 69, 70 in radio-frequency cavities, 85, 86 and in metamaterials 87 were previously discussed in the literature. We have considered the symmetries of a metallic cubic cavity, with and without a dielectric inclusion. The origin of higher degeneracy in the frequency spectrum in a cubic cavity are attributed to the existence of accidental degeneracy. The operators additional to those of the symmetry group O h have been determined. We have derived a coefficient formula 34 which will classify, and project out the symmetry adapted modes of the corresponding irreducible representation. The computed field distributions are symmetry-adapted as predicted from group theory.
The accidental degeneracy is lifted with the insertion of a concentric cubic dielectric of a smaller size. The variation of the spectrum as the ratio ε 2 /ε 1 is changed has been explored. We have shown that this leads to a reordering of some of the mode frequencies.
Since the FEM is based on geometry discretization, we are now free to change the shape of the cavity and still obtain a high accuracy using HFEM. This method is well suited for mixed-physics applications, such as for quantum well lasers in electromagnetic cavities. This is because we have node-based finite elements with scalar shape functions.
Applications to multiscale analysis is now feasible using the present method. This option is not open to VFEM due to the lack of directionality for fields at shared nodes in the finite element mesh. Very dense meshes lead to larger regions in which field directions are ill-defined. Typically, quantum mechanical problems are solved with scalar basis functions, and the electromagnetic problems are dealt separately with VFEM or other techniques. HFEM formulation facilitates an identical scheme for solving simultaneously both electromagnetic and quantum mechanical/acoustic calculations.
We have shown that the scalar Hermite polynomials have several fundamental advantages for obtaining the band structure of periodic systems such as photonic crystals, while compared with VFEM and other plane wave expansion methods. 88 Advantages are observed in computational costs, the ability to capture spatial complexity in the dielectric distributions, a substantially higher numerical convergence with scaling, and in obtaining variational eigenfunctions free of numerical artifacts. We note that the method delineated in this paper is well suited to model and design composite structures such as 3D photonic band-gap crystals, metamaterials and topological photonic systems, for applications in ultra-small optical integrated circuits. Hence, approaches reviewed here show great promise for the simulation of electrodyamics, plasmonics, high frequency circuitry, and especially in mixed physics problems.
Finally, we note that the importance of accidental degeneracy and its consideration is because the periodic table of elements and its structure depend on it. The progression of elements in the table with the addition of more and more electrons to the atoms is governed by the Pauli exclusion principle and his "aufbau prinzip." This then governs all of chemistry and hence all of biology. May we be permitted to say that life itself depends on accidental degeneracy?
Given the periodic nature of the PCs, it is natural that the vast majority of published works on photonic band structure calculations are analogous to the reciprocal space analysis common to the solid state physics analysis of propagating electronic states in crystals. The analogy to solidstate has some drawbacks. In particular the abrupt, macroscopic discontinuities of dielectric regions make it difficult to transform the dielectric function and EM states between reciprocal space and real space without artifacts. In practical use, these numerical artifacs can become sources of serious error when subsequent calculations in real space are required or the system symmetry is lowered. Interactions with sub-wavelength features, such as quatum structures that are most often at interfaces, can be very difficult to resolve if the EM field description is coarse. Other demanding examples are the computation of localized states (such as defects) and slab geometries. 89 Under conditions of a periodic slab, the predominant approach is to move away from the use of 10 6 plane waves (the 2D periodic system of a slab), plane waves corresponding to the third dimension, plus supercells corresponding to any irregularity 90, 91 toward the time domain where finite-difference time-domain calculations are now widely used for the calculation of real-space EM fields.
VFEM calculations for the eigenmodes of PCs and VFEMtime-domain calculations for waveguide and defect geometries are not common, but examples include the real-space construction of localized Wannier basis function from the perfect crystal eigenmodes to compute localized defect modes. 92 One disadvantage of such calculations is the pixelization of the resulting fields owing to the lower order of normal field continuity in vector element formalism or the spatial gridding of finite-difference time domain analysis. This mixed order real space description results in an EM field that is spatially coarser than the quantum mechanical features of embedded solid state structures such as quantum dots, wells, and other features common to modern semiconductor devices.
It is ultimately more desirable to obtain field patterns that have continuous spatial derivatives within dielectric layers for convenient calculation of quantum mechanical or deeply sub-wavelength interactions. The present HFEM approach provides smoothly varying EM wavefunctions using a nodal mesh description and derivative continuity, yet preserves the necessary boundary conditions and numerical constraints that have been demanded of VFEM. Accurate spatial field de-scription provided by HFEM will be important in inverse design schemes for PCs to engineer the topology of band structures. 93, 94 For decades, PC analysis by reciprocal space techniques has produced accurate eignevalue results as would be expected of a variational approach, however the HFEM offers a flexible, robust means of computing the eigenstates of a PC with much more physical eigenfunctions at far lower computational cost. In our calculations, we note that the typical matrix dimensions for the PC with square geometry containing cylindrical posts are on the order of 26 × 10 3 ; however, the local connectivity within HFEM leads to a banded matrix with 0.158% occupancy. This sparsity is a demonstrable advantage over the plane-wave method. The ability to construct the field distributions from the nodal eigenvectors with no discontinuities in the reconstructed function and its derivatives is an additional benefit and allows for a high quality description of the dual fields. Furthermore, the plane-waves are global functions, and the eigenfunctions constructed using these functions have the usual errors on the order of the square root of the errors in the eigenvalues. However, in FEM, this error can be distributed nonuniformly by emphasizing areas (or volumes) of interest through the redistribution of elements, putting more elements in those areas that are of particular interest and fewer elsewhere. The detailed agreement with the published results for the square lattice of dielectric posts shows that the HFEM provides accurate, reliable results that are derivable with banded, sparse matrices.
The ability of the FEM to represent complex geometries is highlighted by considering the use of an Escher tessellation to define a unit cell of a PC. The same example treated with reciprocal space methods would require an enormous number of Fourier components to capture the details of the geometry.
For HFEM to be fully extensible across a wider range of PC modeling, it will be necessary to demonstrate its applicability in three dimensions. This is straightforward with Hermite tetrahedral and brick elements. As a node based method, HFEM is suited for domain decomposition and can be connected with existing frameworks for treating the open domains of finite systems as well. A final feature that would be required in this context is the exploration of the time-domain evolution of solutions. The finite element time-domain techniques that are already prevalent in modeling such structures can readily incorporated with the methods we have reviewed in this paper.
In conclusion, we can anticipate that the use of HFEM will allow the treatment of multiscale and multi-physics problems that require detailed spatial descriptions of EM fields. With the solutions given on the vertices of the triangle and the continuity guaranteed both for the normal and tangential derivatives at triangle interfaces, it becomes substantially simpler to mix scalar-vector field calculations involving curl operators. This a distinct advantage over reciprocal space methods as we have shown through cases designed to stress the sophistication of the spatial reconstruction of fields.
