Registration of 3D meshes of smooth surfaces is performed by tracking the acquisition system. The tracking is performed using photogrammetric techniques. Careful calibration of all objects in play enable a registration accuracy of *** . Targets are used to asses the precision of the registration, but the method does not rely on the use of targets and can be used for the registration of featureless surfaces.
In the case of spatially-structured objects, multi-view registration is most 9 often based on the ICP algorithm [1] or one of its variations [2] . This method and time-consuming to place and remove targets from the multiple objects that 16 we want to digitize. Furthermore, there is always the possibility that a target 17 covers a defect that we want to detect. Also, there may be cases in which we 18 fear damaging the surface with the targets.
19
Instead of relying on the object data, 3D registration can be based on the 20 known position and orientation of the acquisition system. If a robot is used to 21 control the acquisition system, its' position and orientation is readily available.
22
But the attained accuracy of 1 mm in untaught mode is not sufficient to base targets and observed by a number of fixed cameras [5, 6] . This second setup is 28 the best suited to be adapted to our task. We can measure the precise position 29 and orientation of the acquisition system in a coordinate system defined by set of 30 fixed cameras which observe the acquisition system the camera by fixing targets 31 to it, instead of on the object under study. Our goal is to register 3D datasets 32 with a precision better than half the acquisition system resolution. cameras observe an acquisition system while it digitizes a surface. A target-37 frame is fixed to the acquisition system to enable the precise tracking of its' 38 position and orientation during the measurements.
39
The scope of this experiment is to show that this setup can be used to track a 
Materials

45
All 3D digitizations were performed using a commercial fringe projection 46 digitization system by Gom, the Atos III. The system can be built in different field-of-view/ accuracy setups. For this study we use a 500 mm × 500 mm field 48 of view, yielding an accuracy of 0.24 mm. In this configuration the measuring 49 distance between the Gom Atos III and the surface under study must be 760 mm.
50
This entails that our registration accuracy goal of half the acquisition resolution 51 is 0.12 mm spatially and 0.158 mrad.
52
The characteristics of the materials used for the tracking procedure were 53 optimized through several simulations, some of which are described in [7] . The attached to the bottom of the frame so that it can be fixed to a tripod. A 58 hexagonal plate holder inside the cube on the bottom face is used to fix the 59 acquisition system to the frame. An additional camera, a Nikon D300, is used 60 for certain calibration procedures. 
Calibrations
62
To ensure a precise tracking, all optics and objects in play must be carefully 63 calibrated. We thus introduce the following coordinate systems, linked to the 64 materials in use (illustrated figure 3):
is the coordinate system linked to the acquisition sys-
is the coordinate system linked to the tracking frame.
68
• C Ci , (O Ci , x Ci , y Ci , z Ci ) are the coordinate systems linked to the each 69 tracking camera. O Ci is the optical center of the camera, ( x Ci , y Ci ) define 70 the image plane, z Ci is collinear to the optical axis.
71
• C 0 , (O 0 , x 0 , y 0 , z 0 ) is the world coordinate system.
72
We now describe the necessary calibrations and how they are performed.
73
The following notations will be used throughout this section: A| C U are the 74 homogeneous coordinates (x A , y A , z A , 1) of point A in coordinate system C U .
75
We define T C U ,C V the transformation matrix between two coordinate system
Acquisition system Surface under study Tracking frame
Figure 3: Coordinate systems defined for the tracking procedure.
Internal orientation (I.O.) of the photogrammetric cameras. perform the interior orientation a few days before the acquisitions.
87
Internal orientation of the acquisition system. It is also necessary to know the 
102
We associate a coordinate system C t emp to the 3D object.
Step 2 provides 103 us with the position and orientation of the 3D object in C S , that is T S,temp .
104
Similarly, step 3 provides us with the position and orientation of the 3D object 105 in C F previously defined, that is T F,temp .
106
We can thus easily calculate the transformation between C S and C F : simultaneously by the four calibrated cameras.
113
The position and orientation of the other three cameras are measured with 114 respect to the first.
115
We choose the coordinate system of the first tracking camera as the world
Data processing
118
We thus have the necessary data to register the data sets. Each acquisition T C0,C F is sufficiently precise.
123
We can thus calculate A| C0 , the coordinates of the surface points in the 124 world system using: 
Results and Discussion
145
The various acquisitions were performed in the following order: We first quickly present the accuracy achieved for the individual calibrations
154
(steps 1 to 4 and 6). Then we analyze the accuracy with which we track the 155 target frame (5) and finally we look in to the accuracy of the final registration.
156
All accuracy values (simulations and measurements) are given at 2 σ. The tracking cube calibration is performed with much higher accuracy than 165 expected, though this value does not take into account the deformation that the 166 aluminum cube may undergo due to temperature variations for example. M2  M5  M17  M11  M1 M12 M15  M14  M16   M6  M0  M10   M7   M9  M13  M8   X   Z   M0  M1  M2  M3  M4  M5  M6  M7  M8  M9  M10  M11  M12  M13  M14  M15 M16 M17 
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Tracking the frame
168
Eighteen acquisitions are performed with the 3D digitization system. They • Accuracy: ***
186
• Can be extended to 2D projection on 3D model
189
• Aluminum profiles are fine for rapid prototyping but they are heavy and 
