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Introduction générale
Contexte général
Avec l’arrivée des nouveaux médias, l’image est devenu un outil incontournable de la vie
quotidienne. Que ce soit pour la diffusion sur des téléphones portables, la vidéo surveillance,
la post production vidéo ou cinématographique, les applications sont multiples et essentielles.
Dans le registre des sciences de l’environnement, les images satellitaires apportent de nouvelles
données d’investigation et génèrent de nouvelles problématiques. Les applications de suivi dans
les séquences d’images, ou plus généralement l’analyse de mouvement, constituent donc un
domaine de recherche en pleine expansion.
Les techniques de traitement d’images s’ouvrent ainsi à de nouvelles applications qui
nécessitent de faire appel à des outils théoriques différents des techniques standards actuellement
développées. Une des principales limitations de l’analyse de mouvement dans le domaine de
la vision par ordinateur concerne le manque de cohérence temporelle entre les estimations
successives réalisées sur une séquence vidéo. Cette limitation vient principalement du fait qu’il
est en général complexe de déterminer une dynamique a priori sur l’évolution de phénomènes 3D
visualisés sur un plan image 2D. Il est parallèlement difficile de contraindre les solutions obtenues
par analyse de séquences d’images à respecter des lois d’évolution physique.
Un des cas particuliers rencontré très fréquemment concerne l’analyse de séquences d’images
d’écoulements fluides. Même si ces images sont informatives pour l’œil humain, elles posent
néanmoins le problème de leur analyse automatique. Comment par exemple quantifier et utiliser
l’évolution temporelle de phénomènes météorologiques visibles sur une séquence d’image et les
coupler avec des modèles de dynamique physique afin d’opérer une prédiction ?
Dans le contexte d’images de mouvements fluides, il est en effet possible d’avoir une idée
a priori de la dynamique du phénomène observé. L’étude des écoulements fluides est au centre
de vastes domaines de recherche et la visualisation offre un moyen rapide d’analyser et de
comprendre ces écoulements. Les domaines dans lesquels ces phénomènes interviennent sont
d’une importance capitale :
– l’océanographie, où l’estimation de mouvement permet d’étudier l’évolution des courants
marins et la dérive d’entités passives telles que les icebergs ou les nappes de polluants.
– l’imagerie médicale, où l’étude d’écoulements de bio-fluides est capitale pour détecter
certaines pathologies telles que les thromboses, ou mettre au point de prothèses limitant les
risques de gêne ou de complication.
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– la biologie marine, où l’on cherche à analyser le comportement de certaines espèces en
relation avec l’évolution de leur environnement.
– l’imagerie pour l’étude expérimentale d’écoulements fluides, où l’extraction d’attributs
cinématiques (vitesse, vorticité ou divergence) est indispensable pour caractériser les
propriétés de différents types d’écoulement (laminaires, turbulents). Ces études ont un
impact industriel considérable dans tous les secteurs où l’on souhaite “contrôler” un
écoulement fluide. Cela implique par exemple, le domaine du transport (aéronautique,
automobile, ...), les applications militaires, ou encore le secteur agro-alimentaire.
– la météorologie, où la reconstruction des champs de vent à partir de données satellitaires
permet de suivre et d’observer l’évolution de phénomènes météorologiques clés comme les
centres dépressionnaires, les tornades ou certains groupes de nuages. Ces champs de vent
permettent également d’initialiser des modèles atmosphériques numériques.
On peut aussi rappeler que les stations météo permettant la collecte de données sont orga-
nisées de manière très hétérogène sur le globe terrestre. Leurs emplacements géographique
sont principalement liés au développement économique des pays. L’hémisphère sud, et plus
particulièrement l’Afrique et l’Océan Pacifique, est ainsi pratiquement dépourvu de moyens
permettant d’alimenter les modèles de prévision météorologiques locaux.
La haute résolution des images fournies par les nouveaux satellites devrait donc permettre
d’apporter de nettes améliorations aux modèles prévisionnels dans ces zones du globe.
À travers tous ces exemples, on cerne tout l’intérêt que peut avoir l’analyse d’écoulements
fluides dans notre vie quotidienne. Pour une analyse fine et robuste de ces données images, il pa-
raît absolument nécessaire que les techniques utilisées puissent prendre en compte les équations
descriptives de l’évolution du fluide étudié. Cette prise en compte de la cinématique de la dyna-
mique est d’autant plus indispensable que les données images sont en général le reflet d’observa-
tions incomplètes, bruitées et souvent indirectes des variables d’état d’intérêt (vitesse, température,
pression, densité, ...). D’autre part, les écoulements complexes, comme les fluides géophysiques,
sont souvent régis par des modèles simplifiés en raison de conditions aux bords inconnues, de
phénomènes couplés de cinétique chimique ou encore de phénomènes turbulents méconnus.
Les données images, de part leur nature spatio-temporelle quasi dense, devraient donc per-
mettre d’améliorer grandement l’analyse de ces écoulements complexes.
Méthodologies
Les techniques de suivi utilisées en vision par ordinateur sont historiquement des méthodes
séquentielles (ou récursives), où un modèle dynamique a priori guide l’évolution de l’objet
d’intérêt et un filtrage permet de corriger l’estimation suivant des données images. Les modèles
d’évolution utilisés sont en pratique définis à un bruit près. Ce bruit permet en effet de modéliser
l’imprécision ou l’incertitude des modèles utilisés et des erreurs mises en jeux par la projection
sur un plan image de phénomènes tridimensionnels. Notons aussi que le coût de calcul de l’étape
de filtrage limite l’application de ces méthodes aux variables de dimension réduite.
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En météorologie et en océanographie, d’autres techniques, par essence différentes, sont aussi
utilisées. Le suivi de l’évolution d’un océan ou de l’atmosphère est en effet parfois réalisé avec
des méthodes dites variationnelles sur un intervalle de temps donné. On parle alors d’assimilation
variationnelle de données. Dans cette approche, des dynamiques physiques exactes guidant des
variables de grandes dimensions sont considérées. Elles sont conditionnées par des observations
diverses : stations au sol, ballons sonde, données bathymétriques ou aériennes...
La disponibilité de données satellitaires de plus en plus précises et nombreuses est une au-
baine pour ce type de méthodes. Il existe cependant une limitation à l’utilisation de ces données :
comment relier des images de luminance à des variables physiques ? Ceci est un obstacle très dif-
ficile à surmonter. Des premières approches considérant la valeur d’un pixel d’une image comme
l’intégration verticale de quantité physiques (comme la densité) ont alors été développées. Les
opérateurs associant la valeur d’un pixel à la quantité physique sous-jacente sont alors exacts,
mais il est extrêmement complexe de leur associer un opérateur adjoint permettant d’aller de la
valeur d’un pixel à la valeur de la quantité d’intérêt sur toute la colonne verticale représentée par
ce seul pixel. De plus, les grilles de discrétisation des modèles physiques sont souvent encore très
grossières (une centaine de kilomètres), tandis que la résolution des images satellitaires est d’une
précision bien supérieure (3 kilomètres). Les images sont donc encore très peu utilisées directe-
ment par les systèmes d’assimilation de données. Ce phénomène peut même être quantifié : avec
la mise en orbite de nouveaux satellites tous les ans, le nombre d’observations satellitaires évolue
de manière quasi exponentielle tandis que le nombre de données réellement utilisées croît linéai-
rement (voir figure 0.1).
FIG. 0.1: Évolution du nombre de données satellitaires disponibles et des données réellement
utilisées. Source : European Center for Medium range Weather forecasting.
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Nous assistons finalement à une situation très simple : les techniques de vision par ordinateur
permettent de manipuler les images, mais n’utilisent pas de dynamiques suffisamment précises
pour assurer un suivi robuste (i.e. une mesure quantitative fiable de variables physiques), alors que
les méthodes d’assimilation de données ont des modèles physiques exacts et des données images
qui sont sous utilisées.
Dans cette thèse, nous tentons d’associer ces deux domaines afin de tirer parti des avantages
de chacune des méthodes existantes et d’essayer de répondre à des problématiques encore très
peu étudiées. Ainsi, dans le cas de la météorologie par exemple, les modèles dynamiques per-
mettent d’obtenir des informations sur les grandes échelles de l’écoulement, tandis que les images
apportent des détails correspondant à de plus petites échelles du mouvement.
En combinant les propriétés de l’assimilation de données et des images, on peut espérer estimer
des champs de vent à la fois gouvernés par une dynamique cohérente et montrant un niveau de
détail le plus fin possible.
Contributions
Comme cette thèse s’est déroulée dans le contexte du projet Européen FLUid1, les travaux
réalisés ont été effectués en collaboration avec des communautés scientifiques variées : vision
par ordinateur, assimilation de données, mécanique des fluides ou encore météorologie. Si
les applications développées sont par conséquent variées, la méthodologie employée repose
cependant toujours sur des techniques d’assimilation de données. Cette technique s’appuie sur la
combinaison d’une loi dynamique a priori de variables d’état et de mesures, souvent bruitées et
incomplètes, de ces variables d’intérêt. Dans cette thèse, des observations images ont exclusive-
ment été considérées. Ceci constitue la contribution majeure des travaux présentés, puisque les
applications classiques d’assimilation de données n’incorporent que rarement directement ce type
de données. Nous avons donc tenté de réaliser un premier pas vers l’assimilation d’observations
image.
Ce travail a nécessité l’effort d’une recherche "transversale". En effet, le traitement direct
ou indirect (cas des pseudo-observations) des données images fait appel à différentes techniques
développées dans le cadre de la vision par ordinateur. De plus, l’étude de phénomènes fluides
particuliers nécessite souvent la mise au point de modèles dynamiques spécifiques et des connais-
sances expertes des phénomènes visualisés (cas des séquences d’images météorologiques ou de
mécanique des fluides expérimentale). Ces modèles, définis dans un espace physique 3D, doivent
être redéfinis ou simplifiés, afin de pouvoir être utilisés efficacement dans le but d’extraire des
quantités cohérentes à partir de séquences d’images. La mise en place de telles méthodes nécessite
donc également un travail de modélisation des phénomènes tels qu’ils peuvent être perçus dans
une séquence d’images 2D. Enfin, les modèles dynamiques résultant sont souvent non linéaires et
requièrent une discrétisation attentionnée par l’emploi de méthodes numériques particulières.
Dans cette thèse, nous avons souhaité étudier la mise en place de méthodes générales per-
mettant de suivre, dans des séquences d’images, des objets définis dans des espaces de grandes
dimensions (tels que des courbes ou des champs de vecteurs). Dans la communauté de la vision
par ordinateur, ce type de problématique n’est abordé que sous l’angle des méthodes séquentielles
1http ://fluid.irisa.fr
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pour des objets de dimensions réduites, ou par le biais de techniques d’estimation ou de segmenta-
tions successives. De notre point de vue, cette dernière approche ne constitue en aucun cas un cadre
fiable et efficace de suivi puisqu’aucune information sur la dynamique du phénomène observé ne
peut être introduite.
L’utilisation du cadre de l’assimilation variationnelle et du contrôle optimal autorise la
définition de telles méthodes de suivi pour des objets de grandes dimensions. C’est ce cadre
méthodologique, totalement inconnu en vision par ordinateur, que nous avons souhaité étudier
dans cette thèse, afin de réaliser une analyse temporelle plus fine des séquences d’images.
Les contributions scientifiques relatives aux travaux développés sont diverses. Elles concernent
le suivi de contours [141, 142], le lissage de champ de mouvement fluide [140], l’estimation de
mouvement fluide [139, 143], l’estimation de mouvement de couches atmosphérique [84, 144] ou
le suivi de systèmes dynamiques d’ordre réduit. [58].
Description du document
Ce document est organisé en trois parties selon le plan suivant.
Partie I : Techniques séquentielles et variationnelles de suivi
La première partie dresse un panorama des techniques séquentielles et variationnelles de suivi.
Elle est composée de trois chapitres. Après un bref rappel de la théorie de l’estimation, le premier
chapitre traite des méthodes séquentielles de suivi, c’est à dire le filtre de Kalman et ses dérivées.
Le traitement de variables de grandes dimensions dans le cadre du suivi séquentiel est ensuite
abordé dans le second chapitre où une nouvelle extension du filtre de Kalman d’ensemble par la
théorie du filtrage particulaire est proposée. Enfin, le troisième chapitre est dédié à l’assimilation
variationnelle de données. Différentes approches de cet outil sont détaillées et les conditions
d’application de la technique sont présentées.
Partie II : Suivi de courbes et de champs de vecteurs
La seconde partie est consacrée à l’application de l’assimilation à divers problèmes de vision
par ordinateur. Elle est composée de trois chapitres détaillant successivement :
– le suivi de courbe,
– le suivi de champs de mouvement fluide,
– le suivi de courbe et du champ de vecteur associé.
Partie III : Suivi de champs de vecteurs : applications particulières
La troisième et dernière partie est consacrée à l’application de l’assimilation de données
images à deux problèmes de suivi de champs de vecteurs. Elle est composée de deux chapitres
présentant :
– le suivi de mouvement atmosphérique par couche,
– le suivi de systèmes dynamiques d’ordre réduit.
Enfin, la conclusion générale présente une synthèse de ces études et quelques perspectives liées à
ces travaux.
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Première partie
Techniques séquentielles et
variationnelles de suivi
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Introduction
Nous décrivons dans cette première partie les différents cadres méthodologiques permettant
de définir un suivi de variables d’état d’un système au cours du temps. Le "suivi", tel que nous le
définissons, vise à extraire la trajectoire d’une variable d’intérêt à partir d’un ensemble de mesures
incomplètes et bruitées de cette variable.
A ce jour, deux approches permettent de réaliser une telle estimation : les techniques récur-
sives de filtrage ou les méthodes d’assimilation variationnelle. Les deux familles sont décrites
dans cette première partie. Même si cette thèse est principalement centrée sur l’utilisation des
techniques variationnelles d’assimilation de données, nous avons souhaité passer en revue les
différentes méthodes de filtrage utilisées, puisque ces deux cadres ne sont pas sans rapports et
partagent des principes communs.
Le chapitre 1 est ainsi consacré aux bases de la théorie de l’estimation. Les méthodes
séquentielles de suivi, telles que le filtre de Kalman, le filtre particulaire et leurs extensions sont
ensuite présentés.
Dans le chapitre 2, le filtre de Kalman d’ensemble pondéré est ensuite proposé. Nous verrons
que cette méthode permet de combiner les avantages du filtre de Kalman d’ensemble et du filtre
particulaire.
Dans le chapitre 3, nous décrivons les principes du suivi par assimilation variationnelle de
données. L’assimilation sous contraintes dynamiques fortes et faibles, respectivement liées à des
modèles dynamiques parfaits et imparfaits, sont décrites plus particulièrement.
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Chapitre 1
Théorie de l’estimation et méthodes
séquentielles
1.1 Introduction
Dans ce chapitre, nous présentons les bases de la théorie de l’estimation nécessaire à la com-
préhension du reste du manuscrit. Les techniques séquentielles de suivi sont ensuite détaillées. La
description de ces méthodes, dédiées au suivi de variable de faibles dimensions, nous permettra
également d’introduire les approches variationnelles principalement utilisées dans le cadre de cette
thèse.
1.2 Approche déterministe de l’estimation
Le problème général de l’estimation concerne le recouvrement de l’état d’un système décrit
par une ou plusieurs variables d’état à partir d’un ensemble de mesures erronées.
1.2.1 Problème des moindres carrés
On désigne par x ∈ Rn la variable d’état du système d’intérêt. On suppose que l’on observe
cet état par une mesure y ∈ Rm par la relation :
y = H x+ ². (1.1)
Dans cet exemple, H est une matrice connue et ² représente l’erreur de mesure. On suppose que
m > n et que H est de rang n.
Un estimateur de x est une fonction xˆ(y), où y est une observation. Une estimation est la valeur
produite par l’estimateur étant donné une valeur particulière de l’observation. L’estimateur des
moindres carrés minimise ainsi la fonction de coût :
J(x) =
1
2
|y −H x|2, (1.2)
pour la norme Euclidienne :
|v|2 =
m∑
i=1
v2i ∀v = {v1 · · · vm}.
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La solution du problème est alors obtenue en calculant le gradient de la fonction de coût :
∇J = −(y −H x)TH = 0,
et en supposant que HTH est inversible, on a alors une solution unique :
xˆ = (H
T
H)−1H
T
y. (1.3)
1.2.2 Problème des moindres carrés généralisé
Afin de généraliser cette approche, la fonction de coût peut être modifiée en introduisant une
pondération :
J(x) =
1
2
(y −H x)TR−1 (y −H x), (1.4)
où R est une matrice de poids, symétrique, définie positive et donc inversible, telle que R−1 =
CC
T
et C inversible. Ainsi :
J(x) =
1
2
(C(y −H x))TC(y −H x).
Ce problème est ramené au cas précédent par un simple changement de variables (y := Cy), et on
obtient comme unique solution :
xˆ = (H
T
R−1 H)−1H
T
R−1 y. (1.5)
1.2.3 Problème des moindres carrés non linéaires
On considère à présent un modèle non linéaire :
y = H(x) + ². (1.6)
L’estimé au sens des moindres carrés va donc chercher à minimiser la fonction de coût :
J(x) =
1
2
(y −H(x))T (y −H(x)). (1.7)
En introduisant le gradient ∇H(x) de H(x) comme une matrice de taille n ×m, on peut obtenir
le gradient de la fonction de coût :
∇J = −(y −H(x))T∇H(x) = 0.
On a alors un système d’équations non linéaires pour calculer xˆ :
∇H(xˆ)T (y −H(xˆ)) = 0,
qui ne peut être résolu que par approximation. Une approche naturelle est alors de linéariser autour
d’un estimé x¯ :
H(x) = H(x¯) +∇H(x¯)(x− x¯).
La théorie linéaire développée précédemment s’applique alors parfaitement, et on obtient :
xˆ = x¯+
(
(∇H(x¯))T∇H(x¯)
)−1∇H(x¯)T (y −H(x¯)).
Cette formule suggère un processus de résolution itératif.
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1.2.3.1 Méthodes itératives de résolution
En introduisant un paramètre de contrôle k, on peut obtenir la méthode de Gauss :
xˆ = x¯+ k
(
(∇H(x¯))T∇H(x¯)
)−1
(∇H(x¯))T (y −H(x¯)).
Une autre idée est de réaliser une approximation de la fonction de coût J(x) par une fonction
quadratique, en réalisant un développement de Taylor d’ordre 2 autour d’un estimé x¯ :
J(x) ' J(x¯) +∇H(x¯)(x− x¯) + 1
2
(x− x¯)T∇2H(x¯)(x− x¯),
où ∇2H(x¯) est un opérateur linéaire de Rn dans Rn. En calculant le gradient de cette fonction de
coût, on obtient :
xˆ = x¯− (∇2J(x¯))−1∇J(x¯)T .
Cependant, on a aussi :
∇J(x¯) = − (y −H(x¯))T ∇H(x¯) = 0,
on peut donc calculer
∇2J(x¯) = −2
(
m∑
i=1
(yi −Hi(x¯))∇2H(x¯)
)
+ 2(∇H(x¯))T∇H(x¯).
En introduisant un paramètre de contrôle k, on arrive alors au schéma itératif suivant :
xˆ = x¯+ k
[
(∇H(x¯))T∇H(x¯)−
m∑
i=1
(yi −Hi(x¯))∇2H(x¯)
]
(∇H(x¯))T (y −H(x¯)).
Cette technique est appelée méthode de Newton-Raphson. Elle se réduit à la méthode de Gauss, si
l’on néglige les termes du second ordre. Enfin, on peut aussi mentionner la méthode classique de
descente de gradient, qui consiste à faire progresser la solution dans le sens opposé au gradient :
xˆ = x¯+ k(∇H(x¯))T , k < 0.
En pratique, il est conseillé d’utiliser l’algorithme de descente de gradient quand la solution initiale
est mauvaise, et de terminer par une méthode de Newton dans le voisinage du minimum de la
fonction de coût.
1.3 Approche bayésienne de l’estimation
Dans ce nouveau contexte, nous considérons à présent le vecteur de mesures y comme un
vecteur aléatoire, dont la densité de probabilité est donnée par f(y|x) qui dépend d’un vecteur
de paramètres x. Ces paramètres sont déterministes mais inconnus. L’approche bayésienne consi-
dère les paramètres comme aléatoires et part d’une densité de probabilité a priori f(x) sur ces
paramètres. La loi de Bayes définit alors la densité de probabilité a posteriori par la formule :
f(x|y) = f(y|x)f(x)
f(y)
,
f(y) =
∫
f(y|x)f(x)dx,
(1.8)
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où f(y|x) est supposée connue. f(y) est la densité de probabilité marginale de y. La fonction
f(y|)f(x) est la densité de probabilité jointe du couple (y,x). Le problème consiste à estimer le
vecteur de paramètres x. Dans la section précédente, nous avons introduit le concept d’estimateur
comme une fonction de l’observation Nous avons montré que la méthode des moindres carrés
fournit un estimateur purement déterministe. Dans le cas présent, le vecteur d’observation est un
vecteur aléatoire avec une densité de probabilité dépendante des paramètres d’intérêt. On utilise
plus communément la notion de statistique.
1.3.1 Statistique suffisante
L’idée des statistiques suffisantes est de résumer l’information contenue dans le vecteur d’ob-
servation y dans une fonction Θ(y) de dimension M inférieure à m. La densité de probabilité a
posteriori des paramètres dépend ainsi seulement de l’observation y à travers la statistique suffi-
sante :
f(x|y) = f(x|Θ).
Le concept introduit initialement par Fisher en 1922 [75], explique que la statistique Θ est suffi-
sante si la densité conditionnelle de l’observation y selon Θ est indépendante de x :
f(y|Θ,x) = f(y|Θ).
Bons estimateurs En notant Θ(y) un estimateur, où l’observation y est un vecteur aléatoire de
densité de probabilité f(y|x). Le vecteur de paramètres a une densité de probabilité f(x). L’erreur
est définie par :
x˜ = x−Θ(y).
La première propriété demandée à un bon estimateur est d’assurer qu’il soit non biaisé (i.e. que
l’espérance E de son erreur soit nulle) :
Ex˜ = 0.
La seconde propriété est relative au comportement de l’estimateur lorsque M croît. En notant
ΘM (y) l’estimateur, il est dit consistant si :
lim
M→∞
ΘM (y)→ x en probabilité.
La dernière propriété d’un bon estimateur concerne son efficacité. Un estimateur non biaisé est dit
efficace si il a une matrice de covariance minimale. Ainsi Θˆ(y) est efficace si :
E
[
x˜x˜
T |x
]
= E
[
(x− Θˆ(y)(x− Θˆ(y)T |x
]
,
≤ E
[
(x−Θ(y)(x−Θ(y)T |x
]
, ∀ estimateur non biaisé Θ(y).
1.3.2 Estimateur minimum au sens des moindres carrés
On considère y et x comme des vecteurs aléatoires de densité de probabilité jointe f(y,x).
L’estimateur minimum au sens des moindres carrés est une statistique sur y qui minimise :
E
[
(x−Θ)T (x−Θ)
]
.
On a alors le théorème suivant :
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Théorème 1.3.1 L’estimateur minimum au sens des moindres carrés est donné par l’espérance
conditionnelle :
xˆ = E[x|y].
La démonstration de ce théorème ainsi que de plus amples détails concernant l’estimation bayé-
sienne peuvent être trouvés dans [14].
1.3.3 Estimateur linéaire au sens des moindres carrés
Afin de faire le lien avec l’approche déterministe de l’estimation précédemment présentée, on
considère l’équation de mesure :
y = Hx+ ², (1.9)
où le vecteur d’état x de dimension n est observé par le vecteur de mesure y de dimension m à
travers une matrice d’observation H, à un bruit ² près. On fait ici l’hypothèse que x et ² sont des
vecteurs indépendants dont les composantes sont des variables gaussiennes de moyennes nulles et
de matrices de covariance respectives B et R supposées inversibles et définies telles que :
B = E[xx
T
],
R = E[²²
T
].
(1.10)
Les densités de probabilités des vecteurs x et ² s’écrivent donc :
f(x) =
1
(2pi)
n
2 |det B|
e−
1
2
x
T
B−1x,
f(²) =
1
(2pi)
m
2 |det R|
e−
1
2
(y−Hx)T R−1(y−Hx),
(1.11)
où det • désigne le déterminant de la matrice •. Comme les deux variables sont indépendantes, la
loi conditionnelle a posteriori f(x|²) est égale au produit des deux lois précédentes :
f(x|²) = 1
(2pi)
m+n
2 |det R| · |det B|
e
−
[
1
2
x
T
B−1x+ 1
2
(y−Hx)T R−1(y−Hx)
]
. (1.12)
La maximisation de cette loi a posteriori revient alors à résoudre le problème de variance mini-
male :
J(xˆ) = min
x
[
1
2
x
T
B−1x+
1
2
(y −Hx)TR−1(y −Hx)
]
,
qui admet pour unique solution l’estimateur minimum au sens des moindres carrés [14] :
E[x|y] = BHT
(
R+HBH
T
)−1
y.
Cet estimateur peut être formulé de manière équivalente par :
E[x|y] =
(
B−1 +H
T
R−1H
)−1
H
T
R−1y,
pour retrouver une relation analogue à l’expression (1.5) obtenue par l’approche déterministe de
l’estimation.
On va à présent s’intéresser au cas où l’état x suit une loi dynamique a priori. Les méthodes
dites séquentielles, telles que le filtre de Kalman, permettent alors d’estimer récursivement au
cours du temps les moments de la variable d’étét.
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1.4 Méthodes séquentielles
1.4.1 Filtre de Kalman linéaire
Le filtre de Kalman [100] et son extension au temps continu appelé filtre de Kalman-Bucy
[99] permettent de résoudre de façon optimale le problème du filtrage linéaire, quand les bruits
du système sont additifs et gaussiens. Depuis 1960, le filtre de Kalman a été intensivement utilisé
dans des applications diverses, et a donné lieu à de nombreuses recherches. Dans cette section, le
principe général du filtre de Kalman est expliqué. Le but du filtrage est de suivre un état x ∈ Rn,
connaissant des observations de cet état yt ∈ Rm. On considère un système linéaire à bruits
additifs gaussien wt : 
xt+1 =Mt xt +wt,
x(t0) = x0 + η,
yt = Ht xt + ²t,
(1.13)
où t est l’indice de temps, avec t0 ≤ t ≤ tf . Les hypothèses suivantes sont faites :
Hypothèses 1.4.1
– Le bruit d’initialisation η est un bruit blanc gaussien de covariance B0.
– Les matrices Mt et Ht sont déterministes, appelées respectivement matrices d’état et de
mesure.
– Les bruits du modèle wt et des mesure ²t sont des bruits blancs gaussiens de covariances
respectives Qt et Rt connues. Ils sont supposés mutuellement indépendants et indépendant
de la condition initiale. Rt est inversible.
Le meilleur estimateur de xt connaissant toutes les données jusqu’à l’instant t est donné par l’es-
pérance conditionnelle xˆt = E[xt|y1 :t] et sa covariance Bt = E[(xt − xˆt)(xt − xˆt)T ]. Ces deux
premiers moments sont calculés récursivement par le filtre de Kalman. Comme xt|y1 :t suit une
loi gaussienne, ces deux moments définissent entièrement la distribution de probabilité.
Théorème 1.4.2 On suppose la validité des hypothèses (1.4.1) et l’existence du système (1.13)
dont on connaît la condition initiale x0 de covariance B0. On pose alors
xˆ0 = x0,
et on obtient un modèle de propagation de l’état et de sa covariance d’erreur :
xˆt+1|t =Mtxˆt,
Bt+1|t = Qt +Mt Bt M
T
t ,
ainsi qu’une innovation de l’état et de sa covariance d’erreur :
xˆt = xˆt|t−1 +Kt(yt −Ht xˆt|t−1),
Bt = Bt|t−1 −Kt Ht Bt|t−1,
où Kt = Bt|t−1 H
T
t (Rt +Ht Bt|t−1 H
T
t )
−1.
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La matrice Kt est appelée le gain du filtre de Kalman. Durant la phase de correction, cette ma-
trice est multipliée par l’innovation yt −Ht xˆt|t−1 (qui correspond à la différence entre la mesure
observée et la mesure prédite). Ce terme permet de corriger l’estimée prédite. Cette étape peut
s’interpréter facilement : une grande confiance dans les précédentes estimations (Bt|t−1 “faible”)
et un doute dans les mesures (Rt “élevé”) impliquent un gain faible. La prédiction est alors faible-
ment corrigée. Un doute sur les précédentes estimations et une confiance en la nouvelle mesure
entraînent un gain fort. La mesure prend donc de l’importance dans la valeur finale de l’estimé. On
note enfin qu’avec le signe − présent dans l’équation d’innovation de la covariance, la matrice Bt
est toujours inférieure à Bt|t−1, ceci implique que l’on diminue la variance de l’erreur de l’estimé
à chaque nouvelle étape.
On peut remarquer que les matrices de covariance et le gain du filtre ne dépendent pas de la mesure
courante. Pour une réduction du temps de calcul, ces matrices pourront être calculées au préalable
dans le cas où les matrices du systèmeMt, Ht, Rt et Qt sont indépendantes du temps.
Nous allons à présent nous intéresser à l’adaptation du filtre de Kalman dans le cas où les opéra-
teursM et H sont non linéaires.
1.4.2 Filtre de Kalman étendu
Lorsque le système à résoudre n’est pas linéaire, mais que les hypothèses sur les bruits sont
conservées (bruits blancs additifs, gaussiens, indépendants entre eux et indépendants de la condi-
tion initiale), il s’écrit : 
xt+1 =Mt(xt) +wt,
x(t0) = x0 + η,
yt = Ht(xt) + ²t,
(1.14)
où Mt(Rn,Rn) : xt 7→ xt+1 et Ht(Rn,Rm) : xt 7→ yt sont des opérateurs non linéaires,
supposés dérivables. On note toujours Qt la covariance du bruit d’état et Rt celle du bruit de
mesure. Le système (1.14) peut être approché par un modèle linéaire gaussien par linéarisation
des équations d’état et de mesure. L’extension la plus simple est obtenue par développement au
premier ordre (autour de l’estimation précédente pour l’équation d’état et de la prédiction pour
l’équation de mesure) :
Mt(xt) =Mt(xˆt) + ∂xˆtMt(xt − xˆt),
Ht(xt) = Ht(xˆt|t−1) + ∂xˆtHt(xt − xˆt|t−1).
(1.15)
Le système linéaire déduit est le suivant :{
xt+1 = ∂xˆtMtxt +Mt(xˆt)− ∂xˆtMtxˆt + wt,
yt = ∂xˆtHtxt +Ht(xˆt)− ∂xˆtHtxˆt + ²t.
(1.16)
L’utilisation du filtre de Kalman pour ce système fournit les équations du filtre de Kalman étendu
au premier ordre. Dans le cas où les bruits ne sont plus additifs mais liés de façon non linéaire
à l’état et à la mesure, on procède de la même manière. Les fonctions des bruits sont linéarisées
autour de 0 afin d’obtenir un système qui peut être résolu par un filtre de Kalman. Des filtres équi-
valents peuvent être déduits de linéarisation à des ordres supérieurs, mais ils ne sont pas utilisés en
pratique. Si les non-linéarités sont trop importantes, le filtre de Kalman étendu peut diverger. Ceci
est d’autant plus vrai que les équations de ce filtre ne prennent pas en compte l’erreur de linéarisa-
tion. Pour remédier à ce problème, quelques propositions ont été faites. Il est possible, d’une part,
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d’augmenter la variance des bruits Qt et Rt afin de prendre en compte cette erreur. Une augmen-
tation artificielle de la covariance Bt permet d’autre part de limiter la confiance dans les estimées
passées. Ces méthodes nécessitent cependant un ajustement précis et difficile des paramètres.
1.4.3 Lissage de Kalman
Le lissage de Kalman consiste à chercher xˆt = E[xt|y1 :N ], où N > t. On ne cherche donc
plus une estimation a priori suivant les observations passées de l’état, mais une estimation a poste-
riori, en considérant l’ensemble des observations sur un intervalle de temps donné. Contrairement
aux cas présentés précédemment, le filtrage ne peut plus être réalisé en ligne, mais s’applique à un
traitement différé (ou hors ligne). Avec le filtrage de Kalman, on sait obtenir xˆ1t = E[xt|y1 :t], il
ne reste donc qu’à déterminer xˆ2t = E[xt|yt+1 :N ] pour obtenir le lissage souhaité. L’idée est alors
de réaliser un filtrage de Kalman rétrograde du temps N au temps t, en prenant les matrices de
covariance de modèle et de mesure associées à ce nouveau problème. Une fois les deux filtrages
réalisés, on obtient xˆ1t par filtrage "avant" et xˆ
2
t par filtrage "arrière". Il ne reste plus qu’à combiner
ces deux estimations. Ceci est fait en utilisant un autre filtre de Kalman incorporant les lois des
deux estimés xˆ1t et xˆ
2
t . On utilise alors xˆ
2
t comme mesure lors d’un nouveau filtrage de Kalman
"avant". En notant B1t et B
2
t , les matrices de covariance obtenues par les deux premiers filtrages,
l’estimé a posteriori xˆt de matrice de covariance Bt est donné par :
Bt = (B1t +B
2
t )
−1,
xˆ = Bt(B1t xˆ
1
t +B
2
t xˆ
2
t ).
(1.17)
En pratique, le filtre de Kalman a souvent un temps de retard par rapport aux observations. Le
lissage de Kalman permet alors de répondre à ce problème, comme le montre schématiquement la
figure (1.4.3).
1.4.4 Filtre de Kalman d’ensemble
Le filtre de Kalman étendu peut être utilisé dans le cas où la dynamique est linéarisable ou
faiblement non linéaire. Ces hypothèses sont cependant rarement satisfaites dans des contextes
pratiques, comme l’imagerie fluide, l’océanographie ou la météorologie. En 1994, Evensen [65]
(voir aussi [36, 66]) propose une méthode basée sur un échantillonnage de Monte Carlo. Un en-
semble d’échantillons d’états possibles représente alors la distribution de probabilités empirique
de l’état du système. Chaque membre de l’ensemble est propagé jusqu’à l’instant suivant à l’aide
de la dynamique puis déplacé de nouveau en fonction de l’observation à ce nouvel instant. Ce
dernier déplacement est obtenu en effectuant une approximation gaussienne de la distribution des
états prédits et en appliquant les formules du filtre de Kalman classique. Cette formule n’est qu’une
approximation, car en général la distribution des états prédits n’est pas gaussienne si la dynamique
est non linéaire. Le filtre de Kalman d’ensemble a été largement utilisé pour des espaces d’état
de grandes dimensions, lorsque les calculs de prédiction sont coûteux, car il permet d’avoir une
approximation correcte de l’état recherché même pour un petit nombre de particules. On se place
ainsi dans le cadre d’une dynamique non linéaire avec un modèle de mesure linéaire.
xt+1 =Mt(xt) +wt,
x(t0) = x0 + η,
yt = Htxt + ²t.
(1.18)
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FIG. 1.1: Principe du lissage de Kalman. On cherche à suivre la position d’un objet au cours du temps.
La courbe noire indique la vraie position de l’objet. La courbe en rouge représente le filtrage obtenu par un
Kalman "avant", celle en bleu le filtrage "arrière". La courbe verte est le résultat du lissage de Kalman.
Le filtre de Kalman d’ensemble vise à utiliser les expressions fournies par le filtre de Kal-
man pour le cas linéaire, et nécessite une approximation gaussienne de la variance de la loi de
prédiction. C’est une méthode de Monte Carlo dans le sens où les différentes distributions de pro-
babilités sont décrites de façon empirique par des échantillons de cette loi. Ainsi, la loi initiale
est échantillonnée par N membres (ou particules) xˆ(i)0 , i = 1 . . . N . L’étape de prédiction, dans
le cadre d’une modélisation discrète, consiste à propager l’ensemble des particules xˆ(i)t suivant la
dynamique (1.14) pour obtenir les particules prédites notées :
xˆ(i)t+1|t =Mt(xˆ
(i)
t ) + w
(i)
t .
Le second terme de la somme correspond à la simulation d’une variable aléatoire gaussienne cen-
trée wt de variance Qt. La répartition des particules prédites {xˆ(i)t+1|t, i = 1 . . . N} ne suit une loi
gaussienne que sous l’hypothèse où d’une part le nuage de particules de départ {xˆ(i)t , i = 1 . . . N}
a lui-même une répartition gaussienne et si la dynamique est linéaire. On peut même considérer
que plus les non linéarités sont fortes plus la répartition du nuage prédit s’éloigne de la gaus-
sienne. Le filtre de Kalman d’ensemble s’appuie néanmoins sur une approximation gaussienne de
ce nuage afin de pouvoir appliquer les formules de Kalman. Malgré cette approximation forte, la
méthode semble conduire à de bonnes performances dans le cadre d’applications géophysiques.
Pour réaliser cette approximation, on définit tout d’abord la particule moyenne par :
xˆt+1|t =
N∑
i=1
xˆ(i)t+1|t
N
. (1.19)
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On en déduit la matrice de covariance d’ensemble Bet+1|t à l’aide de l’expression suivante :
Bet+1|t =
N∑
i=1
(
xˆ(i)t+1|t − xˆt+1|t
)(
xˆ(i)t+1|t − xˆt+1|t
)T
N − 1 . (1.20)
Cette expression est celle de l’estimateur non biaisé de la variance d’une série de données. On
peut déduire de cette variance d’ensemble un gain de Kalman d’ensemble Ket à l’image du cas
gaussien présenté dans la partie précédente. On a alors
Ke = Bet+1|tH
T
t+1(Ht+1Bet+1|tH
T
t+1 +Rt+1)
−1. (1.21)
Passons à présent à la phase de correction. Les membres d’ensemble obtenus après propagation
suivant la dynamique considérée sont corrigés “en direction” de la mesure d’observation. Pour
cela, on commence par perturber la mesure à l’aide de N tirages suivant la loi du bruit d’obser-
vation (Burgers et al. [36] montre que cette phase est nécessaire pour conserver une covariance
d’ensemble cohérente vis à vis du cas gaussien du filtre de Kalman classique). On obtient ainsi
un ensemble de perturbations d’observations {²(i), i = 1 . . . N}. Chaque particule xˆ(i)t|t−1 est en-
suite associée à l’observation perturbée yt + ²(i), et l’étape de correction du filtre de Kalman est
appliquée de façon à obtenir l’ensemble de particules corrigées xˆ(i)t :
xˆ(i)t+1 = xˆ
(i)
t+1|t +K
e(yt+1 + ²(i) −Hxˆ(i)t+1|t). (1.22)
Pour des raisons de mise en œuvre, notamment dans le cas d’espaces d’état de très grandes di-
mensions, la covariance d’observation R est parfois remplacée par une covariance empirique Re
calculée à partir de l’échantillonnage de la loi du bruit d’observation (les ²(i)). Le gain Ke, de
même que la covariance d’ensemble Bet+1|t, n’est alors pas calculé explicitement mais simple-
ment représenté par l’ensemble (voir [66, 67]). Cela permet notamment de ne pas calculer (ni de
stocker) de matrice de covariance dont la dimension est n × n, ce qui peut être très grand si par
exemple n est le nombre de pixels dans une image. Le jeu de particules ainsi obtenu est utilisé
comme point de départ de l’estimation à l’instant suivant. Il existe de nombreuses autres variantes
du filtre de Kalman. On citera notamment le filtre de Kalman inodore qui utilise une approche
d’échantillonnage déterministe pour représenter une approximation gaussienne de la loi de fil-
trage. Pour une étude plus détaillée du filtrage de Kalman et de ses dérivées, nous renvoyons à la
thèse d’Élise Arnaud [7].
1.4.5 Filtre particulaire
Le développement des filtres de Kalman d’ensemble a principalement été mené dans la com-
munauté des océanographes. D’autres méthodes séquentielles de Monte Carlo comme le filtre par-
ticulaire ont été étudiées de façon intensive dans la communauté du traitement du signal [80, 81].
Ici, la loi de filtrage est échantillonnée également à l’aide de particules (équivalentes aux membres
d’ensemble) qui sont déplacées lors de la phase de prédiction, et affectées d’un poids pendant la
phase de correction. On se place dans le même contexte que dans le paragraphe précédent, i.e. dans
le cas où le modèle d’observation est linéaire, et où la dynamique est non linéaire, l’un et l’autre
avec bruits additifs gaussiens. Cependant, le filtre particulaire s’applique dans le cas général non
linéaire, non additif, non gaussien.
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Cas général Pour évaluer la loi de filtrage générale (qui s’applique ici aux trajectoires xˆ0 :t et
non plus simplement à l’état à l’instant courant xˆt), on établit une formule récursive issue de la loi
de Bayes (1.8). Ainsi, on a :
p(xˆ0 :t|y1 :t) = p(yt|xˆt,y1 :t−1)p(xˆ0 :t|y1 :t−1)
p(yt|y1 :t−1) =
p(yt|xˆt)p(xˆ0 :t|y1 :t−1)
p(yt|y1 :t−1) , (1.23)
on peut encore, grâce à la loi de Bayes, écrire cette loi de filtrage comme suit :
p(xˆ0 :t|y1 :t) = p(xˆ0 :t−1|y1 :t−1)p(yt|xˆt)p(xˆt|xˆt−1)
p(yt|y1 :t−1) . (1.24)
On obtient ainsi une formule récursive pour la loi de filtrage des trajectoires obtenues. L’évaluation
de cette loi de filtrage s’obtient suivant le principe de l’échantillonnage préférentiel : ne pouvant
simuler des échantillons directement suivant la loi objectif, on tire des échantillons suivant une loi
proche, appelée loi d’importance, et on affecte à chacun un poids valant le rapport des valeurs de
la loi objectif sur la loi d’importance en l’échantillon. Ainsi, si l’on échantillonne suivant la loi
pi(xˆ0 :t|y1 :t), la loi objectif sera représentée par les échantillons x(i)0 :t affectés des poids γ(i)t valant
γ
(i)
t =
p(xˆ(i)0 :t|y1 :t)
pi(xˆ(i)0 :t|y1 :t)
. (1.25)
La condition à remplir quant au choix de la loi d’importance est que son support contienne le
support de la loi objectif. En suivant Doucet et al. [63], afin d’obtenir une formulation séquentielle
de l’échantillonnage, la loi d’importance est choisie avec la forme récursive suivante :
pi(xˆ0 :t|y1 :t) = pi(xˆ0 :t−1|y1 :t−1)pi(xˆt|y1 :t, xˆ0 :t−1). (1.26)
En combinant cette formulation avec l’expression récursive de la loi objectif donnée par (1.24), on
obtient la formule générale des poids :
γ
(i)
t ∝ γ(i)t−1
p(yt|xˆ(i)t )p(xˆ(i)t |xˆ(i)t−1)
pi(xˆ(i)t |xˆ(i)t−1,y1 :t)
, (1.27)
la somme de ces poids valant 1. Ainsi, en propageant les particules à l’instant t à l’aide de la
loi de distribution pi(xˆt|xˆ(i)t−1,y1 :t), et en affectant aux trajectoires ainsi incrémentées le poids
γ
(i)
t défini ci-dessus, on a un échantillonnage de la loi de filtrage recherchée. Différents choix sont
possibles pour la définition de la loi de propagation. Ils sont discutés dans les paragraphes suivants.
Cette procédure est généralement agrémentée d’une étape de rééchantillonnage, où les trajectoires
correspondant à des particules de poids faibles sont abandonnées au profit des particules de poids
fort qui sont dupliquées. Concrètement, on effectue N tirages suivant la loi discrète définie par les
poids des particules pour définir N nouvelles particules de poids 1/N . Notons que la présence de
poids non identiques implique une baisse de représentativité de l’échantillon : une particule dont le
poids est proche de zéro contient moins d’information qu’une particule de poids significatif. Cette
quantité d’information peut être représentée par la taille effective d’échantillon [63], ou bien par
la notion d’entropie issue de la théorie de l’information [154] (voir aussi Kong et al. [104]). Ce
problème est généralement compensé en introduisant le rééchantillonnage des particules évoqué
ci-dessus, mais cette étape a pour conséquence d’introduire un biais dans la description de la loi
de filtrage, d’autant plus important que le nombre de particules est petit.
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Filtre Bootstrap Si la loi de diffusion est simplement la dynamique, i.e. :
pi(xˆt|xˆ(i)0 :t−1,y1 :t) = p(xˆt|xˆ(i)t−1),
la formule des poids se simplifie en conséquence, en faisant seulement apparaître la vraisemblance
aux données p(yt|xˆ(i)t ) en facteur du poids précédent. C’est la version du filtrage particulaire la
plus courante car la plus naturelle. Elle est aussi la plus simple à mettre en oeuvre, les différentes
distributions impliquées étant généralement connues. C’est la version du filtre particulaire qui est
généralement utilisée en comparaison du filtre de Kalman d’ensemble [102,154,171]. Elle présente
néanmoins l’inconvénient de propager des particules qui ne tiennent pas compte de la mesure à
venir. Ainsi, en cas de forte innovation, i.e. quand la mesure est éloignée de l’état prédit à partir
des mesures précédentes, une part importante des particules propagées sont peu significatives, ce
qui conduit à des poids faibles. Cela revient à dire que la loi d’importance est éloignée de la loi
de filtrage, et l’échantillonnage préférentiel est peu efficace, à moins d’augmenter le nombre de
particules.
Filtre d’importance optimal Doucet et al. introduisent la notion de filtre d’importance optimal,
en suivant un certain critère d’optimalité. Il s’agit de rendre la valeur du poids la moins dépendante
possible du tirage aléatoire suivant la loi de propagation. On montre que le poids est indépendant
du tirage suivant la loi de propagation si cette loi est de la même forme que le produit de dis-
tributions situé au numérateur de l’expression de mise à jour des poids (1.27), ce qui est le cas
si
pi(xˆt|xˆ(i)0 :t−1,y1 :t) = p(xˆt|xˆ(i)t−1,yt). (1.28)
Si les formes sont identiques, il n’en va pas de même pour l’amplitude puisque la loi de propaga-
tion se normalise à 1 mais pas le produit des distributions du numérateur. Ce facteur vaut
∞∫
−∞
p(yt|xˆt)p(xˆt|xˆ(i)t−1)dxˆt = p(yt|xˆt−1),
le dernier terme étant appelé vraisemblance prédite. Cela permet de mettre à jour les poids suivant
la formule suivante :
γ
(i)
t ∝ γ(i)t−1p(yt|xˆ(i)t−1). (1.29)
Doucet et al. indiquent que la variance du poids suivant la loi de proposition pi(xˆt|xˆ(i)0 :t−1,y1 :t)
est nulle sous ces conditions, ce qui revient bien à la propriété d’indépendance vis à vis du tirage
aléatoire évoquée ci-dessus. Néanmoins, cela ne signifie pas que les poids des différentes particules
sont identiques, comme le montre l’équation (1.29), puisque ce poids dépend de la particule à
l’instant t− 1.
Contrairement au filtre de Kalman d’ensemble présenté précédemment qui approche la loi de
filtrage à partir d’hypothèses gaussiennes, le filtre particulaire constitue une méthode d’échan-
tillonnage exacte de la loi a posteriori.
1.5 Conclusion
Dans ce chapitre, nous avons introduit les principes des estimations déterministes et bayé-
siennes. Les méthodes séquentielles liées au filtre de Kalman ont été décrites afin de donner un
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aperçu des techniques couramment utilisées pour le suivi temporel de variables de faibles dimen-
sions. Lorsque la dimension de l’espace d’état est très grande, il devient difficile de manipuler
des matrices de covariance d’erreur, et encore plus de les propager. Les techniques d’échantillon-
nage reposant sur une représentation de l’état par des particules permettent alors de répondre à
ce problème. Nous avons ainsi présenté le filtre de Kalman d’ensemble et le filtre particulaire qui
utilisent les ensembles de particules d’une manière distincte. Ces deux approches possèdent ce-
pendant chacune des limitations. Pour cette raison, une nouvelle extension du filtre de Kalman
d’ensemble par la théorie du filtrage particulaire est proposée dans le chapitre suivant.
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Chapitre 2
Filtre de Kalman d’ensemble pondéré
2.1 Introduction
Une large part du travail des météorologues et des océanographes consiste à prédire le compor-
tement des fluides qu’ils observent, afin par exemple d’anticiper des catastrophes naturelles [124].
L’acuité de la prédiction de données futures repose sur la qualité du modèle physique décrivant
l’évolution du système d’une part, et sur l’initialisation de ce modèle d’autre part. Cette initialisa-
tion est donnée par la distribution de probabilités de l’état du système à l’instant présent, lui même
estimé à partir de toutes les données passées.
Comme on l’a vu dans le chapitre précédent, R.E. Kalman a donné une formulation analytique
optimale de la loi de filtrage dans le cas où le modèle M est linéaire. Le filtre de Kalman étendu
peut être utilisé dans le cas où le modèle est linéarisable et faiblement non linéaire. Cependant, ces
hypothèses sont rarement satisfaites dans le contexte de l’imagerie fluide et de l’océanographie
ou de la météorologie.
En considérant un échantillonnage de l’état par des particules, le filtre de Kalman d’en-
semble [65] et le filtre particulaire [80, 81] introduits dans le chapitre précédent permettent de
gérer des modèles non linéaires. Ces deux méthodes possèdent un certain nombre de similitudes :
échantillonnage stochastique, présence d’une phase de prédiction et d’une phase de correction. La
phase de prédiction commune consiste à déplacer chaque particule à l’aide la loi de propagation.
La principale différence réside dans la phase de correction, qui se traduit par le calcul d’un poids
pour chaque particule dans le filtre particulaire et par le redéplacement des particules pour le filtre
de Kalman d’ensemble. Il en résulte que chacune de ces deux méthodes présente un avantage
spécifique que l’autre n’a pas :
– Le filtre de Kalman d’ensemble repositionne, dans la phase de correction, les particules à
des endroits où elles sont significatives, ce qui permet de réduire le nombre de particules
nécessaires.
– Le filtre particulaire repose sur une formulation probabiliste exacte de la loi de filtrage
séquentielle. Il donne donc un résultat exact aux erreurs d’échantillonnage près même dans
le cas d’une dynamique non linéaire.
Le filtre de Kalman d’ensemble a été largement utilisé pour des espaces d’état de grandes
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dimensions et pour des dynamiques fortement non linéaires. Il a été montré expérimentalement
que ce filtre conduit à une approximation correcte de la loi de filtrage recherchée, même pour
un petit nombre de particules. En comparaison, un filtre particulaire ne peut assurer une telle
performance qu’à condition d’utiliser une loi de propagation qui soit suffisamment guidée par les
observations futures (comme dans le filtre d’importance optimale évoqué dans [8,63]). Cependant,
les comparaisons entre filtre de Kalman d’ensemble et filtre particulaire ont la plupart du temps
été menées en utilisant un filtre particulaire de type Bootstrap, où la loi de propagation se résume
à la dynamique [102,154,171] et ne tient pas compte des observations. En cas de forte innovation
(écart entre prédiction et observation), ce type de filtre ne peut être performant qu’au prix d’un
accroissement du nombre de particules, ce qui est rédhibitoire pour les applications visées.
L’idée développée dans la section 2.2 ( qui est plus ou moins suggérée dans [19]) consiste à
utiliser la propagation de particules du filtre de Kalman d’ensemble en y adjoignant une pondé-
ration basée sur le principe du filtre particulaire avec échantillonnage d’importance, pour obtenir
une formulation exacte de la solution de filtrage.
Des simulations pour des dynamiques linéaires et non linéaires sont présentées pour des va-
riables d’états unidimensionnelles dans la section 2.3 afin de montrer l’intérêt de l’introduction
de la pondération des particules. L’application de la méthode proposée aux variables de grandes
dimensions est enfin étudiée dans la section 2.4. Ces travaux ont été réalisé en collaboration avec
Nicolas Gengembre, dans le cadre du projet FLUID.
2.2 Extension au filtre de Kalman d’ensemble pondéré
Dans ce qui suit, nous étudions la manière de rendre le filtre de Kalman d’ensemble exact dans
un cas discret à l’aide du formalisme du filtrage particulaire, et évaluons les performances des
différentes approches existantes.
Le principe de l’échantillonnage d’importance décrit dans le paragraphe 1.4.5 indique qu’un
grand nombre de lois de propagation peuvent être envisagées pour créer un filtre particulaire,
même si tous les choix n’auront pas la même efficacité. Il suffit alors de remarquer que les N
particules x(i)t de dimension n du filtre de Kalman d’ensemble sont propagées suivant la loi donnée
par l’équation (1.22) :
xˆ(i)t+1 = xˆ
(i)
t+1|t +K
e(yt+1 + ²(i) −Hxˆ(i)t+1|t),
que l’on peut réécrire sous la forme
x(i)t = (1−KeH)M(x(i)t−1) +Keyt +Ke²(i)t + (1−KeH)w(i)t , (2.1)
= µ(i)t + γ
(i)
t , (2.2)
où l’on a introduit l’espérance de x(i)t : µ
(i)
t = (1−KeH)M(x(i)t−1)+Keyt. Le terme γ(i)t est une
variable aléatoire réunissant les deux derniers termes de la première équation de l’expression 2.1.
C’est la somme de deux variables gaussiennes centrées et pondérées, et cette variable aléatoire suit
donc elle-même une loi normale :
γ
(i)
t ∼ N
(
0, (1−KeH)Q(1−KeH)T +KeRKeT
)
. (2.3)
On notera
Σet = (1−KeH)Q(1−KeH)T +KeRKeT , (2.4)
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la variance de cette loi. Pour rendre exacte, à l’échantillonnage près, l’estimation de la loi de
filtrage, le principe du filtrage particulaire nous dit que chaque membre de l’ensemble doit être
pondéré à chaque instant t avec un poids γ(i)t défini itérativement par :
γ
(i)
t ∝ γ(i)t−1
p(yt|x(i)t )p(x(i)t |x(i)t−1)
N
(
x
(i)
t − µ(i)t ; 0,Σet
) , et N∑
i=1
γ
(i)
t = 1. (2.5)
La loi de propagation dépend du gain de Kalman d’ensemble estimé à partir des moyenne et
covariance des particules prédites x(i)t|t−1. Bien sûr, comme les membres d’ensemble sont à présent
pondérés, la phase de prédiction et d’estimation du gain doit être modifiée. Ainsi, l’estimation de
la moyenne, précédemment fournie par (1.19) devient
xt|t−1 =
N∑
i=1
γ
(i)
t−1x
(i)
t|t−1. (2.6)
La variance de cet estimateur est exprimée à partir de la variance des x(i)t|t−1 par
var
(
xt|t−1
)
= var
(
xt|t−1
) N∑
i=1
(γ(i)t−1)
2. (2.7)
Ceci nous permet d’écrire que l’estimateur non biaisé de la variance de cet échantillon s’exprimera
par
P et|t−1 =
N∑
i=1
γ
(i)
t−1
(
x(i)t|t−1 − xt|t−1
)(
x(i)t|t−1 − xt|t−1
)T
1−
N∑
i=1
(γ(i)t−1)2
. (2.8)
On peut vérifier que l’espérance de cette grandeur est bien la variance des x(i)t|t−1. À partir de ces
nouvelles définitions, on peut calculer à chaque étape le gain de Kalman d’ensemble et la nouvelle
loi de propagation des particules. Les formulations ci-dessus peuvent également s’appliquer aux
nuages de particules obtenus après la phase de correction (avec les nouveaux poids), les moyennes
et variances décrivant alors la loi de filtrage a posteriori.
Notons que si l’on n’évalue pas le gain de Kalman d’ensemble Ke sur les particules mais
qu’on lui donne certaines valeurs particulières, on peut retrouver certains filtres connus :
– En forçant Ke à zéro, on retrouve le filtre Bootstrap évoqué dans le chapitre précédent.
– De façon similaire, on peut construire un filtre avec une loi de propagation centrée sur
l’observation future en forçant Ke à 1. La mise à jour des poids fera alors intervenir la loi
de la dynamique entre les positions d’une particule entre t− 1 et t.
– Enfin, si l’on choisit un gain valant Ke = QHT (HQHT + R)−1, on retrouve toutes les
caractéristiques du filtre particulaire d’importance optimale [8, 63].
Cette procédure est testée dans différents cas de figures dans la section suivante. On en dé-
montre les performances sur des problèmes scalaires.
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2.3 Expérimentations unidimensionnelles
Le cadre des expérimentations menées ci-dessous est restreint à des configurations unidimen-
sionnelles permettant de rester dans un domaine propice à l’utilisation des filtres de Kalman d’en-
semble (on observe le comportement des algorithmes avec un petit nombre de particules). Toute-
fois, l’utilisation des filtres de Kalman d’ensemble est également motivée dans les cas où l’espace
d’état est de grande dimension. Certains développements méthodologiques du filtrage de Kalman
d’ensemble (voir référence [66]), sont inhérents aux problèmes liés à cette dimension : en particu-
lier, la matrice de covariance d’ensemble n’est jamais calculée explicitement car sa dimension en
n2 est prohibitive. Nous laissons ce problème de côté temporairement, il sera abordé par la suite.
2.3.1 Cas linéaire
Nous définissons dans un premier temps des scénarios scalaires à dynamique linéaire, pour
lesquels nous connaissons les lois de filtrage optimales puisqu’elles sont fournies par le filtre de
Kalman classique. La variable d’état xt évolue suivant la dynamique
xt = xt−1 + wt,
où wt est un bruit blanc gaussien de variance Q. Le modèle de mesure est
yt = xt + ²t, (2.9)
où ²t est un bruit blanc gaussien de variance R. Les variances sont identiques pour tous les pas de
temps. On définit également une loi de distribution de l’état initial (à t = 0) centrée en zéro et de
variance B.
Des tirages aléatoires de dynamiques et de mesures ont été effectués à partir de différentes
valeurs de Q, R et B pour former plusieurs scénarios (pour 30 pas de temps successifs).
Ces scénarios sont ensuite testés sur le filtre de Kalman d’ensemble (ENKF) et sur le filtre de
Kalman d’ensemble pondéré (i.e. le filtre particulaire avec loi d’importance fournie par le filtre
Kalman d’ensemble, noté WENKF dans ce qui suit). Dans un premier temps, la pondération a été
calculée à partir de l’équation (2.5), avec Σet donné par (2.4).
Du fait de l’importance que peut prendre la simulation des variables aléatoires en jeu (pour
chaque particule, un premier tirage correspond à la loi de la dynamique, et un autre à l’observa-
tion), les deux algorithmes sont exécutés de manière conjointe en partageant les mêmes tirages.
De plus, les tests sont effectués un grand nombre de fois (5000 fois dans nos expériences). Ils sont
évalués par comparaison avec le résultat du filtre de Kalman : on calcule pour les deux algorithmes
l’écart quadratique moyen entre l’espérance de la loi de distribution du filtre de Kalman et celle
du filtre concerné. Ces premiers résultats sont résumés dans le tableau 2.1.
Pour le troisième scénario par exemple, le filtre de Kalman d’ensemble pondéré conduit à un
meilleur résultat (i.e. plus proche du résultat optimal de Kalman) dans 63.82% des cas. L’écart
quadratique moyen sur l’ensemble de la séquence entre le résultat de Kalman et celui de l’algo-
rithme est donc plus faible dans 63.82% des cas. Cet écart quadratique moyen (ramené à un pas
de temps) vaut 0.0932.
On peut conclure de ces premières expériences que, même dans ces cas de figure favorables
au filtre de Kalman d’ensemble (puisque celui-ci fait l’hypothèse d’une distribution prédite gaus-
sienne, qui est vraie si la dynamique est linéaire et si l’initialisation est gaussienne), la prise en
compte d’une pondération des particules permet la plupart du temps d’améliorer les résultats.
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Scénario Résultats
Q R B WENKF meilleur écart quadratique écart quadratique
(%) WENKF ENKF
0.5 1 0.5 51.4% 0.0863 0.0871
1 1 5 61.20% 0.0950 0.1043
1 1 1 63.82% 0.0932 0.1044
1 1 10 55.92% 0.1125 0.1184
1 0.5 1 76.08% 0.0576 0.0726
1 0.5 1 75.14% 0.0502 0.0613
0.5 1 0.5 49.66% 0.0865 0.0868
1 0.2 1 80.18% 0.0211 0.0264
0.2 1 0.2 38.24% 0.0794 0.0684
10 2 10 78.3% 0.2055 0.2481
TAB. 2.1: Comparaison ENKF/ WENKF pour des scénarios linéaires, avec N = 10 particules utilisées.
L’utilisation d’une pondération des particules permet de prendre en compte le fait que le gain
de Kalman estimé (le gain d’ensemble) n’est qu’une approximation du gain réel. En contrepartie,
pour un petit nombre de particules, le fait d’appliquer un rééchantillonnage (par ailleurs nécessaire
pour garder des particules significatives) introduit un biais qui nuit aux performances de l’algo-
rithme. En effet, l’espérance et la variance d’un nuage de particules ne sont pas les mêmes avant
et après rééchantillonnage. Cette contrepartie semble être plus dommageable quand Q est faible
devant R, à l’image de l’avant dernier scénario, seul scénario où la pondération n’améliore pas le
résultat.
En augmentant le nombre de particules, les sources d’erreur se trouvent réduites pour les deux
algorithmes, et les résultats convergent vers le résultat analytique du filtre de Kalman (voir figure
2.1), ceci à peu près à la même vitesse. La proportion des exécutions pour lesquelles le filtre de
Kalman d’ensemble pondéré conduit à un meilleur résultat varie peu ou lentement.
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FIG. 2.1: Comparaison de l’ENKF (courbe bleue) et du WENKF (courbe rouge) en fonction du
nombre de particules utilisé pour 8 scénarios linéaires. En abscisse, le nombre de particules, en or-
donnée, l’écart quadratique moyen vis à vis de l’espérance de la distribution de filtrage optimale fournie par
le filtre de Kalman.
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Une amélioration significative des résultats dans un contexte linéaire pour le filtre de Kalman
d’ensemble pondéré peut être obtenue en calculant une loi gaussienne réévaluée à partir des simu-
lations réelles des γ(i)t de l’expression (2.1) à la place de la loi de propagation théorique. Ainsi, en
calculant la moyenne empirique γt et la variance empirique Σet avec les formules
γt =
1
N
N∑
i=1
γ
(i)
t ,
et
Σet =
1
N − 1
N∑
i=1
(
γ
(i)
t − γt
)(
γ
(i)
t − γt
)T
,
et en mettant les poids à jour suivant la formule suivante
γ
(i)
t ∝ γ(i)t−1
p(yt|x(i)t )p(x(i)t |x(i)t−1)
N
(
x
(i)
t − µ(i)t ; γt,Σet
) , (2.10)
on décrit de manière plus correcte la loi de propagation réellement utilisée, et le tirage aléatoire
est mieux compensé 1.
Le tableau 2.2 donne les résultats obtenus sur les mêmes scénarios mais en utilisant la loi de
propagation empirique. Cette fois les résultats sont systématiquement meilleurs pour le WENKF,
et ceci de manière significative (proportion de tests favorables supérieurs à 90% dans la plupart des
configurations). Précisons que ces résultats sont obtenus à temps de calcul comparables puisque le
nombre de particules est le même pour les deux algorithmes (dans les applications réelles, chaque
particule induit un calcul de prédiction qui est supposé coûteux comparativement à tout le reste).
Le seul calcul supplémentaire réside dans l’évaluation du poids. Le calcul de ce poids pourra poser
problème car il nécessite un calcul de covariance empirique, matrice de taille n2. Nous étudierons
donc la manière de calculer les poids sans nécessiter d’une taille mémoire rédhibitoire.
2.3.2 Cas non linéaire
On étudie maintenant le WENKF dans le cas de dynamiques non linéaire, domaine d’applica-
tion pour lequel le filtre de Kalman d’ensemble a été développé. La dynamique choisie est de la
forme suivante :
xt = sin(3xt−1) + wt,
tandis que le modèle de mesure 2.9 reste inchangé. De même, on conserve les expressions des
variances d’initialisation, de bruit de mesure et de bruit de dynamique.
Cinq scénarios ont été créés avec une telle dynamique. Comme précédemment, on simule un
grand nombre de tests (5000) et on regarde quel algorithme donne les meilleures performances.
Cependant, nous ne disposons plus du résultat analytique pour le filtrage optimal que le filtre de
Kalman fournissait précédemment, puisqu’il ne s’applique que dans le cas linéaire. Pour évaluer
1Pham [154] propose de contrôler les tirages aléatoires en s’assurant que ceux-ci ont bien l’espérance et la variance
voulues, suivant une méthode d’échantillonnage “exacte au second ordre”. L’utilisation des poids et de la loi de pro-
pagation empirique dans le WENKF permet de la même manière de compenser les effets des erreurs de simulation.
On verra dans le paragraphe suivant que le WENKF compense également l’erreur d’approximation dans le cas non
linéaire, ce que l’algorithme d’échantillonnage exact au second ordre ne peut pas faire.
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Scénario Résultats
Q R B WENKF meilleur écart quadratique écart quadratique
(%) WENKF ENKF
0.5 1 0.5 92.8% 0.0427 0.0871
1 1 5 97.8% 0.0422 0.1043
1 1 1 98.06% 0.0407 0.1044
1 1 10 92.44% 0.0589 0.1184
1 0.5 1 98.94% 0.0267 0.0726
1 0.5 1 99.5% 0.0201 0.0613
0.5 1 0.5 92.06% 0.0422 0.0868
1 0.2 1 99.68% 0.0071 0.0264
0.2 1 0.2 77.16% 0.0459 0.0684
10 2 10 99.88% 0.0638 0.2481
TAB. 2.2: Comparaison ENKF/ WENKF pour des scénarios linéaires, avec N = 10 particules utilisées
et loi de propagation empirique.
les estimations fournies par les deux algorithmes, il est essentiel de prendre en compte l’aspect non
gaussien des lois de filtrage obtenues. On évalue donc une Érreur Quadratique Moyenne (EQM)
entre l’état réel xtruet (vérité terrain) et les réalisations de la loi de filtrage que sont les particules,
affectées de leur poids le cas échéant, soit :
EQM =
N∑
i=1
γ
(i)
t
(
xtruet − x(i)t
)2
. (2.11)
La même grandeur est utilisée pour le filtre de Kalman d’ensemble, en prenant tous les poids
identiques et valant 1/N .
Scénario Résultats
Q R B WENKF meilleur (%) EQM WENKF EQM WENKF
0.2 0.2 0.2 61.2% 0.2387 0.2670
0.2 0.2 1 59.6% 0.2296 0.2573
0.1 0.2 1 58.9% 0.2704 0.2793
0.1 0.2 1 60.66% 0.2247 0.2446
0.4 0.2 1 57.8% 0.2628 0.2874
TAB. 2.3: Comparaison ENKF/ WENKF pour des scénarios non linéaires, avec N = 10 particules
utilisées.
Le tableau 2.3 résume les résultats sur les cinq scénarios non linéaires pour 10 particules. On
constate que la loi de filtrage obtenue avec le WENKF est meilleure dans 60% des cas environ car
elle s’écarte moins de la vérité terrain (ces résultats ne sont pas directement comparables aux cas
linéaires puisque les critères d’évaluation diffèrent). En faisant croître le nombre de particules (voir
figure 2.2), on constate de surcroît que les deux méthodes ne convergent pas vers la même loi de
filtrage. Les approximations intrinsèques de l’ENKF sont en effet corrigées par la pondération du
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WENKF. La distance quadratique représentant l’écart de la distribution de filtrage à la loi vraie est
plus faible pour le filtre WENKF, mettant ainsi en valeur son caractère exact à l’échantillonnage
près. Notons que dans certains cas, la distance à l’état vrai du WENKF peut augmenter à partir
d’un certain nombre de particules pour se restabiliser par la suite. Ceci indique que les particules
supplémentaires constituent la queue de la distribution dont l’état vrai est éloigné. Avec peu de
particules, seules les plus pertinentes sont choisies ce qui réduit la distance à l’état vrai.
Il arrive, de façon marginale, que la limite de l’écart à l’état vrai du résultat du WENKF soit
au niveau de l’ENKF, voire légèrement supérieur. Cela ne remet cependant pas en cause le bon
comportement général du WENKF vis à vis du filtre de Kalman d’ensemble.
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FIG. 2.2: Comparaison de l’ENKF (courbe noire) et du WENKF (courbe rouge) dans le cas non
linéaire en fonction du nombre de particules utilisé pour le premier (en pointillé) et le troisième scénario (en
trait plein). Nombre de particules en abscisse, distance quadratique entre la vérité terrain et la distribution
de filtrage en ordonnée.
2.4 Application à des variables de grandes dimensions
Nous avons présenté ci-dessus le filtre de Kalman d’ensemble pondéré comme une amélio-
ration du filtre de Kalman d’ensemble classique respectant un échantillonnage rigoureux de la
loi de filtrage et permettant, lorsque le nombre de particules tend vers l’infini, de représenter la
distribution exacte de l’état recherché.
Pour des applications réalistes mettant en jeu des variables d’états de grandes dimension (ex :
suivi de champs de vitesse d’un écoulement), il faut à présent vérifier que le filtre de Kalmnan
d’ensemble pondéré n’induit pas un coût de calcul prohibitif. Le filtre de Kalman d’ensemble
classique a d’ailleurs été développé en prenant en compte cette dimension pratique.
Ajoutons que le filtre de Kalman d’ensemble pondéré n’est rien d’autre qu’un filtre particulaire
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avec une loi d’importance particulière. La question du coût de calcul évoquée ci-après constitue
l’intérêt majeur du travail présenté.
2.4.1 Calcul des poids des particules à partir des lois échantillonnées
L’équation (2.10) doit être évaluée pour affecter des poids aux membres de l’ensemble après
propagation. On s’intéresse donc aux trois probabilités que cette expression fait intervenir. Celles-
ci mettent en jeu des lois gaussiennes avec des covariances représentées par des matrices de taille
n × n. Focalisons nous tout d’abord sur la loi p(x(i)t |x(i)t−1) qui fait intervenir le modèle de dyna-
mique choisi (modèle gaussien en l’occurrence). La valeur obtenue pour une particule sera dépen-
dante de l’écart entre la prédiction x(i)t|t−1 = M(x
(i)
t−1) et la position finale x
(i)
t de la particule. Cet
écart, noté e(i)t , vaut
e(i)t = x
(i)
t − x(i)t|t−1. (2.12)
La loi du bruit associé à la dynamique est gaussienne et définie par la covariance Q, la densité
de probabilité pour la particule i donnée s’écrit, à une constante de normalisation près :
p(x(i)t |x(i)t−1) ∝ exp(−
1
2
e(i)Tt Q
−1e(i)t ), (2.13)
où l’on voit apparaître l’inversion de la matrice de covariance de taille n × n et de rang a priori
plein. Une telle opération ne peut être effectuée raisonnablement pour des problèmes de grandes
dimensions. Il s’agit néanmoins d’un problème pratique récurrent dans la littérature relative au
filtre de Kalman d’ensemble [66], qui a été résolu en tirant parti du fait que les matrices de cova-
riance sont représentées par un ensemble de particules qui sous-échantillonne l’espace de grande
dimension (on réduit ainsi la dimension, à l’image d’une analyse en composantes principales). La
procédure qui suit illustre ce principe.
Pour le cas évoqué plus haut, la matrice Q est représentée par l’ensemble des perturbations
simulées à partir de cette loi, soit les w(i)t , i = 1 . . . N , introduits plus haut
2. On note V la matrice
n × N dont les colonnes sont les w(i)t . La matrice Q peut être approchée par son estimation
empirique, soit :
Q ∼ Qe = V V
T
N − 1 . (2.14)
La matrice Qe étant de rang inférieur ou égal à N . Elle n’est donc pas inversible. On peut
cependant utiliser la théorie de la décomposition en valeurs singulières (Singular Value Decompo-
sition ou SVD) et le calcul de matrices pseudo-inverses. Ainsi, si l’on exprime V par sa décompo-
sition en valeurs singulières, soit V = USW T , avec U et W deux matrice orthogonales de taille
n×N et N ×N respectivement, et S une matrice diagonale de taille N ×N (on utilise une ver-
sion réduite de la SVD). Par définition de l’orthogonalité, l’inverse des matrices U et W est égale
à leur transposée. La matrice S, quant à elle, contient en sa diagonale les N valeurs singulières de
la matrice initiale V , dont certaines peuvent être nulles. On définit alors la pseudo-inverse S+ de
cette matrice par une matrice diagonale dont les termes sont les inverses des termes de S si ceux-ci
2Il est important de noter que la simulation des échantillons ne fait pas intervenir la matrice de covariance non
plus. La procédure adoptée pour cette simulation est calquée sur la proposition de Evensen de génération de champs
pseudo-aléatoires (voir [66]). En pratique, cette procédure est reprise directement du code Fortran de Evensen.
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sont significativement non nuls, et 0 sinon. On peut donc définir la matrice pseudo-inverse Q+e de
Qe et exprimer la quantité recherchée par
p(x(i)t |x(i)t−1) ∝ exp(−
1
2
e(i)Tt Q
+
e e
(i)
t ) = exp(−
N − 1
2
e(i)Tt US
+S+UTe(i)t ). (2.15)
Le calcul de cette probabilité est ainsi effectué à l’aide des étapes suivantes :
1. Décomposition SVD d’une matrice V
2. Calcul de S+.
3. Calcul de e(i)1 = U
Te(i)t pour tous les i (vecteur de taille N × 1).
4. Calcul de e(i)2 = S
+e(i)1 (vecteur de taille N × 1).
5. Calcul du scalaire e(i)3 = e
(i)T
2 e
(i)
2
6. La quantité recherchée est exp(−N−12 e
(i)
3 ).
Dans ce calcul, aucune étape n’est de complexité supérieure à nN , et aucune matrice de taille
supérieure à n×N n’est stockée en mémoire. L’échantillonnage par un nombre d’échantillons très
inférieur à la taille de l’espace d’état permet donc de rendre numériquement faisable un calcul dont
la complexité initiale était prohibitive. La démarche est rigoureusement identique pour le calcul
de la seconde probabilité du numérateur de l’expression des poids (2.10). Il n’en va par contre pas
de même pour le dénominateur.
2.4.2 Le cas particulier de la loi de propagation
Le dénominateur de l’expression (2.10) contient la loi de propagation elle-même. Cette gran-
deur recherchée peut être écrite, à une constante de normalisation près, à partir des paramètres
définissant la loi de propagation introduits au paragraphe 2.2, soit :
pi(x(i)t |x(i)t−1,yt) = N (γ(i)t ; 0,Σet ) ∝ exp
(
−1
2
γ
(i)T
t (Σ
e
t )
−1 γ(i)t
)
. (2.16)
Si l’on définit une matrice Γ, de taille n × N , dont les colonnes sont les échantillons de la loi
de propagation γ(i)t (on omet la dépendance en temps pour simplifier les notations), la matrice de
covariance peut être approchée par son extension empirique suivant la méthode décrite plus haut :
Σet '
ΓΓT
N − 1 . (2.17)
Pour continuer à garder des notations simples, on écrit la décomposition en valeurs singulières
de Γ avec les mêmes notations que celles utilisées précédemment pour V . On a Γ = USW T et
l’expression précédente devient :
Σet '
USSTUT
N − 1 . (2.18)
Nous allons également noter Ω, la matrice de composantes Ωij , définie par
Ω =
1
2
ΓT (Σet )
−1 Γ, (2.19)
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de sorte que la contribution au poids de chaque particule i définie par l’équation (2.16) est propor-
tionnelle à exp(−Ωii).
En remplaçant la matrice Σe par son approximation (2.18), il faut réaliser non plus une inver-
sion mais une pseudo-inversion :
Ω =
1
2
ΓT
(
USSTUT
N − 1
)+
Γ, (2.20)
=
N − 1
2
ΓTU
(
SST
)+
UTΓ, (2.21)
=
N − 1
2
WSS+S+SW T . (2.22)
La matrice Γ étant de taille n×N , avec N < n, le rang de cette matrice, et donc le nombre de
valeurs singulières non nulles, est au plusN . Comme les colonnes de Γ sont issues de la simulation
d’une loi normale centrée, leur sera proche de 0 et le rang réel sera ainsi au plus égal à N − 1.
Nous le supposerons égal à cette valeur car l’ensemble des échantillons est sensé représenter un
espace de dimension bien plus grande que N et tout alignement de particules constituerait une
perte d’efficacité.
De ce fait, on a SS+ = 1N−1N , où 1
m
n définit une matrice de taille n× n dont les m premiers
termes diagonaux valent 1 et tous les autres 0. Ainsi, on a
Ω =
N − 1
2
W1N−1N W
T , (2.23)
d’où l’on déduit que
Ωii =
N − 1
2
N−1∑
k=1
W 2ik. (2.24)
Comme les colonnes de W sont des vecteurs normés, cette expression devient :
Ωii =
N − 1
2
N−1∑
k=1
[
1−W 2iN
]
. (2.25)
Cette grandeur ne dépend alors plus que des composantes du dernier vecteur de la matrice ortho-
gonale W , i.e. celle correspondant à la N -ième valeur singulière égale à zéro. Autrement dit, ce
vecteur appartient au noyau de la matrice Γ. Ce noyau est dirigé suivant le vecteur (1, 1, . . . , 1)T ,
puisque l’ensemble des échantillons est à moyenne nulle (ce qui s’écrit Γ(˙1, 1, . . . , 1)T = 0
conformément à la définition du noyau)
Comme par ailleurs les vecteurs colonnes de W sont normés, W 2iN = 1/N , on en conclut que
Wii = Wjj , ∀(i, j) ∈ [1, N ]2 et donc que Ωii = Ωjj , ∀(i, j) ∈ [1, N ]2. Ainsi, le dénominateur
de la formule de mise a jour des poids (2.10) est indépendant du numéro de la particule (quand le
nombre de particules est inférieur à la taille de l’espace d’état) et peut être ignoré, ce qui dispense
d’un calcul.
2.4.3 Expérimentations
Les expérimentations sont effectuées sur des scénarios représentant des mouvements fluides.
On cherche à suivre la vorticité ξ = vx − uy d’un champ dense de mouvement turbulent 2D
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v = [u, v]T . Le modèle dynamique utilisé est une discrétisation de la formulation incompressible
2D des équations de Navier-Stokes :
ξt = ξt−1 −∇ξt−1 · vt−1 + 1
Re
∆ξt−1 + wt (2.26)
où wt est un bruit blanc gaussien de variance Q et Re est le nombre de Reynolds caractérisant la
turbulence de l’écoulement. En introduisant l’intégrale de Biot-Savart, le champ dense peut être
retrouvé à partir de sa vorticité :
vt = ∇G ∗ ξt, (2.27)
où G(•) = ln(|•|)2pi est le noyau de Green associé à l’opérateur Laplacien bidimensionnel. La mise
en œuvre d’une tel système dynamique est hors de propos dans ce chapitre. Elle sera néanmoins
détaillée plus précisément dans le chapitre 5 sur l’estimation de mouvements fluides. Le modèle
de mesure linéaire (2.9) est toujours considéré.
L’incertitude sur la dynamique (appelée aussi bruit de modèle) et celle sur l’observation sont
calculées à partir de champs pseudo-aléatoires simulés suivant la méthode d’Evensen, développée
en annexe de l’article [65]. Pour ces scénarios synthétiques, on possède donc des observations
ainsi que la vérité terrain permettant de tester les performances des différents algorithmes. Les
erreurs sont alors calculées par une extension de l’expression (2.11) au cas vectoriel :
EQM =
1
n
N∑
i=1
γ
(i)
t (x
true
t − x(i)t )T (xtruet − x(i)t ) (2.28)
Il faut souligner que l’amélioration apportée par le WENKF (rendu exact pour un nombre in-
fini de particules) souffre d’une contre partie : le nombre de particules effectivement utilisé pour
évaluer un gain de Kalman d’ensemble est plus faible encore que pour l’ENKF classique et cela
peut nuire au bon positionnement des particules en sortie d’analyse. On a vu sur certains scéna-
rios scalaires non linéaires que l’ENKF était plus performant pour N faible et moins performant
lorsque N augmente. Ceci peut s’expliquer par une mauvaise estimation des covariance due au
petit nombre de particules effectives dans le WENKF : les particules de poids faible comptent peu
dans cette estimation et sont éventuellement rejetées à l’issue de la phase de rééchantillonnage3.
Une manière d’évaluer quantitativement ce qui vient d’être dit est de calculer la taille effective
d’échantillon Ness, exploitée par Doucet et al. [63], et définie par :
Ness =
1
N∑
i=1
(γ(i)t )2
. (2.29)
À l’issue de l’étape de rééchantillonnage, le nombre de particules distinctes sera proche de la
valeur de Ness. Dans les expérimentations effectuées, les résultats en termes d’EQM sont sen-
siblement les mêmes (de l’ordre de 10% moins bons pour le WENKF) alors que la taille effec-
tive d’échantillons est plus de 10 fois inférieure. Cela suffit à confirmer le bon comportement du
WENKF. Les résultats pour les différentes expérimentations sont présentées dans le tableau 2.4.
3Dans toutes nos expérimentations et dans la mise en œuvre, la phase de rééchantillonnage est effectuée systémati-
quement à chaque pas de temps. L’expérience montre que cela permet d’être le plus performant. Du reste, cela simplifie
l’exploitation du code d’Evensen pour le développement du WENKF.
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Scénario Résultats
Q R B Méthode EQM Temps (s)
0.1 0.1 0.1
ENKF 10 0.0415 119
WENKF 10 0.0417 68
WENKF 30 0.0296 96
0.1 0.3 0.3
ENKF 10 0.1002 190
WENKF 10 0.1055 92
WENKF 30 0.0919 150
0.1 1 1
ENKF 10 0.6125 614
WENKF 10 0.7074 265
WENKF 30 0.4734 423
0.3 0.1 0.1
ENKF 10 0.2801 278
WENKF 10 0.2695 198
WENKF 30 0.2059 238
0.3 0.3 0.3
ENKF 10 0.4031 306
WENKF 10 0.4190 182
WENKF 30 0.3168 232
0.3 1 1
ENKF 10 0.8965 600
WENKF 10 0.9031 296
WENKF 30 0.8264 504
1 0.1 0.1
ENKF 10 2.6089 560
WENKF 10 2.3391 283
WENKF 30 2.0391 493
1 0.3 0.3
ENKF 10 2.9362 649
WENKF 10 2.9667 313
WENKF 30 2.2728 542
1 1 1
ENKF 10 3.7851 716
WENKF 10 3.7932 371
WENKF 30 2.8274 522
TAB. 2.4: Comparaison ENKF/ WENKF pour des scénarios non linéaires 2D avec 100 réalisations de
chaque scénario. Le ENKF avec N = 10 particules est comparé avec deux WENKF composés respective-
ment de N = 10 et N = 30 particules.
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(a) (b)
(c) (d)
FIG. 2.3: Comparaison EnKF/ WENKF : cartes de vorticité. (a) Carte de vorticité réelle. (b)
Carte de vorticité observée. (c) Carte de vorticité reconstruite par ENKF. (d) Carte de vorticité
reconstruite par WENKF.
De plus, dans les applications fluides (océanographie, prévision météorologique, ...), la pro-
pagation de chaque membre de l’ensemble est une phase coûteuse de l’algorithme. La phase de
rééchantillonnage permet alors de réduire le nombre de particules à propager de N à un nombre
proche de Ness sans diminuer les performances (les particules dupliquées redeviennent distinctes
dans la phase suivante, lorsqu’elles sont perturbées par le bruit de modèle). Les premiers cas testés
mettent ainsi en évidence un gain de temps de calcul de l’ordre d’un facteur 10 pour des perfor-
mances proches.
En comparant les performances des deux algorithmes à temps de calcul équivalent et non à N
identiques, on obtient alors une réduction conséquente de l’EQM , comme le montre le tableau
2.4. Un exemple des cartes de vorticité reconstruites avec les deux méthodes est présenté dans la
figure 2.3. En comparant visuellement les deux résultats avec la carte de vorticité réelle présentée
dans cette même figure, il apparaît que la quasi totalité des vortex est mieux reconstruit avec le
WENKF.
Comme dernière expérimentation, nous considérons une séquence d’images synthétique (voir
figure 2.4) créée par Simulation Numérique Directe DNS) de l’équation de vorticité-vitesse [37],
avec un nombre de Reynolds Re = 4000 et un terme de forçage inconnu sur la vorticité corres-
pondant au bruit du modèle wt de covariance empiriquement estimée à Q = 0.005.
Les images It sont définies sur le domaine Ω de taille 256 × 256 pixels. Il s’agit donc d’un
cas de très grande dimension, puisque n = 65536. Les observations de vorticité sont calculées
par un estimateur de flot optique dédié à l’estimation de mouvement fluide [48] (voir le chapitre 5
pour de plus ample détails). Le champ de mouvement vt = [u, v]T ainsi estimé ∀s ∈ Ω permet de
calculer des observations de la vorticité.
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t = 0 t = 3
t = 6 t = 9
FIG. 2.4: Séquence d’images créées par simulation numérique de la l’équation de vorticité-
vitesse.
Dans cette application réelle, le bruit des observations obtenues par l’algorithme de flot optique
n’est pas nécessairement gaussien. La vorticité réelle est connue, puisqu’il s’agit d’une expérience
synthétique, donc l’erreur exacte peut être calculée.
Les méthodes ENKF et WENKF sont alors appliquées respectivement avec N = 10 et
N = 20 particules. Comme l’écart quadratique moyen (EQM) des observations est de 0.007,
les matrices de covariance B et R ont été fixées avec cette valeur. Nous avons considéré différents
intervalles temporels entre les observations. Une représentation des vorticités réelle, estimée par
l’algorithme de flot optique et reconstruite est présenté dans la figure 2.5.
(a) (b) (c)
FIG. 2.5: Cartes de vorticité. (a) Vorticité réelle, (b) Vorticité estimée par l’algorithme de flot
optique, (c) Vorticité reconstruite par le WENKF (N = 20 particules).
Les effets dus aux non linéarités sont ainsi renforcés avec des intervalles longs entre deux
observations successives. Les résultats de ces expériences sont présentés dans le tableau 2.5.
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Intervalle Méthode EQM Temps
entre observations (secondes)
1 Image
ENKF 10 0.0024 1035
WENKF 20 0.0023 628
2 Images
ENKF 10 0.0029 1304
ENKF 20 0.0024 2287
WENKF 20 0.0024 1427
3 Images
ENKF 10 0.0042 1554
ENKF 20 0.0036 3035
WENKF 20 0.0035 1648
TAB. 2.5: Comparaison ENKF/ WENKF pour un scénario non linéaire de DNS 2D. Différents
intervalles entre deux observations successives sont comparés.
Lorsque l’intervalle de temps entre deux observations est court (1 image), les deux méthodes
donnent de très bons résultats, mais le coût de calcul du WENKF reste toujours inférieur. Lorsque
l’on considère des intervalles plus longs entre deux observations successives (2 ou 3 images),
l’ENKF est moins précis avec N = 10 particules, alors que le WENKF avec N = 20 particules
donne toujours de bons résultats numériques. La même précision peut cependant être obtenu avec
un ENKF en considérant N = 20 particules. Le coût de calcul mis en jeu est cependant exorbitant.
Cette dernière expérimentation montre que le WENKF est adapté aux variables d’état de
grandes dimension et aux dynamiques non linéaires, puisqu’il permet d’éviter de propager les
particules non significatives.
2.5 Conclusion
Le filtre de Kalman d’ensemble et le filtre particulaire ont des atouts respectifs différents.
Le filtre de Kalman d’ensemble permet de limiter le nombre d’échantillons utilisés grâce à un
déplacement des particules dans la phase de correction. En comparaison, la phase de correction du
filtre particulaire consiste à pondérer les échantillons existants sans les replacer vers des positions
plus probables en regard des observations. Le filtre de Kalman d’ensemble est en contrepartie une
méthode approchée qui ne fournit pas une distribution de filtrage exacte, contrairement au filtre
particulaire.
On a cherché à tirer le meilleur parti de ces deux filtres en les couplant, de façon à avoir un
algorithme qui soit efficace avec un petit nombre de particules mais qui ne repose pas sur des
approximations autres que les erreurs d’échantillonnage. En remarquant que l’on peut formuler
simplement une loi de propagation des particules du filtre de Kalman d’ensemble, une pondération
de ses membres d’ensemble exprimée à partir de la théorie du filtre particulaire permet de rendre
l’algorithme exact.
Notre extension a été testée sur des scénarios à dynamique linéaire et non linéaire. On a ainsi
montré que le nouvel algorithme conduisait à de meilleurs résultats, conformément à la théorie.
On a également expérimenté l’algorithme proposé sur des scénarios de type fluide, de grandes
dimensions. Le calcul du poids des particules est étudié dans ce cas et certaines procédures
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permettant de réduire leur complexité ont été présentées, de sorte que la pondération introduite
dans l’ENKF n’induit pas de temps de calcul additionnel. Mieux encore, on constate que la
phase de rééchantillonnage introduite dans le nouvel algorithme permet de réduire le nombre de
prédictions effectuées, qui est une phase coûteuse dans un certain nombre de cas d’application de
l’ENKF. Ainsi, on a montré sur des scénarios représentatifs, qu’à temps de calcul comparables,
le WENKF permet d’améliorer significativement la précision de l’estimation.
Nous avons aussi réalisé des expériences sur des séquences d’images, en observant des champs
de vitesse calculés préalablement par des techniques de flot optique. Ces mesures indirectes des
images constituent des pseudo-observations. En perspective de ces travaux, des observations
images pourraient directement être considérées. Il faudra pour cela définir une équation de mesure
appropriée liant la variable d’état aux déformation spatio-temporelles des images. Notons que
cette approche a déjà développée pour une représentation réduite de la vorticité [55].
Les techniques d’échantillonnage sont néanmoins toujours limitées par la mise à jour des ma-
trices de covariance et des poids qui sont des étapes d’autant plus coûteuses que la dimension
de l’espace est grande. La dimension d’un système géophysique pouvant être considérable, une
alternative aux méthodes séquentielles consiste à utiliser des méthodes variationnelles afin d’esti-
mer des paramètres et des variables d’état d’un système sur un intervalle temporel. Nous allons à
présent détailler ces techniques plus connues sous le nom d’assimilation variationnelle de données.
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Chapitre 3
Assimilation variationnelle de données
3.1 Introduction
Initialement introduite par F-X. Le Dimet dans [62], l’assimilation variationnelle de données
est une technique permettant de réaliser l’estimation des paramètres et des variables d’état d’un
système au cours du temps. Cette méthode réalise un lissage de mesures bruitées du système selon
un modèle dynamique et une condition initiale [13,28,109,165,169], dans le cadre méthodologique
du contrôle optimal défini par Lions [115,116]. Dans le même esprit que les méthodes bayésiennes
telles que le lissage de Kalman, l’estimation se fait sur un intervalle de temps fixe en considérant
l’ensemble des observations disponibles sur toute la période. Cette approche est largement utilisée
dans les sciences de l’environnement pour l’analyse de fluides géophysiques [13, 25, 50]. Nous
allons présenter deux formulations équivalentes du problème à partir d’outils mathématiques dif-
férents, avant de préciser les conditions d’application et de mise en œuvre de la technique. On
différenciera notamment les cas des modèles dynamiques parfaits et imparfaits relatifs à l’assi-
milation de données soumise à des contraintes dynamiques respectivement fortes et faibles. En
effet, les modèles imparfaits ne sont que peu utilisés dans les applications existantes d’assimila-
tion de données. Une méthodologie incrémentale permettant de contrôler les erreurs modèles est
présentée dans ce cadre.
3.2 Formulation par contrôle optimal
Nous nous plaçons tout d’abord dans le cadre théorique du contrôle optimal introduit par J-L
Lions [116].
3.2.1 Assimilation de données sous contrainte dynamique forte
Dans cette première partie, on fera l’hypothèse d’un modèle dynamique dit parfait, n’incluant
aucune variable d’incertitude. On parle alors d’assimilation de données sous contrainte dynamique
forte.
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3.2.1.1 Modèle direct
Soit V un espace de Hilbert identifié à son espace dual. Notons X ∈ W(t0, tf ) la variable
d’état, où
W(t0, tf ) = {f |f ∈ L2(t0, tf ;V), ∂tf ∈ L2(t0, tf ;V)}.
En supposant que l’évolution dans le temps de la variable est conduite par un modèle différentiel
(non linéaire)M : V × U 7→ V , on obtient le problème direct suivant :∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
Pour (u, η) ∈ (U ,V) donné, trouver X ∈ W(t0, tf ) tel que :{
∂tX(t) +M(X(t), u) = 0,
X(t0) = X0 + η.
(3.1)
Ce système est contrôlé par une variable dite de contrôle (u, η). Dans la plupart des cas, le
contrôle modélise le bruit de la condition initiale η ∈ V . Le contrôle peut aussi concerner des
paramètres du modèle u ∈ U , où U est l’espace des paramètres lui aussi identifié à son dual.
Des observations Y ∈ O sont d’autre part supposées disponibles. Ces mesures peuvent appar-
tenir à un espace différent de celui de la variable d’état. Nous supposons donc également l’exis-
tence d’un opérateur d’observation (non linéaire) dépendant du temps, noté H : V×]t0, tf [→ V ,
allant de l’espace d’état dans celui des observations. Le problème direct (3.1) est supposé bien
posé :
Hypothèses 3.2.1 Étant donnés (u, η) ∈ (U ,V) et tf > t0, on suppose qu’il existe une unique
fonction X ∈ W(t0, tf ) solution du problème (3.1) et que cette solution dépend continûment de
(u, η), i.e. : U × V → V : (u, η) 7→ X(u, η; t) est continue ∀t ∈]t0, tf [.
Hypothèses 3.2.2 On suppose que l’application U × V → V : (u, η) 7→ X(u, η; t) est différen-
tiable ∀t ∈]t0, tf [.
3.2.1.2 Fonction de coût
Une fonction de coût J : U × V → R mesurant la différence entre la solution associée à un
contrôle donné et les observations est alors introduite :
J(u, η) =
1
2
∫ tf
t0
||Y −H(X(u, η, t), t)||2R−1dt+
1
2
||η||2B−1 . (3.2)
On cherche donc la variable de contrôle (u, η) ∈ (U ,V) qui minimisera la fonction de coût J .
Les normes || · ||R−1 et || · ||B−1 sont respectivement associées aux produits scalaires
〈
R−1·, ·〉O
et
〈
B−1·, ·〉V , où R et B désignent des endomorphismes symétriques définis positifs de O et V
respectivement. Dans les applications, R est appelée matrice de covariance d’observation et B
matrice de covariance d’initialisation.
3.2.1.3 Modèle différentié
Afin de calculer les dérivées partielles de la fonction de coût par rapport aux variables de
contrôle, on différentie le système (3.1) par rapport à (u, η) dans la direction (δu, δη). On obtient
Assimilation variationnelle de données 57
alors le système suivant :∣∣∣∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣∣∣∣
Pour (u, η) ∈ (U ,V) donné, X(t) solution de (3.1) et une perturbation (δu, δη) ∈ (U × V),
trouver dX =
∂X
∂u
δu+
∂X
∂η
δη ∈ W(t0, tf ) tel que :{
∂tdX(t) + ∂XM(X(t), u)dX(t) + ∂uM(X(t), u)δu = 0,
dX(t0) = δη,
(3.3)
où sont introduits les opérateurs tangent linéaires ∂XM(X(t), u) et ∂uM(X(t), u) définis comme
les dérivées de Gâteaux de l’opérateurM :
(∂XM(X(t), u))dX(t) = lim
β→0
M(X(t) + βX(t), u)−M(X(t), u)
β
. (3.4)
De la même manière, on différentie la fonction de coût (3.2) par rapport à (u, η) dans la direction
(δu, δη) :〈
∂J
∂u
, δu
〉
U
= −
∫ tf
t0
〈
Y −H(X), (∂XH)∂X
∂u
δu
〉
R−1
dt,〈
∂J
∂η
, δη
〉
V
= −
∫ tf
t0
〈
Y −H(X), (∂XH)∂X
∂η
δη
〉
R−1
dt+ 〈X(t0)−X0, δη〉B−1 ,
ce qui est équivalent à :〈
∂J
∂u
, δu
〉
U
= −
∫ tf
t0
〈
(∂XH)∗R−1(Y −H(X)), ∂X
∂u
δu
〉
V
dt,〈
∂J
∂η
, δη
〉
V
= −
∫ tf
t0
〈
(∂XH)∗R−1(Y −H(X)), ∂X
∂η
δη
〉
V
dt+
〈
B−1(X(t0)−X0), δη
〉
V ,
(3.5)
où (∂XH)∗ est l’opérateur adjoint de (∂XH) défini par le produit scalaire :
∀x ∈ V, ∀y ∈ O 〈∂XH x, y〉O = 〈x, (∂XH)∗y〉V . (3.6)
3.2.1.4 Modèle adjoint
Pour estimer les gradients de la fonction de coût J , une première idée naïve consiste à appro-
cher le gradient par l’expression aux différences finies suivante :
∇J ' J((η, u) + ²ek)− J(η, u)
²
,
où ² ∈ R est une perturbation infinitésimale et {ek, k = 1, . . . , p} représente la base vectorielle
orthonormée de l’espace de contrôle. On voit immédiatement qu’un tel calcul est impraticable
pour des espaces de grandes dimensions, puisqu’il nécessite p intégrations du modèle dynamique
pour chaque valeur du gradient de la fonctionnelle.
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L’introduction d’un modèle adjoint [62, 109, 116] permet de calculer le gradient en une seule
intégration. Pour obtenir l’équation d’état adjointe, on multiplie la première équation du système
(3.3) par une variable dite adjointe λ ∈ W(t0, tf ), puis on intègre sur [t0, tf ] :∫ tf
t0
〈∂tdX(t), λ(t)〉V dt+
∫ tf
t0
〈∂XMdX(t), λ(t)〉V dt+
∫ tf
t0
〈∂uMδu, λ(t)〉V dt = 0,
Après intégration par parties du premier terme on obtient finalement :
−
∫ tf
t0
〈−∂tλ(t) + (∂XM)∗λ(t), dX(t)〉V dt = 〈λ(tf ), dX(tf )〉V − 〈λ(t0), δη〉V
+
∫ tf
t0
〈(∂uM)∗λ(t), δu〉U dt,
(3.7)
en rappelant la définition des opérateurs adjoints :
∀x ∈ V, ∀y ∈ V 〈(∂XM)x, y〉V = 〈x, (∂XM)∗y〉V , (3.8)
et
∀x ∈ V, ∀y ∈ V 〈(∂uM)x, y〉V = 〈x, (∂uM)∗y〉U . (3.9)
De façon à obtenir une expression simple du gradient (3.5), on définit la variable adjointe λ comme
solution du problème adjoint suivant :∣∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣∣
Pour (u, η) ∈ (U ,V) donné, tf > t0, X(t) solution de (3.1),
trouver λ ∈ W(t0, tf ) tel que :{ −∂tλ(t) + (∂XM)∗λ(t) = (∂XH)∗R−1(Y (t)−H(X(t))) ∀t ∈]t0, tf [,
λ(tf ) = 0.
(3.10)
Hypothèses 3.2.3 Étant donnés (u, η) ∈ (U ,V), tf > t0 et X ∈ W(t0, tf ) solution du problème
(3.1), on suppose qu’il existe une unique fonction λ ∈ W(t0, tf ) solution du problème (3.10) et
que cette solution dépend continûment de (u, η), i.e. : U × V → V : (u, η) 7→ λ(u, η; t) est
continue ∀t ∈]t0, tf [.
En combinant les équations (3.5), (3.7) et (3.10), on obtient :〈
∂J
∂u
, δu
〉
U ′×U
+
〈
∂J
∂η
, δη
〉
I
= −〈λ(t0), δη〉V +
〈
B−1(X(t0)−X0), δη
〉
V
+
∫ tf
t0
〈(∂uM)∗λ(t), δu〉U dt.
Les dérivées partielles de la fonction de coût peuvent ainsi être caractérisées par :
∂J
∂u
=
∫ tf
t0
(∂uM)∗λ(t)dt,
∂J
∂η
= −λ(t0) +B−1(X(t0)−X0).
(3.11)
La valeur de la variable adjointe au temps initial définit le gradient de la fonctionnelle J . Pour
obtenir cette variable adjointe, il est tout d’abord nécessaire d’intégrer le système direct (3.1) afin
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de calculer l’état X(t). La variable adjointe (et donc le gradient de la fonctionnelle (3.2)) est alors
obtenue par une intégration rétrograde du modèle adjoint (3.10). La complexité de résolution du
problème adjoint étant la même que celle du problème direct, l’utilisation de cette technique se
justifie dès que la dimension de la variable de contrôle devient trop importante.
Cette expression permet alors de définir une méthode de mise à jour des paramètres. En annu-
lant les gradients définis par (3.11), on prend u tel que :∫ tf
t0
(∂uM)
T
λ(t)dt = 0, (3.12)
et on met à jour la valeur initiale de la variable d’état par descente de gradient avec :
X(t0) = X0 +Bλ(t0) (3.13)
où l’on a introduit B, la matrice pseudo-inverse de B−1.
Le principe de l’assimilation est illustré par l’algorithme 1. Le procédé complet peut être
résumé par le système d’optimalité suivant :
∂tX(t) +M(X(t), u) = 0,
X(t0) = X0 + η,
λ(tf ) = 0,
−∂tλ(t) + (∂XM)∗λ(t) = (∂XH)∗R−1(Y −H(X)),
∂uJ =
∫ tf
t0
(∂uM)∗λ(t)dt,
∂ηJ = −λ(t0) +B−1(X(t0)−X0).
(3.14)
Ce système peut être aisément ajusté si l’on dispose d’observations multiples ou si les paramètres
du modèle dépendent du temps.
Algorithme 1 Assimilation sous contrainte dynamique forte. Le modèle dynamique est supposé
parfait.
Soit X(t0) = X0, et u ∈ U .
(i) A partir de (u,X(t0)), calculer X(t), ∀t ∈]t0, tf [ par une intégration temporelle (3.1).
(ii) Avec X(t), intégrer de manière rétrograde la variable adjointe avec le système (3.10).
(iii) Mise à jour des contrôles avec les équations (3.12) et (3.13).
(iv) Retourner en (i) et recommencer jusqu’à convergence.
3.2.1.5 Observations multiples
Considérons à présent un ensemble d’observations Yi ∈ Oi, i ∈ [1 · · ·N ]. On suppose que
l’on dispose des opérateurs d’observations associés Hi : V 7→ Oi. Le terme d’observation de la
fonction de coût (3.2) devient :
1
2
N∑
i=1
||Yi −Hi(X,u, η, t)||2R−1i (3.15)
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où les norme || · ||R−1i sont associées au produits scalaire
〈
Ri
−1·, ·〉Oi . Ces nouveaux termes
d’observations impliquent à leur tour une modification du problème adjoint :∣∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣∣
Pour (u, η) ∈ (U ,V) donné, tf > t0 et X(t) solution de (3.1),
trouver λ ∈ W(t0, tf ) tel que :{ −∂tλ(t) + (∂XM)∗λ(t) =∑Ni=1(∂XHi)∗R−1i (Yi −Hi(X)) ∀t ∈]t0, tf [,
λ(tf ) = 0.
(3.16)
3.2.1.6 Paramètres dépendant du temps
On suppose désormais que le jeu de paramètres u peut varier au cours du temps. Ceci permet
de compenser le fait que le modèle est supposé parfait. L’espace des paramètres devient donc
UT = L2(t0, tf ;U). Ainsi ∀t ∈]t0; tf [, on a u(t) ∈ U . Le problème direct est réécrit comme :∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
Pour (u, η) ∈ (UT ,V) donné, trouver X ∈ W(t0, tf ) tel que :{
∂tX(t) +M(X(t), u(t)) = 0,
X(t0) = X0 + η.
(3.17)
La fonction de coût est à présent définie comme : J : UT ×V → R et le problème adjoint devient :∣∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣∣
Pour (u, η) ∈ (UT ,V) donné, tf > t0, X(t) solution de (3.17),
trouver λ ∈ W(t0, tf ) tel que :{ −∂tλ(t) + (∂XM)∗λ(t) = (∂XH)∗R−1(Y −H(X)) ∀t ∈]t0, tf [,
λ(tf ) = 0.
(3.18)
La dérivé de Gâteaux de le fonction de coût par rapport à u dans une direction δu s’écrit alors :〈
∂J
∂u
, δu
〉
UT
=
∫ tf
t0
〈
∂J
∂u
(t), δu(t)
〉
U×U
dt,=
∫ tf
t0
〈(∂uM)∗λ(t), δu(t)〉U×U dt = 〈(∂uM)∗λ, δu〉UT .
On obtient ainsi la dérivé partielle de J par rapport à u :
∂J
∂u
= (∂uM)∗λ. (3.19)
L’annulation de ce gradient implique une nouvelle mise à jour des paramètres, on prend u tel que :
(∂u(t)M)∗λ(t) = 0 ∀t ∈ [t0, tf ]. (3.20)
3.2.1.7 Discussions
Dans cette première partie, nous avons décrit l’assimilation de données dans le cas d’une
contrainte forte sur le modèle dynamique. Cette première approche correspond à un problème de
contrôle sur la condition initiale et des paramètres du modèle. Néanmoins, devant la complexité
des phénomènes mis en jeu (courant d’un fleuve [94], d’un océan [73], de l’atmosphère [108]),
les modèles dynamiques utilisés constituent des modélisations simplifiées de la réalité. D’autre
part, dans le cas d’un modèle trop rigide, il n’est pas toujours évident de respecter fidèlement
l’ensemble des observations dont on dispose à une échelle donnée.
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Dans le cadre des travaux liés au traitement d’image, les lois dynamiques originelles doivent
être adaptées dans la mesure où l’on observe toujours des projections bidimensionnelles de phé-
nomènes tridimensionnels complexes. Il nous semble donc justifié de nous intéresser aux mo-
dèles imparfaits mettant en jeu une forme d’incertitude sur le modèle dynamique. On parle alors
d’assimilation de données sous contrainte dynamique faible [172].
3.2.2 Assimilation de données sous contrainte dynamique faible
3.2.2.1 Modèle direct
Le modèle n’est maintenant plus contrôlé par un jeu de paramètre, mais par une fonction
de contrôle w ∈ W(t0, tf , V ), avec w(t) ∈ V . Nous considérons désormais le problème direct
suivant : ∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
Pour (w, η) ∈ (W,V) donné, trouver X ∈ W(t0, tf ) tel que :{
∂tX(t) +M(X(t)) = w(t) ∀t ∈]t0, tf [,
X(t0) = X0 + η.
(3.21)
La fonction de coût est définie par J :W ×V → R :
J(w, η) =
1
2
∫ tf
t0
||Y −H(X(w(t), η, t))||2R−1dt+
1
2
||η||2B−1 +
1
2
∫ tf
t0
||w(t)||2Q−1dt. (3.22)
La norme || · ||Q−1 est associée au produit scalaire
〈
Q−1·, ·〉
V
. La matrice Q, plus communément
appelée matrice de covariance du modèle, est un endomorphisme symétrique de V défini positif..
3.2.2.2 Modèle différentié
Afin de calculer la dérivée partielle de la fonction de coût par rapport à la variable de contrôle,
on commence par différentier le système (3.21) par rapport à (w, η) dans la direction (δw, δη). En
notant dX = ∂X∂w δw +
∂X
∂η δη ∈ W(t0, tf ), on obtient le système suivant :∣∣∣∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣∣∣∣
Pour (w, η)∈(W,V) donné, X(t) solution de (3.21) et une perturbation (δw, δη)∈(W ×V),
trouver dX =
∂X
∂w
δw +
∂X
∂η
δη ∈ W(t0, tf ) tel que :{
∂tdX(t) + ∂XM(X(t))dX(t) = δw(t) ∀t ∈]t0, tf [,
dX(t0) = δη.
(3.23)
La différentielle de la fonction de coût (3.22) par rapport à w dans la direction δw donne :〈
∂J
∂w
, δw
〉
W
=
∫ tf
t0
〈∂tX(t) +M(X(t)), δw(t)〉Q−1 dt−
∫ tf
t0
〈Y −H(X), ∂XHδw(t))〉R−1 dt,
=
∫ tf
t0
〈
Q−1(∂tX(t) +M(X(t))), δw(t)
〉
V dt−
∫ tf
t0
〈
(∂XH)∗R−1(Y −H(X)), δw(t)
〉
V dt.
(3.24)
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3.2.2.3 Modèle adjoint
Pour obtenir l’équation d’état adjointe, on applique la même démarche que précédemment en
multipliant la première équation du système (3.23) par la variable adjointe λ ∈ W(t0, tf ), puis en
intégrant le résultat sur l’intervalle temporel [t0, tf ]. La différentielle de la fonction de coût (3.22)
par rapport à w dans la direction δw donne :∫ tf
t0
〈∂tdX(t), λ(t)〉V dt+
∫ tf
t0
〈∂XM(X(t))dX(t), λ(t)〉V dt =
∫ tf
t0
〈δw(t), λ(t)〉V dt.
Après intégration par parties du premier terme on obtient finalement :
−
∫ tf
t0
〈−∂tλ(t) + (∂XM)∗λ(t), dX(t)〉V dt = 〈λ(tf ), dX(tf )〉V − 〈λ(t0), δu〉V
−
∫ tf
t0
〈λ(t), δw(t)〉V dt.
(3.25)
La variable adjointe λ est alors définie comme solution du problème adjoint suivant :∣∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣∣
Pour (w, η) ∈ (W,V) donné, tf > t0, X(t) solution de (3.21),
trouver λ ∈ W(t0, tf ) tel que :{ −∂tλ(t) + (∂XM)∗λ(t) = (∂XH)∗R−1(Y −H(X)) ∀t ∈]t0, tf [
λ(tf ) = 0.
(3.26)
En combinant les équations (3.24), (3.25) et (3.26), on obtient :〈
∂J
∂w
, δw
〉
W
=
∫ tf
t0
〈
Q−1(∂tX(t) +M(X(t))− λ(t), δw(t)
〉
V dt
=
〈
Q−1(∂tX +M(X)− λ, δw
〉
W .
La dérivée partielle de la fonction de coût par rapport à w est par conséquent :
∂J
∂w
= Q−1(∂tX +M(X))− λ. (3.27)
En annulant ce gradient et en introduisant Q la matrice pseudo-inverse de Q−1, on obtient :
∂tX(t) +M(X(t)) = Qλ(t). (3.28)
3.2.2.4 Fonction incrémentale
La fonction de contrôle additive w d’énergie minimale permet ainsi de contrôler les erreurs du
modèle sur tout l’intervalle de temps [t0; tf ] considéré. Ce contrôle est lié à toute la trajectoire de
la variable adjointe λ. Cette variable λ étant initialement inconnue, il est possible d’en avoir une
estimation en introduisant une décomposition incrémentale de la fonction d’état. En supposant
connu une composante X˜ , on pose :{
X(t) = X˜(t) + dX(t) ∀t ∈ [t0, tf ],
X˜(t0) = X0,
(3.29)
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et en linéarisantM autour du point X˜ , la relation (3.28) peut être réécrite :
∂tX˜(t) +M(X˜(t)) = 0 ∀t ∈]t0, tf [, (3.30)
∂tdX(t) + ∂X˜M(X˜(t))dX(t) = Qλ(t) ∀t ∈]t0, tf [. (3.31)
Ceci permet de contrôler la mise à jour de la variable d’état X par un incrément dX suivant toute
la trajectoire de la variable adjointe λ. La valeur initiale de cet incrément est donnée par (3.29) et
(3.13) :
dX(t0) = Bλ(t0). (3.32)
Le principe de l’assimilation est illustré dans l’algorithme 2.
Algorithme 2 Assimilation sous contrainte dynamique faible. Le modèle dynamique est sup-
posé imparfait.
Soit X(t0) = X0.
(i) A partir de X(t0), calculer X(t), ∀t ∈]t0, tf [ par une intégration temporelle (3.30).
(ii) Avec X(t), intégrer de manière rétrograde la variable adjointe avec le système (3.26).
(iii) Calculer l’incrément initial avec (3.32).
(iv) A partir de dX(t0), calculer dX(t), ∀t ∈]t0, tf [ par une intégration temporelle avec (3.31).
(v) Mettre à jour X = X + dX .
(vi) Retourner à (ii) et recommencer jusqu’à convergence.
L’algorithme peut également être résumé par le système d’optimalité suivant :
∂tX(t) +M(X(t)) = w(t),
X(t0) = X0 + η,
λ(tf ) = 0,
−∂tλ(t) + (∂XM)∗λ(t) = (∂XH)∗R−1(Y −H(X)),
∂wJ = ∂tX(t) +M(X(t))−Qλ(t),
∂ηJ = −λ(t0) +B−1(X(t0)−X0).
(3.33)
3.2.2.5 Introduction d’une condition finale
Si la connaissance d’une condition finale est par ailleurs disponible, ce système peut être enri-
chi. En considérant une équation supplémentaire sur la condition finale de la variable d’état, on a
le système suivant :∣∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣∣
Pour (w, η, ν) ∈ (W,V,V) donné, trouver X ∈ W(t0, tf ) tel que :
∂tX(t) +M(X(t)) = w(t), ∀t ∈]t0, tf [,
X(t0) = X0 + η,
X(tf ) = Xf + ν,
(3.34)
avec ν ∈ V . Il suffit alors de rajouter un terme dans la fonction de coût :
J(w, η, ν) =
1
2
∫ tf
t0
||Y −H(X(w(t), η, ν, t))||2R−1dt+
1
2
||η||2B−1 +
1
2
∫ tf
t0
||w(t)||2Q−1dt+
1
2
||ν||2F−1
(3.35)
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où la norme || · ||F−1 est associée au produit scalaire
〈
F−1·, ·〉
I
. La dérivée de la fonction de coût
par rapport à ν dans la direction δν est :〈
∂J
∂ν
, δν
〉
I
= −
∫ tf
t0
〈
Y −H(X), ∂XH(∂X
∂ν
δν)
〉
R−1
dt+ 〈X(tf )−Xf , δν〉F ,
= −
∫ tf
t0
〈
(∂XH)∗R−1(Y −H(X)), ∂X
∂ν
δν
〉
V
dt+
〈
F−1(X(tf )−Xf ), δν
〉
V .
(3.36)
Cette nouvelle condition finale se traduit par une modification du problème adjoint en tf :∣∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣∣
Pour (w, η, ν) ∈ (W,V,V) donné, tf > t0, X(t) solution de (3.34),
trouver λ ∈ W(t0, tf ) tel que :{ −∂tλ(t) + (∂XM)∗λ(t) = (∂XH)∗R−1(Y −H(X)) ∀t ∈]t0, tf [,
λ(tf ) = F−1(Xf −X(tf )).
(3.37)
La présentation que nous avons donné du problème d’assimilation variationnelle de données
a été effectuée dans le cadre d’une formulation de type contrôle optimal. Il est possible de dériver
les mêmes équations directement à partir des équations d’Euler-Lagrange associées à la fonction
de coût. C’est cette présentation que nous effectuons dans la partie suivante.
3.3 Formulation par les équations d’Euler-Lagrange
Le problème est à présent reformulé en réunissant les trois équations fondamentales de l’as-
similation de données [90] : l’équation du modèle dynamique de l’état X , celle d’initialisation et
enfin celle d’observation. 
∂tX(t) +M(X(t)) = w(x, t),
X(x, t0) = X0(x) + η(x),
Y (x, t) = H(X(x, t), t) + ²(x, t).
(3.38)
La trajectoire de la variable d’état X ∈ V , définie sur un ouvert Ω ∈ Rn et sur l’intervalle
temporel [t0; tf ], est toujours guidée par un opérateur différentiel non linéaire M : V 7→ V . La
seconde équation donne la condition initiale de la valeur de la variable d’état. Enfin, la dernière
équation lie la fonction d’observation Y ∈ O à la variable d’état à travers un opérateur différentiel
H : V 7→ O. Dans ces trois équations, w, η et ² sont trois fonctions d’incertitude d’énergie
moyenne nulle. Elles sont respectivement associées aux matrices de covariance Q(x, t,x′, t′),
B(x,x′) et R(x, t,x′, t′). Les fonctions d’incertitude représentent toutes les corrélations spatio-
temporelles des différents composants du système (i.e. erreurs de modèle, erreurs d’initialisation
et erreurs de mesure).
3.3.1 Fonction de coût
Le système (3.38) peut aussi être expliqué en considérant trois vecteurs de densités de probabi-
lités conditionnelles gaussiennes p(X|X(t0)), p(X(t0)|X0) et p(Y |X) associées à des variables
d’incertitudes gaussiennes. Elles sont respectivement liées à la trajectoire de la variable d’état par
rapport à sa valeur initialeX(t0), la valeur initiale de l’étatX(t0) par rapport à la condition initiale
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X0 et la valeur des observations Y par rapport à la trajectoire X . Comme dans tout problème de
filtrage stochastique, on cherche alors à estimer la valeur conditionnelle de la trajectoire de l’état
connaissant un ensemble d’observations.
Les densités de probabilité étant toutes gaussiennes, ceci revient à estimer la distribution a
posteriori p(X|Y,X0). Une telle estimation du maximum a posteriori mène à la minimisation
d’une fonction de coût quadratique définie comme suit :
J(X) =
1
2
∫
Ω
∫
Ω
(X(x, t0)−X0(x))
T
B−1(x,x′) (X(x′, t0)−X0(x′)) dx′dx
+
1
2
∫
Ω,t
∫
Ω,t
(
∂X
∂t
+M(X)
)T
(x, t)Q−1(x, t,x′, t′)
(
∂X
∂t
+M(X)
)
(x′, t′)dt′dx′dtdx
+
1
2
∫
Ω,t
∫
Ω,t
(Y −H(X))T (x, t)R−1(x, t,x′, t′) (Y −H(X)) (x′, t′)dt′dx′dtdx,
(3.39)
où ∫
Ω,t
• dtdx =
∫
Ω
∫ tf
t0
• dtdx.
L’état X est le minimum de la fonctionnelle J si et seulement si il est aussi le minimum de la
fonction de coût J(X +βθ(x, t)), où θ(x, t)) appartient à l’espace des fonctions admissibles et β
est un paramètre positif. En d’autres termes, X doit annuler la dérivée directionnelle :
δJX(θ) = lim
β→0
dJ(X + βθ(x, t))
dβ
= 0,
et J(X + βθ(x, t)) peut être écrit comme :
J(X + βθ(x, t)) =
1
2
∫
Ω
∫
Ω
(X + βθ −X0)TB−1(X + βθ −X0)dx′dx
+
1
2
∫
Ω,t
(
∂X
∂t
+ β
∂θ
∂t
+M(X + βθ)
)T∫
Ω,t
Q−1
(
∂X
∂t
+ β
∂θ
∂t
+M(X + βθ)
)
dt′dx′dtdx
+
1
2
∫
Ω,t
∫
Ω,t
(Y −H(X + βθ))TR−1(Y −H(X + βθ))dt′dx′dtdx.
(3.40)
Comme dans le cas de l’assimilation sous contrainte dynamique faible présentée précédemment
par la formulation du contrôle optimal, le contrôle porte ici directement sur l’état X et non sur des
paramètres du modèle.
3.3.2 Variable adjointe
Afin de réaliser des intégrations par parties, permettant de factoriser l’expression précédente
par θ(x, t), nous introduisons la "variable adjointe" λ définie par :
λ(x, t) =
∫
Ω,t
Q−1
(
∂X
∂t
+M(X)
)
dt′dx′, (3.41)
ainsi que les opérateurs tangents linéaires ∂XM et ∂XH correspondant aux dérivées de Gâteaux
de M et H définies par la relation (3.4). La définition de la variable adjointe est assez intuitive si
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on se réfère à la présentation par le contrôle optimal de l’assimilation sous contrainte dynamique
faible (3.27). En regardant la limite de la dérivée de l’expression (3.40) quand β → 0, on obtient
lim
β→0
dJ
dβ
=
∫
Ω
∫
Ω
θ
T
(x, t0)B−1(X(x′, t0)−X0(x′))dx′dx
+
∫
Ω,t
(
∂θ
∂t
+ ∂XMθ
)T
(x, t)λ(x, t)dtdx
−
∫
Ω,t
∫
Ω,t
(∂XHθ)
T
(x′, t′)R−1(Y −H(X))dt′dx′dtdx
= 0.
(3.42)
En considérant les trois intégrations par parties suivantes, nous pouvons supprimer les dérivées
partielles de la fonction admissible θ présentes dans l’expression (3.42), i.e. :∫
Ω,t
∂θ
∂t
λ(x, t)dtdx =
∫
Ω
θ
T
(x, tf )λ(x, tf )dx−
∫
Ω
θ
T
(x, t0)λ(x, t0)dx−
∫
Ω,t
θ
T
(x, t)
∂λ
∂t
dtdx, (3.43)
∫
Ω,t
(∂XMθ)
T
λ(x, t)dtdx =
∫
Ω,t
θ
T
∂XM∗λ(x, t)dtdx, (3.44)∫
Ω,t
∫
Ω,t
(∂XHθ)
T
R−1(Y −H(X))dt′dx′dtdx =
∫
Ω,t
∫
Ω,t
θ
T
(∂XH)∗R−1 (Y −H(X)) dt′dx′dtdx.
(3.45)
Dans les deux dernières équations, nous avons introduit les opérateurs adjoints (∂XM)∗ et
(∂XH)∗, définis par (3.6) . En rassemblant tous ces éléments, l’équation (3.42) peut être réécrite
comme
lim
β→0
dJ
dβ
=
∫
Ω
θ
T
(x, tf )λ(x, tf )dx+
∫
Ω
θ
T
(x, t0)
[∫
Ω
(
B−1(X(x′, t0)−X0(x′))− λ(x, t0)
)
dx′
]
dx
+
∫
Ω,t
θ
T
[(
−∂λ
∂t
+ (∂XM)∗λ
)
−
∫
Ω,t
(∂XH)∗R−1(Y −H(X))dt′dx′
]
dtdx
= 0.
(3.46)
3.3.3 Équations d’Euler-Lagrange
Comme la dérivée de la fonctionnelle doit être nulle pour toute fonction admissible θ, les autres
termes présents dans les trois intégrales de l’équation (3.46) doivent être identiquement nuls. Nous
obtenons finalement un système couplé d’Équations aux Dérivées Partielles :
λ(x, tf ) = 0, (3.47)
−∂λ
∂t
+ (∂XM)∗λ =
∫
Ω,t
(∂XH)∗R−1(x, t,x′, t′)(Y −H(X))dt′dx′, (3.48)
λ(x, t0) =
∫
Ω
(
B−1(x,x′)(X(x′, t0)−X0(x′)
)
dx′, (3.49)
∂X(x, t)
∂t
+M(X(x, t)) =
∫
Ω,t
Q(x, t,x′, t′)λ(x′, t′)dt′dx′. (3.50)
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L’équation (3.50) correspond à la définition de la variable adjointe (3.41), et a été obtenue en
introduisant Q, le pseudo-inverse de Q−1, défini par [13] :∫
Ω,t
Q(x, t,x′, t′)Q−1(x′, t′,x′′, t′′)dt′dx′ = δ(x− x′′)δ(t− t′′).
Remarquons ici que dans le cas d’un modèle parfait, on aurait Q = 0, et on retrouverait exacte-
ment les équations associées à une contrainte dynamique forte. Sinon, l’équation (3.47) constitue
une condition finale explicite pour l’intégration rétrograde du modèle adjoint (3.48). Cette inté-
gration rétrograde ne peut être réalisée que si l’on a une première trajectoire de la variable d’état,
nécessaire au calcul de la différence Y −H(X). La valeur de la variable adjointe au temps initial
permet alors de mettre à jour la valeur initiale de l’état (3.49), puis d’intégrer de nouveau l’état
suivant (3.50).
3.3.4 Fonction incrémentale
De la même façon que précédemment, le système peut être légèrement modifié afin de produire
une première trajectoire adéquate de X . En considérant la fonction incrémentale de l’état liant la
fonction d’état et une fonction de condition initiale, X = X˜ + dX . En linéarisant M autour du
point X˜ , lié à la condition initiale (X˜(t0) = X0), on obtient :
M(X) =M(X˜) + (∂X˜M)dX.
Il est alors possible de séparer l’équation (3.50) en deux équations aux dérivées partielles avec une
condition initiale explicite :
X˜(x, t0) = X0(x), (3.51)
∂X˜
∂t
+M(X˜) = 0, (3.52)
∂dX
∂t
+ (∂X˜M)dX =
∫
Ω,t
Q(x, t,x′, t′)λ(x′, t′)dt′dx′. (3.53)
En rassemblant les équations (3.47-3.49) et (3.51-3.53), on obtient le même algorithme de suivi
que précédemment (voir algorithme 2). La méthode consiste à intégrer la condition initiale X0
suivant le modèle parfait (3.52). La trajectoire X obtenue est alors corrigée en réalisant un inté-
gration rétrograde (3.47, 3.48) de la variable adjointe. L’évolution de λ est guidée par la différence
entre les observations et l’estimation : Y −H(X). La valeur initiale de l’incrément est alors obte-
nue par (3.49), et l’incrément est intégré suivant le modèle (3.53). Le processus est réitéré jusqu’à
convergence. Une illustration de l’algorithme est donnée dans la figure 3.1.
Nous allons à présent discuter des liens existants entre le filtre de Kalman et l’assimilation
variationnelle de données.
3.4 Relations avec le filtre de Kalman
Le système d’assimilation (3.47-3.49) et (3.51-3.53) peut être légèrement modifié afin de
produire une estimation de la variable d’état au temps suivant. Ce type de mécanisme s’apparente
à celui du filtre de Kalman. En effet, comme nous l’avons vu, ce dernier réalise une estimation
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FIG. 3.1: Algorithme d’assimilation sous contrainte dynamique faible. Cette figure donne un aperçu du
principe de la méthode. Après une intégration de la condition initiale X0 (trajectoire bleue), une intégration
rétrograde de la variable adjointe est réalisée suivant les différences de mesure entre observation et estima-
tion (trajectoire violette). Un incrément peur alors être intégré dans le temps pour donner une trajectoire
corrigée (trajectoire rouge). Et ainsi de suite ...
récursive par pas de temps en s’appuyant sur l’ensemble des observations passées. Il n’y a donc
aucune assurance de continuité temporelle de la solution à chaque nouvelle observation. Au
contraire, l’assimilation de données traite toutes les observations d’un intervalle de temps donné
pour construire une solution continue dans le temps. Si les opérateurs H et M sont linéaires et
que le modèle est supposé parfait, il est possible de montrer que ces deux approches mènent à une
même solution [28, 114]. Cette équivalence est reproduite en annexe A.
La principale différence entre les deux techniques concerne leurs objectifs respectifs. Le filtre
de Kalman calcule récursivement en temps les deux premiers moments de la loi conditionnelle
de la variable d’état suivant toutes les observations disponibles [6] – soit la séquence des obser-
vations passées dans le cas du filtrage et la séquence complète dans le cas du lissage – tandis que
l’assimilation variationnelle cherche à estimer une trajectoire de coût minimale sur un intervalle
de temps connu. Dans le cas linéaire gaussien, comme vu précédemment, le premier moment
obtenu avec un filtrage de Kalman et la solution donnée par assimilation seront identiques. Ceci
n’est cependant pas le cas lorsque l’on considère des systèmes non linéaires. Notons par ailleurs
que, contrairement aux techniques de filtrage, l’assimilation ne fournit pas d’estimation de la
covariance d’erreur. D’un point de vue pratique, il existe des différences entre les coûts de calculs
relatifs à chacune des deux approches. Le filtre de Kalman nécessite d’inverser à chaque itération
la matrice de covariance d’erreur afin de calculer la matrice de gain de Kalman. La dimension
de cette matrice correspond au carré de la dimension du vecteur d’état, ce qui rend le filtrage de
Kalman inadapté aux variables d’état de grandes dimensions. L’approche récursive des filtres de
Kalman est donc bien adaptée aux applications de suivi en temps réel, mais efficace seulement
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pour les variables de faibles dimensions.
À l’opposé, l’assimilation variationnelle ne nécessite pas d’inversion de matrices de taille
rédhibitoire. L’estimation est réalisée itérativement par des intégrations "avant/arrière" et non di-
rectement par un procédé récursif comme pour le filtrage de Kalman. Même en considérant des
fenêtres temporelles glissantes, les techniques d’assimilation ne peuvent pas réaliser un vrai suivi
en temps réel. Néanmoins, la possibilité de gérer de grandes dimensions et des opérateurs dyna-
miques fortement non linéaires rend l’assimilation de données très attractive pour un suivi hors
ligne. Une telle analyse est en effet intéressante des lors que l’on souhaite extraire une séquence
de primitives cohérentes en temps vis-à-vis d’une dynamique donnée et à partir d’une séquence de
données bruitées et incomplètes.
Comme nous le verrons dans les deux autres parties de cette thèse, ceci est particulièrement
intéressant pour l’analyse d’écoulements à partir de séquences d’images. Une telle approche de-
vrait aussi avoir un certain intérêt pour l’analyse d’images médicales (études de déformations), ou
encore le domaine de la post-production vidéo pour des applications de remplissage (inpainting),
de recolorisation, de morphing ou de restauration de vieux films.
Les conditions d’application de l’algorithme d’assimilation vont maintenant être détaillées, en
regardant la convergence de la solution, la validité des équations adjointes ou encore le rôle des
matrices de covariance.
3.5 Application de l’assimilation de données
3.5.1 Convergence et stabilité des solutions
Les algorithmes de résolution par méthode adjointe présentés précédemment permettent de
calculer simplement le gradient de fonctionnelles dépendant d’états de grandes dimensions. Pour
chaque application, un test peut être réalisé afin de vérifier la validité de la mise en œuvre du
modèle adjoint [50, 73]. En considérant un développement de Taylor de la fonction de coût J
autour de X , on a :
lim
α→0
J(X + αθ) = J(X) + α∇J · θ. (3.54)
L’intégration rétrograde de l’équation (3.48) permet elle aussi d’obtenir une valeur du gradient de
la fonction de coût au point X . En utilisant ces deux relations, le système doit donc vérifier :
lim
α→0
J(X + αθ)− J(X)
α∇J · θ = 1. (3.55)
Le numérateur est alors calculé par différences finies, tandis que le dénominateur est obtenu par
la méthode adjointe. Pour une discrétisation correcte, ce rapport doit être proche de 1. Un profil
typique de ce rapport consiste à voir le ratio tendre vers 1 quand α → 0. Cependant, quand α
devient trop petit, le rapport se met à diverger à cause de l’accumulation des erreurs de troncatures
numériques. En effectuant ce test, on peut ainsi déterminer la valeur de α minimale vérifiant la
propriété (3.55). Cette valeur sert alors de borne pour la convergence de la méthode. Par exemple,
dans le cas de l’assimilation sous contrainte dynamique faible, on itèrera les intégrations directes
et adjointes tant que |dX(t0)| > α.
La convergence vers un minimum de la fonction de coût est ainsi assurée. Comme alternative à
la descente de gradient utilisée, différents algorithme peuvent être mis en œuvre pour optimiser
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la convergence (Gradient conjugué, calcul du Hessien...). Cependant, si les opérateurs H et M
sont linéaires, la fonction de coût ne sera pas nécessairement quadratique, et la convergence vers
un minimum global ne sera pas assurée. Dans le cas non linéaire, le rôle de la valeur initiale X0
de l’état (et des paramètres initiaux u du modèle) est ainsi primordial. En effet, si les conditions
initiales sont trop éloignées de la solution optimale, on convergera toujours vers un minimum
local.
3.5.2 Mise en œuvre du modèle adjoint
L’opérateur adjoint doit être l’exact adjoint numérique de l’opérateur direct pour pouvoir res-
pecter la condition (3.55) [168]. Dans la plupart des applications industrielles déjà existantes, les
codes sources correspondant au modèle direct sont très complexes, et des outils de différentiation
automatique sont utilisés pour la mise en œuvre a posteriori du modèle adjoint. Citons TAPE-
NADE [170], TAF [167], ADIFOR [2] ou ADOL-C [3] comme logiciels de différentiation auto-
matique les plus couramment utilisés. La mise en œuvre du modèle adjoint peut cependant être
expliqué schématiquement de manière simple. Si l’on considère le passage de la variable d’état du
temps ti au temps ti+1 par une suite de n transformations :
X(ti+1) = Tn ◦ Tn−1 ◦ · · · ◦ T1(X(ti)),
soit :
X˜0 = X(ti)
X˜1 = T1(X˜(t0))
X˜2 = T2(X˜1)
· · ·
X˜n−1 = Tn−1(X˜n−2)
X(ti+1) = Tn(X˜n−1),
alors le modèle adjoint réalisera :
λ(ti) =
(
∂T1
∂X˜0
)∗
◦ · · · ◦
(
∂Tn−1
∂X˜n−2
)∗
◦
(
∂Tn
∂X˜n−1
)∗
λ(ti+1).
Il apparaît que toute la trajectoire de la variable d’état (X˜0 · · · X˜n−1) doit être conservée pour
pouvoir calculer le modèle adjoint exact. Il existe deux stratégies répondant à ce problème :
- Le "Store-All", qui conserve en mémoire la trajectoire entière de la variable d’état calculée
par le modèle direct [2, 170].
- le "Recompute-All", qui consiste à recalculer le modèle direct depuis le temps initial à
chaque fois qu’une valeur de la variable d’état est nécessitée [167].
En pratique les deux approches sont combinées en ne sauvegardant la valeur de la variable d’état
qu’à certains temps et en recalculant les valeurs intermédiaires de la variable d’état depuis ces
temps de sauvegardes. Des logiciels dédiés à la mise en œuvre complète du processus de à l’assi-
milation de données, comme PALM [138], sont aussi utilisés. Dans nos travaux, nous n’utiliserons
pas ces logiciels. En effet, nos dynamiques sont plus simples et moins coûteuses que les modèles
employés par les météorologues et les océanographes. De plus, lorsque c’est possible, il est plus
pratique et plus efficace de développer le code adjoint parallèlement au code direct.
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3.5.3 Matrices de covariance
Les matrices de covarianceB,R etQ permettent de pondérer l’influence de l’initialisation, des
observations et du modèle. Pour les méthodes de Kalman, ces matrices de covariance peuvent par-
fois être estimées empiriquement. Ce n’est ici pas le cas puisque les systèmes étudiés sont de très
grandes dimensions. En pratique, des matrices diagonales ou bande diagonales sont généralement
utilisées. Par exemple, si l’on dispose d’observations discrètes en espace, il est très important de
redistribuer ces informations spatialement en prenant des matrices B et R diagonales par bande.
Dans le cadre d’application de nos travaux, l’espace d’observation et celui d’état seront souvent
de même dimension, puisque l’on observe des images et que l’on cherche à estimer un état sur ces
mêmes images. Nous utiliserons donc principalement des matrices de covariance diagonales.
3.6 Conclusion
Dans ce chapitre, nous avons présenté les principes généraux de l’assimilation variationnelle
de données, en détaillant plusieurs cas particuliers comme le contrôle de paramètres du modèle et
les modèles imparfaits. Nous avons d’autre part donné deux éclairages différents de ces techniques.
L’assimilation avec modèle imparfait telle que nous l’avons décrite n’est que très peu utilisée
par la communauté d’assimilation de données. En effet, dans les applications, on dispose souvent
de modèle physiques suffisamment précis pour l’échelle d’analyse visée et de mesures directes des
variables d’état mises en jeu. Ce n’est pas le cas pour les applications du domaine de la vision par
ordinateur, puisque nous n’avons que des mesures indirectes associées à des dynamique impré-
cise. Le formalisme incrémental décrit dans ce chapitre va nous permettre d’adapter les méthodes
d’assimilations aux problèmes de la vision par ordinateur.
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Conclusion
Dans cette première partie, nous avons tout d’abord présenté dans le chapitre 1 les méthodes
séquentielles de suivi telles que le filtre de Kalman. Dans le chapitre 2, une extension du filtre
de Kalman d’ensemble à l’aide de la théorie du filtre particulaire a ensuite été proposée pour
former le filtre de Kalman d’ensemble pondéré. Tout comme le filtre de Kalman d’ensemble, ce
nouveau filtre est adapté aux variables de grandes dimensions. Il est de plus exact aux erreurs
d’échantillonnage près.
Enfin, dans le chapitre 3, le cadre des méthodes d’assimilation variationnelle de données a été
présentée et les modèles imparfaits ont été plus particulièrement étudiés.
Contrairement aux méthodes séquentielles de suivi détaillées dans le chapitre 1, le formalisme
de l’assimilation de données n’a pour l’instant jamais été appliqué dans la communauté de la
vision par ordinateur. Il apparaît que l’assimilation de données images peut apporter une solution
intéressante à de nombreux problèmes dans les applications de suivi, comme la gestion du bruit
d’acquisition de la caméra, les problèmes de projection 2D de phénomènes 3D ou encore les
occultations de données. Il reste malgré tout très difficile de connaître parfaitement le modèle
dynamique régissant le phénomène visualisé sur une séquence d’images.
En effet, quel modèle utiliser pour décrire l’évolution de la projection sur le plan image du
mouvement d’un sportif, d’une voiture ou d’une main ? Une solution envisageable serait de se
reposer sur des modèles dynamiques préalablement appris (et très paramétrisés) spécifiques à
l’évolution de chaque objet d’intérêt. La mise en œuvre de méthodes d’assimilation à modèle
parfait paraît de ce fait délicate pour des applications générales de vision par ordinateur. Pour des
applications concernant la visualisation d’écoulements fluides, des lois dynamiques relatives aux
lois de conservation de la mécanique des fluides peuvent être plus aisément utilisées. Suivant les
observations dont on dispose et les applications mises en jeu, des modèles dynamiques parfait ou
imparfait pourront donc être exhibés.
Dans la seconde partie de ce manuscrit, nous allons ainsi aborder différentes applications de
l’assimilation de données en vision par ordinateur. Ces applications concerneront principalement
le suivi de courbes et de champs de vecteurs dans des séquences d’images.
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Deuxième partie
Suivi de courbes et de champs de
vecteurs
75

Introduction
Dans cette seconde partie, nous présentons des applications de l’assimilation de données à
des problèmes de la vision par ordinateur. Le cas de l’observation directe des images ainsi que
celui de l’observation indirecte des variables d’état à partir de mesures calculées sur des images
(pseudo-observations) sont étudiés pour différents problèmes de suivi.
Le chapitre 4 est ainsi consacré au suivi de courbes délimitant des objets d’intérêt dans des
séquences d’images. L’utilisation de pseudo-observations et l’observation directe des images sont
tour à tour considérées pour guider notre système d’assimilation de courbes.
Une technique d’estimation de champs denses d’écoulements fluides à partir des principes
de l’assimilation de données est ensuite proposée dans le chapitre 5. Une nouvelle fois, l’obser-
vation indirecte et directe des images sont successivement étudiées pour ce problème d’estimation.
Enfin, dans le chapitre 6, les méthodes précédemment explorées dans les chapitres 4 et 5 sont
réunies pour réaliser un suivi couplé de courbe et de mouvement.
Nous montrerons comment l’assimilation de données permet de gérer des occultations totales
de données pendant le suivi d’objets d’intérêt sur une séquence d’images.
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Chapitre 4
Suivi de courbes fermées
4.1 Introduction
Le suivi d’une courbe délimitant un objet d’intérêt est un problème important et difficile dans
le traitement de séquences d’images. En effet, les objets déformables ou même rigides changent
souvent d’apparence lorsqu’ils sont visualisés dans une séquence d’images. Ces variations
sont dues à des effets de perspective tridimensionnelle, à des mouvements complexes, à une
modélisation de la prise de vue, à des occultations ou parfois même à des changements de
topologie dans le cas d’objets déformables ou fluides.
La nature continue de ces objets et la dimension de l’espace d’état auxquels ils sont associés
rendent compliquée la conception d’un filtre bayésien non linéaire efficace. Une réduction de
la dimension de cet espace par l’utilisation de courbes paramétriques explicites est limitée au
suivi visuel d’objets aux contours bien définis, ne présentant pas de changement de topolo-
gie [23, 53, 153]. Ce type de représentation est notamment difficilement envisageable lorsque
l’on souhaite suivre des courbes de niveau de température dans des images atmosphériques
satellitaires, des objets déformables ou des corps articulés.
Dans ce contexte, des approches s’appuyant sur une représentation implicite par ensemble de
lignes de niveau ont été proposées [137, 161]. Toutes ces solutions consistent en fait à estimer
une succession de cartes de segmentation instantanées [51, 120, 150, 183]. Ces techniques ne
peuvent être considérées comme de réelles méthodes de suivi pour plusieurs raisons. Elles sont
tout d’abord très sensibles aux bruits [122] et, à moins d’introduire des connaissances statistiques
sur la forme de l’objet [53, 147], elles ne peuvent combler les occultations partielles de la cible.
De plus, comme ces méthodes n’incluent aucune loi d’évolution temporelle de la forme, elles
ne permettent pas de gérer l’absence persistante d’information sur les images (par exemple une
perte complète de données sur l’image, un flou important du mouvement ou une haute saturation
causée par un phénomène de surexposition). Aucune évaluation de l’erreur d’estimation n’est par
ailleurs possible. De ce point de vue, seules les approches formulées dans le cadre d’un filtrage
stochastique (propagation par une loi d’évolution temporelle et correction de la prédiction par une
mesure), permettent de réaliser un suivi robuste [20, 153].
Dans ce chapitre, nous proposons une méthode de suivi visuel d’objets, formulée suivant les
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principes de l’assimilation de données. L’introduction d’une dynamique sur l’objet devrait ainsi
améliorer la robustesse au suivi et permettre par la même occasion de gérer des occultations par-
tielles ou totales de la cible. Ce chapitre est organisée comme suit. Dans un premier temps, les
différentes représentations utilisées pour décrire un contour sont rappelées dans la section 4.2. Un
état de l’art des méthodes de suivi basées sur ces représentations est ensuite donné dans la section
4.3. Enfin, la technique développée est décrite dans la section 4.4.
4.2 Représentation des contours
Dans cette section, nous distinguons les deux principaux types de représentations utilisées
pour la modélisation de contours : les contours actifs et les ensembles de lignes de niveau.
4.2.1 Contours actifs
Les contours actifs ou snakes ont été introduits par Kass, Witkin et Terzopoulos dans [101].
Un objet y est défini par une courbe paramétrique fermée ou non C. Le principe repose sur la
minimisation d’une énergie composée de deux termes : un potentiel interne Eint(C) associée aux
propriétés physique du contour :
Eint(C) = α
∫ 1
0
|C′(q)|2dq + β
∫ 1
0
|C′′(q)|2dq, (4.1)
et un potentiel externe Eext(C) liée aux données images I (intensité, gradient) :
Eext(C) = −λ
∫ 1
0
|∇I(C(q))|dq. (4.2)
Notons que α, β et λ sont des paramètres de pondération des différents termes. La force interne
est en général liée à la continuité, à la courbure et à une force d’expansion ou de contraction dite
de ballon [47].
Le principe général est simple, une courbe est placée dans l’image et évolue, tout en mini-
misant son énergie totale, vers les frontières de l’objet à détecter. La limitation de cette approche
concerne principalement la gestion des changements de topologie de l’objet lorsque l’on souhaite
suivre une cible dans le temps. Il faut en effet dans ce cas être en mesure de gérer explicitement la
fusion ou la scission de la courbe et de ses points de contrôle.
De nombreux travaux ont été développés autour de cette représentation, voir [23] pour plus de
détails.
Les contours actifs géodésiques, introduits par V. Caselles [38], permet de gérer les change-
ments de topologie. Cette nouvelle approche étant plus attractive dans notre cadre d’étude, nous
allons la détailler. Le terme pondéré par β de l’énergie interne (4.1) correspond plus précisément
à l’élasticité du contour actif. Si le contour actif n’a pas d’élasticité, on obtient :
E1(C) = α
∫ 1
0
|C′(q)|2dq − λ
∫ 1
0
|∇I(C(q))|dq, (4.3)
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Nous pouvons étendre cette formule en remplaçant−|∇I(C)| par g(|∇I(C)|) qui est une fonction
strictement décroissante telle que
lim
t→∞ g(t) = 0.
Le rôle de la fonction g est d’arrêter l’évolution des contours quand ceux ci sont arrivés à la limite
d’un objet. Pour représenter g, on utilisera donc des fonctions de type :
g(|∇I(C)|) = 1
1 + |∇Iˆ(C)|p .
où Iˆ est une version filtrée de l’image et p prend pour valeurs 0 ou 1. On montre que le problème
revient à minimiser l’énergie suivante [39] :
E2(C) =
∫ 1
0
g(|∇I(C(q))|)|C′(q))|dq, (4.4)
ce que l’on peut encore écrire :
E2(C) =
∫ L(C)
0
g(|∇I(C)|)ds. (4.5)
Pour minimiser l’équation précédente, on cherche dans la direction du gradient quel est le chemin
qui minimise la longueur euclidienne L de la courbe C. La courbe est initialisée avec C(0) = Co,
et son évolution est donnée par :
∂C(τ)
∂τ
= g(I)κn− (∇g · n) · n (4.6)
où n est la normale à la courbe, et κ la courbure. La variable τ exprime ici un temps algorithmique
et représente les itérations d’une méthode de type descente de gradient. La résolution de (4.5) et
(4.6) permet de gérer plusieurs objets car il est possible de faire évoluer la topologie du contour.
C’est ce qui fait l’intérêt de la méthode proposée dans [38] par rapport aux contours actifs clas-
siques. Ce changement de topologie est rendu possible par l’utilisation des courbes de niveau que
nous allons à présent détailler.
4.2.2 Ensemble de lignes de niveau
Les ensembles de lignes de niveau ou surfaces implicites ou "level set functions" modélisent
des courbes fermées comme le niveau zéro d’une hypersurface implicite. Cette méthode, proposée
par S. Osher et J.A. Sethian [137, 161], permet de gérer implicitement les changements de topo-
logie des courbes suivies et a été utilisée pour un très grand nombre d’applications en vision par
ordinateur [41, 119, 136, 149], pour des surfaces en imagerie médicale [111, 136, 180] ou pour des
applications météorologiques [31, 45, 146, 177]. L’approche consiste à représenter au temps τ la
famille de contours fermés Γ = {Ci(τ), i = 1, . . . , N}, décrivant les N objets d’intérêt, par le
niveau zéro d’une fonction scalaire Φ ; c’est à dire Γ = {x‖Φ(x, τ) = 0}. En supposant que les
courbes sont régies par une évolution du type :
∂Γ
∂τ
= −Fn,
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FIG. 4.1: Représentation d’un ensemble de lignes de niveau Φ déterminé par Γ, sa ligne de
niveau 0.
où F est une quantité intrinsèque (ne dépendant pas d’une paramétrisation particulière) et où
n = ∇Φ‖∇Φ‖ désigne la normale aux courbes de niveau de Φ. Cette surface est habituellement
définie à l’itération initiale τ0 comme la distance signée minimale d, entre un point x = (x, y)
et les contours Ci(τ0). On a ainsi Φ(x, τ0) = ±d (le signe négatif est affecté par convention aux
points situés à l’extérieur des contours Ci(τ0)), voir figure 4.1. L’évolution de la fonction Φ(x, τ)
est définie de façon à ce que toutes ses courbes de niveau suivent la courbe de niveau zéro :
dΦ
dτ
= ∇Φ∂Γ
∂τ
+
∂Φ
∂τ
= −F‖∇Φ‖+ ∂Φ
∂τ
= 0. (4.7)
Dans la pratique, la force F dépend de la normale à la courbe n et de la courbure κ, comme
dans le cas des contours actifs géodésiques . Cette équation donne une description Eulérienne1
de l’évolution des courbes − qui permet à la méthode de gérer implicitement d’éventuels
changements de topologie. Leurs positions sont données à chaque instant par la courbe de niveau
zéro de la surface implicite. La fonction de propagation inclut un facteur d’arrêt qui dépend en
général des données extraites de l’image, comme la fonction g définie précédemment pour les
contours actifs géodésiques. Ce terme devant être défini pour toutes les courbes de niveau Φ (soit
sur l’ensemble de la grille de l’image), il est construit par prolongement d’un critère d’arrêt défini
sur la courbe de niveau zéro.
Le principe peut être étendu à la segmentation de plusieurs zones [181]. Deux méthodes in-
téressantes de segmentations basée sur la représentation en ensemble de lignes de niveau peuvent
être citées :
Chan et Vese [41, 42] : Cette méthode variationnelle réalise la segmentation d’une région de
l’image suivant un modèle considérant les intensités moyennes d’un objet mo et du fond mb. Il
s’agit d’une simplification au cadre des ensembles de niveaux de la fonctionnelle proposée par
Mumford et Shah [128] pour la segmentation d’image en région. La méthode consiste à minimiser
une fonctionnelle comparant un modèle d’image avec la vraie image et pénalisant la longueur
totale du contour :
J(m0,mf ,Φ) =
∫
Ω
[
(mo − I(x))21Φ(x)<0 + (mb − I(x))21Φ(x)≥0
]
dx+
∫
Γ
|∇Φ(x)|dx,
1L’évolution du système (et de ses paramètres associés) est observée en chaque point d’un domaine fixe Ω.
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où I(x) est l’image définie sur le domaine spatial Ω. La fonction 1 est la fonction de Heaviside :
1condition = { 1 si la condition est respectée0 sinon (4.8)
et le contour Γ représente la ligne de niveau 0 de la surface implicite Φ. Il suffit alors de résoudre
les équations d’Euler-Lagrange associées à cette fonctionnelle. La segmentation et les moyennes
d’intensité solutions du problème sont atteint par un procédé itératif suivant un temps algorith-
mique τ :
∂Φ
∂τ
=
[
∇ ·
( ∇Φ
||∇Φ||
)
+ (mb − I(x))2 − (mo − I(x))2
]
δ(Φ),
où δ est la fonction de Dirac, dérivée de la fonction de Heaviside 1. Les objets définis par de tout
petits gradients ne peuvent cependant pas être détectés.
Freedman et Zhang [77] : Dans l’esprit très proche de Chan et Vese, l’évolution des ensemble
de niveau est ici guidée par les densités de probabilités liées à l’intensité lumineuse de l’objet et du
fond. Des densités de probabilités sont calculées à l’intérieur et à l’extérieur de la ligne de niveau
0. Ces densités sont alors comparées avec les deux densités de référence ρo et ρb par une distance
appropriée. La résolution du problème au moyen d’une descente de gradient donne une forceF qui
guide l’ensemble des lignes de niveau vers la segmentation minimisant la distance entre : densité
intérieure à la surface/densité de référence de l’objet et densité extérieure à la surface/densité de
référence du fond :
∂Φ
∂τ
= F (ρo, ρb,Φ)||∇Φ||.
Toutes les techniques précédemment décrites sont uniquement destinées à la segmentation
d’objet. De nombreux travaux sur le suivi temporel de courbes basés sur les représentations par
contours actifs ou ensembles de lignes de niveau ont été réalisé. Nous en donnons à présent un
bref aperçu.
4.3 État de l’art du suivi de courbes
Pour réaliser le suivi de proche en proche d’un objet dans une séquence vidéo, l’utilisation
de représentations telles que les contours actifs ou les ensembles de lignes de niveau sont cou-
ramment utilisées dans la littérature. Nous allons présenter un échantillon de ces techniques dans
deux parties distinctes, suivant qu’elles fassent intervenir ou non une dynamique de la vitesse des
contours.
4.3.1 Suivi sans dynamique de vitesse
Un principe de base général des techniques de suivi sans contrainte dynamique consiste à
segmenter l’objet à un temps donné, puis à utiliser ce résultat propagé de façon adéquate comme
initialisation au temps d’après. Le contour peut ainsi être propagé grâce à une information de mou-
vement. Les méthodes diffèrent selon leur capacité ou non à gérer des occultations, une consistance
temporelle dynamique ou à imposer une "forme" a priori à la courbe.
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Paragios et Deriche [147, 148, 150] : La détection et le suivi sont réalisés par propagation
d’ensembles de lignes de niveau. Une fonction de coût liée à la texture de l’objet est minimisée,
une estimation du mouvement est ensuite utilisée pour initialiser le contour à l’image suivante.
L’estimation du mouvement des contours est réalisée sur certains points de la courbe en faisant
l’hypothèse d’une représentation spatiale affine du mouvement. Les occultations ne sont cepen-
dant pas gérées, puisque la méthode s’appuie exclusivement sur la texture de l’objet suivi et une
prédiction affine du contour au temps suivant. Pour ajouter de la robustesse au suivi, les auteurs
ont par la suite introduit un a priori sur la forme couplé à l’utilisation d’estimateurs robustes pour
le flot optique [147].
Leventon, Grimson et Faugeras [111] : Cette méthode incorpore des informations sur la forme
de l’objet d’intérêt dans le processus d’évolution. Un modèle de forme statistique est appris à
partir d’un ensemble de courbes données. Des ensembles de lignes de niveaux évoluent avec le
gradient de l’image et leurs courbures pour réaliser une maximisation a posteriori de l’estimation
de la forme et de sa position.
Bertalmío, Sapiro and Randall [17] : La méthode ici proposée consiste à déformer des courbe
contenues dans une image vers une position désirée dans l’image suivante. Les courbes sont re-
présentées par des contours actifs géodésiques. Le principe est de déformer la première image
vers la seconde par une équation aux dérivées partielles (EDP) tout en suivant les déformations de
courbes d’intérêt avec une seconde EDP couplée à la première. Le suivi est alors réalisé en proje-
tant les vitesses de la première équation sur la seconde. Cette méthode ne permet pas de gérer des
occultations persistantes, mais propose un cadre méthodologique intéressant.
Goldenberg, Kimmel, Rivlin et Rudzski [79] : Il s’agit d’un travail portant principalement
sur l’étude d’une mise en œuvre numérique stable et consistante sur les ensembles de lignes de
niveau. Aucun champ de mouvement n’est calculé et les occultations ne sont pas gérées. Deux
approches ont été étudiées à partir de ces travaux. La première, en temps réel, initialise l’ensemble
de lignes de niveau de l’image In+1 avec le résultat obtenu à l’image In. Un ratio temps/taille
de l’image/intensité doit cependant être déterminé selon l’application. Dans la seconde approche,
réalisée hors ligne, les contours actifs deviennent une surface active et un lissage spatio-temporel
est réalisé.
Mansouri [120] : Dans cette méthode où les contours de l’objet suivi sont représentés par
des ensembles de lignes de niveau, le mouvement n’est pas calculé préalablement et l’intensité de
la forme aux frontières de l’objet n’est pas utilisée. Des hypothèses probabilistes sont cependant
faites sur la conservation de la luminance sur une région donnée. Une extension de cette approche
au domaine spatio-temporel a aussi été proposée [121]. Ces techniques ne permettent pas de gérer
les occultations, car l’ensemble de lignes de niveau tend vers le contour le plus proche de l’image.
Mitiche et Feghali [74, 127] : Il s’agit d’une technique d’estimation simultanée des contours
et de leur vitesse. Les équations d’Euler-Lagrange associées à une fonction de coût sont résolues
par une représentation en ensemble de lignes de niveau sur un temps algorithmique. La méthode
nécessite le calcul du flot optique. Il n’y a pas besoin d’information a priori sur le fond et les
mouvements de caméra sont gérés. Ces segmentations successives sont obtenues instantanément
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sans garantie de cohérence temporelle. La méthode ne gère pas les occultations et est limitée aux
petits déplacements.
Cremers et Schnörr [53] : L’image est ici segmentée par des courbes fermées paramétriques
(splines) en régions de mouvements homogènes par morceaux. Un a priori statistique sur la forme
attendue des frontières du mouvement est déterminé par une phase d’apprentissage préalable. Le
mouvement est estimé en faisant l’hypothèse d’un mouvement affine sur chacune des régions. La
méthode ne gère pas les changements de topologie ni les occultations, sauf s’il y a une connais-
sance a priori sur l’objet.
Cremers et Soatto [52] : Par rapport à la méthode décrite précédemment, la représentation se
fait désormais par un ensemble de lignes de niveaux (changement de topologie, suivi de plusieurs
zones avec fusion/séparation). Contrairement aux splines, il ne faut plus réestimer la position des
points de contrôles (il peut y avoir des problèmes de superposition de ces points). Le mouvement
est supposé paramétrique par morceaux (6 paramètres pour chaque région). La méthode repose
sur une formulation bayésienne de l’estimation du mouvement basée sur :
- une probabilité conditionnelle du gradient spatial de l’image selon un modèle de vitesse
particulier.
- un a priori géométrique sur le mouvement paramétrique par morceaux estimé, favorisant
les frontières du mouvement de longueur minimale.
Une fonctionnelle dépendant d’un modèle paramétrique de vitesse pour un ensemble de régions
et des frontières les séparant est minimisée. Les solutions ne dépendent pas du choix de la para-
métrisation. Cependant, comme la représentation du mouvement est paramétrique, la méthode est
restreinte à des mouvements simples.
Bartesaghi et Sapiro [12] : L’objet est représenté par un ensemble de lignes de niveau. La
méthode gère les occultations par interpolation temporelle sur les images où l’objet est absent. La
technique ne tient cependant compte d’aucune dynamique de la vitesse de l’objet suivi, et interpole
simplement des ensembles de lignes de niveau disponibles avant et après l’occultation.
Sundaramoorthi, Yezzi et Mennucci [166] : Cette méthode est basée sur la minimisation
d’une énergie de contour actif. La principale idée développée est l’utilisation d’une métrique de
Sobolev pour calculer le gradient de la fonctionnelle. Cette technique permet d’éviter d’atteindre
un minimum local lors de l’étape de descente de gradient. Les contours obtenus sont ainsi lisses.
De plus, en introduisant un a priori simple sur la dynamique (accélération constante), l’approche
permet de gérer des occultations totales de l’objet.
Il ressort de cet aperçu qu’aucune des techniques proposées ne permet de garantir une certaine
cohérence temporelle des trajectoires extraites. En effet, à moins d’introduire de forts a priori
sur la forme de l’objet suivi, ces méthodes n’utilisent pas de modèle dynamique pour assurer une
gestion au long terme des occultations.
En dépit de l’aspect prohibitif des matrices à inverser, les techniques séquentielles de filtrage
pour le suivi de contours actifs et d’ensembles de lignes de niveau ont aussi été étudiées.
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4.3.2 Suivi avec dynamique de vitesse
Nous nous intéressons donc à présent aux méthodes de suivi de courbes faisant intervenir une
dynamique de la vitesse des contours. Ce type d’études est beaucoup plus rare dans la littérature,
on peut néanmoins recenser les travaux suivants.
Peterfreund [153] : L’objet est ici représenté par un contour actif (et ses points de contrôle). Un
filtrage de Kalman (prédiction/correction) utilisant les gradients de l’image et le flot optique est
appliqué. Lorsque l’on applique la méthode hors ligne, les résultats sont bons et les occultations
totales gérées. Cependant, le processus est lent. Avec le calcul du flot optique, la technique se
déroule en ligne mais ne gère pas les occultations. Les résultats sont plus ou moins bons en fonction
de la texture du fond. Les changements de topologie de l’objet ne sont néanmoins pas gérés.
Jackson, Yezzi et Soatto [97] : Il s’agit d’une méthode de filtrage basée sur un modèle dyna-
mique de contours évolutifs. Les contours sont représentés par un ensemble de lignes de niveau.
La courbe évolue vers une observation que l’on suppose donnée.
Un modèle dynamique sur la vitesse (accélération ou vitesse faible)est considéré pour gérer des
occultations de données très fortes. De plus, la technique fonctionne en temps réel. Il y a cependant
de nombreux paramètres sur le gain très influents, pour pondérer l’influence du modèle de vitesse
par rapport à la segmentation.
Niethammer et Tannenbaum [131] : L’objet est représenté par un contour dynamique
géodésique avec des informations sur son état (localisation, vitesse normale...). Une énergie est
minimisée afin d’estimer simultanément la position et la vitesse de la courbe entre deux images.
Les processus de propagation et de segmentation ne sont ainsi plus découplés et la méthode est
robuste aux occultations partielles de l’objet suivi. La méthode peut fonctionner en ligne, mais les
occultations persistantes ne sont par contre pas gérées. Ces travaux ont depuis été étendus avec
un modèle dynamique géré par un filtre de Kalman [20], un filtre particulaire [156] et un filtre de
Kalman inodore [59].
Ces travaux apportent une meilleure cohérence temporelle des estimations successives des
courbes. En s’appuyant sur les principes de l’assimilation de données, nous allons à présent voir
comment des occultations, même totales, d’objets déformables ou rigides peuvent être simplement
et naturellement gérées.
4.4 Assimilation de courbes
Dans cette section, nous appliquons le principe de l’assimilation de données au suivi de
courbes fermées au cours d’une séquence d’images. Le modèle dynamique de cette courbe est
ici lié à un champs de mouvement calculé par flot optique qui est considéré comme une entrée du
système. Ce système est complété par différents types de mesures correspondant aux observations.
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4.4.1 Représentation par surfaces implicites
Dans ces travaux, on se consacre exclusivement au suivi de courbes fermées non paramé-
triques pouvant changer de topologie au cours de la séquence d’image analysée. La représentation
des courbes par une surface implicite est la mieux adaptée dans ce cadre d’études [137, 161].
Dans la suite, on considère une courbe d’intérêt Γ(t) au temps t ∈ [t0, tf ] de la séquence
d’image. Dans cette représentation, la courbe Γ(t) entourant la cible à suivre est implicitement
décrite par le niveau zéro de la fonction : Φ(x, t) : Ω× R+→ R :
Γ(t) = {x ∈ Ω | Φ(x, t) = 0},
oùΩ représente le domaine spatial de l’image. Cette technique permet d’obtenir une représentation
Eulérienne de l’évolution des contours. On évite ainsi les problèmes de rééchantillonnage des
points de contrôle associés à toute représentation paramétrique de type spline.
4.4.2 Modèle dynamique
Le problème que nous souhaitons résoudre consiste alors à estimer l’état d’une courbe incon-
nue, et donc de sa surface implicite associée Φ, sur toute la durée d’une séquence d’images. Pour
cela, nous commençons par définir une loi d’évolution dynamique a priori de la surface inconnue.
Nous supposons que la courbe est transportée entre chaque paire d’images par un champ dense
de vitesses v(x, t) = [u(x, t), v(x, t)]
T
et qu’elle est aussi diffusée par mouvement de courbure
moyenne. En termes de surfaces implicites, le modèle d’évolution s’écrit :
∂Φ
∂t
= ²κ‖∇Φ‖ −∇Φ(x, t)Tv(t), (4.9)
où κ représente la courbure. En introduisant n, la normale à la surface, l’équation (4.9) peut être
réécrite :
∂Φ
∂t
= − (v · n− ²κ) ‖∇Φ‖, (4.10)
où la normale n et la courbure κ sont directement obtenues à partir des gradients de la surface Φ,
avec κ = div
( ∇Φ
‖∇Φ‖
)
et n =
∇Φ
‖∇Φ‖ .
Comme indiqué précédemment, le champ de vitesse transportant la courbe est fournit par un es-
timateur extérieur. En pratique, on utilise une version robuste de l’estimateur de flot optique de
Horn et Schunck [125]. Afin de représenter l’imperfection du modèle, une fonction de contrôle
w(t) est finalement ajoutée au modèle dynamique :
∂Φ
∂t
+ (v · n− ²κ) ‖∇Φ‖ = w(t). (4.11)
Nous nous plaçons donc ici dans le cadre d’assimilation sous contrainte dynamique faible défini
dans la section 3.2.2 du chapitre 3. La matrice de covariance Q(t) de w(t) est fixée comme une
matrice diagonale constante, puisqu’il est ici difficile d’avoir une idée précise sur les erreurs de
modèle.
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4.4.3 L’opérateur tangent linéaire
Pour appliquer le principe de l’assimilation de données, nous devons définir l’expression de
l’opérateur tangent linéaire (∂ΦM) de l’opérateur du modèle d’évolution M au point Φ pour une
petite perturbation Φ′ :
M(φ+Φ′) 'M(Φ) + (∂ΦM)Φ′.
En reprenant l’expression (4.11), l’opérateur du modèle d’évolution s’écrit :
M(Φ) =∇Φ · v − ε||∇Φ||div
( ∇Φ
||∇Φ||
)
.
Cet opérateur peut être réécrit d’une façon plus adéquate afin de calculer son opérateur tangent
linéaire :
M(Φ) =∇ΦTv − ε
(
∆Φ− ∇
T
Φ∇2Φ∇Φ
||∇Φ||2
)
. (4.12)
où ∇2 désigne la matrice Hessienne et ∆ l’opérateur Laplacien. Après quelques calculs, l’opéra-
teur tangent linéaire deM au point Φ est donné par :
∂ΦMδΦ =∇δΦTv − ε
[
∆δΦ− ∇Φ
T∇2δΦ∇Φ
||∇Φ||2 + 2
∇ΦT∇2Φ
||∇Φ||2
(
∇Φ∇ΦT
||∇Φ||2 − Id
)
∇δΦ
]
.
(4.13)
4.4.4 Discrétisation des opérateurs
Nous décrivons à présent les différentes discrétisations considérées pour les lois d’évolution.
Elles concernent l’opérateur d’évolutionM, son tangent linéaire et l’adjoint de ce dernier. Notons
Φti,j la valeur de Φ au pixel (i, j) et au temps t ∈ [t0; tf ]. En partant de (4.9) et en utilisant un
schéma de discrétisation semi-implicite, on obtient le modèle d’évolution discret suivant :
Φt+∆ti,j − Φti,j
∆t
+MΦti,jΦ
t+∆t
i,j = 0. (4.14)
Considérons à présent Φx et Φy, les matrices de gradients spatiaux horizontaux et verticaux de Φ,
l’opérateur discretM est défini par :
MΦti,jΦ
t+∆t
i,j =
(
(Φt+∆tx )i,j
(Φt+∆ty )i,j
)T
v − ε||∇Φti,j ||2
( −(Φty)i,j
(Φtx)i,j
)T
∇2Φt+∆ti,j
( −(Φty)i,j
(Φtx)i,j
)
,
où nous avons utilisé un schéma de différences finies pour la matrice Hessienne∇2Φ et un schéma
amont [161] pour le terme advectif∇ΦTv. Ce dernier schéma permet de tenir compte du sens du
champ de vitesse v, les gradients sont ainsi calculés dans la direction appropriée :
∇ΦTi,jvi,j = max(ui,j , 0)(Φi,j)−x +min(ui,j , 0)(Φi,j)+x +max(vi,j , 0)(Φi,j)−y +min(vi,j , 0)(Φi,j)+y ,
où (Φ)−x et (Φ)−y représentent les semi-différences finies à gauche, et (Φ)+x et (Φ)+y celles à droite.
La discrétisation de l’opérateur tangent linéaire (4.13) est définie de manière similaire :
∂Φti,jMδΦ
t+∆t
i,j =MΦti,jδΦ
t+∆t
i,j −
2ε (A B)
||∇Φ||4
(
(δΦt+∆tx )i,j
(δΦt+∆ty )i,j
)
,
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avec A et B donnés par :
A = ΦtxΦ
t
y(Φ
t
xyΦ
t
x − ΦtxxΦty) + (Φty)2(ΦtyyΦtx − ΦtxyΦty),
B = ΦtxΦ
t
y(Φ
t
xyΦ
t
y − ΦtyyΦtx) + (Φtx)2(ΦtxxΦty − ΦtxyΦtx).
Comme nous l’avons indiqué précédemment, la discrétisation de l’adjoint ( ∂M
∂Φti,j
)∗ est donnée par
la matrice transposée correspondante à la discrétisation de l’opérateur tangent linéaire ( ∂M
∂Φti,j
).
La résolution du système linéaire mis en jeu dans notre discrétisation semi-implicite (4.14) est
réalisée au moyen d’une méthode de gradients conjugués.
4.4.5 Condition initiale
Afin de définir une condition initiale, on suppose qu’un contour de l’objet cible Γ(t0) est
disponible sur la première image de la séquence. Ce contour peut être obtenu par une technique
de seuillage ou par une sélection manuelle de l’utilisateur. La fonction implicite g associée à
ce contour est alors calculée comme condition initiale au problème de suivi. Plus précisément, la
valeur de g(x) est la distance au point le plus proche de la courbe initiale Γ(t0), avec la convention
que la valeur est négative à l’intérieur du contour et positive à l’extérieur. On suppose alors cette
condition initiale vraie à une fonction de contrôle η près, afin de considérer l’incertitude de la
courbe initiale :
Φ(x, t0) = g(x,Γ(t0)) + η(x).
La matrice de covariance B représente l’incertitude de la condition initiale, et est définie comme
une matrice diagonale :
B(x,x) = Id− e−|g(x,t0)|.
Cette covariance fixe une incertitude faible sur la valeur initiale dans le voisinage de la courbe
donnée Γ(t0). L’incertitude augmente dès que l’on s’éloigne de cette courbe.
4.4.6 Équations de mesure
Nous devons à présent définir l’équation de mesure liant la variable d’état à des observations de
cet état. On suppose que l’on dispose d’une fonction d’observation Y (t) qui constitue une mesure
bruitée de la cible. Cette fonction est supposée liée à la variable Φ au travers d’un opérateur
différentiel H à un bruit gaussien ²(x, t) près :
Y (x, t) = H(Φ(x, t)) + ²(x, t). (4.15)
Dans notre cas, nous ferons l’hypothèse que la fonction d’observation continue en temps Y (t) est
obtenue à partir du produit de convolution entre des images à temps discrets In et une famille de
fonctions de localisation. Ces fonctions peuvent être définies par des fonctions de Dirac au temps
et au lieu des observations, ou par des fonctions de moyennage spatio-temporel plus complexes.
Dans ce travail, nous utiliserons trois formes différentes de cette équation de mesure.
4.4.6.1 Observation de courbes bruitées
Le modèle de mesure le plus simple consiste à définir la fonction d’observation Y (t) dans le
même espace que la variable d’état Φ. L’opérateur d’observation est alors l’identité (H = Id).
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En partant de ce principe, on définit la fonction d’observation comme la carte de distance signée
à des courbes fermées observées g(x,Γ(t)). Ces courbes, tout comme la courbe de la condition
initiale, sont supposées fournies par une technique de seuillage ou une méthode de détection d’ob-
jet en mouvement. Soulignons que ces observations sont en général de mauvaise qualité. En effet,
le seuillage fournit des courbes très bruitées, et les techniques de détection de mouvement sont
souvent restreintes par les mauvaises détections lorsque la vitesse de la cible est trop lente. Des
techniques de détection plus avancées [35] pourraient cependant être utilisées, afin de fournir des
observations plus précises. Pour ce modèle d’observation, les matrices de covariance d’observa-
tions R(t) sont définies diagonales :
R(x, t,x, t, ) = Rmin + (Rmax −Rmin)(Id− e−|Y (x,t)|).
Cette fonction de la covariance de l’erreur de mesure a des valeurs faibles dans le voisinage des
courbes observées (Rmin = 10) et fortes lorsque l’on s’éloigne de ces observations (Rmax =
50). Lorsqu’aucune mesure n’est disponible à un instant donné, les valeurs correspondantes de la
fonction de la covariance d’observation sont mises à l’infini. La fonctionnelle à minimiser sera
alors :
J1(w, η) =
1
2
∫ tf
t0
||Y (t)− Φ(t)||2Rdt+
1
2
∫ tf
t0
||w(t)||2Qdt+
1
2
||η||2B.
Dans ce premier modèle de mesure, on considère des observations indirectes des images, on
parle alors de pseudo-observations.
4.4.6.2 Observations image, modèle d’intensités moyennes
Dans ce second modèle, on considère que les mesures liées à l’emplacement de la courbe sont
directement données par les images Y (x, t) = I(x, t). Les images sont ici comparées à un mo-
dèle d’image idéal composé par deux régions d’intensité lumineuse constante. La première région
d’intensité constante, mo, représente la valeur moyenne de l’objet suivi, tandis que la seconde cor-
respond à la valeur moyenne de l’intensité lumineuse du fond, mb. Ces deux niveaux d’intensité
sont déterminés par la courbe initiale disponible. Ce modèle d’image est similaire à celui proposé
par Chan et Vese [41], pour une approche de segmentation par ensemble de lignes de niveau. En
supposant ce modèle exact à un bruit gaussien près, on obtient l’équation de mesure suivante :
I(x, t) = mo1Φ(x,t)<0 +mb1Φ(x,t)≥0︸ ︷︷ ︸
4
=H(Φ)
+²(x), (4.16)
où 1 représente la fonction caractéristique définie par (4.8). L’opérateur d’observation H fabrique
dans ce cas une image synthétique. La covariance du bruit associé à ces mesures est dans ce cas dé-
terminée par la covariance de l’intensité locale en chaque position spatio-temporelle. Ceci fournit
une manière facile de vérifier si la fonction d’intensité lumineuse peut être bien approchée loca-
lement par le modèle proposé. Il est important de souligner que dans un tel modèle, la différence
observée entre l’intensité locale de l’image et le modèle moyen par morceaux, pondérée par la
matrice de covariance, guide la propagation de la courbe. Les matrices de covariance d’observa-
tions sont définies diagonales et correspondent aux covariances photométriques locales empiriques
minimales par rapport aux deux moyennes :
R(x, t,x, t) = E[Min((I(x)−mo(x))2, (I(x)−mb(x))2)].
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Notons qu’une telle équation de mesure mène à un terme de données dans la fonctionnelle globale
(3.39) (en remplaçant Y et H par les définition précédentes) dont la modélisation de l’erreur de
l’image est plus fine que celle de la fonctionnelle de Chan et Vese. Pour ce modèle, l’opérateur
tangent linéaire associé à l’opérateur d’observation H s’écrit :
∂ΦH = (mo −mb)δ(Φ). (4.17)
4.4.6.3 Observations image, modèle de densités de probabilités locales
Nous désirons maintenant coupler l’approche précédente avec les travaux de Freedman et
Zhang [77], où l’évolution de la courbe est guidée par ρo et ρb, les densités de probabilités liées
à l’intensité lumineuse de l’objet et du fond. Une densité de probabilité est alors calculée sur
chaque pixel du voisinage de la ligne de niveau 0 de Φ. Ces densités sont alors comparées aux
deux densités de référence selon une distance de Kullback Leibler ou de Bhattacharia. Dans le cas
d’une image unique, le système mène à une équation d’évolution de la courbe suivant un temps
algorithmique τ :
∂Φ
∂τ
= F (ρo, ρb, ρΦ)||∇Φ||,
où F varie selon les deux densités de référence (ρo et ρb) et ρΦ, la densité de probabilité de l’in-
tensité lumineuse à l’intérieur de la courbe définie par le niveau 0 de la surface implicite. Cette
approche ne permet cependant pas de définir simplement une image modèle comme dans (4.16).
De plus, comme la densité de probabilité ρΦ varie suivant la position de la courbe, la forme analy-
tique de l’opérateur tangent linéaire associé est trop complexe. La méthode permet néanmoins de
segmenter des objets avec précision, comme l’illustre la figure 4.5. Pour répondre au problème de
la détermination analytique de l’opérateur tangent linéaire, l’idée proposée est d’étendre le modèle
des intensités moyennes en considérant des densités de probabilités de l’intensité lumineuse à la
place de moyennes. Ce nouveau modèle compare alors des histogrammes d’intensité lumineuse
locaux à deux fonctions de densité de probabilité connues ρo et ρb, représentant respectivement les
distributions lumineuses de l’objet et du fond. Ces deux distributions de référence sont estimées
grâce à la condition initiale de l’objet suivi. L’équation de mesure proposée s’écrit alors :
F (Φ, I)(x, t) = [1− dB(ρVx , ρo)]2 1Φ(x,t)<0 + [1− dB(ρVx , ρb)]2 1Φ(x,t)≥0 = ²(x, t), (4.18)
où dB est la distance de Bhattacharya et ρVx est la densité de probabilité de l’intensité lumineuse
dans le voisinage du pixel x. La distance de Bhattacharya est définie par :
dB(ρ1, ρ2) =
∫ 255
0
√
ρ1(z)ρ2(z)dz.
Lorsque deux densités sont égales, leur distance vaut 1. On peut noter qu’ici, la distance entre les
mesures et la variable d’état n’apparaît pas explicitement. Cet opérateur d’observation rassemble
en effet directement les mesures (les distributions d’intensité locale) et la relation entre les mesures
et la variable d’état (la distance de Bhattacharya ). L’opérateur tangent linéaire correspondant est :
∂ΦF =
(
[1− dB(ρVx , ρo)]2 − [1− dB(ρVx , ρb)]2
)
δ(Φ). (4.19)
Il s’agit donc d’une force dirigeant la variable d’état Φ vers les observations. Dans ce cas, nous
avons choisi de représenter la covariance associée aux bruits des mesures, ², par une matrice
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diagonale correspondant à la covariance photométrique locale empirique minimale :
R(x, t,x, t) = E[Min((1− dB(ρVx , ρo))2, (1− dB(ρVx , ρb))2)].
La fonctionnelle à minimiser sera alors :
J2(w, η) =
1
2
∫ tf
t0
||F (Φ, I)(t)||2Rdt+
1
2
∫ tf
t0
||w(t)||2Qdt+
1
2
||η||2B.
4.4.7 Système d’optimalité
Pour les modèles d’observation de courbe du paragraphe (4.4.6.1) et de moyennes d’intensi-
tés du paragraphe (4.4.6.2), le système d’optimalité considéré pour le suivi de courbes peut être
résumé par : 
∂Φ
∂t +∇ΦTv − ε
(
∆Φ− ∇
T
Φ∇2Φ∇Φ
||∇Φ||2
)
= w(x, t),
Φ(x, t0) = g(x,Γ(t0)) + η(x),
λ(tf ) = 0,
−∂tλ(t) + (∂ΦM)∗λ(t) = (∂ΦH)∗R−1(t)(Y (t)−H(Φ)),
∂wJ1 = Q−1(∂tΦ+M(Φ))− λ,
∂ηJ1 = −λ(t0) +B−1(Φ(x, t0)− g(x,Γ(t0))).
(4.20)
Dans le cas du modèle image par densité de probabilités locales (paragraphe 4.4.6.3), l’équation
d’observation (4.15) devient (4.18), le système d’optimalité associé est alors :
∂Φ
∂t +∇ΦTv − ε
(
∆Φ− ∇
T
Φ∇2Φ∇Φ
||∇Φ||2
)
= w(x, t),
Φ(x, t0) = g(x,Γ(t0)) + η(x)
λ(tf ) = 0,
−∂tλ(t) + (∂ΦM)∗λ(t) = (∂ΦF )∗R−1(t)(F (Φ, I)),
∂wJ2 = Q−1(∂tΦ+M(Φ))− λ,
∂ηJ2 = −λ(t0) +B−1(Φ(x, t0)− g(x,Γ(t0))).
(4.21)
4.4.8 Résultats
Nous présentons ici des résultats obtenus sur différents types de séquences d’images réelles.
On rappelle que dans ces expériences, le champ de mouvement transportant la courbe est fournit
par une technique extérieure d’estimation de champ dense [125]. Les équations de mesure utilisées
seront les trois modèles précédemment décrits. Enfin, le modèle d’évolution de la courbe possède
un paramètre de lissage pour sa partie non linéaire relative à la courbure. La valeur de ce paramètre
a été fixée empiriquement afin d’assurer la stabilité numérique des loi d’évolutions.
4.4.8.1 Étude de la stabilité
En utilisant la définition (3.55) introduite dans le chapitre 3.5.1, la discrétisation de notre code
adjoint a pu être testée :
lim
α→0
J(X + αθ)− J(X)
α∇J · θ = 1.
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Le gradient de la fonctionnelle a été calculé pour différente valeurs du paramètre α et du
paramètre de courbure moyenne ε sur la séquence de la raie (figure 4.2). Les résultats, présentés
dans la figure 4.1 montrent que notre mise en œuvre est valide jusqu’à un incrément d’un facteur
10−6. En effet, si α est trop petit, les erreurs d’arrondis s’accumulent et le critère (3.55) diverge.
Les erreurs sont aussi dues à la partie non linéaire de l’opérateur d’évolution (ε est le paramètre
lié à la composante de lissage non linéaire de courbure de (4.12)). La table 4.1 illustre le fait que la
discrétisation utilisée donne des erreurs raisonnables pour des valeurs de ε comprises entre 10−1
et 10−5. Finalement, fixer ε = 10−3 nous semble être un bon compromis entre lissage et erreurs
de linéarisation.
α ε = 10−1 ε = 10−3 ε = 10−5
10−1 0.977368 0.976915 0.97691
10−2 1.001534 1.001224 1.001221
10−3 1.005364 1.0041 1.004089
10−4 1.015583 1.004473 1.004384
10−5 1.114905 1.005292 1.004421
10−6 2.107833 1.013197 1.004503
10−7 12.037089 1.092217 1.005290
10−8 111.329619 1.882416 1.013164
TAB. 4.1: Test du gradient. Les effets des perturbations et de la diffusion de la courbure sur le
test du gradient.
4.4.8.2 Expériences
La première séquence comporte 17 images d’une raie se mouvant sur du sable (fig. 4.2).
Comme ce type de poisson possède un moyen de camouflage naturel, sa luminosité et sa texture
sont très proches de celles du sable. Le contour précis d’un tel objet est assez difficile à extraire.
Dans cette séquence, nous avons utilisé le premier modèle d’observation (paragraphe 4.4.6.1), où
les mesures sont fournies par un algorithme de segmentation simple, définit sur les lignes de niveau
de l’intensité lumineuse. Afin de démontrer la robustesse de notre méthode de suivi, nous avons
seulement considéré ces observations aux images (0, 3, 6, 9, 12, 15). On peut ainsi voir sur la se-
conde ligne de la figure 4.2 que la forme globale et les positions successives de la raie ont été bien
reconstruites sur l’ensemble de la séquence. Le bruit et l’instabilité des lignes de niveau observées
ont été lissés dans la dimension temporelle de manière appropriée. De plus, on peut souligner que
cette technique permet de gérer les occultations partielles générées par le mouvement ventral de
la raie sur elle-même, lors de ses déplacements (images #5 à #15 dans la fig. 4.2).
Comme second exemple, nous présentons dans la figure 4.3 les résultats obtenus sur une sé-
quence d’images météorologiques décrivant une dépression. Ces images proviennent du canal
infra-rouge du satellite Météosat. Les courbes observées sont des lignes de niveau dans une cer-
taine zone d’intérêt. Dans ce type de séquence, nous souhaitons ainsi suivre des courbes relatives à
une température. Les résultats démontrent que la technique proposée conserve la propriété d’adap-
tation de la topologie des méthodes d’ensemble de lignes de niveau, et incorpore en même temps
une évolution temporelle consistante de la courbe.
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t0 t1 t3 t5
t8 t11 t15 t16
FIG. 4.2: Suivi d’une raie. Lignes du haut : Observations discrètes disponibles. Lignes du bas :
Résultats des courbes continues obtenues
Dans le but d’illustrer un autre intérêt de notre approche, nous avons construit une séquence
synthétique représentant successivement les quatre premières lettres de l’alphabet. Dans la figure
4.4, nous avons montré les résultats obtenus ainsi que les déformations intermédiaires de la courbe
solution entre les images. La courbe solution se déforme continûment au cours du temps (selon la
dynamique a priori) et opère un "morphing" entre les lettres.
Une séquence de segmentations stables dans le temps d’un objet déterminé est souvent difficile
à obtenir. Il est donc préférable de considérer directement les observations image comme mesure
de suivi. Ce type de mesure permet en effet d’éviter d’avoir recours à des techniques extérieures
de segmentation, dont les paramètres sont parfois peu stables dans le temps. Afin de comparer
l’efficacité des modèles de mesures directement liés à l’intensité lumineuse observée (intensités
moyennes et densités de probabilités locales), nous avons appliqué un système d’assimilation
simplifié, correspondant à de la segmentation, sur une seule image sans champ de mouvement.
Les deux modèles de mesure ont été initialisés avec la même condition initiale. Les résultats sont
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t0 t2 t4 t6
t7 t9 t10 t12
FIG. 4.3: Suivi d’une dépression. Lignes du haut : Observations discrètes disponibles. Lignes du
bas : Résultats des courbes continues obtenues
t = 0 t = 15 t =
2
5 t =
3
5 t =
4
5 t = 1 t =
6
5 t =
7
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t = 85 t =
9
5 t = 2 t =
11
5 t =
12
5 t =
13
5 t =
14
5 t = 3
FIG. 4.4: Séquence lettres. Résultats de l’assimilation, la courbe est superposée aux images ob-
servées aux temps t = 0, 1, 2, 3. Les déformations de la courbe entre les images constituent une
déformation continue entre les lettres.
présentés dans la figure 4.5. On observe que le modèle de densités de probabilités locales donne
une meilleure segmentation, puisque le modèle s’appuyant sur les intensités moyennes est trop
simpliste. Il est en effet difficile de représenter un fond ou un objet uniquement à partir de deux
valeurs d’intensités lumineuses moyennes. Sur la base de cette expérience, nous avons choisit de
ne pas retenir le modèle d’intensités moyennes. Par la suite, selon l’application considérée, nous
nous référerons soit au modèle d’observation de courbes, soit au modèle d’observation construit
à partir des densités de probabilités locales. Afin de démontrer la validité du modèle de densités
de probabilités locales, nous avons appliqué notre système sur la séquence Hamburg taxi. Les
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Initialisation Modèle d’intensités Modèle de densités
moyennes de probabilités locales
FIG. 4.5: Comparaison des deux modèles images sur une unique image après quelques itérations.
La moyenne de l’intensité lumineuse du fond est claire. Ainsi, les zones noires sont plus proches
de l’objet que du fond avec le modèle d’intensités moyennes. Ce problème est résolu en utilisant
le modèle de densités de probabilités locales.
résultats, présentés dans la figure 4.6, montrent que la méthode d’assimilation permet de suivre
une cible au travers d’une courbe dans un cas relativement simple, tout en respectant les gradients
d’intensité lumineuse des images.
t=0 t=9 t=17 t=25
FIG. 4.6: Séquence voiture. Une seule courbe est disponible au temps initial. La forme est cohé-
rente au cours du temps grâce au modèle de densités de probabilités locales.
Le système a ensuite été appliqué au suivi d’un tigre en pleine course. Cette séquence est
composée de 27 images de mauvaise qualité. On note la présence d’un flou de bouger et d’un bruit
conséquent. Le modèle de mesure considéré est le modèle de densités de probabilités locales.
La courbe initiale permettant de déterminer les densités de probabilités du tigre et du fond est
obtenue par une technique de seuillage. Les résultats sont présentés dans la figure 4.7. Malgré la
très mauvaise qualité des images, l’approche permet de suivre le tigre continûment dans le temps.
Pour cette même séquence, nous avons aussi tracé sur la figure 4.8, un échantillon des seg-
mentations obtenues par un modèle de Chan et Vese [41] basé sur le même terme de données que
notre approche (équations. 4.18-4.19) avec un terme additionnel de pénalisation de la longueur de
la courbe.
Comme on peut l’observer sur la figure 4.8, les masques obtenus par cette segmentation
spatiale sont de bonne qualité pour certaines images. Les résultats sont néanmoins instables dans
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t = 0 t = 2 t = 4 t = 7
t = 10 t = 12 t = 14 t = 17
t = 20 t = 22 t = 24 t = 26
FIG. 4.7: Séquence tigre. Résultats de la technique d’assimilation avec le modèle de densités de
probabilités locales
t = 0 t = 2 t = 4 t = 5
t = 9 t = 12 t = 14 t = 16
t = 19 t = 21 t = 23 t = 26
FIG. 4.8: Séquence Tigre 2. Segmentations successives obtenues par un modèle de Chan et Vese
avec un modèle de données basé sur des mesures de densités de probabilités locales et la distance
de Bhattacharya (équations. 4.18-4.19).
le temps et nécessiteraient une paramétrisation adaptée à chaque image pour obtenir des courbes
consistantes tout au long de la séquence. Comparée aux techniques de segmentation tradition-
nelles, l’assimilation de données fournit donc des résultats reproduisant de manière cohérente
les déformations et les changements de topologie d’une cible au cours du temps. A cause de la
mauvaise qualité de la séquence d’images et des champs de mouvement correspondants, on peut
cependant observer que la courbe obtenue par assimilation ne suit pas exactement les gradients de
l’image au cours du temps.
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Afin d’illustrer les différences entre notre approche et les techniques de segmentations suc-
cessives, nous avons finalement appliqué notre méthode à une séquence cardiaque d’Images à
Résonance Magnétique2. Le but est de suivre le ventricule gauche du système cardiaque. Les ré-
sultats de notre méthode sont présenté dans la figure 4.9. La région cible, approximativement ini-
tialisée sur la première image, est parfaitement suivie au cours de la séquence. Les déformations
successives du ventricule sont bien captées de manière continue dans le temps. En comparaison,
les résultats obtenus avec la même initialisation par la méthode de Chan et Vese montrent une
expansion immédiate de la région d’intérêt à d’autres zones de l’image aux caractéristiques pho-
tométriques semblables (voir figure 4.10). Des fusions et des séparations de régions, incohérentes
par rapport à la vraie déformation du ventricule, sont observées Ce problème de fusion/séparation
de région est en effet une des principales difficultés rencontrées lorsque l’on souhaite faire une
analyse spatio-temporelle sur la base de résultats obtenus simplement spatialement (ou même liés
en initialisant avec le résultat de l’image précédente).
Initialisation t = 1 t = 2 t = 3
t = 4 t = 5 t = 6 t = 7
FIG. 4.9: Séquence cardiaque d’Images à Résonance Magnétique. Résultats de la technique
d’assimilation avec le modèle de densités de probabilités locales. La courbe donnée comme ini-
tialisation est montrée sur la première image de la ligne du haut.
4.5 Conclusion
Dans ce chapitre, nous avons proposé une nouvelle méthode pour suivre une courbe le long
d’une séquence d’images. Cette technique permet de construire des déformations continues de
l’objet cible au cours du temps. Différents modèles de mesure ont été utilisés pour guider le suivi.
Les observations sont obtenues indirectement ou directement à partir des images. Dans le premier
cas, un algorithme de segmentation extérieur est utilisé pour fournir les mesures, ce travail a été
publié dans [142]. Dans le second cas, les images constituent directement les mesures, ces travaux
de recherche correspondent à la publication [141]. Pour réaliser le suivi, la méthode nécessite
2http ://mrel.usc.edu/class/preview.html
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Initialisation t = 1 t = 2 t = 3
t = 4 t = 5 t = 6 t = 7
FIG. 4.10: Séquence cardiaque d’Images à Résonance Magnétique 2. Segmentations succes-
sives obtenues par un modèle de Chan et Vese avec un modèle de données basé sur des mesures
de densités locales et la distance de Bhattacharya (équations. 4.18-4.19).
néanmoins d’estimer préalablement un champ de vitesse. Dans des cas plus complexes incluant
des occultations, ce premier système d’assimilation ne peut pas fournir de résultats satisfaisant
puisque le mouvement permettant de transporter l’objet ne sera que partiellement disponible à
tous les instants. En supposant que la dynamique de l’objet suit une loi d’évolution connue au
cours de la séquence et que l’on dispose d’une mesure du mouvement, il est également possible
d’assimiler ces champs de vitesse.
En considérant un vecteur d’état rassemblant des représentations de la courbe et de son mou-
vement, ces variables couplées par leurs modèles respectifs doivent alors être assimilées conjoin-
tement. Dans le chapitre 5, nous nous consacrons premièrement au suivi de mouvement dans les
applications d’images fluides. Ceci nous permettra de préciser les techniques générales utilisées
pour l’estimation de champs denses. Le chapitre 6 sera ensuite dédié à l’étude du suivi couplé de
courbes et de mouvement.
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Chapitre 5
Estimation de champs denses de
mouvements fluides
5.1 Introduction
L’estimation de mouvement est un problème très ancien dans le domaine de la vision par ordi-
nateur. Ce problème consiste à estimer, à partir d’une séquence d’images, le mouvement apparent
des objets composant une scène tridimensionnelle. Il s’agit donc d’un problème inverse extrême-
ment difficile à résoudre. En effet, la scène tridimensionnelle observée n’est perçue qu’à travers la
projection d’une fonction de l’intensité lumineuse 2D.
Lorsque la variation de l’intensité lumineuse est nulle entre deux images (cas par exemple
d’une sphère homogène tournant sur elle même) ce problème possède une infinité de solutions
dont une seule correspond à la projection du mouvement apparent réel. Ce problème s’étend à tout
type d’images prises par des capteurs de toutes sortes et dépeignant des phénomènes physiques
divers. Ces phénomènes physiques et les séquences d’images associées possèdent des spécificités
qui vont, selon les cas, simplifier ou au contraire compliquer la tâche d’estimation du mouvement.
Un des cas particuliers rencontrés très fréquemment concerne les écoulements fluides. L’étude
et la visualisation des écoulements fluides sont au centre de vastes domaines d’études comme
l’imagerie médicale, les sciences de l’environnement, ou encore la visualisation expérimentale
d’écoulements (aérodynamique, hydrodynamique). Ces domaines mettent en jeu des écoulements
pour lesquels il n’existe pas de modélisation exacte ou qui ne sont pas modélisables dans toute
leur complexité, en raison notamment de conditions limites (aux bords du domaine et à l’instant
initial) complexes ou inconnues.
La visualisation offre dans ce cas un moyen rapide d’analyser et de comprendre ces écoule-
ments. Les techniques standards issues de la communauté de vision par ordinateur, qui s’appuient
sur des caractéristiques stables de la fonction de luminance et un mouvement rigide, s’avèrent
en général mal adaptées. Lorsque les images sont bruitées, lorsque la vitesse du fluide est trop
grande ou chaotique, comme dans le cas des écoulements turbulents, l’estimation de mouvement
est assez difficile et encline aux erreurs. Une autre source d’erreurs est inhérente aux techniques
d’estimation de mouvement. En effet, la plupart des approches utilisent uniquement deux images
consécutives pour estimer le mouvement. Les différents champs obtenus souffrent donc d’une
réelle inconsistance temporelle.
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Ces techniques d’estimation de mouvement ont été étendues avec des régularisations tem-
porelles [34, 145, 174]. On peut aussi noter l’introduction d’une contrainte dynamique simple
dans [72]. Toutes ces méthodes sont destinées au suivi d’objets rigides et reposent sur des
hypothèses de stationnarité en général fausses.
Afin d’améliorer la qualité de l’estimation des mouvements fluides observés au travers des
images, des estimateurs spécifiques ont été introduits. Les estimateurs dédiés aux mouvements
fluides sont basés sur l’introduction de termes de données adéquats [48], de fonctions de bases
appropriées [56] ou de termes de régularisation d’ordre supérieur [48, 103, 178]. Cependant, ces
approches n’incluent pas de contraintes dynamiques permettant le respect de lois de conservation
physiques.
Ainsi, rien n’interdit à la solution obtenue d’être inconsistante par rapport à la loi dynamique
qui régit l’écoulement. Pour résoudre ce problème, des travaux récents ont introduit une cohérence
temporelle plus adaptée [83,158,159]. L’estimation obtenue à un instant donné est alors propagée
selon une loi physique afin de produire un terme de donnée supplémentaire à l’instant suivant. Ces
travaux n’assurent cependant toujours pas le respect absolu de la dynamique physique observée.
Au travers d’un schéma d’assimilation de données, l’introduction de lois de conservation com-
binée à des observations de mouvement va permettre d’améliorer considérablement la qualité de
l’estimation des champs denses de mouvement. Dans ce chapitre, nous commencerons par décrire
le principe général des techniques d’estimation de champs denses dans la section 5.2 (voir [11]
pour un état de l’art étendu des méthodes d’estimation de mouvement). Nous nous attarderons
ensuite sur les méthodes dédiées à l’estimation de mouvement fluides dans la section 5.3 et plus
particulièrement à celles qui introduisent une consistance temporelle au moyen de dynamique phy-
sique. Enfin, la méthode d’assimilation développée pour l’estimation de champs denses respectant
une loi physique sera présentée dans la section 5.4.
5.2 État de l’art des techniques d’estimation de champs denses
Cette partie a pour but de décrire les principes généraux sur lesquels reposent les différents
estimateurs denses de mouvement proposés dans la littérature. Les estimateurs dédiés aux mouve-
ments fluides, reposant sur des principes similaires, seront décrits dans la partie suivante.
5.2.1 Principes généraux
Toutes les méthodes d’estimation de flot optique s’appuient sur la conservation temporelle
d’invariants géométriques ou photométriques. Les invariants géométriques tels que les contours,
les points de courbure maximale, les segments ou encore les coins ont l’avantage de constituer
des invariants stables aisément identifiables. Par contre, ces points ont l’inconvénient d’être peu
nombreux et donc de conduire à des mesures de mouvement éparses. Dans le cas d’images
faiblement “structurées” (imagerie fluide, radar, etc...), ce type de marqueurs s’avère quasiment
impossible à extraire. À l’opposé, les invariants photométriques sont eux beaucoup plus simples à
obtenir et permettent une mesure dense du mouvement.
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Les approches décrites dans ce chapitre s’appuient exclusivement sur des invariants photo-
métriques. Dans la suite nous désignerons par I(x, t) l’intensité lumineuse d’un point x ∈ Ω à
l’instant t, où Ω représente le domaine spatial de l’image. Le champ de vecteur v = (u, v) désigne
le champ des vitesses instantanées 2D que l’on cherche à estimer. D’un point de vue général,
la constitution d’un invariant photométrique peut s’exprimer en supposant que la luminance est
conservée au cours du temps. À partir de ces spécifications, l’invariance temporelle entre deux
instants peut être caractérisée par une formulation différentielle linéaire, aussi appelée équation de
contrainte du mouvement apparent (ECMA) :
∀x, dI
dt
(x) = It(x) +∇I(x) · v(x) = 0.
Cette contrainte repose sur l’hypothèse forte que les variations temporelles de luminance sont
uniquement dues au mouvement. Cette hypothèse possède des limitations évidentes et ne prend pas
en compte un certain nombre de phénomènes tels que les variations d’illumination, les occultations
ou les réflexions spéculaires. De plus, cette relation ne peut être utilisée seule car elle ne relie
l’expression de la variation temporelle de l’intensité qu’à la composante du vecteur vitesse normale
aux courbes d’iso-intensité :
v(x)> = − It(x)‖∇I(s)| ·
∇I(x)
‖∇I(x)‖ .
Ce problème classique et commun aux différentes approches d’estimation du mouvement est dé-
signé dans la littérature par le nom de “problème de l’ouverture”. En effet, on ne peut pas directe-
ment estimer un champ bidimensionnel à l’aide de données unidimensionnelles (les images). On
peut noter que cette approche ne permet en aucune façon une estimation dans les zones quasi-
uniformes (infinité de solutions) et est très sensible aux bruits (considérés comme issus d’un mou-
vement). Ces difficultés sont habituellement levées en ayant recours à un a priori contextuel de la
solution.
5.2.1.1 A priori contextuel
L’ajout d’un a priori contextuel permet de lever l’indétermination de l’estimation par la prise
en compte d’un voisinage spatial, mais aussi de propager l’information vers les zones trop uni-
formes de l’image. Cela a aussi pour conséquence d’augmenter la robustesse de l’estimation vis-
à-vis des bruits de mesure ou de modélisation. Il s’agit d’imposer une certaine régularité ma-
thématique à la solution recherchée en introduisant une dépendance spatiale mutuelle des points
de la grille image. Cette dépendance peut, suivant les cas, s’exprimer de façon paramétrique ou
non-paramétrique. On distinguera ici, trois types principaux de méthodes :
– les lissages locaux,
– les lissages locaux globalisés,
– les lissages globaux.
5.2.1.2 Lissages locaux
Méthodes de corrélation Le principe de ce lissage consiste de façon générale à considérer un
ensemble de fenêtres W(x) centrées en différents points de la grille image. Un champ paramé-
trique (constant, affine, quadratique, ...) est estimé sur chacune de ces fenêtres W(x). Le vecteur
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v(x) obtenu au centre de chaque fenêtre est conservé. Ce type d’estimation est parfois associé à un
lissage a posteriori du champ v obtenu. Ce principe de lissage peut s’exprimer aisément sur tout
type d’invariant, qu’il soit géométrique ou photométrique. Dans le cadre de la conservation de la
luminance, on obtient les méthodes de corrélation où un champ localement constant est recherché
sur un espace d’états discret :
v(x) = arg min
v∈{−U,...,U}×{−V,...,V }
∑
r∈W(x)
C(I2(r + v), I1(r)).
Les fonctions de similarité, C, utilisées habituellement sont : la valeur absolue, la fonction carré,
ou la fonction de corrélation croisée. Cette dernière est utilisée sous sa forme initiale :
C(I2(r + v), I1(r)) = −I2(r + v)I1(r),
ou sous une forme centrée et normalisée par la variance :
C(I2(r + v), I1(r)) = −(I2(r + v)− I2(x+ v))(I1(r)− I1(x))
σI2(x+ v)σI1(x)
,
où I(x) et σ2I (x) désignent respectivement la moyenne et la variance empirique de la luminance
sur une fenêtre W centrée en x. Cette dernière fonction constitue une mesure de corrélation plus
robuste, puisque les variations d’intensité entre les deux images I1 et I2 sont prises en compte. Des
études expérimentales ont montré que cette mesure conduisait à des déplacements estimés plus
précis [123, 158, 159]. Des mises en œuvre très efficaces de ces fonctions de corrélation peuvent
être obtenues dans le domaine de Fourier. Ces différentes méthodes sont très largement utilisées
pour leur rapidité et leur simplicité. Elles trouvent leurs applications dans des domaines tels que
l’indexation d’images, la compression de séquences d’images, où la visualisation d’écoulements
fluides (méthodes dites PIV1 pour l’estimation de mouvement à partir d’images de particules [4],
l’extraction de vent, etc...). Ces méthodes rapides sont néanmoins intrinsèquement discrètes et il
n’est pas toujours aisé de définir sur ce principe des schémas ayant une précision réelle (sous-
pixellique).
Modèles paramétriques Un deuxième type de méthodes, modélisées au moyen d’un lissage
local et reposant sur l’ECMA, revient à résoudre un système linéaire à p inconnues pour un modèle
paramétrique à p composantes. Dans le cas d’un modèle de mouvement linéaire du type v(x) =
P (x)ϑ, où P (x) est une matrice 2 × p qui dépend de la paramétrisation choisie2, estimer le
mouvement revient alors à chercher le vecteur ϑ̂ tel que :
ϑ̂ = argmin
ϑ
∫
W(x)
g(x− r)[It(r) +∇I(r)TP (r)ϑ]2dr, (5.1)
où g(x) est une fonction de forme donnant plus ou moins d’importance au point central de la
fenêtre considérée3. Notons que cette expression peut s’étendre à un produit de convolution dans
1Particle Imagery Velocimetry.
2P (s) = Id pour un modèle constant ; P (s) =
[
1 x y 0 0 0
0 0 0 1 x y
]
dans le cas d’un modèle affine et P (s) =[
1 x y 0 0 0 x2 xy
0 0 0 1 x y xy y2
]
pour un modèle quadratique.
3Des fonctions gaussiennes sont habituellement employées.
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le domaine spatio-temporel. Dans un cas discret et bidimensionnel, une résolution au sens des
moindres carrés de l’expression (5.1) constitue l’estimateur proposé par Lucas et Kanade [117].
Ces approches sont en général associées à l’utilisation de filtres spatio-temporels directionnels
pour estimer l’énergie spectrale locale du signal [76, 86, 98, 163, 179].
5.2.1.3 Lissages locaux globalisés :
Le second type de méthodes regroupe la majorité des approches denses d’estimation du mou-
vement. Contrairement aux cas précédents, ces techniques introduisent explicitement des fonctions
de régularisation de la solution recherchée. En ajoutant un terme de lissage du mouvement sur la
fonctionnelle à minimiser, le problème inverse initial peut ainsi être résolu. Des hypothèses de
continuité d’un certain ordre sur la solution vont conduire à exprimer le problème d’estimation
du mouvement comme la minimisation globale d’une fonctionnelle définie à partir de l’ECMA et
portant sur les vitesses :
J(v) =
∫
Ω
[(It +∇ITv)2 + α‖∇u‖2 + α‖∇v‖2]dx, (5.2)
où α est un paramètre de lissage positif. Ce cas correspond à l’approche proposée par Horn et
Schunck [95]. Cette approche est définie sur un support continu Ω et v est un champ de vecteur
C1 sur un sous-ensemble de R2. Cette fonctionnelle est convexe, sa minimisation admet donc une
solution unique. Les équations d’Euler-Lagrange donnant les conditions d’optimalité d’une telle
fonctionnelle sont :
∇I(It +∇ITv)− α∆v = 0,
où ∆ est l’opérateur Laplacien. Associé à une condition initiale v0 et à des conditions limites aux
bords du domaine, ce système peut être résolu en cherchant la solution stationnaire d’un système
d’équations de type réaction-diffusion :
∇I(It +∇ITv)− α∆v = ∂v
∂τ
,
où τ définit un pas de temps “algorithmique” de convergence itérative.
De façon équivalente, une discrétisation aux différences finies de la fonctionnelle (5.2) (dans
le cadre d’une modélisation statistique du type champs de Markov par exemple) conduit à la
résolution d’un grand système linéaire creux. Ce système étant très grand (la matrice à inverser est
de taille 2N2×2N2, où N2 désigne la taille d’une image), une résolution directe est assez difficile
à mettre en œuvre. Une résolution par des méthodes itératives de type Gauss-Seidel, sur-relaxation,
gradients conjugués, multigrille [125], etc... est alors envisageable.
Gestion incrémentale des grands déplacements : schéma multirésolution La validité des es-
timateurs s’appuyant sur l’ECMA est limitée aux déplacements qui, en chaque point, restent dans
le domaine de linéarité de la fonction de luminance. Ce domaine est d’autant plus restreint que
les déplacements sont de grande amplitude ou que les gradients photométriques sont importants
(contours abrupts). Un moyen de s’affranchir de cette limitation consiste à s’appuyer sur une pyra-
mide d’images Ik construite par filtrage (à l’aide d’un noyau gaussien G) et sous-échantillonnages
successifs de l’image originale I :
G ? Ik
↓2−→ Ik−1,
106 5.2 État de l’art des techniques d’estimation de champs denses
où le symbole ↓ 2 désigne une décimation par deux de l’image dans les directions horizontale et
verticale et I0 = I . Dans le cadre des approches multirésolution, l’idée consiste à estimer les
composantes “principales” v˜ du déplacement d aux résolutions grossières, puis à raffiner suc-
cessivement la solution en descendant dans la pyramide [15, 64]. Les approches multirésolution
s’appuient sur une expression “recalée” de l’ECMA, obtenue à partir d’un développement de
Taylor de la fonction de luminance I(x+ d, t+ 1) autour du point x+ v˜ :
∇I(x+ v˜, t+ 1)Tv + I(x+ v˜, t+ 1)− I(x, t) = 0, (5.3)
en posant d = v˜ + v. Cette contrainte diffère assez sensiblement de l’ECMA originelle. Les
gradients spatiaux sont dans ce cas définis sur une image “recalée” I(x + v˜, t + 1) et la dérivée
temporelle est remplacée par une différence inter-images déplacée.
Préservation des discontinuités La présence de grands déplacements n’est pas la seule diffi-
culté rencontrée par des techniques d’estimation du mouvement. Le modèle de données utilisé
s’appuie sur une hypothèse de conservation de la luminance qui n’est absolument pas respectée
dans un certain nombre de situations telles que les occultations, les contours abrupts, la présence
d’un bruit d’acquisition ou de variations d’illumination. L’autre source de problème concerne le
terme de lissage et la préservation des discontinuités spatiales du champ de vitesse.
Le principal désavantage d’un terme de lissage quadratique est qu’il lisse “aveuglément” la
solution à travers les contours des objets en mouvement. En effet, les fonctions de régularisation
usuelles ne permettent pas d’introduire directement des ruptures de continuité. Plusieurs méthodes
ont été proposées afin d’étendre la validité de l’ECMA. La plupart d’entre elles s’appuie sur une
sophistication du terme quadratique d’attache aux données. La première stratégie possible consiste
à normaliser ce terme en fonction des gradients photométriques :∫
Ω
g(‖∇I(x)‖)[It(x) +∇I(x)Tv(x)]2dx+
∫
Ω
g(‖∇I(x)‖)‖∇v(x)‖2dx,
où g(x) est une fonction décroissante définie telle que g(0) = 1 et limx→∞ g(x) = 0.
Ces approches présentent l’avantage de rester linéaires vis-à-vis du champ inconnu tout en
permettant une préservation des discontinuités dans le cas d’images homogènes contrastées. La
préservation des discontinuités reste néanmoins uniquement conditionnée par les données et
repose sur l’hypothèse forte (et fausse) que tout gradient photométrique fort correspond à une
discontinuité de mouvement.
Une autre solution vise à adapter “en ligne” le lissage. Il s’agit dans ce cas de localiser en
cours d’estimation les discontinuités sur la base des variations spatiales du champ des vitesses. Il
est possible comme dans le cas précédent de localiser (implicitement) les discontinuités manifestes
à l’aide de fonction de coûts robustes. Ces fonctions paires sont croissantes, définies telles que :
lim
x→0
ψ(x) = 0,
et souvent choisies telle que ψ(
√
x2) soit concave. Le terme de lissage s’exprime dans ce cas :∫
Ω
ψ(‖∇v(x)‖2)dx.
Toutes les techniques décrites jusqu’à présent peuvent évidemment être combinées entre elles.
Estimation de champs denses de mouvements fluides 107
Exemples d’approches Suivant la fonctionnelle associée, le choix de la discrétisation et de la
méthode d’optimisation utilisée, il est possible de recenser quelques approches caractéristiques de
la littérature. On distinguera ainsi les méthodes axées sur le choix de la normes pour le terme de
régularisation [46], les fonctions robustes [22,87,125,126], l’introduction d’opérateurs de lissage
directionnel dépendant des contours photométriques [5,89,129], les tenseurs d’orientation [71,72],
les tenseurs de diffusion [33], les modèles de données sur des quantités dérivées de la fonction de
luminance [145], les lissages de paramètres de modèles affines [132], les lissages spatio-temporels
[32, 174], ...
5.2.1.4 Lissages globaux
Cette famille d’estimateurs de mouvement consiste à définir le champ des vitesses comme
un champ paramétrique par morceaux [1, 10, 27, 126, 134]. Les différents morceaux (ou régions)
forment une partition de l’image en terme de mouvements “homogènes” au sens de la paramétri-
sation utilisée. Le processus consistant à déterminer les paramètres de mouvement et la partition
constitue un problème de segmentation de l’image au sens du mouvement. Plus précisément, les
inconnues du problème sont : (i) une partition R = {R1, R2, . . . , RM} de Ω, où M est inconnu4
et, (ii) une paramétrisation θi par région du champ des vitesses (ψ = (θ1, . . . ,θM )) :
∀x ∈ Ri, v(x) = f(θi,x).
Le problème peut alors être formulé au moyen d’une fonction d’énergie globale qui dans un cas
discret est apparentée aux estimations disjointes par blocs. La fonction d’énergie peut naturelle-
ment s’écrire sur la base de l’ECMA :
min
M,R,ψ
M∑
i=1
∑
s∈Ri
ψ[It(s) +∇I(s)Tf(θi, s)] + a priori sur R. (5.4)
Le terme a priori permet de pénaliser l’apparition de nouvelles régions, et d’éviter une partition as-
sociée trop morcelée. De façon usuelle ce terme est défini comme la longueur totale de la frontière
∂R ; dans ce cas la frontière la plus petite possible est favorisée.
5.3 Phénomènes fluides
Les approches précédentes constituent des estimateurs de mouvement génériques dans le sens
où, hormis des hypothèses d’invariance photométrique ou de continuité de la solution, aucune
hypothèse spécifique sur la nature ou sur le mouvement des phénomènes observés n’est impo-
sée. Il est bien évident que dans certains cas, l’association d’une contrainte de conservation de la
luminance et de fonctions de lissage classiques s’avère assez restrictive. Ces modèles généraux
ne permettent pas, par exemple, d’appréhender proprement des mouvements fluides. Dans le cas
de l’imagerie fluide, les estimateurs de mouvements génériques sont souvent pris en défaut pour
deux raisons principales. La première est que l’hypothèse de conservation de la luminance n’est
absolument pas respectée en présence de puits, de sources ou d’autres phénomènes divergents qui
s’accompagnent en général de variations locales très importantes de la luminance. La seconde
raison est relative au terme de lissage. Un terme de lissage au premier ordre est, dans ce cadre,
4La partition est une union de régions telle que ∪Mi=1Ri = S; ∀i 6= j, Ri ∩Rj = ∅.
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également préjudiciable puisqu’il “écrase” la divergence (div(v) = ux + vy) et le rotationnel
(rot(v) = vx − uy) de la solution. Une façon de remédier à cela consiste à s’appuyer d’une part
sur un modèle de données relatif à l’équation de continuité d’une quantité E de la mécanique des
fluides [48] :
dE
dt
= Ediv(v),
et d’autre part sur un terme de lissage div-curl favorisant les amas compacts de divergence et de
rotationnel [48] :
J(v) =
∫
Ω
(
ψ([∇I · v + It + Idivv]2) + αψ(‖∇divv‖2) + βψ(‖∇rotv‖2)
)
dx, (5.5)
où α et β sont deux paramètres de pondération et ψ est une fonction robuste. La résolution du
problème de minimisation associée s’avère cependant plus délicate que pour un estimateur géné-
rique et nécessite quelques adaptations [48]. Cet estimateur conduit à des résultats d’une qualité
comparable à celle obtenue par les approches locales utilisées dans le cadre de la visualisation
d’écoulements fluides, mais pour un volume d’informations bien supérieur.
5.3.1 Représentation physique des champs de vecteurs
Pour les mouvements fluides, on préférera donc représenter le champ de vecteur v par sa
vorticité ξ et sa divergence ζ :
ξ =∇⊥ · v = ∂v
∂x
− ∂u
∂y
,
ζ =∇ · v = ∂u
∂x
+
∂v
∂y
.
(5.6)
La vorticité est liée à la présence de mouvements rotatifs, tandis que la divergence marque la
présence de puits ou de sources dans un écoulement (voir figure 5.3.1).
FIG. 5.1: Décomposition de Helmholtz : (a) champ de vecteur bidimensionnel. (b) composante diver-
gente. (c) Composante de vorticité. (d) Composante laminaire (ici une translation).
En supposant qu’un champ de vecteurs s’annule à l’infini5, il peut être décrit par la décompo-
5Afin de rester dans le voisinage des frontières de l’image, une composante laminaire à divergence et vorticité nulles
est retirée du champ de vecteurs. Cette composante est estimée par un estimateur de Horn et Schunck associé à un fort
lissage [48].
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sition orthogonale de Helmholtz, comme une somme de deux gradients de fonctions potentielles :
v =∇⊥Ψ+∇φ. (5.7)
La fonction de courant Ψ et le potentiel de vitesse φ correspondent respectivement aux parties
solénoïdales et irrotationnelles du champ de vecteurs v. Ils sont liés à la vorticité et à la divergence
au travers de deux équations de Poisson : ξ = ∆Ψ, ζ = ∆φ. La solution de ces deux équations
peut être exprimée comme un produit de convolution avec le noyau de Green G(•) = 12pi log(•)
associé à l’opérateur Laplacien 2D :
Ψ = G ∗ ξ,
φ = G ∗ ζ. (5.8)
Le champ des vitesses 2D peut ainsi être retrouvé en connaissant sa divergence et sa vorticité au
moyen de l’intégrale de Biot-Savard :
v =∇⊥G ∗ ξ +∇G ∗ ζ. (5.9)
Ce calcul peut être facilement réalisé dans le domaine de Fourier puisqu’il ne fait intervenir que
des produits de convolution.
5.3.2 Équations d’évolution des écoulements fluides
L’équation de Navier-Stokes fournit une loi universelle pour la prédiction de l’évolution des
écoulements fluides. Cette équation décrivant l’évolution de phénomènes 3D, peut aussi être pro-
jetée en 2D. Afin d’avoir une expression de l’équation de Navier-Stokes plus adaptée au problème
de suivi dans les séquences d’images, ce travail repose sur la formulation compressible 2D de
vorticité-vitesse de l’équation de Navier-Stokes :
∂ξ
∂t
+ v ·∇ξ + ξ · ζ − νξ∆ξ = 0, (5.10)
où νξ est le coefficient de viscosité. Cette formulation décrit un transport de la vorticité par le
champ de vitesse et une diffusion au cours du temps. Concernant la divergence, la loi de conser-
vation s’écrit :
∂ζ
∂t
+ v ·∇ζ + ζ2 − νζ∆ζ = 0, (5.11)
avec le coefficient de diffusion νζ . Dans les exemples que nous traiterons, nous ferons l’hypothèse
que la divergence reste faible et qu’elle est transportée par un processus aléatoire. Plus précisé-
ment, on suppose que la divergence est une fonction d’un processus aléatoire gaussienXt, avec un
incrément stationnaire (un mouvement Brownien) initialement situé sur les points x de la grille. Il
peut être démontré, au travers de la formule d’Ito et de l’équation rétrograde de Kolmogorov, que
la fonction u(t,x) = E[ζ(Xt)] obéit alors à l’équation de la chaleur [135] :
∂u
∂t
− νζ∆u = 0,
u(0,x) = ζ(x),
(5.12)
où νζ est le coefficient de diffusion de la divergence. D’après cette équation, la divergence peut
être retrouvée à tout instant comme la solution de l’équation de la chaleur (i.e. l’espérance de
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la divergence à l’instant t est donnée par le lissage de la divergence initiale avec une fonction
gaussienne d’écart type 2
√
νζ) :
∂ζ
∂t
− νζ∆ζ = 0. (5.13)
5.3.3 Application à l’estimation de mouvement
De nouveaux estimateurs de mouvements fluides utilisant ces lois dynamiques ont récemment
vu le jour. Nous proposons de les décrire, car ils constituent un premier pas important vers une
estimation temporelle cohérente de champs de vitesse suivant une loi physique.
Cuzol et Mémin [54,55] : Ces travaux reposent sur une interprétation probabiliste des équations
de Navier-Stokes. Un algorithme de filtrage stochastique non linéaire adapté au suivi de mouve-
ment fluide et s’appuyant sur une représentation de faible dimension du champ de déplacement
est proposé. L’idée repose sur les méthodes de particules de vortex [44, 49, 110], consistant à ap-
procher la vorticité d’un champ v par une somme discrète de fonctions de Dirac régularisées et
situées en des vortex ponctuels xi :
curl w(x) ≈
∑
i
γif² ∗ δ(x− xi), (5.14)
où le coefficient réel γi représente la force associée à la particule i, f est une fonction de lissage
radiale de domaine d’influence ² et δ est la fonction de Dirac. Cette discrétisation de la vorticité
en un nombre limité d’éléments permet d’évaluer le champ de déplacement directement à partir
de l’intégrale de Biot-Savart. Une représentation analogue peut être écrite pour la divergence du
champ à partir de particules de source. La discrétisation de la vorticité à l’aide de p particules de
vortex conduit, grâce à l’intégrale de Biot-Savart, à la représentation suivante pour la composante
solénoïdale du champ de déplacement :
wsol(x) ≈
p∑
i=0
γsoli K
⊥
²soli
(xsoli − x), (5.15)
où xi et ²i indiquent respectivement le centre et le domaine d’influence de K⊥²soli
, le gradient
orthogonal régularisé du noyau de Green. Une approximation du champ de déplacements est ainsi
obtenue par une somme pondérée de fonctions de base définies par la position de leur centre et
leur domaine d’influence.
Un filtre particulaire est ensuite mis en place. Une version probabiliste de l’équation de
vorticité-vitesse à divergence nulle sert alors de modèle dynamique. Cette équation différentielle
stochastique est simulée par un ensemble donné d’échantillons en étapes distinctes suivant la mé-
thode de viscous splitting [44], permettant de traiter successivement la partie non visqueuse d’ad-
vection et la partie visqueuse de diffusion de l’équation.
Une phase de correction mettant à jour le poids associé à chaque échantillon est ensuite réalisée
en utilisant une vraisemblance définie à partir des variations spatio-temporelles de la luminance.
Héas, Mémin et Papadakis [83,84] : Ces travaux s’appuient directement sur les équations dy-
namiques (5.10) et (5.13) présentées précédemment. Il s’agit d’une alternative aux régularisations
spatio-temporelles définies dans [174]. La vorticité et la divergence de l’estimation à un instant
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donné sont ici propagées selon les lois dynamiques afin de réaliser une prédiction sur les grandes
échelles du mouvement. Les vorticités et divergences propagées sont ainsi utilisées pour calculer
un champ prédit vp, par la relation (5.9), qui sert d’ancrage à l’estimée à l’instant suivant via un
terme quadratique supplémentaire dans la fonctionnelle de l’estimateur. Cette approche permet
donc d’introduire une cohérence physique temporelle entre les estimation successives.
Une extension de la méthode permet aussi d’incorporer des champs de vecteurs de corrélation
comme termes de données supplémentaires, en ajoutant le terme suivant à la fonctionnelle de
l’estimateur :
Jc(v) =
∫
M
(
K∑
i=1
γiN i(si − s)ψc(vic − v(s))
)
ds,
où ψc est une fonction de pénalisation robuste et où les vecteurs de corrélation vic = (u
i, vi) situés
aux pixels si = (xi, yi) influencent leurs voisinages selon une loi gaussienne bidimensionnelle
N i(si − s) de variance σ liée à l’influence de la fenêtre de corrélation. Enfin, γi est un coefficient
de confiance défini à partir de la fonction de dissimilarité. Le masque M ∈ Ω correspond au
domaine de définition des vecteurs de corrélation disponibles. Les vecteurs de corrélation, calculés
par des méthodes PIV (pour Particle Image Velocity) pour des séquences d’images d’écoulements
expérimentaux ou des séquences d’images satellitaires, présentent en effet l’avantage d’être très
précis et peu sensibles aux déplacements de grande amplitude. Ces vecteurs ne sont cependant pas
denses, et il est difficile d’en extraire une vorticité précise par interpolation. L’incorporation de ces
données dans un schéma d’estimation de champ dense permet donc d’éviter l’emploi de schémas
multirésolution. La figure 5.2 illustre l’apport de la prédiction et des vecteurs de corrélation à la
consistance temporelle des estimations.
Ruhnau et Schnörr [158, 159] : Ces travaux s’appuient sur des idées très proches de la tech-
nique précédemment présentée dans le cas d’écoulements turbulents incompressibles 2D. La vor-
ticité est elle aussi propagée par l’équation de vorticité-vitesse afin de produire une prédiction de
la vorticité ξp servant de terme de donnée pour l’estimation au temps suivant :
ξp = ξ(t− 1) +
∫ t
t−1
[∇ξ(t′) · v(t′)− νξ∆ξ(t′)] dt′.
Ceci mène à la minimisation de la fonctionnelle :
Jξ(v) =
∫
Ω
(
ψ([∇I · v + It]2) + αψ(‖∇curlv‖2) + β||ξp −∇curlv||2
)
dx,
où α et β sont deux paramètres positif de pondération et ψ est une fonction de coût robuste.
Bien que ces dernières techniques d’estimation de mouvement introduisent une régularisation
spatio-temporelle s’appuyant sur une équation de conservation relative à l’écoulement, elles ne
garantissent pas que la trajectoire des champs de vitesse estimés respecte cette équation de conser-
vation sur l’ensemble de la séquence. Les fonctions de lissage de la vorticité et de la divergence
constituent en effet des régularisations acceptables pour estimer un mouvement fluide, mais elles
ne correspondent pas à la réalité physique des phénomènes observés. Ce type de lissage isotrope
ne permet par exemple en aucune façon d’estimer les petites échelles du mouvement apparent. À
partir de ce postulat, nous allons à présent détailler comment estimer des champs de mouvement
respectant une loi physique par assimilation de données.
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FIG. 5.2: Influence de la régularisation spatio-temporelle et des données de corrélation sur l’esti-
mation de champs de vent sur une couche de nuages de haute altitude. Première ligne : Reconstruction
des trajectoires pour un schéma d’estimation de champ dense sans (gauche) et avec (droite) régularisation
spatio-temporelle. Seconde ligne : Reconstruction des trajectoires pour un schéma d’estimation utilisant les
données de corrélation sans ( gauche) et avec (droite) régularisation spatio-temporelle. Les lignes rouges
représentent les contours des côtes, les méridiens et les parallèles (tous les 10o).
5.4 Assimilation de champs de vecteurs
Nous décrivons dans cette section le système mis en œuvre pour l’assimilation de champs de
vecteurs fluides. L’introduction d’une contrainte dynamique a priori va ainsi permettre de gérer de
manière appropriée les contraintes spatiales, en remplacement du terme de régularisation spatiale,
sans réel sens physique, inhérent aux méthodes denses d’estimation du mouvement apparent.
5.4.1 Équation dynamique
Comme la vorticité et la divergence déterminent entièrement le champ de vitesse (à un champ
laminaire près), les équations (5.10) et (5.12) permettent d’écrire le modèle dynamique suivant
Estimation de champs denses de mouvements fluides 113
pour le champ de mouvement fluide :
∂χ
∂t
+
[
v ·∇ξ − νξ∆ξ + ζ · ξ
−νζ∆ζ
]
︸ ︷︷ ︸
4
=M(χ)
= w, (5.16)
où l’on a utilisé les coordonnées div-curl χ(x) = [ξ(x), ζ(x)]T . Une nouvelle fois, une fonction
de contrôlew de matrice de covarianceQ a été ajoutée pour représenter l’incertitude sur le modèle.
5.4.2 Discrétisation des équations dynamiques
5.4.2.1 Équation vorticité-vitesse
La discrétisation de l’équation de vorticité-vitesse (5.10) est une tâche délicate. En particulier,
le terme advectif ∇ξ · v doit être traité spécifiquement. Il existe donc trois choix pour la mise en
œuvre de l’équation dynamique : les différences finies, les volumes finis et les éléments finis.
La méthode des volumes finis consiste à intégrer sur des volumes élémentaires les équations
écrites sous forme intégrale. C’est une technique particulièrement bien adaptée à la discrétisation
spatiale des lois de conservation, contrairement aux éléments finis et la gestion associée des
fonctions de bases ; l’approche est ainsi très utilisée en mécanique des fluides. Sa mise en œuvre
est simple si les volumes élémentaires sont des rectangles 2D ou des parallélépipèdes 3D. Comme
le cadre de ce travail concerne les images, le maillage employé est naturellement la grille régulière
pixéllique. Nous avons donc choisi d’utiliser la méthode des volumes finis, qui est d’autre part
moins sensible aux oscillations que les discrétisations par différences finies.
De nombreux schémas non-oscillatoires respectant les lois de conservation physique ont ainsi
été développés pour résoudre le problème de discrétisation du terme advectif [82, 106, 130]. De
tels schémas considèrent une reconstruction polynomiale de la fonction inconnue sur les cellules
élémentaires de la discrétisation (ici les pixels). Les valeurs intermédiaires de cette fonction sont
discrétisées sur les frontières de ces cellules. Les dérivées de la quantité transportée sont ainsi
calculées avec des schémas de discrétisation de haut degré de précision. Les valeurs des dérivées
sont finalement atténuées par des fonctions de limitation, aussi appelée limiteurs de pente. Cette
technique permet d’éviter les erreurs d’amplification numérique.
Les schémas ENO (Essentially non-oscillatory) ou WENO (Weighted ENO) constituent les
familles de méthodes les plus couramment utilisées [112, 162]. Afin de réaliser une discrétisa-
tion stable et précise du terme advectif, les schémas de conservation numérique doivent donc être
employés. Ces approches permettent en effet de respecter les lois de conservation physique à l’in-
térieur des cellules en intégrant la valeur du flux sur les frontières des cellules. Les bons schémas
présentent la propriété de Diminution de la Variation Totale (DVT). Ce sont des flux préservant
la monotonicité, empêchant l’amplification des oscillations au cours du temps et permettant en
même temps de propager les discontinuités. Des explications plus précises de ces travaux peuvent
être trouvées dans [162].
Reconstruction de la vorticité Dans ces travaux, la reconstruction de la vorticité sur les fron-
tières des cellules est réalisée par une méthode du second ordre [113] s’appuyant sur un limiteur
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Min-Mod sur la grille spatiale régulière (i∆x, j∆y) :
ξ+
i+ 12 ,j
= ξi+1,j − ∆x2 (ξx)i+1,j et ξ
−
i+ 12 ,j
= ξi,j +
∆x
2
(ξx)i,j ,
avec (ξx)i,j =Minmod
(
2
(ξi,j − ξi−1,j)
∆x
,
ξi+1,j − ξi−1,j
2∆x
, 2
(ξi+1,j − ξi,j)
∆x
)
,
et Minmod(x1, · · · , xn) =
 infi(xi) si xi ≥ 0 ∀i,supi(xi) si xi ≤ 0 ∀i,0 sinon.
Les valeurs intermédiaires ξ+
i,j+ 12
et ξ−
i,j+ 12
sont calculées de la même manière. Comme le
limiteur Mid-Mod choisit la pente minimale pour calculer la dérivée, les valeurs reconstruites de
la vorticité sur les frontières des cellules atténuent les effets d’amplification liés aux discontinuités
spatiales.
Discrétisation du terme advectif Le schéma centré semi-discret suivant est utilisé pour calculer
le terme advectif [105, 106] :
∂tξi,j = −
Hx
i+ 12 ,j
(t)−Hx
i− 12 ,j
(t)
∆x
−
Hy
i,j+ 12
(t)−Hy
i,j− 12
(t)
∆y
+ νξDi,j , (5.17)
avec un flux d’advection numérique dérivé du flux monotone de Lax-Friedricks :
Hxi+ 12 ,j
(t) =
ui+ 12 ,j(t)
2
[
ξ+
i+ 12 ,j
+ ξ−
i+ 12 ,j
]
−
|ui+ 12 ,j(t)|
2
[
ξ+
i+ 12 ,j
− ξ−
i+ 12 ,j
]
,
Hy
i,j+ 12
(t) =
vi,j+ 12 (t)
2
[
ξ+
i,j+ 12
+ ξ−
i,j+ 12
]
−
|vi,j+ 12 (t)|
2
[
ξ+
i,j+ 12
− ξ−
i,j+ 12
]
.
(5.18)
Ce schéma centré semi-discret du second ordre est DVT [105, 113] et peu dissipatif. Les valeurs
intermédiaires de la vitesse sont calculées par une moyenne du quatrième ordre :
ui+ 12 ,j(t) =
−ui+2,j(t) + 9ui+1,j(t) + 9ui,j(t)− ui−1,j(t)
16
,
vi,j+ 12 (t) =
−vi,j+2(t) + 9vi,j+1(t) + 9vi,j(t)− vi,j−1(t)
16
.
(5.19)
Le terme linéaire visqueux ∆ξ est lui aussi approché par un schéma de différentiation centré du
quatrième ordre :
Di,j(t) =
−ξi+2,j(t) + 16ξi+1,j(t)− 30ξi,j(t) + 16ξi−1,j(t)− ξi−2,j(t)
12∆2x
+
−ξi,j+2(t) + 16ξi,j+1(t)− 30ξi,j(t) + 16ξi,j−1(t)− ξi,j−2(t)
12∆2y
.
(5.20)
L’intégration en temps est réalisé par un schéma de Runge-Kutta du troisième ordre garantissant
la propriété DTV [162]. Pour une discrétisation de type :
Xt+dt −Xt
dt
=M(Xt),
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ce schéma s’écrit :
X1 = Xt + dtM(Xt),
X2 =
3
4
Xt +
1
4
X1 +
1
4
dtM(Xt),
Xt+dt =
1
3
Xt +
2
3
X2 +
2
3
dtM(Xt)).
(5.21)
En suivant [162], le dt est choisit maximal tel que :
dt ≤ 1
2maxx∈Ω ‖v(x)‖ .
5.4.2.2 Équation de la divergence
La divergence est intégrée en temps avec une discrétisation implicite stable :
ζt+dt − ζt
∆t
= νζ∆ζt+dt,
soit :
ζt+dt = (Id+ dt∆)−1ζt.
En utilisant un schéma centré pour la discrétisation de l’opérateur Laplacien ∆, l’opérateur discret
(Id+ dt∆) est à diagonale dominante et est donc inversible quel que soit dt. L’utilisation d’un tel
schéma dissipatif se justifie par le fait que l’on considère ici l’espérance de la divergence guidée
dans le temps par un bruit Brownien.
5.4.2.3 Mise en œuvre des modèles direct et adjoint
À partir des schémas de discrétisation présentés, la vorticité et la divergence du champ de
vitesse peuvent être intégrées de manière stable dans le temps. Le champs de vitesse est mis à
jour à chaque itération à partir des valeurs courantes de la vorticité et de la divergence par la
relation (5.9). Le modèle adjoint est déduit de la discrétisation du modèle direct. Des valeurs
intermédiaires de la vorticité et de la divergence sont donc stockées er recalculées afin de pouvoir
calculer l’adjoint numérique exact, comme décrit dans la section 3.5.2 du chapitre 3.
5.4.3 Observations des écoulements fluides
Nous décrivons à présent les deux modèles d’observation utilisés pour notre système d’assi-
milation de champs denses de mouvements fluides à partir d’observations images. Comme dans
le cas des courbes du chapitre précédent, on discernera les observations indirecte et directe des
données photométriques. Dans le premier cas, on fera l’hypothèse que l’on dispose de mesures
de mouvement estimées préalablement. Dans un second temps, on s’appuiera directement sur la
fonction de luminance pour estimer le mouvement.
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5.4.3.1 Observations de champs de vitesse
Comme les mouvements fluides sont supposés continus et définis sur tout le domaine de
l’image, on fait l’hypothèse qu’une observation vobs du champ de mouvement est disponible.
Cette mesure de mouvement peut être obtenue par un estimateur de champ dense. On utilise ici un
estimateur dédié [48]. En se référant à l’équation (5.9), l’équation d’observation est définie par
Y = vobs = H1(ξ, ζ) + ²,
H1(ξ, ζ) =∇⊥G ∗ ξ +∇G ∗ ζ,
(5.22)
où l’on rappelle que ² est le bruit de covariance R de la mesure Y . Cet opérateur d’observation lie
les mesures de mouvement vobs à la variable d’état χ = [ζ, ξ]
T
. Cet opérateur d’observation est
linéaire par rapport à χ, son opérateur tangent linéaire n’est donc rien d’autre que lui même :
∂χH1(χ′) = H1(χ′). (5.23)
Cependant, comme cet opérateur réalise une convolution, l’expression de son adjoint ∂χH∗G n’est
pas triviale. La démonstration donnée dans l’Annexe B permet de définir explicitement l’opérateur
adjoint par :
∂χH∗1 = −H1. (5.24)
Cette première application consiste donc à lisser des champs de vitesse observés selon une loi
dynamique. On utilise donc ici des pseudo-observations, puisque l’on n’observe pas directement
les images, mais une quantité calculée à partir des images. Nous allons à présent aller un peu plus
loin, en estimant directement les champs de vitesse à partir des séquences d’images.
5.4.3.2 Observations images
En partant de l’ECMA, il est possible de calculer le flot apparent entre deux images, en sup-
posant que le vecteur de mouvement pour un pixel x est constant dans un voisinage de taille
n [117] :
Kn ∗
(
∂I(x, t)
∂t
+∇I(x, t) · v(x, t)
)
≈ 0, (5.25)
où I est la fonction de luminance et Kn est un noyau gaussien de taille n. La variable d’état χ est
toujours connectée au champ inconnu v par la relation (5.9). Ainsi, l’équation d’observation est
cette fois donnée par :
Y = Kn ∗ It = H2(ζ, ξ) + ²,
H2(ζ, ξ) = −Kn ∗ ∇I · (∇⊥G ∗ ξ +∇G ∗ ζ),
(5.26)
avec ², le bruit de mesure de covariance R. L’opérateur d’observation H2 est linéaire par rap-
port à la variable d’état χ = [ζ, ξ]
T
. L’opérateur tangent linéaire est donc identique. En utilisant
l’Appendice B, l’expression de l’opérateur adjoint pour une petite perturbation Y ′ est donné par :
∂χH∗2Y ′ = −H1(K − n ∗ IxY ′,K − n ∗ IyY ′).
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5.4.4 Initialisation
Dans le cas des pseudo-observations (paragraphe 5.4.3.1), l’initialisation de la variable d’état
χ = [ξ, ζ]T est simplement donnée par l’estimation de champ dense disponible entre les deux
premières images de la séquence.
Dans le cas de l’observation directe des images (paragraphe 5.4.3.2), cette même initialisation peut
aussi être utilisée. Cependant, le procédé peut être rendu autonome en prenant une initialisation
nulle. Pour gérer les grands déplacements, le schéma multirésolution décrit dans le paragraphe
5.2.1.3 est alors utilisé. Une séquence de pyramides d’images est ainsi créée à partir de la séquence
originale. La vorticité et la divergence du champ de vitesse sont estimées sur toute la séquence à
l’échelle la plus grossière. Elles sont ensuite projetées et corrigées à des échelles de plus en plus
fines, jusqu’à la résolution maximale de l’image.
5.4.5 Système d’optimalité
Pour les deux modèles d’observation présentés (champs de vecteurs et images), la fonction-
nelle que l’on cherche à minimiser s’écrit :
J3(w, η) =
1
2
∫ tf
t0
||Y (t)−H(χ(t))||2Rdt+
1
2
∫ tf
t0
||w(t)||2Qdt+
1
2
||η||2B.
En partant d’un a priori χ0 sur la condition initiale des variables d’états, le système d’optimalité
considéré pour le suivi de champs de vecteurs peut ainsi être résumé par :
∂tχ+M(χ) = w,
χ(t0) = χ0 + η,
λ(tf ) = 0,
−∂tλ(t) + (∂χM)∗λ(t) = (∂χH)∗R−1(t)(Y (t)−H(χ(t))),
∂wJ3 = Q−1(∂tχ+M(χ))− λ,
∂ηJ3 = −λ(t0) +B−1(χ(t0)− χ0).
(5.27)
Les seuls paramètres de la méthode sont une nouvelle fois les matrices de covariance de l’initia-
lisation B, des observations R(t) et du modèle Q(t). Dans les applications de ce chapitre, ces
matrices sont supposées diagonales et de valeurs constantes. Pour la matrice d’initialisation, nous
avons systématiquement choisi B = 0.1. Concernant la matrice de covariance du modèle , nous
avons fixé Q(t) = 0.001 pour les séquences synthétiques où la dynamique est quasiment respec-
tée et Q(t) = 0.1 pour les applications réelles. Les matrices de covariance des observations R(t)
sont quant à elles définies suivant le modèle d’observation considéré. Pour le modèle de pseudo-
observations (où l’on observe des champs denses calculés par flot optique), on prend R(t) = 10.
Lorsque l’on observe directement les images, une fonction robuste est alors introduite afin de
prendre en compte les petits gradients des images :
R(t) = Rmin + (Rmax −Rmin)(exp(−||∇I(t)||
2
σ
)),
avec Rmin = 10 et Rmax →∞. En pratique, le seuil σ a été fixé a 0.9. Ainsi, en cas d’absence de
gradient en un point, l’observation n’est pas considérée.
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5.4.6 Résultats
Afin de démontrer l’apport de l’assimilation des champs de mouvement fluides, la méthode
proposée est appliquée sur une séquence turbulente 2D composée d’images synthétiques de parti-
cules. Cette séquence de 50 images est obtenue par une simulation numérique directe de l’équation
de vorticité-vitesse [37]. Dans un premier temps, les pseudo-observations décrites dans la section
5.4.3.1 sont utilisées. La figure 5.3 compare les champs de vorticité des champs de vecteurs réels,
observés et assimilés. On peut observer que l’assimilation ne fait pas que débruiter les observa-
tions obtenues par un estimateur de flot optique spécifique [48]. En effet, les petites structures sont
aussi récupérées grâce à l’introduction de la loi dynamique. Des résultats d’évaluation quantitatifs
sont présentés dans la figure 5.4. Les erreurs des champs observés et assimilés sont comparées
aux valeurs réelles de la simulation numérique. Le processus d’assimilation permet d’augmenter
significativement la qualité de l’estimation du champ de mouvement. On voit aussi que même si
certaines observations fournies par l’estimateur sont erronées, le processus d’assimilation permet
de lisser ces erreurs et produit une séquence de champs continus dans le temps.
L’assimilation est ensuite réalisée en observant directement les images, il s’agit alors de l’es-
timateur de mouvement autonome décrit dans la section 5.4.3.2. Les résultats sont d’une qualité
bien supérieure à ceux obtenus avec l’utilisation des pseudo-observations, comme l’illustre la fi-
gure 5.6. En effet, lorsque l’on observe des champs de mouvement, le résultat est dépendant de
la qualité de ces pseudo-observations. Par exemple, les grandes échelles absentes des champs de
vecteurs observés ne peuvent pas être récupérées par le système d’assimilation. Ceci s’observe fa-
cilement sur le spectre de la vorticité présenté dans la figure 5.5. Les petites échelles sont aussi plus
précises et suivent presque parfaitement le spectre de la vorticité réelle de la simulation numérique.
Le résultat est encore plus frappant lorsque l’on applique les deux méthodes à la séquence
d’images scalaires synthétiques créées par le même écoulement que pour la séquence de par-
ticules, comme l’illustre la figure 5.7. En effet, dans cette séquence, les images possèdent de
grandes zones uniformes peu contrastées (ligne a), et les techniques d’estimation de mouvement
dense classiques (ou même les techniques de corrélation) donnent de très mauvais résultats
(ligne c). L’assimilation des pseudo-observations obtenues par flot optique ne donne donc
pas de résultats satisfaisants (ligne d). En introduisant observant directement les images, les
estimations obtenues sont bien plus proches des vraies valeurs de la simulation numérique (ligne
e). L’analyse de l’écart quadratique moyen présenté dans la figure 5.8 montre une nouvelle fois
que l’assimilation des mesures image donne une meilleure précision que l’estimation classique
du flot optique. Les grandes échelles de l’écoulement sont aussi mieux estimées, comme l’illustre
le spectre de la vorticité présenté dans la figure 5.9.
La méthode est enfin appliquée à une séquence infrarouge météorologique décrivant l’évolu-
tion du cyclone Vince sur l’Océan Atlantique. Il s’agit d’une séquence composée de 20 images
acquises le 9 octobre 2005 de 00H00 à 5H00 par le satellite Météosat Seconde Génération6. Les
résultats complets en terme de vorticité sont présentés dans la figure 5.10. L’utilisation de pseudo-
observations image (ligne b ) mène aux résultats présentés sur la ligne (c). En assimilant directe-
ment les images, les résultats en terme de vorticité du champ estimé sont assez différents (ligne d)
de ceux obtenus avec les pseudo-observations. Tout d’abord, le centre du cyclone et l’amplitude
de la vitesse sont bien mieux estimés en observant directement les images. On aperçoit de plus en
haut à droite l’estimation d’un vortex inverse (en bleu) que les pseudo-observations ne percevaient
6Nous remercions le Laboratoire de Météorologie Dynamique pour nous avoir fournit cette séquence.
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a)
b)
c)
d)
t=10 t=30 t=50
FIG. 5.3: Séquence particules, simulation numérique 2D, assimilation des pseudo-observa-
tions image. a) Séquence d’images de particules. b) Vorticité réelle. c) Vorticité du champ observé
par l’estimateur de flot optique. d) Vorticité du champ assimilé .
pas et qui est cohérent par rapport à la dynamique du cyclone.
Nous avons ici considéré tous les points du domaine image de façon uniforme. Ces points
peuvent cependant correspondre à des couches nuageuses d’altitude très différentes devant être
traitées séparément. Ce type d’estimation par couche sera détaillé dans le chapitre 7.
La méthode d’assimilation des champs de vecteurs vitesse par observation directe de l’in-
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FIG. 5.4: Séquence particules, comparaison des erreurs. Les Érreurs Quadratiques Moyennes
des champs de vitesse estimés sur les 50 images de la séquence particules sont comparées pour
les 3 méthodes : vitesses obtenues par l’estimateur de flot optique (en bleu), vitesses du résultat
de l’assimilation des mesures fournies par l’estimateur de flot optique (en rouge) et vitesses du
résultat obtenu en assimilant directement l’intensité lumineuse des images (en vert).
FIG. 5.5: Séquence particules, spectre de la vorticité. Les spectres des différentes vorticités ob-
tenues à partir des images de particules sont ici comparés : vorticité réelle (en noir), vorticité ob-
tenue par l’estimateur de flot optique (en bleu), vorticité du résultat de l’assimilation des mesures
fournies par l’estimateur de flot optique (en rouge) et vorticité du résultat obtenu en assimilant
directement l’intensité lumineuse des images (en vert).
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a)
b)
t=10 t=30 t=50
FIG. 5.6: Séquence particules, simulation numérique 2D, assimilation directe des images. a)
Vorticité réelle. b) Vorticité du champ assimilé.
tensité lumineuse est donc très performante lorsque l’on a une bonne idée de la dynamique du
phénomène visualisé. Les résultats en terme de champs de vitesse reste toutefois très précis,
comme le montre la figure 5.11 où le champ de vitesse estimé a été superposé aux images. Ces
derniers résultats illustrent le fait que les estimations fournies par la méthode proposée sont
complètement cohérentes avec le phénomène visualisé.
En prenant à présent la séquence d’images Vince acquises sur le canal visible du satellite
Météosat Seconde Génération, on peut suivre le cyclone pendant la nuit. Plus précisément, les
pseudo-observations, calculées par flot optique, ne sont alors disponibles que le jour et absentes
du 9 octobre à 19H00 jusqu’au 10 octobre à 8H00. La fenêtre d’assimilation est alors prise sur
24 heures en englobant cette période d’occultation, et les champs observés sont lissés afin d’es-
timer le déplacement du cyclone au cours de la nuit. Les matrices de covariance d’observations
correspondantes R(t) sont donc fixées à l’infini pendant les images de nuit. Les champs de vec-
teurs ainsi obtenus sur les images du canal visible sont superposés aux images infra-rouge dans
la figure 5.12, afin d’évaluer visuellement la qualité de l’estimation. Étant donné que le cyclone
accélère sa course au cours de la nuit, l’estimation n’est pas parfaite. Cependant, cette technique
de lissage permet d’obtenir une idée du chemin parcouru par le cyclone, grâce à la loi dynamique
sous-jacente.
5.5 Conclusion
Dans ce chapitre, un aperçu des techniques permettant d’estimer des champs de mouvement
dans des séquences d’images a été donné. L’application de ces méthodes aux images de phéno-
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mènes fluides a ensuite été plus amplement détaillée. Enfin, une nouvelle méthode permettant
d’estimer des champs de mouvement respectant une loi dynamique physique sur une séquence
d’images entière a été présentée. L’introduction d’une contrainte dynamique a ainsi permis de ne
plus considérer de régularisation spatiale sans réel sens physique, comme le font les méthodes
classiques d’estimation de champs denses de mouvement. Les résultats de l’approche proposée,
validés sur des séquences synthétiques de mécanique des fluides expérimentale, sont très bons, no-
tamment dans le cas d’images scalaires où les techniques traditionnelles éprouvent des difficultés
face à l’homogénéité des données. De plus, l’introduction d’une loi dynamique permet d’estimer
naturellement les petites échelles des écoulements, tandis que les techniques classiques de flot
optique sont limitées aux grandes structures cohérentes du mouvement. La méthode a ensuite été
appliquée à des cas réels et des résultats prometteurs ont été obtenus sur des séquences météoro-
logiques.
Nous avons considéré deux modèles de mesure en observant indirectement ou directement
l’intensité lumineuse des images. Dans le cas des pseudo-observations correspondant à la
publication [140], si le bruit des estimations fournies par un algorithme de flot optique est trop
grand, la méthode aura tendance à développer des petites échelles incohérentes du mouvement.
En observant directement les images, on évite alors l’utilisation d’estimateurs externes possédant
leurs propres paramètres. Cette dernière technique a été elle aussi publiée dans [139].
À partir de cette assimilation des vitesses, il est possible, dans le cas de phénomènes fluides,
de coupler le suivi de courbes et de champs de vitesse dans un processus d’assimilation conjoint.
Dans le cas de séquences d’images présentant des objets rigides, le mouvement obéit sous une
hypothèse d’accélération nulle à une équation de conservation de la vitesse. Ce type de contrainte
permettra d’effectuer une tâche de suivi visuel d’objets, malgré la présence d’occultations par-
tielles ou totales de la cible.
Dans le chapitre suivant, nous verrons qu’il est possible d’exhiber différentes représentations
du mouvement et des lois dynamiques pertinentes suivant les applications considérées.
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t=10 t=30 t=50
FIG. 5.7: Séquence scalaires, simulation numérique 2D. a) Séquence d’images scalaires. b)
Vorticité réelle. c) Vorticité des pseudo-observations calculées par flot optique. d) Vorticité du
champ assimilé avec les pseudo-observations e) Vorticité du champ assimilé avec les observations
image.
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FIG. 5.8: Séquence scalaire, spectre de la vorticité. Les spectres des différentes vorticités obte-
nues à partir des images de particules sont ici comparés : vorticité réelle (en noir), vorticité obte-
nue par l’estimateur de flot optique (en bleu), vorticité du résultat de l’assimilation des mesures
fournies par l’estimateur de flot optique (en rouge) et vorticité du résultat obtenu en assimilant
directement l’intensité lumineuse des images (en vert).
FIG. 5.9: Séquence scalaire, comparaison des erreurs. Les courbes violette et rouge décrivent
l’Érreur Quadratique Moyenne de la vorticité des 50 champs calculés par flot optique sur les
séquences scalaires et particules. Les courbe verte et bleue présentent les erreurs correspondantes
à la vorticité des champs obtenus par assimilation sur les mêmes séquences.
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t=1 t=7 t=13 t=19
FIG. 5.10: Cyclone Vince. (a) Séquence d’images. (b) Cartes de vorticités des pseudo-
observations. (c) Cartes de vorticité des champs assimilés avec les pseudo-observations. (d)
Cartes de vorticité des champs assimilés avec les observations images.
t=1 t=10 t=20
FIG. 5.11: Cyclone Vince 2. Champs de mouvements estimés par assimilation directe des mesures
de l’intensité lumineuse.
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14H00 le 09/10/05 16H00 le 09/10/05
18H00 le 09/10/05 20H00 le 09/10/05
22H00 le 09/10/05 24H00 le 09/10/05
2H00 le 10/10/05 4H00 le 10/10/05
6H00 le 10/10/05 8H00 le 10/10/05
10H00 le 10/10/05 12H00 le 10/10/05
FIG. 5.12: Suivi du Cyclone Vince de nuit. Les champs assimilés à partir des pseudo-observations
calculées sur les images du canal visible sont superposés aux images infrarouge. Il y a donc une
occultation des données du 9 octobre à 19H00 jusqu’au 10 octobre à 8H00.
Chapitre 6
Suivi couplé de courbes et de
mouvement
6.1 Introduction
Le but de ce chapitre est de montrer que le système de suivi de courbes précédemment
introduit dans le chapitre 4 peut être enrichi en considérant un suivi couplé de l’objet et de
son mouvement. L’idée consiste à augmenter la dimension de la variable d’état en ajoutant une
représentation du mouvement. Une loi de conservation du mouvement cohérente doit donc être
ajoutée au système d’assimilation.
La difficulté principale concerne le choix d’une loi d’évolution adéquate pour le champ de mou-
vement. Deux différents types d’application sont ici considérées séparément : les mouvements
fluides et les mouvement d’objets réels.
En effet, dans le cas de mouvements fluides, la courbe suivie ne délimite pas les frontières d’un
objet spécifique. Le fluide est une entité plus globale, son mouvement est a priori indépendant
de la position de la courbe d’intérêt. La courbe suivie n’est ici qu’un traceur de mouvements
très complexes régis par des lois physiques. Nous sommes donc en présence d’un problème
d’assimilation faiblement couplé où les deux variables (courbe et mouvement) ne sont que
faiblement interdépendantes. Même si l’évolution de la courbe dépend fortement de la dynamique
du champ de vitesse sous-jacente, la réciproque n’est pas nécessairement vérifiée. En effet, la
loi de conservation du champ de vitesse ne dépend pas, sauf cas particuliers comme les courbes
d’iso-vorticité, de la position de la courbe.
Le cas des mouvements d’objets naturels dans les séquences d’images est complètement diffé-
rent. Le fond de l’image et l’objet suivi ont leurs propres mouvements et possèdent des différences
photométriques. La courbe délimitant l’objet cible est aussi une frontière de discontinuité pour le
mouvement dans l’image. Le support du mouvement décrivant la trajectoire de l’objet est donc
entièrement dépendant de la position de la courbe descriptive. Dans ce second cas, il s’agit d’un
problème d’assimilation fortement couplé.
Dans la section suivante, nous abordons en premier lieu le cas des mouvements fluides.
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Dans cette section, les travaux présentés dans les deux chapitres précédents sont combinés.
6.3 Suivis successifs
Comme le système mis en place dans le cas fluide est faiblement couplé, l’assimilation de
courbe et de champs de vitesse est dans un premier temps réalisée successivement. Les com-
posantes du mouvement ne dépendant que faiblement de celles de la courbe, on peut donc les
assimiler dans une première phase au moyen de la technique présentée dans le chapitre 5. Une fois
les champs de vitesse calculés sur l’ensemble de la séquence, les courbes peuvent à leur tour être
assimilées. En combinant la dynamique de mouvement sur la vorticité et la divergenceχ = [ξ, ζ]T
avec la loi d’évolution de la courbe Φ (4.12) présentée dans le chapitre 4, on obtient un modèle
dynamique complet pour la fonction d’étatX = [Φ, ξ, ζ] regroupant la représentation de la courbe
et du mouvement :
∂
∂t
Φξ
ζ
+
∇Φ · v − ε
(
∆Φ− ∇
T
Φ∇2Φ∇Φ
||∇Φ||2
)
v ·∇ξ + ξ · ζ − νξ∆ξ
−νζ∆ζ
 = w. (6.1)
Comme on suppose que la dynamique d’un mouvement fluide est assez précise, la matrice de
covariance du modèle a été fixée comme un scalaire de faible valeur (Q = 0.001) pour toutes les
séquences. L’étape d’assimilation du champ des vitesses peut être vue comme un post-traitement
ou de calcul (dans le cas de l’observation directe des images) des champs denses de vitesses
fluides. Les matrices de covariance de l’initialisation et des observations ont quant à elles été
fixées comme des matrices diagonales à valeurs constantes (typiquement B = 0.1 et R = 10).
Il est important de noter que, dans ce premier système dynamique, les assimilation de vitesse
et de courbes sont réalisées successivement. Les modèles adjoints associé à la courbe et au
mouvement ne sont donc pas corrélés.
L’utilité d’une assimilation successive de courbe et de champ de mouvement est démontrée
sur une séquence Infra-rouge météorologique présentant un cyclone au-dessus de l’océan Indien.
La figure 6.1 montre la position finale de la courbe après une simple intégration avant de la courbe
initiale, avec et sans assimilation préalable des champs de vitesse.
Dans un premier temps, les champs de vitesse sont des données déterministes, des entrées du
système qui se révèlent assez bruitées (comme dans le chapitre 4). Une seconde expérience est
réalisée en appliquant le processus d’assimilation des champs de vitesse décrit dans le chapitre 5.
Comme le montre la position finale de la courbe à la fin de l’intégration, le mouvement assimilé
correspond bien mieux au déplacement réel du cyclone. Ceci permet donc d’améliorer le processus
d’assimilation des courbes puisque la courbe d’iso température est mieux déplacée en considérant
un suivi couplé. Les résultats finaux sur les courbes et les vorticités sont présentés dans la figure
6.2. La colonne (a) montre les différentes lignes de niveaux photométriques utilisées comme ob-
servations pour la courbe. La colonne (b) présente les cartes de vorticité des champs de vitesse
observés. Ces mesures constituent des observations bruitées du système courbe-mouvement que
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FIG. 6.1: Position finale de la courbe sur l’image 19. Gauche : Initialisation de la courbe sur la
première image. Milieu : Position finale de la courbe sans assimilation de mouvement. Droite :
Position finale de la courbe avec assimilation de mouvement.
l’on souhaite suivre. Les observations de mouvement exhibent d’ailleurs d’évidentes discontinui-
tés temporelles. La courbe assimilée surimposée aux images originales et les cartes de vorticité
des champs de vitesse solutions sont respectivement présentées dans les colonnes (c) et (d).
Comme troisième expérience, nous avons réalisé un suivi de partitions de couches nuageuses
à des altitudes différentes. On considère ainsi trois partitions représentant des nuages d’altitude
haute, moyenne et basse. Le suivi est appliqué sur une séquence de 8 images (équivalentes à 4
heures) du canal Infra-rouge d’un satellite MeteoSat Seconde Génération. Sur de telles images
satellitaires, les nuages de basse altitude sont partiellement occultés par les plus hauts. Les
observations des différentes couches sont obtenues par un système de classification instantanée
des couches de nuages. Ces masques sont fournis par EUMETSAT, le consortium européen
en charge de l’exploitation des satellites météorologiques METEOSAT. La technique de suivi
est ensuite appliquée indépendamment à chaque couche nuageuse. Une estimation de champs
de mouvement dense est réalisée sur chaque couche, par la technique développée dans [83].
Cette approche est une extension de [48] pour l’estimation de champs de vents atmosphériques
stratifiés. La technique utilise aussi les cartes de classification et se sert d’un estimateur robuste
pour étendre le champ de vent d’une couche sur tout le domaine de l’image. Dans le cas présent,
la méthode a été appliquée pour trois couches atmosphériques (nuages bas, moyens et hauts). Du
point de vue de l’assimilation, ces trois champs de vent constituent les mesures d’observations du
champ de vitesse. Les cartes de classification utilisées comme observations pour les courbes sont
présentées dans la figure 6.3. Par souci de clarté, on ne montre ici que les résultats concernant
le suivi de courbes. On peut ainsi observer que la technique d’assimilation est capable de suivre
au cours du temps différentes cartes de classification. Même si les nuages bas sont partiellement
occultés,. le processus d’assimilation permet de reconstruire une partie de cette couche nuageuse.
Les parties récupérées sont indiquées avec différentes couleurs. Comme la séquence est courte, la
surimposition des couches de nuage n’est pas très importante. Cependant, ces résultats montrent
la capacité de la méthode à gérer des problèmes de suivi de courbes complexes. Notons enfin que,
comme pour la composante de la courbe, l’assimilation permet d’étendre la vitesse d’une couche
à ses zones occultées.
Finalement, le suivi du cyclone Vince est réalisé dans la figure 6.4. On utilise une nouvelle
fois l’opérateur d’observation directe des images reposant sur les probabilités de densités locales
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t=1
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t=16
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FIG. 6.2: Séquence du cyclone . (a) Échantillons des courbes observées. (b) Cartes de vorticité
observées. (c) Courbes assimilées. (d) Cartes de vorticité des champs de vitesse assimilés.
(équations. 4.18-4.19). Cet exemple illustre le fait que les changements de topologie de l’œil du
cyclone sont parfaitement retrouvés par la méthode.
6.3.1 Suivis couplés
À partir de ces travaux sur l’assimilation successive des champs de vecteurs fluides et des
courbes, un vrai modèle couplé entre courbes et mouvement peut être envisagé. Le modèle dy-
namique de la courbe est guidé par le champs de vitesse, une assimilation conjointe des deux
variables peut alors permettre d’estimer le mouvement en observant les déformations de courbes
suivies au cours d’une séquence d’image. On se place ici dans un cadre de dynamique simplifié
ou seule la vorticité du champ de vitesse est considérée :{
∂ξ +∇ξ · v = ²1∆ξ
∂tΦ+ (v · n− ²2κ) ‖∇Φ‖ = 0 (6.2)
Le lien entre les deux équations est donné par l’intégrale de Biot-Savart :
v = ∇⊥G ∗ ξ,
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t=1
t=4
t=8
FIG. 6.3: Séquence de couches de nuages. Colonne de gauche : Échantillon des couches observées.
Colonne de droite : Résultats après assimilation. Sur la colonne de gauche, le bleu, le rouge et le vert
indiquent la présence de nuages hauts, moyens et bas. Sur la droite, les résultats font apparaître de nouvelles
couleurs correspondant aux intersections entre couches. Par exemple, le bleu clair indique la superposition
de nuages hauts et moyens, le jaune celle de nuages moyens et bas.
où G est le noyau de Green.
Il s’agit d’une assimilation avec modèle dynamique parfait, comme défini dans la section
3.2.1. Le contrôle du système porte donc uniquement sur la vorticité et la courbe initiale.
Contrairement à la sous-section précédente, les équations du système 6.2 sont assimilées
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Initialisation t = 1 t = 4 t = 7
t = 10 t = 13 t = 16 t = 19
FIG. 6.4: Séquence Vince. L’initialisation est donnée par la première image, le suivi obtenu avec
la méthode d’assimilation considère toutes les déformations de l ’œil du cyclone.
conjointement. Le modèle adjoint fait alors intervenir un réel couplage entre modèles de courbe
et de mouvement grâce à l’adjoint du terme de transport de la courbe.
Le modèle de mesure associé à cette dynamique est donné par l’opérateur d’observation image
basé sur les histogrammes d’intensité lumineuse (équation 4.19) créé pour le suivi de courbe :
F (φ, I)(x, t) = [1− dB(ρVx , ρo)]2 1φ(x)<0 + [1− dB(ρVx , ρf )]2 1φ(x)≥0,
où dB est la distance de Bhattacharia et ρo et ρf sont les histogrammes de référence de l’objet et
du fond.
Nous avons appliqué cette nouvelle approche à la séquence décrivant le cyclone. Les résultats
sont présentés dans la figure 6.5. Le système est initialisé par une surface de vorticité et la selection
d’une courbe d’intérêt sur la première image de la séquence. L’intégration de la vorticité initiale est
illustrée dans la colonne (a). Cette vorticité guide le premier développement de la courbe (colonne
(b)). A la fin du processus d’assimilation couplé, la vorticité et la courbe initiales ont été corrigées
et mènent aux résultats des colonnes (c) et (d).
Comme seconde expérimentation, nous avons suivi un vortex créé par le passage d’une aile
d’avion1. Les résultats sont présents dans la figure 6.6.
Le mouvement a été initialisé avec une vorticité nulle, la courbe ne se déplace donc pas lors de
la première intégration du système (colonne (a)). Au fur et à mesure des itérations (colonne (b)),
le mouvement estimé permet de recaler la courbe aux images, jusqu’à ce que le suivi corresponde
très précisément au phénomène visualisé (colonne (c)).
Ces exemples montrent que le procédé permet d’utiliser les déformations visibles d’un courbe
suivie pour estimer le mouvement du système physique sous-jacent. Le mouvement initial est
en effet corrigé pour que l’évolution dans le temps de la courbe initiale respecte les contraintes
photométriques de la séquence d’images. Le modèle dynamique impliqué dans nos applications
1Nous remercions l’ONERA pour nous avoir fourni cette séquence d’images
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t=1
t=4
t=8
t=11
(a) (b) (c) (d)
FIG. 6.5: Séquence du cyclone, assimilation couplée. (a) Intégration de la vorticité initiale. (b)
Intégration de la courbe initiale suivant la vorticité initiale. (c) Intégration de la vorticité finale.
(d) Intégration de la courbe finale suivant la vorticité finale.
est bien sûr très simple, mais l’idée pourrait être adaptée pour des systèmes plus complexes.
Dans les applications météorologiques, on sait que seuls certains types de nuages ont une dyna-
mique respectant les vents atmosphériques. La connaissance a priori de l’histogramme d’intensité
de ces nuages doit ainsi permettre d’assimiler directement les données images satellitaires. De
manière équivalente, les histogrammes correspondant aux nuages ne respectant pas les contraintes
de la dynamique atmosphérique seront attribués à l’histogramme du fond ρf .
En océanographie, les images décrivant l’évolution d’icebergs pourraient également être di-
rectement utilisées avec ce système couplé.
6.4 Suivi d’objets naturels
Dans le cas d’objets naturels, rigides ou déformables, la situation est complètement différente.
En effet, la courbe et son mouvement sont fortement couplés. On traite alors un problème croisé
qui doit être résolu alternativement. Les matrices de covariance d’observation feront ainsi interve-
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t=1
t=10
t=20
t=30
(a) (b) (c)
FIG. 6.6: Séquence du vortex, assimilation couplée. Le système est initialisé avec une vorticité
nulle. (a) Intégration de la courbe initiale suivant la vorticité initiale. (b) Résultat intermédiaire.
(c) Intégration de la courbe finale suivant la vorticité finale.
nir un couplage entre assimilation de courbe et de mouvement.
Aucune loi physique ne peut être utilisée pour décrire de façon générale les mouvements d’ob-
jets naturels dans les vidéos. Dans les applications de suivi, il est donc difficile de définir une loi
permettant de prévoir avec certitude la trajectoire d’un objet. Des modèles généraux de dynamique,
tels que vitesse ou accélération constantes, sont communément utilisés [97]. Le travail présenté re-
pose aussi sur ce type de modèle. On considérera néanmoins deux représentations différentes du
mouvement : un modèle dense défini sur l’image entière et un champ paramétrique affine défini à
l’intérieur de la courbe représentant l’objet suivi.
6.4.1 Champ dense de mouvement
6.4.1.1 Loi d’évolution pour le champ dense de mouvement
Commençons par décrire la loi d’évolution utilisée. Dans cette approche, la vitesse est supposé
constante, à une fonction de contrôle wv près, le long de la trajectoire d’un point. Ceci se traduit
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de manière différentielle comme :
dv
dt
= wv. (6.3)
Selon les deux composantes de la vitesse v = [u, v]
T
, la loi d’évolution pour le champs dense
peut s’écrire : {
∂u
∂t +∇u · v = wu,
∂v
∂t +∇v · v = wv,
(6.4)
où wu et wv sont des fonctions de contrôle dont les covariances associées sont fixées comme des
matrices diagonales constantes. En combinant le système d’évolution de la courbe (4.12) et la
dynamique de mouvement (6.4), un modèle couplé pour la fonction d’état [Φ, u, v]T est obtenu :
∂
∂t
Φu
v
+
∇Φ · v − ε
(
∆Φ− ∇
T
Φ∇2Φ∇Φ
||∇Φ||2
)
∇u · v
∇v · v
 = w. (6.5)
Les différentes mesures liées à cette loi doivent maintenant être définies.
6.4.1.2 Observations des champs denses
Comme le mouvement guide la courbe, il est nécessaire d’avoir de bonnes mesures de mou-
vement. Les observations de champs denses sont obtenues par la technique du flot optique sur
chaque image de la séquence. En cas d’occultation, ces mesures de mouvement ne décrivent plus
la trajectoire de l’objet suivi mais celui de l’objet occultant. On fera donc l’hypothèse que l’objet
est visible sur les deux premières images de la séquence. L’observation initiale de son mouvement
permet ainsi de représenter la trajectoire initiale de l’objet. Les mesures de mouvement obtenues
par flot optique sont ensuite assimilées avec des matrices de covariances appropriées, afin de ne
considérer que les zones de mouvement reliées à l’objet suivi. Deux cas doivent être traités sépa-
rément, suivant le modèle d’observation de courbes considéré :
- Modèle d’observations de courbes bruitées : Dans ce type de modèle présenté dans le para-
graphe 4.4.6.1, des courbes bruitées ou incomplètes sont supposées disponibles quand l’ob-
jet est entièrement ou partiellement visible. Ces courbes observées sont obtenues grâce à un
algorithme externe de segmentation. Des procédés simples reposant sur le seuillage photo-
métrique peuvent être utilisés. Ce type de mesure permet d’obtenir directement la zone de
l’image où l’objet est supposé visible, en faisant l’hypothèse qu’il n’y a pas d’ambiguïté
photométrique sur l’objet suivi. Les matrices de covariance d’observations du mouvement
peuvent ainsi être définies à partir des mesures disponibles des courbes :
R(x, t,x, t) = Rmin + (Rmax −Rmin)1Yobs>0. (6.6)
Ainsi, les mesures de champs denses ne sont utilisées que dans les zones de l’image où
l’objet est visible. Dans toutes nos applications, nous avons fixé Rmin = 10 et Rmax = 50.
- Modèle d’observations image : Lorsque le modèle de mesure est directement lié à l’inten-
sité lumineuse de l’image (paragraphe 4.4.6.2) ou à des histogrammes locaux (paragraphe
4.4.6.3), la situation est plus problématique, puisque l’on n’observe plus des courbes. En
considérant les paramètres photométriques définissant l’objet et le fond (mo\mb ou ρo\ρb),
136 6.4 Suivi d’objets naturels
il est possible de générer des matrices de covariance d’observations du mouvement adaptées
aux mesures :
R(x, t,x, t) = Rmin+ (Rmax −Rmin)1|I(x,t)−mo|>|I(x,t)−mb| (§paragraphe4.4.6.2)
R(x, t,x, t) = Rmin+ (Rmax −Rmin)1dB(ρVx ,ρo)<dB(ρVx ,ρb) (paragraphe4.4.6.3)
(6.7)
Les valeurs fortes de la covariance (Rmax = 20) sont associées aux points appartenant au fond
tandis que les valeurs faibles (Rmin = 5, où la confiance est bonne) correspondent à l’objet
d’intérêt. Les matrices de covariance d’observations du mouvement permettent de ne considérer
le mouvement que dans les zones de l’image correspondant à l’objet suivi. En cas d’occultation,
aucune mesure photométrique n’est considérée.
6.4.2 Modèle de vitesse affine
Dans certains cas (objets quasi planaires ou éloignés), il est possible de considérer une repré-
sentation paramétrique affine du mouvement sur la région correspondant à l’objet cible.
6.4.2.1 Loi d’évolution
Comme précédemment avec l’équation (6.3), on fait l’hypothèse que l’objet est animé d’une
vitesse constante le long de sa trajectoire, à une fonction de contrôle près. Le mouvement appa-
rent de la zone délimitée par le contour de l’objet est désormais représenté par un mouvement
paramétrique affine :
v(x, t) = S(t)x+ T (t) ∀x∈ Ω tel que Φ(x) < 0, (6.8)
où S(t) est la matrice de rotation et divergence et T (t) est un vecteur de translation. En combinant
les équations (6.3) et (6.8), on obtient la relation :(
∂S(t)
∂t
+ S2(t)
)
x+
∂T (t)
∂t
+ S(t)T (t) = wv ∀x ∈ Ω tel que Φ(x) < 0. (6.9)
Comme cette équation doit être respectée pour tous les points x à l’intérieur de l’objet, on en
déduit le système suivant : {
∂S(t)
∂t + S
2(t) = wS ,
∂T (t)
∂t + S(t)T (t) = wT ,
(6.10)
où wS et wT sont des fonctions de contrôle dont les matrices de covariances associées sont fixées
comme des matrices diagonales constantes. Si S−1(t0) existe, alors il existe une solution au sys-
tème d’équations (6.10) : {
S(t) = (S−1(t0)− Id t)−1,
T (t) = S(t)S−1(t0)T (t0).
(6.11)
Cette solution peut être utilisée comme résultat de l’intégration directe lors du processus d’assi-
milation de la composante de mouvement. Il suffit désormais de joindre la loi d’évolution de la
courbe (4.12) et la nouvelle dynamique de mouvement (6.10) pour obtenir un modèle d’évolution
couplé de la fonction d’état [Φ,S,T ]T :
∂
∂t
ΦS
T
+
∇Φ · v − ε
(
∆Φ− ∇
T
Φ∇2Φ∇Φ
||∇Φ||2
)
S2(t)
S(t)T (t)
 = w. (6.12)
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Il ne reste plus à présent qu’à définir les mesures YS et YT associées aux nouvelles composantes
S et T de la fonctions d’état.
6.4.2.2 Observations de la vitesse affine
Comme pour le modèle de champs denses de mouvement, il est essentiel de disposer de me-
sures de vitesses. Les deux types de modèles d’observation des contours doivent aussi être distin-
gués.
- Modèle d’observations de courbes bruitées : Avec ce modèle de mesure (paragraphe
4.4.6.1), les courbes sont obtenues par des techniques de segmentation externes. Ces
observations de contour permettent de réaliser une estimation paramétrique robuste du
mouvement dans une zone délimitée [22, 134]. Une telle approche permet d’obtenir
directement les composantes de la fonction d’observation YS et YT . Lorsqu’aucune courbe
n’est disponible ou si la courbe observée est trop petite, l’observation de mouvement n’est
pas prise en compte. Les matrices de covariances sont alors fixées, comme dans le cas
précédent avec l’équation 6.6.
- Modèle d’observations image : Lorsque le modèle de mesure des courbes est directement
relié à l’intensité de l’image (paragraphe 4.4.6.2) ou à des histogrammes locaux (paragraphe
4.4.6.3), le seul contour disponible pour lequel il est possible de réaliser une estimation de
mouvement est le contour donné par la condition initiale. Cette simple mesure initiale de
mouvement est bien évidemment insuffisante pour assimiler le mouvement de l’objet sur
toute la séquence. La solution choisie est de considérer également une condition finale sur
la position de la courbe, ce qui a pour conséquence l’ajout d’une équation dans le système
d’assimilation (voir le paragraphe 3.2.2.5). Ainsi, en supposant que l’objet est visible (au
moins partiellement) sur la première et la dernière image de la séquence, les mesures
de mouvement associées à ces deux courbes peuvent être assimilées pour donner une
première approche du mouvement de l’objet au cours de la séquence. Cette esquisse permet
d’effectuer une première assimilation des courbes. Ensuite, les estimations de la position
de la courbe fourniront un support pour exécuter l’algorithme d’estimation paramétrique
du mouvement, et ainsi raffiner les mesures de mouvement. Plus précisément, l’estimation
de mouvement sera seulement réalisée sur le support de la région associée aux points de
covariance d’observation de courbes de faibles valeurs. Les matrices de covariances sont
donc données par l’équation 6.7. Un tel procédé permet d’éviter de réaliser l’estimation de
mouvement sur les parties occultées de l’objet.
On peut noter que le coût de calcul de l’assimilation de vitesses affines est très faible. En effet, les
variables d’état du mouvement sont, dans ce cas, définies par une matrice (2 × 2) et un vecteur
(1 × 2), au lieu d’un champ de vecteurs de la taille de l’image dans le cas du modèle de champ
dense.
6.4.3 Résultats
Comme premier exemple, le suivi de deux courbes représentant les lignes de niveau photomé-
trique de deux véhicules dans une séquence vidéo de 27 images est présenté. On peut observer que
l’un des véhicules cache l’autre durant une longue période. Les lignes de niveaux observées par
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le processus de segmentation sont présentées dans la colonne (a) de la figure 6.7. Une estimation
paramétrique du mouvement est réalisée dans ces zones, puis ces mesures sont assimilées comme
décrit dans la section 6.4.2. Évidemment, il n’y a aucune mesure disponible de la voiture blanche
au cours de son occultation, que ce soit pour sa courbe ou son mouvement. Deux ensembles de
lignes de niveau (une pour chaque objet) ont été utilisés dans cette application. Les colonnes (b) et
(c) de la figure 6.7 présentent les courbes résultantes de l’assimilation pour deux paramétrisations
distinctes. Dans la colonne (b), la matrice de covariance de l’initialisation de la courbe a été
renforcée par rapport à celle des observations de la courbe ; tandis que dans la colonne (c), la
matrice de covariance de l’initialisation de la courbe à de plus petites valeurs. Ainsi, la position
t=1
t=9
t=20
t=27
(a) (b) (c)
FIG. 6.7: Séquence de voitures 2. (a) Échantillon des courbes observée. (b) Courbes solutions
avec une matrice de covariance d’initialisation renforcée. (c) Courbes solutions avec une matrice
de covariance des observations renforcée.
initiale de la voiture entourée de rouge est bien retrouvée dans la colonne (b), mais cette même
voiture est moins bien suivie à la fin de la séquence. A l’opposé, on peut voir sur la colonne (c)
qu’avec plus de degrés de liberté sur l’initialisation, la voiture est bien récupérée à la fin de la
séquence, mais la solution à l’image initiale est un peu détériorée. Cet exemple montre l’influence
des matrices de covariances. Notons au passage que même si la voiture blanche n’a pas une
vitesse constante au cours de son occultation, le processus d’assimilation permet de prédire de
manière assez réussie la position de sa courbe photométrique.
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La technique est à présent appliquée sur une séquence dans laquelle une main change de direc-
tion au cours de son occultation. Les lignes de niveaux correspondant aux observations fournies
par le processus de segmentation sont présentées dans la colonne (a) de la figure 6.8. Il n’y a
donc ni mesure de courbe ni mesure de mouvement entre les images 11 à 35 de la séquence. Les
colonnes (b) et (c) de la figure 6.8 présentent respectivement les résultats finaux correspondant
aux courbes et aux champs paramétriques affines. On peut ici voir que malgré le faible nombre de
courbes observées et une longue occultation, la technique proposée permet de suivre le masque
d’un objet ainsi que son mouvement.
La troisième expérience concerne à nouveau une main. Cette fois, le problème de changement
de topologie est abordé, puisque la main va changer de forme en se fermant au cours d’une oc-
cultation. Pour cette exemple, le modèle de mesures de courbes basé sur les fonctions de densité
de probabilité locales a été utilisé (paragraphe 4.4.6.3). Seules les courbes initiale et finale de la
main sont données, comme le montre la colonne (a) de la figure 6.9. En considérant ces conditions
limites pour la courbe, l’assimilation du mouvement avec le modèle affine est tout d’abord réali-
sée (paragraphe 6.4.2). Cette étape produit une esquisse de la trajectoire du mouvement affine. Le
contour de la main est alors assimilé suivant ce mouvement. Contours et mouvements sont ainsi
alternativement assimilés jusqu’à convergence. La colonne b de la figure 6.9 présente les résultats
des courbes obtenues. Pour un tel exemple, l’assimilation combinée de mouvement et courbe per-
met de trouver une forme dynamique cohérente pour la main occultée.
Enfin, l’efficacité de la méthode de densité de probabilités locales est démontrée sur une sé-
quence réelle. Il s’agit d’un problème d’occultation très difficile, puisque l’on cherche à suivre
un surfer au sein d’un tube d’eau. La seule courbe disponible du surfer est l’initialisation, située
avant l’occultation. Des champs de mouvement denses sont calculés entre chaque couple d’image
de la séquence. Ces mesures de mouvements sont alors assimilées avec des matrices de covariance
adaptées, comme le décrit la section 6.4.1. Les résultats du suivi sont présentés dans la figure
6.10. On peut vérifier visuellement que le suivi couplé de la courbe et du champ dense de mouve-
ment permet de récupérer une position cohérente du surfer au cours de son occultation. Ce dernier
exemple montre que la technique proposée utilise la part d’information pertinente contenue dans
chacune des images afin de produire un suivi spatio-temporel globalement cohérent.
6.5 Conclusion
Dans ce chapitre, le suivi de courbes présenté dans le chapitre 4 a été enrichi par une assimi-
lation conjointe des courbes et de leurs mouvements associés. Cette nouvelle méthode permet de
gérer des occultations totales et persistantes de manière simple et efficace. Il apparaît en effet que
l’introduction d’un suivi du champ de vitesse est un atout indéniable du suivi de courbes proposé.
L’approche permet d’interpoler la position de l’objet dans le sens de son mouvement lors d’occul-
tations totales, ce qui est impossible pour toutes les techniques de la littérature présentées dans la
partie 4.3.
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t=0
t=10
t=20
t=30
t=40
(a) (b) (c)
FIG. 6.8: Séquence de main. (a) Échantillon des courbes observées. (b) Courbes solutions (c)
Champs affines solutions.
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t=0
t=3
t=5
t=8
t=18
t=32
t=36
(a) (b)
FIG. 6.9: Séquence de main 2. (a) Conditions initiale et finale de la courbe. (b) Courbes solutions
après assimilation.
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Initialisation t=0 t=2
t=4 t=6 t=9
t=12 t=15 t=18
t=19 t=20 t=21
FIG. 6.10: Surfer dans un tube. La seule courbe disponible est celle donnée par l’initialisation.
Les résultats du suivi sont présentés pour différentes images de t=0 à t=21.
Conclusion
Dans cette seconde partie, nous avons proposé une nouvelle méthode de suivi couplé de
courbes et de mouvement, reposant sur les principes de l’assimilation de données. Un estimateur
de champs denses fluides a aussi été développé.
Le cas des mesures indirectes extraites à partir des images (les pseudo-observations) a été étudié
en se servant d’algorithmes externes (techniques de segmentation pour les courbes et flot optique
pour le mouvement). Des modèles de mesure permettant d’observer directement les images ont
alors été proposés (modèle de densités de probabilités locales pour les courbes et contrainte du
mouvement apparent pour le mouvement) afin de rendre le système de suivi le plus autonome
possible. L’introduction de l’assimilation de données a ainsi permis de gérer le suivi de variables
de grandes dimensions soumises à des occultations totales de données images (objet masqué lors
du suivi de courbes et estimation de mouvement pendant la nuit sur le canal visible du satellite
Météosat Seconde Génération).
Dans le cas d’objets rigides soumis à des mouvements complexes, il devrait être possible
d’obtenir un nouveau type de suivi complètement robuste aux occultations, en couplant ces
travaux avec des techniques introduisant un a priori sur la nature de l’objet, en apprenant les
modèles dynamiques des objets, ou encore en considérant le modèle 3D exact du déplacement
d’un objet (modèle parfait et opérateur d’observation gérant la projection 3D/2D).
Enfin d’autres perspectives de ces travaux au sein de la communauté de vision par ordinateur
peuvent être envisagées.
Morphing
Dans le chapitre 4, nous avons montré que la technique proposée permet de réaliser un "mor-
phing" entre deux courbes (voir la séquence synthétique 4.4).
Nous avons essayé d’utiliser cette propriété pour réaliser un morphing entre deux images de
visages. Pour cela, chaque ligne de niveau de grisΦn a été assimilée suivant un modèle de courbure
moyenne :
∂tΦn = −κ‖∇Φn‖,
avec la courbure κ donnée par :
κ = div
( ∇Φn
‖∇Φn‖
)
.
Les observations sont données par les lignes de niveau des deux images de référence. Comme
l’illustre la figure 6.11, les déformations intermédiaires de ces lignes de niveau obtenues par assi-
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milation créent des visages intermédiaires. Les résultats sont visuellement assez décevant. Notons
néanmoins que ces visages n’ont pas été recalés entre eux au préalable et qu’une amélioration
sensible des résultats pourrait sans doute être obtenue en construisant un ensemble de ligne de
niveaux en 3 dimensions pour réaliser un vrai morphing de visage.
FIG. 6.11: Morphing de visages. Des visages intermédiaires sont créés à partir de 2 photogra-
phies. Le résultat est bon pour les cheveux mais plus flou sur les détails des visages intermédiaires.
Restauration de films
Une autre piste de recherche concerne l’inpainting et la restauration de films. En considérant
une sequence d’images détériorées, l’assimilation de données offre un cadre méthodologique idéal
pour la reconstruction des zones dégradées des images. Des surfaces correspondant aux images
peuvent ainsi être assimilées avec une dynamique donnée par un flot optique précalculé. La va-
riable d’état est donc l’image I et le modèle dynamique s’écrit :
∂tI = ∇I · v.
Les observations utilisées sont les images de la séquence considérée. Une détection des zones dé-
gradées permet alors de générer des matrices de covariances d’observation adaptées aux données.
Les images sont ensuite restaurées en propageant globalement l’ensemble de l’information conte-
nue dans la sequence par le modèle direct et le modèle adjoint. Pour illustrer ce point, la figure
6.12 présente une séquence d’images artificiellement dégradée puis restaurée par le principe d’as-
similation de surfaces.
(a)
(b)
t = 1 t = 2 t = 3 t = 4 t = 5 t = 6
FIG. 6.12: Restauration d’images. La séquence de 6 images Avenger a été artificiellement dété-
riorée (ligne a), puis les surfaces correspondant aux images ont été assimilées (ligne b). L’assimi-
lation de surfaces permet de remplir les zones manquantes de données.
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Estimation de mouvement
Dans le chapitre 6, nous avons décrit l’assimilation de champs denses de mouvement pour
des séquences présentant l’évolution d’objets rigides ou déformables. Des champs estimés par
un algorithme de flot optique ont été considérées comme pseudo-observations. Afin de s’affran-
chir de cette estimation préalable du mouvement et de la même manière que pour l’estimation de
mouvement fluide du chapitre 5, nous avons proposé dans [139] d’observer directement les don-
nées images avec un modèle de transport de la vitesse et un modèle d’observation intégrant des
fonctions robustes. Le principe de ce premier travail est détaillé dans l’annexe C.
Notons que des travaux similaires basés sur le contrôle optimal pour l’estimation de champs
denses dans des séquences rigides ont été proposés dans [26]. Cependant, cette méthode est
dédiée à l’estimation de champs stationnaires et inclut un modèle d’observation simple. De plus,
et contrairement à notre approche, cette technique repose sur une régularisation spatiale explicite,
comme les méthodes traditionnelles d’estimation du flot optique.
L’approche a été testée sur les 10 premières images de la séquence taxi. Afin de montrer
l’apport du modèle dynamique, nous avons artificiellement bruité 3 images, comme illustré dans
la figure 6.13(b–d). Ce type d’artéfact peut en effet apparaître lorsque l’on souhaite restaurer de
vieux films. Les champs de mouvement estimés par notre approche pour les images 1, 2, 5 et 6 sont
présentés sur les images (e–h). Les champs correspondant obtenus par un estimateur robuste de flot
optique sans modèle dynamique [126] sont enfin présentés sur les images (i–l). On remarque que
les champs estimés par notre procédé d’assimilation ne sont pas affectés par le bruit des images.
(a) t = 1 (b) t = 2 (c) t = 3 (d) t = 6
(e) (f) (g) (h)
(i) (j) (k) (l)
FIG. 6.13: Séquence taxi. (a) : Image initiale. (b–d) : trois images bruitées de la séquence. Champs
de vitesses entre les temps (t = 1, t = 2), (t = 2, t = 3), (t = 5, t = 6) et (t = 6, t = 7) estimés
par assimilation de données images (e–h) et par flot optique sans modèle dynamique (i–l).
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Estimation de la profondeur d’une scène
En s’appuyant sur cette dernière technique d’estimation de mouvement, une méthode permet-
tant de reconstruire la profondeur des scènes peut être créée. En effet, considérons une caméra
mobile se déplaçant dans une scène rigide suivant un modèle dynamique simple (translation, rota-
tion). La connaissance des paramètres de cette caméra ainsi que la distance entre la caméra et les
points de la scène suffit pour calculer implicitement le flot optique de la séquence d’images. En
s’appuyant sur la projection des points 3D sur une image 2D par une caméra se déplaçant à vitesse
constante sur l’axe optique, le modèle dynamique de la vitesse v est alors guidé par la carte de
profondeur Z des points visualisés. Sous ces hypothèses, on obtient après quelques calculs :
∂tv +
v
Z
= 0.
Cette idée, brièvement détaillée dans l’annexe D, a été testée au cours de cette thèse sur la sé-
quence Yosémite. Les résultats de l’estimation du mouvement et de la profondeur sont présentés
dans la figure 6.14. La gestion des zones homogènes de l’image ainsi que les occultations ou les
t = 8
t = 9
t = 10
(a) (b) (c)
FIG. 6.14: Estimation de vitesse et profondeur. La séquence d’images Yosémite (colonne (a))
est assimilée pour estimer simultanément le flot optique (colonne (b)) et la carte de profondeur des
points (colonne (c)).
apparitions d’objets sont néanmoins problématiques. Un effort de travail conséquent sur les ma-
trices de covariance d’observations est encore nécessaire pour obtenir de meilleurs résultats. En
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effet, même si le flot optique est bien reconstruit (voir tableau 6.1), la carte de profondeur (cou-
leur noire pour les pixels les plus proches) souffre d’incohérences dues aux zones homogènes de
l’image.
err. #8 err. #9 err. #10
1 - 1.99◦± 1.41◦ -
2 - 1.59◦± 1.39◦ -
3 - 1.58◦± 1.21◦ -
4 - 1.46◦± 1.50◦ -
5 - 1.14◦± 2.14◦ -
6 - 0.98◦± 1.17◦ -
7 1.23◦± 0.82◦ 1.34◦± 0.89◦ 1.17◦± 0.55◦
TAB. 6.1: Evaluation numérique du flot optique sur la séquence synthétique Yosémite en suivant le
critère de Barron et al [11] pour les champs correspondants aux images (#8, #9 et #10) de la séquence. Les
méthodes comparées sont :1 : Lai & Vemuri [107] ; 2 : Brox et al 2D [32] ; 3 : Mémin & Pérez [125] ; 4 :
Weickert et al [173] ; 5 : Farnebäck [72] ; 6 : Brox et al 3D [32] ; 7 : Notre approche.
Bilan
Comme nous venons de le voir, les techniques d’assimilation de données, non exploitées
par la communauté de la vision par ordinateur, offrent de nouvelles perspectives extrêmement
intéressantes pour répondre à des problèmes contemporains de post-traitement de séquences
vidéos.
D’autre part, on peut constater que les résultats obtenus sur les séquences fluides dans cette
partie sont indéniablement meilleurs que les techniques classiques de la communauté. Les modèles
dynamiques utilisés sont en effet plus proches de la réalité pour ces applications qui correspondent
à un cadre idéal d’utilisation de l’assimilation de données. Nous allons maintenant nous intéresser
à des applications où l’on connaît un bon a priori de la dynamique sous-jacente. Ainsi, dans la troi-
sième partie de cette thèse, l’assimilation d’observations images va être appliquée successivement
à la météorologie et à la mécanique des fluides expérimentale.
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Troisième partie
Suivi de champs de vecteurs :
applications particulières
149

Introduction
Dans la partie précédente, nous nous sommes intéressé au suivi visuel de courbes et de champs
de vecteurs en utilisant le cadre variationnel de l’assimilation de données. Pour ces applications
de suivi, nous nous sommes appuyés sur des modèles dynamiques approchés et sur des données
images de manière directe ou indirectement par le biais de techniques additionnelles (segmentation
par seuillage, estimation du flot optique).
Dans le cas de l’assimilation de champs de vitesse, peu d’hypothèses sur la nature de l’écou-
lement observé ont été formulées. Nous nous sommes principalement reposé sur une dynamique
vorticité-vitesse avec un terme de divergence supposé faible.
Dans cette troisième partie, nous tentons d’explorer des problèmes de suivi pour deux
applications particulières où une modélisation plus précise de la dynamique peut être utilisée.
Cette partie est ainsi divisée en deux chapitres dédiés à la météorologie et à la mécanique des
fluides expérimentale.
Dans le chapitre 7, nous nous intéressons à l’estimation de mouvement de couches atmosphé-
riques. Des images satellitaires fournies par le consortium Eumetsat sont alors utilisées comme
observation pour le système d’assimilation développé.
Le chapitre 8 décrit l’estimation de coefficients associés à des systèmes dynamiques d’ordre
réduits pour des écoulements expérimentaux. Ces écoulements sont visualisés au moyen d’une
séquence d’images. L’assimilation est alors menée sur une représentation réduite des champs de
vitesse représentant l’écoulement.
151
152 Introduction
Chapitre 7
Suivi de mouvements atmosphériques
par couches
7.1 Introduction
La caractérisation et l’analyse de mouvements géophysiques au moyen de séquences d’images
est un problème de recherche qui peut s’avérer crucial dans de nombreux domaines scientifiques,
comme l’étude des changements climatiques, la prévision du temps, ou l’analyse de l’évolution
de la biosphère. L’utilisation de stations au sol, de ballons sondes et plus récemment de mesures
aériennes et de satellites basses résolutions ont amélioré l’estimation des champs de vent.
Cette étape constitue un pas important vers une meilleure compréhension des phénomènes
météorologiques. Cependant, les résolutions spatiales et temporelles de ce type d’information sont
souvent insuffisantes, même pour l’analyse de la dynamique des grandes échelles de l’écoulement.
Récemment, dans le but d’amoindrir ces limitations, une nouvelle génération de satellites a
été mis en circulation. Ces satellites fournissent des séquences d’images de résolutions spatiales
et temporelles bien plus fines que leurs prédécesseurs. Malgré une précision spatio-temporelle
accrue, l’analyse du mouvement à partir de ces images reste particulièrement difficile, en raison
de la complexité des dynamiques atmosphériques mis en jeu aux échelles observées. Des outils
adaptés sont nécessaires pour exploiter les images de cette nouvelle génération de satellites.
Dans un contexte d’analyse d’écoulements géophysiques et d’observation satellitaire, les tech-
niques standard de vision par ordinateur sont assez limitées et peu appropriées, puisqu’elles ne
tiennent pas compte des lois physiques gouvernant ces écoulements. L’utilisation de loi dyna-
mique doit en effet permettre de remédier aux ambiguïtés inhérentes aux données satellitaires
(faible contraste, données occultées par des couches nuageuses). Afin d’estimer les mouvements
régissant l’atmosphère, nous souhaitons coupler des données obtenues à partir des images satelli-
taires avec un modèle dynamique adapté.
Pour cela, une décomposition de l’atmosphère en couches est présentée dans la section 7.2.
Afin de décrire l’évolution d’une couche atmosphérique, un modèle de Saint Venant [60] (aussi
appelé modèle shallow-water) adapté à la dynamique des fluides sur une fine épaisseur est ensuite
considéré dans la section 7.4. Ce modèle est alors couplé à des observations de pression image dans
la section 7.3. Le système d’optimalité est ensuite donné dans la section 7.5, puis des résultats sur
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des sequences synthétiques et réelles sont présentés dans la section 7.6. Ce travail a été publié
dans [144].
Notons que des travaux similaires d’assimilation de données images ont été proposés pour
l’estimation de circulation océanographique à partir d’images satellitaires. Différents types de
mesures ont été utilisées dans ces applications : des champs de vitesse calculés par flot optique
(i.e. des pseudo-observations images) [96], puis directement des images de température [88].
7.2 Décomposition en couches
La décomposition des écoulements atmosphériques en couches est valide dans la limite où
l’échelle des mouvements horizontaux est bien supérieure à celle des mouvements verticaux. En
pratique, comme la hauteur de l’atmosphère est d’une dizaine de kilomètres, cela correspond à
des échelles horizontales supérieures à 100 km. L’espace tridimensionnel peut ainsi être décrit
comme la superposition de couches de différentes épaisseurs où seules des régions suffisamment
fines correspondent à la définition usuelle de couche atmosphérique. Une telle décomposition
présente l’avantage de traiter différentes gammes de pressions atmosphériques séparément et
évite le mélange d’informations hétérogènes.
Nous considérons ici une décomposition de l’espace 3D en K couches. La k-ième couche
correspond à un volume défini par sa surface inférieure sk et sa surface supérieure sk+1. Une
surface sk+1 est définie par le haut des nuages appartenant à la couche k. Ces surfaces ne sont
ainsi définies que dans les zones où il existe des nuages appartenant à la couche k (voir figure 7.3).
L’appartenance de nuages à une couche donnée est déterminée par des cartes de classification
de nuages. Ces cartes, présentées dans la figure 7.1, reposent sur un seuillage de la pression en
haut des couches nuageuses. Elles sont fournies automatiquement par le consortium EUMETSAT,
l’agence Européenne chargée de l’exploitation des données satellitaires MÉTÉOSAT.
7.3 Observations de cartes de différences de pression
De la même façon que les cartes de classification de couches nuageuses, des images de pres-
sion du haut des nuages sont fournies quotidiennement par le consortium EUMETSAT. Ces images
sont calculées par un modèle de transfert radiatif basé sur des données obtenues par analyse
ou des prévisions à court terme. L’utilisation des différents canaux (visible, infra-rouge, vapeur
d’eau, ...) des satellites permet de déterminer la pression du sommet des couches nuageuses semi-
transparentes [160]. Par la suite, on notera Ck le masque de classification correspondant à la
couche de pression k. Les images de pression du haut des nuages sont elles notées p⋃. Elles sont
composées par la collection des segments de pression au sommet des nuages p(sk+1), i.e. :
p⋃ = {⋃
k
p(sk+1, s); s ∈ Ck}.
Les images de pression au sommet des nuages constituent donc des cartes éparses de la
pression de la frontière supérieure p(sk+1) de la couche k. Dans les images satellitaires, les
frontières inférieures de ces couches sont toujours occultées. On fera donc ici l’hypothèse que la
frontière supérieure de la couche k correspond à la frontière inférieure de la couche k + 1 et que
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(a) (b)
(c) (d)
FIG. 7.1: Classification des nuages. À partir de l’image satellitaire présentée en (a), le consortium EU-
METSAT classifie les nuages en trois couches : (b) basse, (c) intermédiaire et (d) haute.
cette valeur est donnée par la pression moyenne sur les zones non occultées de la couche inférieure.
Les images satellitaires ont cependant une résolution bien plus précise que le domaine de
validité de notre modèle (' 100 km). En effet, un pixel représente une surface carrée de 3 km de
côté. Pour cette raisons, nous considérons une grille plus grossière des observations satellitaires,
en réalisant un rééchantillonnage des images pk et Ck en accord avec l’échelle de validité du
modèle dynamique. Un filtrage passe-bas des images et une décimation sont donc réalisés pour
ramener la dimension spatiale de 1024× 1024 à 128× 128. Ce rééchantillonnage par un facteur 8
est expliqué dans la prochaine section.
Les images de pressions ainsi obtenues sont illustrées dans la figure 7.3.
Finalement, pour toute couche k ∈ [1 · · ·K], on définit les observations hkobs de différences de
pression par :
hkobs(s) =
{
pk − p⋃
k
(s) si s ∈ Ck,
0 sinon,
(7.1)
où pk désigne la pression de référence de la couche k. Les observations hkobs sont exprimées en
hecto Pascal (hPa).
À partir de ces observations, nous allons présenter le modèle physique utilisé pour représenter
l’évolution des mouvements horizontaux moyennés sur l’épaisseur d’une couche.
156 7.4 Modèle shallow-water
(a)
(b)
Couche Couche Couche
basse intermédiaire haute
FIG. 7.2: Cartes de pressions. Ligne (a) : Images de pressions originales. Ligne (b) : Images de pressions
rééchantillonnées.
7.4 Modèle shallow-water
7.4.1 Modèle direct
Dans le but de fournir un modèle dynamique cohérent par rapport à la décomposition
en couches considérée, nous nous basons sur l’approximation de shallow-water (mouvement
vertical négligeable par rapport aux mouvements horizontaux) dérivé avec l’hypothèse d’in-
compressibilité d’une couche. Cette hypothèse hydrostatique caractérise chaque couche k par
une densité moyenne %k. Comme nous l’avons souligné, une décomposition par couche et une
approximation de type shallow-water ne sont valides que pour l’analyse des grandes échelles
de l’atmosphère [50]. Ces équations aussi appelées équations de De Saint-Venant sont couram-
ment utilisées en océanographie [24] ou en hydrologie [94], en considérant de fines couches d’eau.
Comme les forces de frottement sont négligées, l’intégration verticale de l’équation des mo-
ments entre les frontières sk et sk+1 mène à l’équation suivante pour chaque couche k E :
∂(qk)
∂t
+ div(
1
hk
qk ⊗ qk) + 1
2%k
∇xy(hk)2 +
[
0 −1
1 0
]
fφqk = 0. (7.2)
Le mouvement horizontal vk, la hauteur hk et le débit qk de la couche k étant respectivement
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donnés par :
hk = p(sk)− p(sk+1), (7.3)
vk = (uk, vk) =
1
hk
∫ p(z=sk)
p(z=sk+1)
vdp, (7.4)
qk = hkvk. (7.5)
On rappelle aussi la définition de l’opérateur introduit dans l’équation (7.2) :
div(
1
hk
qk ⊗ qk) =
[
∂(hk(uk)2)
∂x +
∂(hkukvk)
∂y
∂(hkukvk)
∂x +
∂(hk(vk)2)
∂y
]
. (7.6)
On introduit à présent l’hypothèse de conservation de la masse intégrée sur l’épaisseur à l’équa-
tion, plus connue sous le nom d’équation de continuité intégrée [60], en ajoutant cette équation à
l’expression (7.2) on obtient un système d’équations de shallow-water indépendantes pour l’en-
semble des couches k ∈ [1,K] :
∂th
k + div(hkvk) = 0,
∂tqk + div( 1hkq
k ⊗ qk) + 1
2%k
∇xy(hk)2 +
[
0 −1
1 0
]
fφqk = 0.
(7.7)
Le détail de ces calculs est donné dans l’annexe E. Les différentes variables du système sont
illustrées par la figure 7.3. On fait donc l’hypothèse que le modèle dynamique est parfait, ce qui
correspond au cadre méthodologique d’assimilation à contrainte forte sur la dynamique présenté
dans la section 3.2.1 du chapitre 3. Il est important de noter que ce système d’équations décrit
la dynamique de quantité physiques exprimées en unités standards. Des facteurs de dimensions
doivent être introduits lorsque l’on discrétise les équations sur une grille image où les vitesses
sont exprimées en pixels par intervalle de temps entre deux images, et les pressions en hecto
Pascal.
Comme 1 pixel représente ∆x mètres et une image correspond à ∆t secondes, les densités %k
exprimées en Pascal secondes carrées par mètres carrés (Pa s2/m2) doivent être multipliées par
le facteur de dimensionnement 10−2∆x2/∆s2. Le facteur de Coriolis exprimé en seconde doit
quant à lui être multiplié par ∆t.
Il s’écoule 15 minutes entre deux acquisitions successives des satellites Météosat Seconde Gé-
nération, donc ∆t = 900 secondes. Enfin, le terme 1
2%k
∇xy(hk)2 de l’expression 7.7 à la même
amplitude que les autres termes pour ∆x ≥ 25 km. Ceci est en accord avec les hypothèses de
shallow-water. Étant donné qu’un pixel correspond à 3 km, le rééchantillonnage des images satel-
litaires sera donc fait par un facteur 8 dans nos applications.
7.4.2 Modèle adjoint
Le modèle adjoint peut être exprimé analytiquement. En notant λkh et λ
k
q les deux composantes
de la variable adjointe λk de la couche k, on obtient (voir [94] pour de plus amples détails) :
−∂tλkh + vk · (vk ·∇)λkq − h
k
%k
div(λkq) = R
−1(hkobs − hk),
−∂tλkq − (vk ·∇)λkq − (∇λkq)vk −∇λkh +
[
0 1
−1 0
]
fφλkq = 0,
λkh(tf ) = 0,
λkq(tf ) = 0.
(7.8)
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FIG. 7.3: Décomposition de l’atmosphère en 3 couches de différences de pressions. Une couche k est
délimitée par ses surfaces inférieure sk et supérieure sk+1. Pour chaque couche, on considère l’épaisseur
hk et la vitesse moyennée sur cette épaisseur vk.
7.4.3 Discrétisation des équations
La mise en œuvre d’un tel système dynamique est assez complexe. Des schémas de discré-
tisation similaires à ceux utilisés dans le chapitre 5 pour l’estimation de mouvement ont donc
été considérés. Puisque l’on est ici en présence d’une équation de convection, et non plus d’une
équation d’advection-diffusion (comme l’équation de vorticité-vitesse dans la section 5.4.2), nous
avons considéré le schéma de discrétisation proposé dans [176].
On se place dans le cas général d’une équation de convection bidimensionnelle d’une variable
X ∈ V ⊂ R2, on a alors :
∂tX + (f(X))x + (g(X))y = 0,
où f et g sont deux fonctions dérivables de V 7→ V . La reconstruction des valeurs prises par la
variable X sur les frontières des cellules constituées par les pixels est réalisée par une méthode du
second ordre incluant un limiteur Min-Mod sur la grille spatiale régulière (i∆x, j∆y) :
X+
i+ 12 ,j
= Xi+1,j − ∆x2 (Xx)i+1,j et X
−
i+ 12 ,j
= Xi,j +
∆x
2
(Xx)i,j ,
avec (Xx)i,j =Minmod
(
2
(Xi,j −Xi−1,j)
∆x
,
Xi+1,j −Xi−1,j
2∆x
, 2
(Xi+1,j −Xi,j)
∆x
)
,
et Minmod(x1, · · · , xn) =
 infi(xi) si xi ≥ 0 ∀i,supi(xi) si xi ≤ 0 ∀i,0 sinon.
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Les valeurs intermédiaires X+
i,j+ 12
et X−
i,j+ 12
sont calculées de la même manière. Le schéma
centré semi-discret suivant est alors utilisé pour calculer le terme convectif [105, 106] :
∂tXi,j = −
Hx
i+ 12 ,j
(t)−Hx
i− 12 ,j
(t)
∆x
−
Hy
i,j+ 12
(t)−Hy
i,j− 12
(t)
∆y
, (7.9)
avec un flux de convection numérique dérivé du flux monotone de Lax-Friedricks :
Hxi+ 12 ,j
(t) =
f(X+
i+ 12 ,j
(t)) + f(X−
i+ 12 ,j
(t))
2
−
ax
i+ 12 ,j
(t)
2
[
X+
i+ 12 ,j
−X−
i+ 12 ,j
]
,
Hy
i,j+ 12
(t) =
g(X+
i,j+ 12
(t)) + g(X−
i,j+ 12
(t))
2
−
ay
i,j+ 12
(t)
2
[
X+
i,j+ 12
−X−
i,j+ 12
]
,
(7.10)
où les vitesses locales ax
i+ 1
2
,j
et ay
i,j+ 1
2
sont données par :
ax
i+ 1
2
,j
= max
(
Λ
(
∂f
∂X
(X+
i+ 1
2
,j
(t))
)
,Λ
(
∂f
∂X
(X−
i+ 1
2
,j
(t))
)
, 0
)
,
ay
i,j+ 1
2
= max
(
Λ
(
∂g
∂X
(X+
i,j+ 1
2
(t))
)
,Λ
(
∂g
∂X
(X−
i,j+ 1
2
(t))
)
, 0
)
,
(7.11)
où Λ(·) désigne l’ensemble des valeurs propre d’une matrice (ici les matrices Jacobiennes ∂f∂X et
∂g
∂X ). L’intégration temporelle est une nouvelle fois réalisée par une méthode de Runge-Kutta de
rang 3 et le pas de temps dt utilisé vérifie :
dtmax
(
max
X
‖ ∂f
∂X
(X)‖, ‖ ∂g
∂X
(X)‖
)
≤ 1
8
,
pour que le schéma respecte la propriété de Diminution de la Variation Totale [106].
7.5 Système d’optimalité
Le contrôle des conditions initiales du système (7.7) hk(t0) et qk(t0) est effectué grâce aux
variables de contrôle ηkh et η
k
q : {
hk(t0) = hk0 + η
k
h,
qk(t0) = qk0 + η
k
q.
(7.12)
En faisant l’hypothèse que ces variables sont de faible énergie, on est conduit à minimiser la
fonctionnelle suivante pour chaque couche k :
Jk(ηkh, η
k
q) =
1
2
∫ tf
t0
||hkobs − hk(ηkh, ηkq)||2Rk(t)dt+
1
2
||ηkh||2Bkh +
1
2
||ηqk ||2Bkq . (7.13)
Les matrices B(k)h et B
(k)
q sont les matrices de covariance associées aux fonctions de contrôle
initiales ηh et ηqk .
Les observation hkobs portent directement et uniquement sur les différences de pression, l’opé-
rateur d’observation est donc ici donné par H = [Id, 0], puisque l’on souhaite suivre le vecteur
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d’état [hk,qk]T et que l’on n’observe que la différence de pression hk. Ceci signifie que la correc-
tion sur le mouvement ne sera effectuée que sur la base des observations de différence de pression.
L’inverse de la matrice de covariance Rk(t) peut être directement défini en utilisant le masque
d’observation des données Ck :
R−1k (s, s, t) =
{
= α si s ∈ Ck(t),
= 0 sinon,
(7.14)
où α est un paramètre à fixer qui définit la pondération apportée par la covariance des observations.
Comme les cartes de mesure de pression sont éparses, une matrice constituée de 9 diagonales a
été utilisée afin de diffuser l’information dans le voisinage 3x3 des pixels où les observations sont
disponibles.
Nous pouvons à présent définir tous les ingrédients de ce système d’assimilation de données.
La variable d’état considérée pour chacune des couches k ∈ [1,K] est donc composée de la
hauteur et du débit horizontal : Xk = [hk,qk]T . Le modèle dynamique M(hk,qk) est donné par
l’équation (7.7). Enfin, l’opérateur adjoint (∂XkM)∗, associé à la variable adjointe λk = [λkh, λkq]T ,
est donné par l’équation (7.8). Pour chaque couche k ∈ [1 · · ·K], le processus d’assimilation peut
finalement être résumé par le système d’optimalité suivant :
∂tX
k +M(Xk) = 0,
Xk(t0) = Xk0 + η,
λk(tf ) = 0,
−∂tλk + (∂XkM)∗(λk) = HTR−1k (hkobs −HXk),
∂ηkh
Jk = −λkh(t0) +B(k)−1h (hk(t0)− hk0),
∂ηkqJk = −λkq(t0) +B
(k)−1
q (qk(t0)− qk0),
(7.15)
où les deux dernières équations correspondent à la mise à jour des conditions initiales Xk(t0) =
[hk(t0),qk(t0)]T en tenant compte des matrices de covariances associées à l’incertitude des condi-
tions initiales. Comme aucune garantie de convergence vers un minimum global n’est assurée
pour une fonctionnelle non convexe, la qualité des résultats dépend des conditions initiales don-
nées aux variables du système. Nous avons choisi d’initialiser les variables hk0 comme des surfaces
plates dont la hauteur est la moyenne des hauteurs observées sur la couche. La valeur initiale du
mouvement vk0 est obtenue par un algorithme de flot optique dédié à l’estimation de champs atmo-
sphériques par couche [84] décrit dans l’état de l’art du chapitre 5. Ces deux éléments permettent
d’initialiser la variable d’état du système qk0 = h
k
0v
k
0 .
7.6 Résultats
7.6.1 Expériences synthétiques
Pour effectuer une évaluation qualitative de la mise en œuvre du système, nous avons réalisé
une simulation numérique du modèle dynamique de shallow-water (7.7). Des conditions initiales
réalistes sur la fonction de pression h(t0) et le mouvement q(t0) ont été choisies afin de produire
une séquence synthétique de 10 images de cartes dense de pression hréel. Cette séquence a en-
suite été détériorée par différents niveaux de bruits et masquée afin de produire des observations
cohérentes avec le type de données satellitaires dont on dispose habituellement.
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Un banc test de quatre jeux de données a ainsi été formé. Les deux premières séquences
expérimentales, nommées e1 et e2 sont composées d’observations denses, en unités hecto-pascal
(hPa), dégradées par des bruits gaussiens de variances respectives 10% et 20% de l’amplitude
de la pression simulée hréel. Une carte de classification réelle (utilisée dans l’expérience réelle
suivante) a ensuite été utilisé afin d’extraire des régions des données expérimentales e1 et e2
et créer deux nouvelles séquences synthétiques e3 et e4 à la fois bruitées et masquées (voir la
figure 7.4).
Pour initialiser les variables de notre système, nous avons dégradé le mouvement moyen
réel q(t0) par un bruit gaussien, et nous avons utilisé une surface plate pour h0. Une analyse
qualitative de l’estimation couplée de mouvement et de pression réalisé par assimilation de
données images de pression est présentée dans le tableau 7.1.
Masqué Bruit EQM hobs EQM final h EQM initial |v(t0)| EQM final |v(t0)|
% (hPa) (hPa) (pixel/images) (pixel/images)
e1 10 15.813880 5.904791 0.22863 0.03457
e2 20 22.361642 8.133384 0.21954 0.05078
e3 x 10 15.627055 6.979769 0.22351 0.04978
e4 x 20 22.798671 10.930078 0.21574 0.05944
TAB. 7.1: Évaluation numérique. Diminution de l’Érreur quadratique moyenne (EQM) des esti-
mations h et |v(t0)| pour l’assimilation d’images bruitées (expériences e1, e2, e3 et e4) et éparses
(expériences e3 et e4).
Pour toutes les expériences réalisées, l’Écart Quadratique Moyen (EQM) entre l’estimation
finale et la vérité terrain est systématiquement inférieur à l’Écart Quadratique Moyen entre
les observations et cette même référence. Le système d’assimilation développé utilise donc
l’ensemble des observations bruitées pour produire un résultat final plus proche de la réalité.
De plus, avec les expériences e3 et e4, ce tableau montre la capacité de la méthode à traiter
des observations incomplètes, ce qui est très encourageant pour les applications réelles où les
observations sont seulement disponibles sur les masques fournit par EUMETSAT.
Afin d’illustrer la capacité de la technique à reconstituer des cartes denses de pressions à partir
d’observations bruitées, nous présentons dans la figure 7.4, un exemple de reconstruction d’une
carte h. Cette carte ayant été initialisée comme une surface plate, on voit que la méthode a réussi à
tirer le maximum des observations (colonnes b) afin de produire des estimations finales (colonne
c) beaucoup plus proches de la réalité (colonne a).
7.6.2 Séquence d’image météorologique
Nous abordons maintenant l’application du système à une séquence d’images satellitaires
météorologiques réelles. Ces données sont composées de 10 images fournies par un satellite
METEOSAT de seconde génération (MSG), montrant la pression du haut des nuages avec la
classification correspondante de ces nuages. Ces images sont de taille 1024 × 1024 pixels et
couvrent le nord de l’océan Atlantique au court de la journée du 5 juin 2004, avec un intervalle de
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e2
e4
Expérience (a) Vraie carte (b) Carte masquée (c) Carte
de pression et/ou bruitée estimée
FIG. 7.4: Séquences atmosphériques synthétiques : Résultats pour les expériences e2 et e4, où la carte
de différences de pression ont été bruitée et/ou masquée .
temps d’acquisition de 15 minutes. La résolution spatiale d’un pixel est de l’ordre de 3× 3 km au
centre de l’image (ce n’est pas la même partout à cause du phénomène de projection de la sphère
terrestre sur le plan image. La classification nuageuse fournie par EUMETSAT permet de créer 3
couches correspondant aux nuages bas, intermédiaires et hauts de l’atmosphère. Afin de rendre
compatible la résolution des données et celle du modèle, les images originales ont d’abord été
sous-échantillonnées pour former des images 128x 128 correspondant à l’échelle de validité de
notre modèle dynamique.
En appliquant la méthode proposée aux images de basse résolution, les mouvements horizon-
taux et les épaisseurs des 3 couches sont estimés. Les champs de vent ainsi obtenus sont surimpo-
sés aux cartes de pression originales dans la figure 7.5 pour chacune des 3 couches. Les champs
de mouvement estimés pour les différentes couches sont cohérents avec les déplacements visibles
des nuages au cours de la séquence. En particulier, les mouvements sont très différents entre les
couches, ce qui est un résultat très réaliste que peuvent difficilement obtenir des techniques clas-
siques d’estimation de mouvement. Dans le coin en bas à gauche des images par exemple, la
couche basse montre un courant de direction nord-sud tandis que la couche intermédiaire se dé-
place vers le nord. Enfin, la cohérence temporelle des mouvements estimés démontre tout l’intérêt
que peut avoir cette nouvelle méthode d’estimation spatio-temporelle sous contraintes physiques.
7.7 Conclusion
Dans ce chapitre, nous avons proposé une nouvelle méthode pour l’estimation de champs de
vents horizontaux par couches dans l’atmosphère à partir d’images satellitaires de pression du
sommet des nuages. Cette technique d’assimilation, reposant sur un modèle de shallow-water par
couches, a été validée sur des images synthétiques, puis testée sur une séquence réelle.
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Couche basse
Couche intermédiaire
Couche haute
FIG. 7.5: Assimilation d’images de pression : Première (à gauche) et dernière (à droite) estimations de
champs de vents horizontaux surimposés aux cartes d’observations de différences de pression
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L’hypothèse d’incompressibilité du modèle dynamique est cependant une contrainte forte, il
serait donc intéressant de considérer des erreurs modèles correspondant aux conditions limites
entre couches.
L’intégration des données images en temps qu’observations de structures déformables dans un
modèle complet 3D reste une étape encore lointaine. Il est en effet difficile de créer un opérateur
d’observation liant des phénomènes physiques de grandes échelles 3D avec des images 2D de
déformations de nuages qui sont parfois des traceurs passifs de phénomènes plus locaux. Citons
par exemple les nuages dit lenticulaires, situés en montagne, qui restent statiques quelque soit la
force du vent les traversant. L’utilisation de la pleine résolution des observations reste ainsi limitée
à l’échelle de validité du modèle dynamique. Ce problème pourrait être résolu en considérant un
modèles imparfait valable à l’échelle de la résolution des images.
Une autre idée pourrait être de considérer des modèles dynamiques réduits, qui s’adapteraient
sans doute mieux à l’intéraction avec les images. Afin d’illustrer ce propos, nous allons à pré-
sent nous intéresser à la mécanique des fluides expérimentale pour voir comment, à partir d’une
séquence d’image représentant un écoulement, un modèle physique simplifié de cet écoulement
peut être reconstruit pour permettre de re-simuler le phénomène artificiellement.
Chapitre 8
Suivi de systèmes dynamiques d’ordre
réduit
8.1 Introduction
La simulation numérique des équations de Navier-Stokes a été largement étudiée au sein de la
communauté de mécanique des fluides. Avec les différents outils développés dans ce domaine, il
est désormais possible de reproduire ou prédire diverses caractéristiques de certains écoulements
avec précision. Le coût de calcul de ces expériences numériques devient cependant très important
lorsque l’on considère des modèles turbulents ou les petites échelles des écoulements.
Depuis quelques années, plusieurs pistes de recherche visent à contourner le problème en utili-
sant des systèmes dynamiques d’ordre faible. Le but de ces approches est moins ambitieux qu’une
simulation numérique complète. Il s’agit en effet de capturer et représenter les caractéristiques
essentielles de l’écoulement. Ces méthodes cherchent donc seulement à décrire les structures
cohérentes de la dynamique en sacrifiant les petites échelles et les détails de l’écoulement.
Dans les applications de contrôle d’écoulement, ces modèles simples ont un intérêt majeur.
Les structures cohérentes peuvent être amplifiées en produisant d’importantes modifications
des caractéristiques de l’écoulement, comme c’est le cas lors de la séparation de couches, la
dislocation de vortex, la transition vers la turbulence, etc... Un autre champ d’application des
systèmes dynamiques réduits concerne les problèmes d’optimisation de coût de calcul, où l’on
cherche à éviter la répétition de simulations pour différentes initialisations ou pour des nombres
de Reynolds légèrement différents. Travailler avec des systèmes dynamiques réduits précis et
adaptés devrait permettre d’accélérer les simulations dans ces cas. Ces modèles sont très utiles
en mécanique des fluides expérimentale. Ils permettent en effet d’organiser et d’interpréter des
réalisations expérimentales afin d’extraire des modèles de ces données.
Une manière classique d’obtenir des systèmes dynamiques réduits est la décomposition
orthogonale propre (Proper Orthogonal Decomposition, notée POD), aussi connue comme la
décomposition de Karhunen-Loève, la décomposition en valeurs singulières, ou l’analyse en
composante principale.
La POD a été introduite dans le contexte de la turbulence par Lumley (1967) [118]. Cette
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technique a été utilisée par de nombreux auteurs (un état de l’art peut être trouvé dans [92]) pour
obtenir des descriptions approchées de grandes échelles ou de structures cohérentes dans des
écoulements laminaires ou turbulents.
Sans aucune hypothèse a priori sur le phénomène, une décomposition POD fournit une
représentation de l’écoulement en terme de moyenne et de combinaison linéaire de fonctions
de bases, ou modes, ordonnées de manière décroissante en fonction de leur énergie cinétique.
L’estimation de la base vectorielle POD, s’appuie sur un ensemble de réalisation de champs de
vitesse de l’écoulement v(x, t) qui peuvent être obtenus par simulation ou expérimentalement à
partir de séquences d’images. Dans le second cas, on utilise alors des techniques d’estimation de
mouvement, telles que la PIV (pour Particle Image Velocity) ou le flot optique, pour obtenir les
réalisations de l’écoulement.
La POD a ainsi été proposée pour de nombreuses situations en dynamique des fluides : les
couches de cisaillement [155], les transitions aux frontières des couches [157], les frontières de
couches turbulentes [9], les écoulements dans un canal [61], les écoulements autour d’un cylindre
circulaire [61], les écoulements dans des cavités [40], etc. Les modèles POD extraits de mesures
expérimentales sont cependant soumis à des problèmes d’instabilité numérique.
Ces instabilités proviennent principalement de l’évaluation de produits internes et de dérivées
sur la grille éparse des réalisations expérimentales. Une première solution couramment utilisée
consiste à rajouter des forces artificielles dissipatives [29, 30]. Une approche reposant sur
l’identification polynomiale a aussi été proposée [29, 151, 152]. Les coefficients des systèmes
dynamiques ne sont dans ce cas pas estimés directement par projection des données sur les
fonctions de base POD, mais à l’aide d’une estimation aux moindres carrés sur les données
expérimentales.
Nous proposons ici d’améliorer ce type de solution en utilisant les principes de l’assimilation
de données. Dans la section suivante, nous rappelons les principes de base régissant la construction
d’une représentation POD d’une série de champs de vitesse observés. L’obtention de systèmes
dynamiques réduits à partir de la base POD extraite est ensuite présentée dans la section 8.3.
Dans la section 8.4, nous décrivons le procédé expérimental utilisé ainsi que les premiers résultats
obtenus par identification polynomiale. Deux techniques sont finalement proposées, à partir des
concepts d’assimilation, pour l’identification des coefficients des systèmes dynamiques réduits
dans la section 8.5. Les résultats obtenus avec ces schémas sont présentés et étudiés dans la section
8.6.
8.2 Décomposition Orthogonale Propre
8.2.1 Base orthogonale propre
La technique de décomposition orthogonale en modes propres a été utilisée par différents au-
teurs pour obtenir une description des grandes échelles ou des structures cohérentes d’écoulement
laminaires ou turbulents. On considère un écoulement expérimental visualisé au travers d’une
séquence d’images. Une séquence de champs de mouvement est extraite de ces images par une
technique quelconque. En pratique, ce sont des méthodes de corrélation PIV (pour Particle Image
Velocity) qui sont utilisées. Nous invitons le lecteur à se reporter à la section 5.2.1.2 pour plus de
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détails.
On dispose ainsi d’un ensemble de champs de vitesse v(x, ti), i ∈ [1 · · ·M ], d’un même
écoulement expérimental pour M temps discrets différents. La POD fournit alors les fonctions de
bases orthogonales, ou modes, ϕi(x), optimaux vis-à-vis d’une représentation de l’énergie ciné-
tique moyenne de l’écoulement. Cette décomposition permet d’écrire le champ de vitesse comme
une moyenne v¯ avec une fluctuation portée par un ensemble fini de modes :
v(x, t) = v¯ +
M∑
i=1
ai(t)ϕi(x). (8.1)
L’énergie cinétique de ces champs est supposée finie (v ∈ L2) et le produit interne des fonctions
de base, noté (, ) est défini dans L2(Ω) :
(v, ϕ) =
∫
Ω
vϕdx, (8.2)
où Ω représente le domaine spatial de l’image. Chercher un sous-espace tel que la projection de
v(x, ti) soit optimale au sens de l’énergie cinétique moyenne de l’écoulement revient à trouver un
ensemble de fonctions qui maximise : 〈|(v, ϕ)|2〉
(ϕ,ϕ)
,
où 〈•〉 désigne la moyenne temporelle de l’argument •. Il peut être démontré [92] que les fonctions
optimales solution ϕ satisfont également le problème aux valeurs propres suivant :∫
Ω
K(x,x′)ϕk(x′)dx′ = λkϕk(x), (8.3)
où K est la matrice d’autocorrélation des vitesses :
K(x,x′) =
〈
v(x, t)v(x′, t)
〉
=
1
M
M∑
i=1
v(x, ti)v(x′, ti).
Comme la résolution temporelle est souvent bien inférieure à la dimension spatiale, il est numéri-
quement plus facile de suivre la méthode dite des "snapshots" proposée par Sirovich [164]. Cette
technique part du fait que chaque mode spatial ϕ peut être construit par une superposition des
champs de vitesse expérimentaux :
ϕk(x) =
M∑
i=1
v(x, ti)ak(ti).
En projetant (8.3) sur un champ instantané v(x, tj), on obtient un autre problème de valeurs
propres, dont des vecteurs propres sont les modes temporels ak :
v(x, t)Tv(x, t)ai(t) = λiai(t), ∀i = 1 · · ·M.
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La matrice vTv étant symétrique définie positive, toutes ses valeurs propres sont positives :
λi ≥ 0, ∀i = 1 · · ·M.
En classant les modes par ordre décroissant :
λ1 ≥ λ2 ≥ · · · ≥ 0,
les premiers modes correspondent à la plus grande contribution dans l’énergie totale de l’écoule-
ment. Il a par ailleurs été démontré que la base POD est optimale au sens de la reconstruction de
l’énergie cinétique moyenne [69]
Lorsque le champ instantané v(x, ti) contient des vecteurs erronés, un post traitement des
modes peut être réalisé par des techniques telles que les schémas itératifs [68] ou la Gappy POD
[57, 175] pour le cas particulier des données PIV.
8.3 Formulation d’un système dynamique d’ordre réduit
À partir de la décomposition modale précédente, il est possible de considérer un modèle tron-
qué avec s modes pour approcher le champ de vitesse u(x, ti), avec x ∈ Ω, 1 ≤ i ≤M et s¿M .
Le choix du nombre de modes considérés est fait sur la base du pourcentage énergétique minimal
α à conserver : ∑s
i=1 λi∑M
i=1 λi
> α.
Dans nos applications, un nombre réduit de modes (< 10) permet de restituer plus de 90% de
l’énergie cinétique. Une projection de Galerkin permet ensuite de réécrire le système d’équations
différentielles partielles (EDP) décrivant l’évolution de l’écoulement comme un système d’équa-
tions différentielles ordinaires (EDO). Cette projection permet de définir l’équation d’origine sur
un sous-espace de dimension finie de l’espace des phases (le sous-espace engendré par les s pre-
miers modes).
Afin d’avoir une expression explicite des quantités fluctuantes, les équations de Navier Stokes sont
projetées sur les s premiers modes spatiaux en suivant le schéma proposé par Rajaee, Karlsson et
Sirovich [155] :(
∂v′
∂t
+ v′∇v¯ + v¯∇v′ + v′∇v′ − v′∇v′ + ∇p
′
ρ
− ν∆ (v¯ + v′) , ϕj) = 0. (8.4)
Ces équations sont obtenues en décomposant les champs de vitesse en une partie moyenne v¯ et une
composante fluctuante v′ : v = v¯+v′. En réécrivant (8.4) sous la forme d’une décomposition aux
valeurs propres (8.1), l’équation résultante est une EDO quadratique d’ordre 1. Pour tout modes
j ≤ s, le système est :
dak
dt
= ik +
s∑
i=1
likai +
s∑
i=1
s∑
j=i
aicijkaj k = 1 · · · s (8.5)
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où
lij =
∫
Ω
u¯∇ϕiϕjdx+
∫
Ω
ϕi∇v¯ϕjdx−
∫
Ω
1
Re
∆ϕiϕjdx, (8.6)
cijk =
∫
Ω
ϕj∇ϕiϕkdx, (8.7)
ik =
∫
Ω
∇p′ϕkdx− 1
Re
∫
Ω
∆u¯ϕkdx−
s∑
j=1
λj
∫
Ω
ϕj∇ϕjϕkdx. (8.8)
La relation (8.6) décrit l’intéraction entre l’écoulement moyen et le champ fluctuant et inclut
le terme de viscosité. Les effets non linéaires sont portés par (8.7). Le terme indépendant (8.8)
prend en compte la dissipation de l’écoulement moyen, la contribution convective des modes et
l’influence des champs de pression. Les conditions aux bords et la symétrie annulent le terme
de pression dans le cas particulier des écoulements de sillage. En effet, chaque fonction modale
satisfait l’équation de continuité pour donner :∫
Ω
∇p′ϕkdx =
∮
C
p′ϕkdc,
où C est la courbe frontière du domaine Ω. Les travaux de Deane [61] et Noack [133] démontrent
que dans la configuration des écoulements de sillage, cette dernière expression est négligeable par
rapport aux autres termes. Néanmoins, l’inclusion du terme p′ peut être modélisée en ajoutant une
expression quadratique des modes temporels ak(t), réalisée par identification polynomiale. Une
version bruitée de l’équation des moments (8.5) peut aussi être considérée pour gérer le terme
p′. Cette situation sera la base des travaux de couplage entre POD et assimilation décrits dans la
section 8.5. Avant cela, nous allons décrire la méthode d’identification polynomiale permettant
d’éviter le calcul direct des termes du système (8.5).
8.4 Gestion des observations
8.4.1 Obtention des modes
La configuration expérimentale mise en place pour ce travail consiste en un écoulement
autour d’un cylindre circulaire avec un Reynolds bas, Re = 125. Les mesures de mouvement
ont été réalisées dans un tunnel de vent à circuit fermé avec une sonde de 18x18 cm2. Un
cylindre de 2 cm de diamètre y a été placé. Une caméra Pixelfly PCO VGA avec une résolution
spatiale de 640x240 pixels et temporelle de 1/100 seconde entre chaque image a été utilisée.
Comme les fréquences de disparition des vortex sont inférieures à la fréquence d’acquisition de la
caméra utilisée, les données obtenues permettent donc de retrouver la dynamique de l’écoulement.
Bien que la technique ne nécessite aucune corrélation entre les données, cette condition nous
permet de valider notre modèle. Un ensemble de 1000 images a alors été utilisé pour construire le
modèle d’ordre réduit. Ces donnés ont été filtrées par la technique Gappy [57] et les champs de
vitesse fluctuants ont été décomposés par POD. Comme souhaité, les premiers modes concentrent
la plupart de l’énergie cinétique fluctuante. La figure 8.1 montre que les modes spatiaux extraits
par la décomposition représentent les structures récurrentes de l’écoulement. On peut ainsi ob-
server que les structures avec de plus amples fluctuations d’énergie cinétique paraissent les plus
organisées en temps.
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FIG. 8.1: Représentation de la vorticité des modes spatiaux :(a) ϕ1(x). (b) ϕ3(x). Le premier
mode spatial contient de grandes structures cohérentes tandis que le troisième mode représente de
plus petites échelles de l’écoulement.
8.4.2 Identification polynomiale des coefficients des systèmes dynamiques réduits
Un problème commun des modèles d’ordre réduit concerne la modélisation des modes non
résolus de l’écoulement. Bien que l’on ait un modèle permettant de représenter la plupart des
structures énergétiques associées aux grandes échelles, les plus petites échelles doivent aussi être
incluses car elles ont un rôle important dans le processus de dissipation. Les mises en œuvres
réalisées montrent que lorsque l’on néglige les petites échelles, le système (8.5) peut seulement
être résolu pour un intervalle temporel court. Ce problème a été soulevé par Holmes et al. [92].
Trouver une trajectoire des modes temporels des systèmes dynamiques réduits sur des inter-
valles de temps plus longs est donc une piste de recherche très intéressante. Une première solution
proposée par Braud [29, 30] consiste à estimer les coefficients polynômiaux des systèmes dyna-
miques réduits par régression linéaire. En disposant de chaque observation ai et de sa dérivée a˙i,
on peut écrire les coefficients I , L et C de la relation (8.5) comme les solutions d’un système
linéaire :
1 · · · ai(t1) · · · ai(t1)aj(t1) · · ·· · ·
1 · · · ai(tM ) · · · ai(tM )aj(tM ) · · ·


I1 · · · Is
· · ·
Li1 · · · Lis
· · ·
Cij1 · · · Cijs
 =
 a˙1(t1) · · · a˙s(t1)· · ·
a˙1(tM ) · · · a˙s(tM )
 . (8.9)
Cette technique d’identification polynomiale présente l’avantage considérable d’éviter de
calculer précisément les dérivées spatiales des fonctions de bases nécessaires à la construction du
modèle projeté (8.6-8.8). On peut aussi souligner que même si les paires d’observations ai(tk) et
ai(tk+1) sont nécessaires au calcul des dérivées temporelles de (8.5), ces paires ne doivent pas
nécessairement être corrélées [92].
À partir de cette interpolation de I , L et C et des valeurs initiales des aobsk (t0), une integration
de Runge Kutta peut être effectuée pour simuler les trajectoires des ak(t).
Premiers résultats Pour ces premières expérimentations, nous avons choisi de garder seulement
s = 2 modes, afin de conserver 91% de l’énergie cinétique. Les coefficients de l’équation (8.5)
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ont été estimés par une identification polynomiale. La solution correspondant au modèle réduit
estimé est tracée sur la figure (8.2a), où l’on a également dessiné les données d’origine ayant servi
à l’interpolation. Bien que ce modèle soit assez précis sur un temps court, des erreurs importantes
en amplitude et en phase apparaissent rapidement. Ces erreurs augmentent avec le temps, et la
solution n’est pas valide sur une période entière de l’écoulement. De plus, pour un nombre de
modes plus grand, la solution ne converge plus, comme on peut le voir sur la figure (8.2b), où le
résultat obtenu pour 4 modes a été tracé. Afin d’améliorer l’estimation des modes temporels, nous
allons à présent utiliser les principes de l’assimilation de données.
8.5 Assimilation des systèmes dynamiques réduits
8.5.1 Assimilation des trajectoires des modes temporels
Ces premiers travaux, développés dans [58], utilisent l’assimilation de données pour améliorer
l’estimation des coefficients des modèles réduits. La technique se déroule en deux étapes : les tra-
jectoires des modes temporels sont tout d’abord assimilées. Dans un second temps les coefficients
du modèle réduit sont réestimés au moyen d’une identification polynomiale sur les trajectoires
assimilées. Le problème direct est formulé de la manière suivante : da(t)dt +M(a(t)) = w(t),a(t0) = a0 + η. (8.10)
La partie droite de la première équation décrit, à travers un opérateur différentielM, l’évolution
de la variable d’état a(t) = [a1(t) · · · as(t)] regroupant les modes temporels de la décomposition
orthogonale propre et définis sur l’intervalle temporel [t0; tf ]. L’opérateur M est ainsi donné par
l’équation (8.5) :
dak(t)
dt
= ik +
s∑
i=1
likai +
s∑
i=1
s∑
j=1
aicijkaj︸ ︷︷ ︸
−M(ak)
+wk(t) k = 1, . . . , s. (8.11)
On suppose ici que le modèle d’évolution est défini à une fonction de contrôle wk près. Cette
fonction va permettre de modéliser les effets des modes non résolus. Nous verrons également que
l’inclusion de cette fonction d’incertitude conduit à une solution plus précise, valide sur un inter-
valle de temps plus long. Il s’agit donc d’un problème d’assimilation sous contrainte dynamique
faible comme défini dans la section 3.2.2 du chapitre 3.
La seconde équation du système (8.10) fixe (à une fonction de norme minimale η près) la
condition initiale de l’état à partir d’une initialisation a0 donnée. A partir de ce système, on va
donc chercher à minimiser la fonctionnelle suivante :
J4(w, η) =
1
2
∫ tf
t0
s∑
k=1
‖aobsk (t)− ak(t, w, η)‖2dt+
1
2
∫ tf
t0
s∑
k=1
‖wk(t)‖2Qdt+
1
2
s∑
k=1
‖ηk‖2B,
où les mesures bruitées aobs(t) sont données par les modes temporels estimés à partir des champs
instantanés PIV par la POD. La mesure au temps initial aobs(t0) est utilisée pour fixer l’initialisa-
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FIG. 8.2: Première estimation des coefficients du système dynamique réduit. Comparaison
entre l’estimation (ligne continue) et les données originales (les symboles *). Chaque couleur
représente un mode distinct. (a) Simulation avec s = 2 modes. (b) La solution diverge pour les
systèmes tels que s ≥ 4 modes.
tion a0. Le système d’optimalité associé est :
da(t)
dt +M(a(t)) = w(t),
a(t0) = a0 + η,
λ(tf ) = 0,
−∂tλ(t) + (∂aM)∗λ(t) = R−1(t)(aobs(t)− a(t)),
∂ηJ4 = −λ(t0) +B−1(a(t0)− a0),
∂wJ4 = Q−1
(
da(t)
dt +M(a(t))
)
− λ.
(8.12)
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8.5.1.1 L’Opérateur tangent linéaire
La discrétisation de l’opérateur tangent linéaire du modèle dynamique considéré est obtenue
en calculant ∂aM(θ) pour une petite perturbation θ(t) = [θ1(t) · · · θs(t)]T :
∂aM(θk) = −
[ s∑
i=1
likθi +
s∑
i=1
s∑
j=1
(aicijkθj + θicijkaj)
]
k = 1, . . . , s. (8.13)
Finalement :
∂aM(θk) = −
[ s∑
i=1
likθi + 2
s∑
i=1
s∑
j=1
aicijkθj ] k = 1, . . . , s. (8.14)
On obtient alors
∂aM(θ) = −(L+ 2C)θ. (8.15)
où L et C sont des matrices (s× s) :
L =

l11 l12 · · · l1s
l21 l22 · · · l2s
· · ·
ls1 ls2 · · · lss
 , (8.16)
C =

∑s
j=1 ajc1j1
∑s
j=1 ajc2j1 · · ·
∑s
j=1 ajcsj1∑s
j=1 ajc1j2
∑s
j=1 ajc2j2 · · ·
∑s
j=1 ajcsj2
· · ·∑s
j=1 ajc1js
∑s
j=1 ajc2js · · ·
∑s
j=1 ajcsjs
 . (8.17)
Dans cette première approche, les trajectoires des modes temporels sont assimilées avec un modèle
imparfait incorporant une fonction d’incertitude additive. Ce modèle permet de débruiter les ob-
servations tout en autorisant un degré de liberté supplémentaire dans la dynamique. Cette variable
d’incertitude tente de pallier l’absence des modes tronqués ainsi que l’intéraction non linéaire
entre ces modes et les modes principaux considérés.
8.5.1.2 Nouveaux systèmes dynamiques réduits
À partir de ce débruitage des modes temporels, les matrices I , L et C peuvent être réestimées.
On réalise ainsi une régression linéaire des moindres carrés sur les trajectoires assimilées des
modes temporels. En effet, les observations initiales servant à calculer les coefficients des
systèmes dynamiques réduits sont discrètes et très bruitées. Comme l’assimilation produit des
trajectoires continues, le calcul des dérivées temporelles lors de la phase d’interpolation est bien
meilleur.
Une fois les coefficients réestimés, une nouvelle simulation des modes temporels peut être réa-
lisée. Les figures 8.3 et 8.4 présentent les résultats obtenus pour ce premier système d’assimilation
de trajectoire et de réestimation des coefficients des systèmes dynamiques réduits à partir de la
première estimation de la figure 8.2 (a). Les trajectoires assimilées sont ainsi de très bonne qualité
(figure 8.3). Cependant, lorsque l’on réestime les coefficients des systèmes dynamiques réduits
à partir de ces trajectoires assimilées et que l’on refait une simulation avec le nouveau modèle,
on aperçoit un léger déphasage et un amortissement de l’amplitude au bout de quelques périodes
(figure 8.4).
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FIG. 8.3: Assimilation des trajectoires. Comparaison entre les trajectoires assimilées (ligne conti-
nue) et les données originales (les symboles *). Chaque couleur représente un mode distinct. Ré-
sultat de l’assimilation des trajectoires des 2 premiers modes.
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FIG. 8.4: Réestimation des paramètres du modèle dynamique réduit. Comparaison entre les
trajectoires simulées (ligne continue) et les données originales (les symboles *). Chaque couleur
représente un mode distinct. Résultat de la simulation des trajectoires des deux premiers modes
avec les coefficients des systèmes dynamiques réduits recalculés par régression des moindres car-
rés sur les trajectoires assimilées de la figure 8.3.
8.5.2 Assimilation des coefficients de modèles dynamiques d’ordre réduit
Nous allons maintenant considérer un modèle parfait et un contrôle portant sur la condition
initiale a(t0) et les coefficients Ik, Lik et Cijk des systèmes dynamiques réduits. Le modèle dyna-
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mique est désormais donné par :
dak(t)
dt = ik +
s∑
i=1
likai +
s∑
i=1
s∑
j=1
aicijkaj︸ ︷︷ ︸
−M(ak,ik,l·k,c··k)
k = 1, . . . , s,
a(t0) = a0 + η.
(8.18)
On cherche alors à minimiser la fonctionnelle :
J5(η, I, L, C) =
1
2
∫ tf
t0
‖aobsk (t)− ak(t, η, I, L,C)‖2dt+
1
2
s∑
k=1
‖ηk‖2B
+
1
2
‖I − I0‖2 + 1
2
‖L− L0‖2 + 1
2
‖C − C0‖2.
(8.19)
Dans ce modèle, les fonctions de contrôle sur les paramètres inconnus du modèle dynamique
réduit autorisent une incertitude sur la valeur des coefficients I0, L0 et C0 obtenus soit par régres-
sion linéaire soit directement à partir des modes POD.
Dans ce cas, nous faisons face à une assimilation de données avec contrôle des paramètres du
modèle, telle que décrite dans le paragraphe 3.2.1 du chapitre 3. On supposera qu’une première
estimation des paramètres du modèle (I0, L0 et C0) est obtenue par la technique de régression des
moindres carrés décrite précédemment. Le système adjoint correspondant est identique à l’expres-
sion (8.15). La mise à jour des variables de contrôle est telle que ∀i, j, k ∈ [1 · · · s],
ak(t0) = a0 +Bλk(t0),
ik = i0k +
∫ tf
t0
λk(t)dt,
lik = l0ik +
∫ tf
t0
ai(t)λk(t)dt,
cijk = c0ijk +
∫ tf
t0
ai(t)aj(t)λk(t)dt.
Ce nouveau système d’assimilation permet de contrôler les coefficients du modèle réduit afin
de correspondre au mieux aux observations obtenues par POD. Cette méthode présente l’avantage
de donner en une seule étape la trajectoire assimilée des modes temporels et l’expression du mo-
dèle dynamique réduit.
Le système d’optimalité correspondant est donné par :
da(t)
dt +M(a(t), I, L, C) = 0,
a(t0) = a0 + η,
λ(tf ) = 0,
−∂tλ(t) + (∂aM)∗λ(t) = R−1(t)(aobs(t)− a(t)),
∂IJ5 = I − I0 −
∫ tf
t0
λ(t)dt,
∂LJ5 = L− L0 −
∫ tf
t0
a(t)λ(t)dt,
∂CJ5 = C − C0 −
∫ tf
t0
a(t)a(t)λ(t)dt,
∂ηJ5 = −λ(t0) +B−1(a(t0)− a0).
(8.20)
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FIG. 8.5: Assimilation des coefficients des systèmes dynamiques réduits. Comparaison entre les
trajectoires simulées (ligne continue) et les données originales (les symboles *). Chaque couleur
représente un mode distinct. Résultat de la simulation des trajectoires des deux premiers modes
après assimilation des paramètres du modèle réduit.
La figure 8.5 présente les trajectoires des modes temporels obtenus avec un contrôle direct des
coefficients du modèle dynamique. Contrairement aux résultats de la simulation réalisée après
réestimation des coefficients du système dynamique réduit à partir des trajectoires assimilées des
modes temporels, le résultat est ici parfaitement en phase avec les observations sur la totalité de la
durée pendant laquelle l’écoulement a été observé. Il ressort de cette première expérience que le
contrôle des paramètres du modèle réduit conduit à un résultat plus précis que la première méthode
développée. Nous allons désormais utiliser cette technique pour des expériences plus complexes.
8.6 Résultats
8.6.1 Convergence et stabilité numérique
En se basant sur un jeu de données obtenu par PIV, la discrétisation du modèle adjoint est à
présent validée grâce au test du gradient présenté précédemment dans l’équation (3.5.1) :
lim
α→0
J(a+ αθ)− J(a)
α∇J · θ → 1. (8.21)
La courbe montrant la valeur de ratio pour différente valeurs de α est présentée dans la figure 8.6.
On peut ainsi voir que la discrétisation utilisée est valide jusqu’à une variation de l’ordre de 10−8.
Cette borne est liée à l’accumulation d’erreurs dues aux arrondis numériques. Cette étude permet
ainsi de fixer
||∇J || ≤ ² = 10−7
comme seuil de convergence pour la méthode.
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FIG. 8.6: Test du gradient réalisé avec α→ 0.
8.6.2 Analyse de robustesse
Comme on a déjà pu le préciser au cours de ce document, les techniques d’assimilation
de données doivent disposer d’une initialisation "acceptable" des variables d’état, puisque la
fonctionnelle à minimiser est en général non convexe. Pour le cas présenté dans ce chapitre, cette
initialisation correspond à un système dynamique réduit obtenu par la technique d’identification
polynomiale décrite dans la section 8.4. Nous avons pu constater sur la figure 8.2 que cette
méthode mène à des systèmes instables lorsque l’on considère un trop grand nombre de modes.
L’introduction d’une viscosité artificielle sur le terme linéaire L (8.6) est souvent nécessaire, afin
de remédier à ces instabilités. Cette technique, plus amplement détaillée dans [58], permet en
effet d’amortir la solution, comme on peut le voir sur la figure 8.7.
Même si cette méthode ne permet pas d’avoir une estimation précise des modes temporels
sur un cycle entier, la solution produite s’avère être une initialisation acceptable de notre système
d’assimilation. Notons cependant que le choix du coefficient de viscosité artificielle est impor-
tant et que des valeurs trop importantes mènent à des solutions initiales de trop mauvaises qualités.
Ainsi initialisé, le système d’assimilation conduit à une solution bien meilleure dans le temps,
comme l’illustre la figure 8.8. Enfin, il est intéressant d’essayer de simuler un écoulement à long
terme à partir des coefficients du système dynamique réduit obtenus par assimilation. La figure
8.9 montre que le système assimilé permet de réaliser cette simulation. La phase d’assimilation
a en effet été appliquée aux 500 premiers champs PIV sur les 1000 disponibles. Les coefficients
obtenus correspondants à ces 500 observations ont alors permis une simulation de l’écoulement sur
un intervalle de temps deux fois plus grand. En traçant par dessus cette simulation les observations
disponibles mais non utilisées, on voit que le système dynamique réduit assimilé est suffisamment
précis pour relativement bien prédire ces observations.
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FIG. 8.7: Solution d’un système dynamique réduit avec introduction d’une viscosité artificielle pour
s = 4. La solution n’explose plus mais est très amortie.
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FIG. 8.8: Trajectoires obtenues par assimilation des coefficients du système dynamique ré-
duit Comparaison entre les trajectoires simulées (ligne continue) et les données originales (les
symboles *).
8.6.3 Analyse de portrait de phase
Afin de préciser l’apport de l’assimilation des coefficients du système dynamique réduit, les
portraits de phase des trois premiers modes temporels sont représentés dans la figure 8.10. On
observe que les trajectoires sont parfaitement retrouvées à partir des observations bruitées alors
que la première simulation avec les coefficients obtenus par régression linéaire des moindres car-
rés s’avère très rapidement imprécise. Pour illustrer la qualité de la méthode, 5 cartes de vorticité
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FIG. 8.9: Comparaison de la simulation aux données non utilisées. Les symboles * sur la se-
conde moitié du graphique correspondent aux données non utilisées par la phase d’assimilation.
2D
−2 −1.5 −1 −0.5 0 0.5 1 1.5 2
−2
−1.5
−1
−0.5
0
0.5
1
1.5
2
−2 −1.5 −1 −0.5 0 0.5 1 1.5 2
−2
−1.5
−1
−0.5
0
0.5
1
1.5
2
−2 −1.5 −1 −0.5 0 0.5 1 1.5 2
−2
−1.5
−1
−0.5
0
0.5
1
1.5
2
3D
−2
−1
0
1
2
−2
−1
0
1
2
−0.4
−0.2
0
0.2
0.4
0.6
−2
−1
0
1
2
−1
−0.5
0
0.5
1
1.5
−0.3
−0.2
−0.1
0
0.1
0.2
−2
−1
0
1
2
−2
−1
0
1
2
−0.3
−0.2
−0.1
0
0.1
0.2
0.3
0.4
Observations Estimations Assimilation
FIG. 8.10: Portrait de phase des modes temporels
consécutives des champs observés et reconstruits sont présentés dans la figure 8.11. La reconstruc-
tion a été réalisée avec s = 10 modes. On observe ainsi que les vitesses estimées sur la séquence
d’images sont très bruitées, mais que le résultat obtenu après assimilation est bien plus cohérent
dans le temps. Une période entière T de l’écoulement est enfin illustrée par la figure 8.12.
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FIG. 8.11: Cinq cartes de vorticité consécutives de l’écoulement. (a) Cartes de vorticité des
champs estimés sur la séquence d’image, servant de mesure au système d’assimilation . (b) Cartes
de vorticité des champs reconstruits avec s = 10 modes.
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FIG. 8.12: Cartes de vorticité sur une période T de l’écoulement. (a) Cartes de vorticité des
champs estimés sur la séquence d’images. (b) Cartes de vorticité des champs reconstruits avec
s = 10 modes.
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8.6.4 Analyse de la convergence
La convergence du processus d’assimilation est illustrée dans la figure 8.13. L’écart entre es-
timation et observation et le critère de convergence défini par (8.6.1) sont calculés expérimenta-
lement. Chaque itération de la méthode améliore les résultats jusqu’à ce qu’un critère d’arrêt soit
rencontré. On voit ainsi que le choix ² = 10−7 est bon, puisque le critère ne franchit jamais le
seuil de 10−8.
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FIG. 8.13: Étude de la convergence : a) Évolution de l’erreur moyenne quadratique entre estima-
tions et observations au cours des itérations de processus d’assimilation. b) Évolution du critère
de convergence de l’équation (8.6.1).
Il y a en effet une erreur minimale due au bruit des observations qui ne peut pas être annulée.
Cette erreur est principalement due aux observations des modes correspondant aux petites échelles.
Ces modes sont en effet très bruités, comme on peut s’en apercevoir sur la figure 8.14.
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FIG. 8.14: Trajectoires simulées des modes 5 et 6 (a) et 7 et 8 (b) après assimilation. Compa-
raison entre les trajectoires simulées (ligne continue) et les données originales (les symboles *).
Les modes observés représentant les petites échelles sont très bruités.
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8.6.5 Écoulement derrière un cylindre en rotation
On étudie à présent un nouvel écoulement situé derrière un cylindre animé d’une vitesse de
rotation g(t). Cette action permet d’infléchir la direction de l’écoulement sous l’effet dit de "Ma-
gnus". En appliquant une décomposition orthogonale propre et une projection de Galerkin, la loi
dynamique correspondant à cet écoulement s’exprime comme suit, ∀k ∈ [1 · · ·M ] :
a˙k = I1k +
M∑
i=1
L1ikai +
M∑
i=1
M∑
j=1
Cijkaiaj + I2kg(t) + I
3g′(t) +
M∑
i=1
L2ikg(t)ai + I
4
kg
2(t).
Les simulations initiales obtenues par régression linéaire sur les observations sont dans ce cas très
mauvaises, comme l’illustre la figure 8.15. En introduisant une viscosité artificielle, les trajectoires
estimées restent très mauvaises. Cette solution amortie a cependant été utilisée comme solution
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FIG. 8.15: Premières simulations : la qualité des premières trajectoires simulées est mauvaise.
initiale de notre système d’assimilation. Les résultats des trajectoires simulées après assimilation
des coefficients du système dynamique réduit sont présentés dans la figure 8.16. On observe que
les solutions finalement estimées sont également très bonnes.
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FIG. 8.16: Trajectoires simulées après assimilation des coefficients du système dynamique ré-
duit.
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8.6.6 Écoulement DNS 3D
Le système est à présent appliqué à un écoulement obtenu par simulation numérique directe
(DNS) en 3D. Il s’agit d’un écoulement situé derrière un cylindre fixe, comme illustré par la
figure 8.17. La première simulation obtenue par intégration du système dynamique réduit, dont les
FIG. 8.17: Module de la vorticité 3D.
coefficients sont calculés par une régression linéaire des observations, est présentée dans la figure
8.18. La résolution temporelle des observations de la simulation est plus grande que dans le cas
2D, car le coût de calcul et de stockage des données est dans ce cas gigantesque. Les résultats de
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FIG. 8.18: DNS 3D : Première simulation à partir des coefficients du système dynamique réduit
calculés par régression linéaire des observations.
la figure 8.19 montrent que le système donne toujours un système dynamique réduit de très bonne
qualité.
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FIG. 8.19: DNS 3D : Simulation à partir des coefficients assimilés du système dynamique
réduit.
8.7 Conclusion
Dans ce chapitre, nous avons proposé un système d’assimilation de données permettant
d’extraire un système dynamique réduit à partir de mesures de champs de vitesse d’un écoule-
ment. Nous avons tout d’abord assimilé les trajectoires des modes temporels de la POD, puis
directement contrôlé les coefficients des systèmes dynamiques réduits. Le première méthode
correspond au travail publié dans [58]. Les tests réalisés sur des données PIV relativement
bruitées ont démontré la robustesse et la qualité du système proposé. L’extension de la méthode
au 3D a aussi été réalisée et donne des résultats prometteurs sur des données DNS 3D.
La reconstruction de systèmes dynamiques réduits précis à partir de données expérimentales
est une tâche bien plus difficile que sur des données issues de simulations numériques. Contrai-
rement aux approches définies à partir d’une identification polynomiale, l’utilisation d’un cadre
d’assimilation permet la construction d’une méthode d’extraction de modèles dynamiques réduits
stables et précis.
Une perspective envisageable de ces travaux est d’utiliser directement les images comme ob-
servations. Ceci permettrait en effet d’éviter les étapes coûteuses du calcul des champs de vitesse
et de la décomposition POD. La décomposition en mode s’appliquerait ainsi directement aux
images, et l’ensemble du modèle dynamique réduit serait calculé dans un seul et même processus
d’assimilation.
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Conclusion
Dans cette dernière partie, nous avons abordé des applications d’assimilation de données
images à des problèmes de météorologie et de mécanique des fluides expérimentale. Concernant
la météorologie, nous avons proposé une technique permettant de calculer le mouvement de
couches atmosphériques à partir d’images satellitaires de pression. Cependant, d’autre types
d’informations pourraient être extraits des images.
Les travaux d’estimation de mouvement sur des couches atmosphériques réalisés sont limités
par la résolution des modèles physiques. On ne peut en effet considérer que les grandes échelles
des écoulements et les images doivent être rééchantillonnées pour être adaptées à l’échelle de
la dynamique. Des modèles dynamiques imparfaits pourraient alors être considérés afin de tirer
profit de la résolution spatiale précise des images satellitaires.
Dans [94], des trajectoires de particules visualisées sur des séquences d’images sont uti-
lisées comme observation pour contrôler un modèle de shallow-water. Il pourrait à présent
être intéressant d’utiliser une information telle que la déformation des masses nuageuses pour
contrôler le modèle atmosphérique par couche. Le modèle dynamique du chapitre 7 pourrait
ainsi être couplé avec une représentation des nuages par un ensemble de lignes de niveau. Les
informations temporelles contenues dans les séquences d’images satellitaires pourraient alors
guider l’estimation des champs de vent atmosphériques.
Dans le chapitre 8, l’utilisation de l’assimilation de données pour le contrôle de systèmes
dynamiques d’ordre réduit en mécanique des fluides expérimentale a été proposé. Les résultats
obtenus sont très encourageants, car ils permettent de contrôler et de re-simuler un écoulement
à partir d’une simple visualisation du phénomène. L’utilisation directe d’observations images
permettrait de simplifier le procédé d’obtention des pseudo-observations qui est encore assez
coûteux (PIV, POD, identification polynomiale).
Il sera alors nécessaire d’associer les structures cohérentes des images avec celles de l’écoule-
ment. Pour cela, il pourra être utile de s’intéresser aux techniques de textures dynamiques dévelop-
pées en vision par ordinateur [18], ou à d’autres types de représentation réduite de l’écoulement
comme les ondelettes [70].
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Synthèse des travaux effectués
Dans ce document, nous nous sommes intéressés au méthodes de suivi dans des séquences
d’images. Les applications développées concernent des problèmes classiques de suivi de la com-
munauté de la vision par ordinateur ainsi que des problèmes d’estimation de champs de vitesse
pour la météorologie et la mécanique des fluides expérimentale.
Les travaux réalisés se sont donc articulés autour de trois axes principaux.
Méthodes séquentielles et variationnelles de suivi
Différentes techniques de suivi ont été étudiées dans la première partie. Après un aperçu des
techniques séquentielles de suivi, une extension du filtre de Kalman d’ensemble par la théorie
du filtrage particulaire a été proposée. Cette technique permet de compenser les erreurs (dues
principalement à des approximations gaussiennes, ou des linéarisations) des méthodes de filtrage
utilisées habituellement dans les applications météorologiques ou océanographiques.
Pour gérer les problèmes de grandes dimensions, les méthodes de suivi basées sur l’assimi-
lation variationnelle de données ont ensuite été décrites. Ces approches combinent des modèles
dynamiques, habituellement supposés parfaits, avec des observations de natures diverses. Les lois
dynamiques utilisées en vision par ordinateurs sont cependant souvent approchées. Afin de prendre
en compte l’imperfection de nos modèles dynamiques, des fonctions d’incertitude ont été consi-
dérées dans le cadre d’une assimilation de données sous contrainte dynamique faible.
Méthodes d’assimilation de données pour la vision par ordinateur
À partir des méthodes décrites dans la première partie, des techniques de suivi pour les appli-
cations de vision par ordinateur ont ensuite été proposées. Nous avons ainsi utilisé l’assimilation
de données à modèle imparfait afin de suivre des courbes et leurs champs de vitesse associés au
cours de séquence d’images. Pour le suivi de courbes délimitant des objets d’intérêts dans une
séquence d’images, des pseudo-observations et l’observation directe des données images ont été
considérées. Nous avons ainsi défini un opérateur d’observation liant directement le contour avec
l’intensité lumineuse, au moyen d’un modèle de densité de probabilités locales. L’introduction
d’un cadre d’assimilation et d’un modèle de dynamique a ensuite permis de rendre le suivi robuste
aux occultations partielles et totales de données.
Enfin, la dynamique des champs de vitesse fluides a été plus particulièrement étudiée et un es-
timateur de champ dense fluide a été proposé. Cet estimateur de champ dense lie une dynamique a
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priori avec des observations images. Une nouvelle fois, des pseudo-observations de champs denses
estimés par des techniques classiques ont tout d’abord été considérés, puis un opérateur d’ob-
servation liant directement le champ inconnu aux images a été développé. Les résultats obtenus
montrent que, grâce à l’introduction d’un modèle de dynamique approprié, les petites échelles du
mouvement peuvent être retrouvées par la méthode proposée, alors que les techniques classiques
de calcul du mouvement apparent (PIV, flot optique) ne permettent d’accéder qu’aux grandes
structures cohérentes d’un écoulement.
Méthodes d’assimilation de données images pour deux applications particulières
Dans la dernière partie, une méthode dédiée à l’estimation de champs de vent atmosphérique
par couches pour la météorologie a été proposée. Ces travaux utilisent des données images de pres-
sion pour estimer le mouvement de systèmes physiques sous la contrainte d’un modèle dynamique
parfait.
Enfin, l’assimilation de systèmes dynamiques d’ordres réduits pour la mécanique des fluides
expérimentale à partir de pseudo-observations images a été réalisée. Ces derniers travaux rendent
possible la re-simulation numérique d’un écoulement physique expérimental à partir d’une simple
visualisation du phénomène.
Bilan
L’intégration des données images dans des systèmes d’assimilation a constitué le principal
travail de cette thèse. Dans ce cadre d’étude, nous avons principalement considéré des dynamiques
imparfaites. L’incertitude due a la projection de phénomènes 3D complexes sur le plan image 2D
rend en effet indispensable l’utilisation de tels modèles imparfaits.
Pour guider les systèmes d’assimilation développés, nous nous sommes tout d’abord ap-
puyé sur des pseudo-observations images fournies par des techniques classiques de vision par
ordinateur (algorithmes de segmentation et d’estimation de flot optique). Nous avons ensuite
systématiquement tenté de nous affranchir de l’utilisation de ces méthodes externes en créant
des opérateurs de mesure permettant d’observer directement les images et leurs variations
spatio-temporelles.
La mise en œuvre des méthodes proposées a nécessité de faire appel à des connaissances
pluri-disciplinaires. Les techniques de vision par ordinateur utilisées (ensemble de lignes de
niveaux, flot optique) ont ainsi été couplées avec des méthodes empruntées principalement au
domaine de la simulation numérique d’écoulements fluides. Par ailleurs, la définition des opéra-
teurs adjoints, indispensable à l’application de l’assimilation de données, s’accompagne parfois
de quelques difficultés mathématiques. Des études physiques sur les modèles atmosphériques par
couches et les représentations réduites d’écoulement ont enfin été menées.
Tous ces travaux ont été réalisés dans le cadre du Projet Européen FLUID1 coordonné par
Étienne Mémin et regroupant des équipes de recherches de mécaniques des fluides (CEMAGREF),
de météorologie (Laboratoire de Météorologie Dynamique) et de vision par ordinateurs (CVGPR,
1http ://fluid.irisa.fr
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ULPGC). La collaboration entre ces différentes communautés a été source d’enseignements vis-
à-vis des applications de mécanique des fluides expérimentale et de météorologie. La constitution
d’une base de données images conséquente a ainsi permis de valider les méthodes proposées.
Les travaux sur les modèles réduits ont quand à eux été réalisé dans le cadre de l’Équipe As-
sociée Fluide et Images de Mouvement entre l’équipe VISTA et le laboratoire de Fluidodínamica
de la Faculté de Buenos Aires.
L’assimilation d’observation images est un sujet de recherche en pleine expansion dans plu-
sieurs équipes de recherche françaises, notamment le projet MOISE de l’INRIA Grenoble et le
projet CLIME de l’INRIA Rocquencourt. Ces travaux ont été initiés par l’Action Concertée In-
citative ASSIMAGE2 (désormais financé par l’Agence Nationale de la Recherche en temps que
projet ADDISA3), qui a permis de rassembler des équipes de recherches d’assimilation de don-
nées et de vision par ordinateur pour le développement de nouvelles techniques combinant les
connaissances des deux domaines. Cette thèse est une contribution dans cette direction, même s’il
reste un long chemin à parcourir pour obtenir des systèmes industriels opérationnels.
Perspectives
Les perspectives immédiates de ces travaux de thèse portent sur un certain nombre de points,
déjà évoqués dans les conclusions des parties 2 et 3.
Restauration de vidéo
Dans le domaine de la vision par ordinateur, l’assimilation de données images devrait per-
mettre l’établissement d’un nouveau cadre méthodologique intéressant pour la restauration de
films. Un plan ou une séquence serait dans ce cas utilisé dans sa globalité pour reboucher des
trous causés par l’usure de pellicules. Des premiers essais rapidement réalisés et présentés dans la
conclusion de la partie 2 attestent le fait qu’un lissage temporel selon une dynamique donnée par
le flot optique permet de combler des zones manquantes dans des images. Ce type de technique
doit également pouvoir être étendu à la reconstitution de l’arrière plan d’un scène.
Morphing
Nous avons réalisé un morphing de courbe par assimilation sur une séquence synthétique dans
le chapitre 4. Nous avons aussi tenté un morphing de visage dans la conclusion de la partie 2,
en assimilant chaque ligne de niveau de gris entre deux images. Ces derniers résultats ne sont
pas totalement satisfaisant, car les détails sont lissés dans les visages intermédiaires créés. Notons
néanmoins que les essais ont été menés sans aucun recalage préalable et que ces résultats devraient
pouvoir aisément être améliorés.
Une extension de cette technique au recalage de volumes serait sans doute également intéres-
sante à étudier.
2http ://www-rocq.inria.fr/clime/assimage
3http ://addisa.gforge.inria.fr
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Inpainting de vidéo
Actuellement, de nombreux problèmes posés consistent à faire apparaître ou disparaître des
objets ou des logos dans des images télévisées. Un post-traitement des vidéos au moyen d’une
technique d’assimilation devrait pouvoir rendre possible de tels objectifs.
Certaines techniques d’inpainting ont d’ailleurs utilisé les équations physiques de Navier-
Stokes pour remplir des trous de données sur une image fixe [16]. Une extension de cette ap-
proche avec la composante temporelle, dans le cas de textures dynamiques, pourrait être envisa-
gée. L’étude de l’inpainting de textures est en effet un sujet de recherche assez récent [18]. En
considérant les travaux portant sur le morphing de textures fluides [182], de nouvelles techniques
devraient pouvoir voir le jour pour des applications spécifiques de textures naturelles.
Estimation de profondeur d’une scène
Les travaux réalisés sur l’estimation de mouvement à partir d’une séquence d’image peuvent
ouvrir une piste de recherche assez intéressante dans le cas de scènes rigides visualisées par une
caméra animée d’une dynamique simple (i.e.. translation uniforme, rotation constante). La pro-
fondeur initiale de la scène ainsi que les paramètres dynamiques de la caméra définissent alors les
paramètres du modèle dynamique que l’on va chercher à estimer par assimilation en observant la
séquence d’image. Un tel modèle peut être défini en considérant les lois de projections optiques
de points 3D sur une image 2D.
Bien évidemment, les zones homogènes et les objets apparaissant ou disparaissant de l’image
(occultations, entrée/sortie du champ de la caméra) vont être une source de difficulté importante et
devront être gérés de manière adéquate par la matrice de covariance des observations images. Nous
avons réalisé quelques essais pour essayer de reconstruire la carte de profondeur de la séquence
d’image Yosémite ainsi que le champ de vitesse associé. Les résultats, présentés en conclusion de
la partie 2, ne sont pour le moment pas entièrement concluants et l’approche mériterait d’être plus
amplement retravaillée.
Météorologie
Concernant la météorologie, l’utilisation de données images est un sujet plein de promesses.
La continuation des travaux effectués porte sur deux points.
Le premier est de considérer que le modèle atmosphérique par couche, supposé parfait dans
le chapitre 7, est en réalité imparfait. La gestion des erreurs du modèle devrait ainsi permettre de
modéliser les échanges énergétiques entre les couches afin d’estimer les mouvements verticaux
entre couches. Une équation dynamique sur ces vents verticaux sera alors nécessaire. Dans ce
cadre, il faudra sans doutes considérer des modèles non hydrostatique (ne négligeant pas l’échelle
verticale devant l’échelle horizontale).
Le second point vise à mêler les idées du chapitre 4 sur le suivi de courbe avec celles du
chapitre 7 sur l’estimation de champs de vent atmosphérique. On peut ainsi imaginer que le dépla-
cement et les déformations de nuages visibles sur une séquence d’images satellitaires pourraient
guider l’estimation de l’état d’un modèle atmosphérique.
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Mécanique des fluides expérimentale
Enfin, en mécanique des fluides expérimentale, la perspective la plus immédiate consiste à
essayer d’assimiler directement des systèmes dynamiques d’ordre réduit à partir de séquence
d’images, sans s’appuyer sur la pseudo-observation de champs de vecteurs estimés préalablement.
Cette nouvelle approche permettrait d’estimer l’ensemble des modes spatiaux et temporels de sys-
tèmes dynamiques réduits par un unique procédé d’assimilation de données images. Il faudrait
pour cela mettre en parallèle les déformations de la texture de l’image et l’évolution de l’écoule-
ment.
A cette fin, des représentations réduites différentes de la POD devraient sans doute être consi-
dérées. Nous pensons notamment aux représentations de type "ondelettes" permettant de conden-
ser des informations. Ces méthodes sont en effet utilisées aussi bien en vision par ordinateur pour
l’inpainting de textures [43] qu’en mécanique des fluides pour la représentation réduite d’écou-
lement [70]. Le lien entre ondelettes de texture d’images et ondelettes de structures dynamiques
d’écoulement pourrait ainsi être une bonne piste d’étude.
Quelques mots pour conclure
Cette thèse s’est déroulée à la croisée de différents domaines scientifiques, les travaux réalisés
et leurs perspectives sont assez variés. Je souhaite donc exprimer ma plus profonde reconnaissance
à l’ensemble des personnes avec qui j’ai pu interagir durant ses trois années, et avec qui j’espère
continuer de collaborer dans le futur.
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Annexe A
Équivalence filtre de Kalman et
assimilation de données
On rappelle le système d’équations obtenu par les equations d’Euler-Lagrange (3.47-3.49) et
(3.51-3.53) sur l’intervalle de temps [t0; tf ] :
λ(x, tf ) = 0, (A.1)
−∂λ
∂t
+ (∂XM)∗λ =
∫
Ω,t
(∂XH)∗R−1(x, t,x′, t′)(Y −H(X))dt′dx′, (A.2)
λ(x, t0) =
∫
Ω
(
B−1(x,x′)(X(x′, t0)−X0(x′)
)
dx′, (A.3)
∂X(x, t)
∂t
+M(X(x, t)) =
∫
Ω,t
Q(x, t,x′, t′)λ(x′, t′)dt′dx′, (A.4)
X˜(x, t0) = X0(x), (A.5)
∂X˜
∂t
+M(X˜) = 0, (A.6)
∂δX
∂t
+ (∂X˜M)δX =
∫
Ω,t
Q(x, t,x′, t′)λ(x′, t′)dt′dx′. (A.7)
Pour le filtre de Kalman, on considère l’intervalle de temps [tk; tk+1] à la place de [t0; tf ], et l’on
s’intéresse uniquement à la valeur de la variable X aux temps discrets tk En partant de l’état X à
l’instant tk−1, noté Xk−1, le filtre de Kalman commence par prédire X˜(tk). Cette prédiction est
calculée par intégration du modèle direct :
X˜(tk−1) = Xk−1
∂tX˜ +M(X˜) = 0,
(A.8)
où Xk−1 est la valeur de la condition initiale pour l’intervalle de temps [tk−1; tk], avec Bk−1 sa
matrice de covariance associée. On a ainsi X˜(t0) = X0 sur le premier intervalle de temps [t0; t1].
Cette étape de prédiction fournit une solution X˜(t), ∀t ∈ [tk−1; tk]. L’estimé X˜(tk) associé à la
matrice de covariance B˜k est alors corrigé par l’ensemble des observations disponibles au temps
tk, afin d’obtenir l’inconnue Xk.
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Référons nous à présent à la technique d’assimilation variationnelle de données. Dans le cadre
précédemment définit, la variable adjointe (3.48) au temps tk devient :
−∂tλ+ (∂XM)∗λ = δ(t− tk)(∂XH)∗R−1(t)(Y −H(X(t)))
Ce qui est naturellement équivalent à :
λ(tk) = (∂XH)∗R−1(tk)(Y −H(Xk)). (A.9)
En se servant de l’expression de la valeur de la variable adjointe au temps initial de l’intervalle
d’assimilation (3.49) pour annuler le gradient de la fonction de coût, on a :
λ(tk) = B˜−1k (Xk − X˜tk). (A.10)
En combinant (A.9) et (A.10), et en posant Rk = R(tk), on obtient :
B˜−1k (Xk − X˜(tk)) = (∂XH)∗R−1k (Y −H(Xk)). (A.11)
Le développement de Taylor de l’opérateur H au point Xk donne alors :
H(Xk) = H(X˜(tk)) + (∂XH)(Xk − X˜(tk)) + o(Xk − X˜(tk))2.
En négligant les termes d’ordres supérieurs à 1 (ce qui est valable dans le cas où l’opérateurH est
linéaire), la relation A.11 peut être réécrite :
B˜−1k (Xk − X˜(tk)) = (∂XH)∗R−1k (Y −H(X˜(tk))− (∂XH)(Xk − X˜(tk))). (A.12)
Soit :
Xk = X˜(tk) +
(
B˜−1k + (∂XH)
∗R−1k (∂XH)
)−1
(∂XH)∗R−1k (Y −H(X˜(tk)),
= X˜(tk) +Kk(Y −H(X˜(tk))),
(A.13)
où Kk est la matrice de Gain de Kalman :
Kk = B˜k(∂XH)∗
(
(∂XH)B˜k(∂XH)∗ +Rk
)−1
.
On retrouve donc le même résultat que dans le cadre théorique du filtre de Kalman. Il ne reste plus
qu’à mettre a jour Bk à partir de B˜k. L’équivalence entre les deux approches est donc valable pour
des opérateurs linéaires.
Annexe B
Opérateur d’observation adjoint des
champs fluides
La forme analytique de l’opérateur d’observation adjoint de l’équation (5.24) est ici démon-
trée. Dans le but d’avoir des notations plus compactes, on note Z(x) = [Ψ(x), φ(x)]T les coor-
données potentielles. Ces coordonnées sont liées aux coordonnée div-curl, χ(x) = [ξ(x), ζ(x)]T
par la relation (5.8) :
Z = G ∗ χ, (B.1)
L’équation (5.9) s’écrit immédiatement :
u =∇⊥ ·Z et v =∇ ·Z. (B.2)
En reprenant ce qui a été fait précédemment, le champ de vecteurs Z peut être décrit par la dé-
composition de Helmholtz comme la somme des gradients de deux fonctions scalaires. La relation
(B.2) permet d’écrire les fonctions scalaires u et v comme les solutions de deux équations de
Poisson. En exprimant ces solutions par le noyau de Green, le champ de vecteurs Z s’écrit :
Z =∇⊥G ∗ u+∇G ∗ v =HG(v). (B.3)
Notons que le même opérateur est utilisé dans les équations (5.9) et (B.3) :
v =∇⊥G ∗ ξ +∇G ∗ ζ =HG(χ). (B.4)
Ces notations liant la fonction de courant et le potentiel de vitesse aux vecteur vitesse, vont être
utilisée pour démontrer la forme analytique de l’opérateur d’observation adjoint.
Proposition B.0.1 Soit v1 et v2 deux champs de vecteurs appartenant à C2(Ω) ∩ L2(Ω), où Ω
est un sous ensemble borné de R2 de frontière ∂Ω. En supposant que les composantes des champs
de vecteurs admettent des conditions de Dirichlet homogènes , i.e. u1,2|∂Ω = v1,2|∂Ω = 0,
alors
〈
v1,v2
〉
= − 〈Z1,χ2〉 = − 〈χ1,Z2〉.
Preuve 〈
v1,v2
〉 (B.2)
=
[
u1
v1
]
·
[∇⊥ ·Z2
∇ ·Z2
]
= u1(Φ2x −Ψ2y) + v1(Φ2y +Ψ2x)
= −Ψ2(v1x − u1y)− Φ2(u1x + v1y) + Termes de bords︸ ︷︷ ︸
=0
= − 〈χ1,Z2〉
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L’adjoint de l’opérateur tangent linéaire peut alors être exprimé comme :〈
v1,v2
〉 (B.4)
=
〈
HG(χ1),v2
〉
(5.23)
=
〈
∂χHG(χ1),v2
〉
def
=
〈
χ1, ∂χH
∗
G(v
2)
〉
.
(B.5)
La proposition B.0.1 donne : 〈
v1,v2
〉 Pr= − 〈χ1,Z2〉 . (B.6)
Finalement, en identifiant les termes des relations (B.5) et (B.6), on obtient ∂χH∗G(v2) =
−Z2 (B.4)= −HG(v2), soit :
∂χH
∗
G(v) = −HG(v). (B.7)
Annexe C
Estimation du mouvement de séquences
vidéo
Dans le chapitre 6, nous avons décrit l’assimilation de champs denses de mouvement pour des
séquences non fluides, présentant l’évolution d’objets rigides ou déformables. Nous avions alors
considéré des pseudo-observations, en utilisant des champs estimés par flot optique comme me-
sure. Afin de s’affranchir de cette estimation préalable du mouvement et de la même manière que
pour l’estimation de mouvement fluide du chapitre 5, nous avons proposé dans [139] d’observer
directement les données images.
Modèle dynamique Comme évoqué précédemment pour le suivi d’objets dans les vidéos, il est
difficile de définir un modèle dynamique général décrivant l’évolution d’un objet d’intérêt dans
une séquence d’images. Nous pouvons néanmoins faire l’hypothèse que, sur un petit intervalle de
temps, la vitesse de chaque pixel reste constante (i.e. l’accélération du champ de vitesse est nulle).
En définissant le point xt comme un processus stochastique guidé par une diffusion de Ito
dxt = v(xt) + νdB,
et en notant g = E[f(xt|xt−1)] l’espérance d’une fonction de xt connaissant xt−1 , l’équation de
Kolmogorov [135] s’écrit :
∂g/∂t = −∇g · v + 1/2ν2∆g.
On considère alors le modèle dynamique suivant
dv
dt
=
∂v
∂t
+ (v · ∇)v = ν∆v, (C.1)
où ν est fixé, mais peut être considéré comme un paramètre de contrôle du modèle dynamique. On
considère donc ici une assimilation sous contrainte dynamique forte. Cette équation fait ainsi l’hy-
pothèse que le champ de vitesse est transporté par lui même, à un terme d’erreur de discrétisation
près. L’opérateurM est alors défini par :
M(v(x, t)) = v(x, t) · ∇v(x, t)− ν∆v(x, t).
L’opérateur tangent linéaire au point v pour une perturbation δv est donc donné par :
(∂vM) δv = v · ∇δv + δv · ∇v − ν∆δv,
et son adjoint (∂vM)∗ est obtenu en prenant la transposée de la matrice de discrétisation corres-
pondant à l’opérateur tangent linéaire.
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Opérateur d’observation Le modèle dynamique considéré étant peu précis, nous considérons
ici une équation de mesure robuste. Contrairement au modèle de mesure considéré dans le chapitre
5, où seule l’équation de contrainte du mouvement apparent était utilisée, nous ajoutons ici un
terme de lissage du premier ordre. Le champ de mouvement observé vobs à partir de la séquence
d’images I(t) peut donc être exprimé par :
vobs(x, t) ≈min
v(x,t)
∫
Ω
ψ1
(
[∇I(x, t) · v(x, t) + It(x, t)]2
)
dx+ α
∫
Ω
ψ2(|∇vx|2)+ψ2(|∇vy|2)dx,
(C.2)
où Ω représente le plan image, α un paramètre positif de lissage et ψ1 et ψ2 sont deux fonctions de
pénalisation robustes [21] telles que ψ(
√
y2) soit concave. Une formulation quadratique pondérée
de ces fonctions de coût peut être obtenue [78] :
vobs(x, t) ≈ min
v,δo,δu,δw
∫
Ω
δo [∇I(x, t) · v(x, t) + It(x, t)]2 + ψ(δo)
+ α
∫
Ω
δu(|∇u|)2 + δw(|∇w|)2 + ψ(δu) + ψ(δw),
(C.3)
où la minimisation par rapport aux variables supplémentaires (δ•) est explicitement donnée par
la dérivée de la fonction ψ : δˆ•(y) = ψ
′
•(
√
y2) (voir [91] pour plus de détails). Les équations
d’Euler-Lagrange associées à la fonctionnelle précédente mènent à la relation suivante :
δo∇I(x, t)
(∇I(x, t)Tv(x, t) + It(x, t))− αδu∆∇u− αδw∆∇w = 0 (C.4)
L’équation de mesure du système d’estimation de mouvement est alors défini, avec δ•(x) =
ψ′•(
√
x2), par :
Y = −δo∇I(x, t)It(x, t),
H(v(t), t) =
[
δo∇I(x, t)∇I(x, t)T− α
(
δu∆ 0
0 δw∆
)]
v(t). (C.5)
L’opérateur d’observationH étant linéaire par rapport à la variable d’état v, l’opérateur tangent
linéaire est identique : (∂vH) = H. L’opérateur adjoint(∂vH)∗ est donc obtenu en prenant la matrice
transposée de la matrice discrétisée de l’opérateur tangent linéaire.
Le champ initial v(t0) est obtenu par un algorithme multi-résolution reposant sur estimation
de Horn et Schunck [125].
Résultats Cette approche a été testée sur les 10 premières images de la séquence taxi. Afin
de montrer l’apport du modèle dynamique, nous avons artificiellement bruité 3 images, comme
illustré dans la figure C.1(b–d). Ce type d’artéfact peut en effet apparaître lorsque l’on souhaite
restaurer de vieux films. Les champs de mouvement estimés par notre approche pour les images 1,
2, 5 et 6 sont présentés sur les images (e–h). Les champs correspondant obtenus par un estimateur
robuste de flot optique sans modèle dynamique [126] sont enfin présentés sur les images (i–l). On
remarque que les champs estimés par notre procédé d’assimilation ne sont pas affectés par le bruit
des images.
Estimation du mouvement de séquences vidéo 203
(a) t = 1 (b) t = 2 (c) t = 3 (d) t = 6
(e) (f) (g) (h)
(i) (j) (k) (l)
FIG. C.1: Séquence taxi. (a) : Image initiale. (b–d) : trois images bruitées de la séquence. Champs
de vitesses entre les temps (t = 1, t = 2), (t = 2, t = 3), (t = 5, t = 6) et (t = 6, t = 7) estimés
par assimilation de données images (e–h) et par flot optique sans modèle dynamique (i–l).
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Annexe D
Estimation de la profondeur d’une
scène
En s’appuyant la technique d’estimation de mouvement décrite dans l’annexe C, une méthode
permettant de reconstruire la profondeur des scènes peut être créée. En effet, considérons une ca-
méra mobile se déplaçant dans une scène rigide suivant un modèle dynamique simple (translation,
rotation). La connaissance des paramètres de cette caméra ainsi que la distance entre la caméra et
les points de la scène suffit pour calculer implicitement le flot optique de la séquence d’images.
En s’appuyant sur la projection des points 3D sur une image 2D par une caméra se déplaçant à
vitesse constante sur l’axe optique, le modèle dynamique de la vitesse est alors guidé par la carte
de profondeur des points visualisés. Cette idée a été testée au cours de cette thèse sur la séquence
Yosémite.
Modèle dynamique La séquence synthétique Yosemite a été générée par un déplacement trans-
lationnel 3D d’une caméra dans la vallée Yosémite. Dans le plan image, ce mouvement est repré-
senté par un modèle de champ de vitesse combinant divergence et translation. Afin de modéliser
précisément cette dynamique, rappelons que dans le système de coordonnées 2D x, on observe
x = (x, y) = (X˜/Z˜, Y˜ /Z˜), où X = (X˜, Y˜ , Z˜) sont les coordonnées 3D du point correspondant.
En faisant l’hypothèse d’un mouvement de translation constant de la caméra donné par le vecteur
V = (A,B,C)T , la vitesse u = x˙ est donnée par
u =
AZ˜ − CX˜
Z˜2
=
A− Cx
Z˜
et son évolution temporelle s’écrit :
u˙ =
(
AZ˜ − CX˜
Z˜2
)′
=
(AC − CA)Z˜2 − 2Z˜C(AZ˜ − CX˜)
Z˜4
=
−2C(A− Cx)
Z˜2
= −2C
Z˜
u.
Des calculs similaires sur la composante v mènent au modèle dynamique suivant :
∂v
∂t
+
2C
Z˜
v = 0⇐⇒ ∂v
∂t
+
1
Z
v = 0, (D.1)
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où Z = 2C/Z˜ est un paramètre de contrôle dépendant de la profondeur de la scène observée. En
conséquence, le modèle dynamique est défini par
M(v(x, t), Z(x, t)) = v(x, t)/Z(x, t),
où v(x, t) représente la variable d’état du système et Z(x, t) est un paramètre de contrôle. En
partant des conditions initiales v(x, t0) = v0 et Z(x, t0) = Z0, le système d’assimilation va
estimer l’ensemble des champs de vitesse v(x, t) et les cartes de profondeur Z(x, t).
Il s’agit donc d’une assimilation sous contrainte dynamique forte avec contrôle de paramètre
dépendant du temps, comme on l’a défini dans la section 3.2.1.6 du chapitre 3. L’information de
profondeur peut ainsi être utilisée pour des applications de reconstruction 3D.
Opérateur d’observation On fait ici l’hypothèse que l’équation de contrainte du flot optique
est respectée. Le modèle de mesure est donc donné par :
Y = Kn ∗ It,
H(v(t), t) = −Kn ∗ ∇I · v.
(D.2)
Résultats Le procédé a été initialisé avec un champ dense de mouvement v0 [48] et une surface
plane Z0. Les résultats de l’estimation du mouvement et de la profondeur sont présentés dans la fi-
gure D.1. La gestion des zones homogènes de l’image ainsi que les occultations ou les apparitions
d’objets sont néanmoins problématiques. Un effort de travail conséquent sur les matrices de co-
variance d’observations est encore nécessaire pour obtenir de meilleurs résultats. En effet, même
si le flot optique est bien reconstruit (voir tableau D.1), la carte de profondeur (couleur noire pour
les pixels les plus proches) souffre d’incohérences dues aux zones homogènes de l’image.
t = 8
t = 9
t = 10
(a) (b) (c)
FIG. D.1: Estimation de vitesse et profondeur. La séquence d’images Yosémite (colonne (a)) est
assimilée pour estimer simultanément le flot optique (colonne (b)) et la carte de profondeur des
points (colonne (c)).
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err. #8 err. #9 err. #10
1 - 1.99◦± 1.41◦ -
2 - 1.59◦± 1.39◦ -
3 - 1.58◦± 1.21◦ -
4 - 1.46◦± 1.50◦ -
5 - 1.14◦± 2.14◦ -
6 - 0.98◦± 1.17◦ -
7 1.23◦± 0.82◦ 1.34◦± 0.89◦ 1.17◦± 0.55◦
TAB. D.1: Evaluation numérique du flot optique sur la séquence synthétique Yosémite en suivant le
critère de Barron et al [11] pour les champs correspondants aux images (#8, #9 et #10) de la séquence. Les
méthodes comparées sont :1 : Lai & Vemuri [107] ; 2 : Brox et al 2D [32] ; 3 : Mémin & Pérez [125] ; 4 :
Weickert et al [173] ; 5 : Farnebäck [72] ; 6 : Brox et al 3D [32] ; 7 : Notre approche.
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Annexe E
Modèle de mouvement de couches
atmosphériques
Dans le but de fournir un modèle dynamique cohérent par rapport à la décomposition en
couches considérée, nous nous basons sur l’approximation de shallow-water (mouvement vertical
négligeable par rapport aux mouvements horizontaux) dérivé de l’hypothèse d’incompressibilité
d’une couche. Cette hypothèse caractérise chaque couche k ∈ [1 · · ·K] par une densité moyenne
%k. Ces densités moyennes peuvent être reliées aux pressions moyennes pk en intégrant vertica-
lement la loi des gaz parfaits (p = %RT ) combinée à la relation hydrostatique (dp = −g ∫ %dz),
sous l’hypothèse d’un taux constant (i.e. une variation linéaire de la température par rapport à l’al-
titude : T = T0 + γz) où g, R, T0 et γ sont des constantes physiques. Plus précisément, entre les
altitudes z0 et z (ou les pressions p0 et p), on a :∫ p
p0
dp′
p′
= −
∫ z
z0
g
R(T0 + γz′)
dz′. (E.1)
Cette relation mène à exprimer la densité comme une fonction de la pression [93] :
%(p) =
p0
RT0
( p
p0
) γR
g
+1
. (E.2)
En calculant la moyenne verticale, la densité moyenne liée à la couche k s’écrit :
%k =
1
pk+1 − pk
∫ pk+1
pk
%(p)dp =
p20
(pk+1 − pk)(γRg + 2)RT0
[( p
p0
) γR
g
+2]pk+1
pk
. (E.3)
Notons que le taux constant γ (la variation linéaire de la température par rapport à l’altitude) est
une approximation forte dans la troposphère. Cependant, comme la loi de la densité est moyennée
verticalement et horizontalement sur le domaine de la couche, une telle approximation devrait
avoir un impact mineur sur la modélisation finale. On dérive à présent un modèle de shallow-
water dédié aux couches atmosphériques. En considérant les grandes échelles de l’écoulement, les
termes de friction et les termes dépendant de la courbure de la Terre peuvent être négligés [93].
Les composantes horizontales du vent seront notées (u, v). L’approximation de shallow-water (la
vitesse horizontale est très supérieure à la vitesse verticale) mène alors à l’expression suivante de
la loi de conservation des moments pour des mouvements atmosphériques :{
du
dt +
px
%0
− vfφ = 0,
dv
dt +
py
%0
+ ufφ = 0,
(E.4)
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où %0 et fφ représentent respectivement la moyenne de densité locale et le facteur de Coriolis
dépendant de la latitude φ.
En développant les dérivées totales dans le système de coordonnées isobarique (x, y, p) et en
tenant compte du fait que l’écoulement est incompressible (divergence locale 3D nulle), l’équation
(E.4) peut être reformulée :{
∂u
∂t +
∂u2
∂x +
∂uv
∂y +
∂uω
∂p +
px
%0
− vfφ = 0,
∂v
∂t +
∂uv
∂x +
∂v2
∂y +
∂vω
∂p +
py
%0
+ ufφ = 0,
(E.5)
où ω = dpdt est la composante du vent vertical dans le système de coordonnées de pression.
Dans le système de coordonnées isobarique (x, y, p), la loi de conservation de la masse s’écrit :
∂u
∂x
+
∂v
∂y
+
∂w
∂p
= 0. (E.6)
Nous souhaitons intégrer verticalement les équations (E.5) et (E.6) sur l’intervalle de pression
[p(sk+1), p(sk)]. Pour cela, on fixe tout d’abord les conditions aux bords :{
∂p(sk)
∂t +u(s
k)∂p(s
k)
∂x +v(s
k)∂p(s
k)
∂y = ω(s
k)
∂p(sk+1)
∂t +u(s
k+1)∂p(s
k+1)
∂x +v(s
k+1)∂p(s
k+1)
∂y = ω(s
k+1).
(E.7)
Ces conditions de bords peuvent être interprétées comme le fait que les surfaces aux frontières
des couches (p(sk) et p(sk+1)) sont déformées par les vents verticaux ω(sk) et ω(sk+1). Afin
de réaliser l’intégration verticale sur l’intervalle de pression [p(sk+1), p(sk)], nous employons la
formule de Leibnitz. Cette formule est valide pour tout fonction f(x, p) dérivable et intégrable sur
tout intervalle [a(x), b(x)] :
∫ b(x)
a(x)
∂f(x, p)
∂x
dp =
∂
∂x
(∫ b(x)
a(x)
f(x, p)dp
)
− f(x, b(x))∂b(x)
∂x
+ f(x, a(x))
∂a(x)
∂x
. (E.8)
Ainsi, en utilisant les relations (E.7) et (E.8), l’intégration verticale de l’équation (E.5) sur l’inter-
valle de pression [p(sk+1), p(sk)] mène à la loi de conservation des moments pour chaque couche
atmosphérique k :
∂(qk)
∂t
+div(
1
hk
qk ⊗ qk)+ 1
2%k
∇xy(hk)2+
[
0 −1
1 0
]
fφqk = 0, (E.9)
avec
hk = p(sk)− p(sk+1), (E.10)
vk = (uk, vk) =
1
hk
∫ p(sk)
p(sk+1)
vdp, (E.11)
qk = hkvk, (E.12)
div(
1
hk
qk ⊗ qk) =
[
∂(hk(uk)2)
∂x +
∂(hkukvk)
∂y
∂(hkukvk)
∂x +
∂(hk(vk)2)
∂y
]
, (E.13)
En intégrant également verticalement l’équation de continuité (E.6) sur l’intervalle de pression
[p(sk+1), p(sk)], la loi de conservation des moments (E.9) est ajoutée à la loi de conservation de
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la masse :
∂hk
∂t
+div(qk) = 0, (E.14)
et l’on obtient un système d’équations de shallow-water indépendantes pour chaque couche k ∈
[1,K] [85] : 
∂hk
∂t +div(q
k) = 0
∂(qk)
∂t +div(
1
hk
qk ⊗ qk) + 1
2%k
∇xy(hk)2+
[
0 −1
1 0
]
fφqk=0.
(E.15)
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Liste des notations
Symbole Signification
t Indice du temps réel
∂t = ∂∂t Dérivée temporelle
∂x = ∂∂x Dérivée spatiale en x
∂y = ∂∂y Dérivée spatiale en y
∇ = [∂x, ∂y]T Opérateur gradient
∇T = [−∂y, ∂x]T Opérateur gradient orthogonal
div(•) = ∇ · • Opérateur divergence
rot(•) = ∇T · • Opérateur rotationel
∆ = ∂xx + ∂yy Opérateur de Laplace
M Opérateur différentiel de dynamique
H Opérateur différentiel d’observation
∂XM et ∂XH Dérivées de Gâteaux des opérateurs
λ Variable adjointe
η Bruit de la condition initiale
B Matrice de covariance de l’initialisation
² Bruit des observations
R Matrice de covariance des observations
w Bruit (ou contrôle) du modèleM
Q Matrice de covariance du modèle
I Image
Φ Ensemble de lignes de niveaux
κ Courbure
ε Coefficient de courbure
ρ Histogramme de couleur
dB Distance de Bhattacharia
τ Temps algorithmique
δ Fonction de dirac
1 Fonction caractéristique
ψ Fonction robuste
v = [u, v]T Champ de vecteur bidimensionnel
ξ = vx − uy Vorticité
ζ = ux + vy Divergence
φ Potentiel de vitesse
Ψ Fonction de courant
p Pression
h Épaisseur d’une couche atmosphérique
q Vitesse horizontale moyennée sur une couche
% Densité moyenne d’une couche
a Mode temporel POD
ϕ Mode spatial POD
213
214 Liste des notations
Liste des abréviations
Abréviation Signification
ECMA Équation de Contrainte du Mouvement Apparent
EDP Équation aux Dérivées Partielles
EDO Équation aux Dérivées Ordinaires
ENKF Filtre de Kalman d’ensemble
EQM Erreur Quadratique Moyen
PIV calcul de Vitesse à partir d’Images de Particules
POD Décomposition Orthogonale Propre
WENKF Filtre de Kalman d’ensemble pondéré
schéma ENO schéma Essentiellement Non Oscilatoire
WENO schéma Pondéré Essentiellement Non Oscilatoire
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Résumé
Cette thèse traite de l’utilisation de méthodes séquentielles et variationnelles pour des problèmes de suivi
dans des séquences d’images. Ces méthodes cherchent à estimer l’état d’un système à partir d’un modèle
d’évolution dynamique et d’un ensemble d’observations bruitées et généralement incomplètes de l’état.
Les méthodes séquentielles, largement utilisées par la communauté de vision par ordinateur, sont souvent
limitées à des variables d’état de faibles dimensions. En météorologie et en océanographie, les approches
d’assimilation de données sont plus communément employées. Ces techniques permettent de traiter des
variables de grandes dimensions.
Afin de considérer l’imperfection de dynamiques complexes visualisées sur le plan image (projection
3D/2D), nous avons aussi abordé des problèmes d’assimilation de données où la loi d’évolution du système
est imparfaite. Dans nos applications, les observations de l’état sont obtenues directement ou indirectement
par les mesures image.
En considérant une modélisation imparfaite de la dynamique, ces techniques sont tout d’abord appli-
quées à divers problèmes de vision par ordinateur : le suivi de courbe, l’estimation de champs de mouve-
ment fluide et le suivi couplé de courbe et de champs de vecteurs. Nous montrons comment l’assimilation
de données permet de gérer des occultations totales pendant le suivi d’objets d’intérêt sur une séquence
d’images.
Nous traitons enfin des problèmes de suivi pour deux applications particulières où une modéli-
sation plus précise de la dynamique peut être utilisée. Nous nous intéressons ainsi à l’estimation de
mouvement de couches atmosphériques à partir d’images satellitaires, puis étudions l’estimation de coeffi-
cients associés à des systèmes dynamiques réduits associés à la visualisation d’écoulements expérimentaux.
Mots-clés : Contrôle optimal, filtrage de Kalman, principes variationnels, assimilation de données,
traitement d’image, vison par ordinateur, suivi de courbes, mouvement fluide, estimation du mouvement,
suivi de couches atmosphériques, modèles dynamiques réduits.
Abstract
This thesis presents the use of sequential and variational methods for tracking applications in image se-
quences. These techniques aim at estimating a system state from a dynamical model and a set of noisy and
sparse observations. Sequential methods are usually used in computer vision community but limited to small
dimensional state spaces. In metorology or oceanography, data assimilation methods are often considered.
These approaches enable to deal with high dimensional state spaces.
In order to consider the imperfection of complex dynamics visualised in image plane (due to 3D/2D
projection), we study the use of imperfect modeling in data assimilation. In our applications, the observa-
tions are obtained directly or indirectly from images.
We first apply these methods to various tracking problems of computer vision (with an imperfect mo-
delisation of the dynamical model) : curve tracking, fluid motion estimation and joint tracking of curve and
motion. We thus show that data assimilation enables to deal with complete data occlusions.
Two particular applications where an accurate modelisation of the dynamic can be considered are
finally studied : atmospheric layer motion estimation from satellite imagery and control of low order
dynamical system from experimental visualisation.
Keywords : Control theory, Kalman filtering, variationals principles, data assimilation, image proces-
sing, computer vision, curve tracking, fluid motion, motion estimation, atmospheric layer tracking, low
order dynamical systems.
