In this paper, we study the qualitative behavior of non-constant positive solutions on a general Gause-type predator-prey model with constant diffusion rates under homogeneous Neumann boundary condition. We show the existence and non-existence of non-constant positive steady-state solutions by the effects of the induced diffusion rates. In addition, we investigate the asymptotic behavior of spatially inhomogeneous solutions, local existence of periodic solutions, and diffusion-driven instability in some eigenmode.
Introduction
In this paper, we consider the following Gause-type predator-prey system with constant diffusion rates: Here u and v stand for the densities of the prey and predators; the constants c and d refer to the conversion rate of the prey to predators and the predators death rate; and g(u) represents the growth rate of the prey in the absence of predators. The function p(u) is called the functional response of the predator to the prey and describes the change in the rate of exploitation of the prey by a predator as a result of a change in the prey density. Indeed, the growth of the predator is enhanced in the presence of the prey by an amount proportional to the number of prey. Thus, the functional response can be interpreted as the consumption rate of the prey by an individual predator. There has been a great deal of interest in analyzing the dynamics of the following corresponding spatially homogeneous system to (1.1) For example, see [6, 12, 17, 19, 21] and references therein. As examples of g(x) satisfying the hypothesis (H1), the following two specific forms can be introduced [11, 14, 19, 21, 22, 24, 28] :
where r, K, ε and θ 1 are positive constants. In view of [14] , Form 2 is called the θ -logistic growth rate. With respect to the aspect of p(x), the functional response p(x) can be classified into the following five types: [11, 16, 21, 22, 24, 28, 31, 32] . Note that the above five functional responses satisfy the hypothesis (H2). On a diffusive predator-prey model with Holling-type II functional response, there are many interesting results under homogeneous Dirichlet boundary condition [2, 4, 8, 9, 27] and Neumann boundary condition [10, 18] . Note that such models can be considered as special cases of the positive steady state of (1.1). Recently, in [25] , the authors studied the existence and non-existence of non-constant positive solutions of a predator-prey model with a certain non-monotonic functional response and diffusion under homogeneous Neumann boundary condition. Furthermore, the predator-prey models, with Beddington-DeAngelis [5] and ratio-dependent [26] functional response, have been studied. We point out that, unfortunately, the system (1.1) with hypotheses (H1) and (H2) does not contain the systems with non-monotonic (as in [25] ), Beddington-DeAngelis, or ratio-dependent functional response. The predator-prey systems, with a general non-monotonic functional response (Group defense), will be treated in a forthcoming paper.
The main part of this paper is concerned with the positive steady-states of (1.1), that is, we investigate the existence and non-existence of non-constant positive solutions to the following elliptic system:
In addition, we study the asymptotic behavior of spatially inhomogeneous solutions. Note that (1.1), and so (1.2), have a unique constant positive equilibrium point e * = (u * , v * ) under the hypotheses (H1) and (H2), where
One unique feature of Gause-type models is that the predator isocline is in the positive cone, that is, the curve determined by the equation cp(u) − d = 0 is a vertical line u = u * . On the other hand, the prey isocline is given by the function G(u) := ug(u) p (u) and has the following property:
Functional responses Types 3 and 5 are the examples for lim u→0 + p u (u) = 0. We point out that this prey isocline plays an important role in achieving the goals of this paper. This paper is organized as follows. In Section 2, we study the large time behavior of time-dependent solutions. More precisely, we investigate the global attractor, the persistence property, the stability of non-negative constant solutions, the diffusion-driven instability and the existence of periodic solutions at the positive constant solution e * of (1.1). In the final Section 3, we prove the existence and non-existence of non-constant positive solutions of (1.2) by using the Leray-Schauder degree theory.
A large time behavior of time-dependent solutions
In this section, we study the global attractor and persistence property for solutions of (1.1). Moreover, we investigate the stability of non-negative constant solutions of (1.1), the existence of Hopf bifurcation at e * := (u * , v * ) and the diffusion-driven instability.
Global attractor and permanence
To begin with, we show that for some positive constant
, which attracts all time-dependent solutions, regardless of initial functions. 
Let w(t) be the solution of the following ODE:
and thus the comparison argument shows that there exists T * T such that
To investigate the persistence property of (1.1), the following two additional hypotheses are imposed to satisfy:
(P1) g u (u) −g for all u > 0 and some positive constantg; (P2) p u (u) p for all u > 0 and some positive constantp.
Theorem 2.2. Assume that (P1) and (P2) hold. Then for a non-negative initial function
Proof. Let ω 0 be the omega(ω)-limit set of the trajectory starting at (u 0 , v 0 ), then it follows from the results in [3] and Theorem 2.1 that ω 0 is a non-empty, compact and connected invariant set in the positive cone of
Since the solutions of (1.1) in the lower-dimensional face are only (0, 0) and
(u, v) of (1.1), and thus there exists a constant ∈ (0,
for some ξ and η. Using the comparison principle, it can be derived that u ũ in [t 1 , ∞) × Ω, whereũ is the solution of the equation
and thus u is unbounded sinceũ → ∞ as t → ∞. This contradiction to the fact u in [t 1 , ∞) × Ω shows that ω 0 \{(0, 0)} = ∅. Now, we show that {(0, 0)} is an isolated invariant set in the positive cone of
To this end, assume that u, v δ for some δ ∈ (0,
g+p+1 ), then using the similar arguments, it can be shown that u is unbounded, so that there exists
it is easy to see that v → 0 as t → ∞. Consequently, we conclude that {(0, 0)} is an isolated invariant set with ω 0 \{(0, 0)} = ∅. Let N be a closed isolating neighborhood of {(0, 0)}, and π be a semiflow [29, 30] generated by (1.1). Then, in view of the result in [29] , there exists a point
where γ + is a forward semi-orbit and T s := sup{t > 0: (u s , v s )πt exists}. Since {(0, 0)} is the maximal invariant set in N , ω-limit set ω(u s , v s ) ⊂ {(0, 0)}, and therefore using the similar arguments as before, it can be shown that u s is unbounded as t → ∞, so that v s is also unbounded as t → ∞. This contradicts
1). In addition, since cp(K) > d and p(u) is continuous, there exists a constant β > 0 and
The comparison principle yields that v is unbounded as t → ∞ which implies {(K, 0)} = ω 0 . Furthermore, one can show easily that {(K, 0)} is an isolated invariant set. Finally, by using the similar arguments as in the proof of Claim 1, we can derive a contradiction, which completes the proof. 2
Stability of non-negative equilibria
The next two theorems, in turn, provide some sufficient conditions for the global stability results at the semi-trivial solution (K, 0) and positive constant solution e * . 
Proof. Since cp(K) − d < 0 and p(u) is continuous, there exists
for a sufficiently small ε ∈ (0, ε 0 ), and thus we have
The comparison argument in (2.2) shows
From Eqs. (2.1) and (2.4), using the continuity as ε → 0, it is concluded that lim t→∞ u(t,
Remark 2.4. Under the condition cp(K) − d 0, which is slightly more general than that given in Theorem 2.3, we can obtain the same conclusion by using the similar arguments as in the proof of the next theorem to the following Lyapunov function: (u(t, x), v(t, x) ) of (1.1), define the Lyapunov function
Proof. For a positive solution
v dv for some positive constant A which will be chosen later. Then we have
where If the above Claim holds, then E (t) 0, and thus the desired result follows since the equality holds only when (u, v) = (u * , v * ).
Proof of Claim
for some ξ and η. 2 Remark 2.6. In the above theorem, if the given assumption,
p(u) ) 0 for all u > 0, is replaced by the following two assumptions:
then the same conclusion is true, that is, the positive constant solution e * = (u * , v * ) is globally asymptotically stable. More precisely, in the proof of Claim of Theorem 2.5, we have
for some η and ζ , and therefore
Notation 2.7. 
Using the above notations, the linearization of (1.1) at the positive constant solution e * can be expressed by
where e = (u(t, x), v(t, x)) T , F = (ug(u) − p(u)v, v(cp(u) − d)),
X ij is invariant under the operator D + F e (e * ); and λ is an eigen-
X ij if and only if λ is an eigenvalue of the matrix −μ i D + F e (e * ). Moreover,
where
To study the local stability, Hopf bifurcation and diffusion-driven instability properties at e * , it is necessary to investigate the signs of det(λI + μ i D − F e (e * )) and trace(μ i D − F e (e * )). To this end, consider l(μ) and m(μ) for μ 0, defined by Note that these two curves intersect at the exactly one point in the first quadrant, and m(μ) has a minimum value 
Hopf bifurcation and the diffusion-driven instability region
In view of Theorem 2.8, a Hopf bifurcation, and thus the instability region, may be observed only when G u (u * ) 0. In particular, if G u (u * ) = 0, then two eigenvalues of −μ i D + F e (e * ) have negative real parts for i 1; and for i = 0, all eigenvalues of −μ i D + F e (e * ) are pure imaginary conjugate pairs. As G u (u * ) increases from 0, there exists μ i such that l(μ i ) < G u (u * ), so that the eigenvalues of −μ i D + F e (e * ) have positive real parts. Therefore, we can see that G u (u * ) = 0 is a critical value at which a Hopf bifurcation may occur. In addition, since μ 0 = 0, det(λI + μ 0 D − F e (e * )) = 0 can be rewritten as λ 2 
2 > 0. Finally, applying Hopf bifurcation theorem [7] , we have the following Hopf bifurcation result. If the following inequality is satisfied:
then det(μ i D−F e (e * )) = 0 has two positive real roots μ − * and μ + * such that det(μ i D−F e (e * )) < 0 for μ i ∈ (μ − * , μ + * ). Hence the instability region of eigenvalues μ i is observed, that is, the positive constant solution e * of (1.1) is unstable in some ith eigenmode.
has an instability of some ith eigenmode.
Non-constant positive steady-states
In this section, we provide some sufficient conditions for the existence and non-existence of non-constant positive solutions of (1.2) by using the index theory. To do this, we obtain an a priori bound for positive solutions of (1.2).
An a priori upper and lower bounds
The following lemma can be found in [20] which is useful to obtain a lower bound of positive solutions of (1.2).
Lemma 3.1 (Harnack inequality). Let
φ ∈ C 2 (Ω) ∩ C 1 (Ω) be a positive solution to φ + c(x)φ = 0 in Ω subject to
homogeneous Neumann boundary condition with c(x) ∈ C(Ω). Then there exists a positive constant
C * = C * ( c ∞ ) such that max Ω φ C * min Ω φ.
Theorem 3.2. Let D be a fixed positive constant. Then for d 2 D, there exists a positive constant
Proof. The first result, that is, u(x) K in Ω, follows easily from the maximum principle. On the other hand, after multiplying the first equation by c and adding it to the second equation in (1.1), and then by integrating the obtained equation in Ω, the following inequality is obtained:
follows, and thus applying Lemma 3.1 to the second equation of (1.2), it is concluded that there exists a positive constant C * such that max Ω v C * min Ω v. Therefore, by using (3.1), we have
can be derived, so that the desired second assertion follows. 2
Note that the positive solutions of (1.2) are contained in C 2 (Ω) × C 2 (Ω) by the standard regularity theorem for elliptic equations [13, 30] , and so Lemma 3.1 can be applied to the system (1.2). For simplicity, denote Γ := (Ω, K, c, d, g(·) , p(·)). By the regularity theory for elliptic equations [13, 30] , we see that there exist a subsequence of {(u n , v n )}, which will be denoted again by {(u n , v n )}, such that u n → 0 or v n → 0 uniformly as n → ∞. First, assume that u n → 0 as n → ∞, then there exists n 1 ∈ N such that u n 1 in Ω for n n 1 , where
is an arbitrary constant, and thus for n n 1 , we have
It follows from the strong maximum principle and Hopf's lemma that v n ≡ constant, and thus, v n ≡ 0 for n n 1 . This contradiction shows that u n 0 as n → ∞.
Next, assume that v n → 0 as n → ∞ and let 2 be an arbitrary constant, then there exists n 2 ∈ N such that v n 2 in Ω for n n 2 . Since u n K and
The strong maximum principle and Hopf's lemma conclude that u n ≡ constant for n n 2 . Since u n 0 as n → ∞, u n ≡ K for n n 2 . Therefore, using (H2), it follows that
Finally, the strong maximum principle and Hopf's lemma derive again a contradiction, that is, v n ≡ 0 for n n 2 . This completes the proof. 
. By multiplying (u −ū) and (v −v) to the first and second equations in (1.2), respectively, and then integrating on Ω, we have
where γ = λ>0 n λ and n λ is the algebraic multiplicity of all the positive eigenvalues λ of (3.4). After some calculation, (3.4) can be rewritten as
Observe that (3.5) has a non-trivial solution if and only if P i (λ) = 0 for some λ 0 and i 0, where
That is to say, λ is an eigenvalue of (3.4), so that (3. > 0 and det(μ i D − F e (e * )) > 0, so that P i (λ) = 0 has no positive root for all i i * + 1. Therefore, we have index(I − F, e * ) = −1 as in Lemma 3.6. Finally, using the similar arguments as in Theorem 3.7, the desired result follows. 2
