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Quantum Fisher information for density matrices with arbitrary ranks
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We provide a new expression of the quantum Fisher information(QFI) for a general system.
Utilizing this expression, the QFI for a non-full rank density matrix is only determined by its
support. This expression can bring convenience for a infinite dimensional density matrix with a
finite support. Besides, a matrix representation of the QFI is also given.
PACS numbers: 03.67.-a, 03.65.Ta, 06.20.-f
INTRODUCTION
Quantum metrology is a field that utilizes the char-
acter of quantum mechanics to improve the precision of
a parameter under detection [1]. For the past few years,
this field has drawn a lot of attention and has been devel-
oping rapidly [2–17]. Quantum Fisher information(QFI)
is a central concept in quantum metrology because it de-
picts the lower bound on the variance of the estimator θˆ
for the parameter θ due to the Cramér-Rao theorem [18–
20]
var(θˆ) ≥ 1
νF
, (1)
where var(·) is the variance, ν is the number of re-
peated experiments and F is the QFI. However, the QFI
is not just limited in the field of quantum metrology.
It has been widely applied in other aspects of quan-
tum physics [21–33], like quantum information and open
quantum systems. Thus, it is necessary and meaning-
ful to study the quantum Fisher information as well as
its properties and dynamical behaviors under various cir-
cumstances.
Quantum Fisher information is a local quantity, which
can be intuitively interpreted as the “velocity" at which
the density matrix moves for a given parameter value.
This physical interpretation comes from the fact that the
QFI is dependent on the parameterized density matrix
ρθ and its first derivative ∂θρθ. Utilizing the spectral
decomposition, when the eigenstates of ρθ as projectors,
act on ρθ and its first derivative, the value is only related
to the spectral decomposition within the support, which
strongly hints that the QFI may be expressed in the rep-
resentation of the density matrix’s support. To find such
an expression is the major motivation of this paper.
In this paper, we provide a new expression of the quan-
tum Fisher information in the representation of the den-
sity matrix’s support. With this expression, for a non-full
rank density matrix, especially for a infinite dimension
one, the QFI may be solved in a finite support space
without realizing the knowledge out of the support. Re-
cently, it is found [31, 32] that the QFI can be written
in the form of the convex roof of variance. To obtain the
QFI, one should take the minimum value running over all
the possible pure-state ensembles. Utilizing the new ex-
pression, we give the condition when the ensemble from
the spectral decomposition is the optimal ensemble in
which the minimum value attains. Besides, we also pro-
vide a matrix representation form of the QFI and give
two examples of it.
FISHER INFORMATION FOR A NON-FULL
RANK DENSITY MATRIX
In the following we consider a N-dimensional system
(N can be infinite) with the density operator ρθ, which is
dependent on the parameter θ. Assume that the spectral
decomposition of the density operator is given by
ρθ =
s∑
i=1
pi|ψi〉〈ψi|, (2)
where pi is a eigenvalue and |ψi〉 is a eigenstate. s is the
dimension of the support set of ρθ, denoted as supp(ρθ),
i.e., s = dim[supp(ρθ)].
For a parameterized quantum state ρθ, the quantum
Fisher information F is defined as below [19, 20]
F := tr(ρθL
2), (3)
where L is the so-called symmetric logarithmic derivative
operator and determined by
∂θρθ =
1
2
(Lρθ + ρθL) . (4)
In the eigenbasis of ρθ, above equation reads
〈ψi|∂θρθ|ψj〉 = 1
2
(pi + pj)Lij , (5)
where Lij := 〈ψi|L|ψj〉. From above equation, one can
find that Lij is in principle supported by the full space,
but the value of Lij for i, j > s is arbitrary because above
equation is always established for any value of Lij when
i, j > s. Nevertheless, the quantum Fisher information
is still a determinate quantity because the calculation of
it does not use those values of Lij for i, j > s, which we
will show below. Thus, one can set Lij = 0 for i, j > s as
a matter of convenience.
2By substituting Eq. (2) and the normalization relation
I =
∑N
j=1 |ψj〉〈ψj | into Eq. (3), one can obtain the quan-
tum Fisher information as
F =
s∑
i=1
N∑
j=1
piLijLji. (6)
Here I is the identity operator. All pi here is greater than
zero because the index i ≤ s and satisfies ∑si=1 pi = 1.
From this equation we see that the randomicity of Lij
for i, j > s does not affect the certainty of the quantum
Fisher information. As pi > 0, Eq. (5) can be rewritten
into
Lij =
2(∂θρθ)ij
pi + pj
, (7)
where (∂θρθ)ij := 〈ψi|∂θρθ|ψj〉. Utilizing this expression,
Eq. (6) can be written in the form
Fθ =
s∑
i=1
N∑
j=1
4pi
(pi + pj)2
|(∂θρθ)ij |2, (8)
where the Hermiticity of the operator ∂θρθ was used.
Next, from the spectral decomposition of ρθ, one can
find that
(∂θρθ)ij = ∂θpiδij + (pj − pi)〈ψi|∂θψj〉, (9)
where we have used the equation
〈ψi|∂θψj〉 = −〈∂θψi|ψj〉, (10)
resulted from the orthogonality 〈ψi|ψj〉 = δij . For i ∈
[1, s] and j ∈ [s+1,N], the expression of (∂θρθ)ij reduces
to −pi〈ψi|∂θψj〉. Substituting Eq. (9) into Eq. (8), we
have
Fθ =
s∑
i=1
1
pi
(∂θpi)
2 +
s∑
i=1
N∑
j=1
4pi(pi − pj)2
(pi + pj)2
|〈ψi|∂θψj〉|2.
(11)
Furthermore, with the knowledge that
∑N
j=1 =∑s
j=1+
∑N
j=s+1, the second item of above expression can
be separated into two parts F1 and F2. The first part F1
reads
F1 =
s∑
i,j=1
4pi(pi − pj)2
(pi + pj)2
|〈ψi|∂θψj〉|2, (12)
and the second part F2 reads
F2 =
s∑
i=1
N∑
j=s+1
4pi|〈ψj |∂θψi〉|2. (13)
Based on the normalization relation, it is easy to find
that
N∑
j=s+1
|ψj〉〈ψj | = I−
s∑
j=1
|ψj〉〈ψj |. (14)
Substituting this equation into the expression of F2, one
can obtain
F2 =
s∑
i=1
4pi〈∂θψi|∂θψi〉 −
s∑
i,j=1
4pi|〈ψj |∂θψi〉|2. (15)
Then, the quantum Fisher information can be expressed
by
Fθ =
s∑
i=1
1
pi
(∂θpi)
2 +
s∑
i=1
4pi〈∂θψi|∂θψi〉
−
s∑
i,j=1
8pipj
pi + pj
|〈ψi|∂θψj〉|2. (16)
From this equation one can find that the quantum
Fisher information for a non-full rank density matrix is
determined by its support. The information of eigen-
states out of the support is not necessary for the cal-
culation of the QFI. This advantage would bring some
convenience for the calculation in some cases, especially
when N is infinite and s is finite.
According the theory of the classical Fisher informa-
tion [18–20], it is natural to treat the first item of Eq. (16)
as the classical contribution of quantum Fisher infor-
mation [23] because
∑s
i=1
1
pi
(∂θpi)
2 = 4
∑s
i=1
(
∂θ
√
pi
)2
.
Then the quantum Fisher information for a quantum sys-
tem can be separated into two parts, the classical contri-
bution and quantum contribution, namely,
Fθ = Fct + Fqt, (17)
where the classical contribution reads
Fct =
s∑
i=1
4 (∂θ
√
pi)
2
, (18)
and the quantum contribution reads
Fqt =
s∑
i=1
4pi〈∂θψi|∂θψi〉 −
s∑
i,j=1
8pipj
pi + pj
|〈ψi|∂θψj〉|2.
(19)
The separation of the quantum Fisher information is
not just in form. From the equations above, one can find
that the classical contribution of the quantum Fisher in-
formation is a special case of the classical Fisher infor-
mation. It can be treated as the classical Fisher infor-
mation obtained through the measurement {|ψi〉} in the
eigenspace of ρθ: E
N. The eigenspace EN is spanned by
the basis {|ψi〉}, and {pi} is a classical distribution in this
space. From Eq. (18), it is not difficult to find that the
classical contribution Fct is only related to the derivative
of the eigenvalues, which indicates that this part of infor-
mation is coming from the classical distribution in EN.
Moreover, we find that the classical contribution has the
following properties: (1) it vanishes for pure states; (2)
3it vanishes for the unitary parametrization; (3) it is in-
variant under unitary transformation of density matrix,
no matter the transformation is parameter-dependent or
not.
In the mean time, with some transformation, Eq. (19)
can be rewritten as
Fqt =
s∑
i=1
piFQ(|ψi〉)−
s∑
i6=j
8pipj
pi + pj
|〈ψi|∂θψj〉|2, (20)
where
FQ(|ψi〉) = 4
(〈∂θψi|∂θψi〉 − |〈ψi|∂θψi〉|2) (21)
is the quantum Fisher information of the eigenstate |ψi〉.
From this equation, it is clear that Fqt is related to the
basis of EN. In EN, Fqt is determined by the weighted
average of all the quantum Fisher information FQ(|ψi〉)
of the basis vector |ψi〉 and the coupling between these
vectors. This manifests that this part of information orig-
inates from the quantum structure of space EN. These
are the geometric meanings of the classical and quantum
contribution as well as the intrinsic reason for the sepa-
ration.
We know the classical contribution of the QFI always
vanishes for the unitary parametrization. But for a non-
unitary parametrization procedure, including the channel
estimation [34–39] and the noise estimation [40, 41], the
classical contribution does have an influence on the preci-
sion. However, only improving the classical contribution
without enhancing the quantum counterpart, the preci-
sion is not available to surpass the shot-noise limit, the
lower limit for a total classical scenario. The estimation
of the decoherence strength [41], in which the classical
contribution plays the leading role, is an example of this
scenario.
The quantum Fisher information is a local quantity,
which can be intuitively interpreted as the “velocity" at
which the matrix moves for a given parameter value.
In mathematics, this means that the quantum Fisher
information depends on the density matrix ρθ and its
first derivative ∂θρθ. Utilizing the spectral decomposi-
tion, there exists items such as |ψi〉〈∂θψj | and |∂θψi〉〈ψj |.
When these items are traced with the eigenstates out of
the support, the values turn out to be zero. This is the
intuitive reason that the QFI can be expressed in the rep-
resentation of the support. If the QFI is related to the
higher order derivatives, like the second one ∂2θρθ, then
there would exist the item like |∂θψi〉〈∂θψj |. As |∂θψi〉 is
not always orthogonal with |ψj〉, when this item is traced
with the projectors out of the support, the value cannot
always be zero, then the quantum Fisher information has
to be related to the whole Hilbert space, rather than the
support only.
For the unitary parametrization exp(iθH), the classical
contribution vanishes, and the quantum Fisher informa-
tion reduces to
FQ =
s∑
i=1
piFQ(|ψi〉)−
s∑
i6=j
8pipj
pi + pj
|〈ψi|H |ψj〉|2. (22)
In the mean time, FQ(|ψi〉) reduces to the form that is
proportional to the variance of operator H on the eigen-
states, i.e.,
FQ(|ψi〉) = 4(∆H)2|ψi〉, (23)
where (∆H)2|ψi〉 := 〈ψi|H2|ψi〉 − |〈ψi|H |ψi〉|2 is the vari-
ance. Recently, Tóth and Petz [32] found that for a rank-
2 system the quantum Fisher information can be treated
as the convex roof of the variance, then Yu [31] proves
that this theorem is also established for a general system,
namely,
Fθ = min
{qk,|Ψk〉}
4
∑
k
qk(∆H)
2
|Ψk〉
. (24)
Here {qk, |Ψk〉} refers to a set of pure-state ensembles,
which satisfies
ρθ =
∑
k
qk|Ψk〉〈Ψk|. (25)
One should notice that the ensemble of the eigenvalues
and eigenstates {pi, |ψi〉} is one of these ensembles, but
not the only one. Comparing Eq. (22) with Eq. (24), one
can find that the condition for the ensemble {pi, |ψi〉}
being the optimal ensemble is that the transition item
〈ψi|H |ψj〉 = 0, for any i 6= j. (26)
For example, in some Mach-Zehnder interferometer, H =
1
2i(a
†b − ab†), where a, b are the annihilation operators
of two modes, and a†, b† are the creation operators re-
spectively. Choosing an appropriate input state, like an
even state [33] or a Fock state [30] in one port, the item
〈ψi|H |ψj〉 vanishes for any i 6= j, then the ensemble
{pi, |ψi〉} is the optimal ensemble and the QFI reduces
to Fθ = 4
∑s
i=1 pi(∆H)
2
|ψi〉
.
This condition can be checked through another way.
Based on Ref. [31], we introduce an observable
Y =
∑
i,j
2
√
pipj
pi + pj
Hij |ψi〉〈ψj |, (27)
where Hij = 〈ψi|H |ψj〉. Denote the spectral decomposi-
tion Y =
∑
k αk|yk〉〈yk|, then the optimal pure state can
be constructed as
|Uk〉 = 1√
uk
∑
i
Uki
√
pi|ψi〉, (28)
with uk =
∑
i |Uki|2pi and Uki = 〈ψi|yk〉. When |Uk〉 =
|ψk〉, there must be |yk〉 = |ψk〉. As |yk〉 is the eigenstate
of observable Y, then one can see that the condition for
|yk〉 = |ψk〉 is that all the off-diagonal elements of ob-
servable Y have to vanish, i.e., Hij = 0 for any i 6= j,
which coincides with our result.
4MATRIX REPRESENTATION
In this section we show a matrix representation of the
quantum Fisher information. We consider the classical
contribution first. Define a N-dimensional diagonal ma-
trix D with elements Dii = pi, then the classical contri-
bution can be rewritten in the form
Fct = 4Tr
(
∂θ
√
D
)2
. (29)
This equation is equivalent to Eq. (18) as pi = 0 for
i ∈ [s + 1,N].
Define a N-dimensional matrix P with the elements
Pij := |〈ψi|∂θψj〉|2. It is easy to see that the matrix P is
real and symmetric. The symmetry can be proved by us-
ing Eq. (10) into the definition above. Denote a constant
N-dimensional matrix I whose elements are 1, i.e., Iij =
1 for any i and j, and define a N-dimensional block di-
agonal matrix G, which is G = diag[Hs×s, 0(N−s)×(N−s)],
where Hs×s is a s-dimensional real symmetric matrix.
The elements of H are the harmonic mean values, Hij =
2pipj/(pi + pj). With the help of above matrices, as well
as the symmetry of P , i.e., Pij = Pji, the quantum con-
tribution can be written in the form
Fqt = 4Tr [(DI − G)P ] . (30)
This is the matrix representation of quantum contribu-
tion of the QFI. It is easy to see that the coefficient matrix
DI − G is traceless.
The matrix P can be treated as the “trans-
fer” matrix between the vector of the eigenstates
(|ψ1〉, · · · , |ψi〉, · · · , |ψN〉)T and its derivative vector. For
a unitary parametrization, the element of P reads Pij =
|〈φi|H |φj〉|2. In this case, the diagonal element of P is
the survive probability of the eigenstate |φi〉 under the
evolution H and the non-diagonal element is the transi-
tion probability between |φi〉 and |φj〉 under H .
Compared with Eqs. (18) and (19), the matrix repre-
sentation of the quantum Fisher information is related to
the entire N-dimensional space. However, the coefficient
matrix D, G and the “transfer” matrix P are all real and
symmetric. For a unitary parametrization, in the matrix
representation, one does not need to calculate the aver-
age value of H2, but the transition item 〈ψi|H |ψj〉 has
to be calculated through the entire space, not only those
in the support. In the mean time, using the expression
of Eq. (19), one has to calculate the average value of H2
under the eigenstates, but the transition item needn’t to
be calculated out of the support. These two representa-
tions have their own merits and will bring convenience if
being used properly.
In the following we give two examples utilizing this
matrix representation. First we apply it in the qubit case.
In this case, the parameterized density matrix ρθ can be
decomposed as ρθ =
∑2
i=1 pi(θ)|ψi(θ)〉〈ψi(θ)|. Then the
coefficient matrix reads
DI − G =
(
0 p1 − 2 detρθ
p2 − 2 det ρθ 0
)
, (31)
where the equation p1p2 = det ρθ has been used. Thus,
it is easy to obtain the quantum contribution as
Fqt = 4 (1− 4 detρθ)P12, (32)
where P12 = |〈ψ1|∂θψ2〉|2.
When the state is a pure state, for instance p1 = 1 and
p2 = 0, there is det ρθ = 0, then the quantum contribu-
tion reduces to
Fqt = 4P12 = 4|〈ψ1|∂θψ2〉|2. (33)
This form coincides with the traditional quantum Fisher
information form for pure state: FQ = 〈∂θψ1|∂θψ1〉 −
|〈ψ1|∂θψ1〉|2, which can be proved by substituting the
normalization relation I = |ψ1〉〈ψ1| + |ψ2〉〈ψ2| into the
item 〈∂θψ1|∂θψ1〉. The classical contribution can also be
obtained in this case, which reads
Fct =
(∂θp1,2)
2
det ρθ
=
det ρθ
1− 4 det ρθ [∂θ (ln det ρθ)]
2 (34)
for mixed states and Fct = 0 for pure states. For a uni-
tary parametrization, the quantum contribution reads
Fqt = 4 (1− 4 det ρ0) |〈φ1|H |φ2〉|2, (35)
with |φi〉 a eigenstate of ρ0. As D is independent of θ, the
classical contribution vanishes for both mixed and pure
states.
Next we give another example. Consider a density ma-
trix with the following form [42]
ρθ =
∞∑
n=0
Qnρ
(n)
θ , (36)
where Qn is a real number and independent of θ. ρ
(n)
θ is a
state of n particles in the entire Hilbert space. This form
is representative for an optical system taking into account
the superselection rules [42]. For a unitary parametriza-
tion, the spectral decomposition of ρθ reads
ρθ =
∞∑
n=0
n∑
i=0
Qnq
(n)
i |ψ(n)i 〉〈ψ(n)i |, (37)
where |ψ(n)i 〉 = e−iHθ |φ(n)i 〉. In this case, the classi-
cal contribution vanishes. If the transition between the
eigenstates in different particle spaces through the Hamil-
tonianH is forbidden, which is feasible in some cases [43],
namely, 〈φ(n)i |H |φ(n
′)
j 〉 = 0 when n 6= n′, then the “trans-
fer” matrix P can be written in a block diagonal form
P =∑∞n=0 P(n), where P(n) is the corresponding “trans-
fer” matrix for fixed n particles. According to the feature
5of trace operation, only the corresponding block diago-
nal part of the coefficient matrices D, I and G matters in
the calculation of the quantum contribution. If we define
D(n), I(n) and G(n) as the coefficient matrices for fixed n
particles, then the block diagonal parts of D, I and G can
be expressed as
∑
nQnD
(n),
∑
n I(n) and
∑
nQnG(n).
Thus, the quantum Fisher information reads
FQ = 4
∞∑
n=0
QnTr
[(
D(n)I(n) − G(n)
)
P(n)
]
. (38)
Also, one can find that the quantum Fisher information
F (n) in the subspace of fixed n particles can be written
as
F
(n)
Q = 4Tr
[(
D(n)I(n) − G(n)
)
P(n)
]
. (39)
Thus, one can write the total quantum Fisher informa-
tion in the form
FQ =
∞∑
n=0
QnF
(n)
Q . (40)
This total quantum Fisher information is the weighted
average of all the quantum Fisher information for fixed
n particles. This form of the QFI has been widely used
in the optical interferometry devices when no external
global phase reference is present [44].
More generally, taking into account the transition be-
tween the eigenstates in different particle subspaces, P
can still be separated into blocks according to the parti-
cle number. Denote the sub-block in the upper and lower
triangular of P between n and n′ particle subspaces as
P(nn′) and P(n′n), respectively. The diagonal block P(n)
is the same as above. Then, P can be expressed in the
form P =∑n P(n) +∑n6=n′ P(nn′), so as I and G. Here
all the elements of P(nn′) is non-negative based on the
property of P . Thus, the total quantum Fisher informa-
tion can be written as
FQ =
∑
n
QnF
(n)
Q +
∑
n6=n′
4Tr
[
C(nn
′)P(n′n)
]
, (41)
where C(nn
′) = QnD
(n)I(nn′) − G(nn′).
From this equation one can find that when all the el-
ements of C(nn
′) is non-negative, the transition between
the eigenstates in different particle subspaces, i.e., the
second item of Eq. (41), can enhance the total QFI. Apart
from this condition, the effect has to be discussed case
by case.
CONCLUSION
In this paper, we provide a new analytic expression
of the quantum Fisher information. For a non-full rank
density matrix, this new expression is only determined
by the support of the density matrix. With this new ex-
pression, the QFI for some infinite systems can be solved
in a finite support space. This would bring significant
advantage during the calculation in some scenarios. Be-
sides, we also provide a matrix representation form of the
quantum Fisher information and give two examples.
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