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Resumo
Nesta tese, estudamos equac¸o˜es diferenciais estoca´sticas, sob o ponto de vista da
teoria das simetrias de Lie. Introduzimos o conceito de simetria de Lie estoca´stica, que
consiste em uma ac¸a˜o que mante´m invariante as soluc¸o˜es de uma equac¸a˜o diferencial, onde
tal ac¸a˜o e´ estoca´stica, isto e´, dada por um fluxo estoca´stico. Nosso principal resultado
consiste nas equac¸o˜es de Lie para as simetrias estoca´sticas, permitindo detectar quando
um fluxo estoca´stico e´ uma simetria estoca´stica. Ale´m disso, apresentamos uma poss´ıvel
definic¸a˜o de coordenada canoˆnica para as simetrias estoca´sticas e obtemos condic¸o˜es,
assim como no caso cla´ssico, para encontra´-la. Por fim, mostramos como obter, sistema-
ticamente, transformac¸o˜es entre equac¸o˜es estoca´sticas.
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Abstract
In this thesis, we study stochastic differential equations, under the point of view
of Lie point symmetries. We introduce the concept of stochastic Lie point symmetry,
which consists of an action that keeps invariant the solutions of a differential equation,
where such action is stochastic, i.e., given by a stochastic flow. Our main result is the
Lie’s equations for stochastic symmetries, which allows one to detect when a stochastic
flow is a stochastic symmetry. Furthermore, we present a possible definition of canonical
coordinates for the stochastic symmetries and we obtain conditions, like in the standard
case, to find them. At last, we show how to obtain, systematically, transformations
between stochastic differential equations.
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Introduc¸a˜o
Uma simetria de uma equac¸a˜o diferencial e´ uma ac¸a˜o a` 1-paraˆmetro, no espac¸o das
varia´veis dependentes e independentes da equac¸a˜o, que deixa invariante as soluc¸o˜es de
tal equac¸a˜o. Em outras palavras, e´ uma ac¸a˜o que leva qualquer soluc¸a˜o, em uma outra
soluc¸a˜o da mesma equac¸a˜o diferencial.
Quando uma equac¸a˜o diferencial admite uma simetria, e´ poss´ıvel reduzir a ordem de
tal equac¸a˜o. Logo, dependendo de quantas simetrias uma dada equac¸a˜o diferencial possui,
e dependendo da ordem da equac¸a˜o, e´ poss´ıvel obter uma soluc¸a˜o expl´ıcita desta equac¸a˜o
diferencial. Essa e´ uma das grandes utilidades da teoria das simetrias de Lie, aplicada
a`s equac¸o˜es diferenciais, sendo uma das poucas que permite obter soluc¸o˜es expl´ıcitas
de equac¸o˜es diferenciais. Por exemplo, o me´todo dos fatores integrantes, aplicado a`
equac¸o˜es diferenciais ordina´rias (EDOs) lineares de primeira ordem, que e´ um dos pri-
meiros me´todos visto num curso introduto´rio de equac¸o˜es diferenciais, pode ser obtido
atrave´s da teoria das simetrias de Lie (ver [2], Sec¸a˜o 3.2).
O primeiro passo, e talvez o mais importante, na tentativa de estudar equac¸o˜es
diferenciais segundo suas simetrias, e´ determinar quais sa˜o as simetrias da equac¸a˜o. Isto
e´, determinar quais ac¸o˜es manteˆm invariante as soluc¸o˜es dessa equac¸a˜o.
Toda ac¸a˜o a` 1-paraˆmetro, numa variedade diferencia´vel Z, pode ser considerada
(pelo menos localmente) como a ac¸a˜o de um fluxo, associado a` um campo de vetores, em
Z. O espac¸o Z, para nosso propo´sito, e´ um produto cartesiano Z = U × V , onde U e´ o
espac¸o das varia´veis independentes e V e´ o espac¸o das varia´veis dependentes de uma dada
1
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equac¸a˜o diferencial. Logo, um campo de vetores em Z tem a forma
X = τ(u, v)
∂
∂u
+ φ(u, v)
∂
∂v
,
onde τ : U × V → U e φ : U × V → V sa˜o func¸o˜es suficientemente diferencia´veis.
Denotamos o fluxo associado ao campo X por
Φε = Φε(u, v) = (u, v) +
∫ ε
0
(τ (Φr(u, v)) , φ (Φr(u, v))) dr.
Nessa notac¸a˜o, toda ac¸a˜o a` 1-paraˆmetro em Z pode ser pensada como sendo a ac¸a˜o
(u, v) 7−→ Φε(u, v), ε ≥ 0.
No fim do se´culo XIX, S. Lie ([15], ver tambe´m [2], [19] e [22]) obteve condic¸o˜es
necessa´rias e suficientes, em termos das func¸o˜es τ e φ (as componentes do campo X),
para se determinar quando a perturbac¸a˜o dada pelo fluxo Φε, associado ao campo X,
e´ uma simetria de uma equac¸a˜o diferencial. Tais condic¸o˜es sa˜o conhecidas hoje como
equac¸o˜es de Lie ou “determining equations”(veja Sec¸a˜o 2.1).
Vale ressaltar, que foi a teoria das simetrias de Lie que deu in´ıcio a` teoria de grupos
e a´lgebras de Lie, que e´ uma a´rea central da matema´tica moderna. O conjunto de todos os
campos de vetores, que geram simetrias de uma determinada equac¸a˜o diferencial, forma
uma a´lgebra, que e´ conhecida como a´lgebra de Lie. Ale´m disso, o conjunto de todos os
fluxos associados a` tais campos gera um grupo cont´ınuo a` r-paraˆmetros, que e´ conhecido
como grupo de Lie.
Recentemente, com os trabalhos de T. Misawa ([16], 1994) S. Albeverio e S-M. Fei
([1], 1995), iniciou-se o estudo de equac¸o˜es diferenciais estoca´sticas (EDEs) atrave´s do
me´todo das simetrias de Lie. Ambos trabalharam com equac¸o˜es estoca´sticas no sentido
de Stratonovich. O primeiro trabalho que trata de EDEs no sentido de Itoˆ e´ de G. Gaeta
e N. Quintero ([8], 1999), que, ale´m de obter as equac¸o˜es de Lie, faz uma comparac¸a˜o
das simetrias das EDEs com as simetrias da equac¸a˜o de Fokker–Plank associada. Na
sequ¨eˆncia, aparecem mais trabalhos, como C. Wafo Soh e F. Mahomed ([24], 2001), G.
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U¨nal ([23], 2003), B. Srihirun, S. Meleshko e E. Schulz ([21], 2006), E. Fredericks e F.
Mahomed ([5], 2007 e [6], 2008), entre outros, como [7], [9], [10], [11], [12], [13] e [14].
A definic¸a˜o de simetria de uma EDE e´ a mesma de uma simetria de uma equac¸a˜o
determin´ıstica. Trata-se de uma ac¸a˜o a` 1-paraˆmetro que mante´m invariante as soluc¸o˜es
da EDE. No caso da ac¸a˜o dada por um fluxo Φε agindo no espac¸o U × V , das varia´veis
independentes e dependentes, e´ poss´ıvel obter as equac¸o˜es de Lie, para EDEs (veja Sec¸a˜o
2.2). Isto significa que sabemos quando uma perturbac¸a˜o do tipo
(u, v) 7−→ Φε(u, v) = (u, v) +
∫ ε
0
(τ (Φr(u, v)) , φ (Φr(u, v))) dr
e´ uma simetria de uma EDE. Note que a perturbac¸a˜o acima, e´ dada pela ac¸a˜o de um fluxo
determin´ıstico no espac¸o U×V . Analisando dessa maneira, a teoria cla´ssica das simetrias
de Lie, permite responder quando uma perturbac¸a˜o determin´ıstica e´ uma simetria de uma
equac¸a˜o diferencial determin´ıstica. Por outro lado, a teoria das simetrias de Lie aplicada
a`s EDEs, permite responder quando uma perturbac¸a˜o determin´ıstica e´ uma simetria de
uma equac¸a˜o diferencial estoca´stica. Enta˜o, cabe aqui a seguinte pergunta: o que acontece
se fizermos uma perturbac¸a˜o estoca´stica em uma equac¸a˜o diferencial?
Nossa contribuic¸a˜o nessa teoria foi obter a resposta dessa pergunta, no caso de
equac¸o˜es ordina´rias. De maneira mais precisa, entendemos por perturbac¸a˜o estoca´stica
uma ac¸a˜o dada por
(u, v) 7−→ Φε(u, v) = (u, v) +
∫ ε
0
(τ (Φr(u, v)) , φ (Φr(u, v))) dr
+
∫ ε
0
(τ (Φr(u, v)) , φ (Φr(u, v))) dB(r),
onde B e´ um movimento Browniano. Primeiramente, introduzimos o conceito de sime-
tria estoca´stica, que trata-se de uma perturbac¸a˜o estoca´stica que mante´m invariante as
soluc¸o˜es de uma dada equac¸a˜o diferencial. Na sequ¨eˆncia, provamos (veja Teorema 3.1.4)
quando uma perturbac¸a˜o estoca´stica e´ uma simetria de uma equac¸a˜o ordina´ria, seja a
equac¸a˜o estoca´stica ou determin´ıstica. Isto e´, obtemos as equac¸o˜es de Lie para simetrias
estoca´sticas, no caso de equac¸o˜es ordina´rias.
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Em seguida, tentamos estender o conceito de coordenadas canoˆnicas para as sime-
trias estoca´sticas. Dizemos que um sistema de coordenadas e´ uma coordenada canoˆnica,
para um campo de vetores, quando a ac¸a˜o do fluxo associado ao campo e´ uma translac¸a˜o
na varia´vel espacial desse sistema de coordenadas. Um dos problemas estudados aqui e´
o seguinte: dado um campo de vetores num sistema de coordenadas, encontrar uma mu-
danc¸a de varia´veis tal que, o novo sistema de coordenadas seja uma coordenada canoˆnica
para tal campo. Uma vez encontrada uma coordenada canoˆnica, podemos resolver a
equac¸a˜o diferencial em questa˜o, nas novas varia´veis, o que fornece, implicitamente, uma
soluc¸a˜o para a equac¸a˜o inicial. Primeiramente, aplicamos esse me´todo para encontrar
soluc¸o˜es expl´ıcitas de algumas EDEs. Depois, fornecemos uma poss´ıvel definic¸a˜o de co-
ordenada canoˆnica para simetrias estoca´sticas, e mostramos como usar isso para resolver
equac¸o˜es.
Outro assunto que estudamos, ainda no contexto de simetrias, foi o me´todo intro-
duzido por G. Bluman et al. ([3], ver tambe´m Sec¸a˜o 2.3). Tal me´todo permite obter, de
maneira sistema´tica, transformac¸o˜es entre equac¸o˜es diferenciais, ou seja, aplicac¸o˜es que le-
vem toda soluc¸a˜o de uma equac¸a˜o diferencial dada, em uma soluc¸a˜o de uma equac¸a˜o alvo.
O cena´rio padra˜o onde se aplica essa teoria e´ o seguinte: Temos em ma˜os uma equac¸a˜o
diferencial (A), que gostar´ıamos de resolver explicitamente, e temos tambe´m uma outra
equac¸a˜o diferencial (B), cuja soluc¸a˜o e´ previamente conhecida, que chamamos de equac¸a˜o
alvo. Como a soluc¸a˜o de (B) e´ conhecida, se obtermos uma aplicac¸a˜o µ, que leve soluc¸o˜es
de (A) em soluc¸o˜es de (B), podemos obter uma soluc¸a˜o de (A), invertendo a aplicac¸a˜o
µ. G. Bluman et al. obtiveram condic¸o˜es necessa´rias para se determinar a aplicac¸a˜o µ,
caso ela exista. Tais condic¸o˜es sa˜o um sistema de equac¸o˜es diferenciais parciais para µ,
envolvendo os geradores infinitesimais das simetrias de (A) e de (B). Um simples exemplo
desta teoria, e´ de permitir obter, sistematicamente, a transformac¸a˜o de Hopf-Cole, que
transforma a equac¸a˜o do calor na equac¸a˜o de Burgers (ver Sec¸a˜o 2.3).
Aqui, nossa contribuic¸a˜o foi estender a teoria de G. Bluman et al. para equac¸o˜es
estoca´sticas ordina´rias (ver Teorema 3.3.1). Com isso, obtivemos condic¸o˜es necessa´rias
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para se obter uma aplicac¸a˜o que leve uma equac¸a˜o estoca´stica em outra, partindo das
simetrias das mesmas.
Esta tese esta´ organizada como segue:
No primeiro cap´ıtulo, relembramos alguns conceitos do ca´lculo estoca´stico, ne-
cessa´rios para tratar de EDEs. Basicamente, mencionamos a integrac¸a˜o estoca´stica, e
da fo´rmula de Itoˆ. Na Sec¸a˜o 1.2, relembramos a fo´rmula da mudanc¸a aleato´ria no tempo
de B. Oksendal ([17], [18]), que nos diz como um processo estoca´stico e´ alterado, atrave´s
de uma mudanc¸a temporal.
O Cap´ıtulo 2 trata da teoria das simetrias de Lie. Na Sec¸a˜o 2.1, apresentamos a
teoria cla´ssica, iniciada por S. Lie ([15], ver tambe´m [2], [19] e [22]). A maneira usual
de demonstrar as equac¸o˜es de Lie, e´ atrave´s de prolongamento de campos de vetores
(ver [19]). Entretanto, no´s obtemos as equac¸o˜es de Lie de uma maneira diferente, que
e´ a mesma maneira utilizada para as equac¸o˜es de Lie para simetrias estoca´sticas, pois,
na˜o e´ bem definido o que e´ um prolongamento de um campo de vetores que gera um
fluxo estoca´stico. Na Sec¸a˜o 2.2, apresentamos a teoria das simetrias de Lie, aplicada a`s
EDEs, obtendo as equac¸o˜es de Lie para EDEs, e ilustrando com alguns exemplos. Por
fim, na Sec¸a˜o 2.3, apresentamos a teoria de G. Bluman et al. ([3]), que permite obter
transformac¸o˜es entre equac¸o˜es diferenciais determin´ısticas.
No Cap´ıtulo 3 encontra-se a parte principal desta tese (a dizer, Teorema 3.1.4 e
Teorema 3.3.1). Na Sec¸a˜o 3.1, introduzimos a simetria estoca´stica, que trata-se de uma
ac¸a˜o dada por um fluxo estoca´stico, que mante´m invariante soluc¸o˜es de uma dada equac¸a˜o
diferencial. Em seguida, obtemos as equac¸o˜es de Lie para tal simetria (Teorema 3.1.4), e
finalizamos com alguns exemplos de simetrias estoca´sticas. A Sec¸a˜o 3.2 se divide em duas
subsec¸o˜es. Na primeira, relembramos o conceito de coordenadas canoˆnicas, e aplicamos
esse me´todo, obtendo soluc¸o˜es de algumas EDEs. Na segunda subsec¸a˜o, introduzimos uma
poss´ıvel definic¸a˜o de coordenadas canoˆnicas, para as simetrias estoca´sticas, e mostramos
como usa´-la. Na Sec¸a˜o 3.3, estendemos o me´todo de G. Bluman et al. ([3], ver tambe´m
Sec¸a˜o 2.3) para EDOs estoca´sticas, o que permite encontrar transformac¸o˜es entre equac¸o˜es
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estoca´sticas. Em [11], R. Kozlov classifica todas EDOs estoca´sticas em R, de acordo com
suas simetrias. O autor faz isso atrave´s de transformac¸o˜es entre EDEs. Pore´m, na˜o e´
mostrado como obter tais transformac¸o˜es. Como exemplo da teoria que introduzimos
nessa sec¸a˜o, mostramos como obter, sistematicamente, as transformac¸o˜es presentes em
[11].
Cap´ıtulo 1
Ca´lculo estoca´stico
O objetivo deste cap´ıtulo e´ introduzir algumas noc¸o˜es do ca´lculo estoca´stico e
tambe´m algumas notac¸o˜es. Apresentamos aqui, os conceitos necessa´rios para estudar
as equac¸o˜es diferenciais estoca´sticas (EDEs), e suas simetrias, sem nos preocuparmos
com demonstrac¸o˜es. As demonstrac¸o˜es dos resultados enunciados e as definic¸o˜es aqui
presentes podem ser encontradas em [17] e [20].
1.1 Noc¸o˜es Ba´sicas
A terna (Ω,F ,P) denota um espac¸o de probabilidade. Aqui, Ω e´ um conjunto, F
e´ uma σ−a´lgebra e P e´ uma medida de probabilidade. Uma filtrac¸a˜o e´ uma famı´lia de
σ-a´lgebras {Ft}t≥0 ⊂ F , onde Ft ⊂ Fs se t ≤ s.
Uma varia´vel aleato´ria (a` valores em Rn) e´ uma func¸a˜o mensura´vel, com relac¸a˜o
a` σ-a´lgebra de Borel, X : Ω → Rn. Um processo estoca´stico e´ uma famı´lia de varia´veis
aleato´rias {X(t)}t≥0. Dizemos que um processo estoca´stico e´ adaptado (a` filtrac¸a˜o {Ft}t≥0)
se X(t) e´ Ft-mensura´vel, para cada t ≥ 0.
As trajeto´rias de um processo estoca´stico X = X(t, ω) sa˜o as aplicac¸o˜es X(·, ω) :
[0,+∞) → Rn, para cada ω ∈ Ω. Dizemos que um processo e´ cont´ınuo quando suas
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trajeto´rias sa˜o continuas quase certamente com relac¸a˜o a medida P (isto e´, P-q.t.p.).
Denotamos por E [ · ] a esperanc¸a associada a` probabilidade P, ou seja, a esperanc¸a
de uma varia´vel aleato´ria X e´ dada por E [X] =
∫
Ω
X(ω)dP(ω). Ale´m disso, denotamos
por E [ · |Ft] a esperanc¸a condicional com relac¸a˜o a` Ft.
Entre os processos estoca´sticos, um merece maior destaque.
Definic¸a˜o 1.1.1 Um processo estoca´stico B = B(t) e´ chamado de movimento Browniano
(em Rm), quando
1. B(0) = 0;
2. B e´ um processo cont´ınuo;
3. Os incrementos B(t)−B(s), t > s, sa˜o independentes;
4. Cada incremento B(t)−B(s), t > s, e´ uma varia´vel aleato´ria Gaussiana, com me´dia
0 e variaˆncia (t− s)I, onde I e´ a matriz identidade m×m.
Seja P um conjunto de partic¸o˜es pi = {0 = t0 < t1 < t2 < · · · } tal que tk → +∞.
Dada pi ∈ P , denotamos por |pi| = supk≥0 |tk+1 − tk| e, como e´ usual, denotamos por
t ∧ s = min{t, s}.
Definic¸a˜o 1.1.2 Seja X um processo estoca´stico cont´ınuo e adaptado. Definimos a in-
tegral estoca´stica (ou integral de Itoˆ) de X com relac¸a˜o a` um movimento Browniano B
por ∫ t
0
X(s)dB(s) = lim
|pi|→0
pi∈P
+∞∑
k=0
X(tk) (B(t ∧ tk+1)−B(t ∧ tk)) .
Observac¸a˜o 1.1.3
1. O limite acima e´ em medida (probabilidade), e tal limite existe.
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2. Definimos acima, a integral de um processo cont´ınuo e adaptado, com relac¸a˜o a` um
movimento Browniano. Entretanto, a definic¸a˜o de integral estoca´stica vai mais longe
do que isso, podendo integrar mais processos, e com relac¸a˜o a mais do que apenas
o movimento Browniano. Para o propo´sito deste trabalho, a definic¸a˜o acima e´ sufi-
ciente. Em [20] pode ser encontrada a integral estoca´stica de processos previs´ıveis,
em algum espac¸o L2, com relac¸a˜o a` semimartingales.
3. Daqui pra frente, a menos que seja mencionado o contra´rio, todo processo e´ cont´ınuo
e adaptado.
A variac¸a˜o quadra´tica de um processo X = X(t) e um processo Y = Y (t) e´ dada
por
<X, Y > (t) = lim
|pi|→0
pi∈P
+∞∑
k=0
(X(t ∧ tk+1)−X(t ∧ tk)) (Y (t ∧ tk+1)− Y (t ∧ tk)) .
Dado t ≥ 0, denotamos por Πt o conjunto de todas as partic¸o˜es finitas pi = {0 =
t0 < t1 < · · · < tm = t} do intervalo [0, t]. Dizemos que um processo X = X(t) e´ de
variac¸a˜o limitada, quando, para todo t ≥ 0,
sup
pi∈Πt
m−1∑
k=0
|X(tk+1)−X(tk)| < +∞.
Sejam X e Y processos. Algumas propriedades da variac¸a˜o quadra´tica que utiliza-
remos ao longo deste trabalho sa˜o:
1. <X, Y > e´ um processo de variac¸a˜o limitada.
2. Se X e´ de variac¸a˜o limitada e Y e´ cont´ınuo, enta˜o < X, Y > (t) = 0, para todo
t ≥ 0.
3. <
∫ ·
0
X(s)dB(s),
∫ ·
0
Y (s)dB(s) > (t) =
∫ t
0
X(s)Y (s)ds.
4. <Bi, Bj> (t) = δijt.
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Uma das ferramentas mais poderosas do ca´lculo estoca´stico, e´ a fo´rmula de Itoˆ.
Teorema 1.1.4 Seja F : [0,+∞)× Rn → R uma func¸a˜o de classe C2, e seja X = X(t)
um processo estoca´stico. Enta˜o
F (t,X(t)) = F (0, X(0)) +
∫ t
0
∂F
∂t
(s,X(s))ds+
n∑
i=1
∫ t
0
∂F
∂xi
(s,X(s))dX i(s)
+
1
2
n∑
i,j=1
∫ t
0
∂2F
∂xi∂xj
(s,X(s))d <X i, Xj> (s).
Observac¸a˜o 1.1.5 Se X fosse um processo de variac¸a˜o limitada, seguiria do Teorema
Fundamental do Ca´lculo (TFC) que
F (t,X(t)) = F (0, X(0)) +
∫ t
0
∂F
∂t
(s,X(s))ds+
n∑
i=1
∫ t
0
∂F
∂xi
(s,X(s))
dX i
dt
(s)ds,
pois, nesse caso, a variac¸a˜o quadra´tica <X,X > e´ nula. Ao tentar obter uma fo´rmula
similar ao TFC, so´ que para processos com variac¸a˜o quadra´tica na˜o-nula, tem-se um termo
adicional, que e´ a integral da segunda derivada com relac¸a˜o a` variac¸a˜o quadra´tica. Note
que a fo´rmula de Itoˆ e´ uma igualdade caminho a caminho, isto e´, vale para cada ω ∈ Ω.
Assim, o termo adicional aparece naturalmente quando fixamos ω ∈ Ω e utilizamos a
fo´rmula de Taylor ate´ segunda ordem em F (t,X(t))−F (0, X(0)) (mais detalhes em [17],
Cap´ıtulo 4 ou [20], Sec¸a˜o 3.7).
Corola´rio 1.1.6 Sejam X e Y processos estoca´sticos. Enta˜o
d (X(t)Y (t)) = X(t)dY (t) + Y (t)dX(t) + d <X, Y > (t).
Demonstrac¸a˜o: Basta considerar F : [0,+∞)× R2 → R dada por F (t, x, y) = xy. 
A definic¸a˜o da integral estoca´stica nos permite considerar equac¸o˜es diferenciais es-
toca´sticas (EDEs). Dizemos que um processo X = X(t) e´ uma soluc¸a˜o (forte), ate´ um
tempo de parada T (ver [17], Sec¸a˜o 7.2 ou [20], Sec¸a˜o 1.1), de uma EDE
dX(t) = f(t,X(t))dt+ g(t,X(t))dB(t),
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se
X(t) = X(0) +
∫ t
0
f(s,X(s))ds+
∫ t
0
g(s,X(s))dB(s), para todo t ∈ [0, T ].
Aqui, f : [0,+∞) × Rn → Rn, B e´ um movimento Browniano em Rm e, para cada
(t, x) ∈ [0,+∞)× Rn, g(t, x) ∈Mn×m (R) = {matrizes n×m com entradas reais}.
Corola´rio 1.1.7 Quando o processo X = X(t) e´ soluc¸a˜o de uma EDE
dX(t) = f(t,X(t))dt+ g(t,X(t))dB(t),
o diferencial de sua variac¸a˜o quadra´tica e´ dado por
d <X,X> (t) = g(t,X(t))g(t,X(t))Tdt,
onde g(t, x)T denota a matriz transposta. Nesse caso, a fo´rmula de Itoˆ se escreve como
F (t,X(t)) = F (0, X(0)) +
∫ t
0
(
∂F
∂t
+
n∑
i=1
∂F
∂xi
f i +
1
2
n∑
i,j=1
∂2F
∂xi∂xj
(
ggT
)
ij
)
(s,X(s))ds
+
n∑
i=1
m∑
k=1
∫ t
0
(
∂F
∂xi
gik
)
(s,X(s))dBk(s).
Observac¸a˜o 1.1.8 Para uma notac¸a˜o menos carregada, usamos∫ t
0
(
∂F
∂x
f
)
(s,X(s))ds =
n∑
i=1
∫ t
0
(
∂F
∂xi
f i
)
(s,X(s))ds∫ t
0
(
∂F
∂x
g
)
(s,X(s))dB(s) =
n∑
i=1
m∑
k=1
∫ t
0
(
∂F
∂xi
gik
)
(s,X(s))dBk(s)∫ t
0
(
∂2F
∂x2
(
ggT
))
(s,X(s))ds =
n∑
i,j=1
∫ t
0
(
∂2F
∂xi∂xj
(
ggT
)
ij
)
(s,X(s))ds.
1.2 Mudanc¸a aleato´ria no tempo
Nesta sec¸a˜o, apresentamos a fo´rmula da mudanc¸a temporal de B. Oksendal. Mais
detalhes podem ser obtidos em [17], Sec¸a˜o 8.5, ou em [18].
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Dado um processo adaptado η = η(t, ω), definimos por
β(t, ω) =
∫ t
0
η(s, ω)2ds
uma mudanc¸a (aleato´ria) no tempo, com taxa de mudanc¸a η(t, ω)2. Observe que β(t, ω)
e´ adaptado e possui trajeto´rias na˜o-decrescentes. Definimos
α(t) = α(t, ω) = inf{s ≥ 0; β(s, ω) > t}.
Segue que α e´ uma inversa a` direita de β, para cada ω. No caso em que η(t, ω) 6= 0, q.t.p.
(t, ω) ∈ [0,+∞) × Ω, tem-se que α e´ uma inversa de β. Nesse caso, β(α(t, ω), ω) = t =
α(β(t, ω), ω). A menos que seja ressaltado, estamos considerando sempre o caso η 6= 0.
Teorema 1.2.1 Seja B = B(t) um movimento Browniano, e seja t 7→ t = β(t, ω) uma
mudanc¸a temporal, com taxa η(t, ω)2 como acima. Enta˜o
1. B(t) =
∫ α(t)
0
η(s, ω)dB(s) e´ um movimento Browniano;
2.
∫ α(t)
0
v(s, ω)dB(s) =
∫ t
0
v(α(s), ω)
1
η(α(s), ω)
dB(s), para todo processo integra´vel v.
Demonstrac¸a˜o: Ver [17], Sec¸a˜o 8.5 ou [18]. 
Cap´ıtulo 2
Simetrias de Lie
Neste cap´ıtulo, introduzimos a teoria das simetrias de Lie para equac¸o˜es diferenciais.
Na primeira sec¸a˜o, tratamos da teoria cla´ssica, que foi estudada inicialmente por S. Lie
([15]). Algumas refereˆncias cla´ssicas (e mais recentes) sobre esse assunto sa˜o [2], [19] e [22].
Na segunda sec¸a˜o, apresentamos alguns resultados mais recentes, que tratam de simetrias
de equac¸o˜es estoca´sticas (ver [1], [8], [21] e [24]). Por fim, na sec¸a˜o 2.3, ilustramos como
funciona a teoria desenvolvida por G. Bluman et al. em [3], que fornece uma maneira de
transformar uma equac¸a˜o diferencial em outra, atrave´s das simetrias das mesmas.
2.1 Simetrias de equac¸o˜es determin´ısticas
O objetivo desta sec¸a˜o e´ de apresentar a teoria cla´ssica das simetrias de Lie, intro-
duzida por S. Lie, em [15]. A teoria das simetrias de Lie pode ser aplicada ate´ mesmo a`
sistemas de equac¸o˜es diferenciais parciais (ver [19], [22] e [2], entre outros). Entretanto,
nesta tese, estudamos simetrias de equac¸o˜es diferenciais estoca´sticas ordina´rias. Por essa
raza˜o, nos restringiremos a`s equac¸o˜es ordina´rias.
Uma simetria de uma equac¸a˜o diferencial, e´ uma ac¸a˜o a 1-paraˆmetro no espac¸o das
varia´veis dependentes e independentes, que deixa invariante as soluc¸o˜es da equac¸a˜o, isto
13
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e´, a ac¸a˜o leva qualquer soluc¸a˜o dada em outra soluc¸a˜o (da mesma equac¸a˜o).
Toda ac¸a˜o a 1-paraˆmetro pode ser considerada (ao menos localmente) como a ac¸a˜o
de um fluxo, associado a` um campo de vetores no produto cartesiano das varia´veis de-
pendentes e independentes. Um dos feitos de S. Lie, foi de obter condic¸o˜es para se
deteminar quando a ac¸a˜o de um fluxo e´ uma simetria de uma dada equac¸a˜o diferencial.
Tais condic¸o˜es sa˜o dadas sobre as componentes desses campos de vetores, isto e´, sobre os
geradores infinitesimais dos fluxos.
Seja
dX(t) = f(t,X(t))dt (2.1.1)
uma EDO, com f : [0,+∞)× Rn → Rn. Considere um campo de vetores
X = τ(t, x)
∂
∂t
+ φ(t, x)
∂
∂x
, (2.1.2)
no espac¸o [0,+∞)× Rn, onde φ(t, x) ∂
∂x
=
∑n
i=1 φ
i(t, x) ∂
∂xi
, com fluxo associado
Φε(t, x) = (t, x) +
∫ ε
0
(τ(Φr(t, x)), φ(Φr(t, x))) dr. (2.1.3)
A teoria de Lie fornece condic¸o˜es, sobre as func¸o˜es τ e φ, para se determinar quando a
ac¸a˜o (t, x) 7−→ Φε(t, x) e´ uma simetria de (2.1.1).
Se denotarmos a ac¸a˜o do fluxo por
t 7−→ t = Φ1ε(t, x) = t+
∫ ε
0
τ(Φr(t, x))dr
x 7−→ x = Φ2ε(t, x) = x+
∫ ε
0
φ(Φr(t, x))dr,
(2.1.4)
temos a seguinte definic¸a˜o de simetria
Definic¸a˜o 2.1.1 O campo de vetores (2.1.2) (ou seu fluxo associado) e´ uma simetria da
EDO (2.1.1) se, para toda soluc¸a˜o X = X(t) de (2.1.1), tivermos que X = X(t) e´ uma
soluc¸a˜o de (2.1.1), onde X(t) denota a perturbac¸a˜o da soluc¸a˜o X(t) pelo fluxo.
Em outras palavras, o campo (2.1.2) e´ uma simetria da EDO (2.1.1) quando
dX(t) = f(t,X(t))dt
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implica
dX(t) = f(t,X(t))dt.
O resultado abaixo, e´ um dos mais importantes na teoria das simetrias de Lie. E´
ele que fornece as equac¸o˜es que determinam se um campo e´ uma simetria. Tais equac¸o˜es
sa˜o conhecidas como equac¸o˜es de Lie, ou “determining equations”.
Teorema 2.1.2 Se um campo de vetores X = τ(t, x) ∂
∂t
+ φ(t, x) ∂
∂x
e´ uma simetria da
EDO
dX(t) = f(t,X(t))dt, (2.1.5)
enta˜o
ftτ + fxφ+ fτt + fτxf = φt + φxf. (2.1.6)
Observac¸a˜o 2.1.3
1. Note que (2.1.6) e´ uma igualdade em Rn, e significa que, para cada 1 ≤ i ≤ n,
∂f i
∂t
τ +
n∑
j=1
∂f i
∂xj
φj + f i
∂τ
∂t
+ f i
(
n∑
j=1
∂τ
∂xj
f j
)
=
∂φi
∂t
+
n∑
j=1
∂φi
∂xj
f j.
2. A demonstrac¸a˜o usual deste teorema (veja [2], [19] e [22]), consiste em obter o
prolongamento do campo X, usando o conceito da derivada total. Daremos aqui
uma demostrac¸a˜o diferente, baseada na demonstrac¸a˜o das equac¸o˜es de Lie para as
simetrias estoca´sticas (ver Teorema 3.1.4).
Demonstrac¸a˜o: Suponha n = 1. A ac¸a˜o que tal campo X produz no espac¸o [0,+∞)×R
e´ dada em (2.1.4). Seja X = X(t) uma soluc¸a˜o de (2.1.5). A ac¸a˜o do fluxo associado a` X
na soluc¸a˜o e´ dada por
X(t) 7−→ X(t) = Φ2ε(αε(t), X(αε(t))) = Φ2ε(t,X(t)),
onde α = αε(t, x) e´ uma inversa de t = Φ
1
ε(t, x), na varia´vel t. Note que α existe (pelo
menos numa vizinhanc¸a de ε = 0), pois, de (2.1.4), ∂t
∂t
∣∣∣
ε=0
= 1 > 0.
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Como
∂
∂t
X(t) =
∂
∂t
Φ2ε(t,X(t)) =
∂Φ2ε
∂t
dt
dt
+
∂Φ2ε
∂x
dX(t)
dt
e
dX(t)
dt
= f(t,X(t)),
segue do teorema fundamental do ca´lculo que
X(t) = X(0) +
∫ t
0
(
∂Φ2ε
∂t
+
∂Φ2ε
∂x
f
)
(s,X(s))ds.
Efetuando uma mudanc¸a de varia´veis, temos que
X(t) = X(0) +
∫ t
0
(
∂Φ2ε
∂t
+
∂Φ2ε
∂x
f
)
(αε(s), X(αε(s)))
[(
∂Φ1ε
∂t
+
∂Φ1ε
∂x
f
)
(s,X(s))
]−1
ds.
(2.1.7)
Por outro lado, como X = X(t) e´ uma soluc¸a˜o de (2.1.5), segue que sua perturbac¸a˜o pelo
fluxo Φε tambe´m e´. Isso significa que
X(t) = X(0) +
∫ t
0
f(s,X(s))ds. (2.1.8)
Comparando as equac¸o˜es (2.1.7) e (2.1.8), obtemos(
∂Φ2ε
∂t
+
∂Φ2ε
∂x
f
)
(t,X(t))
[(
∂Φ1ε
∂t
+
∂Φ1ε
∂x
f
)
(t,X(t))
]−1
= f(t,X(t)),
ou seja,(
∂Φ2ε
∂t
+
∂Φ2ε
∂x
f
)
(t,X(t)) = f
(
∂Φ1ε
∂t
+
∂Φ1ε
∂x
f
)(
Φ1ε(t,X(t)),Φ
2
ε(t,X(t))
)
. (2.1.9)
Em outras palavras, o campo X e´ uma simetria de (2.1.5) se, e somente se, a
equac¸a˜o (2.1.9) e´ verificada para todo ε ≥ 0. Para obter as equac¸o˜es de Lie (2.1.6), que
sa˜o condic¸o˜es infinitesimais, o que fazemos e´ calcular a derivada da equac¸a˜o (2.1.9), com
relac¸a˜o a` ε, e avaliar o resultado em ε = 0. Derivando (2.1.9), obtemos
∂2Φ2ε
∂ε∂t
+
∂2Φ2ε
∂ε∂x
f =
(
∂f
∂t
∂Φ1ε
∂ε
+
∂f
∂x
∂Φ2ε
∂ε
)(
∂Φ1ε
∂t
+
∂Φ1ε
∂x
f
)
+f
(
∂2Φ1ε
∂ε∂t
+
∂2Φ1ε
∂t2
∂Φ1ε
∂ε
+
∂2Φ1ε
∂x∂t
∂Φ2ε
∂ε
)
+f
[(
∂2Φ1ε
∂ε∂x
+
∂2Φ1ε
∂t∂x
∂Φ1ε
∂ε
+
∂2Φ1ε
∂x2
∂Φ2ε
∂ε
)
f
+
∂Φ1ε
∂x
(
∂f
∂t
∂Φ1ε
∂ε
+
∂f
∂x
∂Φ2ε
∂ε
)]
. (2.1.10)
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No que segue, calculamos as derivadas das componentes do fluxo Φε, presentes na
equac¸a˜o (2.1.10). Faremos isso utilizando as equac¸o˜es em (2.1.4).
• ∂Φ
1
ε
∂ε
(t,X(t)) =
∂
∂ε
{
t+
∫ ε
0
τ(Φr(t, x))dr
}∣∣∣∣
x=X(t)
= τ (Φε(t,X(t))) .
• ∂Φ
1
ε
∂t
(t,X(t)) =
∂
∂t
{
t+
∫ ε
0
τ(Φr(t, x))dr
}∣∣∣∣
x=X(t)
= 1 +
∫ ε
0
∂
∂t
[τ(Φr(t, x))] dr
∣∣∣∣
x=X(t)
• ∂Φ
1
ε
∂x
(t,X(t)) =
∂
∂x
{
t+
∫ ε
0
τ(Φr(t, x))dr
}∣∣∣∣
x=X(t)
= 0 +
∫ ε
0
∂
∂x
[τ(Φr(t, x))] dr
∣∣∣∣
x=X(t)
• ∂
2Φ1ε
∂t2
(t,X(t)) =
∂2
∂t2
{
t+
∫ ε
0
τ(Φr(t, x))dr
}∣∣∣∣
x=X(t)
= 0 +
∫ ε
0
∂2
∂t2
[τ(Φr(t, x))] dr
∣∣∣∣
x=X(t)
• ∂
2Φ1ε
∂x2
(t,X(t)) =
∂2
∂x2
{
t+
∫ ε
0
τ(Φr(t, x))dr
}∣∣∣∣
x=X(t)
= 0 +
∫ ε
0
∂2
∂x2
[τ(Φr(t, x))] dr
∣∣∣∣
x=X(t)
• ∂
2Φ1ε
∂x∂t
(t,X(t)) =
∂2
∂x∂t
{
t+
∫ ε
0
τ(Φr(t, x))dr
}∣∣∣∣
x=X(t)
= 0 +
∫ ε
0
∂2
∂x∂t
[τ(Φr(t, x))] dr
∣∣∣∣
x=X(t)
• ∂
2Φ1ε
∂ε∂t
(t,X(t)) =
∂
∂ε
{
∂
∂t
[
t+
∫ ε
0
τ (Φr(t, x)) dr
]}∣∣∣∣
x=X(t)
=
∂τ
∂t
(Φε(t,X(t)))
∂Φ1ε
∂t
(t,X(t)) +
∂τ
∂x
(Φε(t,X(t)))
∂Φ2ε
∂t
(t,X(t)).
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• ∂
2Φ1ε
∂ε∂x
(t,X(t)) =
∂
∂ε
{
∂
∂x
[
t+
∫ ε
0
τ (Φr(t, x)) dr
]}∣∣∣∣
x=X(t)
=
∂τ
∂t
(Φε(t,X(t)))
∂Φ1ε
∂x
(t,X(t)) +
∂τ
∂x
(Φε(t,X(t)))
∂Φ2ε
∂x
(t,X(t)).
• ∂Φ
2
ε
∂ε
(t,X(t)) =
∂
∂ε
{
x+
∫ ε
0
φ(Φr(t, x))dr
}∣∣∣∣
x=X(t)
= φ (Φε(t,X(t))) .
• ∂Φ
2
ε
∂t
(t,X(t)) =
∂
∂t
{
x+
∫ ε
0
φ(Φr(t, x))dr
}∣∣∣∣
x=X(t)
= 0 +
∫ ε
0
∂
∂t
[φ(Φr(t, x))] dr
∣∣∣∣
x=X(t)
• ∂Φ
2
ε
∂x
(t,X(t)) =
∂
∂x
{
x+
∫ ε
0
φ(Φr(t, x))dr
}∣∣∣∣
x=X(t)
= 1 +
∫ ε
0
∂
∂x
[φ(Φr(t, x))] dr
∣∣∣∣
x=X(t)
• ∂
2Φ2ε
∂ε∂t
(t,X(t)) =
∂
∂ε
{
∂
∂t
[
x+
∫ ε
0
φ (Φr(t, x)) dr
]}∣∣∣∣
x=X(t)
=
∂φ
∂t
(Φε(t,X(t)))
∂Φ1ε
∂t
(t,X(t)) +
∂φ
∂x
(Φε(t,X(t)))
∂Φ2ε
∂t
(t,X(t)).
• ∂
2Φ2ε
∂ε∂x
(t,X(t)) =
∂
∂ε
{
∂
∂x
[
x+
∫ ε
0
φ (Φr(t, x)) dr
]}∣∣∣∣
x=X(t)
=
∂φ
∂t
(Φε(t,X(t)))
∂Φ1ε
∂x
(t,X(t)) +
∂φ
∂x
(Φε(t,X(t)))
∂Φ2ε
∂x
(t,X(t)).
Com essas igualdades em ma˜os, obtemos o seguinte fazendo ε = 0 em (2.1.10):
∂φ
∂t
+
∂φ
∂x
f =
(
∂f
∂t
τ +
∂f
∂x
φ
)
(1 + 0 · f)
+f
(
∂τ
∂t
+ 0 · τ + 0 · φ
)
+f [(0 + 0 · τ + 0 · φ) f
+0
(
∂f
∂t
τ +
∂f
∂x
φ
)]
.
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Isso finaliza a prova do teorema, quando n = 1.
Para n qualquer, a equac¸a˜o (2.1.9) fica(
∂Φ2ε
∂t
+ JΦ2εf
)
(t,X(t)) = f
(
∂Φ1ε
∂t
+∇Φ1εf
)(
Φ1ε(t,X(t)),Φ
2
ε(t,X(t))
)
,
onde
JΦ2ε =
(
∂(Φ2ε)
i
∂xj
)
ij
, 1 ≤ i, j ≤ n
e
∇Φ1ε =
(
∂Φ1ε
∂xi
)
i
, 1 ≤ i ≤ n.
Isso significa que, para cada 1 ≤ i ≤ n,(
∂(Φ2ε)
i
∂t
+
n∑
j=1
∂(Φ2ε)
i
∂xj
f j
)
(t,X(t)) = f i
(
∂Φ1ε
∂t
+
n∑
j=1
∂Φ1ε
∂xj
f j
)(
Φ1ε(t,X(t)),Φ
2
ε(t,X(t))
)
.
(2.1.11)
Logo, para concluir a demonstrac¸a˜o, o racioc´ınio e´ o mesmo do caso n = 1. Basta derivar
a equac¸a˜o (2.1.11) com relac¸a˜o a` ε e fazer ε = 0, usando que
Φ1ε(t, x) = t+
∫ ε
0
τ (Φr(t, x)) dr
(Φ2ε)
i(t, x) = xi +
∫ ε
0
φi (Φr(t, x)) dr, 1 ≤ i ≤ n.

Exemplo 2.1.4 Considere a equac¸a˜o
dX(t) = f(X(t))dt.
Como ∂f
∂t
= 0, segue que a equac¸a˜o de Lie (2.1.6) fica fxφ+ fτt + fτxf = φt + φxf ,
que possui τ = 1 e φ = 0 como uma poss´ıvel soluc¸a˜o. Assim, o campo X = ∂
∂t
e´ uma
simetria de dX(t) = f(X(t))dt. A ac¸a˜o de tal campo e´ dada por t 7−→ t + ε, isto e´,
translac¸a˜o no tempo.
Exemplo 2.1.5 Considere a equac¸a˜o
dX(t) = f(t)dt.
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De maneira semelhante, o campo X = ∂
∂x
e´ uma simetria de tal equac¸a˜o. A ac¸a˜o
dada pelo fluxo associado a` tal campo e´ uma translac¸a˜o no espac¸o.
2.2 Simetrias de equac¸o˜es estoca´sticas
Embora a teoria cla´ssica das simetrias de Lie (simetria de equac¸o˜es diferenciais
determin´ısticas) ja´ exista ha´ mais de um se´culo, sua aplicac¸a˜o a`s EDEs comec¸ou a ser
desenvolvida muito recentemente ([1], [8], [21], [24]).
Estamos interessados em obter simetrias de EDOs estoca´sticas em Rn, no sentido
de Itoˆ, do tipo
dX(t) = f(t,X(t))dt+ g(t,X(t))dB(t), (2.2.1)
onde g(t, x) ∈Mn×m(R) para cada (t, x) ∈ [0,+∞)× Rn, B e´ um movimento Browniano
em Rm e f : [0,+∞)×Rn → Rn. Embora estejamos considerando equac¸o˜es estoca´sticas,
a definic¸a˜o de simetria permanece a mesma.
Definic¸a˜o 2.2.1 Uma ac¸a˜o a 1-paraˆmetro, agindo no espac¸o das varia´veis de uma dada
EDE, e´ uma simetria de tal EDE se ela deixa as soluc¸o˜es da EDE invariante.
No caso de um campo de vetores X = τ(t, x) ∂
∂t
+ φ(t, x) ∂
∂x
, com fluxo Φε = Φε(t, x)
agindo no espac¸o [0,+∞)× Rn das varia´veis da EDE (2.2.1), tal fluxo produz uma ac¸a˜o
t 7−→ t = Φ1ε(t, x) = t+
∫ ε
0
τ(Φr(t, x))dr
x 7−→ x = Φ2ε(t, x) = x+
∫ ε
0
φ(Φr(t, x))dr.
Logo, o campo X (ou o fluxo Φε) e´ uma simetria de (2.2.1), se para toda soluc¸a˜o X = X(t)
de (2.2.1), sua perturbac¸a˜o X = X(t) tambe´m for soluc¸a˜o de (2.2.1). De maneira mais
precisa, o campo X e´ uma simetria de (2.2.1) quando
dX(t) = f(t,X(t))dt+ g(t,X(t))dB(t)
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implica
dX(t) = f(t,X(t))dt+ g(t,X(t))dB(t).
Note que B e´ o movimento Browniano B, apo´s a mudanc¸a no tempo t 7→ t dada pelo
fluxo (ver sec¸a˜o 1.2).
No caso em que τ(t, x) = τ(t), pode-se obter o resultado abaixo (ver [8], [21]).
Teorema 2.2.2 Se um campo de vetores X = τ(t) ∂
∂t
+ φ(t, x) ∂
∂x
e´ uma simetria da EDE
dX(t) = f(t,X(t))dt+ g(t,X(t))dB(t), (2.2.2)
enta˜o
ftτ + τtf + fxφ = φt + φxf +
1
2
φxx
(
ggT
)
gtτ +
1
2
τtg + gxφ = φxg.
(2.2.3)
Observac¸a˜o 2.2.3
1. Como no Teorema 2.1.2, a equac¸a˜o (2.2.3) significa que, para cada 1 ≤ i ≤ n,
∂f i
∂t
τ +
∂τ
∂t
f i +
n∑
j=1
∂f i
∂xj
φj =
∂φi
∂t
+
n∑
j=1
∂φi
∂xj
f j +
1
2
n∑
j,k=1
∂φi
∂xj∂xk
(
ggT
)
jk
∂gil
∂t
τ +
1
2
∂τ
∂t
gil +
n∑
j=1
∂gil
∂xj
φj =
n∑
j=1
∂φi
∂xj
gjl, 1 ≤ l ≤ m.
2. Tomando g = 0 no Teorema 2.2.2, obtemos o Teorema 2.1.2 (no caso τ(t, x) = τ(t)).
Vamos demonstrar o teorema.
Demonstrac¸a˜o: A ac¸a˜o do fluxo associado a` X e´ dada por
t 7−→ t = Φ1ε(t) = t+
∫ ε
0
τ(Φr(t))dr
x 7−→ x = Φ2ε(t, x) = x+
∫ ε
0
φ(Φr(t, x))dr.
(2.2.4)
Como estamos trabalhando com processos estoca´sticos, a mudanc¸a temporal na˜o pode
ser muito arbitra´ria, pois mudando o tempo, muda-se tambe´m a filtrac¸a˜o, e isso pode
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atrapalhar a integrac¸a˜o estoca´stica. Sendo assim, vamos considerar a mudanc¸a temporal
de [17], que foi apresentada na sec¸a˜o 1.2. Logo,
t = βε(t) =
∫ t
0
ηε(s)
2ds, (2.2.5)
com α = αε(t) sendo a inversa de βε.
Suponha n = m = 1. Seja X = X(t) uma soluc¸a˜o de (2.2.2). A ac¸a˜o de Φε em X e´
dada por
X(t) 7−→ X(t) = Φ2ε(αε(t), X(αε(t))) = Φ2ε(t,X(t)). (2.2.6)
Fixado ε, segue da fo´rmula de Itoˆ (Corola´rio 1.1.7) que
Φ2ε(t,X(t)) = Φ
2
ε(0, X(0)) +
∫ t
0
(
∂Φ2ε
∂t
+
∂Φ2ε
∂x
f +
1
2
∂2Φ2ε
∂x2
g2
)
(s,X(s))ds
+
∫ t
0
(
∂Φ2ε
∂x
g
)
(s,X(s))dB(s). (2.2.7)
Efetuando uma mudanc¸a de varia´veis, a primeira integral em (2.2.7) e´ igual a∫ t
0
(
∂Φ2ε
∂t
+
∂Φ2ε
∂x
f +
1
2
∂2Φ2ε
∂x2
g2
)
(αε(s), X(αε(s)))
∂αε
∂t
(s)ds,
que e´ o mesmo que∫ t
0
1
ηε(αε(s))2
(
∂Φ2ε
∂t
+
∂Φ2ε
∂x
f +
1
2
∂2Φ2ε
∂x2
g2
)
(αε(s), X(αε(s)))ds.
Por sua vez, segundo o Teorema 1.2.1, a segunda integral em (2.2.7) e´ igual a∫ t
0
1
ηε(αε(s))
(
∂Φ2ε
∂x
g
)
(αε(s), X(αε(s)))dB(s).
Assim, a equac¸a˜o (2.2.7) pode ser reescrita como
X(t) =X(0) +
∫ t
0
1
ηε(αε(s))2
(
∂Φ2ε
∂t
+
∂Φ2ε
∂x
f +
1
2
∂2Φ2ε
∂x2
g2
)
(αε(s), X(αε(s)))ds
+
∫ t
0
1
ηε(αε(s))
(
∂Φ2ε
∂x
g
)
(αε(s), X(αε(s)))dB(s). (2.2.8)
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Por outro lado, por hipo´tese, a perturbac¸a˜o da soluc¸a˜o X deve cumprir
X(t) = X(0) +
∫ t
0
f(s,X(s))ds+
∫ t
0
g(s,X(s))dB(s), (2.2.9)
pois estamos supondo que tal perturbac¸a˜o e´ uma simetria. Comparando as integrais
presentes nas igualdades (2.2.8) e (2.2.9), obtemos
f(t,X(t)) =
1
ηε(t)2
(
∂Φ2ε
∂t
+
∂Φ2ε
∂x
f +
1
2
∂2Φ2ε
∂x2
g2
)
(t,X(t))
g(t,X(t)) =
1
ηε(t)
(
∂Φ2ε
∂x
g
)
(t,X(t)),
ou seja,
f(βε(t),Φ
2
ε(t,X(t)))ηε(t)
2 =
(
∂Φ2ε
∂t
+
∂Φ2ε
∂x
f +
1
2
∂2Φ2ε
∂x2
g2
)
(t,X(t)) (2.2.10)
g(βε(t),Φ
2
ε(t,X(t)))ηε(t) =
(
∂Φ2ε
∂x
g
)
(t,X(t)). (2.2.11)
Portanto, X e´ uma simetria da EDE (2.2.3) se, e somente se, as equac¸o˜es (2.2.10) e
(2.2.11) sa˜o verificadas para todo ε ≥ 0. Para obter as equac¸o˜es de Lie, que sa˜o condic¸o˜es
infinitesimais, derivamos essas equac¸o˜es com relac¸a˜o a` ε, e fazemos ε = 0. Derivando a
equac¸a˜o (2.2.10), obtemos(
∂f
∂t
∂Φ1ε
∂ε
+
∂f
∂x
∂Φ2ε
∂ε
)
η2ε + 2ηε
∂ηε
∂ε
f =
∂2Φ2ε
∂ε∂t
+
∂2Φ2ε
∂ε∂x
f +
1
2
∂3Φ2ε
∂ε∂x2
g2
=
∂φ
∂t
∂Φ1ε
∂t
+
∂φ
∂x
∂Φ2ε
∂t
+
∂φ
∂x
∂Φ2ε
∂x
f
+
1
2
∂2φ
∂x2
(
∂Φ2ε
∂x
)2
g2 +
1
2
∂φ
∂x
∂2Φ2ε
∂x2
g2. (2.2.12)
Por outro lado, derivando a equac¸a˜o (2.2.11), temos(
∂g
∂t
∂Φ1ε
∂ε
+
∂g
∂x
∂Φ2ε
∂ε
)
ηε +
∂ηε
∂ε
g =
∂2Φ2ε
∂ε∂x
g
=
∂φ
∂x
∂Φ2ε
∂x
g. (2.2.13)
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Dos elementos presentes nas equac¸o˜es (2.2.11) e (2.2.12), va´rios ja´ calculamos na demons-
trac¸a˜o do Teorema 2.1.2. Abaixo, calculamos os que ainda na˜o obtemos anteriormente.
Faremos isso utilizando as equac¸o˜es (2.2.4) e (2.2.5).
• ∂
2Φ2ε
∂x2
(t,X(t)) =
∂2
∂x2
{
x+
∫ ε
0
φ(Φr(t, x))dr
}∣∣∣∣
x=X(t)
= 0 +
∫ ε
0
∂2
∂x2
[φ(Φr(t, x))] dr
∣∣∣∣
x=X(t)
.
• ∂
3Φ2ε
∂ε∂x2
(t,X(t)) =
∂
∂ε
{∫ ε
0
∂2
∂x2
[φ(Φr(t, x))] dr
}∣∣∣∣
x=X(t)
=
∂φ
∂t
∂2Φ1ε
∂x2
+
∂φ
∂x
∂Φ2ε
∂x2
+
∂2φ
∂t2
(
∂Φ1ε
∂x
)2
+ 2
∂2φ
∂x∂t
∂Φ1ε
∂x
∂Φ2ε
∂x
+
∂2φ
∂x2
(
∂Φ2ε
∂x
)2
.
• ηε(t)2 = ∂Φ
1
ε
∂t
(t).
• ηε(t) =
(
∂Φ1ε
∂t
(t)
) 1
2
.
• ∂ηε
∂ε
(t) =
1
2
(
∂Φ1ε
∂t
(t)
)− 1
2 ∂2Φ1ε
∂ε∂t
.
Por fim, tomando ε = 0 nas equac¸o˜es (2.2.11) e (2.2.12), obtemos as condic¸o˜es
(2.2.3), no caso n = m = 1.
Suponha n e m quaisquer. As equac¸o˜es (2.2.10) e (2.2.11) ficam, para cada
1 ≤ i ≤ n,
f i η2ε =
∂(Φ2ε)
i
∂t
+
n∑
j=1
∂(Φ2ε)
i
∂xj
f j +
1
2
n∑
j,k=1
∂2(Φ2ε)
i
∂xj∂xk
(
ggT
)
jk
(2.2.14)
gil ηε =
n∑
j=1
∂(Φ2ε)
i
∂xj
gjl, 1 ≤ l ≤ m. (2.2.15)
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Logo, para concluir a demonstrac¸a˜o, o racioc´ınio e´ o mesmo do caso n = 1. Basta derivar
as equac¸o˜es (2.2.14) e (2.2.15) com relac¸a˜o a` ε e fazer ε = 0, lembrando que
Φ1ε(t, x) = t+
∫ ε
0
τ (Φr(t, x)) dr
(Φ2ε)
i(t, x) = xi +
∫ ε
0
φi (Φr(t, x)) dr, 1 ≤ i ≤ n.

Vejamos alguns exemplos de simetrias de EDEs.
Exemplo 2.2.4
dX(t) = dB(t)
Para a equac¸a˜o do movimento Browniano real, as equac¸o˜es de Lie (2.2.3) ficam
0 = φt +
1
2
φxx (2.2.16)
1
2
τt = φx. (2.2.17)
Derivando (2.2.17) com relac¸a˜o a` x, obtemos φxx = 0, donde segue que φ(t, x) = c1(t)x+
c2(t). Substituindo em (2.2.16), segue que
∂
∂t
[c1(t)x+ c2(t)] = 0, isto e´, as func¸o˜es c1(t) e
c2(t) devem ser constantes, digamos c1 e c2, respectivamente. Substituindo em (2.2.17),
conclu´ımos que τ(t) = 2c1t + c3. Logo, fazendo c1 = 1, c2 = 0 e c3 = 0, depois c1 = 0,
c2 = 1 e c3 = 0, e por fim c1 = 0, c2 = 0 e c3 = 1, obtemos os geradores infinitesimais das
simetrias do movimento Browniano, que sa˜o
X1 = 2t
∂
∂t
+ x
∂
∂x
, X2 =
∂
∂x
e X3 =
∂
∂t
.
As ac¸o˜es que esses geradores infinitesimais produzem sa˜o:
G1 : t 7−→ e2εt G2 : t 7−→ t G3 : t 7−→ t+ ε
x 7−→ eεx x 7−→ x+ ε x 7−→ x.
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Note que G2 corresponde a` uma translac¸a˜o no espac¸o, G3 a` uma translac¸a˜o no tempo e
G1 ao “Brownian scaling”(ver [17], Cap´ıtulo 2, exerc´ıcio 2.16). Tais simetrias significam
que se B = B(t) e´ um movimento Browniano, enta˜o
B
1
(t) =
1
c
B
(
c2t
)
, c > 0 (c = e−ε)
B
2
(t) = B(t) + c , c > 0 (c = ε)
B
3
(t) = B(t− c) , c > 0 (c = ε).
satisfazem a EDE
dX(t) = dB
i
(t) , 1 ≤ i ≤ 3.
Note que a simetria na˜o preserva (necessariamente) as propriedades do processo soluc¸a˜o
da EDE. A simetria apenas preserva o fato de ser uma soluc¸a˜o. Entretanto, note que
cada B
i
e´, tambe´m, um movimento Browniano (com, possivelmente, outro ponto inicial
ou outra filtrac¸a˜o).
Observac¸a˜o 2.2.5 Se B(t) = (B1(t), B2(t)) e´ um movimento Browniano em R2 e A e´
uma matriz ortogonal em R2, ou seja, A =
 cos θ − sin θ
sin θ cos θ
, onde θ e´ uma constante,
enta˜o B(t) = AB(t) e´ um movimento Browniano (veja [17], Cap´ıtulo 2, exerc´ıcio 2.15).
Analisemos isso de acordo com as simetrias de Lie. O campo de vetores
X = −y ∂
∂x
+ x ∂
∂y
em R2 (com coordenadas (x1, x2) = (x, y)), admite o fluxo associa-
do Φε, dado por t 7−→ t e (x, y) 7−→
 cos ε − sin ε
sin ε cos ε
 x
y
. Em particular, temos
que B(t) = Φθ(t, B
1(t), B2(t)). Note que o campo X na˜o e´ uma simetria nesse caso, pois
as equac¸o˜es 2.2.3, para a EDE
d
 X(t)
Y (t)
 =
 0
0
 dt+
 1 0
0 1
 dB1(t)
dB2(t)

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ficam
0 = φ1t +
1
2
(
φ1xx + φ
1
yy
)
0 = φ2t +
1
2
(
φ2xx + φ
2
yy
)
1
2
τt = φ
1
x
0 = φ2x
0 = φ1y
1
2
τt = φ
2
y,
que na˜o sa˜o satisfeitas pelo campo X (τ(t) = 0 e φ(t, x, y) = (−y, x)), ja´ que φ1y = −1 6= 0
e φ2x = 1 6= 0.
Logo, no caso do movimento Browniano em R2, o fluxo associado ao campo
X = −y ∂
∂x
+ x ∂
∂y
, cuja ac¸a˜o e´ uma rotac¸a˜o no espac¸o das varia´veis (x, y), na˜o e´ uma
simetria. Todavia, tal fluxo leva um movimento Browniano em outro movimento Brow-
niano.
Exemplo 2.2.6
dX(t) = aX(t)dt+ bdB(t)
Esta equac¸a˜o e´ conhecida como a equac¸a˜o de Langevin. Sua soluc¸a˜o e´ o processo de
Ornstein-Uhlenbeck. Aqui, as equac¸o˜es de Lie (2.2.3) ficam
τtax+ aφ = φt + φxax+
1
2
φxxb
2 (2.2.18)
1
2
τtb = φxb. (2.2.19)
Derivando (2.2.19) com relac¸a˜o a` x, obtemos φxx = 0, donde segue que φ(t, x) = c1(t)x+
c2(t). Substituindo em (2.2.18), segue que [2c1(t)a− c′1(t)]x + [ac2(t)− c′2(t)] = 0. Isso
implica que c1(t) = c1e
2at e c2(t) = c2e
at, onde c1 e c2 sa˜o constantes. Assim, φ(t, x) =
c1e
2atx+ c2e
at. Substituindo em (2.2.19), segue que τ(t) = c1e
2at
a
+ c3. Logo, os geradores
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infinitesimais das simetrias da equac¸a˜o de Langevin sa˜o
X1 =
e2at
a
∂
∂t
+ e2atx
∂
∂x
, X2 = e
at ∂
∂x
e X3 =
∂
∂t
.
As ac¸o˜es que esses geradores infinitesimais produzem sa˜o:
G1 : t 7−→ 1
2a
ln
( −e2at
2e2atε− 1
)
G2 : t 7−→ t G3 : t 7−→ t+ ε
x 7−→ x√−2e2atε+ 1 x 7−→ x+ e
atε x 7−→ x.
Observac¸a˜o 2.2.7 A` cada EDE
dX(t) = f(t,X(t))dt+ g(t,X(t))dB(t), (2.2.20)
corresponde uma equac¸a˜o diferencial parcial
∂p
∂t
= −
n∑
i=1
∂
∂xi
(
f ip
)
+
1
2
n∑
i,j=1
∂2
∂xi∂xj
((
ggT
)
ij
p
)
, (2.2.21)
chamada de equac¸a˜o de Fokker-Plank, que descreve a evoluc¸a˜o da medida de probabilidade
p = p(t, x), induzida pela EDE (2.2.20).
Em [8], G. Gaeta e N. Quintero demonstram que se o campo de vetores
X = τ(t)
∂
∂t
+ φ(t, x)
∂
∂x
(no espac¸o das varia´veis (t, x)) e´ uma simetria de (2.2.20), enta˜o o campo
X0 = τ(t)
∂
∂t
+ φ(t, x)
∂
∂x
+ ξ(t, x, p)
∂
∂p
(no espac¸o das varia´veis (t, x, p)) e´ uma simetria de (2.2.21), onde ξ satisfaz certas
condic¸o˜es.
Com isso, conhecendo as simetrias de EDEs, podemos obter algumas das simetrias
de certas equac¸o˜es diferenciais parciais (determin´ısticas).
2 Simetrias de Lie 29
2.3 Transformac¸o˜es entre equac¸o˜es diferenciais
Nesta sec¸a˜o, apresentamos o me´todo introduzido por G. Bluman et al. (ver [3],
Cap´ıtuo 2). Este me´todo nos permite obter, de maneira sistema´tica, transformac¸o˜es
entre equac¸o˜es diferenciais. Embora o me´todo possa ser aplicado ate´ mesmo a` sistemas
de equac¸o˜es diferenciais parciais, nosso foco sera´ em EDOs.
Suponha que queiramos resolver uma EDO explicitamente. Uma das maneiras de
fazer isso, e´ encontrar uma EDO alvo, cuja soluc¸a˜o e´ previamente conhecida, e uma
aplicac¸a˜o que leve soluc¸o˜es da primeira EDO, em soluc¸o˜es da EDO alvo. Uma vez feito
isso, basta inverter tal aplicac¸a˜o para obter a soluc¸a˜o da EDO inicial.
Consideramos, enta˜o, o problema de determinar se existe uma aplicac¸a˜o que leve
uma EDO dada, numa EDO alvo e, de construir tal aplicac¸a˜o, caso exista.
Se a aplicac¸a˜o for invert´ıvel, enta˜o todo gerador infinitesimal de uma simetria da
EDO dada e´ levado num gerador infinitesimal de uma simetria da EDO alvo. Ale´m disso,
a aplicac¸a˜o invert´ıvel deve estabelecer um isomorfismo entre toda suba´lgebra de Lie de
geradores infinitesimais de simetrias da EDO dada e a suba´lgebra de Lie correspondente,
dos geradores infinitesimais de simetrias da EDO alvo.
No caso em que a aplicac¸a˜o na˜o e´ invert´ıvel, enta˜o ela deve estabelecer um homo-
morfismo, ao inve´s de um isomorfismo. Nesse caso, a aplicac¸a˜o deve levar todo gerador
infinitesimal de uma simetria da EDO dada em um gerador infinitesimal (que pode ser o
gerador nulo) de uma simetria da EDO alvo.
Considere a seguinte EDO dada (em Rn):
dX(t) = f(t,X(t))dt, (2.3.1)
e a seguinte EDO alvo (em Rn):
dY (s) = F (s, Y (s))ds. (2.3.2)
Geradores infinitesimais de simetrias de (2.3.1) sa˜o campos de vetores
X = τ(t, x)
∂
∂t
+ φ(t, x)
∂
∂x
, onde ftτ + τtf + fxφ = φt + φxf. (2.3.3)
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Por outro lado, geradores infinitesimais de simetrias de (2.3.2) sa˜o campos de vetores
Y = ρ(t, x)
∂
∂t
+ ψ(t, x)
∂
∂x
, onde Ftρ+ ρtF + Fxψ = ψt + ψxF. (2.3.4)
A ac¸a˜o que o campo X gera, nas varia´veis (t, x) ∈ [0,+∞) × Rn, e´ dada pela ac¸a˜o
de seu fluxo, que denotamos por
t 7−→ t = Φ1ε(t, x) = t+
∫ ε
0
τ(Φr(t, x))dr
x 7−→ x = Φ2ε(t, x) = x+
∫ ε
0
φ(Φr(t, x))dr
(2.3.5)
Analogamente, denotamos a ac¸a˜o de Y nas varia´veis (s, y) ∈ [0,+∞)× Rn por
s 7−→ tˆ = Ψ1ε(s, y) = s+
∫ ε
0
ρ(Ψr(s, y))dr
y 7−→ yˆ = Ψ2ε(s, y) = y +
∫ ε
0
ψ(Ψr(s, y))dr
(2.3.6)
Denote por µ a aplicac¸a˜o (supondo que ela exista) que transforme qualquer soluc¸a˜o
X = X(t) de (2.3.1) em uma soluc¸a˜o Y = Y (t) de (2.3.2). A priori, estamos procurando
por uma aplicac¸a˜o local da forma
t 7−→ t∗ = µ1(t, x)
x 7−→ x∗ = µ2(t, x)
(2.3.7)
Atrave´s da aplicac¸a˜o µ = µ(t, x), um campo X, como em (2.3.3), deve ser levado
em um campo Y, como em (2.3.4). Logo, o seguinte diagrama deve comutar:
(t, x) X //
µ

(t, x)
µ

(s, y)
Y
// (sˆ, yˆ).
(2.3.8)
Teorema 2.3.1 Se µ = µ(t, x) leva soluc¸o˜es de (2.3.1) em soluc¸o˜es de (2.3.2), enta˜o
ρ ◦ µ = ∂µ
1
∂t
τ +
∂µ1
∂x
φ
ψ ◦ µ = ∂µ
2
∂t
τ +
∂µ2
∂x
φ,
(2.3.9)
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para todo (t, x).
Observac¸a˜o 2.3.2 As equac¸o˜es em (2.3.9) significam que, para cada 1 ≤ i ≤ n,
ρ ◦ µ = ∂µ
1
∂t
τ +
n∑
j=1
∂µ1
∂xj
φj
ψi ◦ µ = ∂(µ
2)i
∂t
τ +
n∑
j=1
∂(µ2)i
∂xj
φj.
Demonstrac¸a˜o: Suponha n = 1. Atrave´s do diagrama (2.3.8), obtemos que
µ̂(t, x) = µ(t, x),
ou seja,
µ̂1(t, x) = µ1(t, x)
µ̂2(t, x) = µ2(t, x).
(2.3.10)
Utilizando (2.3.5) e (2.3.6), as igualdades em (2.3.10) significam que, para todo (t, x) e
para todo ε ≥ 0,
Ψ1ε(µ(t, x)) = µ1(Φ
1
ε(t, x),Φ
2
ε(t, x))
Ψ2ε(µ(t, x)) = µ2(Φ
1
ε(t, x),Φ
2
ε(t, x)).
(2.3.11)
Derivando as igualdades em (2.3.11) com relac¸a˜o a` ε, segue que
(ρ ◦Ψε ◦ µ)(t, x) = ∂µ
1
∂t
(Φε(t, x))τ(t, x) +
∂µ1
∂x
(Φε(t, x))φ(t, x)
(ψ ◦Ψε ◦ µ)(t, x) = ∂µ
2
∂t
(Φε(t, x))τ(t, x) +
∂µ2
∂x
(Φε(t, x))φ(t, x).
(2.3.12)
Para finalizar a prova do teorema, no caso n = 1, basta fazer ε = 0 em (2.3.12).
A demonstrac¸a˜o para n qualquer segue sem dificuldades. 
Uma aplicac¸a˜o imediata desta teoria, e´ de poder obter, de maneira sistema´tica, a
transformac¸a˜o
t 7−→ t
x 7−→ x
u 7−→ −2u−1ux,
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conhecida como transformac¸a˜o de Hopf-Cole, que leva soluc¸o˜es da equac¸a˜o do calor ut =
uxx, em soluc¸o˜es da equac¸a˜o de Burgers ut + uux = uxx (ver [3], sec¸a˜o 2.3.1).
Va´rios outros exemplos esta˜o dispon´ıveis em [3]. Na Sec¸a˜o 3.2, daremos exemplos de
como obter transformac¸o˜es entre EDEs, sendo que a metodologia e´ a mesma empregada
no caso determin´ıstico.
Cap´ıtulo 3
Simetria estoca´stica
Neste cap´ıtulo, introduzimos o conceito de simetria estoca´stica e obtemos alguns
resultados concernindo as mesmas. Na primeira sec¸a˜o, obtemos as equac¸o˜es de Lie para
essas simetrias, no caso de equac¸o˜es ordina´rias (determin´ısticas ou estoca´sticas). Tais
equac¸o˜es fornecem condic¸o˜es necessa´rias para se ter simetria. Na sequeˆncia, na Sec¸a˜o
3.2, introduzimos uma poss´ıvel definic¸a˜o de coordenadas canoˆnicas no caso de simetrias
estoca´sticas. Por fim, na Sec¸a˜o 3.3, estendemos a teoria de G. Bluman et al. ([3]),
introduzida na sec¸a˜o 2.3, para equac¸o˜es estoca´sticas.
3.1 Simetria estoca´stica
Dado um campo de vetores X = τ(t, x) ∂
∂t
+ φ(t, x) ∂
∂x
em R×R, seu fluxo associado
Φε = Φε(t, x) age nas varia´veis t e x da seguinte maneira:
t 7−→ Φ1ε(t, x) = t+
∫ ε
0
τ(Φr(t, x))dr
x 7−→ Φ2ε(t, x) = x+
∫ ε
0
φ(Φr(t, x))dr.
(3.1.1)
Aqui, τ, φ : R× R→ R.
Na sec¸a˜o 2.1, vimos quando um tal fluxo e´ uma simetria de uma EDO determin´ıstica
33
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do tipo dX(t) = f(t,X(t))dt. Isso acontece quando as componentes do campo cumprem
ftτ + fxφ+ fτt + fτxf = φt + φxf. (3.1.2)
Na sec¸a˜o 2.2, vimos que no caso de uma EDO estoca´stica dX(t) = f(t,X(t))dt +
g(t,X(t))dB(t), e no caso em que τ(t, x) = τ(t), essas condic¸o˜es ficam
ftτ + τtf + fxφ = φt + φxf +
1
2
φxxg
2
gtτ +
1
2
τtg + gxφ = φxg.
(3.1.3)
Tais condic¸o˜es nos dizem quando uma certa perturbac¸a˜o deixa as soluc¸o˜es de uma
EDO invariante. Tanto na teoria cla´ssica (Sec¸a˜o 2.1) quanto na teoria de simetrias para
EDEs (Sec¸a˜o 2.2), a perturbac¸a˜o considerada e´ a ac¸a˜o de um fluxo determin´ıstico, ou
seja, a ac¸a˜o dada em (3.1.1). Olhando dessa maneira, e´ natural indagar o que acontece
quando consideramos uma perturbac¸a˜o estoca´stica, isto e´, quando a ac¸a˜o nas varia´veis t
e x e´ dada pela ac¸a˜o de um fluxo estoca´stico do tipo
t 7−→ Φ1ε(t, x) = t+
∫ ε
0
τ(Φr(t, x))dr +
∫ ε
0
τ˜(Φr(t, x))dB(r)
x 7−→ Φ2ε(t, x) = x+
∫ ε
0
φ(Φr(t, x))dr +
∫ ε
0
φ˜(Φr(t, x))dB(r),
(3.1.4)
onde B e´ um movimento Browniano e τ˜, φ˜ : R× R→ R.
Observac¸a˜o 3.1.1 Note que estamos tomando o mesmo movimento Browniano B da
EDE estudada para compor o fluxo estoca´stico. Pore´m, poder´ıamos tomar um fluxo
estoca´stico composto de uma integral estoca´stica com relac¸a˜o a outro processo.
No que segue, iremos responder a pergunta acima no caso de EDOs (determin´ısticas
e estoca´sticas).
Seja
dX(t) = f(t,X(t))dt+ g(t,X(t))dB(t), (3.1.5)
uma EDE em R (no sentido de Itoˆ), com f, g : R×R→ R e B(t) um movimento Browniano
real (note que se fizermos g = 0, obtemos uma EDO determin´ıstica). Queremos obter
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condic¸o˜es sobre as func¸o˜es τ, τ˜, φ, φ˜ para que a ac¸a˜o dada em (3.1.4) mantenha fixa as
soluc¸o˜es de (3.1.5). No caso de fluxos determin´ıtiscos, temos que um campo de vetores
X = τ(t, x)
∂
∂t
+ φ(t, x)
∂
∂x
gera um fluxo Φε, que age nas varia´veis t e x como em (3.1.1), isto e´,
Φε(t, x) = (t, x) +
∫ ε
0
(τ(Φr(t, x)), φ(Φr(t, x))) dr
= (t, x) +
∫ ε
0
X(Φr(t, x))dr.
(3.1.6)
Para fluxos estoca´sticos, a ac¸a˜o dada em (3.1.4) e´ o mesmo que
Φε(t, x) = (t, x) +
∫ ε
0
(τ(Φr(t, x)), φ(Φr(t, x))) dr
+
∫ ε
0
(
τ˜(Φr(t, x)), φ˜(Φr(t, x))
)
dB(r).
(3.1.7)
Comparando (3.1.6) e (3.1.7), sugerimos que o fluxo estoca´stico seja oriundo de um campo
de vetores estoca´stico, cuja definic¸a˜o e´ dada abaixo.
Definic¸a˜o 3.1.2 Um campo de vetores estoca´stco, e´ um campo do tipo
X = XD +XS, (3.1.8)
onde XD = τ(t, x) ∂
∂t
+ φ(t, x) ∂
∂x
e´ sua parte determin´ıstica e XS = τ˜(t, x) ∂
∂t
+ φ˜(t, x) ∂
∂x
sua parte estoca´stica, isto e´,
X =
[
τ(t, x)
∂
∂t
+ φ(t, x)
∂
∂x
]D
+
[
τ˜(t, x)
∂
∂t
+ φ˜(t, x)
∂
∂x
]S
. (3.1.9)
Os ı´ndices D e S representam as siglas determin´ıstico e estoca´stico (do ingleˆs). O fluxo
associado a` esse campo de vetores estoca´stico, e´ dado por
Φε(t, x) = (t, x) +
∫ ε
0
XD(Φr(t, x))dr +
∫ ε
0
XS(Φr(t, x))dB(r)
= (t, x) +
∫ ε
0
(τ(Φr(t, x)), φ(Φr(t, x)))dr +
∫ ε
0
(
τ˜(Φr(t, x)), φ˜(Φr(t, x))
)
dB(r),
que coincide com (3.1.7).
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Com isso, podemos introduzir a definic¸a˜o de simetria estoca´stica.
Definic¸a˜o 3.1.3 Seja X = XD + XS um campo de vetores estoca´stico. Dizemos que
o campo X (ou que seu fluxo) e´ uma simetria estoca´stica de uma equac¸a˜o diferencial
quando a perturbac¸a˜o, dada pela ac¸a˜o do fluxo associado a` X, mante´m invariante as
soluc¸o˜es dessa equac¸a˜o diferencial.
No caso de EDOs do tipo (3.1.5), denote por t 7−→ t e x 7−→ x a ac¸a˜o do fluxo
estoca´stico dada por (3.1.4). Com essa notac¸a˜o, a definic¸a˜o acima significa que, dada
uma soluc¸a˜o X = X(t) de (3.1.5), sua perturbac¸a˜o pelo fluxo Φε tambe´m e´ uma soluc¸a˜o
de (3.1.5). Isso e´ o mesmo que dizer que
dX(t) = f(t,X(t))dt+ g(t,X(t))dB(t), (3.1.10)
onde B e´ o movimento Browniano B, apo´s a mudanc¸a no tempo t 7→ t dada pelo fluxo.
Quando τ(t, x) = τ(t) e τ˜(t, x) = 0, conseguimos provar o teorema abaixo, que
estende o que foi feito ate´ enta˜o, devido a` existeˆncia do fator φ˜. Note que estamos
considerando apenas a mudanc¸a espacial como sendo estoca´stica. A mudanc¸a temporal
permanece a mesma.
Teorema 3.1.4 Se um campo de vetores X = XD + XS, onde XD = τ(t) ∂
∂t
+ φ(t, x) ∂
∂x
e
XS = φ˜(t, x) ∂
∂x
, e´ uma simetria estoca´stica de uma EDE
dX(t) = f(t,X(t))dt+ g(t,X(t))dB(t), (3.1.11)
enta˜o
∂f
∂t
τ +
∂τ
∂t
f +
∂f
∂x
· φ+ 1
2
∂2f
∂x2
· φ˜2 = ∂φ
∂t
+
∂φ
∂x
· f + 1
2
∂2φ
∂x2
· g2
∂f
∂x
· φ˜ = ∂φ˜
∂t
+
∂φ˜
∂x
· f + 1
2
∂2φ˜
∂x2
· g2
∂g
∂t
τ +
1
2
∂τ
∂t
g +
∂g
∂x
· φ+ 1
2
∂2g
∂x2
· φ˜2 = ∂φ
∂x
· g
∂g
∂x
· φ˜ = ∂φ˜
∂x
· g.
(3.1.12)
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Observac¸a˜o 3.1.5
1. Tomando φ˜ = 0 em (3.1.12), obtemos a condic¸a˜o (3.1.3). Em particular, se
X = τ(t)
∂
∂t
+ φ(t, x)
∂
∂x
e´ uma simetria de (3.1.11), no sentido do Teorema 2.2.2, enta˜o o campo
X = τ(t)
∂
∂t
+ φ(t, x)
∂
∂x
=
[
τ(t, x)
∂
∂t
+ φ(t, x)
∂
∂x
]D
+
[
0
∂
∂x
]S
e´ uma simetria estoca´stica da mesma equac¸a˜o. Isso mostra que toda simetria cla´ssica
e´ uma simetria estoca´stica
2. Tomando g = 0 em (3.1.12), obtemos condic¸o˜es necessa´rias para se ter simetrias
estoca´sticas de EDOs determin´ısticas.
Vamos provar o teorema.
Demonstrac¸a˜o: A ac¸a˜o do fluxo e´ dada por
t 7−→ t = Φ1ε(t) = t+
∫ ε
0
τ(Φ1r(t))dr (3.1.13)
x 7−→ x = Φ2ε(t, x) = x+
∫ ε
0
φ(Φr(t, x))dr +
∫ ε
0
φ˜(Φr(t, x))dB(r), (3.1.14)
onde estamos considerando a ac¸a˜o temporal como na sec¸a˜o 2.2, ou seja,
t = βε(t) =
∫ t
0
ηε(s)
2ds. (3.1.15)
Seja X = X(t) uma soluc¸a˜o de (3.1.11). A ac¸a˜o do fluxo na soluc¸a˜o X e´ dada por
X(t) 7→ X(t) = Φ2ε(αε(t), X(αε(t))) = Φ2ε(t,X(t)). (3.1.16)
Fixado ε, segue da fo´rmula de Itoˆ que
Φ2ε(t,X(t)) = Φ
2
ε(0, X(0)) +
∫ t
0
(
∂Φ2ε
∂t
+
∂Φ2ε
∂x
f +
1
2
∂2Φ2ε
∂x2
g2
)
(s,X(s))ds
+
∫ t
0
(
∂Φ2ε
∂x
g
)
(s,X(s))dB(s). (3.1.17)
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Efetuando uma mudanc¸a de varia´veis, a primeira integral em (3.1.17) e´ igual a∫ t
0
(
∂Φ2ε
∂t
+
∂Φ2ε
∂x
f +
1
2
∂2Φ2ε
∂x2
g2
)
(αε(s), X(αε(s)))
∂αε
∂t
(s)ds
que e´ o mesmo que∫ t
0
1
ηε(αε(s))2
(
∂Φ2ε
∂t
+
∂Φ2ε
∂x
f +
1
2
∂2Φ2ε
∂x2
g2
)
(αε(s), X(αε(s)))ds.
Por outro lado, de acordo com o Teorema 1.2.1, a segunda integral em (3.1.17) e´ igual a∫ t
0
1
ηε(αε(s))
(
∂Φ2ε
∂x
g
)
(αε(s), X(αε(s)))dB(s).
Assim, a equac¸a˜o (3.1.17) pode ser reescrita como
X(t) =X(0) +
∫ t
0
1
ηε(αε(s))2
(
∂Φ2ε
∂t
+
∂Φ2ε
∂x
f +
1
2
∂2Φ2ε
∂x2
g2
)
(αε(s), X(αε(s)))ds
+
∫ t
0
1
ηε(αε(s))
(
∂Φ2ε
∂x
g
)
(αε(s), X(αε(s)))dB(s). (3.1.18)
Mas, por hipo´tese, X e´ uma simetria (estoca´stica). Logo, a equac¸a˜o (3.1.10) deve ser
satisfeita, isto e´,
X(t) = X(0) +
∫ t
0
f(s,X(s))ds+
∫ t
0
g(s,X(s))dB(s). (3.1.19)
Igualando as equac¸o˜es (3.1.18) e (3.1.19), obtemos que, para todo ε,
f(t,X(t)) =
1
ηε(t)2
(
∂Φ2ε
∂t
+
∂Φ2ε
∂x
f +
1
2
∂2Φ2ε
∂x2
g2
)
(t,X(t))
g(t,X(t)) =
1
ηε(t)
(
∂Φ2ε
∂x
g
)
(t,X(t)),
ou seja,
f(βε(t),Φ
2
ε(t,X(t)))ηε(t)
2 =
(
∂Φ2ε
∂t
+
∂Φ2ε
∂x
f +
1
2
∂2Φ2ε
∂x2
g2
)
(t,X(t)) (3.1.20)
g(βε(t),Φ
2
ε(t,X(t)))ηε(t) =
(
∂Φ2ε
∂x
g
)
(t,X(t)). (3.1.21)
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Note que, ate´ este ponto, a demonstrac¸a˜o e´ ideˆntica a` demonstrac¸a˜o do Teorema 2.2.2. O
que vamos fazer de diferente, e´ calcular o diferencial com relac¸a˜o a ε das equac¸o˜es (3.1.20)
e (3.1.21), ja´ que a ac¸a˜o espacial depende de uma equac¸a˜o estoca´stica. (No cap´ıtulo 2.2,
calculamos a derivada).
Do lado direito das igualdades (3.1.20) e (3.1.21), temos
Afirmac¸a˜o 1:
dε
(
∂Φ2ε
∂t
+
∂Φ2ε
∂x
· f + 1
2
∂2Φ2ε
∂x2
· g2
)
(t,X(t))
=
{
∂φ
∂t
(Φε(t,X(t)))
∂Φ1ε
∂t
(t,X(t)) +
∂φ
∂x
(Φε(t,X(t))) · ∂Φ
2
ε
∂t
(t,X(t))
+
∂φ
∂x
(Φε(t,X(t))) · ∂Φ
2
ε
∂x
(t,X(t)) · f(t,X(t))
+
1
2
∂2φ
∂x2
(Φε(t,X(t))) · ∂Φ
2
ε
∂x
(t,X(t))2 · g(t,X(t))2
+
1
2
∂φ
∂x
(Φε(t,X(t))) · ∂
2Φ2ε
∂x2
(t,X(t)) · g(t,X(t))2
}
dε
+
{
∂φ˜
∂t
(Φε(t,X(t)))
∂Φ1ε
∂t
(t,X(t)) +
∂φ˜
∂x
(Φε(t,X(t))) · ∂Φ
2
ε
∂t
(t,X(t))
+
∂φ˜
∂x
(Φε(t,X(t))) · ∂Φ
2
ε
∂x
(t,X(t)) · f(t,X(t))
+
1
2
∂2φ˜
∂x2
(Φε(t,X(t))) · ∂Φ
2
ε
∂x
(t,X(t))2 · g(t,X(t))2
+
1
2
∂φ˜
∂x
(Φε(t,X(t))) · ∂
2Φ2ε
∂x2
(t,X(t)) · g(t,X(t))2
}
dB(ε).
Demonstrac¸a˜o: Precisamos calcular o diferencial de ∂Φ
2
ε
∂t
, ∂Φ
2
ε
∂x
e ∂
2Φ2ε
∂x2
com relac¸a˜o a` ε.
3.1 Simetria estoca´stica 40
Utilizando a equac¸a˜o (3.1.14), temos
∂Φ2ε
∂t
(t,X(t)) =
∂
∂t
{
x+
∫ ε
0
φ(Φr(t, x))dr +
∫ ε
0
φ˜(Φr(t, x))dB(r)
}∣∣∣∣
x=X(t)
= 0 +
{∫ ε
0
∂
∂t
[φ(Φr(t, x))] dr +
∫ ε
0
∂
∂t
[
φ˜(Φr(t, x))
]
dB(r)
}∣∣∣∣
x=X(t)
.
Como
∂
∂t
[φ(Φr(t, x))] =
∂φ
∂t
∂Φ1r
∂t
+
∂φ
∂x
∂Φ2r
∂t
e
∂
∂t
[
φ˜(Φr(t, x))
]
=
∂φ˜
∂t
∂Φ1r
∂t
+
∂φ˜
∂x
∂Φ2r
∂t
,
segue que
dε
∂Φ2ε
∂t
=
{
∂φ
∂t
∂Φ1ε
∂t
+
∂φ
∂x
∂Φ2ε
∂t
}
dε+
{
∂φ˜
∂t
∂Φ1ε
∂t
+
∂φ˜
∂x
∂Φ2ε
∂t
}
dB(ε).
O diferencial dos termos ∂Φ
2
ε
∂x
e ∂
2Φ2ε
∂x2
sa˜o calculados da mesma maneira. 
Afirmac¸a˜o 2:
dε
(
∂Φ2ε
∂x
· g
)
(t,X(t))
=
{
∂φ
∂x
(Φε(t,X(t))) · ∂Φ
2
ε
∂x
(t,X(t)) · g(t,X(t))
}
dε
+
{
∂φ˜
∂x
(Φε(t,X(t))) · ∂Φ
2
ε
∂x
(t,X(t)) · g(t,X(t))
}
dB(ε).
Demonstrac¸a˜o: Ana´loga a` Afirmac¸a˜o 1. 
Por sua vez, do lado esquerdo das igualdades (3.1.20) e (3.1.21), temos
Afirmac¸a˜o 3:
dεf(βε(t),Φ
2
ε(t,X(t))) =
{
∂f
∂t
τ +
∂f
∂x
· φ+ 1
2
∂2f
∂x2
· φ˜2
}
dε
+
∂f
∂x
· φ˜ dB(ε)
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e
dεg(βε(t),Φ
2
ε(t,X(t))) =
{
∂g
∂t
τ +
∂g
∂x
· φ+ 1
2
∂2g
∂x2
· φ˜2
}
dε
+
∂g
∂x
· φ˜ dB(ε).
Demonstrac¸a˜o: Segue da fo´rmula de Itoˆ para as func¸o˜es f e g compostas com ε 7→
(βε(t),Φ
2
ε(t,X(t))). De fato, para a func¸a˜o f temos
dεf(βε(t),Φ
2
ε(t,X(t))) =
∂f
∂t
dβε +
∂f
∂x
dΦ2ε +
1
2
∂2f
∂x2
d <Φ2· ,Φ
2
· > (ε).
Usando as equac¸o˜es (3.1.13), (3.1.14) e (3.1.15), obtemos
dεβε(t) = dεΦ
1
ε(t,X(t))
= τ(Φε(t,X(t)))dε,
dεΦ
2
ε(t,X(t)) = φ(Φε(t,X(t)))dε+ φ˜(Φε(t,X(t)))dB(ε)
e
dε <Φ
2
· (t,X(t)),Φ
2
· (t,X(t))> (ε) = φ˜(Φε(t,X(t)))
2dε.
Logo,
dεf(βε(t),Φ
2
ε(t,X(t))) =
∂f
∂t
(Φε(t,X(t))) τ(Φε(t,X(t)))dε
+
∂f
∂x
(Φε(t,X(t)))
{
φ(Φε(t,X(t)))dε+ φ˜(Φε(t,X(t)))dB(ε)
}
+
1
2
∂2f
∂x2
(Φε(t,X(t))) φ˜(Φε(t,X(t)))
2dε.
Para a func¸a˜o g, a conta e´ a mesma. 
Afirmac¸a˜o 4:
dε ηε(t)
2f(βε(t),Φ
2
ε(t,X(t))) =
{
η2ε
[
∂f
∂t
τ +
∂f
∂x
· φ+ 1
2
∂2f
∂x2
· φ˜2
]
+ f2ηε
∂ηε
∂ε
}
dε
+η2ε
∂f
∂x
· φ˜ dB(ε)
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e
dε ηε(t)g(βε(t),Φ
2
ε(t,X(t))) =
{
ηε
[
∂g
∂t
τ +
∂g
∂x
· φ+ 1
2
∂2g
∂x2
· φ˜2
]
+ g
∂ηε
∂ε
}
dε
+ηε
∂g
∂x
· φ˜ dB(ε).
Demonstrac¸a˜o: Para a primeira igualdade, tome U(ε) = ηε(t)
2, cujo diferencial e´
dU(ε) = 2ηε
∂ηε
∂ε
dε, e V (ε) = f(βε(t),Φ
2
ε(t,X(t))), cujo diferencial foi calculado no Lema
??. Em seguida, aplique a fo´rmula da diferenciac¸a˜o do produto (Corola´rio 1.1.6) para
U e V . A segunda igualdade segue da mesma maneira, tomando U(ε) = ηε(t) e V (ε) =
g(βε(t),Φ
2
ε(t,X(t))). 
As afirmac¸o˜es acima fornecem o diferencial, com relac¸a˜o a` ε, de todos os termos das
equac¸o˜es (3.1.20) e (3.1.21). Com isso, igualando as partes estoca´sticas e determin´ısticas,
obtemos as quatro igualdades abaixo.
η2ε
[
∂f
∂t
τ +
∂f
∂x
· φ+ 1
2
∂2f
∂x2
· φ˜2
]
+ f2ηε
∂ηε
∂ε
=
∂φ
∂t
(Φε(t,X(t)))
∂Φ1ε
∂t
(t,X(t)) +
∂φ
∂x
(Φε(t,X(t))) · ∂Φ
2
ε
∂t
(t,X(t))
+
∂φ
∂x
(Φε(t,X(t))) · ∂Φ
2
ε
∂x
(t,X(t)) · f(t,X(t))
+
1
2
∂2φ
∂x2
(Φε(t,X(t))) · ∂Φ
2
ε
∂x
(t,X(t))2 · g(t,X(t))2
+
1
2
∂φ
∂x
(Φε(t,X(t))) · ∂
2Φ2ε
∂x2
(t,X(t)) · g(t,X(t))2,
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η2ε
∂f
∂x
· φ˜ = ∂φ˜
∂t
(Φε(t,X(t)))
∂Φ1ε
∂t
(t,X(t)) +
∂φ˜
∂x
(t,Φ2ε(t,X(t))) ·
∂Φ2ε
∂t
(t,X(t))
+
∂φ˜
∂x
(Φε(t,X(t))) · ∂Φ
2
ε
∂x
(t,X(t)) · f(t,X(t))
+
1
2
∂2φ˜
∂x2
(Φε(t,X(t))) · ∂Φ
2
ε
∂x
(t,X(t))2 · g(t,X(t))2
+
1
2
∂φ˜
∂x
(Φε(t,X(t))) · ∂
2Φ2ε
∂x2
(t,X(t)) · g(t,X(t))2,
ηε
[
∂g
∂t
τ +
∂g
∂x
· φ+ 1
2
∂2g
∂x2
· φ˜2
]
+ g
∂ηε
∂ε
=
∂φ
∂x
(Φε(t,X(t))) · ∂Φ
2
ε
∂x
(t,X(t)) · g(t,X(t))
ηε
∂g
∂x
· φ˜ = ∂φ˜
∂x
(Φε(t,X(t))) · ∂Φ
2
ε
∂x
(t,X(t)) · g(t,X(t)).
O pro´ximo passo e´ fazer ε = 0 nas igualdades acima. Lembramos que a ac¸a˜o do fluxo e´
dada por (3.1.13), (3.1.14) e (3.1.15). Os termos envolvendo ηε e Φ
1
ε sa˜o os mesmos pre-
sentes no Teorema 2.2.2, e ja´ foram calculados. Precisamos calcular os termos envolvendo
Φ2ε. Usando a equac¸a˜o (3.1.14), obtemos que
∂Φ2ε
∂x
∣∣∣∣
ε=0
= 1, e
∂Φ2ε
∂t
∣∣∣∣
ε=0
=
∂2Φ2ε
∂x2
∣∣∣∣
ε=0
= 0.
Portanto, fazendo ε = 0 nas quatro igualdades acima, obtemos
1 ·
[
∂f
∂t
τ +
∂f
∂x
· φ+ 1
2
∂2f
∂x2
· φ˜2
]
+ f · 2 · 1 · 1
2
∂τ
∂t
=
∂φ
∂t
· 1 + ∂φ
∂x
· 0
+
∂φ
∂x
· 1 · f(t,X(t))
+
1
2
∂2φ
∂x2
· 12 · g(t,X(t))2
+
1
2
∂φ
∂x
· 0 · g(t,X(t))2,
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1 · ∂f
∂x
· φ˜ = ∂φ˜
∂t
· 1 + ∂φ˜
∂x
· 0
+
∂φ˜
∂x
· 1 · f
+
1
2
∂2φ˜
∂x2
· 12 · g(t,X(t))2
+
1
2
∂φ˜
∂x
· 0 · g(t,X(t))2,
1 ·
[
∂g
∂t
τ +
∂g
∂x
· φ+ 1
2
∂2g
∂x2
· φ˜2
]
+ g · 1
2
∂τ
∂t
=
∂φ
∂x
· 1 · g(t,X(t)),
1 · ∂g
∂x
· φ˜ = ∂φ˜
∂x
· 1 · g(t,X(t)).
Isso conclui a prova do teorema. 
Teorema 3.1.6 Se um campo de vetores estoca´stico em R× Rn
X =
[
τ(t)
∂
∂t
+ φ(t, x)
∂
∂x
]D
+
[
φ˜(t, x)
∂
∂x
]S
,
e´ uma simetria da EDE (em Rn)
dX(t) = f(t,X(t))dt+ g(t,X(t))dB(t),
enta˜o, para cada 1 ≤ i ≤ n,
∂f i
∂t
τ +
∂τ
∂t
f i +
n∑
j=1
∂f i
∂xj
φj +
1
2
n∑
j,k=1
∂2f i
∂xj∂xk
(
φ˜φ˜T
)
jk
=
∂φi
∂t
+
n∑
j=1
∂φi
∂xj
f j
+
1
2
n∑
j,k=1
∂2φi
∂xj∂xk
(
ggT
)
jk
n∑
j=1
∂f i
∂xj
φ˜jl =
∂φ˜il
∂t
+
n∑
j=1
∂φ˜il
∂xj
f j +
1
2
n∑
j,k=1
∂2φ˜il
∂xj∂xk
(
ggT
)
jk
, 1 ≤ l ≤ m
∂gil
∂t
τ +
1
2
∂τ
∂t
gil +
n∑
j=1
∂gil
∂xj
φj +
1
2
n∑
j,k=1
∂2gil
∂xj∂xk
(
φ˜φ˜T
)
jk
=
n∑
j=1
∂φi
∂xj
gjl, 1 ≤ l ≤ m
n∑
j=1
∂gil
∂xj
φ˜jα =
n∑
j=1
∂φ˜iα
∂xj
gjl, 1 ≤ l, α ≤ m.
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Demonstrac¸a˜o: Para cada 1 ≤ i ≤ n, as equac¸o˜es (3.1.20) e (3.1.21) ficam
f i(Φε(t,X(t)))ηε(t)
2 =
∂(Φ2ε)
i
∂t
+
n∑
j=1
∂(Φ2ε)
i
∂xj
f j +
1
2
n∑
j,k=1
∂2(Φ2ε)
i
∂xj∂xk
(
ggT
)
jk
(3.1.22)
gil(Φε(t,X(t)))ηε(t) =
n∑
j=1
∂(Φ2ε)
i
∂xj
gjl, 1 ≤ l ≤ m. (3.1.23)
De maneira ana´loga ao caso n = m = 1, calculamos o diferencial das equac¸o˜es (3.1.22)
e (3.1.23) com relac¸a˜o a` ε, e fazemos ε = 0, usando a equac¸a˜o da ac¸a˜o do fluxo, que na
varia´vel espacial agora e´ dada por
xi 7−→ (Φ2ε)i (t, x) = xi + ∫ ε
0
φi (Φr(t, x)) dr +
n∑
j=1
∫ ε
0
φ˜ij (Φr(t, x)) dB
j(r).

Vejamos alguns exemplos.
Exemplo 3.1.7 Um exemplo simples, e´ a equac¸a˜o do movimento Browniano em R:
dX(t) = dB(t). (3.1.24)
Aqui, as equac¸o˜es de Lie para simetrias usuais (3.1.3), ficam (veja Exemplo 2.2.4, p. 25)
0 = φt +
1
2
φxx
1
2
τt = φx,
cuja soluc¸a˜o e´
τ(t) = 2c1t+ c3
φ(t, x) = c1x+ c2,
que gera as seguintes simetrias
X1 = 2t
∂
∂t
+ x
∂
∂x
, X2 =
∂
∂x
, X3 =
∂
∂t
. (3.1.25)
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Ja´ as equac¸o˜es de Lie para simetrias estoca´sticas, equac¸o˜es (3.1.12), ficam
0 =
∂φ
∂t
+
1
2
∂2φ
∂x2
0 =
∂φ˜
∂t
+
1
2
∂2φ˜
∂x2
1
2
∂τ
∂t
=
∂φ
∂x
0 =
∂φ˜
∂x
,
cuja soluc¸a˜o e´
τ(t) = 2c1t+ c3
φ(t, x) = c1x+ c2
φ˜(t, x) = c4.
Essa soluc¸a˜o gera os mesmos campos de vetores de (3.1.25)
X1 =
[
2t
∂
∂t
+ x
∂
∂x
]D
, X2 =
[
∂
∂x
]D
, X3 =
[
∂
∂t
]D
(3.1.26)
e um campo adicional
X4 =
[
∂
∂x
]S
. (3.1.27)
Enta˜o, no caso do movimento Browniano, as simetrias estoca´sticas fornecem um novo
campo de vetores de simetria, ou seja, X4, que e´ um campo com parte determin´ıstica
nula.
Vimos no Exemplo 2.2.4 que as ac¸o˜es que os geradores X1, X2 e X3 produzem sa˜o
G1 : t 7−→ e2εt G2 : t 7−→ t G3 : t 7−→ t+ ε
x 7−→ eεx x 7−→ x+ ε x 7−→ x.
Ja´ o novo gerador infinitesimal X4, produz a ac¸a˜o
G4 : t 7−→ t
x 7−→ x+B(ε).
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Note que G4 tambe´m corresponde a` uma translac¸a˜o no espac¸o, assim como G2. Pore´m,
a translac¸a˜o dada por G4 e´ aleato´ria, uma vez que o movimento Browniano depende de
ω ∈ Ω. Esta simetria significa que, se B = B(t, ω) e´ um movimento Browniano, enta˜o
B(t, ω) = B(t, ω) +B(c, ω), onde c > 0, satisfaz a mesma equac¸a˜o que B, ou seja,
dX(t) = dB(t).
Note que, assim como aconteceu com as ac¸o˜es dadas pelas simetrias cla´ssicas, essa ac¸a˜o
estoca´stica tambe´m leva movimento Browniano em movimento Browniano, embora ja´
vimos que isso na˜o e´ uma caracter´ıstica das simetrias (veja Observac¸a˜o 2.2.5, p. 26).
Exemplo 3.1.8 Considere a equac¸a˜o de Langevin em R:
dX(t) = aX(t)dt+ bdB(t). (3.1.28)
As equac¸o˜es de Lie (3.1.3) fornecem as simetrias (veja Exemplo 2.2.6, p. 27)
X1 = e
at ∂
∂x
, X2 =
e2at
a
∂
∂t
+ e2atx
∂
∂x
, X3 =
∂
∂t
. (3.1.29)
Por outro lado, as equac¸o˜es de Lie (3.1.12) fornecem as simetrias estoca´sticas
X1 =
[
eat
∂
∂x
]D
, X2 =
[
e2at
a
∂
∂t
+ e2atx
∂
∂x
]D
, X3 =
[
∂
∂t
]D
(3.1.30)
e tambe´m
X4 =
[
eat
∂
∂x
]S
. (3.1.31)
Novamente, as simetrias estoca´sticas forneceram um novo campo de vetores de simetrias,
com parte determin´ıstica nula. Entretanto, isso na˜o acontece sempre. E´ o que ilustra o
pro´ximo exemplo. Antes disso, note que a ac¸a˜o que o campo X4 gera e´
G4 : t 7−→ t
x 7−→ x+ eatB(ε).
Os fluxos associados aos campos X1, X2 e X3 sa˜o dados no Exemplo 2.2.6.
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Exemplo 3.1.9 Considere a seguinte equac¸a˜o em R:
dX(t) =
a
X(t)
dt+ dB(t). (3.1.32)
As simetrias de (3.1.32) sa˜o
X1 = 2t
∂
∂t
+ x
∂
∂x
, X2 =
∂
∂t
, (3.1.33)
e as simetrias estoca´sticas sa˜o exatamente as mesmas, isto e´,
X1 =
[
2t
∂
∂t
+ x
∂
∂x
]D
, X2 =
[
∂
∂t
]D
. (3.1.34)
As ac¸o˜es geradas por tais campos ja´ foram calculadas na equac¸a˜o do movimento
Browniano, Exemplo 3.1.7.
Para finalizar, vamos calcular as simetrias da equac¸a˜o do movimento Browniano
geome´trico.
Exemplo 3.1.10
dX(t) = aX(t)dt+ bX(t)dB(t).
Os geradores infinitesimais de simetrias estoca´sticas dessa equac¸a˜o sa˜o dados por
X1 =
[
x
∂
∂x
]D
, X2 =
[(
4t
2b− a2
)
∂
∂t
+
(
tx+
2x lnx
2b− a2
)
∂
∂x
]D
,
X3 =
[
∂
∂t
]D
e X4 =
[
x
∂
∂x
]S
.
sendo que X1,X2 e X3 sa˜o suas simetrias cla´ssicas. Os fluxos associados sa˜o
G1 : t 7−→ t G2 : t 7−→ te
4ε
2b−a2
x 7−→ eεx x 7−→ exp
(
e
2ε
2b−a2 lnx+ t(2b−a
2)
2
(
4ε
2b−a2 − 2ε2b−a2
))
e
G3 : t 7−→ t+ ε
x 7−→ x
Ale´m disso, o fluxo associado a` X4 e´
G4 : t 7−→ t
x 7−→ xeB(ε)− ε2 .
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3.2 Coordenadas canoˆnicas
Uma maneira de simplificar uma equac¸a˜o diferencial, utilizando suas simetrias, e´ de
obter coordenadas canoˆnicas. Trata-se de um sistema de coordenadas que simplifica a
ac¸a˜o dada pelo fluxo associado a` simetria.
3.2.1 Caso 1: Simetrias cla´ssicas
Considere a seguinte EDE:
dX(t) = f(t,X(t))dt+ g(t,X(t))dB(t).
Suponha que o campo de vetores X = τ(t, x) ∂
∂t
+φ(t, x) ∂
∂x
, com fluxo associado Φε(t, x) =
(t, x)+
∫ ε
0
(τ(Φr(t, x)), φ(Φr(t, x)))dr, seja uma simetria da EDE. Atrave´s de uma mudanc¸a
de varia´veis
t 7−→ s = s(t, x)
x 7−→ y = y(t, x),
o campo de vetores X e´ levado no campo
Xˆ =
[
τ(t, x)
∂s
∂t
(t, x) + φ(t, x)
∂s
∂x
(t, x)
]
∂
∂s
+
[
τ(t, x)
∂y
∂t
(t, x) + φ(t, x)
∂y
∂x
(t, x)
]
∂
∂y
.
Quando Xˆ = ∂
∂y
, o sistema de coordenadas (s, y) e´ chamado de coordenada canoˆnica para
o campo X. Isso significa que, nas novas varia´veis (s, y), a ac¸a˜o do fluxo associado a` Xˆ e´
dada por uma simples translac¸a˜o espacial, ou seja,
s 7−→ s
y 7−→ y + ε.
Vejamos como isso ajuda a resolver uma EDE.
Exemplo 3.2.1 Considere, novamente, a equac¸a˜o de Langevin,
dX(t) = aX(t)dt+ bdB(t).
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Um dos geradores infinitesimais de suas simetrias (ver Exemplo 3.1.8) e´ dado por
X = eat ∂
∂t
. De acordo com o que falamos acima, uma mudanc¸a de varia´veis t = s(t, x) e
x = y(t, x) gera uma coordenada canoˆnica, se
0 = τ(t, x)
∂s
∂t
(t, x) + φ(t, x)
∂s
∂x
(t, x) = eat
∂s
∂x
(t, x)
1 = τ(t, x)
∂y
∂t
(t, x) + φ(t, x)
∂y
∂x
(t, x) = eat
∂y
∂x
(t, x),
isto e´, se
s(t, x) = α(t) e y(t, x) = e−atx+ β(t),
onde α e β sa˜o func¸o˜es arbitra´rias. Escolhendo α(t) = t e β = 0, obtemos a transformac¸a˜o
t 7−→ t = t
x 7−→ x = e−atx.
Pela fo´rmula de Itoˆ, segue que
dX(t) = −ae−atX(t)dt+ e−at [aX(t)dt+ bdB(t)]
= be−atdB(t)
= be−atdB(t).
Logo,
X(t) = X(0) +
∫ t
0
be−aθdB(θ).
Portanto,
e−atX(t) = X(0) +
∫ t
0
be−aθdB(θ),
donde segue que
X(t) = eatX(0) + beat
∫ t
0
e−aθdB(θ).
Exemplo 3.2.2 A equac¸a˜o do movimento Browniano geome´trico (Exemplo 3.1.10)
dX(t) = aX(t)dt+ bX(t)dB(t)
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admite X = x ∂
∂x
como um dos geradores de suas simetrias. Com esse campo, encontramos
que
t 7−→ t = t
x 7−→ x = ln x
gera uma coordenada canoˆnica. Pela fo´rmula de Itoˆ, temos
dX(t) =
(
a− b
2
2
)
dt+ bdB(t).
Logo,
lnX(t) = X(t) = X(0) +
(
a− b
2
2
)
t+ bB(t),
e portanto,
X(t) = X(0) e
(
a− b2
2
)
t+bB(t)
.
Observac¸a˜o 3.2.3 A teoria de Doss–Sussmann (ver [4], Sec¸a˜o 3.2), permite resolver
EDEs autoˆnomas, no sentido de Stratonovich.
Dada uma EDE autoˆnoma
dX(t) = f(X(t))dt+ g(X(t))dB(t), (3.2.1)
sua versa˜o equivalente, no sentido de Stratonovich, e´
dX(t) = F (X(t))dt+ g(X(t))◦dB(t), F = f − 1
2
ggT , (3.2.2)
onde ◦dB(t) representa a integrac¸a˜o estoca´stica de Stratonovich. Segundo a teoria de
Doss-Sussmann, a soluc¸a˜o de (3.2.2) (e, consequ¨entemente, de (3.2.1)) e´ dada por
X(t) = ξB(t)(Z(t)),
onde ξ e´ o fluxo
ξ˙t(z) = g(ξt(z))
ξ0(z) = z.
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e Z = Z(t, ω) e´ soluc¸a˜o de uma equac¸a˜o aleato´ria (ou seja, com coeficientes dependendo
de ω ∈ Ω) dada por
Z˙(t, ω) = H(B(t, ω), Z(t, ω)), onde H(t, z) =
F (ξ(t, z))
∂ξt
∂z
(z)
.
Aparentemente, essa metodologia para encontrar uma soluc¸a˜o de uma EDE esta´
bem pro´xima da metodologia das simetrias de Lie. Entretanto, conseguimos verificar
que, no caso de simetrias pontuais (que e´ o tipo de simetrias utilizada nesta tese), na˜o e´
poss´ıvel obter o me´todo de Doss–Sussmann. Podemos comprovar isso atrave´s da seguinte
EDE:
dX(t) = X(t)2dt+ dB(t). (3.2.3)
Aqui, as equac¸o˜es de Lie (3.1.12) ficam
∂τ
∂t
x2 + 2xφ+ φ˜2 =
∂φ
∂t
+
∂φ
∂x
x2 +
1
2
∂2φ
∂x2
(3.2.4)
2xφ˜ =
∂φ˜
∂t
+
∂φ˜
∂x
x2 +
1
2
∂2φ˜
∂x2
(3.2.5)
1
2
∂τ
∂t
=
∂φ
∂x
(3.2.6)
0 =
∂φ˜
∂x
. (3.2.7)
As equac¸o˜es (3.2.5) e (3.2.7) implicam que φ˜(t, x) = 0. Por outro lado, obtemos das
equac¸o˜es (3.2.4) e (3.2.6) que φ(t, x) = 0 e τ(t) = c1. Portanto, a EDE (3.2.3) admite
um u´nico gerador infinitesimal de simetria, que e´ dado por X = ∂
∂t
, cuja ac¸a˜o e´ uma
translac¸a˜o no tempo. Tal simetria permite transformar uma equac¸a˜o na˜o-autoˆnoma em
uma autoˆnoma. Como a EDE (3.2.3) ja´ e´ autoˆnoma, tal simetria na˜o fornece nada de
novo. Por outro lado, aplicando o me´todo de Doss-Sussmann, vemos que a soluc¸a˜o de
(3.2.3) e´ dada por
X(t) = ξB(t)(Z(t)) = B(t) + Z(t),
onde Z = Z(t, ω) e´ soluc¸a˜o da equac¸a˜o aleato´ria
Z˙(t, ω) = (B(t, ω) + Z(t, ω))2 .
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Isso significa que o me´todo de Doss–Sussmann permite resolver (3.2.3), enquanto que a
teoria das simetrias (pontuais) na˜o.
3.2.2 Caso 2: Simetrias estoca´sticas
Nesta subsec¸a˜o, procuramos estender o conceito de coordenadas canoˆnicas, para o
caso de simetrias estoca´sticas.
Dado um campo de vetores estoca´stico
X =
[
τ(t, x)
∂
∂t
+ φ(t, x)
∂
∂x
]D
+
[
τ˜(t, x)
∂
∂t
+ φ˜(t, x)
∂
∂x
]S
,
seu fluxo associado, Φε, age da seguinte maneira:
t 7−→ Φ1ε(t, x) = t+
∫ ε
0
τ ◦ Φr(t, x)dr +
∫ ε
0
τ˜ ◦ Φr(t, x)dB(r)
x 7−→ Φ2ε(t, x) = x+
∫ ε
0
φ ◦ Φr(t, x)dr +
∫ ε
0
φ˜ ◦ Φr(t, x)dB(r).
Considere uma mudanc¸a de varia´veis
u : (t, x) 7−→ (s, y), u(t, x) = (u1(t, x), u2(t, x)).
Tal mudanc¸a de coordenadas leva o fluxo Φε, que age no espac¸o das varia´veis (t, x), em
um fluxo que age no espac¸o das varia´veis (s, y), que denotamos por Φˆε. No caso das
simetrias cla´ssicas, procuramos por uma aplicac¸a˜o u tal que a ac¸a˜o do fluxo Φˆε seja dada
por
s 7−→ s
y 7−→ y + ε,
ou seja,
Φˆε(s, y) = (s, y + ε).
No caso de simetrias estoca´sticas, procuramos, a princ´ıpio, uma mudanc¸a de coordenadas
u tal que
Φˆε(s, y) = (s, y + c ε+ c˜ B(ε)),
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onde c e c˜ sa˜o constantes. Sabemos que a ac¸a˜o do fluxo Φˆε e´ dada por
Φˆε(s, y) = u ◦ Φε ◦ u−1(s, y)
= u
(
u−11 (s, y) +
∫ ε
0
τ ◦ Φr ◦ u−1(s, y)dr +
∫ ε
0
τ˜ ◦ Φr ◦ u−1(s, y)dB(r),
u−12 (s, y) +
∫ ε
0
φ ◦ Φr ◦ u−1(s, y)dr +
∫ ε
0
φ˜ ◦ Φr ◦ u−1(s, y)dB(r)
)
.
Logo, calculando o diferencial de Φˆε, e utilizando estas duas u´ltimas igualdades, obtemos
(0, c dε+ c˜ dB(ε)) =
∂u
∂t
[τε(s, y)dε + τ˜ε(s, y)dB(ε)] +
∂u
∂x
[
φε(s, y)dε+ φ˜ε(s, y)dB(ε)
]
+
∂2u
∂t∂x
τ˜ε(s, y)φ˜ε(s, y)dε+
1
2
∂2u
∂t2
τ˜ε(s, y)
2dε+
1
2
∂2u
∂x2
φ˜ε(s, y)
2dε
=
{
∂u
∂t
τε(s, y) +
∂u
∂x
φε(s, y) +
∂2u
∂t∂x
τ˜ε(s, y)φ˜ε(s, y) +
1
2
∂2u
∂t2
τ˜ε(s, y)
2
+
1
2
∂2u
∂x2
φ˜ε(s, y)
2
}
dε+
{
∂u
∂t
τ˜ε(s, y) +
∂u
∂x
φ˜ε(s, y)
}
dB(ε),
onde τε = τ◦Φε ◦u−1, τ˜ε = τ˜◦Φε ◦u−1, φε = φ◦Φε ◦u−1 e φ˜ε = φ˜◦Φε ◦u−1. Comparando
as partes estoca´sticas e as determin´ısticas, isso implica que
∂u1
∂t
τε(s, y) +
∂u1
∂x
φε(s, y) +
∂2u1
∂t∂x
τ˜ε(s, y)φ˜ε(s, y) +
1
2
∂2u1
∂t2
τ˜ε(s, y)
2 +
1
2
∂2u1
∂x2
φ˜ε(s, y)
2 = 0
∂u2
∂t
τε(s, y) +
∂u2
∂x
φε(s, y) +
∂2u2
∂t∂x
τ˜ε(s, y)φ˜ε(s, y) +
1
2
∂2u2
∂t2
τ˜ε(s, y)
2 +
1
2
∂2u2
∂x2
φ˜ε(s, y)
2 = c
∂u1
∂t
τ˜ε(s, y) +
∂u1
∂x
φ˜ε(s, y) = 0
∂u2
∂t
τ˜ε(s, y) +
∂u2
∂x
φ˜ε(s, y) = c˜.
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Fazendo ε = 0, segue que(
∂u1
∂t
τ +
∂u1
∂x
φ+
∂2u1
∂t∂x
τ˜φ˜+
1
2
∂2u1
∂t2
τ˜2 +
1
2
∂2u1
∂x2
φ˜2
)
◦ u−1(s, y) = 0(
∂u2
∂t
τ +
∂u2
∂x
φ+
∂2u2
∂t∂x
τ˜φ˜+
1
2
∂2u2
∂t2
τ˜2 +
1
2
∂2u2
∂x2
φ˜2
)
◦ u−1(s, y) = c(
∂u1
∂t
τ˜ +
∂u1
∂x
φ˜
)
◦ u−1(s, y) = 0(
∂u2
∂t
τ˜ +
∂u2
∂x
φ˜
)
◦ u−1(s, y) = c˜.
Isso implica que, para todo (t, x),
∂u1
∂t
τ +
∂u1
∂x
φ+
∂2u1
∂t∂x
τ˜φ˜+
1
2
∂2u1
∂t2
τ˜2 +
1
2
∂2u1
∂x2
φ˜2 = 0
∂u2
∂t
τ +
∂u2
∂x
φ+
∂2u2
∂t∂x
τ˜φ˜+
1
2
∂2u2
∂t2
τ˜2 +
1
2
∂2u2
∂x2
φ˜2 = c
∂u1
∂t
τ˜ +
∂u1
∂x
φ˜ = 0
∂u2
∂t
τ˜ +
∂u2
∂x
φ˜ = c˜.
Na notac¸a˜o anterior, temos que uma mudanc¸a de varia´veis (t, x) = (s(t, x), y(t, x))
gera uma coordenada canoˆnica se, para todo (t, x),
∂s
∂t
τ +
∂s
∂x
φ+
∂2s
∂t∂x
τ˜φ˜+
1
2
∂2s
∂t2
τ˜2 +
1
2
∂2s
∂x2
φ˜2 = 0
∂y
∂t
τ +
∂y
∂x
φ+
∂2y
∂t∂x
τ˜φ˜+
1
2
∂2y
∂t2
τ˜2 +
1
2
∂2y
∂x2
φ˜2 = c
∂s
∂t
τ˜ +
∂s
∂x
φ˜ = 0
∂y
∂t
τ˜ +
∂y
∂x
φ˜ = c˜.
(3.2.8)
Observac¸a˜o 3.2.4 Fazendo τ˜ = 0 = φ˜, c˜ = 0 e c = 1 em (3.2.8), obtemos o caso cla´ssico,
ou seja, quando uma mudanc¸a de varia´veis gera uma coordenada canoˆnica, no caso de
simetrias determin´ısticas. O sistema resultante e´:
∂s
∂t
τ +
∂s
∂x
φ = 0
∂y
∂t
τ +
∂y
∂x
φ = 1.
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Exemplo 3.2.5 A equac¸a˜o de Langevin
dX(t) = aX(t)dt+ bdB(t)
admite as simetrias (ver Exemplo 3.1.8, p. 47):
X1 =
[
eat
∂
∂x
]D
, X2 =
[
e2at
a
∂
∂t
+ e2atx
∂
∂x
]D
, X3 =
[
∂
∂t
]D
, X4 =
[
eat
∂
∂x
]S
.
No Exemplo 3.2.1, vimos que para o campo X1, uma coordenada canoˆnica e´ s(t, x) = t
e y(t, x) = e−atx, que nos permitiu obter uma soluc¸a˜o expl´ıcita da equac¸a˜o de Langevin.
Por outro lado, utilizando o campo estoca´stico X4, e as condic¸o˜es (3.2.8), conseguimos
obter a mesma mudanc¸a de varia´veis s(t, x) = t e y(t, x) = e−atx, desde que c = 1 e c˜ = 0.
Nesse caso, uma coordenada canoˆnica e´ um sistema de coordenadas onde o fluxo e´ dado
por Φˆε(s, y) = (s, y + ε).
Exemplo 3.2.6 A equac¸a˜o do movimento Browniano geome´trico
dX(t) = aX(t)dt+ bX(t)dB(t)
admite as simetrias (ver Exemplo 3.1.10, p. 48):
X1 =
[
x
∂
∂x
]D
, X2 =
[(
4t
2b− a2
)
∂
∂t
+
(
tx+
2x lnx
2b− a2
)
∂
∂x
]D
,
X3 =
[
∂
∂t
]D
e X4 =
[
x
∂
∂x
]S
.
No Exemplo 3.2.2, vimos que para o campo X1, uma coordenada canoˆnica e´ s(t, x) = t
e y(t, x) = lnx, que nos permitiu obter uma soluc¸a˜o expl´ıcita da equac¸a˜o do movimento
Browniano geome´trico. Por outro lado, utilizando o campo estoca´stico X4, e as condic¸o˜es
(3.2.8), conseguimos obter a mesma mudanc¸a de varia´veis s(t, x) = t e y(t, x) = ln x, desde
que c = −1
2
e c˜ = 1. Nesse caso, uma coordenada canoˆnica e´ um sistema de coordenadas
onde o fluxo e´ dado por Φˆε(s, y) =
(
s, y − ε
2
+B(ε)
)
.
Atrave´s dos exemplos acima, vemos que uma poss´ıvel definic¸a˜o de coordenada
canoˆnica, no caso de simetrias estoca´sticas, e´ a seguinte:
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Definic¸a˜o 3.2.7 Seja X =
[
τ(t, x) ∂
∂t
+ φ(t, x) ∂
∂x
]D
+
[
τ˜(t, x) ∂
∂t
+ φ˜(t, x) ∂
∂x
]S
um campo
de vetores no espac¸o das varia´veis (t, x), com fluxo associado Φε. Considere uma mudanc¸a
de varia´veis u : (t, x) 7−→ (s, y). Denote por Φˆε o fluxo Φε, nas novas varia´veis (s, y).
Dizemos que o sistema de coordenadas (s, y) e´ uma coordenada canoˆnica quando
Φˆε(s, y) = (s, y + c ε+ c˜ B(ε)) ,
para alguma escolha de constantes c e c˜.
Com isso, obtemos o seguinte teorema ao longo desta sec¸a˜o:
Teorema 3.2.8 Uma mudanc¸a de varia´veis u(t, x) = (s(t, x), y(t, x)) gera uma coorde-
nada canoˆnica, se existem constantes c e c˜ tais que
∂s
∂t
τ +
∂s
∂x
φ+
∂2s
∂t∂x
τ˜φ˜+
1
2
∂2s
∂t2
τ˜2 +
1
2
∂2s
∂x2
φ˜2 = 0
∂y
∂t
τ +
∂y
∂x
φ+
∂2y
∂t∂x
τ˜φ˜+
1
2
∂2y
∂t2
τ˜2 +
1
2
∂2y
∂x2
φ˜2 = c
∂s
∂t
τ˜ +
∂s
∂x
φ˜ = 0
∂y
∂t
τ˜ +
∂y
∂x
φ˜ = c˜.
(3.2.9)
E, para o caso Rn, temos
Teorema 3.2.9 Dado um campo de vetores estoca´stico
X =
[
τ(t, x)
∂
∂t
+ φ(t, x)
∂
∂x
]D
+
[
φ˜(t, x)
∂
∂x
]S
,
uma mudanc¸a de varia´veis u(t, x) = (s(t, x), y(t, x)) gera uma coordenada canoˆnica, se
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existem constantes c ∈ Rn e c˜ ∈Mn×m(R) tais que, para cada 1 ≤ i ≤ n,
∂s
∂t
τ +
n∑
j=1
∂s
∂xj
φj +
1
2
n∑
j,k=1
∂2s
∂xj∂xk
(
φ˜φ˜T
)
jk
= 0,
∂yi
∂t
τ +
n∑
j=1
∂yi
∂xj
φj +
1
2
n∑
j,k=1
∂2yi
∂xj∂xk
(
φ˜φ˜T
)
jk
= ci,
n∑
j=1
∂s
∂xj
φ˜jl = 0, 1 ≤ l ≤ m,
n∑
j=1
∂yi
∂xj
φ˜jl = c˜il, 1 ≤ l ≤ m.
(3.2.10)
3.3 Transformac¸o˜es entre equac¸o˜es estoca´sticas
Na sec¸a˜o 2.3, vimos como funciona a teoria de G. Bluman et al. ([3]) no caso cla´ssico.
Em se tratando de EDOs, uma condic¸a˜o necessa´ria para se obter uma transformac¸a˜o
µ = µ(t, x) que leve uma equac¸a˜o
dX(t) = f(t,X(t))dt,
com simetrias geradas por X = τ(t, x) ∂
∂t
+ φ(t, x) ∂
∂x
, em uma equac¸a˜o
dY (s) = h(s, Y (s))ds,
com simetrias Y = ρ(s, y) ∂
∂s
+ ψ(s, y) ∂
∂y
e´
ρ ◦ µ = ∂µ
1
∂t
τ +
∂µ1
∂x
φ
ψ ◦ µ = ∂µ
2
∂t
τ +
∂µ2
∂x
φ.
Nesta sec¸a˜o, vamos mostrar como estender esse resultado para EDOs estoca´sticas e
para simetrias estoca´sticas. Note que para este fim, na˜o precisamos exigir que τ = τ(t)
(ou que ρ = ρ(t)).
Considere as seguintes equac¸o˜es
dX(t) = f(t,X(t))dt+ g(t,X(t))dB(t), (3.3.1)
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dY (s) = h(s, Y (s))ds+ σ(s, Y (s))dB˜(s), (3.3.2)
onde B˜ e´ o movimento Browniano B apo´s uma mudanc¸a temporal (note que pode-
mos ter B˜ = B, que ocorre quando a mudanc¸a temporal e´ a identidade). Sejam X =[
τ(t, x) ∂
∂t
+ φ(t, x) ∂
∂x
]D
+
[
φ˜(t, x) ∂
∂x
]S
e Y =
[
ρ(s, y) ∂
∂s
+ ψ(s, y) ∂
∂y
]D
+
[
ψ˜(s, y) ∂
∂y
]S
si-
metrias de (3.3.1) e (3.3.2), respectivamente.
Teorema 3.3.1 Se uma aplicac¸a˜o µ = µ(t, x) transforma a equac¸a˜o (3.3.1) na equac¸a˜o
(3.3.2), enta˜o
ρ ◦ µ = ∂µ1
∂t
τ +
∂µ1
∂x
φ+
1
2
∂2µ1
∂x2
φ˜2
0 =
∂µ1
∂x
φ˜
ψ ◦ µ = ∂µ2
∂t
τ +
∂µ2
∂x
φ+
1
2
∂2µ2
∂x2
φ˜2
ψ˜ ◦ µ = ∂µ2
∂x
φ˜ .
(3.3.3)
Observac¸a˜o 3.3.2 As equac¸o˜es em (3.3.3) significam que, para cada 1 ≤ i ≤ n,
ρ ◦ µ = ∂µ1
∂t
τ +
n∑
j=1
∂µ1
∂xj
φj +
1
2
n∑
j,k=1
∂2µ1
∂xj∂xk
(
φ˜φ˜T
)
jk
0 =
n∑
j=1
∂µ1
∂xj
φ˜jl, 1 ≤ l ≤ m
ψi ◦ µ = ∂µ
i
2
∂t
τ +
n∑
j=1
∂µi2
∂xj
φj +
n∑
j,k=1
1
2
∂2µi2
∂xj∂xk
(
φ˜φ˜T
)
jk
ψ˜il ◦ µ =
n∑
j=1
∂µi2
∂xj
φ˜jl, 1 ≤ l ≤ m.
Demonstrac¸a˜o: Suponha n = m = 1. Denote por (t, x) 7→ (t, x) e por (s, y) 7→ (sˆ, yˆ)
as ac¸o˜es associadas aos campos X e Y, respectivamente. Como na sec¸a˜o 2.3, o diagrama
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abaixo deve comutar.
(t, x) X //
µ

(t, x)
µ

(s, y)
Y
// (sˆ, yˆ).
Isso significa que devemos ter, para todo (t, x),
(µ1(t, x), µ2(t, x)) = (µ̂1(t, x), µ̂2(t, x)). (3.3.4)
Denotando o fluxo associado a` X por Φε e por Ψε o fluxo associado a` Y, reescrevemos a
equac¸a˜o (3.3.4) como
(µ1(Φ
1
ε(t, x),Φ
2
ε(t, x)), µ2(Φ
1
ε(t, x),Φ
2
ε(t, x))) = (Ψ
1
ε(µ(t, x)),Ψ
2
ε(µ(t, x))), (3.3.5)
de onde obtemos as igualdades
Ψ1ε(µ(t, x)) = µ1(Φ
1
ε(t, x),Φ
2
ε(t, x))
Ψ2ε(µ(t, x)) = µ2(Φ
1
ε(t, x),Φ
2
ε(t, x)).
(3.3.6)
Calculando o diferencial das equac¸o˜es (3.3.6) com relac¸a˜o a` ε, e comparando os termos
estoca´sticos e determin´ısticos, obtemos
∂Ψ1ε
∂ε
◦ µ = ∂µ1
∂t
∂Φ1ε
∂ε
+
∂µ1
∂x
φ+
1
2
∂2µ1
∂x2
φ˜2
0 =
∂µ1
∂x
φ˜
ψ ◦ µ = ∂µ2
∂t
∂Φ1ε
∂ε
+
∂µ2
∂x
φ+
1
2
∂2µ2
∂x2
φ˜2
ψ˜ ◦ µ = ∂µ2
∂x
φ˜.
(3.3.7)
Para finalizar a demostrac¸a˜o, basta fazer ε = 0 em (3.3.7).
Para n e m quaisquer, basta tomar cuidado com a ac¸a˜o espacial, que e´ dada por
xi 7−→ xi = (Φ2ε)i (t, x) = xi + ∫ ε
0
φi (Φr(t, x)) dr +
n∑
j=1
∫ ε
0
φ˜ij (Φr(t, x)) dB
j(r)
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e
yi 7−→ yi = (Ψ2ε)i (s, y) = yi + ∫ ε
0
ψi (Ψr(s, y)) dr +
n∑
j=1
∫ ε
0
ψ˜ij (Ψr(s, y)) dB
j(r).
A demonstrac¸a˜o e´ ana´loga ao caso n = m = 1. 
Exemplo 3.3.3 Dada uma EDE
dX(t) = f(t,X(t))dt+ g(t,X(t))dB(t),
e uma aplicac¸a˜o F de classe C2 (a valores em R), sabemos atrave´s da fo´rmula de Itoˆ que
dF (t,X(t)) =
(
∂F
∂t
+
∂F
∂x
f +
1
2
∂2F
∂x2
g2
)
dt+
∂F
∂x
gdB(t).
Logo, se F satisfaz a EDP
∂F
∂t
+
∂F
∂x
f +
1
2
∂2F
∂x2
g2 = 0,
segue que a aplicac¸a˜o µ(t, x) = (t, F (t, x)) transforma a EDE
dX(t) = f(t,X(t))dt+ g(t,X(t))dB(t) (3.3.8)
na EDE
dX(t) =
∂F
∂x
(t,X(t))g(t,X(t))dB(t), (3.3.9)
ou seja, uma tal aplicac¸a˜o remove o coeficiente do dt (conhecido como drift) de uma
EDE. Segundo a teoria de G. Bluman et al., a aplicac¸a˜o µ leva cada gerador de simetria
de (3.3.8), em um gerador de simetria de (3.3.9).
Exemplo 3.3.4 Considere a EDE (em R)
dX(t) = (aX(t) + b) dt+ dB(t), a 6= 0, (3.3.10)
e a aplicac¸a˜o
µ(t, x) =
(
−e
−2at
2a
, e−at
(
x+
b
a
))
. (3.3.11)
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A ac¸a˜o de µ nas varia´veis t e x e´ dada por
t 7−→ t = µ1(t, x) = −e
−2at
2a
x 7−→ x = µ2(t, x) = e−at
(
x+
b
a
)
.
Seja X = X(t) uma soluc¸a˜o de (3.3.10). Pela fo´rmula de Itoˆ, temos que
dX(t) =
∂µ2
∂t
(t,X(t)dt+
∂µ2
∂x
(t,X(t))dX(t) +
1
2
∂2µ2
∂x2
(t,X(t))d <X> (t)
= e−atdB(t),
isto e´,
X(t) = X(0) +
∫ t
0
e−asdB(s).
Por outro lado, note que
t = −e
−2at
2a
=
∫ t
0
η(s)2ds,
onde η(t) = e−at, se t 6= 0 e η(0) = 0. Logo, de acordo com o Teorema 1.2.1, temos que∫ t
0
e−asdB(s) =
∫ t
0
e−aα(s)
1
η(α(s))
dB(s) =
∫ t
0
dB(s),
o que mostra que
dX(t) = dB(t).
Portanto, a aplicac¸a˜o µ dada em (3.3.11) transforma a equac¸a˜o (3.3.10) na equac¸a˜o do
movimento Browniano.
Tal aplicac¸a˜o foi utilizada por R. Kozlov, em [11], mas o autor na˜o mostrou como
ela foi obtida. Vejamos como podemos obter a transformac¸a˜o µ, usando o Teorema 3.3.1
acima.
As simetrias de (3.3.10) sa˜o geradas por
X1 =
∂
∂t
, X2 = e
2at ∂
∂t
+ (ax+ b)e2at
∂
∂x
, X3 = e
at ∂
∂x
,
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e as simetrias de (3.1.25) por
Y1 =
∂
∂t
, Y2 = 2t
∂
∂t
+ x
∂
∂x
, Y3 =
∂
∂x
.
Os colchetes de tais campos sa˜o dados por
[X1,X2] = 2aX2, [X1,X3] = aX3, [X2,X3] = 0
e
[Y1,Y2] = 2Y1, [Y1,Y3] = 0, [Y2,Y3] = Y3.
Primeiro, vamos ajustar os coeficientes. Substituindo Xi por X˜i = a
i
1X1 + a
i
2X2 + a
i
3X3
e impondo que
[X˜1, X˜2] = 2X˜1, [X˜1, X˜3] = 0, [X˜2, X˜3] = X˜3,
obtemos a12 = −1, a21 = 1a , a33 = 1 e aij = 0 para os demais ind´ıces 1 ≤ i, j ≤ 3, o que
significa que
X˜1 = −X2, X˜2 = 1
a
X1, X˜3 = X3.
Portanto, X˜1, X˜2 e X˜3 geram a mesma a´lgebra de Lie que X1,X2 e X3, e possuem os
mesmos coeficientes de Y1,Y2 e Y3. Enta˜o, uma condic¸a˜o necessa´ria para encontrar uma
aplicac¸a˜o µ que leva (3.3.10) em (3.1.25), e´ que as condic¸o˜es (3.3.3) devem ser satisfeitas
para cada par X˜i,Yi. Isso implica que µ deve satisfazer o sistema abaixo.
1 = −e2at∂µ1
∂t
+ (ax+ b)e2at
∂µ1
∂x
0 = −e2at∂µ2
∂t
+ (ax+ b)e2at
∂µ2
∂x
2µ1 =
1
a
∂µ1
∂t
µ2 =
1
a
∂µ2
∂t
0 = eat
∂µ1
∂x
1 = eat
∂µ2
∂x
.
(3.3.12)
Resolvendo o sistema (3.3.12), encontramos a transformac¸a˜o µ dada em (3.3.11).
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