A B S T R A C T
INTRODUCTION
In image processing, there are situations, arising in optics (astronomy, in particular), crystallography, vision and other fields, in which only partial information is available, and the complete signal has to be reconstructed for analysis of its information content. Such problems belong to the class of inverse problems, among which the recovery of an image from the e magnitude of Fourier data (also known as the phase e signed transform magnitude ; e signum of the phase : and 0 zero crossing contours, retrieval problem) :
have been dominant in the literature. Zero crossing contours are obtained by operating on the image using, for instance, the Laplacian-of-a-Gaussian (LOG) -mainly motivated by a model of the human visual systemfiltered image, parametrized by t > 0, with standard deviation, fi [l] . More precisely, image data f ( x , y) is filtered with LOG to get the scale-space functions, h ( z , y, t ) , whose zero set of h(z, y, t ) is the point set in (I, y , t ) where 11 = 0.
At a single level, we obtain the zero crossing contours, which are the subject of study in the present paper.
Marr [I, 21 and others investigated the relevance of these contours obtained from independent spatial-frequency channels to the early stages of visual information processing.
It was suggested that they could form the foundation for a 'primal sketch'. In this context, an important problem is the deterinination of coiiditioiis undcr which OIIC can reconstruct an image froni tlivse zero crossing contours. This problein has led to considerable investigations by researchers in signal processing. If there exists a solution to this problem, we also need to know an algorithm to achieve reconstruction from the given partial information.
Literature i n Brief
The literature on the above problein is quite estensive. In view of space liniitations, we iiicludc here oiily relevalit references. For more details and a critical review, see [14] .
In the course of solving the problem, it turns out that we encounter the basic issue of image representation ndiicli is to be: complete, stable, and explicit in feature descriptton (like gradients, edges, and corners).
When the image data, f ( x , y) (and hence the Laplacian of the image data, A f ( x , y, t ) ) are polynomial, the authors of [4, 5 , 8, 91 invoke results from algebraic geometry for solving the problem of reconstruction. In the last quoted reference, a zero crossing contour is expanded, at two points of the zero crossing in scale space, using its arbitrarily high order derivatives. In the same algebraic geometry framework, the authors of [4, 6) extend the above results to the case when f ( i , y ) is a band-limited function (having a finite Fourier series) which is irreducible as an entire function. It is appropriate to remark here that (i) the bandpass characteristics of two-dimensional signals cannot be analysed in terms of their projections on frequency axes: and (ii) in the literature, uniqueness conditions for reconstruction from mag-nitude and from sign data involve the factorization of entire functions of exponential type.
In [7] , the authors consider a band-limited image, f(z, y ) ,
and employ the precise locations in the (2, y ) domain where f crosses some threshold (such as zero, assuming that f has both positive and negative regions).
An image can be treated as a stacking of one-dimensional scan lines, and the mathematical preliminaries presented for one-dimensional signal analysis can, in principle, be extended to image analysis. This is, in fact, the approach of [?I, in which the authors extend the Logan theorem [lo) for application to images. To this end, they decompose the image into a sum of images, each componenet of which is confined to a bandpass region with a width of one octave or less in at least one of the two spectral dimensions. However, the low frequency components are omitted from the reconstruction process, and simply stored as a part of the representation process.
According to some authors, a natural framework for the analysis of scale-space formulations of multi-resolution representations is in terms of the heat equation. Hummel and Moniot [8] reconstruct the function h in scale space, and make use of the fact that h satisfies the heat equation. According to them, zero crossings, when supplemented with gradient data along the zero crossing boundaries, are sufficient (in theory) to reconstruct the function Af(z, y) (and, under suitable functions, the original function f(z, y ) , by solving the Poisson equation).
M A T H E M A T I C A L P R E L I M I N A R I E S
A motivation for the prcsent work comes from the fact that, in practice, signals, which are spatially finite are not strictly finite in extent in the spectral domain (see [MI). In view of the finite field of view of biological vision systems, and in order to develop a consistent mathematical theory, images can be treated as though they are approzimately infinite in both the spatial and time domains.
Further, physical systems are not 'bandlimited' in the strict sense required by the familiar mathematical condition on the spectrum (or Fourier transform) of its impulse response. Signals generated or output by them cannot also be strictly bandlimited (see [MI). Observe also that the Laplacian-of-a-Gaussian (LOG) mask does not, strictly speaking, correspond to a perfect bandpass filter.
In ordcr to represent an imagc, we employ gcncrnlizccl Hermite polynomials which constitute a complete orthogonal basis for a class of Lz-functions. Using this representation, we reconstruct an image from the given zero crossing contours, under certain conditions on the spatial/spectral spread of the unknown image. Since images are, in practice, spatially finite, they are not strictly finite in extent in the spectral domain. In order to develop a consistent mathematical theory, we treat images as having unbounded support in both the spatial and time domains, but, more importantly, we use some measures to indicate the extent of eflective signal spread in these domains.
Images, which are treated as two-dimensional functions, are assumed to be defined over (-00, 00) x (-CO, CO) where E denotes the integral of I f 1' We can obtain similar expressions for the effective spreads in the other directions. Using the Schwarz inequallity, we can arrive at the the uncertainty inequalities in two dimensions. It is interesting to note that these come only pairwise, along the corresponding axes. Thus we have the space-bandwidth-products satisfying the inequalities: X,: 0 1 , > + and 1; Cl2= > :, while X , Rzr can vanish. Functions which have finite effective widths in the spectral domains are said be essentially bandlimited (or bandpass). For purposes of symmetry, the functions can be said to be essentially space-limited in the spatial domains, too. (In what follows, the subscript., e, tlciioting "effectivc" will bc oniitt.ct1.)
Generalized Her m i t e Polynomials
Consider the generalized one-dimensional Hermite polynomials, parametrized by U , and generated as follows :
Hn(z,a) = ( -1 ) " e T -(:e-z*) lZ=*, for n = 0,1,2,3, ... The generalized one-dimensional Hermite polynomials parametrized by U , can be used to generate (by tensor product) the two-dimensional versions, parametrized by u1 and U2 :
Hrn,n(z,y,g1, Uz) = p m ( z , o l ) p n ( y , o z ) e -(~) -( i ) ,
for m, it = 0 , 1 , 2 , ..., 00, where P,,,(z, 01) and P,,(y, (~2 ) are polynomials in z, y . In what follows, Em,, denotes summation with respect to m and n, each ranging, unless otherwise indicated, from 0 to 03. Let the L2-norm squares of these polynomials be denoted by I C, , , , Similar results can be obtained for the effective spectral width, 0 1 , and for the effective cross-spatial, and crossspectral widths. See [14] for the derivation of expressions related to the effective space-bandwidth product and spacebandwidth ratio. It is found, for instance, that the spacebandwidth ration in the 2-direction is directly proportional to V I , the constant of proportionality being governed by the ratio of the two quadratic forms, involving the coefficients, ymin of the expansion. It is important to that the complex version of the representation scheme is a n entire function of order 2, and type, 1 in the tl domain, and in the t 2 domain.
( 2 U l )
Zero Crossing Contours
The Laplacian of the image function represented by the generalized Hermite polynomials at a fixed scale (01, u 2 ) can be shown to reduce to:
From ( l o ) , we can directly extract, analyse (and synthesize) the zero crossing contours at the desired scale of representation.
MAIN R E S U L T S
We consider the following specific cases of image recon- 
where A is a (A4+1)(N+1) x ( A l + l ) ( N + l ) matrix of known elements, p is the ( A f + 1 ) ( N + 1)-vector of lexicographically ordered set of unkno~vn corfficients, Q,,,,,~ , and A, is the correspondingly (lexicographically) ordered set of known coefficients, A,.,, . Since 01 and 0 2 are unknown, and hence can be chosen arbitrarily, solution of (9) for is non-unique. Therefore, the reconstruction is nonunique. In other words, any number of image functions exist with exactly the same zero crossing contours. See Fig. 1 for a typical synthetic image which has the same zero crossing contour. The ambiguity in the values of 0 1 and 02 can be overcome by one of the following additional input data sets: Additional equations are to be created from a knowledge of (i) Smce-Bandwidth Products antl A new framework, involving the generalized Hermite polynomials, has been proposed for the reconstruction of images from a knowledge of its zero crossing contours. Since the spatial and spectral cl1,aracteristics of an image functions arc quite distinct, from what one c m cspect froni their separate projections on to t1i.e coordinate axes, the problem of reconstruction is a nontrivial extension of the problem corresponding to one-variable functions. The framework proposed in the paper dispenses with the standard assumption of bandlimitcdness, and seems to prwidc a more unified procediirc for signal rcconstxuction of both m i -and multi-dimensional signals from partial information than most of the results of the literature. It is shown that we cannot griarantcc uniquciicss in irnagc rcconstriiction uiilws W O iiiiposc cert,;riii coiistr;iint,s on, for instance, s~)acc-l):iiitlwitltII products/ratios in the z -uzr y -w y directions, of the unknown image. For lack of space, only the main analytical (along with some computational) results are presented. The final paper is to (i) contain a more complete derivation of analytical results; and (ii) feature the use of simulated anricaling for optinial reconstruction. Applicatioii of the proposcd fmiiicwork to rccoiist,riict.iou of iningcs froiii o t h r typcs of partial information, as also to scale-spncc filtering will appear elsewhere.
., . are given by (8), then the results of Case 1 above are valid for Q(z, y). If f(z, y) is to be obtained directly, then knowledge of , u is to be presumed. However, this case is quite complicated. A possible solutron is to treat the problem as one of deblurring (in addition to reconstruction from zero crossing contours). See (231 for a new approach to deblurring. [23] M. Vairy and Y . V. Venkatesh, " Deblurring Gaussian blur using a wavelet array transform,", Pattern Recognition, Vol. 28, No. 7, pp. 965-976, 1995 . 292-300, 1976 . 
