Foaming occurs in many distillation and absorption processes. The drainage of liquid foams involves the interplay of gravity, surface tension, and viscous forces. In this paper, the nonlinear foam drainage equation is solved by using the Adomian's decomposition method , modified Adomian's decomposition method , variational iteration method , modified variational iteration method, homotopy perturbation method, modified homotopy perturbation method and homotopy analysis method. The existence and uniqueness of the solution and convergence of the proposed methods are proved in details. Finally an example shows the accuracy of these methods.
Introduction
Foams are of great importance in many technological processes and applications, and their properties are subject of intensive studies from both practical and scientific points of view [1] . Liquid foam is an example of soft matter (or complex fluid)with a very welldefined structure that first clearly described by Joseph plateau in the 19th century. Weaire et al. [2] showed in their work simple answers to many such questions exist, but no going experiments continue to challenge our understanding. Foams and emulsions are wellknown to scientists and the general public alike because of their everyday occurrence [3, 4] . Foams are common in foods and personal care products such as creams and lotions, and foams often occur, even when not desired, during cleaning (clothes, dishes, scrubbing) and dispensing processes [5] . They have important applications in the food and chemical industries, firefighting, mineral processing, and structural material science [6] . Less obviously, they appear in acoustic cladding, lightweight mechanical components, and impact absorbing parts on cars, heat exchangers, and textured wallpapers (incorporated as foaming inks) and even have an analogy in cosmology. The packing of bubbles or cells can form both random and symmetrical arrays, such as sea foam and bees honeycomb. History connects foams with a number of eminent scientists, and foams continue to excite imaginations [7] . There are now many applications of polymeric foams [8] and more recently metallic foams, which are foams made of metals such as aluminum [9] . Some commonly mentioned applications include the use of foams for reducing the impact of explosions and for cleaning up oil spills. In addition, industrial applications of polymeric foams and porous metals include their use for structural purposes and as heat In this work, we develope the ADM, MADM, VIM, MVIM, HPM, MHPM and HAM to solve this equation as follows [21] :
2 (x,t)u x (x,t) − u With the initial condition:
where c is the velocity of the wave front. The paper is organized as follows. In section 2, the mentioned iterative methods are introduced for solving Eq.(1.1).
In section 3 we prove the existence , uniqueness of the solution and convergence of the proposed methods. Finally, the numerical example is shown in section 4. In order to obtain an approximate solution of Eq.(1.1), let us integrate one time Eq.(1.1) with respect to t using the initial condition we obtain,
where,
The iterative methods

Description of the MADM and ADM
The Adomian decomposition method is applied to the following general nonlinear equation where u(x,t) is the unknown function, L is the highest order derivative operator which is assumed to be easily invertible, R is a linear differential operator of order less than L, Nu represents the nonlinear terms, and f is the source term. Applying the inverse operator L −1 to both sides of Eq.(2.4), and using the given conditions we obtain 5) where the function z(x) represents the terms arising from integrating the source term f . The nonlinear operator Nu = G 1 (u) is decomposed as 6) where A n , n ≥ 0 are the Adomian polynomials determined formally as follows:
The first Adomian polynomials (introduced in [23, 24, 25] ) are:
8)
A 3 = u 3 G ′ 1 (u 0 ) + u 1 u 2 G ′′ 1 (u 0 ) + 1 3! u 3 1 G ′′′ 1 (u 0 ), ...
Adomian decomposition method
The standard decomposition technique represents the solution of u(x,t) in Eq.(2.4) as the following series, 9) where, the components u 0 , u 1 , . . . which can be determined recursively
Substituting Eq.(2.8) into Eq.(2.10) leads to the determination of the components of u.
The modified Adomian decomposition method
The modified decomposition method was introduced by Wazwaz [26] . The modified forms was established on the assumption that the function g(x) can be divided into two parts, namely g 1 (x) and g 2 (x). Under this assumption we set
(2.11) Accordingly, a slight variation was proposed only on the components u 0 and u 1 . The suggestion was that only the part g 1 be assigned to the zeroth component u 0 , whereas the remaining part g 2 be combined with the other terms given in Eq.(2.11) to define u 1 . Consequently, the modified recursive relation
was developed.
To obtain the approximation solution of Eq.(1.1), according to the MADM, we can write the iterative formula Eq.(2.12) as follows:
The operators F i (u(x,t)) (i = 1, 2, 3) are usually represented by the infinite series of the Adomian polynomials as follows:
where A i , B i and Z i are the Adomian polynomials. Also, we can use the following formula for the Adomian polynomials [27] :
(2.14)
Where s n = ∑ n i=0 u i (x,t) is the partial sum.
Description of the VIM and MVIM
In the VIM [28, 29, 30, 31, 32, 33, 34, 35] , it has been considered the following nonlinear differential equation:
where L is a linear operator, N is a nonlinear operator and g is a known analytical function. In this case, the functions u n may be determined recursively by
where λ is a general Lagrange multiplier which can be computed using the variational theory. Here the function u n (x, τ) is a restricted variations which means δ u n = 0. Therefore, we first determine the Lagrange multiplier λ that will be identified optimally via integration by parts. The successive approximation u n (x,t), n ≥ 0 of the solution u(x,t) will be readily obtained upon using the obtained Lagrange multiplier and by using any selective function u 0 .
The zeroth approximation u 0 may be selected any function that just satisfies at least the initial and boundary conditions.
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With λ determined, then several approximation u n (x,t), n ≥ 0 follow immediately. Consequently, the exact solution may be obtained by using
The VIM has been shown to solve effectively, easily and accurately a large class of nonlinear problems with approximations converge rapidly to accurate solutions.
To obtain the approximation solution of Eq.(1.1), according to the VIM, we can write Eq.(2.16) as follows:
To find the optimal λ , we proceed as
From Eq.(2.19), the stationary conditions can be obtained as follows: λ ′ = 0 and 1 + λ = 0. Therefore, the Lagrange multipliers can be identified as λ = −1 and by substituting in Eq.(2.18), the following iteration formula is obtained.
To obtain the approximation solution of Eq.(1.1), based on the MVIM [36, 37, 38] , we can write the following iteration formula:
Eq.(2.20) and Eq.(2.21) will enable us to determine the components u n (x,t) recursively for n ≥ 0.
Description of the HAM
where N is a nonlinear operator, u(x,t) is an unknown function and x is an independent variable. let u 0 (x,t) denote an initial guess of the exact solution u(x,t), h ̸ = 0 an auxiliary parameter, H 1 (x,t) ̸ = 0 an auxiliary function, and L an auxiliary linear operator with the property L[s(x,t)] = 0 when s(x,t) = 0. Then using q ∈ [0, 1] as an embedding parameter, we construct a homotopy as follows:
It should be emphasized that we have great freedom to choose the initial guess u 0 (x,t), the auxiliary linear operator L, the non-zero auxiliary parameter h, and the auxiliary function H 1 (x,t). Enforcing the homotopy Eq.(2.22) to be zero, i.e.,
we have the so-called zero-order deformation equation
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When q = 0, the zero-order deformation Eq.(2.24) becomes 25) and when q = 1, since h ̸ = 0 and H 1 (x,t) ̸ = 0, the zero-order deformation Eq.(2.24) is equivalent to
Thus, according to Eq.(2.25) and Eq.(2.26), as the embedding parameter q increases from 0 to 1, ϕ (x,t; q) varies continuously from the initial approximation u 0 (x,t) to the exact solution u(x,t). Such a kind of continuous variation is called deformation in homotopy [39, 40, 41, 42, 43] . Due to Taylor's theorem, ϕ (x,t; q) can be expanded in a power series of q as follows 27) where,
Let the initial guess u 0 (x,t), the auxiliary linear parameter L, the nonzero auxiliary parameter h and the auxiliary function H 1 (x,t) be properly chosen so that the power series Eq.(2.27) of ϕ (x,t; q) converges at q = 1, then, we have under these assumptions the solution series
From Eq.(2.27), we can write Eq.(2.24) as follows
By differentiating Eq.(2.29) m times with respect to q, we obtain
where, so,
We take an initial guess u 0 (x,t) = g(x), an auxiliary linear operator Lu = u, a nonzero auxiliary parameter h = −1, and auxiliary function H 1 (x,t) = 1. This is substituted into Eq.(2.33) to give the recurrence relation
Therefore, the solution u(x,t) becomes
Which is the method of successive approximations. If
then the series solution Eq.(2.35) convergence uniformly.
Description of the HPM and MHPM
To explain HPM [44, 45, 46, 47, 48] , we consider the following general nonlinear differential equation: 36) with initial conditions u(x, 0) = f (x).
According to HPM, we construct a homotopy which satisfies the following relation
where p ∈ [0, 1] is an embedding parameter and v 0 is an arbitrary initial approximation satisfying the given initial conditions. In HPM, the solution of Eq.(2.37) is expressed as
Hence the approximate solution of Eq.(2.36) can be expressed as a series of the power of p, i.e.
where, u 0 (x,t) = g(x), . . . 
Where F 1 (u(x,t)) = g 1 (x)h 1 (t), F 2 (u(x,t)) = g 2 (x)h 2 (t) and F 3 (u(x,t)) = g 3 (x)h 3 (t). We can define homotopy  H(u, p, m) by
where, m is an unknown real number and
t).
Typically we may choose a convex homotopy by Where,
(2.42)
Existence and convergency of iterative methods
We set, 
From which we get (1 − α 1 ) | u − u * |≤ 0. Since 0 < α 1 < 1, then | u − u * |= 0. Implies u = u * and completes the proof. 
Proof. Denote as (C[J], ∥ . ∥) the Banach space of all continuous functions on J with the norm ∥ g(t) ∥= max | g(t)
|, for all t in J. Define the sequence of partial sums s n , let s n and s m be arbitrary partial sums with n ≥ m. We are going to prove that s n is a Cauchy sequence in this Banach space:
From the triangle inquality we have
But | u 1 (x,t) |< ∞ , so, as m → ∞, then ∥ s n − s m ∥→ 0. We conclude that s n is a Cauchy sequence in C [J] , therefore the series is convergence and the proof is complete. 
Proof. From inequality Eq.(3.43), when n → ∞, then s n → u and
Finally the maximum absolute truncation error in the interval J is obtained by Eq.(3.44). 
if we set, e n+1 (x,t) = u n+1 (x,t) − u n (x,t), e n (x,t) = u n (x,t) − u(x,t),| e n (x,t * ) |= max t | e n (x,t) | then since e n is a decreasing function with respect to t from the mean value theorem we can write,
Since 0 < β 1 < 1, then ∥e n ∥ → 0. So, the series converges and the proof is complete. 
Proof. The Proof is similar to the previous theorem. Proof. We assume:
We can write, So, using and the definition of the linear operator L, we have
therefore from , we can obtain that,
Since h ̸ = 0 and H 1 (x,t) ̸ = 0 , we have
By substituting ℜ m−1 (u m−1 (x,t)) into the relation Eq.(3.49) and simplifying it , we have ,t) ) dt. Therefore, u(x,t) must be the exact solution. 
Proof. The Proof is similar to the 3.6 theorem Proof. We set, 
Proof. The Proof is similar to the 3.6 theorem
Numerical example
In this section, we compute a numerical example which is solved by the ADM, MADM, VIM, MVIM, HPM, MHPM and HAM. The program has been provided with Mathematica 6 according to the following algorithm where ε is a given positive value.
Algorithm 1:
Step 1. Set n ← 0.
Step 2. Calculate the recursive relations Eq.(2.10) for ADM , Eq.(2.13) for MADM, Eq.(2.34) for HAM, Eq.(2.39) for HPM and Eq.(2.42) for MHPM.
Step 3. If | u n+1 − u n |< ε then go to step 4, else n ← n + 1 and go to step 2.
Step 4. Print u(x,t) = ∑ n i=0 u i (x,t) as the approximate of the exact solution.
Algorithm 2:
Step 2. Calculate the recursive relations Eq.(2.20) for VIM and Eq.(2.21) for MVIM.
Step 4. Print u n (x,t) as the approximate of the exact solution. 
Conclusion
The homotopy analysis method has been shown to solve effectively, easily and accurately a large class of nonlinear problems with the approximations which are convergent are rapidly to exact solutions. In this work, the HAM has been successfully employed to obtain the approximate solution to analytical solution of the nonlinear foam drainage equation. For this purpose, we showed that the HAM is more rapid convergence than the ADM, MADM, VIM, MVIM, HPM and MHPM.
