This paper examines the mechanism through which banking sector distress affects the availability of credit. We use the experience of the United States during the Great Depression, a period of intense bank distress, to conduct our analysis. We utilize previously neglected data from a 1934 survey conducted by the Federal Reserve System of both banks and Chambers of Commerce regarding the availability of credit, and examine which aspects of the banking system collapse affected credit availability as indicated by the survey. A number of scholars have posited different ways that bank distress constrained credit availability and impacted economic activity during the 1930s; however, the empirical evidence regarding these channels is modest . In this study, we find that bank failures had the most dominant impact, but there is also some evidence for the importance of funding constraints from deposit outflows and of protracted deposit liquidation.
Section 1. Introduction
This paper examines the mechanism through which banking sector distress disrupted credit intermediation. We conduct our analysis using the experience of the United States during the Great Depression, a period when banking sector distress was exceptionally acute. Based on a previously neglected survey of banks and Chambers of Commerce regarding credit availability that was conducted in early 1934, we determine whether reports that credit needs were not being met in local areas are related to various aspects of banking sector distress. We find that bank failures are the most dominant predictor of unmet credit needs, but there is also some evidence for the importance of funding constraints from deposit outflows and of protracted deposit liquidation.
This analysis contributes to a rapidly increasing volume of literature that has found that banking crises, both modern and historical, are detrimental to growth, with much of this work indicating that the deleterious effects are substantial (Hogart, Reis, and Saporta 2002; Dell'Ariccia, Detragiache, and Rajan 2008, K upiec and Ramirez 2010) . This literature has largely focused on demonstrating that such connections exist and has generally abstracted from the mechanism underlying those connections. In contrast, this paper focuses on those underlying mechanisms, using the Great Depression as the setting for the analysis. This experience has been commonly cited as an instance in which a banking crisis is thought to have worsened and prolonged the economic collapse (Friedman and Schwartz 1963; Bernanke 1983) . 1 The severity of the banking distress during this period, in conjunction with a banking system that was highly localized due to the regulatory environment, offers a unique environment to examine the impact of banking distress. 2 We focus on credit intermediation and the ways that banking sector distress might disrupt credit intermediation. We construct four measures reflecting different aspects of banking sector distress using county level developments between 1929 a nd 1933, including bank failures, the process of liquidating failed banks, declines in deposits either through failure or withdrawals, 1 Other scholars, such as Cole and Ohanion 2001, argue that troubles in the banking system did not have a substantial impact on economic activity during the 1930s. 2 In the wake of the recent financial crisis, there has been a rapid growth in the literature modeling the relationship between financial sector health and financial frictions and the real economy (see for example Brunnermeier and Sannikov 2009; Chrisiano, Motto, and Rostagno 2010; and Gertler and Kiyotaki 2010) . The findings in this paper regarding the importance of different channels through which banking distress affects credit availability provides information that will be useful as these models are developed further.
and shifts in bank balance sheets away from loans. We then test whether these measures are associated with credit rationing in early 1934, as indicated by a survey of banks and Chambers of Commerce.
The survey was conducted about one year after the banking holiday, and was motivated by a p ersistent national concern about the ability of small businesses to access credit. T he Federal Reserve System asked both banks and Chambers of Commerce about the availability of financing for creditworthy businesses. We consider these two groups as representing the views of supply side and demand side participants in the bank credit market; receiving data from both groups provides a valuable check against biases that may be present in either group when considered individually.
The data used in the analysis are drawn from five states-New York, North Carolina, were held by banks that failed by 1933, deposits contracted by 43 percent during the same period, 11 percent of that contraction was due to banks in receivership, and the ratio of loans to financial assets fell by 15 percentage points, from slightly less than 60 percent to a bit more than 40 percent.
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The four bank distress measures are related, non-exclusively and to varying degrees, to different economic theories. T hat bank failures should reduce credit availability is associated with the idea put forth by Bernanke (1983) in which the loss of bank lending relationships and knowledge about borrowers increases asymmetric information and leads to disintermediation. Anari, Kolari, and Mason (2005) argued that the extended process of liquidating banks reduced the pool of resources available to be invested. The decline in deposits is linked, to some degree, to the ideas of Friedman and Schwartz (1963) who argued that deposit outflows reduced credit availability, but is also discussed by Bernanke (1983) as a factor that would increase intermediation costs, or might reflect something else such as general concern about the economic environment. 4 Our use of cross sectional analysis is advantageous. Much of the previous work on the effects of the banking collapse has relied on macroeconomic data in a t ime series analysis.
However, as illustrated by Rockoff (1993) , movements in the many macroeconomic time series were extremely violent in early 1933. Using time-series analysis to distinguish between different measures of banking distress is challenging given that they generally exhibit time series patterns with similarly extraordinary movements. In using cross sectional estimation, our analysis builds on the work of Calomiris and Mason (2003) , who find a relationship between deposit growth for [1930] [1931] [1932] , instrumented by indicators of bank health in 1929, and the value of building permit growth over the same period for a cross-section of large counties.
Similarly, shifts in bank balance sheets away from loans might reflect tighter lending standards by bank managers, raising the cost of intermediation as in Bernanke (1983) , or reflect a flight to liquidity as in Friedman and Schwartz (1963) .
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In a l ogit framework, we predict the individual survey responses with county level measures of the four bank distress variables. When these variables are entered individually into logit estimations, we find support for the importance of bank failures, depositor withdrawals, and complications from bank liquidations in explaining reports of insufficient credit. Shifts away from loans and toward securities and cash appear to have limited impact on credit availability.
In a horse-race type analysis in which the survey responses are predicted by a combination of two of the variables in a logit framework, generally the failures variable retains significance.
The baseline results suggest, roughly, that an increase of 10 pe rcentage points in the share of loans held by banks that failed between 1929 and 1933 would result in a 5 percentage point rise in the probability of credit needs not being met in early 1934. We interpret this as consistent with the importance of bank relationships in credit intermediation and the role of asymmetric They argue that their finding supports the connection between the supply of bank credit and economic activity. T his paper significantly furthers the literature by offering direct evidence on credit availability from the newly recovered survey data, and by distinguishing between four distinct aspects of bank distress that have somewhat different implications for theory and for crisis response.
information in constraining new relationships. The other channels of credit disintermediation may also have played a role, but our results suggest that their effects may not have been as pervasive or systematic as the impact of the bank failures.
Bank distress is at least partly a function of local economic activity and thus may be correlated with credit demand, but it is important to note that the 1934 survey is not a measure of credit demand; rather, the survey captures the gap between supply and demand. In terms of credit demand itself, the presence of a weak local economy may cause creditworthy borrowers to increase their demand for credit, even as the number of such borrowers is likely to decline. As long as the banking system is healthy, however, such borrowers should be able to find a source of credit and escape mention in the survey. We take the results of the 1934 survey as prima facie evidence that credit rationing existed and therefore that bank distress, whatever its source, was disrupting credit intermediation. Thus, while much effort has been spent by others in identifying a causal impact of bank distress on economic activity, that is not the goal of this paper. O ur focus in this paper is on how the disruption in credit intermediation was propagated through the banking system -whether it was through bank failures, funding constraints, prolonged liquidation, or bank asset allocations.
The paper proceeds as follows. In Section 2, we provide a more detailed description of the different theories regarding the ways that the collapse of the banking sector reduced credit availability. Section 3 c ontains a discussion of the survey on c redit availability we use in this paper. We present our data regarding the banking system and describe how we construct our variables measuring credit disintermediation in Section 4. Section 5 presents our analysis of the impact of the banking variables on credit availability. Section 6 concludes.
Section 2. Channels linking the banking sector distress and credit disintermediation
In this section we review the various channels, described in previous literature, through which developments in the banking system associated with its collapse in the 1930s may have reduced credit intermediation and affected the real economy.
The first channel focuses on asymmetric information and the special role that banks play in addressing this issue and reducing the cost of intermediation; banking distress raises the cost of credit intermediation and reduces credit availability. Bernanke (1983) describes this channel in some detail. In that discussion, bank failures are emphasized as a prominent supply-side channel that increases the cost of credit intermediation. In normal times, banks facilitate lending by gathering information about borrowers. When banks fail, this specialized information is lost.
New potential lenders, either banks or non-banks, must incur costs to learn about new borrowers and overcome information asymmetries, which raises the cost of intermediation and thus reduces the availability of credit. To the extent that collateral values deteriorated or became more uncertain in this period, the importance of specialized information about creditworthiness was likely reinforced. While not so prominently featured, another factor that could affect the cost of intermediation is the set of risk preferences of the bank manager. If a b ank manager becomes more risk averse, and adjusts behavior for instance by tightening lending standards or terms, then that would also reduce credit availability.
While the first channel emphasizes an active role for banks, the second channel emphasizes the role of depositors. This channel draws heavily on t he ideas of Friedman and Schwartz (1963) . 6 Their discussion of the impact of a drop in deposits on t he money supply touches on many aspects of the economy and includes implications for credit availability. While in normal times their argument likely mattered more on a national scale, during the Depression learning about the health of non-local banks and the health of the region those banks were in may have been exceptionally difficult and the inter-regional funding markets were impaired. Thus, one might expect that deposit outflows had impacts on a sub-national basis. 6 It may be worth noting that Friedman and Schwartz are quite specific in arguing that the impact of deposit outflows distinct from the impact of bank failures: "bank failures were important not primarily in their own right, but because of their indirect effect. I f they had occurred to precisely the same extent without producing a drastic decline in the stock of money, they would have been notable but not crucial" (page 352).
(Alternatively, one might view the arguments of Friedman and Schwartz (1963) as focusing more on the actions of depositors rather than a special role for banks which is emphasized in asymmetric information channel.) Large scale deposit declines, or the potential for such declines, can reduce credit availability in at least two ways. First, with a smaller deposit base, banks were simply able to extend fewer loans and forced to become more selective about the loans they did make. Second, to meet potential withdrawals, and especially runs by depositors, banks' preference for liquid assets increased which would reduce lending and boost cash and securities holdings relative to deposits. (While the resulting impact on t he bank's asset portfolio from this shift in liquidity preference is similar to the impact due to a shift in the risk preferences of the bank manager, the trigger for the change in behavior is subtly different.)
Finally, a third channel involves the process of liquidation of failed banks during the Great Depression, which took an extended period, as noted by Anari, Kolari, and Mason (2005) .
They argue that the lengthy process of liquidation increased asset market overhang which could negatively impact the value of collateral in the region around the area of the banks being liquidated. F urther the lengthy liquidation process transformed liquid deposits into long-term claims which reduced depositor liquidity and wealth, and resulted in an implicit reduction in the money supply. These effects should result in reduced credit availability. To the extent that this mechanism focuses on how assets and deposits are constrained by the liquidation process, it represents a distinct channel from the information-centric bank failure channel we noted above, as well as from the channel highlighting funding constraints after general deposit outflows due to both active and inactive banks.
Section 3. The Credit Survey
In this section we discuss the credit survey. We present tabulations of the results and also describe some of the anecdotal information that respondents volunteered regarding the reasons that credit was or was not available. It is important to point out that the survey focuses on c reditworthy borrowers as is evident from the reference to "sufficient unencumbered assets and prospects to justify loans."
We interpret affirmative responses from banks (that credit was needed) as indications that these creditworthy business borrowers were faced with credit rationing. We consider credit rationing to be distinct from a simple increase in the cost of credit intermediation, since the telegram asked specifically if there were firms with "sufficient unincumbered assets" and which would not use a new loan to pay down existing debt. In this paper, we simply record for each bank whether the bank reported a need for credit that was not being met or whether there was no unmet need.
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While the telegram specifically refers to "working capital," the most pertinent Responses from both groups-banks on t he supply side and business groups on t he demand side-are valuable, since while banks might have been somewhat unwilling to admit that there were unmet credit needs, business groups might have been more willing to say that their members were unable to obtain credit (possibly as they may have been more willing to view their members as creditworthy). W e view the biases of banks and Chambers of Commerce as pointed in opposite directions, and to the extent that we find similar analytical results when using either group as our arbiter of credit availability, the robustness of our analysis is reinforced. We have ample funds to take care of any industrial or commercial business demands in our community needing working capital and would 13 Our interpretation of the survey-that banks focused on general business lending-is consistent with a second letter, sent by the Cleveland Federal Reserve Bank to its districts' respondents, that asked for more specific information about working capital loans, as well as the internal analysis completed by the Federal Reserve Banks and transmitted to the Board of Governors, which described the responses as discussing broad business lending. It is reassuring that when many of the Ohio banks sent follow-up letters to the Cleveland Fed, none of them indicated that the basic yes/no response was any different when considering only working capital loans.
supply the same if within the sphere of sound banking. Do not know of any such needs just now in our territory and cannot see any chance of increasing employment in our town or vicinity through this measure.
In contrast, a need for credit was identified by the First National Bank of Oshkosh, Wisconsin.
Believe about one million of credit could be used to advantage in this community for working capital requirements of business of our customers. Extensions of credit would continue present employment of about six hundred and would increase number to eleven hundred provided a reasonable increase in volume of business however if banks were not forced to demand continuous liquidation of loans we believe that many of these credit requirements would be taken care of in the local community. Turning to responses from business groups, the Chamber of Commerce in Van Wert,
Ohio reported a need for credit:
A hurried canvass reveals the need of approximately fifty four thousand in credit for business and industry in Van Wert. Unfilled orders accumulated for want of cash to purchase material. Will increase payroll seventy five percent in one case sixty percent in another. We believe loans justifiable.
In contrast, the Chamber of Commerce in Marietta, Ohio expressed little concern:
We have had no c omplaints from industrial or commercial businesses being handicapped because of lack of banking facilities in our community. One of our local banks advertised for loans to industry without receiving any applications.
In this case, an informal glance at the balance sheets of the local banks is at first somewhat inconsistent with the survey responses, as Marietta contained one failure of a relatively large bank with a resulting drop in deposits, while the Van Wert banks fared relatively well. However, the Marietta banks appear to have remained more committed to lending, as their ratio of loans to total financial assets declined only slightly from 0.64 to 0.61 between 1929 and 1933, while the same ratio at Van Wert banks tumbled from 0.65 to 0.45.
Section 3.2 Survey results in five states
In this paper, we focus our analysis of the survey responses on f ive states: New York, Table 1 summarizes the number of respondents to the survey for our five states.
Responses total 1231 banks and 276 Chambers of Commerce. We believe that the Federal
Reserve Banks contacted every national bank and every state member bank in these states and across the country; across the five states, the response rate for such banks is fairly high-a bit better than 75 percent for national banks and for state member banks-and thus the survey is likely to be representative at least of the towns containing such banks. We have responses from banks in 71 percent of the 572 counties in our sample of states.
Third, these states have fairly good response rates in the survey from their Federal Reserve member banks and, with the exception of New York, also had relatively large numbers of responses from Chambers of Commerce. Finally, these states were relatively large and diverse, and crucially also contained significant amounts of commercial and industrial activity; since such activity was the subject of the survey, heavily agricultural states in the Great
Plains and elsewhere have less interesting survey responses. We discuss the differences between these states and the rest of the country in the Appendix, where we present the survey's results for all states.
There are fewer responses from Chambers of Commerce. T he number of requests for information that were made to Chambers of Commerce is not known, so it is difficult to judge the response rate. However, a 1931 United States Commerce Department publication lists all of the Chambers of Commerce and similar business groups that existed in each state. While the list is not ideal because it is not clear whether all such groups were truly active, a rough analysis 14 In Ohio, branch banking was legally restricted to be within the county of the home office while in New York branches had to be within the city of the home office. Branch banking was not allowed in Texas and Wisconsin. North Carolina was a b it of an exception as statewide branching was allowed; however, even here most branches were established close to the city of the home office. ( suggests that about one-third of these groups sent responses to the Federal Reserve Banks in our four states.
Among responding banks, 66 percent indicated that they were able to meet local credit needs, while 34 percent indicated that there were unmet credit needs. A significant number of the banks reporting no unmet credit needs indicated that their area was almost entirely agricultural, but since such information was volunteered and not required, it is problematic to use this information systematically in the analysis. W e instead use county-level measures of agricultural intensiveness, described in the next section.
Overall, Chambers of Commerce were less sanguine, as one might expect. Of these institutions, 39 percent indicated that local credit needs were being met, while 61 percent indicated there were unmet credit needs. Part of the difference in opinion between Chambers of
Commerce and banks can be explained by the fact that Chambers of Commerce are more likely to exist in areas with non-agricultural business activity; thus, there are fewer Chambers reporting a negative answer simply because their local area has no i ndustry. In the 191 towns that contained both a Chamber of Commerce and at least one bank that responded to the survey, the responses were more similar. 15 Banks and Chambers of Commerce agreed 80 percent of the time about whether or not there were unmet credit needs. In most of the instances where they disagreed, the Chambers of Commerce were the institutions reporting that credit needs were unmet.
Section 3.3 Anecdotal information contained in the survey.
In the survey, some banks and Chambers of Commerce volunteered information pointing to what they viewed as the factors underlying the lack of credit availability in their regions.
These anecdotes provide support for most of the ideas mentioned in Section 2. We caution against forming strong conclusions from these anecdotal replies alone, especially as this information was only provided by a modest number of respondents. Nevertheless it is useful to note that the channels identified in theory were also noted by contemporary observers. We present some responses here that we believe to be representative and informative. Additional responses point to problems that could be read as covering a few of the channels we have outlined. For example, the Security National Bank of Raleigh, North Carolina noted that:
banks [are] refusing to take over capital loans which at the present time may be tied up in some institution in liquidation, or perhaps have been for many years in the hands of some other bank which now is asking for retirement.
This response could indicate that the liquidation process was inhibiting new credit or alternatively could be read as indicating that banking relationships had been lost and that it would be challenging to establish new ones. As another example, The Home Banking Company of Gibsonburg, Ohio pointed to both a lack of a funding base, noting that it had applied for $25 thousand from the Reconstruction Finance Corporation to fund new credit in their territory, and to bank failures, noting that nearby bank failures were reducing credit supply: "Within a radius of nine miles, our location is the center of ten banks either under liquidation, restricted, or conservatorship."
Responses from banks that did not report a need for credit were also useful. O ne frequently cited reason that helps inform the analysis below is that the local areas were mainly agricultural. Other respondents reported no unm et need for credit as there was little demand; many others simply stated their banks had sufficient resources. T he First National Bank of Lincolnton, NC wrote "those who could meet your qualifications can be taken care of by the bank;" the Circleville, OH Chamber of Commerce felt "the resources of the four local banks are sufficient to care for such needs." Indeed, some banks reported advertising for loans but not receiving much response, and as a result they parked excess funds in cash or securities.
Section 4. Data on the Banking Sector
In this section, we review the data used in the analysis and describe the construction of our measures regarding changes to the banking system that might reflect reduced credit intermediation. We also discuss how these measures relate to the different theories outlined in Section 2. Smith. This boom results in extreme outliers in the banking and control variables (growth in manufacturing value added from 1920 to 1930 exceeds 20,000 percent in Gray county) and we exclude these counties as well.
Section 4.2 Constructing measures of changes in the banking sector and relationship of these measures to theory
We construct four variables to measure channels through which credit intermediation might have been reduced due to banking distress. These variables are related to varying degrees to the channels identified in Section 2. All variables are constructed at the county level. While in many cases it is clear whether or not a bank has failed, some situations are less certain. In these cases, to determine whether the banks failed, we are guided by the idea that information about borrowers is embodied in the bank officials. In particular, if banks reorganized into new charters while retaining the same set of officers, we do not consider this to be a failure as specialized information was not likely to have been lost in such a process.
Similarly, banks that were suspended or in conservatorship at the end of 1933 are not considered failures for our purposes. nationwide (Federal Reserve 1943) . While a significant portion of the decline in deposits reflects bank failures, the contraction is apparent even among banks that remained open throughout the sample period; looking only at these banks, the average county-level deposit contraction was 19 p ercent. 18 A contraction in deposits ought to have reduced the ability of banks to fund loans. We view this variable as arising from the issues described by Friedman and Schwartz (1963) . While their point is that the nationwide decline in the deposit base reduced the money supply and the ability of banks to make loans, we argue that the exceptional circumstances during the Great Depression increased the difficulty in assessing non-local bank quality impaired inter-regional deposit markets so that deposit declines may have mattered at the local level during this period. The link between the deposit decline variable and theory is not quite as close as with the bank failure variable and it is possible that this variable captures other ideas. For instance, Bernanke (1983) notes that deposit outflows would likely increase the cost of credit (although even here the source of the disintermediation lies with the depositor rather than direct action on the part of the bank). 18 All numbers in this paragraph account for the effects of mergers. 19 One might argue that deposit flows are also related to the actions by bankers to the extent that they can adjust the interest rates they pay on deposits to attract new funds. However, given the magnitudes of the deposit declines observed, we find it unlikely that modest changes in the interest rate paid on deposits would have been sufficient to retain deposits. 
Section 4.3 Control variables
In the analysis below, we also include a f ew sets of control variables. The first set of such variables relates to the importance of agriculture in each county, as measured by the 1930 census. Since the survey asks specifically about credit to commercial and industrial firms (as opposed to generally credit needs), some banks indicated that the reason that there were no unmet credit needs to commercial and industrial firms was that they were located in heavily agricultural regions. We control for agricultural intensity using the ratio of income from agriculture to the sum of income from agriculture and the value added by manufacturing. We also control for the growth of the agricultural sector between 1920 and 1930. Our third set of control variables accounts for the size of the banking sector in each county. We include the log of the number of banks in 1929, which provides information on the level of competition and number of alternative sources of credit. We also include a measure of the size of the banking system relative to the size of the county economy, by dividing the assets held by banks at the end of 1929 by the value of manufacturing and agricultural output.
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Section 5. Analysis and results
In this section, we present our analysis and results.
Section 5.1 Empirical strategy
In our analysis, we are interested in whether the four banking distress variables described in section 3 are related to the reports that there were unmet credit needs. These variables are: the share of loans in 1929 held by banks that subsequently failed, the percent change in deposits, the share of the change in deposits due to deposits in liquidation at the end of 1933, and the change in the ratio of loans to loans, securities and cash, calculated within a consistent set of banks. All these variables are calculated at the county level.
We start the analysis using some simple comparisons of the average levels of the four variables between counties based on w hether or not the survey responses pointed to unmet demand for credit. We then turn to more formal regression analysis. As the survey responses 23 We thank Price Fishback for making these data readily available. 24 We divide by population because the workforce by county is not available in 1933. We linearly interpolate 1933 population from the 1930 and 1940 censuses. 25 The growth of the manufacturing sector is the percent change in the value added by manufacturing between 1920 and 1930. In cases where the census data indicates that there was no manufacturing activity in the county, we set the growth rate of manufacturing to zero. 26 A stronger economic environment may also reflect stronger demand for credit. 27 We tried including the log of county population. This measure was highly correlated with the fraction of income from agriculture. Including log population does not affect the banking variables but does affect the significance of some other independent variables.
are binary in nature, we use a logit model. We predict bank-level survey responses using a set of variables that are generally at the county level. Consequently, banks within the same county will be affected by a common source of variation at the county level, and so we cluster the standard errors within counties. In addition, the number of observations per county varies widely, as the most populous counties (such as those containing Cleveland, OH or Madison, WI) will also have large numbers of banks. In our baseline specification, we weight each bank observation by the inverse of the number of survey responses from banks in each county; this effectively weights each county equally, rather than placing a large weight on t he handful of counties containing major cities. We also reported unweighted results below.
We don't believe identification of our four banking distress variables to be a serious concern. Other scholars have studied the relationship between bank supply of credit and economic activity, and such studies typically struggle with the task of separating supply from demand effects. In particular, one might imagine that both bank distress and credit demand are at least partly functions of local economic activity and thus may be correlated. The presence of a weak local economy may cause creditworthy borrowers to increase their demand for credit, although the number of such borrowers is likely to decline and so the net effect on demand from creditworthy borrowers is ambiguous.
However, in this paper we are predicting instances in which credit intermediation process was disrupted, which is more clearly related to a lack of credit availability or to credit rationing rather than credit demand or other changes in economic activity. Indeed, the 1934 s urvey is worded to capture the gap between supply and demand, and we take the results of the survey as evidence that credit was not available in some cases. Thus, whether a local economic shock is causing both the bank distress and reducing credit availability is largely irrelevant, because even if that is the case, we directly observe the disruption of the intermediation process. After all, in the event of a local economic shock but in the absence of bank distress, creditworthy borrowers should be able to find a source of credit and escape mention in the survey. Our focus then is on the extent to which different aspects of distress in the banking system were related to these reports of credit needs not being met.
Section 5.2 Simple comparisons
We first present some simple comparisons to provide summary statistics as well as to conduct a broad consistency check on the data. We use the same set of counties here, and below, as described in section 4.2, i.e. those that had at least 3 banks in 1929 and excluding the small number of outliers noted above.
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In Table 2 , we split counties into two sets: those in which more than half of banks reported a need for credit, and the others. For each set of counties, we calculate the mean of our four bank distress variables, and display the p-value for a simple statistical test of the difference between the two means.
In particular, our analysis sample contains 1086 responses from banks in 319 counties, and 217 responses from Chambers of Commerce in 169 counties (and is thus slightly smaller than the sample reported in Table 1 ).
Overall, both sets of counties appear to have experienced significant distress in their banking sectors. On average, about one-fifth of each county's loans were held in 1929 by banks that subsequently failed. T he decline in deposits was even more severe, at 37 percent on average, as surviving banks also experienced outflows. O n average, 14 percent of the deposit contraction was due to deposits that were frozen at the end of the 1933 due to banks' receiverships. Finally, banks' assets moved away from loans between 1929 and 1933, with the average ratio of loans to loans, cash, and securities declining by 13 percentage points.
Three of the four banking distress variables have significant differences across the two sets of counties, with the counties reporting a need for credit experiencing greater distress (two of the four for Chambers of Commerce). T hese three variables are the share of loans held by banks that subsequently failed, the percent change in deposits, and the share of the deposit contraction due to receivership. In counties reporting a need for credit, fully one-quarter of loans were held in 1929 by banks that subsequently failed, which is eight percentage points more than in the other counties. T here is also a seven percentage point difference in the mean deposit change across the two sets of counties. In addition, in counties reporting a need for credit, the deposit contraction is more likely to reflect deposits in receivership. In contrast, the change in loan concentration is roughly the same across the two sets of counties. Table 3 displays simple summary statistics of control variables that will be used in the analysis below. Some of the control variables also differ between counties in which a need for credit was reported and counties not reporting a need for credit. As expected given the survey responses described above, the share of county output from agriculture was higher in locations where banks indicated no unmet demand for credit. Unemployment rates were generally lower in counties in which credit needs were reportedly being met. C ounties where banks generally reported no need for credit also tended to have larger banking systems relative to county output.
Section 5.3 Results using bank responses
We now turn to more formal regression analysis to consider the relationship between whether credit needs were reported as being met and the various measures of banking sector collapse.
We first estimate four specifications in which each of the four bank distress variables are entered separately, and then we estimate "horse-race" type specifications in which we include two of the bank distress variables together. In addition to the control variables described above, we also include state dummies.
Results of analysis examining the banking variables separately are shown in Table 4 . In the first column, we find a statistically strong relationship between failures, as measured by the share of loans at failed banks, and the indicator of credit availability. The coefficient estimate of 0.45 reported is an estimate of the marginal effect; thus, if the share of a county's loans at failed banks rises by one standard deviation-about 20 percentage points-the probability of a bank in that county reporting unfilled credit needs rises by roughly 9 percentage points, which is economically significant and certainly nontrivial. Counties in which there were considerably larger declines in the deposit base were also notably more likely to report that some firms were unable to obtain credit. The magnitude of the estimated marginal effect, -0.39, is roughly similar to that of the failures variable. In addition, the liquidation variable also has a significant relationship with an estimated marginal effect of 0.43. As might be expected given the statistics reported in Table 2 , we do not find that changes in the loan concentration ratio have any significant effect on reported credit availability.
As for the control variables, counties with higher unemployment rates were more likely to have unmet credit needs, as in Table 3 . T here was also some tendency for counties with stronger sales growth from 1929 to 1933 (or at least less deterioration in sales) to be less likely to have reports of credit needs not being met. Counties with stronger manufacturing growth from 1920 to 1930 also appeared to have fared slightly better. As noted above, many banks responded that their regions were largely agricultural and thus had few commercial or industrial businesses.
Consistent with those responses, we find that counties more dominated by agriculture are less likely to report that businesses lack credit.
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In Table 5 , we test the relative explanatory power of the bank distress variables by estimating specifications in which two variables at a time are included as independent variables, along with the standard set of controls. We focus here on testing the importance of three of the four variables, excluding the loan concentration measure given its lack of standalone significance. Before discussing these results, it is worth noting the pairwise correlations among the three variables. The failures variable is fairly highly correlated with both deposit measures, with a correlation of about 50 percent for the change in deposits and 60 percent with deposits at banks in receivership. The remaining correlation, between the two deposits variables, is fairly low, around 25 percent. The main result from Table 5 is that the failures variable dominates the deposit variable and the liquidation variable, suggesting that the standalone significance of the latter two variables in Table 4 is the result of their correlation with the failures variable. Both the deposit change variable and the liquidation variable lose significance when the failures variable is also included in the specification. For both variables, the lack of significance derives from an estimated marginal effect that is closer to zero, while the standard error remains largely the same.
In the next two subsections we examine in more detail the results from the bank surveys, first by further exploring the relative explanatory power of the failures variable compared to the deposit contraction variable, and second by conducting a number of robustness checks. We then revisit the baseline analysis with the responses from the Chambers of Commerce.
Section 5.4 Further exploration of the deposit changes versus failures
Deposits in a county can decline because depositors withdraw them from the banking system or because a bank fails and reduces the deposits at open institutions. To the extent that the latter reason is important in explaining the decline in deposits, it is hard to distinguish between the impact of deposit declines and bank failures. In this section, we present two tests designed to examine this issue further.
As a f irst test, we create a n ew variable that measures the change in deposits only at surviving banks-i.e., excluding failures but also any other bank that did not exist in either 1929 or 1933. T his variable would in some sense measure the change in deposits not caused by failures, at least directly. There is still substantial contraction as measured among these banks, 18 percent on average. However, as shown in line (1) of Table 6 , this variable has no predictive power over the survey responses, even when the failures variable is not included.
As a second test, we report results for a subsample of counties that had low failure rates (defined as counties with less than 10 pe rcent of loans at failed banks-just above the 50th
percentile. The idea is that the deposit changes in these counties would be less confounded by failures. Nevertheless, as shown in line (2) of Table 6 , deposit changes have little predictive power over credit availability in these counties.
Finally, on line (3) of Table 6 , we alter the deposit change measure slightly by excluding banks in conservatorship in 1933 ( see footnote 16 above for a discussion) so that they are not treated as active in 1933. The banks in conservatorship or not counted as failures, either. While this measure has predictive power when included by itself (not shown), its significance once again fades when the failures variable is included.
Section 5.5 Robustness
We verify the robustness of the results in a few ways. First, we limit o bservations to samples in which the counties have particular attributes. S econd, we revisit some of the technical aspects of our estimation: the weighting scheme, the linear specification of the bank variables, the geographic treatment of county borders, and the coding of the survey responses.
Finally, we run the bank analysis on just the set of towns with Chamber of Commerce responses, to check that the subsample is not changing the results. A s there are fewer Chamber of
Commerce results, we limit our robustness exercises to analysis using the bank survey responses.
In the analysis above, we controlled for the importance of agriculture directly by including the share of agriculture in county output and the share of land devoted to cropland in the regression analysis. H owever, including these linear measures may be not fully capture importance of agriculture if the survey responses for these counties are simply not meaningful.
In this section, we limit a nalysis to counties in which manufacturing accounts for at least 35 percent of the value of county output. As shown in line (1) of Table 7 , we obtain quite similar results when using this specification.
There may be different dynamics in locations with larger numbers of banks as there would be more scope for depositors or borrowers to shift to a different bank in the event their usual bank experienced distress. R elatedly, having more banks in the county might mean that other banks might be more able to pick up slack in the event one bank is experiencing difficulties. To test the robustness of our results in this regard, we repeat the analysis limiting the sample to counties in which there are at least 10 banks. As shown in line (2) of Table 7 , the results are as before. Repeating the horse race regressions limiting the sample in this way produces results similar to those in Table 4 . Finally, in line (3), we redo the bank analysis using just the counties for which we have responses from Chambers of Commerce.
The second set of robustness checks deals with quasi-technical details of the baseline analysis. In line (4) of Table 7 , we redo the baseline analysis without weighting observations, so that the counties with more responses have more effective sway over the analysis, effectively putting weight on larger cities, such as Cleveland, that is roughly proportional to their size. The results are broadly similar to the baseline results: the failure and deposit change variables remain significant, although the magnitude of the coefficients is somewhat diminished. Similar results are obtained in line (5), in which we remove about 30 s urvey responses that were difficult to classify as affirmative or negative responses.
In Table 8 , we continue the robustness checks. In the first reported specification, we revisit the treatment of county borders. Since county level measures may not fully capture credit conditions for towns that are near borders with other counties, in this specification we take into account banking conditions in neighboring counties. Survey respondents are allowed to be affected by banking conditions in a "neighboring" county if that neighboring county has at least one bank that is located within 10 miles of the survey respondent; of the 1086 survey responses, 466 satisfy this criterion. Thus, the specification includes a variable measuring bank failures in neighboring counties, as well as a dummy variable indicating whether the town is considered to -25 -have a neighboring county.
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Finally, in the second and third specifications reported in Table 8 , we re-examine the assumption that the bank failure variable predicts credit needs in a linear fashion. While we are not particularly concerned about outliers, since the bank failures variable is bounded between zero and one, it may be that failures are not important until some threshold is reached or that the impact is stronger when failures are more common. W e test for this in line (7) by allowing failures to enter with a quadratic term, and in line (8) by allowing the linear trend to change in the upper quartile of the failure rates. T he result in both cases is that there is no apparent nonlinearity, while the various failure variables retain joint significance.
We find that bank failures in neighboring counties have predictive power of about the same magnitude and significance as bank failures in the home county, underscoring our findings.
Section 5.6 Results using Chamber of Commerce responses
In this section, we repeat the same specifications as above but use the Chamber of Commerce responses as the dependent variable. The results are shown in Table 9 Table 4 , in the range of 0.5. The coefficients for the percent of deposits in receivership is not significant here.
For the control variables, higher unemployment rates in 1933 c ontinue to be strongly associated with reports of unmet credit needs. S tronger growth in manufacturing value added again displays some tendency to be associated with a lower likelihood of reports that credit is needed. R etail sales growth retains the same sign as in the analysis using the bank survey responses, though this variable is not statistically significant here. The share of county income 30 About three-fourths of these 466 observations only have one neighboring county, and only a handful have three or four neighboring counties. If there is more than one neighboring county, we measure the neighboring counties' bank failure rate as the arithmetic mean of the counties.
from agriculture is not significant in the analysis using the Chamber of Commerce survey responses.
Economically, the results from Table 9 are largely similar to the initial results from the bank survey responses, as there appears to be support for the importance of both the failures variable and the deposits variable. To assess the relative importance of the two variables, we include them both in the regression and report the results in last column of the table. Neither the failures variable nor the deposit change variable is significant separately; however they are jointly significant.
Section 5.7 Discussion
Our results strongly suggest that bank failures resulted in limiting the availability of credit, even to creditworthy borrowers. In other words, the survey provides evidence that banks and business groups recognized the existence of credit rationing in 1934, and our statistical analysis indicates that such rationing is most clearly related to the pattern of bank failures. This is suggestive evidence in favor of the hypothesis outlined in Bernanke (1983) that the banks exist to solve asymmetric information problems and that banking relationships allow the banks to develop special knowledge about their borrowers. When banks fail, that knowledge is lost and credit intermediation is impaired.
From the survey results, it seems that banks were aware of creditworthy borrowers that needed loans, and yet were not supplying those loans themselves. However, for a new bank, it may be costly to evaluate potential new borrowers, even if they are thought to be creditworthy in a general sense. It seems likely that while surviving banks may know whether a firm is generally creditworthy, there may still be large costs in determining the amount of money a bank is willing to lend, and the optimal interest rate, contract length, collateral requirements, and other terms on the loan. For example, consider collateral in particular; with the value of commercial properties having declined considerably from 1929 to 1933, there was an unusual amount of uncertainty in this period over the value of such properties for collateral. A bank with an ongoing relationship was probably much better placed to evaluate the collateral, while banks without such knowledge would be more likely to demand greater than usual collateral. Indeed, anecdotal reports in the survey responses indicate tighter collateral requirements. The other banking variables, declines in county deposits and the share of deposit losses due to the liquidation process, matter for credit availability when included individually, but do not matter when they are included with the variable reflecting the share of loans at banks that subsequently failed. We do not find any evidence that changes in bank balance sheets, which might proxy for changing lending standards or liquidity preferences, had a substantial impact on c redit availability. These results suggest that, while these mechanisms may have contributed to reduced credit availability, their impact on credit availability was not as strong as the mechanism working through the bank failures.
To be clear, we do not interpret these results as necessarily providing negative evidence against the existence of such channels. Rather, we simply are only able to find positive evidence for a s ystematic effect of failures. T here may be idiosyncratic, locally based effects of the deposit variables or of other channels, and the anecdotal survey responses indeed indicate such effects may have existed.
The timing of the survey may also help explain our findings. T he survey took place shortly after the Depression-era financial crisis, nearly ideal timing for assessing the impact of bank failures. Our finding that the liquidation variable might not matter in a systematic way may in part reflect the timing of the survey as being premature for that purpose. Anari, Kolari and Mason (2005) argue that the extended nature of the liquidation process contributed to the length of the Great Depression. The credit survey analyzed in this paper took place close to the peak of the assets placed into receivership. It is possible that the failure of a bank severed a relationship, providing an initial shock which the survey was well timed to assess, while the liquidation process and resulting asset overhangs and deposit lock-ups prevented new relationships from forming. T he latter pattern might only emerge over time, plausibly well after the survey was conducted.
Section 6 Conclusion
While many scholars have argued that the bank distress in the Great Depression mattered for credit disintermediation and economic outcomes, the mechanism linking these ideas is a matter of some debate. In this paper, we create four measures reflecting different aspects of developments in the banking sector; these four measures are related to distress that might be expected to matter for credit availability: bank failures, the process of liquidating failed banks, declines in deposits, and shifts in the composition of bank assets. Using a survey regarding credit availability conducted by the Federal Reserve in 1934 a nd answered by both banks and
Chambers of Commerce, we analyze whether these different measures are related to a l ack of credit. Elevated bank failures were most likely to predict a lack of credit availability and we interpret these results as providing some support for the ideas expressed in Bernanke's (1983) article arguing that banks possess special information about borrowers and the loss of that special information can increase the cost of credit intermediation and reduce credit availability.
Our results have important policy implications. T he finding that more extensive bank failures resulted in reduced credit availability suggests that the procedure for resolving failing financial institutions is one of the most important aspects of dealing with a troubled banking sector. To the extent that the impact of failures on credit availability reflects the loss of lending relationships and reduction in knowledge regarding borrowers, resolution strategies that preserve these relationships, such as the assumption of one financial intermediary by another, are preferred. The FDIC's current resolution strategies typically do this for banks but, to the degree that non-bank financial institutions are important in the intermediation process, establishing a similar procedure for them may be important as well. As regulators work to establish a resolution procedure for large systemically important institutions, how these important relationships might be maintained is an important aspect of the process to consider. Such resolution strategies will also keep resources available to the financial system, rather than stuck in the liquidation process. Our results regarding deposit flows suggest that it is important that policy makers maintain depositor/investor confidence in the financial system as a whole so that money is not withdrawn from the system entirely. Finally, our finding that there does not appear to be much of a relationship between shifts in bank asset portfolios and reduced credit availability suggests that tighter lending policies by financial institutions may not be as important a priority for policy makers to address during periods of financial institution distress compared to other channels by which credit intermediation can be impaired.
Appendix 2: Comparison of surveys of credit availability conducted in the 1930s
In this appendix, we give more detail on the survey of credit needs used in this paper and compare it to some other surveys conducted during the 1930s. The first appendix time period, and sample group differ across these surveys and consequently direct comparisons among them are difficult; however, together they paint a picture of a need for credit, especially among smaller businesses and especially in the first half of the decade. Notes: The point estimates are marginal effects estimated at the mean of each independent variable. A positive coefficient indicates that larger values of the variable increase the likelihood that credit is needed. The symbols ***, **, and * indicate statistical significance at the 1, 5, and 10 percent levels respectively. The standard errors are clustered at the county level and the observations are weighted by the inverse of the number of responses per county. Notes: Each estimation includes the control variables and state fixed effects as in the estimations reported in Table 4 . The point estimates are marginal effects estimated at the mean of each independent variable. A positive coefficient indicates that larger values of the variable increase the likelihood that credit is needed. The symbols ***, **, a nd * i ndicate statistical significance at the 1, 5 , and 10 pe rcent levels respectively. The standard errors are clustered at the county level and the observations are weighted by the inverse of the number of responses per county. Note. The symbols ***, **, and * indicate statistical significance at the 1, 5, and 10 percent levels respectively. Each specification contains the control variables as in Table 4 , and is otherwise the same as the baseline specification except as noted. Note. T he symbols ***, **, a nd * i ndicate statistical significance at the 1, 5, and 10 pe rcent levels respectively. Each specification contains the control variables as in Table 4 , and is otherwise the same as the baseline specification except as noted. This table reports 15 separate estimations. Chi-squared statistic for all three terms 18.1*** Note. The symbols ***, **, and * indicate statistical significance at the 1, 5, and 10 percent levels respectively. Each specification contains the control variables as in Table 4 , and is otherwise the same as the baseline specification except as noted. Notes: The point estimates are marginal effects estimated at the mean of each independent variable. A positive coefficient indicates that larger values of the variable increase the likelihood that credit is needed. The symbols ***, **, and * indicate statistical significance at the 1, 5, and 10 percent levels respectively. The standard errors are clustered at the county level and the observations are weighted by the inverse of the number of responses per county.
