



Abstract— This paper describes an approach to design 
self-developing and self-tuning inferential soft sensors applicable 
to process industries. The proposal is for a Takagi-Sugeno-fuzzy 
system framework that has evolving (open structure) 
architecture, and an on-line (possibly real-time) learning 
algorithm. The proposed methodology is novel and it addresses 
the problems of self-development and self-calibration caused by 
drift in the data patterns due to changes in the operating 
regimes, catalysts ageing, industrial equipment wearing, 
contamination etc. The proposed computational technique is 
data-driven and parameter-free (it only requires a couple of 
parameters with clear meaning and suggested values). In this 
paper a case study of four problems of estimation of chemical 
properties is considered, however, the methodology has a much 
wider validity. The optimal inputs to the proposed evolving 
inferential sensor are determined a priori and off-line using a 
multi-objective genetic-programming-based optimization.  
Different on-line input selection techniques are under 
development. The methodology is validated on real data 
provided by The Dow Chemical Company, USA. 
I. INTRODUCTION 
A. Background and state-of-the-art 
NFERENTIAL sensors also known as soft sensors [1], are 
applied nowadays extensively in a range of industries, such 
as processing, chemical, petro-chemical, manufacturing, 
etc. One of the typical application of soft sensors is for process 
quality monitoring [2],[3]. The black-box-model-based 
inferential sensors applied currently [1],[4],[5] has big 
advantages over the conventional solutions that rely on 
laboratory tests and manual intervention in terms of overall 
process automation and costs. The most widespread methods 
that are used to design inferential sensors are principle 
component analysis (PCA) for reducing the input dimensions 
and correlation between raw data readings and partial least 
squares (PLS) to train the models [1]. Alternative techniques 
that are used for soft sensors design are neural networks (NN) 
[6], support vector machines [7], genetic programming [8]. 
The main problem of inferential sensors based on these 
techniques is caused by the fact that the real industrial 
processes are highly non-linear, non-stationary, they have 
different operating regimes, the environment and the 
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industrial equipment, raw materials and catalysts are 
changing. This dynamically (often unpredictably) evolving 
environment leads to pre-trained and designed in off-line 
mode inferential sensors to have unacceptable drop in their 
performance and to require periodic and costly re-training, 
re-calibration and sometimes re-development. In this way, the 
life-cycle costs of these sensors become comparable or higher 
than that of laboratory tests. Another significant disadvantage 
of NN and other ‘black box’ techniques is their lack of 
interpretability and transparency, which is very important for 
human operators of these expensive industrial processes who 
sometimes rely on their experience and intuition. 
This reality calls for the development of new techniques 
that are adaptive and able to react to the complex changes in 
the process such as wearing out or contamination of the 
equipment, quality alteration of raw materials, etc. Ideally, an 
intelligent inferential sensor will have an online (possibly in 
real-time) structural learning ability in response to the 
fundamental shifts in the process. 
B. Modes of operation of inferential industrial sensors 
In most industrial process, the inferential sensors are 
expected to work in one of the following three modes of 
operation. For cases with high degree of stationarity and low 
level of variability of the raw materials, catalysts, environment 
and the equipment inferential sensors with a pre-trained fixed 
structure and parameters may be satisfactory. For processes 
with frequent non-fundamental changes, sensors are required 
to continuously adapt to these changes online. Such inferential 
sensors can have a fixed structure but require the ability to 
automatically re-tune their parameters in response to the 
changes. These sensors will be called adaptive or 
self-adaptive (if adaptation is automatic and on-line, but does 
not concern the structure of the inferential sensor) and 
self-tuning inferential sensors. Finally, there is also a type of 
inferential sensors that will be called evolving sensors, 
eSensors which evolve their structure as well as adapt their 
parameters. They are especially important and needed when 
there is a significant shift in the data pattern, which changes 
the way the original process works. Mathematical models with 
fixed structures are not able to react with parameters tuning to 
such situations. 
In order to automatically detect, learn and react to both 
fundamental and non-fundamental changes, specific novel 
techniques and methodologies are needed, which requires the 
soft sensor to detect shifts and drifts in the process and learn 
not only the parameters, but also to evolve its own structure in 
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online mode. One framework that can be used to design 
automatically such eSensors is the recently developed 
evolving Takagi-Sugeno (eTS) fuzzy systems [9],[10],[11]. 
C. Illustrative case studies 
In some industrial processes, the real measurements are not 
available continuously or as often as the output is required. 
The real measurements needed for training the soft sensor 
might be collected over several sampling time intervals, which 
for different industrial processes may constitute several 
seconds, minutes, hours, several days or even more (as is the 
case with oil refinery or waste water treatment processes). The 
training samples may also come in batches. In such cases the 
options for designing an inferential sensor are; i) using 
filtering to estimate the output; ii) use unsupervised 
techniques; iii) periodically re-train in a batch mode the 
inferential sensor; iv) re-train the inferential sensor in on-line 
mode whenever the training data are available. In the latter 
case, during the periods in time when training data is not 
available, the inferential sensor will make predictions of the 
output based on the existing rule-base at the time. Ideally, an 
inferential sensor should be able to adapt and re-train ‘on the 
fly’, without interrupting the online estimation whenever new, 
fresh training data is available. This ability is critical when the 
inferential sensor is installed on a non-stop system, which 
does not allow offline re-training and most of the industrial 
installations in the chemical, bio- , and petro-chemical 
branches of industry are of this type. 
Figure 1 illustrates several alternative cases for an example 
from a real chemical process which has a significant change in 
the operating conditions around sample 113. For example, the 
conventional mode of using inferential sensors in two clearly 
separated phases: i) off-line pre-training; ii) on-line use. This 
is illustrated for the same real data in Figure 1a).  
 
One can see that due to the change in the operating conditions 
at sample 113 the predictions drastically deteriorate because 
the sensor (model) structure is fixed and does not have ability 
to evolve and to reflect the change in the data pattern by 
change in the rule-base. As a result a significant error is 
generated.  
 A possible solution would be to collect enough data and 
re-train the original inferential sensor in the same way as 
originally designed (in off line mode). The downsides of such 
an approach are; i) it increases considerably the cost of the 
development and maintenance of the sensor and the overall 
life-cycle costs; ii) the time of re-development and 
re-calibration may be significantly larger than the time 
interval of collection of next data sample(s); iii) such a mode 
leads to complete loss of previously collected information and 
knowledge.  
 Ideally, one would adapt gradually the existing inferential 
sensor to the newly collected data in on-line mode (possibly in 
real-time) by an automatic procedure that adapts the 
parameters but if necessary also upgrades or modifies the 
structure of the sensor. This is the approach that is followed in 
this paper. As shown in Figure 1b), the effect from the 
operating conditions change is dealt with in online re-training 
stage, without an interruption of the predictions. 
Note that the proposed inferential sensor can also work in a 
fully online manner. When the feedback is available at each 
sampling time, the internal model of the inferential sensor can 
gradually evolve at every sampling interval.  
II. EVOLVING INFERENTIAL SENSOR DESIGN  
A. The Concept of eTS 
The Evolving Fuzzy Rule-based System (eR) [9] introduced 
the approach of autonomous learning and evolving the 
structure of fuzzy rule-based systems together with its 
parameters. eTS is a special case of eR when the underlying 
structure of the model is of Takagi-Sugeno (TS) type and it 
self-develops from a data stream recursively [10,11]. The 
structure of eTS is a flexible and open set of TS fuzzy rules, 
which can grow, shrink, update ‘on the fly’ according to the 
Fig. 1b) eSensor periodically re-trains and adapts both its structure and 
parameters to the change in the operating conditions of the industrial process. 
Fig. 1a)  The typical mode of using inferential sensors: off-line pre-training (in 
this case for 100 time steps) and afterwards use in on-line mode with a fixed 
structure and parameters 
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information (mainly density) brought by the new data. It is 
globally non-linear, and linguistically interpretable. In this 
way, the proposed eSensor (Figure 2) has embedded eTS that 
brings the ability to self-develop, self-calibrate, and 
self-maintain. Therefore, it is a promising tool that can suit the 
new demands from industry for fully autonomous inferential 
sensors which give interpretable models. 
B. Online Learning of eSensors 
The learning method of eTS is based on two stages that 
perform during a single time interval: i) data partitioning 
through evolving clustering; ii) fuzzily weighted recursive 
least squares estimation of the parameters of the consequents. 
The learning procedure is briefly described in the Appendix 
and is illustrated in Figure 3. More details about eTS learning 
can be found in [10,11].   
This eTS-based evolving inferential sensor has the following 
specific features that separate it from existing sensors used in 
the process industries: 
a) It has an evolving (open, flexible) structure and the 
evolution can start from scratch; 
b) Due to its recursive calculations, very low memory is 
required for the calculations; 
c) Due to its very low computational costs it can respond 
very quickly and is suitable for real-time 
applications; 
d) Benefiting from the multiple local Kalman filters, it 
provides high prediction rates; 
e) It has MIMO structure [13], and has the ability to 
model multiple outputs in a more efficient way.  
f) By online monitoring quality of the clusters and fuzzy 
rules it is possible to automatically detect shifts in the 
data pattern that reflect different operating regimes.   
C. Monitoring quality of the fuzzy model online 
In order to analyze quality of the inferential sensor, several 
aggregated variables have been defined and monitored online. 
















where lk is the time index when a data sample is read.  
Age of ith  rule is updated by adding 1, indicating that it gets 
older, unless new sample activates this rule. Therefore, the 
range of age is [0,k]. In evolving modeling, it is vitally 
important to adapt to the shift in the data pattern. Detecting the 
concept shift helps verifying the structure of the evolving 
fuzzy rule-base online. Old fuzzy rules do not reflect the 
up-to-date real information coming from ‘hard’ sensors, thus 
need to be disabled or removed. In Figure 4 real data from 
propylene production is used. One can see that fuzzy rule 1 is 
intensively updated around sample 1450, which reflects a 
change in the operating mode that occurs in the real plant. 
Similarly, around sample 2700 rule 4 is activated (its age 
drops) while rule 1 gets older due to less intensive or no 
update. These two significant shifts in the data pattern can be 
automatically detected by analyzing online the first and 
second derivative of age in time. 
 
Fig. 3  Flow chart describing the work of eSensor 
 
Fig. 2  Schematic representation of eSensor 
Fig. 4  Propylene production data – significant shifts in the data pattern  
take place around samples 1450 and 2700 which lead to quick update of 
fuzzy rule 1 and slower update of rule 4. 
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III. SENSOR INPUTS SELECTION 
In order to enable the inferential sensor, which do not rely on 
expert knowledge, to be completely autonomous one critical 
step is to select the most informative inputs from all the 
available ‘hard’ (conventional) sensors.  Removing noisy or 
irrelevant inputs that usually lead to a drop in modeling 
precision improves the estimation quality and efficiency of the 
proposed inferential sensors. 
Conventionally, the model input selection is carried out in 
off-line mode as a part of the design of the inferential sensor 
[2,15]. There are a number of widely applied techniques such 
as PCA [1], Genetic Programming (GP) [2,15,17] etc. In the 
proposed case study a multi-objective GP is used for the input 
selection task due to its capability for symbolic regression 
[16]. GP simulates the natural evolution of a number of 
potential candidates to be selected according to the objective 
function [8]. As a result, the selected candidates are normally 
best suited to fit the objective function(s). This approach has 
the advantage that no prior knowledge is required abut the 
model structure and the result is based on explicit objective 
function(s). Pareto-based multi-objective formulation is used 
in this particular application to compensate the better 
precision with the model complexity. 
The input selection, based on GP relates the sensitivity of a 
given input variable to its fitness in the population of 
equations. The reasoning is that important input variables will 
be used in equations that have a relatively high fitness. The 
algorithm is described in [17] and the results of its application 
for feature selection in one of the case studies — Composition 
1, is shown in Figure 5. 
The proposed multi-objective GP method generates many 
non-dominated solutions on the Pareto front, shown with 
encircled dots on Figure 6.  
Usually the explored area for model selection is narrowed 
down to the section on the Pareto front with the biggest gain in 
accuracy for the smallest expressional complexity. An 
example of explored models area on the Pareto front for 
selecting the Composition 2 model is shown in Figure 6. The 
performance of the individual models is explored as well as 
the interpretability of the derived functional forms from 
physical consideration.  The final model selection is done by 
the inferential sensor users. In some cases, several models 
with different inputs are selected to improve the robustness in 
case of input failure.  The applied inferential sensor is an 
ensemble of models. 
For a system which works on data stream which requires the 
sensor to perform in online mode, the input selection has to be 
done prior to the work of the system or alternative approaches 
must be developed that allow online inputs selection. This is a 
direction of current research and in this paper we assume that 
the inputs have been defined prior the on-line phase.  
IV. CASE STUDIES AND EXPERIMENTAL RESULTS 
Four problems from the chemical industry have been 
considered as case studies. The eTS-based eSensor has been 
applied for prediction of the properties of three compositions 
and propylene in a simulated online mode. Each of the 
datasets includes different impact due to the changes of the 
operating regime of the process, which bring challenges to the 
structure of the inferential sensor. The four test cases include a 
number of other challenges, such as noise in the data, a large 
number of initial variables, etc. These problems cover a wide 
range of real issues in the industry when an inferential sensor 
is to be developed and applied. The proposed new inferential 
sensors, eSensor proved to be capable of being an advanced 
replacement of the existing less flexible solutions. 
The first case, called in this paper ‘Composition 1’, is to 
model the product composition in a distillation tower. The 
process data is retrieved from 6 physical (‘hard’) sensors used 
as inputs to the inferential sensor applying hourly averages for 
every 8 hours. The product composition (real output) is 
estimated by a laboratory analysis. The estimation of the 
product composition contains noise due to the nature of the 
analysis. A significant operating condition change has taken 
place after sample 127. 
The second case, called ‘Composition 2’ concerns product 
composition in the bottom of the distillation tower. A list of 47 
related variables are initially included as the inputs, some of 
them are very loosely related to the product composition. 
Similarly, laboratory analysis has been used to obtain the real 
output, which is less noisy than the output for the other 3 
datasets. There is a significant operation change around data 
sample 113.  
The third case, Composition 3, is very similar to the 
previous case (Composition 2). The only difference is that the 
TABLE I 
GENERAL INFORMATION FOR THE 4 DATA SETS 
  Comp1 Comp2 Comp3 Propylene 
All measured inputs 6 47 47 22 
Selected Inputs by 
GP 2 2 7 2 
No of Samples 309 308 308 3000 
Noise Yes no Yes Yes 
Operating regime 





Fig. 5  Input selection for Composition 1 based on GP. Only two out of 
six input variables (x2 and x6) are with high nonlinear sensitivity to the 
output. 
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level of noise in this problem is much higher. 
The fourth case concerns the Propylene that is in the top of 
the distillation tower. 22 different physical (‘hard’) sensors 
and respectively inputs for the inferential sensor are measured. 
The data for this, fourth case contains 3000 data points 
measured every 15 minutes using gas chromatography. They 
cover a very broad range of operating conditions. 
GP was applied off-line prior to the design of the evolving 
inferential sensor with the aim to select the optimal subset of 
inputs based on Pareto front [15]. Table I describes the 
experimental set up in brief. 
Two tests of the eTS-based inferential sensor were carried 
out with each of the four test cases; i) using all inputs; ii) 
using pre-selected (by GP) optimal sub-subset of the inputs. 
eSensor starts to learn and generate its fuzzy rule-base 
from the first data sample it reads. The prediction starts 
when the rule-base is initialized straight after the first sample 
is read. After that, eSensor evolves the fuzzy rule-base 
structure (Figure 6 illustrates this for Composition 3) on a 
sample by sample basis and adapts the parameters of each 
rule in the rule-base online. In this way, the inferential sensor 
continuously adapts and self-calibrates. 
The fuzzy rule-base that was automatically generated for 
the propylene after all data samples has been read is shown in 
Figure 7. Note that it evolved ‘from scratch’ by generating 
rules one by one (see Figure 6 for the fuzzy rule evolution for 
the case of Composition 3) where xy , denote the normalized 
inputs and outputs. 
RULE-BASE for Propylene using selected inputs: 
R1: IF (x1 is around 24.6) AND (x2 is around 26.3) 
 THEN ( 21 324.0039.0 xxy −+−= )  
R2: IF (x1 is around 39.0) AND (x2 is around 43.5) 
 THEN ( 21 340.077.4615.0 xxy −+−= ) 
R3: IF (x1 is around 46.2) AND (x2 is around 49.5) 
 THEN ( 21 450.0090.1679.0 xxy ++−= )  
R4: IF (x1 is around 45.9) AND (x2 is around 49.9) 
 THEN ( 21 032.3570.5340.1 xxy −+−= ) 
R5: IF (x1 is around 36.2) AND (x2 is around 43.5) 
 THEN ( 21 065.0320.0002.0 xxy −+−= ) 
R6 IF (x1 is around 31.6) AND (x2 is around 38.7) 
 THEN ( 21 129.0366.0007.0 xxy −+−= )  
The predictions made by eSensor for the case of Composition 
3 are plotted against real data in Figure 8. Note that this eTS 
based inferential sensor may also start updating an existing 
fuzzy rule-base that might contain expert knowledge. 
The numerical results of the precision of eSensor are 
shown in Tables II and III (NDEI:  non-dimensional error 
index; VAF: variance accounted for with ideal value 100%). 
Both tests (using all inputs and using selected smaller subset 
of inputs) give a good level of accuracy for all four cases. The 
number of fuzzy rules generated is also small and the fuzzy 
sets are linguistically interpretable. Good results demonstrate 
that eSensor can successfully address the impact of changing 
operating conditions by automatic evolution. 
From Table III, one can see that when using fewer inputs 
the overall accuracy of eSensor can even be improved. This is 
due to the fact that less important and correlated inputs have 
been removed. It is also interesting to note that the number of 
fuzzy rules that have been generated using a smaller optimal 
subset of inputs is smaller. More importantly, with less inputs 
used, the antecedent part of the fuzzy rules become more 
succinct and thus enables the interpretably of the rule-base by 
the operators and later laboratory analysis. 
V. CONCLUSIONS 
In this paper an eTS-fuzzy-system-based inferential sensor, 
TABLE II 
RESULT FOR EXPERIMENT USING ALL MEASURED INPUTS 
 Comp1 Comp2 Comp3 Propylene 
NDEI 0.301 0.327 0.423 0.187 
VAF, % 90.98 89.41 82.07 96.51 
# Rules 4 4 5 6 
# Features 6 47 47 23 
 
 
Fig. 7 Evolution of the fuzzy rule base of eSensor for Composition 3 
Fig. 8 Prediction of eSensor versus real data for composition 3 
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eSensor was described and applied to four test problems from 
chemical process industry. The proposed inferential sensor is 
self-developing and self-calibrating. It proved to be efficient 
to automatically detect shifts in the data pattern and to flexibly 
evolve its structure of fuzzy rules that is also linguistically 
interpretable. It is an effective alternative to the currently 
existing inferential (‘soft’) sensors that offers lower 
maintenance and life-cycle costs. GP was used to pre-select 
the optimal small number of inputs. The future research is 
directed towards development and incorporation of online 
inputs selection in the process of the evolving inferential 
sensor. 
VI. APPENDIX 
A brief outline of the basic procedure used by eSensor, eTS 
is given here. More details can be found in [10,11]. eSensor 
develops and uses a fuzzy rule-based TS fuzzy model (in 
general it can be MIMO) as the one described in Figure 7. One 
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where iθ denotes the vector of consequent parameter of 
the ith fuzzy rule; iλ , i=[1,N]; is the normalized firing level 




















Τ=  is the overall firing level of ith  rule 

















σµ is the membership 
function of the ith  rule usually described by a Gaussian; *ijx  is 
the focal point of ith fuzzy rule which defines its antecedent 
part; ijσ  represents the spread of Gaussian function for jth 
fuzzy sets, which can be learned from the data distributions 
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ρ  is the learning rate (suggested value 0.5); ikn denotes the 
support of the ith rule, which is calculated on the numbers 
assigned to the rule based on the distance to the focal point. 
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