Tarui, J., Probabilistic polynomials, AC" functions and the polynomial-time hierarchy, Theoretical Computer Science 113 (1993) 167-183. We show that, for every Boolean function f(xl, , x.) in the class AC' and an arbitrary constant k>O, there is a size-O@'+') collection P of degree-logo") n polynomials over Z in x1, , x. such that, for each x~(0, l}", when p~!2 is randomly chosen, j"(x)=p(x) with probability at least Recently Toda [35] obtained the seminal result that PHcP#P1'l, i.e., every language in the class PH, the polynomial-time hierarchy [21, 311, can be recognized by some polynomial-time Turing machine that makes one query to some function in the class # P [37]. He obtained this result by showing that PH c BP. 0 P and that
1 -l/(3nk). and, furthermore, iff(x)=O (f(x)= l), then p(x)= 1 (p(x)=O) with probability 0. Applying this result, we prove the following: (a) Every Boolean function in the class AC0 can be computed with one-sided error at most l/(3&) by some depth-two probabilistic circuits with a threshold gate at the root, n '"so"'n AND gates of fan-in log""'n at the next level, and (k + 1) log, n + O(1) random bits; it can also be computed, for an arbitrary constant 1> 0, by some depth-three deterministic circuits with an OR gate at the root, at most n/(log, n)' Threshold gates at the second level, and &"f"" AND gates of fan-in logo"' n at the third level. (b) For w= PP, C= P, and MOD,P, every language L in the polynomial-time hierarchy is q-easy under a randomized many-one polynomial-time reduction; in fact, for %?= PP and C,P, L is W-easy under such a reduction with one-sided error.
Introduction and overview
BP.@PGP#~['I.(S~~~~P _ # '[I1 c Ppp, it also follows that PH E Ppp. Definitions of the operator BP, the classes 0 P ("Parity-P") and PP, and other classes mentioned in this section are given in Section 2.)
The result that PH c BP. @ P is interesting in its own right. It says that every language in PH is 0 P-easy under a randomized many-one polynomial-time reduction:
For every language L in PH, there is a polynomial p(n) and a nondeterministic polynomial-time Turing machine M whose input is of the form (x, p), where x is a regular input string and p is a string chosen at random from (0, l}p(lXl), such that, for every XE{O, l>*, if XEL (x$L), then # M(x, p), the number of accepting paths of M on (x, p), is odd (even) with high probability.
In this paper, we improve this result and show that "is odd/even" above can be replaced by "=f(x)+ l/f(x)": For every language L in PH, there is a polynomial p(n) and a machine M(x, p) as above and a polynomial-time-computable integer-valued functionf (x) such that, for each x~(0, l}*, f(x) is always even and (1) if XEL (x#L), then # M(x, p) =f(x) + 1 (f(x)) with high probability, and, furthermore, (2) if XEL (x$L), then # M(x, ~)=f(x) (f(x)+ 1) with probability 0. It follows readily that, for %? = PP, C,P, and MOD,P (m is arbitrary; @ P = MODPP), every language L in PH is @'-easy under a randomized many-one polynomial-time reduction; in fact, for %?= PP and C,P, L is V-easy under such a reduction with one-sided error.
The well-studied class AC0 consists of Boolean functions computable by constantdepth polynomial-size circuits with NOT gates and unbounded fan-in AND and OR gates. There is a well-known connection [14] between the class PH and the class AC0 (more precisely, corresponding to PH is the class qAC" obtained by taking the size bound to be quasipolynomial, i.e, n'"so"'n ). After Toda showed that PH GBP. 0 P, Allender [l] showed that every function in AC0 can be computed with small error by depth-two probabilistic circuits with a PARITY gate at the root, &'s"""' AND gates of fan-in log O (l) , at the next level, and no(i) random bits; it can also be computed by depth-three deterministic threshold circuits with a Threshold gate at the root, &'go"'n Threshold gates at the second level, and n"'s"""' AND gates of fan-in-log"" n at the third level.
Allender [l] and uniform circuits that are stronger than the results in [l, 2, 191 in the same way that our main result on PH is stronger than the assertion that PH G BP. @ P, as explained above. Consequently, we can show that every function in AC0 can be computed with small, one-sided error by depth-two probabilistic circuits with a Threshold gate at the root, n'"go"'n AND gates of fan-in log'(') n at the next level, and O(log n) random bits; it can also be computed, for an arbitrary constant 1 B 0, by some depth-three deterministic circuits with an OR gate at the root, at most n/(log, n)' Threshold gates at the second level, and nlogo'l'n AND gates of fan-in logo(') n at the third level.
The following is a rough description of main proof ideas used in this paper. The key ingredient in Toda's proof that PH E BP. @ P is a new application of Valiant and Vazirani's lemma [38] (restated as Lemma 3.1 in this paper). 
To achieve Boolean guarantee, we construct a probabilistic polynomial in such a way that errors are controlled nicely under composition.
By applying this result concerning probabilistic polynomials, we obtain the results on polynomial-time hierarchy and the circuits mentioned above; in particular, Boolean guarantee yields property (2) stated in the second paragraph of this section and one-sided error in probabilistic threshold circuits. The following works are independent of the work reported in this paper: In terms of the polynomial-time hierarchy, Toda and Ogiwara [36] have obtained similar results. In terms of circuits, building upon the work of Toda and Ogiwara above, Beige1 et al. [6] have obtained similar results. In both cases, we obtain results that are somewhat stronger using the idea of achieving Boolean guarantee, which appears only in this work; otherwise, the proof ideas used are similar.
The work reported in this paper was partly motivated by, and extends, the work of Ogiwara [24] , in which he showed that rI5 E BP. C=P using an idea different from ours. (The polynomial-time hierarchy [21, 311 is the infinite union of Cr or its complement np (i = 0, 1, . . .). Definitions can also be found, e.g, in [18] .) The paper is organized as follows. After the next preliminary section, in Section 3 we show that every function in AC0 can be computed with small error and with Boolean guarantee by low-degree probabilistic polynomials with small sample space. Consequences in terms of threshold circuits and the polynomial-time hierarchy are explained in Sections 4 and 5, respectively.
Preliminaries

Logarithms
in the paper are to the base 2. Whenever we consider a sequence ( fn ),"= 0 of Boolean functions, a sequence (C,):! ,, of circuits, or a sequence ( P,),"=~ of polynomials, fn is a function from (0, l}" to (0, l), C, is a circuit for n Boolean variables, and pn is a polynomial in n variables. We will simply write, e.g., "a family { f, } of Boolean functions" when we mean such a sequence of Boolean functions. We let Z and Z/mZ denote, respectively, the ring of integers and the ring of integers mod m. The set of reals is denoted by R. For a ring R, R [x1, . . . , x,] denotes the set of polynomials over R in x1, . . . , x,. For a polynomial p over Z, we define the norm of p to be the sum of the absolute values of p's coefficients.
We assume that the reader is familar with the standard terminology about circuits. For a gate G or a circuit C, we let G and C also denote the functions computed by G and C, respectively.
As usual, we assume that, for a (probabilistic) circuit for n Boolean variables x1, . , x, (and v random bits rI, . . , rV), 2n positive and negated literals x1, <, . . . , x,, X, (and rr, rI, . . . , rV, 6) are given as inputs for a circuit, and NOT gates appear only as negated literals. We visualize a circuit as having the output gate at the top. The gates "immediately above" the inputs are at the bottom. The negation of OR is denoted by NOR. For convenience, instead of AND/OR circuits, we mainly deal with circuits that consist solely of NOR gates, using the following straightforward conversion of an AND/OR circuit in which AND and OR gates appear at alternating levels into a NOR circuit.
Fact 2.1. Let C be an AND/OR circuit in which AND gates and OR gates appear at alternating levels. Let C' be the circuit obtained from C as follows: Replace every gate in C by a NOR gate except for this: If the bottom gates of C are AND gates, for each
bottom gate G of the form AND(ur, . . . , u,), where q's are input liter&, replace G by a NOR gate of the form NOR&, . . . , G). Then, for each gate G' in C' that has replaced a gate G in C, the following hold:
In particular, the circuit C' computes either C(x) or C(x).
Proof. By induction on 6 = 1, . . , d, we can easily show that the gates at depth d -6 satisfy the condition above. The operators R and ii correspond, respectively, to "one-sided error" and "reverseone-sided error" defined for probabilistic circuits above (and defined for probabilistic polynomials in the next section). Finally, define the class ZP. %? as ZP.%={L: LER.%? and LER.%'~.
Probabilistic polynomials and AC0 functions
Let R be a ring. A probabilistic polynomial p(xl, . . . , x,) over R is a random variable that is uniformly distributed over some finite multiset sZ= { pl, . . , p,}, where PiERCxl, ... > x,] (1 <i <s). (A more general definition can be given, but for our purposes the definition above suffices.) The degree and the norm of a probabilistic polynomial p are, respectively, the maximum degree and the maximum norm of pi
(1 <i GS). We call 52 the sample space of p and s = I r;2l the sample size of p. We sometimes describe a probabilistic polynomial p of sample size 2" by specifying how a polynomial is sampled given v random bits, i.e., by giving a map from 10, l}" to RCx 1, . . . . x,]; in this case, we speak of a probabilistic polynomial that depends on v random bits.
. . . , x,) be a probabilistic polynomial and let f: (0, l>"-{0, l}. We say that p computes f with error at most E if, for each XE{O, l}", f(x)=p(x) with probability at least 1 -E; p computes f with one-sided error at most E if, in addition, for each XE (0, l}", iff (x) = 0, then p(x) = 0 with probability 1. Similarly, p computes f with reverse-one-sided error at most E if when f (x) = 1, then p(x) = 1 with probability 1. We say that p(x) computes f (x) with Boolean guarantee if, for each XE{O, l}", with probability
polynomials are over Z unless explicitly stated otherwise. We will use the following lemma of Valiant and Vazirani [38, Theorem 2.4(i)] to prove our next lemma. Consider (0, l}" to be an n-dimensional vector space over Z/22 in a natural way and let. denote the standard inner product over Z/22. Lemma 3.1 (Valiant and Vazirani [38] ). Let S be an arbitrary nonempty subset of (0, I}". Pick wl, . . . , w, independently and uni$ormly at random from (0, l}" and, for each iE{O, . . . , n}, let Si={V~S: c" W1= "' =V'Wi=O}
(S,=S).
Then, with probability at least l/4, lSil = 1 for some i. Proof. Without loss of generality, assume that n is a power of 2. (If n is not a power of 2 let N =2f"g"l and obtain $(x1, . . . , xN), and then obtain p(xI, . . . , x,) from p' by settingxj=Oinp'forj=n+l,...,N.) AC'functions and the class PH 173
We can identify the set (1, . . . , n} with the set {0, l}logn by, say, lettingjE{l, . . . , n} correspond to binary (j-l), the standard (logn)-bit binary representation of j-1. Thus, each XE (0, 1)" can be thought of as the characteristic n-bit vector of some subset of (0, 1) logn; in particular, a point XE{O, 11" such that x #(O, . . . , 0) corresponds to a nonempty subset. Thus, we can apply Valiant and Vazirani's lemma as follows.
Pick wl, . . . , wlogn independently and uniformly at random from (0, l}logn and, for each ic{O, . . , log n} and each jE{ 1, . . , n}, let Clearly, p(xr, . . . , x,) is nonnegative. If p(xr, . , x,) = 1, then the first factor (x1 + ... +x, + 1) must be one and, thus, x1=.,.=x,=0.
On the other hand, suppose that p(x, ,..., x,)-O. Then, for some k , qk(x1, . ..) x,)=0 and, thus, some factor of qk is zero. From this it follows readily that xj= 1 for some j.
Finally, one can easily check that the degree and the norm of p are O(log( l/s) log n) and n"('ag(l'E)'og '), respectively. q Clearly, 52 considered as a probabilistic polynomial yields the proposition. Cl
Note that, in the proof above, the sample space of p' is just a subset of the sample space of p and, thus, p' "inherits" properties of p. For example, the degree and the norm of p' do not exceed, respectively, the degree and the norm of p, and if error of p is (reverse-)one-sided, then error of p' is (reverse-)one-sided. The following is the main result in this section.
Theorem 3.6. For every family { fn} in AC0 and an arbitrary$xed constant k 3 0, there exists some family ( pn} of probabilistic polynomials over Z such that p,, computes fn with error at most 1/(3nk) and with Boolean guarantee and that pn has degree logo(') n, norm nloP"n and sample size O(nk+l).
Proof. Let f= {fn} b e in AC0 and let {C,} be a family of constant-depth
polynomialsize circuits consisting solely of NOR gates that computes f: Let k 3 0. Fix n and let d = depth(C,) = 0( 1) and N = size(C,) = n' (l) .
Obtain, as in the proof of Lemma 3.2 (set E= 1/(4Nnk)=n-o")), a probabilistic polynomial q( y,, . , yN) that has degree O(log' n) and norm n"('Og* "), depends on v=O(log3n) random bits rl, . . . , r,, computes NOR( y,, . . , yN) with error probability at most 1/(4Nn"), and satisfies condition (*) of Lemma 3.2. We can express the sample space of 4 as (4& 1, . ..) yfq): E(0, 1)").
Pick r~(0, l}" at random and replace each NOR gate in C, by q,, starting from the bottom level as follows. Assume that we are working on a gate G of fan-in L6N with wires (edges) coming from gates G1, . . . , CL and that gates Gr, . . . , CL have been replaced by polynomials yI(x,, . . . , x,,), . . . , yL(xI, . . . , x,). We replace G by the polynomial &I, .'. > x,) obtained from q,(y,> ... > YN) by substituting gl(X1,...,xn),...,gL(Xlr...,x,) for yl,...,yL, respectively, and setting yj= 0 for ,j=L+l N. , ..' > In the end, all the NOR gates in C, have been replaced by probabilistic polynomials that depend on the common random bits yl, . , Y,.
Let p(xI, . . , x,) be the probabilistic polynomial that has replaced the output gate of C,. One can easily check that p has degree log"" n and norm n'"so"'n. For each x~f0, l}", the probability that p(x)#f,(. ) b Y IS ounded by the sum, over all the NOR gates in C,, of the probability that q does not compute NOR correctly at a given NOR gate; thus, it is at most 1/(4nk).
We show, by induction on 6 = 1, . . , d, that each probabilistic polynomial that has replaced a NOR gate G at depth d-6 computes G(x) with Boolean guarantee. First note that, by condition (*) on q, it is clear that, for every x~(0, l}", each probabilistic polynomial evaluates to a nonnegative integer with probability 1. The base case 6 = 1 is immediate by condition (*). Assume that every probabilistic polynomial that has replaced a NOR gate G at depth 3d -6 computes G(x) with Boolean guarantee. Consider a NOR gate G at depth d -(6 + 1) with wires coming from gates Gr, . . , CL, and let g and gl, . . . . gL, respectively, be the probabilistic polynomials that have replaced those gates. Let XE{O, 1)" and let a (0, l}-setting of the random bits rl, . . . , I', be arbitrary.
Suppose that g(x) = 1. Then, by condition (*) on q, gj(x)=O for all Jo{ 1, . . , L}. By induction, G,(x)=0 for all j and, thus, G(.u)=NOR(O, . . . , 0)= 1. On the other hand, suppose that g(x)=O. Then, by condition (*) on q, there existsj such that gj(X) = 1. By induction, Gj(x)= 1 and, since G is a NOR gate, G(x)=O. Finally, by Proposition 3.5 and the remarks made thereafter, by allowing an error bound to be 1/(3nk) instead of 1/(4nk), we can reduce the sample size to O(nkf') while maintaining the other conditions. Remark 3.7. After seeing an earlier version of this paper, Beige1 et al. [6, Appendix] suggested an alternative way to achieve Boolean guarantee that yields a simplification of the arguments used above.
Remark 3.8. We say that a (ordinary, not probabilistic) polynomial p(xI, . . , x,) approximates f: {0, l}"+{O, i} iff(x)=p( x except for a "small" fraction of points in ) (0, 1)". By a standard averaging argument, it follows from the theorem above that, for every ~EAC' and an arbitrary ring R, there are low-degree polynomials over R that approximate$ Aspnes et al. [3, Section 51 have observed that the fact that such an approximation is possible over R, together with their new results, yields an alternative proof for the well-known result (see, e.g., [9] ) that constant-depth AND/OR circuits require exponential size to compute PARITY.
We say that a polynomial p(x,, . . . , x,) over R L+pproximates f: {0, l}"-+{O, I} if the L2 norm off-p is "small". Linial et al. [20] have shown that every fgAC" is L,-approximable by some low-degree polynomials over R. The probabilistic polynomial obtained in the proof of Theorem 3.6 may evaluate to a number whose absolute value is "large" when error occurs. Thus, the method therein does not yield an alternative proof for the Lz-approximation result of Linial et al. [20] .
Threshold circuits and AC0 functions
Theorem 4.1. For every family {fn} in AC0 and an arbitrary constant k 20, there is a family (C,} of depth-two probabilistic circuits such that C, computes fn with one-sided error at most 1/(3nk) and that C, has a Threshold gate at the top, n'ogo"'n AND gates of fun-in log'(') n at the bottom, and (k + 1)log n + O(1) random bits.
By converting probabilistic polynomials given in Theorem 3.6 into probabilistic circuits, we can easily obtain the theorem. First we explain one possible conversion. For a circuit C and an input y, let # C(y) denote the number of l-valued wires coming into the output gate of C on input y. Proof. Let rE{O, 11". Let L, be the set of v literals of the form ri or yi whose conjunction is 1 only on r; for example, if r=(l, 1, 0, . . . , 0), then L,= {rl, r2, <, . ..) ry}. (We may assume that the sample size of ph is a power of 2.) Let N = nloy~"'n be the norm of p;. By Lemma 4.2, there is a depth-two circuit C such that, for each x~(0, 1)" and each rc(O, l}", #C(x, r)=q,(x)+N.
Regarding rl, . . . , I, as random bits and putting a Threshold N+l gate as the output gate of C, we obtain a circuit satisfying the conclusion of the theorem. q Remark 4.3. Using -ph (or pit as obtained in the proof of Theorem 3.6) instead of p;, we can obtain a circuit that computes fn with reverse-one-sided error at most &= l/(3??).
If an Exact gate or a MOD gate is used as the output gate, the following hold. In the proof above, if we put, as the output gate of C, (a) an Exact,+ 1 gate or (b) a MOD, gate (together with one extra wire connecting it to constant 1 if N + 1 = 0 (mod m)), then we obtain a circuit that computesf, with error at most E, where error is one-sided in case (a) and is in general not one-sided in case (b).
(1) For such a circuit with an Exact gate as the output gate, error cannot be made reverse-one-sided in general, e.g., for fn = OR.
(2) For such a circuit with a MOD, gate as the output gate: for an arbitrary m, error cannot be made one-sided in general, e.g., for fn = AND. For a prime m , error cannot be made reverse-one-sided in general, e.g., forfn = OR. (For a composite m, at present we cannot prove a similar result; for more information, see [4] .) We can easily show (1) and (2) by converting such circuits to low-degree polynomials and using, e.g., the arguments in [32] . (Xl, . . . , x,) is a polynomial over R such that, for each x~(0, l}", sgn(p(x))=h,(x), then p must have degree Q(r~l'~). It follows that to compute h,, a depth-two deterministic threshold circuit requires bottomfhn-in Q(n1j3) (even without any size bound).
Since {h,} is clearly in AC0 and, thus, by Theorem 4.1, is computable by depth-two c&,e_nl"go"'n probabilistic threshold circuits of bottom fan-in logo"' n, such probabilistic circuits are strictly more powerful than their deterministic counterparts.
From depth-two probabilistic circuits, we can easily obtain depth-three deterministic circuits. Proposition 4.5. For every family { fn} in AC0 and an arbitrary constant 12 0, there is a family (D,,} of depth-three deterministic circuits such that D, computes f,, and has an OR gate at the top, at most n/(log n)' Threshold gates at the next level, and n'@"" AND gates offan-in log O(l) n at the bottom.
Proof. Let {fn} b e in AC0 and let 120. By inspecting the proofs of Theorems 3.6 and 4.1, one can easily see that there is a family {C,> of depth-two probabilistic circuits such that C, computes fn with one-sided error at most E= 2-'Og'" and that C, has a Threshold gate at the top and nlog""'n AND gates at the bottom.
Let A =f; ' (1) G {0, I}". By a standard averaging argument, there exists a setting of the random bits in C, such that the resulting deterministic circuit correctly outputs 1 except at most E fraction of points in A. We can repeat this argument on the set of points in A that we "missed". Thus, we can obtain at most n/(logn)' depth-two deterministic circuits whose OR computes fn. 0
The following proposition says that there is an AC0 function such that depth-three deterministic threshold circuits with n"'g""" gates of fan-in log'(') n at the bottom level must have n' (l) Threshold gates at the top two levels to compute it.
Let h,(xI, . . . , x,) be as in Remark 4.4. First we explain some consequences. The theorem, together with the trivial fact that the classes PH and PP are closed under complementation and the well-known, nearly trivial fact that C=P c PP, yields the following corollary. Now we turn to the proof of Theorem 5.1. First we explain the following simple process. A formula is a circuit in which every gate has fan-out 1. Let F be a depth-two arithmetic circuit with a x -gate at the top and m +-gates of fan-in s at the bottom. A straightforward distribution of multiplication over additions, together with making copies of gates, yields an arithmetic formula F' with a +-gate at the top and s"' x -gates of fan-in m at the bottom. Call this conversion switch.
Example 5.6. Switching (x + y)(x + y) yields x2 + xy + yx + y*.
Let F be a depth-2d arithmetic circuit with x -gates of fan-in m and +-gates of fan-in s, where x -gates and +-gates appear at alternating levels starting with a x -gate at the top. By repeatedly copying gates and applying switches at the top two levels, we can convert F to a depth-two formula F' with a +-gate at the top and In the above example, each of the 22+22 terms in F' can be specified by 2 + 2* bits in the following way. With the process of top-down expansion of F in mind, let the first bit specify which of the two terms in the left square-bracketed factor is to be "picked up", let the second bit do the same for the right square-bracketed factor, and let the next four bits specify similarly for the four factors of the form (.+.)(.-t.)(.+.)( +.).
Proof of Theorem 5.1. Let L be a language in PH and let M be an alternating polynomial-time Turing machine [11] that accepts L with constant number of alternations.
For an input x of length n, the computation tree of n;i on x can be viewed as a constant-depth AND/OR tree with 2 p"iy(n) leaves such that each leaf corresponds to one computation path and has value 1 or 0 according to whether that path leads to acceptance or rejection and &? accepts x if and only if this AND-OR tree evaluates to 1. By a straightforward conversion of an AND/OR tree to an NOR tree (Fact 2.1), we may assume that there is a fixed integer d, a polynomial p(n), and a machine M' such that the following hold. For each input x of length n, M' first guesses d binary strings y,, . . . , y,, each of length p(n), then performs a deterministic polynomial-time computation on w = (x, y,, . . . , yd) and accepts or rejects w; if we define 2d.p(n)
Boolean values zi (x), . . . , zy m(x) according to acceptance/rejection on the 2d'p(n) computation paths, XEL if and only if the canonical depth-d complete 2p@')-ary NOR tree C on z,(x), . . . , z2d m(x) evaluates to 1.
Consider replacing, as in the proof of Theorem 3.6, every NOR gate in C by a probabilistic polynomial R(u) = R(ul, . . , Z+W) of the form R(ul,..., u*P'"') = (241 + . . . + upr + 1) n (r(;')ul + . . . + r$hL2Lm -1)2 such that R has degree 8(n)=O(p2(n)), ry)'s are (0, I}-valued random variables determined by q(n) = 0( p3(n)) random bits, and the resulting depth-2d (probabilistic) arithmetic circuit F computes C with error at most l/3 and with Boolean guarantee. In F, x -gates and +-gates have fan-in 6(n) and 2p(n)+ 1, respectively. Let F' be the depth-two formula obtained by expanding F. As explained after Example 5.7, each term t in F' can be specified by at most
l=(p(n)+ l)G(n)+(p(n)+ 1)62(n)+...+(p(n)+
l)dd(n)
=O(p(n)~6d(n))=O(p2d+l(n))
bits and has the form t=a.r$) . . . r~fJz&) ... zk,(x) (a= 1 or -l), where V, p d dd(n) = O(P~~(II)). Let M be a nondeterministic polynomial-time Turing machine that operates as follows. Given an input x of length n and a random string p of length q(n) (i.e., q(n) random bits), M guesses I bits and obtain a term t. Then M computes the Boolean value bZr!'*' II ... rt)zk,(.x) ... zk, (x) in polynomial time and acts as follows. For each term t with a = -1, according to whether t =0 or -1, M produces one or zero accepting path, respectively, thus "padding" the number of accepting paths by 1 as in Lemma 4.2. Let r(n) be the number of terms in F' with leading coefficient -1. It is easy to see that T(n) is computable in time polynomial in IZ. The machine M, together with the polynomial q(n) and the function f(x)= T(lxl), satisfies the conclusion of the theorem. 0
Remark 5.8. Using the framework of "Gap P" functions introduced by Fenner et al.
[13] (in particular, using closure properties 3 and 4 [13, pp. 32-33]), we can somewhat simplify the proof above.
