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l. Einleitung
Bei der numerischen Behandlung von Feldproblemen
mit der Methode der finiten Elemente (FEM) erhält
man bei instationären Aufgabenstellungen gewöhnliche
Differentialgleichungssysteme 1. Ordnung.
Für nichtlineare Wärmeleitprobleme ergibt sich z. B.
das zu lösende Differentialgleichungssystem
C(T)-1:11I + K(T) - T+ F(T) = 0 To = Tao) (1)
C(T) . . . Kapazitätsmatrix
K(T) . . . Leitfähigkeitsmatrix
F(T) . . . Vektor der thermischen Belastungen
T ‚ . . Vektor der Knotentemperaturen
t .. . Zeit to . . . Anfangszeit
Bei der Behandlung von (l) müssen die speziellen Eigen-
schaften des Systems, wie Steifheit und Nichtlinearität,
berücksichtigt werden. Weiterhin ist zu beachten, daß
das System (l) bei praktischen Problemstellungen aus
einigen tausend Gleichungen bestehen kann.
2. Numerische Behandlung des Differentialglei-
chungssystems
Für die Auswahl eines geeigneten Integrationsverfahrens
sind zunächst die Eigenschaften von (l) ausschlagge
bend. Außerdem müssen numerische Effektivität und
Möglichkeiten einer automatischen Schrittweitensteue-
rung in Betracht gezogen werden.
Diese Probleme besitzen gerade für nichtlineare Modelle
eine große Bedeutung.
— Eigenschaftsuntersuchungen für Systeme der Form
(l) werden im allgemeinen an dem linearen System
’l‘:A-T+G (2)
mit A als konstanter (m,m) Matrix durchgeführt.
Das System wird als steifes System bezeichnet
[l], wenn für die Eigenwerte w, (i = l, . . . , m) der
Systemmatrix A gilt
a) Re( wi) < 0
b) max lRe(wi)l/ min |Re(wi) l>>l
i i
Die Besonderheit, welche Integrationsverfahren für
steife Systeme besitzen müssen, besteht darin, dan
die stark abklingenden Komponenten in der Lösung
unabhängig von der gewählten Schrittweise stabil
integriert werden. Verfahren, die diese Eigenschaft
besitzen, werden als A—stabil bezeichnet [2]. (Eine
Übersicht über Verfahren für steife Systeme ist in
[3] angegeben).
—— Diskrete Schemata zur Integration von Differential-
gleichungen gehen im allgemeinen von der Form
T = f(T(t),t) To = T00)
aus. Für (1) bedeutet dies, daß die inverse Matrix
C(T)‘l gebildet werden muß. Da die Berechnung
der Inversen sehr aufwendig ist, wird stattdessen mit
C(T) multipliziert und das entstehende Gleichungs-
system gelöst.
— Für Rechnungen mit variabler Schrittweite werden
zweckmäßig Einschrittintegrationsverfahren angewen-
det. Mehrschrittverfahren benötigen zur Bestimmung
einer Näherung jeweils eine Anzahl äquidistant gele-
gener vorangegangener Näherungen und sind daher
für Probleme mit Schrittweitenänderungen nur be-
dingt geeignet.
In der vorliegenden Arbeit werden A-stabile Einschritt-
integrationsverfahren betrachtet und Möglichkeiten
einer automatischen Schrittweitensteuerung diskutiert.
2.1. Einschritt-Q-Verfahren
Zu den bekanntesten Einschrittverfahren gehören die
G—Verfahren. Bei ihrer Anwendung auf ergibt sich
das allgemeine Rekursionsschema
Tn+1 —Tn = At[(l —®)fn + @fml} 0<®<1 (4)
n,n+l . . . diskrete Zeitpunkte
At = tn+1 H tn . . . Zeitschrittweite
Mit der Wahl des Gewichtsfaktors G steuert man die
Art des numerischen Integrationsverfahrens. Für spe-
zielle Gewichtsfaktoren erhält man bestimmte. Ein-
schrittverfahren (z. B. 6 : O explizites Eulerverfahren;
(9 = 1/2 Trapezregel; G = 1 implizites Eulerverfahren).
Die G-Verfahren gehören für 6 2 1/2 zu den A-stabilen
Verfahren.
Bei der Anwendung des Schemas (4) auf das nicht-
lineare System (1) ergibt sich
_ ——lTn+l —Tn — At [(1 —('-))Cn (KnTn+Fn) +
(5)
——1
+ 8C n+1 (Kn+l Tn+l + Fn+l)]
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Für O < 9 < 1 treten dabei zwei unterschiedliche
inverse Matrizen auf.
Dadurch ist eine Umgehung der Matrixinvertierung
durch Lösung eines Gleichungssysteme in einem
Schritt nicht möglich, will man Matrixmultiplikationen
vermeiden. Das Schema (5) muffs somit in zwei Teil-
schritte zerlegt werden. Der erste Teilschritt besteht in
der Ermittlung eines Zwischenwertes zum diskreten
Zeitpunkt tn+l_®, wobei_das explizite Eulerverfahren
mit einer Schrittweite von At = (1 —— 6) At angewendet
wird.
_1 _
rn+1_®_rn = (1—®)At[Cn (KnTn+Fn)]= At - fn (6a)
Der zweite Teilschritt besteht in der Anwendung des
impliziten Eulerverfahrens mit einer Schrittweite
’A‘t:o-At.
_ —1 _
Tn+1 — Tn+1_® ‘ ®At[Cn+l(Kn+lTn+1 +Fn+1)] ‘
A
2 At - fn+1 (6b)
Das Gesamtverfahren besteht also in der zyklischen
Nutzung zweier spezieller O-Verfahren ähnlich der
Vorgehensweise bei zusammengesetzten Methoden [4].
2.2. Abschätzung des lokalen Fehlers
Die Einschritt-G-Verfahren gehören zur Klasse der
Taylorreihenmethoden. Für eine Taylorreihenmethode
p-ter Ordnung kann der lokale Fehler mit
Tan”) —Tn+l = Cp+1 - Atp+1 - T(p+1)(tn) + 0(Atp+2)
(7)
T(tn+l) . . . exakte Lösung zum Zeitpunkt tn+1
Tn+1 . . . numerische Lösung zum Zeitpunkt tn+1
Cerl . . . Fehlerkonstante
'l’(p+l)(tn) . . . (p+ l) -te Ableitung zum Zeitpunkt tn
angegeben werden.
Führt man diese Fehlerabschätzung für zwei verschie—
dene Verfahren gleicher Ordnung p im selben Integra-
tionsintervall durch, erhält man i
T(tn+l)_Tn+l z Cpfl . Atp+1. T(P+l)<tn)+0(Atp+2) (8a)
AA
T(tn+l)—Tn+1=Cp+l'Atp+1-T(p+1)(tn)+O(Atp+2)(8b)
 
Tn+1 . . . numerische Lösung des 1. Verfahrens
A
Tn+l . . . numerische Lösung des 2. Verfahrens
_. A
CPH, Cp+1 . . . Fehlerkonstanten
Für das führende Glied der Fehlerformel des 2. Verfah-
rens ergibt sich nach Elimination von Atp+1 ' T<P+1)(tn)
 
A
A A 7 Cp+l A —
dn+1 :T(ln+l)_Tn+1 F C 6\ (Tn+l—Tn+l)
W— P” (9)
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Diese Vorgehensweise wird oft im Zusammenhang mit
Prädiktor-Korrektor-Verfahren verwendet und als Me-
thode von Milne bezeichnet [5].
Will man diese Fehlerabschätzung auf das vorgeschlagene
Verfahren anwenden, müssen die Werte Tn+1 und Tn+1
ermittelt werden. Diese Werte erhält man aus (6a) und
(6b) über
 
=_L_(fr
Tn+1 1__® .n+1—®—Tn)+Tn 64:1
und
A 1
Tn+1 z 6(Tn+l —Tn+l—®)+Tn 64:0
Damit kann_der lokale Fehler des Gesamtverfahrens (6a),
(’6\b) mit C +1 = 1/2 (explizites Eulerverfahren) und
CerI = — l/L (implizites Eulerverfahren) angegeben wer—
en.
  
1—26 28—1
dn+l—T(tn+l)—Tn+l = 2G „+1+ an+l—G+
1—29+ T 0<o<iam
2~2® “
Ein wesentlicher Vorzug der Abschätzung (10) liegt dar-
in, dali alle benötigten Werte automatisch durch das
Integrationsschema bereitgestellt werden.
Eine besondere Stellung unter den O-Verfahren nimmt
die Trapezregel (6 = 1/2) ein. Bei ihr ist der Abbruch-
fehler proportional zur 3. Potenz der Schrittweite
(0(At3)), wogegen ‘er bei den anderen G-Verfahren
proportional zum Quadrat der Schrittweite (0(At2))
ist. Da die Gleichung (10) einen Fehler in der Ordnung 2
abschätzt, muß sich für 8 = 1/2 in (10)
dn+1 = 0
ergeben. (Eine Fehlerabschätzung für die Trapezregel
und für andere allgemeine O-Verfahren höherer Ord-
nung ist in [6] angegeben.)
3. Schrittweitensteuerung
3.1. „Optimale”Schrittweite
Die Schrittweitensteuerung wird in drei Teilschritten
vorgenommen. Zuerst wird ein Integrationsschritt mit
der Schrittweite At durchgeführt. Anschließend wirNd
der lokale Fehler bestimmt und die Schrittweite At
ermittelt, die man hätte nutzen müssen bzw. können,
um den „Fehler in einer vorgeschriebenen Toleranz e
zu halten. Wenn d5r lokale Fehler des Schrittes mit
At qu ist und dml der lokale Fehler des Schrittes
mit At, gilt
l
dn+1 : Dan) ' At!”
dn+1 : Dun) . Atp+l
Wird für den lokalen Fehler dnu gefordert, dal3 er
kleiner 6 sei, ergibt sich für At
 A~t<At
  
n+1
Dabei wurde der absolute Fehler zur Bestimmung
einer „optimalen” Schrittweite verwendet. Speziell
für steife Probleme sollte man nach [7], [8] den relativen
Fehler nutzen.
3.2. Änderung der Schrittweite
Für die Schrittweitensteuerung muß ein Algorithmus
bereitgestth werden, der möglicherweise unggnaue
Schätzungen ausscheidet. Da die Schrittweite At aus
dem früheren Lösungsverhalten ermittelt wird, braucht
sie für den nächsten Schritt nicht unbedingt geeignet
sein. Daher werden Grenzen für einen Schrittweiten-
wechsel festgelegt. Um zu vermeiden, daß der Fehler zu
groß wird, verwendet man eine Schrittweite, die einen
Fehler von 0,5 e voraussagt.
l
0,55 “1
Efifi
~
At = At ERR . . . relativer Fehler
  
Weiterhin beschränkt man eine Sehrittweitenvergröße-
Jung auf einen Faktor zwischen 1,5 und 2. Dies wird
über den Test
0,5e->(1,5...2)P+1 - ERR
realiSiert, wodurch Schwierigkeiten bei ERR=0 verhin-
dert werden. Ist eine Vergrößerung der Schrittweite um
den Faktor 1,5 nicht möglich und der Fehler kleiner
0,5 E, behält man die alte Schrittweite bei.
Wenn der Fehler größer als 0,5 e ist, muß der Schritt
mit einer kleineren Schrittweite wiederholt werden.
Die alte Schrittweite wird dabei um den Faktor ß mit
0,5 < ß < 0,9 verringert. Die obere Grenze von 0,9
sichert, daß die Schrittweite um einen nichttrivialen
Betrag verringert wird. Die untere Grenze von 0,5 wird
gewählt, damit keine zu starken Schrittweitenänderun-
gen auftreten. Zusammen mit der Beschreibung beim
Vergrößern der Schrittweite wird dadurch die Stabili-
tät des Algorithmus bezüglich der Änderungen gewähr-
leistet.
3.3. Bestimmung der Anfangsschrittweite
Um eine stabile Integration zu gewährleisten, ist es not-
wendig, mit einer zweckmäßigen Schrittweite zu be—
ginnen. Da man bestrebt ist, eine stabile und oszilla—
tionsfreie Lösung zu erhalten, ist als Kriterium an die
Anfangsschrittweite die Forderung nach L-Stabilität
des Integrationsschrittes zu stellen [l].
g _.1._
coma—('9)
Dabei ist für w der maximale Eigenwert der System-
matrix An = C—n ' Kn einzusetzen. Eine exakte Ermitt-
lung des maximalen Eigenwertes ist aber mit einem sehr
hohen numerischen Aufwand verbunden und scheidet
daher für praktische Schrittweitenabschätzungen aus.
Der interessierende höchste Eigenwert der System-
matrix kann aber nach dem Theorem von Irons [9]
durch die Betrachtung der einzelnen Elemente abge-
schätzt werden. Dieses Theorem besagt, daß der größte
Eigenwert des Systems kleiner sein muß als der größte
Eigenwert eines einzelnen Elementes.
Damit gilt als Abschätzung [10]
wmax g pmax 0 maxlwmax(Ae)l
e
e . . . Elementanzahl
A8 = Czl' Ke . . . Elementmatrix
. . . max. Anzahl von Elementen, die an einem Kno-
ten Zusammentreffen.
pmax
Die Anfangsschrittweite kann somit über
 
At < l
° ' max[wmax(Ae)](l —('-))
e
pm ax
für die verschiedenen Verfahren abgeschätzt werden.
Für eine automatische Ermittlung der Anfangsschritt-
weite können die interessierenden Eigenwerte über
-1. _ comma
wmax( e e) wmin(ce)
bestimmt werden, wobei die Berechnung der Eigen-
werte von Ke und Ce z. B. mit der Rotationsmethode
von Jacobi erfolgen kann. Für bestimmte Element-
typen lassen sich die entsprechenden Eigenwerte auch
vorab ermitteln. Derartige Abschätzungen sind für ver-
schiedene Elemente z. B. in [10] und [ll] angegeben.
4. Demonstration der Leistungsfähigkeit des
Verfahrens
Betrachtet wird die Erstarrung eines halb-unendlichen
flüssigen Stabes. Dieses Phasenübergangsproblern ist
Gegenstand der Untersuchungen vieler Autoren. (Eine
 
TR-ao‘lcäollIIIIIIE'IIHHHIIH’
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Übersicht ist in [l2] angegeben.) Das Wasser (0 < x < co)
mit der Anfangstemperatur T = 10 °C erstarrt durch
das Aufbringen einer Randtemperatur von TR(x = O) =
—2O oC. Die Phasengrenze wandert mit fortschreiten-
der Zeit in das Wasser hinein. Die analytische Lösung des
Problems [13] wurde mit der numerischen Lösung ver-
glichen. Dabei wurde eine Rechnung mit automatischer
Schrittweitenänderung und eine Rechnung mit konstan-
ten Schrittweiten durchgeführt (beide Rechnungen mit
G = 7/8). Die Schrittweite für die zweite Rechnung wur-
de so bestimmt, daß die Anzahl der Integrationsschritte
bei beiden Rechnungen gleich war.
Zur Modellierung der Unendlichkeit wurde bei x = 10 mm
die analytische Lösung Ta(t) als Randbedingung 1. Art
betrachtet. Der Phasenübergang wurde mit dem Konzept
der äquivalenten Stoffwerte [14] mit ATPh = 1K hehan-
delt.
Wärmeleitfähigkeit: Äwasser = 0,556 W/mK;
im = 2,2 W/mK
volumenspezifische p ' C = 4,226 ' 106 J/m3K
 
Wasser
Wärmekapazität: p-cEis = 1,762'106J/m3K
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Schmelzenthalpie: p ' Ah = 3,38 ' 108 J/m3K
Die Bilder 2 und 3 zeigen den Verlauf der Zeitschritt-
weiten für die Rechnung mit automatischer Schrittwei-
tensteuerung. Die Anfangsschrittweite wurde mit Ato =
0,487 s automatisch bestimmt.
Im Bereich starker Lösungsänderungen (0 < t < 25 s)
ändert sich die Schrittweite nur allmählich (Bild 2), wo-
gegen fiir t >25 s (Bild 3) ein sprungartiges Anwach-
sen der Schrittweiten bis zu einer Endschrittweite von
120 s zu verzeichnen ist. Im Bild 4 sind die numerischen
Ergebnisse und der analytische Verlauf der Phasengrenze
dargestellt. Der erste Bereich (0 < t < 25 s) wird durch
die geringen Schrittweiten im Vergleich zur Rechnung
mit konstanter Schrittweite sehr gut erfafst. Trotz der
großen Schrittweiten für t > 25 s tritt kein Genauig-
keitsverlust auf. Die Rechnungen wurden mit einem neu
entwickelten leistungsfähigen 2D FEM-System auf der
Basis des Systems ROBDIS [15} durchgeführt.
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