We are interested in a problem arising for instance in elastoplasticity modeling, which consists in a system of partial differential equations and a constraint specifying that the solution should remain, for every time and every position, in a certain set. This constraint is generally incompatible with the invariant domains of the original model, thus this problem has to be precised in mathematical words. We here follow the approach proposed in [8] that furnishes a weak formulation of the constrained problem a la Kruzhkov. More precisely, the present paper deals with the study of the well-posedness of Friedrichs systems under convex constraints, in any space dimension. We prove that there exists a unique weak solution, continuous in time, square integrable in space, and with values in the constraints domain. This is done with the use of a discrete approximation scheme: we define a numerical approximate solution and prove, thanks to compactness properties, that it converges toward a solution to the constrained problem. Uniqueness is proven via energy (or entropy) estimates. Some numerical illustrations are provided.
Introduction
The understanding of constraints in Mathematical Physics has always known a strong impetus and the development of an adapted framework for non-linear partial differential equations is still a great challenge. In the context of the mathematical theory of plasticity one may think for example about the seminal works [10, 27] and about all the works inspired by these references, see also [7] : 1 to our knowledge, this approach is variational by nature and restricted to smooth solutions or at least to solutions which are differentiable with respect to the time variable. Motivated by applications in compressible plasticity with shocks, thus leading to discontinuous solutions (one may find references in [15, 3, 8, 23 ]), we aim at developing a mathematical framework for constrained weak solutions of hyperbolic equations [17, 25] . When the constraint is saturated the reduced equation is no-linear and non-conservative in most cases. It means that the definition of weak solutions may be incompatible with the non-uniqueness of solutions which is a characteristic of shock solutions for non-conservative formulations [18, 19, 20, 1] . It is possible to add hypotheses of maximal dissipation to make a selection between all possible generalized solutions, see [15, 24, 6] and references therein: however one may consider this approach as somewhat artificial in our context.
In this work we study Friedrichs systems which are linear equations, endowed with a non-linear constraint. Our main result, theorem 3 at the end of this preliminary section, states that Friedrichs systems with a general convex constraint admit weak solutions, and that these solutions are unique. The key of the proof is a new weak formulation of the problem. The discussion of discontinuous weak solutions can be made on the basis of the weak Rankine Hugoniot relation, which is an algebraic relation deduced from the weak formulation, see theorem 20. Roughly speaking, if K, the convex set of admissible states, is non-empty, then the non-conservative equations (that one can write for constrained solutions on the boundary of K) cannot develop "exotic" nonconservative shocks. It is therefore neither necessary to rely on the theory of non-conservative products [18, 19, 20] nor on a maximal dissipation principle to study weak solutions for constrained Friedrichs systems.
We consider the Cauchy problem         
where K is a non-empty closed convex subset of R n , the matrices A i ∈ M n (R) are supposed to be symmetric and the unknown is u ∈ R n (n, d ∈ N * ). Of course the equation above might be incompatible with the request u ∈ K, thus this problem has to be modeled first.
It is worth noting that the Cauchy problem is invariant with respect to translations in the space state: consider a solution u of the Cauchy problem (1) associated with a convex K and with the initial data u 0 ; then for all constant vector U ∈ R n , u − U is a solution of the Cauchy problem (1) associated with the convex K − U and with the initial data u 0 − U . Therefore, we assume all along this paper that 0 ∈ K without restriction on the results which follow.
In order to approximate the problem (1), it is natural to consider the relaxation system (more details are provided in section 2)     
where the operator P K : R n → K is the projection onto K, that is to say
where ·, · denotes the Euclidean scalar product of R n . The initial data is assumed to be in K, u 0 (x) ∈ K for almost every x ∈ R d .
If there exists u such that u ε → u almost everywhere when ε → 0, one may expect that u belongs to K since P K u = u. Our main objective is to characterize the limit u (see the appendix for more details on the justification of this limit). Problem (2) can be seen as a simplification of a more general problem arising in many situations, which consists in the characterization of weak solutions of hyperbolic systems of conservation laws with constraints. Since the limit problem may be non-linear, a notion of admissible solution must be given. For this purpose, we add viscous terms in (2) and obtain (noting ∆ =
We will introduce a specific weak formulation of Problem (4). Let κ ∈ K be a test vector (that is κ is a constant vector independent of the time variable t and of the space variable x). Consider a smooth solution of (4) and take the scalar product with u ε,ν − κ. One gets
Let T > 0, define the space of non-negative smooth test functions with compact support
Let us emphasize that ϕ vanishes for t = T and has compact support in space, but x → ϕ(0, x) does not necessarily vanish. Let us multiply the previous inequality by a test function ϕ ∈ D
Notation 1. Throughout this work we will use for the sake of simplicity the notation L 2 instead of (L 2 ) n , n being the dimension of the unknown vector u. We will also use H 1 instead of (H 1 ) n .
Assume that u ε,ν → u in L 2 when ε → 0 + and ν → 0 + , then the limit solution u satisfies the weak formulation
for all κ ∈ K and ϕ ∈ D + T . For technical reasons, let us add vanishing terms which are derivatives of κ, multiply by a factor 2 and consider the following (equivalent) characterization:
and satisfies for every κ ∈ K and ϕ ∈ D
The main result of the paper is
The proof of theorem 3 is based on a generalization of the Kruzhkov entropy technique and the construction of a discrete solution. The uniqueness of weak
is a consequence of lemma 9. The regularity for
is a consequence of lemma 10. The main part of the theorem, that is the existence in
This work is organized as follows. In a first section we discuss various examples, some of them arising in material strength modeling. Next, we focus on Friedrichs systems and Problem (1) . Uniqueness is proven, by the use of the Kruzhkov's method of doubling of variables [14] . In section 4, a numerical scheme is constructed and passing the to the limit for the associated numerical solution, we prove the existence of at least one weak constrained solution. Then, discontinuous solutions are studied in details, see theorem 20. At the end, we propose two numerical examples. The first one concerns the wave equation with a simple set of constraint while the second one corresponds to the physical situation where shocks propagate in a bar with isotropic strain hardening. In Appendix, the convergence of the relaxation approximation is tackled. 
Examples
Many basic or more physical examples fit in the framework studied in this work. We arbitrarily split these examples in two categories. The first category concerns linear wave systems endowed with various constraints. The second category deals with problems that come from non-linear physics.
Wave system plus constraint
Let us consider the system in one space dimension
In what follows we associate (7) with different types of constraints.
A ball-shaped constraint space
We endow (7) with the constraint (u, v) ∈ K 1 with
This constraint is very close to a Von Mises plasticity constraint [9] if one thinks about material strength modeling (that is elastic and plastic modeling in our case) It means that (u, v) are two components of the stress tensor. A possibility to incorporate this constraint in the system is to consider
where
.
) is the Euclidean projection onto K 1 .
A square-shaped constraint space
We consider the same problem but the convex is now the unit square
If we continue to make a parallel with material strength modeling, K 2 is a normalized Tresca [9] constraint.
A linear constraint space
It is possible to consider many different types of convex constraints, still for the same initial wave system: we single out the trivial case
Another example in the same family is the system  
endowed with the linear constraint w − 2u = 0. This example comes from [5] and has been designed to explain that a crude introduction of the constraint w − 2u = 0 may result in a ill-posed system. Indeed if one eliminates w directly in the second equation, one obtains
which is ill-posed. On the basis of the weak formulation (6) it is immediate to recover the approach proposed in [5, 2, 21] . The suitable general hypothesis is that K is a linear subspace, that is
Lemma 6. Assume that K is a linear subspace defined by (13) and that the basis is orthonormal: Z i , Z j = δ ij . Then the solutions of the weak formulation (6) are weak solutions of the linear subsystem
Proof. Let us first recall that the weak formulation (6) is equivalent to (5) . For the simplicity of the proof we consider a test function ϕ which vanishes at time t = 0. Consider a test vector κ = λZ where Z ∈ K and λ is a real number. So
for all Z ∈ K. Taking λ = 0, one gets the inequality
and letting λ go to ±∞ one obtains the series of equalities Z,
for all admissible test vector Z and in particular for all Z j . Let us analyze the series of equalities (16) . Set α j = Z j , u . Since the basis is orthonormal one can write that u = p j ′ =1 α j ′ Z j ′ where the coefficients α j ′ are functions of the space and time coordinates. Therefore one has
which means that
holds in the weak sense for all 1 ≤ j ≤ p. It proves (14) .
Note that Inequality (15) is in fact an equality. Indeed, multiplying (17) by α j and summing over all 1 ≤ j ≤ p, one gets
The reason why (16) implies (15) is the following well known property: the entropy inequality is an equality for linear systems.
Models for material strength
The mathematical theory for material strength contains many of open mathematical problems [15, 24] . Some of them can be addressed with the tools developed in this work.
Perfect plasticity
Let us consider the following model problem [8] that intends to be representative of elastoplasticity models written in Eulerian coordinates in one dimension for planar flows (the velocity is parallel to the x direction) without shear (the unknowns depend only on x)
The unknowns are: ρ the density of mass, u the velocity, s = (s 1 , s 2 , s 3 , σ 23 ) the deviatoric part of the stress tensor and e the total energy. The total energy is the sum of the internal energy, the kinetic energy and the elastic energy
). This system is closed by a pressure law p = p(ρ, ε) where ε is the internal energy. The model parameter α is related to the Lame coefficient. More details can be found in [8] .
A plastic material is not able to handle too large deviatoric stresses. It is modeled by some convex inequality constraint, for example
where k ≥ 0 is a given constant. This is called perfect plasticity [3, 22, 9] . The classical analysis of relaxation to the convex of plasticity for isotropic materials [15] is as follows. We consider that perfect plasticity (18) (19) is the limit λ → 0 The function U → I(U ) is zero inside the domain of plasticity and is equal to one outside
At the limit λ → 0 + one recovers (formally) the constraint (19) . Let us now simplify the relaxation model (20) by retaining only the unknowns u, s 1 , s 2 , s 3 and σ 23 = √ 2σ 23 . We also neglect the variations of the density and the pressure, and the effect of the transport. One gets the simplified model
where Π 4 is the projection onto the closed ball with radius k in R 4 . This problem is particular case of the general problem treated in this work.
Isotropic strain-hardening
This example is taken from [23] . We consider an elastic bar in one-dimensional configuration. The normalized unconstrained problem writes
where the velocity in the bar is u, the uniaxial stress is σ and γ models the hardening. It is assumed that the bar is elastic if |σ| + g(γ) < k where k ≥ 0 is a given constant. The bar is in a plastic regime if |σ| + g(γ) = k. A convenient assumption is that function g is convex and
In Reference [23] the authors consider an initial condition γ(t = 0, x) = 0 and the modifications of the equation for γ is such that ∂ t γ ≤ 0. Therefore only the branch γ ≤ 0 matters in the definition of g. By construction g(−∞) = −∞, which enables us to rewrite the elasticity domain as
Physically, the domain of elasticity increases during the history of the material. This is called isotropic hardening. In [23] the authors endow the problem with the natural L 2 norm. Using our notations, the relaxation problem can be rewritten as
with
The closed set K is obviously convex, so this problem can be dealt within our framework. Actually the result proven in [23] is a consequence of the main theorem of this work, with a H 1 initial data. Using the general results of the present work it is easy to discuss the solution of the elastic bar with strain hardening problem with discontinuous initial data, which is the case if for example the strain hardening is not constant initially (γ is discontinuous in space at t = 0).
Saint-Venant plus mass loss
This non-linear system is proposed in [1] . It models water in a channel with flat bottom with the possibility of flooding outside the channel. It writes
The height of water h ≥ 0 is constrained to be less than 1. It can be done with the Lagrange multiplier Q. Indeed, considering a smooth solution, the constraint is satisfied by choosing Q in the following way:
This example is not covered by the theory developed in the present work because the system is non-linear. Nevertheless we quote [8] where a formalism is proposed in order to take into account such models. The idea is to use the adjoint or entropy variable in order to symmetrize the problem.
Uniqueness
It is important to notice that we are dealing with "symmetric" entropies and entropy flux (this is the interest of using (6) instead of (5)), so that the Kruzhkov's theory [14] naturally applies. Before studying the uniqueness of the constrained weak solution, let us briefly recall that such a solution satisfies the initial condition in the strong sense, even if weak solutions are not necessarily continuous, see definition 2. This result is needed for the proof of lemma 8.
Proposition 7. Let u be a solution of the constrained problem in the sense of Definition 2. For all non-negative
Proof. The proof of this classical result can be found in [4] and in references therein. It is based on a special version of the Kruzhkov's method of doubling of variables [14] . We only recall the main guidelines. First, let us take a test function in D
for almost every (t, x, y). As a consequence, integrating this inequality with respect to x, y and t provides
On the other hand, in inequality (6), take κ = u 0 (y) and the test function ϕ defined above and integrate it with respect to y; this gives
where R ǫ ∈ L 1 (0, T + α) involves the remaining terms due to the space derivatives. The latter two inequalities can be combined, then letting α tend to 0 leads to
Now, first take the limit T → 0 + in order to make the term with R 0,ǫ vanish and, secondly, take the limit ǫ → 0 which, using the continuity of the translation operator, provides (26) .
Lemma 8. Let u and u be two weak constrained solutions (in the sense of Definition 2) with initial data
One has the Kato inequality: for all ϕ ∈ D + T ,
Proof. The proof relies on the classical doubling of variables of Kruzhkov [14] . We consider (t, x) and (s, y) in R + × R d and take a non-negative test function
. We use inequality (6) for u(t, x) (respectivelỹ u(s, y)), taking κ =ũ(s, y) (resp. κ = u(t, x)) and ϕ = ψ and integrate it with respect to (s, y)
Consider now Φ ∈ C 1 0 (R + × R d ) and denote its partial derivatives ∂ 1 Φ and ∂ zj Φ, j ∈ {1, ..., d}. For i = {1, ..., d}, let ζ i ∈ C 1 (R i ) be a function satisfying
For i = {1, ..., d} and ǫ > 0, define the functions ζ i,ǫ ∈ C 1 (R i ) by
We set ψ(t, x, s, y) = Φ((t + s)/2,
Now, we use these identities in (28) and let ǫ go to 0, which leads to (27) due to the continuity at t = 0 provided by Proposition 7.
We are now able to formulate the famous Kruzhkov's comparison result [14, 12] .
be two weak constrained solutions to (1) 
. For all T > 0 and r > 0, one has the inequality
Continuous in time solutions actually satisfy a pointwise (in time
For all T > 0 and r > 0, one has the inequality
Proof. Consider the function ϕ defined as
dLT if t ∈ [0, T ] and r < |x| < r + dL(T − t),
as a test function in inequality (27) (ϕ is continuous and piecewise C ∞ , so it can be taken as a test function). Computing ∂ t ϕ and ∂ xi ϕ, we see that
so that a consequence of inequality (27) is
Now, remarking that in the domain of integration of the left-hand side above, ∂ t ϕ = 1/T and ∂ xi ϕ = 0 we obtain
and finally, because ϕ(0, ·) ≤ 1 and has its support in B(0, r + dLT ),
which is the first inequality announced. The second one, concerning the continuous in time solutions, is let to the reader (it is classical, cf. [14] , and can be proven with another well chosen test function).
continuous in time weak constrained solution with
Proof. Let a ∈ R d be any vector. We set u 0 a (x) = u 0 (x) = u 0 (x − a). Since weak constrained solutions remains weak constrained solutions after translation then u(t, ·) = u(t, · − a) is a weak constrained solution for this translated initial condition. Using inequality (30) for r = ∞ we obtain
It is true for all vector a ∈ R d , therefore u(t, ·) ∈ H 1 (R d , K) satisfies (32).
Existence
To prove the existence of a solution, we construct a simple numerical scheme and we prove the convergence of the numerical solutions to the weak constrained solution of (1) as the time and space steps tend to 0. For simplicity, the method is based on a splitting strategy between a PDE step and a projection step, and the mesh is Cartesian (for the analysis of the first step of the following algorithm on unstructured meshes, see [29] and [13] ).
A numerical method
Let ∆x > 0. Let the reference cell Ω 0 be d-dimensional hypercube
For i = {1, ..., d}, let T i be the translation operator in the ith direction,
with e i the ith vector of the canonical basis of R d . Then, for every j = (j i )
The set of cells (Ω j ) j∈Z d is the mesh used for the algorithm and one has
The numerical approximate solution can be defined as constant in each cell at each time step (see the beginning of Section 4.3). In this case it is defined almost everywhere in the whole space R d as
at time step n. Notice that by construction u n ∆x 2
where | · | denotes the Euclidean norm in R n . We consider the following method where ∆t > 0 is the time step.
Initialization: The numerical solution is classically defined at time step n = 0 by the mean value
So the whole task is to define U n+1 from U n in the time loop.
Time iterate -Step 1 (Rusanov scheme): Advance in time with the discrete scheme
where the value of the coefficient c is chosen such that
Notice that the first stage of time step can be rewritten in an explicit form U n+1/2 = MU n with the iteration operator given by
Time iterate -Step 2: Apply the constraint exactly in each cell:
∀j.
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Then we loop over the time step ∆t > 0. As usual stability of the algorithm will be proven under a Courant-Friedrichs-Lewy (CFL) condition. We will show that in our case this CFL condition writes cd∆t ≤ ∆x.
Therefore we assume that the parameters of the algorithm satisfy (37) and (36).
A priori estimates
Now we prove various a priori estimates. We begin with a standard inequality for the first step of the time iterate. Let us define the local L 2 energy in the cell of the discrete solution at the beginning of the time iterate e 
Lemma 11. Under the CFL condition (37), one has the inequality
• Let us prove the following upper bound (39) below. One has (
Due to the CFL condition (37) and to the inequality (36), all matrices B 0 , B i and C i are symmetric and non-negative. On the other hand, they commute. So all products of these matrices are also nonnegative and symmetric matrices. One can use the Cauchy-Schwarz inequality to show for example that
(and similar inequalities for similar expressions). Therefore
• Therefore 
which is nothing but the claim.
Next we consider a test vector κ ∈ K and we define
and the local energy fluxes
These quantities correspond to the discrete analogues of what appears in the weak inequalities (6).
Corollary 12. Under the CFL condition (37), one has the inequality for all
Proof. Since the first step of the time iterate is invariant with respect to translations in the state space, one can generalize (38) and get for all κ ∈ K e n+1/2 κ
Here e . With the previous inequality it proves the claim.
Remark 13. Inequality (41) is connected to the classical L
2 stability of the scheme. Indeed one has
(42)
To prove this, we use inequality (41) 
Since the first step of the time iterate is a linear scheme of type
With classical notations one has
W n+1 =P K U n+1/2 − P K V n+1/2 ⇒ W n+1 L 2 (R d ) ≤ U n+1/2 − V n+1/2 L 2 (R d ) = W n+1/2 L 2 (R d ) since P K is, in each cell, a projection onto the convex set K. So W n+1 L 2 (R d ) ≤ W n L 2 (R d ) . Lemma 15. Assume u 0 ∈ H 1 (R d ,
K). Assume the CFL condition (37) holds. One has the space inequalities
The time inequality
also holds, for some constant C > 0 only depending on the matrices A i .
Proof. To prove the first inequality (44) we use (43) with V n = T i U n and the well-known bound
. To prove the second inequality, (45), we rely on the triangular inequality
Considering (35), the increment U n+1/2 − U n is easily expressed as ∆t ∆x times a linear combination of terms that can all be bounded using (44). Therefore the following inequality holds for a convenient constant C 1 > 0
By construction, u
Therefore (45) holds with C = 2C 1 . It ends the proof.
Convergence to the weak solution
In this section, the existence result stated in Theorem 3 is obtained by proving that the sequence of numerical solutions converges (up to a subsequence) toward a solution of the constrained problem in the sense of Definition 2 as the space step ∆x tends to 0. Here the ratio ∆t/∆x is fixed:
(with C CF L ≤ 1/(cd)), so that the unique parameter of the numerical solution is ∆x. Before stating the main results of this part, we introduce the barycentric functions of the unit reference hypercube S = [0, 1] d . These barycentric functions enable us to construct representation functions of the numerical solution and to apply standard compactness results.
By definition, the d-dimensional hypercube has 2 d corners, each of which is denoted
The barycentric functions are
By construction, λ α (β) = δ α,β for α, β ∈ {0, 1} d . Starting from the numerical solution (33) we define a first function almost everywhere u ∆x (t, x) = u n j for x ∈ Ω j and t n < t < t n+1
where t n = n∆t. We define a second function almost everywhere
In the language of numerical analysis, U ∆x is a Q 1 reconstruction of the numerical solution. Notice that U ∆x is by construction continuous and affine in all canonical directions inside every cell.
Lemma 16. There exists three positive constants
and
Proof. Let us consider the cell
By construction, the barycentric functions are such that 0 ≤ λ α ≤ 1, so one deduces
After summation over all j and the use of (42), the inequality (48) is obtained. From (47) one gets for x ∈ Ω j and t n < t < t n+1
Since α λ α = 1 by definition, then α ∇λ α = 0. So one has also
for x ∈ Ω j and t n < t < t n+1 . One obtains the bound
Using now the inequality (44) we obtain the inequality (49) with eventually a greater constant c 2 ≥c 2 .
Finally we notice that
for x ∈ Ω j and t n < t < t n+1 , from which we deduce (50). (1) in the sense of Definition 2. Moreover u(t, ·) has a compact support in space for every t ∈ [0, T ].
Proof. The proof consists in two stages: first we let ∆x go to zero and we extract a converging subsequence; second we show that the limit is indeed a weak solution.
Let us denote by C the support of
C is bounded by hypothesis. For any ∆x > 0, let U ∆x be the piecewise affine by direction function (47) defined by the scheme with this initial condition u 0 . Let F = {U ∆x , 0 < ∆x < 1}. For all t ∈ [0, T ] and all ∆x ∈ (0, 1], the support of
d where c satisfies (36), thanks to the (crucial) finite propagation velocity property of the numerical scheme.
From inequality (48),
. From inequality (45), for every h > 0, denoting by τ h the translation operator with length h in the t direction,
Therefore from a classical compactness result (Theorem 3 of [26] for instance), there exists a sequence (∆x n ) n∈N converging to 0 such that
). We will use this property to prove that u is a solution of the problem. The method is in the spirit of the Lax-Wendroff theorem. Let us consider a test function ϕ ∈ D + T and set ϕ n j = ϕ(n∆t, j∆x). For a test vector κ ∈ K we define e κ as in 40, multiply inequality (41) by ∆x d ∆tϕ n j , and take the sum
Successive uses of the Abel rule lead to
Now we consider the limit of this inequality in the regime ∆x → 0 (recall that the ratio ∆t/∆x is fixed). Since e κ → |u − κ| 2 and e
Similarly,
Therefore passing to the limit in (51) we get the existence of a weak solution.
Proof of Theorem 3. Let u 0 k k∈N be a sequence of functions in
Thanks to Lemma 17, for every k ∈ N, there exists an associated weak constrained solution
For every k, m ∈ N, one has, from estimate (43) (that remains true at the limit for the exact solution),
2 to a function u(t, ·). Furthermore, letting m go to infinity leads to
It can be shown, in the same manner as in the proof of Lemma 17, that u is a solution to the problem with initial condition
, that is to say that u is continuous with respect to time. For every t, s ∈ [0, T ] one has
As u 0 k converges to u 0 and u k is continuous in time, this inequality shows that for every ε > 0 there exists
Thus we have a solution to the problem in
. Lemma 9 shows that problem (1) has at most one solution in the sense of Definition 2. The theorem is proven.
If the initial condition lies in
) as a consequence of inequality (32). In particular, this shows that the presence of a constraint in the problem does not produce discontinuities in the solution.
Discontinuous solutions in dimension 1
In this section we consider discontinuous weak solutions, in dimension d = 1 for simplicity.
Let us consider a weak solution u defined by
for t ≥ 0 and σ ∈ R. The weak inequality writes
for all κ ∈ K and for all ϕ ∈ D + T . The main question is to characterize all admissible triplets (σ, u L , u R ) and to determine if these triplets are solutions, or not, of the unconstrained RankineHugoniot relations:
Lemma 18. A discontinuous solution of type (53) is a weak solution if and only if
These relations are called weak Rankine-Hugoniot relations in [8] .
Definition 19. The closed convex set K is strictly convex if and only if
for all κ, κ 
Proof. After some algebra, (55) rewrites
We plug κ = 1 2 (u R + u L ) + w in (55). The strict convexity of K implies that there exists ε > 0 such that for all w ∈ B(0, ε), κ = 
Numerical examples
In order to illustrate the previous theory, we compute the numerical solution for the wave system (7) in dimension one with the convex K = [0, 1] 2 (subsection 6.1), and for the isotropic strain hardening system
(subsection 6.2). To simplify the interpretation of the numerical solutions, the Courant number is exactly 1: ∆t = ∆x. In this case the dissipation of the scheme vanishes, so the profiles remain sharp.
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Wave system
The domain is Ω = [0, 1] with periodic boundary conditions. The initial condition is the discontinuous profile pictured in figure 1 . The solution at t = 0.2 and t = 0.4 is displayed in figures 2 and 3, with a comparison with the unconstrained solution. The phase diagram of the numerical at times t = 0.2 and t = 0.4 is plotted in figure 4 . On this figure we also plot the domain K which is a square, together with the phase diagram of the unconstrained solution. At time t = 0.2 some parts of the unconstrained solution are clearly outside of K. We observe that the numerical constrained solution satisfies the constraint. 
Strain hardening
We solve numerically the problem (22) with the constraint (24), g(γ) = γ and k = 1). The spatial domain is [0, 1]. We take as initial condition u(0, x) = σ(0, x) = γ(0, x) = 0 for all x ∈ [0, 1]. At the left boundary, we impose a given pulsation: (u − σ)(t, 0) = 3 sin(12πt), t ∈ R + .
The right boundary is endowed with the "transparent" condition ∂ x (u + σ)(t, 1) = 0.
We observe on figure 4 that the numerical solution is such that γ decreases as the time advances. It means that the size of the static domain |σ| max = k − g(γ) increases if the strain hardening parameter γ decreases. That is to say, that the constraint is less and less severe for the stress variable σ. This is all the more visible on figure 5 where we plot the function t → (γ(t, 1/2), σ(t, 1/2)) .
A Convergence of the relaxation model
In this section, we give the main estimate that can be used to prove the convergence of the classical solutions of the relaxation model (2) towards the weak constrained solution of (1) when ε → 0. 
where | · | denotes a semi-norm.
Proof. The weak solution u ε satisfies for all constant vector κ ∈ K and nonnegative test function ϕ the equation By definition of P K , we have (u ε − κ, P K u ε − u ε ) ≤ −|u ε − P K u ε | 2 , which yields
As in the Kruzhkov's uniqueness proof, take ϕ(t, x) = χ η (t)ω η (t, x), η > 0, 
