Diagnosis approaches based on process historical data have been proposed in several works in the literature. These approaches consist on operating equipment's historical data in order to diagnosis a default. Only equipment parameters are considered for most of the time. The use of such approaches based on historical data is often done when the models of the nominal behaviour and the faulty behaviour of the system are not available. Even when these models exist, the diagnosis of multiple or unobservable faults remains a challenging task. Indeed, the diagnosis function include fault isolation (i.e. locate the fault) and fault identification (i.e. identify the fault type). The diagnosis occurs after fault detection. The detection tasks requires the system nominal behaviour model and the diagnosis requires the model of the faulty behaviour or the fault symptoms. In some cases, one symptom might be the result of two or many different faults and some symptoms or faults might be unobservable. In these cases the use of only process data may not be sufficient. Furthermore, certain faults on product should not be due to the production process but rather to transportation or storage processes. In addition, unobservable or multiple faults which cannot be identified with certainty based solely on process data, may be so by considering their potential effects on products. This is why it is necessary to adopt a comprehensive approach. In our work, the use of product parameter data in addition to those of the process parameter data for diagnosis of multiple and unobservable faults was addressed.
The diagnosis procedure of data-driven approaches include two steps: data acquisition and pre-processing, and decision making. We address in this work the decision making process by analyzing the collected data. We aim to diagnosis default at the parameters level. We would like also to give explanation of the conclusion of the method to the user. A lot of data-driven fault detection and diagnosis methods have been proposed. Among these methods, there are: Principal Components Analysis (PCA) 24, 25 , Clustering [26] [27] [28] [29] , Neural Networks 4, 30 and Bayesian Networks 17, 31, 32 . We compared the 4 previous methods in order to select the formalism to be used to model our diagnostic approach. Four comparative criteria were used: the consideration of uncertainties, the possibility of using both data and expert knowledge, the possibility for the user to know the existing causal relationships between the different parameters (semantic) and the resources needed to implement the method (time needed for modelling tasks, amount of memory consumed, necessary computing time,…) (see Table 1 ). Table 1 : Comparative analysis of data-driven fault detection and diagnosis methods ("-"= NO or NEGATIVE, "+" = YES or POSITIVE)
Methods

Consideration of uncertainties
Among the studied methods, the BN formalism is the only framework that explicitly incorporates uncertainties and allow to exploit both data and expert knowledge. The semantic of the BN makes it possible to understand the causal mechanism linking a symptom to its root cause. BN nonetheless requires more resources compared to the other methods. Bayesian theory has been chosen to set up our causal framework. The exploited data is obtained through a process and product traceability system.
According to ISO 9000: 2015, traceability is the "ability to trace the history, application or location of an object". Depending on the industry or the desired level of precision, the traced object may be a shipment (truck load, vessel, etc. ), a logistic unit (pallet, container, etc.), trade item (carton, bag, etc.) or a serialized trade item, the unitary traceability (consumer unit, one product, etc.) 33 . Generally, the traceability unit is a lot of trade items. A lot can be defined from different perspectives. From the perspective of production, a lot is a set of items considered homogeneous and produced in the same process or a series of processes. From a control point of view, a lot is a defined as quantity of a product or material accumulated under conditions considered uniform for sampling purposes 34 . This is the definition of lot of trade items. This level of detail is enough to have an accurate picture of the conditions of production for batch production but not for job production and flow production. For the latter two types of production, lot of trade items might not be homogeneous. In the case of a traceability by lot, when a non-quality requiring a recall for example is detected, the entire lot is recalled even in the case of a production that is not batch-type. Yet as we have explained above, items of the same lot of trade items may not be homogeneous with respect to certain production parameters. Thus, when a defect is detected on an article, it is not certain that all the other items from the same lot of trade items have the same defect. The unitary traceability, however, enables a serialized unique identification at the item level and allows to know accurately the process parameters values of each item. The principle of the unitary traceability is to identify each item individually by allocating to it a serial number. This identifier must be unique and accompany the article throughout its life cycle. The process parameters and life cycle events must be associated with each article through its identifier 35 . The knowledge of manufacturing conditions of each item through the process and product traceability will allow to better control the process and to react more quickly in case of non-compliance detection. The process parameters to trace are raw materials and ingredients used while making up the product, the transformation processes and distribution historical and location of the product after delivery. In addition to these process data, the product features should be recorded. The volume of data to collect (process and product data) and their diversity are very large. This data, which has the Big Data characteristics, requires dedicated resources and management tools. The processing of such data (validation, reconciliation, aggregation, disaggregation, etc.) presents some challenges 36 . The processing of the collected data for industrial diagnostics purposes is our aim in this research work.
Problem Statement and Proposed Approach
In this research work, we address product non-quality diagnosis produced by complex and challenging process industries. Let us consider the glass industry for illustrative purpose. The glass production process is mixed: the first steps are continuous and several discrete lines (from 4 to 8) then emerge from the continuous line. The physico-chemical processes that occur during the manufacture are difficult to model. High production rates (production order ~ up to 1 million bottles) and the large number of possible faults (~200) do not allow to detect all product defaults. In some industries, different articles are produced on the discrete lines. However, as these lines come from the same continuous line, the parameterization of a given line will depend on the production ongoing on the other lines.
If, in addition, there are frequent changes of production series, the process qualification became difficult to manage. If we consider 5 lines and 20 types of product, then 1, 860, 480 configurations have to be defined. Under the conditions set out above, the possibilities of using deterministic reliability engineering tools such as FMECA, cause-effect diagram and fault tree or model based diagnosis methods are very limited. The proposed approach in this work operate process and product traceability data to diagnosis product non-qualities. The aim is to improve responsiveness towards production hazards by detecting and correcting default root causes and managing produced noncompliant product by optimizing the withdrawal of defective products. Our approach consists in two steps and it is sketched in Fig. 1 : i) the causal model implementation / update and ii) the causal model use. For the first step, process and product historical data from different operational data bases are integrated in a traceability data warehouse. The data structure of this data warehouse should enable unitary backward and forward traceability and process default diagnosis. Then, based on traceability data, master data and expert knowledge, the causal model is implemented. The master data includes product definition (product parameter, manufacturing bill, equipment and material specification, etc.) data and production request (production rule and requirement). In order to integrate business rules and expert knowledge with data in the analysis process, Bayesian network (BN) formalism was chosen for our causal analysis framework. At one side, Bayesian networks allow to combine certain and uncertain knowledge while they allow to exploit both data and expertise on the other side. BNs reduce the combinatorial explosion in Big Data processing and allow a better exploitation of its potential. Thanks to the Bayes' theorem, the computational complexity of the joint probabilities is reduced. The BNs offer the possibility to integrate the expert knowledge thus making it possible to contextualize the data and improve the knowledge extracted. Bayesian Networks (BN) has been used for fault diagnosis and applied for various range of systems. For example, in 37 , BN are applied for fault detection and treatment in automated machines. In 19 , BN are applied for diagnosing the most probable cause of fault in the operation of fuel cells. The Bayesian probabilistic framework is suitable to address the uncertainty involved in the diagnosis process and especially in the case of root cause diagnosis for multiple-simultaneous faults 17, 31 . The uncertainty involved in the diagnosis process is managed by the probabilistic modelling and calculation of the Bayesian framework. To set up a Bayesian model, two elements have to be defined: the structure of the network (nodes and arcs) and the network parameters (conditional probabilities distribution). These two issues have been addressed. We have developed an algorithm for Bayesian network structure learning optimized for industrial diagnosis application in previous research 38 . The second step of our proposed approach consists in determining the root causes of a detected non-conformity by making a causal inference using the causal model. The PO (Production Order) reference is used to determine the traceability data to employ for the inference.
In our causal framework, we consider three types of variable: Product parameters, Process characteristics and Control variables.
Product parameters allow to detect nonconformities. These are product non-qualities observed directly or indirectly through their effects. A product nonconformity can be detected within the company which manufactures or manipulates it or by the end-user. The definition of a nonconformity may be vague and imprecise. It can be due to different factors (defaults). In the glass industry for example, a bottle leak (a nonconformity) may be cause by a chipped ring, a deformed ring, a cap default, a contents default, etc. The considered control variables in our framework are materials (raw materials and consumables) properties and machine parameters. They are considered as potential root causes. They are of different types: qualitative or quantitative, continuous or discrete. They can also be measured or estimated and certain or uncertain. A control variable may be Normal or Abnormal according to its value or state. The difficulty here is that the normal state of all the control variable are unknown and this normal state may change according to product type and production condition (configuration, production history, etc.). Our objective will therefore be to determine the control variables that correlate with a given product default. An expert will then analyses and validate the results achieved by the causal model. When a new causal link between control variable and default is confirmed, this new knowledge will enrich the causal model.
The setting up and exploitation of the diagnostic model require structured process and product data. Nowadays the collection and storage of data is no longer a problem in itself. In contrast, the transformation of data into knowledge still poses difficulties. In order to make collected data usable, actions needs to be conducted upstream on the data to collect, on how to collect and storage the data. By observing industrial practices, we found that traceability performed internally by different departments (manufacturing, maintenance, etc.) are managed separately and reconciliation are not made between them. Another observation we made is that there is no general rule on what data to collect especially for internal traceability. We have developed a data model for unitary traceability data. The data is aggregated by production order and concerned the whole production and distribution processes. The processes are divided into segments and for each segment, the data related to process and product are collected. This proposed data model allows to know the process parameters of manufacture of every item from historical time series data sets. This data model achieves the aggregation of data scattered throughout and outside the company. Analysis of this data allows to derive contextual and meaningful information.
Proposed Causal Bayesian Model
In this section, we describe our proposed probabilistic causal model using Bayesian Networks (BN). BN are graphical models for reasoning under uncertainty 39 . They allow to combine, on the one hand, certain and uncertain knowledge, on the other they allow to exploit both data and expertise. A BN is Directed Acyclic Graph (DAG) represented by the pair (V, E) where V is a set of vertices and E a set of directed edges connecting vertices. It is associated with each node marginal or conditional probability distribution table of the corresponding variable. The main purpose of our model is to determine the control variables that might be responsible for the detected nonconformity.
To set up a Bayesian model, two elements have to be defined: the structure of the network (nodes and arcs) and the network parameters (conditional probabilities distributions). We first present the construction of the model (structure and parameters) from the prior knowledge and historical data and then we explain the way our model can be used with traceability data.
Structure of our model
We have proposed 38 a structural building algorithm applied to industrial processes, the Causal Bayesian Networks Building (CNBN) algorithm. The CBNB algorithm differs from conventional algorithms which seeks to identify, for a given set of parameters and a dataset, one Bayesian network among all possible networks that fit best the dataset. CBNB incorporates expert knowledge in order to limit the combinatorial explosion and to enhance the quality of the built network. The CBNB algorithm has two phases: the allocation phase and the causal relationships learning phase. Expert knowledge is first used to allocate the system's variables to the predefined levels of causality and finally the data is employed to determine causal relationships between the system variables.
In the allocation phase, the variables are assigned to different levels of causality. These levels should then be ordered from the root level (consisting of root nodes) to leaf level (composed of leaf nodes). There can be one or more intermediate levels between these two extreme levels. A variable belonging to a given level is likely to directly influence one or more variables belonging to the consecutive lower level. Direct dependency relationships are not possible between nodes of non-consecutive levels. Levels must be homogeneous in terms of causality such that a variable cannot influence a variable with which it shares the same level of causality. We designate this particular network configuration by the cascade arrangement (c.f. Fig. 2 ). For causal Bayesian networks applied for industrial diagnostics, variables allocation into homogeneous causal levels and the prioritization of these levels can be set by an expert. We suggest in this case to structure the network in 3 levels: the root level, one intermediate level and the leaf level. Root level composed by control variables, the intermediate level constituted by process characteristics and leaf level formed by product parameters.
In the second phase of structural building algorithm, unitary traceability data is employed to determine causal relationships between the system variables. The CBNB algorithm is a polynomial time learning algorithm O (n2), where n << N (N = total number of variables) 38 .
Must of the published algorithm allow for expert knowledge to be incorporated. However, two moments when expert knowledge may be introduced have to be distinguished, namely 1) the algorithm development phase and 2) the algorithm use phase (see Fig. 3 ). In the first case, the expert knowledge is introduced in the use phase of a generic construction algorithm, on a case-by-case basis. The algorithm is designed to be used in different application domains. For a given domain, the algorithm allows to incorporate the expert knowledge of the domain in question. The advantage of these generic algorithms is that they can address several application domains. However, this approach requires the participation of the expert in each use of the algorithm. Almost all structure learning algorithms in the literature are generic and allow for expert knowledge to be incorporated in the use phase. For the second case, the expert knowledge is taken into account from the algorithm development phase. Expert knowledge of the concerned domain is employed in conjunction with the rules derived from one the construction approach to define the algorithm. The obtained construction algorithm is dedicated to a specific application domain and it is optimized for this domain. In theory, it cannot be used for another application domain. Our proposed structure building algorithm belong to this second case.
In order to complete the definition of the Bayesian network, we should determine the conditional (or marginal, for root nodes) probability distribution of each nodes.
Determination of our model's parameters
Let be the process variables vector defined by its features = ( 1 , 2 , … , ). is assume to be a random vector (in the sense of Bayesian theory) with the i th marginal.
We assume that the considered variables are mutually independent. Thus, the probability law of is the product of the marginal probability of the different .
Two cases can be distinguished:
 First case: the prior (unconditional) distribution of the variable is given. For example, the probability that a sensor is healthy or faulty. The given distribution is considered as the distribution of the corresponding node in the network.
 Second case: the variable is collected as value with uncertainty. This case requires further processing to determine prior distribution.
When the model's parameters have to be estimated, two approaches can be used. The first approach consists in using the frequentist and maximum likelihood estimator. The second alternative is the posterior distributions method also called the Bayesian approach. Posterior estimates are more robust than maximum likelihood estimate and fulfill the regularity conditions of model estimation and inference methods 40 .
Control variables or Root Causes.
For each control variable, we divide the value space into two regions: Normal (N) and Abnormal (AN). 
Product parameters and Process characteristics, intermediate and leaf nodes
For each node belonging to the intermediate or leaf level, its conditional probability table is learned from historical data and background knowledge. These probabilities are updated based on new data or knowledge acquired on the process. These updates may also suggest a change in the structure of the Bayesian network.
Use of the causal Bayesian model for diagnosis
In the previous two subsections we have addressed the Bayesian network construction. This Bayesian network models the causal relationships of the studied system. Its main use will consist in updating the prior belief and inference calculations (computing marginal probabilities) to find reasons of detected nonconformities. When a nonconformity is detected, this causal analysis model is used to found the root causes. From an evidence of the presence of a nonconformity, we search the parameters which are likely to be its causes. We do this by computing posteriori probability Pr of parameter variables X conditioning on evidence E through our model: Pr(X | E). This technique is known as inference or probabilistic reasoning or belief updating 40 . In general, probabilistic inference in Bayesian networks is NP-hard 39, 41 . Despite the potentially large size of this type of graph, this inference problem can be addressed by techniques that are custom tailored to particular inference queries 42 . This is what we did by proposing a diagnostic procedure using the Bayesian network. The diagram below ( Fig. 4) illustrates the proposed diagnosis procedure. This procedure uses inference results from the proposed causal Bayesian model. (1) Consider each product parameter value out of tolerance: We assume that the product fault is manifested by an abnormal change in one or more of its parameters. An abnormal value of a product parameter will serve as symptom to detect the dysfunction of the process.
(2) Consider the corresponding observation vector: In order to analyse this value of the product parameter which is out of tolerance, we consider the other observed values of the other parameters (product and process) belonging to the same observation vector.
(3) Calculate the probability of observing the values of intermediate nodes: This is the conditional probability of observing the values of the parent nodes of the node corresponding to the product parameter. Two cases can be distinguished:
 If all obtained values belong to the tolerance interval, then the parent nodes in the network cannot account for this symptom. Two cases are possible: either other parameters not taken into account in the network are the cause of this symptom or the observed values are incorrect. The procedure with the network in this case ends here.
 One or more of the obtained values do not belong to the tolerance interval, the procedure continues in this case.
(4) Consider the intermediate nodes for which the calculated values are out of tolerance:
We seek now to explain the deviation of the values of intermediate nodes.
(5) For each intermediate node out of tolerance, seek his parents that are out of tolerance: As in step 3, we look for the root nodes out of tolerance.
(6) Calculate the likelihood of root nodes out of tolerance: This is conditional probabilities of root nodes out of tolerance by conditioning on the value of the observed parameter.
(7) Consider the root nodes having the lowest probabilities: The process parameters of which the conditional probabilities are lowest are more likely to be abnormal. They should therefore be analyzed in priority to seek an explanation for the observed symptoms.
The use of the proposed diagnostic procedure is justified even when the nominal values of all variables are known and that all these variables are observable, which is rarely the case. Indeed, even in this ideal case, it is difficult to understand all existing causal relationships between variables. These relationships are often due to physical laws that are not modelled or difficult to calculate.
A concrete example of this diagnosis approach is provided in Section 7.
Once the root causes behind the nonconformity have been determined, a search in the traceability data is conducted to determine the duration of abnormal operation and then the other items likely to be noncompliant.
Determination of other noncompliant items
Once the detected default root causes are identified, a search in the traceability data can determine the duration of the abnormal operation period. The other products likely to be non-compliant are those manufactured during this period. They are identified by a forward and backward traceability process. We divide the manufacturing process into process segments. Each process segment receives inputs (raw materials, intermediate products, energy, etc.) and other ancillary inputs (consumables, etc.). Intermediate products _IP or final products _FP (for the last segment) are produced by each segment (see Fig. 5 ).
Fig. 5: Forward and backward traceability
To ensure end-to-end traceability, the intermediate product of a given segment which is used as input by the following segment has to be identified identically by the two segments. Two possibilities could be considered. The first and simplest one is to assign an identifier to the output. But in some situations this is not possible. Typically, this is when it is impossible to assign an identifier to the output or to read the assigned identifier. The second option consists in using the time parameter. For this, you need the release time of the intermediate product of the segment that produced it, the date of entry in the segment that uses it and the time taken between the two segments. If the traceability system allow to meet the conditions set out above, it will be possible for a given segment, to determine raw materials lots used, actual process parameters values and list of produced items at a given point in time.
Backward traceability: Starting from a finished product, the process parameters and inputs of the segment n are determined based on its identifier. The intermediate product used to produce this finished product is also identified. The data related to the segment n-1 to produce the intermediate product used by the segment n is considered. This procedure is repeated up to ultimate raw materials.
Forward traceability:
The production chain is browsed through from raw materials to finished product to determine items containing a given material or produced in specific conditions.
Traceability in continuous process industries is more challenging than for discrete processes. In order to identify the root cause of the detected fault and accurately determine the other articles likely to have the same defect, it is necessary to uniquely identify all the finished or semi-finished products and to know the date of passage to each process segment and the value of the process and product parameters at that moment for each finished or semi-finished product. We proposed for our glassmaker partner a breakdown of its production line into 6 process segments: Batch mixing, Melting, Delivery of molten glass,
Molding, Annealing and Coating. We then identified together the process parameters to be collected for each process segment (see Fig. 6 ). The construction and the different usages of the diagnostic model described above require structured unitary traceability data.
Proposed Unitary Traceability Data Model
Two types of traceability can be distinguished: tracking or forward traceability and tracing or backward traceability. Forward traceability is used to determine, for example, finished products containing a particular ingredient or having undergone a specific process. Backward traceability offers the possibility to identify suppliers and processes involved in producing a particular article 43 . As the aggregated level of traceability is not enough to have an accurate picture of the conditions of production for job production and flow production, we consider unitary traceability. This unitary traceability enables a serialized unique identification at the item level and allows to know accurately the process parameters values of each item.
Related works
A few data models dedicated to the unitary traceability have been published. Jansen-Vullers et al. 44 and Khabbazi et al. 45 propose traceability data models with some restrictions in terms of actual material and process data registration and unitary traceability capability. Indeed, the data model proposed in 44 is more suitable for material traceability, i.e. to determine the actual composition of produced goods in batch production. The traceability model developed in 45 is a lot-based level manufacturing proprieties traceability data model. The data model proposed in 43 has interesting features for unitary traceability but should be supplemented with additional features and data to achieve the purposes of this research work. Almost all of the analysed data models are dedicated to the management of the supply chain. The application areas targeted are often agriculture and livestock breeding sectors. For those who are dedicated to the manufacturing or the chemical industry, it is most often about material traceability where interest is focused on materials used in the process. The machine parameters or variables related to the environment are not clearly addressed.
Proposed data model for traceability
The properties that a good traceability system should have are 35 :
i) Ingredients and raw materials must be grouped into units having similar properties (notion of "Traceable Resource Units"), ii) Unique Identifiers must be assigned to these units, iii) Product and process properties must be recorded and either directly or indirectly linked to these identifiers and iv) An access mechanism to these properties must be defined.
Our proposed data model strives to meet the above conditions 46 .
The data needed for traceability is managed by disconnected transactional systems. Root cause search is very tedious in these conditions. Our aim is to integrate all the necessary data for causal analysis to determine root causes and to facilitate data exchange. In particular, we aim to determine precisely the related data to each manufactured item for each step of its manufacturing and distribution processes. For example, the data model should allow to answer questions like: what are the characteristics of the inputs used to produce a given item? And what were the values of the process parameters during its manufacture? Or what are the products that contain a given ingredient or produced in given conditions? In order to answer these specific questions, the data model of the warehouse has to be designed so that it enable a unitary traceability.
IEC 62264 47 standard provides objects models and attributes of manufacturing operations. The GS1 EPC (Electronic Product Code) Global standards 48 allow end-to-end product traceability along a supply chain. The proposed item-based traceability data model (see Fig.7 ) integrates models of IEC 62264 and EPC Global standards. In our proposed data model, the traceability data are organized by production order. We opted for the functional decomposition to describe the manufacturing process. The manufacturing process is broke down into functional segments called process segments. The production order data is made up of data related to different process segments. For each process segment, production data, material consumed actual and material produced actual are recorded. This data model is to be implemented by the traceability data warehouse for the decision support system. The historized data will serve as the basis for causal analysis in particular. Each process segment realize an observable or measurable added value. Thus, normal or abnormal operation of a segment can be estimated by the level of achievement of the added value. All equipment and material parameters required for the execution of the stage of the process corresponding to the considered segment should be recorded. The characteristics of the output (final or intermediate product) or any other parameter which enables to qualify the segment should also be recorded. Parameters should be recorded at regular time intervals. The process inputs and outputs must have a serialized unique identification (at lot or item level). The proposed model allows to know for each item, the process parameters of its manufacture.
Our Proposed Bayesian Network Model and Big Data Challenges
The data referred to in this research work is obtained through a process and product traceability system for glass making process. As mentioned earlier, the volume of data to collect (process and product data) and their diversity make that we consider them as Big Data. This data are very varied (process parameters, life cycle events, the product features, etc.) and is collected from different systems and databases (machines parameters databases, operators recording interface, etc.). For one bottle, about 1000 process parameters can be collected in the manufacturing phase and several hundred logistic events may occur during its life cycle. According to the European Container Glass Federation (FEVE), 75.9 billion units of glass packaging were produced in Europe in 2016 by its 60 corporate members belonging to approximately 20 independent corporate groups, averaging nearly 3.8 billion units by corporate 49 . The processing of Big Data (validation, reconciliation, aggregation, disaggregation, etc.) presents some challenges. To overcome these challenges, one should address the different aspects of Big Data, the most challenging of which are the size, variety and velocity.
Our proposed model in this paper address mainly the variety and size aspects:
 Variety aspect: The set up and usage of the diagnosis model require a structured process and product data. We have proposed a unitary traceability data model in order to classified process and product historical data collected from different operational data bases. However, due to the volume and complex structure of data to be archived and data processing requirements, their handling by traditional relational database management systems is impracticable. Another approach is therefore needed. NoSQL is one of the most popular proposed approaches to handle Big Data. Considering the Big Data modeling, NoSQL proposed 4 types of databases 50 : Key-value database, Document-oriented database, Wide-column (or column-family) database and Graph database (For further details about these types of database, the reader can refer to 51 ). In the main database, we propose to store the minimum data allowing on the one hand to know the production order of an article from its serial number and, on the other hand, to retrieve the corresponding process and product data necessary for the diagnostic procedure in case of non-compliance detection.
The transactional data will therefore remain in the operational databases and master data of Production Orders (PO) will be stored in the main database. When a given PO is concerned by the diagnostic procedure, the corresponding transactional data will be retrieved from operational databases using the proposed data model shown in Figure 7 . Key-value database was adapted to store the PO master data. The proposed model is presented in Figure 8 . o Structure: In the definition of the BN structure, we can act on 2 levers to face the size aspect of Big Data Challenges: the structure learning algorithm by to building scalable learning algorithm and the leaning process by designing a distributed learning process. The proposed CBNB algorithm is a polynomial time learning algorithm. It complexity is O (n2), where n << N (N = total number of variables). By way of comparison, the complexity of the MMHC algorithm 53 which is able to scale up to thousands of variables, is O (N 2 . PC l+1 ), where PC is the largest set of parents and children over all variables in N and l is the maximum size of the conditioning subsets. When a structure of a BN is defined, it is used several times to make inference before a possible update.
o Inference: we have proposed a custom tailored inference process to achieve the diagnostic procedure using the system Bayesian network model (see 4.3 and 4.4). The diagnostic procedure can be performed in a batch-oriented processing approach. Consider the proposed diagnosis procedure (Fig. 4.) . From step 3 to step 7, all the calculation and analysis can executed in parallel by selecting the appropriate data for each node based on MapReduce 54 and splitting data in a distributed computing environments.
Case Study and Proof of Concept
Our contribution in this work was developing a data-based diagnosis model applicable to complex manufacturing industries with large amounts of data considered as "Big Data". In order to validate our proposed approach, 2 elements must be proven: the ability of the developed framework to make an accurate diagnosis and its capacity to deal with "Big Data".
In Section 6 (Proposed Bayesian Network Model and Big Data Challenges), we have shown how we address challenges raised by "Big data", especially variety and size challenges.
To verify the accuracy of the diagnosis realized by our model, we need a case study for which we know the real cause of each default tested. Since the real causal links between process parameters and faults are unknown for the real system we are addressing by our model, we based our decision on a well-established benchmark process, the Tennessee Eastman (TE) process for which we know the true default for each dataset. This help us to verify and validate our approach and algorithms. This benchmark is small compared to the system for which the proposed diagnosis model is intended. The choice of this benchmark is justified by the fact that it allows us to assess the capacity of our model to realize a correct diagnosis. As we know the true default for each dataset, we can thus compare the diagnosis provided by our model and the real root cause. The TE process is a real process widely accepted as benchmark for fault detection and diagnosis methods. A complete description of this process can be found in 55 .
The process can be decomposed into five process segments: The process leads to two products (G and H) and a by-product F from four reactants (A, C, D and E) and an inert, a non-reactant (B). The flow diagram of the process is depicted in Fig. 9 .
22 Fig. 9 : The Tennessee Eastman process 41 variables was collected from the process including 22 continuous process measurements and 19 sampled process measurements (see Tables 5 and 6 of 55 ). 21 process faults was defined (see Table 5 in Appendix). These 41 observed process parameters will be considered for the construction of the diagnosis model.
The dataset used in this case study is generated from a simulation described in 56 . This dataset was downloaded from 57 . It is composed of: This case study has been carried out using the bnlearn package for R. The model building (structure and parameters) and usage (inferences) were performed with this package.
The tests were conducted on PC Intel (R) Core (TM) i5-3340 M CPU @2.70GHz 2.7 GHz, 4Go RAM running Windows 7 Professional.
The TE process diagnosis model structure
We apply our diagnosis approach on the TE process in order to detect and diagnosis any deviation from quality objectives set. This will be done by monitoring stream 11 (product). The first step of the approach is the allocation of the system's variables to the different levels of causality. This is where the expert knowledge of the system is integrated in order to reduce the complexity of the learning algorithm.
We consider observable variables whose values over time are collected (Tables 4 and 5 of  55 ). The construction and use phases of the system may suggest to exclude certain variables or on the contrary to include additional variables. Indeed, CBNB algorithm requires that nodes belonging to the same level should not be dependent. When two or more variables belonging to the same level are dependent, in this case we retain only one among them in order to respect the constraint on causal homogeneity of nodes belonging to the same level. In the use phase, when we cannot find a defect root causes, one explanation could be that the model is not complete and some variables are missing. It will be necessary in this case to collect additional variables. Among collected variables in this case study:
(1) The control variables XMEAS1, XMEAS2, XMEAS3, XMEAS4, XMEAS5, XMEAS9, XMEAS14 and XMEAS17 form the root nodes ( Table 2 ).
These variables are taken from the 12 manipulated variables ( Table 3 of 55 ) . Among these 12 variables, we exclude:
 Unobserved variables: XMV (11) and XMV (12)  Variables that do not have any impact on the characteristics of the finished product: XMV (6), XMV (9) .
For some manipulated variables of which the manipulated variable is not observed, we considered an observed value that can be considered as a direct consequence of that manipulated variable: XMEAS(9) for XMV (10) and XMEAS(5) for XMV (5) .
(2) The variables which characterize the production system form intermediate layer (Table 3 ). These are : XMEAS (7), XMEAS (10) (3) Finally, product analysis measurements (XMEAS37-XMEAS41) are considered as leaf nodes (Table 4 ). Some lessons can be drawn from this graph. For example, process parameter XMEAS12 (Separator level) and XMEAS7 (Reactor pressure) do not have any impact on products characteristics. Product parameter XMEAS37 (Component D) is impacted solely by the process segments outputs characteristics XMEAS27 (Component E) and XMEAS22 (Separator cooling water outlet temperature). XMEAS24 (Component B) impact only parameter XMEAS39 (Component F) .We can also verify expert knowledge. For example, in the TEP process, it is known that component G is highly sensitive to temperature because the reaction to produce G has a higher activation energy 55 . To check that, we verify whether there is a path between process parameters XMEAS9 (Reactor temperature) and product parameter XMEAS40 (Component G). The following are the finding obtained.
> path (TEP_Model_Structure, from="XMEAS9", to="XMEAS40")
In order to represent quantitatively the behaviour of the variables and their relative dependencies, we need to specify their parameters (probability distributions).
The TE process diagnosis model parameters
The network parameters were learned from the normal operation training dataset. The bnlearn function bn.fit was used to fit the parameters of the network. Two alternatives are possible: the maximum likelihood estimates and Bayesian Posterior estimates. At the time of this study, only the maximum likelihood estimator were implemented by bn.fit function for continuous data. Thus, the network parameters were learned using the maximum likelihood estimates.
Below we present the repartition of three variables as an illustration (Fig.12 ). The Gaussian distribution parameters (mean and standard deviation) of all the model variables can be found in Appendix (Table 6 -8) .
As we can notice in the Table 6 (Appendix), the mean value of root nodes, i.e. nodes without any parent are given by a real value and intermediate and leaf nodes mean values are expressed as a function of parent nodes. For XMEAS37 for example, the mean value is: 4.545812e-02 -4.089572e-05 * XMEAS22 + -1.338949e-03 * XMEAS27. By replacing the parent variables by their base case value, the obtained result is close to the base case value of variable XMEAS37. In general, the mean value of the leaned distribution are practically all equal to the base case value of the variable.
The model usage (inference)
Once the definition of the Bayesian network is completed (structure and parameters), several uses are conceivable. It can be used both for detection and diagnosis purposes. Below are some of potential uses for the obtained Bayesian model.
For each observation corresponding to one vector in the dataset, we can calculate the density value for the observed value for each variable of interest. The variable whose density is very low compared to the base case density are considered doubtful. Thresholds should be defined. One or many observed values can be tested to see whether they are plausible and consistent with normal operation. The use in diagnosis mode would consist, for example, in determining abnormal process parameter (root causes) when we have an evidence about the nonconformity of a product parameter. This latter case, which is the focus of this work, is illustrated below by an example.
Let consider dataset "d06_te" corresponding to testing dataset for process fault IDV (6), A feed loss. The product parameters during this experience are depicted in Fig.13 . We calculate their values using the model with observed value. By reasoning as above, it can found that XMEAS21, XMEAS10, XMEAS16, XMEAS25 and XMEAS29 are outside of tolerance.
The root nodes impacting these intermediate nodes are XMEAS1, XMEAS2, XMEAS3, XMEAS4, XMEAS5, XMEAS9, XMEAS14 and XMEAS17
Among these variables, the following are out of tolerance: XMEAS1, XMEAS2, XMEAS3, XMEAS4, XMEAS9 and XMEAS17.
In order to enhance the diagnosis, let calculate the conditional probability of these variable.
In R, this is done by employing the cpquery function. The parameters for whose conditional probability are not null may be disregarded. The remaining parameters will be considered for further investigation by expert. In this case, the parameters to analyze for root causes search will be XMEAS1 and XMEAS3.
According to these results, the root causes of the detected defect are parameters XMEAS1 and XMEAS3. This diagnosis should be confirmed by an expert who will analyse these two parameters. The proposed diagnostic procedure allows to identify the most likely parameters to cause the default. It directs the expert to the most likely causes and facilitates his work.
As we know the process default in this case, we can confirm the presence of A feed loss (XMEAS1) and its consequences on the other parameters. The presence of XMEAS3 among potential cause of the deviation of the characteristic is due to the fact that the feed E loss (XMEAS3) also causes the deviation of parameter H (XMEAS41). Indeed, the realisation of H involves A and E (see equation of product 2 from 55 ).
Data-based methods are effective in fault detection even if they produce relatively more false alarms compared to the other methods. Yin et al 58 compared basic data-driven methods for fault diagnosis and process monitoring including different variants of PCA (Principal Component Analysis) and PLS (Partial Least Squares) applied to the Tennessee Eastman benchmark. Authors considered 2 comparison criteria: fault detection rate (FDR) and false alarm rate (FAR). All tested methods in this study obtained a FDR of 100% for IDV (6) . Obtained FAR range from 1.5% to nearly 20%.
In addition to the high rate of false alarms, the other weak point of these basic data-based methods is that they do not allow to diagnose detected faults especially in case of multiple defaults 59 .
Conclusion
In this paper, we address the challenging problem of diagnosis in complex industrial systems. A data-driven approach using industrial big data is proposed. In order to perform accurate diagnoses for job production and flow production, unitary traceability data is considered. First, a diagnosis framework based on Bayesian theory is developed using data and expert knowledge. The Bayesian Network formalism explicitly incorporates uncertainties and allow to exploit both data and expert knowledge. The semantic of the Bayesian Network makes it possible to understand the causal mechanism linking a symptom to its root cause. The definition of both structure and parameters of the Bayesian network is described. Then, a data model for the traceability data warehouse allowing forward and backward traceability is proposed. Finally, we validate our approach on an industrial benchmark, the Tennessee Eastman (TE) process. We have demonstrated through this study the ability of our proposed approach to identify precisely the root causes of a detected product nonconformity. The proposed approach is able to diagnosis multiple faults. The causal Bayesian model learns the causal relationships between symptoms and potential causes from the historical data of the system. In some cases, a symptom may be due to several possible causes (simultaneous or multiple faults). In this case, depending on the configuration (values taken by the different parameters), a given cause may be more likely than another for the symptom. For a given symptom, our diagnosis model is capable of providing all the potential causes and corresponding probabilities. These probabilities indicate the most probable causes for the observed symptom. This allows to prioritize the potential causes and check first the most likely causes. Step IDV (2) B composition, A/C ratio constant (stream 4)
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