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Free surface flow problems including mixing processes in
dam break flows and wave breaking phenomena are char-
acterized by large deformation of the free surface. As such,
they cannot be easily investigated by analytical and numeri-
calmeshbasedmodels. In this paper a newmethod called un-
smoothed particle hydrodynamics (SPH-i ) solver is tested
to study howwell it can capture wave breaking andmixing
of water bodies in 2D dam-break flows over wet beds. The
model captures the breaking andmixing processes relatively
well when compared against experimental results. There-
fore, it can be inferred that the capability of the proposed
model to predict the development and evolution of breaking
waves as well as the interface at the water-water interface
in dam-breakmixing processes has been demonstrated.
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1 | INTRODUCTION
Simulation of free surface flow problems with large deformation remains a challenging task in computational fluid
dynamics (CFD). This is particularly difficult for mesh based models since a fixed mesh inadequate, adaptive mesh
refinement becomes anecessity. Furthermore, it is difficult to develophighly efficient free-surface tracking algorithms. A
method that overcomes this problems is called smoothed particle hydrodynamics (SPH). Themethodwas independently
developed by Lucy [1] andGingold andMonaghan [2] for astrophysical problems. Themethodwas later extended to
∗Equally contributing authors.
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2 KALALE CHOLA ET AL.
study continuumfluid and solidmechanics byMonaghan [3, 4]. Since then several versions of the SPHmethod have been
proposed [5, 6] to address aspects of themethod ranging from stability, accuracy [7], consistency [8] and convergence
[9].
Recent research has shown that SPH has tremendous potential in the simulation of multiphase flows and fluid-
structure interaction problems [10, 11, 12, 13]. As themethodmatures into a standard CFD approach, several studies
have demonstrated that SPH can handle free-surface, multi-phase, fluid structure and problemswithmoving boundaries
with relatively good accuracy.
A particularly interesting benchmark problem for investigating rapid and interfacial flows is the dam-break flow
over dry and wet beds. This is a complex flow phenomena that involves the formation of shock waves due to step
changes at the initial water level. Owing to its Lagrangian nature, the SPHmethod can handle this problem in both
two-dimensional and three-dimensional configurations. Dam-break flows over dry beds [4] and their interaction with
structures were successfully demonstrated [14, 15, 16]. The mixing process arising from the dam-break over wet
beds is a much more complicated process that involves the formation of breaking waves and has been studied both
experimentally and in [17]. Understanding themixing process has both theoretical and practical significance in water
and environmental engineering in predicting the the impact of floods on the ecosystem and structures. The SPHmethod
has further been successfully applied to the simulation of breaking water waves andwave-body interaction problems
[15, 10, 18, 19, 20].
In this paper numerical modeling of dam-break flow over dry andwet beds and breaking waves will be performed.
Emphasis is placed on the capability of the proposed SPH-i [21, 22] to capture themixing process, along with the pre-
and post-wave breaking phenomena. Unlikemeshmethods, due to its Lagrangian nature, it is a robust method as no
free-surface tracking for imposing the dynamic free surface boundary condition is required. Thus the evolution of the
interface andmixing processes can be easily handled.
2 | THE SPH- i MODEL
We have proposed an SPH model called SPH-i that implicitly models turbulence and is a high order model. For the
reader, full details about model development and theory can be found in [21, 22]. Unlike standard SPHmodels which
involves only a filtering or convolution process, the SPH-i models inolves both a filter/convolution process and a
de-filtering/deconvolution process.
To study hydrodynamics of a system, we generally start with the Lagrangian formof the compressibleNavier-Stokes
equations (CNSEs) for a continuum.
dρ
d t
= −ρupnabla · u (1)
ρ
du
d t
= −upnablap + upnabla · σ + ρb (2)
κs
dp
d t
= −upnabla · u + γαupnabla · (κsupnablap) − αupnabla ·
(
1
ρ
upnablaρ
)
+
αβ
k
Φ (3)
with fluid velocity u, fluid mass-density ρ , fluid pressure p , viscous stress tensor σ , viscous dissipation Φ = σ : upnablau,
thermal diffusivity α , volumetric thermal expansivity β , thermal conductivity k , adiabatic index γ = cp/cv = KS /KT ,
adiabatic incompressibility modulus KS , isothermal incompressible modulus KT , specific heat capacity at constant
pressure cp , specific heat capacity at constant volume cv . For water and air, γ is 7.0 and 1.4 respectively. We further
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assume that the adiabatic incompressibility modulus varies linearly with pressure so that
KS = KS ,0 + p ≡ 1
κs
(4)
For an ideal gas, it then follows that KS is given by,
KS = γKT = −γv
(
∂p
∂v
)
T
= γp (5)
meaning that for an ideal gas, KS ,0 = 0. For gases and liquids in general, we have that the incompressibility modulus
under standard conditions KS ,0 is related to the standard speed of sound c0 as KS ,0 = ρ0c20 .
For a Newtonian fluid, the Cauchy stress tensor τ can be expressed in terms of a deviatoric stress and a normal
stress as
τ = −p1 + σ = −p1 + νρ(upnablau + upnablauT − 2d upnabla · u1) (6)
where ν is the kinematic viscosity and d is the space dimension. Note that the Stokes hypothesis for a zero bulk viscosity
has been assumed for simplicity. The PDEs (1), (2) (3) are valid over a continuumwhere the turbulent field {ρ, p, u} is
assumed to be sufficiently smooth and continuous.
2.1 | Filtering Process
The convolution or filtering problem can be stated formally as: Given the continuum field{ρ(r), p(r), u(r)} defined
on a domain Ω, compute local approximations {〈ρh (r)〉, 〈ph (r)〉 ,˜uh (r)} which faithfully represent the behavior of the
continuum field on scales above some, user defined, filter length (here denoted h) andwhich truncates scales smaller
than O(h).
The filtering procedure is chosen so as to derive a filtered form of the compressible Navier-Stokes equations
(CNSEs) that are consistent with the explicit LESmodel. This is defined as the filtering integral transform (FIT) and its
application to the CNSEs is discussed in [21].
LetΩh (r) be a locally compact space within the fluid domainΩ. Then the filteredmass density, momentum density
and pressure are given by the FIT; for eachwh ∈ C∞c (Ωh )
〈ρh (r)〉 =
∫
Ωh (r)
ρ(r′)wh (r − r′)d νr′ (7)
〈ρh (r)〉u˜h (r) =
∫
Ωh (r)
ρ(r′)u(r′)wh (r − r′)d νr′ (8)
〈ph (r)〉 =
∫
Ωh (r)
p(r′)wh (r − r′)d νr′ (9)
The smoothed field {〈ρh (r)〉, 〈ph (r)〉, u˜h (r)} represents the interaction of fluid particles located at r, r′ ∈ Ωh (r).
Furthermore, the choice of the velocity smoothing here arises from the physical consideration that the smoothed
velocity u˜h := 〈Ph 〉/〈ρh 〉 where P is themomentum density.
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If the FIT is applied to (1), (2) and (3) we obtain the following set of filtered equations.
d
d t
〈ρh (r)〉 = −〈ρh (r)〉upnabla · u˜h (r) (10)
d
d t
〈ph (r)〉 = −〈KSupnabla · u,wh 〉 + γα 〈KSupnabla · (κsupnablap),wh 〉 (11)
〈ρh 〉 d
d t
u˜h = 〈upnabla · τ,wh 〉 − upnabla · 〈H
h
〉 + 〈ρh 〉b˜h (12)
d r
d t
= u˜h (r) (13)
where thematerial derivative after the filtering becomes
d
d t
=
∂
∂t
+ u˜h · upnabla (14)
The sub-particle stress (SPS) tensor arising from the filtering process is given by the following definition.
Application of the FIT is applied to the momentum equation introduces momentum transfer due to small scale
motion. The SPS represents the effect of the unresolved small scales on the local approximations. This is defined by the
following
〈H
h
(r)〉 =
∫
Ω(r)
ρ(r′)(u(r′) − u˜h (r)) ⊗ (u(r′) − u˜h (r))whdΩ(r′)
= 〈ρh (r)〉
((u ⊗ u)h (r) − u˜h (r) ⊗ u˜h (r)) by the FIT (15)
The main task now is to de-filter the filtered equations (10), (11), (12) and (13). To this end, an inverse filtering
procedure is necessary.
2.2 | De-filtering process
Consider afluid particle located at r andhas a test spaceΩh (r)within thefluid domainΩ. Given the locally averagedmass
density, momentum density and pressure on Ωh (r), we can reconstruct the continuum field by de-filtering the filtered
mass density, momentum density and pressure as defined by the FIT above. Mathematically, for eachwh ∈ C∞c (Ωh ),
there exists aϕh ∈ C∞c (Ωh ) such that
ρ(r) =
∫
Ωh (r)
〈ρh (r′)〉ϕh (r − r′)d νr′ (16)
ρ(r)u(r) =
∫
Ωh (r)
〈ρh (r′)〉u˜h (r′)ϕh (r − r′)d νr′ (17)
p(r) =
∫
Ωh (r)
〈ph (r′)〉ϕh (r − r′)d νr′ (18)
We then callwh as the convolution filter andϕh as the deconvolution filter.
The de-filtered SPH or SPH−i model for short, is a complete model resulting from the application of the DIT to
the filtered CNSEs. Unlike the SPHwhich uses the zeroth order deconvolutionmethod, SPH−i is based on the general
deconvolution method. The mathematical procedure is shown below; steps [1]∼[3] is the convolution operation on
the fields {ρ, p, u} to produce local approximations { 〈ρh 〉, 〈ph 〉, u˜h }. For completeness, in steps [4]∼[6] a deconvolution
operation is dynamically performed on the local approximations to reconstruct the original continuum field {ρ, p, u}.
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1. smoothedmass density
〈ρh (r)〉 =
∫
Ωh (r)
ρ(r′)wh (r − r′)d νr′
.
= ρ(r) −
∫
Ωh (r)
(
ρ(r) − ρ(r′))wh (r − r′)d νr′ (19)
2. smoothed pressure
〈ph (r)〉 =
∫
Ωh (r)
p(r′)wh (r − r′)dΩ(r′) (20)
.
= p(r) −
∫
Ωh (r)
(
p(r) − p(r′))wh (r − r′)d νr′ (21)
3. smoothed velocity
u˜h (r) = 1〈ρh (r)〉
∫
Ωh (r)
ρ(r′)u(r′)wh (r − r′)dΩ(r′) (22)
.
= u(r) − 1〈ρh (r)〉
∫
Ωh (r)
ρ(r′)(u(r) − u(r′))wh (r − r′)d νr′ (23)
4. de-filtered continuity equation
dρ
d t
= −ρD (u |ϕ) (24)
5. de-filtered pressure equation
κs (p) dp
d t
= −D (u |ϕ)
+ γαL(κs (p), p |ϕ) − αL
(
1
ρ
, ρ |ϕ
)
(25)
6. de-filteredmomentum equation
ρ
du
d t
= −G (p |ϕ) + D (µ,σ |ϕ) + ρb (26)
7. moving the un-smoothed particles
d r
d t
= u(r) (27)
where themomentum conserving operators are defined as follows.
G (p |ϕ) = upnablap =
∫
Ωh (r)
(
p(r)
ρ(r) 〈ρh (r′)〉 +
p(r′)
ρ(r′) 〈ρh (r)〉
)
upnablaϕhd
νr′ (28)
D (u |ϕ) = upnabla · u(r) = − 1
ρ(r)
∫
Ωh (r)
〈ρh (r′)〉
(u(r) − u˜h (r′)) · upnablaϕhd νr′ (29)
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D (µ,σ |ϕ) := upnabla · σ
=
∫
Ωh (r)
(
σ(r)
ρ(r) 〈ρh (r′)〉 +
σ(r′)
ρ(r′) 〈ρh (r)〉
)
· upnablaϕhd νr′ (30)
L(κs , p |ϕ) := upnabla · (κsupnablap)
=
1
2
∫
Ωh (r)
[(
〈κsh (r)〉 + 〈κsh (r′)〉
) (
p(r) − p(r′))
+
(
κs (r) + κs (r′)) ( 〈ph (r)〉 − 〈ph (r′)〉)] (r − r′) · upnablaϕh| |r − r′ | |2 d νr′ (31)
To get the discrete formswe just replace integrals by summations. The readermust also see that the differential
forms of the above are the original compressible Navier-Stokes equations.
For the work presented in this paper we choose the following convolution filter for stability reasons.
wh =
(
1 − q
2
4
)8 (
2048 − 3072q2 + 2816q4 − 1984q6
+ 1184q8 − 628q10 + 305q12
)
(32)
Its associated deconvolution filter onÒ2 is given by a truncated series as
ϕh,n (r − r′′) =
n∑
k=0
M˜k
h2k
(2k )!upnabla2kwh (r − r′′) ≡
n∑
k=0
fk (h)ψh,2k (r − r′′) (33)
which is a convergent series. Refer to [22] for full details about this model.
3 | MODEL VALIDATION
3.1 | Hydrostatic pressure in awater tank
The hydrostatic pressure problem is one of the fundamental benchmark test cases in SPH. Formany traditional SPH
approaches it is a challenging problem to obtain a stable, regularized pressure field [23, 24]. The set for this numerical
simulation is as shown in figure 1.
The numerical water tank has a square shape of side 1m. It is filled with fluid particles to a height of h0 = 0.3mand
a pressure probe point P is placed yp = 0.06mabove the bottom. With a zero reference pressure on the free surface,
the hydrostatic pressure at the probe point P is given by p = ρ0g (h0 − yp ) = 2354.4Pa. The initial particle spacing is
set at dx = dy = 0.01m so that the total number of fluid particles is N = 100 × 30 = 3000while the average number of
nearest neighbor is fixed at Nn = 19. The density is initialized to the rest value ρ0 = 1000Kgm−3 whereas the pressure
and velocity are initially set to zero. The compact support radius in units of h is then ξ = √Nn/4pi = 1.23. This results
from themass conservation law and details can be found in [6]. The smoothing length is thus h = ξ∆x = 0.0123m.
The solid boundary treatment is enforcedby theproposeddampedboundary forcemodelwith a damping coefficient
of k d = 0.10606Nsm−1 and a stiffness coefficient of k s = 0.06065Nm−1 for each particle. The thermal diffusivity and
kinematic viscosity were respectively α = 0.015m2s−1 and ν = 1.0 × 10−6m2s−1. A suitable time step for the time
integration was∆t = 1.0 × 10−5s
Figure 2 shows a snapshot of the pressure filed obtained by the SPH−i model at time t = 15s. In order to check
the long term numerical stability, the simulation was allowed to run for an extended time of t = 15s. It is observed that
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dx
L = 1m
H=
0.3
m
F IGURE 1 numerical water tank setup.
F IGURE 2 Snapshot of the pressure field at time t = 15s obtained by the SPH−i model.
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(a) Pressure time history (b) Total kinetic energy
F IGURE 3 Time history of the pressure at the probe point P (y = 0.06m) obtained by the SPH−i model in 3a. Here
3b is the total kinetic energy of the fluid.
(a) Pressure time history (b) Error
F IGURE 4 Time history of the pressure at the probe point P (y = 0.06m) obtained by the SPH−i model in 4a. Here
4b is the residual between the numerical and exact solutions.
SPH−i model gives a smooth pressure distribution.
A time history of the pressure at the probe point P is as shown infigure 3a and 4a. Initially there is a time lag of about
0.5s during which time gravity squeezes the fluid down. However, pressure gradients quickly build up, and together with
boundary forces counterbalances the gravitational push. Thus the fluid adjusts to a new equilibrium position through an
oscillation mode. The SPH−i models clearly preserves hydrostatic pressure equilibrium for long-time simulations as can
be seen in figure 4a. This also indicates that the diffusion terms in the pressure equation can effectively smooth out
numerical noise in the pressure field. Furthermore, the kinetic energy asymptotically decays to zero as shown in figure
3b. At finite times, however, the kinetic energy is small but non-zero. Therefore, the fluid particles will tend to oscillate
about their mean positions; consistent with a physical system.
In some SPH models the hydrostatic pressure profile slowly diverges from the numerical solution at long-time
simulation [23]. This is attributed to numerical diffusion in thosemodels. To ascertain the possibility of any instability
build-up due to numerical diffusion, the simulation was allowed to progress for amuch long time as shown in figure 4.
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W=1.6m
L = 2H
H=
0.3
m
P
F IGURE 5 Initial set up of the numerical dam break problem.
3.2 | Dambreak on a dry bed
The second validation test case that was considered in this work is the violent shallowwater breakingwave process
generated by a dam break in a finite domain. It is one of the fundamental benchmark problems in the numerical study of
free surface flows. The dam break flow is a highly nonlinear, complex phenomena that is characterized by large free
surface deformation, splash up andmultiple breaking events. Figure 5 shows a schematic diagram of the experiment
reported in [25] of which the experimental data was obtained fromChen et.al. [23]. This experiment has beenwidely
used in literature for numerical validations (refer to [26, 23, 27]) with comparisonsmade using various SPHmodels with
varying degrees of accuracy. As discussed in [27], the dam break problem has several characteristic features including;
(i) irrotational fluid deformation (ii) water impact on vertical wall, (iii) backward plunging jet formation, (iv) several
splashing cycles, (v) final sloshing flow regime, and (vi) adjustment to an hydrostatic equilibrium.
The computational domain is of widthW = 1.6mand the water column is initially set at L ×W = 0.6m × 0.3m. The
initial spacing between fluid particles is dr = 0.002m and in total N = 45, 000 particles were used in the simulation.
The average number of near neighbors was fixed at 91; chosen so as tominimize numerical dissipation attributable to
filtering/de-filtering processes. The compact support radius in units of h is then ξ = √Nn/4pi = 2.69. The smoothing
length is thush = ξ∆x = 0.00538m. The sound speedwas reduced to cs = 10√2gH , thermal diffusivityα = 0.00015m2s−1
and kinematic viscosity ν = 1.0 × 10−6m2s−1 were used. To guarantee long term stability of the time integration a time
step of∆t = 1.0 × 10−5s was chosen. In the experiment a circularly shaped pressure gauge of diameter 9cm(≈ 0.15H )
located on the vertical wall with center at 0.267H above the deck as shown in figure 5was used to record the pressure
time history at the probe point P.
For this test case, the Reynolds number, Re = H√gH /ν, was 5.1 × 105 at a spatial resolutionH /dx = 150. For the
initial conditions on the field values, the fluid density was set to its rest value ρ0 = 1000Kgm−3 while the pressure and
velocity were all initialized to zero.
The time evolution of the dam break flow is depicted in figure 6 along with the associated turbulent kinetic energy
and turbulent dissipation rate. Initially the flow is practically uniform so that any turbulent fluctuations are negligibly
small as discussed in proposition [21]. Therefore, up until t = 0.425s both turbulent kinetic energy and the associated
turbulence dissipation rate are negligibly small except near solid boundaries (see figure 6a and 6h). After themoving
front hits andmomentarily interacts with the right wall, turbulent kinetic energy is gradually produced (see figure 6b)
and is quickly dissipated (see figures 6i). After impact with the right wall, a backward plunging jet is formed. As the
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(a) t = 0.425s
(b) t = 0.700s
(c) t = 1.100s
(d) t = 1.250s
(e) t = 1.550s
(f) t = 1.625s
(g) t = 2.275s
(h) t = 0.425s
(i) t = 0.700s
(j) t = 1.100s
(k) t = 1.250s
(l) t = 1.550s
(m) t = 1.625s
(n) t = 2.275s
F IGURE 6 Production and dissipation of turbulence in shallowwater breaking waves, Re = 5.1 × 105. Turbulent
kinetic energy (left) and turbulent dissipation rate (right) at seven time instants.
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F IGURE 7 Dam break flow and impact against a vertical wall.Top left: pressure evolution on the wall; free-surface
simulation by SPH−i and experimental data from [25]. Bottom: free surface-flow configurations corresponding to peaks
at t√g/H ' 6.16 and t√g/H ' 6.62 in the pressure evolution left and right respectively. Color: non-dimensional
pressure field P /ρgH at two time instants.
plunging jet impinges on the free surface, at t = 1.100s, significant turbulent kinetic energy is produced (see figure 6c)
and is quickly dissipated (see figure 6j). At times t = 1.550s and t = 1.625s, due to the collapse of entrapped cavities,
more turbulent kinetic energy is produced and quickly dissipated . For t > 1.625s small secondary splash-ups develop,
and finally flow enters a shallowwater sloshing regime.
The plots in figure 7 show pressure plots obtained numerically by SPH−i compared with experimental data [25]. As
intuitively expected [26], when themoving front hits the vertical wall on the right, an impulse in the pressure is recorded
at non-dimensional time t√g/H ' 2.4 and the numerical simulation by SPH−i recovers themeasurements relatively
well.
All free -surface flow simulations with SPH−i were single phase with density ratio ρY /ρX = 0. The entrapment of
air in the developing cavity as the plunging jet impinges on the interface introduces an air-pressure field that differs
from the free-surface case. Colagrossi and Landrini [26] performed numerical simulations with their free surface and
two-phase SPHmodels (see figure 8) and the free surface simulation by SPH−i is shown in figure 7.
Thebackwardplunging jet induces a secondpeak and in the experiment this occurs at t√g/H ' 5.8. This phenomena
corresponds to the formationof a closed cavity and is here discussedby thepressure contoursfigure8 for ρY /ρX = 0.001
and 0 (top-right and bottom-left plots, respectively) and in the case of the proposed SPH−i in figure 7 (top-right and
bottom-left plots, respectively). In the free surface cases, the air-cushion effect is not observedwhichmay account for
the delayed pressure rise in the free surface flow cases since there is a fast circulatory flow around the entrapped cavity
shown in the bottom-right plots of figures 8 and 7.
Figure 9a shows thewave front just before impact with the vertical wall. The angle between the free surface and
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F IGURE 8 Dam break flow and impact against a vertical wall.Top left: pressure evolution on the wall; solid line:
two-phase simulation; dashed line: free-surface simulation from [26];(•) experiments from [28]. Top right: air
water-flow configuration, ρY /ρX = 0.001, corresponding to the pressure peak A in the pressure evolution. Bottom: free
surface-flow configurations corresponding to peaks B and C in the pressure evolution left and right respectively.
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(a)
(b)
F IGURE 9 (9a):Fluid flow just before impact against the vertical wall. Particles are colored using themagnitude of
the velocity field. (9b):shows the time history of SPH−i pressure signals evaluated at the probe point P0.
the bottom boundary is small ∼ 10◦. For such small angles, an asymptotic solution based on linear wave theory [? ] can
be used for validation. The wave front moves with a velocity of aboutUmax = 1.95√gH , themaximum pressure peak
predicted by this theory is Pmax = 0.7ρ0U 2max = 2.67ρ0gH . To compare this value with the SPH−i , a pressure probe P0
was placed at the bottom corner on the right wall. Figure 9b shows the pressure time history obtained from the SPH−i
model. It is clear that themaximum pressure computed from the SPH−i model is very close to the asymptotic solution.
4 | MODEL APPLICATIONS
4.1 | Periodic wave breaking on a plane slope
Modeling of breaking waves is an important topic in coastal andmarine engineering; understanding the energetics of
breaking waves is fundamental to predicting the damage caused by breaking waves, tsunamis etc.
The type of wave profile converter that is proposed in this project is a rotating propeller that converts wave energy
into rotational energy. A number of these rotating propellers are placed in the surf zone, near the wave breaking
point. The fast forward current flow around thewave crest collides with wave energy converters (WECs), making the
propellers to rotate for the duration of wave breaking. Once thewave crest has passed, the propellers stop rotating
until the next breaking wave arrives and so the generated electric power is pulsed. Under the uniform flow assumption,
the accessible power of water within the plunging jet can be approximated by using the equation below.
P =
1
2
ρSu¯3 (34)
where ρ = 1000Kgm−3 is water density, S is the surface area swept through by the propellers and u¯ is the mean velocity
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F IGURE 10 Wave Power Plant. Credit tomy supervisor prof.Shintake for the schematic.
of water. One characteristic feature of equation(34) is that wave power is proportional to the cube of fluid velocity in a
way similar to wind power. Since water has a high density, highwave power can be extracted especially with the fast
flow around the crest.
The generated unregulated AC power is rectified into DC power which is then temporarily stored in a super-
capacitor bank. By further converting the DC power into AC power using power inverters, the stabilized AC line power is
fed into the power grid. The power inverters offer dynamic reactive power control that helpsmaintain the reliability
and integrity of the electric power grid. Regardless of whether there are oceanwaves or not the power inverters will
provide reactive power continuously. Therefore, installing these inverters on our small scale renewable energy storage
systemwill improve voltage regulation.
Standard SPH is conceptually based on the same principle as explicit LES and therefore turbulence modeling is
required. Turbulencemodeling is of particular concern inmodeling breaking wave phenomena. The first turbulence
model for SPH was proposed by Gotoh [29]. Lo and Shao [30] first developed an ISPH-LES model while Dalrymple
and Rogers[10][31] further employed the SPH for breaking waves on a beach. A comprehensive review of the various
turbulent models developed for SPHwas conducted by Issa and Violeau [11]. They found the results to be generally
satisfactory and that improvements are necessary by investigating the free-surface influence andwall conditions. Shao
and Changming [32] devised a 2D SPH-LES model to investigate plunging waves. With their model they found the
computations to be in good agreement with documented data. The computed turbulence quantities under breaking
waves agreed better with experiments when compared with k − models. An important observation arising from their
work is that both the turbulencemodel and the spatial resolution play a fundamental role in themodel predictions; with
sub-particle effects becoming less significant with particle refinement.
To study thewave breaking phenomena, the SPH-i model developed in this work will be used. Comparisons with
experimental data will bemade.
When waves propagate in shallow water, they are influenced by shoaling effects due to the increase in wave
height as water depth decreases. To investigate the breaking process, the experimental data from [33] will be used for
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F IGURE 11 Schematic diagram of experimental set-up courtesy ofMahmoudi et.al [33]
TABLE 1 Wave breaker classification
Breaker type ξ0-Range ξb -Range
collapsing ξ0 > 3.3 ξb > 2.0
plunging 0.5 < ξ0 < 3.3 0.4 < ξb < 2.0
spilling ξ0 < 0.5 ξb < 0.4
benchmarking. In their experiment thewave propagation breaking process was recorded using a high speed camera
placed normal to the glass walls of the wave flume. A schematic of the experiment set-up is shown figure 11. whereH0
is the wave height in deep water, Hb is the wave height at the break point i.e. edge of the surf zone and (ξ0, ξb ) is the
iribarren number.
There are three types of breaking waves; spilling, plunging and surging. The iribarren number, defined below, is
used for classifying the breaking waves. These are summarized in table 1. In this research plunging and spilling cases of
periodic waves breaking on a plane slopewere simulated. The initial particle water depth h0 = 0.2mwas used in all cases.
The initial particle spacing was dx = dy = 0.005m leading to a total number of fluid particles N = 27, 160. The average
number of near neighbors was fixed at 91; chosen so as tominimize numerical dissipation attributable to filtering/de-
filtering processes. The compact support radius in units of h is then ξ = √Nn/4pi = 2.69. The smoothing length is thus
h = ξ∆x = 0.00538m.The stiffness and damping constants were fixed at k s = 0.00589Nm−1 and k d = 00002912Nsm−1.
ξ0 =
tanα√
H0/L0
or ξb = tanα√
Hb/L0
(35)
In SPH, there are two types of wavemakers are generally used; piston-type and flap-type. The piston wavemaker is
used in this thesis. It is represented by a vertical column of boundary particle whose horizontal displacement, according
TABLE 2 Parameter set-up for breaking wave test cases
Simulation case Wave height Wave period Stroke Average Power
case 1 0.0664 1.8 0.127 6.81
case 2 0.0758 2.7 0.224 9.52
case 3 0.07 1.14 0.08 6.25
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to linear wave theory, is given by
x (t ) = S
2
sin(ωt ) (36)
where S is called the stroke i.e. the amplitude of the paddle oscillation. The oscillation frequency of the piston should be
identical to the frequency of the generatedwaves. This type of wavemaker will generate a wave of heightH provided
that the stroke andwave height satisfy the following relation
H
S
= 2
cosh(2kh0) − 1
sinh(2kh0) + 2kh0 (37)
which is the transfer function of the wave paddle. Here h0 is the local fluid depth at the wavemaker or deep water depth.
Fenton andMcKee [34] derived an approximate equation for computing the wavelength of the generated waves
L = L0
(
tanh
(
2pih0
L0
) 3
4 ) 23
L0 =
gT 2
2pi
(38)
in which L0 is the deepwater wavelength and L is the shallowwater wavelength. From extended practical experience
with this project, it was found that the paddle motion given by (36) could not lead to very stable simulations results.
Therefore, for all test cases presented in this thesis the paddle motion was enforced according to the following
x (t ) = S
2
(
1 − cos(ωt )
)
(39)
By prescribing {T, h0,H}, the wavemaker can be setup by solving equations (38), (37) and (39). The speed of sound
for determining the incompressibility modulus is obtained by c0 = 10√gh0 and the kinematic viscosity is taken as
ν = 1.0 × 10−6m2/s, thermal diffusivity ν = 0.015m2/s and adiabatic index γ = 7.
Figures 12 and 12 illustrates the plunging and splash-up processes of a periodic breaking wave whose physical
parameters are respectively specified by case 1 and case 2 given in table 2. On the right-hand side are the snapshots
taken using a high speed camera during laboratory experiments conducted byMahmoudi et. al [33] while the SPH-i
results are shown on the left hand side.
Whenwaves propagate on a slope,wave shoaling occurs due todecreasedwater depth. Thewave front continuously
steepens until breaking occurs. As thewave propagates with phase velocity vp = √gH , until breaking whenwhen the
fluid velocity | |u | | exceeds the phase velocity i.e. | |u | | ≥ vp .
The comparison between experimental and SPH-i results shows that the SPH-i model was able to successfully
simulate the plunging breaking wave. In the initial set up of the breaker figures (12b),(12d) and (12f) is the on-set of
turbulence. As the plunging jet hits the water surface, a splash-up process is generated; this leads to the formation of a
turbulent bore that propagates towards the shore. This process is associated with high shear stress generated around
the point of impact hence high turbulent kinetic energy is generated. Furthermore, as thewave undergoes breaking
the kinetic energy of the fluid increases (see figure 12). It is this increase in kinetic energy that can be used to harness
energy from the breaking wave.
The average power required to generate the waves for case 1, as shown in table 2 is 6.81W. Using equation (44), the
instantaneous power delivered to the fluid bodywas computed and is shown in figure 14.
The instantaneous power is a sinusoidal signal with period ofT = 1.8s and amplitude of about Pm = 10W. Further-
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(a) (b) t = 12.28s
(c) (d) t = 12.44s
(e) (f) t = 12.48s
(g) (h) t = 12.56s
(i) (j) t = 12.68s
(k) (l) t = 12.80s
F IGURE 12 Dissipation for a shallowwater breaking wave. Kinetic energy density at eight time instants for case 1.
18 KALALE CHOLA ET AL.
(a) (b) t = 14.80s
(c) (d) t = 14.88s
(e) (f) t = 14.92s
(g) (h) t = 15.36s
F IGURE 13 Dissipation for a shallowwater breaking wave. Kinetic energy density at four time instants for case 2.
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F IGURE 14 Instantaneous power delivered to fluid bodyΩ
more the average power over each half cycle can be computed as
P i = 2
T
∫ T
2
0
Pm sin
(
2pi
T
t
)
d t (40)
≈ 6.37W
which comparedwell with the value given in table 2
4.1.1 | Turbulent production and dissipation of breakingwaves
During the wave breaking process, wave power is dissipated due to various mechanisms including (i) turbulent dissipa-
tion (ii) viscous dissipation and (iii) boundary dissipation. The density weighted turbulent kinetic energy k˜h is defined to
be half the trace of the SGS tensor (15) and is thus
〈ρh (r)〉k˜h (r) := 1
2
tr
(
〈H
h
(r)〉)
=
1
2
∫
Ω(r)
ρ(r′) | |u˜h (r) − u(r′) | |2whdΩ(r′) (41)
It is the locally averaged kinetic energy per unit mass of the fluctuating velocity field.
By direct filtering of the energy conservation law (3), a sub-grid term called density weighted turbulent dissipation
rate appears in the filtered energy balance equation. It is the rate at which turbulent kinetic energy is converted to
thermal internal energy of the system. This is defined as
〈ρh (r)〉ε˜h (r) =
∫
Ω(r)
ρ(r′)νσˆ
h
(r′) : upnabla′uˆh (r′)dΩ(r′) (42)
where νeff is the effective kinematic viscosity and the small-scale dissipation function is given as
νσˆ
h
(r) : upnablauˆh (r) = −
∫
Ω(r)
νeff
( 〈ρh (r′)〉
ρ(r) +
〈ρh (r)〉
ρ(r′)
)
| |u˜h (r) − u(r′) | |2 (r − r
′) · upnablaϕh
| |r − r′ | |2 dΩ(r
′) (43)
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F IGURE 15 Kinetic energy of breaking waves. Color: Specific kinetic energy of each particle 12 | |ui | |2 D∼ m2s−2 attime t = 5.68s.
F IGURE 16 Turbulent kinetic energy production of breaking waves. Color: density weighted turbulent kinetic
energy k˜h D∼ m2s−2 at time t = 5.68s.
It is important to note that the turbulent dissipation function satisfies the physical requirement that it be negative
definite i.e. ε˜h ≤ 0.
Figure 15 depicts periodic waves undergoing thewave breaking process on a plane slope and the associated specific
kinetic energy 12 | |ui | |2 of each fluid particle at time t = 5.68s. As the wave approaches the breaking point, fluid velocity
ui approaches and exceeds the phase velocity c = √gH . During this phase, the kinetic energy of the fluid increases,
particularly aroundplunging jet. During this energy transformation process, an increase in kinetic energy is accompanied
by an in increase in turbulent kinetic average k˜h given by equation (41), as shown in figure 16. However, as soon as the
turbulent kinetic energy is produced, it is quickly dissipated. Figure (17) shows the turbulent dissipation rate, computed
from equation (42). As the wave approaches the breaking point, some of the wave energy is transformed into turbulent
kinetic energy.
4.1.2 | Viscous dissipation of breakingwaves
Another important dissipationmechanism for a shallowwater breaking wave is viscous dissipation. Figure 18 shows
the time history of the power due to enstrophyPω and is associated to the vorticity. Until time t = 2.8s, the powerPω
is negligible. At the plunging jet closure t = 5.8s, as the intensity of the vorticity field increases, the power termPω is
no longer negligible. The power termPω attains its maximum value at the instant the plunging impinges on the free
surface, as the cavity collapses. The effect of air entrapment in these cavities would have an effect on the intensity of
the power dissipation and thus a two phasemodel must be considered for higher fidelity of the numerical solution.
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F IGURE 17 Turbulent dissipation dissipation of breaking waves. Color: density weighted local turbulent
dissipation rate average ε˜h D∼ m2s−1 at time t = 5.68s.
F IGURE 18 Viscous dissipation of shallow breaking waves. Time history of the powerPω .
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4.2 | Mechanical power delivered to the surf zone
In order to develop suitable engineering device for harnessing energy from breaking waves, it is important to study and
quantify the amount of power available. For an arbitrary fluid bodyΩ, the total power delivered to it can be computed
as
Pi n =
∫
Ω
ρb · udΩ +
∫
∂Ω
τ : u ⊗ nˆdS −
∫
∂Ω
q · nˆdS
=
∫
Ω
ρb · udΩ +
∫
Ω
upnabla ·
(
τ · u) dΩ + ∫
Ω
upnabla · (kupnablaT ) dΩ (44)
assuming Fourier’s heat conduction law q := −kupnablaT holds. A derivation of this follows from the laws of conservation of
energy andmomentum.
For free surface flows, the power due to viscous forces i.e. the second term in (44) is dominantly expended in the
formation of vortexmotion and by carefully decomposing this term, it can be shown to be given by
Pω = −2µ
∫
Ω
1
2
| |ω | |2dV (45)
whereω := upnabla× u is the vorticity vector. For applications in shallowwater, wave energy can be extracted from breaking
waves in the surf zone. Figure 19a shows a schematic diagram of the numerical wave flume for case 1. Amuch lower
resolution of dx = dy = 0.01mwas used as the initial particle spacing of fluid particles on a rectangular grid. In the
figure,Ω is the fluid domain whereasΩb is a control volume in the surf zone. The goal is to compute the instantaneous
powerP(Ω) andP(Ωb ) delivered to the fluid body and the control volume, respectively. Figure 19b shows a snapshot of
the wave prior to breaking. To compute the power transfer to the control volume, a particle identifierψ was defined: if a
fluid particles entersΩb then it attains amarker valueψ = 1 otherwise it will retain the initial value ofψ = 0. In figure
19b the fluid particles are colored using themarkerψ .
Figure 20 shows a plot of the instantaneous power termsP(Ω) andP(Ωb ) delivered to the fluid body Ω and the
control volumeΩb , respectively. Since thewaves are generated at a wave period ofT = 1.8s, the powerP(Ω)will be
also be delivered to the fluid bodyΩ at this same period. Furthermore, power pulses will be registered in the control
volume Ωb whenever a wave is incident onΩb . Hence, the control volume power pulseP(Ωb )will also have a period of
T = 1.8s as can be seen in figure 20.
Prior to breaking, dissipative mechanisms do not significantly dissipate wave power. However, during and after
the breaking process much of the wave power will be dissipated via several mechanisms. Similarly, the pulses of the
mechanical energy are registered is the control volumeΩb at the same period as the incomingwavesT = 1.8s. As the
waves approach the break point, kinetic energy increases and there is a fast forward current around the plunging jet.
Therefore, by placing a suitable wave energy converter (WEC) under a breaking wave, the wave powerP(Ωb ) can be
harnessed into electrical energy; directly in the case aWEC based on high efficiency blade technology.
4.3 | Effect of artificial wave breaker
Figure 22 shows the breaking wave test case 1with a smooth breaker inserted in the topography as shown. The effect
of the breaker on the wave breaking process is depicted in figure 23. Compared to the case with no breaker in the
topography (see figures 16, 17 and 18) the waves feel the effect of the bottom topography at a much earlier time.
Thus, the breaker tends to shift the breaking point away from the shore, as would be expected. The size of the breaker
obviously matters.
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(a)
(b)
F IGURE 19 (19a):Numerical simulation set up for case 1with fluid domainΩ and surf zone control volumeΩb .
(9b):shows the breaking wave at time t = 4.88s. Particles are colored using a tagψ = 1 if a fluid particle is inΩb and a tag
ofψ = 0 otherwise.
(a)
(b)
F IGURE 20 Instantaneous power for the breaking wave of case 1 at time t = 4.88s where 20a is SPH−i
instantaneous power and 20b is themodel fit usingMatlab’s fitting tools.
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F IGURE 21 Time history of the total kinetic energy E (Ω) and the kinetic energy E (Ωb ) of waves in the control
volumeΩb .
F IGURE 22 Simulation of case 1 with a smooth artificial breaker inserted in the topography. Particle color based on
particle type: 1 for fluid particle, 2 for fixed boundary particle, 3 for moving boundary particle, 4 for ghost particle and 5
for solid particles.
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(a) t = 4.252 (b) t = 4.452
(c) t = 4.652 (d) t = 4.752
(e) t = 4.802 (f) t = 5.02
F IGURE 23 Effect of an artificial smooth breaker. Color: kinetic energy density at six time instants for case 1.
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F IGURE 24 Schematic diagram of the experimental setup in [35]
4.4 | Mixing process in near-field dam-break flows
The next validation test case to be considered is the dissipation for a shallowwater breaking wave due to a dam break
process. This free surface flow problem is a standard benchmark test for numerical methods in CFD. It has significant
impact on ecosystems downstream andmay cause serious environmental damage due to the associated production
of (energetic) breaking waves and flooding [35]. The goal of this section is to study the mixing process set up by the
collapse of a dam onto a wet bed downstream. The proposed SPH−i model is applied with special attention paid to the
mixing process during the onset of a breaking wave.
Janosi [35] et.al. (2004) conducted experiments to study the interaction between two fluid bodies in a dam-break
process. The experimental setup comprises a long wave flume with a dam upstream and a wet bed downstream as
shown in figure 24. They also demonstrated that the flow is essentially two-dimensional and hence the effects of the
side walls are negligibly small.
To simulate this problem the above setup would be computationally expensive as the number of fluid particles
would be very large. As themaximum recorded time during the actual experiment was 0.6s, it was suggested in [36] to
use a shorter downstream channel of 2.5mand this would not have any adverse effects on the simulation results.
The SPH particles were placed on a rectangular grid with initial particle spacing ∆r = 0.002m and initial density
ρ0 = 1000Kgm−3 so that themass of each fluid particle wasm0 = 2Kgm−1. The average number of near neighbors was
fixed at 91; chosen so as tominimize numerical dissipation attributable to filtering/de-filtering processes. The compact
support radius in units of h is then ξ = √Nn/4pi = 2.69. The smoothing length is thus h = ξ∆x = 0.00538m. The thermal
time step dominated the choice of time step and was set at ∆t = 2.0 × 10−6s to guarantee stability of the numerical
solution. The pressure and velocity were all initialized to zero at the start of the simulation.
The gate separating the twowater bodies wasmodeled by a set of boundary particles using the viscously damped
boundary force model. The stiffness and damping coefficients were respectively set as k s = 0.000589Nm−1 and
k d = 0.002Nsm−1 for eachparticle. Thegatewasmovedat a constant speed tomimic the removal procedureemployed in
the physical experiment. Furthermore, the fluid bodies were distinguished by a assigning a flag of −1 to the downstream
particles and +1 for the upstream particles. This enables a clear detection of themixing interface whichmanifests as the
separation between the flagged particles.
In the first experiment the wet bed height is set at d = 0.015m. Figure 25 shows that the proposed SPH−i model is
able to successfully reproduce themixing patterns observed in the breaking wave propagation as the gate was gradually
moved up. As the gate starts to gradually move up, due to the higher hydrostatic pressure at the bottom, the upstream
fluid particles in the bottom are ejected towards the downstream. On the other hand the downstream fluid is still at
rest, hence blocking the approaching upstream fluid. Collision of themoving front with the resting fluid in the ambient
layer creates an upthrust in the form of a breaking wave, with free surface breaking occurring in both the forward
and reverse directions. The formation and evolution of the plunging jet is captured with reasonable accuracy when
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comparedwith snapshots from the experiment. At t = 0.1962s themixing interface is relatively vertical but it slowly
tilts towards the downstream direction as the breaking wave propagates downstream. The formation of the plunging
jet was first reported by Stansby et.al. [37].
effect of ambient layer:
the presence of a shallow ambient layer of fluid in the downstream channel has an important influence on the flow
behavior, even for a very small ambient depth d . The next experiment investigates the effect of thewet bed downstream
on theflowpropertieswithfive ambient depths of d = 0.005m, 0.015m, 0.058mand 0.070m. Figure26 showsaqualitative
comparison of the experimental and numerical predictions at time t = 0.3s.
For very small ambient depths, the potential energy of the wet bed fluid is much less than that of the fluid upstream.
Therefore, as themoving front of the upstream fluid collides with ambient fluid upon release of the gate, due to high
kinetic energy, a strong upthrust is recorded. This effect leads to the quick formation of a propagating bore for depths
d = 0.005m, 0.015m. For these three depths, it can be further observed that the plunging wave column consists mainly
of the upstream fluid, with a comparatively smaller ambient fluid layer. Furthermore, due to the energetic collision
between themoving front and the stationary ambient fluid, themixing interface tilts towards the downstream direction.
In contrast, for larger ambient depths d = 0.058mand 0.070m, due to the small difference in potential energy between
the upstream and ambient fluid downstream, themoving front collides with the ambient fluid with low kinetic energy.
For this case, it takes longer for the waves to fully develop and the free surface breaking phenomenamay not occur.
Due to the less energetic collision, the mixing interface for larger depths largely remains vertical as the waveform gains
height. Clearly, the SPH−i model shows a satisfactory agreement with the experimental results at time t = 0.3s.
As the generated turbulent bore propagates further downstream, breaking phenomena occurs, depending on the
wet bed depth. This phenomena is captured in figure 27 at t = 0.6s. Again, for low ambient depths d = 0.005m, 0.015m
themixing keeps tilting towards the downstream direction whereas for the larger depths d = 0.058mand 0.070m the
mixing interface remains largely vertical as in the early mixing stages. It can also be observed that the two fluid bodies
are quite well mixed by the time.
Besides experimental studies by Janosi et.al. [35], the mixing process in dam break flows with upstream and
downstream fluid bodies has recently been studied using various corrected versions of SPH andMPSmodels [38, 36].
5 | CONCLUSION
In this paper a version of smoothed particle hydrodynamics that implicitly models turbulence has been subjected to
preliminary tests to determine its capability to simulate turbulent, free surface flows in general. The algorithms is
comprised of two main steps; a smoothing or filtering process and an un-smoothing or de-filtering process. Unlike
standard SPHwhich evolves the smoothed field and turbulencemust be explicitly modeled, the proposedmethod solves
for the disordered field and is thus a coarse-grained direct numerical simulation approach.
Four benchmark tests including; hydrostatic pressure, dam-break on dry bed, dam-break onwet bed and periodic
breaking waves on a gentle slope were performed. In all the tests the proposed SPH-i model captures the flow patterns
relatively well when compared with experimental results. The pressure field obtained was generally smooth and stable
and this may be attributed to a new equation for pressure rather than the simple equation of state commonly used in
conventional SPH.
With regards to future research, the SPH-i model will be tested to ascertain howwell it can reproduce the energy
cascade in turbulence. The numerical examples for such study will include both freely decaying and driven turbulence in
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F IGURE 25 Comparison of laboratory photographs(left, Janosi et.al. [35]) with simulatedmixing patterns obtained
using the proposed SPH−i model at times t = 0.1962s, 0.2616s, 0.3270s and 0.3920s.
KALALE CHOLA ET AL. 29
F IGURE 26 Mixing patterns generated by the release of a dam-break front into a wet bed of increasing depth d
(from top to bottom) 0.005m, 0.015m, 0.058mand 0.070mat time t = 0.3s(left panel, Janosi et.al. [35]) with simulations
performed using the proposed SPH−i model (right panel).
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F IGURE 27 Mixing patterns generated by the release of a dam-break front into a wet bed of increasing depth d
(from top to bottom) 0.005m, 0.015m, 0.058mand 0.070mat time t = 0.6s(left panel, Janosi et.al. [35]) with simulations
performed using the proposed SPH−i model (right panel).
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a periodic box.
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