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Abstract
A key enabler of autonomous vehicles is the ability to plan the path of the vehicle to accomplish mission
objectives. To be robust to realistic environments, path planners must account for uncertainty in the trajectory
of the vehicle as well as uncertainty in the location of obstacles. The uncertainty in the trajectory of the
vehicle is a difficult quantity to estimate, and is influenced by coupling between the vehicle dynamics, guidance,
navigation, and control system as well as any disturbances acting on the vehicle. Monte Carlo analysis is the
conventional approach to determine vehicle dispersion, while accounting for the coupled nature of the system.
Due to the computational complexity of Monte Carlo analysis, this approach to calculating vehicle dispersion
quickly becomes prohibitive for real-time applications, high dimensional systems. Modern or Closed-Loop Linear
Covariance (LinCov) analysis linearizes the vehicle dynamics and GNC about a nominal trajectory, and computes
the same information as Monte Carlo analysis but in a single run. This paper develops a LinCov framework
capable of modeling the dynamics, guidance, navigation, and control of autonomous vehicles and validated the
framework by comparison to Monte Carlo analysis. The developed framework is applied to the path planning
of an unmanned aerial vehicle (UAV). The rapidly exploring random trees (RRT) algorithm is augmented with
statistical information provided by the LinCov simulation and a model of the uncertainty of obstacles. It
is demonstrated that the developed path planner efficiently guides the UAV through the obstacle field while
maintaining the probability of collision below a user-specified value.
1 Introduction
Autonomous vehicles are quickly becoming integral parts of both civilian and military systems. An important
component of such systems is the ability to plan the path of the vehicle to achieve mission objectives. Robust
path planning must incorporate uncertainty in the path of the vehicle as well as the obstacles or adversarial
systems. Monte Carlo analysis is the status-quo method for assessing performance of a complex closed-loop GNC
systems. Due to the generic framework, Monte Carlo analysis appropriately accounts for the coupling between
vehicle dynamics, navigation, control, guidance, and disturbances as well as smooth and non-smooth nonlinearities.
Given a large number of simulations (500+), the computed statistics are accurate and a good representation of
overall system performance. In the case of vehicle path planning, the number of candidate routes considered is
very large, precluding the use of Monte Carlo analysis for mission planning in general, and especially for real-time
mission planning or situations with large numbers of cooperating vehicles. Thus, there is a need for a framework
that produces system performance statistics in a manner that is efficient enough for these more demanding scenarios.
Modern linear covariance analysis is an efficient framework designed to produce the same statistical information
as Monte Carlo analysis in a single run while retaining, to first order, the coupled nature of the system. LinCov
has been successfully applied to a variety of nonlinear systems, and shown to accurately represent the system
performance near a nominal trajectory. The contributions of this paper are three-fold: 1) Development of a LinCov
model for a UAV GNC system in the horizontal plane. 2) Extensions of the state-of-the-art LinCov framework to
accommodate the controllers and guidance laws typical of UAV GNC systems, and 3) Augmentation of the RRT
algorithm to accommodate uncertainty in the UAV position as well as uncertainty in the obstacles. The remainder
of this report is organized as follows: Section 2 defines the Monte Carlo and LinCov frameworks with sufficient
complexity to model GNC systems typical of autonomous vehicles. Section 3 defines the horizontal-plane model
of the UAV, the modeling of uncertain obstacles, and the augmentation of the RRT algorithm with the LinCov
and uncertain obstacle information. Section 4 presents simulation results of the developed path planner, with
conclusions and future work summarized in section 5. Lengthy derivations are included in section 6.
∗Utah State University
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2 General Framework
This section of the report develops the general framework for a closed-loop guidance, navigation, and control system
of sufficient complexity to model the UAV path planning system presented in section 3. The developed framework
is similar the framework presented in [3], with two notable extensions. First, a nonlinear guidance law is included
which provides the set-point for the low-level control algorithms. Second, the low-level control algorithm are an
explicit function of the same continuous measurements used for propagation of the navigation states. In contrast
to [3], this enables control laws typical of UAVs, where the gyros are used both in the rate damping loop of the
controller, as well as in propagation of attitude estimates. Dual-use of the continuous measurements requires
additional derivation steps not performed in previous publications [3, 2, 5, 4, 8]. Section 2.1 defines the nonlinear
equations modeling the dynamics, measurements, navigation, guidance, and control systems. Section 2.2 linearizes
these equations about a nominal trajectory and forms a coupled linear system of equations for the truth state,
navigation state, and controller state dispersions. Finally section 2.3 defines the equations for analyzing the system
performance, which comprise dispersion covariance and update equations, and a similarity transform to extract true
estimation error.
2.1 Nonlinear Models
This section of the report documents the general form of the nonlinear equations that define the dynamics, guidance,
navigation, and control systems. The truth dynamics evolve based on the true state of the system, x ∈ Rn, the
input u ∈ Rnu , and white noise w ∈ Rnw with power spectral density (PSD) Sw (t).
x˙ = f (x,u,w) (1)
An example of truth dynamics for a UAV are the rigid body rotational and translational dynamics driven by the
control surfaces in the presence of wind gusts.
Observations of the true state of the system are made through measurements, both in continuous time and
discrete time. In some applications, it is important to differentiate between continuous measurements, y˜ ∈ Rny˜ ,
used for propagation of the navigation states. This is an important distinction, because the former causes the
navigation covariance to grow over time, whereas the latter does not. In both cases the continuous measurements
are corrupted by continuous white noise, η with PSD Sη, respectively. Finally, discrete measurements, z˜ ∈ Rnz
corrupted by noise νk with variance Rν , are processed by the Kalman filter to provided corrections to the navigation
state.
y˜ = c (x,u) + η (2)
z˜k = h (xk) + νk (3)
Examples of continuous measurements, y˜, for a UAV include accelerometer and gyro measurements for propagating
the state. Finally, an example of discrete measurements used to update the navigation state include GPS position
or line-of-sight camera measurements.
As previously discussed, the navigation state, xˆ ∈ Rnˆ is propagated using the continuous inertial measurements
(commonly referred to as model replacement), and updated via the Kalman gain Kˆk and the residual, i.e. the
difference between the discrete measurement the predicted discrete measurement ˆ˜z ∈ Rnz
˙ˆx = fˆ (xˆ, y˜) (4)
xˆ+k = xˆ
−
k + Kˆk
[
z˜k − ˆ˜zk
]
(5)
ˆ˜zk = hˆ (xˆk) (6)
Kˆk = Pˆ
−
k Hˆk
(
HˆkPˆ
−
k Hˆ
T
k + Rˆν
)−1
(7)
The navigation state covariance Pˆ is similarly propagated and updated.
˙ˆ
P = Fˆ Pˆ + Pˆ FˆT + BˆQˆBˆT (8)
Pˆ+k =
(
I − KˆkHˆk
)
Pˆ−k
(
I − KˆkHˆk
)T
+ KˆkRˆνKˆ
T
k (9)
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where the quantities fˆ , hˆ, Fˆ , Hˆ, Qˆ, and Rˆν are all obtained from the navigation design model and may differ from
the values used in the truth models.
In many problems, the truth state vector is a more comprehensive description of the system and is therefore
larger and possibly of a different form than the navigation state vector. The function m provides the mapping
between these states and be useful in determining the true navigation error covariance.
xn = m (x) (10)
It remains to define the equations related to the guidance, control, and actuators. The guidance law is modeled
as a potentially nonlinear function of the navigation state, and produces a desired navigation state xˆ∗ ∈ Rnˆ∗ .
xˆ∗ = n (xˆ) (11)
It is important to note that the guidance algorithm does not, in general, specify the desired value for all components
of the state vector. It is therefore of size nˆ∗ which is not necessarily equal to nˆ.
To enable modeling of output feedback control laws (e.g. PID controllers), a control state xˇ ∈ Rnˆ must defined
with a dynamics equation fˇand an output equation gˆ, which produces the actuator value u ∈ Rnu
˙ˇx = fˇ (xˆ, xˆ∗) (12)
u = g (xˇ, xˆ, xˆ∗, y˜) (13)
2.2 Linear Modeling
In Monte Carlo analysis, numerous samples of the system described in section 2.1 are produced, and performance
metrics are calculated using sample-based methods. With a sufficient number of samples (~500-1000), the obtained
covariances are accurate and representative of system performance. This method, however, is computationally
intensive and is often prohibitory for large trade studies and real-time decision making. An alternative exists,
provided the system is relatively smooth and remains near a nominal trajectory. In this case, the covariance of
perturbations about the nominal can be expressed analytically and calculated in a single run. This efficiency will
be exploited to enable rapid path planning for a UAV in an uncertain environment.
An important concept in the linearization of the system described in section 2.1 is the dispersion of the true, nav-
igation, and controller states. The dispersions are defined as the difference between the state and its corresponding
nominal, denoted by an over-bar.
δx = x− x¯ (14)
δxˆ = xˆ− ˆ¯x (15)
δxˇ = xˇ− ˇ¯x (16)
There are multiple ways, in practice, to compute the nominal. For this research, the nominal is computed
as the trajectory of the states when all noise sources are deactivated in the simulation. The remainder of this
section linearizes the system defined in section 2.1. For this effort, it is desired to obtain a coupled, linear state
space system in the dispersion variables, δx, δxˆ, and δxˇ. This can be obtained via partial derivatives or direct
perturbation analysis. For this development, it is assumed that partial derivatives exist and can be utilized in the
linearization. Regarding notation, Fx, denotes the partial derivative of the vector function f with respect to the
vector x, evaluated along the nominal trajectory, i.e. Fx =
∂f
∂x
∣∣∣
x=x¯, xˆ=ˆ¯x, xˇ=ˇ¯x
. In the event that partial derivatives
are difficult or impossible to derive, terms such as Fx refer to the coefficient matrix obtained via alternative
linearization techniques.
The differential equations describing the dynamics of the truth state equation 1, navigation state equation 4,
and controller state equation 11 are linearized to produce the corresponding perturbation differential equations.
δx˙ = (Fx + FuSGy˜Cx) δx+ (FuSGxˆ + FuSGxˆ∗Nxˆ) δxˆ+ FuSGxˇδxˇ+ FuSGy˜η +Bw (17)
δ ˙ˆx = Fˆy˜TCxδx+
(
Fˆxˆ + Fˆy˜TCuGxˆ + Fˆy˜TCuGxˆ∗Nxˆ
)
δxˆ+ Fˆy˜TCuGxˇδxˇ+ Fˆy˜Tη (18)
δ ˙ˇx =
(
Fˇxˆ + Fˇxˆ∗Nxˆ
)
δxˆ (19)
3
The navigation state update equation 5 is also linearized along with equation 6 to produce the following set up
dispersion update equations
δx+k = δx
+
k (20)
δxˆ+k =
(
Inˆ×nˆ − KˆkHˆxˆ
)
δxˆ−k + KˆkHxδx
−
k + Kˆkνk (21)
δxˇ+k = δxˇ
+
k (22)
where it is noted that the truth and controller state dispersions are not directly affected by the update of the
navigation state.The derivation of these dispersion propagation and update equations are documented in detail in
see section 6.1.
Once linearized, the augmented state vector is formed as
X =
 δxδxˆ
δxˇ
 (23)
With this definition, the augmented propagation and update equations are
X˙ = FX + Gη +Ww (24)
X+k = AkX−k + Bkνk (25)
where
F =
 Fx + FuSGy˜Cx FuSGxˆ + FuSGxˆ∗Nxˆ FuSGxˇFˆy˜TCx Fˆxˆ + Fˆy˜TCuGxˆ + Fˆy˜TCuGxˆ∗Nxˆ Fˆy˜TCuGxˇ
0nˇ×n Fˇxˆ + Fˇxˆ∗Nxˆ 0nˇ×nˇ
 (26)
G =
 FuSGy˜Fˆy˜T
0nˇ×ny˜
 (27)
W =
 B0nˆ×nw
0nˇ×nw
 (28)
Ak =
 In×n 0n×nˆ 0n×nˇKˆkHx Inˆ×nˆ − KˆkHˆxˆ 0nˆ×nˇ
0nˇ×n 0nˇ×nˆ Inˇ×nˇ
 (29)
Bk =
 0n×nzKˆk
0nˇ×nz
 (30)
2.3 Performance Evaluation
Finally, the covariance propagation and update of the augmented system is expressed as
E
[
X˙X˙
T
]
= C˙A = FCA + CAFT + GSηGT +WSwWT (31)
E
[
X+kX
+T
k
]
= C+A = AkC−AATk + BkRνBTk (32)
Two quantities of typical interest are the true state dispersions and the navigation estimation error. It is important
to note that the navigation error covariance defined below is the true navigation error covariance, which may
be different than the estimated quantity from the Kalman filter Pˆ . These quantities can be extracted from the
augmented covariance matrix via the following equations.
Dtrue =
[
In×n 0n×nˆ 0n×nˇ
]
CA
[
In×n 0n×nˆ 0n×nˇ
]T
(33)
Ptrue =
[ −Mx Inˆ×nˆ 0nˆ×nˇ ]CA [ −Mx Inˆ×nˆ 0nˆ×nˇ ]T (34)
This completes the linear covariance model development.
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3 System Model for Autonomous UAV Path Planning with Uncertain
Obstacles
This section of the report defines the nonlinear equations specific to the UAV path following and path planning
system in the horizontal plane. Despite the simplifications of the horizontal plane, the presented model has several
key components of the more generic case of a full 6 degree-of-freedom model, such that the developed LinCov
framework in section 2 is of broad applicability. Specifically, the model contains the following:
• Nonlinear guidance law which provides the set-point for the low-level controllers
• Nested control laws with proportional + integral controllers
• Inertial sensors used both to propagate states and as direct feedback in the lo-level controllers
• Extended Kalman filter with position and ground speed aiding
• Disturbance forces and moments
• Dynamics similar to the motion of a UAV with negligible side-slip
3.1 Vehicle Model
The the following set of equations describe the dynamics, guidance, navigation, and control of a UAV and correspond
to equations 1 through 13. Many options exist for modeling the motion of UAVs, with varying levels of fidelity.
A high-fidelity 6DOF model is based on 3D rigid body dynamics, nonlinear aerodynamic force/moment modeling,
and an aided inertial navigation system. To make the development of the path planning algorithm more tractable,
this research utilizes a dynamics model found in [1], reduced to the horizontal plane. The model is modified slightly
to produce the measurements needed for a simplified inertial navigation system. Future research will focus on
the development of the more generic 6DOF model mentioned. Beginning with equation 9.23 of [1], the following
modifications were made.
• Heading is controlled directly via control torques
• Flight is constrained to a constant altitude such that the flight path angle and its derivative are zero γ = γ˙ = 0
• Steady-state wind is zero such that course angle χ is equal to the heading ψ
• Wind gusts are predominantly in the axial direction and are characterized by the Dryden gust model
Given these modifications, the truth state dynamics corresponding to equation 1 are defined as

p˙n
p˙e
V˙g
ψ˙
ω˙
u˙w
T˙dist

︸ ︷︷ ︸
x˙
=

Vg cosψ
Vg sinψ
1
m
[
Fcontrol − 12ρCD0Sp (Vg − uw)2
]
ω
1
J (Tcontrol + Tdist)
− VgLuuw + σu
√
2Vg
Lu
wu
− 1τT Tdist + wT

︸ ︷︷ ︸
f(x,u,w)
(35)
where the truth state vector, x, input vector, u, and process noise vector w are defined as
x =

pn
pe
Vg
ψ
ω
uw
Tdist

(36)
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u =
[
Fcontrol
Tcontrol
]
(37)
w =
[
wu
wT
]
(38)
Corresponding to equation 3, the discrete measurements available to the inertial navigation system are comprised
of horizontal position and ground speed, corrupted by discrete white noise. p˜n [tk]p˜e [tk]
V˜g [tk]

︸ ︷︷ ︸
z˜k
=
 pn [tk]pe [tk]
Vg [tk]

︸ ︷︷ ︸
h(xk)
+
 νn [tk]νe [tk]
νV [tk]

︸ ︷︷ ︸
νk
(39)
The continuous measurements corresponding to equation 2, which are used to propagate the navigation state,
consist of an accelerometer aligned with the direction of travel, and a gyro aligned with the local vertical, corrupted
by continuous white noise. [
a˜x
ω˜
]
︸ ︷︷ ︸
y˜
=
[
a+ ηa
ω + ηω
]
︸ ︷︷ ︸
c(x,u)
(40)
where the acceleration of the vehicle is
a =
1
m
{
Fcontrol − 1
2
ρCD0Sp (Vg − uw)2
}
(41)
The dynamics of the navigation state vector, corresponding to equation 4, are defined as
˙ˆpn
˙ˆpe
˙ˆ
Vg
˙ˆ
ψ

︸ ︷︷ ︸
˙ˆx
=

Vˆg cos ψˆ
Vˆg sin ψˆ
a+ ηa
ω + ηω

︸ ︷︷ ︸
fˆ(xˆ,y˜)
(42)
where the navigation state is defined as
xˆ =

pˆn
pˆe
Vˆg
ψˆ
 (43)
Finally, the navigation design model of the discrete measurements, corresponding to equation 6 is consistent with
equation 39  ˆ˜pn [tk]ˆ˜pe [tk]
ˆ˜Vg [tk]

︸ ︷︷ ︸
ˆ˜z
=
 pˆn [tk]pˆe [tk]
Vˆg [tk]

︸ ︷︷ ︸
hˆ(xˆ)
(44)
and the resulting matrices utilized in equations 7 to 9 are as follows.
Fˆ =

0 0 cos ψˆ −Vˆg sin ψˆ
0 0 sin ψˆ Vˆg cos ψˆ
0 0 0 0
0 0 0 0
 (45)
Hˆk =
 1 0 0 00 1 0 0
0 0 1 0
 (46)
Rˆν =
 σˆ2n 0 00 σˆ2e 0
0 0 σˆ2v
 δij (47)
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Bˆ =

0 0
0 0
1 0
0 1
 (48)
Qˆ =
[
Qˆa 0
0 Qˆω
]
δ (t− t′) (49)
It remains to define the guidance law and low-level control law of the UAV path following system. The guidance
law corresponding to the straight-line path guidance presented in [1] produces a desired ground speed and heading,
which directs the UAV to the straight line specified by the desired heading, ψq and origin r =
[
rn re
]T
xˆ∗ =
[
V ∗g
ψ∗
]
=
[
V¯g
ψq − ψ∞ 2pi arctan [kpath (− sinψq (pˆn − rn) + cosψq (pˆe − re))]
]
︸ ︷︷ ︸
n(xˆ)
(50)
where ψ∞ and kpath determine the response of the guidance law to cross-track errors. The desired headingψq and
origin r are determined by the path manager documented in algorithm 5 of [1] and defined as
r = wi−1 (51)
qned =
wi+1 −wi
‖wi+1 −wi‖ (52)
where wi−1, wi, and wi+1 correspond to the previous, current, and subsequent way-points, respectively.
The control law corresponding to equations 12 and 13 is comprised of a state space system to capture the
dynamics of the integrator [
σ˙F
σ˙T
]
︸ ︷︷ ︸
˙ˇx
=
[
V ∗g − Vˆg
ψ∗ − ψˆ
]
︸ ︷︷ ︸
fˇ(xˆ,xˆ∗)
(53)
and an output equation
u =
[
Fcontrol
Tcontrol
]
=
 PF (V ∗g − Vˆg)+ IFσF
DT
{
PT
(
ψ∗ − ψˆ
)
+ ITσT − ω˜
} 
︸ ︷︷ ︸
g(xˇ,xˆ,xˆ∗,y˜)
(54)
Finally the mapping between truth states and navigation states is simply

pn
pe
Vg
ψ
 = [ I4×4 04×3 ]

pn
pe
Vg
ψ
ω
Fdist
Tdist

= m (x) (55)
The coefficient matrices in equations 17 through 22 are listed subsequently. In the majority of cases, partial
derivatives are utilized to derive the matrix. Due to the form of equation 35, the matrices Fx, Fu, and B, require
special treatment, the details of which are presented in section 6.2.1.
Fx =

0 0 cos ψ¯ −V¯g sin ψ¯ 0 0 0
0 0 sin ψ¯ V¯g cos ψ¯ 0 0 0
0 0 −ρCD0Sp(V¯g−u¯w)m 0 0
ρCD0Sp(V¯g−u¯w)
m 0
0 0 0 0 1 0 0
0 0 0 0 0 0 1J
0 0 − u¯wLu 0 0 −
V¯g
Lu
0
0 0 0 0 0 0 − 1τT

(56)
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Fu =

0 0
0 0
1
m 0
0 0
0 1J
0 0
0 0

(57)
B =

0 0
0 0
0 0
0 0
0 0
σu
√
2V¯g
Lu
0
0 1

(58)
The remaining matrices are derived using partial derivatives the the corresponding nonlinear equations
Gy˜ =
[
0 0
0 −DT
]
(59)
Cx =
[
0 0 −ρCD0Sp(V¯g−u¯w)m 0 0
ρCD0Sp(V¯g−u¯w)
m 0
0 0 0 0 1 0 0
]
(60)
Gxˆ =
[
0 0 −PF 0
0 0 0 −DTPT
]
(61)
Gxˆ∗ =
[
PF 0
0 DTPT
]
(62)
Nxˆ =
[
0 0 0 0
N21 N22 0 0
]
(63)
where N21 and N22 are defined in section 6.2.2.
Gxˇ =
[
IF 0
0 DT IT
]
(64)
Fˆy˜ =

0 0
0 0
1 0
0 1
 (65)
Fˆxˆ =

0 0 cos ψˆ −Vˆg sin ψˆ
0 0 sin ψˆ Vˆg cos ψˆ
0 0 0 0
0 0 0 0
 (66)
Cu =
[
1
m 0
0 0
]
(67)
Fˇxˆ =
[
0 0 −1 0
0 0 0 −1
]
(68)
Fˇxˆ∗ =
[
1 0
0 1
]
(69)
Hx =
 1 0 0 0 0 0 00 1 0 0 0 0 0
0 0 1 0 0 0 0
 (70)
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Hˆxˆ =
 1 0 0 00 1 0 0
0 0 1 0
 (71)
Mx =
[
I4×4 04×3
03×4 03×3
]
(72)
It is noted for the UAV path following system, the following relationship holds
Gy˜Cu =
[
0 0
0 −DT
] [
1
m 0
0 0
]
=
[
0 0
0 0
]
(73)
CuGy˜ =
[
1
m 0
0 0
] [
0 0
0 −DT
]
=
[
0 0
0 0
]
(74)
which implies that S = I2×2 and T = I2×2,from equations 107, and 116, respectively.
3.2 Path Planning
For this phase of the research, each obstacle is modeled as a static point, with a Gaussian distribution. The
probability of collision for each individual obstacle is computed as the probability that the UAV is closer than a
user-specified value corresponding to the size of the obstacle. To aid in understanding this paradigm of collision
probability, two scalar, independent Gaussian random variables are considered first
x ∼ N (mx, Px) (75)
y ∼ N (my, Py) (76)
Combining the random variables as a vector in R2 yields
z =
[
x y
]T ∈ R2 (77)
where the joint pdf is defined as
fz (ζ) =
1
2pi |Pzz|1/2
exp
{
−1
2
[ζ −mz]T P−1zz [ζ −mz]
}
(78)
and
Pzz =
[
Px 0
0 Py
]
(79)
mz =
[
mx my
]T
(80)
The relative position of the obstacle and UAV can be considered as a linear operation on the random vector z
d = Az (81)
where
A =
[
1 −1 ] (82)
This corresponds to a new Gaussian random variable with the following mean, covariance, and pdf(see [7], section
3.10)
md = Amz (83)
Pd = APzzA
T (84)
fd (δ) =
1√
2piPd
exp
{
− 1
2Pd
(δ −md)2
}
(85)
Finally, the probability that the UAV is closer than some user-specified threshold l is simply the integration of
fd over δ = ±l (see [7], eqn 3-22)
P ({ω : d (ω) ∈ [−l, l]}) = Fd (l)− Fd (−l) =
lˆ
−l
fd (ρ) dρ (86)
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Extension of this concept to two dimensions with N obstacles is straightforward. The UAV/obstacle system can
be expressed as a random vector
z =

puav
p1
p2
...
pN
 ∈ R2(n+1) (87)
with probability density function, mean, and covariance defined by the following
fz (ζ) =
1
(2pi)
(N+1) |Pzz|1/2
exp
{
−1
2
[ζ −mz]T P−1zz [ζ −mz]
}
(88)
Pzz = diag
([
Puav P1 P2 · · · PN
])
(89)
mz =

muav
m1
m2
...
mN
 (90)
The relative position of the UAV with respect to obstacle, i, is again computed as a linear transformation of the
random vector z
d = Az (91)
where
A =
[
I2×2 Ai
]
(92)
Ai =
[
02×2(i−1) −I2×2 02×2(N−i)
]
(93)
This corresponds to a new Gaussian random vector with the following mean, covariance, and pdf (see [7], section
3.10)
md = Amz (94)
Pd = APzzA
T (95)
fd (δ) = fd (δ1, δ2) =
1
2pi |Pzz|1/2
exp
{
−1
2
[ζ −md]T P−1dd [ζ −md]
}
(96)
Finally, the probability that the UAV is closer than some user-specified vector l is simply the integration of fd
over δ = ±l (see [7], eqn 3-22)
P ({ω : d (ω) ≤ land d (ω) ≥ −l}) = Fd (l)− Fd (−l) =
l1ˆ
−l1
l2ˆ
−l2
fd (l1, l2) dl1dl2 (97)
If a scalar distance is the more desirable metric, a new random variable can be defined as
ρ =
(
dTd
)1/2
(98)
However, since this new random variable is defined via a nonlinear transformation, the resulting distribution is no
longer guaranteed to be Gaussian, and must be determined via equation 3-57 of [7]. This is left to future work.
Many options exist for the path planning of a vehicle through a obstacle field. An excellent review path of
planning in general with a focus on sampling-based planners is provided in [6], where rapidly exploring random
trees (RRT's) are cited as particularly suitable for vehicles with differential constraints, nonlinear dynamics, and
non-holonomic constraints. The RRT algorithm implemented in this research is a combination of the RRT algorithms
discussed in [6, 1], and is documented in algorithm 1.
Some discussion regarding the functions in algorithm 1 is warranted. The function Sample (·) of line 3 randomly
samples the UAV position for a user-specified range of north/east values. The functionNearest (·) finds vertex in
V whose position is closed to xrand, in an L2 norm sense. The function Steer (·) returns a position beginning
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1Result: Shortest waypoint path W
1 Initialize directed graph G = (V,E) where V =
{
xs xf
}
, E = Ø;
2 Initialize obstacle map O = {mi, Pi, li};
3 while i < N do
4 xrand ← Sample (i);
5 xnearest ← Nearest (p, V );
6 xnew ← Steer (xnearest,xrand, λ);
7 x (t) ,∆t← RunSim (xnearest,xnew);
8 if ObstacleFree (x (t) ,O) then
9 V ← V ∪ xnew;
10 E ← E ∪ {(xnearest,xnew) ,∆t};
11 end
12 if ‖xnew − xf‖ ≤ λ then
13 x (t) ,∆t← runsim (xnew,xf );
14 if ObstacleFree (x (t) ,O) then
15 V ← V ∪ xf ;
16 E ← E ∪ {(xnew,xf ) ,∆t};
17 end
18 end
19 end
20 W ← ShortestPath (G);
21 return W
Algorithm 1: Rapidly Exploring Random Trees
at xnearest in the direction of xrand with a magnitude of λ. The function RunSim (·) simulates the path of the
UAV from xnearest to xnew, as dictated by the system model in section 3.1, with all noise terms set to zero. This
defines the nominal reference trajectory from xnearest to xnew, to be used in the LinCov simulation. The function
ObstacleFree (·) runs a LinCov simulation along the nominal reference trajectory, producing the covariance of the
position dispersions Puav (t). This covariance is combined with the means and covariances in the obstacle map O
yields the system described in equations 89 and 90. The probability of collision is computed at every time-step along
the nominal reference trajectory per equation 97. If the probability of collision is below a user-specified threshold,
the path is considered free of obstacles.
4 Simulation Results
This section of the report documents the results of the simulation. Section 4.1 compares the trajectory dispersions
and estimation errors obtained from Monte Carlo analysis with the covariance computed using the LinCov simu-
lation. Section 4.2 demonstrates the augmentation of RRT path planning with the uncertain obstacles and UAV
position dispersions discussed in section 3.2.
4.1 LinCov Validation
Figures 1 to 6 illustrate the truth state dispersions from the Monte Carlo simulation as compared to the 3σ standard
deviation computed in the LinCov simulation. Note that the LinCov estimation of dispersions is very good, with
only occasional outliers occurring upon exiting the GPS-denied region.
Figures 7 and 8 illustrate the estimation errors from the Monte Carlo simulations, the 3σ standard deviation
from the EKF, and the 3σ standard deviation from Linear Covariance. Excellent agreement is observed for all
navigation states.
4.2 Path Planning Demonstration
Figures 9, 10, 11 demonstrate the results of a 2000 iteration RRT path planning simulation, with a probability
of collision threshold varying from 0.1, 0.01, and 0.001 respectively. As designed, the RRT algorithm, augmented
by knowledge of the UAV position dispersion covariance, discovers feasible paths which meet the user-specified
probability of collision threshold. In figures 9 to 11, the blue dots and lines correspond to vertices and edges in
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Figure 1: UAV trajectory with shaded GPS-denied region
Figure 2: North (left) and East (right) position dispersions
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Figure 3: North (left) and East (right) position dispersions
Figure 4: Ground speed (left) and heading (right) dispersions
Figure 5: Angular rate (left) and wind gust (right) dispersions
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Figure 6: Disturbance torque dispersions
Figure 7: North (left) and East (right) estimation errors
Figure 8: Ground speed (left) and heading (right) estimation errors
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Figure 9: Path planning, 500 iterations, probability threshold = 0.1.
the graph, respectively. The multi-colored circles correspond to the contours of the Gaussian pdf which defines the
location of the obstacles. The red dots and lines correspond to the path with minimum travel time. The black
dashed line represents the nominal reference trajectory about which the position dispersions are computed.
5 Conclusion
This report summarized research performed during the 2019 AFRL summer faculty fellowship program. During
the research a linear covariance framework was developed with sufficient complexity for GNC systems typical of
autonomous vehicles. The developed LinCov framework accommodates nonlinear dynamics, navigation, guidance,
control, and disturbances. Special accommodations were made to include control laws that utilize the continuous
measurements both for navigation as well as feedback in the control laws. These types of controllers are typical
of autonomous vehicles. The developed framework was applied to a fixed wing UAV GNC system in the 2D hori-
zontal plane. The UAV LinCov model was validated by comparison to the corresponding Monte Carlo simulation.
Excellent agreement was observed, with occasional outliers following large corrections to the navigation state and
correspondingly large control signals. The RRT algorithm was augmented with information regarding the UAV po-
sition dispersion covariance as well as the covariance of uncertain obstacles in the UAV path. The augmented RRT
path planner was shown to generate feasible paths which minimize travel time while maintaining the probability of
collision below a user-specified amount.
Potential directions of future work are numerous and include the following:
• Aid more efficient, fixed-graph path planners (such as Visibility Graphs or Triangulation Planners) with
15
Figure 10: Path planning, 500 iterations, probability threshold = 0.01
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Figure 11: Path planning, 500 iterations, probability threshold = 0.001
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information from LinCov. The objective would be to enable small adjustments of the graph to achieve what
they call chance constraints, i.e. probability of collision or detection.
• Increase UAV model fidelity by adding an accelerometer and disturbances to the body Y axis.
• Include additional non-gps measurements including LOS, range, odometry, etc
• Allow the obstacles to be dynamic with target tracking incorporated in the UAV EKF
• Apply the framework to cooperative path planning with formation flying and jamming support behaviors.
• Include adversarial sensors and the associated probability of detection.
• Include state-dependent radar cross section when computing the probability of detection. It is anticipated
that this will naturally select trajectories that present a low RCS.
• Incorporate orbit following and Dubins path-based path manager to avoid the large changes in commands
upon switching way-points
• It was observed that timing of the half-plane switching logic was a significant source of dispersions. The the
timing dispersion can be reduced by including an along-track position controller. Alternatively, event triggers
can account for the timing dispersion of the half-plane switching logic.
• Improve algorithm speed with implementation in C++ or GPU parallel processing
• The longest duration process in the LinCov algorithm is the evaluation of the reference trajectory. Dubins
paths may be utilized to provide the IMU data needed to feed the LinCov algorithms, without the need to
simulate the reference trajectory.
• A LinCov framework may be useful to plan the path of UAVs, accounting for the Weapon Effectiveness Zone.
The ARCNET consortium may be interested in this work.
• Application of a missile LinCov framework for assignment of swarm-based missile systems for raid defense.
Special thanks is given to the Air Force Research Laboratory and the ANT center of the Air Force Institute of
Technology for sponsoring this research.
6 Appendix
6.1 Linear Covariance Model Derivation
Linearization of the truth state dynamics yields.
δx˙ = Fxδx+ Fuδu+Bw (99)
where
B ≡ Fw (100)
δu = Gxˇδxˇ+Gxˆδxˆ+Gxˆ∗δxˆ
∗ +Gy˜δy˜ (101)
δxˆ∗ = Nxˆδxˆ (102)
δy˜ = Cxδx+ Cuδu+ η (103)
It is noted that after substitution the controller dispersion becomes
δu = Gxˇδxˇ+Gxˆδxˆ+Gxˆ∗δxˆ
∗ +Gy˜Cxδx+Gy˜Cuδu+Gy˜η (104)
δu−Gy˜Cuδu = Gxˇδxˇ+Gxˆδxˆ+Gxˆ∗δxˆ∗ +Gy˜Cxδx+Gy˜η (105)
(Inu×nu −Gy˜Cu) δu = Gxˇδxˇ+Gxˆδxˆ+Gxˆ∗Nxˆδxˆ+Gy˜Cxδx+Gy˜η (106)
This is a peculiar situation that I have not encountered before, and I believe comes from the use of the continuous
measurements for both navigation and control. Let us define the following term
S = (Inu×nu −Gy˜Cu)−1 (107)
18
such that
δu = S (Gxˇδxˇ+Gxˆδxˆ+Gxˆ∗Nxˆδxˆ+Gy˜Cxδx+Gy˜η) (108)
Note that S becomes identity when the term Gy˜Cu = 0. I interpret the Gy˜Cu term to represent the circular coupling
between the control, the continuous measurements, and back to control. Substituting equation 108 into 99 yields
δx˙ = Fxδx+ FuS (Gxˇδxˇ+Gxˆδxˆ+Gxˆ∗Nxˆδxˆ+Gy˜Cxδx+Gy˜η) +Bw (109)
= Fxδx+ FuSGxˇδxˇ+ FuSGxˆδxˆ+ FuSGxˆ∗Nxˆδxˆ+ FuSGy˜Cxδx+ FuSGy˜η +Bw (110)
= (Fx + FuSGy˜Cx) δx+ (FuSGxˆ + FuSGxˆ∗Nxˆ) δxˆ+ FuSGxˇδxˇ+ FuSGy˜η +Bw (111)
Linearizing the navigation state dynamics yields
δ ˙ˆx = Fˆxˆδxˆ+ Fˆy˜δy˜ (112)
Equations 101, 102, and 103 are again combined, but this time to eliminate δu
δy˜ = Cxδx+ CuGxˇδxˇ+ CuGxˆδxˆ+ CuGxˆ∗δxˆ
∗ + CuGy˜δy˜ + η (113)(
Iny×ny − CuGy˜
)
δy˜ = Cxδx+ CuGxˇδxˇ+ CuGxˆδxˆ+ CuGxˆ∗Nxˆδxˆ+ η (114)
δy˜ = T (Cxδx+ CuGxˇδxˇ+ CuGxˆδxˆ+ CuGxˆ∗Nxˆδxˆ+ η) (115)
where
T =
(
Iny×ny − CuGy˜
)−1
(116)
And similar to 107, T becomes identity when the product CuGy˜ = 0.
Substituting equation 115 into 112 yields
δ ˙ˆx = Fˆxˆδxˆ+ Fˆy˜T (Cxδx+ CuGxˇδxˇ+ CuGxˆδxˆ+ CuGxˆ∗Nxˆδxˆ+ η) (117)
= Fˆxˆδxˆ+ Fˆy˜TCxδx+ Fˆy˜TCuGxˇδxˇ+ Fˆy˜TCuGxˆδxˆ+ Fˆy˜TCuGxˆ∗Nxˆδxˆ+ Fˆy˜Tη (118)
= Fˆy˜TCxδx+
(
Fˆxˆ + Fˆy˜TCuGxˆ + Fˆy˜TCuGxˆ∗Nxˆ
)
δxˆ+ Fˆy˜TCuGxˇδxˇ+ Fˆy˜Tη (119)
Linearizing the controller state dynamics yields
δ ˙ˇx = Fˇxˆδxˆ+ Fˇxˆ∗δxˆ
∗ (120)
substitution results in the final form
δ ˙ˇx = Fˇxˆδxˆ+ Fˇxˆ∗Nxˆδxˆ (121)
=
(
Fˇxˆ + Fˇxˆ∗Nxˆ
)
δxˆ (122)
The Kalman update does not affect the the controller nor the truth states. The update equations for these
dispersions are therefore
δx+k = δx
−
k (123)
δxˇ+k = δxˇ
−
k (124)
Linearizing the navigation state update yields
δxˆ+k = δxˆ
−
k + Kˆk
[
δz˜k − δˆ˜zk
]
(125)
where
δz˜k = Hxδx
−
k + νk (126)
δˆ˜zk = Hˆxˆδxˆ
−
k (127)
Substitution yields the final forms
δxˆ+k = δxˆ
−
k + Kˆk
[
Hxδx
−
k + νk − Hˆxˆδxˆ−k
]
(128)
= δxˆ−k + KˆkHxδx
−
k + Kˆkνk − KˆkHˆxˆδxˆ−k (129)
=
(
Inˆ×nˆ − KˆkHˆxˆ
)
δxˆ−k + KˆkHxδx
−
k + Kˆkνk (130)
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6.2 Vehicle Model Linearization
6.2.1 Truth dynamics linearization
Since the truth dynamics aren't of the form show in equation 1, special care must be taken in the linearization to
yield a form equal to equation 99. First define the nominal states and inputs
pn
pe
Vg
ψ
ω
uw
Tdist

=

p¯n + δpn
p¯e + δpe
V¯g + δVg
ψ¯ + δψ
ω¯ + δω
u¯w + δuw
T¯dist + δTdist

(131)
[
Fcontrol
Tcontrol
]
=
[
F¯control + δFcontrol
T¯control + δTcontrol
]
(132)
and their corresponding derivatives 
p˙n
p˙e
V˙g
ψ˙
ω˙
u˙w
T˙dist

=

˙¯pn + δp˙n
˙¯pe + δp˙e
˙¯Vg + δV˙g
˙¯ψ + δψ˙
˙¯ω + δω˙
˙¯uw + δu˙w
˙¯Tdist + δT˙dist

(133)
Now define the nominal differential equation
˙¯pn
˙¯pe
˙¯Vg
˙¯ψ
˙¯ω
˙¯uw
˙¯Tdist

=

V¯g cos ψ¯
V¯g sin ψ¯
1
m
(
F¯control − 12ρCD0Sp
(
V¯g − u¯w
)2)
ω¯
1
J
(
T¯control + T¯dist
)
− V¯gLu u¯w− 1τT T¯dist

(134)
Expanding the differential equation about the nominal

˙¯pn + δp˙n
˙¯pe + δp˙e
˙¯Vg + δV˙g
˙¯ψ + δψ˙
˙¯ω + δω˙
˙¯uw + δu˙w
˙¯Tdist + δT˙dist

=

(
V¯g + δVg
)
cos
(
ψ¯ + δψ
)(
V¯g + δVg
)
sin
(
ψ¯ + δψ
)
1
m
(
F¯control + δFcontrol − 12ρCD0Sp
((
V¯g − u¯w
)2
+ 2
(
V¯g − u¯w
)
δVg − 2
(
V¯g − u¯w
)
δuw
))
ω¯ + δω
1
J
(
T¯control + δTcontrol + T¯dist + δTdist
)
− VgLu (u¯w + δuw) + σu
√
2(V¯g+δVg)
Lu
wu
− 1τT
(
T¯dist + δTdist
)
+ wT

(135)
Expanding some terms yields
˙¯pn + δp˙n
˙¯pe + δp˙e
˙¯Vg + δV˙g
˙¯ψ + δψ˙
˙¯ω + δω˙
˙¯uw + δu˙w
˙¯Tdist + δT˙dist

=

V¯g cos
(
ψ¯ + δψ
)
+ δVg cos
(
ψ¯ + δψ
)
V¯g sin
(
ψ¯ + δψ
)
+ δVg sin
(
ψ¯ + δψ
)
1
m
(
F¯control + δFcontrol − 12ρCD0Sp
((
V¯g − u¯w
)2
+ 2
(
V¯g − u¯w
)
δVg − 2
(
V¯g − u¯w
)
δuw
))
ω¯ + δω
1
J
(
T¯control + δTcontrol + T¯dist + δTdist
)
− V¯g+δVgLu (u¯w + δuw) + σu
√
2(V¯g+δVg)
Lu
wu
− 1τT
(
T¯dist + δTdist
)
+ wT

(136)
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Expanding some more yields

˙¯pn + δp˙n
˙¯pe + δp˙e
˙¯Vg + δV˙g
˙¯ψ + δψ˙
˙¯ω + δω˙
˙¯uw + δu˙w
˙¯Tdist + δT˙dist

=

V¯g
(
cos ψ¯ cos δψ − sin ψ¯ sin δψ)+ δVg (cos ψ¯ cos δψ − sin ψ¯ sin δψ)
V¯g
(
sin ψ¯ cos δψ + cos ψ¯ sin δψ
)
+ δVg
(
sin ψ¯ cos δψ + cos ψ¯ sin δψ
)
1
m
(
F¯control + δFcontrol − 12ρCD0Sp
(
V¯g − u¯w
)2 − ρCD0Sp (V¯g − u¯w) δVg + ρCD0Sp (V¯g − u¯w) δuw)
ω¯ + δω
1
J
(
T¯control + δTcontrol + T¯dist + δTdist
)
− V¯g+δVgLu u¯w −
V¯g+δVg
Lu
δuw + σu
√
2(V¯g+δVg)
Lu
wu
− 1τT
(
T¯dist + δTdist
)
+ wT

(137)
Assuming small angles for δψ and collecting some terms to isolate the nominal yields

˙¯pn + δp˙n
˙¯pe + δp˙e
˙¯Vg + δV˙g
˙¯ψ + δψ˙
˙¯ω + δω˙
˙¯uw + δu˙w
˙¯Tdist + δT˙dist

=

V¯g cos ψ¯ − V¯g sin ψ¯δψ + cos ψ¯δVg − sin ψ¯δψδVg
V¯g sin ψ¯ + V¯g cos ψ¯δψ + sin ψ¯δVg + cos ψ¯δψδVg
1
m
{
F¯control − 12ρCD0Sp
(
V¯g − u¯w
)2}
+ 1m
{
δFcontrol − ρCD0Sp
(
V¯g − u¯w
)
δVg + ρCD0Sp
(
V¯g − u¯w
)
δuw
}
ω¯ + δω
1
J
(
T¯control + T¯dist
)
+ 1J (δTdist + δTcontrol)
− V¯gLu u¯w −
δVg
Lu
u¯w − V¯gLu δuw −
δVg
Lu
δuw + σu
√
2(V¯g+δVg)
Lu
wu
− 1τT T¯dist − 1τT δTdist + wT

(138)
Subtracting the nominals yields

δp˙n
δp˙e
δV˙g
δψ˙
δω˙
δu˙w
δT˙dist

=

−V¯g sin ψ¯δψ + cos ψ¯δVg − sin ψ¯δψδVg
V¯g cos ψ¯δψ + sin ψ¯δVg + cos ψ¯δψδVg
1
m
{
δFcontrol − ρCD0Sp
(
V¯g − u¯w
)
δVg + ρCD0Sp
(
V¯g − u¯w
)
δuw
}
δω
1
J (δTdist + δTcontrol)
− u¯wLu δVg −
V¯g
Lu
δuw − 1Lu δuwδVg + σu
√
2(V¯g+δVg)
Lu
wu
− 1τT δTdist + wT

(139)
Expanding the last term of the δF˙dist in a Taylor series and neglecting higher order terms yields
δp˙n
δp˙e
δV˙g
δψ˙
δω˙
δu˙w
δT˙dist

=

−V¯g sin ψ¯δψ + cos ψ¯δVg − sin ψ¯δψδVg
V¯g cos ψ¯δψ + sin ψ¯δVg + cos ψ¯δψδVg
1
m
{
δFcontrol − ρCD0Sp
(
V¯g − u¯w
)
δVg + ρCD0Sp
(
V¯g − u¯w
)
δuw
}
δω
1
J (δTdist + δTcontrol)
− u¯wLu δVg −
V¯g
Lu
δuw − 1Lu δuwδVg + σu
(√
2V¯g
Lu
+ 12
(
2V¯g
Lu
)− 12 2
Lu
δVg
)
wu
− 1τT δTdist + wT

(140)
Rearranging yields
δp˙n
δp˙e
δV˙g
δψ˙
δω˙
δu˙w
δT˙dist

=

−V¯g sin ψ¯δψ + cos ψ¯δVg − sin ψ¯δψδVg
V¯g cos ψ¯δψ + sin ψ¯δVg + cos ψ¯δψδVg
1
m
{
δFcontrol − ρCD0Sp
(
V¯g − u¯w
)
δVg + ρCD0Sp
(
V¯g − u¯w
)
δuw
}
δω
1
J (δTdist + δTcontrol)
− u¯wLu δVg −
V¯g
Lu
δuw − 1Lu δuwδVg + σu
√
2V¯g
Lu
wu +
σu
Lu
(
2V¯g
Lu
)− 12
wuδVg
− 1τT δTdist + wT

(141)
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Discarding second order terms yields
δp˙n
δp˙e
δV˙g
δψ˙
δω˙
δu˙w
δT˙dist

=

−V¯g sin ψ¯δψ + cos ψ¯δVg
V¯g cos ψ¯δψ + sin ψ¯δVg
1
m
{
δFcontrol − ρCD0Sp
(
V¯g − u¯w
)
δVg + ρCD0Sp
(
V¯g − u¯w
)
δuw
}
δω
1
J (δTdist + δTcontrol)
− u¯wLu δVg −
V¯g
Lu
δuw + σu
√
2V¯g
Lu
wu
− 1τT δTdist + wT

(142)
Rearranging yields
δp˙n
δp˙e
δV˙g
δψ˙
δω˙
δu˙w
δT˙dist

=

−V¯g sin ψ¯δψ + cos ψ¯δVg
V¯g cos ψ¯δψ + sin ψ¯δVg
1
m
{
δFcontrol − ρCD0Sp
(
V¯g − u¯w
)
δVg + ρCD0Sp
(
V¯g − u¯w
)
δuw
}
δω
1
J (δTdist + δTcontrol)
− u¯wLu δVg −
V¯g
Lu
δuw
− 1τT δTdist

(143)
+

0 0
0 0
0 0
0 0
0 0
σu
√
2V¯g
Lu
0
0 1

[
wu
wT
]
(144)
One final rearrangement yields the desired form
δp˙n
δp˙e
δV˙g
δψ˙
δω˙
δu˙w
δT˙dist

=

0 0 cos ψ¯ −V¯g sin ψ¯ 0 0 0
0 0 sin ψ¯ V¯g cos ψ¯ 0 0 0
0 0 −ρCD0Sp(V¯g−u¯w)m 0 0
ρCD0Sp(V¯g−u¯w)
m 0
0 0 0 0 1 0 0
0 0 0 0 0 0 1J
0 0 − u¯wLu 0 0 −
V¯g
Lu
0
0 0 0 0 0 0 − 1τT

︸ ︷︷ ︸
Fx

δpn
δpe
δVg
δψ
δω
δuw
δTdist

(145)
+

0 0
0 0
1
m 0
0 0
0 1J
0 0
0 0

︸ ︷︷ ︸
Fu
[
δFcontrol
δTcontrol
]
+

0 0
0 0
0 0
0 0
0 0
σu
√
2V¯g
Lu
0
0 1

︸ ︷︷ ︸
B
[
wu
wT
]
(146)
6.2.2 Guidance Law Linearization
This section derives the linearization of the guidance law listed in equation 50. While the first term is trivial, the
second terms requires some manipulation to facilitate the partial derivatives. The second term of equation 50 can
be expressed as
ψ∗ = A−B · g (f (xˆ)) (147)
where
A = ψq (148)
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B = ψ∞
2
pi
(149)
g (·) = arctan (·) (150)
f (xˆ) = kpath {− sinψq (pˆn − rn) + cosψq (pˆe − re)} (151)
The second row of 102 has the following terms
N21 =
∂ψ∗
∂pˆn
∣∣∣∣
x=x¯, xˆ=ˆ¯x, xˇ=ˇ¯x
= −B ∂g
∂f
∂f
∂pˆn
(152)
= −B 1
1 + f2
(−kpath sinψq) (153)
=
2ψ∞kpath sinψq
pi + pik2path
(− sinψq [ ˆ¯pn − rn]+ cosψq [ ˆ¯pe − re])2 (154)
N22 =
∂ψ∗
∂pˆe
∣∣∣∣
x=x¯, xˆ=ˆ¯x, xˇ=ˇ¯x
= −B ∂g
∂f
∂f
∂pˆe
(155)
= −B 1
1 + f2
(kpath cosψq) (156)
= − 2ψ
∞kpath cosψq
pi + pik2path
(− sinψq [ ˆ¯pn − rn]+ cosψq [ ˆ¯pe − re])2 (157)
∂ψ∗
∂Vˆg
= 0 (158)
∂ψ∗
∂ψˆ
= 0 (159)
6.3 Navigation error definitions
The navigation errors are defined as 
pn
pe
Vg
ψ
 =

pˆn
pˆe
Vˆg
ψˆ
+

δpn
δpe
δVg
δψ
 (160)
6.3.1 Error injection
The method for injecting errors is 
pˆn
pˆe
Vˆg
ψˆ
 =

pn
pe
Vg
ψ
−

δpn
δpe
δVg
δψ
 (161)
6.3.2 Error correction
The method for correcting errors is 
pn
pe
Vg
ψ
 =

pˆn
pˆe
Vˆg
ψˆ
+

δpn
δpe
δVg
δψ
 (162)
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6.3.3 Error calculation
The method for calculating errors is 
δpn
δpe
δVg
δψ
 =

pn
pe
Vg
ψ
−

pˆn
pˆe
Vˆg
ψˆ
 (163)
6.4 Matlab Utilities for RRT Implementation
To take advantage of some of the built-in capabilities, it is desired to use Matlab's directed graph object (digraph)
to implement the RRT+ algorithm. Below are some notes I took as I read through the Matlab's documentation.
• G = digraph([1 2],[2 3],[],5) creates a graph with three connected nodes and two isolated nodes.
 This could prove useful if adding nodes is inefficient. At the expense of memory usage, we could initialize
a very large graph, and leave most nodes unconnected.
• You can add as many properties of edges as you want. This may be useful for implementing a variety of cost
functions.
• You can also add as many properties of nodes as you want. This could be useful in defining regions of GPS
denial.
• idxOut = findedge(G,s,t) returns the numeric edge indices, idxOut, for the edges specified by the source and
target node pairs s and t.
 This could be useful when assigning or modifying the cost of an edge between two nodes of interest.
• P = shortestpath(G,s,t) computes the shortest path starting at source node s and ending at target node t.
If the graph is weighted (that is, G.Edges contains a variable Weight), then those weights are used as the
distances along the edges in the graph. Otherwise, all edge distances are taken to be 1.
 This is useful to find the shortest path where the path cost is encoded in the weights
• [P,d,edgepath] = shortestpath(___) additionally returns the edge indices edgepath of all edges on the shortest
path from s to t.
 May be useful if we need to know the edge sequence...not sure why.
• nodeIDs = nearest(G,s,d) returns all nodes in graph G that are within distance d from node s. If the graph is
weighted (that is, if G.Edges contains a variable Weight), then those weights are used as the distances along
the edges in the graph.
 This will be useful in the final re-wiring step of the RRT+ algorithm
• From the digraph help, For the best performance, construct graphs all at once using a single call to digraph.
Adding nodes or edges in a loop can be slow for large graphs.
 We could construct an empty graph
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