The Histogram Test method is a popular technique in analog-to-digital converter (ADC) testing. The presence of additive noise in the test setup or in the ADC itself can potentially affect the accuracy of the test results. In this study, we demonstrate that additive noise causes a bias in the terminal based estimation of the gain but not in the estimation of the offset. The estimation error is determined analytically as a function of the sinusoidal stimulus signal amplitude and the noise standard deviation. We derive an exact but computationally difficult expression as well as a simpler closed form approximation that provides an upper bound of the bias of the terminal based gain. The estimators are validated numerically using a Monte Carlo procedure with simulated and experimental data.
Introduction
The Histogram Test (or Code Density Test) is widely used in analog-to-digital converter (ADC) testing [1] - [3] . This method allows the estimation of different ADC parameters, namely the transition voltages, code bin widths integral non-linearity, differential nonlinearity, gain, and offset error. The estimators for these parameters are affected by the nonideal effects of the test setup or in the ADC itself, among which are additive noise [3] - [5] , phase noise and jitter [6] - [8] , stimulus signal distortion [3] , and frequency error [9] , [10] .
In this paper, we study the influence of additive noise on the estimation error of the ADC gain and offset error through numerical simulations as well as experimental measurements. This is useful not only to statistically characterize the results obtained when testing an ADC but also to be able to correct the estimates made. The latter is possible when the amount of additive noise present is known or can be determined. This source of uncertainty needs to be taken into account when computing the measurement uncertainty of ADC-based instruments [11] , [12] . This paper is an update of [13] where we have added experimental results that validate the analytical expression presented.
In section 2, we introduce the terminal based definition of gain and offset error. In section 3, we derive the errors of the estimators. In section 4, we validate the numerical results from Monte Carlo simulation and in section 5 we validate the estimators through experimental measurements. Finally, we draw some conclusions in section 6.
Terminal Based Gain and Offset Error
The purpose of an ADC is to convert the values of a current or voltage present at the input, which is a continuous variable, into a digital word that should represent that input. That relationship, between the input variable and output digital words (or codes) is known as the ADC transfer function and is determined by the ADC manufacturer [14] . In the rest of the text we will consider that the input variable is a voltage. There are different types of transfer functions. One of them, used with bipolar ADCs, is the mid-riser (also known as "with no true zero") which is represented in Fig. 1 . Variable n b represents the ADC number of bits and FS the full scale voltage. Each output code corresponds to a range of input voltage values (horizontal lines). Given an output code one cannot determine exactly which was the input voltage at the time of the sampling and posterior analog-to-digital conversion. It is conventional to adopt the middle point of the ranges mentioned as the value of the input voltage for a given output code (black circles).
The transition voltages, T k , define the ADC transfer function, that is, the relation between input voltage and output code, k. For an ideal ADC, the transition voltages of the transfer function, defined as in Fig. 1 , are
They are equally spaced by an amount Q given, from the definition of the transfer function, by
In an actual ADC, the real transition voltages will be different from the ideal ones. To express those differences several parameters are used. Two of those are the ADC gain and offset error. They can be defined in different ways. Two of the most used are the Terminal Based Definition and the Independently Based Definition [1] . In this paper we will focus our attention on the first one. According to the Terminal Based Definition, the offset error plus the product of the gain by the first and last real transition voltages, results in the first and last ideal transition voltages respectively. Hence the designation "Terminal Based" refers to the fact that the definition is based on the extremes of the transfer function, that is, on the value of the first (lowest) and last (highest) transition voltages. So that the gain (G) and offset error (O) satisfy the definition if they are computed with the following expressions [15] :
To simplify the notation, we introduced the variables 1 = F T and
When testing an ADC with the Standard Histogram Test we obtain an estimate of the transition voltages (not the real transition voltages). From those estimates we can compute the estimated ADC gain and offset error using (4) The "hat" symbol over the variables means that they are an estimate and not the actual values for the ADC under test.
Derivation Of The Estimation Bias
The presence of additive noise, which is a stochastic perturbation of the voltage sampled by the ADC, causes all the quantities estimated with the Histogram Method to be also stochastic variables. This is so for the estimated ADC gain and offset error given by (4) since they are determined from the estimated values of the first (F) and last (L) transition voltages.
The expected value of the estimates given by (4) can be computed from the statistical properties of F and ɵ L . This can be done using (5) where g is a function of two random variables x and y with correlation coefficient r [16] , p. 156. The function and its derivatives are evaluated at
In this paper, however only the first term in (5) is going to be used. This leads to a poorer approximation, however, since the analytical expressions for expected values of x and y ( F and ɵ L in the context of this paper) that are going to be used are themselves coarse approximation for their exact value, it would be unnecessary to consider the second term in (5) . This choice will be numerically validated later using Monte Carlo simulations.
The expected value of the function will thus be considered equal to the function of the expected value. Using (4) leads to (6) In [17] , the amount of overdrive to use in order to minimize the error in the estimation of the transition voltages due to additive noise was studied. There, an expression for the computation of the expected value of the transition voltages estimated with the Histogram Method has been derived, (7) where U k and σ n are the normalized values of transition voltage and additive noise standard deviation. They are obtained from the real values (voltages) by subtracting the stimulus signal offset C (just in the case of the transition voltages) and dividing by its amplitude, A. These normalized values make the derivations clearer and can easily be converted back to voltages.
Note that the expected value of the estimated transition voltage, k U ,given by (7) depends on the actual transition voltage k U . It is, however, safe to use the ideal value of the transition voltage in place of the actual value which is unknown, since typically they are similar.
In order to simplify the presentation, it is assumed we are dealing with an ADC that has a mid-riser transfer function like the one depicted in Fig. 1 . In this type of transfer function the transition voltages are symmetric which eases the analytical derivations. One has, thus,
where (1) and (2) were used. Using this it is possible to write (6) as .
(9) Also, expression (7) is odd in relation to U k . Leading to (10) Using (10) it is possible to write (9) as, (11) This shows immediately that the offset error estimator is unbiased since its expected value is equal to its ideal value which is zero.
Inserting (7) into (11) and using the ideal value for the last transition voltage in place of the actual value in (7), leads to (12) In [17] a careful analysis of the dependence of (7) on the values of the transition voltage and the additive noise standard deviation was carried out. It was possible to determine the maximum value of the estimation error of the transition voltages for a given additive noise standard deviation. The expression obtained was (13) where (14) This is valid for values of normalized noise standard deviation lower than 0.1 which is equivalent to having a noise standard deviation lower than 10 % of the stimulus signal amplitude, a situation generally encountered in practice. Using this, an approximate expression for the upper bound of the expected value of the normalized transition voltage is (15) Using (15) in (11) leads to (16) Considering that the ideal code bin width (Q) is much smaller than the ADC full scale (FS), it is possible to write (16) as (17) The relative error of the estimator, defined by (18) is thus (19) This expression allows the determination of an upper bound on the relative error in the estimation of the ADC gain using the Histogram Method. It can be seen that this upper bound is proportional to the standard deviation of the additive noise (σ nv ) relative to the ADC full scale (FS).
Numerical Validation
In order to validate the derivations presented here and the approximations made, namely the substitution of the expected value of a function by the function of the expected value of its argument in (6), the use of expression (7), derived in [17] and which is in itself an approximate expression and the upper bound on the estimation error of the transition voltages made in (13), a Monte Carlo procedure was used. It consists in repeatedly simulating a sinusoidal stimulus signal corrupted by additive noise and using the Histogram Test to estimate the terminal based gain and offset of a simulated ADC.
In Fig. 2 the expected value of the estimated ADC gain is depicted as a function of the normalized additive noise standard deviation (black circles). The vertical bars represent the confidence interval for a 99.9 % confidence level obtained with 1000 repetitions of the Histogram Test. It can be seen that the results conform to expression (12) which was derived here and which can be used to analytically determine the estimation error. The dashed line is the representation of expression (15) which gives a bound for the estimation error and which is much easier to use than (12) . (12) and the dashed line is the representation of (17).
In Fig. 3 the same information is depicted but now using 5% overdrive. Again the numerical results obtained are in conformance with the analytical expressions presented here. (12) and the dashed line is the representation of (17). Table 1 lists the values of the parameters of the test setup used in the numerical simulation. In Fig. 4 it can be seen that the estimation error of the ADC offset is in fact null, as demonstrated earlier. 
Experimental Results
In order to evaluate further the derivations presented earlier and compare them with the numerical simulation results, experimental validation was performed using the same test parameters listed in Table 1 . Although many factors can affect the accuracy of ADC testing, we considered that all these factors are negligible except noise. The experimental setup consists of a data acquisition board attached to a host PC. Two signal generators were used. The first one acts as the signal source which produces the stimulus signal. The second one acts as the noise source to model additive noise in the system. The outputs of these signal generators were then connected to two separate ports on the data acquisition board using coax cables about one meter long. The data acquisition board is attached to the host PC through the PCI Bus. The host PC controls the signal generators through a USB interface. Table 2 shows the specifications of the test setup. In Fig. 5 , it can be seen that for the case of 5% overdrive, the experimental ADC gain measurements conform to the values calculated by the estimator such that the curve representing expression (13) follows closely the experimental curve and lies within the confidence intervals. (12) and the dashed line is the representation of (17).
We observe that we get very high accuracy in the experimental results such that the theoretical curve matches the experimental results closely justifying our initial premise that only the additive noise that we introduced into the system is the primary source of uncertainty. Fig. 6 shows that the estimation error of the terminal based offset for 5% is in fact negligible which agrees with the analytical result. Without loss of generality, we state that the estimator for the terminal based offset is unbiased by the presence of additive noise. 
Conclusions
In this paper it was shown that, using the Histogram Method, the presence of additive noise causes a bias in the estimation of the terminal based gain of an ADC but does not cause a bias in the offset error estimation.
Two analytical expressions were derived to compute the estimation error. The first, expression (13) , allows the calculations of the expected value of the estimated gain with a high degree of accuracy when the additive noise is less than 10 % of the stimulus signal. Usually the additive noise is much lower than 10 % so this expression is quite accurate -the lower the noise the better. It is however not a closed form expression and thus it is difficult to use. However, it is valuable when accuracy is essential. The second one, expression (20), is a simpler expression that provides an upper bound on the relative error of the estimation. From this expression, we derived a rule-of-thumb that the relative error of the estimation is lower than one fifth of the noise standard deviation relative to the ADC full scale.
Therefore, the analytical expressions derived in this study were shown to be accurate, based on numerical simulation as well as experimental validation.
