In this paper we propose the use of wavelets to accelerate the solution of the System of Linear Algebraic Equations that arise from the formulation of the problem of image interpolation from scattered data by means of Compactly-Supported Radial Basis Functions. Examples demonstrate the superiority of the solution in the wavelet domain using preconditioned iterative Krylov methods.
Introduction
The generalized interpolation problem, known as the problem of reconstructing a multidimensional vector function f from a finite set of linear measures, is considered in Refs. (1) and (2) . The solution of the generalized interpolation problem can be obtained as a linear combination of generating functions. Different basis functions can be used to solve the problem (3) - (7) , in this paper CompactlySupported Radial Basis Functions (CSRBF) are used. A CSRBF representation of a signal is a function of the form
where • s is the radial basis function representation, • p is a low degree polynomial, • λ i 's are the CSRBF coefficients, • φ is a radially symmetric real valued function called basis function and
• x i 's are the CSRBF centers.
The representation consists of a weighted sum of a radially symmetric basis function φ located at the centers x i and a low degree polynomial p. Given a set of N points x i and values f i , the process of finding an interpolating CSRBF representation, s, such that,
is called fitting. The fitted CSRBF representation is defined by the λ i , the coefficients of the basis function in the summation, together with the coefficients of the polynomial term p(x). In Eq. (1), the symbol · denotes the Euclidean norm of a vector. If {p 1 ,..., p l } is a monomial basis for polynomials of the degree of p, and c = (c 1 ,...,c l )
T are the coefficients that give p(x) in terms of this basis, then the interpolation conditions in Eq. (2), can be rewritten in matrix form as a system of linear equations,
which can be expressed in a block form as
where
Solving the linear system in Eq. (4) determines λ and c, and hence s(x). In order to focus on numerical aspects of the SLAE, it is expressed as
where χ = (λ, c) T is the solution of the SLAE and b = ( f ,0)
T has the values to be interpolated padded with zeros.
Iterative Solution of CSRBF Interpolation System

1 Preliminaries
The solution of the System of Linear Algebraic Equations (SLAE) defined in Eq. (5) is the most timeconsuming operation. Usually, direct methods (8) - (12) are used but such techniques fail with large point sets consisting of more than few thousands points.
Iterative methods (13) - (18) have been proposed for RBF interpolation with large data sets. Unfortunately, because of the conditioning of the matrix A, the convergence of the iterative methods is often difficult to achieve and additional preconditioning techniques are required to ensure a fast and robust convergence of the algorithm (13) , (18) . The combination of suitable preconditioner, GMRES iterative method and existing fast matrixvector algorithms for RBF leads to robust and efficient algorithm for solving RBF interpolation problem.
In the following we intend to accelerate the iterative solution of the large linear system that arise when CSRBF are used to solve generalized interpolation problem by wavelet domain preconditioning. Examples of image interpolation from scattered data demonstrate the superiority of the solution in the wavelet domain.
2 Iterative algorithm
It is well known that the convergence properties of an iterative method applied to a linear system Aχ = b is strongly linked with the spectrum of the matrix A. More precisely, the Krylov method converges very fast when the eigenvalues of the matrix A are clustered, and converge slowly when the eigenvalues of the matrix are nonclustered. When the original matrix is strongly indefinite the usual Krylov subspace methods may fail without suitable preconditioner.
For symmetric non-hermitian matrices, it is well known that the Krylov method of choice is the MINRES (19) which is the GMRES variant for symmetric matrices. As MINRES method needs positive definite preconditioner, GMRES method is used in this paper. The conjugate gradient approach applied to the normal equations may also become a good alternative (19) . Preconditioned GMRES algorithm from Ref. (19) is now reminded, with the following notations: k denotes the current iteration, χ k is the approximate solution and r k = b − Aχ k is the residual vector. In addition, M specifies a preconditioner,Ĥ specifies a matrix to hold the coefficients of the upper Hessenberg matrix constructed by the GMRES iterations, m specifies the number of iterations for each restart and tol specifies the convergence tolerance for the method. Note that the size ofĤ must be at least m × m. Convergence is achieved if the normalized residual is less than the specified tolerance, i.e., if r k / b ≤ tol. Preconditioned GMRES algorithm for solving the system Aχ = b can be express as the set of operations in Algorithm 1 (19) . In the following we intend to improve convergence behavior of GMRES method with the use of wavelet domain preconditioning. Image reconstruction by means of CSRBF demonstrates the superiority of the solution in the wavelet domain.
Wavelet Domain Solution
1 Preliminaries
Discrete wavelet transform (DWT) approximation have been used successfully to precondition linear systems that come from elliptic PDE and BEM problems (20) - (23) . The advantage of applying wavelet technique is to increase the number of zeros in the matrix A so that the system can be solved more efficiently by iterative technique.
Variants of algebraic preconditioners developed in Ref. (20) may not work at all for the simple reason that the matrix of CSRBF SLAE has zeros in the diagonal. If the irregularity of the original matrix is limited to a relatively small known set of rows or columns, the acceleration of the iterative process can be achieved by a mixed approach in which only the smooth submatrix is transformed (22) . Wavelet compression techniques can also be combined with Kronecker product approximation (23) . The recent work in Ref. (21) has attempted to develop a direct solution method based on the non-standard form (NSform) that requires a careful choice of a threshold.
In the following we intend to apply these methods in the design of suitable preconditioners for the iterative solution of CSRBF-based interpolation system in Eq. (4).
2 Wavelet domain preconditioning
The main idea of all methods is as follows: given an orthogonal wavelet function in the continuos space, there exists an orthogonal matrix W that transforms vectors from the standard basis to the wavelet basis. If the vector b in Eq. (5) has smoothly varying values (with possibly local singularities), its wavelet representation isb = Wb. We can also represent two dimension transforms of the matrix A in the standard basis by W asÃ = W AW T . Then, to solve the SLAE in wavelet domain Eq. (5) is changed into
orÃχ =b,
whereχ = Wχ is the wavelet representation of the solution. After solving the system in Eq. (7) by preconditioned GMRES method, the solution of the SLAE is obtained by inverse DWT. Numerical simulations show better results with proposed Incomplete LU factorization preconditioner in the wavelet domain (ILU-DWT) for the problem of image reconstruction with CSRBF when compact support increase and the matrix becomes dense.
Numerical Simulations
To demonstrate the needs and superiority of ILU preconditioner, image reconstruction is carried out by means of CSRBF with points in Fig. 1 (a) and (b) . Coordinates of all data are normalized according to the size of the original image. With normalized set of points, the matrix A in Eq. (4) is built using compactly supported radial basis function Φ(r) given by
where r is the distance between the arbitrary points x i and x j and r 0 is the support radius. Red, green and blue colors at each sampled points are interpolated solving Eq. (5).
The polynomial degree l = 3 of p(x) with monomial basis {1, x,y} is used. Figure 1 (a) shows a detail of Lena picture of 16 384 points (128 × 128) and Fig. 1 (b) shows 5 491 scattered points of the same picture obtained by Wavelet based edge detection method. When building the matrix A from both datasets, sparsity pattern is the one shown in Fig. 1 (c) . Figure 2 (a) shows the pattern of matrix resulting from the application our ILU-DWT preconditioner to smooth matrix A of Fig. 1 (c) which has diagonal singularity. As it is shown in Fig. 2 (b) by the eigenvalue repartition of matrix A obtained from Fig. 1 (b) with r 0 = 0.05, the matrix A is strongly indefinite. Figure 3 shows the superiority of CSRBF over Multilevel B-spline Approximation (MBA) (4) for Lena reconstruction from scattered data. Sampled points are shown in Fig. 3 (b) . Reconstructed images using MBA and CSRBF are shown in Fig. 3 (c) and (d) respectively with their Peak Signal to Noise Ratio (PSNR). Table 1 shows the results in the solution of the system in Eq. (4) where the sparse percent is about 99% (r 0 = 0.05). Details of Lena picture with 1 024, 4 096 and 16 384 points are used for reconstruction. Number of iterations for GMRES and ILU-GMRES methods are expressed in parenthesis and PSNR is used for quality measurement of reconstruction. High quality is obtained if PSNR is higher than 45 decibels. Table 2 shows results with different methods when the number of zeros in the matrix A of Eq. (5) is between 90% (r 0 = 0.2) and 99% (r 0 = 0.05). Matrix A of Fig. 1 (c) obtained from 5 491 scattered points is used for reconstruction. The higher the radio the denser the system. As it is clear from this table, direct solution of the system (DIRECT) (12) is faster for dense systems as it is shown in Table 1 but its time is still prohibitive when N increase. Higher number of scattered points is needed for better quality with Lena reconstruction as it is shown in Fig. 6 (a) (N = 15 104) . N and r 0 give a trade off between computing time and quality of reconstruction. In Fig. 4 , results with ILU-GMRES is shown in comparison with algorithm in Ref. (12) (DIRECT) for standard domain. As For 3D surface reconstruction (12) values of r 0 ≥ 0.2 are used and wavelet domain preconditioning is needed to speed up the solution of the system. After applying DWT and thresholding the number of zeroes in the preconditioned system increases. Daubachies 4 wavelet filters are used in the experiments with the lifting scheme implementation. Figure 5 shows the influence of threshold selection in eigenvalues repartition. Histogram of matrix A of Eq. (5) and matrixÃ of Eq. (7) are shown in Fig. 5 (a) and eigenvalue repartition is shown in Fig. 5 (b) . Threshold should be chosen carefully in order to keep eigenvalues of preconditioner M close to the eigenvalues of the matrixÃ. Higher values of threshold will increase the number of zeroes in the matrix but eigenvalues become complex. Also in Fig. 4 , time reduction is obtained with r 0 = 0.05 and r 0 = 0.13 with ILU-GMRES but for r 0 = 0.2 the system is denser and ILU preconditioner in the wavelet domain (ILU-DWT-GMRES) is needed to outperform DIRECT method. Figure 6 shows sampled images of 65 536 points reconstructed from scattered data obtained by Waveletbased edge detection method. Images are reconstructed from the 20% of original images. Acceptable quality (above 30 dB) is obtained for Lena and Couple because they have mainly low frequency components. As Peppers and Mandrill contain every frequency components the reconstructed image quality needs some improvement.
Conclusion
In this paper we have proposed the use of wavelet domain preconditioning to speed up the solution of the matrix equation associated with CSRBF image reconstruction. Although preconditioning technique is well known, the introduction of wavelet domain approach is interesting. Examples demonstrate the superiority of the solution in the wavelet domain using preconditioned GMRES method when compact support increase and the matrix becomes dense.
As the matrix of the SLAE is symmetric, the efficiency of the method can be improved with the use of minimal residuals method (MINRES) and incomplete Cholesky factorization (IC) preconditioner (19) . Improvements of the method to develop a function-based image compression system suitable for hierarchical encoding of 3D images and CAD models is under current investigations.
