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1. Introduction
The following generalization of the classical Cauchy–Bunyakovskiı˘ inequality was proved by Huijsmans and de Pagter
[18]: if X is a real vector space and 〈·,·〉 : X × X → E is a positive semideﬁnite symmetric bilinear operator with values in a semiprime
f -algebra E, then
〈x, y〉 ◦ 〈x, y〉 〈x, x〉 ◦ 〈y, y〉 (x, y ∈ X),
where ◦ is the f -algebra multiplication. It was shown by Bernau and Huijsmans [3] that the semiprimeness assumption can be
omitted and in [11] the result was established for any almost f -algebra E by Buskes and van Rooij. Finally, it was announced
in the author’s paper [21] and proved in [10, Theorem 3.8] that almost f -algebra multiplication ◦ can be replaced by an
arbitrary positive orthosymmetric bilinear operator from E × E to F , where E and F are Archimedean vector lattices.
In a private discussion Professor S.M. Sitnik hypothesized that there must exist some general principle allowing to pro-
duce automatically new inequalities for bilinear operators, provided that the corresponding ones hold true for bilinear forms.
The aim of this paper is to present a transfer principle which enables us to transform inequalities with semi-inner products
to inequalities containing positive semideﬁnite symmetric bilinear operators with values in a vector lattice. The proof rely
upon The Kreı˘ns–Kakutani Representation Theorem, homogeneous functional calculus in uniformly complete vector lattices,
and a representation result for positive orthosymmetric bilinear operators.
A review of different generalizations and reﬁnements of the classical Cauchy–Bunyakovskiı˘ inequality one can ﬁnd in
[13–15,29,30,34]. For the theory of vector lattices and positive operators we refer to the books [1,22,28,32,33]. Some aspects
of positive bilinear operators in vector lattices are presented in a survey paper [8], see also [10] and [23].
Throughout the paper a vector lattice means an Archimedean vector lattice over the reals R. The positive cone of a vector
lattice E is always denoted by E+ . We call a vector lattice uniformly complete, if it is complete with respect to relatively
uniform convergence. We use the symbol := if the equality is taken as a deﬁnition; N stands for the set of natural numbers.
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We need some preliminary results on functional calculus. There are different ways to deﬁne homogeneous functional
calculus on vector lattices [9,19,25,26,33,36]. We follow the approach [9,26]. Theorem 1 below see in [9,25,33,36].
Let N ∈ N and denote by H(RN ) the vector lattice of all continuous functions ϕ : RN → R which are positively homoge-
neous:
ϕ(λt) = λϕ(t) (t ∈ RN , 0< λ ∈ R).
For every ϕ ∈H(RN ) the expression ϕ̂(x1, . . . , xN ) can naturally be deﬁned in a uniformly complete vector lattice E .
Deﬁnition 1. Fix a ﬁnite collection x1, . . . , xN ∈ E and ϕ ∈H(RN ). We say that ϕ̂(x1, . . . , xN ) exists or is well deﬁned in E
and write y = ϕ̂(x1, . . . , xN ) if there is an element y ∈ E such that ω(y) = ϕ(ω(x1), . . . ,ω(xN )) for every R-valued lattice
homomorphism ω on the vector sublattice of E generated by {x1, . . . , xN , y}, see [9].
Denote by dtk the kth coordinate function on RN , dtk : (t1, . . . , tN ) → tk .
Theorem 1. Let E be a uniformly complete vector lattice and x1, . . . , xN ∈ E. Then ϕ̂(x1, . . . , xN ) exists for every ϕ ∈H(RN ) and the
map
ϕ → ϕ̂(x1, . . . , xN)
(
ϕ ∈H(RN))
is a unique lattice homomorphism fromH(RN ) into E with d̂t j(x1, . . . , xN ) = x j for j := 1, . . . ,N.
Proposition 1. Let E and F be uniformly complete vector lattices, E0 a uniformly closed sublattice of E, h : E0 → F a lattice homo-
morphism. If x1, . . . , xN ∈ E0 and ϕ ∈H(RN ), then
h
(
ϕ̂(x1, . . . , xN )
)= ϕ̂(h(x1), . . . ,h(xN)).
In particular, if h is the inclusion map E0 ↪→ E and x1, . . . , xN ∈ E0, then the element ϕ̂(x1, . . . , xN ) relative to E is
contained in E0 and its meaning relative to E0 is the same. Moreover, every uniformly complete vector sublattice E0 ⊂ E
containing x1, . . . , xN also contains ϕ̂(x1, . . . , xN ) for any ϕ ∈H(RN ).
Proposition 2. Let K ,M,N ∈ N and consider ﬁnite collections of positively homogeneous functions ϕ1, . . . , ϕM ∈ H(RN ) and
ψ1, . . . ,ψK ∈ H(RM). Denote ϕ := (ϕ1, . . . , ϕM) and ψ := (ψ1, . . . ,ψK ). Then ψ1 ◦ ϕ, . . . ,ψK ◦ ϕ ∈ H(RN ) and, for any
x := (x1, . . . , xN ) in EN and y := (y1, . . . , yM) in EM , the elements ϕ̂(x) := (ϕ̂1(x), . . . , ϕ̂M(x)) ∈ EM and ψ̂(y) := (ψ̂1(y), . . . ,
ψ̂K (y)) ∈ EK are well deﬁned. Moreover,
̂(ψ ◦ ϕ)(x) = ψ̂(ϕ̂(x)) (x := (x1, . . . , xN ) ∈ EN).
Deﬁnition 2. A function ψ : RN → R is called sublinear if it is positively homogeneous and subadditive, i.e. ψ(s + t) 
ψ(s)+ψ(t) for all s, t ∈ RN . A function ϕ : RN → R is called superlinear if −ϕ is sublinear. Denote by H∨(RN ) and H∧(RN )
respectively the sets of all continuous sublinear functions and continuous superlinear functions on RN .
Example 1. The mean of order p provides an example of a positively homogeneous function. Take kp,N ∈H(RN ) deﬁned by
kp,N : (t1, . . . , tN) → (∑Ni=1 |ti|p) 1p with 0 p ∞. This function is superlinear on RN+ if 0 < p < 1, and sublinear on RN if
p  1. For the corresponding mapping from EN into E an expressive notation is used, see [25,33,36]:(
n∑
i=1
|xi |p
) 1
p
:= k̂p,N (x1, . . . , xN ) (x1, . . . , xN ∈ E).
For p = ∞, we deﬁne k∞,N (t1, . . . , tN ) = max{|ti |: i := 1, . . . ,N} and, obviously, k̂p,N (x1, . . . , xN ) = |x1| ∨ · · · ∨ |xN |.
Example 2. Now, consider geometric mean γα(t1, . . . , tN ) = |t1|α1 · · · · · |tN |αN with α = (α1, . . . ,αN ), 0 < α1, . . . ,αN ∈ R
and
∑N
i=1 αi = 1. In this case γα ∈H(RN ), γα is superlinear on RN+ , and
|x1|α1 · · · · · |xN |αN := γ̂α(x1, . . . , xN ) (x1, . . . , xN ∈ E)
is well deﬁned in E for arbitrary xk ∈ E and αk > 0 (k = 1, . . . ,N). In particular, (x · y) 12 := x 12 y 12 is well deﬁned for x, y ∈ E+ .
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C(Q ) is well deﬁned and
ϕ̂(x1, . . . , xN )(q) = ϕ
(
x1(q), . . . , xN (q)
)
(q ∈ Q ).
Proposition 3 (The generalized Jensen inequalities). Let E and F be uniformly complete vector lattices, S : E → F a positive linear
operator. Assume that ϕ ∈H∧(RN ), ψ ∈H∨(RN ), and x1, . . . , xN ∈ E. Then the inequalities hold:
S
(
ϕ̂(x1, . . . , xN )
)
 ϕ̂
(
S(x1), . . . , S(xN )
)
, S
(
ψ̂(x1, . . . , xN )
)
 ψ̂
(
S(x1), . . . , S(xN )
)
.
Proof. More general result was proved in [24, Theorem 5.1] by using the quasilinearization (envelope representation)
method in vector lattices. 
Remark 1. Proposition 3 holds true if S is increasing superlinear in the ﬁrst inequality and increasing sublinear in the
second one whenever ϕ and ψ are increasing, see [24]. In the special case of vector lattices of measurable functions the
ﬁrst inequality with increasing sublinear S and increasing ϕ was established by M. Haase [17, Proposition 1.1]. Similar results
see in Bourbaki [7, Proposition I.1], Maligranda [27, Lemma 1 and Remark 1], Mitrinovic´, Pecˇaric´, Fink [30, p. 192]. Various
classical and recent inequalities are related to Jensen’s, Hölder’s, or Minkowski’s inequality (see [2,29,30]). Some of them
can naturally be transferred into the environment of vector lattice by means of envelope representation method, see [24].
3. Main result
Let E , F , and G be vector lattices and X be a real vector space.
Deﬁnition 3. A bilinear operator b : X × X → G is said to be symmetric if b(x, y) = b(y, x) for all x, y ∈ X and positive
semideﬁnite if b(x, x)  0 for every x ∈ X . A semi-inner product on X is a positive semideﬁnite symmetric form (·,·) : X ×
X → R.
Deﬁnition 4. A bilinear operator b : E× F → G is said to be positive (resp. a lattice bimorphism) if the linear maps y → b(e, y)
(y ∈ F ) and x → b(x, f ) (x ∈ E) are positive (resp. lattice homomorphisms) for all e ∈ E+ and f ∈ F+ .
Thus, a bilinear operator b is positive if and only if b(x, y)  0 for all x ∈ E+ and y ∈ F+ and for any positive b we
have |b(x, y)| b(|x|, |y|) (x ∈ E , y ∈ F ). It can be easily seen that a bilinear operator b is lattice bimorphism if and only if
|b(x, y)| = b(|x|, |y|) (x ∈ E , y ∈ F ). In particular, a lattice bimorphism is a positive bilinear operator.
Deﬁnition 5. A bilinear operator b : E × E → G is called orthosymmetric if |x| ∧ |y| = 0 implies b(x, y) = 0 for arbitrary
x, y ∈ E or, which is the same, b(|x|, |x|) = b(x, x) (x ∈ E), see [8,11].
A positive orthosymmetric bilinear operator is symmetric [11]. A lattice bimorphism is orthosymmetric and hence sym-
metric if and only if it is positive semideﬁnite [10].
Proposition 4. Let F be a vector lattice, Q a compact Hausdorff topological space, and b : C(Q )×C(Q ) → F a positive orthosymmet-
ric bilinear operator. Then there exists a positive linear operator S : C(Q ) → F such that b( f , g) = S( f g) ( f , g ∈ C(Q )). Moreover,
b is a lattice bimorphism if and only if S is a lattice homomorphism.
Proof. This is immediate from [8, Theorems 23 and 24]. 
Denote I := {1, . . . ,n}, J := {1, . . . ,m}, and N = mn. Fix a bijection σ from I × J onto {1, . . . ,N}. Consider positively
homogeneous continuous mappings Φ,Φ ′ : RN → Rk , Ψ,Ψ ′ : RN → Rl and denote (t ∈ RN and u ∈ EN ):
Φ(t) = (ϕ1(t), . . . ,ϕk(t)), Φ ′(t) = (ϕ′1(t), . . . ,ϕ′k(t)),
Φ(t)Φ ′(t) := (ϕ1(t)ϕ′1(t), . . . ,ϕk(t)ϕ′k(t)),
Φ̂(u) ◦ Φ̂ ′(u) := (ϕ̂1(u) ◦ ϕ̂ ′1(u) . . . , ϕ̂k(u) ◦ ϕ̂ ′k(u)).
Similar meaning have the symbols Ψ (t)Ψ ′(t) and Ψ̂ (u)◦Ψ̂ ′(u). Clearly, ϕi , ϕ′i (1 i  k) and ψ j , ψ ′j (1 j  l) are positively
homogeneous continuous real valued functions on RN .
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j ∈ J ). Assume that ϕ ∈H∧(Rk) and ψ ∈H∨(Rk). If for any semi-inner product (·,·) on X the inequality
ψ
(
Ψ (t)Ψ ′(t)
)
 ϕ
(
Φ(t)Φ ′(t)
)
holds with t = (t1, . . . , tN ) ∈ RN , tσ(i, j) := (xi, y j) ((i, j) ∈ I × J ), then for any positive semideﬁnite symmetric bilinear operator 〈·,·〉
from X × X to E and any positive orthosymmetric bilinear operator ◦ : E × E → F the inequality
ψ̂
(
Ψ̂ (u) ◦ Ψ̂ ′(u)) ϕ̂(Φ̂(u) ◦ Φ̂ ′(u))
holds with u = (u1, . . . ,uN ) ∈ EN , uσ(i, j) := 〈xi, y j〉 ((i, j) ∈ I × J ). If the equality holds in semi-inner product case and ◦ is a lattice
bimorphism, then equality holds also in the case of symmetric positive semideﬁnite bilinear operators.
Proof. Let xi, y j ∈ X (i ∈ I , j ∈ J ) and denote by X0 the subspace of X spanned by {x1, . . . , xn, y1, . . . , ym}. Put e :=∑
(i, j)∈I× J |〈xi, y j〉|. Let E0 be an order ideal in E generated by e. By Kreı˘ns–Kakutani Representation Theorem there are
a compact Hausdorff topological space Q and an isomorphism ι from E0 onto C(Q ) such that ιe is the function on
Q identically equal to unity. If b denotes the restriction of ι ◦ 〈·,·〉 onto X0 × X0 then for every q ∈ Q the relation
bq(x, y) := b(x, y)(q) deﬁnes correctly a positive semideﬁnite symmetric bilinear form on X0 × X0. Deﬁne a continu-
ous function fl : Q → R by fl(q) := bq(xi, y j), whenever l = σ(i, j) and put f = ( f1, . . . , fN ). By hypotheses for every
q ∈ Q the inequality ψ(Ψ ( f (q))Ψ ′( f (q)))  ϕ(Φ( f (q))Φ ′( f (q))) holds true. Putting ul := ι−1( fl), u = (u1, . . . ,uN ), and
ιu = (ιu1, . . . , ιuN ) we ﬁnd that this amounts to the inequality (see Example 3)
ψ̂
(
Ψ̂ (ιu)Ψ̂ ′(ιu)
)
 ϕ̂
(
Φ̂(ιu)Φ̂ ′(ιu)
)
in the f -algebra C(Q ). (Juxtaposition means the natural multiplication in C(Q ).)
By Proposition 4 there exists a positive linear operator S : C(Q ) → F such that the restriction d of ◦ onto E0 × E0 can
be represented as d = S ◦ (ι× ι) i.e., u ◦ v = S(ι(u)ι(v)) (u, v ∈ E0). From the last inequality we deduce
S
(
ψ̂
(
Ψ̂ (ιu)Ψ̂ ′(ιu)
))
 S
(
ϕ̂
(
Φ̂(ιu)Φ̂ ′(ιu)
))
.
Applying the generalized Jensen inequality (Proposition 3) with S , ϕ , and ψ , we get
ψ̂
(
S
(
Ψ̂ (ιu)Ψ̂ ′(ιu)
))
 ϕ̂
(
S
(
Φ̂(ιu)Φ̂ ′(ιu)
))
.
Now, taking into consideration the above representation d = S ◦ (ι× ι) and Proposition 1, we obtain
ψ̂
(
Ψ̂ (u) ◦ Ψ̂ ′(u))= ψ̂(S(Ψ̂ (ιu)Ψ̂ ′(ιu))), ϕ̂(S(Φ̂(ιu)Φ̂ ′(ιu)))= ϕ̂(Φ̂(u) ◦ Φ̂ ′(u)),
and we obtain the required inequality.
Assume now that the equality holds for every semi-inner product and ◦ is a lattice bimorphism. Then S is a lattice
bimorphism, according to Proposition 4, and
S
(
ψ̂
(
Ψ̂ (ιu)Ψ̂ ′(ιu)
))= S(ϕ̂(Φ̂(ιu)Φ̂ ′(ιu))).
To completes the proof it is suﬃcient to use Proposition 1. 
Remark 2. It can be easily seen that the inequalities in Theorem 2 may contain in both parts arbitrary ﬁnite but equal
number of factors with respect to · and ◦. More precisely, if Φl : RN → Rk and Ψl : RN → Rl (1  l m) obey the same
requirements as Φ and all hypotheses of Theorem 2 are fulﬁlled, then the inequality
ψ̂
(
Ψ̂1(u) ◦ · · · ◦ Ψ̂m(u)
)
 ϕ̂
(
Φ̂1(u) ◦ · · · ◦ Φ̂m(u)
)
holds with u = (u1, . . . ,uN ) ∈ EN , uσ(i, j) := 〈xi, y j〉 ((i, j) ∈ I × J ), provided that
ψ
(
Ψ1(t) · · · · · Ψm(t)
)
 ϕ
(
Φ1(t) · · · · · Φm(t)
)
holds with t = (t1, . . . , tN) ∈ RN , tσ(i, j) := (xi, y j) ((i, j) ∈ I × J ). Of course, in this case ◦ : EN → F is a positive orthosym-
metric N-linear operator and we denote x1 ◦ · · · ◦ xN := ◦(x1, . . . , xN ). According to Deﬁnitions 4 and 5 x1 ◦ · · · ◦ xN ∈ F+
for all x1, . . . , xN ∈ E+ and x1 ◦ · · · ◦ xN = 0, whenever |xi | ∧ |x j | = 0 for some 1 i, j  N . The proof is along similar lines
making use of the multilinear version of Proposition 4.
Remark 3. Theorem 2 remains valid if the maps Φ,Φ ′,Ψ,Ψ ′ are deﬁned on RN+ , t ∈ RN is replaced with |t| := (|t1|, . . . , |tN |),
and u ∈ EN is replaced with |u| := (|u1|, . . . , |uN |). Moreover, one can take ϕ ∈H∧(Rk+) and ψ ∈H∨(Rk+) provided that
(∀t ∈ RN )Ψ (t)Ψ ′(t)  0 and (∀t ∈ RN )Φ(t)Φ ′(t)  0, respectively. One can state and prove Theorem 2 with positively ho-
mogeneous functions deﬁned on some conic sets of ﬁnite-dimensional space using the machinery from [24]. But in this case
the necessary compatibility conditions become too awkward.
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and 〈
x+ iy, x′ + iy′〉
C
:= 〈x, x′〉+ 〈y, y′〉+ i(〈y, x′〉− 〈x, y′〉).
4. Some applications
To produce a new inequality for bilinear operators by means of the above Transfer Principle one have only to analyze the
structure of a given inequality for semi-inner product identifying in it the functions ϕ , ψ , ϕi , ϕ′i , ψi , and ψ
′
i and rewriting it,
if there is a need, in an appropriate form.
Throughout this section X is a real vector space, (·,·) : X × X → R is a semi-inner product, E and F are uniformly
complete vector lattices, 〈·,·〉 is a positive semideﬁnite symmetric bilinear operator from X × X to E , and ◦ : E × E → F is
a positive orthosymmetric bilinear operator.
It is taken for granted that the inequalities for inner product space used in this section are valid for semi-inner product as
well. Indeed, the inequalities are valid in the quotient space X/X0 with X0 := {x ∈ X: (x, x) = 0} and (·,·) assumes constant
values on equivalence classes. As to the conditions under which the equality holds, the positive deﬁniteness ((x, x) = 0 ⇒
x = 0) is essential. But this aspect is not discussed in the paper.
Example 4 (Cauchy–Bunyakovskiı˘ inequality). The inequality indicated in Introduction (with 〈·,·〉 and ◦ satisfying the above
assumptions)
〈x, y〉 ◦ 〈x, y〉 〈x, x〉 ◦ 〈y, y〉 (x, y ∈ X)
is the simplest particular case of Theorem 2, since only coordinate functions are used: ϕ1(t) = dt1, ϕ′1(t) = dt2, ψ1(t) = dt3,
ψ ′1(t) = dt4 (t = (t1, t2, t3, t4)) with t1 := (x, x), t2 := (y, y), and t3 = t4 := (x, y). Nevertheless, the above proof of the
Transfer Principle uses exactly the same tools as needed for the proof of this very special case (cf. [10, Theorem 3.8]).
Example 5 (Buzano inequality). In [12] M.L. Buzano obtained the following extension of the Cauchy–Bunyakovskiı˘ inequality
in a real or complex inner product space (X, (·,·)): for any a,b, x ∈ X the inequality holds (see [15, (2.50)]):∣∣(a, x)(x,b)∣∣ 1
2
‖x‖2(‖a‖ · ‖b‖ + (a,b)).
Rewrite the right-hand side in the form 12 (x, x) · [(a,b)+ ((a,a) · (b,b))
1
2 ] separating out γ
( 12 ,
1
2 )
(see Example 2). The Transfer
Principle implies that for a,b, x ∈ X we have∣∣〈a, x〉 ◦ 〈x,b〉∣∣ 1
2
〈x, x〉 ◦ [〈a,b〉 + (〈a,a〉 · 〈b,b〉) 12 ].
Example 6 (Boas–Bellman inequality). R.P. Boas [5] and, independently, R. Bellman [4] proved the following generalization of
Bessel’s inequality (see [14, Theorem 47] and [30, p. 392]): If x, y1, . . . , yN are vectors in an inner product space (X, (·,·)),
then the following inequality holds:
N∑
i=1
∣∣(x, yi)∣∣2  ‖x‖2[ max
1iN
‖yi‖2 +
( ∑
1i = jN
∣∣(yi, y j)∣∣2) 12 ].
Replacing |(u, v)|2 by |(u, v)(u, v)| on the left-hand side and ‖u‖2 by (u,u) on the right-hand side we see that the formula
is suitable for applying our Transfer Principle with the positively homogeneous functions k∞,N and k2,N2−N , see Example 1.
Thus, we get the following: If x, y1, . . . , yN ∈ X , then the inequality holds:
N∑
i=1
∣∣〈x, yi〉 ◦ 〈x, yi〉∣∣ 〈x, x〉 ◦ [ ∨
1iN
〈yi, yi〉 +
( ∑
1i = jN
∣∣〈yi, y j〉∣∣2) 12 ].
Example 7 (Boas–Bellman type inequalities). There are different Boas–Bellman type inequalities. We restrict ourselves to only
one of them obtained in S.S. Dragomir [14, Ch. 4, (1.18)]:
N∑
i=1
∣∣(x, yi)∣∣2  ‖x‖
(
N∑
i=1
∣∣(x, yi)∣∣2p
) 1
2p
{(
N∑
i=1
∣∣(yi, yi)∣∣q
) 1
q
+ (N − 1) 1p
( ∑
1i = jN
∣∣(yi, y j)∣∣p) 1p
} 1
2
for any x, y1, . . . , yN ∈ X , p > 1, 1/p + 1/q = 1. Making use of the Transfer Principle with positively homogeneous functions
k2p,N , kq,N , kp,N2−N , and geometric mean γ 1 1 we obtain that the inequality( 2 , 2 )
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i=1
∣∣〈x, yi〉 ◦ 〈x, yi〉∣∣
(
N∑
i=1
∣∣〈x, yi〉∣∣2p
) 1
2p
◦
{
〈x, x〉 ·
[(
N∑
i=1
∣∣〈yi, yi〉∣∣q
) 1
q
+ (N − 1) 1p
( ∑
1i = jN
∣∣〈yi, y j〉∣∣p) 1p
]} 1
2
holds for any x, y1, . . . , yN ∈ X , p > 1, 1/p + 1/q = 1. If, in addition, (yi)1iN are pairwise orthogonal (i = j ⇒ 〈yi, y j〉 =
0), then
N∑
i=1
∣∣〈x, yi〉 ◦ 〈x, yi〉∣∣
(
N∑
i=1
∣∣〈x, yi〉∣∣2p
) 1
2p
◦
{
〈x, x〉 ·
[(
N∑
i=1
∣∣〈yi, yi〉∣∣q
) 1
q
]} 1
2
.
Example 8 (Bombieri inequality). E. Bombieri [6] (see also [14, Theorem 50] and [30, p. 394]) gave the following general-
ization of Bessel’s inequality. If x, y1, . . . , yN are vectors in an inner product space (X, (·,·)), then the following inequality
holds:
N∑
i=1
∣∣〈x, yi〉∣∣2  ‖x‖2 max
1iN
{
N∑
j=1
∣∣〈yi, y j〉∣∣
}
.
It is obvious that if (yi)1iN are orthonormal, then we get Bessel’s inequality. Now, using the same machinery we can
deduce a following generalization of Bombieri’s inequality:
N∑
i=1
∣∣〈x, yi〉 ◦ 〈x, yi〉∣∣ 〈x, x〉 ◦ N∨
i=1
{
N∑
j=1
∣∣〈yi, y j〉∣∣
}
,
where x, y1, . . . , yN ∈ X . In particular, if (yi)1iN are orthogonal, then
N∑
i=1
∣∣〈x, yi〉 ◦ 〈x, yi〉∣∣ 〈x, x〉 ◦ (∣∣〈y1, y1〉∣∣∨ · · · ∨ ∣∣〈yN , yN〉∣∣).
Example 9 (Bombieri type inequalities). Consider the following Bombieri type inequality (see S.S. Dragomir [14, Theorem 98]
and [14, p. 147]):
N∑
i=1
∣∣(x, yi)∣∣2  ‖x‖ N∑
i=1
∣∣(x, yi)∣∣ max
1i, jN
∣∣(yi, y j)∣∣ 12 ,
N∑
i=1
∣∣〈x, yi〉∣∣2  N 1p + 1t −1‖x‖2
[
N∑
i=1
(
N∑
i=1
∣∣〈yi, y j〉∣∣q
) r
q
] 1
r
,
where 1< p  2, 1< t  2, 1p + 1q = 1, 1t + 1r = 1.
The right-hand side of the ﬁrst formula can be rewritten as the product of aggregates max1i, jN ((x, x) · |(yi, y j)|) 12 and∑N
i=1 |(x, yi)|; therefore, the Transfer Principle gives the inequality
N∑
i=1
∣∣〈x, yi〉 ◦ 〈x, yi〉∣∣ ∨
1i, jN
(〈x, x〉 · ∣∣〈yi, y j〉∣∣) 12 ◦ N∑
i=1
∣∣〈x, yi〉∣∣.
As to the second one, deﬁne two maps Φ0 : RN(N+1) → RN and φ0 : RN → R by putting Φ0 := (ϕ1, . . . , ϕN ), ϕi(t00, . . . ,
tNN ) := kq,N (ti1 . . . , tiN), φ(s1, . . . , sN ) := kr,N(s1, . . . , sN) and apply the Transfer Principle with Φ ′ := φ ◦ Φ0 and Φ := dt00
taking into account Proposition 2. Thus, we arrive at the conclusion that for any x, y1, . . . , yN ∈ X the inequality
N∑
i=1
∣∣〈x, yi〉 ◦ 〈x, yi〉∣∣ N 1p + 1t −1〈x, x〉 ◦
[
N∑
i=1
(
N∑
j=1
∣∣〈yi, y j〉∣∣q
) r
q
] 1
r
holds, where 1< p  2, 1< t  2, 1p + 1q = 1, 1t + 1r = 1. If in this inequality we consider p = q = t = r = 2, then
N∑
i=1
∣∣〈x, yi〉 ◦ 〈x, yi〉∣∣ 〈x, x〉 ◦
(
N∑
i, j=1
∣∣〈yi, y j〉∣∣2
) 1
2
.
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(X, (·,·)), see [15, Theorem 23]. For any a,b, x, y ∈ X , x = 0, y = 0, we have
(a,b) − ‖a‖‖b‖
2
 (x,a)(x,b)‖x‖2 +
(y,a)(y,b)
‖y‖2 − 2
(x,a)(y,b)(x, y)
‖x‖2‖y‖2 
(a,b) + ‖a‖‖b‖
2
.
Rewrite this inequality in the form suitable for application of the Transfer Principle:
1
2
[
(a,b) − ‖a‖‖b‖]‖x‖2‖y‖2  [(x,a)(x,b)]‖y‖2 + [(y,a)(y,b)]‖x‖2 − 2(x,a)(y,b)(x, y)
 1
2
[
(a,b) + ‖a‖‖b‖]‖x‖2‖y‖2.
Now, taking Remark 2 and Example 2 into consideration we deduce
1
2
[〈a,b〉 − (〈a,a〉 · 〈b,b〉) 12 ] ◦ 〈x, x〉 ◦ 〈y, y〉
 〈x,a〉 ◦ 〈x,b〉 ◦ 〈y, y〉 + 〈y,a〉 ◦ 〈y,b〉 ◦ 〈x, x〉 − 2〈x,a〉 ◦ 〈y,b〉 ◦ 〈x, y〉
 1
2
[〈a,b〉 + (〈a,a〉 · 〈b,b〉) 12 ] ◦ 〈x, x〉 ◦ 〈y, y〉.
Example 11 (Hadamard inequality). Consider a matrix [aij] with entries aij ∈ E (1  i, j  N) and deﬁne the determinant
det◦([aij]) ∈ F with respect to ◦ (see Remark 2) by
det◦
([aij])=∑
τ∈T
(−1)σ (τ )a1τ (1) ◦ · · · ◦ aNτ (N),
where T is the set of all permutations of {1, . . . ,N} and σ(τ ) is the number of transpositions in τ . Given x1, . . . , xN ∈ X
we can deﬁne the Gram determinant Γ ◦(x1, . . . , xN ) := det◦(G〈x1, . . . , xN 〉) of x1, . . . , xN with respect to ◦ and 〈·,·〉, where
G〈x1, . . . , xN 〉 is the Gram matrix of x1, . . . , xN , whose (i, j)-entry is 〈xi, x j〉. Now, making use of Gram’s inequality 0 
Γ (x1, . . . , xN) and Hadamard’s inequality Γ (x1, . . . , xN )  ‖x1‖2 · · · · · ‖xN‖2 in inner product space (see [15, (6.4)], [30,
Ch. XX, (2.1) and Theorem 1.1]), we get by the Transfer Principle
0 Γ ◦(x1, . . . , xN ) 〈x1, x1〉 ◦ · · · ◦ 〈xN , xN 〉.
Example 12 (Cauchy–Bunyakovskiı˘ type inequality for Gram determinants). Take x1, . . . , xN , y1, . . . , yN ∈ X and put x :=
(x1, . . . , xN ) and y := (y1, . . . , yN). With the above notation deﬁne the determinant Γ ◦(x,y) with respect to ◦ by
Γ ◦(x,y) := Γ ◦(x1, . . . , xN ; y1, . . . , yN) := det◦
(
G〈x,y〉),
where G〈x,y〉 := [〈xi, y j〉] is the matrix with (i, j)-entry 〈xi, y j〉. If (·,·) is an inner product in X and Γ (x,y) is the conven-
tional determinant of the matrix G(x,y) := [(xi, y j)] with (i, j)-entry (xi, y j), then |Γ (x,y)|√Γ (x)√Γ (y), see [20, p. 385]
and [30, Ch. XX, Theorem 3.1]. Assume that T = {τ1, . . . , τk} and ϕ : R2k → R and Φ,Φl : R2N2 → R2k (1 l N) are deﬁned
by
ϕ(r1, . . . , r2k) :=
((
k∑
i=1
(−1)σ (τi)ri
)
·
(
k∑
i=1
(−1)σ (τk+i)rk+i
)) 1
2
,
Φl =
(
ϕ
τ1(l)
1 , . . . ,ϕ
τ1(l)
k ,ϕ
τ1(l)
k+1 , . . . ,ϕ
τk(l)
2k
)
, Φ = Φ1 · · · · · ΦN ,
where ϕ ji ([ti j]) = ϕ jk+i([ti j]) := ti j . Then we have obviously
ϕ
(
Φ
([si j], [ti j]))= (det([si j])det([ti j])) 12 .
Now, by applying the Transfer Principle (see Remark 2) and Proposition 2 and taking into account that the function ϕ is
superlinear on R2k+ we deduce∣∣Γ ◦(x,y)∣∣ (Γ ◦(x) · Γ ◦(y)) 12 .
Remark 5. We have considered a few illustrative examples demonstrating the strength of the Transfer Principle. A great
deal of inequalities admitting generalization by means of the Transfer Principle is spread everywhere in the literature, see
[14–16,30,35].
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