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ABSTRACT
Black Shale Lithofacies Prediction and Distribution Pattern Analysis of Middle Devonian
Marcellus Shale in the Appalachian Basin, Northeastern U.S.A.
Guochang Wang
The Marcellus Shale, marine organic-rich mudrock deposited during Middle Devonian in
the Appalachian basin, is considered the largest unconventional shale-gas resource in United
State. Although homogeneous in the appearance, the mudstone shows heterogeneity in mineral
composition, organic matter richness, gas content, and fracture density. Two critical factors for
unconventional mudstone reservoirs are units amenable to hydraulic fracture stimulation and rich
of organic matter. The effectiveness of hydraulic fracture stimulation is influenced by rock
geomechanical properties, which are related to rock mineralogy. The natural gas content in
mudrock reservoirs has a strong relationship with organic matter, which is measured by total
organic carbon (TOC). In place of using petrographic information and sedimentary structures,
Marcellus Shale lithofacies were based on mineral composition and organic matter richness and
were predicted by conventional logs to make the lithofacies ‘meaningful’, ‘predictable’ and
‘mappable’ at multiple scales from the well bore to basin.
Core X-ray diffraction (XRD) and TOC data was used to classify Marcellus Shale into
seven lithofacies according to three criteria: clay volume, the ratio of quartz to carbonate, and
TOC. Pulsed neutron spectroscopy (PNS) logs provide similar mineral concentration and TOC
content, and were used to classify shale lithofacies by the same three criteria. Artificial neural
network (ANN) with improvements (i.e., learning algorithms, performance function and
topology design) was utilized to predict Marcellus Shale lithofacies in 707 wells with
conventional logs. To improve the effectiveness of wireline logs to predict lithofacies, the effects
of barite and pyrite were partly removed and eight petrophysical parameters commonly used for
a conventional reservoir analysis were derived from conventional logs by petrophysical analysis.
These parameters were used as input to the ANN analysis.
Geostatistical analysis was used to develop the experimental variogram models and
vertical proportion of each lithofacies. Indictor kriging, truncated Gaussian simulation (TGS),
and sequential indicator simulation (SIS) were compared, and SIS algorithm performed well for

modeling Marcellus Shale lithofacies in three-dimensions. Controlled primarily by sediment
dilution, organic matter productivity, and organic matter preservation/decomposition, Marcellus
Shale lithofacies distribution was dominantly affected by the water depth and the distance to
shoreline. The Marcellus Shale lithofacies with the greatest organic content and highest measure
of brittleness is concentrated along a crescent shape region paralleling the inferred shelf and
shoreline, showing shape of crescent paralleling with shoreline. The normalized average gas
production rate from horizontal wells supported the proposed approach to modeling Marcellus
Shale lithofacies. The proposed 3-D modeling approach may be helpful for (1) investigating the
distribution of each lithofacies at a basin-scale; (2) developing a better understanding of the
factors controlling the deposition and preservation of organic matter and the depositional model
of marine organic-rich mudrock; (3) identifying organic-rich units and areas and brittle units and
areas in shale-gas reservoirs; (4) assisting in the design of horizontal drilling trajectories and
location of stimulation activity; and (5) providing input parameters for the simulation of gas flow
and production in mudrock (e.g., porosity, permeability and fractures).
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PREFACE
The unconventional shale (or mudrock) reservoirs are quite different from conventional
sandstone and carbonate reservoirs in pore structure, consequent permeability and lithofacies
distribution. The extremely low permeability (nano-level) in matrix makes it hard to produce
economical oil and gas flow to the well borehole. Horizontal drilling and hydraulic fracture
stimulation with multi-stages are the key breakthroughs for the success of shale-gas development
in North America. In addition to the aspect in porosity, permeability and water saturation,
understanding heterogeneity in shale reservoirs expressed by mineral composition, organicmatter richness and natural and induced fracture distribution is important for shale-gas
production. Two critical factors for successful exploration of a shale-gas reservoir are to look for
units amenable to hydraulic fracture stimulation and sufficient natural gas content. The main
motivation of this research is to investigate the ability of shale lithofacies to determine geologic
and engineering exploration and develop targets at multiple scales from the wellbore to the small
region-scale to the basin-scale. In addition, a 3-D lithofacies model can enhance our
understanding of the depositional environments and process, and development of organic-rich
shale models.
Core analysis data, such as scanning electron microscope (SEM), thin section, X-ray
diffraction (XRD), and geochemical analysis (containing TOC), are irreplaceable in shale
lithofacies research, but not sufficient to build a basin-scale lithofacies model. Wireline logs and
3-D seismic data are commonly employed to predict and recognize lithofacies at the well-scale
by integrating core data. As for shale reservoirs, pulsed neutron spectroscopy (PNS) logs are
usually acquired in a few key wells, and provide a large amount of information concerning
mineralogy and organic matter. To build a 3-D shale lithofacies model, it is necessary to use
geostatistical analysis and related modeling algorithms.
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Figure 0 - 1. Motivation of studying black shale lithofacies defined by mineral composition and
organic matter richness. DFN: discrete fracture network.
A comprehensive research is completed to build a ‘meaningful’, ‘predictable’ and
‘mappable’ lithofacies model at the core-scale, well-scale and basin-scale through integrating
available core data, wireline logs, seismic data and geologic knowledge. Chapter I describes the
integrated methodology of shale lithofacies research by various available data. The history of
lithofacies research and shale research is reviewed, and the definition of shale lithofacies is
proposed for this study. Chapter II and Chapter III mainly discuss the prediction of Marcellus
Shale lithofacies by classical artificial neural network and relatively new neural network
approaches. Petrophysical analysis is discussed in detail for shale reservoirs. Chapter IV focuses
on the 3-D mudrock lithofacies modeling and the distribution pattern of Marcellus Shale
lithofacies. A black shale depositional model is proposed in terms of the distribution of
Marcellus Shale lithofacies. The Appendix A shows more details of the petrophysical analysis of
Marcellus Shale and the statistic reverse model for solving organic-rich shale mineral
composition and kerogen volume with fluid volumes. The other three appendices provide the
primary computer codes written and used during this research.
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Abstract
The success of shale gas in North America has attracted increased interest in
“unconventional” reservoirs. Two critical factors for shale-gas reservoirs are units amenable to
hydraulic fracture stimulation and sufficient natural gas content. The effectiveness of hydraulic
fracture stimulation is influenced by rock geomechanical properties, which are related to rock
mineralogy. The natural gas content in shale reservoirs has a strong relationship with organic
matter, which is measured by total organic carbon (TOC). A 3D shale lithofacies model
constructed using mineral composition, rock geomechanical properties and TOC content can be
applied to optimize the design of horizontal well trajectories and stimulation strategies. Core
analysis data, log data and seismic data were used to build a 3D shale lithofacies from core to
well and finally to regional scale. Core, advanced and common logs were utilized as inputs to
petrophysical analysis, and various pattern recognition methods, such as discriminant analysis,
fuzzy logic, neural network and support vector machine. A limited set of eight derived
parameters from common logs were determined as critical inputs for pattern recognition methods.
Advanced logs, such as pulsed neutron spectroscopy, are used to determine mineral composition
and TOC data improve and confirm the quantitative relationship between conventional logs and
lithofacies. Seismic data, interpreted sequence stratigraphy and depositional environments were
used as constraints to build deterministic and stochastic 3D lithofacies models and to extrapolate
lithofacies from well scale to regional scale.
Keywords
Marcellus Shale, Lithofacies, Mineral Composition, Organic Matter Richness
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1.1 Introduction
Over the past ten years, benefiting from innovative technology, horizontal drilling and
hydraulic fracturing, and improved integration of geosciences and engineering, shale-gas
production has increased rapidly in North America. Opportunities for increased shale-gas
production appear to be global. The success in shale-gas production has offset the decline of gas
production from conventional reservoirs in the U.S.A. As an unconventional resource, shale-gas
reservoirs typically have nano-order matrix permeability, so without natural or artificial fractures
only minor noneconomic volumes of gas flow naturally to a wellbore (Zammerilli, 2010). The
experience from Barnett Shale implies that the key for a shale-gas reservoir is to locate organicrich zones with high gas content and favorable geomechanical properties to facilitate stimulation
(Bowker, 2007). Geologically, the effectiveness of hydraulic fracture stimulation is influenced
by rock geomechanical properties, which are related to rock mineralogy (Jarvie et al., 2007;
Richman et al., 2008; Sondergeld et al., 2010). High quartz and carbonate content as opposed to
clay results in more brittle shale, so it is easier to create more complex, extensive fracture
networks and keep these networks open. Given the same level of maturity, the volume of natural
gas and the ratio of free to absorbed gas are related to the organic matter content and mineral
components. An improved method to study systemically the distribution and geologic controls
on mineral components along with organic matter content in shale reservoirs would assist in
improvement of exploration and development efficiency.
Lithofacies, the lithologic aspects of facies, has been utilized in geology, especially in
stratigraphy and sedimentology, for more than seventy years. Lithofacies has an intimate
relationship with mineral components and organic matter. Prior to the success of producing gas
and oil from shale reservoirs, lithofacies research was focused on the sandstone and carbonate
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units. Recently a limited number of lithofacies studies of shale reservoirs have appeared, but
have been concentrated in the Barnett Shale of Texas (Loucks and Ruppel, 2007; Hickey and
Henk, 2007; Singh, 2008; Kale et al., 2010). Using advanced geochemical and NMR logs, Jacobi
et al. (2008) and Mitra et al. (2010) recognized shale lithofacies, and demonstrated their
influence on the distribution of TOC and porosity. With a long history of development,
lithofacies research evolved many novel technologies that are being applied to organic-rich shale.
It is worthwhile to review the history of lithofacies research and attempt to clarify and update
definitions as applied to shale reservoirs due to the special features and different challenges and
objectives. At the early stage of shale lithofacies studies, developing an integrated method
provides a guide to benefit future research.
In this paper, we review the history of lithofacies development, and show a path to
improve the definition of lithofacies in shale reservoirs. Taking the Marcellus Shale as an
example, core analysis data is integrated with advanced and common logs, and 3D seismic data
to define shale lithofacies at multiple scales. An integrated methodology is proposed to extend
the lithofacies from core scale to well scale and finally to regional scale.
1.2 History of lithofacies research
Lithofacies is a term evolved from the term facies. Facies, introduced into geology by
Amnaz Gressly in 1838, was defined as the sum total of lithologic and faunal (biologic) features
of sedimentary rocks (Dunbar and Rodgers, 1957; Teichert, 1958; Hallam, 1981; Cross and
Homewood, 1997). Lithofacies represents the lithologic aspect of sedimentary rocks, which was
first utilized in geology by Russian geologist Eberzin in 1940 (Teichert, 1958). The commonly
accepted meaning of lithofacies is the sum of lithologic characteristics of sedimentary rocks
(Krumbein, 1948). The lithologic characteristics can be described partly by qualitative
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parameters and partly by quantitative parameters, including mineral composition, texture,
stratification, structure, color, grain-size distribution, and degree of clast rounding and sorting
(Borer and Harris, 1991; Dill et al., 2005; Khalifa, 2005; Qi and Carr, 2006; Qing and Nimegeers,
2008; Wysocka and Świerczewska, 2010;). Between the 1940s and 1960s, clastic ratio and sandshale ratio were commonly used to define lithofacies and construct lithofacies maps (Amsden,
1955; Krumbein, 1948; Sloss, 1950; Walker, 1962).
With only a few exceptions, most lithofacies research was focused on conventional
sandstone and carbonate reservoirs. The goals of lithofacies identification are to understand
palaeo-environmental context (Hughes and Thomas, 2011), determination of hydrodynamic
condition (Xie, 2009), the model of sediments transport (Xie, 2009), and improve porositypermeability interpretation (Akatsuka, 2000; Al-Anazi and Gates, 2010; Olatunji, 2008; Rezaei,
2008). Outcrops, core data and core petrography (e.g., thin section, scanning electron micrograph
(SEM), and X-ray diffraction (XRD)) are common approaches to recognize and determine
lithofacies (Doyle and Sweet, 1995; Michalzik, 1996; Bridge et al., 2000; Porta et al., 2002;
Sonibare et al., 2010; Hughes and Thomas, 2011). For typical sedimentary basins, outcrops may
not adequately reflect the subsurface, and core data are limited due to the cost. Thus, large
amount of efforts are focused on building the qualitative and quantitative relationships between
core data and wireline logs through various methods (e.g., Berteig et al., 1985; Liu et al, 1992;
Wong et al., 1995; Chang, 2000; Qi and Carr, 2006; Dubois et al., 2007; Al-Anazi and Gates,
2010). Commonly used well log curves include: gamma ray (GR), density, neutron, photoelectric
index (PE) and resistivity logs, which can be referred to as conventional logs (Borer and Harris,
1991; Liu et al., 1992; Davis et al., 1997; Qing and Nimegeers, 2008). Recently, advanced
logging tools, which provide direct measurements of the mineral composition and rock
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geomechanical parameters, are employed to define lithofacies at the wellbore (Elshahawi et al.,
2006; Kear et al., 2006; Sierra et al., 2010). Through building relationship between seismic
attributes and logs with core data, three-dimensional (3D) seismic data are used for lithofacies
research to provide information concerning rock properties in the area between wells (Yao and
Chopra, 2000; Pendrel, 2006; Michelena et al., 2009; Stright et al., 2009).
The earliest lithofacies research in shale can be traced back to John Imbrie (1955). Imbrie
designed the procedure to produce quantitative data on lithofacies in the Florena Shale of Kansas.
Percentage of insoluble residual and the strontium-calcium ratio were collected by laboratory
analysis as the main features of lithofacies. Martin M. Cassidy (1968), in what appears to be the
first comprehensive research on shale lithofacies, measured the composition of the Excello shale
of Northeastern Oklahoma, which is similar to organic-rich shale (e.g., Barnett and Marcellus),
and define two facies based on the types of organic material. The Eastern Gas Shales Project
(EGSP) was a milestone promoting shale research. Paul Edwin Potter and his colleagues and
students, as an important group involved in EGSP, undertook systemic study on shale
composition, fabric, texture, bedding, and chemical characterization. Potter et al. (1980)
identified two shale facies in Upper Devonian in the Appalachian basin according to the content
of bitumen, and recognized lithofacies based on gamma-ray logs. The lithofacies in
Peterbourough Member of Oxford Clay Formation in UK was described by Macquaker (1994)
due to interest in sedimentological controls on lithofacies variability and organic matter
preservation in mudstone. With the success in developing shale gas during last ten years,
organic-rich shale became a hot topic worldwide. Increasing detailed research on shale from
geologic and engineering perspectives were necessary to support shale gas production. The
mineral composition, texture, structure, organic-matter content and maturity, petrophysical and
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geomechanical properties of shale were tested and measured by innovative technologies. Hickey
and Henk (2007) recognized six lithofacies within the Barnett Shale through petrographic study
of core samples. Loucks and Ruppel (2007) identified three lithofacies in the Barnett Shale
taking into account the mineralogy, fabric, biota and texture. Using visual core description,
petrography and mineralogy integrated with well log data analysis, Prerna Singh (2008)
classified nine lithofacies for Barnett Shale on the basis of physical characteristics, chemical
features and biogenic features. Sagar et al. (2010) continued Singh’s research by combining
lithofacies with similar petrophysical properties to define petrofacies. Jacobi et al. (2008)
established a Shale-Gas Facies Expert System to recognize shale lithofacies using geochemical
data from pulsed neutron spectroscopy (PNS) (e.g., ECS® and Spectra Log II®) and other logs.
They demonstrated the importance and effects of lithofacies on TOC prediction, petrophysical
analysis, completion strategies and porosity measurement. Mitra et al. (2010) applied Jacobi’s
method to identify lithofacies within Barnett Shale, Woodford Shale, Haynesville Shale and
Marcellus Shale, supporting the characterization of unconventional shale-gas reservoirs. Vallejo
(2010) continued Perez’s (2006) research to build the relationship between petrographically
core-defined lithofacies and conventional logs by clustering methods. Walker-Milani (2011) and
Zhou et al. (2012) classified Marcellus Shale lithofacies by outcrops and core data.
1.3 Shale lithofacies definition
In terms of the original definition (Teichert, 1958), lithofacies is the sum of all the
lithologic features in sedimentary rocks, including texture, color, stratification, structure,
components and grain-size distribution. In sandstone and carbonate, the features of texture,
stratification, structure, and grain-size distribution can be distinctive and are widely used to
determine lithofacies (e.g., coarse-grained gravelly lithofacies, cross-bedded sandstone
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lithofacies, and skeletal limestone lithofacies). These qualitative features are very helpful in
interpreting depositional environment, building a depositional facies model and recognizing
hydrodynamic features. However, this is a challenge for shale-gas reservoirs. First, shale is
deposited under relatively uniform depositional environments and hydrodynamic conditions.
Therefore, the emphasis for shale is not to interpret depositional facies, but to understand the
mechanism of shale deposition and the preservation of organic matter. Second, shale at the
macro-scale has relatively uniform texture, stratification, structure, and grain-size distribution.
The research concerning these qualitative micro-scale features of shale is not as significant as the
same features in sandstone and carbonate. Third, both of the key factors for shale-gas production,
hydraulic fracture stimulation and natural gas content, are more closely related to mineral
composition, geomechanical properties and organic matter richness than rock texture,
stratification, internal structure and grain-size distribution. The mineral composition especially
the percentage of quartz and carbonate affects the geomechanical property and the effectiveness
of hydraulic fracturing. Minerals such as the quartz and carbonate have less ability to absorb gas
on, so the ratio of free gas to absorbed gas is higher when shale contains more of these minerals.
In order to assist in design of hydraulic stimulation and the trajectory of a horizontal well,
a 3D shale lithofacies model is preferred. Large numbers of data points are necessary to build a
reliable model. It is a challenge if texture, stratification and internal structure are utilized to
define lithofacies, since such qualitative features can only be directly described from outcrop and
core. Unfortunately, only limited outcrop and core data are available due to high cost, and in
many cases outcrop may not be representative of the shale deposited in the center of a basin.
Conventional logs are typically available in modern wells, providing the most abundant
information for subsurface rocks. Large efforts were placed on predicting lithofacies through
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building a quantitative relationship between core and logs in sandstone and carbonate. It is rarely
possible to observe the log responses of rock qualitative features. Well logs can only identify
lithofacies defined by properties that give rise to variations in log responses. Therefore, we focus
on defining shale lithofacies according to quantitative measurement as opposed to qualitative
features.
As opposed to conventional sandstone and carbonate reservoirs, shale reservoirs possess
extremely low porosity and permeability, but have a more continuous distribution. Heterogeneity
expressed by mineral composition and organic matter plays significant role on shale-gas
production than conventional reservoirs. Definition of shale lithofacies should focus on
geomechanical properties and organic matter richness which is most important for shale
reservoirs. A shale lithofacies is a laterally and vertically continuous zone that possesses similar
mineral composition and organic matters. The shale lithofacies should meet three features:
meaningful, predictable and mappable. ‘Meaningful’ indicates the definition fulfills the purpose
for defining shale lithofacies; ‘predictable’ requires that the lithofacies is realistic from our
understanding of deposition process based on available data; ‘mappable’ is a common but critical
property of facies tying to ‘predictable’ and improving ‘meaningful’. Without these three
properties, infinite shale lithofacies can be defined, but will not be useful.
1.4 Shale lithofacies scales
Most of the research concerning lithofacies can be categorized into three scales: core
scale, well scale and regional scale (Figure 1 - 1). Core scale is usually limited to a small number
of wells. Lithofacies identified only by core data (e.g., core photos, thin sections, SEM, XRD,
and geochemical analysis) are at the core scale. The lithofacies recognized by outcrop data is
also considered as at core scale. Each lithofacies at core scale can represent only an extremely
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small portion of the study area. For example, the XRD data are acquired from samples at the
order of cubic millimeter. At the core scale, various rock properties (e.g., texture, color,
stratification, internal structure, grain-size distribution, and mineral composition) have been
employed to define lithofacies. Nevertheless, it is questionable whether the lithofacies can be
extended in the subsurface and to larger scales. If the lithofacies is recognized only at the core
scale, they are difficult to map and therefore their function is limited. Our approach to shale
lithofacies is to utilize properties that have responses in wireline logs and seismic data and are
more widely available.
The lithofacies at the well scale is identified by data continuously sampled in wells with
small step. The wireline logs are usually sampled every half foot and reflect the properties about
0.2~5 feet (0.06~1.5 m) from well borehole. An obvious characteristic of well-scale lithofacies is
that they have high resolution parallel to but lower resolution perpendicular to well borehole.
Two kinds of wireline log suites exist for most shale lithofacies research: common logs and
advanced logs (Figure 1 - 2). The common logs are the log suite consisting of the conventional
logs, including gamma ray, spontaneous potential, bulk density, compensated neutron porosity,
photoelectric index, sonic acoustic velocity and various resistivity curves. The advanced log suite
provides mineral composition, TOC content, hydrocarbon volume and often rock geomechanical
properties. An example of advanced log suite is the pulsed neutron spectroscopy (PNS) log. With
enough information about mineral composition and organic content, the advanced logs can
recognize lithofacies with resolution approaching to core data. The common logs can be applied
to identify shale lithofacies through building a quantitative relationship with lithofacies
recognized by core data or advanced logs.
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The region scale is the largest scale of lithofacies that describes lithofacies in continuous
grids or cells arranged in three-dimensions. The key of building a 3D lithofacies model is to
assign types of lithofacies to all cells by deterministic or stochastic models. Generally, the well
data provides detailed information of lithofacies and petrophysical properties at discrete
locations, and serves as hard data for simulation methods (Falivene et al., 2006). 3D seismic data
and attributes, reflecting the variation of petrophysical properties and organic-matter richness
laterally, are helpful in predicting lithofacies between wells. A 3D model of shale lithofacies is
useful to locate the geologic and engineering parameters for designing stimulation approaches
and trajectories for horizontal wells.

Figure 1 - 1. Various scales of shale lithofacies and the data used to link various scales (all the
data shown above are in the Appalachian basin).
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1.5 Integrated methodology for shale lithofacies
The methodology for shale lithofacies analysis is strongly influenced by the purpose of
the research and the type of available data. In order to effectively design hydraulic fracturing
plans and horizontal well trajectories, we build a 3D shale lithofacies model and locate the
geologic and engineering sweet spots. Mineral composition and organic-matter richness is
essential for shale lithofacies design. A reliable lithofacies model should integrate all available
data. Regarding shale lithofacies, we utilize XRD and TOC data at the core scale, common logs
and elemental spectroscopy logs at the well scale, and 3D seismic data and knowledge of
depositional environments and stratigraphy at the regional scale. The key to building a 3D shale
lithofacies model is to up-scale lithofacies from core-scale to well-scale and finally to regional
scale (Figures 1 - 1 and 1 - 3). The Marcellus Shale, a marine organic-rich shale deposited during
Middle Devonian, is used as an example to discuss the details of this methodology.

14

Figure 1 - 3. Proposed methodology to build 3D shale lithofacies models by integrating core data,
wireline logs and seismic data.
1.5.1 Core-scale lithofacies recognition
Although homogeneous in the appearance, shale is complex in mineral composition. The
major minerals in the Marcellus black shale include silt- and clay-size quartz, calcite, dolomite,
illite, chlorite, pyrite and organic matter (Figure 1 - 4). Plagioclase, k-feldspar, kaolinite, mixedlayer illite-smectite, siderite, barite, marcasite and apatite are present as secondary constituents.
Additionally, thin limestone beds commonly exist in the Marcellus Shale, which have properties
distinctive from black shale units. The mineral content varies significantly among samples. For
instance, in terms of the available XRD data from 195 core samples, quartz ranges by volume
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from one percent to about eighty percent and illite from zero percent to fifty percent (Figure 1 4).
The mineral composition controls the Young modulus and Poisson ratio of shale: high
quartz content is typical of a large Young modulus and small Poisson ratio shale resulting in that
is more brittle; clay minerals increase the ductility of shale. The function of carbonate minerals
on the geomechanical property of shale varies according to content. When the content of
limestone and dolomite is greater than sixty percent, they form carbonate interlayers and serve as
fracturing boundaries. However, when the content is less than about forty percent, the limestone
and dolomite contribute to making brittle shale.
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Figure 1 - 4. Characteristics of Marcellus black shale core from XRD and geochemical data. The
red line in the blue box is the median value; the two edges of box indicate the 25th and 75th
percentiles; the whiskers are the extent of normal values; the red crosses stand for the values
beyond 25. The minerals are by volume percent, while the TOC is by weight percent.
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Figure 1 - 5. Ternary plot showing the characteristics of mineral composition and organic matter
richness and the classification of Marcellus Shale lithofacies based on core data (a) and pulsed
neutron spectroscopy logs (b). I: clay-rich; II: quartz-rich; III: mixed of quartz and carbonate; IV:
carbonate-rich; the color bar shows the percentage of TOC.
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At the core scale, the XRD and geochemical analysis data are important for determining
the criteria for shale lithofacies classification. We have used a ternary plot to visualize the
features of mineral components and determine criteria (Figure 1 - 5). All the minerals are
grouped into three sets: quartz (quartz, plagioclase and feldspar), carbonate (limestone and
dolomite) and clay (illite, chlorite and kaolinite). Two parameters related to mineral composition
are applied to divide this ternary plot into four zones: clay content and ratio of quartz to
carbonate (RQC). As clay content is over 40%, elastic deformation in shale is dominate. In the
Marcellus Shale, a boundary of approximately forty percent provides a useful boundary between
brittle (<40%) and ductile shale (>40%). RQC is used to sub-divide brittle shale (clay content <
40%) into three zones: if RQC is over three, carbonate content is usually over 60% (Figure 1 - 5)
and Marcellus Shale is shown as limestone thin beds (called Purcell Limestone); when RQC is
less than one third, quartz serves as the primary mineral making shale brittle; as RQC is between
three and one third, both carbonate and quartz contribute to the brittleness of shale. According to
the characteristics of Marcellus Shale, values of RQC of three and one third are used to classify
three types: quartz-rich, mixed and carbonate-rich (Figure 1 - 5). The TOC reflects the organic
matter richness, and 6.5% is recommended as a determinant between relatively organic-rich and
organic-poor shale. When the carbonate content is up to sixty percent, the TOC is very low. No
organic-rich carbonate interval was observed in the Marcellus Shale. In total, we recognize seven
shale lithofacies from core and advanced logs: organic siliceous shale, organic mixed shale,
organic mudstone, gray siliceous shale, gray mixed shale, gray mudstone and carbonate interval
(Figure 1 - 6).
The organic siliceous shale is rich in organic matter with average content of about ten
percent, and quartz with average content of about sixty percent (Figure 1 - 7a). The high quartz
content implies that the shale is brittle and thus is an amenable target for hydraulic fracture
stimulation. With both high organic and silica content, the organic siliceous shale is the
lithofacies with the highest potential for shale-gas production. The organic mixed shale
lithofacies possesses more carbonate and less quartz compared to the organic siliceous shale. The
average concentration of carbonate and quartz minerals is about thirty percent and fifty percent,
respectively (Figure 1 - 7a). At the same time, the average TOC in organic mixed shale is
generally less than organic siliceous shale. The organic mixed shale lithofacies is a secondary
target for shale-gas production. The organic mudstone is rich in clay minerals and organic matter.
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The average TOC is about seven percent in organic mudstone. Due to the high concentration of
clay minerals, it’s difficult to successfully create extensive fracture networks. The gray siliceous
shale and gray mixed shale lithofacies are good targets for fracture stimulation, which could
function as pathways connecting the borehole and the organic-rich lithofacies. The gray
mudstone lithofacies has both low potential for fracture stimulation and shale-gas production,
and should be avoided. The carbonate lithofacies, as interlayers in Marcellus Shale, is the
resistant to most hydraulic fracture stimulation and can serve as stimulation boundaries. The
most common lithofacies observed in the Marcellus Shale are the gray mudstone and organic
siliceous shale (Figure 1 - 8).

Figure 1 - 6. The workflow utilized to classify shale lithofacies by core analysis data in
Marcellus Shale, Appalachian basin.
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Figure 1 - 7. The features concerning mineral composition and organic matter richness of all
shale lithofacies in Marcellus Shale, Appalachian basin based on core data (a) and elemental
spectroscopy log data (b).
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Figure 1 - 8. The relative amount of each shale lithofacies by core data (left) and PNS logs (right)
in Marcellus Shale, Appalachian basin.
1.5.2 Well-scale lithofacies prediction
The well-scale lithofacies prediction is to build a quantitative relationship between
common logs and lithofacies recognized by core data integrated with PNS logs, and then predict
lithofacies in all wells with common logs (Figure 1 - 3). As we define shale lithofacies by
mineral composition and organic matter richness, the advanced PNS logs can classify shale
lithofacies by the same criteria used in core data (Figures 1 - 3 and 1 - 6). The features of
lithofacies defined by advanced logs are very similar to these by core data (Figure 1 - 7). Two
obvious benefits of advanced logs are the large amount of available data and absence of
sampling bias. Compared to core-defined lithofacies, less organic siliceous shale, gray mudstone
and carbonate lithofacies were recognized using advanced logs (Figure 1 - 8).
Pattern recognition can predict shale lithofacies directly from common logs.
Mathematical models and input data design are critical to build reliable relationship between
shale lithofacies and common log response. Discriminant analysis (Berteig et al., 1985; Dubois et
al. 2007), fuzzy logic (Cuddy and Putnam, 2000; Dubois et al., 2007; Olatunji, 2008; Rezaei,
2008; Wong et al., 1995) and neural network (Chang, 2000; Dubois et al., 2007; Hu et al., 2005;
Liu et al., 1992; Negi et al., 2006; Qi and Carr, 2006) have been widely used in lithofacies
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identification in sandstone and carbonate. Support vector machine, a new approach, has been
introduced into geology and used in lithofacies prediction (Al-Anazi and Gates, 2010; ElSebakhy et al., 2010). All four mathematical models have strengths and weaknesses (Table 1 - 1).
The best suitable method for shale lithofacies prediction depends on data quality, the quantity of
sample points, and the parameter design of each mathematic method. Shale lithofacies prediction
is a complex multi-class supervised classification problem. We found that the neural network
works better than the discriminant analysis for shale lithofacies prediction. It is easy to combine
neural network with artificial intelligent algorithms (e.g., genetic algorithm and particle swarm
optimization). The neural network and support vector machine are recommended for shale
lithofacies prediction. An example of neural network application for shale lithofacies is shown in
Figures 1 - 9 and 1 - 10.
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Table 1 - 1. Comparison of four pattern recognition models (Kordon, 2010).
Mathematic Model

Discriminant Analysis

Fuzzy Logic

Neural Network

Support Vector Machine

Strengths

Weaknesses

•

Simple

•

Low complexity

•

Strong theory base

•

No ability to learning

•

Linear

•

Non-linear

•

Capture linguistic
ambiguity

•

Low complexity

•

Difficult scale up

•

Computing with words

•

Costly maintenance

•

User friendly

•

Learn from data

•

Black boxes

•

Universal approximating

•

Poor extrapolation

•

Fast development

•

Maintenance nightmare

•

Learn from small data
records

•

Black box models

•

Difficult marketing

•

Model complexity control

•

Limited infrastructure

•

Novelty detection & data
condensation
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Figure 1 - 9. Artificial neural network architecture schematic diagram for Marcellus Shale
lithofacies recognition. Organic Siliceous Shale: OSS; Organic Mixed Shale: OMS; Organic
Mudstone: OMD; Gray Siliceous Shale: GSS; Gray Mixed Shale: GMS; Gray Mudstone: GMD;
Carbonate Interval: CARB.
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Figure 1 - 10. Well section of predicted Marcellus Shale lithofacies by artificial neural network
showing the vertical variation of shale lithofacies. The lithofacies codes are the same as that in
Figure 1 - 9.

26
Compared to the selection of the mathematic model, the selection and design of input
data are more important. The simplest approach is to directly use the log value with or without
normalization. However, suitable logging analysis is very helpful to enhance the quality of
lithofacies prediction (Figure 1 - 11; Table 1 - 2). Eight derived parameters are recommended as
following:
•

Uranium concentration: The accumulation and preservation of organic matters depletes
oxygen in water and produces oxygen-deficient systems, triggering the precipitation of
uranium through the reduction of soluble U6+ ion to insoluble U4+ ion. As one of the three
radioactive components of the natural gamma ray, uranium content has a stronger
relationship with TOC content than standard gamma ray, which is affected by clay minerals
and K-rich minerals. Well-defined relationships have been created to predict TOC with
uranium content (Bell et al., 1940; Schmoker, 1981; Zelt, 1985; Lüning and Kolonic, 2003;
Boyce and Carr, 2010; Boyce, 2010). The spectral gamma ray log and PNS log provides
standard gamma ray and uranium content, and so a relationship between GR and uranium
content was built for Middle Devonian intervals by Matt L. Boyce (2010). With additional
data, we updated the relationship, which is used to calculate uranium content from standard
GR (Figure 1 - 12).

•

Vsh or brittleness (1-Vsh): The computed gamma ray (CGR), subtracting uranium from
total gamma ray, is the summation of thorium and potassium sources (Doventon, 1994).
The CGR is an improvement to evaluate shale volume (Vsh). The shale brittleness can be
evaluated by the ratio of quartz volume to the volume of all minerals (Jarvie, 2007), which
is (1-Vsh).

•

RHOmaa and Umaa: Both of RHOmaa and Umaa are derived from photoelectric index,
neutron porosity and bulk density (Doveton, 1994) and widely utilized to evaluate matrix
minerals in sandstone and carbonate. Even though they are rarely used in shale, RHOmaa
and Umaa provide valuable inputs for shale lithofacies prediction.

•

Average porosity (PHIA): the average porosity of neutron porosity and density porosity
provides an improved measurement of matrix porosity. The bulk density value is decreased
as more organic matter is present in shale, thus density porosity increases (Doveton, 1994).
However, organic matter reduces the bound water content and the hydrogen content in
marine shale. Thus, the average porosity is a better indicator of shale matrix porosity than
density and neutron porosity respectively.

•

Porosity difference (PHIdiff): the difference between neutron porosity and density porosity
was amplified due to the presence of organic matter which increases density porosity while
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decreasing neutron porosity. The porosity difference is a measure of the ratio of clay to
organic matter.
•

LnRt: the natural logarithm of deep resistivity is a measure of the relative abundance of
bound water on clay (low resistivity) and the high resistivity of organic matter.

•

GR/DEN: separately, both GR and density log have been used to predict TOC content in
shale (Schmoker, 1981; Fertl and Chilingar, 1988), and the ratio of GR to density enhances
the ability to detect organic zone and reduce parts of the noise in the density log introduced
by the borehole environment.
In addition, sonic log value is decreased by organic matter due to its lower acoustic

velocity. Thus, sonic log and the derived parameter, such as delta log R (Passey et al., 1990), are
also good measurement of organic richness. It is worthy to involve sonic log in shale lithofacies
prediction if exists.
Marcellus Shale Lithofacies Similarity
Based on the Five Conventional Logs
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Figure 1 - 11. The average distance between different Marcellus Shale lithofacies calculated
from input variable space consisting of the conventional logs directly (a) and the eight derived
parameters (b). The lithofacies codes are the same as that in Figure 1 - 9.
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Table 1 - 2. Cross-validation right ratio of the Marcellus Shale lithofacies prediction by ANN
with the original common logs as input variables (a) and the eight derived parameters (b).
Artificial Neural Network Architecture (a)

Learning
Algorithm

20

25

30

35

40

45

50 15-10 20-10 20-15 25-10 25-15 25-20 30-10 30-15 30-20 30-25

LM

70.7 73.5 65.9 75.2 70.4 70.1 69.7 71.3 65.0 58.3 70.1 72.3 64.6 66.9 70.4 63.7 74.8

SCG

65.3 72.6 68.8 57.3 74.8 66.9 59.9 72.2 68.5 72.1 71.0 73.2 64.3 73.7 65.9 74.5 73.6

SDG

44.6 48.4 49.0 42.0 53.8 46.5 56.1 28.0 40.1 54.8 54.5 46.2 56.4 29.9 44.3 45.2 54.8

SDGM 46.5 49.4 52.5 42.0 54.5 48.4 55.7 29.0 41.1 55.1 54.8 46.8 57.0 35.0 49.7 45.9 53.8
GA

54.1 62.7 54.1 45.9 55.7 42.0 44.6 64.0 71.2 72.0 72.0 72.0 65.6 70.7 66.2 70.1 62.1

PSO

69.4 69.7 68.2 71.3 67.5 68.2 66.6 71.0 71.7 64.3 71.3 66.6 64.3 67.8 68.5 70.4 68.2

Learning

Artificial Neural Network Architecture (b)

Algorithm

20

25

30

35

40

45

50 15-10 20-10 20-15 25-10 25-15 25-20 30-10 30-15 30-20 30-25

LM

79.7 70.9 81.9 81.3 77.5 75.8 83.0 84.1 76.4 78.6 76.9 84.1 79.1 76.9 79.7 80.8 80.8

SCG

82.4 81.3 84.1 80.8 75.3 79.1 85.2 82.4 84.6 59.9 79.7 83.5 81.3 81.3 84.6 85.7 83.5

SDG

45.6 56.0 49.5 54.4 54.4 59.3 52.7 51.6 52.2 52.7 47.3 52.7 53.3 31.3 46.2 50.0 49.5

SDGM 49.5 55.5 50.0 54.9 53.8 59.9 53.8 52.2 52.2 52.2 47.3 52.2 54.9 33.0 46.2 51.1 50.5
GA

78.0 81.3 74.7 74.7 73.6 76.4 74.7 78.0 73.1 74.2 75.8 73.6 74.7 76.4 74.7 72.5 72.5

PSO

76.4 76.9 75.3 73.6 76.9 74.7 75.8 73.1 78.0 73.1 76.4 73.6 73.6 76.4 73.6 69.2 67.6
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Figure 1 - 12. Plot of the uranium concentration (ppm) from spectral gamma ray log and PNS log
against the standard gamma ray (SGR in API units) in the Middle Devonian intervals of the
Appalachian basin from fourteen wells. The uranium concentration increases is along with the
increase of gamma ray, and a quadric equation matches this trend very well.
1.5.3 Regional-scale lithofacies modeling
The regional-scale lithofacies modeling is used to predict shale lithofacies in continuous
cells by deterministic or stochastic methods to produce a 3D model (Deutsch, 2002) (Figure 1 3). The deterministic approaches are preferred if the hard data is high density; on the contrary,
stochastic methods are suitable. Indicator kriging and co-kriging are the primary deterministic
methods for lithofacies modeling. The stochastic approach is usually subdivided into cell-based
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(or pixel-based) and object-based modeling for lithofacies. Typically, object-based methods are
applied when the facies appear to follow clear geometric patterns, such as fluvial channels
(Deutsch, 2002; Falivene et al., 2006; Haldorsen and Chang, 1986; Schlumberger, 2011) and
carbonate shoal facies (Qi et al., 2007). In contrast, the cell-based methods are preferred in
geological settings with unclear facies geometries. Pixel-based methods (e.g., multipoint
geostatistics , sequential indicator simulation and truncated Gaussian simulation ) and objectbased method have strengths and weakness and are common for lithofacies modeling (Falivene
et al., 2006; Schlumberger, 2011).
3D seismic data has lower resolution than well data, but provides improved lateral
coverage. Certain seismic attributes can be qualitatively related to the petrophysical property and
give descriptive evaluation of lithofacies (Michelena et al., 2009; Jonk et al., 2012). Generally,
the seismic data or seismic derived attribute is employed as soft data for shale lithofacies
modeling. Regardless of stochastic and deterministic methods, the modeling will be improved by
conditioning the shale lithofacies to a volume or surface seismic attribute. Due to the high cost,
the 3D seismic data is usually acquired only in small key areas. It is recommended to model the
lithofacies first in the area covered by the 3D seismic data and then extend to other areas after
summarizing the distribution pattern of shale lithofacies. The regional geologic data, including
depositional environment and stratigraphy, are beneficial to build 3D model by providing
addition soft data to condition shale lithofacies.
We built a 3D model of Marcellus Shale lithofacies by sequential indicator simulation
algorithm (Figure 1 - 13). The predicted lithofacies by conventional logs are used as hard data
and to generate geostatistical variogram models for each lithofacies. The organic siliceous shale,
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the best lithofacies for shale-gas production, is primarily located in southwest Pennsylvania and
northwest West Virginia where the key production areas of Marcellus Shale are.

Figure 1 - 13 . Marcellus Shale lithofacies 3D model by sequential indicator simulation
algorithm: (a) Top of Otaka Creek Member in 3D view; (b) Top of Union Spring Member in 3D
view; (c) cross sections; (d) fence diagram zoomed into Pennsylvania and north West Virginia.
1.6 Conclusions
With the success of shale-gas production in United States, shale reservoirs are emerging
and growing targets. Detailed research on shale including shale lithofacies are under the way.
Shale lithofacies are important to quantitatively and qualitatively predict TOC, design
completion strategies, and determine optimal horizontal well trajectories. 3D lithofacies model of
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shale lithofacies can be used to determine the geologic and engineering sweet spots in shale-gas
reservoirs.
During the long history of lithofacies research, the emphasis was placed on sandstone and
carbonate conventional reservoirs. When wireline logs and seismic data were introduced and
utilized in lithofacies recognition and prediction, the meaning of lithofacies was altered, even
though not explicitly stated, due to the ability of log and seismic data to reflect qualitative rock
properties. With the increase of shale lithofacies study, it is beneficial to update and extend the
definition of lithofacies. Three scales of data for lithofacies are identified, including core scale,
well scale and regional scale. At core scale, shale lithofacies are classified by three parameters:
clay percentage, the ratio of quartz to carbonate and TOC content. In the Marcellus Shale, the
recommended values are forty percent for clay percentage, three and one third for the ratio of
quartz to carbonate, and 6.5% for TOC content. Wells having core analysis data (or advanced
logs) and common logs can help to build the bridge for shale lithofacies from core scale to well
scale. We suggest pre-processing of log data to generate eight inputs more closely related to
organic shale properties for pattern recognition methods. To build inter-well models, stochastic
methods are good choice with limited hard data, while indictor kriging and co-kriging work
better with abundant hard data. A 3D lithofacies model was built by sequential indicator
simulation algorithm, showing the spatial distribution of Marcellus Shale lithofacies.
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ABSTRACT
Marcellus Shale is a rapidly emerging shale-gas play in the Appalachian basin. An
important component for successful shale-gas reservoir characterization is to determine
lithofacies that are amenable to hydraulic fracture stimulation and contain significant organic
matter and gas concentration. Instead of using petrographic information and sedimentary
structures, we defined Marcellus Shale lithofacies based on mineral composition and organic
matter richness using core and advanced pulsed neutron spectroscopy (PNS) logs, and developed
artificial neural network (ANN) models to predict shale lithofacies with conventional logs across
the Appalachian basin. As a multi-class classification problem, we employed decomposition
technology of one-versus-the-rest in a single ANN and pairwise comparison method in a
modular approach. The single ANN classifier is more suitable when the available sample number
in the training dataset is small, while the modular ANN classifier performs better for larger
datasets. We compared the effectiveness of six widely used learning algorithms in training ANN
(four gradient-based methods and two intelligent algorithms), and found that scaled conjugate
gradient algorithm performs best for both single ANN and modular ANN classifiers. In place of
principal component analysis and stepwise discriminant analysis to determine inputs, we derived
eight variables based on typical approaches to petrophysical analysis of the conventional logs in
unconventional reservoirs. In order to reduce misclassification between widely different
lithofacies (e.g., organic siliceous shale and gray mudstone), the error efficiency matrix (ERRE)
is introduced to ANN during training and classification stage. The predicted shale lithofacies
provides an opportunity to build a 3D shale lithofacies model in sedimentary basins using
abundant conventional wireline logs. Combined with reservoir pressure, maturity and natural
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fracture system, the 3D shale lithofacies model is helpful for designing strategies for horizontal
drilling and hydraulic fracture stimulation.
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2.1 Introduction
Lithology or lithofacies, the lithologic aspect of facies, is a basic property of rocks and
has strong effects on many subsurface reservoir properties (Rider, 1996; Chang et al., 2000;
Chang et al., 2002; Saggaf and Nebrija, 2003; Jungmann et al., 2011). Historically, interest in
lithofacies research has focused on carbonate and siliciclastic reservoirs, especially the methods
to predict lithofacies with wireline logs (Chang et al., 2000; Chang et al., 2002; Saggaf and
Nebrija, 2003; Yang et al., 2004; Qi and Carr, 2006). The widespread recent success of oil and
gas exploration and production from unconventional shale reservoirs in such units as the Bakken
Formation, Barnett Shale, Marcellus Shale, New Albany Shale, Antrim Shale and Woodford
Shale has refocused lithofacies research on organic-rich shale. Papazis (2005) explored the
petrographic features of the Barnett Shale from core and thin-section photographs. Most of the
shale lithofacies research were focused in Barnett Shale using core petrographic data (Hickey
and Henk, 2007; Loucks and Ruppel; 2007; Singh, 2008) and well logs (Perez, 2009; Vallejo,
2010). This has been supplemented with the mechanical properties of lithofacies in the
Woodford Shale (Sierra et al., 2010), seismic attributes of lithofacies in the Marcellus Shale
(Koesoemadinata et al., 2011), and numerous outcrop studies (e.g., Walker-Milani, 2011).
Shale-gas reservoirs, as unconventional reservoirs, are quite different from sandstone and
carbonate reservoirs in reservoir properties and strategies of hydrocarbon exploration and
development. Shale reservoirs are self-generating and self-contained, and thus the primary and
secondary gas migration is negligible. A strong relationship between total organic carbon (TOC)
and gas content is generally observed in shale-gas reservoirs. Another distinct property of shalegas reservoirs is the extremely low matrix permeability (nano-Darcies). Artificial fracturing is
routinely operated in most of the shale-gas wells. The experience from Barnett Shale indicates
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that a key for shale-gas reservoir characterization is to determine facies amenable to hydraulic
fracture stimulation and contain significant organic matter and gas concentration (Bowker, 2007).
Shale-gas reservoirs can be characterized in a multi-dimensional model of lithofacies, which is
defined mainly by mineral composition and richness of organic matters using geochemical logs
(Jacobi et al., 2008). However, geochemical log data, which is more expensive than conventional
logs, is available in only a small number of wells limiting the ability to build large-scale 3D
models of shale lithofacies. Conventional logs are available in the majority of recent wells and
record geological properties of subsurface formations that have been utilized to predict
lithofacies of carbonate and sandstone, but rarely for shale lithofacies. We propose to integrate
core and geochemical logs with the more abundant conventional logs to create an opportunity to
improve the prediction of shale lithofacies.
The fuzzy nature of conventional logs is intrinsic to the prediction of lithofacies due to
the wide range of responses for each lithofacies, the different scales between logging data and
core data, and the varying borehole environment (Dubois et al., 2007). The fuzzy nature of
petrophysical response creates a complex and non-linear relationship between log response and
shale lithofacies. Artificial neural networks (ANN) are widely used in complex classification
problems because of the ability to unravel non-linear relationships, quantify learning from a
training data, and work in conjunction with other kinds of artificial intelligence (e.g., genetic
algorithm, particle swarm optimization). In this paper, we test aspects of ANN including design
for multi-class classification, network architecture, learning algorithms, and performance.
In the Appalachian basin, Marcellus Shale is organic-rich shale covering most area of the
basin (193,125mi2 or 500,192 km2; Figure 2 - 1) and contains up to 489 trillion cubic feet (Tcf)
recoverable gas (Engelder, 2009). The major objectives for application of ANN to Marcellus
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Shale are to improve the identification of shale lithofacies in wells with conventional logs and
construct 3D lithofacies models to better understand depositional process and improve the design
of horizontal well trajectories and placement of hydraulic fracture stimulation.

Figure 2 - 1. Map showing study area, the location of more than 3,880 wells with conventional
wire-line logs, seventeen wells with pulsed neutron spectroscopy (PNS) logs, and eighteen wells
with core XRD and TOC data used in this study. The wells with both core data and required
conventional log series are the key wells for this research, and comprise the training data sets.
The pulsed neutron spectroscopy logs provide mineral composition and TOC content, and are
used as a second training data set. The gray circles indicate wells having conventional logs; the
green-filled circles show wells with core XRD and TOC data; the red-filled triangles show wells
with PNS logs; the blue-filled circles with triangles indicate wells with both core data and PNS
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logs. The red lines are interpreted faults; the green lines are the structure contour of the top of
Marcellus Shale top (Contour Interval 1500 feet [457m]); the filled colors indicate the isopach of
Marcellus Shale (Contour Interval 50 feet [15m]). Marcellus outcrops to the east and north of the
Appalachian basin are indicated by blue file.
2.2 Methodology
An integrated method of identifying shale lithofacies include: (1) classifying lithofacies
at core-scale; (2) predicting lithofacies with wireline logs at the well-scale; and (3) building a 3D
lithofacies model or a 2D map or cross-section of lithofacies distribution. This paper focuses on
the prediction of shale lithofacies in wells by integrating log data with core data. The direct
observation and information richness of lithofacies are the major advantage of core data.
However, in most cases core data is available from only a very limited number of wells, while
wireline logs are available from a significantly larger number of wells to better define the areal
variations in lithofacies. Compared to the unsupervised learning algorithms (e.g., clustering), the
supervised algorithms were preferred for building the relationship between core-defined
lithofacies and log responses. Pre-processing of training dataset, design of classifier and postprocessing of outputs from classifier are necessary to build a reliable result to recognize shale
lithofacies. The pre- and post-processing of data is discussed in the following sections with an
emphasis on designing the classification system. In this section, we will discuss the details of
classifier design.
Artificial neural network is not a unique classifier for pattern recognition; however the
merits of ANN result in broad application in various scientific and academic fields (MicheliTzanakou, 2000). ANN has been used to predict lithofacies (Chang et al., 2000; Chang et al.,
2002; Bohling and Dubois, 2003; Saggaf and Nebrija, 2003; Yang et al., 2004; Qi and Carr,
2006). However, ANN has not received extensive application for integrating core data (e.g.,
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XRD and TOC) with conventional and pulsed neutron spectroscopy logs to characterize organicrich shale lithofacies typical of unconventional hydrocarbon reservoirs.
2.2.1 Multi-class ANN classification
Lithofacies recognition is a typical multi-class classification problem. The conventional
logs are the observations (input variables), while the shale lithofacies as the predefined classes
from the core data are the target outputs. It is easier to design machine learning algorithms for
two-class (binary) classification, so most algorithms were developed first for binary
classification problems (Dietterich and Bakiri, 1995; Li et al., 2003; Ou and Murphey, 2007).
The algorithms, including decision tree, discriminant analysis, nearest neighborhoods, can be
extended to multi-class cases (Li et al., 2003); however other algorithms must be decomposed
into a set of binary classification problems (Dietterich and Bakiri, 1995; Allwein et al., 2001; Li
et al., 2003; Ou and Murphey, 2007). ANN is one of the algorithms that need to decompose
multi-class classification into a set of binary classification problems. Using a set of binary
classifiers to handle multi-class classification consists of two stages: in the training stage, the
binary classifiers are built based on suitable partition of the set of training examples; in the
classification stage, the computed outputs from binary classifiers are combined to determine the
overall classes.
It is not a trivial task to reduce multi-class to binary classification problems, since each
method has unique limitations (Allwein et al., 2001; Li et al., 2003). The popular decomposition
techniques include one-versus-the-rest method (Li et al., 2003), pairwise comparison (Hastie and
Tibshirani, 1998), and error-correcting output coding (ECOC) (Dietterich and Bakiri, 1995). The
idea behind the one-versus-the-rest method is to set the desired output of one class as one and all
the rest as zero. For given number of classes (k), the one-versus-the-rest method can be
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implemented by one single ANN with k output nodes or a set of k binary ANNs with one output
node for each ANN. The strengths of one single ANN are: (1) classes can share information (Ou
and Murphey, 2007); (2) the high probability minimizes the uncovered and overlapped regions;
and (3) it is relatively simple to design and train a single ANN. The single ANN with seven
output nodes is employed to test the effectiveness of one-versus-the-rest method for predicting
Marcellus Shale lithofacies (Figure 2 - 2a). An obvious drawback of one-versus-the-rest is to
exacerbate the imbalanced situation of the training examples. The pairwise comparison method
can only be implemented by constructing a total of (k-1)k/2 independent binary classifiers for
each possible pair of classes (Figure 2 - 2b), which forms a modular neural network
(Haykin,1999). If k is large, a large number of independent binary classifiers should be built.
With regard to Marcellus Shale lithofacies, the k of seven which is relatively small, permits
testing the effectiveness of the pairwise comparison method.
During classification stage, the decision function is used to determine the shale
lithofacies according to the outputs from the single ANN or the modular ANN. The common
methods consist of max-win method, voting method, and the closest Hamming distance method
special for ECOC (Dietterich and Bakiri, 1995). In the max-win method, the overall class is the
class with maximal output value, and is combined with the one-versus-the-rest method. The
voting method is used for the modular ANN, which has twenty-one votes from all the binary
ANNs, and the class with most votes is the overall class.
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Figure 2 - 2. The architecture of an artificial neural network (ANN) for Marcellus Shale
lithofacies prediction. (a) One single ANN with seven output nodes for the one-versus-the-rest
method; (b) the modular ANN consisting of twenty-one binary ANN classifiers with one output
node for the pairwise comparison method.
2.2.2 Supervised learning algorithms for ANN
Several algorithms for optimization problems have been introduced to minimize the
errors between target and computed outputs in the training of ANNs. These algorithms can be
categorized into two groups. The first group consists of gradient-based methods, which include
four popular algorithms: steepest descent gradient (SDG), steepest descent gradient with
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momentum (SDGM), scaled conjugate gradient (SCG), and Levenberg-Marquardt (LM). These
algorithms optimize ANN through back-propagating errors between target and predicted outputs.
The second group includes stochastic optimization and intelligent algorithms. The major merit is
avoidance of local non-optimal minimums by adding random noise. Representative algorithms of
this group include simulated annealing, Boltzman machine learning, and pattern extraction
(Micheli-Tzanakou, 2000). Artificial or swarm intelligence has inspired additional optimization
methods, such as genetic algorithm (GA) and particle swarm optimization (PSO). Randomness is
employed to generate new offspring for GA and new moving direction and velocity for PSO for
optimizing weights and bias. The GA can simultaneously optimize the topology of the neural
network and weights (Stanley and Miikkulainen, 2002).
2.2.3 ANN classifier performance evaluation
In multi-class classification problems, the hierarchical structure and its corresponding
class proximity are very important, but generally ignored issues for evaluating performance of
classifiers. Misclassification into a very different class incurs a larger error than into a different
but similar class. The proximity-based estimation of classifier performance is distinctive from
the cost-based estimation in two aspects: (1) the proximity-based estimation is inspired by the
intrinsic features of the multiple classes, while the cost-based estimation depends on the
application (Blockeel et al., 2002); (2) misclassifying class A to B and B to A has the same
performance penalty for proximity-based estimation, but the performance penalty usually varies
for cost-based estimation.
In order to introduce class proximity to the neural network, we generate a contrast matrix
and error efficiency matrix (ERRE). The contrast matrix describes the relative difference
between each pair of classes, which can be decided by input variables or the position of each
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class in a tree diagram (Figure 2 - 3). A higher value implies a larger difference between the two
classes (Table 2 - 1). The ERRE is derived from contrast matrix as following:
 =  ⁄ + 1,

(1)

where ERRE is the error efficiency matrix; C is the contrast matrix; factor is a value to
control the upper limitation of ERRE, and is problem-dependent (Table 2 - 2).
The learning algorithms are affected by modifying the errors between target and
computed outputs as following:
= ∙,ఫ .×  −   ,
where

(2)

stands for error vector between computed output vector  and target output

vector  ; ∙,ఫ is the jth column of the ERRE matrix, standing for the difference of class j
from all the other classes. Without using ERRE, the performance, as measured by mean squared
error (MSE), is same for the two computed outputs in Table 2 - 3.The MSE is increased more
when the error is between radically different facies such as the organic mixed shale lithofacies
and the carbonate lithofacies. For the gradient-based methods, both the value and direction of
gradient are modified due to the weighted

by ERRE. Through setting higher value for more

different classes, the gradient-based algorithms decreases the errors between much different
classes first, reducing the misclassification among more distinct classes. However, the arbitrary
modification of gradient has high probability to increase the time cost in finding the best solution,
especially when the ERRE has large values. As for GA and PSO algorithms, the modified error
function influences the fitness (score) function which is employed to generate new offspring for
GA and moving direction and velocity for PSO.
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The ERRE is not only utilized in training weight and bias of ANN, but also in the
evaluation of network topology. Right ratio is the primary criteria in determining ANN topology
for classification problems. The ERRE produces a new parameter, ERREScore, as the secondary
criteria. If the right ratio is the same, higher ERREScore implies more misclassification between
more distinct classes. The ERREScore is used to decide the best topology for predicting
Marcellus Shale lithofacies when the right ratio is similar (e.g., ±5%).
  ∑ ∑ |

  |. ,

(3)

where CM is the confuse matrix of predicted lithofacies (an example is shown in Tables 7
and 8); and DM is the diagonal matrix of real lithofacies.

Figure 2 - 3. The tree diagram for deciding contrast matrix for Marcellus Shale lithofacies. The
shale lithofacies is classified according to two criteria: organic matter richness (C1) and mineral
composition (C2). The number (P1, P2) under each lithofacies indicates the position of classes.
The contrast between two classes is defined as: Ci,j=C1×|P1i-P1j|+C2×|P2i-P2j|.
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Table 2 - 1. The contrast matrix of shale lithofacies indicating the proximity among Marcellus
Shale lithofacies. A higher relative value implies a larger difference between the two classes.
Marcellus lithofacies are classified as organic siliceous shale (OSS); organic mixed shale (OMS);
organic mudstone (OMD); gray siliceous shale (GSS); gray mixed shale (GMS); gray mudstone
(GMD); and carbonate (CARB). For certain unique classes (e.g., Carbonate), its contrast is
calculated by setting a relatively bigger value for the position |P2i-P2j|.
Contrast

OSS

OMS

OMD

GSS

GMS

GMD

CARB

OSS

0

1

2

1

2

3

4

OMS

1

0

1

2

1

2

4

OMD

2

1

0

3

2

1

4

GSS

1

2

3

0

1

2

3

GMS

2

1

2

1

0

1

3

GMD

3

2

1

2

1

0

3

CARB

4

4

4

3

3

3

0

Table 2 - 2. Error efficiency matrix of Marcellus Shale lithofacies derived from contrast matrix
where factor has been set to twenty. Misclassification into a very different class (e.g., Facies
OSS → Facies CARB) incurs a larger error than into an incorrect, but similar class (e.g., OSS →
OMS). The Marcellus Shale lithofacies codes are the same as defined in Table 2 - 1.
ERRE

OSS

OMS

OMD

GSS

GMS

GMD

CARB

OSS

1

1.05

1.1

1.05

1.1

1.15

1.2

OMS

1.05

1

1.05

1.1

1.05

1.1

1.2

OMD

1.1

1.05

1

1.15

1.1

1.05

1.2

GSS

1.05

1.1

1.15

1

1.05

1.1

1.15

GMS

1.1

1.05

1.1

1.05

1

1.05

1.15

GMD

1.15

1.1

1.05

1.1

1.05

1

1.15

CARB

1.2

1.2

1.2

1.15

1.15

1.15

1
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Table 2 - 3. An example to explain how error efficiency matrix (ERRE) affects the prediction of
Marcellus Shale lithofacies.
Target
Output
of
OMS

Vector

MSE

Computed
Computed
Output
Output (a)
(b)

Error
(a)

Error
(b)

Error (a) Error (b)
∙,ଶ
weighted weighted
for
by
by
OMS
ERRE
ERRE

0

0.40

0.01

0.40

0.01

1.05

0.420

0.0105

1

0.30

0.30

-0.70

-0.70

1.00

-0.700

-0.700

0

0.10

0.10

0.10

0.10

1.05

0.105

0.105

0

0.05

0.05

0.05

0.05

1.10

0.055

0.055

0

0.04

0.04

0.04

0.04

1.05

0.042

0.042

0

0.10

0.10

0.10

0.10

1.10

0.110

0.110

0

0.01

0.40

0.01

0.40

1.20

0.012

0.480

---

---

---

---

0.1190

0.1236

0.1173 0.1173

2.2.4 Cross Validation
Cross validation is a significant technique to evaluate the ability of classifiers. In this
research, the training dataset is partitioned into two groups: training group and validation group.
The training dataset accounts for 90% of the entire dataset and is used to calculate errors and
adjust connection weights and bias. The validation group is used to avoid over-training or overfitting through detecting the predicted results in validation group. In practice, the training dataset
is randomly divided into ten equal parts and each part is applied as a validation group. The
jackknife statistical approach is run ten times using subsets of available data with nine parts
composing the training group and the remaining data subset used as the validation group.
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2.3 Marcellus Shale lithofacies
In terms of the original definition (Teichert, 1958), lithofacies is the sum of all the
lithologic features in sedimentary rocks, including texture, color, stratification, structure,
components and grain-size distribution. While widely used in sandstone and carbonate studies
many lithologic features are limited in subsurface shale-gas reservoirs. The qualitative features,
such as texture, color, stratification and grain-size distribution, are primarily employed to
interpret depositional environments and hydrodynamic conditions for sandstone and carbonate.
However, shale is deposited under much more uniform depositional environments and
hydrodynamic conditions, and these qualitative features are relatively homogeneous. In addition,
shale lithofacies studies focused on unconventional reservoir characterization are focused on
improving our understanding of mineralogy, geomechanical properties and organic matter
richness, which are important for the design of horizontal well trajectories and optimization of
hydraulic fracture stimulation. Finally, in the subsurface we are largely limited to conventional
log responses, which do not reflect rock lithologic features, such as texture, color, stratification
and structure. Conventional well logs can only reliably identify lithofacies defined by properties
that give rise to change of response in the logging tools. Given the task to predict shale
lithofacies in terms of commonly available conventional logs, it is more feasible and suitable to
manually define shale lithofacies according to mineralogy and richness of organic matter. In this
research, core data and PNS logs were used separately and integrated to provide sufficient
information to define classes (lithofacies), based primarily on mineralogy and organic matter
content.
The X-ray diffraction (XRD) is the major technology employed by petroleum industry to
measure the mineral composition of rocks according to the elastic scattering of X-rays. The TOC
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is measured by a pyrolysis tool. We collected 190 core XRD and TOC data points in eighteen
wells located in West Virginia and southwest Pennsylvania (Figure 2 - 1). Most of the core data
were sampled in Marcellus Shale, supplemented with limited data from the overlying
Mahantango Formation (Figure 2 - 4). Based on the available XRD data, while highly variable
among samples the most abundant minerals are quartz and illite with average content of over 35%
and 25%, respectively (Figure 2 - 5). Chlorite, pyrite, calcite, dolomite and plagioclase are next
in abundance, followed by K-feldspar, kaolinite, mixed-layer illite-smectite and apatite. The
median value of TOC is about 5%, while the highest value is up to 20%. Using the core XRD
and TOC data, we recognized seven lithofacies in the Marcellus Shale based on visual
classification using a ternary plot (Figures 2 - 6a and 2 - 7; Table 2 - 4). Three shale lithofacies,
organic siliceous shale, organic mixed shale, and organic mudstone, have higher organic-richness
(TOC >6.5%). The other three shale lithofacies include gray siliceous shale, gray mixed shale,
and gray mudstone have relatively lower organic-richness (TOC < 6.5%). The organic siliceous
shale and gray siliceous shale contains more quartz than all other lithofacies. As a result these
two organic-rich shale facies should be relatively more brittle and easier to fracture stimulate.
The organic mixed shale and gray mixed shale are next in brittleness, while in the organic
mudstone and gray mudstone facies would be relatively ductile and it would be difficult to create
and maintain extensive and open fractures. The final lithofacies is carbonate-rich and occurs as
interlayers in Marcellus Shale. The carbonate lithofacies possesses very different petrophysical
properties compared to all the shale lithofacies and may form barriers to fracture propagation.
In addition, the pulsed neutron spectroscopy (PNS) logs were acquired in a few of the
most recent wells. These logs measure different elements in the formation using induced gamma
ray spectroscopy with a pulsed neutron generator. The elemental ratios can be modeled to
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provide estimates of mineral composition, TOC content, and hydrocarbon volume (Figure 2 - 8,
the fourth track). The estimated mineral composition and TOC content derived from the PNS
logs are calibrated by the logging company with available core XRD and TOC data and as a
result should have a strong relationship (Figure 2 - 9). The modeled mineralogy from the PNS
logs compared to our core XRD data tend to underestimate the percentage of quartz and
carbonate, and overvalue the clay content. The TOC content by pyrolysis tool is approximately
1.8 times higher than that estimated by PNS logs. We have normalized the PNS-modeled mineral
composition and TOC content to better scale with our core XRD and TOC data. The resulting
ternary plot shows that the PNS logs can define the same seven Marcellus Shale lithofacies with
a similar distribution as defined by core data (Figure 2 - 6b). Both the core- and PNS-defined
shale lithofacies are applied as the training dataset for ANN classifier.

58

Age

Formation

Member Form. #1 #2 #3 #4 #5 #6 #7 #8 #9 #10 #11 #12 #13 #14 #15 #16 #17 #18
Ratio

U.D. Harrell Shale
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Limestone
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Figure 2 - 4. Vertical distribution of XRD and TOC data from cores in eighteen wells in Middle
Devonian of the Appalachian basin. The value at the bottom is the number of XRD and TOC
data points for each well. The black-filled diamonds indicate the relative location of data points
and the sampling interval. The black line with tick marks implies the vertical scale for each well,
and the distance between every two tick marks represents approximately twenty feet. Due to the
large thickness of Mahantango Formation, the fourth column shows the ratio of formation
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thickness. The well locations with core are shown in Figure 1. Note that the vertical scale of
Mahantango formation is different from other formations for visualization.

Figure 2 - 5. The mineralogical characteristics of Marcellus black shale from XRD and
geochemical data obtained from core samples. The central red line in the blue box is the median
value of each mineral and total organic content; the two edges of box indicate the 25th and 75th
percentiles; the whiskers implies the boundary of normal values (2σ); the red crosses stand for
the atypical values. The percentage of minerals is by volume, while the TOC is by weight.
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Figure 2 - 6. Ternary plot showing the characteristics of mineral composition and organic matter
richness and the classification method of Marcellus Shale lithofacies based on core data (a) and
pulsed neutron spectroscopy logs (b). The organic-rich facies have TOC values (>6.5%) are
indicated by the warmer colors.

Core Data or PNS Logs
Yes
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Clay-rich
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Organic
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No
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Mixed
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Siliceous
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Mixed
Shale
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Figure 2 - 7. The workflow showing the method used to define Marcellus Shale lithofacies from
core analysis XRD and TOC data and PNS logs.
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Table 2 - 4. A summary of characteristics of the seven Marcellus Shale lithofacies defined by
core XRD and TOC data and PNS logs.

Lithofacies

Features of core data
and pulsed neutron
spectroscopy logs

Features of conventional logs
GR

RHOB

NEU

ILD

(API)

(g/m3)

(%)

(ohmm)

PE

Organic
Siliceous
Shale (OSS)

TOC>=6.5% (9.7);
Vclay<40% (25.6);
Vqtz/Vcarb>3

278~785 2.1~2.48 18.0~30.4 152~2505 2.7~7.9

Organic
Mixed Shale
(OMS)

TOC>=6.5% (9.6);
Vclay<40% (19.8);
1/3<Vqtz/Vcarb<3

242~628 2.3~2.59 13.3~27.5

Organic
Mudstone
(OMD)

TOC>=6.5% (6.1);
Vclay>=40% (47.6);

315~793 2.4~2.64 21.8~29.7

Gray
Siliceous
Shale (GSS)

TOC<6.5% (4.0);
Vclay<40% (32.0);
Vqtz/Vcarb>3

115~277 2.4~2.62 15.5~24.1
193

2.59

Gray
Mixed Shale
(GMS)

TOC<6.5% (2.5);
Vclay<40% (17.1);
1/3<Vqtz/Vcarb<3

87~178
131

Gray
Mudstone
(GMD)

TOC<6.5% (1.5);
Vclay>=40% (46.9);

139~229 2.4~2.70 17.2~27.7
209

2.60

Carbonate
(CARB)

TOC<6.5% (1.3);
Vclay<40% (5.6);
Vqtz/Vcarb<1/3

24~135
82

449

424

491

2.39

(ppm)
20~80

854

3.5

40

95~1475

3.3~6.3

18~73

450

4.3

34

26~414

3.4~7.0

17~74

164

4.4

36

20~241

2.8~4.8

2~14

19.8

94

3.5

8

2.5~2.75

6.3~23.4

24~282

2.66

14.4

103

4.2

5.4

19~121

3.3~5.5

2~15

22.6

56

3.8

8.1

2.6~2.75

1.8~15.2

61~1432

3.9~5.1

0~7.7

2.69

6.2

636

4.7

3.1

2.47

2.53

24.1

URAN

20.3

25.7

3.5~5.1 1.5~12
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Figure 2 - 8. A type log showing conventional log suites in the first three tracks. The mineralogic
and TOC model derived from the PNS logs is shown in the fourth track. The comparison
between core XRD mineralogical data and individual mineral composition generated from the
PNS logs are shown in the last three tracks. Core data is shown as discrete points. As modeled,
the PNS logs provide an excellent estimate of mineral and organic content.
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Figure 2 - 9. The relationship of mineralogy and TOC content measured by core analysis data
and modeled by PNS logs of Marcellus Shale in the Appalachian basin.
2.4 Pre-processing of training dataset
To develop a model for Marcellus Shale lithofacies prediction, the pre-processing of
training dataset includes: (1) manually defining shale lithofacies with core and PNS log data; (2)
selecting and normalizing sensitive conventional logs for shale lithofacies; and (3) log analysis to
generate input variables based on typical approaches to petrophysical analysis of the
conventional logs in unconventional reservoirs. We will discuss the last two aspects in details in
this section.
2.4.1 Selection of sensitive conventional logs
The conventional log curves sensitive to minerals and organic matter include gamma ray,
density, neutron, photo-electric, and deep resistivity/induction. The gamma-ray (GR) log
measures the natural radiation of uranium series, thorium series, and potassium-40 isotope in
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sedimentary rocks. The clay minerals have a high level of radiation due to absorption of uranium,
high content of potassium in clay minerals and uranium fixed by organic matter (Doveton, 1994).
The increase of TOC content generally results in the increase of natural radioactivity of rocks,
and so the gamma-ray log has been used to identify organic-rich units and/or predict organic
richness (Beers, 1945; Swanson, 1960; Schmoker, 1981; Fertle, 1988; Boyce and Carr, 2010). In
the Marcellus Shale, the GR can differentiate clay minerals and organic matter from non-clay
minerals like quartz, feldspar, calcite and dolomite. The density of minerals is distinct: calcite
(2.71gm/cc) and dolomite (2.85gm/cc) have higher density than quartz (2.65 gm/cc) and kfeldspar (2.56 gm/cc); most of the clay minerals have relatively low density (2.12 to 2.52 gm/cc)
except chlorite (2.76gm/cc). The organic matter and fluids in pore space possess are much lower
density than the minerals. Therefore, the density log (RHOB) is a useful porosity log and
lithology indicator. The neutron log (NEU) is primarily a measure of hydrogen concentration,
and is used as a measure of the fluid/gas in the pore space (i.e., porosity), but is also affected by
bound water on the clay components. The overlay of density and neutron logs combined with the
photo-electric curve (PE) are powerful and widely utilized determinates of lithology. The
resistivity log, especially the deep resistivity log (ILD), reflects the resistivity of rock. Increased
organic matter and reduced porosity contributes to a higher resistivity. These five conventional
log curves are used as the inputs for ANN classifiers. However, the normalization and
petrophysical analysis are necessary to enhance the performance of ANN classifiers. The
statistical analyses of these five log curves are carried out to evaluate the predictor variables for
ANN classifiers (Table 2 - 4; Figure 2 - 10).
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Figure 2 - 10. Statistical analyses of the five conventional log series after normalization and log
analysis. (a) the deep resistivity histogram for the seven Marcellus Shale lithofacies showing
higher resistivity for organic-rich lithofacies while lower value for organic-poor lithofacies and a
wild distribution for carbonate lithofacies; (b) RHOmaa-Umaa crossplot showing the distribution
of the seven lithofacies; (c) Uranium-Average Porosity crossplot showing the shape of
distribution: the circles indicting the values in the range between upper and lower quartiles (25%)
and the end points of the lines standing for maximum and minimum values; (d) Boxplot showing
the distribution of GR/RHOB with maximum and minimum value, lower and upper quartiles
(25%), and mean value.
2.4.2 Normalization of conventional logs
Wells drilled in the Appalachian basin over the last several decades have been logged by
different companies using a variety of tool vintages and borehole conditions (air and water-based
mud). The log value for same geologic response may vary due to the effects of well log vintage,
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borehole environment, logging company, logging tools and log calibration. Well log
normalization is critical to obtain meaningful log data by eliminating systematic errors for
regional studies with multiple wells (Shier, 2004). A thick (greater than 500 feet [150m]) upper
Devonian shale formation above the Marcellus Shale, deposited across most of the Appalachian
basin and containing low concentration of organic matter serves as one reference unit to calibrate
log curves (Figure 2 - 11). The Onondaga Limestone immediately underlying the Marcellus
Shale possesses low porosity and covers most of the Appalachian basin, and is selected as the
second log normalization reference formation (Figure 2 - 11). The GR log is normalized to
20API for Onondaga Limestone and 180API for the organic-poor shale above the Marcellus
Shale.
A crossplot technology is the recommended method for the normalization of density,
neutron, photo-electric and resistivity logs (Shier, 2004). Obvious difference of neutron logs was
observed from GR-NEU crossplot, but not for other three log curves (Figure 2 - 12). This is
attributed to wellbore environment (drilled with air versus water-based mud). The neutron logs
in Group II were converted to Group I by multiplying a scaling factor of 2.27.
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Figure 2 - 11. The gamma ray log showing the thick shale unit above Marcellus Shale (high
gamma-ray values) and the underlying Onondaga Limestone with relatively low-gamma-ray.
The Onondaga Limestone and the thick shale are the reference layers for GR log normalization.
The green line shows the shale base line and the blue line is the clean limestone base line. The
locations of the wells in this cross section are shown in Figure 2 - 20.
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Figure 2 - 12. Cross-plots of gamma ray versus neutron (a), density (b), photo-electric (c) and
deep resistivity (d) for normalization. There is obvious difference between Group I and Group II
for neutron logs, which appear to be related to wells drilled on either air or water. A scaling
factor of 2.27 is utilized to convert the neutron curves of Group II to Group I. The other logs are
consistent enough and normalization was unnecessary.
2.4.3 Petrophysical analysis
The feature space of input variables is the most important factor that controls the quality
of classifiers, even though the design of classifiers also influences the quality. Principal
component analysis and stepwise discriminant analysis are two major methods used for feature
extraction, which can improve the accuracy and stability of classifiers by removing useless, nondistinctive and interrelated features (Jungmann et al., 2011). However, we believe each
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conventional log provides some unique information, even though similar features exist among
the different logs. We use petrophysical analysis to generate eight variables based on typical
approaches to petropysical analysis of the conventional logs in unconventional reservoirs to be
used as input variables instead of feature extraction methods to reduce the correlation of input
variables and improve the feature spaces. Another advantage of petrophysical analysis is to base
the mathematic classifiers on the knowledge and experience in geologic interpretation of wireline
logs in unconventional reservoirs. Eight derived parameters were used to enhance the ability of
conventional logs to predict shale lithofacies.
•

Uranium concentration: The accumulation and preservation of organic matter usually
depletes oxygen in water and builds oxygen-deficient systems, triggering the precipitation
of uranium through the reduction of soluble U6+ ion to insoluble U4+ ion. As one of the
three radioactive sources for natural gamma ray, uranium content has a strong relationship
with TOC content than standard gamma ray. Well-defined relationships have been created
to predict TOC by uranium from the standard gamma ray (Schmoker, 1981; Lüning and
Kolonic, 2003; Boyce and Carr, 2010). The spectral gamma ray log and pulsed neutron
spectroscopy log provides standard GR and uranium content, and so an improved
relationship between GR and uranium content was constructed for Middle Devonian
intervals with the abundant data (Figure 2 - 13).

•

Vsh or brittleness (1-Vsh): The computed gamma ray (CGR), subtracting uranium from
total gamma ray, is the summation of thorium and potassium sources (Doventon, 1994).
Therefore, the CGR is an improved parameter to evaluate clay content or shale volume
(Vsh). The ratio of quartz volume to the volume of all minerals was computed as 1-Vsh,
and interpreted as the brittleness (Jarvie et al., 2007).

•

RHOmaa and Umaa: RHOmaa and Umaa are derived from photoelectric index, neutron
porosity and bulk density (Doveton, 1994) and are widely utilized to evaluate the matrix
minerals in sandstone, carbonate and other common rocks. Even though RHOmaa-Umaa is
rarely used in shale, the relatively high quartz and carbonate contact makes these two
parameters valuable mineralogic inputs for lithofacies prediction.

•

Average porosity (PHIA): the average porosity of neutron porosity and density porosity is
also related to the content of the matrix minerals, the concentration of organic matter and
bound water on the clay components.
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•

Porosity difference (PHIdiff): the difference between neutron porosity and density porosity
reflects the mineralogy and organic matter concentration.

•

LnILD: the natural logarithm of deep resistivity is related to the matrix porosity, bound
water on the clays and the concentration of organic matter.

•

GR/RHOB: Both GR and density log has been used to predict TOC content in shale
(Schmoker, 1980; Fertl, 1988) separately, and the ratio of GR to density will enhance the
ability to detect organic zone and remove parts of the noise.
These eight derived input variables show large variations among the seven shale

lithofacies and provide improved inputs for the ANN model to predict shale lithofacies. The
average distance between different classes is obviously increased through deriving the eight
parameters, which generally indicate an improvement of input variable space (Figure 2 - 14). In
addition, the pyrite is a common mineral in organic-rich shale (Figure 2 - 5). The occurrence of
pyrite which increases bulk density and PE value is detrimental for Marcellus Shale lithofacies
prediction. It is better to remove or at least decrease the effect of pyrite on the density and
photoelectric values (Figure 2 - 15).

Figure 2 - 13. Plot of the uranium concentration (ppm) from fourteen wells based on the spectral
gamma ray log and PNS log curve against the standard GR log curve (SGR in API units) for the
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Middle Devonian intervals of the Appalachian basin. The uranium concentration increase
smoothly with the increase of gamma ray, and is adequately fit with a quadratic equation.
Marcellus Shale Lithofacies Similarity
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Figure 2 - 14. The average distance between different Marcellus Shale lithofacies calculated
from input variable space: the conventional logs directly (a) and the eight derived parameters (b).
The lithofacies are defined in Table 2 - 4.
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Figure 2 - 15. The chart used to weaken or remove the effect of pyrite and barite. The pyrite
effect lines are based on rock density and volumetric measurement and are the arithmetic average
of all minerals and kerogen weighted by their percentage (Doveton, 1994). Due to the extremely
high PE value and low concentration of barite, the occurrence of barite has a negligible effect on
rock density but strong effect on rock PE value. The kerogen percentage, which can be
approximately estimated from GR or Uranium, is necessary to differentiate the effect of barite
and pyrite. The purple and blue arrows indicate the decreasing gradient of density and PE due to
the occurrence of pyrite and barite, respectively.
2.5 Building ANN classifiers and the training results
2.5.1 ANN topology and supervised learning algorithms
The design of network architecture is a subjective task and problem-dependent. It is
almost impossible to a priori decide the best topology for a special problem (e.g., Marcellus
Shale lithofacies prediction). If the accuracy is acceptable, a relatively simple is preferred over a
complex topology. Thus, we only test the topology with one and two hidden layers and the nodes
in each hidden layer less than seventy, and show only part of the training results (Table 2 - 5) and
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the statistical features (Figure 2 - 16). All the six supervised learning algorithms were applied to
train all the ANNs with varying topology starting at the same initial condition (weights and bias).
For the single ANN classifier, the scaled conjugate gradient algorithm performed the best
using the relative small sample represented by the core training dataset (Table 2 - 5; Figure 2 16). The maximum and average right ratio are higher than all the other five algorithms, even
though it cost more time than the Levenberg-Marquardt algorithm (Figure 2 - 17) and is less
steady than GA and POS algorithms (Figure 2 - 16). The steepest descent gradient with (SDG)
and without momentum (SDGM) were not effective for solving the shale lithofacies prediction
by a single ANN classifier. A possible reason is that when the number of output nodes is large,
the SDG and SDGM method cannot find a suitable steepest descent gradient for all the output
nodes. All the algorithms are not effective to optimize the single ANN classifier for PNS training
dataset with a large number of data samples, but perform well for the modular ANN classifier.
The design of the modular ANN classifier is more complex than the single ANN
classifier making determination of the best topology and learning algorithms difficult. Except for
designing the network topology and learning algorithms, the training data preparation, input
variables for each binary ANN classifier and the design of cross validation are more difficult. As
for one binary classifier, only one output node is required due to the decomposition of the multiclass problem, and thus a simple topology is sufficient to solve the prediction of shale lithofacies.
We tested the topology with one or two hidden layers and less than twenty hidden nodes for each
binary ANN classifier. The modular ANN admits different input variable sets for each binary
ANN classifier, which is the advantage of modular ANN. The modular ANN is more effective in
predicting lithofacies using the larger PNS training dataset, and the best architecture is shown
(Table 2 - 6). Finally, we employed two ANN classifiers to predict the shale lithofacies: the
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single ANN classifier with two hidden layers (30-20) trained by SCG and core dataset and the
modular ANN classifier trained by SCG using the PNS dataset (Table 2 - 6).
Table 2 - 5. The Marcellus Shale lithofacies prediction results by the single ANN with the eight
derived petrophysical parameters as input variables and the core data as the training dataset. LM:
Levenberg-Marquardt; SCG: scaled conjugate gradient; SDG: steepest descent gradient; SDGM:
steepest descent gradient with momentum; GA: genetic algorithm; PSO: particle swarm
optimization. ERRE is used to decrease misclassification between very different lithofacies. The
bolded red color indicates the highest cross-validation right ratio. The lithofacies codes are
defined in Table 2 - 4.
Artificial Neural Network Topology

Learning
Algorithm

20
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50 15-10 20-10 20-15 25-10 25-15 25-20 30-10 30-15 30-20 30-25
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79.7 70.9 81.9 81.3 77.5 75.8 83.0 84.1 76.4 78.6 76.9 84.1 79.1 76.9 79.7 80.8 80.8

SCG

82.4 81.3 84.1 80.8 75.3 79.1 85.2 82.4 84.6 59.9 79.7 83.5 81.3 81.3 84.6 85.7 83.5

SDG
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Figure 2 - 16. The statistic features of the six supervised learning algorithms for the core training
dataset used for Marcellus Shale lithofacies prediction. The GA and PSO are more steady to
optimize the ANN classifiers for different topologies; the SCG and LM algorithms performs best
in optimizing the ANN classifiers, but is less steady; the SDG and SDGM algorithms are not
recommended for Marcellus Shale lithofacies prediction.
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Figure 2 - 17. An example of single ANN classifier that shows the decline curve of MSE
optimized by the six supervised learning algorithms. LM algorithm takes the least time to find
the best weights and bias for ANN classifier in predicting Marcellus Shale lithofacies. The
continuous increase of MSE of validation group will stop the training iteration before the MSE in
training group meets the accuracy requirement (right rate), which effectively avoids over-training.
The LM algorithm is run after GA and PSO algorithms to fit the local minimum of MSE.
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Table 2 - 6. The design of Modular ANN for Marcellus Shale lithofacies prediction showing the
selection of input variables, hidden layers and supervised learning algorithms. The lithofacies
codes are defined in Table 2 - 4.

ID of Modular
ANN1
OSS--OMS
OSS--OMD
OSS--GSS
OSS--GMS
OSS--GMD
OSS--CARB
OMS--OMD
OMS--GSS
OMS--GMS
OMS--GMD
OMS--CARB
OMD--GSS
OMD--GMS
OMD--GMD
OMD--CARB
GSS--GMS
GSS--GMD
GSS--CARB
GMS--GMD
GMS--CARB
GMD--CARB
Cross
Validation
Right Ratio

Input
Hidden
Variables2
Nodes
Training Method: SCG
12347
16-5
123458
12-5
135678
18
123567
15-5
135678
15-5
1234678
18-5
123458
14-4
234567
18-9
124567
20-10
345678
15-5
1234678
18-5
1235678
15-5
1 2 3 4 5 6 7 8 15-5
135678
15-5
1234678
15-5
12347
18-6
123458
15-5
1234678
15-5
1234578
15-5
1234678
13-5
1234678
15-5

Input
Hidden
Variables2
Nodes
Training Method: L-M
12347
16-5
123458
12-5
135678
18
123567
15-5
135678
15-5
1234678
18-5
123458
14-4
234567
18-9
124567
20-10
345678
15-5
1234678
18-5
1235678
15-5
12345678
15-5
135678
15-5
1234678
15-5
12347
18-6
123458
15-5
1234678
15-5
1234578
15-5
1234678
13-5
1234678
15-5

Input
Hidden
Variables2
Nodes
Training Method: SCG
1～8
16-5
1～8
12-5
1～8
18
1～8
15-5
1～8
15-5
1～8
18-5
1～8
14-4
1～8
18-9
1～8
20-10
1～8
15-5
1～8
18-5
1～8
15-5
1～8
15-5
1～8
15-5
1～8
15-5
1～8
18-6
1～8
15-5
1～8
15-5
1～8
15-5
1～8
13-5
1～8
15-5

77.76%

72.24%

75.42%

*Note1: The Modular ANN consists of twenty-one binary ANNs; ‘OSS--OMS’ as the ID of
Modular ANN means that the binary ANN for lithofacies OSS and OMS;
*Note2: 1:PHIA; 2: Umaa; 3: RHOmaa; 4: PHIdiff; 5: LnILD; 6: URAN; 7: GR/RHOB; 8: Vsh
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2.5.2 ERRE effect on the ANN classifier
The major objective of ERRE is to avoid misclassification between very different
lithofacies (Tables 2 - 7 and 2 - 8). If the value of ERRE is large, it will damage the supervised
learning methods due to the obvious variation of the error function during training stage. The
training time and iteration may be increased, and the stability of the ANN classifiers may be
decreased. However, the ERRE doesn’t necessarily reduce the right rate of predicted lithofacies
(Figure 2 - 18). We tested several ERRE with the factor from four to thirty, and determined that
the ERRE worked best for the single ANN and the modular ANN when the factor is equal to
twenty.
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Figure 2 - 18. The cross plot showing the effect of ERRE on cross-validation right rate of the six
learning algorithms. The ERRE matrix is shown in Table 2 - 2. The table in the lower right
indicates the ratio of samples located above or below the reference line. The lithofacies are
defined in Table 2 - 4.
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Table 2 - 7. The confuse plot of the predicted seven shale lithofacies with ERRE, showing
correctly predicted lithofacies on the diagonal and miss-classified lithofacies in the off diagonal
locations. Adjacent facies are most similar. Lithofacies are defined in Table 2 - 4.

Core-defined Lithofacies

Lithofacies
OSS
OMS
OMD
GSS
GMS
GMD
CARB
Predicted Total

OSS
34
1
6
1

Predicted Lithofacies
OMS OMD GSS GMS GMD CARB
1
8

2
1
16
1

2
1
1
15

1
1
42

10

21

18

1
14
2
1
18

2
54
57

Predicted/Core 1.077 0.909 0.913 1.000 1.000 1.000

1
15
16
1.000

Core
Total

Right
Rate

39
11
23
18
18
57
16
182
ERRE
Score

87.18%
72.73%
69.57%
83.33%
77.78%
94.74%
93.75%
85.71%
54.05

Table 2 - 8. The confuse plot of the predicted seven shale lithofacies without ERRE, showing
correctly predicted lithofacies on the diagonal and miss-classified lithofacies in the off diagonal
locations. Adjacent facies are most similar. Lithofacies are defined in Table 2 - 4.

Core-defined Lithofacies

Lithofacies
OSS
OMS
OMD
GSS
GMS
GMD
CARB
Predicted Total

OSS
33
3
8

Predicted Lithofacies
OMS OMD GSS GMS GMD CARB
2
7

4
1
15
1

15

1
1
45

9

21

16

1
15
1
1
18

1
2
55
58

Predicted/Core 1.154 0.818 0.913 0.889 1.000 1.018

15
15
0.938

Core
Total

Right
Rate

39
11
23
18
18
57
16
182
ERRE
Score

84.62%
63.64%
65.22%
83.33%
83.33%
96.49%
93.75%
85.16%
56.30
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2.5.3 The comparison of prediction from core and ECS training datasets
The effectiveness of single ANN and modular ANN is further demonstrated by the
comparison of lithofacies recognized directly by pulsed neutron spectroscopy logs and predicted
by the ANN models from core and PNS training datasets (Figure 2 - 19). Even though small
differences occur, the three modeled lithofacies sections are very similar. Based on visual
observation, it is difficult to determine whether the single ANN trained by core dataset is better
than the modular ANN trained by the pulsed neutron spectroscopy dataset. Thus, both can be
utilized and evaluated in the construction of deterministic and stochastic 3D geologic models.
Through evaluation of the spatial distribution of predicted and observed lithofacies, it may be
possible to evaluate the relative merits of each ANN classifier. As an example based on the
lithofacies cross section generated by ANN, the organic siliceous shale becomes the dominant
lithofacies in the central West Virginia (Figure 2 - 20).

81
GR
0

200

400

600

0

1

PNSLog-defined
Lithofacies
2

3

4

5

XRD-predicted
Lithofacies
6

7 0

1

2

3

4

5

PNS-predicted
Lithofacies
6

7 0

1

2

3

4

5

6

7262

Harrell
Tully

7312

Mahantango
7362

7412

OSS

OSS

OSS

OMS

OMS

OMS

OMD

OMD

OMD

GSS

GSS

GSS

GMS

GMS

GMS

GMD

GMD

GMD

CARB

CARB

CARB

7462

Marcellus

7512

7562

7612

Onondaga

Figure 2 - 19. An example of predicted shale lithofacies by single ANN based on core training
dataset (3rd track) and modular ANN based on pulsed neutron spectroscopy (PNS) log training
dataset (4th track) compared to PNS-defined lithofacies in Well #6 (Figure 2 - 1) of Middle
Devonian intervals, Appalachian basin. Lithofacies are defined in Table 2 - 4.
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Figure 2 - 20. Crosssection of predicted Marcellus Shale lithofacies from Ohio to West Virginia with the probability of all lithofacies.
The blue line in the map view shows the location of this section; the purple line is the location of the section used in Figure 2 - 11. The
lithofacies color scheme is defined in Figure 2 - 19.
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2.6 Conclusions
Shale lithofacies research is just at the initial stages, but is an important research area in
both scientific and industrial domains to better understand depositional processes that result in
variations in mineralogy and organic content, and to design a horizontal lateral and optimize the
location and extent of hydraulic fracture stimulation stages. In this research, we designed single
and modular artificial neural networks to predict Marcellus Shale lithofacies using core and
pulsed neutron spectroscopy training datasets. The major conclusions are:
(1) Marcellus Shale lithofacies can be defined from core and PNS logs in terms of mineral
composition and organic matter richness: clay percentage, the ratio of quartz and carbonate
and TOC content.
(2) Petrophysical analysis to define features in place of conventional feature selection methods
have advantages in being based on the knowledge and experience in geologic interpretation
of wireline logs in unconventional reservoirs and improving the input variable space for
classifiers; eight derived parameters from normalized conventional logs are the input
variables for ANN with the effect of pyrite and barite was partly removed.
(3) The scaled conjugate gradient performed best for the single ANN with 30-20 hidden nodes in
two hidden layers trained by the core training dataset; LM cost the least time to find the best
solution; the GA and PSO algorithms are steadiest.
(4) The modular ANN works better for the PNS training dataset which has a large number of
samples while single ANN is better for training dataset with small amount of samples.
(5) The modular ANN is more complex than the single ANN; different input variables, topology
and learning algorithms used in each ANN consisting of the modular ANN provide more
predictive power to the modular ANN.
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(6) An Error Efficiency matrix (ERRE) is introduced into neural network for handling the
proximity of different classes (lithofacies) in both training and classification stages. The
ERRE matrix effectively avoids serious misclassification among very different lithofacies
(e.g., organic siliceous shale and carbonate lithofacies).
(7) Two ANN classifiers are employed in combination to predict the Marcellus Shale lithofacies:
the single ANN classifier with two hidden layers (30-20) trained by SCG using the core
dataset and the modular ANN classifier trained by SCG using pulsed neutron spectroscopy
dataset (Table 2 - 9). The resulting Marcellus Shale lithofacies classification is very
promising but requires further evaluation by mapping the spatial distribution in a 3D shale
lithofacies model and testing the predicted lithofacies relationship with production data and
hydraulic fracturing operations.
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Abstract
The organic-rich Marcellus Shale was deposited in a foreland basin during Middle
Devonian. In terms of mineral composition and organic matter richness, we define seven
mudrock lithofacies: three organic-rich lithofacies and four organic-poor lithofacies. The 3D
lithofacies model is very helpful to determine geologic and engineering sweet spots, and
consequently useful for designing horizontal well trajectories and stimulation strategies. The
NeuroEvolution of Augmenting Topologies (NEAT) is relatively new idea in the design of
neural networks, and shed light on classification (i.e., Marcellus Shale lithofacies prediction).
We have successfully enhanced the capability and efficiency of NEAT in three aspects. First, we
introduced two new attributes of node gene, the node location and recurrent connection (RCC),
to increase the calculation efficiency. Second, we evolved the population size from an initial
small value to big, instead of using the constant value, which saves time and computer memory,
especially for complex learning tasks. Third, in multiclass pattern recognition problems, we
combined feature selection of input variables and modular neural network to automatically select
input variables and optimize network topology for each binary classifier. These improvements
were tested and verified by true if an odd number of its arguments are true and false otherwise
(XOR) experiments, and were powerful for classification.
Keywords
Marcellus Shale, lithofacies prediction, NEAT, node location, RCC, organism population
size evolution
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3.1 Introduction
Unconventional shale gas has successfully offset the decrease of conventional gas production,
especially in U.S.A., and plays a significant role in the future fossil energy. The Marcellus Shale
in the Appalachian basin (U. S. A.) is one of the most active and successful shale-gas reservoirs.
It was deposited over about 2m.y. duration in a relatively deep and anoxic water (~200m), and a
little bit far away from the sediments source area (7~8m.y. for the whole Hamilton Group and
Tully Limestone; Brett and Baird, 1996). The Marcellus Shale covers most of the basin with an
area about 191,000mi2 (500,000km2; Figure 3 - 1). The average gross thickness and net thickness
of the organic-rich interval (total organic carbon-TOC>6.5%) of the Marcellus Shale are 80ft
(25m) and 34ft (10m), respectively. The nano-order matrix permeability does not allow
economical gas flow to the well boreholes, unless either open natural or artificial fractures are
present (DOE/NETL, 2010). Unfortunately, most natural fractures were filled by minerals during
diagenesis (e.g., carbonates). Therefore, artificial hydraulic fracturing has become the routine
operation for shale-gas reservoirs. The effectiveness of hydraulic fracture stimulation is
influenced by rock geomechanical properties. The varying mineral composition of the mudrocks
comprising the shale-gas reservoir is the major geological factor influencing geomechanical
properties and stimulation effectiveness. Simultaneously, the mineralogy affects the ratio of free
to absorbed gas; higher quartz and carbonate content results in a higher free-to-absorbed gas ratio.
Another key of shale-gas reservoirs is the organic matter which is usually proportional to gas
content under similar kerogen maturation. We defined seven Marcellus Shale lithofacies
primarily based on mineralogy and total organic carbon (TOC) from core data, and develop a
model to predict them by conventional wireline logs in available logged wells. The log-predicted
lithofacies provides sufficient constraints to build a 3D mudrock lithofacies. The prediction of
lithofacies is a typical multi-class classification task which could be solved by neural networks.
The NeuroEvolution of Augmenting Topologies (NEAT) is a method for evolving artificial
neural networks through genetic algorithm developed by Stanley and Miikkulainen (2002a,
2002b). Evolving from the simplest net topology, the NEAT introduces nodes and connections
into the neural network through genetic algorithm (GA), such as selection, crossover and
mutation. The major advantage of NEAT is the ability to evolve and optimize the topology and
weights simultaneously, which overcomes the difficulties in designing the fixed-topology
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methods (Stanley and Miikkulainen, 2002a, 2002b, 2004). However, the NEAT efficiency is low
due to the iteration, which will activate each node several times. It becomes worse when the
topology is complex or has recurrent connections. The main reason is in adopting the wrong
order to activate nodes, which is controlled by node ID. Through setting a more correct order, we
can just activate each node once to reach the correct output. The correct order is related to the
network topology. Thus, it is necessary to introduce new attributes to better characterize the
features of the network topology.
In addition, the population size of organisms in genetic algorithm is constant in the current
NEAT version, which disobeys the natural evolution of populations. Also, at the beginning stage
of evolving NEAT, the topology is usually too simple to find the best resolution. Thus, large
amounts of time and computer memory are wasted if the population size is large. The multi-class
pattern recognition is a common task in many scientific areas, but has not been thoroughly
discussed in NEAT. The pairwise comparison is a feasible but time consuming method to
decompose multi-class task to several binary classification tasks. NEAT is a more efficient
method, if we can automatically build and evolve all the binary classifiers.
In order to solve these problems, we added two attributes: the node location and a flag for
recurrent circle (RCC). These two attributes strongly decrease the cost of time and computer
memory during NEAT evaluation. In addition, the population size will not significantly increase
with the generation from small to large. In order to solve multi-class pattern recognition tasks,
we combine pairwise comparison and feature selection with NEAT to build modular network.
We employ true if an odd number of its arguments are true and false otherwise (XOR)
experiments to test and demonstrate these improvements of NEAT. Finally, we introduce the
improved NEAT to a significant geologic topic: shale-gas reservoir characterization. The
Marcellus Shale lithofacies prediction is a typical multi-class pattern recognition problem and
further demonstrates the capability and efficiency of NEAT.
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Figure 3 - 1. Map of the Appalachian basin showing the color-filled Marcellus isopach (Contour
interval is 15m (50ft)), structure contour of the top of Marcellus Shale (Contour interval is 500m
(1500ft)), the location of over 3880 wells with wireline logs, and/or core data. Wells with
conventional logs are gray circles; wells with core XRD and TOC data are green-filled circles;
wells with pulsed neutron spectroscopy logs are red-filled triangles; and wells with both core and
pulsed neutron spectroscopy logs are blue-filled circle with triangles. The blue filled areas are
outcrops of Marcellus Shale.
3.2 The Geologic Background and Marcellus Shale
The Appalachian basin is an elongated trough as a part of a foreland basin. Thrust faults
were formed due to the mountain building plate collisions between the neighboring oceanic plate
and the North American craton. The uplift is a result of thrust faults in the eastern area consisting
of major tectonic loading that caused differential subsidence, which formed the foreland basin.
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Large amount of sediments were transported into the basin and built several delta systems along
the shoreline. Moving basinward, reduced detrital sediments with more carbonate and high
biogenetic productivity were concurrent and produced the organic-rich Marcellus Shale.
Underlying the Marcellus Shale, the Onondaga Limestone was deposited in relatively quiet and
shallow water (Figure 3 - 2). The Mahantago Shale containing less organic matter in the 2nd
order highstand system tract overlies the Marcellus Shale. The Marcellus Shale became thicker
to northeast and thinner to west and south (Figures 3 - 1 and 3 - 2). A thin but widespread
limestone interval divides Marcellus Shale into the lower Union Spring Member and upper
Oatka Creek Member.
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Figure 3 - 2. Generalized representation of the Middle Devonian lithostratigraphy in the
Appalachian basin showing the variation from east to west into the basin of Tully Limestone,
Hamilton Group and Onondaga Limestone.
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3.3 Layered NeuroEvolution of Augmenting Topologies
The architecture of classical neural network is organized as one input layer, one output
layer and one or more hidden layers. The nodes in one hidden layer are connected with the nodes
in its forward and backward layers. The network topology is organized very clearly. However,
the initial topology of NEAT has only input and output nodes, and the hidden nodes and
connection genes are randomly added into the NEAT network through genetic algorithm (GA)
mutation. GA selection and crossover algorithms result in inheritance of the good and promising
topologies from former generations. The topology of NEAT can be very complex and disorderly,
and current versions do not discuss the features of topologies of NEAT. This creates challenges
in design of computer codes and linking to classical neural networks. As a result significant
iteration is required to calculate the outputs of NEAT with an increase in costs of computer
memory and time. In order to enhance the efficiency of NEAT and better define the topology of
NEAT, two extra properties, node location and a flag of recurrent connection (RCC), are
introduced into the structure of the nodes.
3.3.1 The location of nodes
A node commonly possesses two kinds of connections: incoming connection and
outgoing connection (Figure 3 - 3). The outgoing connection of a node links this node to another
node, which is called out node; while an incoming connection connects a node, which is called in
node to this node. In order to decide the output of one node, we have to first know the outputs of
all its in nodes. The output value is incorrect as long as any one of the outputs of all the in nodes
is unknown. When moving through all the nodes, we need to calculate the output of all the in
nodes before activating this node. Therefore, it is necessary to possess a node attribute, which
describes the relationship of nodes. We introduce the node location attribute to NEAT.

5 , there are three
Figure 3 - 3. The incoming and outgoing connections of a node. As for node ○
incoming connections (IC1, IC2 and IC3) and two outgoing connections (OG1 and OG2); node
2 and ○
7 are the in node and out node of node ○
5 , respectively.
○
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Table 3 - 1. Effects of various GA operations on node location and recurrent connections in
NEAT.
GA Operations

Node Location
Change

Recurrent
Connections

No

No

In same species

No

No

In different species

Maybe

Maybe

Weights

No

No

Disenabling connection

No

No

Re-enabling connection

No

Maybe

Adding node

Maybe

Maybe

Adding connection

Maybe

Maybe

Selection
Crossover

Mutation

A is defined as the largest number of connection genes from any
The location of node ○
A . Take hidden node ○
6 in Figure 3 - 4 as an
one of the input nodes or bias node to node ○
6 include: a). ○
1 -->○
6 ; b). ○
2 -->○
5 -example. All the ways from input and bias nodes to node ○
6 ; c). ○
3 -->○
5 -->○
6 . Thus the node location is two for node ○
6 . There is not any connection
>○

among all input and bias nodes, thus their node location is set to zero. The location of hidden and
output nodes will be changed during augmenting the NEAT topology. At the beginning of NEAT,
there is no hidden node and all the output nodes are directly connected to input and bias nodes,
so the output nodes have location of one. The mutation of adding nodes and connections may
6 -increase the location value of hidden and output nodes. For instance, the added connection ○
7 and added node ○
8 in○
7 -->○
4 connection increase location value of node ○
7 and ○
4 in Figures
>○

3 - 5a and 3 - 5c. However, these mutations sometimes can’t change the location of nodes
(Figures 3 - 5b and 3 - 5d). For convenience, we set another two rules concerning node location:
(1) disenabling and enabling a connection have no effect on node location (Figure 3 - 5e); (2) the
recurrent link should not be counted as determining the location value of nodes (Figure 3 - 5f). If
an operation in GA has no effect on the NEAT topology (e.g., mutating weights), it is impossible
to change the location of nodes (Table 3 - 1). On the contrary, the node location may be changed
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if the operation in GA changes the topology of NEAT. It is necessary to re-calculate the node
location only if the GA operation is possible to affect node location.

Network (Phenotype)

1
6
2

4
5
7

3

Genome (Genotype)
Node
Genes

Node ID
Node 1 Node 2 Node 3 Node 4 Node 5 Node 6 Node 7
Node Type
1
1
3
2
0
0
0
Node Location
0
0
0
3
1
2
2
Node RCC
False False False False False False False

Connect. Innovation ID
Genes In Node ID
Out Node ID
Weight
Enabled
Is_Recurrent

1
1
4
0.7
True
False

2
2
4
0.5
True
False

3
3
4
-0.8
False
False

4
2
5
0.9
True
False

5
5
4
-0.1
True
False

6
1
6
0.3
True
False

7
6
4
0.7
True
False

8
5
6
-0.4
True
False

9
3
7
1
True
False

10
7
4
-0.8
True
False

13
5
7
0.5
True
False

1 and ○
2 are input nodes;
Figure 3 - 4. An example to calculate node location in NEAT. Node ○
3 is bias node; node ○
4 is output node; all others are hidden nodes. The long dish dot line
node ○
is disenabled connection.

The location of nodes records the spatial relationship of all nodes, characterizing the
topology feature of NEAT. The nodes with same location values are considered as locating in the
same layer. For example, the location of all input nodes and the bias node is set to zero, so they
6 and ○
7 in Figure 3 - 4 are located in the second
are in one layer called Input Layer. Node ○

Hidden Layer which consists of only hidden nodes with location value of two. When there is
more than one output node, the location of output nodes could be different according to the
definition. However, we arbitrarily set the location for all output nodes the same as the maximum
location, so all the output nodes are in the Output Layer. Based on the node location, all the
nodes can be put into corresponding layers and so the NEAT is called Layered NEAT (Figure 3 6).
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Figure 3 - 5. Effects on node location when adding node and connection into NEAT. a) the added
6 -->○
7 increases the location of node ○
7 to three and node ○
4 to four; b) the added
connection ○
1 -->○
5 has no effect on node location; c) the added node ○
8 changes the location of
connection ○
4 from three to four; d) the added node ○
9 has no effect on the node location; e)
node ○
disenabling and enabling connection will not affect the location of node; f) the recurrent
connection will not change the location of node. The shaded number indicates the location of
nodes.
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Figure 3 - 6. The Layered NEAT according to the location attribute of nodes in Figure 3 - 4.
3.3.2 The function of node location attribute
3.3.2.1 Enhance the efficiency of NEAT
One of the most important functions of node location property is to control the order of
calculating the outputs of all nodes: activating nodes. The nodes with smaller location values
should be activated and calculated earlier than those having larger location values. Without node
1 -->○
2 -->○
3 -->○
4 -->○
5 -->○
6
location attribute, the order to calculate nodes in original NEAT is○
7 -->○
8 in Figure 3 - 7. When we calculate the inputs of node ○
4 for example, the output of
-->○
5 ,○
6 and ○
7 is zero, and has not been updated according to their inputs. The real output of
node ○
4 is not reached unless all the nodes connected to node ○
4 have been correctly calculated.
node ○

Therefore, iteration is inevitable to activate all the nodes several times. The iteration times are
controlled by net_depth which equals to the location of output node. Using node location, the
1 -->○
2 -->○
3 -->○
7 -->○
8 -->○
5 -->○
6 -->○
4 in Figure 3 - 7. Thus, as we calculating
new order is ○
4 , all the nodes connected to it have received their correct outputs. This
the inputs of node ○

implies that we only need to activate all nodes once and the cost of time and computer memory
will be reduced. Especially, significant time and computer memory are saved with the increase of
net_depth and the complexity of NEAT topology (Figure 3 - 8). The XOR experiment was
carried out and utilized to demonstrate the ability of node location in enhancing efficiency of
NEAT (Figure 3 - 9). The running speed of the Layered NEAT was improved by a factor of
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about two compared to the original NEAT, when setting recurrent probability to zero (Table 3 2).

1
8

6

2

4
7
5

3
Node ID
Node Type
Node Location

1
1
0

2
1
0

3
3
0

4
2
4

5
0
2

6
0
3

7
0
1

8
0
1

Figure 3 - 7. An example to demonstrate the function of node location attribute in calculating
input and output of nodes in correct order.

Time Cost in One Iteration

8

Originial NEAT

7

Layered NEAT Min

6

Layered NEAT Max

5
4
3
2
1
0
0

1

2

3

4

5

Output Node Location (Net_Depth)

6

7

Figure 3 - 8. The plot showing the relationship between output node location and the time cost in
calculating the outputs of NEAT. For simplification, we assume that 1) the cost time of each
iteration is similar in original NEAT and the Layered NEAT; 2) the time for deciding net_depth
is about half of the time cost in an iteration for original NEAT; 3) the time for updating node
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location in Layered NEAT is related to the amount of connections in NEAT and is
approximately equal to the time of an iteration; 4) sorting the nodes based on node location costs
less than half time cost in an iteration.
14000
Original NEAT with
Original NEAT with
Layered NEAT with
Layered NEAT with

12000

Recurrent Probability as 0.0
Recurrent Probability as 0.25
Recurrent Probability as 0.0
Recurrent Probability as 0.25

Time (second)

10000
8000
6000
4000
2000
0
0

20

40

60
80
Experiment Numbers

100

120

Figure 3 - 9. The XOR experiment results showing the decreased time cost in calculating NEAT
outputs with the application of node location and RCC attributes. As setting recurrent probability
as zero, the layered NEAT only need one third of the time cost for original NEAT; as setting
recurrent probability as 0.25, only ten percent of the time cost for original NEAT is cost for
Layered NEAT. This experiment is carried out on the computer: Windows XP operation system,
Inter® Xeon® CPU, 1.86GHz and 3.25 GB RAM.
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Table 3 - 2. The corresponding data used in Figure 3 - 9 for the XOR experiment.
Experiment
Numbers

Recur. Prob. is 0.0
O.
L.
NEAT
NEAT

Recur. Prob. is 0.25
L.
O. NEAT
NEAT

10

422.49

204.404

827.89

231.72

20

943.00

381.261

2001.47

588.13

30

1333.67

587.806

3610.79

800.65

40

1971.09

749.007

4972.39

1078.46

50

2390.38

1026.238

5786.77

1338.67

60

2708.27

1267.923

6991.27

1570.90

70

3014.74

1494.124

8111.68

1824.63

80

3378.68

1686.497

9349.99

2104.83

90

3687.84

1943.932

10481.93

2300.64

100

4008.54

2187.351

11820.31

2601.59

3.3.2.2 Build the linkage between NEAT and classical neural network
The classical neural network, such as back propagation (BP), has a clear architecture: one
input layer, one or more hidden layers and one output layer. The node location attribute makes it
possible to link NEAT to the classical neural network. The nodes with same node location are
considered to be in the same layer, so the node location value can also be considered as ID of
hidden layers. In order to compare with classical neural network, we add two hidden nodes in
1 -->○
4 , two hidden nodes in connection ○
2 -->○
4 , and one hidden node in
connection ○
5 -->○
4 (Figure 3 - 5c). All these added hidden nodes are labeled as ○
A with the
connection ○

properties: (1) linear transfer function which is y=x; (2) the weight of the new added connections
A is set to one and never changed except the first connection. For example, in
related to node ○
A -->○
A and ○
A -->○
the connection ○
2 -->○
4 , the new added connections ○
4 has the constant weight
A has the same weight as the original connection ○
2 -->○
4 . The weight of
of one while ○
2 -->○
5
connections with node ○
3 is the bias for the corresponding node. In Figure 3 - 5c, except node ○

and ○
7 , all other nodes bias is set to zero implying no connection between them and bias node ○
3.
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The connections with weights of zero are not shown in Figure 3 - 10c. Therefore, the NEAT in
Figure 3 - 10c has the same architecture with classical neural network, and most of the theory
and conclusions for classical neural network are also suitable and correct for NEAT.

Figure 3 - 10. Linking NEAT to classical neural network through the node location attribute. a)
NEAT without node location; b) layered NEAT by node location; c) the equivalent classical
neural network.
3.3.2.3 Make the topology of NEAT more clear
The node location attribute indicates the position of all the nodes in NEAT. We can put
all the nodes with same location into the same layer (Figures 3 - 6 and 3 - 10), better defining the
topology of NEAT. When we try to compare two NEATs, the node location is very helpful and
the description is easier.
3.3.3 The RCC property of node
The recurrent neural network (RNN) is a kind of neural network where connections
between neurons form one or more than one directed cycle. This creates an internal state of the
network which can simulate dynamic temporal behavior and the memory function in the human
brain. RNN is very helpful to process sequence of patterns and time-related problems. The
connections that form directed cycles are named recurrent connection here. The recurrent
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connections can connect one node with itself, or with another one, or involve more than two
nodes forming one or more than one large circles (Figure 3 - 11).
The RCC is the abbreviation of recurrent circle, and it is applied to label the beginning of
a recurrent circle. A recurrent circle is composed of one or more than one connection and only
one of the connections is marked as recurrent connection. As a node connecting with itself by
one node (Figure 3 - 11a), this connection is labeled as recurrent connection and the RCC of this
node is set to true. If the recurrent circle includes over one connection (Figures 3 - 11b and 3 11c), the connection that is latest added into the NEAT is marked as recurrent connection and the
6 -->○
5 in
in node of this connection possesses a true value of RCC. For example, the connection ○
6 is set to true. As a node
Figure 3 - 3f is labeled as recurrent connection and the RCC of node ○

is added into a recurrent connection, only the first new added connection is labeled as recurrent
7 -->○
8 is set as recurrent
connection while the second one is not. For example, the connection ○
8 is added into the recurrent connection ○
7 -->○
6 in Figure 3 - 11d.
connection as the node ○

Figure 3 - 11. The classification of recurrent circle in NEAT according the number of involved
6 -->○
6 and the RCC
nodes. a) the recurrent circle is formed by one node connecting with itself ○
6 is set to true; b) two nodes connecting with each other forms a smaller recurrent circle,
of node ○
7 -->○
6 is marked as recurrent connection and the node ○
7 has RCC as true; c)
and the connection ○
the recurrent circle includes more than two connections, forming one big circle; the connection
7 -->○
6 is marked as recurrent connection and the node ○
7 has RCC as true; d) a new node is
○
7 -->○
6 . The dish line indicates the recurrent connection and
added into the recurrent connection ○
the dish circle implies the RCC of this node as true.
3.3.4 The functions of node RCC attribute
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The primary use of node RCC attribute is to deal with the calculation of recurrent circles
in NEAT. In the original version of NEAT designed by Kenneth Stanley, the presence of
recurrent connections causes a large net_depth (e.g., 100). For example, the net_depth is one
5 -->○
hundred rather than five in Figure 3 - 12a due to the recurrent circle ○
8 -->○
6 -->○
5.

Therefore, every node is activated for one hundred times and the outputs of NEAT are not
correct. The node location and RCC attributes are very powerful to solve the simulation of
recurrent circles in NEAT.
As mentioned in previous sections, the node location is used to sort the nodes with regard
to their location attribute from small to large (Figure 3 - 12b). If the RCC is set to true, the node
RCC attribute marks the beginning of a recurrent circle. When moving to the node whose RCC is
true, the program will search all the recurrent connections from this node and then move back to
the out node of these recurrent connections. Therefore, a recurrent circle leads to one more
activation of all the nodes in the recurrent circle. For example, the NEAT in Figure 3 - 12 will
8 when the node ○
5 is activated at the first time, and the nodes ○
8 ,○
6 and ○
5
move back to node ○

are calculated twice in the whole loop. A more detailed workflow is shown in Figure 3 - 13. The
efficiency of NEAT with the application of node location and RCC attributes is enhanced more
than four times in the XOR experiment compared to the original NEAT (Figure 3 - 9).
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Figure 3 - 12. The process to simulate NEAT with recurrent connections. a) the NEAT topology
with recurrent cycle; b) the new order of all the nodes according to node location and RCC
attributes; c) the corresponding genome (Genotype) of the NEAT in Figure 3 - 10a with node
location and RCC attributes.
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Figure 3 - 13. The new workflow for NEAT dealing with recurrent connection through using
node location and RCC attributes.
3.4 Population size
The NEAT utilizes genetic algorithm to optimize the weights and topology
simultaneously. Thus, the design of a genetic algorithm has a significant effect on the
performance and the calculation speed of NEAT. The current version of NEAT sets the
population size as constant, which means that total number of individuals in each generation is
the same. Clearly, this is not true for population dynamics. The growth of populations usually
follows a logistic curve that is limited by available resources, such as food, water, energy, and
space. The total number of organisms will reach a maximum stable value where a balance
between organism and resources is created. Even though rapid fluctuations in populations are
possible, the overall trend can be described by a generalized logistic function that can be
modeled as a “S-shaped” curve of growth of a population. The initial stage of growth is
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approximately exponential; then as saturation begins, the growth slows, and at maturity, growth
stops (Figure 3 - 14a). The evolution of NEAT topology starts from minimal structure, which is
similar with the simplest population and diversity structures. Generally, only if enough amounts
of hidden nodes are inserted into the network, generating an adequate topology of NEAT for
complex problems becomes possible. Therefore, it is not necessary to have large amount of
individuals at the initial stage of NEAT evolution, which results in inefficient calculation. Along
with generation increase, large population size will provide enough high-quality individuals for
genetic algorithm to select and inherit good topology for the next generation. Thus, increasing
the population size from a small value can not only save time for calculation, but also becomes
more consistent with population dynamics. The parameter rate is introduced to control the initial
population size and its growing speed in NEAT (Figure 3 - 14b). A function matches the trend of
population size is as following:
݊ =  ܰ × ݁ݐܽݎ+

ሺ1 − ݁ݐܽݎሻ × ܰ
1 + ݁ (଼ିଵ଼/ீ)

where n is the population size in generation g; N represents the maximum population size;
G indicates the maximum generation; rate controls the trend of population size.
The smaller the rate is, the smaller the initial population size is and the faster the
growing of population size is. A larger value of rate is recommended for simple problems while
a smaller rate is preferred for complex problems. The function of population size growth is more
effective for complex problems, which are rarely possible to solve at the beginning of evolving
NEAT network. The XOR experiment was carried out again to demonstrate the function of rate
in improving the efficiency of NEAT (Figure 3 - 15).

Total Amount (n)
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Figure 3 - 14. The overall trend of the amount of organisms during evolution (a) and its
application in genetic algorithm (b). N indicates the maximum population size; G means the
maximum generation; n is the population size at generation g.

Figure 3 - 15. The XOR experiment showing the difference of time cost with rate=0.4 and
rate=1.0. (a) is the histogram; (b) is the plot with experiment numbers V.S. time.
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3.5 Multi-Class Pattern Recognition by NEAT
Pattern recognition, also called classification, is to assign or classify the input feature
space into m (m≥2) classes through supervised learning algorithms. As there are more than two
classes, it is a multi-class pattern recognition problem. However, most learning algorithms for
pattern recognition are initially designed for binary-class pattern recognition problems
(Dietterich and Bakiri, 1995; Allwein et al., 2000; Ou and Murphey, 2007). It is not trivial to
extend binary-class learning algorithms to address multi-class problems (Ou and Murphey, 2007).
A feasible approach is to decompose the problem into a set of binary classification tasks. The
popular decomposing technologies include one-versus-the-rest, pairwise comparison (Hastie and
Tibshirani, 1998), and error-correcting output coding (Dietterich and Bakiri, 1995). Ou and
Murphey (2007) comprehensively discussed the application of these three technologies in neural
network. The one-versus-the-rest is to compare one class to all the other classes in one or m-1
neural networks; the pairwise comparison is to compare each class against every one of the other
classes in m(m-1)/2 binary neural networks; the error-correcting output coding is to train p
(m>p>1) classes against another q (m>q>1) classes. The pairwise comparison, compared with
the other technologies, can avoid imbalanced training data, carry out parallel computation and
perform better with huge training data set. One major weakness of pairwise comparison method
is to build large amount of binary neural networks as m is big, which costs significant time. But,
this can be overcome by developing programs to automatically build all the binary neural
networks. Thus, we chose the pairwise comparison technology for NEAT to deal with multiclass classification problems.
Our NEAT program first prepares the training data for all binary classification, then
automatically builds and trains all the binary classification by NEAT, and finally decides the
class of each instance. In addition, as we decompose the multi-class classification problem into a
set of binary-class classification problems, the complexity of each binary classification is
reduced and thus not all the input variables are necessary. Selecting sensitive input variables for
each binary classification is important. In our NEAT codes, the initial topology of NEAT
includes disconnected Input Nodes, and the disconnected Input Nodes will be randomly
connected to the Output Nodes during the evolution of NEAT. The NEAT network with
sensitive input variables has the higher probability to survive through GA selection, crossover
and mutation. This fulfills the automatic selection of features for each binary classification by
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NEAT (Whiteson et al., 2005). In order to gradually link disconnected Input Nodes with Output
Node and test various combinations of Input Nodes, more disconnected Input Nodes in the initial
topology of NEAT are preferred. Thus, we control the initial amount of disconnected Input
Nodes: higher probability to possess less connected Input Nodes.
3.6 The Application of NEAT on Black Shale Lithofacies Classification
Core samples from deep wells provide the richest and most accurate information
concerning the mineralogy and organic matter richness of black organic-rich mudrock. However,
the amount of available core data is seriously limited due to the high cost of collecting and
analyzing. The core samples rarely cover the entire stratigraphic intervals of interest and wells
with core may be sparsely scattered across a region. Therefore, it is necessary to develop a
method to leverage the sparse core samples that uses data that is more abundant and economic to
provide similar, even enhanced, accuracy and resolution of rock properties. In the subsurface,
wireline logs are usually sampled every half foot and thus have high vertical resolution (about
0.2-5feet) parallel to well borehole. In the modern era, most wells are logged to record the
physical properties of underground rocks, providing spatially the most abundant data sets in
sedimentary basins. This is one reason that efforts have been placed on predicting reservoir
properties (e.g., porosity, permeability, thickness, water saturation, and lithology) from wireline
logs in conventional reservoirs (e.g., Berteig et al., 1985; Liu et al, 1992; Wong et al., 1995;
Chang, 2000; Qi and Carr, 2006; Dubois et al., 2007; Al-Anazi and Gates, 2010). In this paper,
we try to test the ability of NEAT to predict organic-rich mudrock lithofacies using conventional
wireline logs.
In core, X-ray diffraction (XRD) is the major technology in petroleum and natural gas
industry to measure the mineral composition of rocks according to the elastic scattering of Xrays. The total organic carbon (TOC) content is measured by the Rock-Eval pyrolysis tool. For
the Marcellus Shale lithofacies prediction, we collected about 190 sets of XRD and TOC data
points from cores in eighteen wells located in West Virginia and southwest Pennsylvania (Figure
3 - 16a). The concentration by volume of quartz, carbonate and clay are derived for all the
measured minerals from XRD analysis, and then plotted in the ternary plot (Figure 3 - 16b).
Mineralogy coupled with TOC data, is used to define seven mudrock lithofacies in Marcellus
Shale (Table 3 - 3). Among all the core data, 157 data points also have corresponding wireline
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log data, so they compose one of the training data sets. Another training data set is from the
pulsed neutron spectroscopy logging (PNS), which is an advanced log suite that when tied to
core data can accurately model mineralogy. The PNS logs measure the concentration of various
elements in rocks, and the element concentration is then modeled into mineral concentration and
TOC content. The mineral concentration and TOC content can be used to classify mudrock
lithofacies with the same method utilized in core samples. Compared to the conventional logs
(e.g., Gamma Ray and Density), the PNS log is more expensive and only acquired in a few key
wells. The Marcellus Shale lithofacies defined by core samples analysis and PNS log data are the
target values in the training data sets to be used with the abundant conventional log suites.

Figure 3 - 16. The XRD and TOC data from core samples for Marcellus Shale (a) and the
defined shale lithofacies based on these XRD and TOC data (b) in the Appalachian basin.
Various kinds of wireline logs exist along with the development of logging technology.
But not all of the log curves are helpful for mudrock lithofacies study as the input variables;
unless the logs are commonly available and can reflect rock mineral composition, mechanical
properties, and/or richness of organic matter. In the Appalachian basin, the common log suites
are routinely acquired in most wells, which include gamma ray (GR), density (RHOB),
compensated neutron (NEU), photo-electric (PE) and deep resistivity (ILD) logs (Figure 3 - 17).
The combination of these common log curves can be used to recognize mudrock lithofacies by
integrating with the core and PNS data. In place of the direct application of conventional logs,
eight petrophysical parameters derived from the conventional logs were used for Marcellus Shale
lithofacies recognition. The parameters are Uranium concentration, brittleness, RHOmaa, Umaa,
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average porosity, porosity difference, natural logarithm of deep resistivity, and the ratio of
gamma ray to density (Wang and Carr, accepted). In this research, we used the eight derived
variables as the inputs of NEAT to recognize Marcellus Shale Lithofacies.
Table 3 - 3. A summary of characteristics of Marcellus Shale lithofacies.
Lithofacies
Organic
Siliceous
Shale (OSS)
Organic
Mixed Shale
(OMS)
Organic
Mudstone
(OMD)
Gray
Siliceous
Shale (GSS)
Gray
Mixed Shale
(GMS)
Gray
Mudstone
(GMD)
Carbonate
Interval
(CARB)

Features of core data
and ECS logs
TOC>=6.5% (9.7);
Vclay<40% (25.6);
Vqtz/Vcarb>3
TOC>=6.5% (9.6);
Vclay<40% (19.8);
1/3<Vqtz/Vcarb<3

GR
(API)

RHOB
(g/m3)

Features of common logs
NEU
ILD
(%)
(ohmm)

PE

URAN
(ppm)

278~785 2.1~2.48 18.0~30.4 152~2505 2.7~7.9
449
2.39
24.1
854
3.5

20~80
40

242~628 2.3~2.59 13.3~27.5
424
2.47
20.3

95~1475
450

3.3~6.3
4.3

18~73
34

315~793 2.4~2.64 21.8~29.7
491
2.53
25.7

26~414
164

3.4~7.0
4.4

17~74
36

115~277 2.4~2.62 15.5~24.1
193
2.59
19.8

20~241
94

2.8~4.8
3.5

2~14
8

87~178
131

6.3~23.4
14.4

24~282
103

3.5~5.1 1.5~12
4.2
5.4

TOC<6.5% (1.5);
Vclay>=40% (46.9);

139~229 2.4~2.70 17.2~27.7
209
2.60
22.6

19~121
56

3.3~5.5
3.8

2~15
8.1

TOC<6.5% (1.3);
Vclay<40% (5.6);
Vqtz/Vcarb<1/3

24~135
82

61~1432
636

3.9~5.1
4.7

0~7.7
3.1
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Figure 3 - 17. One example of common log suites and the eight derived parameters used for
Marcellus Shale lithofacies prediction in the Appalachian basin.
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The Marcellus Shale lithofacies prediction is a typical multi-class pattern recognition
problem. The core- and PNS-defined mudrock lithofacies and the corresponding conventional
logs compose the training dataset for the supervised-learning algorithms (e.g., genetic algorithm
in NEAT). 75% of all the training data are employed to build the relationship between mudrock
lithofacies and conventional logs and the other 25% is used to validate the ability of NEAT in
prediction of Marcellus Shale lithofacies. With a large training dataset, the modular network is
more effective than single network with multiple output nodes (Qi and Carr, 2006). Thus, we
build 21 binary NEAT networks with one output node to constitute the modular NEAT network.
The feature selection function of the new version of NEAT is employed to automatically
evaluate and select the sensitive input variables for every binary NEAT network, and thus the
initial amount of input nodes varies randomly between one and eight. The probability to involve
a new input variable into the NEAT network is set to as low as 0.01 due to the fact that variables
are gradually added into, but never dropped from the network. The maximum generation and
population size are set to five hundred and two hundred, respectively. The recurrent connections
are introduced into the NEAT network with the probability of 25%. The other main parameters
related to genetic algorithms are listed in Table 3 - 4.
The 21 binary NEAT classifiers are trained one-by-one through genetic algorithms and
the results from all the binary networks are transferred into the predicted type of Marcellus Shale
lithofacies according to specific rules, for example, the max-win rule (Hastie and Tibshirani,
1998). It is easier to optimize the topology and connection weights as the two types of mudrock
lithofacies are quite different (e.g., organic siliceous shale and carbonate interval), so less
connections and hidden nodes are needed with less generation of evolution. On the contrary,
more connections and nodes are added into the NEAT network when the two lithofacies are
similar (e.g., organic siliceous shale and organic mixed shale). Along with more training
generations, more nodes and connections are added into the NEAT networks and the average
fitness is gradually increasing (Figures 3 - 18 and 3 - 19). Based on the training results (Figures 3
– 18~3 - 20), most of the binary NEAT networks do not need hidden nodes to differentiate one
lithofacies from another quite distinctive lithofacies. Only six binary NEAT networks require
more hidden nodes (seven and fifteen), and the hidden nodes are located in at least five layers,
which indicate a different design of network topology from the conventional neural networks
(Figure 3 - 20). For the conventional neural networks (e.g., BP neural network), we usually put
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all the hidden nodes in one or two hidden layers, and it is rare to employ more than three hidden
layers. However, the automatically evolved NEAT networks involve more hidden layers with
less hidden nodes in each layer. It is an interesting result even though we are unsure whether this
is an improved topology compared to the conventional neural network. With regard to the feature
selection function, the involved input variables are different for each binary NEAT classifier
(Table 3 - 5). Instead of using all the parameters, we use only porosity difference, uranium and
the ratio of GR to density to classify organic siliceous shale and gray siliceous shale, which
simplifies the network topology. The correct classification from the modular network is about 75%
for the training part and close to 70% for the validation part (Table 3 - 6). Considering the
complexity, this appears to be a good solution for predicting Marcellus Shale lithofacies.
Table 3 - 4. The major parameters of NEAT used for Marcellus Shale lithofacies prediction by
common logs.
Modular Network with 21 binary classifiers
Input Nodes
Initial
Bias Node
Topology
Output Nodes
Transfer Function
Total Amount
Training Subset Amount
Training
Validation Subset Amount
Dataset
Input Variables Amount
Target Classes Amount

Random (between 1 and 8)
1
1
y=1/(1+(exp(-2.0x)))
2012
1510 (75%)
502 (25%)
8
7

Population Size

200

Population Increasement Rate

0.4

Maximum Generation

500

Link Weight Probability
Generic Mutate Inserting Node Probability
Algorithm
Inserting Link Probability
Setting
Interspecies Mate Rate
Mate Multipoint Mate Rate
Singlepoint Mate Rate
Recurrent Connection Probability
Linking to disconnected Input Node Probability

0.9
0.03
0.05
0.001
0.6
0
0.25
0.05 and 0.2
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Figure 3 - 18. The average amount of nodes and connections of all the binary NEAT classifiers
for Marcellus Shale lithofacies recognition in the Appalachian basin.
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Figure 3 - 19. The average and maximum fitness of all the binary NEAT classifiers for Marcellus
Shale lithofacies recognition in the Appalachian basin.
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Table 3 - 5. Feature selection result of all the binary NEAT classifiers for Marcellus Shale
lithofacies recognition in the Appalachian basin.
Binary Classes

Porosity
Ave.

Umaa

Porosity
Dif.

LnILD

OSS v.s. OMS

√

√

√

√

√

OSS v.s. OM

√

√

√

√

√

RHOmaa

√

OSS v.s. GSS
OSS v.s. GMS

√

√

√

√

√

OSS v.s. GM

√

OSS v.s. CI
OMS v.s. OM

√

OMS v.s. GSS

√

OMS v.s. GMS

√

OMS v.s. GM

√

OMS v.s. CI

√

√

√

√

√

√

√

√

√

√

√

√

√

√

√

√

√

√
√

√

√

√

OM v.s. GMS

√

√

OM v.s. GM

√

√

OM v.s. CI

√
√

GSS v.s. GM

√

√
√

√

√

√

√

√

√

√

√

√

√

√

√

√

√

√

√

√

√

√

√

√

√

√

√

√

GMS v.s. GM

√

√

√

√

√

√

√

√

GMS v.s. CI

√

√

√

GSS v.s. CI

GM v.s. CI

√

√

√

√

Shale
Volume

√

√

√

√

√

√

√

OM v.s. GSS

GSS v.s. GMS

√

√
√

Uranium GR/Den

√

√

√

√
√

√

√

√
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Figure 3 - 20. The topology of all the binary NEAT classifiers for the Marcellus Shale lithofacies
prediction in the Appalachian basin.
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Table 3 - 6. The confuse plot showing the results of Marcellus Shale lithofacies prediction by
NEAT in the Appalachian basin.

Training DataSet

Facies No.
Core Facies
A
B
C
D
E
F
G
Pred Total
Pred/Core

Predicted Facies
A
218
15
59
8
1
16

B
17
95
5
5
2
15

C
61
22
267
4
3
26

D

95
2
47

317
1.07

139
1.00

383
1.14

144
1.09

E

F

G

6
1
10
76
24
8
125
1.15

1
3
10
20
319
10
363
0.79

5
15
47
67
1.03

Right
Core Total Rate (%)
296
73.65
139
68.35
335
79.70
132
71.97
109
69.72
462
69.05
65
72.31
1538
72.63
All Facies

3.7 Conclusions
The NeuroEvolution of Augmenting Topologies (NEAT) can evolve the topology and
connection weights of network at the same time through genetic algorithm. Thus, different from
conventional neural networks, we don’t need to design the architecture of neural network. This
advantage is an improvement for the design of modular neural networks that require a large
number of binary network classifiers. The node location attribute describes the position
relationship of all the nodes, better defining the NEAT topology. At the same time, the efficiency
of calculating the NEAT output is significantly enhanced through setting the correct order of
activating the nodes. In addition, the node location attribute makes it possible to compare the
architecture of NEAT and conventional neural networks. The RCC attribute marks the beginning
of recurrent connections, and changes the order of activating nodes when the value of RCC is
true. These two new introduced attributes can improve the speed of NEAT through reduced
calculation time and computer memory usage. By setting the growth rate of population size to
less than one, the population size in genetic algorithm is gradually increased better following the
logistic function of population growth, which can improve efficiency by reducing the number of
organisms at the early stage of NEAT evolution. A small value of population size growth rate is
recommended for the complex problems that are not amenable to an early solution in the
beginning of NEAT evolution. The experiments of XOR demonstrated the function and
effectiveness of node location, RCC and gradual growth of population size in improving the
speed of NEAT calculation, especially for NEAT with recurrent connections. The combination
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of feature selection and modular network is very effective to solve the multi-class pattern
recognition problems, which can automatically select the sensitive variables and optimize the
network topology and connection weights for each binary NEAT network. Finally, we use the
improved NEAT to predict Marcellus Shale lithofacies by eight petrophysical parameters derived
from conventional logs in the Appalachian basin. The training results demonstrated the ability of
NEAT in solving multi-class pattern recognition problems with the new features including node
location, RCC, population size growing, feature selection and modular network.
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ABSTRACT
The Marcellus Shale, marine organic-rich mudrock deposited during Middle Devonian in
the Appalachian basin, is considered the largest unconventional shale-gas resource in United
State. Two critical factors for unconventional shale-gas and oil-shale reservoirs are units
amenable to hydraulic fracture stimulation and the presence of high free and adsorbed gas
content. The effectiveness of hydraulic fracture stimulation is influenced by rock geomechanical
properties, which are related to rock mineralogy. The natural gas content in mudrock reservoirs
has a strong relationship with organic matter, which is measured by total organic carbon (TOC).
For a study area in the Appalachian basin, a 3-D mudrock lithofacies model is constructed using
mineral composition, rock geomechanical properties and TOC content. Core analysis data, log
data and seismic data were used to build a 3-D mudrock lithofacies model from core scale to
well scale and finally to regional scale. Artificial neural network (ANN) was used for lithofacies
prediction. Core XRD and chemical analysis data and wireline logs were utilized as inputs and
target outputs to petrophysical analysis and various pattern recognition methods. A limited set of
eight petrophysical parameters derived from conventional logs were determined as critical inputs.
Advanced logs, such as pulsed neutron spectroscopy (PNS), with mineral composition and TOC
data were used to improve and confirm the quantitative relationship between conventional logs
and lithofacies. Sequential indicator simulation performed well for modeling Marcellus Shale
lithofacies in three-dimensions. Controlled primarily by sediments dilution, organic matter
productivity, and organic matter preservation/decomposition, Marcellus Shale lithofacies
distribution was dominantly affected by the water depth and the distance to shoreline, showing
shape of crescent paralleling with shoreline. The normalized average gas production rate from
horizontal wells supported our approach to modeling Marcellus Shale lithofacies. The proposed
3-D modeling approach may be helpful for optimizing the design of horizontal well trajectories
and hydraulic fracture stimulation strategies.
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4.1 Introduction
In the last ten years, tremendous progress has been made in the exploration and
development of unconventional gas worldwide, especially in North America. The application of
horizontal drilling and hydraulic fracture stimulation technologies provide economic gas flow in
extremely low porosity and permeability reservoirs. However geologic studies of lithofacies, as a
basic property of reservoir, aid in optimizing the design of horizontal wells and stimulation
strategies in unconventional reservoirs. Lithofacies research historically focused on sandstone
and carbonate reservoirs, including lithofacies classification and description from core data and
outcrops (e.g., Bridge et al., 2000; Porta et al., 2002), lithofacies prediction by wireline logs and
seismic volumes (e.g., Berteig et al., 1985; Wong et al., 1995; Chang, 2000; Qi and Carr, 2006;
Dubois et al., 2007; Yao and Chopra, 2000), lithofacies modeling in two- and three-dimensions
(e.g., Akatsuka, 2000; Qi et al., 2007), and the relationships of lithofacies with reservoir
properties (e.g., Doyle and Sweet, 1995; Akatsuka, 2000). Mudstone lithofacies research is just
at the beginning (Javadpour, 2009; Curtis et al., 2010; Loucks, 2012), and primarily focused on
classification and description in core and outcrop data (Hickey and Henk, 2007; Loucks and
Ruppel; 2007; Singh, 2008; Walker-Milani, 2011; Zhou et al., 2012). To date, there were only a
few studies on prediction of shale lithofacies (Perez, 2009; Vallejo, 2010; Koesoemadinata et al.,
2011; Jonk et al, 2012), and rare research concerning modeling of mudrock lithofacies.
With the mudrock lithofacies model or distribution pattern, one can recognize organicrich and relatively brittle areas, which are important parameters in maximizing shale-gas
production rates (Bowker, 2007; Wang and Carr, 2012). The more organic-rich areas contain
higher concentrations of natural gas, while the more brittle area tends to be amenable to fracture
stimulation to form open, extensive fracture networks. Mineral composition of a unit has a strong
effect on rock geomechanical properties: concentration of quartz and carbonate minerals
improves the brittleness of mudrock, while concentration of clay minerals increases mudrock
ductility (Jarvie et al., 2007; Mavko, 2010). Mineralogy also affects the ratio of free to absorbed
gas (RFAG) in mudstone reservoirs. We define seven mudrock lithofacies in Marcellus Shale
based on mineral composition and organic matter richness, which have physical responses that
can be recognized from wireline logs and seismic data. The Marcellus Shale lithofacies, first
recognized at the core-scale, can be predicted from conventional logs using artificial neural
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network (ANN). Petrophysical analysis is employed to derive input variables for ANN classifiers.
The log-predicted lithofacies provides a large number of constraint points in building threedimensional (3-D) lithofacies models. The geostatistical reservoir modeling is used to reconcile
available hard and soft data in a numerical model, providing an overall understanding of
reservoirs (Deutsch, 2002). We utilize the Marcellus Shale 3-D lithofacies model to (1)
investigate the distribution of each lithofacies at a basin-scale; (2) develop a better understanding
of the factors controlling the deposition and preservation of organic matter and the depositional
model of marine organic-rich mudrock; (3) identify organic-rich units and areas and brittle units
and areas in shale-gas reservoirs; (4) assist in the design of horizontal drilling trajectories and
location of stimulation activity; and (5) provide input parameters for the simulation of gas flow
and production in mudrock (e.g., porosity, permeability and fractures).
The main objective is to build a Marcellus Shale basin-scale lithofacies model integrating
core data and wireline logs to develop a method and framework for black mudstone lithofacies
modeling. We propose methods to identify the geologic parameters for the Marcellus Shale in
the Appalachian basin to provide tools to focus horizontal drilling and stimulation strategies. By
investigating the distribution pattern of black mudstone lithofacies laterally and vertically, we
hope to better understand black mudstone deposition at the basin scale.
4.2 Geologic Setting
Throughout the Paleozoic, the Appalachian basin experienced three orogenic events
caused by collisions between North America plate and the eastern oceanic crust (USGS, 2004)
(Figure 4 - 1). The first event, the Taconic orogeny, during Ordovician built a subduction zone
and topographic barrier between the craton’s interior and Theic ocean (Faill, 1997) (Figure 4 - 1).
The Taconic orogeny converted the Appalachian region from passive continental margin (Figure
4 - 1A) to a foreland basin (Figure 4 - 1B) and formed a narrow seaway, which at various periods
was the site of restricted circulation and accumulation of organic-rich units (e.g., Utica Shale).
The Acadian orogeny, starting from Middle Devonian, resulted in subsidence near the Acadian
mountains and uplift on the opposite side due to the flexural deformation (Figures 4 - 1D and 4 2). During Middle and Late Devonian, the Appalachian basin was bounded by Acadian
mountains on the east and south, the Cincinnati on the west, and the Old Red Sandstone
continent on the north (Ettensohn and Barron, 1981; Gao et al., 2000). The Devonian
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Appalachian foreland basin connected with the Theic ocean by a long and narrow seaway in the
southwest, forming a nearly-enclosed epicontinental sea. The tectonic loading stemming from
this event coupled with eustatic sea-level rise terminated shallow-shelf carbonate deposition
during Early Devonian. The erosion of the Acadian mountains to the east provided large amount
of sedimentations that created the Catskill delta complex along the shoreline. Following a
tectonically-quiet period, the Alleghenain Orogeny (Figure 4 - 1E), caused by collusion between
North America continent (Laurentia) and Africa (a part of Gondwanaland) (USGS, 2004),
produced numerous thrust faults and strike-slip faults in Ordovician and Devonian formations,
which have a strong effect on hydrocarbon systems in the Appalachian basin.
During Middle Devonian, the central Appalachian basin was situated approximately 25º35º south of the paleoequator (Ver Straeten, 2007) (Figure 4 - 2). The Acadian mountains may
have blocked easterly trade winds which carried moisture from the eastern ocean, creating a rain
shadow effect on the western side of the mountains (Ettensohn and Baron, 1981; Woodrow and
Sevon, 1985). The paleoclimate was thought to have been hot with seasonally restricted rainfall
and large storms (Woodrow and Sevon, 1985; Werne et al., 2002). The primary formations
deposited during Middle Devonian include Onondaga Limestone, Marcellus Shale, Mahantango
Formation, and Tully Limestone from oldest to youngest (Figure 4 - 3). Most of the Middle
Devonian organic-rich mudrock is located in the Marcellus Shale with a few organic-rich units in
the Mahantango Formation in New York State (Brett and Baird, 1996). The Marcellus Shale is
believed to have been deposited over a span of 2 million years (7~8 million years for the whole
Hamilton Group and Tully Limestone) in a relatively deep and anoxic water (~200m) (Brett and
Baird, 1996).
The Marcellus Shale of the Appalachian basin is one of the most active and successful
shale-gas reservoirs in the world. The Marcellus Shale covers most parts of the basin with an
area about 500000km2 (191000mi2) (Figure 4 - 4). The average gross thickness and organic-rich
(TOC>6.5%) intervals of Marcellus Shale are about 24m (80ft, ranging from 0-to 98ft) and 10m
(34ft, ranging from 0 to 177ft), respectively.
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Figure 4 - 1. Conceptual cross-sections across the Appalachian basin during selected Paleozoic
periods showing the three orogenic events resulting from plate collisions (Modified from
Marshak, 2010). The green box indicates the location of Catskill delta complex.

129

Figure 4 - 2. The paleogeography of North America continent during Middle Devonian (~385
Ma) indicating the location of Appalachian basin and the major surrounding geologic features
(Modified from Blakey, 2011).
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Figure 4 - 3. Generalized representation of the Middle Devonian lithostratigraphy in the
Appalachian basin showing the variation from east to west into the basin of Tully Limestone,
Hamilton Group and Onondaga Limestone.

131

Figure 4 - 4. Map of the Appalachian basin showing the color-filled Marcellus isopach (Contour
interval is 15m (50ft)), structure contour of the top of Marcellus Shale (Contour interval is 500m
(1500ft)), the location of over 3880 wells with wireline logs, and/or core data. Wells with
conventional logs are gray circles; wells with core XRD and TOC data are green-filled circles;
wells with pulsed neutron spectroscopy logs are red-filled triangles; and wells with both core and
pulsed neutron spectroscopy logs are blue-filled circle with triangles. The blue filled areas are
outcrops of Marcellus Shale.
4.3 AVAILABLE DATA
The primary available data consists of limited core data, abundant wireline logs, two 3-D
seismic volumes, and Marcellus Shale production data. Eighteen wells with core data were
accessible, and include scanned core pictures, thin sections, X-ray diffraction (XRD) and
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geochemical analyses data (primarily TOC content and Tmax) (Figure 4 - 5). All cored wells
were located in southwestern Pennsylvania (PA) and northern West Virginia (WV) (Figure 4 - 4).
We assembled approximately 3880 wells with wireline logs in digital or raster format: all wells
had gamma-ray log and were used to correlate formation tops; over seven hundred wells have the
five conventional logs used in this study to classify mudrock lithofacies (i.e., gamma ray, density,
neutron, photoelectric index, and deep resistivity); seventeen wells with pulsed neutron
spectroscopy logs (PNS) providing mineral percentage and TOC content (Figure 4 - 5); and
eighty wells had spectral gamma ray logs used to estimate uranium content. The two 3-D seismic
volumes covered a total area of 518km2 (200 mi2) in Greene County, PA and Taylor County,
WV. All available production data for all wells producing from the Marcellus were compiled and
updated to December, 2011 (production data is from Department of Environmental Protection in
West Virginia and Pennsylvania).
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Figure 4 - 5. Chart showing the vertical distribution of available core data in eighteen wells
showing that over seventy percent of the samples were sampled with regular interval while the
others were sampled in random locations. Most of the samples are concentrated in the Marcellus
Shale with a few samples in surrounding formations. The locations of wells were shown in
Figure 4 - 4.
4.4 Methodology
The integrated method of mudrock lithofacies modeling used in this study includes: (1)
classifying lithofacies at the core-scale; (2) classifying lithofacies with wireline logs at the wellscale; and (3) building a 3-D lithofacies model or 2-D map of lithofacies distribution. The Core
XRD and TOC data in eighteen wells were evaluated statistically, and used to define Marcellus
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Shale lithofacies in terms of two key factors for shale-gas reservoirs: mineralogy and organic
matter richness (Wang and Carr, 2012). Three primary criteria derived from XRD and TOC data
were employed to classify black mudrock lithofacies quantitatively, including the clay
percentage, ratio of quartz to carbonate, and TOC content. The Marcellus Shale lithofacies were
integrated with wireline log information. The PNS logs calibrated to core data provide mineral
percentage and TOC content and were used to classify Marcellus Shale lithofacies following the
three criteria developed from the core. The PNS-defined mudrock lithofacies calibrated to the
XRD-defined lithofacies provide the training dataset that was used to classify lithofacies from
conventional logs for the prediction of all available wells with the suite of five selected
conventional logs. Artificial neural network was the preferred quantitative method to build the
relationship between Marcellus Shale lithofacies defined by core and PNS logs to the suite of
conventional logs. A single ANN with seven output nodes (the number of defined lithofacies)
and a modular ANN were built and trained to predict Marcellus Shale lithofacies at the wellscale.
A 3-D structural model of major units was constructed to cover the Appalachian basin
and the Middle Devonian formations (Figure 4 - 3). Unit boundaries from the available log
database of 3880 wells were used to interpret the corresponding structure maps in the
Appalachian basin. Biased by the tectonic pattern in the Appalachian basin (Figure 4 - 1),
regional faults were identified and interpreted through recognized fault points in wireline logs,
abnormal changes in thickness from preliminarily interpreted structure maps, and the 3-D
seismic volumes and attributes. The interpreted unit boundaries, faults and resulting structure
maps were incorporated into a 3-D structural model with fault model, horizons (formation
structure) and zones. The log-predicted Marcellus Shale lithofacies were upscaled and assigned
to the cells that were penetrated by the wells. A geostatistic analysis was carried out to
investigate and summarize the lateral lithofacies distribution pattern and geometry which were
described by variograms for each Marcellus Shale lithofacies (Qi et al., 2007). Deterministic
methods (e.g., kriging) and stochastic methods (e.g., sequence indicator simulation, truncated
Gaussian simulation, multiple point statistic and object-based method) were available for
constructing the 3-D lithofacies models (Falivene et al., 2006; Schlumberger, 2011). Cross
sections, surface maps and isopach maps of each lithofacies were employed to observe and
visualize the lateral and vertical spatial distribution of Marcellus Shale lithofacies. Production
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data of Marcellus wells in the Appalachian basin were overlain on lithofacies maps to evaluate
regional production rate trends. A detailed workflow integrating core data, PNS logs,
conventional logs, seismic data and regional geologic knowledge was constructed to generate a
black mudstone lithofacies 3-D model (Figure 4 - 6).
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Figure 4 - 6. The workflow used in this study showing the methodology to integrate core data,
PNS logs, conventional logs, and seismic data and regional geologic knowledge to construct a 3D mudrock lithofacies model for the Marcellus Shale of the Appalachian basin.
4.5 Marcellus shale Lithofacies
The original definition of lithofacies is the sum of all the lithologic features in
sedimentary rocks, including texture, color, stratification, structure, components and grain-size
distribution (Teichert, 1958). Lithofacies (or facies) in sandstone and carbonate systems have
played a significant role in our understanding of depositional environments, hydrodynamic
conditions and reservoir properties. For example, the rock texture, stratification and grain-size
distribution can differentiate channel sands from flood-plain siltstone, which is significant due to
the distinct differences in porosity and permeability. In addition, the depositional environment
assists geologists and reservoir engineers in understanding and predicting the heterogeneity and
connectivity of reservoirs, which can seriously affect hydrocarbon productivity in the
conventional reservoirs. However, shale-gas and oil-shale mudrock reservoirs show variation of
porosity, permeability and connectivity at much different scales than conventional reservoirs. At
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the wellbore to regional-scales the critical heterogeneity in unconventional mudrock reservoirs is
variation in mineral composition and organic content rather than porosity, permeability and
water saturation (Bowker, 2007; Boyce and Carr, 2010) (Figure 4 - 7).We have taken the
approach to integrate and calibrate widely available conventional well logs with core and PNS
logs to define and classify mudrock lithofacies by mineral composition and organic matter
richness. This approach is important in order to: (1) recognize organic-rich and brittle mudrock;
(2) access the large available database of well logs to understand the depositional environments
and hydrodynamic conditions of mudrock at regional scale; (3) replace the small variation of
rock texture, stratification, grain size, and color by mineral composition and organic matter
richness for lithofacies classification; and (4) avoid to use traditional lithofacies parameters such
as rock texture, stratification, structure and color which are not easily recognized with
conventional wireline logs and seismic data. In order to keep subsurface lithofacies models
‘meaningful’, ‘predictable’ and ‘mappable’, core and outcrop, while important, are insufficient
(Ruppel et al., 2012), and subsurface geologists and engineers have to incorporate wireline logs
and/or seismic data. We propose a method specific to the Marcellus Shale concerning definition
and classification of lithofacies that may have broader application to other unconventional
mudrock reservoirs.
Based on XRD analysis, the most abundant minerals in the Marcellus Shale are quartz
and illite with average content of over 35% and 25% by volume, respectively (Figure 4 - 7).
While highly variable, chlorite, pyrite, calcite, dolomite and plagioclase are next in abundance,
followed by K-feldspar, kaolinite, mixed-layer illite-smectite and apatite. On average the TOC
content is over 5% by weight, and ranges up to 20%. The variable mineral composition of
Marcellus Shale leads to differences in geomechanical properties that should be considered in the
placement and design of hydraulic fracture stimulations. We have simplified the primary
minerals into three groups: quartz (quartz plus feldspar), carbonate (calcite plus dolomite) and
clay (all clay minerals). The ternary plot was employed to observe the features of mineral
distribution in Marcellus Shale. Most samples locate in the area in which carbonate content is
less than 20%, and the TOC content tends to become higher toward higher quartz content (Figure
4 - 8). Three criteria were used to define lithofacies: clay concentration, ratio of quartz to
carbonate (RQC), and TOC content. The mudrock with clay concentration over 40% is classified
as clay-rich (the gray area of Figure 4 - 8a); when clay concentration is less than 40%, mudrock
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with RQC over 3 is considered as quartz-rich (the yellow area of Figure 4 - 8a), mudrock with
RQC less than 1/3 is considered as carbonate-rich (the blue area of Figure 4 - 8a), and shale with
RQC between 1/3 and 3 is categorized as mixture of quartz and carbonate (the pink area of
Figure 4 - 8a). A TOC cutoff of 6.5% is used to classify the mudrock as organic-rich or organiclean. It indicates that each area is broken into two groups with the exception of carbonate-rich
lithofacies (blue area of Figure 4 - 8a). None of the carbonate-rich samples possesses TOC more
than 6.5%. Ultimately, we defined seven mudrock lithofacies in Marcellus Shale: organic
siliceous shale (GSS), organic mixed shale (OMS), organic mudstone (OMD), gray siliceous
shale (GSS), gray mixed shale (GMS), gray mudstone (GMD) and carbonate (CARB) (Table 4 1).

Figure 4 - 7. Box plots of Marcellus Shale XRD mineral composition and geochemical data
based on the core samples from the eighteen wells (Figures 4 - 4 and 4 - 5). The central line in
each box is the median value of mineral percentage and organic content (TOC); the two edges of
box indicate the 25th and 75th percentiles; the whiskers are the boundaries of normal range of
values (2σ); the red crosses indicate values beyond the normal range. The percentage of minerals
is by volume, while the TOC percentage is by weight.
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Figure 4 - 8. (a) A ternary plot showing the mineral composition as a percentage of three major
components (i.e., quartz plus feldspar, calcite plus dolomite and illite plus chlorate). The
boundaries between Marcellus Shale lithofacies are indicated by lines based on: clay percentage
(green sold line), the ratio of quartz to carbonate (RQC) (two blue long-dash lines), and the TOC
content (filled-color of circles); (b) The cross plot showing the relationship of higher quartz
concentration with higher TOC content.
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Table 4 - 1. Summary of the mineralogy features and log responses of the seven lithofacies defined from core and advanced logs in the
Marcellus Shale of the Appalachian basin. They are the three organic-rich (TOC ≥ 6.5%) lithofacies: Organic Siliceous Shale (OSS),
Organic Mixed Shale (OMS) and Organic Mudstone (OMD), and the three organic-lean (TOC < 6.5%) lithofacies: Gray Siliceous
Shale (GSS), Gray Mixed Shale (GMS) and Gray Mudstone (GMD), plus Carbonate (CARB). The thin sections were from Matthew L.
Boyce (personal communication, 2010) and PAPG/PTTC Spring Fieldtrip and Core Workshop (Smith and Leone, 2010), and the
picture for carbonate is an outcrop in Unions Spring Member. In pie plot, yellow and orange colors indicate quartz group; blue color
implies carbonate minerals; gray color stands for clay minerals; green color is pyrite; red color is kerogen.
Lithofacies
Organic
Siliceous
Shale
(OSS)
Organic
Mixed
Shale
(OMS)
Organic
Mudstone
(OMD)
Gray
Siliceous
Shale
(GSS)

Mineral and Organic Matter Features
Average
Pie Plot
Thin Section*
Volume (%)
Quartz
Quartz: 62.04
K Feldspar
Plagioclase
Carb: 8.25
Calcite
Dolomite
Clay: 29.71
Illite
Chlorite
RQC: 7.52
Pyrite
TOC: 10.38
Kerogen
Quartz: 50.12
Carb: 28.96
Clay: 20.93
RQC: 1.73
TOC: 7.93
Quartz: 46.30
Carb: 5.10
Clay: 48.60
RQC: 9.08
TOC: 7.13
Quartz: 57.83
Carb: 4.99
Clay: 37.19
RQC: 11.59
TOC: 4.66

Comments

GR
(API)

Conventional Logs Statistics
RHOB
NEU
ILD
PE
URAN
(g/m3)
(%)
(ohmm) (B/E) (ppm)

Brittle;
High
152~250
278~785 2.1~2.48 18.0~30.4
2.7~7.9 20~80
Quartz;
5
449
2.39
24.1
3.5
40
High TOC;
854
High RFAG
Brittle;
High Carb.; 242~628 2.3~2.59 13.3~27.5 95~1475 3.3~6.3 18~73
High TOC;
424
2.47
20.3
450
4.3
34
High RFAG
Ductile;
High Clay; 315~793 2.4~2.64 21.8~29.7 26~414 3.4~7.0 17~74
High TOC;
491
2.53
25.7
164
4.4
36
Low RFAG
Brittle;
High
115~277 2.4~2.62 15.5~24.1 20~241 2.8~4.8 2~14
Quartz;
193
2.59
19.8
94
3.5
8
Low TOC;
High RFAG
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Gray
Mixed
Shale
(GMS)

Gray
Mudstone
(GMD)

Carbonate
(CARB)

Quartz:
Carb:
Clay:
RQC:
TOC:
Quartz:
Carb:
Clay:
RQC:
TOC:
Quartz:
Carb:
Clay:
RQC:
TOC:

28.72
41.98
29.30
0.68
2.05
44.98
4.08
50.93
11.02
2.17
9.69
83.67
6.64
0.12
1.77

Brittle;
High Carb.; 87~178 2.5~2.75 6.3~23.4
Low TOC;
131
2.66
14.4
High RFAG

24~282 3.5~5.1 1.5~12
103
4.2
5.4

Ductile;
High Clay; 139~229 2.4~2.70 17.2~27.7 19~121 3.3~5.5 2~15
Low TOC;
209
2.60
22.6
56
3.8
8.1
Low RFAG
Very hard;
Fracturing
boundary;
Shale gas
migration

24~135 2.6~2.75 1.8~15.2 61~1432 3.9~5.1 0~7.7
82
2.69
6.2
636
4.7
3.1
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4.6 PNS Log Calibrated to Core Analysis Data
The pulsed neutron spectroscopy logging tools (PNS), measuring gamma ray spectra at
specific energy levels, can accurately determine the primary mineral concentration and other
components (e.g., kerogen and barite in organic-rich shale). The PNS log provides very good
estimate of mineral composition, but less constrained interpretation of TOC content. Four linear
equations were fitted to normalize mineral concentration and TOC content from PNS
measurement to core measurement (Wang and Carr, 2012). On a ternary plot, the PNS-evaluated
mineral percentage and TOC content shows a very similar distribution pattern compared to the
plot using core XRD data (Figures 4 - 8a and 4 - 9). With the mineral composition and TOC
content, the Marcellus Shale lithofacies can be directly determined in the wells having PNS logs
(Figure 4 - 10). Both the PNS-defined lithofacies and the Core-defined lithofacies can be
calibrated to the conventional logs for predicting shale lithofacies in all logged wells. Even
though the PNS logs don’t measure the mineral and TOC directly and thus causes uncertainty
and errors, PNS logs have their own advantages in three aspects: (1) the measurement scales of
core data and conventional logs are quite distinct, but it is not a problem for PNS and
conventional logs; (2) PNS logs provides much more training data points than core data (1538
v.s. 182); (3) the sampling bias is negligible for PNS logs but could be serious in some cases.
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Figure 4 - 9. The ternary plot using the mineralogy determined from PNS logs showing the
similar distribution pattern of mineral composition and TOC content in core data and PNS logs.
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Figure 4 - 10. An example showing logs, modeled mineralogy and PNS logs defined Marcellus
Shale lithofacies in well #11 (well location shown in Figure 4 - 4). Vertical scale is 1.5m (5ft).
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4.7 Shale Lithofacies Recognition by Neural Network
The prediction of lithofacies by conventional logs is critical to extend the lithofacies from
core-scale (mm/inch) to well-scale (m/foot) to regional scale (km/mile) that makes a shale
lithofacies ‘mappable’. A high precision of lithofacies prediction is the foundation for building a
reliable lithofacies model at the scale of interest. It is a challenging and complex task to calibrate
conventional logs to core or core-defined lithofacies. Artificial neural network (ANN) is one
approach to deal with complex, non-linear problem, and has been successfully applied in
lithofacies prediction in sandstone and carbonate reservoirs (Chang et al., 2000; Qi and Carr,
2006). ANN is very flexible in design of learning algorithm, determining network architecture,
selecting sensitive input variables and adapting codes for special issues (Wang and Carr, 2012).
Two kinds of ANN classifiers were developed to predict lithofacies: a single ANN
classifier with seven output nodes and a modular ANN classifier consisting of 21 binary ANN
classifiers. Both the single ANN classifier and the modular ANN classifier have their own
strength and weakness. The single ANN classifier is more effective when the amount of training
samples is small; on the contrary, the modular ANN classifier, which decomposes the multi-class
classification problem into several binary classification problems, is more powerful when there is
a large number of training samples. Thus, the single ANN classifier with two hidden layers was
used to train with the core dataset and the modular ANN classifier was trained by the PNS log
dataset. The two ANN classifiers were utilized to predict lithofacies in wells with conventional
logs, which provides an opportunity to verify the quality of lithofacies prediction by two
different datasets. Therefore, we produced two predicted lithofacies curves using conventional
well logs in each well (Figure 4 - 11). Both lithofacies curves were upscaled and used to build
the lithofacies model. A cross section through Ohio and West Virginia shows the distribution
trend of Marcellus Shale lithofacies: more organic-rich lithofacies (OSS and OMS) in central
Appalachian basin and more clay-rich lithofacies (OMD and GMD) along Appalachian boundary
(Figure 4 - 12).
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Figure 4 - 11. Example of a Middle Devonian well section from the Appalachian basin showing
the two predicted lithofacies curves using core data and PNS logs as training datasets for
conventional well logs (location of well #9 shown in Figure 4 - 4). The location of well #9 is
shown in Figure 4 - 4. The two predicted lithofacies curves are similar with slight differences.
Lithofacies coded as: organic siliceous shale (OSS) red, organic mixed shale (OMS) dark blue,
organic mudstone (OMD) brown, gray siliceous shale (GSS) orange, gray mixed shale (GMS)
green, gray mudstone (GMD) gray, and carbonate (CARB) light blue. Vertical scale is 15m
(50ft).
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Figure 4 - 12. The cross section through Ohio and West Virginia of Marcellus Shale lithofacies predicted using conventional logs.
More organic-rich and silica-rich lithofacies (OSS and OMS) dominate in the central Appalachian basin and are replaced by more
clay-rich lithofacies (OMD and GMD) to the east towards Ohio. The purple dashed lines indicate the top and bottom of Marcellus
Shale. Lithofacies coded as: organic siliceous shale (OSS) red, organic mixed shale (OMS) dark blue, organic mudstone (OMD)
brown, gray siliceous shale (GSS) orange, gray mixed shale (GMS) green, gray mudstone (GMD) gray, and carbonate (CARB) light
blue.
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4.8 3-D Structural Model of Middle Devonian Formations
4.8.1 Fault Interpretation and Model
After Middle Devonian, the Appalachian basin experienced strong tectonic deformation
resulting from the Alleghenian orogeny (Figure 4 - 1). Even probable effect from the Mesozoic
rifting event between the continents of Africa and North America, the reverse (or thrust) faults
and the related strike-slip faults were expressed in Devonian formations (USGS, 2003). The
reverse faults displayed a trend towards dipping to the southeast in the east while dipping to the
northwest in the west of regional trough of the Appalachian basin (Figure 4 - 13). A possible
cause is the control of paleogeography of the formations under the compressional stress. We
interpreted the regional faults based on: (1) fault planes recognized in well logs; (2) abrupt
changes in structure contours; (3) lateral variation of seismic signals; and (4) the regional
tectonic history. The fault planes resulting from reverse faults were identified through formation
repeats reflected in well logs (Figure 4 - 14a) or an abrupt thickening in well logs and isopach
maps (Figures 4- 14b and c). The structure contour maps constructed from formation tops
highlight abrupt changes in map view (Figure 4 - 15). The high density of wells with log data
reduced the uncertainty of fault location and strike, but the dip angle was unclear. Even covering
small areas compared to the whole Appalachian basin, the two 3-D seismic data supports the
recognition of regional faults from log data and the estimation of fault dips (Figure 4 - 13).
Seismic amplitude, variation attribute and local azimuth attribute in section and/or time slice
clearly defines the presence of reverse and strike-slip faults.
A large number of reserve and strike-slip faults were interpreted from well logs and 3-D
seismic data, and about thirty regional faults were built into the 3-D structural model. Faults
were very common in the northeast of the Appalachian basin with two boundary faults in
Pennsylvania and West Virginia (Figure 4 - 4). According to the available seismic sections
(Figure 4 - 13), the dip angle was higher for reverse faults dipping to northwest than those
dipping to southeast. Thus, for the 3-D structural model the dip angle was arbitrarily set to 75º to
the west or 65º to the east for reverse faults and approximate 90º for strike-slip faults.
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4.8.2 Structural Framework and Gridding
Approximate 3880 wells were correlated and picked for the formation tops including
Harrell Shale, Tully Limestone, Mahantango Shale, Marcellus Shale, Purcell Limestone and
Onondaga Limestone. The interpreted Marcellus top was applied to build a preliminary structure
contour without incorporating faults (Figure 4 - 15a). The structure contour of Marcellus top was
modified with the faults model to construct a 3-D surface which better represented the present
structure of Marcellus Shale and related formations. In areas with sparse well control or absence
of seismic data, the structure on the Marcellus and related units along with fault geometry could
not be determined with confidence. In these areas it is more effective to construct the structural
model using isopach maps and the Marcellus topology as a reference surface. The isopach maps
were interpreted from the picked tops and corrected by removing contouring artifacts in the areas
without well control (Figure 4 - 16).
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Figure 4 - 13. Two 3-D seismic volumes in northern West Virginia (a, b and c) and southwestern Pennsylvania (d, e and f) showing
the features of reserve faults and strike-slip faults. (a) time slice of amplitude at about 1200 second (TWT: two way time) indicates
several strike-slip faults; (b) cross section A-A’ shows a reverse fault dipping to northwest; (c) cross section B-B’ illustrates two
reverse faults dipping to southeast; (d) cross section C-C’ in southwestern Pennsylvania shows two reverse faults dipping to northwest
and one reverse fault dipping to southeast; (e) the variation attribute clearly displays major reverse faults; (f) the local azimuth
attribute shows large amounts of small-scale linear features in a direction of northwest-southeast which were considered as the
evidence of strike-slip fault or north-south compression stress. In the three cross sections, the light blue line indicates the top of Tully
Limestone and the blue line the top of Onondaga Limestone. Vertical scale on seismic sections is in milliseconds of two-way travel
time.
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Figure 4 - 14. Well log cross sections flatted on Marcellus Shale showing the formation repeated in A-A’ and formation abrupt
thickening in B-B’ and C-C’. The purple lines indicated the location of interpreted fault planes. The location of fault point in section
A-A’ is well defined due to the repeated section of upper Marcellus (Oatka Creek Member). The formation tops downward are Harrell
Shale, Tully Limestone, Marcellus Shale, Purcell Limestone, base of Purcell Limestone, Onondaga Limestone and the base of
Onondaga Limestone.
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Figure 4 - 15. The structure contour built from Marcellus Shale top showing many abnormal changes which were used to interpret
reverse faults. (a) the structure contour of Marcellus Shale top without any faults; (b) a closer view of an example of abnormal jump in
structure map with well locations; (c) the interpreted faults and the re-built structure contour of Marcellus Shale top; (d) a crosssection view (A-A’) of the abrupt change in the top of the Marcellus Shale reflected in Figures a, b and c. Contour interval is 300m
(1000ft).
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Figure 4 - 16. Isopach maps of Devonian units constructed from the 3-D structure model. (a)
Tully Limestone (Contour interval: 3m (10ft)); (b) Mahantango Shale (Contour interval: 30m
(100ft)); (c) Oatka Creek Member (Contour interval: 3m (10ft)); (d) Purcell Member (Contour
interval: 1.5m (5ft)); (e) Union Spring Member (Contour interval: 3m (10ft)); (f) Onondaga
Limestone (Contour interval: 1.5m (5ft)).
4.9 Geostatistical Analysis of Marcellus Shale Lithofacies
In order to model the lithofacies in 3-D grids, it is essential to extrapolate lithofacies type
from wells to the area between wells. 3-D seismic data provides information at the spacing of the
bins between the well logs and core (10’s of meters). We can investigate and define the trends in
the vertical and lateral distribution of lithofacies based on the knowledge developed from
geological setting, depositional environment, sequence stratigraphy and the geostatistical
analysis constrained by the predicted lithofacies from conventional well logs.
The accumulation of organic matter is controlled by photosynthetic production, organic
matter decomposition and detrital sediments dilution (Sageman et al., 2003; Carr et al., 2011).
The organic-rich shale prefers an environment with relatively deep water, low sediments input,
and abundance of organisms. Water depth and distance to the sediment source area have strong
effects on shale lithofacies distribution. The isopach maps of Onondaga Limestone, Union
Spring Member, Purcell Limestone, and Oatka Creek Member and the strike of the regional
reverse faults indicate that water became deeper first and then shallower to the northwest and the
shoreline took a shape of a crescent following the isopach maps of Onondaga Limestone and
Tully Limestone (Figure 4 - 16). As a result, we set the major direction to 40° for 3-D geologic
modeling of Marcellus Shale lithofacies. In the vertical direction, the proportion of organic
siliceous shale decreases upwards with a clear increase of gray mudstone in the Oatka Creek
Member (Figure 4 - 17a). The primary reason is the progradational stack of sediments with sea
level falling. In Union Spring Member, the vertical variation of shale lithofacies is relatively
smaller than that in Oatka Creek Member (Figure 4 - 17b).
The variogram is a simplified representation of lithofacies distribution pattern. We
analyzed and created different variograms for each Marcellus Shale lithofacies in Oatka Creek
Member and Union Spring Member (Figure 4 - 18). The variograms with vertical distribution
were applied to control the spatial extrapolation of Marcellus Shale lithofacies in both
deterministic and stochastic methods.
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Figure 4 - 17. Vertical distribution of the up-scaled lithofacies predicted by conventional logs in
all logged wells for the seven Marcellus Shale lithofacies in Oatka Creek Member (a) and Union
Spring Member (b). Lithofacies coded as: organic siliceous shale (OSS) red, organic mixed shale
(OMS) dark blue, organic mudstone (OMD) brown, gray siliceous shale (GSS) orange, gray
mixed shale (GMS) green, gray mudstone (GMD) gray, and carbonate (CARB) light blue.
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Figure 4 - 18. Experimental variogram model developed from up-scaled lithofacies predicted by
conventional logs in all logged wells for each of the seven Marcellus Shale lithofacies in Oatka
Creek Member (a) and Union Spring Member (b). The plot shows the variograms in major
direction (N40E); the blue-filed ellipse indicates the ratio of major range (the long axis) to minor
range (the short axis) and the direction of major range. The unit of major range is foot.
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4.10 3-D Lithofacies Modeling
Establishment of quantitative measures of spatial correlation is an essential challenge and
one of the major benefits of development of a lithofacies geostatistical model (Deutsch, 2002).
The quantitative measure of lithofacies in three-dimensions provides a method to present detailed
spatial variations, to evaluate geologic uncertainty, to combine soft and hard data at various
scales, and to prepare geologic models for flow simulation. Deterministic and stochastic
approaches are the two main modeling algorithms. The stochastic approach is usually subdivided
into cell-based (or pixel-based) and object-based modeling for categorical variables (e.g.,
lithofacies). Typically, object-based methods are applied when the facies appear to follow clear
geometric patterns, such as fluvial channels (Deutsch, 2002; Falivene et al., 2006; Haldorsen and
Chang, 1986; Schlumberger, 2011) and carbonate shoal facies (Qi et al., 2007). In contrast, the
cell-based methods are preferred in geological settings with unclear facies geometries. Cellbased methods provide good reproduction of local data, easily generated variogram models, and
simple incorporation of soft data (Deutsch, 2002). The shale lithofacies in the Marcellus Shale do
not present clear geometric shapes, and so we utilized the cell-based methods as the main
stochastic approaches. In addition, we applied various deterministic approaches including kriging.
Kriging produced repeatable results that honored local data and is the preferred approach in areas
of abundant hard and soft data.
Three common algorithms for analysis of categorical variables were investigated and
compared using a geocellular model: indicator kriging, truncated Gaussian simulation (TGS),
and sequential indicator simulation (SIS) (Figure 4 - 19). The up-scaled lithofacies and the
experimental variograms and vertical proportions derived from up-scaled lithofacies are the
primary inputs for all three algorithms. Seismic attributes and surface trend and/or 3-D trend of
lithofacies, if available, were used as soft data constraints to guide the lithofacies modeling.
Indicator kriging is the primary deterministic approach used for lithofacies modeling, and works
well with high density data to avoid over-interpretation of available data. Indicator kriging
generated broad regional trends with sharp boundaries among lithofacies that ignored numerous
local variations of Marcellus Shale, and consequentially the lithofacies appeared overly
continuous (Column (1) of Figure 19). The TGS and SIS algorithms, two common stochastic
approaches for constructing models of categorical variables, require similar degrees of
professional involvement and calculation investment (Deutsch, 2002).
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The TGS algorithm is most effective when the lithofacies possess Gaussian distribution
and a clear ordering of the lithofacies (Allard, 1994; Beucher et al., 1993; Emery and Cornejo,
2010). The Marcellus Shale lithofacies were defined in terms of mineral composition and organic
matter richness, and show an ordering of lithofacies. However, this ordering of Marcellus Shale
lithofacies cannot be illustrated clearly in one-dimension which is generally defined by one
quantitative parameter (e.g., shale content or organic richness), but could be represented in twoor three-dimensions (Table 4 - 2). The TGS algorithm primarily handles one-dimensional
ordering of lithofacies and loses power for higher dimensional ordering. Compared with
indicator kriging, the resulting model based on the TGS approach produced a more discrete
distribution of Marcellus Shale lithofacies (Column (2) of Figure 19), especially for the less
common lithofacies in wells (e.g., organic mixed shale, gray siliceous shale and gray mixed shale
lithofacies). Under the TGS model the organic siliceous shale (OSS) lithofacies appeared to be
most continuous and was generally bordered by organic mudstone (OMD) lithofacies. The
organic mixed shale (OMS) lithofacies was dispersed along the boundary between OSS and
OMD lithofacies, and appears to be a transitional lithofacies. The other Marcellus Shale
lithofacies as presented by the TGS algorithm do not appear to conform to a well-developed
geologic realization, which may be attributed to the application of one-dimensional ordering in
place of the apparent two-dimensional ordering of lithofacies.
The sequential indicator simulation (SIS) algorithm was derived from a sequential
Gaussian simulation and direct sequential simulation through the use of the indicator approach
for simulating categorical variables (Deutsch, 2002). When the lithofacies don’t appear to
possess a strong geometric pattern or a clear ordering, the SIS approach performs well in most
geologic settings and has been widely applied in facies or lithofacies modeling. The Marcellus
Shale lithofacies model constructed by SIS algorithm (Column (1) of Figure 4 - 19) showed
similar distribution trends of each lithofacies with the model developed by indicator kriging.
However, the SIS algorithm provides a better realization of local high-frequent lithofacies
variations, and the lithofacies distribution of the regional Marcellus Shale model appears
reasonable. Therefore, the SIS algorithm was selected to construct the 3-D Marcellus Shale
lithofacies model in the Appalachian basin. The geocellular lithofacies model dimensions for all
3-D models are scaled at 0-1 meter vertical and 460 by 460 meters (1500 feet) horizontal (Figure
4 - 19).
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───>TOC increasing

Table 4 - 2. An illustration of the two-dimensional ordering of Marcellus Shale lithofacies as
defined by the relative proportion of quartz, carbonate and clay, and organic richness. The
lithofacies codes are the same as in Table 4 - 1.
───> Clay Concentration Increasing
<─── Quartz Concentration Increasing
OSS
OMS
OMD
Lithofacies
Lithofacies
Lithofacies
(1, 1)
(1, 2)
(1, 3)
GSS
GMS
GMD
Lithofacies
Lithofacies
Lithofacies
(2, 1)
(2, 2)
(2, 3)
CARB
---Lithofacies
---(3, 2)
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Figure 4 - 19. Marcellus Shale lithofacies geocellular models constructed with: 1) indicator kriging, 2) truncated Gaussian simulation
(TGS), and 3) sequential indicator simulation (SIS). Each lithofacies model was visualized in 3-D grids with map view on the top of
Oatka Creek Member (a) and Union Spring Member (b), and in cross sections (c). Although local variations were pronounced, the
regional distribution of modeled lithofacies for the Marcellus Shale was similar with all three geostatistical approaches. Geocells
dimensions are scaled at 108 layers (ranging from 0 to 1 meter) vertical and 460 by 460 meters (1500 feet) horizontal, and are coded
by lithofacies – organic siliceous shale (OSS) red, organic mixed shale (OMS) dark blue, organic mudstone (OMD) brown, gray
siliceous shale (GSS) orange, gray mixed shale (GMS) green, gray mudstone (GMD) gray, and carbonate (CARB) light blue.
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Figure 4 - 20. Isopach maps of shale lithofacies in Oatka Creek Member modeled by sequential
indicator simulation method. (a) Organic siliceous shale isopach (OSS); (b) Organic mixed shale
isopach (OMS); (c) Organic mudstone isopach (OMD); (d) Gray siliceous shale isopach (GSS);
(e) Gray mixed shale isopach (GMS); (f) Gray mudstone isopach (GMD); (g) Carbonate isopach
(CARB); (h) Isopach of compsite organic-rich lithofacies (OSS, OMS and OMD); (i) Isopach of
composite brittle lithofacies (OSS, OMS, GSS and GMS). The red long-dash line indicates the
inferred location of shoreline during the deposition of Oatka Creek Member of Marcellus Shale,
and the blue lines indicate the Marcellus outcrops. Contour interval is 1.5m (5 ft).
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Figure 4 - 21. Isopach maps of shale lithofacies in Union Spring Member modeled by sequential
indicator simulation method. (a) Organic siliceous shale isopach (OSS); (b) Organic mixed shale
isopach (OMS); (c) Organic mudstone isopach (OMD); (d) Gray siliceous shale isopach (GSS);
(e) Gray mixed shale isopach (GMS); (f) Gray mudstone isopach (GMD); (g) Carbonate isopach
(CARB); (h) Isopach of composite organic-rich lithofacies (OSS, OMS and OMD); and (i)
Isopach of composite brittle lithofacies (OSS, OMS, GSS and GMS). The red long-dash line
indicates the inferred location of shoreline during the deposition of Union Spring Member of
Marcellus Shale, and the blue lines indicate the Marcellus outcrops. Contour interval is 1.5m
(5ft).
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Figure 4 - 22. Isopach maps of shale lithofacies in the entire interval of the Marcellus Shale
modeled by sequential indicator simulation method and the overlaying contour lines of the
thickness ratio of each lithofacies to entire Marcellus Shale. (a) Organic siliceous shale isopach
(OSS); (b) Organic mixed shale isopach (OMS); (c) Organic mudstone isopach (OMD); (d) Gray
siliceous shale isopach (GSS); (e) Gray mixed shale isopach GMS); (f) Gray mudstone isopach
(GMD); (g) Carbonate isopach (CARB); (h) Isopach of composite organic-rich lithofacies (OSS,
OMS and OMD); and (i) Isopach of composite brittle lithofacies (OSS, OMS, GSS and
GMS).The red and orange long-dash lines indicate the inferred locations of shore lines during the
deposition of Oatka Creek and Union Spring members, respectively, and the blue lines indicate
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the Marcellus outcrops. Color-filled contour interval is 1.5m (5ft), and contour interval for
thickness ratio is 0.1.
4.11 Uncertainty Evaluation: Comparison of Predicted Lithofaices by Core and PNS
Training Dataset
Uncertainty is not an inherent feature of lithofacies, reservoirs or their properties, but it
is inevitable due to the lack of complete knowledge in the construction of lithofacies and
reservoir models (Yarus and Chambers, 1994; Deutsch, 2002). A typical approach to uncertainty
evaluation in modeling is to generate numerous stochastic realizations from the same lithofacies
and reservoir property input dataset (static) and, if possible, numerous flow simulations with
production data (dynamic). The presence of two training datasets derived independently from
core data (primarily XRD and TOC) and PNS logs provides another approach to evaluating
uncertainty of shale lithofacies modeling.
The uncertainty of proposed lithofacies model for the Marcellus Shale is primarily the
cumulative uncertainty of the available input data and the associated primary interpretation, the
prediction of lithofacies at the well-scale, the up-scaling of lithofacies, the soft constraints
provided by 3-D structural model and the selection of modeling algorithms. Usually, coredefined lithofacies consist of the training dataset for lithofacies prediction with the associated
suite of downhole conventional logs. It is relatively difficult to completely evaluate the effect of
training dataset on uncertainty. The typical approach is to resample the training dataset in a
variety of methods (e.g., jackknifing or bootstrapping). We have compiled two training datasets
(i.e., core data and PNS logs) and applied them independently to develop two neural network
classifiers for predicting Marcellus Shale lithofacies using conventional logs, which provides an
opportunity to analyze the uncertainty using two related, but different training datasets.
The proportion of lithofacies directly classified on the ternary plots using core and PNS
provides the training datasets (Figures 4 - 8, 4 - 9 and 4 - 23 a, b). The proportion of lithofacies
are similar as predicted by the 3D models generated using the conventional logs independently
from the core data and PNS log training datasets at three different scales from the well scale to
upscaled lithofacies covering the entire Appalachian basin (Figures 4 – 23~4 - 26).
The application of conventional logs tended to overestimate the proportion of OMS and
GMS lithofacies and correspondingly underestimate OSS and GSS lithofacies compared to the
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two training datasets, especially using the core training dataset (Figure 4 - 23). There were two
possible reasons. One reason is geographic sampling bias. The core data and PNS logs were
concentrated in southwestern Pennsylvanian and northern West Virginia, while the carbonaterich lithofacies was more prevalent in the wells in northeastern Pennsylvania and eastern
Appalachian basin (Figures 4 – 20~4 - 22). Another reason can be the effect of pyrite and the
difficulty to accurately interpret pyrite from conventional logs (Wang and Carr, 2012). The high
density and PE value of pyrite can result in the misclassification of quartz to limestone and/or
dolomite using conventional logs.
Selection of random initial weights and bias to generate realizations using the same
neural network model also resulted in variations in lithofacies proportions. The effect of initial
weights and bias was relatively small, but in many cases was bigger than the difference of
lithofacies proportion predicted using the different training datasets (Figure 4 - 24). Without the
reference from a different training dataset, it is rarely possible to evaluate the precision of
generated realizations. However, the overall stability of the predicted lithofacies models using
distinct training datasets, different neural network models, and different scales provides some
confidence that models appear to have some validity and possible utility.
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Figure 4 - 23. Relative proportions of Marcellus Shale lithofacies defined directly by ternary
plots of core data (a) and PNS logs (b) compared to proportions of predicted lithofacies from
conventional log suites at multiple scales using the core training dataset (c) and PNS log training
dataset (d). In Figures c-d, red column: the predicted lithofacies in wells; green column: upscaled lithofacies in cells penetrated by wells; light blue column: lithofacies in all the 3-D cells.
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Figure 4 - 24. Fence diagrams showing the similarities and differences of Marcellus Shale lithofacies models based on core-predicted
Marcellus Shale lithofacies (a) and three realizations of PNS-predicted lithofacies (b-d). The fence diagrams were zoomed into
Pennsylvania to better display details of Marcellus Shale lithofacies. Geocells dimensions are scaled at 108 layers (ranging from 0 to 1
meter) vertical and 460 by 460 meters (1500 feet) horizontal. Cells are coded by lithofacies - organic siliceous shale (OSS) red,
organic mixed shale (OMS) dark blue, organic mudstone (OMD), brown, gray siliceous shale (GSS) orange, gray mixed shale (GMS)
green, gray mudstone (GMD) gray, and carbonate (CARB) light blue.
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4.12 Discussions
The ANN log-predicted lithofacies trained with core data and PNS logs provide a large
number of constraint points that can be used to build a three-dimensional (3-D) lithofacies model
of the Marcellus Shale across the Appalachian basin. The 3-D geocellular model can reconcile
available hard and soft data into a numerical model, providing a quantifiable overall view of this
unconventional reservoir. The use of two different training datasets provides an approach to
evaluate uncertainty of predicted lithofacies. The resulting lithofacies realizations show a high
degree of stability at scales from the single wellbore to the regional basin scale. We utilized the
Marcellus Shale 3-D lithofacies model to: investigate the distribution of each lithofacies at the
wellbore and at the basin-scale; develop a better understanding of the factors controlling the
deposition and preservation of organic matter and the depositional model of marine organic-rich
mudrock; identify areas of organic-rich and brittle units and areas in shale-gas reservoirs; assist
in design of horizontal drilling trajectories and location of stimulation activity; and provide input
parameters for the simulation of gas flow and production in mudrock (e.g., porosity, permeability
and fractures).
Over the last eight years of exploration and development of Marcellus Shale, a large
number of horizontal and vertical wells have been drilled to produce shale gas in the
Appalachian basin. Average monthly Marcellus Shale gas production for the first six months for
1864 horizontal wells drilled between 2004 to 2011 in West Virginia and Pennsylvanian;
indicate two core areas of gas production (Figure 4 - 27). One area is in north-central West
Virginia and southwest Pennsylvanian, and the other is in northeast Pennsylvanian. These two
core areas of Marcellus Shale gas production show a strong relationship to multiple realizations
showing a thicker isopach of composite organic-rich lithofacies (OSS, OMS and OMD) and
composite brittle lithofacies (OSS, OMS, GSS and GMS) predicted by the 3D lithofacies models
using either the core training set or the PNS training set (Figures 4 – 25, 4 - 26). The area of
generally lower production located in central Pennsylvania in the vicinity of Elk and Cameron
counties shows a thinner isopach of composite organic-rich and brittle lithofacies predicted by
the same 3D lithofacies models (Figures 4 – 25, 4 - 26). This area in central Pennsylvania is also
an area where the lower Marcellus shale unit (Union Springs Member) has a thinner gross
isopach (Figure 4 - 4). In general, the lithofacies modeling at the regional scale may provide
some geological and engineering insight into variations in the productivity of Marcellus Shale in
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the Appalachian basin. However, there does appear to be significant local variations. Also,
while the horizontal scale (1500 m) is not designed for geosteering a vertical panel extracted
from the 3D lithofacies model shows the importance of understanding the vertical and lateral
distribution of lithofacies for design of horizontal drilling trajectories and location of stimulation
activity (Figure 4 - 28). The regional model could be readily adapted at a finer scale with
detailed control provided by 3D seismic data.
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Figure 4 - 25. Isopach maps of the composite organic lithofacies (OSS, OMS and OMD)
predicted by the 3D lithofacies models using the core training set (a), and multiple realization
using the PNS training set (b-d). All realizations show similar patterns, but areas or relatively
thick organic-rich lithofacies are located in the areas of north central West Virginia- southwest
Pennsylvanian and northeast Pennsylvanian and south-central New York. The blue lines indicate
the Marcellus outcrops, and contour interval is 3m (10ft).
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Figure 4 - 26. Isopach maps of the composite brittle lithofacies (OSS, OMS, GSS and GMS)
predicted by the 3D lithofacies models using a core training set (a), and multiple realization
using a PNS training set (b-d). All realizations show similar patterns, areas or relatively thin
brittle lithofacies and concentrated in west-central Pennsylvania. The blue lines indicate the
Marcellus outcrops, and contour interval is 3m (10ft).
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Figure 4 - 27. Bubble map of monthly average Marcellus Shale gas production (Mcf) over the first six months of production from
horizontal wells in Pennsylvanian and West Virginia overlain on the Marcellus shale isopach of modeled composite organic-rich
lithofacies (a) and the composite brittle lithofacies (b). The filled color and the radius indicated the values of average gas production;
the lower color bar is for production data and the unit was Mcf/month; the upper color bar is for isopach maps.
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Figure 4 - 28. An extracted cross-section of 3D lithofacies geomodel showing a potential wellbore trajectory in the dipping organic-rich siliceous shale facies (red) of the lower Marcellus
Shale. Hydraulic fracture stimulation would probably extend toward the Onondaga Limestone at
base of the Marcellus and upward to the relative thick carbonate facies (light blue). Geocells
dimensions are scaled at 108 layers (ranging from 0 to 1 meter) vertical and 460 by 460 meters
(1500 feet) horizontal. Cells are coded by lithofacies - organic siliceous shale (OSS) red, organic
mixed shale (OMS) dark blue, organic mudstone (OMD), brown, gray siliceous shale (GSS)
orange, gray mixed shale (GMS) green, gray mudstone (GMD) gray, and carbonate (CARB)
light blue.
The deposition and accumulation of organic-rich mudrock is dominantly controlled by
the interaction of terrigenous sediment setting rate (sediment dilution), organic matter
productivity and organic matter preservation/decomposition (Sageman et al., 2003; Arthur and
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Sageman, 2005; Carr et al., 2011). Given a similar source area, the sedimentation rate in the
basin is primarily influenced by the distance from shoreline and the topology of sea floor (Figure
4 - 29). Continued subsidence and compaction result in the thickest accumulation of the
Marcellus Shale on the eastern margin of the Appalachian basin (Figure 4 - 16). Moving into the
basin, the supply of terrigenous organic matter decreases, while, due to increased productivity
tied to upwelling and supply of land-based nutrients, marine organic matter increases
significantly toward the shelf edge. Beyond the shelf edge, it is assumed that organic matter
productivity slightly decreases. Water depth and the mixture of fluvial and ocean water affect the
oxygen content and consequently the rate of organic matter the decomposition. The mineral
composition is governed by sediments transportation and organism activity, which during
deposition of the Marcellus Shale appear to be related to the distance to shoreline.
MARINE BIOGENIC DETRITUS
TERRIGENOUS CLASTIC

Sediments Settling Rate
MARINE ORGANIC MATTER
TERRIGENOUS ORGANIC MATTER

Organic Matter Productivity
DECOMPOSITION
SEDIMENTS BURIAL DEGREE

Organic Matter Preservation / Decomposition

DISTAL
WEST/NORTHWEST

PROXIMAL
EAST/SOUTHEAST

Figure 4 - 29. Conceptual cross section of foreland basin showing the variation of sediments
setting rate, organic matter productivity, and organic matter preservation/decomposition
perpendicular to shoreline (Modified after Arthur and Sageman, 2004). The two arrows indicate
the water-column mixing resulting from upwelling and ocean currents. The organic matter
productivity includes primary bio-productivity in situ and transportation of organic matter from
surrounding areas; the sediments could come from terrigenous clastics and marine biogenic
detritus; sediments burial degree indicates the preservation potential of organic matters which is
related to sediments and hydrodynamic energy; organic matter decomposition is associated with
oxidation and microbial activity.
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The controlling of water depth and distance to shoreline could be clearly observed in the
3-D model of Marcellus Shale lithofacies. The OSS lithofacies shows a shape of ‘quarter ring’
crossing the entire basin from northeast to southwest which is approximately parallel with the
shoreline (Figures 4 - 19a, b, 4 - 20a, 4 - 21a and 4 - 22a). In Oatka Creek Member, the OSS
lithofacies was deposited mainly in the junction of Pennsylvanian, West Virginia and Ohio, and
secondary in northwest Pennsylvanian and middle New York (Figures 4 - 19a and 4 - 20a). The
local breaks of the ‘quarter ring’ resulted from the lack of organic matter and thus were rich of
GSS. In Union Spring Member, the ‘quarter ring’ of OSS lithofacies was more clear and
continuous with similar thickness but higher percentage of the whole thickness (Figures 4 - 19b
and 4 - 21a). In addition, the deposition center of OSS lithofacies moved toward the northwest
from bottom Union Spring Member to top Oatka Creek Member, which was obviously shown in
cross section (Figure 4 - 19c) and isopach map (Figures 4 - 20a and 4 - 21a), which could be
explained by effect of the basinward progradation of the shoreline. This explanation can also be
confirmed by the similar shifting of GMD lithofacies in the Marcellus Shale (Figures 4 - 19c, 4 20f and 4 - 21f). The GMD lithofacies in Oatka Creek Member and Union Spring Member
presented similar ‘quarter ring’ shapes with OSS lithofacies, but the deposition center of GMD
lithofacies was closer to the shoreline.
Even the density of quartz is less than illite and chlorite, the far larger surface area and
the special layer structure of clay minerals tends to absorb water, organic matter and other clay
minerals, which decreases the settling velocity of illite and chlorite. Therefore, the deposition
center of quartz-rich shale lithofacies should be closer to the shoreline than the clay-rich shale
lithofacies. However, the isopach maps in Oatka Creek Member and Union Spring Member
demonstrated that the deposition center of OMD lithofacies was located in both east and west of
OSS lithofacies (Figures 4 - 19a, b, 4 - 20c, 4 - 21c and 4 - 22c). Several factors contributed to
this difference, but the most important reason was the source of quartz and the medium of
transportation. The quartz could come from terrigenous clastics and/or marine biogenic detritus,
and the terrigenous clastics could be transported by fluvial and/or eolian systems. With regard to
the organic-rich shale, the eolian transportation of terrigenous quartz and the marine biogenic
quartz in situ played more important roles than fluvial transportation of terrigenous quartz. The
trend of higher quartz concentration along with higher TOC content in Figure 4 - 8a also
supported the important role of marine biogenic quartz in organic-rich shale deposition. The clay
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minerals of OMD lithofacies in the east of OSS lithofacies were mainly transported by fluvial
system; on the contrary, the western OMD lithofacies accept clay minerals by eolian
transportation.
Compared to the other lithofacies, the carbonate-rich lithofacies, OMS and GMS, was
more isolated, especially in Oatka Creek Member (Figures 4 - 20b, 4 - 20e, 4 - 21b, 4 - 21e, 4 22b and 4 - 22e). In the northeast of Appalachian basin, the OMS and GMS lithofacies became
richer and continuous. Based on the isopach maps (Figures 4 – 20~4 - 22) and the 3-D viewer
(column (3) in Figure 19), the carbonate-rich lithofacies tended to deposit in the front of GMD
lithofacies where the progradational delta formed high dip angle. The summed isopach maps of
the three organic-rich lithofacies (OSS, OMS and OMD) illustrated that the content of organic
matter was high in northern West Virginia, southwestern and northern Pennsylvanian, and
southeastern New York (Figures 4 - 20h, 4 - 21h and 4 - 22h). The natural gas should be rich in
these areas if the maturity of organic matter was similar. The OSS, OMS, GSS and GMD
lithofacies contained more quartz and limestone, so the shale was more brittle than clay-rich
shale. These four lithofacies was added together to make up the brittle lithofacies in the
Appalachian basin (Figures 4 - 20i, 4 - 21i and 4 - 22i). Compared to the organic-rich lithofacies,
the brittle lithofacies was more centralized in the central and eastern Appalachian basin. For
example, in the southwestern West Virginia and northeastern Ohio, the Marcellus Shale
contained many organic matters but was more ductile due to the high clay concentration, so it is
more difficult to produce the shale-gas or yield high production rate.
4.13 Summary
•

Marcellus Shale lithofacies can be defined from core and PNS logs in terms of mineral
composition and organic matter richness; clay percentage, the ratio of quartz and carbonate
and TOC content. These parameters are the three key criteria for recognizing and defining
seven Marcellus Shale mudrock lithofacies.

•

Artificial neural network (ANN) using two independently derived training datasets from
core data and Pulsed Neutron Spectrometry (PNS) logs were used to predict Marcellus
Shale lithofacies through the abundant conventional logs available across the Appalachian
basin. In place of unmodified log data, petrophysical analysis was employed to derive
eight normalized parameters as the input variables form the ANN and reduce local effects
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of the well-bore environment and the variable presence of minerals with strong
petrophysical effects such as pyrite and barite.
•

Regional and local faults were interpreted from integration of well logs, contour maps of
subsea elevation of formation tops, and 3-D seismic data. A regional 3-D structural model
was built as the framework to constrain the Marcellus Shale 3D lithofacies model.

•

Sequential indicator simulation (SIS) with suitable variogram model of each lithofacies
performed well for stochastic modeling of Marcellus Shale lithofacies. Two-dimensional
ordering of Marcellus lithofacies using relative quartz to clay and organic richness resulted
in truncated Gaussian simulation to be not as effective lithofacies modeling.

•

The distribution of Marcellus Shale lithofacies appears to be strongly influenced by a
complex interaction of sediment dilution, organic matter productivity, and organic matter
preservation/decomposition. This is illustrated by the crescent shape and offshore position,
which parallels with the inferred Marcellus shoreline in eastern Appalachian basin.

•

The two different kinds of ANN models (or classifiers), trained by core- and PNS-training
datasets respectively, generated very similar results for the 3D geocellular model of
Marcellus Shale lithofacies at multiple scales from the wellbore to small regions to basin.
At the basin-scale, the distribution of gas production from the Marcellus Shale shows a

strong relationship to multiple realizations showing a thicker isopach of composite organic-rich
lithofacies (OSS, OMS and OMD) and composite brittle lithofacies (OSS, OMS, GSS and GMS)
predicted by the 3D lithofacies models. Local 3D lithofacies models of Marcellus Shale
constrained with sufficient data may be helpful for designing the trajectory of horizontal wells
and placement hydraulic fracturing in shale-gas exploration and production.
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SUMMARY
Marcellus Shale lithofacies was studied by various available data at the core-scale, the
well-scale, and basin-scale. The main conclusions include:
•

Marcellus Shale lithofacies can be defined from core and PNS logs in terms of mineral
composition and organic matter richness: clay percentage, the ratio of quartz and carbonate
and TOC content.

•

Petrophysical analysis to define features in place of conventional feature selection methods
have advantages in being based on the knowledge and experience in geologic interpretation
of wireline logs in unconventional reservoirs and improving the input variable space for
classifiers; eight derived parameters from normalized conventional logs are the input
variables for ANN with the effect of pyrite and barite was partly removed.

•

The scaled conjugate gradient performed best for the single ANN with 30-20 hidden nodes
in two hidden layers trained by the core training dataset; LM cost the least time to find the
best solution; the GA and PSO algorithms are steadiest.

•

The modular ANN works better for the PNS training dataset which has a large number of
samples while single ANN is better for training dataset with small amount of samples.

•

The modular ANN is more complex than the single ANN; different input variables,
topology and learning algorithms used in each ANN consisting of the modular ANN
provide more predictive power to the modular ANN.

•

An Error Efficiency matrix (ERRE) is introduced into neural network for handling the
proximity of different classes (lithofacies) in both training and classification stages. The
ERRE matrix effectively avoids serious misclassification among very different lithofacies
(e.g., organic siliceous shale and carbonate lithofacies).

•

Two ANN classifiers are employed in combination to predict the Marcellus Shale
lithofacies: the single ANN classifier with two hidden layers (30-20) trained by SCG using
the core dataset and the modular ANN classifier trained by SCG using pulsed neutron
spectroscopy dataset. The resulting Marcellus Shale lithofacies classification is very
promising but requires further evaluation by mapping the spatial distribution in a 3D shale
lithofacies model and testing the predicted lithofacies relationship with production data and
hydraulic fracturing operations.
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•

Marcellus Shale lithofacies can be defined from core and PNS logs in terms of mineral
composition and organic matter richness; clay percentage, the ratio of quartz and carbonate
and TOC content. These parameters are the three key criteria for recognizing and defining
seven Marcellus Shale mudrock lithofacies.

•

Regional and local faults were interpreted from integration of well logs, contour maps of
subsea elevation of formation tops, and 3-D seismic data. A regional 3-D structural model
was built as the framework to constrain the Marcellus Shale 3D lithofacies model.

•

Sequential indicator simulation (SIS) with suitable variogram model of each lithofacies
performed well for stochastic modeling of Marcellus Shale lithofacies. Two-dimensional
ordering of Marcellus lithofacies using relative quartz to clay and organic richness resulted
in truncated Gaussian simulation to be not as effective lithofacies modeling.

•

The distribution of Marcellus Shale lithofacies appears to be strongly influenced by a
complex interaction of sediment dilution, organic matter productivity, and organic matter
preservation/decomposition. This is illustrated by the crescent shape and offshore position,
which parallels with the inferred Marcellus shoreline in eastern Appalachian basin.

•

The two different kinds of ANN models (or classifiers), trained by core- and PNS-training
datasets respectively, generated very similar results for the 3D geocellular model of
Marcellus Shale lithofacies at multiple scales from the wellbore to small regions to basin.
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APPENDICES
Appendix 1: Statistic Reverse Model to predict mineral concentration of Marcellus Shale
Abstract
Unconventional shale reservoirs possess low matrix permeability and cannot produce
economically without effective placement of horizontal laterals and effective hydraulic
stimulation. It is critical to recognize brittle units amenable to hydraulic fracturing and rich in
organic matter. Shale mineralogy affects not only the effectiveness of stimulation, but also the
ratio of free to absorbed gas. Heterogeneity in shale reservoirs expressed by mineral composition,
organic matter richness and brittleness significantly influences shale-gas production. Although
providing the necessary information, core data and pulsed neutron spectroscopy (PNS) logs are
limited by cost considerations to an insufficient number of wells in order to sufficiently
characterize reservoir heterogeneity.
We present an approach of petrophysical analysis and statistic reverse modeling to better
determine mineral concentration, organic matter percentage, and volume of gas and water using
conventional logs in the Marcellus Shale, (Appalachian basin, USA). Core data and PNS logs are
utilized to guide and demonstrate the results. The statistically based reverse model incorporates
random errors of logging, and solves mineral composition through matching the original logs
with mineralogy models. The effectiveness of statistical reverse models is enhanced through
removing the effects of minerals with significant petrophysical response (e.g., barite) and fluids.
Barite strongly affects the mineralogical estimates in shale. The concentration of such minerals
can be predicted by the difference between PE curve and a trend line. Fluid volumes are
predicted by a modified shaly-sand model with uranium concentration through understanding the
effect of organic matter.
The methodology proposed provides an approach to predict mineral composition and
organic richness and the corresponding mineralogical properties (e.g., geomechanical and freeto-absorbed gas ratio). The proposed approach aids in recognizing geologic and engineering
targets, designing horizontal well trajectories, targeting fracturing strategies and understanding
shale depositional environments and processes. The proposed approach can be extended to other
organic-rich shale reservoirs.
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A1-1. Marcellus Shale Mineralogy Features and Model
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Figure A1 - 1. The feature of Marcellus Shale mineralogy and the associated model for
conventional log analysis.
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Neutron porosity was derived from natural gamma ray, and was contributed mainly from
illite, chlorite, kerogen, water and gas in Marcellus Shale. Thus, the clay volume derived from
neutron includes not only clay minerals but also kerogen and fluid in shale.
  



 



The CGR mainly reflects the concentration of clay minerals, but the K-fledspar could
improve the CGR. In addition, even though we defined a good relationship between SGR and
uranium, errors were introduced to uranium concentration and CGR. The relationship between
NPHI and clay volume was better than the relationship between CGR and clay volume.

Figure A1 - 2. The comparison of clay volume from PNS logs and clay volume interpreted by
neutron porosity log.
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Figure A1 - 3. The comparison of clay volume from PNS logs and clay volume interpreted by
computed gamma ray.

Figure A1 - 4. The prediction of kerogen volume by uranium concentration using linear and
quadratic equations.
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Figure A1 - 5. The corrected clay volume from neutron logs by uranium concentration showing a
closer relationship with clay volume from PNS logs.

Figure A1 - 6. The corrected clay volume from neutron logs by uranium concentration and fluids
showing a closer relationship with clay volume from PNS logs. The light yellow area indicates
the data points used to fit the liner equation.
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A1-3. Interpretation of Effective Porosity, Mobile Water Volume and Gas Volume

Figure A1 - 7. Flow chart for interpreting effective porosity and water saturation modified from
PowerLog®.
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Figure A1 - 8. The Organic Matters Resulting in Overestimating of Effective Porosity from
Conventional Logs Compared to PNS Logs. The light yellow area indicates the data points used
to fit the liner equation.

Figure A1 - 9. The Corrected PHIESS from Organic Matters Removing Parts of the Effect of
Organic Matters. The light yellow area indicates the data points used to fit the liner equation.
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Figure A1 - 10. The Organic Matters Resulting in Overestimating of Gas Volume from
Conventional Logs Compared to PNS Logs. The light yellow area indicates the data points used
to fit the liner equation.
A1-4. Bounded Water Volume
    0.1, where BVB is the bounded water volume
A1-5. Barite Prediction and Flag of Thin Limestone Beds
In terms of Figures 2-15 and A1-1, barite possesses high density and extremely high PE
value. The concentration of PE is usually less than 1.0%, and its primary effect on physical
properties is to enhance PE value of Marcellus Shale. The effect of barite on density curve is
negligible due to its low concentration in Marcellus Shale. The envelope line of PE curve stands
for the trend of PE curve, which eliminates the effects of variation of mineralogy except barite
(Figure A1-11).
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Figure A1 - 11. Envelopes of PE curve and CGR curve used to predict barite concentration by
the difference between PE curve and its associated envelope and detect thin limestone beds by
the difference between CGR curve and its associated envelope. The filled light blue zones
indicate Tully and Onondaga Limestone.
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Figure A1 - 12. Prediction of barite concentration by the difference between PE curve and its
associated envelope line. The light yellow area indicates the data points used to fit the liner
equation.
A1-6. The predicted mineralogy of Marcellus Shale by statistic reverse model
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Figure A1 - 13. The primary setting of statistic reverse model in PowerLog to generating five minerals, clay volume, three fluids and
kerogen volume by nine inputs (upper figure) for shale units and eight inputs (excluding barite; lower figure) for limestone units
(including limestone thin beds). In limestone units, most of the pyrite is converted into siderite, so siderite replaces the pyrite in the
output minerals.
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Figure A1 - 14. The interpreted mineralogy of Marcellus Shale by conventional logs using statistic reverse model in Well #11, and the
comparison with PNS logs and core analysis data.
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Figure A1 - 15. The interpreted mineralogy of Marcellus Shale by conventional logs using statistic reverse model in Well #9, and the
comparison with PNS logs and core analysis data.
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Figure A1 - 16. The interpreted mineralogy of Marcellus Shale by conventional logs using statistic reverse model in Well #5, and the
comparison with PNS logs and core analysis data.
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Figure A1 - 17. The interpreted mineralogy of Marcellus Shale by conventional logs using statistic reverse model in Well #18, and the
comparison with core analysis data.
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Appendix 2: Codes for Extracting Envelope Line of Wireline Logs
These codes are used to extract the envelope line of wireline log gamma ray (GR) and
photo-electron index (PE) and calculate the difference between original log and its corresponding
envelope line. Multiple wells can be dealt with automatically by inputting and outputting the
LAS files. The input LAS files should be saved in one single folder. These codes can be
downloaded freely in website: http://www.geo.wvu.edu/~tcarr/Wang.
%%/////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////%%
%% Written by Guochang Wang for Extracting Envelope Line of Wireline Logs in Matlab.
%% The input files are stored as LAS format, and the result will be output as LAS format, also.
%% These codes could automatically deal with all the files saved in one folder.
%% For more information, contact w.guochang@gmail.com
%%/////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////%%
APIname=dir('G:\Project\ShaleGas\Marcellus Shale Database\Las For PowerLog\PE
reference\'); % Save the file name to APIname;
WellNo=length(APIname); % The amount of LAS files, including the first three non-LAS files
for ind=4:WellNo
LOG=importdata(strcat('G:\Project\ShaleGas\Marcellus Shale Database\Las For
PowerLog\PE reference\',APIname(ind).name));
% Import the LAS file into variable LOG in Matlab Workspace;
% The textdata is saved in LOG.textdata cells, and the numerial data is saved in LOG.data;
LOG.data(LOG.data<0)=0;
PERef

% The core function to extract envelope line of wireline log

fid=fopen(strcat('G:\Project\ShaleGas\Marcellus Shale Database\Las For PowerLog\PE
reference\Edited\', APIname(ind).name),'wt');
% Writing the results into LAS files
for i=1:30
fprintf(fid,'%s\n',LOG.textdata{i});
end
fprintf(fid,'%s\n',' ThinCLCFlag.API

00 001 00 00:

Flag of thin calcite beds');

fprintf(fid,'%s\n',' PEr.B/E

00 001 00 00: PEF

Abnormal high value of PE curve');

fprintf(fid,'%s\n',' PEmin.B/E

00 002 00 00: PEF

Lower Envelope of PE curve');

fprintf(fid,'%s\n',' PEminE.B/E
fprintf(fid,'%s\n','~A
for i=1:size(PEr,1)

DEPT

00 003 00 00: PEF Lower Envelope+0.2 of PE curve');
PER

PEmin

PEminE');
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fprintf(fid,'

%.2f

%.2f

%.2f

%.2f\n',LOG.data(i,1),PEr(i),PEmin(i),PEminE(i));

end
fclose(fid);
end
%%/////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////%%
%% Function PERef to extract envelope lines of PE and CGR curves
%%/////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////%%
PE=LOG.data(:,3); % PE curve
CGR=LOG.data(:,2); % Computed GR curve
Barite=LOG.data(:,4); % Barite volume from PNS logs
% dealing with Gamma ray log
CGRs=smooth(CGR);
d=diff(CGRs);
N=length(d);
d1=d(1:N-1);
d2=d(2:N);
indmin=find(d1.*d2<0 & d1<0)+1;
indmin=[1;indmin;(1+N)];
CGRmin=interp1(indmin,CGRs(indmin),[1:(N+1)]');
indmax=find(d1.*d2<0 & d1>0)+1;
indmax=[1;indmax;(1+N)];
CGRmax=interp1(indmax,CGRs(indmax),[1:(N+1)]');
CGRave=(CGRmin+CGRmax)/2;
CGRr=((-1)*CGR-(-1)*CGRave);
CGRr(CGRr<0)=0;
ThinCLCFlag=CGRr-5;
ThinCLCFlag(ThinCLCFlag<0)=0;
subplot(2,1,2)
subplot('position',[0.05 0.05 0.9 0.45])
hold off
hold on
plot(1:(N+1),CGR,'b')
plot(1:(N+1),CGRmin,'g')
plot(1:(N+1),CGRmax,'g')
plot(1:(N+1),CGRave,'r')
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plot(1:(N+1),ThinCLCFlag,'r')
xlim([0 N])
hold off
% Dealing with PE
d=diff(PE);
N=length(d);
d1=d(1:N-1);
d2=d(2:N);
%Deal with the maximum envelope (points)
indmax=find(d1.*d2<0 & d1>0)+1;
PEmax=PE(indmax);
dd=diff(PEmax);
NN=length(dd);
dd1=dd(1:NN-1);
dd2=dd(2:NN);
indmax2=find(dd1.*dd2<0 & dd1>0)+1;
indmax(indmax2)=[];
PEmax=PE(indmax);
dd=diff(PEmax);
NN=length(dd);
dd1=dd(1:NN-1);
dd2=dd(2:NN);
indmax2=find(dd1.*dd2<0 & dd1>0)+1;
indmax(indmax2)=[];
indmax=[1;indmax;N+1];
PEmax=interp1(indmax,PE(indmax),[1:(N+1)]');
%Edit original PE
PEe=PE;
PEe(PE>PEmax)=PEmax(PE>PEmax);
%Smooth PEe
PEs=smooth(PEe);
d=diff(PEs);
N=length(d);
d1=d(1:N-1);
d2=d(2:N);
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%Deal with the minimum envolope (points)
indmin=find(d1.*d2<0 & d1<0)+1;
PEmin=PEs(indmin);
dd=diff(PEmin);
NN=length(dd);
dd1=dd(1:NN-1);
dd2=dd(2:NN);
indmax=find(dd1.*dd2<0 & dd1>0)+1;
indmin(indmax)=[];
indmin=[1;indmin;N+1];
PEmin=interp1(indmin,PEs(indmin),[1:(N+1)]');
d=diff(PE);
N=length(d);
d1=d(1:N-1);
d2=d(2:N);
indmin=find(d1.*d2<0 & d1<0 & PE(2:N)<PEmin(2:N))+1;
indmin=[1;indmin;N+1];
PEmin=interp1(indmin,PE(indmin),[1:(N+1)]');
PEminE=PEmin+0.2;
PEr=PE-PEminE-CGRr/50;
PEr(PEr<0)=0;
%Plot
subplot(2,1,1)
subplot('position',[0.05 0.53 0.9 0.45])
hold off
plot(1:(N+1),PE,'r')
hold on
plot(1:(N+1),PEmin,'b')
xlim([0 N])
plot(1:(N+1),PEe,'g')
plot(1:(N+1),PEminE,'b')
plot(1:(N+1),PEr,'b')
plot(1:(N+1),Barite*300,'g')
hold off
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Appendix 3: Artificial Neural Network Codes (Only include the key parts)
The artificial neural network designed by Guochang Wang was called ANNBP, including
initializing function initANN(), architecture function ANNBP(), learning algorithm functions,
training functions trainANN(), and simulation function simANN(). The learning algorithm
functions include four gradient-based methods (steepest descent gradient (sdgANN()), steepest
descent gradient with momentum (sdgmANN()), scaled conjugate gradient (scgANN()), and
Levenberg-Marquardt (lmANN)) and two intelligent algorithms (genetic algorithm (GAOPT()
and trainGAANN()) and particle swarm optimization (PSOPT() and trainPSOANN()). Based on
these codes, I can:
1) Optimize network topology through testing more than ten networks with one or two
hidden layers;
2) Compare the effects of six supervised learning algorithms;
3) Use genetic algorithm and particle swarm algorithm to test the connection weights of
networks;
4) Combine the error efficiency matrix (ERRE) with neural network; the ERRE describe
the similarity of different classes which is important for multi-class classification.
A case to use these ANN codes is shown below, and all the codes could be downloaded
freely in website: http://www.geo.wvu.edu/~tcarr/Wang.
load('C:\Users\gwang\Documents\MATLAB\Neural Network\XRD182Final8.mat');
for n=1:18
%% building the neural network topology and training parameters
topo={[35 15] [30 25 ] [30 20] [30 15] [30 10] [25 20] [25 15] [25 10] [20 15] [20 10] [15 10] 45
40 35 30 25 20 15};
ann=ANNBP(Inputs,Targets,topo{n});
ann.tr.dataProcessFcn='Norm-1101';
ann.transferFcn{end}='logsig';
ann.tr.max_fail=Inf;
ann.tr.epochs=2000;
b=ann.b;
IW=ann.IW;
LW=ann.LW;
ann.tr.ERRE=ERRE;
%% training Neural Network
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% saving training results
yANNlm=zeros(7,182);
yANNscg=zeros(7,182);
yANNsdg=zeros(7,182);
yANNsdgm=zeros(7,182);
yGA=zeros(7,182);
yPSO=zeros(7,182);
RR=zeros(12,1);
nets={6,10};
[~,tar]=max(Targets);
% training with different supervised learning algorithms
for m=1:10 % the larger value must be smaller than tr.DGN if tr.divideFcn is a number
valInd=(DATAIND==m);
%%%%%%%%%%%%%%%%%%%%%%%%%%%
subplot(2,3,1)
ann.b=b;
ann.IW=IW;
ann.LW=LW;
ann.tr.divideFcn='valInd';
ann.tr.valInd=valInd;
annlm=trainANN(ann,'lm');
yANNlmt=simANN(annlm,Inputs);
yANNlm(:,valInd)=yANNlmt(:,valInd);
[~,out]=max(yANNlmt);
RR(7)=RR(7)+sum(out==tar);
nets{1,m}=annlm;
%%%%%%%%%%%%%%%%%%%%%%%%%%%
subplot(2,3,2)
ann.b=b;
ann.IW=IW;
ann.LW=LW;
ann.tr.divideFcn='valInd';
ann.tr.valInd=valInd;
annscg=trainANN(ann,'scg');
yANNscgt=simANN(annscg,Inputs);
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yANNscg(:,valInd)=yANNscgt(:,valInd);
[~,out]=max(yANNscgt);
RR(8)=RR(8)+sum(out==tar);
nets{2,m}=annscg;
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
subplot(2,3,3)
ann.b=b;
ann.IW=IW;
ann.LW=LW;
ann.tr.divideFcn='valInd';
ann.tr.valInd=valInd;
annsdg=trainANN(ann,'sdg');
yANNsdgt=simANN(annsdg,Inputs);
yANNsdg(:,valInd)=yANNsdgt(:,valInd);
[~,out]=max(yANNsdgt);
RR(9)=RR(9)+sum(out==tar);
nets{3,m}=annsdg;
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
subplot(2,3,4)
ann.b=b;
ann.IW=IW;
ann.LW=LW;
ann.tr.divideFcn='valInd';
ann.tr.valInd=valInd;
annsdgm=trainANN(ann,'sdgm');
yANNsdgmt=simANN(annsdgm,Inputs);
yANNsdgm(:,valInd)=yANNsdgmt(:,valInd);
[~,out]=max(yANNsdgmt);
RR(10)=RR(10)+sum(out==tar);
nets{4,m}=annsdgm;
%%%%%%%%%%%%%%%%%%%%%%%%%%%%
subplot(2,3,5)
ann.b=b;
ann.IW=IW;
ann.LW=LW;
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ann.tr.divideFcn='valInd';
ann.tr.valInd=valInd;
gaopt=GAOPT();
gaopt.selectpressure=2;
gaopt.PopulationSize=200;
gaopt.EliteCount=5;
gaopt.numGradGA=200;
gaopt.WBRange=8;
gaopt.Generation=50;
annga=trainGAANN(ann,gaopt);
yGAt=simANN(annga,Inputs);
yGA(:,valInd)=yGAt(:,valInd);
[~,out]=max(yGAt);
RR(11)=RR(11)+sum(out==tar);
nets{5,m}=annga;
%%%%%%%%%%%%%%%%%%%%%%%%%%%
subplot(2,3,6)
ann.b=b;
ann.IW=IW;
ann.LW=LW;
ann.tr.divideFcn='valInd';
ann.tr.valInd=valInd;
psopt=PSOPT();
psopt.PS=100;
psopt.Epoch=200;
psopt.WRange=[-5;5];
psopt.BRange=[-5;5];
psopt.neighbSize=10;
annps=trainPSOANN(ann,psopt);
yPSOt=simANN(annps,Inputs);
yPSO(:,valInd)=yPSOt(:,valInd);
[~,out]=max(yPSOt);
RR(12)=RR(12)+sum(out==tar);
nets{6,m}=annps;
end
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[~,out]=max(yANNlm);
RR(1)=size(find(out==tar),2);
RR(7)=(RR(7)-RR(1))/9;
[~,out]=max(yANNscg);
RR(2)=size(find(out==tar),2);
RR(8)=(RR(8)-RR(2))/9;
[~,out]=max(yANNsdg);
RR(3)=size(find(out==tar),2);
RR(9)=(RR(9)-RR(3))/9;
[~,out]=max(yANNsdgm);
RR(4)=size(find(out==tar),2);
RR(10)=(RR(10)-RR(4))/9;
[~,out]=max(yGA);
RR(5)=size(find(out==tar),2);
RR(11)=(RR(11)-RR(5))/9;
[~,out]=max(yPSO);
RR(6)=size(find(out==tar),2);
RR(12)=(RR(12)-RR(6))/9;
RR=RR/182;
filename=['result ' int2str(topo{n}) '.mat'];
save(filename,'RR','nets');
end
allRR=zeros(12,18);
for n=1:18
topo={[35 15] [30 25 ] [30 20] [30 15] [30 10] [25 20] [25 15] [25 10] [20 15] [20 10] [15 10] 50
45 40 35 30 25 20};
filename=['result ' int2str(topo{n}) '.mat'];
load(filename);
allRR(:,n)=RR;
end
save('resultAll','allRR');
msgbox('!!Done!!','XRD Lithofacies Test');
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Appendix 4: NEATGW Development Records
NEATGW was developed from the original version of NEAT by Kenneth O. Stanley,
and it can be downloaded freely in website: http://www.geo.wvu.edu/~tcarr/Wang.
A4-1. NEAT to NEATGW
The original NEAT code was the C++ source code for Linux developed by Kenneth O.
Stanley. I just downloaded from NEAT users page (http://www.cs.ucf.edu/~kstanley/neat.html).
In order to run this code under Windows Operation System, I adjusted the codes as few as
possible, just removing the errors. The new version of NEAT is called as NEATGW, and the
changes include:
A4-1.1 the way to define arrays evals, genes and nodes in xor_test() function;
A4-1.2 the way to define array runs in pole1_test() function, and arrays record, genesrec,
nodesrec and winnergenes in pole2_test();
A4-1.3 moving the constant static variables of CartPole in experiments.h file to the
beginning of neatmain.cpp file;
A4-1.4 replacing lrand48() function by rand() function in experiments.cpp;
A4-1.5 rewriting the neatmain.cpp file to run the xor_test() experiment and recording the
time cost;
There is no change for the external dependencies (files), including xorstartgenes and
test.ne.
The NEATGW is a Windows Version of NEAT, having the same function as the original
NEAT. Thus, the NEATGW codes are used to compare with the developed newer NEAT. The
code is under Visual C++ 2010.
A4-2 NEATGW to NEATGW_LR
The NEATGW_LR is developed from NEATGW, adding two attributes into NEAT: the
lcoation and RCC attributes in node gene. The main changes of codes from NEATGW to
NEATGW_LR include:
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A4-2.1 adding location and RCC attributes to node and corresponding changes in node
constructor functions;
A4-2.2 adding enable attribute to link and corresponding changes in link and gene
constructor functions;
A4-2.3 creating two overloaded updatelocation() functions in network.cpp;
A4-2.4 adding mut_struct_baby attribute in NEAT to record whether running
updatelocation() function; the reproduce() function was changed due to mut_struct_baby;
A4-2.5 in function Genome::genesis, linking nodes in network and genome, and updating
node location of nodes in genome;
A4-2.6 rewriting function is_recur();
A4-2.7 modifying functions mate_multipoint(), mate_multipoint_ave() and
mate_singlepoint();
A4-2.8 changing xor_evaluate()/***_evaluate() function to carry out recurrent links;
A4-2.9 growing Population Size from a small amount to the maximum value;
There is no change for the external dependencies (files), including xorstartgenes and
test.ne.
The location of nodes could locate the nodes in different layers: the nodes with same
location are in the same layer. Thus, the NEATGW_LR is also called as Layered NEAT.
A4-3 NEATGW_LR to NEATGW_MCPR
The NEATGW_MCPR is based on NEATGW_LR. The MCPR is the abbreviation of
multi-class pattern recognition. Several modifications are made for pattern recognition through
pairwise method and evolving Input Nodes to fulfill feature selection. The major changes include:
A4-3.1 adding num_DisconnectedInput attribute into Genome;
A4-3.2 using location=-1 to mark the Input Node as disconnected;
A4-3.3 building three overload function--Population(Genome g, int size, bool fs),
Genome::spawn(g, size, fs), and Genome::duplicate();
A4-3.4 in updatelocation() function, adding if(location>0) right before location=0;
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A4-3.5 adding similar codes in mate_multipoint(), mate_multipoint_ave() and
mate_singlepoint() functions to update Input Node location and num_DisconnectedInput value;
A4-3.6 randomly picking Input Nodes when spawn Population from start_genome; prefer
to small amount of Input Nodes (75% Probobility==>amount less than 25% of all Input Nodes);
A4-3.7 during evolving neural network, the disconnected Input Nodes will be randomly
added into the topology, to figure out the most sensitive Input Nodes;
A4-3.8 functions MCPR(int gens), MCPR_epoch(…), and MCPR_evaluate(…) have the
similar organization with XOR experiment;
A4-3.9 function MCPR_classification(int nc,int nv) is to determine the finial classes
based on the outputs from function MCPR(int gens);
A4-3.10 adding prepare_trainingdata() function in NEAT to prepare training data for
multi-class pattern recognition;
External dependencies (files) were changed as following:
A4-3.11 Input files: para.net is used to control the major parameters for NEAT; training
data is saved in one txt file (e.g., example.txt).
An example to build the training data file is shown in Figure 1:
A4-3.11.1 in the first line, the first number (in this case it is eight) stands for the total
input variables, and the second number (in this case it is seven) means the amount of classes;
A4-3.11.2 the classes and input variables are from the second line to the last line. The
first column is the classes shown by integer number from one, and the data for the same class
should be put together.
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Figure A4 - 1. An example showing the organization of training data input file for
NEATGW_MCPR
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A4-3.11.2 Major output files: Class#.txt (e.g., Class1.txt) is derived from the training data
and used as the input file for binary classifier; Topology.txt, WinOrganism.txt, and
RealOutput.txt are used to save the intermediate results during training process; among these
three files, the WinOrganism.txt is most important, because it contains the best solution for
pattern recognition, including selected input variables, network topology and link weights, and it
is the input file for MCPR_classification() function; FinalClasses.txt file saves the real classes,
predicted classes, probability, and the evaluation of prediction.

