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ESTIMATING PROCESSES IN ADAPTED WASSERSTEIN
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Abstract. A number of researchers have independently introduced topologies
on the set of laws of stochastic processes that extend the usual weak topology.
Depending on the respective scientific background this was motivated by
applications and connections to various areas (e.g. Plug–Pichler - stochastic
programming, Hellwig - game theory, Aldous - stability of optimal stopping,
Hoover–Keisler - model theory). Remarkably, all these seemingly independent
approaches define the same adapted weak topology in finite discrete time. Our
first main result is to construct an adapted variant of the empirical measure
that consistently estimates the laws of stochastic processes in full generality.
A natural compatible metric for the weak adapted topology is the given
by an adapted refinement of the Wasserstein distance, as established in the
seminal works of Pflug-Pichler. Specifically, the adapted Wasserstein distance
allows to control the error in stochastic optimization problems, pricing and
hedging problems, optimal stopping problems, etc. in a Lipschitz fashion. The
second main result of this article yields quantitative bounds for the convergence
of the adapted empirical measure with respect to adapted Wasserstein distance.
Surprisingly, we obtain virtually the same optimal rates and concentration
results that are known for the classical empirical measure wrt. Wasserstein
distance.
Keywords: empirical measure, Wasserstein distance, nested distance, weak
adapted topology.
Mathematics Subject Classification (2010): 60G42, 90C46, 58E30.
1. Introduction
For a Polish space (X , d), the (first order) Wasserstein distance on the set of
Borel probabilities Prob(X ), is defined by
W(µ, ν) := inf
pi∈Cpl(µ,ν)
∫
d(x, y)pi(dx, dy).
Here Cpl(µ, ν) is the set of couplings between µ and ν, that is, probabilities pi ∈
Prob(X ×X ) with first marginal µ and second marginal ν. The Wasserstein distance
is particularly well suited for many stochastic problems involing laws of random
variables. Accordingly, studying convergence of empirical measures in Wasserstein
distance has a long history; we refer to [16] for results and review of the literature.
The situation drastically changes if, instead of random variables, one is interested
in laws of stochastic processes. Consider the case of two timepoints, let X =
[0, 1]× [0, 1] and consider the probabilities µ = δ(1/2,1) + δ(1/2,0) and ν := δ(1/2+ε,1) +
δ(1/2−ε,0). Then the discrepancy of µ and ν in Wasserstein distance is of order
Date: February 19, 2020.
Key words and phrases. nested distance, adapted Wasserstein distance, causal transport,
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ε, while, considered as laws of stochastic processes, µ and ν have very different
properties.
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Figure 1. Close in Wasserstein, very different as stochastic processes.
For instance, while no information is available at time t = 1 in case of µ, the
whole future evolution of ν is known at time t = 1 already. In fact, the law of an
arbitrary stochastic process can be approximated in classical weak topology by laws
of stochastic processes which are deterministic after the first period.
As already mentioned in the abstract, to overcome this flaw of the Wasserstein
distance (or rather, the weak topology), several researchers have introduced adapted
versions of the weak topology. Reassuringly, all these seemingly different definitions
yield the same topology in finite discrete time, see [3].
Below we present an adapted extension of the classical Wasserstein distance which
induces this topology. In analogy to its classical counterpart, it turns out to be
particularly well suited to obtain a quantitative control of stochastic optimization
problems, see e.g. [18, 4].
1.1. Causality and adapted / nested Wasserstein distance. Fix d ∈ N, which
we interpret as the dimension of the state space, denote T ≥ 2 the number of time
points under consideration, and let µ, ν be Borel probability measures on X =
([0, 1]d)T . In order to account for the temporal structure of stochastic processes, it is
necessary to restrict to couplings of probability measures that are non-anticipative
in a specific sense:
Write X = (X1, . . . , XT ), Y = (Y1, . . . , YT ) for the projections X,Y : X ×X → X
onto the first respectively the second coordinate. A coupling pi ∈ Cpl(µ, ν) is called
causal (in the language of Lassalle [26]) if for all t < T the following holds:
given (X1, . . . , Xt), Yt and (Xt+1, . . . , XT ) are pi-independent.(1.1)
That is to say, in order to predict Yt, the only information relevant in X1, . . . , XT
is already contained in X1, . . . , Xt.
The concept of causal couplings is a suitable extension of adapted processes: a
process Z = (Z1, . . . , ZT ) on X is adapted with respect to the natural filtration
if each Zt depends only on the values of X1, . . . , Xt (so in particular is condition-
ally independent of Xt+1, . . . , XT given X1, . . . , Xt). Property (1.1) represents a
counterpart of adaptedness on the level of couplings rather than processes.
Similarly we call a coupling anti-causal if it satisfies (1.1) with the roles of X and
Y interchanged and finally we call pi bi-causal if it is causal as well as anti-causal.
We denote the set of bi-causal couplings with marginals µ, ν by Cplbc(µ, ν).
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Definition 1.1 (Adapted Wasserstein distance / nested distance). The adapted
Wasserstein distance (or nested distance) AW on Prob(([0, 1]d)T ) is defined as
AW(µ, ν) := inf
pi∈Cplbc(µ,ν)
∫ T∑
t=1
|xt − yt|pi(dx, dy).(1.2)
Bi-causal couplings and the corresponding transport problem were considered
by Ru¨schendorf [34] under the name ‘Markov-constructions’. Independently, the
concept was introduced by Pflug-Pichler [29] who realized the full potential of the
modified Wasserstein distance in the context of stochastic multistage optimization
problems, see also [30, 31, 32, 18]. Pflug-Picher refer to (1.2) as process distance or
nested distance. The latter name is motivated by an alternative representation of
(1.2) through a dynamic programming principle. For notational simplicity we state
it here only for the case T = 2 where one obtains the representation
AW(µ, ν) = inf
γ∈Cpl(µ1,ν1)
∫
|x1 − y1|+W(µx1 , νy1) γ(dx1, dy1).(1.3)
Here (and in the rest of this article), for µ ∈ Prob(([0, 1]d)T ) and 1 ≤ t ≤ T − 1, we
denote by µ1 the first marginal of µ and by µx1,...,xt the disintegration of µ, that is,
µ1(·) = P [X1 ∈ · ] and µx1,...,xt(·) := P [Xt+1 ∈ · |X1 = x1, . . . , Xt = xt]
for all (x1, . . . , xt) ∈ ([0, 1]d)t, where X is a process with law µ. Informally, the
representation in (1.3) asserts that two probabilities are close in adapted Wasserstein
distance if (and only if) besides their marginals, also their kernels are similar. This
is exactly what fails in the example presented in Figure 1.
1.2. Main results. Let µ be a Borel probability measure on ([0, 1]d)T capturing
the true dynamics of the process under consideration. Furthermore let (Xn)n∈N be
an i.i.d. sample of µ, defined on some fixed (sufficiently rich) abstract probability
space (Ω,F , P ), i.e., each Xn = (Xn1 , . . . , XnT ) is distributed according to µ.
Definition 1.2 (Adapted empirical measure). Set r = (T + 1)−1 for d = 1 and
r = (dT )−1 for d ≥ 2. For all N ≥ 1, partition the cube [0, 1]d into the disjoint
union of Nrd cubes with edges of length N−r and let ϕN : [0, 1]d → [0, 1]d map each
such small cube to its center. Then define
µ̂N :=
1
N
N∑
n=1
δϕN (Xn1 ),...,ϕN (XnT ).
for each N ≥ 1. We call µ̂N the adapted empirical measure.
Ei t# " ¥
Figure 2. The map ϕ and comparison of empirical vs. adapted
empirical measure for d = 1, T = 2, N = 8, r = 1/3.
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That is, the function ϕN satisfies supu∈[0,1]d |u− ϕN (u)| ≤ CN−r and its range
ϕN ([0, 1]d) consist of Nrd points. If ϕN were the identity, then µ̂N would be the
(classical) empirical measure, which we denote by µ̂N .
It was first noted by Pflug-Pichler in [32] that, in contrast the classical Wasserstein
distance, AW(µ, µ̂N ) does not tend to 0 for generic choices of µ (cf. Remark 2.1
below).
Our first main Theorem is the following consistency result for the adapted
empirical measure:
Theorem 1.3 (Almost sure convergence). The adapted empirical measures is a
strongly consistent estimator, that is,
lim
N→∞
AW(µ, µ̂N ) = 0
P -almost surely.
In particular, as W ≤ AW by definition, it follows that the adapted empirical
measure converges in the usual weak topology as well.
In order to quantify the speed of convergence, we assume the following regularity
property for the remainder of this section.
Assumption 1.4 (Lipschitz kernels). There is a version of the (µ-a.s. uniquely
defined) disintegration such that for every 1 ≤ t ≤ T − 1 the mapping
([0, 1]d)t 3 (x1, . . . , xt) 7→ µx1,...,xt ∈ Prob([0, 1]d)
is Lipschitz continuous, where Prob([0, 1]d) is endowed with its usual Wasserstein
distance W.
Theorem 1.5 (Average rate). Under Assumption 1.4, there is a constant C > 0
such that
E
[
AW(µ, µ̂N )
]
≤ C

N−1/(T+1) for d = 1,
N−1/(2T ) log(N + 1) for d = 2,
N−1/(dT ) for d ≥ 3,
(1.4)
for all N ≥ 1.
In the theorem above, the constant C depends on d, T , and the Lipschitz-constants
in Assumption 1.4.
Remark 1.6. Let us quickly compare this result with its counterpart for the
classical Wasserstein distance; we refer to [16] for general results and background on
the problem: Ignoring the temporal structure and viewing µ as the law of a random
variable on [0, 1]dT , one has
E
[
W(µ, µ̂N )
]
≤ C

N−1/2 for dT = 1,
N−1/2 log(N + 1) for dT = 2,
N−1/(dT ) for dT ≥ 3,
for all N ≥ 1, and these rates are known to be sharp. As a consequence, for d ≥ 3
the adapted empirical measure converges in adapted Wasserstein distance at optimal
rates. For d = 2 the rates are optimal up to a logarithmic factor and for d = 1 the
rate is (possibly) not optimal, but approaches the optimal one for large T .
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Our final main result is the following concentration inequality: denote by rate(N)
the rate for the mean speed of convergence, namely the right hand side of (1.4).
Theorem 1.7 (Deviation). Under Assumption 1.4, there are constants c, C > 0
such that
P
[
AW(µ, µ̂N ) ≥ C rate(N) + ε
]
≤ 2T exp
(
− cNε2
)
for all N ≥ 1 and all ε > 0.
As above, the constants c, C depend on d, T , and the Lipschitz constants in
Assumption 1.4.
Finally, the following asymptotic regime consequence of Theorem 1.7 holds true.
Corollary 1.8. There exists a constant c > 0 such that: For every ε > 0 there
exists N0(ε) such that
P
[
AW(µ, µ̂N ) ≥ ε
]
≤ 2T exp
(
− cNε2
)
for all N ≥ N0(ε). In particular,
lim sup
N→∞
1
N
logP
[
AW(µ, µ̂N ) ≥ ε
]
≤ −cε2
for all ε > 0.
Example 1.9. We conclude this section by providing three simple examples in
which Assumption 1.4 on regularity of disintegrations is satisfied.
(a) Assume that µ is the law of a stochastic process (Xt)t=1,...,T which follows the
dynamics
Xt+1 = Ft+1(X1, . . . , Xt, εt+1)
for t = 1, . . . , T − 1, with arbitrary X1. Here Ft+1 : ([0, 1]d)t × Rd → [0, 1]d
are given functions and εt+1 is an Rd-valued random variable independent of
X1, . . . , Xt. If (x1, . . . , xt) 7→ Ft+1(x1, . . . , xt, z) is L-Lipschitz for every z ∈ Rd,
then Assumption 1.4 holds with Lipschitz constant L.
(b) Assume that the probability µ ∈ Prob(([0, 1]d)T ) has a density f w.r.t. Lebesgue
measure on ([0, 1]d)T . If f is L-Lipschitz continuous and there is a constant
δ > 0 for which f ≥ δ, then Assumption 1.4 holds with Lipschitz constant√
d2L/δ.
(c) Complementing the previous point, Assumption 1.4 holds if µ is supported on
finitely many points.
1.3. Connection with existing literature.
1.3.1. Adapted topologies. A number of authors have independently introduced
strengthened variants of the weak topology which take the temporal structure of
processes into account.
Aldous [2] introduced extended weak convergence as a type of convergence of
stochastic processes that in particular guarantees continuity of optimal stopping
problems. This line of work has been continued in [25, 12, 22, 21, 11, 27], among
others. Applications to stability of SDEs/BSDEs have particularly seen a burst of
activity in the last two decades. We refer to the recent article [28] for an overview
of the many available works in this direction.
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In the economics literature, Hellwig [19] introduced the information topology. The
work of Hellwig [19] was motivated by questions of stability in dynamic economic
models/games; see [24, 35, 20, 8] for further research in this direction.
Pflug and Pflug-Pichler [29, 33, 30, 31, 32] introduced the nested distance and
systematically applied it to stochastic multistage optimization problems. Inde-
pendently, adapted versions of the Wasserstein distance were also considered by
Ru¨schendorf [34], Bion-Nadal and Talay [10] and Gigli [17, Chapter 4]. Adapted dis-
tances / topologies on laws of processes are of fundamental importance in questions
of stability in mathematical finance and stochastic control, see [13, 5, 18, 1, 9, 3, 7].
Notably, all these notions (and in fact several more that we do not discuss here)
define the same topology in the present discrete time setup, see [4] and the work of
Eder [15].
1.3.2. Empirical measures and adapted Wasserstein distance. As mentioned above,
it was first noted by Pflug-Pichler in [32] that for the classical empirical measures
µ̂N we may not have AW(µ, µ̂N ) → 0 a.s. To obtain a viable estimator, the
authors propose to convolute µ̂N with a suitably scaled smoothing kernel. Provided
the density of µ is sufficiently regular, they obtain weak consistency in adapted
Wasserstein distance [32, Theorem 25]. This is improved upon in [18, Theorem 4]
where also a deviation inequality is obtained. The main assumption in the latter
result is the existence of a Lipschitz continuous density for µ, which is bounded
away from zero. This assumption is in line with Assumption 1.4 above, needed for
the deviation result of the present article in Theorem 1.7. Specifically, [18, Theorem
4] is a deviation inequality as in Corollary 1.8, however with ε2 replaced by ε2Td+4
(which implies slower decay as ε2Td+4 < ε2 for small ε).
We stress that Theorem 1.3 does not require further assumptions on the measure
µ and has no predecessor in the literature.
Conceptually, the convoluted empirical measure considered in [32, 18] is related
to the adapted empirical measure considered in the present article. A notable
difference is that, by construction, the convoluted empirical measure is not discrete
and, for practical purposes, a further discretization step may have to be considered
in addition to the convolution step.
1.4. Organization of the paper. We start by introducing the required notation
in Section 2. The proof of Theorem 1.5 is presented in Section 3 together with some
results which will be applied in the later sections. We then proceed with the proof
of Theorem 1.7 in Section 4, building on results of the previous section. The proof
of Theorem 1.3 is presented in Section 5, and again builds on (all) previous results.
Finally, Section 6 is devoted to the proof of the examples stated in the introduction.
2. Notation and preparations
Throughout the paper, we fix d ∈ N, T ≥ 2, and let µ be a probability measure
on ([0, 1]d)T . We consider ([0, 1]d)T as a filtered space endowed with the canonical
filtration (Ft)t which is generated by the coordinate mappings. For 1 ≤ t ≤ T
and a Borel set G ⊂ ([0, 1]d)t we write µ(G) := µ(G× ([0, 1]d)T−t) (think of G as
Ft-measurable). Note that∫
f(x)µ(dx) =
∫∫
· · ·
∫
f(x1, . . . , xT )µx1,...,xT−1(dxT ) · · ·µx1(dx2)µ1(dx1)
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for every (bounded measurable) function f : ([0, 1]d)T → R which amounts to the
tower property for conditional expectations and the definition of µx1,...,xt as the
kernels / conditional probabilities. Here µ1 is the first marginal of µ, and to ease
notation, we make the convention µx1,...,xt := µ1 for t = 0.
We now turn to notation more specific to this paper: For ν ∈ Prob(([0, 1]d)T ),
1 ≤ t ≤ T − 1, and a Borel set G ⊂ ([0, 1]d)t, define the averaged (over G) kernel
νG(·) := 1
ν(G)
∫
G
νx1,...,xt(·) ν(dx) ∈ Prob([0, 1]d)(2.1)
with an arbitrary convention if we have to divide by 0; say νG = δ0 in this case. In
other words, if X ∼ ν, then
νG(·) = P [Xt+1 ∈ · |(X1, . . . , Xt) ∈ G]
is the conditional distribution of Xt+1 given that (X1, . . . , Xt) ∈ G.
Next recall the definitions of ϕN and r given in the introduction and define
ΦN :=
{
(ϕN )−1({x}) : x ∈ ϕN ([0, 1]d)},
which forms a partition of [0, 1]d associated to ϕN such that
[0, 1]d =
⋃
F∈ΦN
F disjoint, sup
F∈ΦN
diam(F ) ≤ C
Nr
, |ΦN | ≤ Nrd.
Here diam(F ) := supx,y∈F |x− y| and |ΦN | denotes the number of elements in ΦN .
Then, for every 1 ≤ t ≤ T − 1 and every
G ∈ ΦNt :=
{ ∏
1≤s≤t
Fs : Fs ∈ ΦN for all 1 ≤ s ≤ t
}
one has
µ̂NG =
1∣∣{n∈{1,...,N} s.t.
(Xn1 ,...,X
n
t )∈G
}∣∣ ∑
n∈{1,...,N} s.t.
(Xn1 ,...,X
n
t )∈G
δϕN (Xnt+1),(2.2)
where, as before, we set µ̂NG = δ0 if we have to divide by zero. Moreover, as µ̂
N
charges every G ∈ ΦNt exactly once (at ϕN (G) := {ϕN (g) : g ∈ G} which consist of
a single point), setting µ̂Ng := µ̂
N
G for g ∈ G ∈ ΦNt defines a disintegration of µ̂N .
Finally, let us already point out at this stage that the denominator in front of the
sum in (2.2) equals Nµ̂N (G).
Remark 2.1. At least when µ has a density w.r.t. the Lebesgue measure, the
probability that two observations coincide at some time is equal to zero, that is,
P [Xnt = X
m
t for some n 6= m and 1 ≤ t ≤ T ] = 0. Therefore the kernels of µ̂N are
almost surely Dirac measures, meaning that if Y is distributed according to µ̂N ,
then the entire (future) evolution of Y is known already at time 1. This implies
that the classical empirical measure cannot capture any temporal structure and
convergence in the weak adapted topology will not hold true. In accordance, the
values of multistage stochastic optimization problems (for instance optimal stopping,
utility maximization, ...) computed under µ̂N will not convergence to the respective
value under µ in general. In Example 6.1 we illustrate this for the optimal stopping
problem.
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In contrast, we have just seen in (2.2) that the kernels of our modified empirical
measure µ̂N are in general not Dirac measures and in fact behave like averaged
kernels of the empirical measure: for a Borel set G ⊂ ([0, 1]d)t one has
µ̂NG =
1∣∣{n∈{1,...,N} s.t.
(Xn1 ,...,X
n
t )∈G
}∣∣ ∑
n∈{1,...,N} s.t.
(Xn1 ,...,X
n
t )∈G
δXnt+1 ,(2.3)
showing that µ̂NG is indeed the push forward of µ̂
N
G under ϕ
N .
In fact, we will show in Lemma 3.3 that (conditionally) µ̂NG has the same distribu-
tion as µ̂G
LG , the empirical measure of µG with a random number LG := Nµ̂
N (G)
of observations.
In order to exclude the necessity to distinguish whether the random number LG
above is positive or not, it will turn out useful to make the convention that for any
probability, its empirical measure with sample size zero is just the Dirac at zero. In
Section 4 it is furthermore convenient to denote GNt := {µ̂N (G) : G ∈ ΦNt }.
In order to lighten notation in the subsequent proofs, we finally define
R : [0,+∞)→ [0,+∞], R(u) :=

u−1/2 if d = 1,
u−1/2 log(u+ 3) if d = 2,
u−1/d if d ≥ 3.
(2.4)
The reason to go with log(u+ 3) in the definition of R instead of log(u+ 1) as would
have been natural in view of the statement of Theorem 1.5 is to guarantee that u 7→
uR(u) is concave, which simplifies notation. Also set 0R(0) := limu→0 uR(u) = 0.
Throughout the proofs, C > 0 will be a generic constant depending on all sorts
of external parameters, possibly increasing from line to line; e.g. 2Cx2 ≤ Cx2 for
all x ∈ R but not 2x2 ≤ x2/C or N ≤ C for all N .
3. Proof of Theorem 1.5
We split the proof into a number of lemmas, which we will reference throughout
the paper. In particular, we will sometimes (but not always) work under Assumption
1.4 that the kernels of µ are Lipschitz, that is, there is a constant L such that
W(µx1,...,xt , µy1,...,yt) ≤ L|(x1, . . . , xt)− (y1, . . . , yt)|
for all (x1, . . . , xt) and (y1, . . . , yt) in ([0, 1]
d)t, and all 1 ≤ t ≤ T − 1.
Lemma 3.1. Assume that the kernels of µ are Lipschitz. Then there is a constant
C > 0 such that
AW(µ, ν) ≤ CW(µ1, ν1) + C
T−1∑
t=1
∫
W(µy1,...,yt , νy1,...,yt) ν(dy)
for every ν ∈ Prob(([0, 1]d)T ).
Proof. We first present the proof for T = 2 which is notationally simpler: Making
use of the dynamic programming principle for the adapted Wasserstein distance [6,
Proposition 5.1 and equation (5.1)], we can write
AW(µ, ν) = inf
γ∈Cpl(µ1,ν1)
∫
|x1 − y1|+W(µx1 , νy1) γ(dx1, dy1).(3.1)
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Calling L the Lipschitz constant of the kernel x1 7→ µx1 , the triangle inequality
implies W(µx1 , νy1) ≤ L|x1 − y1|+W(µy1 , νy1) for all x1, y1 ∈ [0, 1]d. Plugging this
into (3.1) yields the claim for T = 2.
In case of T ≥ 2, recall that µx1,...,xt := µ1 and similarly νy1,...,yt := ν1 for t = 0.
Further write x1:t := (x1, . . . , xt) and xt:T := (xt, · · · , xT ) for x1, . . . , xT in [0, 1]d
and 1 ≤ t ≤ T . The dynamic programming principle for the adapted Wasserstein
distance (see again [6, Proposition 5.1]) asserts that AW(µ, ν) = V0, where VT := 0
and, recursively
Vt(x1:t, y1:t) := inf
γ∈Cpl(µx1:t ,νy1:t )
∫ (
|xt+1 − yt+1|+ Vt+1(x1:t+1, y1:t+1)
)
γ(dxt+1, dyt+1)
for x1:t and y1:t in ([0, 1]
d)t. We will prove the claim via backward induction,
showing that for all x1:t and y1:t in ([0, 1]
d)t it holds that
Vt(x1:t, y1:t) ≤ C
(
|x1:t − y1:t|+
T−1∑
s=t
∫
W(µy1:s , νy1:s) ν¯y1:t(dyt+1:T )
)
.(3.2)
Here ν¯y1:t is the conditional probability P [(Yt+1, . . . YT ) ∈ ·|Y1 = y1, . . . , Yt = yt]
where Y ∼ ν with the convention that ν¯y1:t = ν for t = 0, that is, ν¯y1:T−1 := νy1:T−1
and recursively
ν¯y1:t(dyt+1:T ) := ν¯y1:t+1(dyt+2:T )νy1:t(dyt+1)
for t = T − 1, . . . , 0 and y1:t in ([0, 1]d)t.
For t = T , (3.2) trivially holds true. Assuming that (3.2) holds true for t+ 1, we
compute
Vt(x1:t, y1:t) ≤ C inf
γ∈Cpl(µx1:t ,νy1:t )
∫ ( T−1∑
s=t+1
∫
W(µy1:s , νy1:s) ν¯y1:t+1(dyt+2:T )
+ |x1:t+1 − y1:t+1|+ |xt+1 − yt+1|
)
γ(dxt+1, dyt+1).
By definition we have
|x1:t+1 − y1:t+1| = |x1:t − y1:t|+ |xt+1 − yt+1|.
Now note that the sum over the Wasserstein distance inside the γ-integral only
depends on y. Therefore it is independent of the choice of coupling γ and we arrive
at
Vt(x1:t, y1:t) ≤ C
(
|x1:t − y1:t|+W(µx1:t , νy1:t)
+
∫ T−1∑
s=t+1
∫
W(µy1:s , νy1:s) ν¯y1:t+1(dyt+2:T ) νy1:t(dyt+1)
)
.
Moreover, by assumption,
W(µx1:t , νy1:t) ≤ L|x1:t − y1:t|+W(µy1:t , νy1:t)
for all x1:t and y1:t in ([0, 1]
d)t. Finally, recalling the definition of ν¯, one has that∫∫
W(µy1:s , νy1:s) ν¯y1:t+1(dyt+2:T ) νy1:t(dyt+1) =
∫
W(µy1:s , νy1:s) ν¯y1:t(dyt+1:T )
for every t+ 1 ≤ s ≤ T − 1 and y1:t in ([0, 1]d)t. This concludes the proof of (3.2).
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The result now follows by setting t = 0 in (3.2). 
Lemma 3.2. The following hold.
(i) We have
W(µ1, µ̂N1 ) ≤
C
Nr
+W(µ1, µ̂N1 )
for all N ≥ 1.
(ii) If the kernels of µ are Lipschitz, then we have∫
W(µy1,...,yt , µ̂Ny1,...,yt) µ̂N (dy) ≤
C
Nr
+
∑
G∈ΦNt
µ̂N (G)W(µG, µ̂NG )
for every N ≥ 1 and every 1 ≤ t ≤ T − 1.
Proof.
(i) The triangle inequality implies
W(µ1, µ̂N1 ) ≤ W(µ1, µ̂N1 ) +W(µ̂N1 , µ̂N1 ).
As µ̂N1 is the push forward of µ̂
N
1 under the mapping ϕ
N , we obtain
W(µ̂N1 , µ̂N1 ) ≤
∫
|x1 − ϕN (x1)| µ̂N1 (dx1)
≤ sup
u∈[0,1]d
|u− ϕN (u)| ≤ C
Nr
,
(3.3)
where the last inequality holds by assumption on ϕN . This proves the first
claim.
(ii) For the second claim, fix 1 ≤ t ≤ T − 1. In a first step, write∫
W(µy1,...,yt , µ̂Ny1,...,yt) µ̂N (dy) ≤
∑
G∈ΦNt
µ̂N (G) sup
g∈G
W(µg, µ̂Ng ),(3.4)
where we used that µ̂N (G) = µ̂N (G) for every G ∈ ΦNt (note that this relation
only holds for G ∈ ΦNt and, of course, not for general G ⊂ ([0, 1]d)t). Recalling
that µ̂Ng = µ̂
N
G for every g ∈ G ∈ ΦNt , we proceed to estimate
W(µg, µ̂Ng ) ≤ W(µg, µG) +W(µG, µ̂NG ) +W(µ̂NG , µ̂NG ).
As µ̂NG is the push forward of µ̂
N
G under the mapping ϕ
N (see (2.3) and the
sentence afterwards), the same argument as in (3.3) implies thatW(µ̂NG , µ̂NG ) ≤
CN−r.
Further, convexity of W(µg, ·) together with the definition of µG in (2.1)
imply that for every G ∈ ΦNt with µ(G) > 0, one has
W(µg, µG) ≤ 1
µ(G)
∫
G
W(µg, µz1,...,zt)µ(dz)
≤ sup
h∈G
W(µg, µh) ≤ Ldiam(G) ≤ LC
Nr
(3.5)
for all g ∈ G, where L denotes the Lipschitz constant of (x1, . . . , xt) 7→ µx1,...,xt .
Finally note that for every G ∈ ΦNt with µ(G) = 0 one has µ̂N (G) = 0
almost surely. Hence one may restrict to those G for which µ(G) > 0 in the
sum on the right hand side of (3.4). This completes the proof. 
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By definition, µ̂N1 is the empirical measure of µ1 with N observations. The
following lemma shows that a version of this statement remains true for the averaged
kernels of µ̂N .
Lemma 3.3. Let 1 ≤ t ≤ T − 1. Conditionally on GNt := (µ̂N (G))G∈ΦNt , the
following hold.
(i) The family {µ̂NG : G ∈ ΦNt } is independent.
(ii) For every G ∈ ΦNt , the law of µ̂NG is the same as that of µ̂GNµ̂
N (G)
(the
empirical measure of µG with sample size Nµ̂
N (G)).
Proof. To simplify notation, we agree that ‘f.a. G’ will always mean ‘for all G ∈ ΦNt ’
throughout this proof and similar for H; i.e. G and H always run through ΦNt . For
each G, let LG ∈ {0, . . . , N} such that
∑
G LG = N . Both statements of the lemma
then follow if we can show that for every family (AG)G of measurable subsets of
Prob([0, 1]d) we have
P
[
µ̂NG ∈ AG f.a. G
∣∣∣Nµ̂N (H) = LH f.a. H] = ∏
G
P
[
µ̂G
LG ∈ AG
]
(3.6)
whenever P [Nµ̂N (H) = LH f.a. H] 6= 0.
To that end, fix such a family (AG)G and denote by I the set of all partitions
(IG)G of {1, . . . , N} such that |IG| = LG for every G. We use the shorthand
notation XI1:t = {(Xn1 , . . . , Xnt ) : n ∈ I} for subsets I ⊂ {1, . . . , N}. Similarly
XIt+1 := {Xnt+1 : n ∈ I}.
(a) Fix a partition (IG)G. We first claim that
P
[
µ̂NG ∈ AG f.a. G
∣∣∣XIH1:t ⊂ H f.a. H] = ∏
G
P
[
µ̂G
LG ∈ AG
]
.(3.7)
To see this, note that for all G one has
µ̂NG =
1
|IG|
∑
n∈IG
δXnt+1 on {XIH1:t ⊂ H f.a. H}.(3.8)
The advantage of representation (3.8) is that the dependence of µ̂NG onX
n
1 , . . . , X
n
t
is gone and µ̂NG depends solely on X
IG
t+1. As the (X
n)n are i.i.d. and the IG are
disjoint, the pairs of random variables(
XIG1:t ,
1
|IG|
∑
n∈IG
δXnt+1
)
G
are independent under P.
The definition of conditional expectations therefore implies that
P
[
µ̂NG ∈ AG f.a. G
∣∣∣XIH1:t ⊂ H f.a. H]
=
∏
G P
[
1
|IG|
∑
n∈IG δXnt+1 ∈ AG and XIG1:t ⊂ G
]∏
G P [X
IG
1:t ⊂ G]
=
∏
G
P
[ 1
|IG|
∑
n∈IG
δXnt+1 ∈ AG
∣∣∣XIG1:t ⊂ G].
(3.9)
Further, for every fixed G, given {XIG1:t ⊂ G}, the family XIGt+1 is independent
with each Xnt+1 being distributed according to µG. Therefore, given {XIG1:t ⊂ G},
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the distribution of 1|IG|
∑
n∈IG δXnt+1 equals the distribution of the empirical
measure of µG with sample size |IG| = LG. We conclude that
P
[ 1
|IG|
∑
n∈IG
δXnt+1 ∈ AG
∣∣∣XIG1:t ⊂ G] = P[µ̂GLG ∈ AG].
Plugging this equality into (3.9) yields exactly (3.7).
(b) We proceed to prove (3.6). As {Nµ̂N (H) = LH f.a. H} is the disjoint union of
{XIH ⊂ H f.a. H} over (IH)H ∈ I, we deduce that
P
[
µ̂NG ∈ AG f.a. G
∣∣∣Nµ̂N (H) = LH f.a. H]
=
∑
(IH)H∈I
P
[
µ̂NG ∈ AG f.a. G
∣∣∣XIH1:t ⊂ H f.a. H] P [XIH1:t ⊂ H f.a. H]P [Nµ̂N (H) = LH f.a. H]
By (3.7), the first term inside the sum is equal to the product of ΠGP [µ̂G
LG ∈
AG] and in particular does not depend on the choice of (IH)H . The sum over
the fractions equals 1, which shows (3.6) and thus completes the proof. 
Lemma 3.4. The following hold.
(a) We have
E[W(µ1, µ̂N1 )] ≤ CR
( N
Nrd(T−1)
)
for all N ≥ 1.
(b) For every 1 ≤ t ≤ T − 1 we have
E
[ ∑
G∈ΦNt
µ̂N (G)W(µG, µ̂NG )
∣∣∣GNt ] ≤ CR( NNrd(T−1))
almost surely for all N ≥ 1.
Proof.
(a) As µ̂N1 is the empirical measure of µ1 with N observations, [16, Theorem 1]
implies that E[W(µ1, µ̂N1 )] ≤ CR(N) for all N ≥ 1. The claim follows as R is
decreasing.
(b) For the second claim, fix 1 ≤ t ≤ T − 1. Lemma 3.3 implies that, conditionally
on GNt , the distribution of each µ̂NG equals the distribution of the empirical
measure of µG with sample size Nµ̂
N (G). Therefore, estimating the mean speed
of convergence of the classical empirical measure by e.g. [16, Theorem 1], one
has that
E
[W(µG, µ̂NG )∣∣GNt ] ≤ CR(Nµ̂N (G))(3.10)
almost surely for all N ≥ 1.
Summing (3.10) over G ∈ ΦNt yields
E
[ ∑
G∈ΦNt
µ̂N (G)W(µG, µ̂NG )
∣∣∣GNt ] ≤ C ∑
G∈ΦNt
µ̂N (G)R
(
Nµ̂N (G)
)
= C
|ΦNt |
N
·
∑
G∈ΦNt
1
|ΦNt |
(
Nµ̂N (G)
)
R
(
Nµ̂N (G)
)
.
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Now, concavity of u 7→ uR(u) implies that the latter term is smaller than
C
|ΦNt |
N
·
( ∑
G∈ΦNt
Nµ̂N (G)
|ΦNt |
)
R
( ∑
G∈ΦNt
Nµ̂N (G)
|ΦNt |
))
= CR
( N
|ΦNt |
)
.
Finally, using that R is decreasing, one obtains
R
( N
|ΦNt |
)
≤ R
( N
|ΦNT−1|
)
≤ R
( N
Nrd(T−1)
)
.
This completes the proof. 
Proof of Theorem 1.5. By Lemma 3.1 one has that
E
[
AW(µ, µ̂N )
]
≤ CE[W(µ1, µ̂N1 )] + C
T−1∑
t=1
E
[ ∫
W(µy1,...,yt , µ̂Ny1,...,yt) µ̂N (dy)
]
.
Combining Lemma 3.2 and Lemma 3.4 together with the tower property shows that
E
[
AW(µ, µ̂N )
]
≤ C
( 1
Nr
+R
( N
Nrd(T−1)
))
for every N ≥ 1.
Lastly, by definition of r, one has that
N
Nrd(T−1)
=
{
N2/(T+1) if d = 1,
N1/T if d ≥ 2.
Recalling the definition of R in (2.4) (and noting that log(N1/T + 3) ≤ C log(N + 1)
for all N in case d = 2) yields the claim. 
4. Proof of Theorem 1.7
The proof uses the following basic result for subgausian random variables, where
we use the convention x/0 =∞ for x > 0 and 0 · ∞ = 0.
Lemma 4.1. For an integrable zero mean random variable Y and σ ≥ 0 consider
the following:
(i) E[exp(tY )] ≤ exp(t2σ2/2) for all t ∈ R.
(ii) P [|Y | ≥ t] ≤ 2 exp(−t2/(2σ2)) for all t ∈ R+.
Then (i) implies (ii). Moreover, (ii) implies (i) with σ2 replaced by 8σ2 in (i).
Proof. See, for instance, [36, Proposition 2.5.2]. 
A zero mean random variable Y which satisfies part (i) of Lemma 4.1 is called
subgaussian with parameter σ2. From the definition it immediately follows that
if Y1, . . . , Yn are independent σ
2
k-subgaussian random variables, then
∑n
k=1 Yk is
again subgaussian with parameter
∑n
k=1 σ
2
k. In particular, one obtains Hoeffding’s
inequality
P
[∣∣∣ n∑
k=1
Yk
∣∣∣ ≥ t] ≤ 2 exp( −ct2∑n
k=1 σ
2
k
)
for all t ≥ 0.
The reason why subgaussian random variables are of interest in the proof of Theorem
1.7 is the following:
Lemma 4.2. The following hold.
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(a) The random variable
W(µ1, µ̂N1 )− E[W(µ1, µ̂N1 )]
is subgaussian with parameter C/N for all N ≥ 1.
(b) Let 1 ≤ t ≤ T −1 and G ∈ ΦNt . Then, conditionally on GNt , the random variable
µ̂N (G)
(
W(µG, µ̂NG )− E
[W(µG, µ̂NG )∣∣GNt ])
is subgaussian with parameter Cµ̂N (G)/N for all N ≥ 1.
Proof.
(a) More generally than in the statement of the lemma, let ν ∈ Prob([0, 1]d)
and L ∈ N be arbitrary. Applying McDiarmid’s inequality to the function
([0, 1]d)L 3 x 7→ W(ν, 1/L∑Ln=1 δxn) shows that the random variable
W(ν, ν̂L)− E[W(ν, ν̂L)]
is subgaussian with parameter C/L (where ν̂L denotes the empirical measure
of ν with sample size L). This in particular implies point (a) of this lemma.
(b) Conditionally on GNt , the distribution of µ̂NG is the same as the distribution of
the empirical measure of µG with Nµ̂
N (G) observations, see Lemma 3.3. By
(the proof of) part (a) of this lemma this implies that, conditionally on GNt , the
random variable
W(µG, µ̂NG )− E
[W(µG, µ̂NG )∣∣GNt ]
is subgaussian with parameter C/(Nµ̂N (G)). Multiplying a σ2-subgaussian
random variable by a constant a ≥ 0 yields a σ2a2-subgaussian random variable.
This completes the proof. 
Lemma 4.3. There is a constant c > 0 such that the following hold.
(a) We have
P
[∣∣W(µ1, µ̂N1 )− E[W(µ1, µ̂N1 )]∣∣ ≥ ε] ≤ 2 exp(−cε2N)
for all ε ≥ 0 and all N ≥ 1.
(b) We have
P
[∣∣∣ ∑
G∈ΦNt
µ̂N (G)
(
W(µG, µ̂NG )− E[W(µG, µ̂NG )|GNt ]
)∣∣∣ ≥ ε∣∣∣GNt ] ≤ 2 exp(−cε2N)
almost surely for all ε ≥ 0, all N ≥ 1, and all 1 ≤ t ≤ T − 1.
Proof.
(a) The proof follows immediately from Lemma 4.1 and Lemma 4.2.
(b) For later reference, define
∆Nt :=
∑
G∈ΦNt
∆Nt,G, where(4.1)
∆Nt,G := µ̂
N (G)
(
W(µG, µ̂NG )− E[W(µG, µ̂NG )|GNt ]
)
for every G ∈ ΦNt . Conditionally on GNt , Lemma 3.3 and Lemma 4.2 imply
that {∆Nt,G : G ∈ ΦNt } is an independent family of Cµ̂N (G)/N -subgaussian
random variables. Hence, conditionally on GNt , the random variable ∆Nt is
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subgaussian with parameter
∑
G∈ΦNt Cµ̂
N (G)/N = C/N . We again use Lemma
4.1 to conclude the proof. 
Proof of Theorem 1.7. By Lemma 3.1 and Lemma 3.2 one has that
AW(µ, µ̂N ) ≤ C
( 1
Nr
+W(µ1, µ̂N1 ) +
T−1∑
t=1
∑
G∈ΦNt
µ̂N (G)W(µG, µ̂NG )
)
.
Recalling the definition of ∆Nt given in (4.1) and setting
∆N0 :=W(µ1, µ̂N1 )− E[W(µ1, µ̂N1 )],(4.2)
SN := E[W(µ1, µ̂N1 )] +
T−1∑
t=1
∑
G∈ΦNt
µ̂N (G)E[W(µG, µ̂NG )|GNt ]
for every N ≥ 1, we can write
AW(µ, µ̂N ) ≤ C
( 1
Nr
+
T−1∑
t=0
∆Nt + S
N
)
.
By Lemma 3.4 one has that SN ≤ CR(N/Nrd(T−1)) almost surely for every N ≥ 1.
Recalling that rate(N) = R(N/Nrd(T−1) and that N−r ≤ rate(N) (with equality
for dimension d 6= 2), we arrive at
AW(µ, µ̂N ) ≤ C
( T−1∑
t=0
∆Nt + rate(N)
)
.(4.3)
Finally, Lemma 4.3 (and the tower property) imply that P [|∆Nt | ≥ ε] ≤
2 exp(−cNε2) for all 0 ≤ t ≤ T − 1, all ε > 0, and all N ≥ 1. Therefore a
union bound shows that
P
[
AW(µ, µ̂N ) ≥ C rate(N) + ε
]
≤ P
[ T−1∑
t=0
∆Nt ≥
ε
C
]
≤ 2T exp(−cNε2)
for all N ≥ 1 and all ε > 0, where c > 0 is some new (small) constant. This
completes the proof. 
Proof of Corollary 1.8. For fixed ε > 0, choose N0(ε) so that C rate(N) ≤ ε for all
N ≥ N0(ε) and apply Theorem 1.7. 
5. Proof of Theorem 1.3
We start by proving almost sure convergence of AW(µ, µ̂N ) to zero under the
additional assumption that the kernels of µ admit a continuous version. Under
this assumption, we can make use of the previous results and conclude almost sure
convergence from the deviation inequality and a Borel-Cantelli argument. At the
end of this section we show how this restriction can be removed.
Lemma 5.1. Assume that the kernels of µ are continuous. Then, for every δ > 0
there is a constant C(δ) > 0 such that
AW(µ, ν) ≤ δ + C(δ)W(µ1, ν1) + C(δ)
T−1∑
t=1
∫
W(µy1,...,yt , νy1,...,yt) ν(dy)
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for every ν ∈ Prob(([0, 1]d)T ).
Proof. The proof is similar to the proof of Lemma 3.1. For (notational) simplicity
we spare the induction and restrict to T = 2; the general case follows just as in
Lemma 3.1. For T = 2 the recursive formula of AW(µ, ν) reads
AW(µ, ν) = inf
γ∈Cpl(µ1,ν1)
∫
|x1 − y1|+W(µx1 , νy1) γ(dx1, dy1).(5.1)
Now fix δ > 0. By uniform continuity of x1 7→ µx1 (as a continuous function with
compact domain), there is C(δ) > 0 such that
W(µx1 , νy1) ≤ W(µx1 , µy1) +W(µy1 , νy1)
≤ δ + C(δ)|x1 − y1|+W(µy1 , νy1)
for all x1, y1 ∈ [0, 1]d. Plugging this into (5.1) yields the claim. 
Lemma 5.2. Assume that the kernels of µ are continuous and let 1 ≤ t ≤ T − 1.
Then, for every δ > 0 there is a number N0(δ) such that∫
W(µy1,...,yt , µ̂Ny1,...,yt) µ̂N (dy) ≤ δ + C
∑
G∈ΦNt
µ̂N (G)W(µG, µ̂NG )
almost surely for every N ≥ N0(δ).
Proof. The proof follows exactly as in the proof of Lemma 3.2; one only needs to
replace the estimate ‘W(µg, µG) ≤ CN−r for all g ∈ G’ (this is (3.5) within that
lemma) by the following:
Let δ > 0. By uniform continuity of (x1, . . . , xt) 7→ µx1,...,xt , there exists ε > 0
such that for every x, y ∈ ([0, 1]d)t with |x − y| ≤ ε, one has that W(µx, µy) ≤ δ.
Now note that for arbitrary G ∈ ΦNt and g ∈ G it holds that
W(µg, µG) ≤ 1
µ(G)
∫
G
W(µg, µz1,...,zt)µ(dz) ≤ sup
z∈G
W(µg, µz) ≤ δ,
where the last inequality holds once diam(G) ≤ ε. As diam(G) ≤ CN−r uniformly
over G ∈ ΦNt , this concludes the proof. 
Lemma 5.3. Assume that the kernels of µ are continuous. Then AW(µ, µ̂N )→ 0
almost surely.
Proof. The first part of the proof follows the proof of Theorem 1.7: let δ > 0 be
arbitrary. Then, substituting Lemma 5.1 for Lemma 3.1 and Lemma 5.2 for Lemma
3.2 in the proof of Theorem 1.7, we conclude that there exist C(δ) and N0(δ) such
that
AW(µ, µ̂N ) ≤ δ + C(δ)
( T−1∑
t=0
∆Nt + rate(N)
)
,
almost surely for all N ≥ N0(δ); compare with (4.3). Recall that ∆Nt was defined
in (4.1) for 1 ≤ t ≤ T − 1 and in (4.2) for t = 0.
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An application of Lemma 4.3 then shows that, similar to before,
P
[
AW(µ, µ̂N ) ≥ δ + ε
]
≤ P
[
C(δ)
T−1∑
t=0
∆Nt ≥ ε− C(δ) rate(N)
]
≤ 2T exp
(
− cN( ε
C(δ)
− rate(N))2
+
)
for all N ≥ N0(δ), where c > 0 is some small constant.
Let N1(δ, ε) such that rate(N) ≤ ε/(2C(δ)) for all N ≥ N1(δ, ε). Then
P
[
AW(µ, µ̂N ) ≥ δ + ε
]
≤ 2T exp
(−cNε2
4
)
for all N ≥ max{N0, N1}. By a Borel-Cantelli argument, this implies that
P
[
lim sup
N→∞
AW(µ, µ̂N ) ≥ δ + ε
]
= 0.
As ε, δ > 0 were arbitrary, we conclude that AW(µ, µ̂N ) converges to zero almost
surely when N →∞. This completes the proof. 
With this preparatory work carried out, we are now ready to prove the strong
consistency of µ̂N .
Proof of Theorem 1.3. We provide the proof for a two-period setting, that is, T = 2.
The general case follows by the same arguments, however it involves a (lengthy)
backward induction just as in the proof of Lemma 3.1 and offers no new insights.
Let ε > 0. We shall construct ν ∈ Prob(([0, 1]d)2) with continuous conditional
probabilities such that AW(µ, ν) ≤ ε and lim supN AW(µ̂N , ν̂N ) ≤ ε almost surely.
As limN AW(ν, ν̂N ) = 0 almost surely by Lemma 5.3, the triangle inequality then
implies that lim supN AW(µ, µ̂N ) ≤ 2ε almost surely. Recalling that ε > 0 was
arbitrary completes the proof.
(a) By Lusin’s theorem there is a compact set K ⊂ [0, 1]d such that µ(K) ≥
1 − ε and K 3 x1 7→ µx1 is continuous. Extend the latter mapping to a
continuous mapping [0, 1]d 3 x1 7→ νx1 by Tietze’s extension theorem (actually,
a generalization thereof to vector valued functions: Dugundji’s theorem [14,
Theorem 4.1]) and define
ν(dx1, dx2) := µ1(dx1)νx1(dx2) ∈ Prob(([0, 1]d)2).
Then, taking the identity coupling γ ∈ Cpl(µ1, ν1) (that is, γ = [x1 7→
(x1, x1)]∗µ1) implies that AW(µ, ν) ≤
∫ W(µx1 , νx1)µ1(dx1) ≤ ε.
(b) It remains to construct an i.i.d. sample of ν such that lim supN AW(µ̂N , ν̂N ) ≤ ε.
To that end recall that (Xn)n is an i.i.d. sample of µ, and define
Y n1 := X
n
1 and Y
n
2 := X
n
2 1Xn1 ∈K + Z
n
2 1Xn1 /∈K
for every n, where Zn2 satisfies that P [Z
n
2 ∈ ·|Xn1 ] = νXn1 (·) (and Zn is inde-
pendent of {Xm, Y m, Zm : n 6= m}). Note that (Y n1 , Y n2 )n is an i.i.d. sample of
ν.
We again take the identity coupling between µ̂N1 = ν̂
N
1 to obtain
AW(µ̂N , ν̂N ) ≤
∫
W(µ̂Nx1 , ν̂Nx1) µ̂N1 (dx1) =
∑
G∈ΦN1
µ̂N (G)W(µ̂NG , ν̂NG ).(5.2)
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In the (second) equality we also used that µ̂N (G) = µ̂N (G) for every G ∈ ΦN1
and that the kernels of µ̂N and ν̂N are constant on every G ∈ ΦN1 ; in fact
µ̂NG =
1
Nµ̂N (G)
∑
n≤N s.t. Xn1 ∈G
δϕN (Xn2 ),
ν̂NG =
1
Nµ̂N (G)
∑
n≤N s.t. Xn1 ∈G
δϕN (Y n2 ).
Therefore, making use of convexity of α, β 7→ W(α, β), we further estimate
W(µ̂NG , ν̂NG ) ≤
1
Nµ̂N (G)
∑
n≤N s.t. X1n∈G
W(δϕN (Xn2 ), δϕN (Y n2 ))
≤ Nµ̂
N (G ∩Kc)
Nµ̂N (G)
,
where we used that Y n2 = X
n
2 whenever X
n
1 ∈ K. Plugging this estimate into
(5.2) yields AW(µ̂N , ν̂N ) ≤ µ̂N (Kc). To conclude use the strong law of large
numbers which guarantees that limN µ̂
N (Kc) = µ(Kc) ≤ ε almost surely, where
the last inequality holds by choice of K. 
6. Auxiliary results
We start by providing a simple example showing that optimal stopping evaluated
at the empirical measure does not converge to the value of the problem under the
true model.
Example 6.1. Consider a Gaussian random walk in two periods, that is, X0 = 0,
X1 and X2 −X1 have standard normal distribution and X2 −X1 is independent of
X1. A classical optimal stopping problem consists of minimizing the expected cost∫
c(τ, ·) dµ over all stopping times τ : R3 → {0, 1, 2} (here stopping times simply
means that 1τ=0 is a function of x0 and 1τ=1 is a function of x0, x1 only), where
c : {0, 1, 2} × R3 → R is a given cost function.
Now consider the same problem under the empirical measure µ̂N in place of µ
and take for instance the cost function c(t, x) := xt. As X1 has Lebesgue density,
it follows that P [Xn1 = X
m
1 for some n 6= m] = 0 which means that, almost surely,
the knowledge of Xn1 gives perfect knowledge of X
n
2 . In particular, for every N ≥ 1
and almost all ω, the mapping
τN,ω(x1) :=
{
1 if x1 = X
n
1 (ω) for some n ≤ N with Xn1 (ω) < Xn2 (ω)
2 else
defines a stopping time. Making use of the strong law of large numbers, we then
obtain
inf
τ
∫
c(τ, ·) dµN ≤
∫
c(τN , ·) dµN =
∫
x1 ∧ x2 µN (dx)→
∫
x1 ∧ x2 µ(dx) < 0
almost surely. This shows that any reasonable type of convergence (almost sure, in
probability,...) towards infτ
∫
c(τ, ·) dµ = 0 fails.
The Gaussian framework was chosen for notational convenience, the same result
of course applies to absolutely continuous probabilities on the unit cube as well.
We now provide the following proof.
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Proof of Example 1.9.
(a) Fix 1 ≤ t ≤ T − 1 and let (x1, . . . , xt), (x˜1, . . . , x˜t) be two elements of ([0, 1]d)t.
Define γ ∈ Cpl(µx1,...,xt , µx˜1,...,x˜t) by
γ(A) := P
[(
Ft+1(x1, . . . , xt, εt+1), Ft+1(x˜1, . . . , x˜t, εt+1)
) ∈ A]
for Borel A ⊂ [0, 1]d × [0, 1]d. Then the assumption made on Ft+1 yields
W(µx1,...,xt , µx˜1,...,x˜t) ≤
∫
|a− b| γ(da, db)
≤ L|(x1, . . . , xt)− (x˜1, . . . , x˜t)|,
showing that Assumption 1.4 is indeed satisfied.
(b) Again fix 1 ≤ t ≤ T − 1 and let (x1, . . . , xt), (x˜1, . . . , x˜t) be two elements of
([0, 1]d)t. Then µx1,...,xt has the density
fXt+1|X1,...,Xt(·) :=
fX1,...,Xt+1(x1, . . . , xt, ·)
fX1,...,Xt(x1, . . . , xt)
w.r.t. the Lebesgue measure on [0, 1]d, where fX1,...,Xt denotes the density of
the distribution of (X1, . . . , Xt); similarly for fX1,...,Xt+1 . The same goes for
µx˜1,...,x˜t if xs is replaced by x˜s everywhere. Moreover, it is not hard to show
that W(gdx, hdx) ≤ √d ∫ |g(x)− h(x)| dx whenever g and h are two Lebesgue-
densities on [0, 1]d; use e.g. the Kantorovich-Rubinstein duality and Ho¨lder’s
inequality or apply [37, Theorem 6.13]. Therefore one has that
W(µx1,...,xt , µx˜1,...,x˜t)
≤
√
d
∫ ∣∣∣fX1,...,Xt+1(x1, . . . , xt, u)
fX1,...,Xt(x1, . . . , xt)
− fX1,...,Xt+1(x˜1, . . . , x˜t, u)
fX1,...,Xt(x˜1, . . . , x˜t)
∣∣∣ du.
A quick computation using the assumptions imposed on f shows that the latter
can be bounded by
√
d2L/δ, which completes the proof.
(c) In the case that µ is supported on finitely many points, the disintegration
is uniquely defined by its value on these points. In particular, any Lipschitz
continuous extension of this mapping will do, see e.g. [23]. 
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