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Abstract
A general algorithm to construct particle trajectories in 1 + 1 dimensional
canonical relativistic models is presented. The method is a generalization of
the construction used in Ruijsenaars-Schneider models and provides a sim-
ple proof of the fact that the latter satisfies the world-line conditions grant-
ing proper physical Poincare´ invariance. The 2-particle case for the rational
Ruijsenaars-Schneider model is worked out explicitly. It is shown that the par-
ticle coordinates do not Poisson commute, as required by the no-interaction
theorem of Currie, Jordan and Sudarshan.
1 Introduction
Relativistic particle physics remains almost completely synonymous with Relativistic
Quantum Field Theory. Abandoning the particle alternative is due to an apparent
conflict with relativistic causality in the case of instantaneous action-at-a-distance
interaction among point-like particles. The famous “no-interaction” theorem of
Currie, Jordan and Sudarshan [1] states that in a canonical formalism if we represent
the 10 generators of the Poincare´ group in terms of canonical position and conjugate
momentum variables, the Poincare´ Lie algebra relations exclude the presence of any
non-trivial interaction. This result is intuitively in line with the above mentioned
verdict on incompatibility of causality with particle mechanics.
Soon after formulating the no-go theorem it was realized that the only assump-
tion one has to give up is the canonical behaviour of the position variables and then
a consistent fully Poincare´ invariant theory describing the trajectories of an isolated
system of point-like particles can be established. There are three, essentially equiv-
alent formulations of the same theory. The first formulation is called Predictive
Relativistic Mechanics (PRM) [2] and is given by writing equations of motion in a
Newtonian form
x¨ia = µ
i
a({x}, {x˙}), (1.1)
where i = 1, 2, 3 are space indices, a = 1, 2, . . . , N are particle indices and the
accelerations µia depend on the instantaneous positions x
i
a and velocities x˙
i
a of the
particles. Relativistic invariance implies that the accelerations have to satisfy a set
of quadratic, partial differential equations, the Currie-Hill (CH) equations [3]. This
ensures that if we transform the particle trajectories (obtained by integrating the
Newton equations (1.1)) into a Lorentz-boosted new coordinate system, the particle
accelerations in this new system are again satisfying the same instantaneous Newton
equations (as function of the positions and rapidities in the new system).
Unfortunately no explicit solution of the CH equations is known. There exist
approximate solutions in the 1/c2 expansion (c is the speed of light) including the
theory of classical electrons either in the Feynman-Wheeler [4] or in Rohrlich’s [5]
formalism. More important than this academic example are the equations of motion
describing compact binaries in General Relativity. These are known [6] in the post-
Newtonian (essentially 1/c2) expansion up to third order. The equations are derived
from General Relativity but some regularization ambiguities related to the point-
like approximation of the compact objects are resolved [7] by requiring that the CH
equations are fulfilled (approximately in the post-Newtonian expansion).
Given a solution of the CH equations a natural question is to construct the 10
generators of the Poincare´ group and ask if a symplectic structure on the space of
trajectories can be found such that the 10 quantities generate the Poincare´ group.
It is not known if the 10 generators always exist and if they are uniquely determined
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by the dynamics.
An alternative approach to relativistic mechanics [8] can be called canonical.
Here a phase space equipped with a symplectic structure is assumed from the begin-
ning, together with the set of 10 generators of the Poincare´ group and the Hamil-
tonian of the model is identified with the generator of time translations from the
Poincare´ Lie algebra. In this approach the difficulty is to construct the particle
positions xia (trajectory variables) as functions on the phase space. Given the initial
positions the dynamics of the system determines the full space-time trajectories and
the known action of the Poincare´ group on the phase space tells us how the parti-
cle trajectories are transformed. In relativistic canonical mechanics we require that
this induced action is identical to the usual linear Poincare´ transformation of the
space-time coordinates corresponding to the trajectories. For infinitesimal transfor-
mations the above consistency conditions require that the position variables satisfy
the Poisson-bracket relations
{Pi, xja} = −δij , {J i, xja} = ǫijkxka, {Ki, xja} = −
1
c2
xiax˙
j
a (1.2)
called the world-line conditions (WLC). Here Pi, J
i, Ki, respectively are the mo-
mentum, angular momentum, and Lorentz boost generators, respectively, of the
Poincare´ group. If such particle coordinates are found, their Poisson brackets
{xia, xjb} (1.3)
must not vanish, otherwise, due to the no-go theorem, there is no interaction. Again,
no explicit solution of the non-linear WLC equations is known. Most construc-
tions [8] are based on constraint dynamics and the trajectory variables are given
only implicitly. Nevertheless the canonical approach has the advantage that only
the trajectory variables xia have to be constructed, because the 10 integrals of the
Poincare´ group are there by construction from the beginning. Assuming the set
{xia}, {x˙ia} are good coordinates on the phase space (at least locally), the accelera-
tions occurring in (1.1) can be calculated and by construction they must satisfy the
Currie-Hill equations. There is also a third, covariant approach [9] to relativistic
mechanics, which is not discussed here.
Because of the lack of explicit solutions in 3+1 space-time dimensions it is useful
to study toy models in 1+1 dimensions. Not many solutions are known even for the
1+1 dimensional analog of the CH equations. Although the most general 2-particle
solution has been found in 1+1 dimensions [10], but it is given in a very implicit form.
In [11] a completely explicit solution of the Currie-Hill equations in 1+1 dimensional
Minkowski space-time was presented. This solution can be written in terms of
elementary functions and provides an example in which important questions of the
relativistic action-at-a-distance approach (conserved quantities, canonical structure,
etc.) can be studied transparently.
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The most famous 1+1 dimensional examples are the exactly solvable Ruijsenaars-
Schneider (RS) models [12, 13], the relativistic generalizations of the Calogero-Moser
systems. The RS approach is canonical, and these systems are important, because
they are not only relativistic, but also integrable for any N both classically and
quantum-mechanically. The original motivation for constructing the RS models was
their relativistic invariance but later the RS literature was almost entirely concerned
with their integrable aspects. They have many applications in various fields (see the
review papers [14]). Trajectory variables satisfying (the 1 + 1 dimensional analog
of) the world-line conditions (1.2) have been constructed but it is not clear if they
are good coordinates on the entire phase space and their explicit form in terms of
the canonical variables and their commutation relations (1.3) are not known.
Although the subject of RS models and their generalizations has a vast litera-
ture [14], there are some open questions even in the case of the simplest RS models
(the question of physical non-relativistic limit, for instance). Even the Poincare´ in-
variance of the models has been questioned [15]. For this reason it is important to
study these and related models further.
In this paper we present a general algorithm to construct trajectory variables
satisfying the 1+1 dimensional world-line conditions in canonical relativistic models.
The algorithm is a generalization of that used in RS models [12] but it is also useful
for the RS models themselves. It provides a simple proof of the fact that the WLC
are satisfied and this demonstrates true Poincare´ invariance for this family of models.
Canonical relativistic mechanics in 1 + 1 dimensional space-time and the algo-
rithm for the construction of trajectory variables are presented in the next section.
In section 3 we show how this general scheme is realized in RS type models (from
where the idea of the construction comes). In section 4 the 2-particle case (for scat-
tering type repulsive interaction) is discussed. In this case the details can be worked
out. In section 5 for the rational RS model, which is the simplest special case, the 2-
particle trajectories are explicitly calculated and in particular, the non-vanishing of
the Poisson bracket {x1, x2} is shown. Finally there is a short summary in section 6.
2 Canonical relativistic mechanics in 1+ 1 dimen-
sional Minkowski space-time
The starting point of canonical relativistic mechanics in 1+ 1 dimensions is a phase
space equipped with a symplectic (Poisson) structure and the set of 3 generators
{H,P,K} of the 1 + 1 dimensional Poincare´ group satisfying
{H,P} = 0, {H,K} = P, {P,K} = 1
c2
H. (2.1)
3
We will associate differential operators Aˆ to functions A on the phase space in the
usual way. Acting on any function F we have
AˆF = {A,F} (2.2)
and in particular we will use the notation
HˆF = F˙ , PˆF = F ′. (2.3)
The commutator of two such operators satisfies
[Aˆ, Bˆ] = {̂A,B}. (2.4)
For later use we note that a consequence of the Poincare´ commutation relations is
the operator identity (
Kˆ + x
c2
Hˆ
)
exPˆ = exPˆKˆ . (2.5)
We will assume that the canonical coordinates qa, θa satisfying
{qa, θb} = δab, a, b = 1, 2, . . . , N (2.6)
are good coordinates on our phase space and phase space functions will be given as
F(q, θ).
The dynamics on the phase space is given by the HamiltonianH and we introduce
the solution of the equations of motion Qa(t; q, θ), Tb(t; q, θ) satisfying
∂
∂t
Qa(t; q, θ) = q˙a(Q, T ),
∂
∂t
Tb(t; q, θ) = θ˙b(Q, T ) (2.7)
and the initial conditions
Qa(0; q, θ) = qa, Tb(0; q, θ) = θb. (2.8)
The time evolution of any function F is now solved by(
etHˆF
)
(q, θ) = F(Q, T ). (2.9)
Quite analogously we introduce the space “evolution” generated by the momen-
tum P (
exPˆF
)
(q, θ) = F(Q¯, T¯ ), (2.10)
where the space evolution is the solution of
∂
∂x
Q¯a(x; q, θ) = q
′
a(Q¯, T¯ ),
∂
∂x
Tb(x; q, θ) = θ
′
b(Q¯, T¯ ) (2.11)
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and the initial conditions
Q¯a(0; q, θ) = qa, T¯b(0; q, θ) = θb. (2.12)
To specify particle dynamics we have to find the coordinates (trajectory vari-
ables) xa(q, θ) for each particle. Their physical meaning is the position of the a
th
particle at t = 0 and the full trajectory is given by the evolution
xa(t; q, θ) = xa(Q, T ). (2.13)
We can calculate the velocity and acceleration of the particles:
va(q, θ) = x˙a(q, θ), µa(q, θ) = v˙a(q, θ) = x¨a(q, θ). (2.14)
The proper transformation property of the trajectory variables is obtained from
the requirement that by applying a Poincare´ transformation generated on the phase
space by the generators in (2.1) the full space-time trajectories xa(t) have to trans-
form by the standard linear Lorentz transformation formulas. These are called the
world-line conditions and in the 1 + 1 dimensional case are
x′a = −1, Kˆxa = −
1
c2
xava, a = 1, 2, . . . , N. (2.15)
(No summation over the particle index a is implied.)
To construct a solution of (2.15) we have to associate to each particle a Lorentz-
invariant (boost-invariant) quantity ρa:
ρa : Kˆρa = 0 (2.16)
and find its space evolution
Ra(x) = e
xPˆρa, Ra(x; q, θ) = ρa(Q¯, T¯ ). (2.17)
Now the trajectory is defined as the solution of
Ra(xa) = 0. (2.18)
This construction works if the solution of (2.18) exists and is unique. If this is the
case, we can take the derivative of it with respect to any differential operator Lˆ:(
LˆRa
)
(xa) +R
′
a(xa)Lˆxa = 0. (2.19)
Choosing L = P we immediately get from here
Pˆxa = −1, (2.20)
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i.e. the first world-line condition. Further we get
L = H R˙a +R′a x˙a = 0,
L = K KˆRa +R′a Kˆxa = 0,
(2.21)
where the argument of Ra in the above formulas is x = xa. If we now apply (2.5) to
ρa and take it also at x = xa we see that the right hand side vanishes and we find
KˆRa + xa
c2
R˙a = 0. (2.22)
Combining the last three equalities we get
R′a Kˆxa =
xa
c2
R˙a = −xa
c2
R′ax˙a (2.23)
and simplifying with the factor R′a finally gives the second world-line condition
Kˆxa = −xa
c2
x˙a. (2.24)
3 The Ruijsenaars-Schneider Ansatz
Ruijsenaars and Schneider found a clever Ansatz [12, 13] for satisfying (2.1):
H = mc2
∑
a
cosh θa Va, P = mc
∑
a
sinh θa Va, K = −1
c
∑
a
qa, (3.1)
where m is the mass of the particles and
Va =
∏
b6=a
f(qa − qb) (3.2)
is parametrized in terms of a positive, even function of one variable, f(q). From the
relations in (2.1) the only nontrivial one is
{H,P} = m
2c3
2
∑
a
∂
∂qa
∏
b6=a
f 2(qa − qb) = 0. (3.3)
For the two-particle case (N = 2) this gives no further restrictions but for N > 2
the functional relations (3.3) are nontrivial. They are satisfied if
f 2(q) = a+ b p(q), (3.4)
where a and b are constants and p(q) is the doubly periodic Weierstrass function.
Here we will study the degenerate cases where one of the periods (type II, III) or
6
both of them (type I) are sent to infinity and f is characterized by the positive, even
“pair potential” W as
f(x) =
√
1 +W (x). (3.5)
In the three degenerate cases we have
W (x) =


g2
x2
type I (rational),
γ2
sinh2 ωx
type II (hyperbolic),
γ2
sin2 ωx
type III (trigonometric).
(3.6)
In this paper we mainly focus on the cases I and II. Physically these cases de-
scribe scattering with repulsive interaction and since the order of particles cannot
be changed the phase space is restricted to
q1 > q2 > · · · > qN . (3.7)
Although the solution (3.4) arose from the requirement of Poincare´ invariance,
it turned out [12, 13] that the models (3.1) are also Liouville integrable. This means
that (beyond H and P) there are further globally defined, commuting, conserved
quantities. Moreover, the corresponding action-angle variables can be found alge-
braically and the solution of the equations of motion can be given explicitly.
Next we discuss the nonrelativistic (nr) limit of the problem. For this purpose
we rescale the variables as
θa =
pa
mc
, qa = mcya. (3.8)
The nr variables are also canonical satisfying {ya, pb} = δab. We also rescale the
constant parameters as
ω =
µ
mc
, γ = sin
( µg
mc
)
(type II),
ω =
µ
mc
, γ = sinh
( µg
mc
)
(type III).
(3.9)
Now we take the nr limit c→∞ and find
lim
c→∞
P = Pnr =
∑
a
pa, K = −m
∑
a
ya (3.10)
and
lim
c→∞
(H−Nmc2) = Hnr = 1
2m
∑
a
p2a +
∑
a<b
V (ya − yb), (3.11)
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where the nr potential is
V (x) =


g2
mx2
type I,
µ2g2
m sinh2 µx
type II,
µ2g2
m sin2 µx
type III.
(3.12)
We see that the nr limit depends on the choice of parametrization (of both the
canonical variables and the constant parameters) and it is not obvious if this formal
c→∞ limit is what one could call the physical nr limit (case of slowly moving par-
ticles). It was also questioned [15] if the RS models (which are also called relativistic
Calogero-Moser type models) are truly describing relativistic motion of interacting
particles. Although the original motivation for studying these models was their
relativistic invariance, later mainly their integrability aspects were in the focus of
research and not the questions related to Poincare´ invariant mechanics.
The above mentioned doubts about true Poincare´ invariance can be dispelled
by constructing the particle trajectories and showing that the world-line conditions
are satisfied. For RS models the choice of the relativistic trajectory variables was
motivated by the fact that in a special case, for type II models with γ = 1, the model
can be identified with the Sine-Gordon model and the particles with Sine-Gordon
solitons. This special case motivated the choice [12]
ρa = qa, Ra = Q¯a. (3.13)
It is obvious that this ρa is boost invariant. Moreover,
∂
∂x
Q¯a = q
′
a(Q¯, T¯ ) = −mc cosh T¯a Va(Q¯) < 0, (3.14)
hence it is a monotonic function of x and the solution of (2.18) is unique [12]. Also
va = x˙a =
˙¯Qa
Q¯′a
= −c tanh T¯a, (3.15)
hence
|va| < c (3.16)
as it should.
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4 Two-particle RS-type interaction
In this section we will study the construction of trajectories more explicitly in the
two-particle case. For N = 2 we have
H = mc2(cosh θ1 + cosh θ2)f(q1 − q2),
P = mc(sinh θ1 + sinh θ2)f(q1 − q2),
K = −1
c
(q1 + q2). (4.1)
In the two-particle case it is useful to introduce the “external” variables
ζ = q1 + q2, τ =
θ1 + θ2
2
(4.2)
and the “internal” ones,
q = q1 − q2, u = θ1 − θ2
2
. (4.3)
In terms of these,
H = 2mc2ε cosh τ, P = 2mc ε sinh τ, K = −1
c
ζ. (4.4)
Here
ε = cosh uf(q) > 1 (4.5)
is the effective mass and τ is (up to a sign) the center of mass (COM) rapidity. It
is easy to see that ε is Poincare´ invariant:
ε˙ = ε′ = Kˆε = 0. (4.6)
We also introduce the variable ψ > 0 by
ε = coshψ. (4.7)
We now want to study the dynamics of the system. First of all we see that
τ˙ = 0, ζ˙ = −2mc2ε sinh τ, (4.8)
i.e. τ is constant and ζ has linear time dependence. For the internal variables q,
u we introduce the solution of the equations of motion, Q(t) and U(t). To give
them explicitly, we need the following definitions. First of all, we assume that W (q)
is positive and monotonically decreasing from W (0) = ∞ to W (∞) = 0. This
is satisfied in the type I and type II RS model, but since for N = 2 there is no
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restriction on the functional form of W , our considerations here are valid for any
such function. Let us now define the function gε(q) for q > qε by
gε(q) =
∫ q
qε
dy√
ε2 − f 2(y) , f(qε) = ε. (4.9)
This is a monotonically increasing function and so is its functional inverse Gε:
Gε(gε(q)) = q. (4.10)
Gε(ξ) is monotonically increasing from qε to ∞ as ξ goes from 0 to ∞. We extend
the domain of definition of Gε(ξ) to −∞ < ξ < ∞ by requiring it to be even. We
will need the large ξ asymptotics of Gε(ξ), which is of the form
Gε(ξ) ≈
√
ε2 − 1ξ +D(ε). (4.11)
The constant term D(ε) will be used to characterize the time delay in the scattering
process. For the type I (rational) RS model
Gε(ξ) =
√
(ε2 − 1)ξ2 + g
2
ε2 − 1 (4.12)
and in this case D(ε) = 0. For the type II (hyperbolic) RS model
Gε(ξ) =
1
ω
arccosh
[
coshωqε cosh(ω
√
ε2 − 1ξ)
]
(4.13)
and [12]
D(ε) =
1
ω
ln coshωqε =
1
2ω
ln
(
1 +
γ2
ε2 − 1
)
. (4.14)
The solution of the equations of motion is given by
Q(t) = Gε(2mc
2 cosh τt− w), U(t) = −arcsinh
(
Q˙
2mc2f(Q) cosh τ
)
, (4.15)
where
w = sign(u)gε(q). (4.16)
The solution of the P equations of motion is quite similar.
τ ′ = 0, ζ ′ = −2mc ε cosh τ, (4.17)
i.e. τ is constant and ζ has linear x dependence. Furthermore, defining the x-
dependent q, u as Q¯(x) and U¯(x), we find
Q¯(x) = Gε(2mc sinh τx− w), U¯(x) = −arcsinh
(
Q¯′
2mcf(Q¯) sinh τ
)
. (4.18)
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The x evolution of the variables q1 and q2 is thus
2Q¯1(x) = ζ − 2mc ε cosh τx+Gε(2mc sinh τx− w),
2Q¯2(x) = ζ − 2mc ε cosh τx−Gε(2mc sinh τx− w).
(4.19)
Both solutions are strictly monotonically decreasing (from +∞ to −∞) as x goes
from −∞ to +∞ and thus the equations
ζ − 2mc ε cosh τx1 +Gε(2mc sinh τx1 − w) = 0,
ζ − 2mc ε cosh τx2 −Gε(2mc sinh τx2 − w) = 0
(4.20)
have unique solution for the trajectory variables x1, x2. It is easy to see that
x1 > x2. (4.21)
Since
ζ˙ = −2mc2ε sinh τ and w˙ = −2mc2 cosh τ, (4.22)
the time evolution of the trajectory variables satisfy
ζ − 2mc2ε sinh τt− 2mc ε cosh τx1(t) +Gε(2mc sinh τx1(t) + 2mc2 cosh τt− w) = 0,
ζ − 2mc2ε sinh τt− 2mc ε cosh τx2(t)−Gε(2mc sinh τx2(t) + 2mc2 cosh τt− w) = 0.
(4.23)
This can be used to calculate the large |t| asymptotics of the trajectories:
x1(t) ≈ x(−)1 (t) =
x˜2
cosh β1
+ ct tanh β1 +
δ
cosh β1
,
x2(t) ≈ x(−)2 (t) =
x˜1
cosh β2
+ ct tanh β2 − δ
cosh β2
,
(t→ −∞) (4.24)
x1(t) ≈ x(+)1 (t) =
x˜1
cosh β2
+ ct tanh β2 +
δ
cosh β2
,
x2(t) ≈ x(+)2 (t) =
x˜2
cosh β1
+ ct tanh β1 − δ
cosh β1
,
(t→ +∞) (4.25)
where
x˜1 =
ζ − w¯
2mc
, x˜2 =
ζ + w¯
2mc
, w¯ =
√
ε2 − 1w, (4.26)
and
β1 = −(ψ + τ), β2 = ψ − τ, δ = D(ε)
2mc
. (4.27)
Classical scattering is characterized by the time delay defined by
x
(+)
2 (t +∆t1) = x
(−)
1 (t), x
(+)
1 (t+∆t2) = x
(−)
2 (t) (4.28)
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and is given by
c∆t1 =
2δ
sinh β1
, c∆t2 = − 2δ
sinh β2
. (4.29)
If we go to the COM frame where
c tanh β1 = −v¯, c tanh β2 = v¯, (4.30)
we find
v¯∆t1 = v¯∆t2 = −
√
1− v¯
2
c2
D(ε)
mc
. (4.31)
Using the asymptotic rapidities β1 and β2 we can express the energy and momentum
of the two-particle system as
E = mc2(cosh β1 + cosh β2) = H, P = mc(sinh β1 + sinh β2) = −P (4.32)
i.e. in our conventions the physical momentum is P = −P.
5 Rational RS model
It is not easy to find the solution of (4.20) in general. In this section we consider
the simplest nontrivial case, the type I (rational) RS model. In this case x1 and x2
are the two solutions of the quadratic equation
(ζ − 2mc ε cosh τx)2 = (ε2 − 1)(2mc sinh τx− w)2 + g
2
ε2 − 1 (5.1)
given by
x1 =
p +
√
p2 + Ah
A
, x2 =
p−
√
p2 + Ah
A
, (5.2)
where
A = 4m2c2(cosh2 ψ + sinh2 τ),
p = 2mc(ζ coshψ cosh τ − w¯ sinhψ sinh τ),
h = w¯2 − ζ2 + g
2
sinh2 ψ
.
(5.3)
We see that the physical quantities are expressed in terms of the external canon-
ical variables ζ and τ and the new internal variables w¯ and ψ. The latter also form
a canonically conjugate pair and the non-vanishing Poisson brackets are
{ζ, τ} = 1, {w¯, ψ} = 1. (5.4)
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The Poincare´ generators are given in terms of these variables as
H = 2mc2 coshψ cosh τ, P = 2mc coshψ sinh τ, K = −1
c
ζ. (5.5)
Written in terms of these variables, the generators take a general, dynamics-independent
form and all dynamics is encoded in the trajectories (5.2). These are equivalent to
the relations
x1 + x2 =
2p
A
, x1x2 = − h
A
. (5.6)
We can now write the Poisson bracket relations{
x1x2,
x1 + x2
2
}
=
{
p
A
,
h
A
}
= −
(
x1 − x2
2
)
{x1, x2} (5.7)
and by evaluating the {p/A, h/A} Poisson bracket we find
{x1, x2} = − g
2
m3c3(x1 − x2)
sinh τ coshψ
(cosh2 ψ + sinh2 τ)3
. (5.8)
We see that this Poisson bracket does not vanish, otherwise it would be in contra-
diction with the no-interaction theorem.
The right hand side of the {x1, x2} Poisson bracket is an expression that contains
also the canonical variables. It would be nicer to write it in terms of the physical
variables x1, x2 and their time derivatives v1, v2. This raises the question if x1, x2,
v1, v2 form “good” coordinates on the phase space or at least in some part of the
phase space. To answer this question we supplement the relations (5.6) with the
time derivatives
v1 + v2 =
2p˙
A
= − c sinh 2τ
cosh2 ψ + sinh2 τ
(5.9)
and
x1v2 + x2v1 = − h˙
A
=
1
m
w¯ sinhψ cosh τ − ζ coshψ sinh τ
cosh2 ψ + sinh2 τ
. (5.10)
We see from (5.9) that
µ1 + µ2 = 0, (5.11)
i.e. the COM moves with constant velocity. We introduce the notation
u1 =
v1
c
, u2 =
v2
c
, v =
u1 + u2
2
. (5.12)
Using the first equation in (5.6) and (5.10) we can express ζ and w¯ in terms of the
physical variables and the asymptotic rapidities (ψ, τ):
ζ = (cosh2 ψ + sinh2 τ)
mc
coshψ
[cosh τ(x1 + x2) + sinh τ(x1u2 + x2u1)],
w¯ = (cosh2 ψ + sinh2 τ)
mc
sinhψ
[sinh τ(x1 + x2) + cosh τ(x1u2 + x2u1)].
(5.13)
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The variable ψ is determined from (5.9)
cosh2 ψ = −sinh 2τ
2v
− sinh2 τ (5.14)
and finally from the second relation in (5.6), substituting the expressions for ζ , w¯
and cosh2 ψ, after some algebra, we get a quintic equation satisfied by the variable
ξ = tanh τ :
ξ2(1 + u1u2) + vξ(1 + ξ
2) =
λ2v2
(x1 − x2)2 (1 + vξ)(1− ξ
2)2, (5.15)
where λ = g
mc
. The solution of the quintic is further restricted by the requirements
sign(τ) = −sign(v), |ξ| > |v|, (5.16)
coming from (5.14). An interesting problem is to find the subspace spanned by the
variables x1−x2, u1, u2 such that the quintic has unique solution also satisfying (5.16)
there. In this subspace also the accelerations µ1 = −µ2 can be expressed in terms of
the instantaneous positions x1, x2 and velocities v1, v2. The accelerations obtained
this way must satisfy the Currie-Hill equations. Unfortunately the accelerations are
very complicated even though the type I RS model for two particles appears to be
the simplest of all cases. The problem is drastically simplified if we go to the COM
frame where
τ = 0, ζ = const. (5.17)
The following considerations are again valid for any pair potential W (x), not just
the one corresponding to the type I RS model. In this frame we have
x1 =
ζ + q
2mc ε
, x2 =
ζ − q
2mc ε
, (5.18)
and consequently
x1 + x2 = const., 2x = x1 − x2 = q
mc ε
. (5.19)
The physical equation of motion for this x is obtained in two steps. In the first step
we have to solve
1− x˙
2
c2
=
1 +W (2mc εx)
ε2
(5.20)
for ε and then the COM equations of motion are reduced to the Newtonian form
x¨ = −mc
3
ε
W ′(2mc εx). (5.21)
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Again, it is not easy to find the solution of (5.20) in general, but for the type I RS
model it can be done and we find for the acceleration
x¨ =
c2x
λ2
(R− 1)2, (5.22)
where
R2 = 1 +
λ2
x2
(
1− x˙
2
c2
)
. (5.23)
The solution of this equation of motion is given by
x(t) =
1
sinh 2ψ
√
λ2 + (σt)2, σ = 2c sinh2 ψ. (5.24)
The time variable t is chosen such that x(t) is minimal at t = 0. We see that
the solution describes a scattering process with repulsive forces. The two particles,
starting from infinity, gradually approach each other and after the turning point,
where the particles stop and reach the minimal relative distance, are receding from
each other. We have seen in section 4 that for this model D(ε) = 0, which means
that the time delay vanishes in this “billiard ball” type scattering process.
6 Summary
In the canonical approach to relativistic mechanics the construction of models de-
scribing the motion of interacting particles consists of two main steps. Assuming
that the phase space is already equipped with a symplectic structure in the first
step we have to find a suitable set of Poincare´ generators whose Poisson brackets
form the Lie algebra of the Poincare´ group. Using these generators an action of
the Poincare´ group on the phase space can be constructed. The Hamiltonian of the
model is identified with the generator of time translations from the Poincare´ Lie
algebra. In the second step the particle positions (trajectory variables) have to be
found as functions on the phase space. Using the given time evolution and starting
from the given positions, the complete space-time trajectories of the particles can be
determined. The action of the Poincare´ group on the phase space induces an action
on the particle trajectories and we require that this induced action is identical to
the usual linear Poincare´ transformation formulas in terms of the space-time coordi-
nates corresponding to the trajectories. This requirement, for infinitesimal transfor-
mations, leads to consistency relations called the world-line conditions. These are
nontrivial, nonlinear relations which must be satisfied by the trajectory variables.
It is not known how to satisfy the world-line conditions in general 3+1 dimensional
problems.
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In this paper we presented a general method for solving the world-line conditions
in 1 + 1 dimensional problems. All one has to do is to associate a suitable Lorentz-
invariant function on the phase space to each particle and the method provides an
equation the solution of which (provided its solution exists and is unique) gives
trajectory variables satisfying the world-line conditions.
Restricting attention to the two-particle problem, we constructed these equations
and demonstrated the existence and uniqueness of their solution for a family of mod-
els, including the type I (rational) and type II (hyperbolic) Ruijsenaars-Schneider
models and generalizations. Further restricting attention to the simplest case, the
rational RS model, the trajectory variables were calculated explicitly by solving a
quadratic algebraic equation. This provides us with explicit formulas for the two
trajectory variables in terms of the original canonical coordinates of the phase space.
It would be desirable to use the physical variables (particle position variables and
their time derivatives) as coordinates on the phase space (like in Newtonian mechan-
ics) but it is not clear (even in this simple example) what is the domain of these
physical variables in which they can be used as coordinates on the phase space and
it is even more difficult to find an explicit description of this inverse transformation.
The above mentioned difficulties, which are present already in the very simple
model studied in this paper, illustrate the complexity of the construction of relativis-
tic particle models with interaction. We hope to be able to return to these problems
in a future publication.
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