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A NEW COEFFICIENT OF CORRELATION
SOURAV CHATTERJEE
Abstract. Is it possible to define a coefficient of correlation which is
(a) as simple as the classical coefficients like Pearson’s correlation or
Spearman’s correlation, and yet (b) consistently estimates some simple
and interpretable measure of the degree of dependence between the vari-
ables, which is 0 if and only if the variables are independent and 1 if and
only if one is a measurable function of the other, and (c) has a simple
asymptotic theory under the hypothesis of independence, like the classi-
cal coefficients? This article answers this question in the affirmative, by
producing such a coefficient. No assumptions are needed on the distri-
butions of the variables. There are several coefficients in the literature
that converge to 0 if and only if the variables are independent, but none
that satisfy any of the other properties mentioned above.
1. Introduction
The three most popular classical measures of statistical association are
Pearson’s correlation coefficient, Spearman’s ρ, and Kendall’s τ . These coef-
ficients are very powerful for detecting linear or monotone associations, and
they have well-developed asymptotic theories for calculating P-values. How-
ever, the big problem is that they are not effective for detecting associations
that are not monotonic, even in the complete absence of noise.
There have been many proposals to address this deficiency of the classi-
cal coefficients [20], such as the maximal correlation coefficient [5, 12, 18,
29], various coefficients based on joint cumulative distribution functions
and ranks [3, 4, 7–9, 15, 19, 26, 28, 32, 33, 43–45], kernel-based meth-
ods [13, 14, 27, 37], information theoretic coefficients [21, 22, 30], coef-
ficients based on copulas [23, 36, 38], and coefficients based on pairwise
distances [11, 16, 24, 41, 42].
Some of these coefficients are useful in practice. But there are two com-
mon problems. First, these coefficients are designed primarily for testing
independence, and not for measuring the strength of the relationship be-
tween the variables. Ideally, one would like a coefficient that approaches its
maximum value if and only if one variable looks more and more like a noise-
less function of the other, just as Pearson correlation is close to its maximum
value if and only if one variable is close to being a noiseless linear function
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of the other. It is sometimes believed that the maximal information coeffi-
cient [30] and the maximal correlation coefficient [29] measure the strength
of the relationship in the above sense, but we will see later in Section 5
that that’s not necessarily correct. Although they are maximized when one
variable is a function of the other, the converse is not true. They may be
equal to 1 even if the relationship is very noisy.
Second, the coefficients proposed in the literature do not have simple as-
ymptotic theories under the hypothesis of independence that facilitate the
quick computation of P-values for testing independence. In the absence of
such theories, the only recourse is to use computationally expensive per-
mutation tests or other kinds of bootstrap. Even when they do have some
amount of asymptotic theory, it is usually too complicated to be useful in
practice and is not implemented in software.
In this situation, one may wonder if it is at all possible to define a co-
efficient that is (a) as simple as the classical coefficients, and yet (b) is a
consistent estimator of some measure of dependence which is 0 if and only
if the variables are independent and 1 if and only if one is a measurable
function of the other, and (c) has a simple asymptotic theory under the
hypothesis of independence, like the classical coefficients.
I will now exhibit such a coefficient. The formula is so simple that it is
likely that there are many such coefficients, some of them possibly having
better properties than the one I am going to present.
Let (X,Y ) be a pair of random variables, where Y is not a constant.
Let (X1, Y1), . . . , (Xn, Yn) be i.i.d. pairs with the same law as (X,Y ), where
n ≥ 2. The new coefficient has a simpler formula if the Xi’s and the Yi’s
have no ties. This simpler formula is presented first, and then the general
case is given. Suppose that the Xi’s and the Yi’s have no ties. Rearrange
the data as (X(1), Y(1)), . . . , (X(n), Y(n)) such that X(1) ≤ · · · ≤ X(n). Since
the Xi’s have no ties, there is a unique way of doing this. Let ri be the rank
of Y(i), that is, the number of j such that Y(j) ≤ Y(i). The new correlation
coefficient is defined as
ξn(X,Y ) := 1− 3
∑n−1
i=1 |ri+1 − ri|
n2 − 1 . (1.1)
In the presence of ties, ξn is defined as follows. If there are ties among the
Xi’s, then choose an increasing rearrangement as above by breaking ties
uniformly at random. Then let ri be as before, and additionally define li to
be the number of j such that Y(j) ≥ Y(i). Then define
ξn(X,Y ) := 1− n
∑n−1
i=1 |ri+1 − ri|
2
∑n
i=1 li(n− li)
.
When there are no ties among the Yi’s, l1, . . . , ln is just a permutation of
1, . . . , n, and so the denominator in the above expression is just n(n2−1)/3,
which reduces this definition to the earlier expression (1.1).
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The following theorem shows that ξn is a consistent estimator of a certain
measure of dependence between the random variables X and Y .
Theorem 1.1. As n → ∞, ξn(X,Y ) converges almost surely to the deter-
ministic limit
ξ(X,Y ) :=
∫
Var(E(1{Y≥t}|X))dµ(t)∫
Var(1{Y≥t})dµ(t)
, (1.2)
where µ is the law of Y . This limit belongs to the interval [0, 1]. It is 0 if
and only if X and Y are independent, and it is 1 if and only if there is a
measurable function f : R→ R such that Y = f(X) almost surely.
Remarks. (1) To see that ξn is as simple as Spearman’s ρ, notice that in our
notation,
Spearman’s ρ = 1− 6
∑n
i=1(ri − i)2
n(n2 − 1) .
Spearman’s ρ is close to 1 when ri is close to i for most i; in other words,
when Y is approximately like an increasing function of X. On the other
hand, ξn is close to 1 when ri is close to ri+1 for most i; that is, when Y
is like a continuous function of X at most places. This does not explain,
however, why ξn ≈ 0 if and only if X and Y are approximately independent.
I am not sure how to explain that without explaining the details of the proof.
(2) The coefficient ξn looks quite similar to a coefficient called Γ2 defined
in the paper [11]. However, it can be shown through counterexamples that
it is not equivalent to Γ2 (in the sense that ξn cannot be written as an
invertible function of Γ2). The same is true for similar coefficients defined
recently in [35]. In spite of its very simple form, it seems that there is no
coefficient in the literature that is equivalent to ξn.
(3) Unlike most coefficients, ξn is not symmetric in X and Y . But that
is intentional. We would like to keep it that way because we may want to
understand if Y is a function X, and not just if one of the variables is a
function of the other. If we want to understand whether X is a function
of Y , we should use ξn(Y,X) instead of ξn(X,Y ). A symmetric measure of
dependence, if required, can be easily obtained by taking the maximum of
ξn(X,Y ) and ξn(Y,X).
(4) The coefficient ξn remains the same if we apply strictly increasing
transformations to X and Y , because it is based on ranks.
(5) We can compute ξn in time O(n log n), because it only involves rank-
ing, sorting and summing n quantities. We will see later that the actual
computation on a computer is also very fast — in fact, just as fast as the
classical coefficients.
(6) We have put no restrictions on the law of (X,Y ) other than that
Y is not a constant. In particular, X and Y can be discrete, continuous,
light-tailed or heavy-tailed.
(7) Some of the assertions of the theorem are immediate. For example,
it is clear that ξ that it belongs to the interval [0, 1] since Var(1{Y≥t}) ≥
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Var(E(1{Y≥t}|X)) for every t, because taking conditional expectation re-
duces the variance of any random variable. If X and Y are independent,
then E(1{Y≥t}|X) is a constant, and therefore ξ = 0. If Y is a measurable
function of X, then E(1{Y≥t}|X) = 1{Y≥t}, and so ξ = 1. The converse
statements, as well as the convergence, are not so easy to prove. We will
carry out this task in Section 7.
(8) There are many coefficients in the literature that provably converge
to 0 if and only if X and Y are independent, although none as simple as ξn.
However, I am not aware of any other coefficient that converges to a simple
and interpretable measure of the degree of dependence between X and Y
such as ξ(X,Y ). This is a generalization of the property of Pearson’s corre-
lation that it converges to the population correlation Cor(X,Y ), which is a
simple and interpretable measure of the degree of linear relationship between
X and Y . It is sometimes mistakenly believed that the maximal information
coefficient (MIC) [30] and the maximal correlation coefficient [29] measure
the degree of dependence between X and Y , but that is not true, as we will
see in Section 5. It seems that ξn may be the only coefficient proposed until
now that truly measures the strength of the relationship between X and Y
in the most general sense.
(9) If (X,Y ) is bivariate normal with correlation ρ, it is not hard to show
that ξ(X,Y ) is like a constant times ρ2 when ρ is small. Therefore for large
n, ξn(X,Y ) should also behave similarly.
(10) If the Xi’s have ties, then ξn(X,Y ) is a randomized estimate of
ξ(X,Y ), because of the randomness coming from the breaking of ties. This
can be ignored if n is large, because ξn is guaranteed to be close to ξ by
Theorem 1.1. Alternatively, one can consider the average of ξn over all
possible increasing rearrangements of the Xi’s, which has an expression that
is not too complicated. However, the computational time for this expression
is of order n2, which is why I have avoided that route.
(11) The coefficient ξn is only for univariate X and Y . A multivariate
version is in preparation [1].
(12) If there are no ties among the Yi’s, the maximum possible value of
ξn(X,Y ) is (n− 2)/(n+ 1), which is attained if Yi = Xi for all i. This can
be noticeably less than 1 for small n. For example, for n = 20, this value
is approximately 0.86. Users should be aware of this fact about ξn. On the
opposite side, it is not very hard to prove that the minimum possible value
of ξn(X,Y ) is −1/2 + O(1/n), and the minimum is attained when the top
n/2 values of Yi are placed alternately with the bottom n/2 values. This
seems to be slightly strange, since Theorem 1.1 says that the limiting value
has to lie between 0 and 1. The resolution is that Theorem 1.1 only applies
to i.i.d. samples. Therefore a significant negative value of ξn has only one
possible interpretation: the data does not resemble an i.i.d. sample.
The next theorem gives the asymptotic distribution of
√
nξn under the
hypothesis of independence and the assumption that Y is continuous. The
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more general asymptotic theory in the absence of the continuity assumption
will be presented after that.
Theorem 1.2. Suppose that X and Y are independent and Y is continuous.
Then
√
nξn(X,Y )→ N(0, 2/5) in distribution as n→∞.
The above result is essentially a restatement the main theorem of the
paper [6], where a similar statistic for measuring the ‘presortedness’ of a
permutation was studied. We will see later in numerical examples that the
convergence in Theorem 1.2 happens quite fast. It is roughly valid even for
n as small as 20.
In the rest of this section, I will describe the asymptotic theory when Y
is not continuous, which is just a little bit more complicated. The reader
may skip this part at first reading and move on to the next section.
If X and Y are independent but Y is not continuous, then also
√
nξn
converges in distribution to a centered Gaussian law, but the variance has
a more complicated expression, and may depend on the law of Y . For
each t ∈ R, let F (t) := P(Y ≤ t) and G(t) := P(Y ≥ t). Let φ(y, y′) :=
min{F (y), F (y′)}. Define
τ2 =
Eφ(Y1, Y2)2 − 2E(φ(Y1, Y2)φ(Y1, Y3)) + (Eφ(Y1, Y2))2
(EG(Y )(1−G(Y )))2 , (1.3)
where Y1, Y2, Y3 are independent copies of Y . The following theorem gener-
alizes Theorem 1.2.
Theorem 1.3. Suppose that X and Y are independent. Then
√
nξn(X,Y )
converges to N(0, τ2) in distribution as n → ∞, where τ2 is given by the
formula (1.3) stated above. The number τ2 is strictly positive if Y is non-
constant, and equals 2/5 if Y is continuous.
If Y is not continuous, then τ2 may depend on the law of Y . For example,
it is not hard to show that if Y is a Bernoulli(1/2) random variable, then
τ2 = 1. Fortunately, if Y is not continuous, there is a simple way to estimate
τ2 from the data using the estimator
τ̂2n =
an − 2bn + c2n
d2n
,
where an, bn, cn and dn are defined as follows. For each i, let
R(i) := #{j : Yj ≤ Yi}, L(i) := #{j : Yj ≥ Yi}. (1.4)
Let u1 ≤ u2 ≤ · · · ≤ un be an increasing rearrangement of R(1), . . . , R(n).
Let vi :=
∑i
j=1 uj for i = 1, . . . , n. Define
an :=
1
n4
n∑
i=1
(2n− 2i+ 1)u2i , bn :=
1
n5
n∑
i=1
(vi + (n− i)ui)2,
cn :=
1
n3
n∑
i=1
(2n− 2i+ 1)ui, dn := 1
n3
n∑
i=1
L(i)(n− L(i)).
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The following theorem shows that τ̂2n is a consistent estimator of τ
2, and it
is computable quickly.
Theorem 1.4. The estimator τ̂2n can be computed in time O(n log n), and
converges to τ2 almost surely as n→∞.
Unfortunately, I do not have the asymptotic theory for ξn(X,Y ) when X
and Y are not independent. This appears to be quite a challenging problem.
Such a theory is needed if for some reason one wants to build a confidence
interval for ξ(X,Y ). Preliminary numerical investigations indicate that this
cannot be done by bootstrapping, because ξn behaves quite differently in a
bootstrapped sample than in the original sample. The probable reason is
that ξn is able to detect extra dependence between the coordinates in the
bootstrapped sample.
The rest of the paper is organized as follows. We begin with an interest-
ing application of ξn to Galton’s peas data in Section 2. Various simulation
results are presented in Section 3. An application to a famous gene expres-
sion dataset is given in Section 4. A counterexample showing that MIC
and maximal correlation may wrongly measure the strength of relationship
between X and Y is presented in Section 5. A summary of the advantages
and disadvantages of using ξn is given in Section 6. The remaining sections
are devoted to proofs.
An R package for calculating ξn and P-values for testing independence is
in preparation (in collaboration with Susan Holmes). For now, the R code
for carrying out these calculations is available at the following web address:
https://statweb.stanford.edu/∼souravc/xi.R
2. Example: Galton’s peas revisited
Sir Francis Galton’s peas data, collected in 1875, is one of the earliest and
most famous datasets in the history of statistics. The data consists of 700
observations of mean diameters of sweet peas in mother plants and daughter
plants. The exact process of data collection was not properly recorded; all
we know is that Galton sent out packets of seeds to friends, who planted
the seeds, grew the plants, and sent the seeds from the new plants back to
Galton (see [40, p. 296] for further details). The dataset is freely available
as the ‘peas’ data frame in the psych package in R.
Let X be the mean diameter of peas in a mother plant, and Y be the mean
diameter of peas in the daughter plant. As already observed by Pearson
long ago, the correlation between X and Y is around 0.35. The Xi’s have
many ties in this data, which means that ξn(X,Y ) is random due to the
random breaking of ties. Averaging over ten thousand simulations gave a
value close to 0.11 for ξn(X,Y ). The P-value for the test of independence
using Theorems 1.3 and 1.4 came out to be less than 0.0001, so ξn(X,Y )
succeeded in the task of detecting dependence between X and Y .
Thus far, there is nothing surprising. The real surprise, however, was that
the value of ξn(Y,X) (instead of ξn(X,Y )) turned out to be approximately
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Figure 1. Scatterplot of Galton’s peas data. Thickness of
a dot represents the number of data points at that location.
(Picture courtesy Susan Holmes.)
Table 1. Contingency table for Galton’s peas data.
Parent
Child 15 16 17 18 19 20 21
13.77 46 0 0 0 0 0 0
13.92 0 0 37 0 0 0 0
14.07 0 0 0 0 35 0 0
14.28 0 34 0 0 0 0 0
14.35 0 0 0 34 0 0 0
14.66 0 0 0 0 0 23 0
14.67 0 0 0 0 0 0 22
14.77 14 0 0 0 0 0 0
14.92 0 0 16 0 0 0 0
15.07 0 0 0 0 16 0 0
15.28 0 15 0 0 0 0 0
15.35 0 0 0 12 0 0 0
15.66 0 0 0 0 0 10 0
15.67 0 0 0 0 0 0 8
15.77 9 0 0 0 0 0 0
15.92 0 0 13 0 0 0 0
16.07 0 0 0 0 12 0 0
16.28 0 18 0 0 0 0 0
16.35 0 0 0 13 0 0 0
16.66 0 0 0 0 0 12 0
16.67 0 0 0 0 0 0 10
16.77 11 0 0 0 0 0 0
16.92 0 0 16 0 0 0 0
17.07 0 0 0 0 13 0 0
17.28 0 16 0 0 0 0 0
17.35 0 0 0 17 0 0 0
Parent
Child 15 16 17 18 19 20 21
17.66 0 0 0 0 0 17 0
17.67 0 0 0 0 0 0 18
17.77 14 0 0 0 0 0 0
17.92 0 0 13 0 0 0 0
18.07 0 0 0 0 11 0 0
18.28 0 13 0 0 0 0 0
18.35 0 0 0 16 0 0 0
18.66 0 0 0 0 0 20 0
18.67 0 0 0 0 0 0 21
18.77 4 0 0 0 0 0 0
18.92 0 0 4 0 0 0 0
19.07 0 0 0 0 10 0 0
19.28 0 3 0 0 0 0 0
19.35 0 0 0 6 0 0 0
19.66 0 0 0 0 0 13 0
19.67 0 0 0 0 0 0 13
19.77 2 0 0 0 0 0 0
19.92 0 0 1 0 0 0 0
20.07 0 0 0 0 2 0 0
20.28 0 1 0 0 0 0 0
20.35 0 0 0 2 0 0 0
20.66 0 0 0 0 0 3 0
20.67 0 0 0 0 0 0 6
22.07 0 0 0 0 1 0 0
22.66 0 0 0 0 0 2 0
22.67 0 0 0 0 0 0 2
0.92 (and it appeared to be independent of the tie-breaking process). By
Theorem 1.1, this means that X is close to being a noiseless function of Y .
From the scatterplot of the data (Figure 1), it is not clear how this can be
possible. The mystery is resolved by looking at the contingency table of
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the data (Table 1). Each row of the table corresponds to a value of Y , and
each column corresponds to a value of X. We notice that each column has
multiple cells with nonzero counts, meaning that for each value of X there
are many different values of Y in the data. On the other hand, each row
in the table contains exactly one cell with a nonzero (and often quite large)
count. That is, for any value of Y , every value of X in the data is the same.
For example, among all mother plants with mean diameter 15, there were
46 cases where the daughter plant had diameter 13.77, 14 had diameter
14.77, 11 had diameter 16.77, 14 had diameter 17.77, and 4 had diameter
18.77. On the other hand, for all 46 daughter plants in the data with diam-
eter 13.77, the mother plants had diameter 15. Similarly, for all 34 daughter
plants with diameter 14.28, the mother plants had diameter 16.
Common sense suggests that the reason behind this strange phenomenon
is surely some quirk of the data collection or recording method, and not some
profound biological fact. However, if we imagine that the values recorded
in the data are the exact values that were measured and the observations
were i.i.d. (neither of which is exactly true, as I learned from Steve Stigler),
then looking at Table 1 there is no way to escape the conclusion that the
mean diameter of peas in the mother plant can be exactly predicted with
considerable certainty by the mean diameter of the peas in the daughter
plant (but not the other way around). The coefficient ξn(Y,X) discovers
this fact numerically by attaining a value close to 1. It is probable that this
feature of Galton’s peas data has been noted before, but if so, it is certainly
hard to find. I could not find any reference where this is mentioned, in spite
of much effort.
3. Simulation results
The goal of this section is to investigate the performance of ξn using
numerical simulations, and compare it to other methods. We will compare
general performance, run times, and powers for testing independence.
3.1. General performance, equitability and generality. Figure 2 gives
a glimpse of the general performance of ξn as a measure of association. The
figure has three rows. Each row starts with a scatterplot where Y is a
noiseless function of X. As we move to the right, more and more noise is
added. The sample size n is taken to be 100 in each case, to show that ξn
performs well in relatively small samples. In each row, we see that ξn(X,Y )
is very close 1 for the leftmost graph, and progressively deteriorates as we
add more noise. By Theorem 1.2, the 95th percentile of ξn(X,Y ) under the
hypothesis of independence, for n = 100, is approximately 0.066. The values
in Figure 2 are all much higher than that.
An interesting observation from Figure 2 is that ξn appears to be an
equitable coefficient, as defined in [30]. The definition of equitability is not
mathematically precise but intuitively clear. Roughly, an equitable measure
of correlation ‘gives similar scores to equally noisy relationships of different
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(a) ξn = 0.970. (b) ξn = 0.732. (c) ξn = 0.145.
(d) ξn = 0.941. (e) ξn = 0.684. (f) ξn = 0.265.
(g) ξn = 0.885. (h) ξn = 0.650. (i) ξn = 0.281.
Figure 2. Values of ξn(X,Y ) for various kinds of scatter-
plots, with n = 100. Noise increases from left to right. The
95th percentile of ξn(X,Y ) under the hypothesis of indepen-
dence is approximately 0.066.
types’. Figure 2 indicates that ξn has this property as long as the relationship
is ‘functional’. It is not equitable for relationships that are not functional,
although that is expected because ξn measures how well Y can be predicted
by X.
The other criterion for a good measure of correlation, according to [30],
is that the coefficient should be ‘general’, in that it should be able to detect
any kind of pattern in the scatterplot. In statistical terms, this means that
the test of independence based on the coefficient should be consistent against
all alternatives. This is clearly true by Theorem 1.1, in fact more true than
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(b) Uniform[0, 1], n = 1000.
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(d) Binomial(3, 0.5), n = 1000.
Figure 3. Histogram of ten thousand simulations of
√
nξn,
superimposed with the asymptotic density function.
for any other coefficient in the literature. Among available test statistics,
only maximal correlation has this property in full generality, but there is
no estimator of maximal correlation that is known to be consistent for all
possible distributions of (X,Y ).
3.2. Validity of the asymptotic theory. Next, let us numerically inves-
tigate the distribution of ξn(X,Y ) when X and Y are independent. Tak-
ing Xi’s and Yi’s to be independent Uniform[0, 1] random variables, and
n = 20, ten thousand values of ξn(X,Y ) were generated. The histogram
of
√
nξn(X,Y ) is displayed in Figure 3a, superimposed with the asymp-
totic density function predicted by Theorem 1.2. We see that already for
n = 20, the agreement is striking. A much better agreement is obtained
with n = 1000 in Figure 3b. Next, Xi’s and Yi’s were drawn as indepen-
dent Binomial(3, 0.5) random variables. The value of τ2 was estimated using
Theorem 1.4, and was plugged into Theorem 1.3 to obtain the asymptotic
distribution of
√
nξn. Again, the true distributions are shown to be in good
agreement with the asymptotic distributions, for n = 20 and n = 1000, in
Figures 3c and 3d.
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Table 2. Run times (in seconds) for calculating correlation
coefficients.
n dCor MIC MaxCor ξn
100 0.002 0.002 0.003 0.000
500 0.183 0.035 0.005 0.000
1000 0.314 0.105 0.002 0.000
2000 0.824 0.311 0.003 0.001
10000 42.439 5.983 0.014 0.005
Table 3. Run times (in seconds) for permutation tests of in-
dependence, with 200 permutations. For ξn, the asymptotic
test was used because it is as reliable as the permutation test.
n dCor MIC TIC HSIC MaxCor HHG ξn
100 0.008 0.328 0.032 0.048 0.049 0.167 0.006
500 0.104 5.433 0.047 1.214 0.175 4.671 0.007
1000 0.532 17.459 0.072 5.028 0.304 20.515 0.009
2000 2.423 55.556 0.118 18.873 0.570 108.949 0.009
10000 88.976 1097.483 0.570 860.605 3.161 > 30 mins 0.011
3.3. Comparison of run times. A great advantage of ξn over other co-
efficients is in its speed of computation. Run times are important because
they have a significant impact when thousands of coefficients have to be
computed, for example in a regression problem with one response variable
and numerous covariates.
This subsection presents two kinds of run time comparisons. First, we
compare the time to compute ξn with the times to compute three popular
coefficients on a standard laptop computer. Table 2 reports the run times (in
seconds) for calculating distance correlation [42], the maximal information
coefficient (MIC) [30], the maximal correlation coefficient [5, 29] and ξn,
for a number of values of n. The values are rounded off to three decimal
places, resulting in some zeros. Standard R packages were used to compute
the coefficients. From the table, it is clear that computing ξn takes much
less time than MIC and distance correlation. For example, for n = 500,
calculations of MIC and distance correlation were at least 35 and 183 times
slower, respectively, than the calculation of ξn. Only the maximal correlation
coefficient, computed using the ACE algorithm [5], could be computed in
a comparable amount of time (although it should be noted that the ACE
only gives an approximation of the maximal correlation, because it estimates
conditional expectations by spline regression).
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Next, we compare the run time for the test of independence based on
ξn with the run times for tests of independence based on (a) distance cor-
relation, (b), MIC, (c) a variant of MIC called TIC that was proposed for
testing independence [31], (d) the Hilbert–Schmidt independence criterion
(HSIC) [13, 14], (e) maximal correlation, and (f) the HHG test [16]. For all
except ξn, the only way to test for independence is to run a permutation
test. (There is a theoretical test for HSIC, but it is only a crude approxima-
tion.) The number of permutations was taken to be the smallest respectable
number, 200. Usually 200 is too small for a permutation test, but I took it
to be so small so that the program terminates in a manageable amount of
time for the larger values of n. For ξn, the asymptotic test was used because
it performs as well as the permutation test even in very small samples, as we
saw in Subsection 3.2 (and I have also verified that in further simulations).
For distance correlation, TIC, HSIC and HHG, the permutation tests are
built into the functions available in R. For maximal correlation and MIC, I
had to write the codes because the permutation tests are not automatically
available from the packages, so the run time can probably be somewhat im-
proved by a better coder. For the HHG test, the available function requires
the distance matrices for X and Y to be input as arguments. For the sake of
fairness, the time required for computing the distance matrices was included
in the total time for carrying out the permutation tests.
The results are presented in Table 3. Every test was hundreds or even
thousands of times slower than the test based on ξn for all sample sizes
500 and above. The second-best performance was given by the test based
on TIC. For sample size 10000, the HHG test was terminated after not
converging in 30 minutes.
3.4. Power comparisons. The main goal of ξn is not to test for indepen-
dence, but to estimate of the strength of the relationship between X and
Y . Still, it is necessary to understand how well it performs as a statistic
for testing independence. It is a well-known statistical fact that no test can
beat all other tests against all kinds of alternatives, so it is important to
know what are the kinds of alternatives against which ξn is more powerful
than its competitors.
Figure 4 compares the power of the test of independence based on ξn with
those based on the following statistics: (a) Pearson correlation, (b) distance
correlation, (c) MIC, (d) TIC, (e) HSIC, and (f) a fast univariate version
of the HHG test [17]. The sample size n was taken to be 100, and 500
simulations were used to estimate the power.
The main observation from Figure 4 is that the power of ξn increases as
the scatterplot becomes more oscillatory. When the trend is linear, ξn has
less power than other tests. For parabolic trend, ξn has slightly less power
than all except Pearson correlation and MIC. For a W-shaped scatterplot,
ξn, MIC, TIC and HHG have similar power, and they are more powerful
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Figure 4. Comparison of powers of several tests of inde-
pendence. The titles describe the shapes of the scatterplots.
The level of the noise increases from left to right. In each
case, the sample size is 100, and 500 simulations were used
to estimate the power.
than distance correlation, HSIC and Pearson correlation. For a sinusoidal
shape (with 8 oscillations), ξn is more powerful than all others.
When the sample size is large, or the noise is small, these power compar-
isons do not matter because all tests of independence are powerful. In such
cases, ξn is preferable over other tests because it can be computed much
more quickly and has many other advantages.
4. Example: Yeast gene expression data
In a landmark paper in gene expression studies [39], the authors studied
the expressions of 6223 yeast genes with the goal of identifying genes whose
transcript levels oscillate during the cell cycle. In lay terms, this means that
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Figure 5. Transcript levels of the top 6 among the 215 genes
selected by ξn but by no other test. The dashed lines are
fitted by k-nearest neighbor regression with k = 3. The name
of the gene is displayed below each plot.
the expressions were studied over a number of successive time points (23, to
be precise), and the goal was to identify the genes for which the transcript
levels follow an oscillatory pattern. This example illustrates the utility of
correlation coefficients in detecting patterns, because the number of genes is
so large that identifying patterns by visual inspection is out of the question.
This dataset was used in the paper [30] to demonstrate the efficacy of MIC
for identifying patterns in scatterplots. The authors of [30] used a curated
version of the dataset, where they excluded all genes for which there were
missing observations, and made several other modifications. The revised
dataset has 4381 genes. I used this curated dataset (available through the
R package minerva) to study the power of ξn in discovering genes with
oscillating transcript levels, and compare its performance with five other
tests, based on (a) Pearson correlation, (b) distance correlation, (c) TIC,
(d) HSIC, and (e) the fast univariate HHG test statistic.
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Figure 6. Transcript levels of a random sample of 6 genes
from the 215 genes that were selected by ξn but by no other
test.
There are literally hundreds of papers analyzing this particular dataset.
I will not attempt to go deep into this territory in any way, because that
will take us too far afield. The sole purpose of the analysis that follows is
to compare the performance of ξn with the five tests mentioned above.
For each test, P-values were obtained and a set of significant genes were se-
lected using the Benjamini–Hochberg FDR procedure [2], with the expected
proportion of false discoveries set at 0.05.
It turned out that there are 215 genes (out of 4381) that are selected
by ξn but by none of the other five tests. This is surprising in itself, but
what is more surprising is the nature of these genes. Figure 5 shows the
transcript levels of the top 6 of these genes (that is, those with the smallest
P-values). There is no question that these genes exhibit almost perfect
oscillatory behavior and yet they were not selected by any of the five other
tests.
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Figure 7. Transcript levels of 6 randomly sampled genes
from the set of genes that were not selected by ξn but were
selected by at least one other test.
One may wonder if this is true for only the top 6 genes, or typical of
all 215. To investigate that, I took a random sample of 6 genes from the
215, and looked at their transcript levels. The results are shown in Figure 6.
Even for a random sample, we see strong oscillatory behavior. This behavior
was consistently observed in other random samples.
How about the genes that were selected by at least one of the five other
tests, but not by ξn? There were 554 of these genes. Figure 7 shows the
transcript levels of a random sample of 6 genes selected from these 554.
I think it is reasonable to say that these plots show slight increasing or
decreasing trends, or heteroscedasticity, but no definite oscillatory patterns.
Repeated samplings showed similar results.
Thus, we arrive at the following conclusion. The genes selected by ξn are
much more likely than the genes selected by the other tests to be the ones
that really exhibit oscillatory patterns in their transcript levels during the
cell cycle. This is because the other tests prioritize monotone trends over
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Figure 8. Scatterplot of a mixture of bivariate normals,
with n = 200. For this plot, maximal correlation = 0.99,
MIC = 1.00, and ξn = 0.48.
cyclical patterns. Most of the 215 genes that were selected by ξn but not by
any of the other tests show pronounced oscillatory patterns. The fact that
ξn is particularly powerful for detecting oscillatory behavior turns out to be
very useful in this example. Of course, ξn also selects genes that show other
kinds of patterns (it selects a total of 586 genes), but those are selected by
at least one of the other tests and therefore do not appear in this set of 215
genes that are selected exclusively by ξn.
5. MIC and maximal correlation may not correctly measure
the strength of the relationship
It is sometimes mistakenly believed that MIC and maximal correlation
measure the strength of relationship between X and Y ; in particular, that
they attain their maximum value, 1, if and only if the relationship between X
and Y is perfectly noiseless. In this section we will show using a simulation
that this is not true: MIC and maximal correlation can detect noiseless
relationships even if the actual relationship between X and Y is far from
being noiseless.
In the example shown in Figure 8, 200 samples of (X,Y ) are generated
from a mixture of bivariate normal distributions. With probability 1/2,
(X,Y ) is drawn from the standard bivariate normal distribution, and with
probability 1/2, (X,Y ) is drawn from the bivariate normal distribution with
mean (5, 5) and identity covariance matrix. The data forms two clusters of
roughly equal size that are close but nearly disjoint. Clearly, there is a lot
of noise in the relationship between X and Y . Given X, we can only tell
whether Y comes from N(0, 1) or N(5, 1), but nothing else. Yet, rounded off
to two decimal places, MIC is 1.00 and maximal correlation (as computed
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by the ACE algorithm [5]) is 0.99 for this scatterplot. The coefficient ξn,
on the other hand, is well-behaved; it turns out to be 0.48, indicating the
presence of a significant relationship between X and Y but not a noiseless
one. Common sense suggests that the value 0.48 is much better reflective
of the strength of the relationship between X and Y in Figure 8 than 0.99
or 1.00.
In the supplementary material of [30], it is shown that MIC = 1 when
Y = f(X) for a large class of functions f . However, it is not shown that the
converse is true, that is MIC = 1 implies that X and Y have a noiseless re-
lationship. Figure 8 indicates that in fact the converse is probably not true.
The phenomenon is not an artifact of the sample size — it remains consis-
tently true in larger sample sizes. Moreover, scatterplots such as Figure 8
are not uncommon in real datasets.
For maximal correlation, one can give a theoretical justification for this
phenomenon, as follows. Recall that the maximal correlation between two
random variables X and Y is defined as the maximum possible correlation
between f(X) and g(Y ) over all f and g such that f(X) and g(Y ) are
square-integrable. Suppose that the support of (X,Y ) consists of two dis-
joint regions A and B, such that the projections of A and B onto the x-axis
are disjoint, and the projections of A and B onto the y-axis are also disjoint.
Then, given X, we can tell whether (X,Y ) belongs to A or B. Similarly,
given Y , we can tell whether (X,Y ) belongs to A or B. Therefore it is
possible to define two functions f and g such that
f(X) = g(Y ) =
{
1 if (X,Y ) ∈ A,
0 if (X,Y ) ∈ B.
It is clear that the correlation between f(X) and g(Y ) is 1, which shows that
the maximal correlation between X and Y is 1. This argument can clearly be
generalized to show that the maximal correlation is 1 whenever the support
of (X,Y ) can be approximately broken up into disjoint regions that are so
well-separated that their projections onto the axes are also disjoint. It is
probable that the same criterion works for MIC as well.
6. A summary of advantages and disadvantages of ξn
Let us now briefly summarize what we learned. The new correlation
coefficient offers many advantages over its competitors. The following is a
partial list:
(1) It has a very simple formula. The formula is as simple as those for
the classical coefficients, like Pearson’s correlation, Spearman’s ρ, or
Kendall’s τ .
(2) Due to its simple formula, it is (a) easy to understand conceptually,
and (b) computable very quickly, not only in theory but also in
practice. Most of its competitors are hundreds of times slower to
compute even in samples of moderately large size, such as 500.
A NEW COEFFICIENT OF CORRELATION 19
(3) It is a function of ranks, which makes it robust to outliers and in-
variant under monotone transformations of the data.
(4) It converges to a limit which has an easy interpretation as a measure
of dependence. The limit ranges from 0 to 1. It is 1 if and only if
Y is a measurable function of X and 0 if and only if X and Y are
independent. Thus, ξn gives an actual measure of the strength of
the relationship, unlike any other coefficient.
(5) It has a very simple asymptotic theory under the hypothesis of inde-
pendence, which is roughly valid even for samples of size as small as
20. This allows theoretical tests of independence, bypassing compu-
tationally expensive permutation tests that are necessary for other
tests.
(6) The test of independence based on ξn is consistent against all alter-
natives, with no exceptions. No other test has this property.
(7) None of the results mentioned above require any assumptions about
the law of (X,Y ) except that Y is not a constant. One can even
apply ξn to categorical data, by converting the categorical variables
to integer-valued variables in any arbitrary way.
(8) In simulations and real data, ξn seems to be more powerful than
other tests for detecting oscillatory signals.
Against all of the above advantages, ξn has only one disadvantage: It
seems to have less power than other tests for detecting monotone or convex
or concave signals. But this is an issue only if the noise is very strong or
the sample size very small. Even for moderately large samples, the many
advantages of ξn trump this one disadvantage.
7. Proof of Theorem 1.1
Throughout this proof and the rest of the manuscript, we will abbreviate
ξn(X,Y ) as ξn and ξ(X,Y ) as ξ. For t ∈ R, let F (t) := P(Y ≤ t) and G(t) :=
P(Y ≥ t). Let µ be the law of Y . By the existence of regular conditional
probabilities on regular Borel spaces (see for example [10, Theorem 2.1.15
and Exercise 5.1.16]), for each Borel set A ⊆ R there is a measurable map
x 7→ µx(A) from R into [0, 1], such that
(1) for any A, µX(A) is a version of P(Y ∈ A|X), and
(2) with probability one, µX is a probability measure on R.
In the above sense, µx is the conditional law of Y given X = x. For each t,
let Gx(t) := µx([t,∞)), and define
Q :=
∫
Var(GX(t))dµ(t). (7.1)
(Since t 7→ E(GX(t)) and t 7→ E(GX(t)2) are both non-increasing maps,
they are measurable. Therefore t 7→ Var(GX(t)) is also measurable, and so
the above integral is well-defined.)
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Lemma 7.1. Let Q be as above. Then Q = 0 if and only if X and Y are
independent.
Proof. If X and Y are independent, then for any t, P(Y ≥ t|X) = P(Y ≥ t)
almost surely. Thus, GX(t) = G(t) almost surely, and so Var(GX(t)) = 0.
Consequently, Q = 0.
Conversely, suppose that Q = 0. Then there is a Borel set A ⊆ R such
that µ(A) = 1 and Var(GX(t)) = 0 for every t ∈ A. Since E(GX(t)) = G(t),
GX(t) = G(t) almost surely for each t ∈ A. We claim that A can be chosen
to be the whole of R.
To show this, take any t ∈ R. If µ({t}) > 0, then clearly t must be a
member of A and there is nothing more to prove. So assume that µ({t}) = 0.
This implies that G is right-continuous at t.
There are two possibilities. First, suppose that G(s) < G(t) for all s > t.
Then for each s > t, µ([t, s)) > 0, and hence A must intersect [t, s). This
shows that there is a sequence rn in A such that rn decreases to t. Since
GX(rn) = G(rn) almost surely for each n, this implies that with probability
one,
GX(t) ≥ lim
n→∞GX(rn) = limn→∞G(rn) = G(t).
But E(GX(t)) = G(t). Thus, GX(t) = G(t) almost surely.
The second possibility is that there is some s > t such that G(s) = G(t).
Take the largest such s, which exists because G is left-continuous. If s =
∞, then G(t) = G(s) = 0, and hence GX(t) = 0 almost surely because
E(GX(t)) = G(t). Suppose that s < ∞. Then either µ({s}) > 0, which
implies that GX(s) = G(s) almost surely, or µ({s}) = 0 and G(r) < G(s)
for all r > s, which again implies that GX(s) = G(s) almost surely, by the
previous paragraph. Therefore in either case, with probability one,
GX(t) ≥ GX(s) = G(s) = G(t).
Since E(GX(t)) = G(t), this implies that GX(t) = G(t) almost surely.
This completes the proof of our claim that for each t ∈ R, GX(t) = G(t)
almost surely. Therefore, for any t ∈ R and any Borel set B ⊆ R,
P({Y ≥ t} ∩ {X ∈ B}) = E(P(Y ≥ t|X)1{X∈B})
= G(t)P(X ∈ B) = P(Y ≥ t)P(X ∈ B).
This proves that Y and X are independent. 
Corollary 7.2. If Y is not a constant, then
∫
G(t)(1−G(t))dµ(t) > 0.
Proof. In Lemma 7.1, take X = Y . Then GX(t) = 1{X≥t}, and hence
Var(GX(t)) = G(t)(1 − G(t)). But if Y is not a constant, then Y is not
independent of itself. Hence Lemma 7.1 implies that Q > 0, which gives
what we want. 
Let X1, X2, . . . be an infinite sequence of i.i.d. copies of X. For each n ≥ 2
and each 1 ≤ i ≤ n, let Xn,i be the element of the set {Xj : 1 ≤ j ≤ n, j 6= i}
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that is immediately to the right of Xi. If there is no such element, then let
Xn,i = Xi.
Lemma 7.3. With probability one, Xn,1 → X1 as n→∞.
Proof. Let ν be the law of X. Let A be the set of all x ∈ R such that
ν([x, y)) > 0 for any y > x. First, we show that ν(Ac) = 0. Let K be the
support of ν and let B := Ac ∩K. Since ν(Kc) = 0, it suffices to show that
ν(B) = 0.
Take any x ∈ B. Since x ∈ Ac, there is some y > x such that ν([x, y)) = 0.
For each x ∈ B, choose such a point yx. We claim that the intervals [x, yx),
as x ranges over B, are disjoint. To see this, take any distinct x, x′ ∈ B,
x < x′. If [x, yx) and [x′, yx′) are not disjoint, then x′ ∈ (x, yx). But
ν((x, yx)) ≤ ν([x, yx)) = 0. This contradicts the fact that x′ ∈ K. Thus, we
have established that the intervals [x, yx) are disjoint. But this implies that
there can be at most countably many such intervals. Thus, B is at most
countable. But for any x ∈ B, ν({x}) ≤ ν([x, yx)) = 0. This proves that
ν(B) = 0, and hence ν(Ac) = 0.
Take any ε > 0. Let I be the interval [X1, X1 + ε). Then
P(|X1 −Xn,1| ≥ ε|X1) ≤ (1− ν(I))n−1.
Since X1 ∈ A almost surely, it follows that ν(I) > 0 almost surely. Thus,
lim
n→∞P(|X1 −Xn,1| ≥ ε|X1) = 0
almost surely, and hence
lim
n→∞P(|X1 −Xn,1| ≥ ε) = 0.
This proves that |X1−Xn,1| → 0 in probability. But |X1−Xn,1| is decreasing
in n after the first time some Xj is drawn that is ≥ X1 (and there will always
be such a time, since ν(I) > 0). Therefore |X1−Xn,1| → 0 almost surely. 
Lemma 7.4. For any measurable function f : R→ [0,∞),
E(f(Xn,1)) ≤ 2E(f(X1)).
Proof. Consider a particular realization of X1, . . . , Xn. In this realization,
take any i and j such that Xn,i = Xj and Xj 6= Xi. We claim that for any j,
there can be at most one such i. Take any k /∈ {i, j}. Then Xk cannot lie in
the interval [Xi, Xj), because that would contradict the fact that Xn,i = Xj .
If Xk < Xi, then Xn,k 6= Xj because Xi is closer to Xk on the right than
Xj . On the other hand, if Xk > Xj , then obviously Xn,k 6= Xj . Thus, we
conclude that for any j, there can be at most one i such that Xn,i = Xj
and Xi 6= Xj .
Now observe that since f is nonnegative,
E(f(Xn,i)) ≤ E(f(Xi)) + E(f(Xn,i)1{Xn,i 6=Xi})
≤ E(f(Xi)) +
n∑
j=1
E(f(Xj)1{Xj=Xn,i, Xj 6=Xi}).
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Combining the two observations and using symmetry, we get
E(f(Xn,1)) =
1
n
n∑
i=1
E(f(Xn,i))
≤ 1
n
n∑
i=1
E(f(Xi)) +
1
n
n∑
i=1
n∑
j=1
E(f(Xj)1{Xj=Xn,i, Xj 6=Xi})
= E(f(X1)) +
1
n
n∑
j=1
E
(
f(Xj)
n∑
i=1
1{Xj=Xn,i, Xj 6=Xi}
)
≤ E(f(X1)) + 1
n
n∑
j=1
E(f(Xj)) = 2E(f(X1)),
which completes the proof of the lemma. 
For the next result, we will need the following version of Lusin’s theorem
(proved, for example, by combining [34, Theorem 2.18 and Theorem 2.24]).
Lemma 7.5 (Special case of Lusin’s theorem). Let f : R→ R be a measur-
able function and ν be a probability measure on R. Then, given any ε > 0,
there is a compactly supported continuous function g : R → R such that
ν({x : f(x) 6= g(x)}) < ε.
Lemma 7.6. For any measurable f : R → R, f(X1) − f(Xn,1) tends to 0
in probability as n→∞.
Proof. Fix some ε > 0. Let g be a function as in Lemma 7.5, for the given
f and ε, and ν = the law of X1. Then note that for any δ > 0,
P(|f(X1)− f(Xn,1)| > δ)
≤ P(|g(X1)− g(Xn,1)| > δ) + P(f(X1) 6= g(X1))
+ P(f(Xn,1) 6= g(Xn,1)).
By Lemma 7.3 and the continuity of g,
lim
n→∞P(|g(X1)− g(Xn,1)| > δ) = 0.
By the construction of g,
P(f(X1) 6= g(X1)) < ε.
Finally, by Lemma 7.4,
P(f(Xn,1) 6= g(Xn,1)) ≤ 2P(f(X1) 6= g(X1)) ≤ 2ε.
Putting it all together, we get
lim sup
n→∞
P(|f(X1)− f(Xn,1)| > δ) ≤ 3ε.
Since ε and δ are arbitrary, this completes the proof of the lemma. 
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For each t ∈ R, let
Fn(t) :=
1
n
n∑
i=1
1{Yi≤t}, Gn(t) :=
1
n
n∑
i=1
1{Yi≥t}.
Let pi(i) be the rank ofXi, breaking ties at random so that pi is a permutation
of {1, . . . , n}. Define
N(i) :=
{
pi−1(pi(i) + 1) if pi(i) < n,
i if pi(i) = n.
We will now show that P(Xn,1 = XN(1))→ 1 as n→∞. For that, we need
to recall the following formula.
Lemma 7.7. If Z ∼ Binomial(m, p), then
E
(
1
Z + 1
)
=
1− (1− p)m+1
(m+ 1)p
.
Proof. Let x := p/(1− p). Then
E
(
1
Z + 1
)
=
m∑
k=0
1
k + 1
(
m
k
)
pk(1− p)m−k
=
(1− p)m
x
m∑
k=0
(
m
k
)
xk+1
k + 1
=
(1− p)m
x
∫ x
0
m∑
k=0
(
m
k
)
ykdy
=
(1− p)m
x
∫ x
0
(1 + y)mdy =
(1− p)m
x
(1 + x)m+1 − 1
m+ 1
.
The result is obtained by substituting the value of x. 
Lemma 7.8. P(Xn,1 = XN(1))→ 1 as n→∞.
Proof. Let x1, x2, . . . be the atoms of X, with masses p1, p2, . . .. Fix a real-
ization of X1, . . . , Xn. If Xj 6= X1 for all j 6= 1, then Xn,1 = XN(1). Suppose
that Xj = X1 for at least one j 6= 1. Let M be the number of such j. Then
with probability 1/(M + 1), pi(1) is the highest among all such pi(j). If this
does not happen, then again Xn,1 = XN(1). Therefore
P(Xn,1 6= XN(1)) ≤ E
(
1
M + 1
1{M≥1}
)
.
Now let us condition on X1. If X1 /∈ {x1, x2, . . .}, then M = 0. If X1 = xi,
then conditionally M ∼ Binomial(n − 1, pi). Therefore by Lemma 7.7 and
the above inequality, we get
P(Xn,1 6= XN(1)) ≤
∞∑
i=1
1− (1− pi)n
npi
pi.
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Take any k. Then by the inequality (1 − x)n ≥ 1 − nx and the above
inequality,
P(Xn,1 6= XN(1)) ≤
k
n
+
∞∑
i=k+1
pi.
Fixing k, and sending n→∞, we get
lim sup
n→∞
P(Xn,1 6= XN(1)) ≤
∞∑
i=k+1
pi.
The proof is completed by sending k →∞. 
Corollary 7.9. For any measurable f : R → R, f(X1) − f(XN(1)) → 0 in
probability as n→∞.
Proof. By Lemma 7.6, f(X1)− f(Xn,1)→ 0 in probability. By Lemma 7.8,
f(Xn,1) − f(XN(1)) → 0 in probability. The claim is proved by adding the
two. 
Define
Qn :=
1
n
n∑
i=1
min{Fn(Yi), Fn(YN(i))} −
1
n
n∑
i=1
Gn(Yi)
2.
Lemma 7.10. Let Qn be defined as above, and Q be the quantity defined in
equation (7.1). Then limn→∞ E(Qn) = Q.
Proof. Let
Q′n :=
1
n
n∑
i=1
min{F (Yi), F (YN(i))} −
1
n
n∑
i=1
G(Yi)
2.
and let
∆n := sup
t∈R
|Fn(t)− F (t)|+ sup
t∈R
|Gn(t)−G(t)|.
Then by the triangle inequality,
|Q′n −Qn| ≤ 3∆n.
On the other hand, by the Glivenko–Cantelli theorem, ∆n → 0 almost surely
as n→∞. Since ∆n is bounded by 2, this implies that
lim
n→∞E|Q
′
n −Qn| = 0.
Thus, it suffices to show that E(Q′n) converges to Q. First, notice that
min{F (Y1), F (YN(1))} =
∫
1{Y1≥t}1{YN(1)≥t}dµ(t).
Let F be the σ-algebra generated by the Xi’s and the randomness used for
breaking ties in the selection of pi. Then for any t,
E(1{Y1≥t}1{YN(1)≥t}|F) = GX1(t)GXN(1)(t).
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Now recall that by the properties of the regular conditional probability µx,
the map x 7→ Gx(t) is measurable. Therefore by the above identity and
Corollary 7.9, and the boundedness of Gx, we have
lim
n→∞E(1{Y1≥t}1{YN(1)≥t}) = limn→∞E(GX1(t)GXN(1)(t))
= E(GX(t)2).
Thus,
lim
n→∞E(Q
′
n) =
∫
R
(E(GX(t)2)−G(t)2)dµ(t).
Since E(GX(t)) = G(t), this completes the proof of the lemma. 
Lemma 7.11. There is a positive universal constant C such that for any n
and any t ≥ 0,
P(|Qn − E(Qn)| ≥ t) ≤ 2e−Cnt2 .
Proof. Throughout this proof, C will denote any universal constant. The
value of C may change from line to line. First, we will prove the claim
under the assumption that X has a continuous distribution, so that no
randomization is involved in the definitions of pi and the N(i)’s.
Assume continuity, and suppose that for some i ≤ n, (Xi, Yi) is replaced
by a different value (X ′i, Y
′
i ). Then there are at most three indices j such
that the value of N(j) changes after the replacement, and exactly one index,
j = i, where Yj changes. Moreover, there can be at most one index j such
that N(j) = i, both before and after the replacement. Lastly, for each t,
Gn(t) and Fn(t) change by at most 1/n. This shows that Qn changes by
at most C/n due to this replacement. The result now follows easily by the
bounded difference concentration inequality [25].
Now consider the general case. Let Z1, . . . , Zn be i.i.d. Uniform[0, 1] ran-
dom variables. For each ε > 0, define
Xεi := Xi + εZi.
Define Qεn using (X
ε
1 , Y1), . . . , (X
ε
n, Yn), by the same formula that was used
for defining Qn using (X1, Y1), . . . , (Xn, Yn). Then by the first part we know
that
P(|Qεn − E(Qεn)| ≥ t) ≤ 2e−Cnt
2
, (7.2)
where the important thing is that C has no dependence on ε. Now construct
a random permutation pi as follows. Given a realization of X1, . . . , Xn, let
ε∗ :=
1
2
min{|Xi −Xj | : 1 ≤ i, j ≤ n,Xi 6= Xj}.
Having produced ε∗ as above, define pi to be the rank vector of Xε∗1 , . . . , Xε
∗
n .
Notice that if Xi < Xj for some i and j, then it is guaranteed that X
ε∗
i <
Xε
∗
j . From this, it is not hard to see that pi is a rank vector for X1, . . . , Xn
where ties are broken uniformly at random. On the other hand, the con-
struction also guarantees that pi is the rank vector Xε1 , . . . , X
ε
n for all ε ≤ ε∗.
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Thus, if Qn is defined using this pi, then Q
ε
n = Qn for all ε ≤ ε∗. Conse-
quently, Qεn → Qn almost surely as ε→ 0. Using the uniform boundedness
of Qεn, it is now easy to deduce the tail bound for Qn from the inequal-
ity (7.2). 
Combining Lemmas 7.10 and 7.11, we get the following corollary.
Corollary 7.12. As n→∞, Qn → Q almost surely.
We are now ready to prove Theorem 1.1.
Proof of Theorem 1.1. Define
Sn :=
1
n
n∑
i=1
Gn(Yi)(1−Gn(Yi)), S′n :=
1
n
n∑
i=1
G(Yi)(1−G(Yi)), (7.3)
and ∆n := supt∈R |Gn(t)−G(t)|. Then by the triangle inequality, |Sn−S′n| ≤
2∆n, and by the Glivenko–Cantelli theorem, ∆n → 0 almost surely. But by
the strong law of large numbers, S′n →
∫
G(t)(1−G(t))dµ(t) almost surely
as n → ∞, and therefore the same holds for Sn. By Corollary 7.2, this
limit is nonzero. Therefore by this and Corollary 7.12, we get that with
probability one,
lim
n→∞
Qn
Sn
= ξ,
where ξ is the quantity defined in (1.2). Now notice that if pi is the permuta-
tion used for rearranging the data in the definition of ξn, then nFn(Yi) = rpi(i)
for all i, and nFn(YN(i)) = rpi(i)+1 for i 6= pi−1(n). If i = pi(n), then
nFn(Yi) = nFn(YN(i)) = rn. Therefore
1
n
n∑
i=1
min{Fn(Yi), Fn(YN(i))} =
1
n2
∑
i 6=pi−1(n)
min{rpi(i), rpi(i)+1}+
rn
n2
.
By the identity min{a, b} = 12(a+ b− |a− b|), this gives
1
n
n∑
i=1
min{Fn(Yi), Fn(YN(i))}
=
1
2n2
∑
i 6=pi−1(n)
(rpi(i) + rpi(i)+1 − |rpi(i) − rpi(i)+1|) +
rn
n2
=
1
n2
n∑
i=1
ri − 1
2n2
n−1∑
i=1
|ri+1 − ri|+ rn − r1
2n2
.
On the other hand,
Sn =
1
n3
n∑
i=1
li(n− li), 1
n
n∑
i=1
Gn(Yi)
2 =
1
n3
n∑
i=1
l2i ,
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and
n∑
i=1
ri =
n∑
i=1
n∑
j=1
1{Y(j)≤Y(i)} =
n∑
j=1
n∑
i=1
1{Y(j)≤Y(i)} =
n∑
j=1
lj . (7.4)
Combining the above observations, we get
Qn
Sn
= ξn +
rn − r1
2n2Sn
.
In particular, ∣∣∣∣QnSn − ξn
∣∣∣∣ ≤ 12nSn .
Since Sn converges to a nonzero limit, this proves that ξn → ξ almost surely.
Since for each t,
G(t)(1−G(t)) = Var(1{Y≥t}) ≥ Var(P(Y ≥ t|X)),
we conclude that 0 ≤ ξ ≤ 1.
Lemma 7.1 shows that ξ = 0 if and only if X and Y are independent. On
the other hand, if Y is a function of X, say Y = f(X) almost surely, then∫
Var(P(Y ≥ t|X))dµ(t) =
∫
Var(1{f(X)≥t})dµ(t)
=
∫
R
P(f(X) ≥ t)(1− P(f(X) ≥ t))dµ(t)
=
∫
G(t)(1−G(t))dµ(t),
which shows that ξ = 1. Conversely, suppose that ξ = 1. Then by the law
of total variance,
0 = 1− ξ =
∫
[Var(1{Y≥t})−Var(P(Y ≥ t|X))]dµ(t)
=
∫
E(Var(1{Y≥t}|X))dµ(t)
=
∫
E(GX(t)(1−GX(t)))dµ(t).
This implies that P(E) = 1, where E is the event∫
GX(t)(1−GX(t))dµ(t) = 0. (7.5)
Let A be the support of µ. Define
ax := sup{t : Gx(t) = 1}, bx := inf{t : Gx(t) = 0},
so that ax ≤ bx. By the measurability of x 7→ Gx(t) and the fact that
ax ≥ t if and only if Gx(t) = 1, it follows that x 7→ ax is a measurable map.
Similarly, x 7→ bx is also measurable.
Now suppose that the event {aX < bX} ∩ E takes place. Since GX(t) ∈
(0, 1) for all t ∈ (aX , bX), the condition (7.5) implies that µ((aX , bX)) =
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0. Since (aX , bX) is an open interval, this implies that (aX , bX) ⊆ Ac.
On the other hand, under the given circumstance, we also have P(Y ∈
(aX , bX)|X) > 0. Thus P(Y ∈ Ac|X) > 0.
The above argument shows that if P({aX < bX} ∩ E) > 0, then P(Y ∈
Ac) > 0. But this is impossible, since A is the support of µ. Therefore
P({aX < bX} ∩ E) = 0. But P(E) = 1. Therefore P(aX = bX) = 1. Thus,
Y = aX almost surely. This completes the proof of Theorem 1.1. 
8. Preparation for the proof of Theorem 1.3
In this section we prove some preparatory lemmas for the proof of Theo-
rem 1.3. Recall the numbers R(i) and L(i) defined in equation (1.4). Let pi
be a rank vector for the Xi’s, chosen uniformly at random from all available
choices if there are ties. First, note that since X and Y are independent,
pi−1 is a uniform random permutation that is independent of Y1, . . . , Yn. Let
τ := pi−1, and let
Dn :=
n−1∑
i=1
ai,
where
ai := min{R(τ(i)), R(τ(i+ 1))}.
Also, for convenience, let
bi,j := min{R(i), R(j)}.
In the following, O(n−α) will denote any quantity whose absolute value is
bounded above by Cn−α for some universal constant C. Let E′, Var′ and
Cov′ denote conditional expectation, conditional variance and conditional
covariance given Y1, . . . , Yn.
Lemma 8.1.
E′(Dn) =
1
n
n∑
i=1
L(i)(L(i)− 1).
Proof. Take any 1 ≤ i ≤ n−1. Since (τ(i), τ(i+1)) is uniformly distributed
over all pairs (j, k) where j and k are distinct, we have
E′(ai) =
1
n(n− 1)
∑
1≤j 6=k≤n
bj,k (8.1)
Since R(i) =
∑n
j=1 1{Yj≤Yi}, this gives
E′(ai) =
1
n(n− 1)
∑
1≤j 6=k≤n
n∑
l=1
1{Yl≤Yj , Yl≤Yk}
=
1
n(n− 1)
( ∑
1≤j,k≤n
n∑
l=1
1{Yl≤Yj , Yl≤Yk} −
n∑
j=1
n∑
l=1
1{Yl≤Yj}
)
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=
1
n(n− 1)
( n∑
l=1
∑
1≤j,k≤n
1{Yl≤Yj , Yl≤Yk} −
n∑
l=1
n∑
j=1
1{Yl≤Yj}
)
=
1
n(n− 1)
( n∑
l=1
L(l)2 −
n∑
l=1
L(l)
)
.
The proof is now completed by adding over i. 
Lemma 8.2. Var′(Dn) = Vn +O(n2), where
Vn :=
1
n
n∑
p,q=1
b2p,q −
2
n2
n∑
p,q,r=1
bp,qbp,r +
1
n3
n∑
p,q,r,s=1
bp,qbr,s.
Proof. Take any 1 ≤ i < j ≤ n − 1. First, suppose that i + 1 < j. Then
(τ(i), τ(i+ 1), τ(j), τ(j + 1)) is uniformly distributed over all quadruples of
distinct (p, q, r, s). Thus,
E′(aiaj) =
1
(n)4
∑′
p,q,r,s
bp,qbr,s,
where (n)4 := n(n − 1)(n − 2)(n − 3), and
∑′ denotes sum over distinct
p, q, r, s. Therefore by (8.1),
Cov′(ai, aj) =
1
(n)4
∑′
p,q,r,s
bp,qbr,s −
(
1
(n)2
∑′
p,q
bp,q
)2
=
(
1
(n)4
− 1
(n)22
)∑′
p,q,r,s
bp,qbr,s − 1
(n)22
((∑′
p,q
bp,q
)2
−
∑′
p,q,r,s
bp,qbr,s
)
=
4n
(n)2(n)4
∑′
p,q,r,s
bp,qbr,s − 4
(n)22
∑′
p,q,r
bp,qbp,r +O(1)
=
4
n5
∑
p,q,r,s
bp,qbr,s − 4
n4
∑
p,q,r
bp,qbp,r +O(1).
Next, suppose that i+ 1 = j. Then
Cov′(ai, aj) =
1
(n)3
∑′
p,q,r
bp,qbp,r −
(
1
(n)2
∑′
p,q
bp,q
)2
=
1
n3
∑
p,q,r
bp,qbp,r − 1
n4
∑
p,q,r,s
bp,qbr,s +O(n).
Similarly, if i = j, then
Cov′(ai, aj) =
1
(n)2
∑′
p,q
b2p,q −
(
1
(n)2
∑′
p,q
bp,q
)2
=
1
n2
∑
p,q
b2p,q −
1
n4
∑
p,q,r,s
bp,qbr,s +O(n).
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The proof is completed by adding up Cov′(ai, aj) over all 1 ≤ i, j ≤ n−1. 
Lemma 8.3. As n → ∞, Var′(Dn)/n3 converges almost surely to the de-
terministic limit
E(φ(Y1, Y2)2 − 2φ(Y1, Y2)φ(Y1, Y3) + φ(Y1, Y2)φ(Y3, Y4)),
where φ(y, y′) := min{F (y), F (y′)} and Y1, Y2, Y3, Y4 are i.i.d. copies of Y .
Proof. Throughout this proof, C will be used to denote any universal con-
stant. Let Vn be as in Lemma 8.2. It is a function of the Yi’s only. Notice
that if one Yi is replaced by some other value Y
′
i , then each R(j) changes by
at most 1 for j 6= i, and R(i) changes by at most n. Therefore bp,q changes
by at most 1 if p 6= i and q 6= i, and by at most n if one or both of the indices
are equal to i. Moreover, the bpq’s are all bounded by n. Thus, changing one
Yi to Y
′
i changes Vn by at most Cn
2. Therefore by the bounded difference
inequality,
P(|Vn − E(Vn)| ≥ t) ≤ 2e−Ct2/n5
for every t. Consequently, (Vn − E(Vn))/n3 → 0 almost surely as n→∞.
On the other hand, note that bp,q/n = min{Fn(Yp), Fn(Yq)}, where Fn
is the empirical distribution function of the Yi’s. By the Glivenko–Cantelli
theorem, Fn → F uniformly with probability one, where F is the cumula-
tive distribution function of Y . From this, it is easy to see that E(Vn)/n3
converges to the displayed limit. 
Lemma 8.4. If Y is not a constant, the limit in Lemma 8.3 is strictly
positive.
Proof. Let us denote the limit by v. Let Y ′ be an independent copy of Y ,
and define
ψ(y) := E(φ(y, Y ′)) = E(φ(Y, Y ′)|Y = y).
Also, let m := E(φ(Y, Y ′)) = E(ψ(Y )). Then v can be expressed as
v = E(φ(Y, Y ′)2)− 2E(ψ(Y )2) +m2. (8.2)
Now,
E(φ(Y, Y ′)− ψ(Y )− ψ(Y ′) +m)2
= E(φ(Y, Y ′)2 + ψ(Y )2 + ψ(Y ′)2 +m2 − 2φ(Y, Y ′)ψ(Y )
− 2φ(Y, Y ′)ψ(Y ′) + 2φ(Y, Y ′)m+ 2ψ(Y )ψ(Y ′)
− 2ψ(Y )m− 2ψ(Y ′)m).
Note that E(φ(Y, Y ′)ψ(Y )) = E(ψ(Y )2), and recall that E(φ(Y, Y ′)) =
E(ψ(Y )) = m. The same identities hold if we exchange Y and Y ′. Us-
ing these facts, it is now easy to verify that the above expression is actually
equal to the right side of (8.2). Thus,
v = E(φ(Y, Y ′)− ψ(Y )− ψ(Y ′) +m)2.
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Hence v ≥ 0, and v = 0 if and only if φ(Y, Y ′) = ψ(Y ) + ψ(Y ′)−m almost
surely. Suppose that this is true. Then almost surely for each i ≥ 2,
φ(Y1, Yi) = ψ(Y1) + ψ(Yi)−m, (8.3)
where Y1, Y2, . . . are i.i.d. copies of Y . Taking the minimum over 2 ≤ i ≤ n
on both sides, we get
min{F (Y1), . . . , F (Yn)} = ψ(Y1) + min{ψ(Y2), . . . , ψ(Yn)} −m.
Now, the minimum of a sequence of i.i.d. bounded random variables con-
verges almost surely to the infimum of the support. Also, F and ψ are
bounded functions. Therefore taking n → ∞ on both sides of the above,
it follows that ψ(Y1) equals a constant almost surely. Therefore ψ(Y2)
equals the same constant almost surely, and hence by (8.3), φ(Y1, Y2) is
also equal to a constant almost surely. Now, if L(t) := P(F (Y ) ≥ t), then
P(φ(Y1, Y2) ≥ t) = L(t)2. Since φ(Y1, Y2) is a constant, this shows that L(t)2
is 0 or 1 for every t, and hence L(t) is also 0 or 1 for every t. Consequently,
F (Y ) is a constant almost surely.
We claim that 1 is in the support of F (Y ) and hence F (Y ) = 1 almost
surely. To see this, take any ε ∈ (0, 1). We will show that P(F (Y ) >
1− ε) > 0. Let x := inf{y : F (y) ≥ 1− ε/2}. Then x is a finite real number
since F tends to 1 at ∞ and to 0 at −∞. By the right-continuity of F ,
F (x) ≥ 1 − ε/2. If F is discontinuous at x, this immediately shows that
P(F (Y ) > 1 − ε) ≥ P(Y = x) > 0. If F is continuous at x, there is some
y < x such that F (y) > 1 − ε. By the definition of x, F (y) < F (x). Thus,
P(F (Y ) > 1 − ε) ≥ P(Y ∈ (y, x)) > 0. This shows that 1 is in the support
of F (Y ), and hence F (Y ) = 1 almost surely.
Since Y is not a constant, there are at least two points in its support.
Therefore there exist two disjoint nonempty open intervals I and J such
that P(Y ∈ I) and P(Y ∈ J) are both positive. Suppose that I is to the
left of J . Then for any y ∈ I, F (y) ≤ 1 − P(Y ∈ J) < 1, and hence
P(F (Y ) < 1) ≥ P(Y ∈ I) > 0, which contradicts the conclusion of the
previous paragraph. This shows that v > 0. 
9. Proof of Theorem 1.3
We will continue with the notations from Section 8. Let σ2 denote the
limit of Var′(Dn)/n3, which by Lemmas 8.3 and 8.4, is a deterministic pos-
itive quantity (it was called v in the proof of Lemma 8.4). Define
D˜n :=
Dn − E′(Dn)
n3/2σ
.
Notice that ri = R(τ(i)). Therefore by Lemma 8.1, the identity (7.4), and
the identity min{a, b} = 12(a+ b− |a− b|), we get
Dn − E′(Dn) =
n−1∑
i=1
min{ri, ri+1} − 1
n
n∑
i=1
L(i)(L(i)− 1)
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=
1
2
n−1∑
i=1
(ri + ri+1 − |ri+1 − ri|)− 1
n
n∑
i=1
li(li − 1)
=
n∑
i=1
ri − r1 + rn
2
− 1
2
n−1∑
i=1
|ri+1 − ri| − 1
n
n∑
i=1
li(li − 1)
=
1
n
n∑
i=1
li(n− li)− 1
2
n−1∑
i=1
|ri+1 − ri|+O(n).
This shows that
ξn =
Dn − E′(Dn)
n2Sn
+O
(
1
nSn
)
=
σ√
nSn
D˜n +O
(
1
nSn
)
,
where Sn is the quantity defined in (7.3). In the proof of Theorem 1.1, we
showed that Sn →
∫
G(t)(1−G(t)dµ(t) almost surely, and the latter quantity
is positive by Corollary 7.2. Thus, to prove the central limit theorem for√
nξn, it suffices to prove the central limit theorem for D˜n. The formula for
the limiting variance τ2 can be read off from the limit of Sn and the formula
for σ. The limiting variance is strictly positive by Lemma 8.4. When Y
is continuous, F (Y ) ∼ Uniform[0, 1]. Using this fact, an easy calculation
shows that τ2 = 2/5.
The central limit theorem for D˜n can be proved by mimicking the proof
of the main theorem of the paper [6]. First, replace Dn by
D′n :=
n∑
i=1
min{R(τ(i)), R(τ(i+ 1))},
where τ(n + 1) := τ(1). Since |D′n − Dn| ≤ n, it suffices to prove that
D˜′n → N(0, 1) in distribution, where
D˜′n :=
D′n − E′(D′n)
n3/2σ
.
Mimicking the main idea of [6], we define
f(τ(i+ 1)) := E′(min{R(τ(i)), R(τ(i+ 1))}|τ(i+ 1)),
and observe that
E′(D′n) = nEf(τ(1)) =
n∑
i=1
f(i) =
n∑
i=1
f(τ(i)).
Thus,
D˜′n =
∑n
i=1 βi
n3/2σ
,
where βi := min{R(τ(i)), R(τ(i + 1))} − f(τi). Since |Dn − D′n| ≤ n,
Var′(D′n)/n3 converges almost surely to σ2. Using these observations, we
A NEW COEFFICIENT OF CORRELATION 33
can proceed exactly as in the proof of the main theorem of [6] to show that
for every integer k ≥ 1,
E′[(D˜′n)k]→ E(Zk) almost surely as n→∞, (9.1)
where Z ∼ N(0, 1). On the other hand, a simple argument using the
bounded difference inequality (viewing τ as the rank vector of i.i.d. ran-
dom variables from any continuous distribution) shows that for any k,
sup
n≥1
E|D˜′n|k <∞.
Therefore by (9.1) and uniform integrability, we conclude that for every
integer k ≥ 1,
lim
n→∞E[(D˜
′
n)
k] = E(Zk).
This completes the proof of Theorem 1.3.
10. Proof of Theorem 1.4
The quantity Sn define in (7.3) is the same as dn, and in the proof of
Theorem 1.1 we showed that Sn converges to the square-root of the denom-
inator in the definition of τ2. Recall the quantity Vn from Lemma 8.2. By
Lemma 8.3, we know Vn/n
3 converges almost surely to the numerator in the
definition of τ2. We will now show that an − 2bn + c2n is the same as Vn/n3.
From the definition of Vn, it is easy to see that the result will remain
unchanged if we permute the R(i)’s and recompute Vn. So we can replace
the R(i)’s by an increasing rearrangement u1, . . . , un. Redefine
bij := min{ui, uj} = umin{i,j}.
Then it is clear that∑
i,j
bij =
n∑
i=1
ui + 2
∑
1≤i<j≤n
bij
=
n∑
i=1
ui + 2
n∑
i=1
(n− i)ui =
n∑
i=1
(2n− 2i+ 1)ui.
Similarly, ∑
i,j
b2ij =
n∑
i=1
(2n− 2i+ 1)u2i .
Finally,∑
i,j,k
bijbik =
n∑
i=1
( n∑
j=1
bij
)2
=
n∑
i=1
( i∑
j=1
uj + (n− i)ui
)2
=
n∑
i=1
(vi + (n− i)ui)2.
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These expressions make it clear that an− 2bn + c2n = Vn/n3. This completes
the proof of convergence. Finally, to see that τ̂2n can be computed in time
O(n log n), simply observe that the computation involves only sorting and
calculating cumulative sums, both of which can be done in time O(n log n).
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