The main contribution of this work is a new fype of graph product, which we call the zig-zag product. Taking a product of a large graph with a small graph, the resulting graph inherits (roughly) its sizefrom the large one, its degree from the small one, and its expansion propertiesfrom both! Iteration yields simple explicit constructions of constant-degree expanders of every size, startingfrom one constant-size expandel:
Expanders
Expanders are graphs which are sparse but nevertheless highly connected. Such graphs have been used to address many fundamental problems in computer science, on topics including network design (e.g. [Pip87, PY82, AKS83]), complexity theory ([Va177, Sip88, Urq87] ), derandomization ([NN93, INW94, IW97] ), coding theory ([SS96, Spi96]), and cryptography ( [GIL+90] ). Standard probabilistic arguments ([Pin73] ) show that almost every constant-degree (2 3) graph is an expander. However, explicitly constructing such graphs seemed to be much harder and this led to an exciting and extensive body of research, developed mainly by mathematicians intrigued by this computer science challenge.
Most of this work was guided by the sufficient' condition for the expansion of (infinite families of constant-degree regular) graphs discovered by Tanner [Tan841 (see also [AM85] ): the second largest eigenvalue of the adjacency matrix should be strictly smaller than the degree. This naturally led researchers to consider algebraic constructions, where this eigenvalue can be estimated. The celebrated sequence of papers [Mar73, GG81, AM85, AGM87, JM87, LPS88, Mar88, Mor941 provided such constant-degree expanders. All these graphs are extremely simple to describe: given the name of a vertex (in binary), its neighbors can be computed in polynomial time (or even logarithmic space). This level of explicitness is essential for many of the applications. However, the analysis bounding the eigenvalue is quite sophisticated (and often based on deep mathematical results). Thus, it is hard to intuitively understand why these graphs are expanders.
A deviation from this path was taken by Ajtai [Ajt94] , who proposed a combinatorial construction of cubic expanders. It starts with an arbitrary cubic N-vertex graph and applies a sequence of polynomially many local opera-'This condition tumed out to be necessary as well [Alo86].
tions which gradually increase the girth and turn it into an expander. However, the resulting graph does not have any simply described form and lacks the explicitness level (and hence applicability) of the algebraic constructions mentioned above.
Our Construction
Expansion of Min-Entropy. Our basic zig-zag theorem analyzes the effect the composition has on the second eigenvalue as expansion measure, or equivalently, how the graph increases Renyi's H2-entropy. But the intuition for the proof of the theorem suggests it should work for other entropy measures. Attempting to apply it for the standard definition of set expansion (namely the support of a distritationa very naive "entropy" measure) fails. However, with hind-In this work, we give a simple, combinatorial construction of constant-degree expander graphs. Moreover, the analysis proving expansion (via the second eigenvalue) is as simple and follows a clear intuition. The construction is iterative, and needs as a basic building block a single, almost arbitrary expander of constant size. The parameters required from it can be easily obtained explicitly, but exhaustive search is an equally good solution since it requires only constant time. Simple operations applied to this graph generate another whose size is increased but whose degree and expansion remain unchanged. This process continues, yielding arbitrarily large expanders.
The heart of the iteration is our new "zig-zag" graph product. Informally, taking a product of a large graph with a small graph, the resulting graph inherits (roughly) its size from the large one, its degree from the small one, and its expansion properties from both! (That is, the composed graph has good expansion properties as long as the two original graphs have good expansion properties.)
Having achieved our basic goal of simple explicit constuction of constant-degree expanders, we turn to study some refinements and variants.
Smaller Degree. A naive and direct implementation of our graph product yields expanders whose degree is reasonable, but not that small (something under 1OOO). We show how to combine this construction, together with one, constant-size cycle, to obtain an infinite family of explicit degree 4 expanders. Again, this combination uses the zigzag product.
Better Degree vs. Eigenvalue Relation. It was shown by Alon and Boppana that D-regular expanders cannot have the 2nd eigenvalue (of their adjacency matrix) smaller than O(D'/2) (cf., [Alo86, LPS88, Ni1911) . Graphs achieving this optimum were called Ramanujan, and were first constructed by Lubotzky, Phillips, and Sarnak [LPS88] and Margulis [Mar881 (with more recent constructions by Morgenstern [Mor94]). Our basic zig-zag product, applied recursively to one fixed Ramanujan graph will yield Dregular expanders of 2nd largest eigenvalue O(D3i4). A slightly more sophisticated zig-zag product, given in the full version of this paper, improves this relation and achieves second eigenvalue O(O2l3). sight, a natural choice strengthening this standard notion is min-entropy expansion. In the final version of the paper, we will introduce this notion, relate it to standard expansion on the one hand, and show that the zig-zag product affects it as it does the 2-entropy expansion. Furthermore, it seems likely that this definition will lead to a better relationship between degree and (vertex) expansion than that achieved by the zig-zag product for 2-entropy. The reason is that this definition seems to allow us to incorporate extractors into the zig-zag product.
Extractors
Like expanders, extractors are a fundamental construct in theoretical computer science. They originate in three independent research tracks regarding probabilistic algorithms:
Deterministic Amplification
The attempts to reduce their error with few random bits (initiated in [KPS85, CG89. Sip88, CW89, IZ891, Weak Random Sources The attempts to perform them using a source of biased, correlated coin flips (initiated in CBlu86, SV86, CG88, W85]), and Derandomization The attempts to derandoniize completely probabilistic small-space algorithms which use a few random bits (initiated in [AKS87])
In 1990, Zuckerman (cf., [Zuc96] ) proposed the following definition of a weak random source (parametrized by a number k and termed a k-source): It is a probability distribution on n bits in which no string has probability larger than 2-k. So, intuitively, the distribution has k bits of randomness, and this particular (H,) notion of enlropy turns out to be the most appropriate in this setting. With this definition and the subsequent paper of Nisan and Zuckerman [NZ96] , it became clear that the same constructthe extractor, which they definedaddresses all of the above three problems. Moreover, it turned out to be fundamental derandomization tool and found other applications, such as sampling [Zuc97] and various combinatorial constructions (including certain kinds of expander graphs and other networks) [wZ99] .
For the purpose of the introduction, we will use a simplified definition. Intuitively, an extractor is a function that converts the k bits of entropy "hidden" in every k-source on n bits into an (almost) uniform distribution on k bits. It is not hard to see that this task is impossible if the extractor is completely deterministic, so we allow a few additional truly random d bits of randomness as another input to the extractor. This input, sometimes referred to as the seed, serves as a catalyst to the process of extraction. So formally, denoting by (t) the set of all strings of length t and Ut the uniform distribution on this set, we can give a simplified definition of extractors. (The more general definition, which can be found in Section 3, allows the output of fewer bits, and on the other hand may demand subconstant error e.) Definition 1.1 (extractors, simplified) A function E :
the distribution E(X, Ud) has statistical difference E from Ur, Cfor some small constant E, e.g. E = .01).
Minimizing the seed length d (and trading it off with the other parameters we hid under the rug in this definition) is the goal in constructing extractors. Intuitively, in most derandomization tasks, a deterministic algorithm will enumerate all 2d possible values of the seed, thus relying only on the randomness of the source. So, the efficiency of such applications depends crucially on d. Nisan and Zuckerman [NZ96] proved that the seed length d is at least R(log(nk)). This is easily matched by a nonconstructive upper bound, applying the Probabilistic Method to a random function E as above. However, all applications clearly need an explicit extractor, namely a function E which can be computed in polynomial time.
An impressive body of work has developed on the problem of explicitly constructing extractors over the last few years (see, e.g., [Zuc97, NT99, Tre99 , RSWOO] and the references therein).
The Case of High Min-Entropy
Almost all the previous work on extractors focused on the case that the source min-entropy k is smaller than cn for some constant c < 1. (This is indeed the case for most applications.) In this case, the lower bound on the seed length d is R(1og n) and efforts concentrated on achieving, or coming close to, this bound with explicit extractors. However, when k is much closer to n (which is natural in several applications mentioned below), even smaller values of d are possible. It is natural in this case to define A = nk to be the entropy deficiency of the k-source and look for explicit extractors whose seed length depends only on A, but not on n. Goldreich and Wigderson [GW97] studied this "high min-entropy" case, giving an explicit extractor whose seed length is d = O(A). They also gave extractors (under the more general definition) with shorter seeds; however, these extractors lose more than A bits of entropy (i.e. their output length is less than k -A, rather than being k).
In this paper, we continue that work, giving explicit extractors with the optimal (up to constant factors) d = O(1og A) for small values of A (below loglog n ) and nearly optimal d = O(10g3 A) for every value of A (without losing entropy as in [GW97] ). Stated differently, we give a reduction from the problem of constructing high min-entropy extractors for long sources (of length n) to that of constructing extractors for sources of length O(A), the deficiency! When A is sufficiently small, optimal extractors can be obtained in polynomial time by brute force. Otherwise, we use the best existing explicit constructions. This reduction is achieved using a "Zig-Zag Composition Theorem" for extractors (which is analogous to the zig-zag product for expanders). It is interesting to note that we obtained this composition theorem before the one for expanders.
Applications of Our Extractors
The significance of the improved bounds we obtain is illustrated by several applications described below (with more details in the full version of the paper). Below and throughout the paper, all logarithms are base 2.
Averaging Samplers. A function f : (m) + [0, 1 1 is given by a black box and we want to efficiently estimate its average, up to an additive error E = .01 (for simplicity). An averaging sampler (also known as an oblivious sampler [BR94] ) uses some n random bits to compute some t sample points in ( m ) , and returns the average of their fvalues. The probability that this average deviates too much from the truth should be at most y, regardless of which f is in the box. The goal is to simultaneously minimize both n, the number of random bits used, and t, the number of samples. Nonconstructively, it can be done with n = m+log(l/y)+O(l) randombits andt = O(log(l/y)) samples [CEG95, Zuc971. The most randomness-efficient explicit (i.e.. polynomial-time) construction is due to Zuckerman [Zuc97] . He observed that averaging samplers are essentially equivalent to extractors, and using his extractor construction obtained n = (1 + a) (m + log(l/y)) for an arbitrarily small constant a, with t = poly(m, log(l/y)). Using one of our extractors (which makes use of of Zuckerman's extractor), we improve this to n = m + (1 + a) log(l/y) and t = poly(log(l/y)). Most notably, the polynomial dependence o f t on m and log(l/y) in Zuckerman's construction has turned into a polynomial dependence on just log(l/y); this corresponds to the fact that number of truly random bits in our extractor depends only on the entropy deficiency A rather than the source length n.
Expanders Beating the Eigenvalue Bound.
What is the smallest degree needed to ensure that in a graph of N vertices every two sets of size N / A have an edge between them? Random graphs show that degree O(Alog A) suffices, but explicit constructions have failed to match this bound. An application of the best known relation between eigenvalues and vertex expansion [Tan841 shows that Ramanujan graphs (e.g., as given by [LPS88, Mar88, Mor941) of degree @(A2) suffice. To beat this "eigenvalue bound," Wigderson and Zuckerman [WZ99] suggested to build such graphs from extractors and obtained degree A.N"('), which was important for many applications where A is a fixed power of N. However, for very small A, even much better dependence on N obtained in subsequent work (e.g., [NT99] ) does not beat the eigenvalue bound. We show for any constant A, that degree O(A . log4 A) suffices, almost matching the random graph bound.
Error Reduction for Dispersers. Dispersers are the onesided analogue of extractorsinstead of inducing a distribution that is e-close to uniform on their output, they are only required to hit all but an E fraction of their range with nonzero probability. They were introduced by Sipser [Sip881 and predate the notion of extractors. For simplicity above, we treated the error e of extractors as a small constant, but in general one wants dispersers and extractors whose parameters have a near-optimal dependence on e. An optimal disperser's parameters have a better dependence on & than an optimal extractorin a disperser, to achieve an error of E, the seed length need only grow by an additive log(l/e) and the "entropy loss"2 need only be loglog( l/&), whereas for extractors both the seed length and Definition 2.1 An (N, D , A)-graph is any D-regular graph on N vertices, whose 2nd largest eigenvalue (of the associated random walk) has absolute value at most A.3
The Iterative Construction
We use two operations on (the adjacency matrices of) graphsthe standard matrix squaring, and our new zigzag graph product. Here is their effect on the above three parameters.
SQUARING: Let G2 denote the square of G . That is, the edges in G 2 are paths of length 2 in G . Then A stronger bound on the 2nd eigenvalue of G I @G2 (which is always less than 1) is given in the full version of this paper.
The Iterations. Let H be any (D4, D, 1/5)-graph, which will serve as the building block for our construction. We define a sequence of graphs G i as follows. entropy loss must be at least 2 log(l/&)) [RT97]. Using our high min-entropy extractors, we give the first explicit constructions of dispersers which achieve a better dependence on E than can be achieved with extractors (in both the seed 0 G I = H 2 length and entropy loss). More generally, we use our high min-entropy extractors to give a method to reduce the error of any disperser from a constant to an arbitrary e paying an essentially optimal price in terms of seed length and entropy Gi+l = G : @ H loss. (A related error reduction technique for dispersers was independently discovered by Ta-Shma and Zuckerman.)
From F~~~ 2.2 and neorem 2.3 above, it is easy to conclude that this sequence is indeed an infinite family of expanders:
Expander Compositions and Constructions
In this section, we describe a simplified, but less efficient, version of our expander construction and omit formal proofs. Our construction is described in complete detail in the full version of this paper. Throughout this section, all graphs are undirected and may have loops and parallel edges.
Three essential parameters play a role in an expandersize, degree and expansion. We classify graphs accordingly.
%is is the total randomness invested (k + d) minus the output length.
Definition 1.1 assumes the output is k, but the more general definitions allow it to vary.
Theorem2.4 For every i, Gi is an (Ni, D2,2/5)-graph with Ni = D4'
As mentioned above, this construction is not as efficient as we would likecomputing neighborhoods in Gi takes time poly(Ni) rather than polylog(Ni). As we show in the full version of the paper, this is easily overcome by augmenting the iterations with another standard graph operation.
3The transition matrix of the random walk on G is the adjacency matrix divided by D , and we are looking at the second largest eigenvalue E [0,1] of this matrix. This is contrast to the introduction, where we discussed the eigenvalues of the adjacency matrix itself.
The Zig-Zag Graph Product
The new product mentioned above takes a large graph and a small one, and produces a graph that (roughly speaking) inherits the size of the large one but the degree of the small one. This was the key to creating arbitrarily large graphs with bounded degrees. Naturally, we are concerned with maintaining the expansion properties of the two graphs. First, we describe the product.
For simplicity, we assume that the edges in our D-regular graphs are actually partitioned to D perfect matchings (or color classes). For a color i E [D] and a vertex v let v[i] be the neighbour of v along the edge colored i? With this simple notation, we can formally define the zig-zag product @(and then explain it).
Definition 2.5 Let GI be an D1-regular graph on [NI] and G2 a D2-regular graph on [DI] . Then GI @G2 is a 0;regular graph on [NI] What is going on? Note h a t the size of the small graph G2 is the degree of the large graph GI. Thus a vertex name in GI @ G2 has a first component which is a vertex of the large graph, and a second which is viewed both as a vertex of the small graph and an edge color of the large one. The edge label in GI @G2 is just a pair of edge labels in the small graph. One step in the new product graph from a vertex (v, k) along the edge (i, j) can be broken into three substeps.
1.

2.
3. 
2.3
Analysis of the Zig-Zag Product
Intuition. Why does it work? More precisely, why does Theorem 2.3 hold? What this theorem says intuitively, is 4~s assumption causes some loss of generality. because our "zig-zag'' product does not preserve the property that the label (color) of an edge (U, v ) is the same from the perspective of both U and v . The formal construction uses something we call a ''rotation map" (introduced in the full version of the paper) to keep track of how the label of an edge changes when moving from one endpoint to the other. that GI@ G2 is a good expander as long as both GI and Gz are good expanders. Consider the above three steps as a random walk on GI @ G2. Then Steps 1 and 3 are independent random steps on the small graph. If at least one of them "works" as well as it does in the small graph, this would guarantee that the new graph is as good expander as the small one. So let's argue (very intuitively) that indeed one of them "works".
A random step in an expander increases the (Hz-) entropy of a distribution on the vertices, provided that it is not already too close to uniform. Let us consider a distribution on the vertices of the new graph (v, k). Roughly speaking, there are two cases. Step 2 is just a permutation and Step 3 is a random step on a regular graph, these steps cannot make the distribution less uniform and undo the progress made in Step 1.
If k (conditioned on v) is very close to uniform, then
Step 1 is a "waste". However, Step 2 is then like a real random step in the large expander GI ! This means that the entropy of the first component v increases. Note that Step 2 is a permutation on the vertices of GI @ G2, so if entropy increases in the first component, it decreases in the second. That means that in Step 3 we are in the good case (the conditional distribution on the second component is far from uniform), and the entropy of the second component will increase by the expansion of the small graph. key to this product is that Step 2 is simultaneously a permutation (so that any progress made in Step 1 is preserved) and an operation whose "projection" to the first component is simply a random step on the large graph (when the second component is random). All previous discussions of expanders focused on the increase of entropy to the vertex distribution by a step along a random edge. We insist on keeping track of that edge name, and consider the joint distribution! In a good expander, if the edge is indeed random, the entropy propagates from it to the vertex. This reduces the (conditional) entropy in the edge. Thus the "entropy wave" in Step 2, in which no fresh randomness enters the distribution on vertices of GI @ G2, is what facilitates entropy increase in Steps 1 or 3. Either the "zig" step does it, if there is room for more entropy in k, or if not (which may be viewed as destructive interference of the large and small waves in Step l), Step 2 guarantees constructive interference in Step 3. Moreover, Step 1 is not redundant as, if there is no or little initial entropy in k, the wave of Step 2 (being a permutation) may flood k with entropy, destroying the effect of Step 3. It is important to note that we discovered this viewpoint (of keeping track of the edge name) while trying to find expander analogies of constructions in the world of "extractors" (mainly from [RR99]) that preserve entropy in a condensed form.
Proof sketch. We now sketch how the above intuition is translated into linear algebra to prove Theorem 2.3. Let M be the NI D1 x NI D1 transition matrix of the random walk on G1 @G2 (i.e. M is the adjacency matrix divided by the degree, 0;). By the variational characterization of eigenvalues, we need to prove that for every vector a E RN1 D l which is orthogonal to the uniform distribution, I(Ma,a)l I ( X 1 + X 2 ) . ( Q , Q ) .
(1)
To relate this to the intuition, a should be thought of as the nonuniform component of a probability distribution on the vertices of G1 @G2. In what follows, we will view the vertices of Gl@G2 as consisting of NI ''clouds'' of D1 vertices each. Basic linear algebra allows us to decompose a into a sum a = all + a*, where all is constant on every "cloud" and a* is orthogonal to the uniform distribution on every cloud. This decomposition corresponds to the two cases in our intuition (based on whether the conditional distribution of k given v is close or far from uniform.) Now, to bound (Ma, a), it suffices to analyze the effect of M on all and a* separately.
Next, we decompose the matrix M into a product M = BAB corresponding to the three substeps of a step on GI@ G2. That is, B is the stochastic matrix corresponding to a random step within a cloud using the edges of G2, and A is the permutation matrix corresponds to jumping between clouds using an edge of GI. Now we analyze the effect of each of these matrices on all and a*. Since a random walk on the regular graph G2 preserves the uniform distribution, we have: Claim 2.6 Ball = all.
And, by the expansion properties of G2, we have: Claim2.7 llBa*II 5 X2 llalll.
This claim corresponds to the intuition that, when the distributions within the clouds (i.e., the distributions of k conditioned on different values of v) are far from uniform, they become more uniform when we take a random G2-step.
Recall that when the distributions within the clouds are uniform, then substep 2 behaves just like a random step on GI. Hence, by the expansion of GI, the distribution on the clouds themselves (i.e., the distribution on v) becomes more uniform (provided it isn't already too close to uniform). Formalizing this yields the following:
Claim2.8 I(Aall,all)l 5 X1 - (all,all) . Expanding (Ma, a) and applying Claims 2.6, 2.7, and 2.8 readily yields a bound of A1 + A2 + X i on the second largest eigenvalue of M. This is slightly worse than claimed in Theorem 2.3, but still suffices for the construction of Theorem 2.4. The bound of A1 + Xp is a weakening of an even stronger bound proved in the full version of the paper, using a more tedious analysis.
Extensions
We now briefly mention several extensions and strengthenings of the basic construction outlined above.
Improved Efficiency. As mentioned earlier, the: construction of an infinite family of expanders as described above is not as efficient as we'd like. The reason is that computing a neighbor of some vertex in Gi+l requires two such computations in G, (thanks to the squaring). Hence,, the computational complexity of the construction is exponential in the depth of the recursion, running in time 2n(i) = N;(l) for graph Gi. To improve this, we augment the iterations with another standard graph operation, namely tensoring the graph with itself, which squares the number of vertices and degree while preserving the eigenvalue. This reduces the depth of the recursion for computing Gi to O(log1og Ni), and we obtain the following theorem (proved in the full version of the paper):
Theorem 2.9 For any D, given a ( D 8 , D, A) Degree 4 Expanders. The constructions of expanders we have described require starting with a constant-sized expander H whose second largest eigenvalue is a relatively small constant (like 1/5). In order to have such an eigenvalue, H must have a fairly large (but still constant) degree D , and the infinite family we construct will have degree which is even larger (D2). However, there is an easy way to get an infinite family of degree 4 expanders: Take the zigzag product of the expanders constructed in Theorem 2.4 (for an odd constant D ) with the cycle on D2 vertices. To analyze this, the bound of A1 + X2 in Theorem 2.3 doesn't quite suffice; we need to show that the second largest eigenvalue of G1 @G2 is bounded away from 1 if those of G1 and G2 are both bounded away from 1. Fortunately, a small refinement to the basic analysis presented above yields such a bound (and does not require the more tedious analysis needed to get X1 + X2 rather than A1 + X2 + Xi). Details are deferred to the full version of the paper.
Achieving a Better Eigenvalue-Degree Relationship
Starting with a constant-sized graph of degree D and eigenvalue A, our constructions yield a family of degree D' = D2 graphs of eigenvalue A' = A+O(A2). This means that, even if we start out with a graph which has an optimal degreeeigenvalue relationship (A x 2/D'I2), the resulting family will not (we get A' = 2 / (~' ) ' /~) . The reason for this is that our zig-zag product produces a GI @G2 whose degree is the square of that of G2 but whose eigenvalue is roughly the same as that of GI (assuming GI has a much smaller eigenvalue). However, we have a slightly more sophisticated zig-zag product which instead yields a graph whose degree is the cube of that of G2 but whose eigenvalue is the square of that of G2. Roughly speaking, this modified product is obtained by taking two "zig" steps on the small graph before the step on the large graph and two "zag" steps after. These four steps are not independent, but rather one of the zig steps uses the same edge name as one of the zag steps, thereby yielding degree 0:. Analyzing this construction gives an eigenvalue bound of A1 + 2Az for the composed graph, as desired. Using this modified zig-zag product, we can get infinite families of graphs of degree D whose second largest eigenvalue is O(l/D'/3).
Extractor Compositions and Constructions
In this section, we extend our new zig-zag product to extractors (which can be viewed as directed unbalanced graphs) and show how to obtain improved high min-entropy extractors using this product. As will be described in the full version, the same product is helpful in the design of expanders whose expansion is measured in terms of minentropy. For lack of space, we only give simplified versions of the composition and the new high min-entropy extractors. In addition, we omit the applications of our extractors (described in the introduction) altogether.
Definitions
Let X and Y be random variables over a set S. The min-entropy of X is defined to be H,(X) gf log(maxaEs Pr[X = a]), where here and throughout this paper, all logarithms are base 2. X is a k-source if H,(X) 2 IC. We say that X and Y are &-close if the statistical difference between X and Y is at most E. That is, if
For any integer n, denote by (n) the set of all n-bit strings, (0, l}n. Denote by U, the uniform distribution over (n).
We now give a more general definition of extractors than that in the introduction:
In other words, E "extracts" m (almost) truly random bits from a source with k bits of hidden randomness, using a random d-bit seed as a catalyst. The original definition of extractors in [NZ96] is stronger than the one above (from [NT99] ) in that it requires the seed to be explicitly included in the output. As we discuss in the full version of the paper, our results also apply to such strong extractors.
As noted in the defining paper of [NZ96], an extractor can be viewed as a bipartite graph with left-hand side (n) and right-hand side (m), where we place an edge between x E (n) and y E (m) for every T E (d) such that E(z, T ) = y. The definition of extractors can be viewed as an expansion property of this graph, and our extractor constructions in the following sections can be viewed as a generalization of our expander construction and intuition (from Section 2) to unbalanced bipartite graphs.
The goal in the design of extractors is, given n,' k, and E, to simultaneously minimize the seed length d and maximize the output length m. Nisan and Zuckerman [NZ96] proved bounds for both these values which were later improved by : (1) 
Block Sources
In this work, we give explicit extractors for sources of very high min-entropy. For such sources, our extractors have a substantially shorter seed length than all previous constructions (that do not lose much entropy). Let X be a random variable over (n) with min-entropy k. The entropy deficiency A of X is defined to be nk. Note that the optimal seed length of extractors does not depend on the input length n of the source but rather on its deficiency A. The only previous explicit extractors with such a dependence were provided by Goldreich and Wigderson:
Theorem 3.2 ([GW97J)
For any E > 0 and 0 < k 5 n there exists an explicit (n -A,~) 
Our extractor composition theorem, gives a method for reducing this linear dependence of d on the deficiency A to the (optimal) logarithmic dependence while preserving %~e extractors of Theorem 3.2 are. essentially obtained by using the vertices. We note that [GW97] does not claim the parameters listed above. However, these parameters can be obtained using "Ramanujan" graphs. the small entropy loss of O(log(l/E)). As we will discuss shortly, a method to make d logarithmic in A was already suggested in [GW97] , but resulted in an entropy loss greater than A (which negates effect of the smaller d in all the applications mentioned in the introduction). Nevertheless, this method is the starting point for our extractor composition, and we therefore begin by describing it as a motivation for our construction.
The basic observation of [GW97] for reducing the seed length in Theorem 3.2, is that any high min-entropy source is also a "block-source'' (as defined by Chor and Goldreich [CGSS] ): when the source is divided into a prefix and suffix (of arbitrary lengths) each one of these values contains a lot of "independent" randomness. More formally, if X = (XI , X2) has entropy deficiency A, then X1 has entropy deficiency at most A and, even conditioned on (most values of) XI, X2 has entropy deficiency at most (roughly) A.
The task of extraction is usually much easier for block sources. If (XI, X2) is a block-source, then it is possible to extract a few random bits out of X2 and use this randomness as a seed for the extraction of many additional bits out of XI. (This appealing strategy does not work for a general source). Therefore, this simple observation of [GW97] already implies an interesting composition of high min-entropy extractors: Then E is an ( n -A, 3~)-extractor with entropy loss A1 + A2 + A + log( l /~) .
As suggested in [GW97] , applying Lemma 3.3 with the high min-entropy extractors of Theorem 3.2 as El gives a way to obtain new high min-entropy extractors with a much shorter seed. One can even get an almost optimal seed length using this composition since the seed length of E equals the seed length of E2. whose input length n2 may be as small as O(A + log(l/&)). Unfortunately, this composition always produces extractors of entropy loss at least A (which is significant in the applications we have in mind). Our aim in the following is to remedy this.
Using Condensers
The reason the composition described in Lemma 3.3 must lose at least A bits is that when we divide our high min-entropy source into a prefix and suffix, either one of these parts may be missing A bits of entropy. Since we do not know how the source behaves, we must take a pessimistic approach and view our source as a block-source where each of the blocks has deficiency A (hence a total deficiency of 2A instead of A). One approach for reducing the entropy loss of this composition is to apply a third extractor E3 with fresh randomness to our source in order to extract the remaining entropy. However, conditioned on the randomness already extracted, the source now has a rather large deficiency. Therefore, the seed length of E3 is at least log n, which defeats the entire goal of the construction. The solution is surprisingly simple: when applying El and E2 on the two parts of the source, also collect two relatively short buffers z1 and 22 with the remaining entropy. Now, E3 can be applied to these buffers (instead of the source) in order to extract the missing entropy. In this we follow Raz and Reingold [RR99] , who suggested the idea of extending an extractor E to an extractor-condenserpair (ECP), (E, C), such that C(X, Ud) produces a relatively short buffer "containing" the entropy lost by the application E(X, Ud). For the sake of this simplified presentation we only consider a much more limited notion of ECPs than that suggested in [RR99] : a (k, &) -extractor and E x C is I-to-1 on (n + d).
Definition 3.4 (extractor-condenser pairs, simplified)
In our extractor constructions below we use the following facts: (1) The high min-entropy extractors of Theorem 3.2 can be extended into a permutation-extractor (ECP with (E, C) being a permutation). (2) Nonconstructive extractors with optimal seed length can easily be extended to optimal permutation extractors. (3) Any extractor E can be trivially extended into an ECP without any cost in the seed length: simply let the buffer be the entire input and seed! The result of the composition using condensers sketched above can be viewed as an extension of the zig-zag product to unbalanced bipartite graphs, where the application of E2 corresponds to the "zig" step on the "small" graph G2 and E3 to the "zag" step on G2. More formally, we have: Definition 3.5 (zig-zag product for extractors) k t ( E l l c l ) : ( n d x (4) I-) (ml) x @I), (E2,C2) : (n2) x (d2) I+ (4) x (b2), and (E3,C3) : (bl + b2) x (d3) t) (m3) x (b3) be three functions. Set the parameters n = n l + 122, d =I d2 + d3, m = m l + m3, and b = b3, and define the zig-zag product where (TI,ZI) = (E2,C2)(22,~2), (y1,zz) -(El, CI) ( a , TI ) and (YZ , 2) ! Ef (E3, C3) (21 0 ~2 , ~3 ) .
Following the intuition described above it is possible to prove the following theorem.
Theorem 3.6 k t (El, Cl), (E2, C2), (E3, C3) and (E, C) be as in Dejnition 3.5. Let k = n -A, kl = nl -A, k2 = n2 -Alog(l/e) and kg = k + d2ml -1. Zffor i = 1,2,3, (Ej, Cj) is a (ki,e)-ECP with entropy loss Aj then (E, C) is a (k, O(E) )-ECP with entropy loss A3 + 1.
The key improvement over Lemma 3.3 is that the entropy loss of E no longer depends on A, but only on the entropy loss of E3. Therefore, this composition can imply ECPs that simultaneously obtain a short seed (provided that (E2 C2) and (E3 C3) have short seeds) and a small entropyloss (provided that E3 has a small entropy-loss).
Applying the New Composition
A natural candidate for (El, Cl) in Theorem 3.6 is again the high min-entropy extractors of Theorem 3.2 when extended into a permutation-extractor. Using this permutation extractor one gets the following transformation from two "fixed"-sized ECPs to an arbitrary-sized, high minentropy, ECP:
Theorem3.7 For any E > 0 and A, let dl = A + One way to apply Theorem 3.7 is by exhaustively searching for (E2 C2) and (E3 C3) of optimal parameters. This method is applicable as long as A and logl/E are sufficiently small (in fact, when log 1 /~ is larger than A then Theorem 3.2 already gives good ECPs). Otherwise, one can still use "off the shelf' explicit extractors and get significant improvements. We now sketch some of the possible parameters of high min-entropy one can obtain as a corollary of Using [Zuc97] . Let a > 0 be an arbitrarily small constant. There exist explicit ECP's with seed length d = O(1og A+log(l/E)), buffer size b = O(A+log(l/E)), and entropy loss A 5 a A , provided that A < (1a)n and E > exp (-A/2°('09* *I) .
Using [RSWOO] There exist explicit ECP's with seed length d = O(log2 A.polyloglogA+log A-lo&/&)), buffer size b = O(A + log(l/&)), and entropy loss A 5 210g(l/~) + 0(1), provided that E > exp (-A/(log* A)O(log* A)).
