A new and extensive panel of outward foreign direct investment (FDI) at the sector level is used to estimate the determinants of non-resource and resource FDI. Since FDI is I(1), we estimate panel errorcorrection models of FDI with spatial lags for FDI and market potential. Our main result is that subsoil assets boost resource FDI, but crowd out non-resource FDI. The effect on non-resource FDI dominates, so that aggregate FDI is less in resource-rich countries. Spatial lags aggravate this crowding out of nonresource FDI. In addition, we find that (i) resource FDI is mainly vertical whereas other FDI is of the export-fragmentation variety; (ii) trade openness, free trade agreements and institutional quality do not impact non-resource FDI but institutional quality does have a positive effect on resource FDI; and (iii) the short-run dynamics comes mostly from shocks to FDI itself. Our main and ancillary results are robust to different measures of resource reserves and the oil price and to allowing for sample selection bias.
Introduction
Foreign direct investment (FDI) is an important driver of technology transfer, economic growth and development, but many resource-rich countries do not attract as much FDI as resource-poor countries. In this light it is surprising that there is no research available on the effects of natural resources on both the composition and volume of FDI. Since the resource curse literature documents adverse effects of natural resources on growth performance 1 , war and conflict 2 , and social conditions 3 , one might expect a negative effect of natural resource endowments on non-resource FDI. Natural resources are often extracted by foreign multinationals that bring in capital and knowledge. However, resource FDI is very capital intensive and we conjecture that it leads to fewer spill-over effects into the non-resource sectors of the host economy because it relies less on local subcontractors or suppliers. Non-resource FDI on the other hand seems to promise more scope for spill-over effects and is therefore more attractive for receiving countries. If resource FDI indeed crowds out non-resource FDI, then this is an additional channel through with natural resource abundance can be a drag on economic development.
Our main objective is therefore to assess the importance of subsoil assets as a determinant of FDI and to test whether there is evidence for a negative effect of subsoil assets on non-resource FDI but a positive effect on the inflow of resource FDI. Using detailed sector level data on outward FDI, we indeed find strong evidence for this hypothesis. Furthermore, our results indicate that resource abundance has a negative impact on aggregate FDI, suggesting the presence of a curse. We deal with the thorny econometric issue that standard gravity equation errors are heteroskedastic when estimated with a panel 1 The resource curse states that natural resource exports harm growth prospects, even after controlling for the effects of initial income per capita, human capital, investments, trade openness and institutional quality on economic growth (Sachs and Warner, 1997) . However, in countries with good institutions the curse is turned into a blessing, whereas in countries with bad rule of law natural resource dependence harms growth prospects (Mehlum, et al., 2006) . The curse is severest for more easily appropriable resources such as oil, gas, gold or diamonds (Boschini, et al., 2007) . Furthermore, commodity prices are notoriously volatile and contribute to the resource curse so that a well developed financial system helps to turn the curse into a blessing (van der Ploeg and Poelhekke, 2009) . If natural resource exports are instrumented by natural resource abundance, as measured by the World Bank (1997) estimates of sub-soil assets, and institutional and constitutional variables, the resource curse turns out to be a "red herring" while resource abundance has a significant positive effect on growth (Brunnschweiler and Bulte, 2008) . Resources do, however, negatively impact growth performance via volatility (van der Ploeg and Poelhekke, 2010) . Using detailed data for Brazilian municipalities, there is no evidence for an effect of oil discovery and exploitation on nonoil GDP (Caselli and Michaels, 2008) .
by allowing FDI to be I(1) and estimating various co-integrating relationships to arrive at a satisfactory error-correction-mechanism specification.
We have two ancillary objectives. First, we investigate in which ways resource FDI differs from nonresource FDI. Spatial econometric studies on the determinants of aggregate FDI indicate that, apart from the usual effects of host market potential, population size, distance, quality of institutions, trade openness, etc., there is a positive effect of surrounding FDI -the spatial lag -and a negative effect of surrounding market potential on FDI in the host country (e.g., Blonigen, et al., 2007; Poelhekke and van der Ploeg, 2009 ). This suggests that FDI is mostly of the complex-vertical fragmentation variety or at least a combination of all forms. In contrast, resource FDI involves mostly extraction which relies less on regional suppliers. Even processing (refining) is often done in home markets close to final consumers. Detailed sector level data allows resource FDI for the first time to be distinguished from all other FDI. Our empirical results indicate that the spatial lag is insignificant for resource FDI and positive for non-resource FDI while surrounding market potential has an insignificant effect on resource FDI and a negative effect on non-resource FDI. This suggests that non-resource FDI is characterized by complexvertical fragmentation whereas resource FDI is mainly vertical with distance and human capital having much less effect. Third-country effects have additional implications for our main objective. The positive spatial lag in non-resource FDI suggests that third-country effects, motivated by multinationals' complex production chains, extend the negative impact of resource abundance on non-resource FDI to neighboring countries and thus worsen the negative impact of resource abundance on non-resource FDI.
Of course, there are rival stories why natural resource abundance may result in less non-resource FDI. For example, bad institutions may play an important role. To test this rival hypothesis and to tackle the problem that institutional quality and market potential in the host country may not be exogenous with respect to FDI, we offer panel estimates and include the initial value of institutional quality in every fiveyear period and lag market potential by one year. Since institutions are an insignificant explanatory variable of non-resource FDI, we conclude that it is natural resource abundance rather than bad institutions that deters FDI. We also considered the conjecture that the ruling elite of a country forms a coalition with foreign resource companies to appropriate resource rents at the expense of the people in an environment where information on resource exploration/exploitation and returns to companies and the government are not very transparent. 4 However, we could not find empirical support for the hypothesis that resource sectors attract more FDI in badly governed countries. In fact, our empirical evidence suggests that institutional quality stimulates resource FDI.
Second, we tackle the problem that FDI outflows to some sectors of some countries are zero. Building on the econometric literature on sample selection bias as specification error (Heckman, 1979) and the recent literature on estimating trade flows allowing for the number of trading partners (Helpman et al., 2008) , we offer two-stage estimates of the determinants of both the external and internal margin in FDI. A novelty is that we allow for spatial dependence in both the selection and the volume of FDI equation. This does not alter our qualitative conclusions on the determinants of the volume of non-resource and resource FDI.
However, we do find differences in the determinants of whether to locate FDI or not in a particular host country. For example, distance has a positive impact on the location decision but a negative impact on the volume of non-resource FDI. This suggests that setting up an affiliate in a distant country might be a substitute for international trade.
The outline of our paper is as follows. Section 2 demonstrates that in a simple three-sector trade model with intra-sectoral capital mobility subsoil assets can have a negative effect on non-resource FDI. It also discusses how the different types of FDI imply different effects of surrounding market potential and surrounding FDI, which allows one to test whether FDI is horizontal, vertical, export platform or characterized by vertical fragmentation. Section 2 thus puts forward a testable econometric specification of the theory. Section 3 discusses the unique dataset on FDI outflows from the Netherlands, and also the problem of obtaining reliable data on sub-soil assets. Section 4 establishes that FDI is I(1) and puts forward an error-correction mechanism to estimate the core determinants of non-resource FDI. Section 5 tests whether institutional quality rather than natural resource endowments deters non-resource FDI, but finds no support for this rival hypothesis. It also performs robustness tests by allowing for trade openness and free trading arrangements and using detailed data on oil/gas/coal reserves and the price of crude oil as determinants of FDI. Section 6 corrects for sample selection bias by providing estimates of the external and internal margin of FDI. Section 7 estimates the determinants of resource FDI and discusses the negative impact of resource endowments on aggregate FDI. Section 8 concludes.
Theoretical determinants of resource and non-resource FDI
We are interested in two hypotheses. The first comes from the Hecksher-Ohlin model and suggests that resource endowments attract resource FDI, but deter non-resource FDI. The second gives a prominent role to surrounding market potential and surrounding FDI, which enables one to distinguish whether FDI is horizontal, vertical, export-platform or vertically fragmented.
Predictions from a three-sector trade model with intra-sectoral capital mobility
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Suppose that output of tradeables, non-tradeables and natural resources are given by, respectively, where denote capital and employment used in production of tradables, employment in production of non-tradables, and capital and subsoil assets used in natural resource production, respectively, and F(.) and G(.) exhibit constant returns to scale. Prices of non-tradeables and natural resource output are, respectively, p and q*, the wage rate is w, and the interest rate is r*. Tradeables are the numeraire, so the price of tradables is unity. The interest rate and price of natural resources are set on world markets. Capital used in the traded and resource sectors is imported and can be viewed as FDI. For simplicity, we suppose that the non-resource sectors do not use resources as intermediate input and that production of non-tradables requires no capital input.
F( , ), , and G( , ),
Profit maximization demands that the marginal product of labor in the traded sector is set to the wage and the linear production function for non-tradables implies that the price simply equals the wage, so that and conditional labor demand decreases in the wage,
and so the world interest rate pins down the real exchange rate and the wage , p = w = p(r*)  p* , p<0 (the factor price frontier) and the labor-capital ratio in the traded sector, (p) = *; demand for capital in the resource sector ('resource FDI') declines with the world interest rate and rises with the world price of resources and resource use,
With homothetic preferences, we have the unit-expenditure function E(p), E>0. Using this and the GNI function (2), equilibrium on the markets for tradables and non-tradables is given by:
We allow for intra-sectoral mobility of all factors of production, so do not focus on movements in the real exchange rate (e.g., Neary, 1988) but on movements in capital use in the various sectors of the economy.
where c denotes real consumption ('utility'), E(p*)c total consumer expenditure, and E(p*)c consumption of non-tradables. Total differentiating (3) and (4) and abstracting from price effects p* and r* , we obtain real consumption and capital use in the traded sector ('non-resource FDI'):
where 0 <   p*E/E < 1 is the share of non-tradables in consumption, 0
share of capital in resource value added, and
 the supply elasticity of natural resource output. Conditional demand for capital in resource production is more price elastic than resource output, especially if the share of capital in resource production is relatively small (i.e., /
Equation (5) indicates that a bigger endowment of natural resources or labor (higher q*R or L) boosts real consumption, especially if the share of capital and rents are high in the resource sector and of nontradables in the consumption basket is high. Apart from via this endowment effect, a higher world resource price also has an output effect boosting real consumption and a substitution effect reducing it.
The output effect dominates if the price elasticity of the demand for capital in the resource sector is less than one (i.e.,  KR < 1). Both the output and the substitution effect are bigger if the share of capital in resource production and the share of non-tradables in consumption are large.
Equation (6) indicates that a bigger labor force attracts more non-resource FDI. If natural resource production also requires labor, more labor would also attract more resource FDI. This labor force determinant of FDI results from abundance of labor rather than market potential. Equations (1) and (6) indicate that a bigger value of subsoil natural assets (higher q*R) attracts resource FDI, but leads to less non-resource FDI. More subsoil assets induce a bigger natural resource industry and thus lead to reallocation of resources from the traded to the resource sector. In both cases the effects are bigger if
are more substantial and non-tradables constitute a bigger fraction of the consumption basket. On top of this endowment effect, we see from (6) that higher world price of natural resources has an extra output and substitution effect on non-resource FDI which is negative (positive) if the price elasticity of the conditional demand for capital in the resource sector is smaller (larger) than unity. Furthermore, (1) indicates that higher world prices of natural resources boost resource FDI.
Different types of FDI, spatial determinants of FDI, and econometric specification
Vertical FDI occurs if manufacturing multinationals chop up their production chains into skill-intensive headquarters and R&D in home countries abundant in high-skilled labor and production in countries abundant in low-skilled labor. This off-shoring exploits cost and factor price differentials. Since production is shipped back to be sold at home, this leads to trade (Helpman, 1984) . Horizontal FDI focuses at cutting trade and transportation costs by moving production plants and distribution centers overseas (Markusen, 1984 (Markusen, , 2002 . Export-platform FDI takes place if multinationals use horizontal FDI to sell in the host market and as export platform to sell in neighboring countries (Ekholm et al., 2007; . Export-fragmentation FDI allows fragmentation of the production process where different intermediaries of the final good are produced in different countries, assembled in a third country, and then shipped back to the parent or another country (Yeaple, 2003) .
Inspired by this classification of types of FDI, we add surrounding market potential and surrounding FDI as explanatory variables to equations (1) and 6) to arrive at the following econometric specification (cf., Blonigen et al., 2007; Poelhekke and van der Ploeg, 2009 ):  , respectively. Our null hypothesis based on equations (1) and (6) for the effect of subsoil assets is  1 > 0 and  1 < 0. We also expect higher world commodity prices to boost resource FDI and curb non-resource FDI, so our null hypothesis for the effect of the world price of natural resources on the two types of FDI is  2 > 0 and  2 < 0. Our null hypothesis based on equations (1) and (6) for the effect of population size is that  3 = 0 and  3 > 0.
However, if the resource sector uses some labor, there will be a positive effect of population size on mineral/mining FDI,  3 > 0. If population size also captures part of host market potential, it should have an additional positive impact on FDI.
By estimating FDI at the sector level, we can distinguish between the various sorts of FDI by inspecting the signs of the coefficients on the spatial lag of FDI and surrounding market potential (Blonigen et al., 2007; Poelhekke and van der Ploeg, 2009 ). The gravity model emphasizes trade and transportation costs and is relevant for horizontal FDI which allows production in multiple locations close to the market with market size of the host country (proxied by income per capita and population size of the host country) and distance from parent company being key determinants of FDI. If exports to third countries are unattractive, a zero coefficient on the spatial lag of FDI and a zero coefficient on surrounding market potential ( 5 = 0 and  6 = 0 for non-resource FDI) suggest evidence for horizontal FDI. In contrast, a negative coefficient on the spatial lag of FDI and a zero coefficient on surrounding market potential ( 5 = 0 and  6 < 0) provide evidence for purely vertical FDI driven by multinationals seeking the lowest cost destination. Effectively, FDI in one country harms FDI in neighboring countries if multinationals seek out the best regional location. This applies to non-resource FDI but not to resource FDI, since the latter is determined not so much by cost advantage as by the presence of natural resources in the crust of the earth.
Resource FDI is thus by nature vertical in nature. Export-platform FDI has the proximity benefits of horizontal FDI without the costs of setting up affiliates in surrounding countries. If trade protection between destination markets is less than frictions between parent and destination countries, exportplatform FDI makes sense and one expects a negative coefficient for the spatial lag on FDI and a positive one for surrounding market potential ( 5 > 0 and  6 < 0). However, with intermediate levels of border costs between the host country and its neighbors and a large peripheral (not centrally located within the group of neighboring countries) host market, surrounding market potential may have a negative effect (Blonigen, et al., 2007) . With complex-vertical fragmentation FDI we expect a positive coefficient for the spatial lag on FDI ( 6 > 0) as more suppliers, ports, and other agglomeration advantages in surrounding countries make fragmentation FDI more attractive. A negative effect of surrounding GDP per capita supports the border-cost hypothesis ( 5 < 0). Evidence for aggregate FDI suggests a positive coefficient on the spatial lag of FDI and a negative coefficient for surrounding market potential, which points towards complex-vertical fragmentation FDI and the border-cost hypothesis (Blonigen et al., 2007; Poelhekke and van der Ploeg, 2009 ). Our prior is that we expect most non-resource FDI to be of this sort.
Since section 4 establishes that FDI is I(1), we will estimate an error-correction version of (7)-(8).
Because of the spatial terms α 6 and β 6, we estimate by ML instead of OLS (see appendix 1). 
Measuring sub-soil assets
To estimate (7)- (8) Administration (EIA), and the stocks of ten metals and minerals (bauxite, copper, gold, iron, ore, lead, nickel, phosphate rock, silver, tin and zinc) for those countries that report production figures. In many cases actual reserves data is not available in which case the World Bank makes the bold assumption that resources last another 20 years, regardless of the type or country (making reserves proportional to rents).
Production costs themselves are often proxied by costs from other countries. Using this data as measure of reserves (subsoil assets) can lead to biased results, since reserve estimates are sensitive to prices, time to depletion, the social discount rate and extraction costs (van der Ploeg and Poelhekke, 2010) .
Reserve data for non-hydrocarbon minerals have been collected by Norman (2009) Reserves data for oil, gas and coal measured in tons or cubic meters is available for a broad sample of countries and years from BP and the EIA. They report economically extractable reserves and production between (at most) 1965 and 2008 12 , but the data is internally inconsistent for many country-years.
13
To get around these issues we adopt different strategies. The World Bank (2006) has also constructed data on rents: the value of resource exports net of production costs. We use this data as a proxy for the value of resource deposits, using that the amount of rents correlates positively and strongly with the value of reserves. 14 This means that there is enough time variation to distinguish long-and short-run effects of resource booms. Alternatively, we summarize the World Bank rents data into a dummy variable, taking the value 1 if rents for any of the minerals are positive and zero else. We assume thus that sub-soil resource levels are positive if rents are non-zero. 15 Instead of measuring the effect of changing reserve levels, we thus measure the effect of resource discovery. Such a discovery should lead to factor allocation towards the resource sector and less FDI into other sectors. 16 An added benefit is that we can allow for countries with zero reserves, since we do not have to take logs of reserve levels.
Since much resource FDI concerns the hydrocarbon sector, we can distinguish between hydrocarbons and other minerals and create two dummy variables. In additional regressions we also show the results for 12 Proven oil and gas reserves data starts in 1980, and coal reserves are only recorded for 2005, while oil, gas and coal production data starts in respectively 1965, 1970 and 1980 . These refer to reserves 'which geological and engineering data demonstrate with reasonable certainty (i.e., on the basis of successful pilot projects) to be recoverable in future years from known reservoirs under existing economic and operating conditions' (BP). 13 For example, a country may report production during a number of years, while reporting unchanging reserve levels during that period. This implies that either as much oil was discovered as was produced or that production and/or reserve data are inaccurate. We might be willing to assume that reserve data is accurate if new discoveries require updating of the data. An increase in the reported level of reserves should indicate new discovery. Subtracting subsequent production data may then yield more precise reserve levels in those years where original reserve levels did not change. In some cases where reserve data shows little variation over time production is high enough to yield negative implied reserve levels, casting doubt on the assumption that new discoveries are accurately recorded. 14 A simple regression tells us that a 1% increase in log amount of hydrocarbon reserves correlates with a 0.8% increase in the log value of hydrocarbon rents. For other minerals we only have reserve data in 1970 from Norman (2009). In this case the correlation with non-hydrocarbon rents in 1970 is 0.7%. 15 We lag both variables by one year to avoid reverse causality. 16 For some countries rents are zero in some years and positive in later and earlier years because of (civil) war. During such periods sub-soil resources are not economically extractable, so resource FDI may well be zero then.
taking the oil, gas and coal reserve data from BP/EIA as given (where we convert all reserves to British Thermal Units (BTU) and take logs). Although there may be measurement error in this variable, it does allow us to distinguish between the effects of reserve quantities and their price. 
Core results: determinants of non-stationary outward non-resource FDI stocks
The strong upwards trend of aggregate outward FDI reported in fig. 1 suggests that FDI is non-stationary.
It may be not enough to allow for a common deterministic trend, since FDI may be heterogeneously nonstationary at the country level. Recent studies that do not explicitly take account of these issues assume that each time period is independent from the next and that investment in a specific host country is independent from investments done earlier in the same host country, but this seems overly restrictive. For example, estimate the (spatial) determinants of US outward FDI stocks and affiliate sales between 1989 and 1999 using as much industry level data as is publicly available. Although they carefully allow for third-country effects and industry-time dummies to capture industry-time specific effects common to host countries, they do not test for stationarity of FDI or other regressors. If FDIs to specific host countries trend heterogeneously, the estimated coefficients and standard errors on the pooled data are unreliable. Similarly, Blonigen et al. (2007) use the same data source on affiliate sales data over 16 years; except for a common deterministic trend, they do not investigate the time-series properties of the data. The instability created by potentially trending variables could affect the estimates as well. Carr et al. (2001) and Markusen and Maskus (2002) do not allow for cross-sectional dependence and treat each host country as an independent destination, and are thus susceptible to a similar critique. Brainard (1997) circumvents the problem of non-stationarity by limiting the analysis to cross sections, but this is less efficient than working with panels of observations.
Apart from outward FDI, human capital, GDP and the size of the population may also be non-stationary.
This need not be a problem if ε it is stationary, because equations (7) and (8) then form a co-integrated relationship from which we can deduce the long-run effects on FDI. To verify whether this is the case, we test whether the independent variables have a unit root taking into account cross-sectional dependence arising from spatial effects. Such cross-sectional dependence renders standard IPS tests for a unit root (Im, Pesaran and Shin, 2003) invalid, but CIPS unit root tests take into account general cross-sectional dependence by augmenting ADF regressions for each country with cross-section averages (Pesaran, 2007) . Moreover, the standardized version of the cross-sectionally augmented Dickey-Fuller (CADF) 17 Assuming perfect substitutability between coal, gas and oil, we will use the oil price as the price of BTUs.
allows for unbalanced panels. 18 Since this test cannot accommodate gaps in the data and requires at least six time periods, we drop Afghanistan, Ghana and Congo (for which we have less than six observations each) and remove gaps in the data.
19 Table 2 presents the results of the CADF(p) test for orders p=0 and p=1 and for two types of deterministic components in columns (a) and (b). In almost all cases we cannot reject the unit root hypothesis at the 10% level. For population and surrounding market potential we can also not reject the null if we restrict the sample to a balanced panel. Column (c) performs the same tests on the first difference of every variable to test for a possible mixture of I(1) and I (2) variables. This time we almost always comfortably reject the null, also if we test a balanced panel of observations for the log of population. Overall, we can thus regard all variables as I(1). Pesaran (2007) , extreme t-values are truncated to avoid any undue influence of extreme outcomes, because t is small (10-20). *** p<0.01, ** p<0.05, * p<0.1 For the first difference of ln population we also reject the null if we restrict the sample to a balanced panel (N=43; T=18; CADF(1) = -11.215***).
Tabel 2: CIPS panel unit root tests
We now test the null of no co-integration between FDI, control variables and resource wealth, using the residuals from regression (8) for the sample without gaps used in table 2. The regression is presented in column (a) of table 4. Because cross-sectional dependence is best taken care of by allowing for a spatially 18 Baltagi, Bresson and Pirotte (2007) show that, if spatial dependence is present in the data, the Pesaran (2007) test performs much better than first generation panel unit root test which do not take cross-sectional dependence into account. In our case this matters because we expect spatial dependence in FDI and GDP. lagged dependent variable according to the robust LM tests 20 , we test for co-integration using the standard IPS test procedure which allows for heterogeneous autoregressive parameters. The alternative LLC test (Levin, Lin and Chu, 2002 ) has more power, but also requires balanced data and assumes a homogenous auto-regressive parameter (Banerjee and Wagner, 2009 The estimates may nonetheless be biased because the error term ε it in equation (8) may be correlated with each of the disturbances of the I(1) processes belonging to each independent variable. One can correct for this correlation by including leads and lags of the first difference of the I(1) independent variables in the regression  dynamic OLS or D-OLS (Kao and Chiang, 2000; Mark and Sul, 2003) . Simulations in Wagner and Hlouskova (2010) suggest that D-OLS outperforms fully modified OLS (Phillips and Moon, 1999) and is least sensitive to I(2) components, cross-sectional correlation and small T (say ≤ 25).
Column (b) in table 4 adds first-differenced leads and lags of the independent variables to equation (7).
The resulting regression (not reporting the leads and lags) is very similar to column 1 even though we lose 195 observations because of the leads and lags. This confirms that equation (7) represents a stable and unbiased long-run relationship between FDI and the independent variables. We find that there is evidence that hydrocarbon resource rents have a significant negative impact on non-resource FDI, thus confirming the main prediction entailed in equation (6). Furthermore, we find the usual determinants of non-resource FDI. Market potential (proxied by GDP per capita and population size) and human capital significantly attract non-resource FDI whilst distance and a high implicit tax rate in the host country significantly deter it. Furthermore, we find statistically significant support for the hypothesis that, given informational imperfections in globally integrated capital markets, destination countries where the currency is weak in 20 The tests are based on a whether the general regression y = Xb + ε can be significantly improved by including either of the terms or , robustified against the alternative of the other form. See also Appendix 1. ρWy λWε real terms attract more FDI due to more spending power of home firms and/or lower costs of nontradables costs in the destination country (cf., Froot and Stein, 1991) . Finally, the significant negative effect of surrounding on market potential and the significant positive spatial lag of the independent variable suggest that non-resource FDI is mainly of the complex-vertical fragmentation variety (cf., Blonigen et al., 2007; Poelhekke and van der Ploeg, 2009 ). Interestingly, the positive spatial lag implies that the negative effect of resource abundance on non-resource FDI also spreads to other countries (about 40%). This increases the negative effect of resource abundance on FDI even more as there will be less potential suppliers of non-resource FDI in neighbouring countries.
Since equation (8) 
The error-correction coefficient ξ is significant at the 1% level which confirms convergence towards the steady state after short-term shocks (down to 10% of steady state in 15 years for columns (a) and (b)).
Still, column (a) indicates that few of the short-run dynamic effects  i are statistically significant. For example, a temporary shock in the price of natural resources leading to higher rents does not induce a statistically robust immediate decline in FDI. However, a permanent shock to resource wealth (e.g., due
to newly discovered reserves) significantly lowers the equilibrium volume of non-resource FDI.
Although we explicitly model cross-sectional dependence and the long-and short-run dynamics, exogenous shocks might still be correlated within countries. Column (b) therefore provides an additional robustness test by allowing for clustered standard errors at the country level. This hardly changes the results. As a final test we allow in column (c) for fixed country effects, which include distance and other (unmeasured) time invariant determinants of FDI, and we allow FDI to follow a distinct deterministic trend in each country. This changes the coefficients, but does not alter our qualitative results either. The estimated average speed of convergence, conditional on a country-specific trend, is higher (down to 10% in only 3 years) and a resource boom has a stronger effect on the de-meaned and de-trended (by country) level of FDI.
We conclude that resource abundance mainly has a negative impact on non-resource FDI in the long run, but short-run dynamics mostly arise from shocks to non-resource FDI itself. In the following empirical sections we therefore abstract from short-run dynamics other than those arising from FDI itself. 
Testing for rival hypotheses and robustness
Our core results presented in table 5 may be the result of the rival hypothesis that FDI is higher in countries with good institutions if natural resource endowments happen to be correlated with bad rule of law, corruption or macroeconomic instability. An alternative rival hypothesis is that resource-rich countries attract more FDI if international trade is restricted. To test for these rival hypotheses (and to avoid potential omitted variables bias), table 6 presents estimates of our space-time auto-regressive (STAR) specification with institutional quality, openness to international trade, and free-trading arrangements (FTA) added as additional explanatory variables. We allow for time-varying institutional quality by taking five-yearly averages of institutional quality, which also deals with the potential endogeneity of institutional quality. Column (a) with total resource rents and column (b) with hydrocarbon and other mineral resource rents entered separately indicate that none of these effects are statistically significant, so we reject the rival hypotheses that natural resource abundance are a proxy for poor quality institutions and that trade protection might boost FDI stocks. We thus drop these variables in the other columns of table 6.
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Our finding that institutions do not affect non-resource FDI is consistent with earlier results that a broad measure of risk does not affect FDI 22 , although we do not claim that specific characteristics related to the quality of institutions (e.g., corruption) could still matter. 23 Institutional openness to trade also does not affect the amount of outward FDI, but in section 6 we examine the possibility that openness affects the fixed costs of engaging in FDI rather than the volume of FDI. 24 Column (c) indicates that other 21 We also experimented by including measures of macroeconomic instability which might deter FDI. But inflation volatility and 5-yearly GDP per capita growth volatility were not significant and did not affect the results. 22 Wheeler and Mody (1992) did not find a significant correlation between the size of FDI by US firms and the host country's risk factor, a composite measure that includes perception of corruption as one of the components. The authors concluded that the importance of the risk factor should ''be discounted, although it would not be impossible to assign it some small weight as a decision factor'' (p. 70)." Wheeler and Mody (1992) combined the corruption measure with twelve other indicators to form one regressor. These other indicators include ''attitude of opposition groups towards FDI'', ''government support for private business activity'', and ''overall living environment for expatriates'', which may not be overwhelmingly correlated with government corruption, may not be precisely measured, or may not be as important for FDI as one imagines. 23 A study on bilateral investment from 12 source to 45 host countries finds that a higher tax rate on multinationals or more corruption in the host country deters inward FDI (Wei, 2000) . A recent study based their empirical analysis on two measures of activity by U.S. majority-owned foreign affiliates: panel data for aggregate real gross product in manufacturing that originates in a given host country and micro data for a single year regarding the likelihood of a firm locating in a given host country (Mutti and Grubert, 2004) . Their estimates indicate that investment geared towards export markets, rather than the domestic market, is particularly sensitive to host country taxation, and that this sensitivity appears to be greater in developing countries than developed countries and growing over time. 24 Openness to trade (Wacziarg and Welch, 2008 ) is composed of five criteria for specific trade-related policies. A country is considered closed if it meets at least one of the following: (i) average tariff rates of 40% or more (TAR); (ii) non-tariff barriers covering 40% or more of trade (NTB); (iii) a black market exchange rate at least 20% lower than the official exchange rate (BMP); (iv) a state monopoly on major exports (XMB); (v) a socialist economic For most minerals there is no time-varying data available on the level of reserves, which is why we have used rents so far. However, detailed data on a country-by-country basis are available for oil, gas and coal reserves and for the world price of crude oil (BP, 2009) . Although these data exclude minerals, agriculture, etc. and thus do not cover all natural resources, reserves are available for many countries and most outward resource FDI in our sample is related to oil and gas. Column (e) of table 6 shows that the negative effect of natural resources on non-resource FDI is robust if hydrocarbon resource rents are replaced by hydrocarbon reserves in BTU and the world price of oil. The regression suggests that price effects are more detrimental than the effects of changing reserve levels themselves. All other core determinants of FDI remain significant in all columns of table 6.
Further robustness tests using a 0-1 dummy for reserves depending on whether rents are zero or positive rather than rents or reserves are presented in appendix 3, table A2, columns (d)-(f). This yields a bigger sample as now country periods with zero rents can be included (see section 3.2). They confirm our qualitative results on the determinants of non-resource FDI, but given that we now have a larger sample some controls are now significant which were not when we excluded the country years with zero rents.
For example, countries with good institutions now attract more non-resource FDI on average, but countries with good institutions within a sample of resource exporters (with positive rents) do not significantly attract more non-resource FDI than resource exporters with worse institutions. A similar result now holds for trade openness. Being a member of GATT/WTO has no effect on FDI and there is no robust (negative) effect of being landlocked on FDI either once short-run dynamics are taken into account. A boom in a particular resource (such as gold) leads to a decline in non-resource FDI.
Two-stage estimation procedure: correcting for sample selection bias in outward FDI
Gravity equations to estimate bilateral trade flows (e.g., Tinbergen, 1962; Anderson and Wincoop, 2003) have been corrected for sample selection bias by allowing for external and internal margins in international trade (Helpman, et al., 2008) . 25 The resulting two-stage procedure estimates selection into trade partners in the first stage and trade flows in the second stage; it indicates that traditional gravity estimates are biased and that most of the bias is due to omission of the extensive margin rather than sample selection bias. Since the volume of trade between pairs of countries that trade with each other depends on the fraction of firms that engages in foreign trade, the intensive margin of trade is substantially driven by variations in the fraction of trading firms rather than by new trade partners. The new gravity approach can explain 'zeroes', i.e., that no firm may be productive enough to export from one country to another country, and asymmetric bilateral trade patterns.
Recently, a similar procedure has been used to empirically investigate FDI and the location decisions of heterogeneous multinationals with firm-level data suggesting that the most productive French firms invest in relatively tough host countries (Chen and Moore, 2010) . We investigate outward FDI at the sectoral level, where the problem of zeroes is much less severe. In our data there are 20 percent zeroes in resource FDI and 5% zeroes in non-resource FDI versus 55 percent zeroes in the 1986 cross section of bilateral trade flows of Helpman, et al. (2008) and 92 percent zeroes in the mergers & acquisitions data in Head and Ries (2008) . To tackle the problem of zeroes in FDI data, we correct for sample selection bias arising from omitted variables that measure the impact of the number of firms that engage in FDI to a particular country. We adopt an agnostic approach and specify probit equations for the first stage to estimate the probability that there is FDI to a particular country and use the resulting predictions in the second stage to estimate the determinants of outward FDI. The advantage of this method is that the decision to invest abroad and the decision on the amount of investment to be made are determined separately. Alternative methods such as simple OLS on the selected sample have to assume that both decisions are independent while a Tobit regression makes the strong assumption that both decisions can be captured by the same model and the nonlinear Poisson model (used in the context of trade by Santos Silva and Tenreyro (2006) ) allows inclusion of both zero and non-zero trade flows but makes the assumption that the decision to trade and the amount of trade are a single decision. 26 We favor the two-stage method, because it does not make such assumptions on the nature of the decision process.
Although the two-step method is not necessary to obtain consistent estimates, it is more convincing if at least one of the variables that determine entry in foreign markets does not also determine the size of investment. For example, Helpman et al. (2008) find evidence that the decision to export is well determined by measures of the cost of entry in a foreign market, while entry costs do not affect the amount of trade. A similar argument could be made for FDI, but the available data on entry costs combined with our FDI data does not yield country years for which FDI is zero. 27 We therefore argue that the fixed costs of entering a foreign market are better proxied by an index of a country's institutional openness to trade (Wacziarg and Welch, 2008) Pr( 0/ , , , , , , ) '
where (.) indicates the cumulative normal density function and  cannot be zero, the null hypothesis that 7 0 i   is equivalent to testing for sample selectivity (i.e., the null that 0
The estimates thus generated correspond to a LIML estimator. To obtain the correct standard errors, we re-sample with a bootstrap. 30 Consistency of the estimates requires that the error terms
N it
 are normally distributed. Table 7 presents the two-stage more productive than exporting firms on average, than it should be no surprise that all multinationals in our sample have been able to overcome the entry costs which deterred less productive firms from exporting. 28 There are several alternative candidates, but common language as in Helpman et al. (2008) is not helpful as outside the Netherlands few countries speak Dutch. A dummy for free trade areas is not included, since it perfectly predicts positive other FDI. Colonial ties also make less sense in our context. 29 In addition, we replace the log of resource rents by the resource dummy which is equal to one if rents are positive in a given country and year. This way we avoid having selection depend also on whether rents are positive. 30 Because the estimation procedure is very computing intensive we limit the bootstrap to 200 replications.
estimates. The dependent variable in (8a) is set so that it is zero if FDI is zero and one else. The latter occurs rarely, but signifies an investment relationship between the home and the host country.
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Following Helpman et al. (2008) we include predictions from the probit model, but also its square and cube. They are added to control for firm heterogeneity (dropping the Pareto assumption). Since trade openness and being landlocked do not affect the amount of FDI, we include them as instruments in the first stage.
The SAR estimates of the first stage correspond to a Bayesian spatial auto-regression probit model and are given in column (a) of table 7. The instruments trade openness and being landlocked are significant and have the correct sign, and judging from the benchmark regression (b) they do not help predict the amount of investment. Column (a) reveals several interesting contrasts with the decision on the amount of FDI to undertake. 32 For example, whether non-resource FDI takes place with a particular destination country is more likely if it is farther away from the home country (consistent with FDI being a substitute to trade) but the volume of FDI undertaken is less (consistent with distance limiting corporate control).
Also, surrounding market potential increases the likelihood to invest, but relatively more investment goes to larger neighboring markets. Harder to explain is the positive effect of non-zero resource rents on the decision to invest in combination with the robust negative effect of rents on the volume of investment.
The former could relate to a possible spending effect from natural resources, possibly boosting market potential at least in the short run, while the latter relates to the negative reallocation effect from the traded to the resource sector.
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Turning to the second stage reported in column (c), we note that the inverse Mill's ratio is significant at the 10% level. However, once we bootstrap the errors and include the predicted probability of FDI occurring and its square and cube as in column (d), we find that neither the inverse Mill's ratio nor the predicted probabilities that control for multinational heterogeneity are statistically significant at the 10% level. We thus conclude that there is no evidence of sample selection bias. This is also reflected in the coefficient estimates of regression (d) compared to the benchmark regression (b), which are all similar. 31 The countries with zero FDI in some years are China, Congo, Dem. Rep., Ghana, Honduras, Hungary, Iceland, Mali, Mozambique, Nicaragua, Niger, Papua New Guinea, Poland, Togo, and Uganda. 32 Marginal effects have similar sign and significance (not reported). 33 Closer inspection of the resource dummy reveals that quite a few very poor countries have no production of minerals in most years, such as Haiti, Mali, Malawi, El Salvador and Nepal. The main conclusion is that hydrocarbon rents still predict a lower level of non-resource FDI.
Analogously (and additionally using also taxation as a selection variable) the two-stage estimates for resource FDI reported in table A3 of appendix 3 suggest that there is no evidence of sample selection bias at the 5% level. This increases our confidence in the single-stage estimates reported in sections 4 and 5.
7. Does the decline in non-resource FDI dominate the boost to resource FDI?
Determinants of resource FDI
To examine the different impact of natural resource endowments on resource FDI and the different nature of resource FDI, table 8 presents estimates of the determinants of resource FDI. In addition to the variables suggested by equation (1) and the discussion of section 2, we hypothesize that bad institutions, corruption and risk of expropriation may attract resource FDI when corrupt politicians join forces together with foreign mining companies to cream off surplus natural resource rents which will be easier if lack of transparency allows cheating of the public. In such situations corrupt politicians, possibly aided by foreign multinationals, deplete natural resources rapaciously, especially if the chance of being kicked out of office by rebel groups is high. However, the empirical evidence reported in table 7 rejects this hypothesis as good institutions seem to attract resource FDI. Not surprisingly, hydrocarbon resource rents or, alternatively, hydrocarbon reserves in BTU attract resource FDI independent of the world price of oil.
In all columns distance deters resource FDI while market potential (proxied by population but not GDP per capita), human capital and relative cheapness of the host country's currency attract it. There does not appear to be a negative effect of the tax rate on resource FDI. 34 Although occasionally foreign investments are expropriated in the resource sector -equivalent to a 100% tax rate -there is no evidence that taxes are high enough on average to deter resource FDI. Convergence is quite sluggish, with shocks bringing resource FDI back to 10% of its new equilibrium value in 13 years. This is unsurprising given the long-term investments needed in mineral exploration, but the adjustment for non-resource FDI is almost as sluggish (see table 6 ). This implies that, after a negative shock due to expropriation of existing resource FDI stocks, it takes a long time for resource FDI to recover.
There is no evidence for a spatial lag in resource FDI, so resource FDI is not positively or negatively affected by resource FDI in neighboring countries. Surrounding market potential has no impact either on resource FDI. If anything, a high GDP per capita seems to have a negative effect on resource FDI. This suggests that resource FDI is very different from other FDI. It is not complex-vertical fragmentation, 34 By proxying the tax rate by the government spending share of GDP we have a more comprehensive coverage of countries and, in case of resource FDI, it is probably more relevant than the official corporate tax rate.
export-platform or horizontal, but mainly vertical as a result of being driven by the geographical necessity of local subsoil assets rather than by regional cost advantages (see section 2.2) and of a type that is unrelated to neighborhood effects. Further robustness tests with a bigger sample using a 0-1 dummy for reserves are presented in appendix 3, table A2, columns (a)-(c). We allow for Singapore being a large transshipment port and the very large amount of resource FDI going through it by including Singapore with a dummy in the regressions. The broader sample shows that hydrocarbon resource endowments attract (mostly hydrocarbon) resource FDI while other mineral resources deter it, which implies that the reallocation of inputs from the non-resource sector to the natural resource industry after a resource boom also extends to the non-hydrocarbon resource sector. A boom in a particular resource (say, gold) thus leads to a fall in FDI of other (unrelated) resources (such as oil). Appendix 3, table A3 indicates that there is no evidence of sample selection bias in our estimates of resource FDI at the 5% level.
A critique one could levy at our estimates reported in table 8 is that we should correct for some countries having restrictions on resource FDI (e.g., the need to have a license to drill and pump) and others do not.
Unfortunately, we were unable to find a variable to capture such differences, although the openness dummy is also based on whether a country has significant non-tariff barriers to trade and/or a state monopoly on major exports, the later of which typically concerns resource exports.
Negative effect on world non-resource FDI is smaller for isolated countries
Before we investigate whether the negative effect of natural resource abundance on non-resource FDI is bigger than the positive effect on resource FDI, we gauge the dynamic effects of a shock to natural resource wealth. We therefore offer a simulation exercise which takes into account the feedback effects created by the positive spatial dependence of non-resource FDI. The magnitude of the feedback effect depends on the coefficient of the spatially lagged dependent variable and on the distance between the country experiencing the resource boom and its neighboring countries. We expect to find that a resource boom in a country that is relatively isolated in space will result in less negative spill-over effects to the region than when a country that has many close neighbors is hit with a similar shock. The local effect of the shock should be less severe if feedback effects through regional FDI are not taken into account.
Our baseline regression is column (d) of table 6. To calculate the impulse response of FDI to a shock to resources, we set all right-hand side variables to zero except the hydrocarbon rents variable. 35 We simulate the effect of a one standard deviation increase of resource rents over its mean, that is a shock of 3.420/19.298*100 = 17.7%. We thus have from the regression estimates (see (d) of Australia and through regional linkages also lowers FDI in neighboring countries. One year later the effect of the shock can still be felt, lowering FDI in the region even further, even though the initial shock to the region is starting to dissipate. At the inflection point the negative spill-over effects from Australia to the region become weaker than the dissipation effect, causing the overall effect in the region to decrease.
The right panel of fig. 2 shows the same effects for Norway, which has more and closer neighbors. In this case the local effects look very much the same, except that Norway suffers slightly more from negative feedback effects. The big difference is the effect on the rest of the world. Because Norway is much closer to other countries, a negative shock to FDI causes the region to become much less attractive to FDI because of decreasing availability of regional suppliers. Aggregated over all countries, this regional effect becomes as strong as the local shock and persists long after the local affect of the shock has disappeared.
Is there a 'resource curse' for aggregate FDI?
Our estimation results discussed in sections 4-6 suggest that natural resource abundance deters nonresource FDI, but boosts resource FDI. To find out if there is a curse for total FDI, fig. 3 repeats the simulation exercise of fig. 2 for non-resource, resource and total FDI. For remote countries like Australia we find that the net effect of resource abundance on total FDI becomes negative four years after the shock while for relatively connected countries such as Norway the net effect turns negative after only two years.
Also, for connected countries the net effect is deeper and much more persistent, lasting several decades.
The effects are not large in magnitude, but they do persist over many decades and spill over into the region. However, within the sample of regression (d) of Table 6 there are 32 country-years in which hydrocarbon rents more than double in the course of a year. Such shocks are almost six times larger than the one displayed in the simulation exercise above and have proportionally larger effects on FDI. 
f f f   bars indicate country averages, and 74.5% is the average share of total FDI spent on non-resource FDI. We conclude that at the aggregate level high resource endowments are a curse for total FDI, even if we choose to ignore the regional spillovers. Because regional spillovers matter, and because non-resource FDI is the main transmitter of knowledge and technology, the adverse effect of resource abundance on the economy can be substantial.
Concluding remarks
We have established that outward FDI is I(1) and therefore estimate panel error-correction models of nonresource and resource FDI with spatial lags for FDI and market potential. Our empirical estimates yield our main conclusions: subsoil assets exert a negative effect on non-resource FDI, but a positive influence on resource FDI. Most of the short-run dynamics comes from shocks to FDI itself; still, the positive spatial lags further increase the negative impact of resource endowments on non-resource FDI. Our estimates suggest that the net effect of resource endowments on total FDI quickly become negative, especially for countries that are geographically close to many other big markets. Our results are robust to different measures of resource reserves. We also find that a doubling of the oil price leads to a 10 percent fall in non-resource FDI. Allowing for both the external and internal margin in FDI, we find that our results are not affected by sample selection bias.
Some of our ancillary conclusions are that non-resource FDI is characterized by export fragmentation whereas resource FDI is mainly horizontal. Trade openness, free trade agreements and institutional quality do not impact non-resource FDI but institutional quality does have a positive effect on resource FDI. We find that distance has a positive effect on the location decision of non-resource FDI, perhaps as a substitute for international trade, but has a negative effect on the volume of non-resource FDI.
Our results indicate the importance of distinguishing FDI by sector in order to assess the type of FDI that is relevant and of allowing for spatial lags. They also indicate a novel channel by which natural resources may hinder the process of economic development. Future research would benefit from using plant-level data to address these important questions.
level. Although they often also cannot reject the null hypothesis of no spatial MA(1) correlation, the test statistics for MA(1) are nearly always smaller. We therefore always allow for spatial AR(1).
Estimation of (7) and (8) is based on maximum likelihood (Anselin, 1988) and involves calculation of the determinant of large matrices. For example, the matrix W reaches a maximum dimension of 1842×1842 within our sample. Moreover, Kelejian and Prucha (1999) warn that calculation of the eigenvalues of W may be hampered by lack of accuracy. Fortunately, all estimated eigenvalues of our matrices W for different samples had zero imaginary parts allowing standard methods of estimation. The properties of the weighting matrix may also violate consistency of the maximum likelihood estimates: the row and column sums should not diverge faster to infinity than the sample size N. Since W is an inverse distance matrix, it satisfies this condition (Lee, 2004 Total resource dummy (t-1) =1 if natural resource rents are non-zero World Bank (2007) Hydrocarbon resource dummy (t-1) =1 if natural resource rents of oil, gas or coal are non-zero idem
Other mineral resource dummy (t-1) =1 if natural resource rents are non-zero, excluding oil, gas and coal idem ln hydrocarbon resource value (t-1) combined value of natural resource rents of oil, gas and coal idem ln other mineral resource value (t-1) combined value of natural resource rents excluding oil, gas and coal idem ln hydrocarbon reserves in BTU (t-1) total amount of oil, gas and coal reserves in BTUs BP ( Table A1 gives the descriptive statistics of the dependent and independent variables that are used to estimate our econometric model (7) and (8). Appendix 3: Further robustness and sample selection tests Table A2 presents some further robustness tests using a 0-1 dummy for reserves (see section 3.2). We also include a dummy for Singapore in the regressions for resource FDI. Since we now have a larger sample some controls are now significant.
We can specify a two-stage model for testing sample selection bias in resource FDI analogous to equation (7) and table 7 for non-resource FDI. The results are presented in table A3 and the estimate of the inverse Mill's ratio reported in column (d) suggests that there is no evidence of sample selection bias at the 5% level, although there is some weak evidence for it at the 1% level. 
