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Рассматривается возможность алгоритмического построения переменных разделения в уравнении Гамильтона–Якоби для об-
ширного класса так называемых L-систем, или систем Бененти, на римановых многообразиях постоянной кривизны. Предложена
программная реализация алгоритма построения переменных разделения в системе символьных вычислений Maple, рассмотрен ряд
примеров использования данной программы.
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Computing of the separated variables for the Hamilton–Jacobi equation
on a computer
We discuss an algorithm for calculating of the separated variables for the Hamilton–Jacobi equation for the wide class of the so-
called L-systems on the Riemann manifolds of the constant curvature. We suggest a software implementation of this algorithm in the
system of symbolic computations Maple and consider several examples.
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1. Введение
Рассмотрим риманово многообразие Q с локальными координатами q = (q1, q2, . . . , qn) и положи-
тельно определенным метрическим тензором G.
На кокасательном расслоении T ∗Q многообразия Q стандартным образом определим канонические
координаты (p, q) и рассмотрим динамическую систему с функцией Гамильтона натурального вида
H = T (p, q) + V (q) =
n∑
i,j=1
gij(q)pipj + V (q). (1.1)
Здесь gij(q) — компоненты метрического тензора G, а V (q) — потенциальная энергия системы, которая
является гладкой функцией на римановом многообразии Q, каноническим образом поднятой до функции
на всем фазовом пространстве T ∗Q.
Почти в каждом из учебников по классической механике можно прочитать, что одним из самых
универсальных методов интегрирования уравнений движения для конечномерных интегрируемых систем
классической механики был и остается метод Гамильтона–Якоби — метод разделения переменных. Успех
в применении этого метода всегда связан с удачным выбором системы координат, в которых происходит
разделение переменных в уравнении Гамильтона–Якоби
H(p, q) = E. (1.2)
Согласно определению Якоби [9], в уравнении Гамильтона–Якоби имеет место разделение переменных,
если существует полный интеграл вида
S(Q, α1, . . . , αn) ≡
n∑
i=1
Si(Qi, α1, . . . , αn), (1.3)
где i-тое слагаемое Si зависит только от i-той координаты Qi и от n параметров a1, . . . , αn. Здесь предпо-
лагается, что переменные разделения Q = (Q1, . . . , Qn) являются координатами Дарбу, т.е. {Qi, Qj} = 0.
В этом случае переменные Q называются переменными разделения, а сопряженные им импульсы
находятся из уравнений Якоби
Pi =
∂Si(Qi, α1, . . . , αn)
∂Qi
. (1.4)
Эти уравнения и их более симметричную форму
Φi(Qi, Pi, α1, . . . , αn) = 0 (1.5)
называют разделенными уравнениями — дословно “aequatio separata” [7]. Всюду далее под разделением
переменных мы будем понимать разделение переменных в уравнении Гамильтона–Якоби, которое позво-
ляет найти полный интеграл этого уравнения вида (1.3).
Главным недостатком метода разделения переменных считается тот факт, что нахождение перемен-
ных разделения для каждой конкретной интегрируемой системы является своего рода искусством. Един-
ственным общим результатом, применимым ко всем интегрируемым системам, является следующий кри-
терий, предложенный в работе Леви-Чивита [11]: уравнение Гамильтона–Якоби (1.2) интегрируемо ме-
тодом разделения переменных, если функция Гамильтона H(P, Q) удовлетворяет следующим n(n − 1)/2





























До недавнего времени исследование системы уравнений Леви-Чивита (1.6) считалось практически невы-
полнимой задачей в том числе и потому, что сформулирован этот принцип с использованием неизвестных
переменных разделения. Однако для некоторых частных классов интегрируемых систем уравнения Леви-
Чивита недавно были переписаны в инвариантной геометрической форме, которая не зависит от выбора
координатной системы.
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Подчеркнем, что единого для всех интегрируемых систем алгоритма построения переменных разде-
ления по-прежнему не существует. Тем не менее, создано несколько алгоритмов решения этой проблемы,
претендующих на универсальность и применимых к некоторым достаточно обширным семействам инте-
грируемых систем [6, 12, 2, 13]. Для этих систем мы уже можем перейти от искусства разделения пере-
менных к практической технологии разделения переменных.
2. Построение переменных разделения с помощью координатных
преобразований
Всюду далее мы будем рассматривать частное семейство интегрируемых систем натурального вида
на римановых многообразиях, для которых исходные координаты (q, p) связаны с искомыми переменными
разделения (Q, p) с помощью точечных канонических преобразований вида
Q = f(q), P = f ′(q) p , f = (f1, . . . , fn) . (2.1)
Функции Гамильтона натурального вида (1.1) ковариантны относительно точечных преобразований, т.е.
точечные преобразования изменяют функции gij(q) и V (q), но не меняют форму гамильтониана:
H = T (P, Q) + V (Q) =
n∑
i,j=1
gij(Q)PiPj + V (Q). (2.2)



































+grs∂rV ∂sV = 0 .
(2.3)
Здесь ∂r = ∂/∂Qr, ∂s = ∂/∂Qs и r 6= s.
Приравнивая нулю коэффициенты при импульсах Pi в уравнениях (2.3), получим уравнение для мет-
рики gij и два уравнения, в которые входят gij и потенциал V . Кроме того, в эти уравнения неявно входит
искомая нами функция f(q) (2.1), которая определяет связь исходных физических координат q и перемен-
ных разделения Q.
В работах Штеккеля [14], Эйзенхарта [6], Калнинса и Миллера [12], Бененти [2] именно этот вариант
уравнений Леви-Чивита (1.6) был переписан в инвариантной форме с использованием тензорного анализа
на римановых многообразиях.
ЗАМЕЧАНИЕ. В работах [8, 16] установлена тесная взаимосвязь между теорией разделения переменных в урав-
нении Гамильтона-Якоби в ортогональной системе криволинейных координат на римановых многообразиях и теорией
дифференциальных уравнений в частных производных гидродинамического типа. Используя это наблюдение, мож-
но доказать, что нахождение переменных разделения эквивалентно нахождению инвариантов Римана для уравнений
гидродинамического типа.
2.1. Тензора Киллинга
При рассмотрении тензоров мы будем применять стандартные соглашения о суммировании и ранге
тензоров. Например, производится суммирование от 1 до n по каждому индексу встречающемуся дважды,
один раз наверху, другой раз внизу. Кроме этого, будем обозначать одной и той же буквой K = (K ij) =
= (Kij) = (Kij) тензора типа (2, 0), (1,1),(0,2), используя для поднятия и опускания индексов метрический
тензор.
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Рассмотрим риманово пространство постоянной кривизныQ, dimQ = n c положительно определен-
ным контравариантным метрическим тензором




Любой контравариантный симметрический тензор K на многообразии Q можно взаимнооднозначно
отождествить с однородным полиномом в кокасательном расслоении T ∗Q по правилу
K = (Ki...j) ←→ PK = K
i...jpi · · · pj .
Для тензора нулевого ранга, т.е. функции f на многообразии Q, положим Pf ≡ f , где f - каноническое
поднятие функции сQ на T ∗Q.
Тензором Киллинга K ранга ` называется симметричный (`, 0) тензор в пространстве Q, удовлетво-
ряющий тензорному уравнению Киллинга
[K,G] = 0 ⇐⇒ {PK , PG} = 0 . (2.5)
Согласно определению, PK является интегралом движения для геодезического потока на римановом мно-
гообразииQ.
Конформным тензором Киллинга L ранга ` называется симметричный (`, 0) тензор в пространствеQ,
удовлетворяющий тензорному уравнению
{PL, PG} = cPG . (2.6)
Если K — тензор Киллинга, то тензор L = K + f(q)G является конформным тензором Киллинга. В этом
случае
c = ∇f ≡ gijpj∂if ,
и, поэтому, тензор L называют тензором градиентного типа, а f называют потенциалом.
Конформный тензор L с взаимно простыми собственными значениями, для которого кручение Ний-
енхейса равно нулю








j = 0 -.-,
называют L-тензором, или тензором Бененти. Потенциал L-тензора равен его следу, т. е. f =σ1 ≡ trace(L).
2.2. Разделение переменных для L-систем
Основные результаты работ [14, 6, 12, 2], можно сформулировать в виде следующей теоремы:
Теорема 1. Уравнение Гамильтона-Якоби (1.2) допускает разделение переменных в ортого-
нальной системе криволинейных координат, если и только если существует тензор Киллинга K
второго ранга с простыми собственными значениями и нормальными собственными векторами
такой, что
d(KdV ) = 0. (2.7)
Здесь d — внешняя производная.
Подчеркнем, что если условие существования тензора Киллинга K с заданными свойствами и урав-
нение d(KdV ) = 0 переписать в координатном виде с использованием переменных разделения, то мы
получим исходные уравнения Леви-Чивита (1.6)–(2.3).
Входящий в условия теоремы тензор K называется характеристическим тензором. Собственные век-
тора тензора K порождают ортогональное расслоение многообразияQ на гиперповерхности, т.е. подмно-
гообразия единичной коразмерности, которое называется вебом Штеккеля.
Существование тензора Киллинга K с заданными свойствами полностью зависит от выбора кине-
тической энергии системы T , т.е. от метрики риманового многообразия. Существование одного такого
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тензора Киллинга эквивалентно существованию n тензоров Киллинга Km с простыми собственными зна-
чениями и нормальными собственными векторами, которые коммутируют как линейные операторы и на-
ходятся в инволюции относительно соответствующих скобок Пуассона. Линейное пространство, образо-
ванное тензорами Km, называют пространством Киллинга-Штеккеля.
В 1992 году Бененти предложил рекуррентную процедуру построения одного частного семейства про-
странств Киллинга-Штеккеля [2].





k, или Km = σmG−Km−1L , m = 0, . . . , n− 1, (2.8)
являются (2,0) тензорами Киллинга второго ранга с простыми собственными значениями и
нормальными собственными векторами, которые попарно коммутируют друг с другом.
Входящие в определение (2.8) функции σm являются симметрическими полиномами степени m от






Уравнение d(KdV ) = 0 обычно рассматривается как уравнение для нахождения потенциалов V ,
которые можно добавить к кинетической энергии T на данном римановом многообразии с сохранением
свойства разделимости переменных [6, 12, 13]. Легко доказать, что из уравнения d(KdV ) = 0 следует, что
d(KmdV ) = 0 для любого m. Поэтому, согласно [2], можно ввести семейство потенциалов Vm, которые
являются решениями уравнений
dVm = KmdV, m = 1, . . . , n− 1 (2.9)






m(q)pipj + Vm(q), m = 1, . . . , n− 1, (2.10)
которые образуют семейство интегралов движения в инволюции для заданного гамильтониана H (1.1).
Согласно [10], интегралы движения Hm (2.10) также можно найти в виде решений рекуррентных
уравнений
dHm+1 = N
∗dHm + σm+1dH, m = 1, . . . , n− 1, Hn ≡ 0 . (2.11)
Здесь N - оператор рекурсии, который является каноническим поднятием тензора L на кокасательное

































Построение тензоров Киллинга Km и соответствующих интегралов движения Hm тесно связано с
разделением переменных согласно следующей теореме.
Теорема 3. Собственные значения Qi тензора L являются переменными разделения для ин-
тегрируемой системы с интегралами движения Hm.
Интегрируемые системы, допускающие разделение в этих переменных, называют L-системами, си-
стемами Бененти, или системами кофакторного типа.
ЗАМЕЧАНИЕ. Подчеркнем, что L-системы не исчерпывают всего множества систем Штеккеля, допускающих
разделение переменных в ортогональной системе криволинейных координат на римановом многообразииQ. Напри-
мер, конические координаты не являются нормальными координатами для какого-то либо тензора L. Для рассмот-
рения подобных координатных систем используют понятие пучка L-тензоров [4, 13].
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ЗАМЕЧАНИЕ. Согласно [15], (1,1)-тензор Q(µ) =cof(L−µG) является полиномом степени n−1 по µ, коэффи-
циенты которого с точностью до знака совпадают с тензорами Km (2.8). Напомним, что cof(A) определен следующим
образом
cof(A)A ≡ Acof(A) = det(A)G.
В силу этого системы с пространством Киллинга-Штеккеля вида (2.8) и называют системами кофакторного типа.
2.3. Алгоритм построения переменных разделения
Итак, для заданного гамильтониана H (1.1) в рассмотренном выше методе построения переменных
разделения Qi необходимо найти тензор Киллинга L и нетривиальные решения уравнений d(KdV ) = 0
или (2.9)–(2.11).
Для создания алгоритма построения переменных разделения условие существования тензора Кил-
линга L необходимо также представить в виде условия существования нетривиального решения некото-
рого уравнения. Искомое уравнение было построено в работе [5], в которой доказана следующая теорема.
Теорема 4. Тензор L является симметрическим тензором Киллинга градиентного типа c
нулевым кручением и простыми собственными значениями относительно метрического тензо-
ра G, если и только если
d(LXT θ − Tdσ1) = 0. (2.13)
Здесь L— производная Ли вдоль геодезического векторного поля XT , σ1 = tr L — симметриче-






является L-деформацией стандартной 1-формы Лиувилля θ0 =
∑
pjdq
j , не зависящей от выбора
координатной системы.
Подставив тензор Киллинга K1 (2.8) в уравнение d(KdV ) = 0, мы получим уравнение, которое по
своей структуре аналогично уравнению (2.13)
d(LXV θ − V dσ1) = 0 . (2.15)
Доказательство может быть найдено, например, в работе [1].
Для того, чтобы уменьшить количество промежуточных вычислений, мы воспользуемся следующим
выражением для производной Ли L вдоль векторного поля X
LX = iX d + d iX .
Здесь iX — оператор крюка и d — внешняя производная. Подставим это выражение в уравнения (2.13-
2.15). Так как d2 = 0, то
dLX = d iX d + d
2
iX = d iX d,
и уравнения (2.13) и (2.15) имеют вид
d(iXT d θ − Tdσ1) = 0, (2.16)
d(iXV d θ − V dσ1) = 0 . (2.17)
Итак, алгоритм построения переменных разделения Q для данной нам L-системы сводится к нахо-
ждению нетривиальных решений уравнений (2.16) и (2.17) относительно функций Lij(q) на римановом
многообразииQ и нахождению собственных значений тензора L. В этом алгоритме для построения пере-
менных разделения, вместо неизвестного вектора f (2.1) на римановом многообразии Q, который неявно
входит в исходные уравнения (2.3), мы будем искать тензор Киллинга L второго рода со специальными
свойствами.
В следующем разделе мы представим реализацию данного алгоритма для построения L-тензоров и
соответствующих переменных разделения для L-систем.
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ЗАМЕЧАНИЕ. Если для данного гамильтониана уравнения (2.16-2.17) не имеют решения или решение триви-
ально, то это означает, что данная интегрируемая система не является L-системой. Отсутствие решения вовсе не
означает, что система не допускает разделения переменных.
ЗАМЕЧАНИЕ. Вторая дифференциальная 1-форма θ естественным образом порождает вторую пуассонову
структуру на многообразии T ∗Q [10, 1]. Соответствующий оператор рекурсии N (2.12) является каноническим под-
нятием тензора L на кокасательное расслоение T ∗Q. В силу этого предложенный алгоритм можно рассматривать как
часть более общего алгоритма нахождения переменных разделения для би-гамильтоновых интегрируемых систем.
3. Программа для построения переменных разделения
Далее приведена программная реализация описанного выше алгоритма построения переменных раз-
деления, выполненная в среде символьных вычислений Maple v.9.5. Строки программы помечены сим-
волом   , остальное представляет собой развернутый комментарий. В виде исполняемого Maple-файла
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В данной программной реализации нами использовался пакет
ﬃﬂ4
, который является стандарт-
ной встроенной библиотекой системы символьных вычислений Maple. Он ориентирован на построение и
работу с дифференциальными формами, получающимися из известных дифференциальных уравнений в
частных производных. В данном разделе нами осуществляется обратная процедура: мы построим диффе-
ренциальные уравнения, отвечающие условиям (2.16-2.17), записанным в терминах дифференциальных
форм.








Координаты на римановом многообразии Q будем обозначать q = (q1, . . . , qn), а сопряженные им им-















[q1, q2, p1, p2]
В уравнения (2.13-2.15) входят векторные поля, части функции Гамильтона и компоненты конформного














θ := L1, 1(q1, q2) p1 d(q1) + L2, 1(q1, q2) p2 d(q1)
+L1, 2(q1, q2) p1 d(q2) + L2, 2(q1, q2) p2 d(q2)
Здесь Lij(q) - искомые нами функции на римановом многообразииQ.
Далее, для нахождения интегралов движения с помощью рекуррентных соотношений (2.11) нам по-
требуется тензорное поле N типа (1,1), действие которого на произвольную 1-форму определено форму-
лой (2.12):
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На втором шаге вводятся канонический тензор Пуассона b , который необходим нам для построения
векторных полей
 








0 0 1 0
0 0 0 1
−1 0 0 0
0 −1 0 0

 ,
и канонические скобки Пуассона
 @eg





























T(q1 , q2 , p1 , p2 ), ∂
∂p2
T(q1 , q2 , p1 , p2 ),
− ( ∂
∂q1
T(q1 , q2 , p1 , p2 )), −( ∂
∂q2
T(q1 , q2 , p1 , p2 ))
]













0, 0, −( ∂
∂q1




Теперь у нас все готово для того, чтобы определить уравнения (2.16-2.17) и построить с помощью них
искомую систему дифференциальных уравнений в частных производных.
Начнем с уравнения (2.17), которое по объему вычислений требует значительно меньше ресурсов.
Подставляя векторное поле XV и 1-форму θ в выражение i(X) dθ
 
ﬂL k:/ 





− L2, 1(q1, q2) (
∂
∂q2
V(q1, q2))(q1, q2, p1, p2)−
− L1, 1(q1, q2) (
∂
∂q1





− L2, 2(q1, q2) (
∂
∂q2
V(q1, q2))(q1, q2, p1, p2)−
− L1, 2(q1, q2) (
∂
∂q1
V(q1, q2))(q1, q2, p1, p2)
)
d(q2),
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мы получим соотношение, в которое входят производные, формально зависящие от всех переменных фа-
зового пространства. В действительности, эти производные зависят только от координат на конфигураци-
онном пространстве. Это особенность реализации встроенной процедуры i(X), которую нам необходимо
исправить.


















− L2, 1(q1, q2)
∂
∂q2








− L2, 2(q1, q2)
∂
∂q2






Приравнивая нулю коэффициенты при всех независимых 2-формах в (2.17), мы получим следующую си-













При n = 2 эта система состоит из одного уравнения, при n = 3 система состоит из трех уравнений и т.д.

























Теперь перейдём к оставшемуся уравнению (2.16). Как и раньше, приходится вручную упрощать это
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Приравнивая теперь нулю коэффициенты при всех независимых 2-формах в уравнении (2.16), мы полу-











Уравнение (2.16) при n = 2, 3 порождает шесть и пятнадцать уравнений, соответственно. Добавим эти
























При n = 2, 3 полная система уравнений состоит из семи и восемнадцати уравнений для четырех и девя-
ти функций Lij(q), соответственно. Эти уравнения содержат координаты qi, функции от координат L
i
j(q),
гамильтониан H и импульсы pi, которые входят в определение гамильтониана.
Поэтому на третьем шаге в полученную нами систему уравнений необходимо подставить функцию
Гамильтона H для исследуемой нами интегрируемой системы. В качестве первого примера рассмотрим
интегрируемую модель Энона–Эйлеса с гамильтонианом





























НЕЛИНЕЙНАЯ ДИНАМИКА, 2005, Том 1, №2, с. 163–179
172 Ю. А. Григорьев, А. В. Цыганов
Подставляя данные части функции Гамильтона
 @
'/Yk^5	% $&8ﬂ/k![Bt^5ﬀ&8(/t!]U=
в полученную нами ранее систему уравнений
M&ﬂv
?
и приравнивая нулю коэффициенты при степенях
переменных pi, мы получим искомую систему алгебраических и дифференциальных уравнений в частных
производных u
4ﬂ(




























При n = 2, 3, 4 результирующая система уравнений состоит из 13, 51 и 136 уравнений, но не все эти
уравнения линейно независимы.
ЗАМЕЧАНИЕ. Для произвольного потенциала V (q) конечная система уравнений обычно сильно переопределе-
на и имеет только тривиальное решение, что означает, что переменные разделения для данной системы не могут быть
построены с помощью точечных или координатных преобразований для L-систем.
В нашем случае система уравнений
u
4ﬂ(











Ans := {L1, 1(q1 , q2 ) =
3 C1
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C1 q2 + C2













9 C21 − 24 C
2
1 q2 + 16 C
2
1 q2











9 C21 − 24 C
2
1 q2 + 16 C
2
1 q2
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Эти координаты совпадают со сдвинутыми параболическими координатами, которые действительно явля-
ются переменными разделения для системы Энона-Эйлеса [13]. Построение этих переменных с помощью
компьютера заняло менее одной минуты машинного времени.
Строго говоря, мы построили целое семейство эквивалентных систем переменных разделения, от-
личающихся произвольными постоянными C1,2. Следует напомнить, что две системы переменных разде-
ления называются эквивалентными, если соответствующие решения уравнения Гамильтона-Якоби поро-
ждают одно и то же лагранжево расслоение фазового пространства T ∗Q.
Теперь обсудим построение соответствующих интегралов движения с помощью семейства конформ-






















Напомним, что в нашем случае gij = 1 и, таким образом, Lij = Lij .
Кроме тензоров Km уравнение (2.9) содержит внешние производные от неизвестных нам пока потен-



























Теперь у нас все готово для того, чтобы построить и решить уравнения (2.9), что и позволит нам определить







































Мы не будем выписывать полученные интегралы движения 
NO
явно, но проверим, что эти функции дей-










+ q1 2 q2 + 2 q2 3




















ЗАМЕЧАНИЕ. Если число степеней свободы не очень велико, например n  10, то для полиномиальных потен-
циалов переопределенную систему уравнений DDﬂ7 можно решить и с помощью стандартной процедуры ﬂﬁ(.( на
обычном персональном компьютере за разумное время. При n > 10 необходимо использовать специальные компью-
теры или специальные системы символьных вычислений для решения полученных нами сильно переопределенных
систем уравнений.
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4. Примеры
4.1. Ангармонический осциллятор
Рассмотрим n-мерное евклидово пространство Q = Rn с декартовыми координатами qi такое, что





































Как и для системы Энона-Эйлеса, нам необходимо подставить этот гамильтониан в систему уравнений
M&ﬂv
?
и затем решить переопределенную систему уравнений
u
4&ﬂ#(
, в которую уже не входят момен-
ты pj . Соответствующее решение имеет вид
Lij(q) = (C1 + ai − an)δij + C2 qiqj















которое совпадает с известным определением эллиптических координат в евклидовом пространстве Rn.
Перейдем теперь к построению интегралов движения. В отличиe от системы Энона-Эйлеса, для по-
строения интегралов мы воспользуемся методами би-гамильтоновой геометрии. Начнем с того, что под-









































































Мы не будем выписывать полученные интегралы движения 
N&O
явно, но проверим, что эти функции дей-
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4.2. Эйлеровская задача двух центров
Рассмотрим задачу, описывающую движение на плоскости в силовом поле двух притягивающих цен-
тров с гамильтонианом





(q1 − c)2 + q22
+
a2√
(q1 + c)2 + q22
)
.
В отличие от предыдущих примеров в этом случае потенциал V (q) является алгебраической, а не полино-
миальной функцией от координат.






















(λ− c2/2)(λ + c2/2)
.
Соответствующие интегралы движения могут быть получены либо с использованием теории конформных
тензоров Киллинга, либо в рамках би-гамильтоновой геометрии. Для этой цели можно использовать без
изменения либо код программы, приведенной для системы Энона-Эйлеса, либо код, приведенный для
ангармонического осциллятора.
4.3. Цепочка Тоды
Пусть конфигурационное пространство Q совпадает с n-мерным евклидовым пространством Rn.









exp(qi − qi+1) , qn+1 ≡ q1 . (4.3)








Конечно, собственные значения этой матрицы не являются переменными разделения. Тем не менее, в этом
случае число свободных параметров равно размерности риманова многообразияQ и этот факт позволяет
нам все равно построить переменные разделения. Для этого необходимо использовать идею близкого к
нашему алгоритма построения переменных разделения, подробно описанного в работе [13]. Действитель-
но, приведем матрицу L к диагональному виду с помощью преобразования подобия






Это преобразование подобия порождает поворот исходной системы координат q i, который и приводит к
искомым переменным разделения Q
Q = V q, ⇒ Q1 = q1 + q2, Q2 = q1 + q2 .
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Число свободных параметров меньше размерности риманова многообразия и, поэтому, такое решение
называется тривиальным [13]. Если решение тривиально, это означает, что для данного гамильтониа-
на невозможно построить переменные разделения с помощью преобразований конфигурационного про-
странстваQ.
Тем не менее, необходимо подчеркнуть, что для цепочки Тоды уравнение Гамильтона-Якоби допус-
кает разделение переменных, но для построения переменных разделения необходимо использовать более
широкий класс канонических преобразований фазового пространства T ∗Q.
4.4. Система Неймана
Конфигурационное пространствоQ для системы Неймана является сферой Sn единичного радиуса в
евклидовом пространстве Rn+1. С помощью декартовых координат x = (x1, . . . , xn+1) в Rn+1, риманово
многообразие Sn определяется условием |x| =
√
(x, x) = 1.
Система Неймана описывает частицу, движущуюся по поверхности сферы Sn в поле квадратичного





i . Нам будет удобно производить все вычисления в следующих локальных коор-















(ai − an+1)qi .
Здесь pi — импульсы, канонически сопряженные координатам qi, а a1, . . . , an+1 — произвольные число-







































q1(a3 − a1) + a1 − a2
a2 − a3
C1 q1 C1
q2 (a1 − a3)
a2 − a3
C1 q2 C1 + C2

 .
Напомним, что Lij(q) — компоненты тензора L, один раз ковариантного и один раз контравариантно-
го. Для того, чтобы поднять или опустить индекс, необходимо использовать метрический тензор G. Для
неплоских метрик это приводит к тому, что L-матрицы, полученные в результате работы программы,
несимметричны, хотя и отвечают симметричному тензору Киллинга.
Собственные значения Q1,2 полученного L-тензора являются нулями характеристического полино-











1− q1 − q2
λ− a3
.













x2j = 1 .
Это известное определение сфероконических координат или эллиптических координат на сфере Sn.
Так как в этом случае метрика не плоская, то для построения семейства тензоров Km и соответ-
ствующих интегралов движения необходимо модифицировать код программы, написанной для системы
Энона–Эйлеса. Поэтому нам будет удобнее использовать рекуррентные соотношения (2.11), для кото-
рых код программы остается неизменным:
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Как и ранее, мы не будем выписывать полученные интегралы движения 
N&O
явно, ограничившись лишь
















В данном примере, когда риманово многообразие снабжено неплоской метрикой, все вычисления на
обычном настольном компьютере при n = 2, 3 занимают примерно минуту и восемь минут, соответствен-
но.
Замечание: В отличие от вычислений, приведенных в работе [1], мы непосредственно решаем уравне-
ния (2.13-2.15), а не применяем для решения подстановку специального аффинного вида. Это позволяет
говорить о единственности полученного решения.
4.5. Модель Якоби-Калоджеро
Пусть конфигурационное пространствоQ— трехмерное евклидово пространство R3 с декартовыми




p2i + (q1 − q2)
−2 + (q2 − q3)
−2 + (q3 − q1)
−2 .
В случае n = 3 данный гамильтониан рассматривался Якоби, если n > 3, то данную систему принято
называть системой Калоджеро.
Решение полной системы уравнений u
4&ﬂﬁ




q21C1 + 2q1C2 + C3 q1q2C1 + (q1 + q2)C2 + C4 q1q3C1 + (q1 + q3)C2 + C4
q1q2C1 + (q1 + q2)C2 + C4 q
2
2C1 + 2q2C2 + C3 q2q3C1 + (q2 + q3)C2 + C4
q1q3C1 + (q1 + q3)C2 + C4 q2q3C1 + (q2 + q3)C2 + C4 q
2
3C1 + 2q3C2 + C3

 .
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Число свободных параметров Ck больше, чем размерность риманова многообразия. Это означает, что
данная интегрируемая система является вырожденной или суперинтегрируемой системой, которая допус-
кает разделение переменных в нескольких различных координатных системах. Действительно, при раз-
личном выборе свободных параметров C1, . . . , C4 можно получить собственные значения тензора L, ко-
торые совпадут с сплющенными сфероидальными, вытянутыми сфероидальными, сферическими и пара-
болоидальные координатами, также можно получить координаты параболического цилиндра. Детальное
описание этих координатных систем и их применение к интегрированию уравнений движения в модели
Якоби–Калоджеро может быть найдено в работах [13, 3].
4.6. Рациональный потенциал
Рассмотрим движение точки в обычном евклидовом пространстве Rn с декартовыми координатами











) , c, ai ∈ R . (4.4)
В отличие от предыдущих примеров потенциал V (q) является рациональной, а не полиномиальной функ-
цией координат.







При c > 0 все траектории, начинающиеся внутри данного эллипсоида, остаются внутри навсегда.
На обычном настольном компьютере при n > 2 стандартная процедура
L#%




за разумное время, т.е. решение занимает более нескольких десятков минут. Это
увеличение времени работы связано с общими особенностями системы Maple, которые всегда возникают
при работе с корнями, рациональными степенями и комплексными функциями.
Эти системные особенности легко обойти, если сначала найти общее решение уравнения (2.16), ко-
торое описывает геодезическое решение и не содержит рациональных функций, входящих в определение
потенциала. Конечно, затем это общее решение необходимо подставить в уравнение (2.17) и найти реше-
ние, описывающее тензор L для данного конкретного потенциала. В рассматриваемом нами примере такое
изменение алгоритма решения позволяет сократить затраты машинного времени до нескольких минут при
n 6 10.
Для евклидова пространства общее решение системы уравнений, полученных из уравнения (2.16) и
описывающих движение по геодезическим, имеет вид
Lij(q) = αqiqj + Aijqi + Bijqj + Cij .
Здесь коэффициенты α, Aij , Bij и Cij — произвольные постоянные, такие-,- что Aij = Bji и Cij = Cji.
Подставляя это общее решение в систему уравнений, полученную из второго уравнения (2.17), мы по-
лучим систему алгебраических уравнений на коэффициенты Aij , Bij и Cij , вид которой полностью опре-
деляется конкретным потенциалом.
Для рационального потенциала (4.4) стандартная Maple процедура
#%
с легкостью решает эту си-
стему алгебраических уравнений за несколько секунд. При этом собственные значения соответствующего
тензора L являются стандартными эллиптическими координатами (4.2) в евклидовом пространстве.
5. Заключение
В данной статье рассматривается возможность алгоритмического построения переменных разделе-
ния в уравнении Гамильтона-Якоби для обширного класса L-систем на римановых многообразиях посто-
янной кривизны.
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Программная реализация данного алгоритма осуществлена в системе символьных вычислений
Maple. Программа и примеры ее использования, перечисленные в данной работе, размещены-а- для сво-
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В дальнейшем мы собираемся внести ряд изменений в данную программу и создать библиотеку программ
для работы с L-системами. В частности, добавить программы, необходимые для построения и решения
соответствующих разделенных уравнений, программы для построения оператора рекурсии, матриц Лакса,
преобразований Бэклунда и функций Бейкера-Ахиезера.
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