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Tunable optical phased arrays and metasurfaces play an important role in a diverse range of applications
from imaging and remote sensing to communications and displays. However, as the number of tunable
elements grows, the required control architecture becomes insurmountably complex. Here, we discuss
the concept of perimeter-controlled tuning to shape far-zone radiation. We discuss applications of our
approach to beam forming, holography, and image projection. We show that, with a proper design, the
complexity of a control architecture may be dramatically simplified. We further discuss the use of our
method to time-sharing image projection and holography. Our concept is applicable to a variety of systems,
including phased array optical antennas and metasurfaces.
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I. INTRODUCTION
Arrays of coherent emitters, such as phased array
antennas [1–8] and, more recently, metasurfaces [9–20],
play an important role in a broad range of applications from
ranging [4] and remote sensing [21] to free-space commu-
nications [22,23] and holography [12,24,25]. In particular,
optical phased arrays, which are counterparts of rf antenna
arrays [1,26–29], offer a compact and efficient solution
for LIDAR [4–6] that is critical for autonomous naviga-
tion. Furthermore, such systems are of great promise for
high-bandwidth in-space communication between satel-
lites and deep space probes [22,23]. Recent progress with
metasurfaces [9], which are arrays of synchronized sub-
wavelength scatterers, offers opportunities for holography
[25] and flat optics [9]. Finally, we note developments in
phased array microwave and ultrasound systems for wire-
less power transfer [30,31] and for 5G communications
[26–29].
Among many challenges that such systems face, emer-
gent phenomena associated with size scaling become
increasingly important. Indeed, a simple estimate shows
that a near-infrared (λ 1 µm) array with a millimeter-
size aperture would consist of millions of emitters (see
Appendix B for more details), all of which would have
to interfere coherently to produce a desired far-field radi-
ation pattern. Although the design and fabrication of very
large passive arrays have been successfully demonstrated
*davoyan@seas.ucla.edu
†haa@caltech.edu
in recent years [32], tunable control of each element
of the array presents a significant engineering challenge
[4,5,16,17]. Indeed, with millions of elements in the array,
simultaneous and independent addressing of each emit-
ter would require complex control architectures beyond
the reach of current technology. Further progress requires
efficient control solutions to tune the phase or amplitude
response of individual elements across the entire array.
Previously, several studies have considered row-column
addressing to reduce the number of control elements for
beam formation with planar rectangular phased arrays
[33–36]. Specifically, nonlinear signal mixing [34,35] and
interemitter coupling [35] schemes were considered. These
methods, however, are not directly applicable to optical
frequencies, where nonlinear responses are typically much
weaker. Recently, in Ref. [37], an interesting row-column
addressing scheme was proposed to steer an optical phased
array. In particular, the radiation of each of the array
elements was formed by an interference between respec-
tive column and row optical waveguide feeds. However,
based on optical interference, this method is inherently
limited, since the emitter amplitude depends on the feed
phase (hence, there is the need for nonlinearity [33–36]),
which significantly limits the functionality and class of
operations that can be performed [1]. Notably, all previ-
ous works [33–37] consider column-row phase tuning of
input feed waves. That is, control is achieved by engineer-
ing the carrier input. At the same time, recent advances
with metasurfaces and phased arrays [10–17] suggest that
phase tuning can also be attained at the individual element
level (e.g., by an applied voltage). In this case, one may
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consider a column-row addressing of control signals, rather
than column-row tuning of input carrier feed implemented
earlier [33–37]. Such a control architecture has not been
discussed previously.
Here, we introduce and discuss theoretically a perimeter-
control architecture for large area tunable phased array
systems and phase gradient metasurfaces. In contrast to
previous works, we consider column-row addressing of
control signals with phase tuning at the individual ele-
ment level. This allows us to attain a linear and phase-only
tuning across the entire system. We discuss physical and
mathematical implications of the proposed control scheme.
We show that such a control scheme may offer efficient
ways for beam steering and holography. We further elu-
cidate fundamental relations between phased array optics,
metasurfaces, and holography.
We begin our analysis with a general scenario of radia-
tion formed by an array of electrically small emitters, i.e.,
radiation sources, which can be individual antennas in the
case of a phased array antenna [1] or individual scatter-
ers in the case of a metasurface [9]. We assume that each
elementary source located at points r0ν is excited with an
amplitude aν and a relative phase ψν [see Fig. 1(a) and
Appendix C]; ν indexes array elements. In this case, the
radiated electric field in the far radiation zone of an array
is given by a superposition of fields radiated by each source
[1]:
E =
∑
ν
e−ikr0νaνeiψν . (1)
Here, we employ a far-zone approximation assuming that
kr → ∞ and r  D, i.e., the distance to the observation
point at r is much larger than the physical dimension, D,
of the array; k is a free-space wavevector |k| = 2π/λ.
According to the expression above the far-zone radia-
tion pattern is formed due to an interplay of two fac-
tors: array geometry, described by the factor e−ikr0ν , and
intrinsic property of each emitter defined by its complex
amplitude and phase aνeiψν . Without loss of generality,
we assume here a square array with N × N uniformly
spaced elements, see Fig. 1(a). We note that the concept
and principles discussed here may be extended to other
array topologies, including circular and hexagonal element
arrangements.
For a uniform spacing of array elements [Fig. 1(a)], the
geometric phase kr0ν factorizes into kr0ν = k[lrx sin(θ )
cos(φ) + nry sin(θ ) sin(φ)], where rx and ry denote
distances between array elements along x and y directions,
and l and n enumerate array columns (i.e., discrete x coor-
dinate) and rows (i.e., discrete y coordinate), respectively;
θ and φ are azimuth and polar angles in the direction
of observation [see Fig. 1(a)]. The radiated field in the
far-zone is then expressed as
E =
∑
l
∑
n
alneiψln exp[ − iklrx sin(θ ) cos(φ)
− iknry sin(θ ) sin(φ)]. (2)
In a most generic scenario of a tunable system, each emit-
ter is controlled independently by an applied control signal
Vν . These control signals may correspond to an applied
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FIG. 1. (a) Schematic illustration of a planar array of emitters. Emitters can be either individual antennas of a phased array antenna
or scatterers in the case of a metasurface. Emitters interact coherently to form a pattern in the far radiation zone. (b) Types of coherent
arrays and associated control architectures. In phased array antennas, elements are fed with a common source that is then distributed
to individual antennas via a network of phase shifters [2–6]. Metasurface elements, in contrast, are excited in parallel with an incident
wave [9–17]. In both of these cases, conventional control architecture assumes that each element is tuned independently of its neighbors
[2–6,16,17], thus, necessitating N 2 control signals (i.e., a control signal per array element). (c) Schematic illustration of a perimeter-
control architecture concept. Phase of each element of the array is defined by the superposition of control signals applied to respective
columns and rows of the array. Total number of controls is 2N .
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voltage, temperature, or magnetic field. A schematic illus-
tration of conventional control architectures is shown in
Fig. 1(b). A control signal Vν applied to the νth emit-
ter (i.e., νth element of the array located in column l and
row n) changes its radiation properties, which, in the case
of an electrically small emitter, corresponds to a change
in amplitude and phase [16,17], i.e., aν = aln(Vln) and
ψν = ψln(Vln). Clearly, in a generic case of simultaneous
and independent addressing of the array elements, N × N
independent control signals would be required. Evidently,
as the number of array elements grows (see Appendix B),
the complexity of the control architecture grows dramati-
cally as well. To reduce control complexity and decrease
the number of signals needed, we consider the perimeter-
control architecture depicted schematically in Fig. 1(c).
Specifically, here control signals are applied not to indi-
vidual elements of the array, but to the rows and columns
of the array [Fig. 1(b)]. In this case, the control signal
at the νth element of the array is a function of control
signals applied to respective column l and row n, Vν =
f (Vl + Un); Vl and Un denote control signals along x and
y directions of the array, respectively. We stress here a dis-
tinct difference with Refs. [33–37], where the phase of the
feed electromagnetic wave is tuned at input columns and
rows. In contrast, we tune the control signal (i.e., voltage),
which then controls the phase at a given element [16]. One
of the possible implementations of this scheme is discussed
in Appendix D. For the sake of simplicity and to elucidate
key manifestations of the proposed control architecture,
we assume that array elements are identical and consider
that emitter amplitude is independent of the applied con-
trol signal, i.e., aν = a ≡ const. (Notably, in principle,
in many existing implementations [16,17], the amplitude
varies with an applied voltage and such a dependence is not
a fundamental constraint, i.e., one may potentially devise
a phase-only tunable element [15].) At the same time, the
emitter phase, ψν , is free to vary with an applied signal and
may be expressed as ψν(Vν) ≡ F(Vν) = F[f (Vl + Un)].
For a monotonic dependence of phase with an applied con-
trol signal (which is typically obtained in experiments),
we may require that F[f (Vl + Un)] = Vl + Un, i.e., f (·) =
F−1(·). In this case, the array radiation in the far-zone is
given simply as E(θ , φ) = aZperim(θ ,φ), where
Zperim(θ ,φ) =
∑
l
∑
n
exp(iVl + iUn)
× exp[ − iklrx sin(θ ) cos(φ)
− iknry sin(θ ) sin(φ)], (3)
is the array factor of our perimeter-controlled system,
which is a phased array antenna or metasurface.
We may further write this expression in a more compact
matrix form:
Zperim(θ ,φ) = 〈e|v ⊗ u|e〉 , (4)
where ⊗ denotes an outer product between two linearly
independent vectors vl = exp[iVl − iklrx sin(θ ) cos(φ)]
and un = exp[iUn − iknry sin(θ ) sin(φ)] associated with
the phase gradient along columns and rows of the array,
and |e〉| = (1, . . . , 1, . . . , 1) is a unitary vector. Therefore,
the far field of such a perimeter-controlled array is given as
a convolution of two linearly independent responses asso-
ciated with the orthogonal directions of the array. Below,
we discuss applications and limitations of such perimeter-
control architecture in the context of beam steering and
holography.
II. TUNABLE BEAM STEERING
Beam forming and steering is one of the major areas of
interest, where phased array optics, both antenna arrays
and metasurfaces, are of a great promise [2–6,16,17,19].
In this case, phases of the individual radiation sources are
superimposed coherently to form a narrow “pencil” beam
[1]. The direction of emission may be controlled by tai-
loring the phase gradient distribution across the array [1].
For a uniform planar array, with an equidistant spacing of
emitters, and for a linear gradient of phase between the
elements, the array factor is found to be [1]
Zpencil(θ ,φ) =
∑
l
exp il
[
ψx − 2π
λ
rx sin(θ ) cos(φ)
]
×
∑
n
exp in
[
ψy − 2π
λ
ry sin(θ ) sin(φ)
]
,
(5)
where ψx and ψy are phase increments along the x and
y directions of the array, respectively.
By comparing Eq. (5) with an expression for an array
factor of the perimeter-control architecture, Eq. (3), it
is trivial to show that Zperim(θ ,φ) ≡ Zpencil(θ ,φ) when
ψν(Vν) ≡ Vl + Un = lψx + nψy . Obviously, this rela-
tion holds for Vl = lψx and Un = nψy . Therefore, by
appropriately choosing gradients of control signals along
columns and rows of the array, we reproduce the full
beam-steering functionality that is attained in arrays with
individually controlled elements. For a linear gradient of
phase (or control signal in our case), the array factor,
Z, convolves into the following compact expression [cf.
Eq. (4)] [1]:
Z(θ ,φ) = sin
(Nδx
2
)
sin
(
δx
2
) sin
(
Nδy
2
)
sin
(
δy
2
) , (6)
where δx = ψx − (2π/λ)rx sin(θ ) cos(φ) and δy =
ψy − (2π/λ)ry sin(θ ) sin(φ) are array phase factors
along x and y directions, respectively. The direction
of the beam is found from the condition δx = δy = 0
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and yields ψx = (2π/λ)rx sin(θ0) cos(φ0) and ψy =
(2π/λ)ry sin(θ0) sin(φ0), where θ0 and φ0 are angular
coordinates of the pencil beam (i.e., the direction of the
main radiation lobe). Hence, by choosing to control the sig-
nal gradient along the perimeter, the desired phase gradient
and associated beam steering may be achieved. Figure
2 shows several examples of perimeter-controlled beam
steering. Here, we assume, as an example, a 10× 10 array;
however, our concept is applicable to arrays with millions
of elements. To avoid grating lobes, the spacing between
the array elements has to be less than the wavelength
[16,17]. In our calculations, we consider rx = ry =
λ/4. The beam width between two adjacent nulls along the
x and y axes are found to be (2λ/rxN ) and (2λ/ryN ),
respectively.
III. PHASE GRADIENT FLAT OPTICS
It is instructive to consider the case of a metasurface
excited with an obliquely incident plane wave [9]. Con-
sider, without loss of generality, a plane wave incident
at some angle α on an infinitesimally thin metasurface
located at the interface of two media with permittivities ε1
and ε2 (see Appendix A). Notably, here we assume an array
with a finite aperture Dx × Dy = Nrx × Nry , where Dx
and Dy are physical sizes of the array in the x and y direc-
tions, respectively. The oblique incidence will induce an
additional phase delay between excited metasurface ele-
ments ψ incx = k
√
ε1 sin(α)rx (we assume that the wave
is incident from a medium with permittivity ε1). The radi-
ation pattern of the array in either medium is defined
by the array factor, Eq. (6), with modified array phase
factors, δx = ψx + ψ incx − k
√
εirx sin(θ ) cos(φ) and
δy = ψy − k√εirx sin(θ ) sin(φ), where εi = ε1 for the
radiation pattern above the metasurface, i.e., “reflected”
beam, and εi = ε1for radiation below the metasurface,
i.e., “refracted” beam. Clearly, the array phase fac-
tors are determined by three contributions, namely, the
oblique incidence, k
√
ε1 sin(α)rx; the intrinsic phase
gradient of the metasurface, ψx; and the array geom-
etry, −k√εirx sin(θ ) cos(φ). The direction of emission
is again found from the condition δx = δy = 0. For given
metasurface phase gradients ψx and ψy and incidence
angle α, we arrive at two coupled equations that determine
the direction of emission:
√
εi sin(θ ) cos(φ) = √ε1 sin(α) + ψxkrx ,√
εi sin(θ ) sin(φ) = ψykry ,
(7)
At the limit of rx → 0 and ry → 0, we arrive at
expressions similar to those of generalized Snell’s laws
of reflection and refraction defined by phase gradients
in x and y direction, ∂ψx/∂x and ∂ψy/∂y, respectively
[7]. Here, in our perimeter-control architecture, the phase
increments ψx and ψy are linearly related to sig-
nals Vl and Un applied on the perimeter of the array.
Hence, our approach allows to fully control beam reflec-
tion and refraction. While we base our discussion on
array theory [1], at the limit of rx → 0 and ry → 0
(i.e., as N → ∞ for a fixed aperture size), we arrive at
the familiar plane wave diffraction theory [37]. In this
case, it is possible to show that these radiated fields are
familiar reflected and refracted plane waves, i.e., E ∼
exp
{∓ik√εi[sin(θ ) cos(φ)x + sin(θ ) sin(φ)y + cos(θ )z]},
where angles θ and φ are selected, according to Eq. (7).
Therefore, actual generalized Snell’s laws are recovered at
this limit.
IV. PERIMETER-CONTROL HOLOGRAPHY
Holography is another important application where
metasurfaces and phased arrays play an important role
[24]. Of particular interest are phase-only holograms [38]
(also known as kinoforms), in which a desired image
is reconstructed as a Fourier transform of a holographic
phase-only mask, Hphase(x′, y ′) ≡ eiψ(x′,y ′), i.e., I(x, y) =
F2D[Hphase(x′, y ′)], where I(x, y) denotes a complex ampli-
tude of a scalar field in the image plane (x, y) (not to
be confused with field intensity) and F2D(·) is a two-
dimensional (2D) Fourier transform acting in the (x′, y ′)
plane of the hologram [Fig. 3(a)]. A computer-generated
hologram (i.e., a discrete phase mask) is then produced by
discretization of the desired phase profile [38]: eiψ(x
′,y ′) ∑
l,n e
iψ(x′l,y ′n)δ(x′ − x′l, y ′ − y ′n), where δ(·) denotes the
Dirac delta function. In this case, the reconstructed image
is well approximated by a discrete 2D Fourier transform of
the discretized phase mask:
I(x, y) = F2D[eiψ(x′,y ′)]  F2D[eiψ(x′l,y ′n)]
=
∑
l,n
eiψ(x
′
l,y ′n)e−ik(
x
z x
′
l+ yz y ′n) = I(xp , yq), (8)
here l, n and p, q enumerate corresponding columns and
rows in the holographic mask and reconstructed image
planes, respectively.
Recognizing that k sin(θ ) cos(φ) = kx = k(x/z) and
k sin(θ ) sin(φ) = ky = k(y/z) in Eq. (3), it is trivial to
show that an array factor of a metasurface or of an equiv-
alent antenna array with a properly chosen phase distri-
bution, ψln , describes a desired discretized holographic
mask. Indeed, a number of previous works have demon-
strated successfully the use of metasurfaces for holography
[9,12,24]. In the case of a perimeter-control architecture,
phase ψln of the element in the lth row and nth column is
given by superposition of control signals Vl and Un applied
to respective columns and rows of the array. The array
024038-4
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FIG. 2. Perimeter-controlled beam steering. (a) Distribution of phase across the array and respective control signals applied at the
perimeter of a 10× 10 array for several different target angles of beaming. (b) Respective radiation patterns in the far field.
factor in this case may be represented as
Zperim(θ ,φ)  F2D[exp(iVl + iUn)]
= F2D[eiVl ⊗ eiUn] = I(xp , yq). (9)
Hence, our perimeter-control architecture can generate any
phase mask that is given by an outer product of two lin-
early independent orthogonal vectors, i.e., Hphase(x′l, y
′
n) =
eiVl ⊗ eiUn . Furthermore, since discrete Fourier transform
is a linear operation, the reconstructed image may also
be described as a product of two linearly independent
functions, f (xp) and g(yq), i.e., I(xp , yq) = f (xp) ⊗ g(yq).
Therefore, any image that can be represented as convolu-
tion of two orthogonal functions may be encoded by our
perimeter-controlled holographic techniques.
To illustrate this, as an example, we consider Hermit-
Gaussian beams that can be represented as a prod-
uct of two linearly independent functions. Specifically,
the electric field at the waist is given as E(x, y) =
Hηx (
√
2x/w0)e−x
2/w20Hηy (
√
2y/w0)e−y
2/w20 , where Hη are
ηth-order Hermit polynomials and w0 is the beam waist.
In Figs. 3(b)–3(d), we plot holographic reconstruction of a
higher-order Hermite-Gaussian beam with the use of our
technique. Here, we first create a discretized 512× 512
pixel image, we then find a desired discrete holographic
phase mask with the use of the commonly employed
iterative Fourier transform algorithm [38]. We modify
this algorithm to ensure that the generated discrete phase
mask satisfies the condition of separability, i.e., eiVl ⊗ eiUn .
Clearly, the original image is fully reconstructed with our
method.
Finally, we note that any complex image approxi-
mated by an N × N matrix, i.e., I(x, y)  I(xp , yq) with
rank ≤ N , with the use of a singular value decomposi-
tion may be represented as a sum of separable matrixes,
I(xp , yq) =
∑
j Aˆj =
∑
j σj uj ⊗ vj , where uj and vj are
the j th columns of the corresponding singular value
decomposed matrices, Aˆj , and σj are the ordered singu-
lar values. Clearly, our method allows encoding each of
the Aˆj matrixes (here each of the matrices corresponds to
a complex-valued scalar field). In most of practical cases,
only j = 1, . . . ,M (M < N ) of matrixes contribute to the
formation of an image. All N matrices are needed when all
singular values of σj are large. Figure 3(e) shows the appli-
cation of our technique to holographic encoding and recon-
struction of complex images. Here, an initial image, which
is commonly used in computer vision algorithms, is, at
first, factorized by singular value decomposition into a set
of images described by separable matrices. Each of these
“elemental” matrices can be holographically encoded with
the help of our perimeter-control architecture [Fig. 3(c)].
The sum of elemental reconstructed images then approx-
imates the original image. Projecting on a time-sharing
basis, a final image (i.e., field) is formed with at most
024038-5
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FIG. 3. (a) Principles of Fourier holography and its equivalence to metasurface-based image formation. (b) Original 512× 512 pixel
image of a (3,3) Hermit-Gaussian mode. (c) Holographic reconstruction of the original image with perimeter-control architecture. Left
panel shows phase distribution across the array, together with control signals applied to its rows and columns. Right panel shows a
reconstructed image. Holographic image generated by an unconstrained array (i.e., phase of each element may be tuned independently)
is shown for comparison in (d). (e) Application of perimeter-controlled holography to encoding of complex images. Full holographic
image may be represented as a sum of simple images, each described by a separable matrix that can be encoded by our technique.
M  N 2 consecutive steps needed. In contrast, in raster
scanning, an image is formed with N × N consecutive
time steps (i.e., pixel by pixel projection).
V. CONCLUSIONS
Here, we study a case of phase-only modulation, assum-
ing that the amplitude of emitters stays constant with an
applied control signal. In practice, however, it is difficult to
decouple amplitude and phase modulation [16,17]. At the
same time, there is no constraint dictating that both ampli-
tude and phase should vary with an applied control signal.
In principle, a system with phase-only variation [15] may
be designed. While, in the case of amplitude variation, the
mathematical description developed earlier, strictly speak-
ing, is not applicable, the perimeter-control architecture
may be utilized to achieve functions discussed in the text
with relevant optimization. This study, however, being spe-
cific to a given physical system, is outside the scope of this
paper.
In conclusion, we introduce a perimeter-control archi-
tecture and show its use in a number of applications from
beam steering with phased array antennas to holography
with metasurfaces. Our approach is general and suggests
an architecture that can be applied to a diverse set of phys-
ical arrays, including optical and microwave phased arrays,
metasurfaces, and other arrayed systems.
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APPENDIX A: PHASE GRADIENT
METASURFACE
As discussed, the perimeter-control architecture can be
utilized with phase gradient metasurfaces to control wave
(beam) reflection and refraction. In this case, the direction
of scattering may be controlled by inducing a desired phase
gradient across the array. Figure 4 shows a schematic illus-
tration of a metasurface with control signals applied along
the perimeter.
APPENDIX B: SCALING LAWS FOR OPTICAL
PHASED ARRAYS AND METASURFACES
Future applications of phased array optics, both antenna
arrays and metasurfaces, would require large-aperture
arrays to ensure long-range and efficient operation. In this
section, we discuss the requirements for aperture size and
the number of array elements.
In Fig. 5(a), we highlight several applications where
optical phased arrays and metasurfaces are of particular
interest. Specifically, a long-range operation is anticipated:
from about 100 m for LIDARs on autonomous vehicles
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FIG. 4. Schematic illustration of generalized laws of reflection
and refraction with coherent phased arrays. Plane wave is inci-
dent at angle α on a planar array located at the interface of two
media with permittivities ε1 and ε2. For small spacing between
array elements and upon application of control signal gradients
on the perimeter of the array, scattered reflected and refracted
fields beyond conventional Snell’s law are induced.
to over 100 km for space-based remote sensing and inter-
satellite communication systems. Let us consider a planar
square antenna array with N × N elements [as shown
schematically in Fig. 1(a)] with elements spaced λ/2 away
from each other. We shall now estimate the number N
that is needed for such long-range operation distances.
We consider that the transmitter and receiver have similar
antenna gain factors, G ∼ πN 2. Using the Friis transmis-
sion formula, we estimate the number of antenna elements
needed:
G = πN 2 = 4π d
λ
√
Pmin
P
, (B1)
where d is the distance between the transceiver and the
receiver, λ is the operation wavelength, P is the power
transmitted, and Pminis the minimum detectable signal at
the receiver side.
To analyze Eq. (B1) further, it is convenient to express
the detectable signal power through a signal-to-noise ratio,
Pmin = Pnoiseδ, where Pnoise is the noise power level and δ
is the required signal-to-noise ratio. One of the key noise
factors for such optical systems is the ambient solar radia-
tion and albedo of the surroundings. We, hence, express
the noise signal as Pnoise = IambientN 2(λ/2)2, Iambient 
AIsolar(λ)λ, where A is the albedo, Isolar(λ) is the solar
flux at wavelength λ, and λ is the laser bandwidth. We
may estimate the signal-to-noise ratio, δ, from the Shan-
non’s limit theorem as δ = [(ηλ/λ2)c]2 − 1, where η is
the desired acquisition rate for a LIDAR system, or a chan-
nel data rate for a communication system, and c is the
speed of light. Combining all of these expressions together,
we find
N 2  4AIsolar(λ)λ
P
[(
ηλ
λ2
c
)2
− 1
]
d2. (B2)
In Fig. 5(b), we plot the scaling law for the number of the
array elements (N 2) with the operation distance d for some
characteristic parameters. Specifically, we assume AM1.5
solar flux, a laser bandwidth of λ = 1 nm, η = 1GHz,
and P = 1W. For these parameters, the signal-to-noise
ratio is δ ∼ 8. According to this estimate, we find that for
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FIG. 5. Scaling of optical phased arrays. (a) Several typical applications where phased array optical antennas and metasurfaces may
be of particular use, including LIDAR and space communications. Expected operation distances are shown schematically. (b) Number
of array elements with the operation distance for two characteristic values of albedo and two wavelengths of operation.
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a 100 m operation distance an array with 104 − 106 ele-
ments is needed, whereas for long-range space systems
1010 − 1012 phase-tunable antenna elements are required!
(We note that, despite a seemingly large number of ele-
ments, the characteristic aperture size is physically rather
small: ∼1mm and ∼10 cm, respectively.) Clearly, address-
ing each and every element of the array individually
represents a substantial challenge. The perimeter-control
architecture discussed in the main text resolves this issue.
APPENDIX C: REVIEW OF FUNDAMENTAL
RADIATION PROPERTIES OF PHASED ARRAY
ANTENNAS AND METASURFACES
Here, we give a brief overview of key notions of radi-
ation theory and its connection to phased array antennas,
metasurfaces and diffraction theory. We first consider radi-
ation properties of an individual source element, as shown
schematically in Fig. 6. Such a source may be an element
of an antenna array, a scatterer element of a metasur-
face, or an element of a diffractive optical system (e.g.,
hologram or phase grating). Without loss of generality,
the properties of a source may be described by a current
J(r′) = Jsource(r′), in the case of an antenna fed locally,
or J(r′) = −iω[D(r′) − ε0εE], in the case of a scatterer,
where the current is due to the polarization density induced
in the scatterer by an incident field Einc (Fig. 6). The radi-
ated field in the far zone (i.e., for kr → ∞, where k is
the free space wavevector in the direction of the observa-
tion point P) may be expressed with the use of a magnetic
vector potential field A(r) as [1,37,39]
A(r) = μ0
4π
lim
kr→∞
∫
J(r′)
eik|r−r
′|
|r − r′|d
3r′
= μ0
4π
eikr
r
∫
J(r′)e−ikr
′
d3r′. (C1)
Here, μo is the free-space permeability, integration is over
the volume of the source J(r′), and r′ is the radius vector
of the source. Notably, we use a common approximation
that assumes |r − r′|  r and eik|r−r′|  eikre−ikr′ , physi-
cally corresponding to the case of observation distances
much larger than the dimensions of an optical system. It is
convenient to rewrite Eq. (C1) with respect to the center of
the source r0= r′ − ξ (see also Fig. 6):
A(r) = μ0
4π
eikr
r
e−ikr0
∫
J(ξ)e−ikξd3ξ . (C2)
At the limit of a source smaller than the wavelength, i.e.,
when d ≤ λ, the integrand may be expanded into a series
with first-order responses given by excited dipole moments
(we neglect the contribution of an electric quadrupole
Pz
x
y
J(ξ)
Einc Esc
J
s
E
rad
r
r0
r’
ξ
φ
θ
d
FIG. 6. Schematic illustration of a geometry studied. Differ-
ence between antenna and scatterer is also shown.
here):
A(r) = μ0
4π
eikr
r
e−ikr0 [−iωp + i(k × m)], (C3)
where p = (1/iω) ∫ ξ∇J(ξ)d3ξ and m = 1/2 ∫ [ξ ×
J(ξ)]d3ξ are electric and magnetic dipole moments,
respectively. For the case of a metasurface consisting of
small scatters, these dipole moments may be expressed as
p = αeEinc and m = αmEinc, where αe and αm are electric
and magnetic polarizability tensors, respectively.
The electric field at point r is then found to be E(r) =
(ic/k)∇ × ∇ × A(r) and at the limit of kr → ∞ and r 
r0 it is given as
E(r) = e−ikr0
{[
km
c
+ (k × p)
]
× k
}
eikr
4πε0r
. (C4)
Notably, in the case of a scatterer, E denotes the scattered
field E = Esc, and the total field is given as a superposi-
tion of the incident wave and the scattered wave, Etotal =
E + Einc. In Eq. (C4), the first term is associated with
the location of the source and corresponds to the geomet-
ric phase delay, whereas the term in parentheses denotes
the intrinsic radiation properties of the source, commonly
denoted as an antenna factor in the context of phased
array antennas. It is convenient to represent the latter as
aeiψ = {[(k/c)m + (k × p)] × k}(eikr/4πε0r), so that the
expression for the electric field assumes a compact form:
E = e−ikr0aeiψ , (C5)
where a and ψ correspond to the amplitude and phase of
the source, respectively.
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V1
V2
V3
U1 U2 U3
FIG. 7. Schematic illustration of a circuit layout for a
perimeter-control architecture. Perimeter-control architecture for
a 3× 3 array. Colors encode independent circuit loops. Points
of common contact are shown as dots. Circles denote voltage
sources placed on the perimeter of the array and shaded boxes
correspond to array emitters.
APPENDIX D: CIRCUIT IMPLEMENTATION OF
DC VOLTAGE CONTROLLED ARRAY
In the architecture we propose, we assume that signals
applied at each row and column of the array are superim-
posed at a corresponding array element, i.e., Vν = f (Vl +
Un); Vl and Un denote control signals applied to column
l and row n of the array, respectively. Our approach is
applicable to a variety of control methods, including tem-
perature, electrical signal, and magnetic bias, as soon as
the superposition principle works for control signals.
Direct electrical control of the emitter properties with
an applied bias voltage is of great interest [17]. In this
case, a dc voltage-controlled circuit may be implemented
via voltage sources connected in series. It is important to
ensure that each of the array elements sees only two of
the required voltage sources connected in series. Figure 7
shows a schematic layout of control architecture for a 3× 3
array. In this architecture, each of the array elements is
fed by an independent circuit comprised of two respective
voltage sources. The voltage drop across the element, by
Kirchhoff’s law, is equal to the sum of voltages. Notably,
circuits with individual antenna elements are independent
of each other.
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