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Abstract
What is the minimal number of light sources which is always sufficient to illuminate the plane in the presence of
n disjoint opaque line segments? For n 5, O’Rourke proved that 2n/3 light sources are always sufficient and
sometimes necessary, if light sources can be placed on the line segments and thus they can illuminate both sides of
a segment.
We prove that 2(n+ 1)/3 light sources are always sufficient and sometimes necessary, if light sources cannot
be placed on the line segments. An O(n logn) time algorithm is presented which allocates at most 2(n+ 1)/3
light sources collectively illuminating the plane.  2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
The first theorems on illumination in the presence of non-intersecting line segment obstacles were
proved by O’Rourke [14]. It was considered as a special case of illumination in the presence of convex
body obstacles in the plane studied earlier by Fejes Tóth [9] and Czyzowicz et al. [6].
Problem 1. Given n pairwise disjoint and non-parallel closed line segments in the plane (E2), place light
sources at points of E2 so that they collectively illuminate E2.
Theorem 1 (O’Rourke, [14]). 2n/3 light sources are sometimes necessary and always sufficient for
Problem 1 for all n 5.
For Problem 1 and all through this paper, the illumination is defined as follows. A point P is
illuminated by a light source at point S, if the open line segment SP does not cross any of the given
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Fig. 1. Optimal solutions for Problems 1 and 2 for the same set of 4 disjoint line segments.
line segments. (Two line segments cross, if they have exactly one intersection point which is in their
respective relative interior.) Notice that the open line segment SP may contain a given segment. Light
sources placed on line segments can illuminate regions on both sides of the line segment and even the
line segment itself. If this is considered infeasible, the following alternative scenario arises.
Problem 2. Given a set L of pairwise disjoint and non-parallel closed line segments in E2, place light
sources at points of E2\⋃L so that they collectively illuminate E2.
The slight difference between Problems 1 and 2 puts a heavy restriction on the placement of light
sources. Fig. 1 shows an example of four segments, where two light sources are sufficient for Problem 1,
but three light sources are required for Problem 2. Surprisingly, almost the same number of light sources
are always sufficient and necessary in the worst case.
Theorem 2. 2(n+ 1)/3 light sources are sometimes necessary and always sufficient for Problem 2.
The optimization problem for the number of light sources required is NP-hard (by an analogue
construction of the one described in [11]). However, we give an O(n logn) time algorithm that locates
at most 2(n+ 1)/3 light sources collectively illuminating E2. The algorithm is composed of a convex
partitioning algorithm, a linear time preprocessing step, and a linear time matching algorithm of Carlyle
et al. [4].
The orthogonal version of both Problems 1 and 2 were basically solved by Czyzowicz et al. [5].
(n+ 1)/2 light sources are sometimes necessary and always sufficient for Problems 1 and 2 under the
following assumption: the line segments are axis-parallel, but pairwise disjoint and non-collinear.
We do not consider Problems 1 and 2 with respect to the strong illumination where a light source S
illuminates point P if the open line segment SP is disjoint from all obstacles.
Similar problems were studied in [16] and [15], where light sources in E2\⋃L should illuminate ⋃L
and each point of
⋃
L from both sides. (n+ 1)/2 and 4(n+ 1)/5 light sources are always sufficient
for these problems respectively; the latter bound is also tight in the worst case. In [7], it is shown that
2n/3 light sources is always sufficient and sometimes necessary, if each of the n line segments should
be completely illuminated by one source. For an overview of illumination problems, see [17].
Related problems include illuminating the free space E2\⋃D in the presence of a set D of disjoint
obstacles and illuminating the boundaries of all obstacles were studied where cl(int(d)) = d for every
obstacle d ∈D. Notice that these two problems coincide for such obstacles assuming general position;
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and also there is no point in distinguishing Problem 1 from Problem 2, or our sense of illumination
from the strong illumination. Fejes Tóth [9] proved that 2n − 2 light sources are always sufficient and
sometimes necessary to illuminate any set of n disjoint closed disks. For the number of light sources
required for n disjoint closed polygonal domains with a total of m vertices, an (n+m+ 2)/3 upper
bound and a worst case (n+m− 1)/3 lower bound can be deduced from the results of Bjorling-Sachs
and Souvaine [2] and Hoffmann et al. [10].
2. Matching on convex cells
For any set of line segments in the plane we may apply the following convex partitioning algorithm
[14]. Consider consecutively the segment endpoints and extend the segments over the endpoint until
they are in the relative interior of another (possibly already extended) line segment, or to infinity. This
algorithm produces a convex partition of the plane into exactly n+ 1 convex cells.
If the common boundary of two adjacent cells is not covered by a given line segment, then a light
source placed on the common boundary (but not on a segment) illuminates both closed convex cells. Our
objective will be to find a large number of disjoint pairs of such adjacent cells in order to find a small set
of light sources for Problem 2.
The convex partitioning induced by L is not unique. It depends on the order in which the segment
endpoints are extended. However a simple algorithm may render it unique by extending the line segments
without generating intersection points. The protruding algorithm goes as follows.
Let δ > 0 be a constant. Consider consecutively every endpoint P of every segment PQ ∈ L. If the ray−→QP hits another line segment (or a former extension) at point R then extend QP by max(0, |PR| − δ). If
the ray −→QP does not hit any other (possibly extended) line segment, then extend QP by 1/δ. Denote the
resulting set of extended line segments by Lδ . Note that Lδ is not unique either, it depends, too, on the
order in which the segment endpoints are considered.
A set L of line segments is called protruded, if the convex partitioning induced by L is unique. That
is, no matter in which order the convex partitioning extends the segments, they are always extended until
the same point or to infinity. Observe that if Lδ is protruded, then Lδ′ is also protruded for any 0 < δ′ < δ.
We show that for any L there exists a δ and Lδ such that Lδ is protruded.
Proposition 1. Let P be the set of all the intersection points of lines induced by segments of L. If
δ < 12 min{|PQ|: P,Q ∈ P}, and 1/δ is bigger than the diameter of P ∪L, then the convex partitioning
of any Lδ is unique.
Proof. If L is already protruded, then the proof is complete. If the convex partitioning for L is not
unique then there are two segments AB,CD ∈L such that endpoints B and D (of AB and CD resp.) can
be extended to a same point P ∈ P without crossing other line segments. This includes the case where
A, B , and D = P are collinear.
Consider the step of the protruding algorithm where endpoint B of AB is extended. Suppose that
until this step no extended segment intersects BP. Denote by Q the last point of P on the ray −→AB. If
P = Q, then |BP| < diam(P ∪ L), and the new endpoint B ′ of AB is over P = Q. If Q = P , then
|PQ| < min{|PQ|: P,Q ∈ P} and the new endpoint B ′ of AB is in the open ray −→PQ, i.e., it is over P .
Now assume that there is another segment endpoint R on BP, then BR < min{|PQ|: P,Q ∈ P}, and the
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new endpoint B ′ is not on the supporting line of any other segment. In the case where A, B , and D = P
are collinear, CD is extended over D such that the new endpoint D′ is not on the line through AB. ✷
In our worst case analysis, we may suppose that L is protruded.
⋃
L⊂⋃Lδ , hence a light source can
illuminate at most as many points in the presence of Lδ as in the presence of L.
We define a planar graph H on a convex partitioning induced by L. The nodes of H correspond to the
convex cells. For each line segment PQ ∈ L, we add two edges to the graph H . Suppose that segment
PQ is extended to P′Q′ by the convex partitioning algorithm. P′Q′ decomposes into non-overlapping
subsegments each of which lie on the common boundary of two convex cells. Connect a pairs of nodes
by an edge if the intersection of the boundaries of the two corresponding cells contains a subsegment of
P′Q′ and point P ′ (resp., point Q′).
Double edges are possible if the common boundary of two adjacent cells contains entirely an extended
line segment P′Q′, i.e., both P ′ and Q′ are on the common boundary. See Fig. 2 for an illustration. If
there is no danger of confusion, we use the same notation for the nodes of H and the cells of the convex
partitioning. Let G be the simple planar graph obtained from H by replacing each double edge by one
edge.
Definition 1. Let L be a set of disjoint line segments in the plane. A pair (1, 2) is a T -junction, if
1, 2 ∈ L and the convex partitioning extends one endpoint of 1 until an interior point of the extension
of 2. A pair (,P ) is called I -junction, if  ∈ L,P is an endpoint of , and the convex partitioning
extends  over P to infinity.
Observe that every edge AB ∈E(H) corresponds to a T -junction, or an I -junction on the boundary of
the cells A and B . And conversely, every junction corresponds to exactly one edge of H .
We show that for every L, there is a one-to-one correspondence between maximum matchings of G
and optimal allocations of light sources in the presence of an Lδ with appropriate δ. Note that there is no
Fig. 2. A convex partitioning and the corresponding planar graph H .
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equivalence between the optimal placement of light sources for L in general and a maximum matching
on convex cells.
Theorem 3. Let L be a set of n pairwise disjoint and non-parallel closed line segments. Let G be the
simple graph defined on a convex partitioning of L.
(1) If a maximum matching of G covers 2m nodes, then n + 1 − m light sources are sufficient for
Problem 2.
(2) If a maximum matching of G covers 2m nodes, then there is a δ > 0 and a set Lδ such that n+ 1−m
light sources are necessary for Problem 2 on Lδ .
Proof. (1) Let M be a maximum matching of G. Put a light source on the common boundary of two
cells corresponding to a pair of nodes in M (but not on a segment of L), and put a light source in the
interior of each cell not covered by M . The resulting set of light sources illuminate E2.
(2) Let δ be at least as small as in Proposition 1. Apply the protruding algorithm on L in the same
order as the convex partitioning. This assures that the convex partitioning of Lδ is unique and results in
the same partition as the convex partitioning of L.
Place a point PR in the interior of each cell R ∈ V (G). It suffices to show that a light source S can
illuminate at most two such points in two adjacent cells for Lδ with a sufficiently small δ > 0.
Any light source in R can illuminate PR . Suppose that source S /∈R illuminates PR , i.e., SPR does not
cross any line segment of Lδ . PRS intersects ∂R at an extension of a segment 1 ∈L. Segment 1 forms
either a T -junction, say, (1, 2) or an I -junction (1,Q) on the boundary ∂R.
Suppose that 1 forms a T -junction (1, 2) on ∂R. Denote by Q the endpoint of 1 closer to 2; Q is
on the boundary of the cells R and R′. Let Q1 be the intersection of the lines induced by 1 and 2 and let
Q2 be the next vertex of the cell R′ along 2.
−−→
PRQ hits 2, if δ is sufficiently small (see Fig. 3). Denote
by T (R,R′) the triangle bounded by the lines through 1, 2, and PRQ. For all S such that S ∈ R′ and
SPR ∩⋃Lδ = ∅, we have S ∈ T (R,R′).
Suppose that 1 forms an I -junction (1,Q) on ∂R. Now Q is on the boundary of the cells R and R′.
Let (2,Q2) be the other I -junction on the boundary of the infinite cell R′ (with possibly 1 = 2). The
direction of ray −−→PRQ is between the direction of rays −−→1Q and −−→2Q, if δ is sufficiently small. Denote by
Fig. 3. The points P and S in the cells R and R′ for the case of a T -junction on the left and for an I -junction on
the right.
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T (R,R′) the infinite region bounded by the rays −−→PRQ and −−→1Q. Here again, S ∈ T (R,R′) for all S such
that S ∈R′ and SPR ∩⋃Lδ = ∅. If δ is sufficiently small, then T (R1,R′)∩ T (R2,R′)= ∅ for all R′ and
for all pairs R1 =R2. ✷
3. Proof of Theorem 2
Let us give a short outline of O’Rourke’s proof of Theorem 1 in order to be able to compare it with
our method. A graph K is defined on the cells of a convex partitioning of L. The nodes of K correspond
to the cells, two nodes are connected by an edge, if and only if the corresponding cells have common
boundary points. K is planar, 2-connected, and (by adding, if necessary, a vertex and edges to K) the
minimum degree is three. The crucial step of O’Rourke’s proof is the application of Nishizeki’s theorem
[13] to the graph K . This theorem states that the maximum matching of a graph on n nodes covers at
least 2(n+ 4)/3 nodes if the graph is simple, planar, 2-connected, and the minimal degree is at least 3.
Finally one light source is placed on the common boundary of each matched pair, and one light source
in the interior of each cell not in the matching.
G is a subgraph of the planar graph K defined by O’Rourke. The minimum degree may be two in
G. So Nishizeki’s theorem cannot be applied to G. Instead, we prove a new theorem (our Lemma 4)
replacing Nishizeki’s theorem in the argument.
Observe that V (G)= V (H) with |V (G)| = n+ 1, |E(G)| |E(H)| = 2n, and a maximum matching
in G is a maximum matching in H as well. However, if certain nodes have degree two, then a better
bound can be established on the number of edges.
Definition 2. For a graph G and S ⊂ V (G), denote by degG(S) the degree of S in G (i.e., the number
of edges connecting nodes of S to nodes of V (G)\S), denote by G(S) the subgraph of G induced by S,
and let EG(S)=E(G(S)).
Let q ∈ {0,1} be the number of line segments, which are extended to a complete line by the convex
partitioning algorithm. Denote this line by 0 ∈ L if there is one. Observe that there is no cut edge in H
nor in G.
A subset S ⊂ V (H) corresponds to a region RS in the plane, that is the union of the closed cells
corresponding to the nodes in S. RS is connected if S induces a connected subgraph. The boundary of
any RS is composed of pieces of the extended line segments of L.
Lemma 1. For every S ⊂ V (G) with degH (S)= 2, RS is a half-plane of 0.
Proof. We distinguish two cases.
Case 1. RS is a bounded region. Any bounded region is a polygonal domain and thus has at least three
vertices. So there are at least three endpoints of extended line segments on its boundary, and for the
corresponding S ⊂ V (H), dH (S) 3.
Case 2. RS is an infinite region. There are at least two infinite extended segments on the boundary of
RS . If there are at least two line segments on the boundary of RS , then the number of segment endpoints
on the boundary is at least one, and it follows that dH (S) 3 for the corresponding S ⊂ V (H).
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A set S ⊂ V (H) corresponding to an infinite region can have dH(S)= 2, if and only if there is exactly
one line segment on the boundary of RS . In this case, the unique line segment on the boundary of RS is
extended to the infinity in both directions. ✷
Corollary 1. The number of 2-edge cuts in H is q.
Lemma 2. Let C ⊂ V (H), C = V (H), such that C induces a connected subgraph. Then
2|C| |EH(C)| + degH (C). (1)
Proof. Let a be the number of line segments in the interior int(RC) of RC , let b be the number of
endpoints in int(RC) of line segments which are not entirely in int(RC), and let c be the number of
line segments on the boundary of RC with no endpoints in int(RC). The following four (in-)equalities
immediately imply (1):
|C| = a + b+ 1, (2)
|EH(C)| = 2a + b, (3)
degH (C) c+ b, but (4)
degH (C) c+ b+ 1, if 1 c  2. (5)
(2) and (3) follow from the definition of H . For (4), consider the pairs of consecutive line segments along
the boundary of RC . Every such pair forms a T -junction and corresponds to an edge of H . The number of
T -junctions on the boundary of RC is at least b+ c, if RC is bounded, and b+ c− 1, if RC is unbounded.
If RC is unbounded then there are at least two segment endpoints extended to infinity (I -junctions) on
the boundary of RC . Both correspond to an edge of H . In this case
degH (C) (c+ b− 1)+ 2 = b+ c+ 1.
Finally for (5), note that c 3 for RC bounded, and c 1 otherwise. ✷
Lemma 3. Let S ⊂ V (G) such that S = ∅. If G is not a cycle and n > 2, then
|EG(S)| 2|S| − 2− pS + q, (6)
where pS is the number of nodes in S whose degree is two in both G and G(S).
Proof. We know |E(H)| = 2|V (H)|−2. Applying Lemma 2 to all connected components C of V (G)\S,
we have |EH(S)| 2|S|−2. It rests to see that there are at least pS−q double edges in H(S). According
to Corollary 1, subset C ⊂ V (G) with degG(C)= degH(C)= 2 implies that RC is a halfplane of 0. If
n > 1, then degG(C) 2 for all non-trivial subsets C ⊂ V (G).
Let A be the union of maximal paths P ⊂ G(S) such that degG(P ) = degG(S)(P ) = 2. As G is not
a cycle, set A is uniquely defined and the paths are disjoint. Therefore all but at most q maximal paths
P contain or are adjacent to |P | double edges of H . If q = 1 then one path P0 may contain a sub-path
C ⊂ P0 with degG(C)= degH (C)= 2, and then P0 contains or is adjacent to only |P0| − q double edges
of H . ✷
Lemma 4. A maximum matching of G covers at least n+ 1− (n+ 1)/3 nodes.
200 Cs.D. Tóth / Computational Geometry 21 (2002) 193–204
Proof. Let d(G) be the deficiency of G, namely the number of nodes not covered by a maximum
matching of G. The statement holds if n= 1 or G is a cycle.
Suppose that n 2 and G is not a cycle. According to Berge’s theorem [1], there is a set S ⊂ V (H)
such that d(G) = |{odd components of H − S}| − |S|. Consider and fix such a set S. We prove
d(G) (n+ 1)/3.
Let H ′ be the graph obtained from H after the following operations.
– Delete the components of H − S containing two or more nodes.
– Delete the edges between nodes of S.
Let G′ be the graph where the double edges of H ′ are replaced by simple edges. Let s = |S|, let e2 be
the number of isolated nodes of degree 2 in G′ − S, and let e3 be the number of isolated nodes of degree
more than 2 in G′ − S.
Now |E(G′)| 2e2+3e3, |V (G′)| = s+e2+e3. We apply Lemma 3 to G′ ⊂G where e2  pS . Eq (6)
is written as 2e2+3e3  2(s+e2+e3)−e2−1, that is e2+e3  2s−1. This implies |V (G′)|−s  2s−1,
and |V (G′)| + 1 3s.
Applying Berge’s formula,
d(G) = e2 + e3 +
∣∣{odd components of H − S on at least 3 nodes}∣∣− s
 s − 1+ ⌊(|V (G)| − |V (G′)|)/3⌋ ⌈(|V (G′)| + 1)/3⌉+ ⌊(|V (G)| − |V (G′)|)/3⌋− 1
= ⌊|V (G)/3|⌋= (n+ 1)/3. ✷
Proof of Theorem 2. Combining Lemma 4 and Theorem 3(1), the number of sufficient light sources is
at most
n+ 1−
⌈
n+ 1− (n+ 1)/3
2
⌉
=
⌊2(n+ 1)
3
⌋
.
For the necessity, we use Theorem 3(2). Fig. 4 depicts a construction of n = 3k + 1 line segments
requiring 2k + 1 = 2(n + 1)/3 light sources. It is composed of a long horizontal line segment 0
and k triples (ia, ib, ic) of segments, i = 1,2, . . . , k. The directions of 1b, 1c, 2b, 2c, . . . , kb, kc follow in
this order, and the two extensions of ia hit 0 and ib, resp.
The convex partitioning for this construction (and also graph G) is unique and a maximum matching of
graph G covers at most 2k+2 nodes of the total of |V (G)| = 3k+2. We get a construction on n= 3k+2
or 3k + 3 line segments by adding one or two line segments shown as dashed segments in Fig. 4. ✷
Our worst case lower bound construction gives also a tight lower bound for Theorem 1. The maximal
matching of graph H covers at most 2k + 4 nodes. It is, however, considerably simpler than the one
presented by O’Rourke [14].
If pairwise parallel line segments are allowed, then it is possible that the number q of segments
extended to a complete line is greater than 1. These segments are necessarily pairwise parallel, and
their I -junctions correspond to 2-edge cuts of H . If q  2, then graph G may have leaves (at most two).
Theorem 3(2) does not hold, because the two rays on the boundary of an infinite cell may be parallel.
A thorough case analysis, considering possible positions of these q special segments, could show that
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Fig. 4. A construction of n= 16 line segments requiring 11 light sources.
2(n+ 1)/3 light sources are still always sufficient. Our lower bound 2(n+ 1)/3 based on Theorem 3
holds for this more general setting, too.
4. Algorithmic aspects
Finding the optimal solution to Problem 1 or 2 is NP-hard. It can be reduced polynomially to 3-SAT.
The reduction is not discussed here. We indicate only that a proof can be based on a slightly modified
construction of that of Lee and Lin [11], or Eidenbenz et al. [8]. These papers prove the NP-hardness of
the guarding problem of a simple polygon.
Assuming that L is protruded, Theorem 3 establishes a one-to-one correspondence between the optimal
solutions of Problem 2 and the maximum matchings of the graph G of the partitioning. The best known
matching algorithm runs in O(n1.5) time for planar graphs [3,12].
We present an O(n logn) algorithm that locates at most 2(n + 1)/3 light sources as a solution of
Problem 2 for an input of n pairwise disjoint and non-parallel closed line segments.
The first step is the convex partitioning and building graphs G and H which can be done in O(n logn)
time (e.g., by a line sweep algorithm). We determine a maximal matching of G in linear time. A maximal
matching yields immediately the location of light sources in the plane as described in the proof of
Theorem 2.
Carlyle et al. [4] developed a linear algorithm which outputs a matching on at least 2n/3 nodes for
an input of a planar graph with n 2 nodes where all nodes of degree one or two are on the boundary of
one face (w.l.o.g. the outer face) and such that there are at most two nodes of degree one. This algorithm
cannot be applied to graph G, because we have no knowledge on the location of nodes of degree 2.
We present a linear time preprocessing algorithm to reduce our graph G to a planar graph F with all
nodes of degree one or two on the boundary of the outer face and such that there are at most two nodes
of degree one. Then we show that a matching of F can be augmented in linear time to a matching of G
preserving the property that it covers at least 2|V |/3 nodes.
The inputs to the preprocessing step are the graphs G and H . Both are represented as a doubly-linked
adjacency list (for each node v the adjacent nodes are listed in clockwise order). The preprocessing
transforms the input graphs G and H in parallel. Hi may have multiple edges, while Gi is simple graph
throughout the preprocessing.
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preprocess (G,H):
(1) Let i = 0, G0 :=G, H0 :=H . Let r(v)= t (v)= 0 for all v ∈ V (G0)= V (H0).
(2) Detect if H0 has a 2-edge cut. Let Q⊂E(H0) be this 2-edge cut.
(3) Make list list_two of nodes of v with degGi (v)= 2 and v not adjacent to an edge in Q.(4) As long as list_two is not empty and |V (Gi)| 4, do
(a) Apply contract(u) for a node u ∈ list_two.
(b) Update list_two.
(c) Make list list_one of nodes with degGi (v)= 1 and v not adjacent to an edge in Q.(d) As long as list_one is not empty and |V (Gi)| 3, do
Apply delete_leaf(z) for a node z ∈ list_one.
Update list_one and list_two.
(5) Output Gi .
contract(u): Denote by v and w the two neighbors of u. Delete u, v and w, let x be a new
node, and i := i + 1. The adjacency list of x in Hi+1 is constructed by merging the adjacency lists
of v and w omitting u. In the adjacency list of x in Gi , double edges are replaced by single edges. Let
r(x) := r(u)+ r(v)+ r(w)+ 1 and t (x) := t (u)+ t (v)+ t (w).
delete_leaf(z): Denote by y the neighbor of z. Delete z and let i := i+1. Put r(y) := r(y)+ r(z)
and t (y) := t (y)+ t (z)+ 1.
Observe that a step contract can produce new nodes of degree 2 or 1. A node y of degree 2 adjacent
to both v and w will be adjacent to x only. All such nodes y can be easily detected, since they follow or
precede u in the adjacency lists of both v and w. Hence each new entry of list_one requires constant
time. Similarly, a step contract produces a new node of degree 1 if v or w has degree 1. As a result
of step delete_leaf, only the degree of node y may drop to 1 or 2.
Updating list_one and list_two requires a linear number of steps throughout the algorithm,
because a new node of degree 2 is the result of a contract step or was formerly adjacent to a node
deleted by delete_leaf, and therefore incident on a deleted edge (the number of edges being at most
O(n) in a planar graph with possible double edges).
Every node v ∈ V (Gi) is a result of r(v) contracting steps. Function t (v) counts the number of leaves
deleted in steps delete_leaf which were formerly adjacent to a node contracted into v. The node
v ∈ V (Gi) corresponds to connected induced subgraphs G′(v)⊂G and H ′(v)⊂H with 1+2r(v)+ t (v)
nodes. Note also that for all S ⊂ V (Hi), degHi (S)= degH(G′(S)).
Proposition 2. The output of preprocess is a planar graph with at least two nodes and every node
of degree one or two is on the boundary of the outer face.
Proof. The resulting graph cannot be a single node, because a contract step was applied if |V (Gi)|
4 and a delete_leaf step was applied if |V (Gi)| 3. Our statement holds for |V (Gi)| 3, suppose
that the output graph has at least four nodes.
The contract and delete_leaf steps preserve planarity. A node v of degree one or two remains
in the output graph Gk if and only if G′(v) is adjacent to an edge of a 2-edge cut of H . There are at most
four such nodes in G, all are on the boundary of the outer cell. After the contract and delete_leaf
steps, they remain on the boundary of the outer cell. ✷
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Proposition 3. A matching of the output graph Gk of preprocesswhich covers at least 2|V (Gk)|/3
nodes can be augmented in linear time to a matching of G covering at least 2|V (G)|/3 nodes.
Proof. We build G by the inverse of preprocess in linear time according to a history track of the
preprocessing. The inverse of a step contract increases the number of nodes by 2, and the matching
can be augmented by one edge. The inverse of a step delete_leaf increases the number of nodes by
1, but the matching cannot necessarily be augmented.
It is enough to prove that during preprocess there were at least as many contract steps as nodes
deleted by delete_leaf steps. If t (v) r(v) for all v ∈ V (Gk), then we are done.
Consider a node v ∈ V (Gk) and the graph G′(v) ⊂ G. Here |V (H ′(v))| = 1 + 2r(v) + t (v), and
|E(H ′(v))|  3(r(v) + t (v)), because degHi (v) = degH(H ′(v)) > 2 for all v ∈ list_two or v ∈
list_one by Lemma 1. Applying Lemma 2 to all connected components of V (G)\V (G′(v)), we
have |E(H ′(v))| 2|V (H ′(v))| − 2. That is,
3
(
r(v)+ t (v)) 2(1+ 2r(v)+ t (v))− 2,
so 3r(v)+ 3t (v) 4r(v)+ 2t (v), that is t (v) r(v) as required. ✷
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