The transmuted generalized extreme value (TGEV) distribution was first introduced by Aryal and Tsokos (Nonlinear Analysis: Theory, Methods & Applications, 71, 401-407, 2009) and applied by Nascimento et al. (Hacettepe Journal of Mathematics and Statistics, 45, 1847-1864 , 2016 ). However, they did not give explicit expressions for all the moments, tail behaviour, quantiles, survival and risk functions and order statistics. The TGEV distribution is a more flexible model than the simple GEV distribution to model extreme or rare events because the right tail of the TGEV is heavier than the GEV. In addition the TGEV distribution can adjusted various forms of asymmetry. In this article, explicit expressions for these measures of the TGEV are obtained. The tail behavior and the survival and risk functions were determined for positive gamma, the moments for nonzero gamma and the moment generating function for zero gamma. The performance of the maximum likelihood estimators (MLEs) of the TGEV parameters were tested through a series of Monte Carlo simulation experiments. In addition, the model was used to fit three real data sets related to financial returns.
Introduction
The generalized extreme value (GEV) distribution is widely used in several areas to model data from extreme events that occur infrequently. For example, Lettenmainer et al. (1987) , Hewa et al. (2007) , Morrison and Smith (2002) used it in hydrology to treat return periods of flood frequency or high wind speeds. In finance, Embrechts et al. (1997) , presents how to calculate the value at risk (VaR) of maximum financial returns, and in actuarial science how to calculate the probability of ruin as consequence of extreme events. Extreme events are more suitably modeled with heavy tails and the GEV distribution has this characteristic. However, there are extreme event data that do not follow GEV distribution, because they require a more asymmetric distribution or with a heavier tail than GEV distribution. Thus, new classes of probability distributions have been developed that are more general than the GEV distribution such as: dual gamma GEV distribution (GGEV), exponentiated GEV distribution (EGEV) studied by Nascimento et al. (2016) , transmuted GEV (TGEV) distribution defined by Aryal and Tsokos (2009) , and q-GEV given by Provost et al. (2018) . The advantage of TGEV distribution in relation to other generalized distributions is that it has a heavier tail than GEV distribution as shown in Section 2. Moments, moment generating function, hazard rate function and order statistics have a simple closed form. Therefore, TGEV distribution becomes flexible to model extreme events in several areas. According to Jenkinson (1955) , the GEV distribution is the limit distribution of properly normalized maximum (or minimum) of a sequence of independent and identically distributed (iid) random variables. That is, if X 1 , X 2 , . . . , X n are iid random variables with cumulative distribution function (cdf) F(x) and if there are sequences of constants a n > 0 and b n such that
where X (1) , X (2) , . . . , X (n) denote the order statistics and G(x) is a non-degenerate cdf, then G(x) belongs to one of the following three distribution families:
Gumbel: Λ(x) = exp
Fréchet:
Weibull:
where σ > 0, µ ∈ R, and α > 0. Jenkinson (1955) introduced the GEV distribution that contemplates the three previous distributions. A random variable X follows the GEV distribution if its cdf is given by
where it is defined in the set {x : 1+γ((x − µ)/σ) > 0}, µ is a location parameter, σ is a scale parameter and γ is a shape parameter. For γ = 0 the expression (1.1) is interpreted by taking the limit as γ > 0. The γ parameter governs the tail behavior with an important impact on the shape of the distribution that is called the tail index directly related to the shape parameter α. The Gumbel distribution is a special case for γ = 0. Also note that the cases for γ = 1/α and γ = −1/α we have that the GEV distribution is of the Fréchet type and the Weibull type respectively. The transmutation map is a technique developed by Shaw and Buckley (2007) and consists of introducing skewness or kurtosis in a symmetric or other (asymmetrical) distribution. It is a relatively new technique; however, it has already been applied to several distribution functions. Some examples are the transmuted extreme value distribution introduced by Aryal and Tsokos (2009 ), Aryal and Tsokos (2011 ), Aryal (2013 obtained the transmuted Weibull distribution and the transmuted log-logistic distribution, and Merovci (2013) introduced the transmuted exponentiated exponential distribution. With respect to the Weibull distribution and some extensions, Khan and King (2013a, 2016) developed its transmutation. Khan and King (2013b, 2014) and Mahmoud and Mandouh (2013) developed the transmutation for the Weibull inverse distribution and some extensions. Khan and King also obtained the transmutation of inverse Rayleigh distributions (2015), Khan et al. (2016a Khan et al. ( , 2016b Khan et al. ( , 2017 obtained the transmutation of Kumaraswamy distribution, new generalized Weibull distribution, and new generalized inverse Weibull distribution. Elgarhy et al. (2017) introduced the transmuted generalized quasi Lindley distribution. Khan (2018) and Nassar et al. (2019) obtained the transmuted generalized power Weibull distribution and transmuted Weibull Logistic Distribution, respectively.
Aryal and Tsokos (2009) defined TGEV distribution and discussed some properties about the transmuted Gumbel distribution. Recently, Nascimento et al. (2016) applied the TGEV distribution to environmental data with the parameter estimation of this distribution was done under the Bayesian model. This work investigated the tail behavior and the main mathematical measures of the TGEV distribution. The parameters are also estimated by maximum likelihood that included an application to illustrate the model. This paper is organized as follows. Section 2 deals with some mathematical properties of the TGEV distribution, such as the tail behavior, the moments, the hazard rate function, and the order statistics. In Section 3, the inference procedure is performed by maximum likelihood and some simulations are used to test the efficiency of the estimators. An application for extreme data is presented in Section 4.
Tail behavior and properties of the TGEV
In this section we present the behavior of the right tail of the TGEV distribution. We show that the right tail of the TGEV distribution is heavier than the right tail of the GEV distribution. Expressions of moments, moments gerating function, hazard rate function, quantile function, and order statistics were also obtained.
The transmutation map, proposed by Shaw and Buckley (2007) , consists of a powerful technique that considers some perturbations of the symmetry and manage kurtosis adjustments. Given one base distribution function, say G(x), the transmuted distribution function F is defined by
Aryal and Tsokos (2009) introduced the TGEV distribution and studied basic mathematical characteristics just of the transmuted Gumbel distribution. However, it is important to study moments, order statistics and other statistical properties in the modeling of extreme events because GEV distribution can occur with γ 0. A random variable X is said to be TGEV distributed, say X ∼ F T ( · ; µ, σ, γ, λ) distribution, if its cdf can be expressed as
by replacing (1.1) in (2.1). The function (2.2) is well defined for x such that {x : w = 1+γ((x − µ)/σ) > 0}, µ is a location parameter, σ is a scale parameter, γ is a shape parameter (tail index), and λ is the shape parameter. Note that to λ < 0 the model (2.2) corresponds to a mixture of a GEV distribution and a skew GEV distribution. The probability density function (pdf) corresponding to (2.2) is given by
, γ 0, Note that the parameter λ can modify the distribution according to the signal of γ. For γ < 0, the greater the absolute value of λ, the larger the maximum value of the pdf and the heavier its tail. For negative values of λ, the density curves are larger than those for the positive values of λ. For γ = 0, positive values of λ produce higher maximum values of the pdf. However, when γ > 0, we have that the greater the value of λ, the larger the maximum value of the pdf and its tail will be heavier. Extreme event data usually follows a heavy tail distribution and the GEV distribution has this property for γ > 0. Therefore, the study the tail behavior of the TGEV density for γ > 0 is important for modeling extreme events.
Tail behavior
By Embrechts et al. (1997) showed that a probability distribution is said to have a heavy tail if its reliability function is regularly varying. Thus, in this section we analyze the tail behavior of the TGEV distribution via regular variation property at infinity.
Definition 1. A positive measurable function f defined on some neighbourhood
[x o , ∞) is called reg- ularly varying (at ∞) with index α ∈ R if lim x→∞ f (tx) f (t) = x α . (2.4) If α = 0 f
is said to be slowly varying (at ∞). From Equation (2.4) it is easy to see that every regularly varying function f of index α has representation
where L is some slowly varying function.
Proposition 1. Let X be a random variable with cdf F T ( · ; µ, σ, γ, λ), γ > 0, then Proof: The tail behavior of a TGEV distribution at infinity is determined by considering the reliability function of the GEV distribution asḠ = 1 − G and replacing it in (2.4). Therefore, we have
whereḠ is regularly varying with index −1/γ. Thus, by (2.5), the reliability function G can be represented byḠ
where L 1 (x) is slowly varying function (at ∞). We obtain (2.6) simply by replacing (2.7) in (2.1). Then from Equation (2.6), we can conclude that the tail behavior of the TGEV distribution is the same as that of a mixture of regular varying functions and, therefore, a mixture of heavy tail functions whose right tail weight is influenced by the parameters γ and λ.
Moments
The moments of a transmuted Gumbel random variable X ∼ F T ( · ; µ, σ, γ, λ) have already been obtained by Aryal and Tsokos (2009) . Therefore, in this section, we compute the moments of a random variable X ∼ F T with γ 0.
where µ − σ/γ > 0.
Proof: For γ > 0, from (2.2) we obtain
In order to solve the integrals in (2.9), we first replace w by 1 + γ(x − µ)/σ and then use the Newton's formula,
Note that the integrals in (2.11) are Gamma functions, then (2.8) is obtained. Analogously, we compute E(X k ) for γ < 0, where the integration domain in this case is [−∞, µ − σ/γ], and we obtain the same result (2.8).
The mean and variance of the TGEV distribution, also obtained by Nascimento et al. (2016) , can be deduced directly from Equation (2.8).
For k = 1,
In the case of the transmuted Gumbel distribution, X ∼ F T ( · ; µ, σ, γ, λ), the moment generating function of X, say M(t) = E(X k ), is of great importance to obtain moments of distribution, since a general expression of E(X k ) is not simple to calculate.
Setting u = e −(x−µ)/σ , we can rewrite (2.13) as
14)
The expression (2.12) is obtained by solving the integrals in (2.14), considering t < 1/σ and using the Gamma function.
The same expressions of E(X) and Var(X), obtained by Aryal and Tsokos (2009) , we now obtain with the first and second derivatives of M X (t) at t = 0,
However, the moment generating function (2.12) can also be useful for analyzing data on the sum of TGEV random variables.
Reliability measures
If we consider a random variable T ∼ F T ( · ; µ, σ, 0, λ) with µ > 0 whose distribution support is a subset of non-negative real numbers, T can represent the failure time of an event of interest. In this sense, this random variable can be characterized by the survival function, R(t) =F T (t) = 1 − F T (t; µ, σ, 0, λ), or by its hazard rate function, h(t) = f T (t)/R(t). The survival and hazard rate functions for T are given, respectively, by and
(2.18) Figure 5 shows the behavior of the reliability function (2.17) for λ taking values from −1 to 1. Note that for smaller values of λ the function R decays more slowly, i.e., the parameters λ and γ influence the tail weight of the TGEV distribution. This is illustrated by Proposition 1. Also notice the hazard rate function (2.18), shown in Figure 6 , presents unimodal behavior. We observe that the mode changes as the parameter λ varies.
Order statistics
Let X (1) , X (2) , X (3) , . . . , X (n) denote the order statistics of a random sample X 1 , X 2 , X 3 , . . . , X n from a population X ∼ F T ( · ; µ, σ, γ, λ). Then we have that the pdf of the j th order statistic X ( j) , for γ 0, is given by
where w = 1 + γ(x − µ)/σ. Therefore, the pfd of the n th order statistic and the pdf of the 1 st order statistic are given, respectively, by and
For γ = 0, the pdfs of the j th , n th , and 1 st order statistics are given, respectively, by Nascimento et al. (2016) used Bayesian inference to obtain parameter estimators of the TGEV distribution. In this section we present the system to be solved to obtain the MLEs estimators, then simulation experiments were run in order to test the performance of these estimators.
Estimation and results

Estimation
The parameters of the TGEV distribution are estimated by the method of maximum likelihood. Let X 1 , X 2 , . . . , X n be a sample of size n from X ∼ F T ( · ; µ, σ, γ, λ). Let θ = (µ, σ, γ, λ) be the parametric vector. The log-likelihood function for θ with γ = 0 and γ 0 can be expressed, respectively, as
Thus, for γ = 0, the MLEs of µ, σ, λ which maximize l(θ)), given by (3.1), must satisfy the equations
where y = (x i − µ)/σ and for γ 0 the MLEs of µ, σ, µ, λ which maximize l(θ), given by (3.2), must satisfy the equations
where w = 1 + (γ/σ)(x i − µ).
Simulation and results
In order to investigate the performance of the MLEθ = (μ,σ,γ,λ) of θ = (µ, σ, γ, λ), random samples of size n = 500 and 1,000 of the random variable X ∼ F T ( · ; µ, σ, γ, λ) were simulated for 32 combinations of µ, σ, γ and λ. These parameters are presented in Tables 1 and 3 that can be seen in two different configurations. In configuration 1, the values of the parametric vector corresponding to γ > 0, µ = 0, σ = 1, and λ = −0.9, −0.5, 0.5, 0.9 are presented in Table 1 . In configuration 2, the values of the parametric vector corresponding to γ ≤ 0, µ = 0, σ = 1, and λ = −0.9, −0.5, 0.5, 0.9 are seen in Table 1 . The procedure to investigate the performance of the MLEs consists of:
(1) Generating M = 100 random samples of size n = 500 and 1,000 from the TGEV distribution by the method of inversion using the quantiles
(2) Obtaining the maximum likelihood estimates of the parameters µ, σ, γ, λ by maximizing the log- likelihood function, (3.1) or (3.2), through of the "optim function" of the R Core Team software 2015. In this function the method for optimization is a derivative-free optimization routine called the Nelder-Mead simplex algorithm. This method already provides the Hessian matrix.
Results about mean estimates of each parameter and their corresponding mean square errors (MSEs) were calculated via Monte Carlo simulation with M = 100 samples of size n = 500 and 1,000. The results are presented in Tables 1-4. In Section 2.2 we have that for γ > 0 the TGEV moments are defined in [1/2, 1], so the values chosen for γ > 0 (Configuration 1) were 0.5, 0.75, 0.9, 1. Table 2 shows that the bias and MSE of the mean estimates are small. The algorithm has obtained good estimates. In configuration 2, Table 4 shows estimates of the TGEV for γ ≤ 0. We have the convergence of the algorithm for γ in [−0.5, 0], the bias is significant in some cases, but the MSE values are low.
Illustrations graphical of the fitted density f (x,θ) together the theoretical density f (x, θ) for several cases of θ 1 to θ 32 are shown in Appendix in Figures A.1, A.2, and A. 3. These figures also show that the method yields satisfactory results. 
Application
In order to apply the model TGEV, we use three sets of real financial data: Ibovespa, S&P 500, and Dow Jones. The data were obtained from the website http://br.investing.com/indices. For each data set we use daily log-returns from June 3, 2006 to October 31, 2016. The log-returns are given by r t = log(P t ) − log(P t−1 ), where P t is the opening price at day t. For the Ibovespa were used 2,707 observations, for the S&P 500 were 2,768 and for the Dow Jones 2,795. The data modeled by the TGEV distribution correspond to the maximum values of the returns in blocks of size 7. The histograms for these values are shown in Figure 7 . Table 5 shows the main descriptive statistics for the three data sets in question. The MLEs of the parameters µ, σ, γ, λ are obtained from Equations (3.3) and (3.4). Table 6 shows the estimates obtained for the three data sets.
Figures 8-10 present the histogram of the returns versus the fitted density for each data set, whose parameters are shown in Table 6 along with QQplot that compares the theoretical quantiles on the vertical axis with the empirical quantiles on the horizontal axis. From the results, we can observe that the estimates of λ are different from zero. This indicates that TGEV distribution is more appropriate for these databases than the GEV distribution often considered by many authors. Analyzing the QQplots, we can see that the TGEV distribution fits very well as an estimated distribution for the data used. The Kolmogorov-Smirnov (KS) test and the Anderson Darling (AD) test were performed to verify the adjustment of the estimated distribution to the data. Both test the following hypotheses:
The data follow the TGEV distribution; H A : The data does not follow the TGEV distribution. It is possible to conclude from the KS and AD tests and the analysis of the p-values obtained that there is no statistical evidence against the hypothesis that the data follow the TGEV distributions estimated here.
Conclusion
In this paper, we present important properties of the TGEV distribution. TGEV distribution is a more flexible model than GEV distribution to model extreme event data. The estimation of the parameters is approached by the maximum likelihood method. Applications of TGEV for three data sets show that the new distribution can be used to effectively provide better adjustments than GEV distribution.
Appendix:
We added the Figures A.1 .A.3 in order to illustrate the fit of the simulated data in Section 3. In almost all cases, the adjusted densities were close to the theoretical densities. Figure A.1: Fitted density f (x,θ) (blue) and the theoretical density f (x, θ) (red) for θ 1 -θ 4 and θ 13 -θ 16 , according to Table 1 . Fitted density f (x,θ) (blue) and the theoretical density f (x, θ) (red) for θ 10 -θ 14 , according to Table 3. 
