We propose a preconditioner to accelerate the convergence of the GMRES iterative method for solving the system of linear equations obtained from discretize-thenoptimize approach applied to optimal control problems constrained by a partial differential equation. Eigenvalue distribution of the preconditioned matrix as well as its eigenvectors are discussed. Numerical results of the proposed preconditioner are compared with several existing preconditioners to show its efficiency.
Introduction
Consider the following linear elliptic distributed optimal control problem:
u = g on ∂ 1 and
where ∂ is the boundary of domain in R 2 or R 3 , ∂ 1 ∪ ∂ 2 = ∂ and ∂ 1 ∩ ∂ 2 = φ. Such problems, introduced by Lions in [6] , consist in a cost functional (1) to be minimized subject to a partial differential problem (2)-(3) in the domain . Here, the "desired state" u * is a known function, and we need to find u which satisfies the PDE problem that it is close to u * as possible in the L 2 -norm. Furthermore, β > 0 is a regularization parameter. There are two options for solving the problem: discretize-then-optimize and optimize-then-discretize. Using the discretize-then-optimize approach, Rees et al. in [8] , transformed the problem into a linear system of saddle-point form. They applied the Galerkin finite-element method to the weak formulation of (1) 
where K, M ∈ R m×m are the stiffnes (the discrete Laplacian) and mass matrices, d ∈ R m contains the terms coming from the boundary values of the discrete solution, and b ∈ R m is the Galerkin projection of the discrete state u * . Applying the Lagrange multiplier technique to the minimization problem (4) , and selecting the (f, u, λ) ordering of the unknowns, results in the following linear system of equations
where λ ∈ R m is a vector of Lagrange multipliers. Both of matrices M and K are sparse and hence the matrix A is sparse. Further, the matrix M is symmetric positive definite. In general, the matrix A is symmetric and indefinite. Therefore, the MINRES iterative method presented by Paige and Saunders in [7] can be used for solving the system (5). Several preconditioners have been presented for solving the linear system (5) in the literature.
In [8] , Rees et al. applied the MINRES algorithm in conjunction with the block diagonal preconditioner
The projected preconditioned conjugate gradient (CG) method combined with the constraint preconditioner
was presented by Gould et al. in [4] . Rees and Stoll in [9] proposed the blocktriangular (BT) preconditioner
Numerical Algorithms (2020) 83: [653] [654] [655] [656] [657] [658] [659] [660] [661] [662] [663] [664] [665] [666] [667] [668] Bai in [1] presented the GMRES methods coupled with the block-counter-diagonal (BCD) preconditioner
and block-counter-tridiagonal (BCT) preconditioner
Zhang and Zheng in [13] introduced the block-symmetric (BS) preconditioner
and the block-lower-triangular preconditioner
Recently, Ke and Ma in [5] proposed the following four preconditioners
The preconditioners P 3 and P 4 are suitable for regularization parameters being very small (β < 10 −6 ), and the preconditioners P 1 and P 2 for β 10 −6 . In the implementation of a preconditioner M in a Krylov subspace method like GMRES for the system (5), we should compute vectors of the form z = M −1 r, where r ∈ R n . This can be done by solving the system Mz = r. If M = P D , then for solving the system P D z = r, we should solve three sub-systems with the coefficient matrix M. In the case that the matrix M is symmetric positive definite, these systems can be solved exactly using the Cholesky factorization of M or inexactly using the CG method or its preconditioned version (PCG). Similar strategy can be implemented for other preconditioners. For all the reviewed preconditioners, the coefficient matrices of the sub-systems are M, K, or K T . Since, in our numerical results, the matrices M and K are symmetric positive definite, the same strategy as the preconditioner P D can be used for solving these systems.
In this paper, we present a new preconditioner for solving the system (5) and investigate the eigenvalue distribution of the preconditioned system. Numerical comparison with the recently presented preconditioners is presented. This paper is organized as follows. In Section 2, we present the new preconditioner and investigate its properties. Section 3 is devoted to some numerical results. Concluding remarks are presented in Section 4.
The new preconditioner
Now, we propose the preconditioner
for the system (5). In fact, we want to solve the preconditioned system P −1 Ax = P −1 g by a Krylov subspace method like GMRES. In general, favorable convergence rates of Krylov subspace methods like GMRES are often obtained by a clustering of most of the eigenvalues of preconditioned matrices around (1, 0) and away from zero [2] . In the sequel, we investigate the nonsingularity of the matrix P and the spectrum of the preconditioned matrix P −1 A.
Lemma 1
If the matrices M and K are nonsingular, then the matrix P defined in (6) is nonsingular.
Proof Let w = (x; y; z) ∈ R 3m and Pw = 0. In this case, we have
Since the matrix K is nonsingular, from (7), we get y = 0. Substituting y = 0 into (8) and (9), from the nonsingularity of the matrices K and M, we see that x = z = 0. Therefore, w = 0 which completes the proof.
Theorem 1
Assume that the matrices M and K are nonsingular. Then, the matrix P −1 A has an eigenvalues 1 with algebraic multiplicity 2m and the corresponding eigenvectors are of the form
for any y, z ∈ C m with at least one of them being nonzero. The remaining eigenvalues are of the form
and the corresponding eigenvectors are of the form
Proof Let (λ, w) be an eigenpair of the matrix P −1 A, where 0 = w = (x; y; z) ∈ C 3m . Then, we have Aw = λPw, which is itself equivalent to
If λ = 1, then obviously (13) and (14) are always satisfied and (12) takes the form
Hence, every vector of the form (10) with z or y being nonzero is an eigenvector of P −1 A corresponding to the eigenvalue λ = 1. Obviously, the algebraic multiplicity of λ = 1 is equal to 2m. We now assume that λ = 1. In this case, Eqs. (12)- (14) can be rewritten in the form
Obviously, z = 0. Otherwise, from (15) and (16), we have x = y = z = 0 which is a contradiction with w = (x; y; z) being an eigenvector. Substituting x and y from (15) and (16) in (17) yields
Premultiplying both sides of this equation by z * gives (11) and from (15) and (16) the corresponding eigenvector is obtained.
In our numerical tests, we use the bilinear quadrilateral Q 1 finite elements to discretize (1)- (3) . Let T h = { k : k = 1, . . . , K} be a shape regular quadrilateral elements of the domain . A sequence of quadrilateral grids is said to be quasi-uniform if there exists a constant ρ > 0 such that h ≥ ρh, where h = min k ∈τ h h k and h = max k ∈τ h h k in which h k is denotes the diameter of k , i.e., h k = max{|x − y| : x, y ∈ k }. We use the following theorem to obtain more concrete bound which are dependent on the PDE of the problem and the used finite element.
Theorem 2 ([3]
) For Q 1 approximation on a quasi-uniform subdivision of R 2 for which a shape regularity condition holds, the mass matrix M approximates the scaled identity matrix in the sense that
for every nonzero vector x ∈ R n . The constants c 1 and c 2 are independent of h and β. On the other hand, the Galerkin matrix K satisfies
for every nonzero vector x ∈ R n . The constants d 1 and d 2 are positive and independent of h and β.
Here, for Q 1 approximation, we mention that the mass matrix M and the stiffness matrix K are symmetric positive definite. From Theorem 2, it is easy to see that
for every nonzero x ∈ R m . Now, the following theorem can be stated.
Theorem 3 For the Q 1 approximation the non-unit eigenvalues of the matrix
where c 1 , c 2 , d 1 and d 2 were defined in Theorem 2.
Proof Let 0 = x ∈ R n . Then we have
Now using Theorem 2, Eqs. (18) and (19), we get
Finally, from the latter equation along with (21), the desired result is obtained.
From Theorem 3, we see that the non-unit eigenvalues of the preconditioned matrix are real. The upper bound for the non-unit eigenvalues of the preconditioned matrix is independent of the mesh size, and since the mesh size is usually small, the lower bound of the non-unit eigenvalues of the preconditioned matrix can be estimated by 2β. This means that the interval (2β, 2β + (c 2 /d 1 ) 2 ] is a good approximation for the interval containing the non-unit eigenvalues of the preconditioned matrix, which is independent of the mesh size. According to these comments, it is expected that convergence of a Krylov method like GMRES would be independent of the mesh size.
In two dimensions, for = [0, 1] × [0, 1] and for Q 1 square elements (as our test example), the Fourier analysis gives that c 1 = 1/9, c 2 = 1, d 1 = 2π 2 and d 2 = 4 (see [8] ). In this case, substituting these values in (20) gives the following bounds for the non-unit eigenvalues of the preconditioned matrix
From Theorems 1 and 3 and the latter equation, we observe that if
then the eigenvalues of the preconditioned matrix P −1 A are contained in the interval (2β, 1]. Therefore, the Chebyshev acceleration method can be applied to the preconditioned system P −1 Ax = P −1 g (see [10] ). Our numerical results show that this method can not compete with the GMRES method for solving the preconditioned system. However, the Chebyshev acceleration method is quite suitable when we solve the system in a parallel environment.
Implementation of the preconditioner P in a Krylov subspace method can be done as follows. Let r = (r 1 ; r 2 ; r 3 ) and t = (x; y; z) = P −1 r. Then, it is easy to see that the vector t can be computed via the following steps.
Solve Mx
As we see, in the implementation of the proposed preconditioner, three systems with the matrices K, K T , and M should be solved. For the Q 1 approximation, both M and K are symmetric positive definite and the systems with the coefficient matrices M and K can be solved exactly using the Cholesky factorization or inexactly using the CG iterative method.
Numerical experiments
We consider the problem 
elsewhere.
We use the codes 1 of the paper [8] to generate the system (5). The problem is discretized using bilinear quadrilateral Q 1 and a grid of 2 × 2 is used. In this case, A is an n × n matrix with n = 3(2 − 1)(2 − 1). We first display the eigenvalue distribution of the matrices A and
for these matrices, where λ i , i = 1, . . . , n, are the eigenvalues of the matrices. The lower and upper bounds of the non-unit eigenvalues of P −1 A given in (22) have been displayed by two horizontal solid lines. The right figure has been displayed in log-log format. As we see, Fig. 1 confirms (2) .
In the sequel, we present two sets of the numerical results. In the first set, we use the complete version of the preconditioned GMRES method for solving (5) and in this case, all the sub-systems are solved exactly using the Cholesky factorization (GMRES/Cholesky). We use right preconditioning. Numerical results are compared in terms of both the number of iterations and the CPU time which are, respectively, denoted by "IT" and "CPU" in the tables. In all the tests, we use a zero vector as an initial guess and the iteration is stopped as soon as the residual norm is reduced by a factor of 10 6 . The maximum number of the iterations is set to be maxit = min{500, 3m}. A "-" means that the method has not converged in maxit iterations. All runs are implemented in MATLAB R2015 , equipped with a Laptop with 2.60 GHz central processing unit (Intel(R) Core(TM) i7-4510), 8 GB memory, and Windows 8 operating system.
We compare the numerical results of the proposed preconditioner (denoted by P in the tables) with those of the preconditioners reviewed in Section 2. The first set of the numerical results have been presented in Table 1 . We have highlighted the best result for each choice of the parameter in boldface. As we see, the GMRES method in conjunction with the proposed preconditioner converges in a small number of the iterations for different values of the step size and the regularization parameter. This is not the case for the other methods. For example, the number of iterations for the preconditioner P D increases when the regularization parameter becomes small. The same observations can be made also for the other methods. For the second set of the numerical experiments, we apply the flexible GMRES (FGMRES) method (see [11] ) for solving the preconditioned system and in this case the sub-systems (for all the preconditioners) are solved inexactly using the preconditioned CG method (FGMRES/PCG). We use the incomplete Cholesky factorization with dropping tolerance τ = 0.01 as the preconditioner for the sub-systems. To do so, we have used the following command of MATLAB: L = ichol(M,struct('type','ict','droptol',1e-02)).
Left-preconditioning technique is used for the subsystems. The inner iteration is terminated as soon as the residual norm is reduced by a factor of 10 3 . The maximum number of iterations of the PCG method is set to be min{m, 20}. All the other assumptions are similar to those of the first set of the numerical results. Numerical results have been given in Table 2 . This table shows the superiority of the proposed preconditioner to the other ones. In many cases, the other preconditioners fail to converge, whereas the proposed preconditioner never fail for the tested systems. As the numerical results show, there is no significant difference between the two sets of the numerical results.
Conclusion
We have presented a preconditioner to speed up the convergence of the GMRES (FGMRES) iterative method for solving the system of linear equations arisen from discretize-then-optimize approach applied to optimal control problems constrained by a Poisson equation. We have shown that the eigenvalues of the preconditioned matrix are one or are located in an interval that the upper bound of the interval is independent of the mesh size. We have also seen that 2β is lower bound for the non-unit eigenvalues of the preconditioned matrix. We have compared the numerical results of the proposed preconditioner with those of the several preconditioner presented in the literature. Numerical results show that our preconditioner can be considered as a suitable preconditioner for the investigated problem.
