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Zusammenfassung
Es sei X eine das statistische Experiment (X,B, Pθ|θ ∈ Θ) beschreibende Zufallsvariable. Ein zentrales
Problem der Mathematischen Statistik ist, mit Hilfe einer Beobachtung X = x den Parameter θ ∈ Θ
bzw. einen abgeleiteten Parameter ϕ(θ) ∈ Γ zu schätzen. Im Fall einer dominierten Verteilungsfamilie
{Pθ | θ ∈ Θ} ist es möglich, das Maximum-Likelihood-Prinzip (MLP) anzuwenden. Eine Alternative
zu der Konstruktion einer Maximum-Likelihood-Schätzung (MLS) stellt ein Bayesscher Ansatz dar.
Unter Regularitätsbedingungen erweist sich nun, dass die MLS mit dem Grenzwert einer Folge von
Bayesschen Schätzungen (Bunke et al. (1976)) übereinstimmt. Damit ist der Grenzwert unabhängig
von der a priori Gewichtung. Ferner kann eine Bayessche Schätzung auch in einer nicht dominier-
ten Verteilungsfamilie definiert werden, was eine Möglichkeit zur Erweiterung des MLPs auf nicht
dominierte Verteilungsfamilien liefert. Außerdem werden die bereits existierenden Ansätze einer ver-
allgemeinerten MLS (vMLS) von Kiefer und Wolfowitz (1956) sowie Gill (1989) vorgestellt. Basierend
auf diesen bekannten Ergebnissen definieren wir einen selbstinformativen Grenzwert und a posteriori
Träger. Insbesondere kann der selbstinformative Grenzwert als Beschreibung einer nichtinformativen
Schätzung auf der Grundlage eines Bayesschen Ansatzes und als eine mögliche Verallgemeinerung des
MLPs betrachtet werden. Im Spezialfall einer dominierten Verteilungsfamilie geben wir hinreichen-
de Bedingungen an, unter denen die Menge der MLSen einem selbstinformativen a posteriori Träger
oder, falls die MLS eindeutig ist, einem selbstinformativen Grenzwert entspricht. Das Ergebnis für
den selbstinformativen a posteriori Träger wird dann auf ein allgemeineres Modell ohne dominierte
Verteilungsfamilie erweitert. Insbesondere wird gezeigt, dass die Menge der vMLSen nach Kiefer und
Wolfowitz ein selbstinformativer a posteriori Träger ist. Weiterhin wird der selbstinformative Grenz-
wert bzw. a posteriori Träger in einem Modell mit nicht identifizierbarem Parameter bestimmt. In
dem Spezialfall eines normalen linearen Modells entspricht dann der selbstinformative Grenzwert einer
MLS. Im Mittelpunkt dieser Arbeit steht ein multivariates semiparametrisches lineares Modell. Da-
zu betrachten wir zuerst ein nichtparametrisches Modell, wobei die bekannte vMLS nach Kiefer und
Wolfowitz sowie nach Gill die empirische Verteilungsfunktion ist. Wir weisen nach, dass unter der a
priori Annahme eines Dirichlet Prozesses der selbstinformative Grenzwert existiert und der empirischen
Verteilungsfunktion entspricht. Anschließend untersuchen wir das multivariate semiparametrische li-
neare Modell und bestimmen die vMLSen nach Kiefer und Wolfowitz oder Gill sowie unter der a
priori Annahme eines Dirichlet Prozesses und einer Normal-Wishart-Verteilung den selbstinformativen
Grenzwert. Im Allgemeinen sind die so erhaltenen Schätzungen verschieden. Sowohl die vMLSen nach
Kiefer und Wolfowitz als auch die vMLSen nach Gill sind nur in Spezialfällen, der selbstinformative
Grenzwert dagegen immer eindeutig. Weiterhin ist der selbstinformative Grenzwert immer eine vMLS
nach Gill, aber nur in Spezialfällen eine vMLS nach Kiefer und Wolfowitz. Abschließend gehen wir
dann auf den Spezialfall eines semiparametrische Lokationsmodell ein, in dem die vMLSen nach Kiefer
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Beobachtungen sind die Grundlage eines jeden Experiments. Basierend auf diesen Daten ist das Ziel
einer statistischen Analyse, Schlussfolgerungen über das beobachtete Objekt zu erzielen. Dazu werden
die zu beobachtenden Daten als ”zufällig“ aufgefasst. Mit ”zufällig“ beschreiben wir eine Situation,
in der wir nicht die zugrunde liegenden Mechanismen kennen. Diese Zufallsabhängigkeit modellieren
wir mathematisch mit Hilfe der Begriffsbildung der Wahrscheinlichkeitstheorie (z.B. Bauer (1991)). In
diesem Sinn fassen wir die Beobachtung x als Realisierung einer Zufallsvariable X auf und unterstel-
len somit, dass sich die zugrunde liegenden Mechanismen mit Hilfe einer Wahrscheinlichkeitsverteilung
P beschreiben lassen. Das Ziel der Mathematischen Statistik ist nun, mit Hilfe einer Beobachtung x
Schlussfolgerungen über die unbekannte Verteilung P zu erzielen. Ein erster Schritt einer statistischen
Analyse ist die Beschreibung und somit die Wahl einer geeigneten Familie von Verteilungen F, in der
die unbekannte Verteilung P enthalten ist oder deren Elemente die Verteilung P zumindest hinreichend
gut approximieren. Wählen wir eine ”kleine“ Familie F, ist also nur zwischen ”wenigen“ Verteilungen
zu entscheiden, so lässt sich im Allgemeinen mit der in einer Beobachtung enthaltenen ”Information“
eine genauere Aussage treffen. Jedoch ist der Wert der Aussage gering, wenn die unbekannte Verteilung
P nicht annähernd durch ein Element der Verteilungsfamilie F approximiert wird. Somit kommt der
Verteilungsannahme, der Wahl der Verteilungsfamilie F, eine grundlegende Bedeutung zu.
Im Allgemeinen sind wir nicht an der Kenntnis der unbekannten Verteilung, sondern nur an einem
abgeleiteten Parameter γ(P ) ∈ Γ, wie z.B. Erwartungswert, Median oder Varianz der unbekannten
Verteilung P , interessiert. An Hand einer Beobachtung der unbekannten Verteilung P möchten wir
nun den Parameter γ(P ) spezifizieren (schätzen), also einen Wert γ̂ ∈ Γ wählen. Auf Grund der
Zufälligkeit unserer Beobachtung wird mit Ausnahme von wenigen Spezialfällen der geschätzte Wert γ̂
nicht dem gesuchten Parameter γ(P ) entsprechen, so dass Kriterien benötigt werden, die eine ”optima-
le“ Schätzung des Parameters γ(P ) charakterisieren. Die Untersuchung von Optimalitätskriterien und
diesbezüglich konstruierter optimaler Schätzungen γ̂ ∈ Γ an Hand einer Beobachtung sind die wesentli-
chen Bestandteile der Schätztheorie in der Mathematischen Statistik (vgl. Schmetterer (1966), Witting
(1985), Strasser (1985)). Eine häufig angewandte und ebenso häufig auch kritisierte Konstruktionsme-
thode einer Schätzung ist das Maximum-Likelihood-Prinzip (MLP). Eine zentrale Voraussetzung für
die Anwendbarkeit des MLP ist die Wahl einer dominierten Verteilungsfamilie F, d.h., für alle Elemente
der Verteilungsfamilie F existiert ein dominierendes σ-endliches Maß. Jedoch ist diese Einschränkung
in einer Vielzahl von Situationen nicht sinnvoll. Ein klassisches Beispiel ist das nichtparametrische
Modell, d.h. es liegt keine Information über die Struktur der unbekannten Verteilung P vor, so dass
wir die Familie P aller Verteilungen wählen. Somit stellt sich die Frage, ob das MLP auch auf Situa-
tionen in denen die Verteilungsfamilie nicht dominiert ist, übertragen werden kann. Alternativ zu der
frequentistischen Konstruktion von Schätzungen, wie dem MLP, kann auch ein Bayesscher Ansatz be-
trachtet werden. Auf der grundlegenden Annahme einer a priori Gewichtung der Werte γ ∈ Γ werden
mit Hilfe einer Beobachtung die Gewichte der Werte γ ∈ Γ angepasst und an Hand dieser a posteriori
Gewichtung eine Bayessche Schätzung konstruiert. Damit können auf eine elegante Weise neben der
1
2 Einleitung
Beobachtung auch vorhandene Informationen über den Wert γ(P ) in die Schätzung einfließen. Insbe-
sondere ist die Konstruktion einer Bayesschen Schätzung auch möglich, wenn die Verteilungsfamilie
nicht dominiert ist. Andererseits ist die Annahme einer a priori Gewichtung ein zentraler Kritikpunkt
des Bayesschen Ansatzes, da diese eine Vorinformation über die Werte γ ∈ Γ voraussetzt. Somit besteht
das Interesse an der Beschreibung einer Bayesschen Schätzung in einer Situation ohne Vorinformation.
Überblick
Zum besseren Verständnis der Zusammenhänge der in den folgenden Kapiteln vorgestellten Resultate
werden wir jetzt die grundsätzlichen Ideen im Überblick darstellen.
Im Kapitel 1 werden grundlegende Begriffe und Definitionen der Mathematischen Statistik vorge-
stellt. Insbesondere wird der Bayessche Ansatz detailliert dargelegt. Der Spezialfall einer dominier-
ten Verteilungsfamilie wird im Kapitel 2 betrachtet. In dieser Situation existiert dann unter Regula-
ritätsbedingungen eine Maximum-Likelihood-Schätzung (MLS). Weiterhin werden wir den Bayesschen
Ansatz untersuchen und eine Möglichkeit der Konstruktion einer Bayesschen Schätzung in einer Situa-
tion ohne Vorinformation angeben. Dazu wählen wir eine spezielle Folge von Bayesschen Schätzungen,
wobei der Grenzwert dieser Folge, falls er existiert, eine Situation ohne Vorinformation charakterisiert.
Insbesondere entspricht dieser Grenzwert unter Regularitätsbedingungen der MLS in dieser Vertei-
lungsfamilie (Bunke et al. (1976)) und ist somit offensichtlich unabhängig von der a priori Gewichtung.
Dieses Ergebnis ist der zentrale Ausgangspunkt für die weiteren Ausführungen. Zum einen liefert die
Betrachtung des Grenzwertes der Folge von Bayesschen Schätzungen eine mögliche Charakterisierung
einer Situation ohne Vorinformation. Zum anderen hängt die Definition der Bayesschen Schätzung nicht
von der einschränkenden Annahme einer dominierten Verteilungsfamilie ab, so dass ein möglicher An-
satz zur Übertragung des MLP’s auf nicht dominierte Verteilungsfamilien besteht. In den vergangenen
Jahren wurde eine Vielzahl an alternativen Ansätzen einer Verallgemeinerung des MLP’s in der Litera-
tur diskutiert, wie z.B. die ”Methode der Sieves“ (Grenander (1981)), ”Penalized Likelihood“ (Geman
und Hwang (1982)) oder ”Empirical Likelihood“ (Owen (2001)). Diese Arbeit hat nicht das Ziel,
einen vollständigen Überblick über die verschiedenen Methoden und Ansätze zu geben. Wir möchten
vielmehr das alternative Verfahren eines Grenzwertes einer Folge von Bayesschen Schätzungen zwei
bekannten Konzepten der Verallgemeinerung des MLP’s gegenüberstellen. So werden wir zuerst im
Kapitel 3 den Ansatz von Kiefer und Wolfowitz (1956) sowie von Gill (1989) einer Verallgemeinerung
des MLP’s vorstellen. Für eine ausführliche Diskussion dieser Konzepte verweisen wir auf die zugrun-
de liegenden Arbeiten. Beide Konzepte definieren für eine fixierte Beobachtung eine verallgemeinerte
Maximum-Likelihood-Schätzung (vMLS) und unterscheiden sich somit von den benannten Alternati-
ven einer Verallgemeinerung des MLP’s, die auf der Basis einer mit dem Stichprobenumfang wach-
senden Verteilungsfamilie Folgen von Schätzungen konstruieren. Insbesondere entspricht eine vMLS
nach Kiefer und Wolfowitz und unter Regularitätsbedingungen eine vMLS nach Gill der MLS, falls
diese existiert. Ferner weisen wir nach, dass unter Regularitätsbedingungen eine vMLS nach Kiefer und
Wolfowitz auch eine vMLS nach Gill ist. Anschließend charakterisieren wir im Kapitel 4 die Folge der
Bayesschen Schätzungen mittels einer iterativen Prozedur. Konvergiert nun die Folge der zugehörigen
Bayesschen Schätzungen, so wird der erhaltene Grenzwert als selbstinformativer Grenzwert bezeichnet
(Bunke (2002)). Wir werden die in der Arbeit von Bunke und Johannes (2002) weiter spezifizierten
Ideen hier detailliert darlegen. So wird unter anderem der Begriff eines schwachen selbstinformativen a
posteriori Trägers eingeführt. Ferner untersuchen wir drei Spezialfälle. Wir werden hinreichende Bedin-
gungen für die Existenz eines selbstinformativen Grenzwertes und eines schwachen selbstinformativen
a posteriori Trägers unter der Annahme einer dominierten Verteilungsfamilie angeben. Insbesondere
ist die Menge der MLS unter Regularitätsbedingungen ein schwacher selbstinformativer a posteriori
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Träger. Weiterhin geben wir für eine nicht dominierte Verteilungsfamilie hinreichende Bedingungen
für die Existenz eines schwachen selbstinformativen a posteriori Trägers an, wobei dann unter Regula-
ritätsbedingungen die Menge der vMLS nach Kiefer und Wolfowitz einen schwachen selbstinformativen
a posteriori Träger darstellt. Abschließend betrachten wir den Spezialfall eines nicht identifizierbaren
Parameters, der einen weiteren Einblick in die Struktur des selbstinformativen Grenzwertes sowie des
schwachen selbstinformativen a posteriori Trägers gewährt. Wir verzichten hier auf die Darstellung der
Ergebnisse für den Fall der Schätzung einer Hazardfunktion auf der Basis zensierter Daten (vgl. Bunke
und Johannes (2002)) und bemerken nur, dass unter Regularitätsbedingungen der selbstinformative
Grenzwert der vMLS nach Gill entspricht. Dagegen werden wir detailliert auf ein multivariates semi-
parametrisches lineares Modell eingehen. Dazu betrachten wir zuerst im Kapitel 5 den klassischen Fall
eines nichtparametrischen Modells. Wir nehmen an, dass die unbekannte Verteilung P in der Familie
aller Verteilungen P variiert. Im Allgemeinen ist diese Verteilungsfamilie P nicht dominiert, so dass die
MLS nicht definiert ist. Insbesondere ist die vMLS, die empirische Verteilungsfunktion der Beobachtun-
gen, nach Kiefer und Wolfowitz (1956) sowie Gill (1989) bekannt. Wir werden nachweisen, dass unter
der Annahme eines Dirichlet Prozesses der selbstinformative Grenzwert ebenfalls der empirischen Ver-
teilungsfunktion entspricht und somit eine von der a priori Annahme unabhängige Schätzung darstellt.
Abschließend untersuchen wir im Kapitel 6 ein multivariates semiparametrisches lineares Modell und
bestimmen die vMLS nach Kiefer und Wolfowitz oder Gill sowie den selbstinformativen Grenzwert. Im
Allgemeinen sind die so erhaltenen Schätzungen verschieden. So ist die vMLS nach Kiefer und Wolfo-
witz sowie nach Gill nur in Spezialfällen, der selbstinformative Grenzwert dagegen immer eindeutig.
Weiterhin ist der selbstinformative Grenzwert immer eine vMLS nach Gill, aber nur in Spezialfällen
nach Kiefer und Wolfowitz. Am Ende dieses Kapitels gehen wir dann auf den Spezialfall eines semi-
parametrischen Lokationsmodells ein, in dem die vMLS nach Kiefer und Wolfowitz sowie Gill und der
selbstinformative Grenzwert wieder identisch sind. Abschließend geben wir einen Ausblick auf offene
Fragen und Variationen der Modellannahmen (Kapitel 7).
Regelmäßig benutzte Symbole und Abkürzungen werden im Anschluss an die Einleitung zusammen-
gefasst.
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Notationen
Die Bezeichnungen folgen den gewöhnlichen Konventionen. Die benutzten mathematischen sowie spe-
zielle im Text auftretende Symbole werden in der folgenden Tabelle zusammengefasst.
Mit der Ausnahme von Annahmen, sie werden getrennt nummeriert und es steht ein A vor der Ka-
pitelnummer, wird innerhalb eines Kapitels fortlaufend nummeriert. Ferner zeigt das Symbol 2 das
Ende eines Beweises, einer Bemerkung bzw. eines Beispiels an.
Symbolverzeichnis
A := B A ist definiert durch B
A ⊂ B A ist enthalten in B
Ac Komplement einer Menge A
[a, b], (a, b) abgeschlossenes, offenes Intervall von a nach b
N, N0 {1, 2, . . .}, {0, 1, 2, . . .}
R, R+ (−∞,∞), [0,∞)
Rk k-dimensionaler euklidischer Raum
Rn×p Menge der n× p Matrizen
Kε(x) offene Kugel mit Radius ε > 0 um x
Kε(x) abgeschlossene Kugel mit Radius ε > 0 um x
Θ,X,Γ Parameterraum, Menge der Beobachtungen,
Menge der abgeleiteten Parameter
X,ϑ,γ Zufallsvariable mit Werten in X,Θ,Γ
A,B,C,D σ-Algebra über Ω,X,Θ,Γ
L,Lp,Ln×p Borel-σ-Algebra über R,Rp,Rn×p
X×Θ kartesisches Produkt von X und Θ
B⊗ C Produkt-σ-Algebra über X×Θ
Xn n-faches kartesisches Produkt X× · · · × X
xn Vektor (x1, . . . , xn) in Xn
1tn ⊗ x Vektor (x, . . . , x) in Xn




+ Menge aller Verteilungen, mit endlichem zweiten Moment,




W−→ P schwache Konvergenz der Maße Pn gegen P
PX |Y =y bedingte Wahrscheinlichkeitsverteilung
δx Punktmaß an der Stelle x
F̂xn empirische Verteilung der Werte x1, . . . , xn
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Nnp(A,Σ) multivariate Normalverteilung auf Rn×p
NW (l, k, p,M0, A0, S0) Normal-Wishart-Verteilung
GMt(l, k, p,M0, A0, S0) verallgemeinerte t-Verteilung
Dαµ Dirichlet Prozess mit Parameter α und µ
EX,Cov X Erwartungswert, Kovarianzmatrix von X
Eϑ |γ [g(ϑ)],E[g(ϑ)|γ] bedingte Erwartung unter Pϑ |γ
µ̂, σ̂2, B̂, Σ̂, ϕ̂ Schätzung für µ, σ2, B,Σ, ϕ
1k, Jk, Ik k-dimensionaler Einsvektor, k × k Einsmatrix,
k × k Einheitsmatrix
At,sp[A], Rang[A], |A| Transponierte, Spur, Rang, Determinante von A
A−1, A+ Inverse, Moore-Penrose Inverse von A
N(M), R(M) Kern, Bild einer linearen Abbildung M
PN(M), PR(M) Projektionsmatrizen
A⊗B Kroneckerprodukt




Der Ausgangspunkt unserer Untersuchungen ist eine Beobachtung x, die wir immer als eine Rea-
lisierung einer Zufallsvariable X auffassen. Analog sind die Beobachtungen x1, . . . , xn Realisierun-
gen von Zufallsvariablen X1, . . . ,Xn. Ferner werden wir häufig die Beobachtungen x1, . . . , xn zu
einem Vektor xn = (x1, . . . , xn) zusammenfassen und xn als eine Realisierung der Zufallsvariable
Xn = (X1, . . . ,Xn) ansehen. Wir schreiben dann abkürzend X = x oder Xn = xn. Die Menge der
Beobachtungen bezeichnen wir generell mit X oder Xn dem n-fachen kartesischen Produkt X×· · ·×X.
Wir werden im Folgenden annehmen, dass die Menge X mit einer Metrik dX versehen sei, und dass der
metrische Raum (X,dX) vollständig und separabel (polnisch) sei. Die induzierte Borel-σ-Algebra auf
X bezeichnen wir mit B. Die induzierte Borel-σ-Algebra Bn auf dem polnischen Raum Xn entspricht
dann dem n-fachen Kartesischen Produkt B× · · · ×B der Borel-σ-Algebra B (vgl. Billingsley (1968),
S. 224). Weiterhin fassen wir o.B.d.A. die Zufallsvariable X als eine messbare Abbildung von dem
Wahrscheinlichkeitsraum (Ω,A, P ) in den messbaren Raum (X,B) auf. Die Zufallsvariable X indu-
ziert dann eine Wahrscheinlichkeitsverteilung PX auf B mit PX(B) = P (X ∈ B) für B ∈ B. Die
Verteilung PX ist uns unbekannt und mit Hilfe einer Beobachtung x der Zufallsvariable X möchten
wir nun Rückschlüsse auf die zugrunde liegende Verteilung PX ziehen. Dazu nehmen wir weiterhin an,
dass die unbekannte Verteilung PX in einer Familie F von Verteilungen auf X enthalten ist. Wir spre-
chen dann von einer adäquaten Verteilungsannahme. Äquivalent dazu können wir auf dem messbaren
(Ω,A) eine Familie von Wahrscheinlichkeitsverteilungen annehmen, so dass F dann die Menge der von
X induzierten Verteilungen auf X darstellt. Die Familie der Verteilungen F werden wir o.B.d.A. immer
als parametrisiert F = {Pθ | θ ∈ Θ} annehmen. Die Menge Θ heißt Parameterraum und könnte zum
Beispiel die Menge F selbst sein. Wir sprechen von einer parametrischen Verteilungsfamilie, falls der
Parameterraum Θ als eine Teilmenge des k-dimensionalen euklidischen Raumes Rk gewählt werden
kann. Ist dies nicht der Fall, so bezeichnen wir die Verteilungsfamilie als nichtparametrisch. Zusam-
menfassend nennen wir (X,B, Pθ | θ ∈ Θ) ein statistisches Experiment und schreiben abkürzend, dass
die Zufallsvariable X das statistische Experiment (X,B, Pθ | θ ∈ Θ) beschreibt.
1.2 Schätzung eines abgeleiteten Parameters
Häufig möchten wir mit Hilfe einer Beobachtung X = x nur auf spezielle Eigenschaften der zugrunde
liegenden unbekannten Verteilung X ∼ Pθ, θ ∈ Θ schließen. Dazu nehmen wir an, dass über der
6
1.3 Bayessches Modell 7
Menge Θ eine σ-Algebra C gegeben ist und betrachten eine messbare Funktion ϕ von (Θ,C) in den
messbaren Raum (Γ,D). Für ein θ ∈ Θ heißt ϕ(θ) ∈ Γ abgeleiteter Parameter. Unser Interesse ist
nun, mit Hilfe einer Beobachtung x der Zufallsvariable X ∼ Pθ (θ ∈ Θ) den abgeleiteten Parameter
ϕ(θ) ∈ Γ zu schätzen. Eine mögliche Schätzung für ϕ(θ) ist dann jeder Wert γ ∈ Γ. Damit erhalten
wir auf natürliche Weise das Problem der Wahl eines Wertes γx ∈ Γ für eine Beobachtung X = x.
Bemerkung 1.1 Ein mögliches Maß für die Qualität einer Schätzung ist die Risikofunktion. Dazu
betrachten wir eine messbare Funktion ϕ̂ von (X,B) nach (Γ,D). ϕ̂ bezeichnen wir als Schätzfunktion.
Eine Schätzung ϕ̂(x) ∈ Γ ist somit der Funktionswert von ϕ̂ an der Stelle x. Eine nichtnegative
Funktion L(γ1, γ2) auf der Menge Γ × Γ bezeichnen wir als Verlustfunktion. Für eine Realisierung
x der Zufallsvariable X mit der Verteilung Pθ (θ ∈ Θ) spiegelt L(ϕ̂(x), ϕ(θ)) dann den Verlust für
die Wahl von ϕ̂(x) ∈ Γ wieder. Das bezüglich der Verteilung Pθ von X gewichtete Mittel der Werte





heißt nun Risikofunktion. Insbesondere nennen wir eine Schätzfunktion ϕ̂∗ gleichmäßig beste Schätz-
funktion in einer Klasse D von Schätzfunktionen ϕ̂ für den abgeleiteten Parameter ϕ, falls für alle
θ ∈ Θ und ϕ̂ ∈ D gilt RL(ϕ̂∗, ϕ(θ)) ≤ RL(ϕ̂, ϕ(θ)). 2
1.3 Bayessches Modell
Die zentrale Idee des Bayesschen Modells ist es, den Parameter θ als eine Realisierung einer Zufallsva-
riable ϑ anzusehen. Unter der Bedingung ϑ = θ beschreibt nun die Zufallsvariable X das statistische
Experiment (X,B, Pθ | θ ∈ Θ). Insbesondere nehmen wir an, dass der Parameterraum Θ mit einer
Metrik dΘ versehen und der metrische Raum (Θ,dΘ) polnisch sei. C bezeichnet dann die induzierte
Borel-σ-Algebra über Θ. Der Bayessche Ansatz bedeutet nun, auf dem messbaren Raum (Θ,C) eine
a priori Verteilung anzunehmen und die statistischen Aussagen über den Parameter mit Hilfe der a
posteriori Verteilung, die aus der a priori Verteilung und einer Realisierung der Zufallsvariable X be-
stimmt wird, zu gewinnen.
Wir gehen wie bisher von einem messbaren Raum (Ω,A) aus und fassen o.B.d.A. X und ϑ als messbare
Abbildung von Ω nach X bzw. Θ auf. Die a priori Verteilung der Zufallsvariable ϑ auf C bezeichnen wir
mit Π. Insbesondere sehen wir nun eine Verteilung Pθ0 aus der Familie der Verteilungen {Pθ | θ ∈ Θ}
als bedingte Verteilung PX |ϑ=θ von X unter der Bedingung ϑ = θ0 an. Mittels der Familie der be-
dingten Verteilungen {Pθ | θ ∈ Θ} und der a priori Verteilung Π definieren wir eine Verteilung P auf
dem messbaren Raum (Ω,A) durch
P (X−1(B) ∩ ϑ−1(C)) =
∫
C
Pθ(B)Π(dθ) für alle B ∈ B, C ∈ C.
Insbesondere ist die Borel-σ-Algebra auf dem polnischen Raum (X × Θ) dann das Kartesische Pro-
dukt B × C (vgl. Billingsley (1968), S. 224) und der zufällige Vektor (X,ϑ) induziert nun auf dem
messbaren Raum (X × Θ,B × C) eine Verteilung PX,ϑ. Die a priori Verteilung Π von ϑ entspricht
der Randverteilung bzgl. der gemeinsamen Verteilung PX,ϑ von (X,ϑ), so dass wir sie auch mit Pϑ
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bezeichnen. Die Randverteilung PX von X ergibt sich aus
PX(B) = P (X−1(B) ∩ ϑ−1(Θ)) =
∫
Θ
Pθ(B)Pϑ(dθ) für alle B ∈ B.
Eine reguläre bedingte Verteilung Pϑ |X=x (vgl. Bellach et al. (1978), S. 112, Definition 1) von ϑ
gegeben eine Beobachtung X = x heißt a posteriori Verteilung. Ferner existiert eine reguläre bedingte
Verteilung, wenn Θ, wie hier angenommen, ein polnischer Raum ist (vgl. Ash (1972), S. 265, Satz 6.6.5
und 6.6.6, Bellach et al. (1978), S. 113, Satz 2). Des weiteren ist die a posteriori Verteilung nur bis auf
PX -Nullmengen eindeutig bestimmt, so dass die folgenden Aussagen immer für eine Festlegung der a
posteriori Verteilung gelten.
Es sei eine Beobachtung x von X unter der Bedingung ϑ = θ und eine Festlegung Pϑ |X=x der
a posteriori Verteilung gegeben. Eine mit Hilfe von Pϑ |X=x konstruierte Schätzung ϕ̂(x) für den
abgeleiteten Parameter ϕ(θ) bezeichnen wir als Bayessche Schätzung. Ist es zum Beispiel möglich den





eine mögliche sensible Schätzung für ϕ(θ).
Bemerkung 1.2 Für eine gegebene Verlustfunktion L und a priori Verteilung Π untersuchen wir





als ein Maß der Qualität einer Schätzfunktionen ϕ̂ für den abgeleiteten Parameter ϕ im Bayesschen
Kontext. Wir bezeichnen eine Schätzfunktion ϕ̂∗ als Bayessche Schätzfunktion in einer Klasse D von
Schätzfunktionen ϕ̂ für den abgeleiteten Parameter ϕ, falls RL[ϕ̂∗,Π] ≤ RL[ϕ̂,Π] für alle ϕ̂ ∈ D
gilt. Offensichtlich beeinflusst die Verlustfunktion und die a priori Verteilung direkt die Struktur einer


















RL[ϕ̂(x), Pϑ |X=x] :=
∫
Θ
L(ϕ̂(x), ϕ(θ))Pϑ |X=x(dθ) (1.3)
wird als a posteriori Risiko bezeichnet. Die Minimierung des Bayesschen Risikos kann somit auf die
Minimierung des a posteriori Risikos für festes x ∈ X zurückgeführt werden. Insbesondere wäre die
Minimierung des a posteriori Risikos RL[γ, Pϑ |X=x] für alle γ ∈ Γ ein Kriterium für die Wahl einer
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Bayesschen Schätzung ϕ̂∗(x) ∈ Γ für eine Beobachtung x ∈ X. Wählen wir nach diesem Kriterium
für jedes x ∈ X eine Bayessche Schätzung ϕ̂∗(x) und ist die so definierte Abbildung ϕ̂∗ : X → Γ
messbar, so ist ϕ̂∗ eine Bayessche Schätzfunktion bzgl. des Bayesschen Risikos RL[ϕ̂,Π] in der Klasse
aller Schätzfunktionen ϕ̂ für den abgeleiteten Parameter ϕ. Natürlicher Weise hat die a priori Ver-
teilung im Allgemeinen einen nicht unwesentlichen Einfluss auf die Bayessche Schätzfunktion. Die a
priori Verteilung kann als eine Gewichtung der Parameter bzgl. einer Vorinformation über dem Para-
meterraum aufgefasst werden. Diese Abhängigkeit ist auch ein zentraler Kritikpunkt am Bayesschen
Ansatz, da in vielen Fällen keine Vorinformation vorhanden ist. Trotz dieser Einschränkung kann in
einer Vielzahl von Situationen unter Regularitätsbedingungen nachgewiesen werden, dass die resultie-
renden Bayesschen Schätzfunktionen eine gute Alternative zu Schätzfunktionen des frequentistischen
Ansatzes darstellen. Für eine ausführliche Diskussion sei auf die zahlreiche Literatur zu diesem Thema
verwiesen (z.B. DeGroot (1970), Ibragimov und Khas’minskij (1981), Hartigan (1983), Box und Tiao
(1992) oder Bernardo und Smith (1994)). 2
Beispiel 1.3 Es sei die Menge Γ der abgeleiteten Parameter eine Teilmenge des Rk und mit der
Borel-σ-Algebra Lk versehen. Π sei eine a priori Verteilung auf Γ mit
∫
||ϕ(θ)||2Π(dθ) < ∞ und für
die Verlustfunktion gelte
LQ(γ1, γ2) = ||γ1 − γ2||2,





das Bayessche RisikoRLQ [γ,Π] für alle γ ∈ Γ (vgl. Anderson (1984), S.83). Weiterhin ist der a posteriori
Erwartungswert eine messbare Funktion von X nach Γ (vgl. Bellach et al. (1978), S.101), so dass ϕ̂




Es sei X eine das statistische Experiment (X,B, Pθ | θ ∈ Θ) beschreibende Zufallsvariable. Wir nehmen
weiterhin an, dass ein σ-endliches Maß µ auf B existiere, so dass für alle θ ∈ Θ das Maß Pθ absolut stetig
bezüglich des Maßes µ sei, d.h. µ(B) = 0 impliziert Pθ(B) = 0. Die Verteilungsfamilie {Pθ | θ ∈ Θ}
heißt dann dominiert bzgl. µ. In diesem Fall liefert der Satz von Radon-Nikodym die Existenz einer





Des weiteren nehmen wir an, dass p(x, θ) eine messbare Funktion des Variablenpaares (x, θ) ist, d.h. p
ist eine messbare Abbildung von (X×Θ,B⊗ C) auf die reelle Achse (R,L).
Bemerkung 2.1 Falls die σ-Algebra B abzählbar erzeugt ist, kann die Dichte p(x, θ) immer messbar
in (x, θ) gewählt werden (vgl. Strasser (1985), S. 17, Lemma 4.1 und S. 18, Lemma 4.6). Weiterhin
ist die Wahl des dominierenden Maßes für die statistische Auswertung unerheblich. Sind p1(x, θ) und
p2(x, θ) Dichten bzgl. zwei verschiedener dominierender Maße µ1 und µ2, dann unterscheiden sich p1
und p2 nur durch einen nicht von θ abhängenden multiplikativen Faktor. Es gilt für [µ1 +µ2]-f.a. x ∈ X
dPθ
d(µ1 + µ2)
(x) = p1(x, θ)
dµ1
d(µ1 + µ2)




(vgl. Ibragimov und Khas’minskij (1981), S. 11 und Strasser (1985), S. 2, Lemma 1.7). Da aber sowohl
p1 als auch p2 nur bis auf µ1- bzw. µ2-Nullmengen eindeutig sind, ist im Allgemeinen die statistische
Auswertung von der Festlegung der Radon-Nikodym-Dichten abhängig. 2
Im Folgenden werden wir zunächst ein statistisches Experiment (X,B, Pθ | θ ∈ Θ) betrachten, dessen
Verteilungsfamilie {Pθ | θ ∈ Θ} durch ein σ-endliches Maß µ dominiert ist. Ziel dieser Arbeit ist es, die
aus der Literatur bekannten Ergebnisse der nächsten beiden Abschnitte auf statistische Experimente,
deren Verteilungsfamilie nicht dominiert sind, zu übertragen.
2.2 Maximum-Likelihood-Methode
Es sei X eine das statistische Experiment (X,B, Pθ | θ ∈ Θ) beschreibende Zufallsvariable. Des weiteren
gelten die Annahmen des Abschnittes 2.1. Es sei x ∈ X fixiert. Dann bezeichnen wir die Funktion
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Lx : Θ → [0,∞] gegeben durch
Lx(θ) := p(x, θ) (2.1)
als Likelihood-Funktion. Eine Schätzung θ̂(x) für den Parameter θ wird Maximum-Likelihood-Schätzung
genannt, falls gilt
Lx(θ̂(x)) ≥ Lx(θ̃), für alle θ̃ ∈ Θ. (2.2)
Ist die Lösung der Ungleichung 2.2 nicht eindeutig, so bezeichnen wir jede Lösung als Maximum-
Likelihood-Schätzung. Weiterhin heißt eine Schätzung ϕ̂(x) für den abgeleiteten Parameter ϕMaximum-
Likelihood-Schätzung, falls gilt
ϕ̂(x) = ϕ(θ̂(x)), (2.3)
wobei θ̂(x) eine Maximum-Likelihood-Schätzung für den Parameter θ ist. Betrachten wir nun die
Abbildung θ̂(x), die jedem x eine Maximum-Likelihood-Schätzung θ̂(x) zuordnet und ist die Abbildung
θ̂ : X → Θ messbar, so bezeichnen wir sie als Maximum-Likelihood-Schätzfunktion.
Die Wahl der Festlegung der Radon-Nikodym Dichte p(x, θ) hat einen entscheidenden Einfluss auf die
Existenz einer Maximum-Likelihood-Schätzung (vgl. Bemerkung 2.1). Das folgende Beispiel soll dies
veranschaulichen (vgl. Pfanzagl (1969)).
Beispiel 2.2 Es sei X = [0, 2), LX die Borel-σ-Algebra und λX die Einschränkung des Lebesgue-Maßes





1[0,θ](x), oder p′θ(x) :=
1
θ
1[0,θ)(x), x ∈ X, θ ∈ [1, 2)
gegeben. 1B ist die Indikatorfunktion auf der Menge B ∈ B. Offensichtlich sind pθ und p′θ Radon-
Nikodym Dichten von Pθ bzgl. des Lebesgue-Maßes λX für alle θ ∈ [1, 2). Betrachten wir die Dichten pθ,
θ ∈ [1, 2), so ist θ̂(x) = max(1, x) eine Maximum-Likelihood-Schätzung für eine Beobachtung X = x.
Dagegen existiert für die Dichten p′θ, θ ∈ [1, 2) keine Maximum-Likelihood-Schätzung. 2
Damit ist die Definition einer Maximum-Likelihood-Schätzung bzgl. einer beliebigen Version der Radon-
Nikodym-Dichte nicht sinnvoll, sondern es werden Regularitätsbedingungen für die Dichten angenom-
men. Nehmen wir zum Beispiel an, dass Θ eine kompakte Teilmenge des euklidischen Raumes Rk ist
und die Abbildung θ → pθ(x) stetig bzgl. der gewöhnlichen Topologie auf dem euklidischen Raum Θ für
alle x ∈ X, so ist die Existenz einer Maximum-Likelihood-Schätzfunktion gesichert (vgl. Schmetterer
(1966), S.375, Lemma 3.3). Allgemeinere Regularitätsbedingungen für die Existenz einer Maximum-
Likelihood-Schätzfunktion werden zum Beispiel in Pfanzagl (1969) angegeben.
2.3 Grenzwert einer Folge Bayesscher Schätzungen
2.3.1 Modellannahmen
Der zufällige Parameter besitze die a priori Verteilung Π und unter der Bedingung ϑ = θ beschreibe
die Zufallsvariable X das statistische Experiment (X,B, Pθ | θ ∈ Θ) (vgl. Abschnitt 1.3). Weiterhin sei
die Verteilungsfamilie {Pθ | θ ∈ Θ} durch ein σ-endliches Maß µ dominiert (vgl. Abschnitt 2.1) und
besitze die Verteilung Π eine Dichte π bzgl. des σ-endlichen Maßes ν. Insbesondere nehmen wir an,
dass der Parameterraum Θ eine Teilmenge des Rk ist.
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2.3.2 Bayessche Schätzung





Nehmen wir weiterhin an, dass p(x) < ∞ µ-f.ü. gilt. Dann ist p eine Dichte der Randverteilung PX




p(x) : 0 < p(x) <∞
0 : sonst
, (2.5)
so ist πx für PX -f.a. x ∈ X die Dichtefunktion bzgl. ν eines Wahrscheinlichkeitsmaßes Πx auf Θ.
Insbesondere ist die Abbildung g : C×X → [0, 1] mit g(x,C) = Πx(C) eine reguläre bedingte Verteilung
(vgl. Bellach et al. (1978), S.112). Damit entspricht Πx einer Festlegung der a posteriori Verteilung von
ϑ unter der Bedingung X = x. Für eine Beobachtung X = x wählen wir als eine Bayessche Schätzung





2.3.3 Grenzwert einer Folge Bayesscher Schätzungen
Das folgende Ergebnis beruht auf einer Arbeit von Bunke et al. (1976), dieses Ergebnis bildet den
Ausgangspunkt für die in dieser Arbeit vorgestellten Untersuchungen.





Es sei x ∈ X mit pr(x) <∞ für alle r ∈ N fixiert.





: 0 < pr(x) <∞
0 : sonst
(2.8)




1. Es existiert eine Maximum-Likelihood-Schätzung θ̂M (x) für θ.
2. Es existiert ein δ0 > 0, so dass für alle 0 < δ ≤ δ0 ein ε > 0 existiert mit
sup
θ∈Kcδ(θ̂M (x))
p(x, θ) < inf
θ∈Kε(θ̂M (x))
p(x, θ) mit K
c
δ(θ̂M (x)) := Θ\Kδ(θ̂M (x)).
3. Für alle ε > 0 ist Π(Kε(θ̂M (x))) positiv.
Kε(θ) ist die abgeschlossene Kugel mit Radius ε > 0 um θ ∈ Θ.
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Bemerkung 2.3 Mit 1. und 2. fordern wir somit, dass die Maximum-Likelihood-Schätzung eindeutig
ist. Die Annahme 2. ist erfüllt, falls die Dichtefunktionen p(x, θ) in θ stetig sind und Θ kompakt ist.




ersetzt werden, falls wir die Dichtefunktionen p(x, θ) zu stetigen Funktionen auf dem kompaktifizierten
Raum Θ∞ erweitern können. θ̂M (x) ist dann die eindeutige Maximum-Likelihood-Schätzung in Θ∞,
falls o.B.d.A. eine θ ∈ Θ mit p(x, θ) > 0 existiert. 2
Satz 2.4 (Bunke et al. (1976))
Es gelte die Annahme A.2.1. Dann konvergiert für r → ∞ die Folge der Verteilungen Πrx schwach
gegen das Punktmaß δθ̂M (x) :
Πrx
W−→ δθ̂M (x) für r →∞.
Bemerkung 2.5 Eine Folge P1, P2, . . . von Wahrscheinlichkeitsmaßen auf dem messbaren Raum
(Θ,C) konvergiert schwach gegen das Wahrscheinlichkeitsmaß P für n→∞, wenn für alle beschränkten









gilt. Wir schreiben dann abkürzend Pn
W−→ P für n→∞. 2











bzgl. der quadratischen Verlustfunktion LQ (vgl. Beispiel 1.3), falls gilt
∫
||θ||2Π(dθ) <∞. Im Kapitel 4
werden wir eine alternative Beschreibung der Konstruktion der Folge der Schätzungen (θ̂r(x))r∈N
angeben und zeigen, dass die Schätzung θ̂r(x) eine Bayessche Schätzung bzgl. einer speziellen Wahl
der a priori Verteilung ist (vgl. Beispiel 4.1).











Satz 2.6 (Bunke et al. (1976))
Es gelten die Annahmen A.2.1 und A.2.2. Dann konvergiert die Folge der Bayesschen Schätzungen
θ̂r(x) gegen die Maximum-Likelihood-Schätzung θ̂M (x):
lim
r→∞
||θ̂r(x)− θ̂M (x)|| = 0.
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Bemerkung 2.7 Unter den Regularitätsbedingungen A.2.1 und A.2.2 konvergiert die betrachtete Fol-
ge von Bayesschen Schätzungen gegen die Maximum-Likelihood-Schätzung. Der Grenzwert ist dann
offensichtlich unabhängig von der Wahl der a priori Verteilung und dieser Grenzübergang somit eine
Möglichkeit der Konstruktion sensibler Schätzungen in ”nicht informativen“ Situationen. Außerdem
kann eine Bayessche Schätzung auch definiert werden, wenn die Verteilungsfamilie {Pθ | θ ∈ Θ} nicht
dominiert ist. Es stellt sich somit die Frage, ob dieser Grenzübergang eine mögliche Verallgemeine-
rung der Maximum-Likelihood-Methode darstellt. Im Kapitel 4 werden wir auf der Grundlage dieses
Grenzüberganges den selbstinformativen Grenzwert definieren und nachweisen, dass dieses Konzept
auch in Situationen in denen die Maximum-Likelihood-Schätzung nicht eindeutig ist, ein wesentlicher
Bestandteil der Annahme A.2.1, sinnvolle Ergebnisse liefert. Des weiteren werden wir in den folgenden





Aus einer Vielzahl alternativer Ansätze einer Verallgemeinerung des Maximum-Likelihood-Prinzips
auf Situationen, in denen die Verteilungsfamilie nicht dominiert ist, stellen wir zwei Konzepte vor. Der
erste Ansatz geht auf eine Arbeit von Kiefer und Wolfowitz (1956) zurück und der zweite stammt von
Gill (1989). Beide Konzepte bieten im Gegensatz zur ”Methode der Sieves“ (Grenander (1981)), der
”Penalized Likelihood“ (Geman und Hwang (1982)) oder der ”Empirical Likelihood“ (Owen (2001))
für einen festen Stichprobenumfang und ohne Einschränkung der Verteilungsfamilie eine Verallgemei-
nerung des Maximum-Likelihood-Prinzips an.
Wir nehmen an, dass eine Zufallsvariable X das statistische Experiment
(X,B, Pθ | θ ∈ Θ)
beschreibt. Die Verteilungsfamilie {Pθ | θ ∈ Θ} ist nicht als dominiert vorausgesetzt.
3.1 Ansatz von Kiefer und Wolfowitz
Existiert kein dominierendes Maß, so ist die Likelihood-Funktion und damit auch die MLS nicht defi-
niert. Andererseits ist für zwei Wahrscheinlichkeitsverteilungen P und Q auf (X,B) die Verteilungsfa-
milie {P,Q} immer dominiert durch das Maß [P +Q]. Nehmen wir nun an, dass p bzw. q Versionen der
Radon-Nikodym Dichte von P bzw. Q bzgl. [P +Q] seien, so können wir an Hand einer Beobachtung
X = x die Maße P und Q mit Hilfe der Werte p(x) bzw. q(x) ihrer Dichten bzgl. P +Q an der Stelle x
vergleichen. Die Wahl des dominierenden Maßes beeinflusst den Vergleich nicht (vgl. Bemerkung 2.1).
Dagegen sind die Versionen der Radon-Nikodym Dichten bzgl. des dominierenden Maßes [P +Q] nur
bis auf [P +Q]-Nullmengen eindeutig bestimmt, so dass im Allgemeinen die Wahl der Festlegung der
Radon-Nikodym-Dichte den Vergleich beeinflusst. Ausführlich wird das Problem der Wahl einer Ver-
sion der Radon-Nikodym Dichte in Scholz (1980) diskutiert.
Ferner bezeichnen wir für θ1, θ2 ∈ Θ eine Version der Radon-Nikodym Dichte von Pθ1 bzgl. [Pθ1 +Pθ2 ]
mit dPθ1d[Pθ1+Pθ2 ] .
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Definition 3.1 (Kiefer und Wolfowitz (1956))
Es sei eine Beobachtung X = x gegeben. Dann heißt θ̂(x) ∈ Θ verallgemeinerte Maximum-Likelihood-






Bemerkung 3.2 Wir nehmen zusätzlich an, dass die Verteilungsfamilie {Pθ | θ ∈ Θ} durch ein σ-
endliches Maß µ dominiert sei. Für alle θ ∈ Θ bezeichnen wir eine Version der Radon-Nikodym-Dichten




(x), für x ∈ X. (3.1)
Existiert weiterhin eine MLS θ̂M (x) für eine Beobachtung X = x und wählen wir insbesondere für alle
θ1, θ2 ∈ Θ und alle x ∈ X die Festlegung
dPθ1





: (pθ1 + pθ2)(x) > 0
0 : (pθ1 + pθ2)(x) = 0
der Radon-Nikodym-Dichte von Pθ1 bzgl. [Pθ1+Pθ2 ], so ist θ̂M (x) auch eine verallgemeinerte Maximum-
Likelihood-Schätzung nach Kiefer und Wolfowitz für diese Festlegung der Radon-Nikodym-Dichten. In
diesem Sinn ist dann das Konzept von Kiefer und Wolfowitz eine Verallgemeinerung des Maximum-
Likelihood-Prinzips. 2
3.2 Ansatz von Gill
Im Folgenden wird die Idee der Likelihood-Gleichungen verallgemeinert. In dem hier zugrunde liegen-
den Modell existieren im Allgemeinen die Likelihood-Funktionen nicht. Können wir aber Likelihood-
Gleichungen für eine Auswahl von Teilmengen Θh ⊂ Θ, h ∈ H angeben und ist θ̂ eine Lösung der
Gleichungen für alle h ∈ H mit θ ∈ Θh, so ist dies eine natürliche Verallgemeinerung des Prinzips
der Likelihood-Gleichungen. Die Menge H kann dann interpretiert werden als Menge der zugelassenen
Richtungen, in denen die Verteilung Pθ̂ mit anderen Elementen der Verteilungsfamilie verglichen wird.
Annahme A.3.1 Es existiert eine Abbildung
ψ : Θ×H ×R→ Θ, (3.2)
so dass für alle θ ∈ Θ und h ∈ H folgende Bedingungen erfüllt sind:
1. Es gilt ψ(θ, h, 0) = θ.
2. Es existiert ein σ-endlich Maß µ(θ, h), so dass die Verteilungsfamilie {Pψ(θ,h,c) | c ∈ R} bzgl.
µ(θ, h) dominiert ist.
3. Die Likelihood-Funktion Lx(c, θ, h) =
dPψ(θ,h,c)
dµ(θ,h) (x) ist für alle x ∈ X differenzierbar in c an der
Stelle c = 0.





log Lx(c, θ, h)
)∣∣∣
c=0
für alle θ ∈ Θ, h ∈ H. (3.3)
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Definition 3.3 (Gill (1989))
Es sei eine Beobachtung X = x gegeben. Dann heißt θ̂(x) ∈ Θ verallgemeinerte Maximum-Likelihood-
Schätzung (vMLS), falls für alle h ∈ H gilt
Ux(θ̂(x), h) = 0.
Diese Definition hängt offensichtlich von der Wahl der Abbildung ψ ab. Weiterhin liefern die Likelihood-
Gleichungen in einem klassischen dominierten Verteilungsmodell nur eine notwendige aber keine hin-
reichende Bedingung für ein Maximum der Likelihood-Funktion. Diese Einschränkung überträgt sich
natürlich auch auf diese Verallgemeinerung der Likelihood-Gleichungen.
Bemerkung 3.4 Nehmen wir erneut an, dass die Verteilungsfamilie {Pθ | θ ∈ Θ} durch ein σ-endliches
Maß µ dominiert ist (vgl. Bemerkung 3.2) und sind insbesondere für alle x ∈ X, θ ∈ Θ, h ∈ H und
c1, c2 ∈ R die Aussagen
Lx(c1, θ, h) ≥ Lx(c2, θ, h) und pψ(θ,h,c1)(x) ≥ pψ(θ,h,c2)(x) (3.4)
für die gewählte Festlegung pθ der Radon-Nikodym-Dichte von Pθ bzgl. µ äquivalent. Dann ist für eine
Beobachtung X = x eine MLS θ̂M (x) auch eine vMLS nach Gill, da für alle h ∈ H die Likelihood-
Funktion Lx(c, θ̂M (x), h) ein Maximum an der Stelle c = 0 besitzt. 2
3.3 Vergleich der Ansätze
Es sei X eine das statistische Experiment (X,B, Pθ | θ ∈ Θ) beschreibende Zufallsvariable. Ferner
sei eine Abbildung ψ (vgl. Annahme A.3.1) gegeben und es existiere für die Beobachtung X = x
eine vMLS θ̂(x) nach Kiefer und Wolfowitz. Dann erfüllen die gewählten Festlegungen dPθd[Pθ+Pθ̃] der







Nehmen wir weiterhin an, für alle h ∈ H und c ∈ R sei die Likelihood-Funktion Lx(c, θ̂(x), h) durch







gegeben. So erfüllt auch die Likelihood-Funktion Lx(c, θ̂(x), h) für alle h ∈ H und c ∈ R die Unglei-
chung
Lx(0, θ̂(x), h) ≥ Lx(c, θ̂(x), h) (3.7)
und θ̂(x) ist eine vMLS nach Gill.
Bemerkung 3.5 Die Gleichheit in (3.6) gilt nur für µ(θ̂(x), h)-f.a. x ∈ X (vgl. Bemerkung 2.1). Damit
gilt (3.6) natürlich nicht für eine beliebige Version der Radon-Nikodym-Dichten dPθd[Pθ+Pθ̃] und somit ist
eine vMLS nach Kiefer und Wolfowitz nicht notwendig eine vMLS nach Gill.
Die Gleichheit in (3.6) gilt insbesondere, wenn die Wahrscheinlichkeit Pθ̂(x)({x}) positiv ist. Dann ist
eine vMLS nach Kiefer und Wolfowitz immer auch eine vMLS nach Gill. Insbesondere ist nun die vMLS




Das Bayessche Prinzip setzt die Idee um, eine vor der Entnahme einer Stichprobe vorhandene In-
formation über das zugrunde liegende statistische Modell als eine a priori Gewichtung der Parameter
aufzufassen. Dieser häufig beschriebene Vorteil ist gleichzeitig ein einschneidender Nachteil, wenn keine
a priori Information vorhanden ist. In der Literatur wurden verschiedene Konzepte der Wahl einer a
priori Verteilung in der Situation, dass keine a priori Information über den Parameter vorhanden ist,
vorgestellt (vgl. Hartigan (1983) sowie Box und Tiao (1992)). Ein alternativer Ansatz ist die Beschrei-
bung einer nichtinformativen Situation nach Bunke (2002). Die dort vorgestellte Konstruktion basiert
auf der Idee, in einem gewissen Sinn infinitesimal wachsendes Gewicht der in der Beobachtung enthal-
tenen Information im Vergleich zur a priori angesetzten Gewichtung des Parameters zu geben. Dazu
wird die iterative Prozedur betrachtet, die in jeder Iteration die a posteriori Verteilung der vorherigen
Iteration als a priori Verteilung auffasst und die zugehörige a posteriori Verteilung berechnet. Kon-
vergiert nun die Folge der zugehörigen Bayesschen Schätzungen, so wird der erhaltene Grenzwert als
selbstinformativer Grenzwert bezeichnet (Bunke (2002)). In der Arbeit von Bunke und Johannes (2002)
wird diese Idee weiter spezifiziert. Das dort vorgestellte Konzept wird im folgenden detailliert dargelegt.
4.1 Modellannahmen
Wir betrachten das in Abschnitt 1.3 vorgestellte Bayessche Modell. Die Zufallsvariable (X,ϑ) mit
der gemeinsamen Wahrscheinlichkeitsverteilung PX,ϑ auf der Borel-σ-Algebra B× C nehme Werte in
dem polnischen Raum X × Θ an. Unter der Bedingung ϑ = θ beschreibe die Zufallsvariable X das
statistische Experiment (X,B, Pθ | θ ∈ Θ) und die a priori Verteilung von ϑ sei Π.
4.2 Iterative Prozedur
Für einen festen Wert x ∈ X betrachten wir folgendes iteratives Verfahren. ϑ1 sei eine Zufallsvariable
mit Werten in (Θ,C) und der a priori Verteilung Π. Unter der Bedingung ϑ1 = θ beschreibe die
Zufallsvariable X1 das statistische Experiment {X,B, Pθ | θ ∈ Θ}. Im ersten Schritt bestimmen wir mit
Hilfe der a priori Verteilung Π von ϑ1 und der bedingten Verteilung Pθ der Zufallsvariable X1 unter der
Bedingung ϑ1 = θ die a posteriori Verteilung von ϑ1 unter der Bedingung X1 = x. Mit Π1x bezeichnen
wir eine Festlegung der a posteriori Verteilung von ϑ1 unter der Bedingung X1 = x. In der r-ten
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Iteration (r ≥ 2) sei ϑr eine Zufallsvariable mit der a priori Verteilung Πr−1x und unter der Bedingung
ϑr = θ beschreibe die Zufallsvariable Xr das statistische Experiment {X,B, Pθ | θ ∈ Θ}. Wir berechnen
mit Hilfe der a priori Verteilung Πr−1x und der bedingten Verteilung Pθ der Zufallsvariable Xr unter
der Bedingung ϑr = θ die a posteriori Verteilung der Zufallsvariable ϑr unter der Bedingung Xr = x
und wählen eine Festlegung Πrx der a posteriori Verteilung.
Abschließend erhalten wir mit Hilfe der vorgestellten iterativen Prozedur eine Folge Π1x,Π
2
x, . . . von a
posteriori Verteilungen auf (Θ,C).
Beispiel 4.1 Wir betrachten das in Abschnitt 2.3 vorgestellte Bayessche Modell einer dominierten
Verteilungsfamilie. Der zufällige Parameter ϑ besitze die a priori Verteilung Π mit der Dichte π
bzgl. ν und unter der Bedingung ϑ = θ beschreibe die Zufallsvariable X das statistische Experi-
ment (X,B, Pθ | θ ∈ Θ), wobei die Verteilungsfamilie {Pθ | θ ∈ Θ} dominiert und Θ eine Teilmenge des
Rk sei.
Ferner sei x ∈ X mit pr(x) :=
∫
[p(x, θ)]rπ(θ)ν(dθ) <∞ für alle r ∈ N fixiert.
In der ersten Iteration sei ϑ1 ein zufälliger Parameter mit der a priori Verteilung Π und unter der
Bedingung ϑ1 = θ beschreibe die Zufallsvariable X1 das statistische Experiment (X,B, Pθ | θ ∈ Θ).





: 0 < p1(x) <∞
0 : sonst
(4.1)
bzgl. ν festgelegte Version Π1x der a posteriori Verteilung von ϑ1 unter der Bedingung X1 = x. In der
zweiten Iteration sei ϑ2 eine Zufallsvariable mit der a priori Verteilung Π1x und unter der Bedingung
ϑ2 = θ beschreibe X2 das statistische Experiment (X,B, Pθ | θ ∈ Θ). Analog zur ersten Iteration





: 0 < p2(x) <∞
0 : sonst
(4.2)
bzgl. ν festgelegte Version Π2x der a posteriori Verteilung von ϑ2 unter der Bedingung X2 = x.
Führen wir dieses iterative Verfahren fort, so erhalten wir die in Abschnitt 2.3 vorgestellte Folge von
Verteilungen (Πrx)r∈N. 2
Explizite Darstellung der Festlegung der a posteriori Verteilung nach r Iterationen
Mit Hilfe des vorgestellten Algorithmus erhalten wir eine Folge Π1x,Π
2
x, . . . von Festlegungen von a po-
steriori Verteilungen, wobei die Festlegung Πrx von der Wahl der Festlegung der a posteriori Verteilung
Πjx (1 ≤ j < r) in jeder vorherigen Iteration und der a priori Verteilung Π im ersten Schritt abhängt.
Im Folgenden werden wir basierend auf dem nächsten Satz eine explizite Darstellung dieser iterativen
Prozedur angeben.
Annahme A.4.1 Es sind ϑ,ϑ1,ϑ2 und X1,X2,Y 1,Y 2 Zufallsvariablen mit Werten in Θ bzw. X.
1. Die a priori Verteilung von ϑ und ϑ1 ist Π.
2. Pθ ist die bedingte Verteilung von Y 1 unter der Bedingung ϑ1 = θ und von X1 bzw. X2 unter
der Bedingung ϑ = θ. Die bedingte Verteilung des Vektors (X1,X2) unter der Bedingung ϑ = θ
ist das Produktmaß Pθ × Pθ.
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3. Es ist Πy eine Festlegung der a posteriori Verteilung Pϑ1 |Y 1=y von ϑ1 unter der Bedingung
Y 1 = y und ξx1,x2 eine Festlegung der a posteriori Verteilung P
ϑ |X1=x1,X2=x2 von ϑ unter der
Bedingung X1 = x1,X2 = x2.
4. Die bedingte Verteilung Qy1 von (Y 2,ϑ2) unter der Bedingung ϑ1 = θ1,Y 1 = y1 ist gegeben
durch
Qy1(B × C) =
∫
C
Pθ(B)Πy1(dθ), für alle B ∈ B, C ∈ C.
5. Es ist Πy1,y2 eine Festlegung der bedingten Verteilung P
ϑ2 |ϑ1=θ1,Y 1=y1,Y 2=y2 von ϑ2 unter der
Bedingung ϑ1 = θ1,Y 1 = y1,Y 2 = y2.
Bemerkung 4.2 Die Festlegung der bedingten Verteilung von (Y 2,ϑ2) ist unter der Annahme A.4.1.4
unabhängig von ϑ1, so dass auch die Festlegung der bedingten Verteilung von ϑ2 in der Annah-
me A.4.1.5 unabhängig von ϑ1 gewählt werden kann. 2
Satz 4.3 Es seien ϑ,ϑ1,ϑ2 und X1,X2,Y 1,Y 2 Zufallsvariablen mit Werten in Θ bzw. X und es
gelte die Annahme A.4.1. Dann ist die Randverteilung von (X1,X2) und (Y 1,Y 2) identisch und es
gilt
P (ξX1,X2(C) = ΠX1,X2(C)) = 1, für alle C ∈ C.
Beweis : Die Randverteilungen von (X1,X2) und (Y 1,Y 2) sind identisch, falls für jede beschränkte
messbare Funktion f : (X× X,B⊗B) → (R,L) gilt (vgl. Billingsley (1968), S. 9, Satz 1.3)
E f(X1,X2) = E f(Y 1,Y 2).



































f(y1, y2)PY 2 |Y 1=y1(dy2)PY 1(dy1)
= E f(Y 1,Y 2).
Folglich sind die Randverteilungen von (X1,X2) und (Y 1,Y 2) identisch, wobei die zweite und drit-
te Identität aus den Annahmen A.4.1.1-A.4.1.3 und die vierte und fünfte Identität aus der Annah-
me A.4.1.4 folgt.
Der zweite Teil des Satzes folgt aus dem Satz von Radon-Nikodym, falls Πy1,y2 eine Festlegung der
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bedingten Verteilung Pϑ |X1=y1,X2=y2 ist. Insbesondere ist Πy1,y2 auf Grund der identischen Rand-
verteilungen von (X1,X2) und (Y 1,Y 2) eine Festlegung der bedingten Verteilung Pϑ |X1=y1,X2=y2 ,
falls Πy1,y2 die Integralgleichung∫
B1×B2
Πy1,y2(C)P
X1,X2(d(y1, y2)) = Pϑ,X1,X2(C ×B1 ×B2)
für alle B1, B2 ∈ B, C ∈ C erfüllt. Es seien also beliebige B1, B2 ∈ B, C ∈ C gegeben, dann gilt für die
Indikatorfunktion IC×B1×B2 in Analogie zum Beweis des ersten Teiles






































und somit die Behauptung, wobei für die vorletzte Identität 5. der Annahme A.4.1 benutzt wurde.
2
Betrachten wir nun die in Abschnitt 4.2 vorgestellte iterative Prozedur, so können wir mit Hilfe des
Satzes 4.3 eine explizite Darstellung der Festlegung Πrx der a posteriori Verteilung nach r Iterationen
angeben.
Für r ∈ N seien der zufällige Vektor Xr = (X1, . . . ,Xr) auf (Xr,Br) und die Zufallsvariable ϑ auf
(Θ,C) mit der a priori Verteilung Π gegeben, wobei jede Zufallsvariable Xi (i = 1, . . . , r) unter der
Bedingung ϑ = θ die Verteilung Pθ und der Vektor Xr unter der Bedingung ϑ = θ das Produkt-
maß Pθ × · · · × Pθ besitze, d.h. unter der Bedingung ϑ = θ seien die Zufallsvariablen X1, . . . ,Xr
unabhängig und identisch Pθ-verteilt. Setzen wir in jedem Schritt der iterativen Prozedur nicht den
gleichen Wert x ∈ X ein, sondern wählen jeweils einen Wert xi ∈ X (i = 1, . . . , r), so erhalten wir eine
Folge Π1x1 , . . . ,Π
r
xr von Festlegungen der a posteriori Verteilung. Insbesondere ist nun mit Satz 4.3
die Festlegung Πrxr der a posteriori Verteilung in der r-ten Iteration eine Festlegung der bedingten
Verteilung Pϑ |X
r=xr von ϑ unter der Bedingung Xr = xr, falls Πrxr eine Borel-messbare Funktion
in xr = (x1, . . . , xr) ist. Für x ∈ X und r ∈ N betrachten wir nun den Spezialfall, r-mal den Wert
x beobachtet zu haben. Für diese Beobachtung (x, . . . , x) ∈ Xr schreiben wir abkürzend 1tr ⊗ x, wo-
bei 1r der r-dimensionale Einsvektor und ⊗ das Kroneckerprodukt ist. Wählen wir eine Festlegung
der bedingten Verteilung Pϑ |X
r=1tr⊗x von ϑ unter der Bedingung Xr = 1tr ⊗ x, dann ist dies eine
Festlegung der a posteriori Verteilung Πrx nach r Iterationen und somit eine alternative nicht iterative
Beschreibung der vorgestellten Prozedur. Wir werden im Folgenden nur noch diese Beschreibung der
a posteriori Verteilung nach r Iterationen benutzen.
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Beispiel 4.4 Wir betrachten die im Beispiel 4.1 vorgestellte Folge (Πrx)r∈N von iterativen Festlegun-
gen der a posteriori Verteilungen in einem Bayesschen Modell (vgl. Abschnitt 2.3) mit dominierter
Verteilungsfamilie {Pθ | θ ∈ Θ}. Zusätzlich nehmen wir für r ∈ N an, dass unter der Bedingung ϑ = θ
die gemeinsame Verteilung des Vektors Xr = (X1, . . . ,Xr) das r-fache Produkt Pθ × · · · ×Pθ sei und






p(xi, θ)π(θ)ν(dθ) für xr = (x1, . . . , xr) (4.3)
Unter der Annahme, dass für µ-f.a. xr ∈ Xr gilt pr(xr) < ∞, ist pr nun eine Dichtefunktion bzgl. µ
der Randverteilung PX
r
auf (Xr,Br) und für PX
r







: 0 < pr(xr) <∞
0 : sonst
(4.4)
eine Dichtefunktion bzgl. ν einer Verteilung Πrxr auf (Θ,C). Π
r
xr entspricht dann einer Festlegung der
a posteriori Verteilung von ϑ unter der Bedingung Xr = xr.
Nehmen wir nun weiterhin an, dass x ∈ X mit pr(1tr ⊗ x) <∞ für alle r ∈ N fixiert sei. So entspricht
die Festlegung Πr
1tr⊗x
der a posteriori Verteilung von ϑ unter der Bedingung Xr = 1tr ⊗ x der in
Beispiel 4.1 vorgestellten r-ten iterativen Festlegung Πrx der a posteriori Verteilung. 2
Eindeutige Festlegung der a posteriori Verteilung nach r Iterationen
Eine Festlegung der bedingten Verteilung Pϑ |X
r=xr von ϑ unter der Bedingung Xr = xr ist im
Allgemeinen nicht eindeutig, da mit Ausnahme von einigen Spezialfällen die Menge
Br := {1tr ⊗ x |x ∈ X}
eine Nullmenge bzgl. der Randverteilung von Xr ist. Wir werden im Folgenden einen Grenzübergang
für r → ∞ betrachten und sind somit an einer eindeutigen Festlegung der a posteriori Verteilung Πrx
nach r Iterationen für alle x ∈ X interessiert. Eine Möglichkeit ist die Beschränkung auf eine Festlegung
der bedingten Verteilung Pϑ |X
r=xr , die stetig in xr ∈ Xr ist, so dass auch die bedingte Verteilung
Pϑ |X
r=1tr⊗x eindeutig festgelegt ist.
Annahme A.4.2 Die Zufallsvariable X nimmt Werte im euklidischen Raum X = Rp an. Die Ver-




ktQt, |T | <∞. (4.5)
von Verteilungen Qt mit positiven Gewichten kt darstellen. Die Verteilungen Qt sind konzentriert auf
messbaren Teilmengen Xt von X, wobei {Xt | t ∈ T} eine Partition von X bildet, d.h.
Qt(Xt) = 1, X =
∑
t∈T
Xt, Xt ∩ Xs = ∅, t 6= s, t, s ∈ T.
Die Mengen Xt sind enthalten in linearen Unterräumen Lt des Rp und jede Verteilung Qt besitzt eine
positive stetige Dichte qt bzgl. des Lebesgue Maßes λt auf Lt.
Satz 4.5 Es sei (ϑ,X) eine Zufallsvariable mit Werten in Θ×X und es gelte für die Randverteilung
von X die Annahme A.4.2. Des weiteren sei f : Θ → R eine messbare Funktion mit E |f(ϑ)| < ∞.
Eine in x stetige Festlegung, falls sie existiert, des bedingten Erwartungswertes E(f(ϑ) | X = x) ist
dann eindeutig.
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Beweis : Es seien g(x) und h(x) zwei stetige Festlegungen des bedingten Erwartungswertes
E(f(ϑ) | X = x). Es ist zu zeigen, dass für alle x ∈ X
g(x) = h(x)
gilt. Dazu sei x ∈ X nun beliebig fixiert. Mit der Annahme A.4.2 ist {Xt | t ∈ T} eine Partition von X,
so dass genau ein t ∈ T existiert mit x ∈ Xt. Des weiteren sei für alle ε > 0
Kεt (x) = {y ∈ Lt | dX(y, x) < ε} (4.6)
die offene Kugel im linearen Unterraum Lt mit Radius ε um x. Auf der Borel-σ-Algebra B über X







h(x)Q(dx), für alle B ∈ B. (4.7)
Da g und h Festlegungen des bedingten Erwartungswertes sind, sind die Maße µ und ν identisch und
es gilt speziell für die messbare Kugel Kεt (x)
µ(Kεt (x)) = ν(K
ε
t (x)) (4.8)
für alle ε > 0. Weiterhin gilt mit Annahme A.4.2 für alle ε > 0






h(y)qt(y)λt(dy) = ν(Kεt (x)), (4.9)
wobei qt(y) stetig in y und λt das Lebesgue-Maß auf dem linearen Unterraum Lt ist. Die Stetigkeit










Unter der Annahme A.4.2 sind nun kt und qt(x) positiv und es folgt die Behauptung. 2
Bemerkung 4.6 Insbesondere ist Θ eine Teilmenge des Rk und existiert eine in x stetige Festlegung
des bedingten ErwartungswertesE[ϑ |X = x], so ist diese unter den Annahmen des Satzes 4.5 eindeutig
bestimmt. Ferner bezeichnen wir eine Festlegung Pϑ |X=x der bedingten Verteilung von ϑ unter der
Bedingung X = x als stetig in x, falls für alle beschränkten stetigen Funktionen f : Θ → R der
bedingte Erwartungswert




eine stetige Funktion in x ist. Existiert nun eine in x stetige Festlegung Pϑ |X=x und ist die Annah-





2 . Dann genügt es zu zeigen, dass für alle beschränkten stetigen Funktionen




f(θ)Pϑ |X=x1 (dθ) =
∫
Θ
f(θ)Pϑ |X=x2 (dθ) =: gf (x)
für alle x ∈ X gilt. Da die Funktionen hf (x) und gf (x) nach Voraussetzung stetig in x sind, folgt
hf (x) = gf (x) für alle x wegen Satz 4.5 und somit die Behauptung. 2
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4.3 Definition des selbstinformativen Grenzwertes
Im Folgenden wählen wir den a posteriori Erwartungswert




r=1tr⊗x(dθ) für r ∈ N,
falls dieser existiert, als Bayessche Schätzung und untersuchen für die Folge θ̂1(x), θ̂2(1t2 ⊗ x), . . . der
Bayesschen Schätzungen und die Folge Pϑ |X
1=x, Pϑ |X
2=1t2⊗x, . . . der Festlegungen der a posteriori
Verteilungen den Grenzübergang für r →∞. Dabei möchten wir nicht nur den Fall der Existenz eines
Grenzwertes betrachten sondern auch das Verhalten von nicht konvergenten oder fluktuierenden Folgen
beschreiben.
Definition 4.7 (Selbstinformativer Grenzwert)
Existiert für ein x ∈ X der Grenzwert
lim
r→∞
θ̂r(1tr ⊗ x) = θx ∈ Θ,
so heißt θx selbstinformativer Grenzwert.
Definition 4.8 (Schwacher selbstinformativer a posteriori Träger)
Eine Teilmenge Θx von Θ heißt schwacher selbstinformativer a posteriori Träger, falls für alle Umge-






Wir bezeichnen für alle T ⊂ Θ den Abstand von θ ∈ Θ zu T mit
dΘ[θ, T ] = inf
θ∈T
dΘ(θ, θ),
dabei ist dΘ die Metrik auf Θ.
Definition 4.9 (Selbstinformative Grenzmenge)





Definition 4.10 (Selbstinformativer a posteriori Träger q-ter Ordnung)
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Bemerkung 4.11 Insbesondere ist eine einelementige Menge Θx = {θx} eine selbstinformative Grenz-
menge, so ist θx ein selbstinformativer Grenzwert. Weiterhin ist offensichtlich die Menge Θ immer ein
schwacher a posteriori Träger sowie ein selbstinformativer a posteriori Träger beliebiger Ordnung. Neh-
men wir andererseits an, dass eine abgeschlossene Teilmenge Θx 6= Θ von Θ ein selbstinformativer a










Somit ist Θx auch ein schwacher a posteriori Träger. Im Gegensatz dazu sei Θx 6= Θ nun offen, θ ein
Randpunkt von Θx und die Folge der a posteriori Verteilungen für alle r ∈ N das Punktmaß an der
Stelle θ. Dann ist Θx offensichtlich ein selbstinformativer a posteriori Träger q-ter Ordnung und kein
schwacher a posteriori Träger. 2
4.4 Dominierte Verteilungsfamilie
Wir untersuchen nun den Spezialfall des vorgestellten Bayesschen Modells (Abschnitt 4.1), in dem die
Verteilungsfamilie {Pθ | θ ∈ Θ} durch ein σ-endliches Maß µ dominiert ist.
Der zufällige Parameter ϑ besitze die a priori Verteilung Π und unter der Bedingung ϑ = θ beschreibe
die Zufallsvariable X das statistische Experiment (X,B, Pθ | θ ∈ Θ). Ferner sei p(x, θ) eine Dichte von
Pθ bzgl. µ.
Beispiel 4.12 Es sei zusätzlich Θ eine Teilmenge des Rk und π eine Dichte der a priori Verteilung Π




[p(x, θ)]rπ(θ)ν(dθ) <∞ für alle r ∈ N
fixiert. Dann ist durch die Dichte




bzgl. ν eine Festlegung Πr
1tr⊗x
der a posteriori Verteilung von ϑ unter der Bedingung
Xr = 1tr ⊗ x gegeben (vgl. Beispiel 4.4). Nehmen wir weiterhin an, dass eine eindeutig festgelegte
Maximum-Likelihood-Schätzung θ̂M (x) existiere und die Annahmen A.2.1 und A.2.2 des Abschnit-
tes 2.3 erfüllt seien. Dann ist {θ̂M (x)} ein schwacher selbstinformativer a posteriori Träger (vgl.






θ πr(θ,1tr ⊗ x)ν(dθ)
des a posteriori Erwartungswert als eine Bayessche Schätzung für θ, dann ist {θ̂M (x)} eine selbstinfor-
mative Grenzmenge und somit θ̂M (x) ein selbstinformativer Grenzwert (vgl. Satz 2.6). 2
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[p(x, θ)]rΠ(dθ) <∞ für alle r ∈ N (4.12)







Π(dθ), für alle C ∈ C (4.13)
der a posteriori Verteilung von ϑ unter der Bedingung Xr = 1tr ⊗ x gewählt.
Annahme A.4.3 Für eine abgeschlossene Teilmenge Θx von Θ gilt:
1. Für jede Umgebung U 6= Θ von Θx existiert eine Umgebung V von Θx mit V ⊂ U und
sup
θ∈Uc
p(x, θ) < inf
θ∈V
p(x, θ).
2. Für jede Umgebung U von Θx gilt Π(U) > 0.
Bemerkung 4.13 Nehmen wir an, dass eine Maximum-Likelihood-Schätzung θ̂M (x) existiere und
bezeichnen wir die Menge aller Maximum-Likelihood-Schätzungen mit
Θ̂(x) = {θ ∈ Θ | pθ(x) = sup
θ∈Θ
pθ(x)}, (4.14)
so erfüllt Θ̂(x) offensichtlich die Annahme A.4.3.1, falls die Funktion p(x, θ) für festes x ∈ X in θ stetig





ersetzt werden, wenn wir die Dichtefunktionen p(x, θ) dann zu stetigen Funktionen auf dem kompak-
tifizierten Raum Θ∞ erweitern können. Nehmen wir nun o.B.d.A. an, dass ein θ ∈ Θ mit p(x, θ) > 0
existiere, so ändert sich die Menge der Maximum-Likelihood-Schätzungen Θ̂(x) beim Übergang zu dem
kompaktifizierten Raum Θ∞ nicht und ist offensichtlich kompakt. 2
Satz 4.14 Es gelte für eine Menge Θx die Annahme A.4.3. Dann ist Θx ein schwacher selbstinfor-
mativer a posteriori Träger.




gilt. O.B.d.A. sei Θx 6= Θ und U 6= Θ eine beliebige Umgebung von Θx (vgl. Bemerkung 4.11). Dann
existiert unter der Annahme A.4.3 eine Umgebung V von Θx mit V ⊂ U , Π(V ) > 0 und p(x, θ) > 0
für alle θ ∈ V . Weiterhin sei U c+ ⊂ U c, so dass für alle θ ∈ U c+ gilt p(x, θ) > 0. Insbesondere folgt dann
4.4 Dominierte Verteilungsfamilie 27
die Behauptung direkt, falls Π(U c+) = 0 ist. Somit sei Π(U
c































Damit folgt unter Berücksichtigung der Annahme A.4.3.1 die Behauptung. 2
Bemerkung 4.15 Es gelten die Annahmen der Bemerkung 4.13. Dann erfüllt die Menge der Maximum-
Likelihood-Schätzungen Θ̂(x) (vgl. (4.14)) die Voraussetzungen des Satzes 4.14 und ist somit ein
schwacher selbstinformativer a posteriori Träger. Insbesondere verzichten wir auf die Annahme der
Eindeutigkeit der Maximum-Likelihood-Schätzung und fordern nur noch ihre Existenz. 2
Annahme A.4.4 (Θ, || · ||Θ) ist ein Banachraum und es gilt∫
Θ
||θ||qΘΠ(dθ) <∞ (4.15)
für ein q in N.
Satz 4.16 Es gelte für eine beschränkte Menge Θx die Annahme A.4.3 und A.4.4. Dann ist Θx ein
selbstinformativer a posteriori Träger q-ter Ordnung. Insbesondere ist θx ein selbstinformativer Grenz-
wert, wenn Θx = {θx} eine einelementige Teilmenge von Θ ist.






gilt. Es sei Θx 6= Θ (vgl. Bemerkung 4.11) und θ0 ∈ Θx fixiert. Da Θx beschränkt ist, existiert eine
positive Konstante K <∞, so dass
dΘ[θ,Θx]q ≤
(




≤ K(||θ||qΘ + 1) (4.16)
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Unter der Annahme A.4.3 und A.4.4 existiert eine Umgebung V von Θx mit V ⊂ Uε und ein rε ≥ 1,














































ε ) ≤ ε,
so dass Θx ein selbstinformativer a posteriori Träger q-ter Ordnung ist.
Falls Θx = {θx} ist, so bleibt zu zeigen, dass θx ein selbstinformativer Grenzwert ist. Wir haben gezeigt,
dass unter den Annahmen A.4.3 und A.4.4 Θx = {θx} ein selbstinformativer a posteriori Träger q-ter







x(dθ) = 0. (4.20)
Insbesondere existiert dann ein r0 ≥ 1 mit∫
Θ
||θ||ΘΠrx(dθ) <∞ für alle r ≥ r0, (4.21)





























||θx − θ̂r(x)||Θ = 0
folgt nun aus der Eigenschaft (4.20). 2
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Bemerkung 4.17 Viele der gewöhnlich betrachteten Modelle für diskrete oder absolut stetige Zu-
fallsvariablen X mit stetiger Dichte in θ erfüllen die Annahmen A.4.3 und A.4.4. Besitzt weiterhin
die a priori Verteilung ein erstes Moment, so ist die Menge der Maximum-Likelihood-Schätzungen ein
selbstinformativer a posteriori Träger erster Ordnung und falls die Maximum-Likelihood-Schätzung
eindeutig ist, ist sie auch der selbstinformative Grenzwert. Damit ist offensichtlich in diesen Fällen der
selbstinformative Grenzwert unabhängig von der Wahl der a priori Verteilung, so lange diese ein erstes
Moment besitzen und die Annahme 2. in A.4.3 erfüllen. Dass dies eine sinnvolle Voraussetzung für
die Beschreibung einer ”nicht informativen“ Situation ist, sieht man sofort, wenn man den extremen
Fall eines Punktmaßes an der Stelle θ0 ∈ Θ als a priori Verteilung betrachtet. Offensichtlich ist dann
unabhängig von der Beobachtung X = x die a posteriori Verteilung in jeder Iteration wieder das
Punktmaß an der Stelle θ0, so dass {θ0} ein selbstinformativer a posteriori Träger beliebiger Ordnung
und der selbstinformative Grenzwert ist. 2
4.5 Nicht dominierte Verteilungsfamilie
Wir kehren nun, ohne die Dominierbarkeit der Verteilungsfamilie anzunehmen, zu dem vorgestellten
Bayesschen Modell (Abschnitt 4.1) zurück.
Der zufällige Parameter ϑ besitze die a priori Verteilung Pϑ und unter der Bedingung ϑ = θ beschreibe
die Zufallsvariable X das statistische Experiment (X,B, Pθ | θ ∈ Θ). O.B.d.A. sei die Zufallsvariable
(X,ϑ) eine messbare Abbildung von dem Wahrscheinlichkeitsraum (Ω,A, P ) nach (X×Θ,B×C) (vgl.
Abschnitt 1.3), wobei die Verteilung P auf A durch
P (X−1(B) ∩ ϑ−1(C)) =
∫
C
Pθ(B)Pϑ(dθ) für alle B ∈ B, C ∈ C
gegeben sei. Betrachten wir für fixiertes C ∈ C das Maß PC mit PC(B) = P (ϑ−1(C) ∩X−1(B)) für
alle B ∈ B. Dann besitzt das Maß PC eine Radon-Nikodym Dichte pC(x) bzgl. der Randverteilung
PX von X. Unter der Annahme, dass Θ ein polnischer Raum sei, können wir nun diese Dichte pC(x)
als Funktion auf (X × C) so wählen, dass sie die Bedingungen einer regulären bedingten Verteilung
erfüllt (vgl. Ash (1972), S. 265, Satz 6.6.5 und 6.6.6). Damit ist mit dem Satz von Radon-Nikodym
gesichert, dass eine reguläre bedingte Verteilung existiert, aber es wird kein konstruktives Verfahren
zur Berechnung der a posteriori Verteilung geliefert. Im Folgenden wird eine aus der Literatur bekannte
Möglichkeit der Bestimmung der a posteriori Verteilung vorgestellt.
Es sei Kε(x) := {y ∈ X | dX(x, y) < ε} die offene Kugel mit Radius ε > 0 um x ∈ X. Wir betrachten




wobei wir den Quotienten gleich Null setzten, falls Kε(x) eine PX -Nullmenge ist. Das folgende Lemma
zeigt nun, dass für PX -fast alle x ∈ X das Maß der Kugel Kε(x) bzgl. PX für ε > 0 positiv ist.
Lemma 4.18 Die Menge
N := {x ∈ X |PX(Kε(x)) = 0 für ein ε > 0} (4.25)
ist Teilmenge einer PX-Nullmenge.
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Beweis : Es ist zu zeigen, dass eine Menge B ∈ B existiert, so dass gilt N ⊂ B und PX(B) = 0. Wir
definieren eine abzählbare Überdeckung {Nn |n ∈ N} von N durch
Nn := {x ∈ X |PX(K 1
n
(x)) = 0} für n ∈ N.
Es sei n ∈ N fixiert. Dann existiert unter der Annahme, dass X ein separabler metrischer Raum ist,
eine abzählbare Überdeckung mit disjunkten Mengen U1, U2, . . . von Nn, so dass für alle x ∈ Nn ein
Ui existiert mit x ∈ Ui ⊂ K 1
n
(x) (vgl. ”Paving System“ Hahn und Rosenthal (1948), S. 254). Somit










Die Behauptung folgt für B =
⋃
n≥1Bn ∈ B. 2
Satz 4.19 (Hahn und Rosenthal (1948), S. 247 ff., Satz 17.2.2, 17.2.41 und 17.2.51)
Es sei X ein polnischer Raum und P,Q Wahrscheinlichkeitsmaße auf der induzierten Borel-σ-Algebra
B. Dann ist die Funktion q : X → [0,∞] mit




messbar, wobei wir den Quotienten für P (Kε(x)) = 0 gleich ∞ bzw. 0 setzen, falls Q(Kε(x)) positiv





q(x)P (dx) für alle B ∈ B.
Satz 4.19 sichert, dass durch




, x ∈ X
eine Festlegung der Radon-Nikodym Dichte des Maßes PC bzgl. der Randverteilung PX definiert wird,
da für alle B ∈ B gilt ∫
B
pC(x)PX(dx) = PC(B).




für C ∈ C (4.26)
ein Wahrscheinlichkeitsmaß auf C definiert. Ferner ist die Menge der Wahrscheinlichkeitsmaße auf einem
polnischen Raum bzgl. der schwachen Konvergenz vollständig (vgl. Prohorov (1956)). Insbesondere
konvergiert nun für ε ↓ 0 die Folge von Wahrscheinlichkeitsmaßen (Pxε)ε schwach gegen ein Maß Px
Pxε
W−→ Px für ε ↓ 0,
so ist Px auch ein Wahrscheinlichkeitsmaß auf C.
Satz 4.20 (Pfanzagl (1979))
Für PX-f.a. x ∈ X und ε ↓ 0 konvergiert die Folge der Verteilungen (Pxε)ε (4.26) schwach gegen eine
Festlegung Pϑ |X=x der a posteriori Verteilung von ϑ unter der Bedingung X = x:
Pxε
W−→ Pϑ |X=x für ε ↓ 0.
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Bemerkung 4.21 Wir bezeichnen eine Festlegung Pϑ |X=x der bedingten Verteilung von ϑ unter
der Bedingung X = x als stetig in x, falls für alle beschränkten, stetigen Funktionen f : Θ → R der
bedingte Erwartungswert




eine stetige Funktion in x ist (vgl. Bemerkung 4.6). Insbesondere ist dann die Festlegung Pϑ |X=x
eindeutig, wenn für die Randverteilung PX von X die Annahme A.4.2 erfüllt ist (vgl. Bemerkung 4.6).
2
Annahme A.4.5 Es existiert eine eindeutig bestimmte in x stetige Festlegung Pϑ |X=x der a poste-
riori Verteilung von ϑ unter der Bedingung X = x.
Lemma 4.22 Es gelte die Annahme A.4.5. Dann konvergiert für alle x ∈ X\N (4.25) und ε ↓ 0 die
Folge der Verteilungen (Pxε)ε (4.26) schwach gegen die in x stetige Festlegung Pϑ |X=x der a posteriori
Verteilung von ϑ unter der Bedingung X = x:
Pxε
W−→ Pϑ |X=x für ε ↓ 0.
Beweis : Es sei x ∈ X\N fixiert. Dann genügt es zu zeigen, dass für alle beschränkten stetigen








f(θ)Pϑ |X=x(dθ) =: gf (x)
gilt. Es sei also eine beliebige beschränkte stetige Funktion f gegeben. Da Pϑ |X=x eine Festlegung

























Wegen Annahme A.4.5 ist gf (x) eine stetige Funktion in x und es folgt die Behauptung. 2
Schwacher selbstinformativer a posteriori Träger
Für alle r ∈ N seien der zufällige Vektor Xr = (X1, . . . ,Xr) auf (Xr,Br) und die Zufallsvariable
ϑ auf (Θ,C) mit der a priori Verteilung Pϑ gegeben, wobei jede Zufallsvariable Xi (i = 1, . . . , r)
unter der Bedingung ϑ = θ die Verteilung Pθ und der Vektor Xr unter der Bedingung ϑ = θ das
r-fache Produktmaß Pθ × · · · × Pθ besitze. Die gemeinsame Verteilung des Vektors (Xr,ϑ) für alle
Br = B1 × · · · ×Br ∈ Br und C ∈ C ist durch
PX
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Lemma 4.23 Es sei
Nr := {xr ∈ Xr |PX
r
(Kε(x1)× · · · ×Kε(xr)) = 0 für ein ε > 0}. (4.29)
Für alle r ∈ N und x ∈ X\N gilt dann 1tr ⊗ x ∈ Xr\Nr.
Beweis : Es sei x ∈ X\N und r ∈ N beliebig fixiert. Es ist zu zeigen, dass für alle ε > 0 die
Wahrscheinlichkeit PX
r
(Kε(x)× · · · ×Kε(x)) positiv ist, wobei mit (4.28) gilt
PX
r




Nehmen wir nun an, dass PX
r
(Kε(x)×· · ·×Kε(x)) = 0 für ein ε > 0 ist. Damit folgt Pθ(Kε(x)) = 0 für
Pϑ-f.a. θ ∈ Θ und insbesondere PX(Kε(x)) =
∫
Pθ(Kε(x))dPϑ = 0. Dies steht aber im Widerspruch
zu der Annahme x ∈ X\N , so dass die Behauptung folgt. 2
Weiterhin ist für alle xr ∈ Xr\Nr und alle ε > 0
P εxr (C) :=
PX
r,ϑ(Kε(x1)× · · · ×Kε(xr)× C)
PX
r (Kε(x1)× · · · ×Kε(xr))
für C ∈ C
ein Wahrscheinlichkeitsmaß auf C. Existiert nun für alle r ∈ N eine eindeutige in xr stetige Festlegung
Pϑ |X




r=xr für ε ↓ 0.
Insbesondere konvergiert mit Lemma 4.23 nun für alle x ∈ X\N die Folge der Verteilungen P ε
1tr⊗x
schwach gegen die in x stetige Festlegung Pϑ |X
r=1tr⊗x der a posteriori Verteilung von ϑ unter der
Bedingung Xr = 1tr ⊗ x.
Bemerkung 4.24 Wir werden im Folgenden annehmen, dass x ∈ X\N fixiert sei. Dann gilt für alle
r ∈ N und










1tr⊗x(F ) ≤ P
ϑ |Xr=1tr⊗x(F )
(vgl. Billingsley (1968), S. 11, Satz 2.1). 2
Annahme A.4.6 Für eine abgeschlossene Teilmenge Θx von Θ gilt:
1. Für jede Umgebung U von Θx ist Pϑ(U) positiv.
2. Für jede Umgebung U 6= Θ von Θx existiert eine Umgebung V von Θx mit V ⊂ U und:
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(a) Für alle ε ∈ (0, εU ] mit εU > 0 und für alle θ ∈ U c und θ ∈ V gilt
Pθ(Kε(x)) ≤ Pθ(Kε(x)).









f(x, θ, θ) < 1.
Bemerkung 4.25 Betrachten wir für alle θ, θ ∈ Θ eine Festlegung dPθd[Pθ+Pθ] der Radon-Nikodym Dichte
von Pθ bzgl. [Pθ + Pθ], dann gilt wegen Satz 4.19 für [Pθ + Pθ]-fast alle x ∈ X






Somit definiert f(x, θ, θ) eine Festlegung der Radon-Nikodym Dichte von Pθ bzgl. [Pθ + Pθ], und die
Bedingung f(x, θ, θ) ≤ 1 ist dann äquivalent zu dPθd[Pθ+Pθ] (x) ≤
dPθ
d[Pθ+Pθ]
(x) für diese spezielle Festlegung
der Radon-Nikodym Dichte. Gilt weiterhin, dass ein θ̂ ∈ Θ existiert mit f(x, θ, θ̂) ≤ 1 für alle θ ∈ Θ,
so ist θ̂ eine verallgemeinerte Maximum-Likelihood-Schätzung nach Kiefer und Wolfowitz. 2
Beispiel 4.26 Wir betrachten den Spezialfall einer dominierten Verteilungsfamilie {Pθ | θ ∈ Θ} (vgl.
Abschnitt 4.4). Zusätzlich nehmen wir an, dass die Dichten p(x, θ) gleichmäßig stetig in x für alle θ
seien.
Es sei ein beliebiges x ∈ X\N (4.25) fixiert. Dann folgt µ(Kε(x)) > 0 für alle ε > 0 und aus der
Stetigkeit in x




für alle θ ∈ Θ. Insbesondere ist dann die Annahme A.4.3.1 des Abschnittes A.4.3
sup
θ∈Uc
p(x, θ) < inf
θ∈V
p(x, θ)
























Wegen der gleichmäßigen Stetigkeit in x für alle θ ∈ Θ existiert nun ein εU > 0, so dass für alle θ ∈ U c,
θ ∈ V und für alle y ∈ X mit dX(x, y) ≤ εU gilt p(y, θ) ≤ δ ≤ p(y, θ) und somit
Pθ(Kε(x)) ≤ Pθ(Kε(x)) für ε ∈ (0, εU ].
Abschließend erhalten wir damit für ein x ∈ X\N (4.25) die Äquivalenz der Annahme A.4.3 des
Abschnittes 4.4 und der Annahme A.4.6 in dem vorgestellten Bayesschen Modell mit dominierter
Verteilungsfamilie und gleichmäßig stetiger Dichte in x. 2
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Satz 4.27 Es gelte für eine Menge Θx die Annahme A.4.6. Dann ist Θx ein schwacher a posteriori
Träger.




r=1tr⊗x(U) = 1. (4.31)
O.B.d.A. sei Θx 6= Θ und U 6= Θ eine Umgebung von Θx (vgl. Bemerkung 4.11). Dann ist U c abge-
schlossen und disjunkt zu Θx. Insbesondere existieren nun disjunkte offene Umgebungen W bzw. H
von U c bzw. Θx, da nach Voraussetzung Θx abgeschlossen und X ein metrischer Raum ist. Unter der
Annahme A.4.6.2 existiert zu der Umgebung H von Θx eine Umgebung V von Θx mit V ⊂ H. Damit
ist die Annahme A.4.6.2 natürlich auch für die Umgebung W von U c und die Umgebung V von Θx
mit V ⊂W c erfüllt. Insbesondere gilt für die offene Menge W (vgl. Bemerkung 4.24):
Pϑ |X



























Nehmen wir an, es existiere ein ε0 > 0 mit Pθ(Kε(x)) = 0 für alle ε ≤ ε0 und θ ∈ W , so folgt
offensichtlich P ε
1tr⊗x
(W ) = 0 für alle ε ≤ ε0 sowie r ∈ N und damit die Behauptung (4.31). Es
existiere also o.B.d.A. für alle ε > 0 ein θ ∈ W mit Pθ(Kε(x)) > 0. Insbesondere ist dann unter der
Annahme A.4.6.2.a Pθ(Kε(x)) positiv für alle ε > 0 und θ ∈ V . Weiterhin ist Pϑ(V ) auf Grund der



















































f(x, θ, θ)]r = 0,
so dass die Behauptung (4.31) folgt. 2
Bemerkung 4.28 Erfüllt die betrachtete Verteilungsfamilie {Pθ | θ ∈ Θ} die Regularitätsbeding-
ungen A.4.6.2 und die a priori Verteilung wie bisher die Annahme A.4.6.1, so ist die Menge der
verallgemeinerten Maximum-Likelihood-Schätzungen nach Kiefer und Wolfowitz ein schwacher selbst-
informativer a posteriori Träger (vgl. Bemerkung 4.25). Nehmen wir weiterhin an, dass die vMLS θ̂(x)
nach Kiefer und Wolfowitz eindeutig festgelegt sei, dann konvergiert die Folge Pϑ |X
r=1tr⊗x schwach
gegen das Punktmaß δθ̂(x) an der Stelle θ̂(x). Unter zusätzlichen Regularitätsbedingungen konvergiert
dann die Folge der zugehörigen Erwartungswerte gegen den Erwartungswert des Punktmaßes δθ̂(x)
(z.B. Billingsley (1968), S. 32, Satz 5.4), so dass θ̂(x) auch der selbstinformative Grenzwert ist. Insbe-
sondere ist offensichtlich in diesen Fällen der selbstinformative Grenzwert unabhängig von der Wahl
der a priori Verteilung. 2
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4.6 Modell mit nicht identifizierbarem Parameter
Abschließend kehren wir zu dem Bayesschen Modell des Abschnittes 1.3 zurück. Auf dem messba-
ren Raum (X,B) sei eine Familie {Pθ | θ ∈ Θ} von Wahrscheinlichkeitsverteilungen gegeben und das
statistische Experiment (X,B, Pθ | θ ∈ Θ) durch die Zufallsvariable X beschrieben. In einem Bayes-
schen Ansatz, d.h. wir nehmen eine a priori Verteilung auf dem messbaren Raum (Θ,C) an, ist ein
möglicherweise nicht identifizierbarer Parameter θ keine Einschränkung. Insbesondere ist es ohne wei-
teres möglich einen Parameter γ ∈ Γ, von dem die Verteilung Pθ nicht abhängt, zu betrachten. Dazu sei
auf dem messbaren Raum (Θ×Γ,C⊗D) eine a priori Verteilung definiert. Wenn für eine Beobachtung
X = x nun die a posteriori Verteilung auf C⊗D existiert, so können wir mit Hilfe dieser statistische
Rückschlüsse auf θ als auch γ ziehen. Interessant ist dies zum Beispiel in einem Regressionsmodell in
dem sich die Koeffizienten in der Zeit ändern, wir aber nur zu gewissen Zeitpunkten Beobachtungen
erheben können. Die Zufallsvariable X wird dann also nur von einigen Koeffizienten abhängen. Wir
werden dieses Beispiel am Ende des Kapitels betrachten.
4.6.1 Bayessches Modell
Wir nehmen an, dass X, Θ und Γ polnische Räume mit den induzierten Borel-σ-Algebren B, C und
D seien. Insbesondere ist dann die induzierte Borel-σ-Algebra auf X×Θ× Γ das kartesische Produkt
B× C×D (vgl. Billingsley (1968), S. 224). Weiterhin seien ϑ und γ zufällige Parameter mit Werten
in (Θ,C) und (Γ,D) und unter der Bedingung (ϑ,γ) = (θ, γ) beschreibe die Zufallsvariable X das
statistische Experiment (X,B, Pθ|θ ∈ Θ).
A priori Annahmen
A priori sei auf dem messbaren Raum (Θ × Γ,C × D) eine Wahrscheinlichkeitsverteilung Pϑ,γ ge-
geben. Eine Wahrscheinlichkeitsverteilung Pθ0 aus der Familie der Wahrscheinlichkeitsverteilungen
{Pθ | θ ∈ Θ} fassen wir als bedingte Verteilung von X unter der Bedingung (ϑ,γ) = (θ0,γ0) auf. Mit-
tels der Familie der bedingten Verteilungen {Pθ | θ ∈ Θ} und der a priori Verteilung Pϑ,γ definieren
wir weiterhin die gemeinsame Verteilung des zufälligen Vektors (X,ϑ,γ) auf dem messbaren Raum
(X×Θ× Γ,B× C×D) durch





Pθ(B)Pϑ,γ(dθ, dγ) für alle B ∈ B, C ∈ C, D ∈ G.
Somit ist die a priori Verteilung Pϑ,γ von (ϑ,γ) die Randverteilung bzgl. der gemeinsamen Verteilung
PX,ϑ,γ . Weiterhin bezeichnet PX,ϑ die Randverteilung von (X,ϑ) und Pϑ die Randverteilung von ϑ.
Dann ist Pθ auch eine reguläre bedingte Verteilung von X unter der Bedingung ϑ = θ. Des weiteren
sei Pγ |ϑ=θ eine reguläre bedingte Verteilung von γ unter der Bedingung ϑ = θ. Die Randverteilung






Pθ(B)Pϑ,γ(dθ, dγ) für alle B ∈ B.
Außerdem seien EX |ϑ,γ , EX |γ und EX |ϑ durch die regulären bedingten Verteilungen festgelegte
Versionen der bedingten Erwartungswerte.
Lemma 4.29 Für alle beschränkten messbaren Funktionen h : X → R gilt
EX |ϑ,γ [h(X)] = EX |ϑ[h(X)].
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Wir bezeichnen nun mit Pϑ,γ |X=x, Pϑ |X=x sowie Pγ |X=x Festlegungen der a posteriori Verteilung
von (ϑ,γ), ϑ und γ unter der Bedingung X = x. Weiterhin seien Eϑ,γ |X , Eϑ |X und Eγ |X bzgl. der
a posteriori Verteilungen definierte Versionen der a posteriori Erwartungswerte.
Lemma 4.30 Für alle beschränkten messbaren Funktionen h : Γ → R gilt





Beweis : Es seien h : Γ → R und g : X → R beliebige beschränkte messbare Funktionen.















und zusammen mit der folgenden Eigenschaft der bedingten Erwartungswerte für alle beschränkten




























Für alle r ∈ N sei der zufällige Vektor Xr = (X1, . . . ,Xr) mit Werten in (Xr,Br) und der zufällige
Vektor (ϑ,γ) mit Werten in (Θ× Γ,C×D) gegeben. A priori besitze (ϑ,γ) die Verteilung Pϑ,γ und
jede Zufallsvariable Xi (i = 1, . . . , r) unter der Bedingung (ϑ,γ) = (θ, γ) die Verteilung Pθ. Weiterhin
sei die Verteilung des Vektors Xr unter der Bedingung (ϑ,γ) = (θ, γ) das Produktmaß Pθ × · · · × Pθ.
Dann ist die gemeinsame Verteilung des Vektors (Xr,ϑ,γ) für alle Br = B1 × · · · × Br ∈ Br, C ∈ C
und D ∈ D durch
PX








gegeben. Insbesondere bezeichnet Pϑ,γ |X
r=xr , Pϑ |X
r=xr sowie Pγ |X
r=xr eine Festlegung der a po-
steriori Verteilung von (ϑ,γ), ϑ bzw. γ gegeben Xr = xr.
Annahme A.4.7 Die Festlegung Pγ |ϑ=θ der bedingten Verteilung von γ unter der Bedingung ϑ = θ
ist stetig in θ, d.h. für alle beschränkten stetigen Funktionen h : Γ → R ist
Eγ|ϑ[h(γ)] : Θ → R
eine beschränkte stetige Funktion in ϑ (vgl. Bemerkung 4.6).
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Bemerkung 4.31 Im Folgenden werden wir annehmen, dass für ein x ∈ X beliebig fixiert, {θ̂(x)} ⊂ Θ
ein schwacher selbstinformativer a posteriori Träger für ϑ sei. Dann gilt (vgl. Definition 4.7) für alle








für alle C ∈ C mit δθ̂(x)(∂C) = 0, wobei ∂C den Rand von C bezeichnet. Damit konvergiert die Folge
der a posteriori Verteilungen schwach gegen das Punktmaß δθ̂(x) an der Stelle θ̂(x) und es gilt für alle
beschränkten stetigen Funktionen f : Θ → R (vgl. Billingsley (1968), S.11, Satz 2.1):
lim
r→∞
Eϑ |Xr=1tr⊗x[f(ϑ)] = f(θ̂(x)).
2
Satz 4.32 Es sei {θ̂(x)} ein schwacher a posteriori Träger für ϑ und es gelte die Annahme A.4.7 für
die a priori Verteilung Pϑ,γ . Dann konvergiert die Folge der a posteriori Verteilungen Pγ |X
r=1tr⊗x
schwach gegen die bedingte Verteilung Pγ |ϑ=θ̂(x) von γ unter der Bedingung ϑ = θ̂(x)
Pγ |X
r=1tr⊗x W−→ Pγ |ϑ=θ̂(x) für r →∞.
Beweis : Es ist zu zeigen, dass für alle beschränkten stetigen Funktionen h : Γ → R gilt
Eγ |ϑ=θ̂(x)[h(γ)] = limr→∞Eγ |X
r=1r⊗x[h(γ)].
Es sei also h : Γ → R eine beliebige beschränkte stetige Funktion. Dann gilt wegen Lemma 4.30
lim
r→∞






Nach Voraussetzung ist {θ̂(x)} ein schwacher a posteriori Träger (vgl. Bemerkung 4.31) undEγ |ϑ[h(γ)] :
Θ → R eine beschränkte stetige Funktion (Annahme A.4.7), so dass die Behauptung folgt. 2
4.6.3 Multivariates normales lineares Modell
Wir nehmen ein multivariates normales lineares Modell für die zufällige n× p Matrix X an
X ∼ Nnp(ZB,Σ⊗ Λ). (4.32)
Die n × k Matrix Z mit den Zeilen Zi besitze den Rang d ≤ min(k, n) und sei fest vorgegeben. Die
n×n Matrix Λ wird als bekannt und positiv definit vorausgesetzt. Die k× p Matrix B und die positiv
definite p × p Matrix Σ sind die unbekannten Parameter. Das multivariate normale lineare Modell
wurde in der Literatur intensiv studiert, ausführliche Diskussionen unterschiedlichster Aspekte aus der
Bayesschen Sichtweise findet man in DeGroot (1970), Zellner (1971), Humak (1977), Anderson (1984)
sowie Box und Tiao (1992).
Ferner sind in diesem Modell für eine Beobachtung X = X Versionen der im Allgemeinen nicht
eindeutigen Maximum-Likelihood-Schätzungen für B und Σ gegeben durch
B̂ = B̂(X) = (ZtΛ−1Z)+ZtΛ−1X, (4.33)
Σ̂ = Σ̂(X) =
1
n
(X − ZB̂)tΛ−1(X − ZB̂). (4.34)
38 Kapitel 4. Selbstinformativer Grenzwert
Im Anschluss an diesen Abschnitt betrachten wir ein Modell mit von der Zeit abhängigen Parametern.
Im Vorgriff werden wir hier zusätzlich zu dem möglicherweise nicht identifizierbaren Parameter B
einen Parameter U ∈ Rq×p, von dem die Zufallsvariable X nicht abhängt, hinzufügen. Insbesondere
bezeichnen wir mit A die (k + q)× p Matrix (Bt, U t)t.
A priori Annahmen
Für den zufälligen Vektor (A,Σ) nehmen wir eine Normal-Wishart-Verteilung
(A,Σ) ∼ NW (k + q, p, l, A0,Γ0, S0)
als a priori Verteilung an (vgl. Humak (1977), S. 491, A 2.38, Box und Tiao (1992), S.423, Abschnitt
8.2 ):
1. Die Randverteilung der zufälligen Matrix Σ−1 ist eine Wishart-Verteilung
Σ−1 ∼Wp(l − (k + q), S−10 ),
wobei l − k − q > p+ 1 und S0 eine positiv definite p× p Matrix ist.
2. Die bedingte Verteilung von A = (Bt,U t)t unter der Bedingung Σ = Σ ist eine
(k + q)× p-dimensionale Normalverteilung
A |Σ = Σ ∼ N(k+q)p(A0,Σ⊗ Γ−10 ),
wobei A0 = (Bt0, U
t
0)
t eine (k+ q)×p Matrix und Γ0 eine positiv definite (k+ q)× (k+ q) Matrix
ist.
Bezeichnen wir weiterhin mit M die n × (k + q) Matrix M = (Z
...0), so ist für eine Realisierung
(A,Σ) = (A,Σ) die Verteilung von X gegeben durch
X ∼ Nnp(MA,Σ⊗ Λ). (4.35)
A posteriori Verteilung
Insbesondere bildet nun die Familie der Normal-Wishart-Verteilungen eine konjugierte Familie für das
multivariate normale lineare Modell (vgl. Humak (1977), S. 365, Kapitel 7). Bezeichnen wir zusätzlich
zu (4.33) und (4.34) mit
Â = Â(X) = (M tΛ−1M)+M tΛ−1X = (0t, B̂t)t, (4.36)
Γ̃ = Γ0 +M tΛ−1M, (4.37)
Ã = Ã(X) = Γ̃−1(Γ0A0 +M tΛ−1MÂ), (4.38)
S̃ = S̃(X) = S0 + nΣ̂ +At0Γ0A0 + Â
t(M tΛ−1M)Â− ÃtΓ̃Ã, (4.39)
so ist die a posteriori Verteilung von (A,Σ) unter der Bedingung X = X eine Normal-Wishart-
Verteilung NW (k + q, p, l + n, Ã, Γ̃, S̃) mit den a posteriori Erwartungswerten (vgl. Humak (1977),
S.489, A 2.19, Anderson (1984), S.270, Lemma 7.7.1)
E[A |X = X] = Ã(X),
E[Σ |X = X] = 1
l − (k + q)− p+ n− 1
S̃(X).
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Für alle r ∈ N betrachten wir nun r unabhängige Wiederholungen des Modells (4.32), d.h. das erwei-
terte Modell mit den Beobachtungen X1, . . . ,Xr und
Xi ∼ Nnp(ZB,Σ), i = 1, . . . , r.
Weiterhin sei Xr die rn×pMatrix (Xt1, . . . ,X
t
r)
t und Zr = 1r⊗Z. Dann erhalten wir mitMr = (Zr
...0)
analog zu (4.35) für eine Realisierung (A,Σ) = (A,Σ)
Xr ∼ Nrnp(MrA,Σ⊗ (Ir ⊗ Λ)).
Unter der a priori Annahme
(A,Σ) ∼ NW (k + q, p, l, A0,Γ0, S0)
ist eine Festlegung P (A,Σ |X
r=Xr) der a posteriori Verteilung von (A,Σ) unter der Bedingung Xr = Xr
eine Normal-Wishart-Verteilung NW (k+q, p, l+rn, Ã(Xr), Γ̃r, S̃(Xr)), wobei sich die Parameter ana-
log zum Abschnitt 4.6.3 ergeben. Insbesondere sind die a posteriori Erwartungswerte
E[A | Xr = Xr] = Ã(Xr) und E[Σ | Xr = Xr] = 1l−(k+q)−p+rn−1 S̃(X
r) Bayessche Schätzungen
für die Parameter A und Σ. Wählen wir nun die originale Beobachtung X des Modells 4.35 als einen
speziellen Wert Xr = 1r ⊗ X, so erhalten wir als eine Festlegung P (A,Σ |X
r=1r⊗X) der a posteriori
Verteilung von (A,Σ) eine Normal-Wishart-Verteilung
(A,Σ)|Xr = 1r ⊗X ∼ NW (k + q, p, l + rn, Ã(1r ⊗X), Γ̃r, S̃(1r ⊗X)) (4.40)
und Ã(1r⊗X) sowie Σ̃(1tr ⊗X) = 1l−(k+q)−p+rn−1 S̃(1r ⊗X) als Bayessche Schätzungen für die Para-
meter A und Σ. Im Folgenden werden wir für die Folge (P (A,Σ)|X
r=1tr⊗X)r∈N der a posteriori Vertei-
lungen und (Ã(1tr ⊗X))r∈N sowie (Σ̃(1tr ⊗X))r∈N der Bayesschen Schätzungen den Grenzübergang
für r → ∞ betrachten. Das nächste Lemma liefert nun den Ausgangspunkt für die weiteren Untersu-
chungen.
Lemma 4.33 Es sei (A1,Σ1), (A2,Σ2), . . . eine Folge von Normal-Wishart-verteilten Zufallsvariablen
mit
(Ar,Σr) ∼ NW (k, p, rn,Ar, rM−1r , rSr) für r ∈ N.
Des weiteren existieren eine Matrix A und positiv definite Matrizen M und S mit
A = lim
r→∞
Ar, M = lim
r→∞
Mr, S = lim
r→∞
Sr.





S) für r →∞.
Beweis : Es seien eine standardnormalverteilte Zufallsvariable Ξ ∼ Nkp(0, Ikp) und eine Folge
W 1,W 2, . . . von Wishart-verteilten Zufallsvariablen W r ∼ Wp(rn − k, 0) für r ∈ N gegeben. Dann





f.s.−→ Ip für r →∞.
Zusammen mit



















folgt dann die Behauptung. 2
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Im Folgenden nehmen wir eine Reparametrisierung des Modells vor, um die Voraussetzungen für das
Lemma 4.33 zu gewährleisten. Wir bezeichnen mit MΛ die positiv semidefinite Matrix M tΛ−1M
und mit N(MΛ) den Kern sowie mit R(MΛ) das Bild der linearen Abbildung MΛ. O.B.d.A. sei
{h1, . . . , hq+k} eine Orthonormalbasis des Rk+q, wobei {h1, . . . , hd} eine Orthonormalbasis des Bil-
des R(MΛ) und {hd+1, . . . , hq+k} eine Orthonormalbasis des Kerns R(MΛ) darstelle. Insbesonde-
re sind dann h1, . . . , hd Eigenvektoren zu den positiven reellen Eigenwerten λ1, . . . , λd der Matrix
MΛ. Ferner bezeichnen wir mit H1 die Matrix mit den Spalten h1, . . . , hd und mit H2 die Matrix
mit den Spalten hd+1, . . . , hk+q. Nun erhalten wir für den Parameter A ∈ Rk+q×p die Zerlegung
A = H1Ht1A+H2H
t







2 = Ik+q −M+ΛMΛ (4.41)
Projektionen auf die linearen Unterräume R(MΛ) bzw. N(MΛ) sind. Mit Hilfe dieser Zerlegung gilt
dann
Xr ∼ Nrnp(MrH1A1,Σ⊗ (Ir ⊗ Λ)), (4.42)
so dass die Verteilung von Xr unabhängig von dem Parameter A2 ist. Bezeichnen wir nun den Para-
meter (A1,Σ) als θ und den Parameter A2 als γ, dann befinden wir uns in dem im Abschnitt 4.6.1
vorgestellten Modell. Unter den a priori Annahmen (vgl. Abschnitt 4.6.3) ist (A,Σ) eine Normal-
Wishart-verteilte Zufallsvariable. Damit besitzt die Zufallsvariable ϑ mit den Werten θ = (A1,Σ)
ebenfalls eine Normal-Wishart-Verteilung
NW (d, p, l − (k + q) + d,Ht1A0, (Ht1Γ−10 H1)−1, S0). (4.43)
Ferner folgt γ unter der Bedingung ϑ = (A1,Σ) einer Normalverteilung
N(k+q−d)p(Ht2A0,Σ⊗Ht2Γ−10 H2), (4.44)
wobei diese Festlegung Pγ |ϑ=θ der bedingten Verteilung von γ unter der Bedingung ϑ = θ offen-
sichtlich stetig in θ ist (vgl. Bemerkung 4.6). Ferner ist nun in dem Modell (4.42) mit der a priori
Annahme (4.43) eine Festlegung Pϑ |X
r=1r⊗X der a posteriori Verteilung von ϑ unter der Bedingung
Xr = 1r ⊗X eine Normal-Wishart-Verteilung













S̃rθ = S0 + rnΣ̂ +At0Γ0A0 + rÂ
tMΛÂ− rÃtrθΓ̃rθÃrθ.
Lemma 4.34 Für PX fast alle X konvergiert die Folge (Pϑ |X
r=1r⊗X)r∈N der a posteriori Vertei-
lungen von ϑ unter der Bedingung Xr = 1r ⊗X schwach gegen das Punktmaß δ(Ht1Â,Σ̂) an der Stelle
(Ht1Â, Σ̂):
Pϑ |X
r=1r⊗X W−→ δ(Ht1Â,Σ̂) für r →∞.
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Beweis : Unter der Voraussetzung (n − d) > p ist die Matrix Σ̂ für fast alle X ∈ Rn×p bzgl. des













so dass die Behauptung wegen Lemma 4.33 folgt. 2
Lemma 4.35 Für PX-fast alle X konvergiert die Folge (Pγ |X
r=1tr⊗X)r∈N der a posteriori Vertei-
lungen von γ unter der Bedingung Xr = 1r ⊗X schwach gegen die bedingte Verteilung Pγ |ϑ=(H
t
1Â,Σ̂)
von γ unter der Bedingung ϑ = (Ht1Â, Σ̂):
Pγ |X
r=1r⊗X W−→ Pγ |ϑ=(H
t
1Â,Σ̂) für r →∞.
Beweis : Aufgrund ihrer Konstruktion erfüllen die Zufallsvariablen ϑ und γ die a priori Annahmen
des Abschnittes 4.6.1. Insbesondere ist die gewählte Festlegung Pγ |ϑ=θ stetig in θ (vgl. (4.44)), d.h.
für jede beschränkte stetige Funktion h ist der bedingte Erwartungswert Eγ |ϑ=θ[h(γ)] eine stetige
Funktion in θ. Weiterhin konvergiert nun wegen Lemma 4.34 die Folge (Pϑ |X
r=1r⊗X)r∈N schwach
gegen das Punktmaß δ(Ht1Â,Σ̂). Somit ist {(H
t
1Â, Σ̂)} ein schwacher a posteriori Träger für ϑ und es
folgt wegen Satz 4.32 die Behauptung. 2
Betrachten wir nun das Modell
X ∼ Nnp(MA,Σ⊗ Λ).
Wir sind an dem Grenzwert, falls er existiert, der Folge (PA,Σ |X
r=1r⊗X)r∈N der a posteriori Verteilun-
gen von (A,Σ) unter der Bedingung Xr = 1r⊗X interessiert. Ferner haben wir bisher gezeigt, dass die
Folgen (Pϑ |X
r=1r⊗X)r∈N und (Pγ |X
r=1r⊗X)r∈N schwach konvergieren. Aufgrund der Konstruktion
von ϑ = (ϑ1,ϑ2) und γ gilt insbesondere A = H1 ϑ1 +H2 γ und Σ = ϑ2.
Lemma 4.36 Für PX-fast alle X konvergiert die Folge (PΣ |X
r=1tr⊗X)r∈N der a posteriori Vertei-
lungen von Σ unter der Bedingung Xr = 1tr ⊗ X schwach gegen das Punktmaß δΣ̂ an der Stelle
Σ̂:
PΣ |X
r=1r⊗X W−→ δΣ̂ für r →∞.
Beweis : Die Behauptung folgt direkt aus Lemma 4.34. 2
Lemma 4.37 Für PX-fast alle X konvergiert die Folge (PA |X
r=1r⊗X)r∈N der a posteriori Vertei-
lungen von A unter der Bedingung Xr = 1tr ⊗X schwach gegen eine Normalverteilung:
PA |X
r=1r⊗X W−→ Nk+q(Â+H2Ht2A0,Σ⊗H2Ht2Γ−10 H2Ht2) für r →∞.
Beweis : Die Folge der Verteilungen (Pϑ1 |X
r=1r⊗X)r∈N konvergiert schwach gegen das Punktmaß
δHt1Â
(vgl. Lemma 4.34) und die Folge (Pγ |X
r=1r⊗X)r∈N schwach gegen die bedingte Verteilung
Pγ |ϑ=(H
t
1Â,Σ̂) von γ unter der Bedingung ϑ = (Ht1Â, Σ̂) (vgl. Lemma 4.35), wobei P
γ |ϑ=(Ht1Â,Σ̂) einer
Normalverteilung Nk+q−d(H2A0, Σ̂⊗Ht2Γ−10 H2) entspricht (vgl. (4.44)). Es sei nun Ξ eine Zufallsvaria-
ble mit der Verteilung Pγ |ϑ=(H
t
1Â,Σ̂). Dann konvergiert die Folge (PH1 ϑ1 +H2 γ |X
r=1r⊗X)r∈N schwach
gegen die Verteilung PH1H
t
1Â+H2Ξ der Zufallsvariable H1Ht1Â+H2Ξ (vgl. Billingsley (1968), S. 27, Satz
4.4), wobei PH1H
t
1Â+H2Ξ offensichtlich einer Normalverteilung Nk+q(Â+H2Ht2A0,Σ⊗H2Ht2Γ−10 H2Ht2)
entspricht. 2
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Ferner ist unter der Annahme X ∼ Nnp(MA,Σ⊗Λ) die Menge der Maximum-Likelihood-Schätzungen
für A der affine Raum (vgl. (4.33))





|U ∈ Rq×p, ZB = 0, B ∈ Rk×p} (4.45)
und für Σ die einelementige Menge (vgl. (4.34))
Θ̂Σ(X) = {Σ̂(X)}. (4.46)
Satz 4.38 Für PX-fast alle X ist die Menge Θ̂(X) = Θ̂A(X)× Θ̂Σ(X) ein schwacher selbstinforma-
tiver a posteriori Träger.
Beweis : Die Behauptung folgt direkt aus der schwachen Konvergenz der Folge der a posteriori Ver-
teilungen (PA,Σ |X
r=1r⊗X)r∈N von (A,Σ) unter der Bedingung Xr = 1r ⊗X gegen die Verteilung
der Zufallsvariable (Σ̂, Ã) (vgl. Lemma 4.36 und 4.37), wobei die Verteilung von Ã wegen Lemma 4.37
eine auf dem affinen Raum Θ̂A konzentrierte Normalverteilung ist. 2
Abschließend betrachten wir nun den Grenzübergang für die Folgen (Ã(1r ⊗ X))r∈N und
(Σ̃(1r ⊗X))r∈N der Bayesschen Schätzungen für die Parameter A und Σ.
Satz 4.39 Die selbstinformativen Grenzwerte der Bayesschen Schätzungen für A und Σ sind
A(X) =
(
B̂(X) + (Ik − (ZtΛ−1Z)+(ZtΛ−1Z))B0
U0
)
und Σ(X) = Σ̂(X).





0 . Dann ist G positiv semidefinit und besitzt den Rang d.
Ferner seien v1, . . . , vd orthonormale Eigenvektoren zu den positiven Eigenwerten κ1, . . . , κd der Matrix
G und o.B.d.A. bilden diese mit den orthonormalen Vektoren vd+1, . . . , vk+q eine Orthonormalbasis




















































S̃r = S̃(1r ⊗X) = S0 + rnΣ̂ +At0Γ0A0 + rÂtMΛÂ− rÃtrΓ̃rÃr.
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4.6.4 Multivariates normales zeitabhängiges lineares Modell
Für jeden Punkt t in dem Intervall [a, b] ⊂ R sei Y (t) eine Zufallsvariable mit Werten im Rq. Des




Zj(ti)fj(ti) + σ ε(ti),
für jede endliche Menge T := {t1, . . . , tn} von Punkten ti ∈ [a, b], i = 1, . . . , n, gegeben. Weiterhin
seien die q × kj Matrizen Zj(ti) bekannt und der zufällige Vektor ε(T ) = (ε(t1)t, . . . , ε(tn)t)t normal-
verteilt mit Erwartungswert Null und bekannter Kovarianzmatrix Λ. Die Funktionen f1, . . . , fm und
der Parameter σ > 0 sind nun die unbekannten Parameter.
A priori Annahmen
In einem Bayesschen Ansatz fassen wir die Funktionen f1, . . . , fm als Realisierung zufälliger Funk-
tionen f1, . . . ,fm und σ2 als Realisierung einer Zufallsgröße σ2 auf. Insbesondere nehmen wir an,
dass unter der Bedingung σ2 = σ2 die zufälliger Funktionen f1, . . . ,fm unabhängig und normalver-
teilt seien, d.h. für jede endliche Menge T = {t1, . . . , tn} von Punkten ti ∈ [a, b] seien die Vektoren
f j(T ) = (f j(t1)t, . . . ,f j(tn)t)t, j = 1, . . . ,m, unabhängig und normalverteilt. Unter der Bedingung
σ2 = σ2 ist dann die a priori Verteilung der zufälligen Funktion f j eindeutig durch ihre Erwartungs-
wertfunktion Ef j = f0j und die Kovarianzfunktion Cov f j = σ
2Σ0j für j = 1 . . . ,m, bestimmt. A priori
sei weiterhin der Zufallsvektor ε(T ) unabhängig von dem zufälligen Vektor f(T ) und der Zufallsgröße
σ2. Insbesondere ist nun für j = 1, . . . ,m, der Vektor f j(T ) normalverteilt mit
Ef j(T ) = f
0
j (T ) = (f
0
j (t1)
t, . . . , f0j (tn)
t)t und Cov f j(T ) = σ








Bezeichnen wir weiterhin den Vektor (f1(T )t, . . . ,f1(T )t)t mit f(T ). Dann ist f(T ) unter der Bedin-
gung σ2 = σ2 normalverteilt mit
Ef(T ) = f0(T ) = (f01 (T )
t, . . . , f0m(T )
t)t und Σ0(T ) := σ2Diag[Σ01(T ), . . . ,Σ
0
m(T )].
Des weiteren ist nun die bedingte Verteilung des Zufallsvektors Y (T ) = (Y (t1)t, . . . ,Y (tn)t)t durch
Y (T )|f(T ),σ2 ∼ Nnq(
m∑
j=1
Diag[Zj(t1), . . . , Zj(tn)]f j(T ),σ
2 Λ)
gegeben. Bezeichnen wir außerdem mit Zj(T ) die Matrix Diag[Zj(t1), . . . , Zj(tn)] und mit Z(T ) die
Matrix (Z1(T )
... · · ·
...Zm(T )), dann erhalten wir unter der Bedingung σ2 = σ2 das normale lineare Modell




Y (T )|f(T ),σ2 ∼ Nnq(Z(T ) f(T ),σ2 Λ). (4.48)
Definieren wir analog für eine endliche Menge S := {s1, . . . , sd} von Punkten si ∈ [a, b] mit S ∩ T = ∅
den zufälligen Vektor f(S). Dann hat offensichtlich der Vektor f(S) keinen Einfluss auf die Verteilung
von Y (T ), d.h.
PY (T )| f(T ),σ
2
= PY (T )| f(T ),f(S),σ
2
.
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Insbesondere ist nun unter der Bedingung σ2 = σ2 die gemeinsame Verteilung des Vektors
f(T, S) = (f(T )t,f(S)t)t eine Normalverteilung mit
Ef(T, S) = f0(T, S) = (f0(T )t, f0(S)t)t und Cov f(T, S) = σ2Σ0(T, S).
Abschließend besitze nun die Zufallsgröße σ2 als a priori Verteilung eine Inverse-Gamma-Verteilung
(vgl. Humak (1977) S.491, A 2.38)
σ−2 ∼ Ga(w − nk − dk
2
, σ−20 ), mit w > nk + dk + 2 und σ0 > 0, (4.49)
wobei eine reellwertige Zufallsvariable der Gammaverteilung Ga(b, p) mit den Parameter b > 0 und





p−1e−bx : x > 0,
0 : x ≤ 0





tx−1e−tdt, x > 0.
Insbesondere befinden wir uns nun in dem Spezialfall p = 1 des in Abschnitt 4.6.3 vorgestellten
Bayesschen Modells.
Selbstinformativer Grenzwert
In dem hier vorgestellten Modell 4.48 sind für eine Beobachtung Y (T ) = Y (T ) Versionen der im
Allgemeinen nicht eindeutigen Maximum-Likelihood-Schätzungen für f(T ) und σ2




(Y (T )− Z(T )f̂(T ))tΛ−1(Y (T )− Z(T )f̂(T )). (4.51)
Weiterhin seien die einelementige Menge
Θ̂σ2(Y (T )) = {σ̂2(T )} (4.52)
und der affine Raum
Θ̂f(T,S)(Y (T )) = {
(
f̂(T ) + f(T )
f(S)
)
| f(S) ∈ Rdk, Z(T )f(T ) = 0, f(T ) ∈ Rnk} (4.53)
gegeben.
Korollar 4.40 Für PY (T )-fast alle Y (T ) ist Θ̂(Y (T )) = Θ̂f(T,S)(Y (T )) × Θ̂σ2(Y (T )) ein schwacher
selbstinformativer a posteriori Träger für f(T, S).
Beweis : Die Behauptung folgt direkt aus Satz 4.38. 2




f̂(T ) + (Ik − (Z(T )tΛ−1Z(T ))+(Z(T )tΛ−1Z(T ))f0(T ))
f0(S)
)
und σ2(T ) = σ̂2(T ).
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Beweis : Die Behauptung folgt direkt aus Satz 4.39 2
Bemerkung 4.42 Nehmen wir zusätzlich an, dass die Matrix Z(T ) den Rang nk besitze. Dann ist die
MLS f̂(T ) für f(T ) eindeutig bestimmt und offensichtlich gilt für die selbstinformativen Grenzwerte






und σ2(T ) = σ̂2(T ).
Damit entspricht für alle Punkte t ∈ T der selbstinformative Grenzwert f(t) der Maximum-Likelihood-
Schätzung f̂(t) und für alle Punkte s 6∈ T der a priori Annahme f0(s). Weiterhin ist der affine Unter-
raum





| f(S) ∈ Rdk}.




Wir betrachten unabhängige Zufallsvariablen X1, . . . ,Xn mit Werten in dem messbaren Raum (X,B)
und identischer Randverteilung P auf B. Das n-fache Produktmaß Pn = P×· · ·×P auf Bn sei somit die
gemeinsame Verteilung des Vektors Xn = (X1, . . . ,Xn). Die Randverteilung P einer Zufallsvariable
Xi, i = 1, . . . , n sei unbekannt und variiere in der Menge aller Wahrscheinlichkeitsverteilungen P.
Zusammenfassend wird das statistische Experiment (Xn,Bn, Pn|P ∈ P) durch die Zufallsvariable Xn
beschrieben. Insbesondere ist im Allgemeinen die Menge der Wahrscheinlichkeitsverteilungen P nicht







n = (x1, . . . , xn) (5.1)
einer Beobachtung Xn = xn die verallgemeinerte Maximum-Likelihood-Schätzung im Sinn von Kiefer
und Wolfowitz oder von Gill sowie der selbstinformative Grenzwert einer Bayesschen Schätzung ist.
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5.2 Ansatz von Kiefer und Wolfowitz
Die Eigenschaft, dass die empirische Verteilungsfunktion F̂xn für eine Beobachtung Xn = xn in dem
vorgestellten nichtparametrischen Modell eine verallgemeinerte Maximum-Likelihood-Schätzung ist,
wurde zuerst von Kiefer und Wolfowitz (1956) notiert. Basierend auf dieser Notiz wurden verschiedene






für xn ∈ Xn und P ∈ P (vgl. Owen (2001)). Das folgende Lemma besagt nun, dass die empirische
Verteilungsfunktion die eindeutig bestimmte nichtparametrische MLS bzgl. der ”Likelihood-Funktion“
Lxn ist.
Lemma 5.1 (Owen (2001), S. 8, Satz 2.1)




Wir werden aus zwei Gründen das bekannte Ergebnis, dass die empirische Verteilungsfunktion die ein-
deutig festgelegte verallgemeinerte Maximum-Likelihood-Schätzung im Sinn von Kiefer und Wolfowitz
ist (vgl. Definition 3.1), im Folgenden beweisen. Zum einen wurde in der Literatur auf diesen Beweis
verzichtet und zum anderen werden wir die Beweisidee auf ein semiparametrisches lineares Modell
(Kapitel 6) übertragen.
Satz 5.2 Es sei Xn = xn eine Beobachtung mit X ∼ Pn und P ∈ P. Die eindeutig bestimmte verall-
gemeinerte Maximum-Likelihood-Schätzung P̂ (xn) von P nach Kiefer und Wolfowitz ist die empirische
Verteilung F̂xn .
Beweis : Es sei xn = (x1, . . . , xn) ∈ Xn fest vorgegeben. Es ist zu zeigen, dass für alle Verteilungen







existiert. Zunächst gilt für alle P1, P2 ∈ P, dass Pn1 +Pn2 durch das σ-endliche Maß (P1+P2)n dominiert
ist. Somit existiert eine Radon-Nikodym Dichte von Pn1 + P
n


















, j = 1, 2.
Diese Gleichheit gilt für beliebige Repräsentanten jeweils bis auf [P1 + P2]n-Nullmengen. Können wir





an der Stelle xn eindeutig
festgelegt und positiv ist, erhalten wir die Behauptung.
Nun ist für alle P ∈ P eine Version der Radon-Nikodym Dichte von F̂xn bzgl. [F̂xn + P ] durch
dF̂xn







F̂xn({xj}) + P ({xj})
I{xj}(y), ∀y ∈ X
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gegeben, da für alle B ∈ B gilt∫
B
dF̂xn




























F̂xn({xj}) + P ({xj})
δxj (B) und weiterhin∫
B
dF̂xn







F̂xn({xj}) + P ({xj})
δxj (B).
Somit gilt für alle P ∈ P und B ∈ B, dass∫
B
dF̂xn
d[F̂xn + P ]
















δxj (B) = F̂xn(B)
ist. Da [F̂xn+P ]({xi}) positiv für i = 1, . . . , n ist, ist die Radon-Nikodym Dichte von F̂xn bzgl. F̂xn+P
eindeutig bestimmt und festgelegt durch
dF̂xn
d[F̂xn + P ]
(xi) =
F̂xn({xi})
F̂xn({xi}) + P ({xi})




d[F̂xn + P ]
+
dP
d[F̂xn + P ]
,
die Radon-Nikodym Dichte von P bzgl. F̂xn + P ebenfalls durch
dP
d[F̂xn + P ]
(xi) =
P ({xi})
F̂xn({xi}) + P ({xi})
für i = 1, . . . , n

















P ({xi}) = Lxn(P )






xn eindeutig festgelegt und positiv ist. 2
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Bemerkung 5.3 Damit charakterisiert die vorgestellte ”Likelihood-Funktion“ Lx(P ) den zentralen
Bestandteil der Radon-Nikodym-Dichte von P bzgl. [P + F̂xn ] ausgewertet an der Stelle xn, so dass
die Aussagen des Lemmas 5.1 und des Satzes 5.2 in dem vorgestellten nichtparametrischen Modell
äquivalent sind. 2
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5.3 Ansatz von Gill
Das folgende Ergebnis ist der Arbeit von Gill (1989) entnommen. Der dort dargestellte Beweis wird
hier noch einmal nachvollzogen, vor allem um den Beweis im Fall eines semiparametrischen linearen
Modells, der im Kapitel 6 dargestellt wird und nicht mehr auf der Arbeit von Gill beruht, zu motivieren.
Wir betrachten das in Abschnitt 5.1 vorgestellte nichtparametrische Modell.
Satz 5.4 Es sei Xn = xn eine Beobachtung mit Xn ∼ Pn und P ∈ P. Die eindeutig bestimmte
verallgemeinerte Maximum-Likelihood-Schätzung P̂ (xn) von P nach Gill ist die empirische Vertei-
lungsfunktion F̂xn .
Beweis : Wir identifizieren den Parameterraum Θ mit der Menge aller Wahrscheinlichkeitsverteilun-
gen P und geben eine Abbildung
ψ : P× Cb(X,B)×R→ P
an, die die geforderten Eigenschaften (vgl. Annahme A.3.1):
1. für alle P ∈ P und h ∈ Cb(X,B) gilt ψ(P, h, 0) = P ,
2. für alle P ∈ P und h ∈ Cb(X,B) existiert ein σ-endliches Maß µ(P, h), so dass die Familie der
Wahrscheinlichkeitsverteilungen {ψ(P, h, c) | c ∈ R} durch das Maß µ(P, h) dominiert ist,
3. für alle x ∈ X ist die Radon-Nikodym Dichte dψ(P,h,c)dµ(P,h) (x) in c an der Stelle c = 0 differenzierbar,
erfüllt, wobei Cb(X,B) die Menge aller beschränkten stetigen Funktionen auf (X,B) sei. Des weiteren
seien














Eine Schätzfunktion P̂ (xn) heißt nun verallgemeinerte Maximum-Likelihood-Schätzung nach Gill, falls
gilt (vgl. Definition 3.3)
∀h ∈ Cb(X,B) : Uxn(P̂ (xn), h) = 0.












definierte Abbildung ψ. Dabei erfüllt ψ die geforderten Eigenschaften, falls c hinreichend nahe an 0
gewählt wird. Sei P ∈ P und h ∈ Cb(X,B) fest gegeben und c hinreichend nahe an 0. Dann ist 1+ch(x)
nicht negativ für alle x ∈ X und das Integral
∫
X
1+ ch(x)dPP (x) endlich. Damit ist
dψ(P,h,c)
dP die Dichte-
funktion eines Wahrscheinlichkeitsmaßes bzgl. P . Des weiteren gilt offensichtlich, dass ψ(P, h, 0) = P
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ist und dass die Dichte dψ(P,h,c)dP (x) für alle x ∈ X in c differenzierbar ist. Insbesondere folgt nun





(1 + ch(x))P (dx)
,

















Eine Schätzfunktion P̂ (xn) ist somit eine verallgemeinerte Maximum-Likelihood-Schätzung nach Gill,
falls gilt









δxi − P̂ (xn)
]
(dx) = 0,
so dass P̂ (xn) = 1n
n∑
i=1
δxi folgt und P̂ (x
n) eindeutig bestimmt ist (vgl. Billingsley (1968), S.9, Satz
1.3). 2
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5.4 Selbstinformativer Grenzwert
Es sei eine das statistische Experiment (Xn,Bn, Pn|P ∈ P) beschreibende Zufallsvariable
Xn = (X1, . . . ,Xn) gegeben (vgl. Abschnitt 5.1). Die Randverteilung P einer Beobachtung Xi
(i = 1, . . . , n) ist der unbekannte Parameter und variiert in der Menge aller Wahrscheinlichkeitsver-
teilungen P. Im Bayesschen Sinn nehmen wir an, dass die Randverteilung P selbst Realisierung einer
Zufallsvariable P ist. Dann bezeichnen wir P als ein zufälliges Maß und unter der Bedingung P = P
beschreibt Xn das statistische Experiment (Xn,Bn, Pn|P ∈ P). Dazu ist es notwendig, auf der Menge
der Wahrscheinlichkeitsverteilungen P eine a priori Verteilung zu definieren. Ein häufig angewendetes
Konzept ist der von Ferguson (1973) vorgestellte Dirichlet Prozess. Zum Dirichlet Prozess alterna-
tive Konzepte werden zum Beispiel in Dubins und Freedman (1963), Kraft und van Eeden (1964),
Kraft (1964), Dubins und Freedman (1967) untersucht. Eine detaillierte Beschreibung der Eigenschaf-
ten des Dirichlet Prozesses sowie dessen Anwendung in den unterschiedlichsten Modellen findet man
zum Beispiel in Blackwell und MacQueen (1973), Fabius (1973a), Fabius (1973b), Korwar und Hollan-
der (1973), Doksum (1974), Antoniak (1974), Ghorai und Rubin (1982), Lo (1984) und Rolin (1992).
Da der Dirichlet Prozess ein wesentlicher Bestandteil dieser Arbeit ist, wird er im Abschnitt 5.4.2
ausführlicher eingeführt.
5.4.1 Zufälliges Wahrscheinlichkeitsmaß
Es sei (X,B) wie bisher ein polnischer Raum mit der induzierten Borel-σ-Algebra, ein Wahrscheinlich-
keitsmaß P auf B ist dann ein Element der Menge [0, 1]B aller Abbildung von B in das Intervall [0, 1].
Möchten wir das zufällige Wählen eines Elementes aus der Menge P ⊂ [0, 1]B aller Wahrscheinlich-
keitsmaße auf B beschreiben, so ist es nötig, eine σ-Algebra auf P zu definieren.
σ-Algebra bzgl. der Zylindermengen
Für einen beliebigen messbaren Raum (Ω,A) und eine nichtleere Indexmenge T definieren wir den
Raum ΩT aller Funktionen f : T → Ω. Für jede endliche Teilmenge {t1, . . . , tn}n∈N ⊂ T ist Ωn das
kartesische Produkt ×ni=1Ω und An die zugehörige Produkt-σ-Algebra ⊗ni=1A. Eine Untermenge von
ΩT der Gestalt {f ∈ ΩT : (f(t1), . . . , f(tn)) ∈ A}, wobei n ∈ N, t1, . . . , tn ∈ T und A ∈ An ist, nennt
man Zylindermenge in ΩT . Die durch die Zylindermengen in ΩT erzeugte σ-Algebra bezeichnen wir
mit AT . Betrachten wir andererseits für alle n ∈ N und t1, . . . , tn ∈ T die natürlichen Projektionen
πt1...tn von Ω
T nach Ωn mit πt1...tn(f) := (f(t1), . . . , f(tn)), dann ist A
T die kleinste σ-Algebra, so
dass für alle n ∈ N und t1, . . . , tn ∈ T die Abbildung πt1...tn von ΩT nach Ωn eine AT -An-messbare
Funktion ist. Nehmen wir weiterhin an, dass Ω ein separabler metrischer Raum und A die induzierte
Borel-σ-Algebra sei. Dann ist die zugehörige Produkt-σ-Algebra An das n-fache kartesische Produkt
A× · · · ×A für alle n ∈ N (vgl. Billingsley (1968), S. 224). Damit lässt sich jede Zylindermenge in ΩT
als
⋂n
i=1{f ∈ ΩT : f(ti) ∈ Ai} darstellen, wobei n ∈ N, t1, . . . , tn ∈ T und An = A1 × · · · × An ∈ An
ist. AT entspricht somit der kleinsten σ-Algebra, so dass für alle t ∈ T die Abbildung πt(f) = f(t)
von ΩT nach Ω eine AT -A-messbare Funktion ist. Für eine Teilmenge F ⊂ ΩT ist weiterhin die Spur
ATF := A
T ∩ F die durch die Zylindermengen in F erzeugte σ-Algebra und für alle t ∈ T ist die
Abbildung πt(f) = f(t) von F nach Ω eine ATF-A-messbare Funktion.
Bemerkung 5.5 Alternativ zu dem vorgestellten Konzept der Definition einer σ-Algebra bzgl. der
Zylindermengen ist es auch möglich, die induzierte Borel-σ-Algebra bzgl. der schwachen bzw. starken
Topologie zu betrachten. Die σ-Algebra bzgl. der Zylindermengen ist dagegen im Allgemeinen nicht
durch eine Topologie induziert, so dass im Allgemeinen die Existenz einer regulären bedingten Ver-
teilung auf der bzgl. der Zylindermengen induzierten σ-Algebra nicht gesichert ist. Ist dagegen die
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schwache bzw. starke Topologie metrisierbar und der metrische Raum P weiterhin polnisch, dann ist
zu mindestens die Existenz einer regulären bedingten Verteilung auf der induzierten Borel-σ-Algebra
gesichert.
Borel-σ-Algebra bzgl. der starken Topologie: Für zwei Maße P,Q ∈ P definiert
dV (P,Q) := sup
B∈B
|P (B)−Q(B)| (5.2)
eine Metrik auf P. dV wird Variationsabstand genannt. Es gilt offensichtlich 0 ≤ dV (P,Q) ≤ 1 für
alle P,Q ∈ P. Falls eine Folge P1, P2, . . . von Wahrscheinlichkeitsmaßen nun im Variationsabstand
gegen ein Wahrscheinlichkeitsmaß P konvergiert, so heißt sie stark konvergent. Weiterhin bezeichnet
TV bzw. BV die durch den Variationsabstand dV induzierte starke Topologie bzw. Borel-σ-Algebra
auf P. Insbesondere ist der metrische Raum (P, dV ) genau dann separabel, wenn P dominiert und B
abzählbar erzeugt ist (Strasser (1985), S. 98, Satz 21.3).
Borel-σ-Algebra bzgl. der schwachen Topologie: Für ε > 0 und B ∈ B sei
Bε := {y ∈ X | dX(x, y) < ε, für ein x ∈ B},
dann definiert für zwei Maße P,Q ∈ P
dP (P,Q) := inf
ε>0
{ε |P (B) ≤ Q(Bε) + ε, für alle B ∈ B} (5.3)
eine Metrik auf P, falls X separabel ist (vgl. Billingsley (1968), S. 236 ff.). dP wird Prohorov Abstand
genannt und für alle P,Q ∈ P gilt 0 ≤ dV (P,Q) ≤ 1 (vgl. Dudley (1989)). Weiterhin bezeichnet
TP bzw. BP die durch dP induzierte Topologie bzw. Borel-σ-Algebra auf P. Ferner sei Cb(X,B) der
Vektorraum aller beschränkten, stetigen, reellen Funktionen auf X. Dann heißt eine Folge P1, P2, . . .






fdP, für alle f ∈ Cb(X,B).
Die zugrunde liegende Topologie auf der Menge P bezeichnen wir als Topologie der schwachen Kon-
vergenz. Ferner sei X ein separabel metrischer Raum. Dann ist (P, dP ) ein separabel metrischer Raum
und TP ist die Topologie der schwachen Konvergenz (vgl. Billingsley (1968), S. 236 ff.). Nehmen wir
zusätzlich an, dass X ein vollständiger metrischer Raum sei. Dann ist die Menge aller Wahrscheinlich-
keitsmaße P auf X vollständig bzgl. dP (vgl. Prohorov (1956)). 2
Betrachten wir nun die Menge [0, 1]B der Abbildungen von der Borel-σ-Algebra B über dem polnischen
Raum X in das Intervall [0, 1], wobei das Intervall [0, 1] mit der Borel-σ-Algebra L versehen sei. Eine
endliche Teilmenge N = {B1, . . . , Bm} von B ist dann eine endliche Folge von Mengen B1, . . . , Bm
aus B. Insbesondere hat nun eine Zylindermenge für A ∈ Lm die Gestalt
{P ∈ [0, 1]B | (P (B1), . . . , P (Bm)) ∈ A}.
Die durch die Zylindermengen auf [0, 1]B erzeugte σ-Algebra bezeichnen wir mit LB. Der Raum [0, 1]
versehen mit dem euklidischen Abstand ist ferner separabel, so dass LB schon als die kleinste σ-
Algebra, für die die Abbildung P (B) von [0, 1]B nach [0, 1] für alle B ∈ B eine LB-L-messbare
Funktion ist, eindeutig definiert. Für eine Menge P0 von Wahrscheinlichkeitsmaßen P0 ⊂ [0, 1]B und
die Spur LBP0 = L
B ∩ P0 von LB in P0 charakterisieren wir nun die Verteilung P einer Zufallsvariable
P 0 mit Werten in (P0,LBP0).
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Es sei Ω ein polnischer Raum und A die induzierte Borel-σ-Algebra. Ferner sei f eine Zufallsvaria-
ble mit Werten in dem messbaren Raum (ΩT ,AT ) und der Verteilung P auf AT . Insbesondere ist
für alle t ∈ T die Abbildung πt(f) = f(t) von F nach Ω eine ATF-A-messbare Funktion. Wir können
somit f auch als Familie {f(t) := πt(f) | t ∈ T} von Zufallsvariablen mit Werten in Ω auffassen.
f = {f(t) | t ∈ T} bezeichnen wir als zufällige Funktion oder stochastischen Prozess. Für eine Teil-
menge {t1, . . . , tn}n∈N von T bezeichnen wir das Maß Pt1...tn(A) := P (π−1t1...tn(A)) für A ∈ A
n als
Projektion oder endlich dimensionale Verteilung des Maßes P auf (Ωn,An). Von zentraler Bedeutung
für das Studium der zufälligen Funktion f ist die Familie {Pt1...tn | t1, . . . , tn ∈ T, n ≥ 1} der endlich
dimensionalen Verteilungen, insbesondere genügen sie den Verträglichkeitsbedingungen des folgenden
Satzes von Kolmogoroff.
Satz 5.6 (Kolmogoroff (1933))
Sei Ω ein vollständiger separabler metrischer Raum, T eine beliebige nichtleere Indexmenge und Pt1,...,tn ,
n ∈ N, t1, . . . , tn ∈ T , eine Familie von Wahrscheinlichkeitsmaßen auf den messbaren Räumen
(Ωn,An), die den Bedingungen
1. (Verträglichkeit)
Pt1,...,tn+m(A× Ωm) = Pt1,...,tn(A), A ∈ An
2. (Symmetrie)
Pt1,...,tn(A1 × · · · ×An) = Pti(1),...,ti(n)(Ai(1) × · · · ×Ai(n)),
für beliebige n ∈ N, t1, . . . , tn ∈ T , A1, . . . , An ∈ A und jede Permutation (i(1), . . . , i(n))
genügen. Dann existiert genau ein Wahrscheinlichkeitsmaß P auf (ΩT ,AT ), so dass für jede endliche
Teilmenge {t1, . . . , tn} von T die Projektion von P auf (Ωn,An) mit Pt1...tn übereinstimmt.
Existieren das erste und zweite Moment der endlichdimensionalen Verteilungen, so bezeichnen wir ei-
ne Abbildung Ef von T nach Ω als Erwartungswertfunktion, wenn Ef(t) = E[f(t)] für alle t ∈ T gilt,
und eine Abbildung Cov f von T × T nach R+ als Kovarianzfunktion, falls
Cov f(t, s) = Cov(f(t),f(s)) für alle t, s ∈ T gilt.
Kehren wir nun zu dem vorgestellten messbaren Raum ([0, 1]B,LB) zurück. Der Satz von Kolmo-
goroff zeigt, dass eine Verteilung P auf LB eindeutig durch eine Familie von endlich dimensionalen
Verteilungen festgelegt ist, falls diese die vorgestellten Regularitätsbedingungen erfüllt. Insbesondere
interessieren wir uns nicht für eine beliebige zufällige Funktion f mit Werten in ([0, 1]B,LB), sondern
wir möchten ein zufälliges Wahrscheinlichkeitsmaß charakterisieren, d.h. eine zufällige Funktion P mit
Werten in ([0, 1]B,LB) und einer Verteilung PP auf LB, die konzentriert ist auf LBP .
Definition 5.7 (Ferguson (1973), Doksum (1974), Simar (1984))
Eine zufällige Funktion P mit Werten in ([0, 1]B,LB) und der Verteilung PP auf LB heißt zufälliges
Wahrscheinlichkeitsmaß, falls
1. P (X) = 1 PP -f.s. gilt.
2. Für jede fallende Folge messbarer Mengen (Bn)n∈N mit lim
n→∞
Bn = ∅ gilt lim
n→∞
P (Bn) = 0 PP -f.s.








• B1, . . . , Bk eine messbare Partition von X,
• Bj,1, . . . , Bj,kj eine messbare Partition von Bj für alle j = 1, . . . , k ist.
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Andererseits sei {P (B) |B ∈ B} eine Familie von Zufallsvariablen P (B) mit Werten in [0, 1] für alle
B ∈ B, die die Bedingungen 1.-3. der Definition 5.7 erfüllt. So existiert eine eindeutig bestimmte




Es sei (X,B, µ) ein Wahrscheinlichkeitsraum mit Borel-σ-Algebra B und Wahrscheinlichkeitsmaß µ.
Ferner seien α eine positive reelle Zahl sowie {B1, . . . , Bk} (k ∈ N) eine messbare Partition von X, so
dass
∑k
i=1 µ(Bi) = 1 gilt. Für jedes i = 1, . . . , k definieren wir eine gammaverteilte Zufallsvariable
ηi ∼ Ga(1, αµ(Bi)),
wobei eine reellwertige Zufallsvariable der Gammaverteilung Ga(b, p) mit den Parameter b > 0 und





p−1e−bx : x > 0,
0 : x ≤ 0





tx−1e−tdt, x > 0.
Eine Ga(1, 0)-verteilte Zufallsgröße ist per Definition degeneriert bei Null. Für alle i = 1, . . . , k gilt da-
mit Eηi = αµ(Bi) und Varηi = αµ(Bi). Weiterhin nehmen wir an, dass die Zufallsgrößen η1, . . . ,ηk





Die Zufallsgröße η ist dann gammaverteilt mit η ∼ Ga(1, α), da eine abzählbare Summe von un-
abhängigen gammaverteilten Zufallsgrößen mit Parametern (b, pi) gammaverteilt mit den Parametern
(b,
∑
i≥1 pi) ist. Somit sind der Erwartungswert und die Varianz von η gleich α. Es sei außerdem eine




für i = 1, . . . , k




Die Zufallsgrößen ξi sind auf dem Intervall [0, 1] betaverteilt
ξi ∼ Beta(αµ(Bi), αµ(Bci )) mit Bci = X\Bi
für alle i = 1, . . . , k. Dabei heißt eine Zufallsgröße betaverteilt Beta(p, q) mit den Parameter p > 0 und





p−1(b− x)q−1 : a < x < b,
0 : x ≤ 0
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tp−1(1− t)q−1dt, p > 0, q > 0.
Per Definition ist eine Beta(p, 0)- bzw. Beta(0, q)-Zufallsgröße degeneriert bei Eins bzw. Null. Damit
gilt für 1 ≤ i < j ≤ k
E ξi = µ(Bi), Var ξi =
µ(Bi)(1− µ(Bi))
1 + α




Die gemeinsame Verteilung der Zufallsgrößen ξ1, . . . , ξk bezeichnen wir als Dirichletverteilung
D(αµ(B1), . . . , αµ(Bk)),
wobei ein Zufallsvektor (X1, . . . ,Xk) der Dirichletverteilung D(p1, . . . , pk) mit den positiven Parame-
tern (p1, . . . , pk) genügt, wenn
k∑
i=1
Xi = 1 gilt und die Verteilung des (k − 1)-dimensionalen Zufalls-
vektors (X1, . . . ,Xk−1) die Dichte



















bzgl. des Lebesgueschen Maßes auf dem Rk−1 besitzt (vgl. Müller (1991)). Zusätzlich sei die Zufalls-
größe Xi degeneriert an der Stelle 0, falls der zugehörige Parameter pi = 0 ist.
Dirichlet Prozess
Die im Folgenden definierte Familie {P (B) |B ∈ B}von Zufallsgrößen P (B) mit Werten in [0, 1] für alle
B ∈ B erfüllt die Bedingungen 1.-3. der Definition 5.7 eines zufälligen Wahrscheinlichkeitsmaßes (vgl.
Ferguson (1973)). Somit definiert die Familie {P (B) |B ∈ B} eine eindeutig bestimmte Verteilung PP
auf LB. Insbesondere ist P dann eine zufällige Funktion (stochastischer Prozess) mit der Verteilung
PP .
Definition 5.8 (Dirichlet Prozess)
Es sei α eine positive reelle Zahl und µ ein Wahrscheinlichkeitsmaß auf (X,B). Ein Familie von
Zufallsgrößen {P (B) |B ∈ B} wird Dirichlet Prozess
P ∼ Dαµ
mit Parameter αµ genannt, falls für jede messbare Partition B1, . . . , Bk, k ∈ N, von X der zufällige
Vektor
(P (B1), . . . ,P (Bk)) ∼ D(αµ(B1), . . . , αµ(Bk))
dirichletverteilt mit den Parameter (αµ(B1), . . . , αµ(Bk)) ist.
Sei P ein Dirichlet Prozess auf (X,B) mit den Parameter α und µ. Dann gilt für die Erwartungswert-
funktion EP (B) = µ(B) für alle B ∈ B und die Kovarianzfunktion Cov P ist für alle B1, B2 ∈ B
gegeben durch Cov P (B1, B2) =
µ(B1)µ(B2)
1+α falls B1 6= B2 bzw. Cov P (B1, B1) =
µ(B1)(1−µ(B1))
1+α falls
B1 = B2 (vgl. Ferguson (1973)).
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5.4.3 Bayessche Schätzung
Wir betrachten nun das vorgestellte nichtparametrische Modell (vgl. Abschnitt 5.1). Dazu sei P ein
zufälliges Wahrscheinlichkeitsmaß und unter der Bedingung P = P beschreibe die Zufallsvariable Xn
das statistische Experiment (Xn,Bn, Pn|P ∈ P). A priori sei P ein Dirichlet Prozess P ∼ Dαµ, wobei
α positiv und µ ein Wahrscheinlichkeitsmaß auf X sei.
Satz 5.9 (Ferguson (1973))
Es sei eine Beobachtung Xn = xn gegeben. Dann ist das zufällige Wahrscheinlichkeitsmaß P unter
der Bedingung Xn = xn ein Dirichlet Prozess mit
P | Xn = xn ∼ Dαnµn ,
wobei αn = α+ n und µn = αα+nµ+
n
α+n F̂xn ist.
Als Bayessche Schätzung für die unbekannte Verteilung P betrachten wir die a posteriori Erwartungs-
wertfunktion E[P |Xn = xn].
Satz 5.10 (Ferguson (1973))








Bemerkung 5.11 Wählen wir die quadratische Verlustfunktion
LQ(P, P̂ ) := sup
B∈B
(P (B)− P̂ (B))2,
dann wird das a posteriori Risiko
E[LQ(P , P̂ )|Xn = xn] = sup
B∈B
E[(P (Bi)− P̂ (Bi))2|Xn = xn]
durch die a posteriori Erwartungswertfunktion E[P |Xn = xn] minimiert, falls die Zufallsvariablen
P (B)|Xn = xn für alle B ∈ B ein endliches zweites Moment besitzen. 2
5.4.4 Selbstinformativer Grenzwert
Im Folgenden werden wir die im Kapitel 4 vorgestellte iterative Prozedur anwenden. Es sei P ein
zufälliges Wahrscheinlichkeitsmaß und unter der Bedingung P = P seien die Zufallsvariablen Xn1 , . . . ,X
n
r
unabhängig und jede Zufallsvariable Xni beschreibe das statistische Experiment
(Xn,Bn, Pn|P ∈ P).
Insbesondere beschreibt somit unter der Bedingung P = P der Vektor Xrn = (Xn1 , . . . ,X
n
r ) das
statistische Experiment (Xrn,Brn, P rn|P ∈ P). A priori nehmen wir weiterhin an, dass P ein Dirichlet
Prozess mit
P ∼ Dαµ
sei, wobei α eine positive Zahl und µ ein Wahrscheinlichkeitsmaß ist. Damit ergibt sich direkt aus
dem Satz 5.9, dass die a posteriori Verteilung PP |X
rn=xrn von P unter der Bedingung Xrn = xrn
durch einen Dirichlet Prozess mit den Parametern α + rn und αα+rnµ +
rn
α+rn F̂xrn beschrieben wird.
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Für eine Beobachtung Xrn = xrn bezeichnen wir mit F̂xrn die empirische Verteilung der Werte








von P . Nehmen wir nun an, dass r-mal der Vektor xn ∈ Xn beobachtet wurde
Xrn = 1tr ⊗ xn = (xn, . . . , xn),
so ist die a posteriori Verteilung PP |X
rn=1tr⊗x
n
von P durch einen Dirichlet Prozess Dαrµr mit den
Parametern αr := α + rn und µr := αα+rnµ +
rn
α+rn F̂xn beschrieben und die Bayessche Schätzung
P̂r(1tr ⊗ xn) von P ist gegeben durch







Satz 5.12 Für alle xn ∈ Xn ist die empirische Verteilung F̂xn der selbstinformative Grenzwert der
Folge der Bayesschen Schätzungen P̂1(xn), P̂2(1t2 ⊗ xn), . . ..
Beweis : Offensichtlicher Weise gilt die punktweise Konvergenz
F̂xn(B) = lim
r→∞









|µ(B) + F̂xn(B)| ≤ 2
α
α+ rn




Es seien X1, . . . ,Xn unabhängige Zufallsvariablen mit Werten in dem messbaren Raum
(Rp,Lp), wobei Lp die Borel-σ-Algebra über Rp bezeichnet. Die Vektoren X1, . . . ,Xn fassen wir
als Zeilenvektoren auf, deren Randverteilung durch
EXi = ZiB, Cov Xi = Σ, Xi ∼ Pi, i = 1, . . . , n, (6.1)
festgelegt sei. Die n × k Matrix Z mit den Zeilen Zi besitze den vollen Spaltenrang k < n und sei
fest vorgegeben. Weiterhin enthalte der Spaltenraum R(Z) den n-dimensionalen Einsvektor 1n. Ferner
bezeichnen wir mit X die zufällige n× p Matrix (Xt1, . . . ,X
t
n)
t. Die k× p Matrix B, die p× p Matrix
Σ und die Randverteilungen P1, . . . , Pn auf Lp sind unbekannt.
In den nächsten beiden Abschnitten werden wir die vMLS nach Kiefer und Wolfowitz sowie nach Gill
bestimmen. Dazu wählen wir die folgende Parametrisierung
Xi = ZiB + Ui für i = 1, . . . , n.
Die p-dimensionalen Zufallsvariablen U1, . . . , Un seien unabhängig mit identischer Randverteilung G
auf Lp. Die Verteilung G variiert in der Menge P0+ aller Wahrscheinlichkeitsverteilungen auf B mit
Erwartungswert 0 und endlichem zweiten Moment. Offensichtlich ist für i = 1, . . . , n die Randverteilung
von Xi eindeutig durch den Parameter θ = (B,G) und den Vektor Zi bestimmt, so dass wir die
Randverteilung der Zufallsvariable Xi mit Pθ,Zi für i = 1, . . . , n und die Verteilung der Zufallsvariable
X mit Pθ,Z :=
∏n
i=1 Pθ,Zi bezeichnen. Der Parameterraum ist dann gegeben durch Θ = R
k×p × P0+
und die zufällige Matrix X beschreibt das statistische Experiment
(Rn×p,Bn×p, Pθ,Z | θ ∈ Θ). (6.2)
Weiterhin sind wir an dem unbekannten Parameter Σ interessiert. Wählen wir die vorgestellte Para-
metrisierung θ ∈ Θ, so ist Σ ein abgeleiteter Parameter
Σ = ϕ(θ).
Existiert insbesondere eine vMLS θ̂ im Sinne von Kiefer und Wolfowitz bzw. Gill, so ist durch
Σ̂ = ϕ(θ̂) (6.3)
eine vMLS für Σ festgelegt.
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Bemerkung 6.1 Das semiparametrische lineare Modell ist im Allgemeinen kein Spezialfall des im
Kapitel 5 vorgestellten nichtparametrischen Modells, da die gemeinsame Verteilung
∏n
i=1 Pθ,Zi des
Vektors X = (Xt1, . . . ,X
t
n)
t sich mit Ausnahme einiger Spezialfälle nicht mehr als Produkt
∏n
i=1 P
identischer Randverteilungen P darstellen lässt. Somit ist ein Übertragen der im Kapitel 5 erzielten
Ergebnisse nicht direkt möglich. Einen Spezialfall in dem das semiparametrische lineare Modell eine
Verteilungsfamilie definiert, die in der Verteilungsfamilie des nichtparametrische Modells enthalten ist,
betrachten wir im Abschnitt 6.5. 2
6.2 Ansatz von Kiefer und Wolfowitz




Pθ,Zi |θ ∈ Θ)
beschreibende zufällige n× p Matrix.
In Analogie zum nichtparametrischen Modell (vgl. Abschnitt 5.2) definieren wir für alle
x = (xt1, . . . , x
t
n)




G({xi − ZiB}) für B ∈ Rk×p und G ∈ P
eine ”Likelihood-Funktion“. Wir werden nachweisen, dass θ̂(x) ∈ Θ genau dann eine eine vMLS nach




Ferner bezeichnen wir für alle x ∈ Rn×p und B ∈ Rk×p mit F̂B,x die empirische Verteilung der Werte
(x1 − Z1B, . . . , xn − ZnB) sowie mit x = 1n
n∑
i=1









1. Lx(B̂, F̂B̂,x) = max{Lx(B, F̂B,x) |x = ZB, B ∈ Rk×p},
2. Ĝ ist die empirische Verteilung F̂B̂,x der Residuen (x1 − Z1B̂, . . . , xn − ZnB̂).
Beweis : Es sei x = (xt1, . . . , x
t
n)
t ∈ Rn×p beliebig fixiert. Für alle θ = (B,G) ∈ Θ gilt nun mit
Lemma 5.1
Lx(B, F̂B,x) ≥ Lx(B,G), (6.4)
wobei die Gleichheit nur für G = F̂B,x erfüllt ist. Im Allgemeinen ist F̂B,x nicht in der Menge P0+
enthalten. Insbesondere gilt offensichtlich F̂B,x ∈ P0+ genau dann, wenn x = ZB gilt. O.B.d.A. sei
x 6= ZB, dann folgt x = ZB̃ für B̃ = B + (ZtZ)−1Zt1n(x− ZB) und weiterhin
Lx(B̃, F̂B̃,x) = Lx(B, F̂B,x) ≥ Lx(B,G), (6.5)
wobei die Gleichheit nur für (B,G) = (B̃, F̂B̃,x) gilt. Damit folgt die Behauptung. 2
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Satz 6.3 Es sei eine Beobachtung X = x mit X ∼ Pθ,Z und θ ∈ Θ gegeben. Eine Schätzung
θ̂(x) = (B̂(x), Ĝ(x)) ist genau dann eine verallgemeinerte Maximum-Likelihood-Schätzung nach Kiefer
und Wolfowitz, wenn sie die folgenden Bedingungen erfüllt:
1. Lx(B̂(x), F̂B̂(x),x) = max{Lx(B, F̂B,x) |x = ZB, B ∈ Rk×p},
2. Ĝ(x) ist die empirische Verteilung F̂B̂(x),x der Residuen (x1 − Z1B̂(x), . . . , xn − ZnB̂(x)).
Beweis : Es sei x = (xt1, . . . , x
t
n)
t beliebig fixiert und es gelten für θ̂(x) die 1. und 2. Bedingung, dann























an der Stelle x eindeutig
festgelegt und positiv ist.









[Pθ̂(x),Zi + Pθ,Zi ]({xj − ZjB̂(x) + ZiB̂(x)})
für alle y ∈ Rp
eine Festlegung der Radon-Nikodym Dichte von Pθ̂(x),Zi bzgl. [Pθ̂(x),Zi + Pθ,Zi ]. Weiterhin ist
[Pθ(x),Zi + Pθ,Zi ]({xi}) positiv und somit die Radon-Nikodym Dichte an der Stelle x eindeutig durch
dPθ̂(x),Zi




für alle i = 1, . . . , n











Lx(B̂(x), F̂B̂(x),x) ≥ Lx(θ)
gilt. Die Behauptung folgt somit direkt aus Lemma 6.2. 2
Korollar 6.4 Es sei θ̂(x) = (B̂, Ĝ) für eine Beobachtung X = x eine vMLS nach Kiefer und Wolfo-
witz. Dann gilt
Pθ̂(x),Z({x}) > 0.
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folgt die Behauptung aus Satz 6.3. 2
Bemerkung 6.5 Nehmen wir an, dass die Beobachtung x im Spaltenraum R(Z) von Z enthalten ist,
dann erhalten wir eine eindeutig definierte Lösung durch
B̂q(x) = (ZtZ)−1Ztx.
Offensichtlich erfüllt B̂q(x) die Bedingung x = ZB̂q(x) und ist das eindeutig bestimmte Maximum von
Lx(θ) für alle θ ∈ Θ. Andererseits für x 6∈ R(Z) ist im Allgemeinen die Lösung nicht eindeutig und
entspricht nicht der Kleinsten Quadrate Lösung B̂q(x). Betrachten wir zum Beispiel ein Zweistichpro-












sowie die Beobachtung xt = (1;−1;−2; 2). Die Kleinste Quadrate Lösung ist B̂q(x) = (0; 0)t und
führt zu der Menge {1;−1;−2; 2} der Residuen xi−ZiB̂q(x), i = 1, . . . , 4. Das Maximum der Funktion
Lx(B, F̂B,x) für B ∈ R4 wird zum Beispiel von B1 = (0.5,−0.5) mit der Residuenmenge
{0.5;−1.5;−1.5; 1.5} oder B2 = (−0.5, 0.5) mit der Residuenmenge {1.5;−0.5;−2.5; 1.5} aber nicht
von B̂q(x) angenommen, da
1
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= L(B1, F̂B1,x) = max
B∈R
x=ZB
Lx(B, F̂B,x) ≥ Lx(B̂q(x), F̂B̂Q(x),x) =
1
256
gilt. Analoge Situationen kann man auch für andere Beobachtungen x 6∈ R(Z) angeben. 2
6.3 Ansatz von Gill




Pθ,Zi |θ ∈ Θ)
beschreibende zufällige n × p Matrix. Weiterhin sei für i = 1, . . . , n und alle B ∈ Rk×p die messbare
Abbildung
TZiB(x) = x+ ZiB für alle x ∈ Rp





Wir geben nun eine Abbildung ψ an, die die geforderten Eigenschaften (vgl. Annahme 3.2) erfüllt und
bestimmen mit Hilfe der Abbildung ψ die verallgemeinerte Maximum-Likelihood-Schätzung nach Gill.
Ferner haben wir in dem Satz 6.3 gezeigt, dass im Allgemeinen keine eindeutig definierte vMLS nach
Kiefer und Wolfowitz existiert (vgl. Bemerkung 6.5). Somit können wir auch keine eindeutig definierte
vMLS nach Gill erwarten (vgl. Bemerkung 3.5 und Korollar 6.4).
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Annahme A.6.1 Wir bezeichnen mit Cb(Rp,Lp) die Menge aller beschränkten stetigen Funktionen

























Lemma 6.6 Es gelte die Annahme A.6.1, dann ist ψ(θ, h, c) ∈ Θ und die Annahme 3.2 ist erfüllt.
Beweis : Es seien θ = (µ,G) ∈ Θ und h ∈ Cb(Rp,Lp) beliebig fixiert und c hinreichend nahe an 0
gewählt. Nun ist 1 + ch(x) nicht negativ für alle x ∈ Rp und das Integral
∫
Rp









eine Dichtefunktion eines Wahrscheinlichkeitsmaßes F bzgl. des dominierenden Maßes G. Weiterhin
besitzt G und somit auch F ein endliches erstes und zweites Moment. Wir bezeichnen mit µF ∈ Rp
den Erwartungswert von F und B + (ZtZ)−1Zt1nµF mit B̃. Dann gilt







(C)) für alle C ∈ B und i = 1, . . . , n
und somit φ(θ, h, c) ∈ Θ. Offensichtlich ist ψ(θ, h, 0) = θ und die Dichte dPψ(θ,h,c),ZidPθ (x) für alle x ∈ R
p
in c an der Stelle c = 0 differenzierbar. 2
Des weiteren sind für x = (xt1, . . . , x
t
n)
t ∈ Rn×p, h ∈ Cb(Rp,Lp) und θ ∈ Θ die Likelihood-Funktion
bzw. Likelihood-Gleichung (vgl. (3.3)) durch
Lx(c, θ, h, Z) =
n∏
i=1

















Satz 6.7 Es sei eine Beobachtung X = x mit X ∼ Pθ,Z und θ ∈ Θ gegeben. Eine Schätzung
θ̂(x) = (B̂(x), Ĝ(x)) ist eine verallgemeinerte Maximum-Likelihood-Schätzung nach Gill, falls sie die
folgenden Bedingungen erfüllt:
1. Es gilt x = ZB̂(x).
2. Ĝ(x) ist die empirische Verteilung der Residuen (x1 − Z1B̂(x), . . . , xn − ZnB̂(x)).
Beweis : Es sei x = (xt1, . . . , x
t
n)
t ∈ Rn×p beliebig fixiert. Eine Schätzung θ̂ ist eine vMLS nach Gill,
falls sie Lösung der Likelihood-Gleichungen (vgl. Definition 3.3)












ist. Unter der Bedingung Ĝ ∈ P0+ folgt nun die Behauptung des Satzes. 2
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Bemerkung 6.8 Die Menge der vMLS nach Kiefer und Wolfowitz ist wie erwartet eine Teilmenge der
Menge der vMLS nach Gill. Betrachten wir den Fall, dass die Beobachtung x im Spaltenraum R(Z)
der Matrix Z liegt. Dann ist die vMLS für B und somit auch für G und Σ nach Kiefer und Wolfowitz
eindeutig bestimmt und entspricht der Kleinsten Quadrate Lösung B̂q (vgl. Bemerkung 6.5). Dagegen
ist im Allgemeinen die vMLS nach Gill auch für x ∈ R(Z) nicht eindeutig. Andererseits ist die Kleinste
Quadrate Lösung B̂q für B immer eine vMLS nach Gill aber nur in speziellen Fällen eine vMLS von
Kiefer und Wolfowitz (vgl. Bemerkung 6.5). Natürlich ist dieser Vergleich nicht ganz fair, da eine besser
geeignete Abbildung ψ existieren könnte, für die mindestens die Gleichheit beider Konzepte folgt. Im
Abschnitt 6.5 werden wir den Spezialfall eines Lokationsmodells betrachten und sehen, dass die hier
vorgestellte Abbildung ψ in dem Lokationsmodell eine eindeutige Lösung liefert. 2
6.4 Selbstinformativer Grenzwert
6.4.1 A priori Annahmen
Es sei X eine das semiparametrische lineare Modell beschreibende Zufallsvariable (vgl. Abschnitt 6.1).
Unter der Annahme, dass die Zufallsvariablen X1, . . . ,Xn einer Normalverteilung folgen und a priori
der Parameter (B,Σ) eine Normal-Wishart-Verteilung besitzt, sind die Bayesschen Schätzungen für
B und Σ bekannt (vgl. Abschnitt 4.6.3). Ausgehend von diesem Ergebnis werden wir annehmen, dass
die unbekannte Verteilung der Zufallsvariablen X1, . . . ,Xn durch eine Realisierung eines Dirichlet
Prozesses und einer Normal-Wishart-Verteilung festgelegt sei. Der Dirichlet Prozess P ∼ Dαµ (vgl.
Abschnitt 5.4.2) wird durch den Parameter α ∈ R+ und das Wahrscheinlichkeitsmaß µ auf (Rp,Lp)
festgelegt. Insbesondere besitzen Dαµ-fast alle Realisierungen P des Dirichlet Prozesses ein endliches
zweites Moment, falls das zweite Moment von µ endlich ist. (vgl. Ferguson (1973), Hartigan (1983),
Simar (1984)).
Wir nehmen an, dass für die Zufallsvariablen X1, . . . ,Xn gelte
Xi = ZiA+ UiΛ−
1
2 für i = 1, . . . , n. (6.7)
Die p-dimensionalen Zufallsvariablen U1, . . . , Un seien unabhängig und identisch G-verteilt. Mit Hilfe
der Parameter A,Λ und G ist die Verteilung der Zufallsvariable Xi für i = 1, . . . , n festgelegt. A priori
fassen wir θ = (A,Λ) und G als Realisierung der unabhängigen Zufallsvariablen ϑ und P auf. Die
Zufallsvariable ϑ sei Normal-Wishart-verteilt (vgl. Abschnitt 4.6.3)
ϑ ∼ NW (k, p, l, A0,M0, S0), (6.8)
wobei l−k > p, A0 ∈ Rk×p, M0 bzw. S0 eine positiv definite k×k bzw. p× p Matrix sei. Das zufällige
Maß P sei ein Dirichlet Prozess (vgl. Abschnitt 5.4.2)
P ∼ DαNp(0,Ip), (6.9)
dabei sei α eine positive reelle Zahl und Np(0, Ip) die Standardnormalverteilung auf Rp.
Bemerkung 6.9 Im Allgemeinen besitzt eine Realisierung G des Dirichlet Prozesses nicht den Er-
wartungswert Null und die Einheitsmatrix als Kovarianzmatrix, so dass hier eine Reparametrisierung
vorgenommen wird. Die Parameter A,Λ und die Verteilung G legen mit Gleichung (6.7) die Vertei-
lung Pi = Pi(A,Λ, G) der Zufallsvariable Xi für i = 1, . . . , n fest. Die interessierenden Parameter des
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Modells (6.1) ergeben sich dann als
B = A+ Z+1µGΛ−
1





wobei µG der Erwartungswert, CG die Kovarianz von G und Z+ = (ZtZ)−1Zt ist. Natürlich sind damit
A und Λ im Allgemeinen nicht identifizierbar. Dies ist aber keine Einschränkung für einen Bayesschen
Ansatz (vgl. Kapitel 4.6). Ferner sind wir nicht an A und Λ sondern nur an den identifizierbaren
ursprünglichen Parametern B und Σ interessiert. 2
6.4.2 Bayessche Schätzungen
In Bunke (2002) werden die im Folgenden dargestellten Bayesschen Schätzungen bestimmt. Wir werden
nachweisen, dass für diese Festlegung der Bayesschen Schätzungen der vorgestellte selbstinformative
Grenzwert existiert und den bekannten Kleinste Quadrate Lösungen für die Parameter B und Σ sowie
der empirischen Verteilung der Residuen entspricht.
Es sei N1v, . . . , N|v|v ein Partition v der Menge N = {1, . . . , n}. Die Menge aller Partitionen v sei
D. Der (i, j) Eintrag der Inzidenzmatrix Kv einer Partition v ist 1, falls i, j in einem Segment der
Partition v liegen und in allen anderen Fällen gleich 0. Die Anzahl der Elemente in einem Segment
Niv sei niv und o.B.d.A. gelte n1v ≥ · · · ≥ n|v|v. Die Partition mit nur einelementigen Segmenten sei
∗, d.h. ni∗ = 1 für i = 1, · · · , n. Dann ist
K∗ = In.
Für alle Partitionen v ∈ D\{∗} existiert o.B.d.A. ein qv ∈ N mit
∀ j = 1, . . . , qv : njv > 1 und ∀ j = qv + 1, . . . , |v| : njv = 1.
Des weiteren seien nv :=
qv∑
i=1
niv und Bv = Diag[1n1v , . . . ,1nqvv ]. Dann existiert eine n × nv Matrix
Cv, deren Spalten Einheitsvektoren des Rn sind mit CtvCv = Inv und
Kv = In + Cv(BvBtv − Inv )Ctv. (6.11)
Lemma 6.10 Es sei M eine positiv definite k×k Matrix, Z eine n×k Matrix mit Rang k. Dann gilt:
Rang[ZMZt +Kv] = n ⇔ Rang[(CtvZ
...Bv)] = nv.











gilt, wobei Cv durch CvC
t









äquivalent zu Rang[ZMZt +Kv] = n, so dass die Behauptung folgt. 2
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Bemerkung 6.11 Eine zufällige k × p Matrix B besitzt eine verallgemeinerte t-Verteilung
B ∼ GMt(v, k, p,M0, S0, B0),
wenn die Dichte bzgl. des Lebesgue Maßes im Rk×p gegeben ist durch (vgl. Humak (1977), S.491, A














2 |M0 + (B −B0)tS−10 (B −B0)|−
v
2
mit den reellwertigen Parametern v, k, p ≥ 1, einer k × p Matrix B0, sowie positiv definiten p× p und
k × k Matrizen M0 und S0, wobei Γ die Gammafunktion ist. 2
Annahme A.6.2 Für alle X ∈ Rn×p definieren wir die Parameter
Ωv := ZM0Zt +Kv, αv :=
α|v|




D := {v ∈ D |Rang[Ωv] = n}, Ãv := A0 +M0ZtΩ−1v (X − ZA0),
Λ̃−1v :=
1
n+ l − k
S̃v, S̃v := S0 + (X − ZA0)tΩ−1v (X − ZA0),








hiv := Zi∆̃vZti , hijv := (Zi − Zj)∆̃v(Zi − Zj)t,
und die Verteilungen Fiv bzw. Gijv auf Lp. Die Verteilung Fiv ist eine verallgemeinerte
t-Verteilung GMt(n + l − k, 1, p, hiv + 1, S̃v, ZiÃv). Die Verteilung Gijv ist eine verallgemeinerte t-
Verteilung GMt(n + l − k, 1, p, hijv, S̃v, Xj + (Zi − Zj)Ãv), falls hijv positiv ist und in allen anderen
Fällen das Punktmaß δXj+(Zi−Zj)Ãv .










kvP̃iv für i = 1, . . . , n





































(X − ZÃv)t(X − ZÃv)−
n2
(n+ α)(n+ α+ 1)
(X − ZÃv)t(X − ZÃv).
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Bemerkung 6.13 In Bunke (2002) wird gezeigt, dass die Randverteilung PX des zufälligen Vektors








ist. Die Verteilungen PXv sind konzentriert auf Mengen Xv, d.h., es gilt
PXv (Xv) = 1.
Insbesondere sind die Mengen Xv disjunkt und in linearen Unterräumen Lv des Rn×p enthalten. Jede
Verteilung PXv ist weiterhin absolut stetig bzgl. des Lebesgue Maßes λv auf Lv. Weiterhin sind die
vorgestellten Bayesschen Schätzungen Festlegungen der bedingten Erwartungswerte. Insbesondere sind
wegen Satz 4.5 die Festlegungen der bedingten Erwartungswerte eindeutig, da wir in der Beobachtung
X = X stetige Festlegungen gewählt haben. 2
6.4.3 Selbstinformativer Grenzwert
Für r ∈ N betrachten wir r unabhängige Wiederholungen des linearen Modells, d.h. das erweiterte
lineare Modell mit rn Zufallsvariablen X̃r1 , . . . , X̃
r
rn und der Regressionsmatrix Zr = 1r⊗Z. In diesem
Modell ergeben sich die Bayesschen Schätzungen B̃r, Σ̃r, P̃ir direkt aus Satz 6.12. Wählen wir die
originale Beobachtung X des Modells (6.1) als einen speziellen Wert X̃r = 1r ⊗ X in dem Modell
mit r Wiederholungen, so erhalten wir eine Festlegung B̃(r), Σ̃(r), P̃i(r) der Bayesschen Schätzung
nach r Iterationen. Mit Bemerkung 6.13 ist diese Festlegung eindeutig, wenn wir nur stetige Versionen
betrachten. Im Folgenden werden wir zeigen, dass die Folgen (B̃(r))r∈N, (Σ̃(r))r∈N, (P̃i(r))r∈N konver-
gieren und somit der selbstinformative-Grenzwert existiert.




kvr B̃vr , Σ̃r =
∑
vr∈Dr




Zuerst werden wir zeigen, dass eine von r unabhängige Menge [D] existiert, so dass für die Bayesschen
Schätzungen mit dem speziellen Wert X̃r = 1r ⊗X gilt
B̃(r) = k∗r B̃∗r +
∑
[v]∈[D]
k̃[v]rB̃[v]r, Σ̃(r) = k∗r Σ̃∗r +
∑
[v]∈[D]




Im Anschluss daran werden wir nachweisen, dass für alle [v] ∈ [D] die Folgen (k∗r )r∈N, (B̃∗r )r∈N,
(Σ̃∗r )r∈N, (P̃i∗r )r∈N und (k̃[v]r)r∈N, (B̃[v]r)r∈N,(Σ̃[v]r)r∈N, (P̃i[v]r)r∈N für r → ∞ konvergieren. Ab-
schließend werden wir dann die selbstinformativen Grenzwerte bestimmen.
Es sei r ∈ N fixiert und Dr bezeichne die Menge aller Partitionen von {1, . . . , rn}. Die Partition mit
einelementigen Segmenten bezeichnen wir mit ∗r. Ferner existieren für alle Partitionen vr ∈ Dr\{∗r}
Matrizen
Bvr = Diag[1n1vr , . . . ,1nqvr vr ] und Cvr = (e
r




wobei eri den i-ten Einheitsvektor des R
rn bezeichnet, mit
Kvr = Irn + Cvr (BvrB
t
vr − Invr )C
t
vr .
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Nun definieren wir für alle vr ∈ Dr\{∗r} mit Cvr = (eri1 , . . . , e
r
invr
) eine n× nv Matrix
C[vr]r := (e[i1]r , . . . , e[invr ]r ), (6.12)
dabei ist e[j]r der [j]r-te Einheitsvektor des R
n mit
[j]r := j mod r ∈ {1, . . . , n}, ∀ j ∈ {1, . . . , rn}. (6.13)





r = Ct[vr]rX. (6.14)
Definition 6.14 Zwei Partitionen vr, ṽr ∈ Dr\{∗r} sind äquivalent (vr ∼ ṽr), falls gilt
Bvr = Bṽr und C[vr]r = C[ṽr]r .
Des weiteren sei Dr ⊂ Dr die Menge aller Partitionen vr mit Rang[ZrM0Ztr +Kvr ] = rn und [Dr] die
Menge aller Äquivalenzklassen Dr(vr) bzgl. ∼ in Dr\{∗r}.
Lemma 6.15 Es sei X̃r = 1r ⊗ X, dann gilt für alle Partitionen ṽr einer Äquivalenzklasse Dr(vr)
mit vr ∈ Dr\{∗r}
kvr = kṽr , B̃vr = B̃ṽr , Σ̃vr = Σ̃ṽr , P̃ivr = P̃iṽr für i = 1, . . . , n.
Die Anzahl #Dr(vr) der Partitionen in einer Äquivalenzklasse Dr(vr) ist
#Dr(vr) = rnvr dvr mit limr→∞ dvr = 1.
Beweis : Es seien vr ∈ Dr\{∗r} und ṽr ∈ Dr(vr) beliebig fixiert. Dann besitzen ṽr und vr die gleiche
Anzahl an Segmenten und die gleiche Anzahl an Indizes pro Segment, so dass αṽr = αvr gilt. Auf
Grund der Äquivalenz von ṽr und vr (vgl. (6.14)) folgt mit Xr = 1⊗X



















für alle v ∈ Dr\{∗r} mit












Wegen (6.15) folgt dann Hvr = Hṽr und somit auch
XtrΩ
−1
























Weiterhin gilt unter der Annahme A.6.2 nun
Avr = Aṽr , Svr = Sṽr , ∆vr = ∆ṽr , ρvr = ρṽr .




















...C ṽr)| = |Ωṽr| (6.16)
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folgt. Damit folgt der erste Teil der Behauptung. Mittels kombinatorischen Abzählens lässt sich die
Anzahl #Dr(vr) der Partitionen in der Äquivalenzklasse Dr(vr) bestimmen. Die zur Matrix C[vr]r
zugehörige Aufteilung der Indexmenge sei N1[vr]r , . . . , Nqvr [vr]r . Die Anzahl der Indizes in dem Segment
Ni[vr]r sei nivr , dabei können Indizes in dieser Aufteilung mehrfach auftreten. Es seien nun t1, . . . , tm
die paarweise verschiedenen Indizes mit Häufigkeiten h1, . . . , hm in der Menge T =
⋃qvr
i=1Ni[vr]. Gesucht
ist die Anzahl von Aufteilungen der Indexmenge Nr = {1, . . . , rn} in Segmente N1vr , .., Nqvrvr , wobei
die Anzahl der Indizes pro Segment erneut nivr ist und kein Index mehrfach auftreten kann. Zu jedem
Index ti ∈ T existieren r Indizes l in der Menge Nr mit [l]r = ti. Aus diesen r Indizes werden hi
verschiedene ausgewählt, dafür gibt es r(r − 1) · · · (r − hi + 1) Möglichkeiten. Da dies für jeden Index














Möglichkeiten der Aufteilung. 2
Zu jeder Äquivalenzklasse Dr(vr) existieren Matrizen B und C mit (vgl. Definition 6.14)
B = Bṽr und C = C[ṽr]r , für alle ṽr ∈ Dr(vr).
Wir fassen nun [v] = (B,C) als einen Repräsentanten der Äquivalenzklasse Dr(vr) auf und geben
ein vollständiges Repräsentantensystem [D] an, welches unabhängig von r ist, aber natürlich von der
Matrix Z abhängt. Das folgende Lemma liefert die zentrale Voraussetzung für die darauf folgende
Definition des vollständigen Repräsentantensystems.
Lemma 6.16 Für alle Partitionen vr ∈ Dr\{∗r} gilt
qvr∑
i=1
nivr < k + qvr , qvr < k, nivr ≤ k für i = 1, . . . , qvr .
Beweis : Wegen Lemma 6.10 gilt Rang[CtvrZr
...Bvr ] = nvr für alle Partitionen vr ∈ Dr\{∗}. O.B.d.A.
seien Z11, . . . , Z1n1 , . . . , Zqnq die Zeilen einer n×k Matrix Z mit Rang[Z] = k und ni > 1, i = 1, . . . , q
sowie
∑q











































Somit sind die n− q Zeilenvektoren
Z12 − Z11, . . . , Z1n1 − Z11, . . . , Zq2 − Zq1, . . . , Zqnq − Zq1 (6.17)
linear unabhängig. Wir werden zeigen, dass die Behauptungen
n < k + q, q < k ni ≤ k für i = 1, . . . , q
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aus der Annahme der Unabhängigkeit der n− q Zeilenvektoren (6.17) folgt.
O.B.d.A. sei {Z1, . . . , Zk} eine linear unabhängige Teilmenge der n Zeilenvektoren von Z. Dann lässt
sich jede Zeile als Linearkombination Zij =
k∑
m=1
cijmZm darstellen. Ferner sind die n−q Zeilenvektoren
















nur die triviale Lösung oder äquivalent dazu die k × n− q Matrix
M :=
(c121 − c111) · · · (cqnq1 − cq11)... ...
(c12k − c11k) · · · (cqnqk − cq1k)

den Rang n− q besitzt. Unter der Annahme, dass der Einsvektor 1n im Spaltenraum R(Z) enthalten
ist, folgt 0 =
∑k
m=1(cijm − ci1m) für i = 1, . . . , q, so dass die Zeilen der Matrix linear abhängig sind.
Damit folgt die Behauptung n < k + q. Nehmen wir nun an, dass q ≥ k ist, dann gilt n − q ≥ q ≥ k,
da ni > 1 für i = 1, . . . , q ist, was aber im Widerspruch zur Annahme das Rang[M ] = n − q steht,
so dass die Behauptung q < k folgt. Wählen wir schließlich o.B.d.A. q = 1, so folgt aus n < k + q die
Behauptung ni ≤ k für i = 1, . . . , q. 2
Wir bezeichnen mit B die Menge aller Matrizen
B = Diag[1n1 , . . . ,1nmB ] (6.18)
mit n1 ≥ · · · ≥ nmB > 1, mB , n1, . . . , nmB ∈ N und nB :=
mB∑
i=1
ni. Weiterhin definieren wir für alle
B ∈ B die Menge C(B,Z) aller n× nB Matrizen C = (ei1 , . . . , einB ) mit
Rang[CtZ
...B] = nB . (6.19)
Insbesondere sei nun Bk die Menge aller Matrizen B ∈ B mit
mB < k, nB < k +mB , niB ≤ k für i = 1, . . . ,mB (6.20)
und
[D] := {[v] = (B,C) |C ∈ C(B,Z), B ∈ Bk}. (6.21)
Lemma 6.17 Für alle r ≥ k ist [D] ein vollständiges Repräsentantensystem für die Menge [Dr] der
Äquivalenzklassen Dr(vr).
Beweis : Es sei r ≥ k fixiert. Für alle Partitionen vr ∈ Dr\{∗r} existiert nun mit Lemma 6.16 ein
[v] = (B,C) ∈ [D] mit B = Bvr und C = C[vr]r . Andererseits können wir zu jedem [v] = (B,C) ∈ [D]
eine Partition vr ∈ Dr\{∗r} mit
B = Bvr und C = C[vr]r
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konstruieren. Dazu sei B ∈ Bk mit den Konstanten mB , nB , n1B , . . . , nmBB und C ∈ C(B,Z) mit
C = (ei1 , . . . , einB ) beliebig fixiert. Wir betrachten nun die Spalten ei1 , . . . , einB der Matrix C und
definieren die Mengen
Nj := {ik |
j−1∑
l=1
nlB + 1 ≤ k ≤
j−1∑
l=1
nlB + njB}, j = 1, . . . ,mB
der Indizes der Einheitsvektoren eik . Insbesondere gilt dann #Nj = njB . Definieren wir nun für
j = 1, . . . ,mB die Mengen
Nrj := {i+ (j − 1)n | i ∈ Nj} ⊂ {(j − 1)n+ 1, . . . , jn},













{i} = {1, . . . , rn}
eine Partition aus Dr\{∗r} mit den zugehörigen Matrizen Bvr und Cvr , wobei nach Konstruktion
B = Bvr und C = C[vr]r
gilt. 2
Betrachten wir somit eine Äquivalenzklasse Dr(vr) für vr ∈ Dr\{∗r}. So können wir diese mit dem
zugehörigen Element [v] ∈ [D] identifizieren. Weiterhin sind für den Wert X̃r = 1r⊗X mit Lemma 6.15
die zugehörigen Parameter für alle Elemente der Äquivalenzklasse Dr(vr) identisch, so dass wir sie






















Im Folgenden gehen wir nun zur der angekündigten Darstellung
B̃(r) = k∗r B̃∗r +
∑
[v]∈[D]
k̃[v]rB̃[v]r, Σ̃(r) = k∗r Σ̃∗r +
∑
[v]∈[D]




über und zeigen, dass die auftretenden Folgen konvergieren. Insbesondere benötigen wir die folgende
Eigenschaft der verallgemeinerten t-Verteilung.
Lemma 6.18 Es sei (Fn)n∈N eine Folge von verallgemeinerten t-Verteilungen
GMt(nhn, 1, p, n−1dn, nBn, cn) für n ∈ N, wobei für die Parameter gelte:
1. (Bn)n∈N sei eine Folge positiv definiter p× p Matrizen mit dem Grenzwert B0 und sp[B0] > 0,
2. (cn)n∈N sei eine Folge von Vektoren cn ∈ Rp mit dem Grenzwert c0 ∈ Rp,
3. (hn)n∈N und (dn)n∈N seien positive Folgen mit den Grenzwerten h0 > 1 und d0 ≥ 0, wobei
hn >
p
n für alle n ∈ N gelte.
Dann konvergiert die Folge (Fn)n∈N schwach gegen das Punktmaß δc0 an der Stelle c0
Fn
W−→ δc0 für n→∞.
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Beweis : Wir zeigen mit Hilfe des Satzes von der dominierten Konvergenz, dass für das Komplement




Es sei ε > 0 fixiert und (fn)n∈N die Folge der zugehörigen Dichtefunktionen (vgl. Bemerkung 6.11).
Wir werden zeigen:
1. für alle y ∈ Bcε(c0) gilt lim
n→∞
fn(y) = 0,
2. es existiert eine integrierbare Majorante g : Bcε(c0) → [0,∞] mit |fn| ≤ g,
so dass die Behauptung aus dem Satz von der dominierten Konvergenz folgt.
Mittels algebraischer Umformungen erhalten wir die folgende Abschätzung für die Dichte fn einer











2 (1 + p−1(sp[Bn]dn)−1 ||y − cn||2)−
nhn
2 ,





2n ) > 0 und
bn = sp[Bn]dn > 0 konvergente Folgen mit den Grenzwerten a0 > 0, b0 ≥ 0 und es gilt
fn(y) ≤ ncanb
− p2
n (1 + (pbn)−1 ||y − cn||2)−
nhn
2 .




Insbesondere gilt somit der erste Teil der benötigten Voraussetzungen. Andererseits existiert eine Kon-
stante M <∞, so dass für alle n ≥ n0 gilt
fn(y) ≤
M
(||y − c0|| − ε2 )p+2
=: g(y) für alle y ∈ Bcε(c0).
Damit folgt der zweite Teil, da die Majorante g integrierbar ist. Somit sind die Voraussetzungen für
den Satz von der dominierten Konvergenz erfüllt und es folgt die Behauptung. 2
Es sei M ein k× l Matrix mit Rang[M ] = l. Wir bezeichnen mit PR(M) die Projektion M(M tM)−1M t
auf den Bildraum R(M) und mit PN(M) die Projektion Ik−M(M tM)−1M t auf den Nullraum N(M) der
linearen Abbildung M . Des weiteren bezeichnen wir mit M+ die Moore-Penrose Inverse (M tM)−1M t
von M .
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Beweis : Unter den Voraussetzungen des Satzes 6.12 gilt
S̃∗r = S0 + (Xr − ZrA0)tΩ−1∗r (Xr − ZrA0),




∗r (Xr − ZrA0),
∆̃∗r = M0 −M0ZtrΩ−1∗r ZrM0,




























führen, werden im Lemma 6.25 im Anschluss an diesen Abschnitt dargelegt. In Lemma 6.25 zeigen wir



































(α+ rn)(α+ rn+ 1)









(X − ZA∗)t(X − ZA∗) = XtPN(Z)X
die Behauptung. 2
Lemma 6.20 Es sei X ∈ Rn×p gegeben. Dann gilt
B[v] = lim
r→∞











mit D[v] = (Ct[v]Z(Z
tZ)−1ZtC[v] +B[v]Bt[v])
− 12 für alle [v] = (C[v], B[v]) ∈ [D].
Beweis : Es sei [v] = (C[v], B[v]) ∈ [D] fixiert und für alle r ∈ N sei vr ein Element der zugehörigen
Äquivalenzklasse. Unter den Voraussetzungen des Satzes 6.12 gilt
S̃vr = S0 + (Xr − ZrA0)tΩ−1vr (Xr − ZrA0),




vr (Xr − ZrA0),
∆̃vr = M0 −M0ZtrΩ−1vr ZrM0,
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mit D[v] = (Ct[v]Z(Z
tZ)−1ZtC[v] +B[v]Bt[v])
− 12 führen, werden im Lemma 6.26 im Anschluss an diesen
Abschnitt dargelegt. In Lemma 6.26 zeigen wir außerdem Z A[v] = X und







B̃vr = limr→∞ Ãvr + limr→∞
rn
α+ rn










(α+ rn)(α+ rn+ 1)









(X − ZA[v])t(X − ZA[v])
die Behauptung. 2
Im Folgenden bezeichnen wir für jedes i = 1, . . . , n und für alle X ∈ Rn×p, B ∈ Rk×p mit F̂ iB,X die
empirische Verteilung der Werte (X1 − Z1B + ZiB, . . . ,Xn − ZnB + ZiB).










Beweis : Es sei [v] = (C[v], B[v]) ∈ [D] fixiert und für alle r ∈ N sei vr ein Element der zugehörigen
















Wobei unter der Annahme Xr = 1r ⊗ X und Zr = 1r ⊗ Z in der zweiten Summe die ersten n




: hijvr = 0
GMt(rn+ l − k, 1, p, hijvr , S̃vr , Xj − (Zj − Zi)Ãvr ) : hijvr > 0.
gilt. Wegen Lemma 6.26 existieren nun für alle [v] ∈ [D] die Grenzwerte
A[v] = lim
r→∞
Ã[v]r, S[v] = lim
r→∞
r−1S̃[v]r, ∆[v] = lim
r→∞
r∆̃[v]r,
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wobei ∆[v] eine positiv semidefinite und S[v] = Σ∗ +H[v] für eine geeignet gewählte positiv semidefi-
nite Matrix H[v] (vgl. Beweis des Lemmas 6.26) nach Voraussetzung eine positiv definite Matrix ist.
Zusammen mit der a priori Annahme l − k > p sind damit die Voraussetzungen für das Lemma 6.18
erfüllt und es folgt für j = 1, . . . , n die schwache Konvergenz
δXj+(Zi−Zj)A[v] = limr→∞ δXj+(Zi−Zj)Ã[v]r ,
δXj+(Zi−Zj)A[v] = limr→∞GMt
(
rn+ l − k, 1, p, r−1(rhij[v]r), r(r−1S̃[v]r), Xj + (Zi − Zj)Ã[v]r
)
.






δXj+(Zi−Zj)A[v] für r →∞.
Analoge Schritte führen auf Grund der Existenz der Grenzwerte der auftretenden Folgen (vgl. Lem-
ma 6.25) zu der Behauptung P̃i∗r
W−→ F̂ i
B∗,X
für r →∞. 2
Lemma 6.22 Es sei X ∈ Rn×p mit |XtPN(Z)X| > 0 gegeben. Dann gilt
lim
r→∞
k∗r = k∗ ∈ [0, 1] und lim
r→∞
k̃[v]r = k[v] ∈ [0, 1]
für alle [v] ∈ [D]. Insbesondere gilt für alle [v] ∈ [D]
k[v] > 0 ⇒ S[v] = S∗.
Beweis : Es sei [v] = (C[v], B[v]) ∈ [D] fixiert und für alle r ∈ N sei vr ein Element der zugehörigen

































Insbesondere zeigen wir im Lemma 6.28 am Ende dieses Abschnittes
|Ω∗r | = rkh∗r und |Ω[v]r| = rk−(n[v]−q[v])h[v]r





















für alle [l] ∈ [D].
Ferner existieren dann positive reellwertige Folgen gr(∗, [v]) und gr([l], [v]) mit den positiven Grenz-
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und der Eigenschaft S[v] = S∗ +H[v] für eine geeignet gewählte positiv semidefinite Matrix H[v] (vgl.
Beweis des Lemmas 6.26) folgt, wobei S∗ = nΣ∗ nach Voraussetzung positiv definit ist. Insbesondere
gilt lim
r→∞
k̃[v]r = k[v] = 0 für |S[v]| > |S∗|, so dass der zweite Teil der Behauptung folgt. 2
Satz 6.23 Es sei X ∈ Rn×p mit |XtPN(Z)X| > 0 gegeben. Dann sind die selbstinformativen Grenz-
















kvr B̃vr , Σ̃r =
∑
vr∈Dr




Dann existiert eine von r unabhängige Menge [D] (vgl. Lemma 6.15 und 6.17), so dass für die Bayes-
schen Schätzungen mit dem speziellen Wert X̃r = 1r ⊗X
B̃(r) = k∗r B̃∗r +
∑
[v]∈[D]
k̃[v]rB̃[v]r, Σ̃(r) = k∗r Σ̃∗r +
∑
[v]∈[D]




gilt. Weiterhin existieren wegen Lemma 6.19 - 6.22 für r → ∞ die Grenzwerte der Folgen (k∗r )r∈N,






































Insbesondere gilt für alle [v] ∈ [D] nun B[v] = B[∗] für S[v] = S∗ (vgl. Lemma 6.26). Falls k[v] positiv ist,
folgt wegen Lemma 6.22 dann B[v] = B[∗], Σ[v] = Σ[∗], F̂ iB[v],X = F̂
i
B[∗],X
und somit die Behauptung.
2
Bemerkung 6.24 Die selbstinformativen Grenzwerte für die Parameter B und Σ entsprechen somit
den MLS’en bzw. Kleinste Quadrate Lösungen in einem multivariaten normalen linearen Modell (vgl.
Abschnitt 4.6.3). Damit sind die selbstinformativen Grenzwerte für B und Σ in dem semiparametri-
schen linearen Modell unabhängig von der Wahl der a priori Parameter der Normal-Wishart-Verteilung.
Dagegen wählten wir als einen a priori Parameter für den Dirichlet Prozess eine Normalverteilung, was
für eine Abhängigkeit von der a priori Verteilung des Dirichlet Prozesses spricht. Andererseits ist der
selbstinformative Grenzwert der unbekannten Randverteilung immer eine vMLS nach Gill (vgl. Bemer-
kung 6.8) und in einigen Fällen auch eine vMLS nach Kiefer und Wolfowitz (vgl. Bemerkung 6.5), so
dass wir keine Aussage zum Einfluss der Wahl der a priori Parameter für den Dirichlet Prozess geben
können. Im nächsten Abschnitt betrachten wir abschließend das semiparametrische Lokationsmodell,
in dem die drei vorgestellten Ansätze eine identische Lösung liefern. 2
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Algebraische Berechnungen
Lemma 6.25 Für alle r ∈ N seien (vgl. Annahme A.6.2)
S̃∗r = S0 + (Xr − ZrA0)tΩ−1∗r (Xr − ZrA0),




∗r (Xr − ZrA0),
∆̃∗r = M0 −M0ZtrΩ−1∗r ZrM0,




























und es gilt ZA∗ = X sowie S∗ = (X−ZA∗)t(X−ZA∗). Weiterhin ist ∆∗ eine positiv definite Matrix.
Beweis : Für die Matrix Ω∗r := ZrM0Z
t
r + Irn gilt mit Xr = 1r ⊗X und Zr = 1r ⊗ Z
XtrΩ
−1
∗r Xr = X
t
r[Irn − Zr(M−10 + ZtrZr)−1Ztr]Xr
= r(XtX −XtZ(r−1M−10 + ZtZ)−1ZtX).






















−1S0 + r−1(Xr − ZrA0)tΩ−1∗r (Xr − ZrA0)




∗r ZrA0 − r
−1XtrΩ
−1






















∆̃∗r = M0 −M0ZtrΩ−1∗r ZrM0,









folgt nun der erste Teil der Behauptung. Unter der Voraussetzung Rang[Z] = k ist die Matrix
∆∗ = (ZtZ)−1 positiv definit. Weiterhin folgt wegen 1n ∈ R(Z)
nZA∗ = 1tnZA∗ = 1
t
nZZ
+X = 1tnX = nX,
und aus der Eigenschaft PN(Z) = PN(Z)PN(Z) der Projektionsmatrix PN(Z)
S∗ = XtPN(Z)X = XtPN(Z)PN(Z)X = (X − ZA∗)t(X − ZA∗)
der zweite Teil der Behauptung. 2
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Lemma 6.26 Es sei [v] ∈ [D] beliebig fixiert und für alle r ∈ N sei vr ein Element aus der Äquivalenz-
klasse mit dem Repräsentanten [v]. Weiterhin seien (vgl. Annahme A.6.2)
S̃vr = S0 + (Xr − ZrA0)tΩ−1vr (Xr − ZrA0),




vr (Xr − ZrA0),
∆̃vr = M0 −M0ZtrΩ−1vr ZrM0,



































mit D[v] = (Ct[v]Z(Z
tZ)−1ZtC[v] +B[v]Bt[v])
− 12 . Weiterhin ist ∆[v] eine positiv semidefinite Matrix und
es gilt ZA[v] = X, S[v] = (X − ZA[v])t(X − ZA[v]) sowie S[v] = S∗ ⇔ A[v] = A∗.
Beweis : Dazu betrachten wir die Matrix
Ωvr = ZrM0Z
t
r +Kvr = ZrM0Z
t
r + Irn + Cvr (BvrB
t
vr − Invr )C
t
vr .
Es sei nun Wvr = BvrB
t
vr − Invr und Jq die q × q Eins-Matrix. Dann gilt
W−1vr = Diag[(n1vr − 1)
−1Jn1vr , . . . , (nqvrvr − 1)
−1Jnqvr vr ]− Invr .
Ferner gilt Ω∗r = ZrM0Z
t
r+ Irn, so dass wegen (A
−1 +CB−1Ct)−1 = A−AC(CtAC+B)−1CtA (vgl.


































, . . . , 11−nqvr vr
]Btvr ist. Insbesondere
folgt nun wegen Ct[v]Z = C
t





















L[v]r := Iq +Diag[
r
n1[v] − 1
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für alle r ∈ N und Q[v] := Ct[v]Z(Z
tZ)−1ZtC[v] + B[v]Bt[v] auf Grund der Eigenschaft
Rang(Ct[v]Z
...B[v]) = n[v] (vgl. Lemma 6.10) und der Annahme ni[v] > 1, i = 1, . . . , q[v], positiv de-
finit sind. Ferner gilt nun Q−1[v] = limr→∞Q
−1





























Für D[v] = Q
− 12
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∆̃vr = M0 −M0ZtrΩ−1vr ZrM0,









folgt dann der erste Teil der Behauptung. Weiterhin ist ∆[v] positiv semidefinit, da für alle r ∈ N die
Matrizen ∆̃[v]r positiv semidefinit sind. Unter der Voraussetzung 1n ∈ R(Z) folgt




















wobei die zweite Identität wegen 1n[v] = C
t
v1n = Bv1q[v] gilt. Weiterhin folgt
S[v] = XtPN(Z)(In + C[v]D[v]PN(D[v]B[v])D[v]C
t
[v])PN(Z)X

















= (X − ZA[v])t(X − ZA[v]),
wobei die zweite Identität aus der Eigenschaft PN(D[v]B[v]) = PN(D[v]B[v])PN(D[v]B[v]) der Projekti-
onsmatrix PN(D[v]B[v]), die dritte Identität wegen D[v]B[v] ∈ N(D[v]B[v]), die vierte Identität wegen





v mit PR(Z) = ZZ
+ und die fünfte Identität wegen PR(Z) = PR(Z)PR(Z) und
















⇔ A[v] = A∗,
dabei gilt die erste und letzte Äquivalenz wegen Lemma 6.25 sowie die zweite Äquivalenz in Analogie
zu der vorherigen Betrachtung. Die Matrix in der dritten Zeile ist positiv semidefinit, so dass die dritte
Äquivalenz folgt. Die vierte Äquivalenz gilt nun mit Rang(Z) = k. 2
Lemma 6.27 Es sei Z eine n× k Matrix mit r[Z] = k ≤ n und M eine positiv definite k× k Matrix.
Dann gilt für alle r ∈ N mit Zr = 1r ⊗ Z
|Irn + ZrMZr| = |In + rZMZt|.
Beweis : Der Beweis erfolgt mittels vollständiger Induktion nach r, wobei
|I(r+1)n + Zr+1MZtr+1|
= |Irn + ZrMZtr||(In + ZMZt)− ZMZtr(Irn + ZrMZtr)−1ZrMZt|
= |Irn + ZrMZtr||In + Z(M−1 + rZtZ)−1Zt|
= |In + rZMZt||In + Z(M−1 + rZtZ)−1Zt|
= |(In + Z(M−1 + rZtZ)−1Zt)(In + rZMZt)|
= |In + rZMZt + ZMM−1(M−1 + rZtZ)−1Zt + ZMrZtZ(M−1 + rZtZ)−1Zt|
= |In + rZMZt + ZMZt| = |In + (r + 1)ZMZt|.
der Induktionsschritt von r nach r + 1 ist. 2
Lemma 6.28 Es sei [v] ∈ [D] beliebig fixiert und für alle r ∈ N sei vr ein Element aus der Äquivalenz-
klasse mit dem Repräsentanten [v]. Weiterhin seien (vgl. Annahme A.6.2)
Ω∗r = ZrM0Z
t
r + Irn und Ωvr = ZrM0Z
t
r +Kvr .
Dann existieren konvergente positive Folgen (h∗r )r∈N, (h[v]r)r∈N mit den positiven Grenzwerten h∗
bzw. h[v] und
|Ω∗r | = h∗rrk sowie |Ωvr | = h[v]rrk−(n[v]−q[v]).
Beweis : Es seien λ1, . . . , λk die positiven Eigenwerte der positiv semidefiniten Matrix ZM0Zt. Dann
folgt der erste Teil der Behauptung wegen Lemma 6.27
|Ω∗r | = |In + rZM0Zt| =
k∏
i=1
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Ferner gilt für alle r ≥ k mit Zl = 1l ⊗ Z für alle l ∈ N (vgl. (6.16))
|Ωvr | =
∣∣∣∣(ZkM0Ztk +Kvk ZkM0Ztr−kZr−kM0Ztk Zr−kM0Ztr−k + I(r−k)n
)∣∣∣∣ .
Insbesondere folgt dann
|Ωvr | = |I(r−k)n + Zr−kM0Ztr−k|
|Kvk + ZkM0Ztk − ZkM0Ztr−k(I(r−k)n + Zr−kM0Ztr−k)−1Zr−kM0Ztk|.




|Kvk + ZkM−1r Ztk| = |Kk + ZkM0Ztk − ZkM0Ztr−k(I(r−k)n + Zr−kM0Ztr−k)−1Zr−kM0Ztk|
und somit |Ωvr | = |Ω∗r−k ||Kvk + ZkM−1r Ztk|. Weiterhin gilt































= Ikn − CvkCtvk und C
t
vk








tC[v] +B[v]Bt[v] = r
−1(Q[v]r + (r − 1)B[v]Bt[v]),

























|Ωvr | = |Ω∗r−k ||H[v]r||G[v]r|,





[v] sowie limr→∞ r
−1H−1[v]r = D[v]PN(D[v]B[v])D[v] mit D[v] = Q
− 12
[v] gilt. Weiterhin folgt
damit lim
r→∞
G[v]r = Ikn−n[v] . Es seien nun λ
r
1 . . . λ
r
q[v]



































r λi) für die positiven Eigenwerte
λ1, . . . , λk der positiv semidefiniten Matrix ZM0Zt, folgt nun wegen



















der zweite Teil der Behauptung. 2
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6.5 Semiparametrisches Lokationsmodell
Es seien X1, . . . ,Xn unabhängige Zufallsvariablen mit Werten in Rp und identischer unbekannter
Randverteilung P über (Rp,Lp). Des weiteren nehmen wir an, gelte
EXi = µ, Cov Xi = Σ, i = 1, . . . , n.
Der Vektor µ ∈ Rp sowie die p× p Matrix Σ sind unbekannt. Insbesondere ist dies nun der Spezialfall
Z = 1n des multivariaten semiparametrischen linearen Modell (vgl. Abschnitt 6.1).
Satz 6.29 Es sei eine Beobachtung X = x mit X ∼ Pnθ und θ ∈ Θ gegeben. Die eindeutig festgelegte













t = (xt1, . . . , x
t
n).
Beweis : µ̂(x) ist die einzige Lösung der Gleichung x = Zµ für µ ∈ Rp und Z = 1n (vgl. Bedingung
1 im Satz 6.3). Somit folgt mit Satz 6.3 die Behauptung. 2
Satz 6.30 Es sei eine Beobachtung X = x mit X ∼ Pnθ und θ ∈ Θ gegeben. Die eindeutig festgelegte












t = (xt1, . . . , x
t
n).
Beweis : µ̂(x) ist die einzige Lösung der Gleichung x = Zµ für µ ∈ Rp und Z = 1n (vgl. Bedingung
1 im Satz 6.7). Somit folgt mit Satz 6.7 die Behauptung. 2
Bemerkung 6.31 In dem vorgestellten Lokationsmodell ist die gemeinsame Verteilung Pnθ des Vek-
tors X = (X1, . . . ,Xn) das Produkt identischer Randverteilungen Pθ. Wählen wir hier als Parame-
trisierung, dass die Randverteilung P einer Zufallsvariable Xi unbekannt ist und in der Menge aller
Wahrscheinlichkeitsverteilungen P+ mit endlichem zweiten Moment variiert, so beschreiben wir offen-
sichtlich auch das vorgestellte Lokationsmodell. Insbesondere ist nun die Menge P+ eine Teilmenge der
Menge P aller Wahrscheinlichkeitsverteilungen. Für jede Beobachtung xn = (xt1, . . . , x
t
n)
t ∈ Rn×p ist
die eindeutig bestimmte vMLS in der Menge P nach Kiefer und Wolfowitz sowie Gill die empirische







Damit ist F̂xn auch in P+ die eindeutig festgelegte vMLS nach Kiefer und Wolfowitz oder Gill, da F̂xn
auch in der Menge P+ liegt. Weiterhin sind dann (µ,Σ) abgeleitete Parameter (µ,Σ) = ϕ(P ) und die
vMLS (µ̂, Σ̂) = ϕ(F̂xn) im Sinne von Kiefer und Wolfowitz sowie Gill entspricht dann den bekannten
Kleinste Quadrate Lösungen. 2
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Satz 6.32 Es sei X ∈ Rn×p mit |XtPN(1n)X| > 0 gegeben. Dann sind die selbstinformativen Grenz-





















Im Mittelpunkt dieser Arbeit steht der selbstinformative Grenzwert als eine Möglichkeit der Konstruk-
tion sensibler Schätzungen auf der Grundlage Bayesscher Schätzungen in Situationen ohne Vorliegen
einer Vorinformation sowie als eine Verallgemeinerung des Maximum-Likelihood-Prinzips. Wir ha-
ben gezeigt, dass unter Regularitätsbedingungen in einer Vielzahl gewöhnlich betrachteter Modelle für
diskrete oder absolut stetige Zufallsvariablen mit stetiger Dichte im unbekannten Parameter der selbst-
informative Grenzwert unabhängig von der Wahl der a priori Verteilung ist und einer MLS, falls diese
existiert, entspricht. Des weiteren konnten wir erste Einblicke in das Verhalten des selbstinformativen
Grenzwertes in Modellen mit nicht dominierter Verteilungsfamilie gewinnen. Jedoch ist bisher eine
Allgemeinheit der Aussagen in Analogie zu dominierten Verteilungsfamilien sowohl in der Frage der
Abhängigkeit von der a priori Verteilung als auch des Zusammenhanges zu bekannten verallgemeiner-
ten Maximum-Likelihood-Schätzungen nicht erreicht. So basieren die vorgestellten selbstinformativen
Grenzwerte auf der a priori Annahme eines Dirichlet Prozesses als zufälliges Wahrscheinlichkeitsmaß,
wobei die Abhängigkeit von dieser a priori Annahme z.B. in dem vorgestellten semiparametrischen
linearen Modell nicht geklärt ist. Ebenso ist die Existenz eines nicht trivialen selbstinformativen a po-
steriori Trägers für die Folge der a posteriori Verteilungen unter der a priori Annahme eines Dirichlet
Prozesses ungeklärt. Alternativ zum Dirichlet Prozess erscheint die Betrachtung einer a priori Gewich-
tung auf dem messbaren Raum (P,BP ) vielversprechend (vgl. Bemerkung 5.5). Da unter der Annahme,
dass X polnisch ist, auch der Raum P versehen mit dem Prohorovabstand dP polnisch ist. Insbesondere
ist dann die Existenz einer a posteriori Verteilung auf BP gesichert. Weiterhin basieren die betrachte-
ten Modelle auf der Annahme, dass die zugrunde liegenden Zufallsvariablen unabhängig sind. Dies ist
aber in vielen Situationen nicht gegeben. Häufig ist davon auszugehen, dass eine Abhängigkeit zwischen
den einzelnen Zufallsvariablen vorliegt, was zum Beispiel mit Hilfe der Zeitreihentheorie beschrieben
werden kann. Es stellt sich natürlich die Frage, in wie weit die Methode des selbstinformativen Grenz-
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