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Current computing systems based on the von Neumann architecture suffer 
from the fact that serious leakage current issues have risen up in nanoscale 
devices. Neuromorphic computing system has been believed to solve 
fundamental challenges in current computing system by mimicking a biological 
nervous system, especially in terms of parallel signal processing. Synaptic 
devices are considered as the one of the most important parts of neuromorphic 
systems because a biological synapse is thought to control signal transmissions 
and memory effects in our nervous system. However, the memristor, one of the 
strongest candidates for an artificial synapse, requires additional switching parts 
in order to transfer and receive signals using the same electrode, leading to extra 
overheads that may compromise the advantages of massive parallelism inherent 
in neuromorphic systems. 
In this dissertation, a silicon-based synaptic transistor with asymmetric 
dual-gate structure is investigated. The structural feature enables the synaptic 
transistors to interact with both pre- and post-synaptic neuron circuits directly. A 
TCAD device simulator and a circuit simulator are used to verify its synaptic 
learning properties and study its mechanism fundamentally. After verifying all 




fabricated through process techniques including two-step CMP processes. The 
electrical and synaptic characteristics of the fabricated devices are measured 
with a semiconductor parameter analyzer, and a device model is created based 
on the measured data. Furthermore, spiking neural network composed of them is 
verified systematically using the device model. 
From the simulation study and electrical measurement, synaptic learning 
rules are observed in the synaptic transistors including the transition from short-
term to long-term memory and spike-timing dependent plasticity. In addition, the 
spiking neural network composed of the synaptic transistors boasted its ability of 
pattern recognition using MNIST data set. The total recognition accuracy of the 
hardware-based neural network system having 784 input nodes and 10 output 
nodes is improved to nearly 70% by adding inhibitory synapses.  
These results indicate that the synaptic transistor studied in this 
dissertation can be used as a synaptic device in neuromorphic systems thanks to 
its direct connectability with neuron circuits and synaptic learning properties. 
 
 
Keywords : asymmetric dual-gate structure, neuromorphic system, pattern 
recognition, silicon-based synaptic transistor, spiking neural network, synaptic 
learning. 
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Chapter 1. Introduction 
 
 
1.1. Fundamental Challenges in Current Computing 
System 
Since nearly the beginning of semiconductor history, semiconductor electronics 
have been enormously developed by reducing device size based on Moore’s law, the 
observation that the number of transistors on a microprocessor chip doubles every 
two years, in order to obtain a high integration density, a high operation speed and 
even lowered cost per transistor [1]−[3]. Along with Moore’s law, electronic systems 
have been allowed to expand their functionalities widely in various kinds of 
computing systems, such as desktop computers and portable electronics, to smart 
sensor systems. This trend was roughly kept for nearly past three decades, but it has 
become extremely difficult to maintain Moore’s law because of severe leakage 
current issues especially in nanoscale devices [4]−[9], which make power dissipation 
problem as one of the most serious issues in current computing systems. According to 
Gordon Moore, the author of Moore’s law, the leakage power consumption generated 
when transistors are off has been quickly approaching to the active power 





Fig. 1.1. Active and leakage power consumption with years [9]. 
 
Another problem originates from the structure of the von Neumann architecture 
itself. The von Neumann architecture is a computer architecture, devised by John von 
Neumann, which consists of a central processing unit (CPU), memory and 
input/output (I/O) devices and has been adopted in almost all computing systems in 
use to date [10]. However, the problem is that the throughput rate is lower than that at 
which the CPU can work because computer instructions should be executed 
sequentially owing to a shared common bus between an instruction fetch and a data 




1977 by John Backus, and often limits the performance of computing systems based 
on the von Neumann architecture [11], [12]. The von Neumann bottleneck is well 
illustrated in Fig. 1.2. All components of a digital computer such as CPU, memory 
and I/O devices are connected to a shared common bus, which seriously limits the 
effective processing speed when processing is required to be performed with large 
amounts of data. 
 
 
Fig. 1.2. Von Neumann bottleneck due to the shared common bus between program 




1.2. Neurobiological Background 
In order to solve the problems of current computing systems mentioned above, 
there have been a number of attempts to realize neuromorphic systems, which have 
totally different structure and operation method compared to the computing systems 
based on the von Neumann architecture, by imitating a biological nervous system. 
Before discussing specific details about these kind of systems, the fundamental 
characteristics of a biological nervous system, especially biological synapses, are 
introduced first in this section because it is necessary to understand the basics of the 
way it operates. 
 
1.2.1. Synaptic Transmission 
Synaptic transmission, also called neurotransmission, is the information 
transfer through a biological synapse [13]−[17]. Synaptic transmission is essential for 
the communication between two neurons because the axon of a pre-synaptic neuron 
and the dendrite of a post-synaptic neuron are connected to a synapse. Action 
potentials (spikes) are generated when the membrane potential of a neuron exceeds a 
threshold, and the membrane potential is determined by the spatiotemporal 
integration of the neuron’s input signals. Thus, the frequency and patterns of action 
potentials are determined by synaptic transmissions. This is the reason why it is 




The transmission of information is accomplished in two ways: electrical 
synapses and chemical synapses as shown in Fig. 1.3 [13]. Electrical synapses allow 
the electrical current of ions and small molecules between two neurons through gap 
junctions where very fast synaptic transmission can occur in a bidirectional manner. 
They are typically found where fast responses are required such as reflex reactions.  
On the other hand, the synaptic transmission of chemical synapses arises with 
neurotransmitters and receptors. Neurotransmitters stored in synaptic vesicles are 
released from pre-synaptic terminal and then receptors respond to them at post-
synaptic terminal. Most synaptic transmission in a biological nervous system is in  
 
 





this way so drug therapies are widely used to deal with mental disorders because this 
synaptic transmission can be easily affected by specific chemicals.  
The transferred signals through synaptic transmission are all integrated to 
membrane potential at the axon hillock of the post-synaptic neuron. and this process 
is known as synaptic integration or summation [18]−[20]; here, excitatory signals 
increase membrane potential but inhibitory signals take membrane potential away 
from threshold, and an action potential is triggered at the post-synaptic neuron when 
that membrane potential reaches its threshold. Figure 1.4 shows two kinds of synaptic 
integration: temporal summation and spatial summation. Temporal summation occurs 
when action potentials from the same pre-synaptic neuron are transferred in a high  
 
Temporal summation Spatial summation
Post-synaptic neuron Post-synaptic neuron
 




frequency repeatedly and those consecutive signals are summated together. On the 
other hand, spatial summation occurs when multiple pre-synaptic cells are stimulated 
simultaneously and those parallel signals from different pre-synaptic elements are 
incorporated all together into membrane potential. 
 
1.2.2. Short-Term and Long-Term Memory 
The creation of a memory is believed to occur in following three ways: firstly 
in the sensory stage; then in short-term memory; and finally in long-term memory 
through repeated and persistent stimulations. Kandel et al. revealed that those short-
term memory and long-term memory in a sea slug, Aplysia, are located at the synapse 
[21], [22]. The schematic view of how short- and long-term memory form in a 
synapse is shown in Fig. 1.5 [21]. Weaker stimuli cause short-term memory. A 
stimulus on its tail releases serotonin (5HT) by the presynaptic axon which activates  
receptors releasing cyclic adenosine monophosphate (cAMP). The temporally 
increased cAMP activates protein kinases (PKA) which boost releasing 
neurotransmitters, leading to an amplification of the reflex from minutes to hours. 
This is the process of short-term memory formation. When repeatedly stimulated 
several times, however, long-term memory is formed. Stronger stimuli to its tail lead 
to not temporal but prolonged high level of cAMP, which results in the production of 




transcription factors CCAATT/enhancer binding proteins (C/EBP) that are thought to 
lead to the growth of new synaptic connections. Neurons make new physical 
connections and synapses in this way when long-term memory is formed by repeated 
stimuli, and these newly grown connections endure regardless of whether they are 
being used or not, once they are made. 
 
 
Fig. 1.5. Schematic view of mechanisms of short- and long-term memory formation 




1.2.3. Spike-Timing Dependent Plasticity 
Spike-timing-dependent plasticity (STDP) is a process by which synaptic 
transmission is enhanced or depressed. In STDP, one of the fundamental mechanisms 
of learning in biological nerve systems, the precise relative timing of presynaptic and 
postsynaptic action potentials determines the strength of synaptic potentiation or 
depression [23]−[28]. It is widely believed as one of the basic rules of learning and 
storing information in the brain. Spike timing difference ∆t = tpost-tpre is very 
important in STDP learning rule because it may refer to the causality of neural 
connections. If the presynaptic neuron becomes active slightly before the 
postsynaptic neuron on average (∆t > 0), which means the firing of the former may 
have a causal link to the firing of the latter, the input spike makes the connection 
between them stronger, resulting in long-term potentiation (LTP). On the other hand 
if the presynaptic neuron becomes active slightly after the postsynaptic neuron on 
average (∆t < 0), which means the firing of the former is not the cause of the firing of 
the latter, the input spike makes the connection weaker, leading to long-term 
depression (LTD). In this sense, STDP can be understood as a form of a Hebbian 
learning rule which says that a synapse is strengthened if a presynaptic neuron 
repeatedly or persistently contributes to the firing of the postsynaptic neuron [29]. 
The change of synaptic weight, excitatory postsynaptic potential (EPSP), 




Bi and Poo reported STDP function observed in hippocampal neurons as shown in 
Fig. 1.6 [23]. In their experiments, repetitive postsynaptic spiking within 50 ms after 
presynaptic spiking resulted in LTP, while repetitive postsynaptic spiking within 50  
 
 
Fig. 1.6. The change of the excitatory postsynaptic potential (EPSP) amplitudes as a 




ms before the presynaptic spiking resulted in LTD. Additionally, more significant 
synaptic modifications were obtained with ∆t close to 0 s, which might indicate a 
high level causality between the two neurons. 
Furthermore, STDP has a dependence on a synaptic weight [28]. Weaker 
synapses are more likely strengthened than stronger ones as shown in Fig. 1.7, which 
is called soft-bounds. In contrast, depression dominates over potentiation for stronger 
synapses, which is called hard-bounds. This weight dependent plasticity limits the 
synaptic weights in a finite range in both potentiation and depression directions 
[30]−[32]. 
 
Fig. 1.7. Weight dependent STDP characteristics. The weaker synapses are more 





1.3. Neuromorphic Computing 
Current computing systems based on von Neumann architecture have been 
suffering from the way they operate through serial information processing, called von 
Neumann bottleneck as discussed in Section 1.1. To solve this fundamental problem, 
there have been a lot of interesting researches about neuromorphic systems by 
imitating a biological nervous system. The concept of neuromorphic computing was 
firstly developed by Mead in the late 1980s using the very-large-scale integration 
(VLSI) implementation of analog circuits that mimic biological functions in the 
nervous system [33]. Since then, brain-inspired neuromorphic systems have been 
considered as beyond-von-Neumann-architecture computing systems for their energy-
efficiency, parallel signal processing and fault tolerance [33]−[48]. A significant 
reduction in power consumption comes from the absence of CPU clock. Continuous 
power consumption is unavoidable for current CPUs controlled by a clock. Also, 
large fault tolerance is obtained from their massive parallel architecture. Even if one 
unit such as neurons or their connections is in false operation, it can be compensated 
by other units connected in parallel. 
Synaptic devices are considered as one of the most important elements of 
neuromorphic systems because it is believed that biological synapses are in charge of 
signal transmissions and memory effects in our nervous systems as discussed in 




hardware-based neural network systems [49]−[65]. Memristor is one of the strongest 
candidates for an artificial synapse because of their gradual switching characteristics 
and simple structure with two electrodes such as phase change materials and resistive 
switching materials, leading to high density nanocrossbar arrays [53]−[65]. Figure 
1.8 shows a cation-based memristor as the application of a synaptic device [53]. This 
Ag-based memristor represents gradual switching properties using potentiating and 
depressing pulses, which have different pulse amplitudes, as shown in Fig. 1.8(c).  In 
addition, STDP characteristics in this memristor are obtained by reducing the 
amplitude of each pulse in half as shown in Fig. 1.8(d). The reduced each single 
spike is unable to cause a conductance change, but the overlap between the 
presynaptic and postsynaptic spikes allows the memristor to change its conductance 
as a result of exceeding threshold voltage for resistance change. 
However, these 2-terminal memristors requires additional switching 
components because artificial synapses have to transfer signals to the post -synaptic 
parts and receive back-propagation signals from the post-synaptic parts for online 
learning under STDP rules through the same electrodes [43]−[48]. Figure 1.9 shows 
one example of a neuromorphic system composed of memristors [43]. It requires a lot 
of switches and control logic to operate in two modes: training and testing.  In the 
training mode, the connection (SW4) between the memristors and the postsynaptic 




for conductance change. Here, the other switches (SW1-3) are also controlled 
depending on the direction of conductance changes: potentiation or depression. 
However, the memristors should be connected to the postsynaptic neuron circuit for 
the integration of the transferred signals from the postsynaptic ones and the firing of 
the postsynaptic one in the testing mode. In this sense, even though 2-terminal 
memristor has a simple structure itself, neuromorphic computing systems composed 
of them become quite complicated because of a lot of switching parts to operate in 
the two modes. Such a scheme inevitably incurs extra overheads that may 









Fig. 1.8. Nanoscale memristor characteristics as a synaptic device [53]. (a) Schematic 
view of the concept of using memristor as a synaptic device. (b) Schematic view of 
connections between CMOS neurons and memristors. (c) Gradual switching 
charateristics by consecutive potentiating or depressing pulses. (d) Demonstration of 








Fig. 1.9. One example of a neuromorphic system composed of 2-terminal memristors 






1.4. Outline of the Dissertation 
Based on the discussions above, this work mainly focuses on a silicon-based 
synaptic transistor and its applications to neuromorphic computing. The remainder of 
this dissertation is organized as follows. Chapter 2 introduces the basic idea of the 
device and covers simulation studies verifying its functions both in terms of the 
device itself and systems composed of them. In Chapter 3, the process flow for the 
fabrication is briefly described. The key experimental conditions for the fabrication 
are explained in detail. Chapter 4 covers the measured data of the fabricated device in 
two respects: field effect transistor (FET) characteristics and synaptic properties. The 
measured FET characteristics confirms its structural feature, electrically independent 
two gates, and the measured synaptic properties including the transition from short -
term to long-term memory and STDP characteristics show its potential as a synaptic 
component in neuromorphic systems. In Chapter 5, spiking neural networks based on 
a device model developed by the current equation of hot carrier injections are 
discussed. The pattern classification function of 28×28 hand-written digit images is 
studied in three ways how to construct spiking neural networks: with only excitatory 
synapse part, using transferred weights from artificial neural network, and the 
addition of inhibitory synapse part. Chapter 6 concludes this dissertation with a 
summary and recommendations for future work. Other applications including logic 




Chapter 2. Silicon-based Synaptic Transistor 
 
 
2.1. Device Configuration 
The schematic block diagram of the connection between the synaptic 
transistors and neuron circuit is shown in Fig. 2.1. The main feature of the fabricated 
synaptic transistor is electrically independent two gates with different gate stacks; the 
detailed process flow appears in Chapter 3. The first gate (G1) with a silicon dioxide 
(SiO2) layer as a gate dielectric is used to receive signals from pre-synaptic neuron 
circuits and the second gate (G2) with ONO stacks is used to receive signals from 
post-synaptic ones and store charges in its nitride layer. In other words, G1 is used as 
a switching node whereas G2 is used as a memory node. This structural feature 
makes it possible that multiple pre-synaptic neuron inputs are transferred to each 
synaptic transistor and currents flowing through them are collected at a single node 
called synaptic summation in a biological nervous system as discussed in Section 
1.2.1. In addition, these two electrically independent gates make the device have the 
capability of direct interaction with the back-propagation signal of post-synaptic 




the main problem when the neuromorphic system is built with the 2-terminal 




Fig. 2.1. Schematic diagram of the direct connection between the synaptic transistors 









2.2. Device Simulation Study 
A 2-dimensional (2-D) technology computer-aided design (TCAD) simulation 
tool of Silvaco Inc. (Atlas ver. 5.20.2.R 2015) has been used to demonstrate that the 
learning mechanism of the biological system is realized in the silicon-based synaptic 
transistor [66]. The long-term memory capability is realized by the charge storage 
layer and G2 placed on the other side of G1 across the channel of a floating body. 
Consequently, the simulated device structure appears to be a double-gate transistor 
with 50 nm body thickness and 3 nm gate oxide thickness. The type and 




 boron atoms, respectively, 





 arsenic atoms. Multiple models are included in each simulation, such 
as Shockley-Read-Hall generation and recombination model [67], [68], Selberherr’s 
impact ionization model [69], and the hot carrier injection model based on Tam’s 
equation [70]. Especially, impact ionization and mobility parameters are calibrated 
for more accurate electrical estimation in comparison to the previous experimental 
data. Figure 2.2 shows an overlay of the measured output characteristics and 
simulated ones under the same design conditions. It is well-fitted and gives a 




























VG = 0.5 V
VG = 1 V
VG = 1.5 V
 
Fig. 2.2. Comparison of measured and simulated output characteristics. 
 
2.2.1. Transition from Short-Term to Long-Term Memory 
In the designed device structure and under the given process conditions, it has 
been verified that the transition from short-term to long-term memory occurs when 
input pulses with a time width of 50 ns and a repetition interval (Ti) of 1 μs are 
applied. This is not the unique solution but one of the possible time-dependent input 
schemes leading to the transition. The bias conditions for the memory transition are 
VG1 = VD = 2 V, and VG2 = −2 V (here, VG1: G1 voltage, VD: drain voltage, and VG2: 
G2 voltage). When input pulses are fed to the device only a few times, the operation 
of the device can be approximated to that of the floating body devices [71]−[76]. 




gate and accumulated near G2. The accumulation of holes results in the increase of 
the conductivity for a short time since these impact-ionization generated holes 
increase the potential of the floating body, which corresponds to the short-term 
potentiation of a biological synapse. 
As the pulsing is repeated many times, however, the operation mode of the 
device changes significantly. The accumulated excess holes do not easily disappear  
since the repetition interval is not long enough for the generated holes to be fully 
recombined with electrons. Figure 2.4 shows that the region where impact ionization 
occurs is expanded down to the bottom as the number of input pulses increases. The 
impact ionization rate after the sixth input pulse is much higher than after the first 
input pulse. The reason is that the body potential is increased by the generated holes 
with the input pulses, hence increasing the output current, ID, of the device.  At the 
moment when the source-to-body junction becomes forward-biased due to the 
accumulated holes, the impact ionization occurs near the back-side gate with higher 
probability, and the generated hot holes begin to enter the charge storage layer over 
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Fig. 2.4. Simulated contours of impact ionization rate after (a) the first input pulse 





After this event, the device is operated like a programmed flash memory cell 
having charges trapped in the charge storage layer (Qtrapped), which emulates the 
biological function of transition from short-term memory to long-term memory in a 
synapse as shown in Fig. 2.5 [21], [22]. The excess holes can be compared to the 
temporally increased cAMP in a biological system because both of them decay 
without the next input or serotonin and the long-term memory arises when the 
accumulation of both of them exceeds threshold points. Also, the hot hole injection to 
the charge storage layer corresponds to the growth of a biological synapse because 





































Fig. 2.5. Schematic views of how short- and long-term memories are formed in (a) 




Figure 2.6(a) shows that the hot hole injection into the charge storage layer 
starts from the seventh input signal pulsing. It is noteworthy that the transition in the 
device occurs without any change in the bias condition. It depends on the timing 
scheme only. Figure 2.6(b) shows the retention of stored information with N under 
the read bias condition. The data reading was conducted at VD = 0.1 V which is 
assumed to be small enough to minimize the interruption of the device field and 
carrier distributions. Here, Iread/Iinitial is defined as the ratio between the learned state 
where hot carriers are injected to the charge storage layer and the initial state where 
there is no carrier injection. When the number of input pulses (N) is no more than 7, 
the information is lost in several milliseconds. On the other hand, if N is increased 
above 7, long-term memory is formed and the stored information remains for more 
than 100 seconds. The flat tails of the upper four curves (N = 7~10) indicate that the 
information is stored into a long-term memory.  
In order to examine the effect of input pulses on the synaptic learning, input 
pulses with longer width of 100 ns and the same Ti of 1 μs are applied to the device at 
first. The transition to long-term memory occurs at the third input signal pulsing as 
shown in Figs. 2.7(a) and 2.7(b). It is earlier than when the pulse width is 50 ns. 
Understandably, this comes from the fact that more excess holes are generated in a 


























































N : 1 to 10
(b)(a)
W = 50 ns
Ti = 1 μs
 
Fig. 2.6. Synaptic device operation. (a) Simulated trapped charges in the charge 
storage layer as a function of N and (b) read retention characteristics according to the 
number of the applied pulses with Ti of 1 μs. 
 

















































N : 1 to 10
(b)(a)
W = 100 ns
Ti = 1 μs
 
Fig. 2.7. Simulated learning characteristics with pulse width of 100 ns. (a) Trapped 





In addition, the time response of the device to different Ti is studied in depth in 
order to mimic the biological system more closely. For an input with a shorter 
interval (Ti = 0.1 μs), the transition needs fewer number of input pulses than when Ti 
= 1 μs as shown in Fig. 2.8(a). This is because the next input for the shorter interval 
is applied to the device while more excess holes are remaining in the floating body. 
Moreover, for an input with a longer interval (Ti = 10 μs), hole injection does not 









































































































N : 1 to 10
(b)
W = 50 ns
Ti = 10 μs
No transition to 
long-term memory
N : 1 to 10
(a)
W = 50 ns
Ti = 0.1 μs
 
Fig. 2.8. Simulated learning operations of the device according to the number of the 




transition from short-term to long-term memory because the hole concentration in the 
floating body decreases back to the initial value during the increased time interval 
between pulses, which obviously realizes time-dependent synaptic learning of the 
biological system through an electronic system. 
 
2.2.2. Spike-Timing Dependent Plasticity Characteristics 
STDP characteristics are emulated with time difference (∆t) between pre- and 
post-synaptic spikes. Here, the pre-synaptic spikes are applied to G1 and drain of the 
devices and the post-synaptic spikes are applied to G1 of the devices. Spikes with Ti of 1 
μs and duration of 0.5 μs are applied to the device ten times. In case of positive ∆t, 
hot hole injection occurs by the same mechanism explained previously since negative 
VG2 is applied while impact ionization rate is high due to large VD as shown in Fig. 
2.9(a). However, hot electrons generated by the impact ionization begin to enter the 
charge storage layer with a negative ∆t because VG2 is positive while large VD is 
applied as shown in Fig. 2.9(b). This is analogous to the depression process in the 
biological systems. It is noticeable that these contrasting results are obtained by 
nothing but the spike timing scheme.  
Figure 2.10 depicts the conductivity of the channel after 10 spikes as a function 
of ∆t. It is confirmed that the obtained STDP characteristics bear great deal of 




polarity of ∆t, smaller |Δt| substantially increases potential difference between drain 
and G2, which results in the increase of hot carrier injection rate. For this reason, the 
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Fig. 2.9. Timing diagrams of biasing scheme of pre- and post-synaptic spikes with (a) 
























2.3. Circuit Simulation Study 
In order to generate the triangular-shaped spikes ranging in amplitude from 
supply voltage (Vdd) to –Vdd as shown in Fig. 2.9, an integrate-and-fire neuron circuit 
and the connection between the neuron circuit and the synaptic devices are designed 
as shown in Fig. 2.11. The integration part received signals from two parts: excitatory 
synapse part and inhibitory synapse part. Transferred signals from the pre-synaptic 
neuron circuits are added through excitatory synaptic devices but taken out through 
inhibitory synaptic devices at a node of capacitor. Therefore, signals through the 
excitatory synaptic devices contribute to the firing of the postsynaptic neuron circuit 
by integrating charges at the capacitor, while ones through the inhibitory synaptic 
devices suppress the firing by discharging the capacitor. When the node voltage of 
the capacitor (VC) as a result of the integration of charges at the capacitor exceeds the 
threshold voltage of NMOS (N1) at the next stage included in the firing part, the 
output voltage (Vout) starts to fall down to −Vdd because the source of N1 is connected 
to −Vdd and it is transferred to Vout. At the same time, a low output voltage of the first 
inverter coming from VC exceeding over the threshold voltage of the inverter boosts 
VC up to Vdd immediately. And then, Vout rises up to Vdd later as a result of the delay of 
the two-stage inverters. Finally, the firing of the neuron circuit turns on N2, leading 






























Fig. 2.11. Neuromorphic system composed of the synaptic devices and the neuron 
circuit. 
 
Spice simulation studies of this neural network are conducted using a circuit 
simulation tool of Silvaco Inc. (SmartSpice ver. 4.18.16.R 2016) [77]. At first, the 
firing characteristics of the postsynaptic neuron circuit , which is depending on the 
state of the connected synaptic device, are plotted in Fig. 2.12(a). Here, the neuron 
circuit is connected with an excitatory synaptic device and an inhibitory one which 
has a slightly higher threshold voltage compared to the excitatory one. The 




excitatory synaptic device is at the initial state, but only after 6 times when it is 
potentiated. This is because the increased conductance of the excitatory synaptic 
device makes the current from it (IE) larger compared to the current from the 
inhibitory synaptic device (II), leading to a higher firing rate of the postsynaptic 
neuron circuit. Besides, the postsynaptic neuron circuit does not fire when the 
excitatory synaptic device is depressed because the inhibitory synaptic device has a 
higher conductance than the excitatory synaptic device. In this condition, charges 
cannot be accumulated at the capacitor because II is larger than IE, meaning that VC 
cannot exceed the threshold voltage of the transistors at the next stage. Figure 2.12(b) 
shows the firing characteristics depending on the number of connected excitatory 
synaptic devices. As the number increases from 1 to 3, the required the number of 
input signals decreases from 9 to 5 and 3, respectively. This is because the transferred 
currents of the excitatory synaptic devices in parallel are integrated at the common 
source node, increasing IE relative to the number of the connected excitatory synaptic 
devices. This could correspond to the spatial summation of a biological nervous 
system as discussed in Section 1.2.1. These simulation results indicate that the firing 
rates of the postsynaptic neuron circuits are strongly related to the conductance and 
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(b) 
Fig. 2.12. Simulated transient characteristics of Vout. (a) Depending on the number of 





Chapter 3. Device Fabrication 
 
 
3.1. Process Design and Fabrication Flow 
In order to fabricate the synaptic transistor with asymmetric dual-gate structure, 
the fabrication sequence follows the process flow shown in Fig. 3.1. A process 
simulation tool of Silvaco Inc. (Athena ver. 5.20.0.R 2012) is used to estimate the 
experimental results more accurately [78]. First, a hard mask stack is deposited and 
the 1st active patterns are etched as shown in Fig. 3.1(a). Because two gates are 
formed in sequence, the active region which contacts G1 is formed first. The hard 
mask stack is comprised of silicon dioxide (SiO2) and silicon nitride (Si3N4) which is 
used for selective etching with poly-silicon and stopping layer of chemical 
mechanical planarization (CMP) process, respectively. Steep etch slope is required 
because SiO2 sidewall is formed at the region where the hard mask stack is removed.  
After forming G1 stack, CMP process is done to leave the poly-silicon layer 
only at the G1 region as shown in Fig. 3.1(b). The CMP slurry which has good 
selectivity between doped poly-silicon and Si3N4 is required to protect the height of 
the hard mask stack, which allows a margin for gate splitting process later. And then, 




acid (H3PO4) wet etch process between doped poly-silicon and Si3N4 and the SiO2 
layer is removed with hydrogen fluoride (HF) wet etch process which shows good 
selectivity between silicon and oxide (Fig. 3.1(c)). 
Thin sidewall is formed through deposition and dry etch process of  medium 
temperature chemical vapor deposition oxide (MTO) which has slow deposition rate, 
hence forming the thin sidewall (Fig. 3.1(d)). The unnecessary sidewall is removed 
using HF wet etch process to suppress the parasitic capacitance around G1 region as 
illustrated in Fig. 3.1(e). Then, a silicon fin is formed using dry etch process (Fig. 
3.1(f)). During this process, the surface of the 2nd active region is formed. The fin is 
achieved with little loss of oxide sidewall because hydrogen bromide (HBr) plasma 
etch process has good selectivity between silicon and SiO2 and the fin width is the 
same as the thickness of oxide sidewall. 
After the fin formation, G2 stack comprised of oxide/nitride/oxide/doped poly-
silicon is deposited over the fin and G1 using low-pressure chemical vapor deposition 
(LPCVD) as shown in Fig. 3.1(g). The CMP process makes a difference in the 
thickness of doped poly-silicon and this difference separates two gates by dry 
etchback process (Fig. 3.1(h)). The gate length is defined at the same time by 














(a) Deposition of hard mask and patterning 
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(g) G2 stack deposition and CMP 
 



















(i) Overall view of the fabrication flow. 
 






3.2. Experimental Results 
In Section 3.2, the experimental conditions and issues of the key process steps 
described in Section 3.1 are explained in more detail. Most of fabrication procedures 
were carried out with the fabrication facilities of the Inter-university Semiconductor 
Research Center (ISRC) at Seoul National University except the deposition of doped 
poly-silicon layer which was done with the help of National Nano-Fab Center 
(NNFC) located at Daejeon. 
 
3.2.1. Deposition of Hard Mask and Patterning 
First, BF2
+







 over a silicon-on-insulator (SOI) wafer fabricated by SIMOX 
technology [79]. The thicknesses of SOI layer and buried oxide (BOX) layer 
are 100 and 375 nm, respectively. A hard mask stack is deposited and G1 
region etched. The hard mask stack is comprised of 300-nm oxide and 100-nm 
nitride used for selective etching with poly-silicon and stopping layer of CMP 
process, respectively. The oxide layer is deposited by LPCVD using 
tetraethoxysilane (Si(OC2H5)4, TEOS) gas at 710 °C and 250 mTorr, and the 
nitride layer is deposited by LPCVD in an ambient of dichlorosilane (SiH2Cl2) 




At the etch process after then, it is very important to obtain a steep etch 
slope because it is transmitted at the angle of the sidewall spacer for fin 
channel formation. If the hard mask is etched gradually, the width of a fin 
channel would be thicker than the spacer thickness, which means the channel 
width cannot be controlled finely. When SS03A9, which is based on phenol 
formaldehyde resin, is used as a photoresist (PR), the hard mask is etched with 
a slope of 80 degree as shown in Fig. 3.2(a). This is because of the interaction 
between nitrogen atoms in the Si3N4 layer and acid which is produced and 
diffused during exposure process as the by-product of SS03A9, called PR 
poisoning effects [80]−[82]. It leads to a tail located close to the edge of the 
exposed area, resulting in the gradual etch slope of 80 degree. 
In order to avoid these PR poisoning effects, TDMR-AR87 replaces 
SS03A9 as a PR. In addition, oxygen plasma treatment is performed to oxidize 
the Si3N4 layer slightly. As a result, a pretty steep etch slope of 87 degree, 
nearly close to perpendicular, is achieved as shown in Fig. 3.2(b). After 
etching the hard mask and the active region, chemical dry etcher (CDE) 
process is carried out to remove plasma-damaged silicon active region during 
the previous etch step using tetraflouromethane (CF4) gas of 50 sccm and 
oxygen (O2) gas of 30 sccm, suppressing the reduction of carrier lifetime due 


















Fig. 3.2. Cross-sectional SEM images after patterning depending on PR 




3.2.2. Formation of G1 through CMP 
After 3.5 nm oxide and 587 nm doped poly-silicon fills that region, 
CMP process is done. The oxide layer is thermally grown through dry 
oxidation process at 800 °C for 30 sec, and the in-situ phosphorus doped poly-
silicon is deposited by LPCVD using silane (SiH4) gas and phosphine (PH3) 
gas. The CMP process is done for 190 sec after that in order to remove G1 
stack at the other regions, except G1 region as shown in Fig 3.3. Here, the 
nitride layer is used as a stopping layer of CMP process since the slurry used 
in this study has an excellent selectivity between nitride and silicon (about 
1:100). Figure 3.4 shows the wafer maps representing the remaining 
thicknesses of the nitride layer and poly-silicon depending on the location in a 
test wafer. They are measured by observing cross-sectional scanning electron 
microscope (SEM) images for each location. The remaining thickness of the 
nitride layer which was initially about 100 nm is 67 to 89 nm after the CMP 
process, and for the poly-silicon layer 384 to 420 nm. The uniformity of the 
remaining thickness of the nitride and poly-silicon layer is 8.1% and 3.1%, 
respectively, confirming that high uniformity of each layer even after the CMP 

































3.2.3. Removal of Hard Mask 
During the removal process of the hard mask, the most import thing is to 
protect the poly-silicon layer located at G1 region as much as possible so that 
G1 can fully cover the side of the active region even after the etchback process 
step for splitting G1 and G2 electrically later. Figure 3.5(a) shows an overall 
view of the removal process in a SEM image. Even though H3PO4 solution in 
a heated bath is commonly used to strip silicon nitride films, the nitride layer 
of the hard mask in this study is removed with dry etch process because H3PO4 
solution has a relatively poor etch selectivity between silicon nitride and n
+
 
doped poly-silicon [83]. The target etching thickness is 130 nm which is over 
the nitride layer thickness, 100nm, to remove the layer perfectly all over the 
wafers, leading to the fact that the top 20 nm of poly-silicon layer is etched at 
the same time during this dry etch process. Then, the lower TEOS layer is 
removed with buffered HF wet etch process (NH4F : HF = 7:1) which shows 
good selectivity between silicon and oxide. In fact, very thin oxide and nitride 
layers, 5 nm and 10 nm, respectively, are placed between the silicon active and 
the hard mask to prevent the penetration of BHF solution. The gate oxide and 
BOX layers can be wet-etched if those layers do not block the penetration as 
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Fig. 3.5. Cross-sectional SEM images after the hard mask removal step. (a) 




3.2.4. Fin Channel Formation Using Sidewall Spacer 
Thin MTO sidewall spacer of 53 nm is formed through the deposition 
and dry etch process as shown in Fig. 3.6. MTO film is deposited by LPCVD 
at 782 °C and 350 mTorr using SiH2Cl2 of 40 sccm and N2O of 160 sccm as 
the precursors. A silicon fin is then achieved through HBr plasma etch process 
using the sidewall spacer as a hard mask because HBr plasma etch process has 
good selectivity between silicon and oxide. The fin’s width is defined almost 
the same as the thickness of oxide sidewall spacer because the hard mask stack 
is etched steeply, 88 degree, as a result of the fine control in the etch slope at 
the previous step. 
Figure 3.7 shows the wafer maps representing the remaining thicknesses 
of the poly-silicon layer, which would become G1, depending on the location 
in a test wafer. Because doped poly-silicon is etched at the same time when 
the fin is formed, a sufficient thickness is required to cover up the silicon 
active region after dry etch process for the fin formation. Although dry etch 
process is done, the active region is well surrounded by poly-silicon layer with 
the minimum thickness (174 nm), which is pretty thicker than the thickness of 
the active SOI region (100nm). After that, CDE process is also carried out to 




























3.2.5. Gate Splitting through CMP and Etchback Processes 
After the fin formation, G2 stack comprised of 3.5 nm oxide/5.5 nm 
nitride/8.6 nm oxide/doped poly-silicon is formed over the fin and G1 region 
using dry oxidation and LPCVD processes at the same conditions described in 
previous sections. The CMP process makes a difference in the thickness of 
doped poly-silicon layer depending on the location, which means that the 
thickness of the poly-silicon layer deposited over G1 region becomes thinner 
than over G2 region because the layer is flattened by the CMP process. The 
later-deposited doped poly-silicon acts as G2. Figure 3.8, the cross-sectional 
high resolution transmission electron microscopy (HR-TEM) image, confirms 
that the two gates, G1 and G2, are finally separated after the CMP and dry 
etchback process. During the etchback process, MTO sidewall is rarely etched 
out because of good selectivity of HBr plasma etch process between silicon 
and silicon oxide. 
The length of G1 and G2 is defined at the same time by 







 ions are implanted to make source/drain junction, 
rapid thermal annealing is carried out to activate dopants at 950 °C for 5 
seconds. The back-end-of-line (BEOL) process is composed of inter-layer 






















Chapter 4. Device Characteristics 
 
 
4.1. Field-Effect Transistor Characteristics 
Firstly, the two gates are confirmed to be well separated. The transfer 
characteristics of G1 and G2 are shown in Fig. 4.1. The former shows the 
characteristics of conventional MOSFET with 89 mV/decade whereas the 
latter shows higher threshold voltage and subthreshold swing with 264 
mV/decade when the other gate is grounded. This is because G2 has thick gate 
insulator composed of oxide / nitride / oxide and this property confirms that 
two gates are electrically independent of each other. 
Additionally, floating body effect is observed in the device. Figure 4.2 
plots the measured output characteristics. There is kink effect for large VD 
because additional holes are generated by impact ionization and accumulated. 
The kink observed in the measured data verifies that the generated excess 
holes are accumulated in the floating silicon body. These holes increase body 
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Fig. 4.1. Measured transfer curves of G1 and G2. 
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Fig. 4.2. Measured output characteristics depending on VG1. A kink occurs as 




4.2. Synaptic Learning Properties 
 
4.2.1. Transition from Short-Term to Long-Term Memory 
To verify synaptic learning properties of the device, the response of the 
device with input pulse train is investigated. Input pulses with a width of 1 μs 
and various interval times of 10 μs and 100 μs are applied to the device. 
Synaptic learning is done with VG1 = VD = 2 V and VG2 = −2 V to generate hot 
holes and inject them to the charge storage layer. 
Figure 4.3 shows the responses of the device to the input pulses with the 
interval times of 10 μs and 100 μs. When the interval time is 10 μs, the more 
input pulses are applied to the device, the higher source current flows. On the 
other hand, the response of the device for each input pulse is almost the same 
when the interval time is 100 μs. It means that the synaptic weight of the 
device is increased and it can deliver higher current to the post-synaptic 
neuron when the input pulses are applied with a higher repetition rate, whereas 
the synaptic weight is unchanged and the same amount of source current is 
delivered to the post-synaptic neuron when the input pulses are applied with a 
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Fig. 4.3. Measured transient responses of source current when the device 
learning through several times of input pulses with different interval times 10 
μs and 100 μs. 
 
Figure 4.4 presents the retention characteristics of the synaptic device 
right after several input pulses with 10 μs interval were applied to the device. 
The data reading is done at VG1 = VG2 = 0 V, VD = 1 V not to influence the 
device state. When the number of applied input pulses is less than 7, the drain 
current temporarily increases and then decreases to the initial level in tens of 




forgetting process. Only short-term memory is established unless there are 
enough number of applied input pulses. Read current is also increased as the 
number of input pulses increase because many excess holes are accumulated in 
the floating silicon body. 
On the contrary, temporarily-increased read current is decreased to a 
higher level than the initial level and the increased conductivity remains high 
for more than 10
2
 seconds after 7 or more input pulses are applied to the 
device. It is because holes are trapped in the nitride layer through hot hole 
injection. When the body potential is increased enough to generate hot holes 
near G2 through positive feedback loop between body potential and 
accumulated excess holes, newly generated hot holes start to be injected to the 
nitride layer. Once this happens, the device operates as a non-volatile memory 
due to the positive charge in the nitride layer. This corresponds to the 
transition from short-term memory to long-term memory in the biological 
system.  
Furthermore, the synaptic learning discussed above is strongly 
dependent upon the interval of pulses. Figure 4.4 also shows the transient 
characteristics of drain current at the same condition except that interval time 
is 100 μs. With the input with a long interval time, there is no result of the 




that the next input pulse is applied to the device while all of generated holes 
are removed during the long interval time because of recombination. Such 
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Fig. 4.4 Measured retention characteristics of source current under the read 
condition (VD = 1 V) after several times of input pulses with different interval 







4.2.2. Spike-Timing Dependent Plasticity Characteristics 
Triangular pre- and post-synaptic spikes are applied to the device to 
verify its STDP characteristics as shown in Fig. 4.5(a). The pre-synaptic 
spikes are applied to G1 and drain (D); the post-synaptic ones are applied to 
G2. Both spikes are applied together with different timing (∆t) for STDP 
learning process and only a pre-synaptic spike follows to check conductance 
changes after that; ∆t varies from −5 μs to 5 μs. When the device receives the 
pre-synaptic spikes before the post-synaptic spikes (∆t > 0), its conductance 
increases and, the smaller ∆t, the larger change in the conductance because of 
hot hole injection as shown in Fig. 4.5(b). This is because hot holes are 
generated, injected and trapped in to the nitride layer in a region where both 
spikes overlap and potential difference between them is larger at smaller ∆ t. 
However, the conductance decreases for ∆t < 0 because of hot electron 
injection as shown in Fig. 4.5(c). The device is depressed in the exactly 
opposite way of potentiation because of positive VG2 at the region where both 
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Fig. 4.5. Transient measurement of spike timing-dependent plasticity. (a) 
Timing diagrams of pre- and post-synaptic spikes with a width of 5 μs and an 
interval of 30 μs. (b, c) Measured transient responses of source current when 
the devices learn under STDP rules for positive ∆t and negative ∆t. 
 
The source current changes after applying spikes with different ∆t are 
plotted depending on the device state in Fig. 4.6(a). The most important 
feature of the STDP characteristics is that the conductance changes can be 




increased a lot more at the depressed state but decreased easily at the 
potentiated state. This strong dependence of the device’s plasticity on its initial 
state is in line with previous numerous studies on charge trap flash cells 
having the nitride layer [84]−[86]. The shifted transfer curves as applying pre- 
and post-synaptic spikes 10 times with keeping ∆t as 0.5 and −0.5 µs are 
plotted in Fig. 4.6(b). The amount of threshold voltage change (∆VT) per spike 
becomes smaller when those spikes are applied to the device repetitively. Note 
that it corresponds to the fact that the learning rate of the artificial neural 
network (ANN) system becomes smaller with the consecutive spikes having 
the same sign of ∆t. ∆VT of 20 samples at ∆t = 0.5 and −0.5 µs are measured 
with the number of applied spikes and summarized in Fig. 4.6(c). VT is 
changed in a positive direction (depression) about 2 times more than in a 
negative direction (potentiation) because of effective mass difference between 
holes and electrons, and about 0.6 V of ∆VT is obtained after 10 spikes on 
average. In addition, the STDP characteristics have been modeled based on the 
measured data (symbols) and the hot carrier gate current model reported in 
[87]. The injection rates of hot carriers drop dramatically because the trapped 
carriers reduce the electric field in the G2 dielectric exponentially, and the 
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Fig. 4.6. Experimental results of spike timing-dependent plasticity. (a) 
Statistical STDP characteristics with 20 samples. (b) Shifted transfer curves of 
G1 (ID-VG1). (c) Potentiation and depression characteristics (∆VT) with the 




Chapter 5. System Level Simulation 
 
 
5.1. Hardware-Based Spiking Neural Network 
To demonstrate the functionality of the synaptic transistors discussed 
above for pattern classification through supervised learning, the single-layer 
SNN system composed of them is designed and simulated as shown in Fig. 5.1. 
A total of 784 input nodes represent 28×28 black-and-white pixels of the 
modified national institute of standards and technology (MNIST) dataset and 
10 output nodes represent 10 digits; here, all the input and output nodes are 
fully connected through the synaptic transistors. Transferred signals from the 
input nodes are integrated through excitatory synaptic transistors at a node of 
capacitor so the post-synaptic neuron circuit can generate output spikes at a 
higher rate when those excitatory ones have been potentiated and the 
integrated voltage at the node exceeds the threshold voltage at a higher rate 
because of it. 
Figure 5.2(a) explains the way this spiking neural network (SNN) 
system learns the MNIST digit samples under supervised learning. The pre-




timing depending on their colors: black with ∆t = −0.5 µs and white with ∆t = 
0.5 µs compared to teaching signal which is given to the output node matching 
to the digit of training sample. Therefore, the VT is increased for the synaptic 
transistors representing black pixels and decreased for white pixels. This is a 
kind of temporal coding in artificial neural network where the intensity of 
signals can be expressed as their firing timing [88]−[90]. The weight maps of 
all the synaptic transistors in the form of ∆VT after training of 10,000 samples 
are illustrated in Fig. 5.2(b). The value of ∆VT is the most negative (white) at 
the most duplicated area with digit samples, whereas the synaptic transistors 
representing the background area have the most positive ∆VT (black) because 
input nodes of the background area received all the spikes in the condition of 
∆t < 0. 
The way this trained SNN system classifies untrained test samples is 
illustrated in Fig. 5.3(a). Testing input signals are applied to the input nodes 
corresponding to white pixels, and the output node that fires first is regarded 
as the classification result. The reason why classification accuracy is 
calculated in this manner is that the weight sum of transferred currents (IE) to 
the output node, which is the most congruous to the testing sample, is 
expected to be the largest owing to the potentiated synaptic transistors in the 




1,000 untrained testing samples is shown in Fig. 5.3(b). After very quick 
increase to 37%, the accuracy increases gradually up to 60% as the number of 
training samples increases; however, it is saturated over 3,000 trained samples. 
This is because the output nodes having more white pixels in their weight  
maps, such as eight or zero, have a higher probability to fire, even though they 
do not match the digits of test samples, leading to a low recognition rate of the 


























Fig. 5.1. Schematic illustration of the single-layer neural network composed of 


























Fig. 5.2. Learning process. (a) The illustration of how to train samples under 
supervised learning using temporal coding method. (b) The weight map (∆VT) 

















































Saturated @ ~60% 
 
(b) 
Fig. 5.3. Verification of classification functionality. (a) The illustration of how 
to verify whether SNN system classifies test samples correctly or not. (b) 





5.2. Transferred Synaptic Weights from ANN Using 
ReLU 
In artificial neural networks (ANNs), a rectified linear unit (ReLU) is 
one of the most popular activation functions because of the lack of vanishing 
gradients problems compared to other ones such as sigmoid or hyperbolic 
tangent [91]−[94]. To analyze the reason of the classification accuracy 
difference between the hardware-based SNN and ANN, the weight values of 
ANN, which has the same network structure (784×10), using ReLU as an 
activation function are transferred to ∆VT values of SNN and the pattern 
recognition rates for those two cases are evaluated. Figure 5.4(a) compares 
two weight maps which are learned through STDP rule and transferred from 
ANN in the same scale, respectively; here, the synaptic weights of ANN are 
converted to the ones of SNN to be proportional to their square roots so the 
transferred IE can be in line with the weight sum of ANN with ReLU. The 
former one looks like imprinting digits into the synaptic devices, whereas the 
latter one is well characterized by their unique features of each digit. That is 
why the hardware-based SNN has a poor accuracy of 60%: the weight map of 
it does not reflect the unique characteristics of each digit. The transformation 
processes of the weight maps for digit 8 as the training progressed are 




map by STDP method becomes clearer in the direction that it can fire 
frequently by digit input samples; however, the weight map transferred from 
ANN refines its unique feature as learning proceeds so that the weight map 
results in higher classification accuracy. Figure 5.5 plots the classification 
rates for each digit depending on the methods. The poor accuracies, especially 
digit one and digit nine, have been highly improved by adopting the 
transferred synaptic weights, leading to 87.6% of the total accuracy. In 
addition, the most noteworthy thing is that the classification rates of the 
transferring method and ANN itself are almost the same for every single digit. 
It is believed that SNN using the transferred weight map and ANN with ReLU 
are equivalent in their operations in respect that the intensity of output nodes 














Fig. 5.4. Transferred synaptic weights from artificial neural network. (a) 
Comparison of the weight maps learned by STDP method and transferred from 
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Fig. 5.5. Comparison of the classification accuracy of each digit for STDP 




5.3. Addition of Inhibitory Synapse Part 
In order to reduce the classification error caused by the overlapping 
pattern issue discussed above, the inhibitory synaptic devices with the same 
weight maps as the excitatory ones are added to the circuit as shown in Fig. 
5.6(a), so that the integrated charges, the weight sum, at the node by 
transferred signals from the excitatory synapse part are taken out through 
inhibitory synapse part. How to recognize test samples through both the 
excitatory and inhibitory parts is explained in Fig. 5.6(b). Like the previous 
method, the input signals are applied to the excitatory synapses corresponding 
to their own pixels in the case of the white pixels; at the same time, the input 
signals are applied to the inhibitory synapses in the case of the black pixels. 
This change in the manner of classification leads to the result that if the testing 
samples which cover not only their own digits but also other digits, the 
remaining parts contribute to subtract the weight sum by the current flows (II) 


























































Fig. 5.6. Addition of inhibitory synaptic transistors. (a) Schematic circuit 
diagram of SNN with both excitatory and inhibitory synapse parts. (b) The 





Figure 5.7(a) shows the accuracies as a function of the number of 
training samples for various ratios between the channel widths of the 
excitatory synaptic transistors (Wex) and the inhibitory ones (Win). The 
accuracy is improved up to 70% at Win/Wex = 0.1; however, it starts decreasing 
after that and reaches bottom (nearly 0%), when Win/Wex = 0.5. This result 
comes from the fact that the output nodes cannot fire with any testing sample 
if Win is too wide compared to Wex because the number of black pixels is larger 
than that of white pixels and II is higher than IE in most cases. Therefore, it is 
very important to modulate Win/Wex to obtain the highest accuracy value. The 
accuracies depending on Win/Wex and the number of training samples are 
plotted in Fig. 5.7(b). In all cases, the accuracy has the highest value near 
Win/Wex = 0.1 (about 10% more compared to with the case having only the 
excitatory synapse part), and decrease to 0% for Win/Wex > 0.5. Figure 5.7(c) 
compares the classification rate of each digit for these two SNN systems. It is 
noteworthy that the accuracies of the digits which have a small number of 
white pixels like one (1) is significantly enhanced from 19% to 60%, while 
those of other digits keep the similar values. It is confirmed that the addition 
of the inhibitory synapse part can effectively solve the misclassified cases 
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(c) 
Fig. 5.7. Improved classification accuracy with the inhibitory synapse part . (a) 
Classification rates after adding the inhibitory synapse part. (b) Dependence of 
classification rates on Win/Wex. (c) Comparison of the classification accuracy 




Chapter 6. Conclusion 
 
 
6.1. Review of Overall Work 
In this dissertation, it is revealed that the asymmetric dual-gate structure 
can make it possible to connect the synaptic transistors to the neuron circuit 
without additional switches, the main cause of extra overheads of a hardware-
based neuromorphic system. It allows the system composed of the synaptic 
transistors to transfer and receive signals at the same time. 
Firstly, its mechanism of synaptic learning is studied with a TCAD 
device simulator. The transition from short-term to long-term memory occurs 
through positive feedback loop between body potential and accumulated 
excess holes, leading to hot carrier injection into the nitride layer. STDP 
characteristics are also obtained using triangular-shaped spikes. 
The synaptic transistors are fabricated through the key process steps. A 
steep etch slope, almost close to perpendicular, is achieved using TDMR-
AR87 as a PR. The fin channel is etched by using the MTO sidewall spacer as 





The electrical and synaptic characteristics of the fabricated devices are 
measured. It is confirmed that the two gates are electrically independent by 
checking the transfer curves for each gate, and the synaptic learning rules 
including the transition from short-term memory to long-term memory and 
STDP characteristics are measured. These characteristics are strongly 
dependent on the frequency of the spikes like a biological synapse. The 
measured data are analyzed statistically and modeled based on the hot carrier 
gate current model. 
Finally, SNN systems are constructed using the device model and the 
functionality of pattern recognition with the MNIST data set is verified in 
three ways. SNN with only the excitatory synapse part learns the MNIST 
patterns under STDP rule using temporal coding method; however, it has poor 
classification ability with 60% of the total accuracy. It is dramatically 
improved to 87.6% in the case of SNN with the transferred synaptic weights 
from ANN using ReLU. The difference between those two systems is whether 
the region representing the unique features of each digit is potentiated well by 
the synaptic weights. The addition of the inhibitory synapse part improves the 
classification accuracy to 70% by reducing the overlapping pattern problem 
which comes from the fact that the output nodes having more white pixels tend 




These results lead us to conclude that the synaptic transistor studied in 
this dissertation is a very strong candidate for a synaptic device in 
neuromorphic systems thanks to its direct connectability with neuron circuits 
and synaptic learning properties. In addition, the SNN systems and learning 
methods provide a framework for future studies about hardware-based 
neuromorphic systems. 
 
6.2. Future Work 
Related to this study, however, there are still remaining issues that need 
to be studied further. First, the array architecture of the synaptic transistors 
should be studied. In the present structure, there is a disadvantage in terms of 
memory density and array configuration. To be scaled down to under 10 nm 
regime, it is required to investigate the array structure with a vertical channel 
structure (source at the bottom and drain on the top) with a thin and long body. 
Secondly, how to connect the synaptic transistors to neuron circuits 
should be investigated in terms of integration. Since the fabrication flow 
described here does not follow conventional CMOS process steps in sequence, 
other techniques including through-silicon via (TSV), which is supposed to 





Finally, it is recommended that future work should focus on the 
effective in-situ learning method to obtain distinguishing synaptic weights for 
each digit. There is a lot to be improved compared to ANN. Manipulating the 
transferred synaptic weights from ANN can be an alternate method; however, 
it is the sort of the ex-situ method because the hardware-based system does not 
learn by itself. If a hardware-based neural network product having the in-situ 
learning method is realized, users can directly have the product learn and 
customize its functions. In order to do that, how to learn inhibitory synapse 
part should be investigated more. In a biological nervous system, inhibitory 
synapses are believed to have different learning rules compared to excitatory 
synapses; however, the synaptic weights of the inhibitory synaptic transistors 
studied here are updated under the same rule. This might be a decisive factor 
to achieve the in-situ learning method. Therefore, learning with the hardware-




Appendix A. Multi-Threshold Voltages in 




Ultra-thin body (UTB) devices are promising candidates in deep sub-
100 nm regime because they provide good controllability of short-channel 
effect, suppression of random dopant fluctuation and high current drivability 
[96]−[104]. In addition, multi-threshold voltages (VT) designs have been used 
for low-power CMOS applications [105]−[107]. Transistors with high-VT are 
used in indecisive regions for low standby leakage current, while transistors 
with low-VT are used in decisive regions for high operating current. However, 
it is hard to realize multi-VT and dynamic VT modulation with an undoped 
channel in UTB structure, so there are several techniques to control VT such 
as ground plane, back-biasing and multiple gate materials [108]−[121]. And 
they requires BOX structure as a necessity because significantly high doping 
concentration for ground plane or back-gate bias is needed with thick BOX. In 
this Appendix A, we propose a new method to control VT in UTB devices 




be used without ultra-thin BOX structure. The proposed method of VT 
control is discussed. It is possible to modulate VT by trapping charges in G2 
stack. 
The VT modulation operation of the fabricated device is composed of 
several program pulse steps. Four programming pulses of 15 V and 10 μs are 
applied to G2 for trapping charges in the nitride layer by Fowler-Nordheim 
tunneling. Figure A.1 shows measured transfer characteristics of both G1 
and G2 as a parameter of programing pulses. VT for the G1 (VT1) and the G2 
(VT2) are defined as VG1 and VG2 at drain current = 10
−9 A, respectively. It is 
found that VT1 and VT2 are changed by the number of trapped charges in the 
nitride layer. Both of them are increased as the programming pulses are 
applied like a flash memory cell [122]−[124]. The programming pulses of 15 
V with a width of 10 μs are applied to G2 and other electrodes grounded. The 
erase operation is performed by applying a single pulse of −15 V for 1 ms to 
G2. About 0.61 V of VT1 window is achieved by five programming pulses 
as shown in Fig. A.1(a), whereas about 4.83 V of VT2 window is achieved 
for same programming conditions as shown in Fig. A.1(b). VT can be 
controlled by modulating conditions of programming pulses . Unlike a back-
biasing scheme, this method does not require additional biasing for keeping VT 
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Fig. A.1. Measured transfer curves of the device with VD = 1 V as a function of 




Figure A.2(a) shows the VT1 and VT2 change per each programming 
pulse. Both of them increase as the number of programming pulses increases. 
This is because the number of trapped electron in the nitride layer is increased. 
The amount of VT change per each pulse is decreased because constant voltage 
pulses are used [125]. Figure A.2(b) shows the relationship between the 
subthreshold swing (SS) and VT1 controlled after programming pulses biased. 
It is found that the lower SS is obtained the higher VT1 is. It indicates that 
more trapped electrons in G2 stack effectively suppress the channel formation 
on G2 side.  
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Fig. A.2. (a) VT change for both gates per each programming pulse and (b) 




Figure A.3 demonstrates the retention characteristics of both VT1 and VT2. 
The extracted VT windows at 85 °C up to 10 years are 0.46 V and 3.63 V for 
G1 and G2, respectively, which are 65% of the initial window. It means that 
accelerated charge loss at an elevated temperature of 85 °C is predicted to be 
35% after 10 years by the extrapolation. This result corresponds to previous 
works in the point that the extracted charge losses at 85 °C after 10 years were 
66% and 25% with 2 nm and 4.2 nm tunnel oxide, respectively [85], [124]. 
Coupling ratio between ΔVT1 and ΔVT2 per each pulse is plotted in the 
Fig. A.4(a). It remains almost constant value about 0.126 for every 
programming pulse. In order to understand how the amount of VT window for 
G1 is determined and coupling ratio keeps nearly same value, capacitance 
network of the device in the top view is analyzed. Considering simple 
capacitance network model as shown in the inset of Fig. A.4(a), coupling 
ratio between VT windows for two gates is given by (Cnitride||Cgox2||Cbody)/Cgox. 
It represents the effect of trapped charges on the channel potential and VT 
for G1. The coupling ratio for the device is calculated as 0.131 which is 
almost the same as measured data 0.61 V/4.83 V. Figure A.4(b) shows 
coupling ratio as a function of body thickness. Higher coupling ratio is 
achieved when body thickness is thinner. To put it another way, this method 
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Fig. A.3. Retention characteristics of VT1 and VT2 at 85 °C. 

















































Fig. A.4. (a) Coupling ratio between ΔVT1 and ΔVT2 per each programming 
pulse. The inset shows a simple capacitance network model in the device. (b) 




The effect of charges in the nitride layer on channel potential is 
investigated using simulated electrostatic potential contours for same 
structural conditions with the fabricated device as shown in Fig. A.5. The 
simulation is conducted using Synopsys Sentaurus Device TCAD tool (version 
J-2014.09) [126]. Understandably, channel potential is far more lessened when 
the nitride layer is negatively charged compared with when it is neutral. 
Consequently, this brings out increase of VT for G1 because the charge of 
trapped electrons suppresses the formation of inversion channel on the G1 s ide. 
In conclusion, a new method of VT modulation in UTB devices was 
proposed. It has multi-VT by trapping charges in G2 stack which is 
independent of G1 due to structural feature of asymmetric dual-gate. This 
method is more efficient at thinner body thickness by capacitance network. It 
is noteworthy that it can be used without ultra-thin BOX and additional 

















Fig. A.5. Simulated contours of electrostatic potential with VG = 0 V and VD = 
1 V. (a) When nitride layer is neutral. (b) When nitride layer is negatively 




Appendix B. Asymmetric Dual-Gate-




Dynamic random access memory (DRAM) devices with high scalability 
and performance are essential to fulfill the needs of high memory capacity and 
high speed. As the conventional one-transistor (1T) one-capacitor DRAM cells 
are scaled down, reducing capacitor volume has become one of the major 
challenges
 
[127]−[131]. According to International Technology Roadmap for 
Semiconductors 2013, the half-pitch size of DRAM cells will be less than 10 
nm by 2025; however, it would be limited because capacitors with high-
aspect-ratio trenches can lean into each other
 
[132]. To solve this physical 
problem, many studies have focused on 1T-DRAM devices in recent years, 
which are DRAM cells composed of a single transistor on a silicon-on-
insulator (SOI) wafer [133]−[142]. Moreover, 1T-DRAM cells have the 
advantage of high scalability because information is stored using the floating-
body effect in SOI transistors, and thus a capacitor is not required. However, 




there remains a need for an efficient technique that can improve the retention 
characteristics of 1T-DRAM devices [143]−[152]. The purpose of this study is 
to describe and examine how sensing margin and data retention characteristics 
can be enhanced by asymmetric dual-gate structures. Han et al. (2010) 
reported the similar idea of the asymmetric gate oxide concept [153]; however, 
the improvement of sensing margin and data retention properties caused by 
charge trapping was negligible because of the poly-silicon channel 
[154]−[156]. A 1T-DRAM device with a buried back gate was previously 
reported, but it has several issues such as non-self-aligned gate and 
complicated fabrication method [142]. In this Appendix B, significantly better 
sensing margin and retention characteristics are obtained using a negative VG2 
or trapped electrons in the nitride layer allowing for advanced performance 
without the negative VG2. The approach described here could serve as a 
solution for overcoming poor retention characteristics of 1T-DRAM devices. 
At first, the kink effect was obtained in the output characteristics as 
shown in Fig. B.1. This is because excess holes were generated and 
accumulated in the floating body in the large VD region. Interestingly, this 
floating-body effect stood out as VG2 changed from 0 V to −3 V because a 
negative VG2 can keep more excess holes in the floating body owing to the 


























VG1 = 1.5 V
LG = 5 μm
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Fig. B.1. Measured output characteristics as a function of VG2. 
 
Figure B.2(a) shows the transient source current characteristics as a 
function of VG2 in the range from 0 V to −5 V. The source current in the read 
condition (VG1 = 1.5 V and VD = 0.5 V) was increased because the 
accumulated holes were held in the floating body after the write “1” operation 
(VG1 = VD = 1.5 V) for 20 ns, whereas it decreased after the write “0” 
operation (VG1 = 1.5 V and VD = −1.5 V) for 20 ns because the negative VD 
swept out stored excess holes from the floating body. Moreover, the source 
current difference between two states, defined as the sensing margin, was 
significantly increased as the VG2 decreased. This is consistent with previously 




significant for a negatively biased VG2. Figure B.2(b) shows the read retention 
characteristics for various values of VG2 in the range from 0 V to −5 V. Here, 
the read retention time was defined as the time when the source current 
difference between the “1” and “0” states was decreased below 5%. The 
retention time was markedly increased from 1.8 μs to 1.5 s when VG2 was 
changed from 0 V to −3 V; however, it started to decrease when VG2 was 
decreased below −4 V and reached 0.13 s at VG2 = −5 V. This can be explained 
by considering the gate-induced-drain-leakage (GIDL) current near the G2 
channel. When the negative VG2 is high enough to cause a tunneling current in 
the drain overlapped with G2, excess holes are generated by the GIDL 
mechanism and the retention properties of the “0” state become degraded. The 
sensing margin and read retention time were measured for 11 different single 
cells on the wafer. The statistical results are summarized in Figs. B.2(c) and 
B.2(d). On average, the sensing margin was improved by about 14 times as 
VG2 decreased from 0 V to −5 V; however, the retention time was increased by 
about 1.9 × 10
4
 times when VG2 was decreased from 0 V to −3 V, and began to 
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Fig. B.2. (a) Transient source current characteristics of writing and reading 
both the “1” and “0” states and (b) retention characteristics of each state with 
changing VG2 from 0 V to −5 V. The statistical distribution of (c) sensing 







The hold retention characteristics were also measured at room 
temperature and 85 °C, as shown in Fig. B.3. Like the read retention time, the 
hold retention time was improved to over 1 s as VG2 decreasing to −3V, and 
then degraded when VG2 was below −4 V at both of the two temperatures. This 
is because a moderate negative VG2 enhances the hole capacity and retention 
characteristics of the device, but a high negative VG2 gives rise to an electric 
field, resulting in an increase in the electron−hole pair generation rate caused 
by band-to-band tunneling and accumulation of the excess holes generated in a 
short time. Figure B.4 shows the simulated contours of the band-to-band 
tunneling rate using a technology computer-aided design tool [126] and 
verifies that a higher VG2 generates electron−hole pairs at a faster rate. 
Similar effects were observed when electrons were trapped in the nitride 
layer of the G2 stack. First, three programming pulses of 15 V and 10 μs were 
applied to G2 so as to trap charges in the nitride layer through Fowler-
Nordheim tunneling. As a result, the threshold voltage of the device was 
increased as the parameter of programming pulses increased, and there were a 
total of four states with different numbers of trapped charges in the nitride 
layer as shown in Fig. B.5(a). The four states were the initial state, state 1 with 
one programming pulse biased, state 2 with two programming pulses biased, 




margin and retention time were measured for each state and divided by the 
number of trapped charges. Figure B.5(b) shows the transient source current 
characteristics for each state. Here, the bias conditions for all of the operations 
were the same as the previous ones except for VG2 = 0 V. The sensing margin 
was noticeably increased when charges were trapped in the nitride layer even 
without an applied VG2. Sensing margins of 23.4 nA and 89.4 nA were 
obtained for the initial state and state 3, respectively. It is confirmed that the 
effect of the trapped electrons in the storage layer on the enhancement of 
accumulated holes in the floating body and on the sensing margin is very 
similar to that of the applied negative VG2. The sensing margin and the read 
retention time for each state were also measured for 11 different single cells on 
the wafer. The results are summarized in Figs. B.5(c) and B.5(d). The average 
read retention time was improved to 0.52 s for state 2, but decreased to 40.3 
ms for state 3, while the average sensing margin was increased by five times 
for state 3. These trends were in line with those of the applied negative VG2 
because too many trapped electrons in the nitride layer can also induce 
tunneling current at the surface near G2. It is suggested that the sensing 
margin and retention characteristics can be also improved by trapped charges 
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Fig. B.3. Hold retention characteristics as a function of VG2 at (a) room 
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Fig. B.4. Simulated contours of band-to-band tunneling rate at the hold 
condition (VG1 = VD = VS = 0 V) with varying VG2: (a) 0 V, (b) −1 V, (c) −2 V, 
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Fig. B.5. (a) Four split transfer curves and states by the number of trapped 
charges in the nitride layer and (b) transient source current characteristics for 
each state. The statistical distribution of (c) read retention times and (d) 






Additionally, the retention characteristics and soft programming issues 
of the G2 stack were measured. The accelerated charge loss at a high 
temperature of 85 °C was extracted to be 43% after 10 years as shown in Fig. 
B.6(a). The four states separated by charge trapping were predicted to be 
distinguishable over 10 years. The results of the soft programming issue 
during the 1T-DRAM operations are given in Fig. B.6(b). A dc stress (VG1 = 
VD = 1.5 V, VG2 = 0 V), which is a programming condition of the 1T-DRAM by 
impact ionization, was applied in order to verify the immunity in the 1T-
DRAM operations. It was found that the threshold voltages for four states 
were nearly unchanged under a dc stress for over 10
4
 s. This is because the 
impact ionization during the 1T-DRAM operations occurred not near G2 but 
G1 and the two gates were apart by the channel width. These results indicate 
that the changes in the 1T-DRAM operation characteristics caused by the 





























































































Fig. B.6. (a) Retention characteristics of four states at 85 °C and (b) soft 
programming issues under the dc stress (VG1 = VD = 1.5 V, VG2 = 0 V, a 
programming condition of 1T-DRAM). 
 
In conclusion, we attempted to enhance the sensing margin and retention 
characteristics of 1T-DRAM cells with two separated asymmetric gates by 
applying a negative VG2 and by trapping charges in the nitride layer. Both of 
the two methods could dramatically improve the sensing margin and retention 
time because of the increased storage capacity of holes in the floating body. 
However, a very high negative VG2 and a large amount of trapped charges 
reduced the retention characteristics of the “0” state because of the excess 
holes generated by the GIDL mechanism. This result indicates that two 
separated asymmetric gates would be a promising device structure for 




Appendix C. A Single Memory Cell with 
Voltaile and Non-Volatile Memory Functions 
 
 
Combinations of volatile memory (VM) and non-volatile memory 
(NVM) functions in a single device are attracting widespread interest in fields 
such as embedded systems [153], [157]−[160]. Most of those approaches 
utilizing floating body effects have been based on partially depleted silicon-
on-insulator (PDSOI) substrates in order to store excess generated holes 
instead of a capacitor for the VM function [160]−[163]. However, this results 
in a limitation on scaling down feature size and body thickness of a cell 
because PDSOI cannot effectively suppress leakage current such as drain-
induced barrier lowering (DIBL), which is the major cause of poor retention 
properties of floating body effects [141], [164]−[165]. Han et al. (2010) 
reported the asymmetric gate dielectric stacks in a polysilicon channel device 
[153]; however, it also has trouble being scaled down because floating body 
effects of polysilicon devices mainly come from grain boundary traps in a 
polysilicon channel [154]−[156] and the random distributions of grain 




In this Appendix C, single-crystal silicon memory cell having both VM 
and NVM functions is demonstrated. The different gate stack structure of G1 
G2 makes the device have both memory functions: the VM function by excess 
generated holes in the body and the NVM function by the charge trapping 
layer of G2. The floating body effects can be obtained even in a fully depleted 
body device thanks to the electric field effect of trapped electrons in the 
nitride layer. In addition, two writing methods, impact ionization (II) and gate-
induced drain leakage (GIDL), for the VM function are compared in terms of 
soft-programming issues in the NVM function. 
Figure C.1(a) shows the transfer characteristics of the two gates at the 
erased state and the programmed state for the NVM function. Each state was 
made by after applying VG2 of 15 V for 1 ms and -15 V for 10 ms, respectively. 
The VT windows between the two states were 0.6 V for the G1 and 4 V for the 
G2, respectively. The ratio between these VT windows is determined from the 
capacitance network as described in Appendix A. These findings indicate that 
the two gates are electrically independent and the two states for the NVM 
function are clearly distinguished. In addition, the retention characteristics of 
the NVM function at 85 °C were measured as shown in Fig. C.1(b). The VT 
window and accelerated charge loss are extracted to be 2.74 V and only 32 %, 
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Fig. C.1. Non-volatile memory function. (a) Transfer characteristics of the G1 
and the G2 having VT window as 0.6 V and 4 V, respectively. (b) Retention 




Figures C.2(a) and C.2(b) show the transient source current 
characteristics when operating the device as a VM cell with two writing 
methods: II (VG1 = 1.5 V and VD = 1.5 V for 20 ns) and GIDL (VG1 = -1.5 V 
and VD = 1.5 V for 20 ns), respectively. The source currents of the “0” state in 
the read condition (VG1 = 1.5 V and VD = 0.5 V) were almost the same, 
whereas those of the “1” state were quite different. When the GIDL method 
used, the read current of the “1” state was decreased at the erased state for the 
NVM function; on the other hand, the read current was increased at the 
programmed state compared with when the II method used. This comes from 
the fact that the trapped electrons in the nitride layer suppress II generation 
rates but enhance GIDL currents. The current density at II writing condition is 
decreased but the band-to-band tunneling current at the GIDL writing 
condition is increased at the programmed state due to the negative charges in 
the nitride layer. 
In addition, the source current difference between the “1” state and the 
“0” state, defined as the sensing margin, was much larger at the programmed 
state than at the erased state regardless of which writing method used. At the 
erased state, there is very little room for excess holes storage because of the 
fully depleted body structure; however, the field-induced floating body effects 




layer. The sensing margin was measured for 20 different single cells with the 
two writing methods and that statistical data are summarized in Fig. C.2(c). 
On average the sensing margin of the programmed cells is improved 1.5 times 
using the GIDL method and 18.6 times compared with the erased cells, which 
confirms that the GIDL method is more effective for large sensing margin at 
the programmed state. In order to verify the field-induced floating body 
effects, output characteristics of both two states were measured as shown in 
Fig. C.2(d). The kink effect was only obtained at the programmed state as 
expected, which is in line with the previously discussed results.  
The hold retention characteristics depending on different writing 
methods and different NVM states were also measured and plotted in Fig. C.3. 
At the erased state, the sensing margin of under 0.05 μA was too little to 
distinguish two states and have enough retention time; here, the hold retention 
time of about 1 ms was obtained. In contrast, the enhanced sensing margin by 
the trapped electrons led to the improvement of the hold retention time which 
was obtained as about 10 s at the programmed state. The trapped electrons 
improve the performance of the VM operations in terms of the retention 
properties as well as the sensing margin. The difference in the hold retention 
time depending on the writing methods was insignificant because the retention 
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Fig. C.2. Volatile memory function. Transient source current characteristics 
using (a) II and (b) GIDL as a writing method. (c) Statistical distribution of 
















































Triangle : ‘1’ state by II
Square : ‘1’ state by GIDL




Fig. C.3. Hold retention characteristics with different programming methods 
and NVM states. 
 
Lastly, the undesirable VT disturbance properties depending on the 
writing methods of the VM operation are also investigated. Fig. C.4 shows the 
soft programming characteristics by the writing condition of the VM operation. 
The changes of VT were measured under two dc stress conditions (II and 
GIDL), the same bias conditions as the writing methods of the VM function, 
over 4 hours. For the programmed cell, the VT of the G1 was rarely changed 
regardless of which dc stress conditions used because the trapped charges 
prevent additional injections of electrons. In contrast, for the programmed cell, 
there was the VT increase of 0.1 V when the II method used but little change 
when the GIDL method used. It seems that the GIDL method is an effective 





In summary, a single memory cell with an asymmetric dual-gate 
structure is demonstrated to have VM and NVM functions and high scalability 
in terms of body thickness and feature size. The NVM function was obtained 
by trapping electrons in the nitride layer at the G2 and the VM function was 
achieved by the field-induced floating body effects even in a fully depleted 
body. The memory properties of both functions and their retention 
characteristics were measured and discussed. In addition, the GIDL writing 
method was effective in order not to unintentionally influence the NVM state 
when using the device as a VM cell. These results suggest that this device has 
































Triangle : II (VG1 = 1.5 V, VD = 1.5 V)
Square : GIDL (VG1 = -1.5 V, VD = 1.5 V)
 
Fig. C.4. Soft programming characteristics under different dc stress 
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초    록 
 
 
현재의 폰 노이만 구조의 계산 시스템은 나노크기의 전자소자에서의 
심각한 누설 전류 문제를 겪고 있다. 신경계 모방 시스템은 생물학적 시스
템을 모방함으로써 이러한 근본적인 문제점들을 해결할 수 있을 것으로 생
각되어왔다. 시냅스 모방 소자는 신경계 모방 시스템에서 가장 중요한 부
분으로 여겨지는데 생물학적 시냅스가 신호 전달과 기억 기능을 담당하고 
있기 때문이다. 하지만 시냅스 모방 소자의 가장 강력한 후보인 멤리스터
(memristor)는 하나의 전극으로 신호 전달 및 수신 기능을 모두 수행하여야 
하기 때문에 스위치 요소를 필요로 하는데, 이는 신경계 모방 시스템의 가
장 큰 장점인 병렬적 구성을 저해하는 추가 오버헤드가 된다. 
본 논문에서는, 비대칭 듀얼게이트 구조의 실리콘 기반 시냅스 트랜
지스터를 연구하였다. 이러한 구조적 특징은 시냅스 트랜지스터가 시냅스 
전, 시냅스 후 뉴런 회로들과 직접적인 연결이 가능하도록 만든다. 소자 시
뮬레이터와 회로 시뮬레이터를 이용하여 소자의 학습 특성과 원리를 근본
적으로 확인하였다. 공정 시뮬레이터를 통해 모든 공정 순서를 규명한 후 
시냅스 트랜지스터들은 2-단 CMP 공정을 포함한 핵심 공정 기술을 통해 
제작되었다. 제작된 소자의 전기적, 시냅스적 특성들은 반도체 분석 장비를 
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통해 측정되었고 측정 결과를 바탕으로 소자 모델을 만들었다. 이 소자 모
델을 이용하여 시냅스 트랜지스터들로 구성된 발화 신경망(spiking neural 
network)을 시스템적으로 검증하였다. 
시뮬레이션 연구와 전기적 측정을 통해 단기기억에서 장기기억으로의 
전환 및 뾰족 타이밍 의존 가소성(spike-timing dependent plasticity)을 포함한 
시냅스 학습 규칙을 시냅스 트랜지스터를 통해 관측하였다. 또한, 시냅스 
트랜지스터들로 구성된 발화 신경망의 패턴 인식 기능을 MNIST 데이터를 
이용하여 확인하였다. 784개의 입력 노드와 10개의 출력 노드를 갖는 하드
웨어 기반 신경망의 전체 인식률은 억제성 시냅스 부분을 추가함으로써 
70%까지 향상되었다. 
이러한 결과들은 본 논문에서 연구된 시냅스 트랜지스터가 신경계 모
방 시스템 내에서 뉴런 회로들과의 직접 연결가능성 및 시냅스 학습 특성
으로 인해 시냅스 소자로 활용될 수 있음을 나타낸다. 
주요어 : 비대칭 듀얼게이트 구조, 발화 신경망, 시냅스 학습, 신경계 
모방 시스템, 실리콘 기반 시냅스 모방 트랜지스터, 패턴 인식. 
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