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Recommender systems are a specific type of information filtering systems used to identify a set of objects that
are relevant to a user. Instead of a user actively searching for information, recommender systems provide
advice to users about objects they might wish to examine. Content-based recommender systems deal with
problems related to analyzing the content, making heterogeneous content interoperable, and retrieving
relevant content for the user.
This thesis explores ontology-based methods to reduce these problems and to evaluate the applicability of the
methods in recommender systems. First, the content analysis is improved by developing an automatic
annotation method that produces structured ontology-based annotations from text. Second, an event-based
method is developed to enable interoperability of heterogeneous content representations. Third, methods for
semantic content retrieval are developed to determine relevant objects for the user.
The methods are implemented as part of recommender systems in two cultural heritage information systems:
CULTURESAMPO and SMARTMUSEUM. The performance of the methods were evaluated through user studies.
The results can be divided into five parts. First, the results show improvement in automatic content analysis
compared to state of the art methods and achieve performance close to human annotators. Second, the
results show that the event-based method developed is suitable for bridging heterogeneous content
representations. Third, the retrieval methods show accurate performance compared to user opinions. Fourth,
semantic distance measures are compared to study the best query expansion strategy. Finally, practical
solutions are developed to enable user profiling and result clustering.
The results show that ontology-based methods enable interoperability of heterogeneous knowledge
representations and result in accurate recommendations. The deployment of the methods to practical
recommender systems show applicability of the results in real life settings.
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Suosittelujärjestelmät ovat informaationsuodatusjärjestelmiä, joiden tavoitteena on tunnistaa tietylle käyttäjälle
relevantit informaatiokohteet. Sen sijaan, että käyttäjä aktiivisesti etsisi informaatiota, suosittelujärjestelmä voi
tiedottaa käyttäjää informaatiokohteista, joihin käyttäjä mahdollisesti haluaisi tutustua.
Sisältöperustaiset suosittelujärjestelmät tunnistavat relevantit informaatiokohteet niiden sisällön perusteella.
Alueen tutkimusongelmia ovat automaattinen sisällön analysointi, heterogeenisen sisällön yhteentoimivuus ja
tiedonhaun menetelmät, sekä niiden käyttäminen relevanttien informaatiokohteiden tunnistamiseen.
Tässä työssä keskityttiin ontologiaperustaisten menetelmien kehittämiseen näiden ongelmien
vähentämiseksi. Ensiksi kehitettiin automaattisen annotoinnin menetelmä, jolla rakenteista
ontologiaperustaista annotaatiota voidaan tuottaa tekstistä. Toiseksi kehitettiin tapahtumaperustainen
tietämyksen esittämismalli, jolla mahdollistetaan heterogeenisten sisällönkuvailujen yhteentoimivuus.
Kolmanneksi kehitettiin menetelmiä semanttiseen tiedonhakuun, joilla rakenteisesta tietämyksestä voidaan
tunnistaa käyttäjälle relevantit informaatiokohteet.
Menetelmät on toteutettu osina KULTTUURISAMPO- ja SMARTMUSEUM -järjestelmiä kulttuuriperintöalueella ja
niiden toimintaa on arvioitu käyttäjäkokein. Tutkimuksessa syntyi viidenlaisia tuloksia. Ensiksi
sisällönanalyysimenetelmiä parannettiin käytössä oleviin menetelmiin nähden. Toiseksi
tapahtumaperustaisella tietämyksen esittämismallilla mahdollistettiin heterogeenisen sisällön
yhteentoimivuus. Kolmanneksi tiedonhaussa saavutettiin lähes yhtä hyvä tarkkuus, kuin mihin ihmiset
pystyivät samassa tehtävässä. Neljänneksi, semanttisen etäisyyden arviointiin kehitettyjä menetelmiä
vertailtiin parhaan kyselynlaajennusstrategian löytämiseksi. Viidenneksi, käytännöllisiä ratkaisuja kehitettiin
käyttäjäprofilointiin ja tulosten klusterointiin.
Tulokset osoittavat, että ontologiaperustaisilla menetelmillä voidaan parantaa heterogeenisten sisältöjen
yhteentoimivuuttta ja niiden avulla käyttäjille voidaan tarjota täsmällisiä suosituksia. Menetelmät ovat
osoittautuneet toimiviksi myös osana reaalimaailman järjestelmiä.
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11 Introduction
1.1 Background
While storing digital information has become possible, retrieving and accessing resources
in the growing collections is far from trivial. We are facing a mixture of information
originating from professionally managed collections such as image or text databases to
individually or collaboratively created content such as personal image collections, online
encyclopedias or even the World Wide Web itself.
While the explosion of on-line information has enabled accessing digital information, it
has also brought to the forefront the problem of finding useful information and making
sense of large multi-dimensional information spaces. One of the main challenges that
information systems confront is the retrieval of information to satisfy users’ information
needs [90].
Digital information is mainly accessed using information retrieval (IR) systems. IR sys-
tems assume that the users are able to express their information need in the form of a
query [6]. In its most common form, a user enters a set of keywords which summarize
the user’s information need. Given the query, the goal of an IR system is to retrieve
information which is relevant to the information need of the user.
Recommender systems form a specific type of information filtering (IF) technique that
attempts to present information objects that are likely of interest to the user. Instead of
users actively searching for information, recommender systems provide advice to users
about objects they might wish to examine [18]. Recommendations can be based on the
content of the objects or observations of user behavior. In [104], the shift from active
search to discovery is characterized as follows:
"The Web, they say, is leaving the era of search and entering one of discovery. What’s
the difference? Search is what you do when you’re looking for something. Discovery is
when something wonderful that you didn’t know existed, or didn’t know how to ask for,
finds you."
Recommender systems have been an active area of research, but also a source for abun-
dance of practical applications. Recommender systems have been used in a number of
different applications such as recommending books, music [78], movies [94], videos [54],
other products [122, 121], news [71], identifying web pages that will be of interest for the
user, or suggesting alternate ways of searching for information [9].
In its most common formulation, the recommendation problem is reduced to the problem
of estimating ratings for objects that have not been seen by a user [2]. To achieve this,
recommender systems use several distinct techniques and can be categorized into three
main categories [2]. In the case of collaborative filtering (CF) [44] the user will be rec-
ommended objects that people with similar tastes and preferences liked in the past. In
the case of content-based recommender systems [99, 105] the user will be recommended
relevant objects based on the content of the objects the user is examining or has examined
in the past. Hybrid systems combine collaborative filtering and content-based approaches
[19, 136, 107, 8].
Recommender systems that are based on collaborative filtering have been successful
[112], but they are not suitable for all use cases. For example, in cases where the number
of users is small relative to the number of content objects in the system, coverage of the
ratings can be sparse [8]. In cases where the population of users or the objects are varying
the problem becomes even more crucial. Another problem is that if a user’s tastes are
unusual compared to the rest of the users, there will not be other users with similar tastes
and predictions can not be drawn. A central problem affecting collaborative filtering sys-
tems is the availability of user preferences. In many applications, users are not willing to
identify themselves and the tracking of the user behavior may be difficult.
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The problems that collaborative filtering systems suffer from can be avoided in case it is
possible to derive recommendations based on the content of objects. The content-based
approach to recommendation has its roots in information retrieval research. The retrieval
of objects is based on data structures that are created using features present in or extracted
from the content descriptions of the objects [8]. In case user profiling is possible, the
features of the content that the user has preferred in the past can be stored in the user’s
profile and used in the retrieval.
1.2 Scope
This thesis focuses on improvements in content-based recommender systems. Specif-
ically, this thesis concentrates on methods that make use of ontologies. Such systems
are called ontology-based recommender systems. In computer science, an ontology can
be defined as a specification of a representational vocabulary consisting of definitions of
classes, relations, functions, and other objects for a shared domain of discourse [46].
Ontology-based methods can be used to reduce problems that content-based recommender
systems are known to suffer from. These problems concern the way the systems analyze
the content they recommend, the way they retrieve the content, and the way they treat
heterogeneously represented content [125, 2, 52]:
• Content Analysis: The features used to represent the objects need to be automati-
cally extracted or manually associated with the objects.
• Content Heterogeneity: The representations of the objects can be mutually incom-
patible.
• Content Retrieval: The retrieval of the objects is limited to the features that are
explicitly associated with the objects.
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Associating features with the objects manually can be a cumbersome task. Therefore
automatic content analysis is often used. In its simplest form, words in the textual de-
scriptions of the objects are directly used as features [8, 105]. Information extraction
techniques can be used to distill structured data or knowledge from text by identifying
references to concepts and named entities as well as stated relationships between them
[98, 29]. The resulting structured data can then be used as features to represent the ob-
jects. Techniques used in content-based image retrieval (CBIR) [75] can be used to extract
features from images or videos. However, CBIR techniques suffer from the semantic gap,
which is the discrepancy between the information that can be derived from the low-level
image data and the interpretation that users have about the content [55].
In this thesis, the problem of content analysis is limited to content descriptions that are
textual. In particular, the focus is on automated techniques that are able to analyze text
and produce structured data.
Even if structured data were available for the recommender system to use, it may not
always be sufficient and can suffer from content heterogeneity. Content heterogeneity
means the mismatch between different data representations and conceptualizations used
to describe the objects. Syntactic heterogeneity refers to differences among local data
formats. Syntactic heterogeneity problems can be solved by modifying data to enforce
homogeneity, or they can be dealt with in the applications [133].
Semantic heterogeneity occurs when the data describing the same or related real-world
entities is represented in different ways [126, 24]. Semantic heterogeneity can refer to,
for example, naming conflicts, when different databases use different names to represent
the same concepts, or domain conflicts, when different databases use different values to
represent the same or similar concepts. In addition, it can refer to structural conflicts,
when different databases use different data organization to represent the same concepts
[24].
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Many recommender systems rely on syntactic content and similarity measures that oper-
ate on syntactic content [13, 8, 105]. In scope of content-based recommender systems,
the handling of semantic heterogeneity is manifested as the ability of the recommender
system to provide content that is similar at the semantic level, but can be represented with
different names, values and structures. Semantic similarity measures function as mech-
anisms for comparing objects that can be retrieved or integrated across heterogeneous
repositories [114]. In the case of recommender systems these measures can be used to
assess how similar the objects are to the features stored in the user profile. For example,
if a user has only visited an object annotated as manufactured in Paris and no other ob-
jects annotated as manufactured in Paris are available, objects annotated as manufactured
in Montmartre could be recommended because Paris and Montmartre are related on the
semantic level.
Another problem often faced by retrieval methods in content-based recommender systems
is over-specialization. Over-specialization means a situation, where the system only rec-
ommends objects that score high against a user’s profile and the user is limited to being
recommended objects that are very similar to those already rated [2]. The problem with
over-specialization is not only that a content-based system cannot recommend objects
that are different from anything the user has seen before. In some cases, objects should
not be recommended if they are too similar to something the user has already seen, such
as a different news article describing the same event or a different photo of the same ar-
tifact [2]. The diversity of recommendations is often a desirable feature in recommender
systems. Ideally, the user should be presented with a range of options instead of only the
objects with highest similarity.
Ontologies have been applied to a variety of recommender systems to reduce content
heterogeneity and improve content retrieval. For example, in [91, 21, 93, 92, 143, 83, 23]
good results to cope with content heterogeneity have been obtained by using subsumption
hierarchies to generalize user profiles. In [74, 100, 144], ontologies are used on a specific
domain of product descriptions, and a hand crafted ontology is built just for this purpose.
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In [101], similar approach is adopted for television program domain, and in [96] for
e-tourism domain complemented with mining the user behavior. In [134, 61] ontology-
based recommender systems are applied to a museum domain. A number of methods
to determine semantic similarity for objects described using ontology-based knowledge-
representation have been proposed (see [35] for review).
Despite all these studies, the benefits that ontologies can provide for recommender sys-
tems still remain incomplete in many ways. In the previous studies limited knowledge
representation, content analysis, and content retrieval methods are used.
1.3 Contributions
This thesis describes work that has been carried out to develop ontology-based recom-
mender systems for the cultural heritage information systems CULTURESAMPO [I,II]
[62, 115], and SMARTMUSEUM [IV][76], and proposes methods to improve content anal-
ysis [III], deal with semantic heterogeneity [I], and enable accurate content retrieval [II].
In particular, this thesis concentrates on methods that are based on ontologies. Contribu-
tions are made on four areas:
• Content analysis: A method that produces structured ontology-based annotation
using information extraction was developed [III]. The developed method was
found to improve information extraction from text descriptions compared to a state
of the art method, and achieved performance close to human annotators.
• Content Heterogeneity: A method that enables interoperability between hetero-
geneous structured ontology-based annotations was developed [I]. The method
results to event-based knowledge representation that was used in a recommender
system in the CULTURESAMPO portal.
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• Content Retrieval: Three methods that utilize the improved content analysis and
structured knowledge-representation were developed. A method to determine se-
mantic relevance was first presented in [II]. In addition, methods that can be used
to determine semantic relatedness of concepts in ontologies were compared [V].
Further, a method that simplifies the method presented in [II] and combines it with
user profiling and clustering to avoid over-specialization, was presented [IV]. The
methods were found to perform accurately in a user study.
• Applications: Two applications on cultural heritage domain were developed: a rec-
ommender system for the CULTURESAMPO portal [62, 115] and a recommender
system for the SMARTMUSEUM mobile system [IV]. The methods were imple-
mented and deployed in the applications, and found satisfying in user trials.
1.4 Structure of this Thesis
The structure of this thesis is as follows. Section 2 reviews the related work. Section 3
gives an overview of the research approach; the materials, the research methods used, and
presents the results in the four contribution areas: content analysis, content heterogeneity,
content retrieval, and applications. In section 4, external validity and the limitations of
the research are discussed, and future research directions suggested.
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82 Related Research
Research on content-based recommender systems is multi-disciplinary and requires com-
bining methods from a number of areas. In this section, related research is presented on
seven areas: content-based recommender systems, information retrieval methods, knowl-
edge representation, semantic relatedness approximation, information extraction, user
profiling, and finally evaluation of recommender systems.
2.1 Content-based Recommender Systems
Content-based recommender systems analyze the content of the objects to identify the
ones that are of interest to the user [8]. Objects are recommended based on a comparison
between their content and a user profile. In case the user can not be identified, the user
profile may consist of only the object the user is examining at the time the recommenda-
tions are retrieved. The more detailed information about the user is available, the more
complete user profile may be built.
The recommendation problem can be formulated as follows [2]. A recommender system
maps each user profile - object pair to a particular rating value by estimating the rating
function R:
R : UserProfiles× Objects→ Ratings (2.1)
The rating function can be estimated in a way that the highest rated object O′ (or a number
of highest rated objects) are selected:
O′ = arg max U∈UserProfiles,O∈ObjectsR(U,O) (2.2)
In content-based recommendation methods, the rating R(U,O) of object O for the user
profile U is typically estimated based on the ratings assigned in the user profile U to other
objects that are relevant to object O in terms of their content [1].
For example, in an art domain, a content-based recommender system tries to understand
user preferences by analyzing commonalities among the content of the artifacts. These
commonalities could be based on features such as the style, the creator, and the place of
manufacturing. The artifacts that have a high degree of relevance to the user’s profile are
recommended [1].
The definition of the rating function requires to measure the similarity between the user
profile and the objects. The content of the objects O are characterized using a set of
features, here defined as Content(O). In addition, profile of a user U needs to be defined.
The user profiles are also defined in terms of features that characterize the objects, here
ContentBasedProfile(U). The rating function can now be written as a score function
of the content-based profile and a content object:
R(U,O) = score(ContentBasedProfile(U), Content(O)). (2.3)
In the case of content-based recommender systems, where the scoring is based on the
content descriptions available in text or structured annotation, the score function can be
implemented using methods developed in IR research.
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2.2 Information Retrieval Methods
The main IR approaches are based on the Boolean model, the vector space model (VSM),
and probabilistic models [6]. The simplest retrieval approach is the Boolean model that
considers the features to be present or absent in an object and assigns a binary value
for each feature in each object [6]. The Boolean model has disadvantages, such as that
it returns too few or too many objects and is unable to rank the objects. VSM allows
relevance rankings and partial matches of objects. Probabilistic models treat the process
of document retrieval as probabilistic inference. Similarities are computed as probabilities
that a document is relevant or not relevant for a given query. Probabilistic models have
shown good retrieval performance, but do not exceed the performance of VSM [87].
However, they allow relevance feedback and prior information to be easily incorporated
in the model. IR systems that use language models build a probabilistic model from the
document and the query based on an n-gram language model [87].
The difference between VSM and probabilistic IR systems is not remarkable. According
to [87], it is possible to change an existing vector-space IR system into a probabilistic
system simply by adopting term weighting formulas from probabilistic models. The lan-
guage model approach has been successful in terms of retrieval performance, but does not
significantly improve the retrieval performance of the VSM. Therefore, the VSM remains
the most successful IR approach [6].
Ontology-based Information Retrieval Methods
Light-weight ontologies provide controlled vocabularies that can be used in annotation
of objects. This approach has brought improvements over classic keyword-based search
through e.g. query expansion based on class hierarchies and other relationships [39, 26],
or multifaceted searching and browsing [141, 61, 53].
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Ontology-based information retrieval systems developed so far typically use a logic-based
search model that is based on an ideal view of the information space as consisting of non-
ambiguous, non-redundant, formal pieces of ontological knowledge [26, 138, 61, 82].
In this view, the information retrieval problem is reduced to a data retrieval task [6].
For example, in the MUSEUMFINLAND system a faceted search system and a rule-based
recommendation system were proposed to access digital museum collections [61]. Such
an approach can be satisfying for users when the users can interact with the system and
refine the queries. However, such a system is not able to rank the objects and it can be
difficult for users to digest different viewpoints in the result list returned by the system.
In the case of content-based recommender systems the profiles can be large and it is not
likely that all of the features that appear in an individual profile appear in an individual
object. This emphasizes the importance of ranking. Recently, ranking of the ontology-
based search has been enabled by extending VSM to combine text-based features and
ontology-based features [23]. However, this approach considers only individual concepts
and does not enable retrieval based on a more complex annotation structure.
In this thesis, the vector space model (VSM) [117] is utilized to enable retrieval of ob-
jects annotated with a complex annotation structure. The VSM enables straightforward
representation of the objects and fast computation of the score function. Furthermore, this
thesis extends the retrieval model by retrieval result clustering, where the initially highest
ranked objects are clustered based on the annotation structure to avoid over-specialization.
Vector Space Model
VSM is a straightforward numeric representation of the features of the objects in an i
dimensional Euclidean space, where each dimension corresponds to a feature in the pos-
sible feature space. In the VSM, the features in both O and U are represented as a vector
of weights W = (w1, ..., wk), where each weight wi denotes the importance of the feature
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i for an object. A weight for a feature i for an object j is therefore indexed as wi,j. In case
of a content-based profile, the weight represents the importance of feature i for the user,
and in case of an object, it represents the weight of feature i for the object.
The features (often called index terms in IR) are usually assumed to be mutually inde-
pendent [6]. This clearly is a simplification because often occurrences of the features are
not uncorrelated [87]. However, the independence assumption allows fast indexing and
computation.
Feature Weighting
It is well known that weighting of the features can lead to improvement in the retrieval
performance of the system [6]. It is intuitive that some features can be more important
in scoring than others. For example, consider music albums that are characterized by
the features of a recording company and a music genre. Having a very specific genre,
such as sister funk, could relate records fairly close to each other, while a more generic
genre such as African-American music could be less important. On the other hand, the
recording company information could relate objects. In case the user tends to like a music
released on Warner Bros. Records, the importance of the feature could be relatively low
because Warner Bros. Records has published records of hundreds of artists that compose
very different kinds of music. On the other hand, if the record company is very small, and
thus concentrated on releasing only very specific kind of music, such as Warp records,
the importance of this feature could be relatively high.
These aspects can be captured using a weighting scheme. A well known weighting
scheme for the vector space model is term frequency–inverse document frequency (tf-
idf) [118]. It is based on the idea that features that are common in the object set under
interest affect the scoring less than features that are rare in the object set under interest.
This can be motivated by the fact that common features are not very good at distinguish-
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ing the relevant objects from the non-relevant objects. On the other hand, the more often
a feature is present in the scope of a certain object, the more relevant it can be assumed.
Term frequency (tf ) is the number of times a certain term, or in our case feature, appears
in a object. In normalized form tf is:
tfi,j =
Ni,j∑
k Nk,j
, (2.4)
where Ni,j is the number of times a feature i is mentioned in the object j and
∑
k Nk,j is
the sum of the number of occurrences of all features in the object j. Inverse document
frequency (idf ) is defined as:
idfi = log
N
ni
, (2.5)
where ni is the number of objects, where the feature i appears and N is the total number
of objects in the system. The weight of an individual feature is given by:
wi,j = tfi,j · idfi. (2.6)
The importance increases proportionally to the number of times a feature appears in the
object description, but is offset by the frequency of the feature in the object collection.
High tf-idf value is determined for features that are rare in the object collection and appear
many times in the object under interest.
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Scoring
In the vector model the feature vectors can be used to compute the degree of similarity
between each objectO stored in the system and the profile of the userU . The vector model
evaluates the similarity between the vector representing an individual object WOj and the
user profile WU . The similarity between the vectors can be quantified, for example, using
the cosine of the angle between the user profile vector and the object vector:
score(Oj, U) = sim(WOj ,WU) =
WOj ·WU
|WOj ||WU |
=
∑k
i=1 wi,j · wi,u√∑k
i=1 w
2
i,j ·
√∑k
i=1 w
2
i,u
, (2.7)
where k is the total number of features in the system, j is an index for an object, u is an
index for a profile, and i is an index for a feature.
The dot product of the vectors is normalized using the Euclidean distance between the
vectors. Thus, the vector model ranks the objects according to their similarity to the
profile.
Alternative Scoring
Many variations of the weighting scheme and the scoring function exist [87]. Many
practical search engine implementations treat the cosine similarity in a slightly modified
manner. In the SMARTMUSEUM system, the open source search engine Apache Lucene1
was used. It computes the cosine similarity using the following scoring function2:
1http://lucene.apache.org/
2The factors not affecting computing in the methods reported in this thesis are omitted. Full documenta-
tion can be found at: http://lucene.apache.org/java/2_9_0/api/all/org/apache/lucene/search/Similarity.html.
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score(U,Oj) = cf(U,Oj) · qb(U) ·
WOj ·WU
|WU | · dln(Oj), (2.8)
where cf is a coord-factor, qb is a query boost, and dln is a document length normalizer.
The major modification that Lucene does is that it removes the normalization with respect
toWOj . This is because the normalization of the object informationOj can be problematic
in that it removes all object length information (number of features present in the object).
In Lucene, the normalization effect is encapsulated in dln, which ensures that objects with
less present features contribute more to the score. In fact, the normalization term |WU |
now only contributes to keeping scores between different queries or profiles comparable
to each other. The other modifications are the possibility to boost the value of the features
at retrieval time using the query boost qb(U). This can be useful especially in cases where
the weight for each feature can be determined with some other technique, such as a user
interface control or a feature expansion strategy that adds additional features to the profile
with some weights. The cf boosts the similarity of the profile to an object based on the
fraction of the features present in the object compared to all of the features in the profile.
In other words, the profile score is up-weighted with respect to which share of its features
are found in the object.
cf(U,Oj) =
mf
k
, (2.9)
where mf is the number of matching features and k is the total number of features in the
profile.
This score function is implemented in Lucene as the Practical Scoring Function, formally
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score(U,Oj) = cf(U,Oj) · qn(U) ·
k∑
i=1
(tfWOji · idf 2i · qb(WUi) · ln(WOj )), (2.10)
where the query norm qn makes scores between queries comparable, qb is a function re-
turning a boost for a single profile feature, and i is the feature index ranging from the first
feature with index 1 up to k, which is the number of features, and ln is a length norm that
up-weights documents with less present features. The qn factor does not affect ranking
(since all ranked objects are multiplied by the same factor), but rather just attempts to
make scores from different profiles comparable. It is computed as:
qn(U) =
1
(
∑k
i (idf(i) · qb(i))2)
1
2
. (2.11)
The length norm is computed as:
ln(WOj ) =
1√
nf
, (2.12)
where nf is the number of features present used to index the object.
Lucene calculates the tf-idf in a modified way. For tf it uses:
tf = freq
1
2
i,j, (2.13)
and for idf:
idf = 1 + log(
N
ni + 1
). (2.14)
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Despite its simplicity, the VSM with tf-idf weighting is currently the most common way to
represent objects in any information retrieval system [87]. The popularity of VSM can be
explained by the speed of vector operations that it allows. Methods exist for performing
dimension reduction [12, 72], and VSM has also performed well in retrieval quality [87].
It has been shown that it is difficult to improve the performance of the VSM approach in
IR without query expansion or relevance feedback [6].
2.3 Knowledge Representation
Content-based recommender systems are designed mostly to recommend text-based ob-
jects and employ techniques to represent object features that are directly acquired from
the textual descriptions of the objects [8, 105]. In the case of VSM, the objects in the
systems are described with feature vectors Wo that are constructed based on the occur-
rences of the words in the text descriptions of the objects. For example, the content-based
component of the Fab system [8], which recommends Web pages to users, represents Web
page content with the 100 most important words. Similarly, the Syskill & Webert system
[105] represents documents with the 128 most informative words. Each word is seen as a
separate feature that characterizes the object [2].
Such a representation, where the content expressed in natural language is directly indexed
using words as the features, has limitations. The problem with indexing directly with
unstructured text is that the syntactic and lexical realizations of the sentences may vary.
For example, consider the following sentences: ”The work was created in France in 1888
by Van Gogh.” and ”In Arles, Van Gogh painted the still life in the late 19th century.”.
Both of the sentences express the same semantic content but have very different syntactic
and lexical realizations.
If the relevance of the second sentence would be rated based on features from the first
sentence, the rating could only be made through the words ”Van” and ”Gogh” that occur
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Figure 2.1: Annotation of a ”cup and plate” from National Museum of Finland. Annota-
tion is presented on three levels: text, structured, and ontology-based structured. A graph
representation of the ontology-based structured annotation is also illustrated. The Figure
is modified from [58].
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in both of the sentences. The rating could be improved by modeling the concepts and
their relations in the sentences and using the resulting structures as features. For exam-
ple, ”Van Gogh” could be identified as a person and as the creator of the artwork, and
”France” and ”Arles” could be identified as place names. In case the background knowl-
edge that ”Arles” is part of ”France” would be available the connection on the semantic
level between these place names could be possible. Such features can be represented
using ontology-based structured annotation, which is discussed in the following sections.
Structured Annotation
According to [55], annotation is defined as: ”information that is explicitly related to
an object with the purpose of describing the object for future reference and retrieval”.
Another definition is given in [3], where annotations are defined as: ”metadata, that is,
additional data which relate to an existing content and clarify the properties and semantics
of the annotated content”.
The latter definition refers to what in this thesis is called structured annotation. Structured
annotation means annotation that corresponds to a knowledge representation that clarifies
the semantics of the annotated content according to some schema. Structured annotation
enables more carefully defined features to be used in the feature vectors. These features
correspond to properties in a schema or a standard element set. When a controlled set
of concepts that are defined in ontology are used as the values of the properties of the
schema, the annotation is called ontology-based structured annotation. Textual annotation
refers to content descriptions that are expressed in natural language.
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Ontologies
In computer science, an ontology can be defined as a specification of a representational
vocabulary consisting of definitions of classes, relations, functions, and other objects for
a shared domain of discourse [46]. Thesauri, ontologies and lexical databases are not
clearly distinguishable from each other [135], but rather they define similar vocabularies
with different levels of formal semantics. In this thesis, formal semantics refer to struc-
tures that can be used by automated reasoning procedures to give additional statements
about the structure in some logic. Consensus on ontological definitions among members
of a community is an important difference between ontologies and conceptual models
[34]. Conceptual models are application-dependent, but ontologies are only based on
people’s understanding of the domain [49].
When referring to ontology in this thesis, a lightweight ontology is meant. Lightweight
ontologies embed limited knowledge, but semantics are expressed explicitly. Typically
lightweight ontologies document the different meanings of lexical entries (for example,
bank as a financial institution and bank as a river bank), ensure the correctness of the
transitive subsumption relations (bank is a kind of financial institution), explicate hierar-
chical relations, such as meronymy (bank is a part-of the financing sector), and document
related concepts (bank is related to financing).
Metadata Schemas
Metadata schemas can be used to increase the structure of the annotation [55]. Metadata
schemas consist of elements or properties that indicate the way the concepts in the ontolo-
gies are linked to the objects that are being annotated [55]. With a metadata schema one
can, for example, distinguish the creator of an object from the creation place of an object.
It is important to note that schema definitions can be based on ontology definitions and
vice versa [50].
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The differences between textual, structured and ontology-based structured annotation are
illustrated in Figure 2.1, where a partial annotation of an artifact ”cup and plate” from the
National Museum of Finland is shown. The possible annotation is presented on the three
levels respectively. A graph representation of the ontology-based structured annotation is
also illustrated.
Using ontologies one can, for example, define that there are two entities named "Meis-
sen", one that is a city and is a part of Germany, and another that is a factory located in
the city of Meissen. Using a metadata schema one can, for example, define that "Meissen
(factory)" is the creator of an object.
Annotation Heterogeneity
Annotations in real life collections can be anything from text to structured ontology-
based annotations. The question of how annotation should be represented is non-trivial.
For some purposes, only textual annotation, where natural language is used to give de-
scriptions for resources, can be suitable. Other scenarios could require ontology-based
structured annotation.
Matching textual annotations and structured ontology-based annotations require extract-
ing the necessary concepts and relations from text. However, semantic heterogeneity
in annotation can also occur in the case of ontology-based structured annotation, where
different structures and concepts can be used to describe similar objects. If the objects
originate from different collections, alternative representations of the objects are difficult
to avoid [106].
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Annotation Interoperability
Explicit and formal definition of semantics of the concepts has recently guided researchers
to apply formal ontologies as a solution to reduce semantic heterogeneity in annotation
[47]. Concepts from ontologies can be used to define the meaning of the values used in
the structured annotation.
The heterogeneity can occur also at the metadata schema level. Different approaches have
been proposed to enable automatic matching and mapping between the metadata schemas
(see [111] for review). The automatic methods rarely find all of the correspondences
and therefore rule-based approaches are often used [116]. Schema mapping can be done
by finding correspondences between schemas pairwise or by using a global commonly
agreed schema [32]. The commonly agreed schema approach presents an abstract global
schema that can model the local schemas, or can be extended to model the local schemas.
Examples of commonly agreed schemas are standard element sets, such as the Dublin
Core metadata element set [67] or event-based approaches, such as CIDOC-CRM [31].
The Dublin Core (DC) metadata element set is a widely used standard element set. It
defines 15 main elements to describe objects, such as creator, date and type. One can
define local schemas according to DC element set. For example, VRA [5] metadata
schema extends the DC element set with elements tailored to the needs of visual objects.
CIDOC-CRM is an example of the event-based approach proposed for cultural heritage
domain [31]. CIDOC-CRM defines an ontology that consists of a set of classes and
properties. Examples of classes are Event, Visual Item, and Person. For example, an
object representing a particular person, such as Napoleon, could be an instance of the
class Person and an object representing the Battle of Waterloo an instance of the class
Event. Further, the objects and events can have properties that characterize them. For
example, the object representing Napoleon could have the property participated in having
the object representing the Battle of Waterloo as the value.
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Ontology Languages
The languages developed by the Semantic Web community have been adopted to support
the conceptual representation of ontologies and annotation schemas. The Resource De-
scription Framework (Schema) (RDF(S)) [15] and OWL [89], can be used to formally
describe concepts and properties between them. The constructs in these languages have
predefined semantics. Resources (concepts and properties) can be defined and described
using these constructs. The RDF(S) language, and the semantics defined for it, can be
used to describe, for example, the subsumption and the type relations. One can, for ex-
ample, express that there are classes named human and mammal, a class named human
is a subclass of class named mammal and that there is a resource named Napoleon that
has a type human and that through subsumption also has a type mammal. The resources
can be identified with Uniform Resource Identifiers (URI’s). RDF has been defined as a
general model for describing web resources, using a variety of syntax formats. The RDF
data model is similar to conceptual modeling approaches such as Entity-Relationship di-
agrams [25], as it is based upon the idea of making statements about resources in the
form of subject-predicate-object statements, also known as triples in RDF terminology.
An annotation AO for an object O consist of a set of triples {t}.
AO = {t}, (2.15)
A triple t can be written as
t =< s, p, o >, (2.16)
where s is called the subject, p is called the property and o is called the object. The
subject, the property and the object in the triple are resources, and the object can also be a
literal. For example, the object type of ”cup and plate” shown in Figure 2.1 can be written
as the triple:
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<A-H26069-467, object_concept, object:cup>.
In case the following ontological background knowledge exists
<object:cup, rdfs:subClassOf, object:vessel>,
a triple
<NBA-H26069-467, object_concept, object:vessel>,
can be inferred.
The deductive closure and the set of triples describing the reasoned annotation are denoted
as
A′O = {t′}, (2.17)
where the set {t′} now includes all the triples t1...k present in the deductive closure of the
triples for the object O.
2.4 Semantic Relatedness Approximation
While the adoption of ontologies in recommender systems has been found to be useful
[93], ontologies are not necessarily directly suitable to be used across different applica-
tions and domains [127]. This is because all of the concepts and relations important for
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the domain are not necessarily defined in the ontologies. In VSM, this can cause a spar-
sity problem, i.e. the features in the profile vectors may not match the features in the
object vectors. However, the features can still be semantically related and thus should be
matched. This has raised the question if the missing relations could be acquired automat-
ically to fit the needs of a specific sub-domain [102].
The acquisition of the relations can be seen as a semantic relatedness approximation prob-
lem. Two approaches to approximate semantic relatedness can be identified: measures
that make use of the structure of the ontology, and corpus-based methods that make use
of an external document collection.
Structural Measures
The backbone of the ontology graph is the subsumption hierarchy which, for example
in the case of WordNet [95], accounts for close to 80% of the relations [17]. Therefore,
the structural measures are mainly based on metrics that make use of the subsumption
hierarchies.
A simple way to compute semantic relatedness in a subsumption hierarchy is to identify
relatedness with the path length between the concepts. This approach is taken, for exam-
ple, by Rada and colleagues [110] and by Leacock and Chodorow [73], where the path
length is normalized with the maximum depth of the subsumption hierarchy.
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Despite its apparent simplicity, an acknowledged problem with the edge-counting ap-
proach is that it typically relies on uniform distances. Some subsumption hierarchies are
much denser than others and therefore the depth of the taxonomy should be taken into
account [113]. This feature is considered in the measure proposed by Wu and Palmer
[139]. It takes into account the fact that two classes near the root of a hierarchy are close
to each other in terms of edges but can be very different conceptually, while two classes
deeper in the hierarchy can be separated by a larger number of edges and can still be
closer conceptually.
Other techniques include Resnik’s Information-based Approach [113] and Jiang and Con-
rath’s Combined Approach [68]. The key idea underlying Resnik’s approach is the intu-
ition that one criterion of similarity between two concepts is the extent to which they share
information in common. Jiang and Conrath’s Combined Approach is based on combining
the hierarchical measures and corpus statistics.
Corpus-based Methods
Information retrieval research has proposed a number of unsupervised methods, typically
based on dimensionality reduction or clustering techniques that can be used to find se-
mantic relations between terms based on a document collection or a text corpus. A well
known method of this type is Latent Semantic Analysis (LSA) [72].
LSA utilizes the idea that relationships between terms within a document collection can
be deduced from their occurrence patterns across the documents. Singular value decom-
position (SVD) is applied to a term-document matrix to obtain a projection of both docu-
ments and terms into a lower dimensional space. Relatedness calculations between terms
(or documents) can then be performed in the lower dimensional space.
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Methods to determine specific kinds of labeled relations have also been proposed [45, 11].
The main research direction has been to mine taxonomic relations to form subsumption
hierarchies for the backbones of ontologies [51, 69, 81, 124]. There are also several
studies that propose learning non-taxonomic relationships from text. Approaches have
been developed for learning part-of relations [10, 132], qualia relations [27], causation
relations [41], and other non-taxonomic relations [119].
2.5 Information Extraction
Producing structured ontology-based annotations is a major bottleneck of many real world
systems and, if done manually, can lead to low utilization of the systems [131]. Many ob-
jects are, however, accompanied by a textual description. Such information is frequently
available, for example, in newspaper and journal articles, descriptions in music or art
databases, on-line encyclopedias, and many other portals and web sources.
Information Extraction (IE) is any process which selectively structures and combines data
which is found in one or more text documents or textual annotations [29]. The results
of IE have been used in finding good indexing features for IR [87]. By features, such as
named entities, or structured representation of the data, one effectively extends the simple
bag-of-words model of IR [86].
The components of a typical IE system (based on [29]) are depicted in Figure 2.23. Each
of the components is discussed below.
3The original list of components includes a filtering component that selects the most important pieces of
text for more detailed analysis. The filtering component has been omitted, because in this thesis the focus
of information extraction is in extracting structures from textual annotations that can be considered relevant
for the object and filtering is not required.
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Figure 2.2: Typical components of an IE system. Adapted from [29].
Part-of-Speech Tagging
Part-of-speech (PoS) tagging marks words with their part of speech. For example, in the
sentence : "Books are made of ink, paper, and glue.", the word "books" is a plural form of
a noun, while in the sentence : "Mr Y books the tickets.", "books" is a verb. PoS tagging
helps to identify the meaning of a word on a word class level. For the sentence "Barack
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Obama gave a victory speech in Chicago", a PoS tagger can give the following output 4:
Barack/NNP
Obama/NNP
gave/VBD
a/DT
victory/NN
speech/NN
in/IN
Chicago/NNP
The word ”gave” is recognized as a past tense verb, ”a” as a determiner, ”victory” and
”speech” as a nouns (common, singular or mass), ”Chicago” as noun (proper, singu-
lar), ”in” as a preposition or conjunction (subordinating), and ”Barack” and ”Obama” are
tagged as a noun (proper, singular).
Named Entity Tagging
A named entity recognition (NER) system is able to identify a word or a sequence of
words that form a proper name like ”Barack Obama”, ”Chicago”, or ”Nokia” and tag it
with semantic class information. These classes include names of people, organizations
and places. For example, an organization "Nokia" and a place "Nokia" can be disam-
biguated and tagged. For the example sentence, a NER system tags the phrase: ”Barack
Obama” as a person and ”Chicago” as a place.
4The examples are produced using Stanford NLP tools (available at: http://nlp.stanford.edu/) that use
Penn Treebank II tags.
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Parsing
Parsing operates on a sentence level and maps the phrasal elements of a sentence into
a structure showing the relationships between them. For the example sentence, a parser
may produce the following parse tree 5:
(ROOT
(S
(NP (NNP Barack_Obama))
(VP (VBD gave)
(NP (DT a) (NN victory) (NN speech))
(PP (IN in)
(NP (NNP Chicago))))))
The parse tree determines the relations between the phrasal elements of the sentence.
Even more detailed description is obtained using a dependency parser [30]:
nsubj(gave-2, Barack_Obama-1)
det(speech-5, a-3)
nn(speech-5, victory-4)
dobj(gave-2, speech-5)
prep_in(gave-2, Chicago-7)
The dependency parser is able to determine the grammatical functions between the words
in the sentence. For example, ”Barack_Obama” is tagged as a nominal subject of the
sentence and the governor for the nominal subject here is the verb ”gave”. The word
”speech” is the direct object of the verb.
5Note that the named entity ”Barack Obama” recognized using a NER system is now fed for the system
as ”Barack_Obama”
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Discourse Reference
Dependency parsing and named entity recognition reveal the syntactic and simple se-
mantic structures of the sentence. However, these techniques do not seize the problems
related to discourse references. Well known problems here are anaphora and co-reference
resolution [97]. Anaphora is an instance of an expression referring to another. For exam-
ple, in sentences "Obama was in Chicago." and "He gave a speech.", the pronoun "He"
refers to the named entity "Obama". The resolution may also take place in the form of
co-reference. For example, in the sentences "Obama was in Chicago." and "The president
gave a speech.", the noun "president" refers to the named entity "Obama".
Output Generation
Output generation of IE means classifying words or word chunks, such as named entities,
into values of properties of a pre-defined template, such as a metadata schema. While the
referred techniques can be used to comprise more accurate indexing terms, such as proper
names or temporal expressions, they do not reveal the semantics of the sentences. The
latest research direction in determining such roles automatically in text is called Semantic
Role Labeling (SRL) [40, 42].
For example, in the sentence "Barack Obama gave a victory speech in Chicago", using
a dependency parser, it is possible to determine that ”Barack_Obama” is the nominal
subject of the sentence, but this does not determine that ”Barack_Obama” is the agent of
the sentence. In other words, that it was ”Barack_Obama” who gave the speech and not,
for example, ”speech” who gave ”Barack_Obama”.
SRL is based on the assumption that syntactic features of a sentence acquired using PoS
tagging, NER tagging, and parsing can be used to predict the semantic roles of the word
chunks in the sentence. In the example sentence, the information that ”Barack Obama”
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is a named entity, it appears before the verb, is a nominal subject of the verb and the
sentence has an active voice, could be used to predict that ”Barack Obama” is the agent
of giving the speech.
2.6 User Profiling
Personalization in the context of recommender systems can be defined as the process of
customizing the content to the specific and individual needs of each user [33]. The process
of the creation of an information base that contains the preferences, characteristics, and
activities of users is called user profiling [33].
User profiling can be knowledge-based or behavior-based [91]. Knowledge-based ap-
proaches engineer static models of users, for example, based on demographic categories,
and match users to the closest model. The user profiling approach used by most recom-
mender systems is behavior-based, which uses the user’s behavior as a model and behav-
ioral logging or explicit user ratings are employed to obtain the necessary data [93]. A
behavior-based approach that takes advantage of content descriptions of objects is called
a content-based approach.
A content-based approach assumes the existence of content descriptions for each object
and builds a model of user preferences using these content descriptions. The profiling can
also be based on the rating data obtained from the user [4]. If the content of the object
contains information, for example, about the target audience of the objects, the approach
can be extended to knowledge-based approach. This thesis concentrates on methods that
are content-based. This means that the recommendation methods do not make use of
information about other users, which is the case in collaborative filtering systems. The
content-based techniques can be categorized into three main categories: vector space
approach, classification approach, and ontology-based approach.
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Vector Space Approaches
In the vector space approach, both objects and user profiles are represented as vectors
of weighted features according to the vector space model. Based on what the user has
found relevant in the past, the profile vector can be modified and the recommendation
task can still be based on comparing the similarity between the vectors. A well known
technique to perform this operation is Rocchio [6], where the features appearing in the
objects indicated relevant by the user during the retrieval process are up-weighted in the
profile vector, and the features not appearing in the objects indicated relevant are down-
weighted.
Classification Approaches
If a user has determined some relevant and non-relevant objects, it is possible to build a
classifier, rather than re-weighting and expanding the query or the user profile. Here, the
problem is turned into a classification problem where objects can be classified as relevant
or as non-relevant.
Classification of objects according to user preferences can be done using a variety of
machine learning techniques, such as k-Nearest Neighbor (kNN) [93, 105], decision trees
[105], support vector machines [37], or naive Bayes classifiers [99, 105]. Probabilistic
models are also suitable for more complex scenarios than just predicting correct objects
based on user relevance feedback. This is because the probabilistic framework provides
a convenient and principled way to include various kinds of prior information into the
model [87].
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Ontology-based Personalization
Ontology-based user profiling approaches are designed to reduce the semantic gap be-
tween the low-level features extracted from documents, such as bag of words, and the
more abstract, conceptual views of user interests [43]. For example, in the Foxtrot and
Quickstep systems [93] interest profiles are represented using concepts from the ontolo-
gies, allowing other interests to be inferred that go beyond those directly available in
the content descriptions. The profiles are represented using concept vectors, and a kNN
classifier is used to determine the relevant objects.
The current systems utilize ontologies by extending the bag of words model [38, 93]. This
can reduce the gap between the concepts used in the ontology-based structured annotation
and the concepts in the user profiles. Domain ontologies are used to bridge the concepts in
the profiles and the objects by using subsumption hierarchies to generalize the concepts
[93]. In [38], such user profiles are generated by analyzing the behavior of the user,
specifically the content, length, and time spent on each Web page they visit.
The current methods utilize ontologies to improve performance of user profiling, but they
do not consider more complex annotation structures than simple concept sets and hierar-
chies. In this thesis, the user profiles are modeled as vectors of triples. This allows the
user model to represent features that occur in ontology-based structured annotations.
2.7 Evaluation of Recommender Systems
Recommender systems can be implemented using various techniques and methods that
can together approximate relevant objects and present them for the user. But how do we
know whether these systems are beneficial for the user?
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Relevance
The key utility measure in evaluating information retrieval or filtering systems, that
content-based recommender systems are, is user satisfaction [66]. In this context, user
satisfaction can be measured using relevance. Traditionally, relevance is defined as sys-
tem relevance, that is the relation between a query and information objects retrieved, or
failed to be retrieved, by a given method.
However, relevance can also cover topical, cognitive, situational, or motivational factors
[120]. For example, topical relevance measures the relation between the subject or the
topic expressed in a query, and a topic or a subject covered by the retrieved objects.
Cognitive relevance takes into account the state of knowledge and cognitive information
need of a user. Situational relevance considers also the task, or problem at hand, and the
motivational relevance the intents and goals of the user.
Evaluation Settings
Reliable evaluation, that would take into account all types of relevance, can be expensive
and difficult to conduct. Therefore, it seems plausible to assume that system relevance
and topical relevance are the most important factors affecting the recommender system
quality [87].
Evaluating system relevance and topical relevance is referred as retrieval performance
evaluation [6], where a relevance rating determined by the method is compared to a rele-
vance assessment by human annotators. In many cases, information retrieval systems are
evaluated with laboratory experiments, where retrieval performance evaluation is carried
out with standard benchmark datasets [52]. It has been suggested that the actual evalu-
ation of recommender systems should be based on a so called ”find good objects” task
[52]. This task focuses on suggesting specific objects to their users, providing users with
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a ranked list of the recommended objects, along with a rating that predicts how much the
users would like them. This is the core recommendation task. In many systems, a fixed
amount of the highest rated recommendations are shown [52].
The ”find good objects” task captures an important aspect of topical and motivational
relevance in real life systems. It has been noticed that many of the users using real life
recommender systems find it pleasant to just browse [52]. Whether one models this ac-
tivity as learning or as entertainment, it seems that recommender systems are also widely
used in other tasks than searching for pre-known objects.
In such cases, determining retrieval performance using accuracy measures against a
benchmark dataset may be misleading. This is because the user opinions of good ob-
jects in benchmark datasets can be based on, for example, purchase decisions. Therefore,
interesting objects that the users receive through browsing, but are not willing to buy, are
not judged relevant in the benchmark dataset [52]. If laboratory experiments are used,
it is important that the tasks the method is designed to support are similar to the tasks
supported by the system from which the relevance assessments of humans are collected
[52, 93]. The system should not be benchmarked with a dataset collected for another
intended use case or from another domain.
Tasks based on real world systems also touch another important aspect of recommender
systems related to relevance: the user interface and visualization. For example, a rec-
ommender system can generate explanations that are important especially on complex
domains, or enable user interaction to improve the usability of a system. These function-
alities can strongly influence user satisfaction, but are not measured in the basic retrieval
performance paradigm [87]. These aspects can be evaluated in task-based experiments,
where users use the system in the intended usage context [66].
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Retrieval Performance Evaluation
If a benchmark dataset for the domain under interest is not available, user testing needs
to be carried out to ensure a valid evaluation setting [52]. This ensures that the dataset
is representative for the domain and for the intended use case. In case the evaluation is
performed using the ”find good objects” task, the retrieval performance evaluation of the
systems and its components can be based on the accuracy metrics of IR.
Accuracy metrics measure how close the relevance ratings predicted by a method are to
the relevance assessments by users. The relevance assessments by users is also called a
gold standard. Commonly used accuracy metrics are recall, precision and accuracy [87].
Recall RE is the fraction of the relevant objects which has been retrieved and precision
P is the fraction of the retrieved objects which is relevant.
Table 2.1: Contingency table for retrieval performance measures.
Relevant Non-relevant
Retrieved true positives (tp) false positives (fp)
Not retrieved false negatives (fn) true negatives (tn)
These measures can be defined using the contingency table 2.1. Now one can write:
RE =
tp
(tp+ fn)
(2.18)
P =
tp
(tp+ fp)
(2.19)
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Accuracy A can be defined as:
A =
(tp+ tn)
(tp+ fp+ fn+ tn)
. (2.20)
Precision and recall are vulnerable measures because often when precision increases,
recall decreases and vice versa. Therefore, a single measure that can be used to estimate
a balanced performance in terms of precision and recall can be useful. A single measure
that trades off precision versus recall is the F -measure. The traditional F -measure or
balanced F -score (F1 score) is the harmonic mean of precision and recall:
F1 =
(2PRE)
(P +RE)
. (2.21)
As can be observed, precision and recall operate on a binary relevance assessment
scale. Generalized precision and generalized recall, originally defined by Kekäläinen
and Järvelin [70], are measures that take into account graded relevance assessments. Due
to graded relevance assessments the distance between the relevance assessment by human
annotators and the relevance rating given by the method are not necessarily on a binary
scale, but are measured as an interval.
Ehring and Euzenat have defined the measure in more general manner in the scope of
ontology matching [32], where the generalized precision and recall are calculated based
on an overlap function between a gold standard and the result given by the method. In
[32], generalized precision gP and generalized recall gR are defined as:
gP (A,G) =
overlap(A,G)
|A| , (2.22)
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gR(A,G) =
overlap(A,G)
|G| , (2.23)
where G is the set of objects in the gold standard and A is the set of objects given by the
method.
The overlap function should return the value 1 if the score in the gold standard and the
score given by the method are the same [32]. In this way, the precision is 1 as long as there
is no difference in the score in the gold standard and in the score given by the method.
The overlap function can now be defined as the difference between the grade given by
the gold standard G(Oi) and the grade given by the method A(Oi) for each object Oi as:
1 − |G(Oi) − A(Oi)|. Intuitively, the generalized precision measures the proportion of
error between the gold standard and the method with respect to the number of objects
retrieved, and the generalized recall measures the proportion of error between the gold
standard and the method with respect to the all objects in the gold standard. If all and
only all of the objects are retrieved or judged by the method and the gold standard, the
generalized precision and generalized recall becomes equal and can be called generalized
accuracy gA. This is typical for a classification task, where a classifier is used to predict
the relevance rating for objects in the gold standard.
These measures require a relevance assessment that can be assessed by human annotators.
Several human annotators can be used to ensure an unbiased assessment. The agreement
among annotators, called inter-annotator agreement, can then be measured. This can be
done using Kappa statistics [28, 22]. The statistical significance of the retrieval perfor-
mance can be ensured using significance tests (see [56] for an overview).
Evaluation of Subtasks
The different components of a recommender system put together can lead to a working
system with a good overall retrieval performance. However, this does not tell much about
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the performance of the individual components, such as information extraction or retrieval
components. For example, what was the role of information extraction method, did it per-
form better than a simpler one, or did the query expansion strategy chosen perform better
than another technique. This suggests that ultimately, the performance of the system
should be evaluated as a whole, but also with emphasis on the individual components.
The evaluation of all components is possible in one run, but in practice can be tricky and
complex [123]. Therefore, the components are typically evaluated individually, and their
performance compared to alternative methods and human relevance assessment.
Beyond Retrieval Performance
A recommender system should avoid over-specialization, offer relevant objects, and sat-
isfy the information need of the user in the intended use case. However, no systematic
attempts to measure all these aspects in a laboratory experiment exist [52].
A task-based evaluation setting can be used to measure the performance of the system
in the intended use case. In such a setting users perform tasks that are assumed in the
intended use cases. These can vary from known item searching to muddled topic or
content searching [66]. In a known item task users try to find a specific object based
on known features, such as the creator of the object. The other extreme is the muddled
topic or content searching task, where users explore contents or subject matters in novel
information environments to solve vaguely defined work tasks [66]. The former can be
evaluated using formal studies, where accuracy measures can be used. The latter requires
observing the users, conducting interviews, or using post-test questionnaires.
In addition to retrieval performance and task-based evaluation, the system performance
should be kept in mind. If a system performs with high accuracy and the user finds
the system satisfying according to a task, but the computational cost of obtaining this
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is beyond the level that the user or the system provider is ready to accept in a real life
setting, the system performance is low and may lead to low acceptance of the system.
Therefore, a constructive approach needs to be taken and real world systems have to be
created to ensure that the complete systems actually can be built based on the suggested
components, and that they serve the users with acceptable system performance.
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3 Overview of Research
Despite all of the advances on methods supporting recommender systems and success of
practical applications, the current generation of content-based recommender systems still
requires improvements to make recommending methods more effective and applicable to
a broader range of domains and applications. This thesis tackles the problems of recom-
mender systems related to automatic content analysis, bridging heterogeneous content,
content retrieval, and the performance of the methods as part of real life recommender
systems. In the following sections, main research questions are defined and the research
approach is discussed. The research reported in this thesis builds on top of a work car-
ried out in earlier projects. Therefore, the research context is also discussed. Further, an
overview of the developed methods is given, and the results discussed.
3.1 Research Questions
First, the problem of content analysis in the scope of information extraction is inves-
tigated. The focus is in automatic content analysis that aims to automatically produce
ontology-based structured annotation from textual annotation. The first research question
is:
1. How can structured ontology-based annotations be produced automatically from
textual annotations?
Ontology-based structured annotation typically originates from different sources and cor-
responds to different kinds of metadata schemas. This causes semantic heterogeneity and
sparsity in the vector space model. The second research question is:
2. How can semantic interoperability between heterogeneous structured ontology-
based annotations be obtained?
Semantic interoperability enables integration of heterogeneous structured annotations,
and ontologies provide background knowledge that can be used to further derive infor-
mation about the annotations. However, developing methods that are able to determine
ratings for structured ontology-based annotations is an open problem. The third research
question is:
3. How can content retrieval in ontology-based recommender systems be enabled?
The first three research questions deal with two issues. First, enabling to build the nec-
essary components and systems, and second, enabling acceptable system performance
of the components. Even if the methods would perform well in terms of retrieval per-
formance and would enable to build components supporting content analysis, enabling
interoperability, and content retrieval, the methods should also be applicable to recom-
mender applications that users find satisfactory. The fourth research question is:
4. Do users find the recommender systems utilizing the developed methods satisfy-
ing?
3.2 Approach
Four different kinds of research areas were studied: content analysis, content heterogene-
ity, content retrieval, and applicability and performance of the developed methods in real
life systems. Suitable benchmark datasets were not available neither for the domain, nor
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for studying the research problems defined in this thesis. Therefore appropriate research
methods and datasets were selected separately for each study. In particular, three different
methodological approaches were used: user study, case study, and constructive approach.
The focus of the thesis is on the accuracy of the components of the recommender systems.
However, solutions are also sought to ensure relevance of the methods as part of real life
systems and their intended use-cases.
The research questions are studied in the digital cultural heritage domain. The analyzes
are limited to descriptions available in digital format and accessible through knowledge
systems.
The annotations of digital cultural heritage objects often concentrate on the manufacturing
and preservation of the objects, such as who created the object, where and when it was
created, and in case of tangible objects, where it is currently located. The annotations
also document the subject matter of the objects, such as what is the style or genre that the
object represents and what the object depicts.
The research on semantic relatedness approximation methods was performed in the news
domain. The news domain is in many ways similar to cultural heritage. It involves de-
scriptions of people, places and objects and real world events where the objects, people,
places, and other entities participate.
There are restrictions and possibilities that these domains entail. Cultural heritage is a
knowledge-rich domain, in which large bodies of structured background knowledge are
available in form of vocabularies and ontologies, and experts agree on the main concepts
and relations. The news domain is broader, and specific background-knowledge does not
necessarily exist. This is due to the fact that the news domain documents current events,
for which the participating entities and their relations are not necessarily documented in
ontologies or vocabularies.
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3.3 Research Context
The research reported in this thesis has been conducted as a part of three large research
projects. The FinnONTO projects6 have been creating a basis for a national metadata,
ontology, and ontology service framework in Finland, and demonstrating its usefulness
in practical applications. The research in the project has been carried out by more than 30
people in different stages and it has resulted in both large knowledge bases and software
that have been utilized in the research reported in this thesis. First, the YSO ontology,
its extensions, and content annotated using these ontologies have enabled access to a
unique knowledge-base of cultural heritage data. Development and experimentation of
ontology-based methods, reported in articles I,II,V would not have been possible without
such knowledge base. The project also produced a software framework to index and
process RDF(S) data. The software framework was used and further developed in the
research reported in this thesis.
The research reported in article III was conducted under the MultimediaN e-Culture
project7. Ontologies, content and APIs developed in the MultimediaN e-Culture project
were used in the research reported in this thesis. The SMARTMUSEUM project8 was a
EU FP7 funded project with partners from a number of European countries. The recom-
mender system back-end was developed based on the FinnONTO software framework.
In research reported in article IV, annotated data was provided by the Heritage Malta and
the Institute and Museum of the History of Science in Florence, Italy. The user interface
development was conducted by INRIA in France, and WebGate JSC in Bulgaria, and the
user profiling server was implemented by Apprise Ltd. in Estonia.
6https://www.seco.tkk.fi/projects/finnonto/
7http://e-culture.multimedian.nl/
8http://www.smartmuseum.eu/
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3.4 Content Analysis
In this thesis, an automatic annotation method was developed [III]. The method is able to
automatically produce structured ontology-based annotation from textual annotation. The
state of the art research is able to determine semantic roles for word chunks of a natural
language sentences in a benchmark corpus using SRL [40]. The focus of the method
developed is in semantic role labeling of real life texts with a goal to produce ontology-
based structured annotation, where the target template conforms to a metadata schema.
The state of the art methods were extended with ontology-based features and compared
to the state of the art techniques and human performance in the same task. In addition,
the effect of using ontologies as background knowledge for the method was measured.
Approach
The developed method is based on semantic role labeling [40], where the syntactic fea-
tures of a sentence are used to predict the role of each of the constituents of the sentence.
The developed method extends the current state of the art by using ontologies as back-
ground knowledge and considering metadata schemas as the target templates.
The overall architecture of the approach is presented in Figure 3.1. It consists of three
phases: (1) linguistic analysis, (2) concept identification, and (3) role identification. The
linguistic analysis is first performed for a sentence in the textual description. The result-
ing syntactic features are then used to perform the concept identification. Finally, the role
identification is performed based on both the linguistic analysis and the concept identifi-
cation. The purpose of the concept identification phase is to determine the concepts that
have correspondences in the ontologies and are therefore candidates for annotation. The
purpose of the role identification phase is to determine the semantic role, if any, that these
concepts play in the annotation. The exact description of the developed method and the
target metadata schema are reported in the article III.
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Figure 3.1: Architecture of the content analysis system.
Research Methods and Dataset
The developed method was evaluated through a user study. A gold standard dataset was
acquired in a user study, in which fourteen human annotators participated. Retrieval per-
formance was measured using precision, recall, accuracy and F1 measure. The developed
method was compared to a baseline method and human performance in the same task.
Inter-annotator agreement was measured using Cohen’s Kappa.
The dataset consists of textual annotations of 750 masterpieces of the Rijksmuseum Am-
sterdam. The structured ontology-based annotation of the textual descriptions of 250 ob-
jects in the dataset was done in the user study using four ontologies: AAT, TGN, ULAN
and WordNet. The annotation has been performed using a VRA (Visual Resources Asso-
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ciation)9 specialization of the DC metadata schema tailored to the needs of artwork anno-
tation. The Art and Architecture Thesaurus (AAT) is a structured vocabulary of around
34,000 concepts, including 131,000 terms, descriptions, and other information relating to
fine art, architecture, decorative arts, archival materials, and material culture. The Getty
Thesaurus of Geographic Names (TGN) is a structured vocabulary containing around
912,000 records, including 1,1 million names, place types, coordinates, and descriptive
notes, focusing on places important for the study of art and architecture. The Union List
of Artist Names (ULAN) is a structured vocabulary containing around 120,000 records,
including 293,000 names and biographical and bibliographic information about artists
and architects, including a wealth of variant names, pseudonyms, and language variants.
WordNet is a general lexical database in which nouns, verbs, adjectives and adverbs are
organized into synonym sets, each representing one underlying lexical concept. WordNet
also provides relations for hyponymy, meronymy and troponymy.
Evaluation
The developed method with the ontology-based features achieved an accuracy of 0.61
(Cohen’s Kappa 0.54) and the baseline method, that used only syntactic and lexical fea-
tures, achieved an accuracy of 0.58 (Cohen’s Kappa 0.49). The difference between the
developed method and the baseline is statistically significant (p < 0.01). The human
annotators achieved an accuracy of 0.65 (Cohen’s Kappa 0.58). The overall F1 measure
of the developed method compared to the F1 measure of the baseline method was statisti-
cally significant (p < 0.05). Cohen’s Kappa shows moderate to substantial agreement of
human annotators. The details of the experiments and results achieved for each metadata
schema role are available in the article III.
9http://www.vraweb.org/resources/datastandards/vracore3/
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3.5 Content Heterogeneity
In this thesis, an event-based method was developed to enable interoperability of hetero-
geneous annotations [I]. An event-based knowledge representation has been argued to
be suitable to describe cultural heritage content [31]. Cultural heritage content is often
described as narratives that consist of events where different objects participate; who did,
what, where, and when? In [137], users are argued to use the systems in an event-centric
way meaning that users organize their memories as events that they have experienced and
use such patterns when accessing information. The representation of events in a way that
interoperability between data would be achieved and retrieval of the content in applica-
tions would benefit from the representations is a central topic of this thesis.
The method developed in this thesis is based on an idea to reduce content heterogeneity
by making the knowledge embedded in the metadata schema structures interoperable and
explicit by transforming the schemas into a shared, event-based representation of knowl-
edge. The method explicates the knowledge by using a set of thematic roles [128] and
domain ontology. In this way, the ontology that is used to describe the conceptualization
of the domain can be reused and only the schemas that are typically specific for different
content types need to be transformed.
Approach
Our event-based schema introduces relations enabling representation of the original meta-
data as events with associated thematic roles and quality roles, an idea proposed in the
fields of knowledge representation, natural language processing, and discourse modeling
[7, 128].
A distinction is made between metadata schema, domain ontology and event-based meta-
data conforming to an event-based knowledge representation schema. The event-based
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knowledge representation schema specifies a way to represent heterogeneous metadata
schemas using domain ontologies. The metadata is represented by instantiating domain
ontology concepts and by assigning relations between the instances in terms of the event-
based knowledge representation schema.
The method for mapping the metadata schemas to the event-based knowledge represen-
tation is based on a classification of the relations of the metadata schema according to
meta-properties [48, 88]. Based on the meta-properties a set of rules can be written us-
ing a logic programming language. The annotations that are instantiations of metadata
schemas are then transformed to the event-based knowledge representation according to
the rules. Definitions of the meta-properties, the classification and the mapping principles,
the set of thematic roles, and the resulting rules used are reported in the article I.
Research Methods and Dataset
The method was evaluated as a case study, where metadata schemas were analyzed. Three
different metadata schemas and the corresponding metadata were used in the study: de-
scriptions of artifacts conforming to the DC like metadata schema of the MUSEUMFIN-
LAND system [61], descriptions of paintings conforming to the CIDOC-CRM used in the
Finnish National Gallery, and descriptions of artists conforming to the ULAN schema
[130]. The General Finnish Ontology YSO [65] was used as the domain ontology.
Evaluation
The event-based knowledge representation was found to lead to the following benefits.
First, semantic interoperability of syntactically different schemas can be obtained by
defining the meaning of metadata schemas in terms of the underlying domain ontology
concepts. This enables the usage of the transitive subsumption hierarchies of the domain
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ontology in reasoning. Second, it is possible to exploit additional semantic reasoning
by explicating the hidden implicit semantics of metadata schemas. This is achieved by
more explicit descriptions of the relational roles in terms of domain ontologies. Third,
the event-based knowledge representation reduces the number of different properties to
be dealt with in the reasoning phase. Fourth, the problem of aligning different metadata
schemas onto each other becomes easier by using a a single knowledge representation
model. The number of pairwise mappings between n schemas is O(n · (n − 1)/2), but
there are only O(n) mappings between the schemas and the event-based knowledge rep-
resentation model.
The event-based knowledge representation schema was able to represent all of the needed
implicit metadata. However, some difficulties were encountered when using the method.
Some of the relations referred to local domain ontology resources that had to be mapped
separately. For example, the ulan:gender relation in the ULAN dataset referred to
ulan:female or ulan:male, that were mapped to the corresponding concepts in the domain
ontology.
Another problem was how to enrich the metadata with new thematic roles. For example,
the content descriptions for the subject matter of the objects contained values such as
yso:horse, yso:ride, and yso:man without relations to each other. Thematic roles can
easily be resolved by a human annotator, e.g. that a man rides a horse, and not that a
horse rides a man. However, selecting the fillers of the roles often requires tacit human
knowledge and is difficult for fully automated methods. The detailed description of the
study is available in article I.
3.6 Content Retrieval
While Boolean retrieval models may be manageable and sufficient for small knowledge
bases, they do not scale properly for large object repositories where searches typically
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return hundreds or thousands results [23]. Boolean search does not provide clear ranking
criteria, without which the search system may become useless if the search space is large.
In this thesis, VSM was utilized to enable the ranking of ontology-based structured an-
notations in content retrieval. Two variations of a retrieval method were developed using
VSM. First, a method for the CULTURESAMPO portal [II], and second, a method for the
SMARTMUSEUM system [IV]. In the SMARTMUSEUM system a user profiling system
was built [IV]. This brought up an over-specialization problem. To tackle the problem, a
result clustering method was incorporated in the VSM retrieval model. This enabled fast
ranking computation to find the highest scored objects and enabled non-over-specialized
view of the data for the users. The clustering could also be performed on-line, because
the objects were ranked and only the highest scored objects were required to be clustered.
Finally, the ontology-based retrieval methods were found to lead to accurate recommen-
dations. However, it is debatable whether only the subsumption reasoning is enough for
the query expansion. Therefore, the content retrieval method was extended with semantic
relatedness approximation [paper:Paper5] and different approximation techniques were
compared to find the best query expansion strategy [V]. This section will present the
VSM adapted to ontology-based structured annotations and the extensions developed to
improve the performance of the method.
Vector Space Model for Triple Space
Assuming that the annotations are represented as structured ontology-based annotations
that are described using triples, it is possible to define a Vector Space Model for triple
space (VSM-TS). In VSM-TS each object O is now represented using the annotation AO,
i.e. a set of triples. Based on the definition, it is possible to define both of the vectors WU
and WOj as vectors in a triple space W = (t1, ..., tk). The features in the vectors are the
triples that are present in the user profile and in the annotation of the object respectively.
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Two different approaches were explored to determine a relevance rating in VSM-TS. It is
possible to use reasoning when computing the scoring function. In this case indexing is
required only for the original triples in the annotations AO, and the computation is per-
formed in the retrieval phase. Another option is to perform the reasoning in the indexing
phase and store the reasoned annotations A′O into the index. In this case, standard scoring
functions, such as cosine similarity, and computation can be used in the retrieval phase.
In this thesis, both of the approaches were explored. The former was implemented as
part of the recommender system in CULTURESAMPO portal [II], where a scoring function
and tf-idf based weighting scheme that weighted RDF(S) triples were developed. A dis-
advantage of this approach was found to be that measuring the similarity of the vectors
becomes more computationally complex, because the relevance between the triples must
be computed for each feature in the retrieval phase.
However, because the mapping from the original triples to the deductive closure is linear,
it is possible to directly perform the mapping of the triples in the indexing phase and to
instantiate the feature vectors in the VSM-TS directly using the reasoned triples A′O. In
this case it is possible to use a standard weighting scheme and scoring methods. In the
SMARTMUSEUM system [IV], these were implemented using Apache Lucene’s practical
score function (Equation 2.10).
In [II], a weighting scheme was used to weight the triples by adapting tf-idf weighting for
triple space. Classes and instances were weighted based on their occurrence in an indi-
vidual annotation and in the whole knowledge base to adapt the idf . The rarer the triples
that match are, the less they contribute to the total score. For example, objects that orig-
inate from the same large collection are matched based on this information, but because
there is a large number of other objects from the same collection, the weight for this par-
ticular feature is low. On the other hand, triples describing a rare subject matter receive
higher weight and lead to a higher score. The tf effect can be achieved through reason-
ing. For example, in case an object is annotated with triples describing a subject matter
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with concepts of different animals, say elephants, lions and tigers, it receives higher tf
for a concept animals because all of the three triples match to the concept animals through
subsumption reasoning. On the other hand, the idf for the concept animals is lower than
for the concept elephant, lion or tiger. The tf can also be observed directly from the
annotation. For example, in the case of annotation resulting from information extraction
process, some triples may have many occurrences in an individual annotation.
In [IV], the objects are directly indexed with reasoned annotations. In this case, separate
weighting scheme is not needed, because each triple represents a feature in the vector
space and standard tf-idf and cosine similarity can be used to compute the score function.
Research Methods and Dataset
The method described in [II] was evaluated through a user study in which seven voluntary
media technology students and faculty members from the Helsinki University of Technol-
ogy participated. The participants had experience with recommender systems, but they
were not experts in the cultural heritage domain. The dataset of the CULTURESAMPO
portal10 was used in the experiments. It contained structured ontology-based annotations
of three types of objects: images of museum objects, images of photographs and images
of paintings. The objects had been annotated by domain experts in Finnish museums.
A transformation to RDF was performed and the values of the metadata schema ele-
ments of the annotations were mapped to YSO. Ambiguous references were manually
disambiguated to refer to correct concepts and the annotations were transformed to the
event-based knowledge representation.
10The version of the dataset in year 2007.
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Seven objects were randomly selected as source objects. No weights were available for
the triples in the profile vector, that consisted of the triples from a source object. The
triples in the profile were weighted on a binary scale. The recommendations were then
computed for each source object. The computing was performed against a knowledge
base that contained structured ontology-based annotations of nearly 10.000 objects. The
five top-ranked recommendations for each source object given by the method were con-
sidered the higher relevance group. The other five, the lower relevance group, were a
sample of the lower half of the objects based on the median rating. This resulted to a
sample of 70 objects.
The task of the users was to classify the objects in the sample to belong under a certain
source object based on what they would like to be recommended when examining the
source object. The users also had a possibility to classify objects non-relevant to any of
the source objects. After the initial classification, the users were asked to further classify
the objects under each of the source objects to higher and lower relevance group.
The purpose of the study was to test the hypothesis that there is a difference in the retrieval
performance between higher and lower relevance groups. In other words, if the objects
rated high by the method were more often relevant than the objects rated low. This is
intuitive, because typically recommender systems only show the k-top objects for the
user. In addition, an accuracy that the method achieved for the higher and lower relevance
group was measured using the user assessments as the gold standard.
In the article II, precision, recall, inter-annotator agreement, and statistical significance
of the difference between the lower relevance and higher relevance groups, were not re-
ported. These were calculated later and are reported here.
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Evaluation
For the higher relevance group the precision was 0.91 and the recall was 0.82. For the
lower relevance group the precision was 0.64 and the recall was 0.72. The χ2 test showed
that the difference between the groups was statistically significant (p < 0.05). Cohen’s
Kappa showed substantial agreement between the annotators (Kappa = 0.67).
It is notable that the lower relevance group was sampled below the median of the rating
given by the score function and still received relatively high precision and recall. This
indicates that some objects with lower scores were also found relevant. The users were
interviewed after the user study. Five of the seven users mentioned the difficulty of de-
ciding which were the most important dimensions to which the classification should be
based on. This advocates the need of methods that can avoid over-specialization and
allow different viewpoints to the data.
Semantic Relatedness Approximation
Subsumption inference can be used to deduce additional statements about the objects. For
example, in case an object is manufactured in Montmartre, it can be inferred as been man-
ufactured in Paris, France, Europe, and Earth. However, also expansion to other concepts
than to the ones explicitly stated or that can be inferred through logical reasoning could
be useful. For example, if a user is interested in objects related to schools, the user might
also be interested in objects related to teaching. Such a relation is not necessarily explic-
itly stated in the ontology and therefore should be acquired by other means. Acquiring
relations can be performed by approximating relatedness of the concepts in the ontolo-
gies by using methods that make use of the ontology structures or external information
sources.
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In this thesis, the performance of three well known semantic relatedness approximation
methods, the Wu-Palmer measure, the Leacock-Chodorow measure and LSA, were com-
pared to find out the best performing methods. The detailed definitions and comparison
of semantic relatedness approximation methods can be found in the article V.
The Wu-Palmer measure was found to perform best with an appropriate cut-off value
and was implemented in the SMARTMUSEUM system. The approximation was utilized
in content retrieval by expanding the user profile vector WU with additional triples. Each
triple WUi can be expanded into new triples based on the relatedness value determined
by the relatedness approximation method. The relatedness value is determined for each
resource of the triple, and all triple combinations of resources that have a relatedness value
over a threshold value are constructed and added to the profile vector. The threshold for
relatedness can be obtained, for example, from a user interface control [IV].
Research Methods and Dataset
A user study was conducted to measure the performance of three different semantic relat-
edness approximation methods: LSA, Leacock-Chodorow and Wu-Palmer. Fifteen users
participated (Kappa = 0.68).
The Helsingin Sanomat News Corpus was used as the dataset for the study. The
dataset consists of 883 randomly selected articles from the Finnish newspaper ”Helsingin
Sanomat”. Each article consists of the heading and the article body. YSO was used as the
domain ontology. A sample of 3168 concept pairs appearing in the intersection of YSO
and the articles was annotated by the users as relevant or non-relevant. This set of concept
pairs was used as a gold standard to evaluate the performance of the methods.
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Evaluation
The overall performance of the corpus-based method Latent Semantic Analysis (gener-
alized accuracy = 0.84) was found more accurate than the structural measures proposed
by Wu and Palmer (generalized accuracy = 0.74), and Leacock and Chodorow (general-
ized accuracy = 0.51). However, both of the structural measures had substantially better
performance than LSA when cut-off values were used. The concept pairs approximated
by the best performing structural measure Wu-Palmer and latent semantic analysis show
a low level of overlap. LSA is superior in filtering out the non-relevant relations, and
is able to find relations in which the structural measures fail. Structural measures show
good overall performance even with a low cut-off value. LSA finds relations specific to
the corpus, but only a limited number of the relations that are present in the ontology [V].
Such a low level of overlap of LSA and Wu-Palmer measure indicates that the structural
measures and corpus-based measures are complementary and a combination of meth-
ods should be used to achieve good performance. The results are statistically significant
(p < 0.000001).
Result Clustering
The scoring functions are used to determine the rating of the objects given a profile.
However, scoring alone is not necessarily the best way to determine the objects to be
recommended.
Objects are returned as a ranked list based on the rating given by the score function. While
the ranking of the objects is important, to avoid over-specialization, users may also want
to receive recommendations from the different viewpoints specified in their user profiles.
For example, consider a user profile with three triples each defining an material of an
object, say ”brass”, ”copper”, and ”copper alloy”, and one triple defining a type of the
object, say ”vase”. In case the recommendations would be obtained directly using the
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score function in VSM-TS, and assuming that all materials would have approximately
the same tf-idf value, all objects that have two of the materials mentioned, say copper and
copper alloy, would be ranked higher than any of the objects having a material brass or
having a type vase alone. This easily leads to a situation where the top ranked objects
appearing in the user interface only consist of very similar objects that are ranked high
based on a subset of features in the profile; in the example case, objects with materials
copper and copper alloy. However, from the perspective of the user, it could be more
interesting to obtain objects also based on other sets of features that are less important
based on the scoring function, but still score high based on different features.
In this thesis, the over-specialization problem was approached by using clustering of the
objects that were rated high by the scoring function [IV]. The clustering is based on the
matching triples collected for each of the top k objects given by the scoring function. The
FastICA algorithm was used to perform independent component analysis (ICA) [57]11 for
the retrieved objects to find clusters. The clusters were labeled by including the labels of
the five most common triples occurring in the cluster excluding triples that occur in all of
the clusters. The details of the implementation can be found in the article IV.
Research Methods and Dataset
The clustering method was tested and implemented using the SMARTMUSEUM dataset.
The dataset consists of structured ontology-based annotations of 500 museum objects
and points of interest from the collections of the Institute and Museum of the History
of Science, Florence and Heritage Malta. The objects are structurally annotated using
AAT and TGN ontologies. A metadata schema corresponding to DC was used in the
annotation. In addition, the metadata schema included properties enabling descriptions
of the target group, age group, suggested education, and other demographic properties
that can help personalizing the content for a specific user.
11The Java implementation of FastICA (http://sourceforge.net/projects/fastica/) is used.
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Figure 3.2: Clusters determined for a test user profile.
Demonstrating Example
A formal evaluation to determine the quality of the clustering was not conducted within
the scope of this thesis, but the method was initially tested with ten test user profiles
defined by domain experts from the Institute and Museum of the History of Science,
Florence. Figure 3.2 shows a test web interface of the content-based recommender system
of the SMARTMUSEUM system. One of the test user profiles is inserted to the system and
two clusters determined for the profile using the clustering method. The test user profile
consists of user preferences expressed with four triples. First, objects that are annotated
to have a type of instruments. Second, objects are annotated to have a material copper.
Third, objects that are annotated to have a material copper alloy, and fourth, objects that
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are annotated to have the subject astronomy. The method finds two separate clusters.
The first cluster marked with dashed line in the Figure 3.2 consists of objects that are
instruments and have materials copper and copper alloy. The second cluster consists of
objects that are instruments, have the material copper and the subject astronomy. The
objects in the second cluster receive lower ranks based on the score function, but can still
be relevant for the user in addition to the objects in the former cluster.
The clustering method seems to generalize for the test user profiles. However, the labeling
and content of some of the clusters were found to have weaknesses. First, in some cases
depending on the query expansion level, the labeling of the clusters generates too general
or too few labels. Second, typically the clustering method generates one cluster that
contains objects that have very low rank and is mainly based on triples that occur in
other clusters, but not in this particular cluster. A revised labeling method and a cutoff
for rank values, instead of a fixed number of objects, in a retrieval phase could improve
the system performance by gathering only the relevant labels and filtering out objects
that are have low rank. In addition, a formal retrieval performance evaluation should be
conducted to determine the retrieval performance and identify other possible weaknesses
of the method.
User Profiling
So far relevance rating of objects based on two feature vectors, the object vector WOj
and the user profile vector WU , has been discussed. It has been shown that the object
vector can be constructed from text, and harmonized using event-based knowledge rep-
resentation. In addition, it has been shown that the user profile vector can be expanded
based on semantic relatedness approximation, and that over-specialization can be avoided
using clustering. However, it has been assumed that the initial features in the user profile
are available. In this section, a method to construct the initial user profile vector WU is
discussed.
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In the SMARTMUSEUM system, a user profile can be constructed manually by the user.
This is performed by inserting triples to the profile directly through a user interface or by
user profiling that can be done based on the behavior of a user [IV]. The user can tag an
interesting object with an "I like" tag or an "I dislike" tag. The triples in the annotation
of the object are added to the user profile with count 1. For the triples that already are in
the profile, the count is increased by the number of the times an object where the triple
appears is tagged. This results in a list of triples that the user has marked relevant or non-
relevant and the count of each triple. The relevant and non-relevant ratings are averaged.
Thus, the triple in a profile is a pair of average vote and the number of times the triple has
been tagged. It is now possible to calculate the likelihood for the triple in a user profile
[IV] and use the most likely triples as a query in the vector space model.
A rationale behind choosing a probabilistically motivated approach over a straightforward
vector space approach was that a context aware version of the profile was also developed.
In the context-aware version each triple can be conditioned using a context. The proposed
method is explained in detail in article IV.
The user profiling was implemented as a practical solution part of the SMARTMUSEUM
system, for which user trials were conducted in two museums. The results of these user
trials will be discussed later. A retrieval performance evaluation of the approach has not
been conducted.
3.7 Applications
The presented methods have been implemented in two recommender systems. The first
version of the content retrieval method operating on an event-based knowledge repre-
sentation was implemented in the CULTURESAMPO portal [I,II] and later extended with
query expansion based on semantic relatedness approximation and result clustering, and
implemented in the SMARTMUSEUM system [IV].
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Figure 3.3: A screen capture of an object page of the CULTURESAMPO portal. The results
of the recommender system are on the right side of the screen capture.
Recommender System for the Culturesampo portal
CULTURESAMPO is a demonstration application for publishing and accessing cultural
heritage contents on the Web. It is based on a metadata infrastructure that relies on the
use of ontologies [62, 60]. The system presents new solutions to interoperability problems
of dealing with multiple ontologies of different domains, and to problems of integrating
multiple metadata schemas and cross-domain content. The system provides search and
recommendation functionalities. In addition, the content can be accessed through nine
thematic perspectives including map views, a time view, and a story and narrative based
access [59]. The methods described in this thesis, were implemented in the first version
of the CULTURESAMPO portal12.
12The first version of the CULTURESAMPO portal was accessible on the Web between 2007-2008.
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The CULTURESAMPO portal does not store user profiles and the recommendations were
determined based on the content of the object being examined by the user. In other words,
the user profile consists of only the features in the object that the user is examining.
Figure 3.3 illustrates the user interface of an object page of the CULTURESAMPO portal.
It shows a page about a photograph concerning a student union traveling by boat to the
Koli mountain in Karelia. On the right side the system gives recommendation links to
other content objects with explanations such as “hiking related to a student association”
and “traveling related to a student association”. The event-based system gives these links
because the image describes a “hiking” event with a “student association” and “lake” in
participant roles. The method also gives links to content objects that are “stored” in the
same collection, “photographed” by the same person, and so on.
Recommender System for the Smartmuseum System
SMARTMUSEUM is a demonstration system for mobile on-site personalized access to dig-
ital cultural heritage. It supports two principal scenarios: inside and outside scenario. In
the outside scenario, the system enables recommending points of interest, such as mu-
seums and sights while the user is mobile. In the inside scenario, the user indicates
visiting a museum and the system recommends objects inside the museum. The system
also has other functionalities, such as on-site video streaming, speech synthesis, collab-
orative filtering based recommendations, and Radio Frequency Identification and Global
Positioning System -based object and location identification.
The content-based recommender system of SMARTMUSEUM was implemented by using
the presented methods for content retrieval, user profiling, semantic relatedness approx-
imation, and clustering [IV]. In addition, for the outside scenario, bounding-box based
geographical search functionalities were implemented to restrict the recommendations to
objects located near the user [IV]. Figure 3.4 shows two screen captures from the user
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Figure 3.4: A screen capture of two screens of the SMARTMUSEUM system. The screen
captures show the user interface of a recommendation list (left) and a page showing links
to relevant content based on a selection of an object from the initial list (right).
interface, where a recommendation list (left) and a page showing links to other relevant
content (right) are provided for the user in an inside scenario. The recommendations are
presented as a flattened list, but are based on scoring, semantic relatedness approxima-
tion, and clustering. The user is able to construct and update the user profile by voting on
each object. The recommendation method is also used to construct the related objects list
by using the features in the user profile and the features in the present object as a query
vector. In this case, the features in the current object are temporarily added to the user
profile or up-weighted based on the original user profile. This enables recommendations
related to the object examined by the user, that can be scored based on the user’s profile.
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Research Methods
The SMARTMUSEUM system was evaluated in two user trials. The user trials were de-
signed and conducted by the museum staff in two museums: the Fine Arts Museum in
Malta, and Institute and Museum of the History of Science in Florence. The user tri-
als and the obtained results are shortly presented here, because the user trials were not
reported in the articles that are part of this thesis.
The user trials were organized by the museum staff who assisted the participants in using
the system. The participants were first given a 30 minute presentation about the system
including instructions how to create a user profile, log into the SMARTMUSEUM system,
use the recommender system, and to use the system in one’s own mobile phone. Eight
Personal Digital Assistant devices were made available for users to try out the system on
their own time. A post-test questionnaire based on System Usability Scale (SUS) [16]
was handed for the users after the user trial. SUS is a low-cost usability scale that can be
used for assessments of systems usability. It does not provide detailed insight to usability
because it only has limited number of questions. However, it is a method that is suitable
to conduct usability studies in on-site user trials, when controlled experiments are not
possible or suitable. All together 24 responses were gathered. Eleven responses in the
case of Fine Arts Museum in Malta13, and thirteen in the case of Institute and Museum of
the History of Science in Florence.
Table 3.7 shows the questions and results of the post-test questionnaire14. The system
was found easy to use and to improve museum experience (95.8%). The system was
found easy to learn to use (95.8%) and users believed that they would not need technical
support to use the system (75%). A majority of the users thought that the functions were
well integrated (58.4%) or were neutral on the subject (33.3%) and very few of the users
thought that there were inconsistencies in the system (4.1%). In addition, users believed
13Fine Arts Museum in Malta is a part of Heritage Malta
14The original questionnaire also had strongly agree and strongly disagree categories as defined in SUS.
These were combined into agree and disagree categories.
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Table 3.1: Results of the SUS post-test questionnaire of the user trials. A = Agree, N =
Neutral, D = Disagree
Question A(%) N (%) D (%)
I thought the system was easy to use and improved my museum experience. 95.8 0 4.2
I think that I would like to use such a system in other museums. 91.7 8.3 0
I found the system unnecessarily complex. 12.5 8.3 79.2
I think that I would need the support of a technical person to be able to use this system. 12.5 12.5 75
I found the various functions in this system were well integrated. 58.4 33.3 8.3
I thought there was too much inconsistency in this system. 4.1 29.2 66.7
I would imagine that most people would learn to use this system very quickly. 58.4 33.3 8.3
I found the system very cumbersome to use. 4.2 12.5 83.3
I felt very confident using the system. 54.2 33.3 12.5
I needed to learn a lot of things before I could get going with this system. 0 4.2 95.8
that they would use the system again in other museums (91.7%). The agreement between
the users was moderate to substantial (Kappa = 0.59).
In addition, the users were asked if they had any problems using the system, suggestions
for improvements, or general comments on the system. A major suggestion that rose was
map support to navigate inside the museums. Another suggestion was that the related
objects list (shown on the right side of Figure 3.4) could also show objects from other
museums and collections. Users also wanted to see explanations of why the objects were
related to the one they were examining, and why they were related to the user profiles
of the users. The users also thought that it could be easier if they could plan a tour
beforehand using a web interface and retrieve the tour when accessing the museum. Users
that were domain experts or representatives of some museum suggested that the system
should provide pre-defined stereotypic user profiles that a user could choose from when
entering the museum.
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4 Conclusions and Discussion
The focus of this thesis is in improvement and development of methods for ontology-
based recommender systems and testing them in practical applications. Research has
been done in four areas: content analysis, content heterogeneity, content retrieval, and
applications. The results are next discussed in the scope of the research questions.
4.1 Research Questions Revisited
The first research question reflects the area of content analysis:
1. How can structured ontology-based annotations be produced automatically from
textual annotations?
The thesis contributed a method that produces ontology-based structured annotation us-
ing information extraction techniques, especially semantic role labeling extended with
ontological features [III]. The method was found to perform close to the accuracy that
humans achieved in the same task and outperformed the baseline method to which it was
compared.
The performance of the method differed in the case of some roles [III]. A possible expla-
nation could be that the sentence context was not enough to make a distinction between
the depicted and the factual information. In addition, the ontologies used often did not
contain corresponding concepts for some specific roles. For example, person names were
often not present in the ontologies.
The experiment was carried out with non-expert annotators in a rather specialized do-
main. The results show that the concordance of the annotators is relatively low in the case
of some roles [III]. This suggests that future research could be carried out to compare
the concordance of expert annotators, and subsequently measure the performance of the
method when more consistent training data is available.
Recent research in natural language processing and information extraction, such as sta-
tistical syntactic parsers and NER systems [36], has enabled advances in computational
natural language understanding [40]. However, as shown in this study, our hybrid ap-
proach, with both statistical methods and ontologies, results in higher performance. It
is important to note that this approach is restricted to domains for which ontologies are
available. Previous research in SRL has achieved high accuracy in role identification
when using hand-corrected parse trees on artificial datasets [40, 108]. Nevertheless, it has
been shown that these techniques generalize to other stricter domains only when appropri-
ate training data is available [109]. This suggests that the performance of both statistical
tools used for the linguistic analysis and ontologies are dependent on the domain in which
they are applied. Yet, the annotation method proposed in this thesis is based on a feature
set that could be applied to other domains similar to cultural heritage, such as the news
domain.
The method presented in [III] concentrated mainly on the role identification task and
therefore a relatively simple method was used for concept identification. Although high
accuracy was obtained in empirical evaluation for role identification, in this study the bias
in concept identification was not measured.
The second research question reflects the area of content heterogeneity:
2. How can semantic interoperability between heterogeneous structured ontology-
based annotations be obtained?
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Content heterogeneity was studied and a method that is able to bridge heterogeneous
structured data was developed [I]. The proposed method utilized event-based knowl-
edge representation to reduce semantic heterogeneity. The performance of the method
was studied as a case study and it was successfully used to harmonize three metadata
schemas. Further, the resulting knowledge representation was utilized in the VSM-TS
based recommending method [I].
While the case study presented in this thesis confirmed that the event-based knowledge
representation schema was able to represent the implicit metadata in the three schemas
that were studied, some difficulties were encountered when using the method. Some of
the relations referred to local domain ontology resources that had to be mapped separately
onto YSO concepts. The ontology matching community has tackled this problem (see
[35] for an overview of the state of the art).
Another problem was how to enrich the metadata with new thematic roles. Thematic
roles can be resolved by a human annotator because selecting the fillers of the roles often
requires tacit human knowledge, but can be difficult for automated methods.
The third research question reflects the area of content retrieval:
3. How can content retrieval in ontology-based recommender systems be enabled?
Three methods that utilize the structured knowledge-representation were developed. A
method to determine semantic relevance was first introduced [II]. The method achieved
high retrieval performance in the user study. Further, a method that simplifies the method
was proposed in [II]. Combining it with semantic relatedness approximation and clus-
tering was proposed in [IV]. In addition, measures to determine semantic relatedness in
ontologies were compared in [V]. LSA was found to be the most accurate method in
general, but the Wu-Palmer measure had superior performance when cut-off values were
applied. In closer analysis, the methods were found complementary to each other.
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A fair state of the art baseline method does not exist to compare the performance with the
developed retrieval method. Because the purpose of the study was not to improve rec-
ommendations for objects with text descriptions, but rather it was assumed that heteroge-
neous annotations that originate from diverse sources should interoperate, a comparison
to a method that uses only text-based features was not performed. However, the effect
of automatically acquired ontology-based structured annotation to the recommendation
of text-based descriptions could be an interesting research prospect. A comparison to
semantic vector space models [79, 80, 103], where only simple linguistic features rather
than full ontology-based structured annotation is used, could supplement the results ob-
tained in this thesis. The same applies to other classification methods operating on a
semantic feature space [142]
While highly accurate retrieval performance was obtained using pre-defined test profiles,
the user profiling methods were not formally evaluated. This would require real life usage
statistics from the actual systems that were not available. The clustering of retrieval results
was not formally evaluated in the scope of this thesis, but could be compared with other
clustering methods in terms of both retrieval performance and system performance.
The semantic relatedness approximation methods were compared in a controlled user
study, but their effect on the retrieval performance of a scoring function was not mea-
sured. A comparison of a larger set of structural measures [113, 77, 68] and corpus-based
methods such as latent Dirichlet allocation [14] could supplement the study performed in
the scope of this thesis. Although good results have been obtained in ontology-based rec-
ommender systems [93], ontology-based information retrieval [23], and the use of ontolo-
gies in topic detection and tracking [86], the effect of the ontologies on the performance
of recommender systems still requires further evidence.
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The fourth research question reflects the area of applications:
4. Do users find the recommender systems utilizing the developed methods satisfy-
ing?
The methods were implemented in two recommender systems in the cultural heritage do-
main. A recommender system for the web portal CULTURESAMPO [I,II] was first devel-
oped. The method was modified and additional features to support user profiling, result
clustering and semantic relatedness approximation were developed for the SMARTMU-
SEUM system [IV]. The system was evaluated in two user trials in two museums. Users
found the system easy to use and indicated that the system improved their museum experi-
ence. In addition, the users expressed that they would like to use the system again in other
museums. The main suggestions for improvements were navigation support, possibility
to relate content to objects in other museums and collections, and explanation support for
the user interface.
4.2 External Validity
Content-based recommender systems have known limitations. Specifically, content-based
recommender systems have only limited content analysis capabilities and therefore they
are most useful in domains where metadata can be extracted automatically or where it has
been provided manually. It would be much more difficult to use the systems to recom-
mend, for example, un-annotated audio and video streams. Furthermore, ontology-based
recommender systems assume the existence of formal ontologies for the particular appli-
cation domain. Content-based systems are also not able to determine recommendations
based on latent features that are not part of the annotations, but affect the human opinion
about the objects. For example, in case of a movie, the general opinion about the movie
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can be difficult, if not impossible, to obtain based on the content or even the annotation
of the object alone.
Despite these limitations, the methods proposed in this thesis were found useful both as
part of practical recommender systems and in terms of retrieval performance. However,
the studies were done using separate datasets and the retrieval experiments lacked fair
baseline methods. This implies that the results are valid in the research context that they
were performed in, but the effect of all proposed methods, in terms of the performance of
the whole system, have not been verified.
The formal evaluations of the methods were performed as user studies where the accuracy
of each of the methods was compared to a gold standard. Questionnaires were used in
the user trials. Extensive field studies could have revealed what users actually do in their
own contexts, showing common uses and usage patterns, problems and unmet needs.
On the other hand, the methods were implemented in recommender systems and their
performance was demonstrated in a real life context. Also the user studies were conducted
using data and tasks from the domain under interest.
It was not possible to collect data to evaluate user profiling methods, because we were
only able to conduct short-term studies. The retrieval methods developed in this thesis
are based on VSM. Though the methods were found to perform with high accuracy, they
were not compared to alternative retrieval methods. Studies have suggested that some
information retrieval tasks can be performed just as successfully with less accurate meth-
ods [52]. However, it is pointed out that if subjects continually had to put more attention
to the quality of the offered recommendations, perhaps they would grow dissatisfied and
eventually stop using the system [52]. Such a comparison was not possible in the scope
of this thesis.
In this thesis, system performance, such as the amount of time used to determine the
ratings, was not measured. Intuitively, the system performance was acceptable in both
73
applications. However, in the case of the CULTURESAMPO recommender system, the
recommendations were computed as a batch process. This was done because the com-
puting of the vector operations was too slow to achieve acceptable system performance.
The computation of the indexes of the SMARTMUSEUM recommender system for a test
set of 100,000 objects required approximately 6 hours. Formal experiments to evaluate
the system performance were not conducted.
The main question related to the external validity of the results considers the domains
under interest. The performance of the methods was measured only in the cultural her-
itage and news domains. The methods could be applicable also to other knowledge-rich
domains, where ontology-based structured annotation can be useful and for which on-
tologies are available. For example, health information [129] is a potentially applicable
domain. The automatic annotation method [III] is limited to domains where natural lan-
guage is used to describe the content. The method classifies the content according to a set
of ontologies and the VRA metadata schema. The method is based on supervised machine
learning and can be trained using other ontologies and metadata schemas. Therefore, the
method is limited to domains for which the ontologies and training data are available or
can be constructed. The retrieval methods presented in [II] and in [IV] are limited to cases
where ontological concepts can be used to express the annotation. The retrieval method,
clustering and user profiling can be adopted to broad domains in a sense that they operate
in numerical space and no customization is required.
On the other hand, the developed methods are highly dependent on the ontologies used
to capture the knowledge of the domain. In case of the retrieval methods, the correctness
of the subsumption hierarchies and the conceptual coverage of the domain under interest
is important, while the information extraction method is also dependent on the coverage
and quality of the lexical information available in the ontologies. The ontologies that were
used in the studies are professionally curated and carefully designed by domain experts.
The lexical and conceptual coverage of YSO ontology is not as detailed as, for example,
AAT in the cultural heritage domain or WordNet in the general lexical domain. However,
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YSO is based on YSA, the General Finnish Thesaurus which is the most extensively used
thesaurus in Finland. Furthermore, most of the data available in the used collections was
already annotated with YSA.
The information extraction method is limited to the English language, but could be
adapted to other languages for which Penn Treebank based parsing is applicable. The
method to reduce content heterogeneity is based on the usage of rules. This requires
manual work, but enables accurate transformation into the event-based knowledge repre-
sentation.
Another notable feature of the developed systems is the way the content is mainly con-
sumed. In our case the systems are intended for use cases where they assist collection
browsing and museum visits. The recommender systems do not support users looking for
known objects, but rather offer a variety of options for the user. This can affect the will-
ingness of the users to give relevance feedback and emphasizes the importance of content
analysis and content-based techniques that are able to determine recommendations even
without extensive user profiling.
The usage context also raises another question related to the users and the assumed usage
scenarios. Layman users participated in the user studies which may cause bias compared
to professional users. On the other hand, three user studies that ensured the relevance of
the systems in the actual tasks were conducted. In fact, the systems developed are meant
to be used mostly by layman users and therefore the results may even give insight to the
performance of the methods in the actual usage context. In addition, the user studies were
extensive enough that statistical significance was ensured and inter-annotator agreement
validated.
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4.3 Future Work
Content analysis methods could benefit from the following supplements. Information
about a dynamic context [108], addressing how other constituents in the sentence were
classified, was not used in the reported study. In fact, only features extracted from a
single sentence and paths to the main verb of the sentence were used. Adding features
that would consider more extensive context and discourse reference, rather than a single
sentence, could lead to improved performance [140]. Advanced classification strategies
could also result in a gain of the method performance [108]. For example, using separate
classifiers to distinguish between the depiction information and the factual information.
Improvement with respect to the named entities could be achieved by using anaphora
or co-reference resolution. Additional ontology-based features could also be explored.
Unsupervised or semi-supervised methods to perform semantic role labeling are a chal-
lenging but important future research area.
The content heterogeneity research could benefit from ontology mapping techniques and
automatic semantic role labeling of structured ontology-based annotation, where the exact
semantic roles have not been specified. This problem is a topic of ongoing research
especially in the SRL field [40, 109], where natural language is used as a source for
the structure, but requires further development in the heterogeneous schema integration
field. Methods that make use of minimal supervision and are able to produce event-based
knowledge representation are an important future research direction.
The intent of the research was not to determine the improvements in performance com-
pared to methods operating on text-based annotations, but the starting point rather as-
sumed that heterogeneous annotations can originate from many sources, structured and
non-structured. However, because many objects remain without structured ontology-
based annotation, an overall performance against methods that operate on text-based an-
notations could be potentially interesting. Also the role of user interfaces, for example,
systems that are able to give explanations are an important future research area.
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The study on semantic relatedness approximation could be extended to learning rules and
more specific relations, such as subsumption hierarchies. It is also notable, that in our
approach, the semantic relatedness is measured between concepts. This means that the
independence is assumed not only at the feature level (triples), but on a concept level (re-
sources). Therefore, the semantic relatedness approximation could be investigated in the
triple space. Probabilistic user profiling and retrieval methods could enable incorporating
more appropriate priors and model dependencies between the features.
Finally, hybrid systems that capture the advantages of both collaborative filtering tech-
niques and ontology-based techniques are an emerging research area [20, 19]. Such ap-
proach could lead to substantially better recommender systems that are able to capture
the common sense knowledge available in ontologies and the wisdom of the crowds.
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