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RESUMEN 
El sistema "bueno" de Boussiiiesq es un sistema de ecuaciones en  derivadas parciales coi1 
estructura hamiltoniana. Al discrctizarlo es de interés no perder tal estructura y en este articulo 
proponemos un método iluinérico de elementos finitos Petrov-Galerkiii que de origen a un 
sistema hamiltoniano discreto. Analizamos el error y presentamos resultados numéricos. 
A SEMIDISCRETE FINITE ELEMENT SCHEME 
FOR T H E  "GOOD" BOUSSINESQ SYSTEM 
SUMMARY 
The "good" Boussinesq systein is a system of partial differential equations with a 
hamiltonian structure. Wlieii carryiilg out its discretizatioii it is of interes to preserve this 
structure and in this papei we suggeiit a fiiiite-element Petrov-Galerlrin method that gives rise 
to a dicrete Hamiltonian problem. We analyze the error and present numerical results. 
El objetivo de este artículo es dar  un  método numérico que preserva l a  naturaleza 
hamiltoniana del siguiente sistema continuo. El problema a estudiar es el sistema 
"bueno" de  Boussiiiesq 1-periódico (SBBP) 
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con las condiciones iniciales u0 y w0 l-periódicas y suficientemente suaves para que 
haya solución única. 
Tanto el sistema como la ecuación equivalente (EBB) han sido objeto de estudios 
recientes donde se analizan sus propiedades analíticas7. Desde el punto de vista 
numérico, se resuelve por diferencias finitas el problema l-periódico para la EBB en8 y 
se compara con métodos pseudoespectrales5. En4 se da un algoritmo explícito para el 
SBBP con hamiltoniano discreto y aproximación espectral, que al avanzar en tiempo 
conserva la estructura de Poisson, pero no la energía. Nuestra aportación consiste 
en tomar en cuenta la naturaleza hamiltoniana del sistema, desarrollando métodos 
numéricos que preservan dicha naturaleza. 
En el apartado siguiente analizamos la naturaleza siinplécticas del problema 
continuo. La discretizacióii espacial, junto con la forinulación hainiltoniana discreta 
originada por el método Petrov-Galerlcin, presentamos a continuación. Posteriormente 
nos dedicamos a la estimación del error. Al final ofrecemos brevemente los experimentos 
numéricos. 
EL PROBLEMA CONTINUO 
A partir de aquí, los espacios de Sovolev HF( I ) ,  I = [O, 11 estarán formados por 
las extensiones periódicas de Hm(I ) ;  lo mismo para L;(I). 
Se demuestra7 que si (wo,uo) E L;(I) x H ~ ( I ) ,  entonces el SBBP tiene para t 
suficientemente pequeño una solución generalizada ( ~ ( t ) ,  u(t)) que depende de forma 
continua de t y de las condiciones iniciales. 
Si u(z, t )  y w(r ,  t )  son soluciones de (1)-(G), las siguientes integrales son constantes 
en el tiempo 
( ( t )  U ) )  = J1 ( + 1 + " + -) d r  
o 2 3 
Para probarlo basta derivar, bajo el signo integral e integrar por partes, utilizando 
(l)-(G). 
El sistema (1)-(6) puede escribirse como 
Su forma abreviada en términos de la derivada variacional del hamiltoniano 'H es 
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donde 
La derivada variacional cle un funcional 71, que representamos por S ,  viene dada 
en el sentido del gradiente como sigue: si P = L ~ ( I )  x H ~ ( I ) ,  definimos la derivada 
de 'H en z ,  siguiendo la dirección de v  como 
71(z + E V )  - W ( z )  S'H[z; v]  = lim , z , v E  P 
€+O E 
decimos que g es el gradiente de 71 en z ,  si g E Lp(I)  x L i ( I ) ,  y 
SIFt[z; v] = ( g ,  v ) ,  vv  E P (10) 
donde ( ,  ) representa el producto escalar usual en L i ( I )  x L i ( I ) .  La función g se 
simboliza por SX[z]  ó V'Ft[z]. 
Cuando el funcional 'Tí viene dado por la integral de una densidad D ( z )  (como 
en ( 7 ) )  donde 
es la densidad de energía), entonces 
donde 
Con esta nueva notación (8) toma la forma 
d SIFl(z) 
w t = - -  
dn: Su 
d S'l-í(z) 
u t = - -  
dn: Sw 
donde S'Ft(z)/Su y S'?f(z)/Sw son las componentes de S71[z], y es de notar la simetría 
con respecto a las funciones u  y w. 
Sea F un funcional continuo definido en el espacio de fases de (1) - (6) ,  entonces 
Por ( 9 )  
Ahora bien por ( l o ) ,  y las ecuaciones del inoviizziento (11) y (12), tenemos que si 
z(t) es solución 
a = L1 6 ~ ( z )  ztdz = 6F(z) m SH(z)dz = ( V F  , m VH) dt S,' 
Esta relación es análoga a la f ó r m ~ l a ' ~ * ( ~ ~ . ~ )  
dF(z) = ( V F  , J-' VH) 
dt 
que da la variacióii de una función F a lo largo de una solución z(t) de un sistema 
hamiltoniano con un número finito de grados de libertad 
Es bien conocido que el caso finito dimensional ( V F ,  J-l V E )  da el corchete de 
Poisson de F y h. Para nuestro caso infinito dimensional conviene introducir para cada 
par de funcionales F y G otro nuevo funcional, corchete de Poisson de F y G , definido 
por 
Se verifican, para CL, b constantes reales y H ,  T ,  S funcionales, las siguientes 
propiedades: 
(i) Antisimetrzá 
{T, S) = - {S,  TI  
(ii) Bilinealidad 
{H, aT + bS) = a{H, T )  + b{H, S )  
(iii) Identidad cle Jacobi 
{{T, 5'11 H )  + ( ( 5 ' 1  H ) ,  T)  + {{H, T) ,  S) = O 
(iv) Regla de Leibnitz 
{T, S.H) = {T, S).H $- S.{T, H )  
El corchete (14) en las compoiientes w y u de z viene dado por 
UN ESQUEMA SEMIDISCRETO DE ELEMENTOS FINITOS 
Con esta notación (13)  se reescribe I 
Se demuestra que debido a la forma ( 8 )  ó (11)-(12) el flujo del SBBP conserva el 
corchete de Poisson, y por tanto es uiia aplicación de Poisson. 
Nosotros trataremos que nuestros métodos numéricos tengan uiia estructura 
análoga a (11)-(12) para que coiiserven también una estructura de Poisson. 
En este apartado estudianios la discretización espacial de la estructura continua 
introducida aiiteriorinente. Esta discretización genera una' aproximación finita 
dependiente de un parémetro h. Eii primer lugar presentamos algunos materiales 
preliminares. 
Consideramos particiones {O = so < xl < . . . < z, = 1 ~ )  y pondrenios h, = 
x, - 2,-1, I, = [x , -~ ,  s,], j = 1,. . . , n. Denotaremos por h el diámetro de la partición 
y supondremos que izuestras particiones se escogen en una familia cuasiuniforme, esto 
es que existe una constante positiva c tal que h > h, > ch para cada partición de la 
familia y cada j .  
Para cada entero r  > 2 definimos los espacios 
donde P,(I,) representa el conjunto de polinomios en I, de grado < T .  Se tiene que 
dim Vh = dim Hh = ( r  - 1)n. En Vh cada poliiioinio tiene r  parámetros libres en cada 
intervalo, pero está sometido a n condiciones de continuidad. Aunque en Hh liay un 
grado más de libertad en cada intervalo, se eliiniiia con la condición de continuidad 
de la derivada. Denotaremos por V: y H: los subespacios de Vh y Hh formados por 
funciones f de inedia f O = ( f ,  1)  nula. 
Sea y una aplicación lineal de H S ( I )  en R, dada por 
1 
De la definición (18)  se obtiene la desigualdad ~ 
De la inyección continua de H1 en L", se puede escribir 
I I  V'P 111 5 cll v 11111 'P I I l l  vv, 'P E H 1  
De (19) y (20) se obtiene 
I I  V ' P  1 1 4  5 cll v 11-111 'P 111, Y'P E H1,v  E H - l  (21) 
Por ser las particiones cuasiuniformes, tenemos la desigualdad inversa 
que se deduce fácilmente por un argumento de homogeneidad. 
Los espacios Vh y Hh  tienen las siguientes propiedades de apro~irnación"~'~ para 
cada cp E Hm 
De la propiedad de aproximación en Vh y la desigualdad inversa (22), se obtiene 
para u en H1 
siendo P la proyección ortogonal de L2 en Vh. La desigualdad (25) se conoce como 
la estabilidad de la proyección P en H1 (ref.'). Tal estabilidad vale también para 
proyecciones sobre subespacios con mas regularidad como H h  (ref.'). 
Si (u(., t ) ,  w(.,t)) es una solución del sistema SBBP con u en H i ,  introducimos su 
proyección elíptica o Ritz Plu en Vh definida por11s6 
((Plu)x, vz) = (ux, vx), E Vh 
(P1.11) = (u, 1) 
Se verifican las siguientes acotaciones 
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Definimos el operador integral G como la aplicación lineal G : H r  -+ H r f i ,  
determinada de forma única por 
doiide f 0  = ( f ,  1) es la inedia de f eii el iiitervalo 1. De lieclio, el operador G tiene la 
siguiente forma explícita I 
De la defiiiicióii de G se deducen las propiedades 
Por (31) si fi ó f2 tienen media cero, entonces G es anticimétrico, es decir, se 
verifica (Gfi  , f2) = - (fi , Gf2). 
Lema 1 
Si m 2 1, el operador G está bien defiiiido y origiiza una biyección entre H,nZ y 
HF+'. 
Demostración 
(i) La periodicidad G( f )(z + 1) = G( f )(x) se deduce de (30) por la periodicidad de f 
y las propiedades de la integral. 
(ii) La pertenencia de G(f) a H?+l se obtiene de las desigualdAdes 
lfOl 5 l f 1 °  5 I I  f II (32) 
9 I I  G(f)  I I  5 f l l  (33) 
deducidas de forma usual de (30). 
(iii) Si G(f )  = G(g), sus derivadas y sus medias también son iguales, y entonces f = g ,  
con lo que G es inyectiva. Además G es sobre, porque si F E H,nZ+l, se tiene 
F = G(&F + FO), pues F y G(&F + FO) tienen la inisma derivada y la misma 
media. I 
El método Petrov-Galerkin 
Utilizainos para aproxiinar las soluciones del SBBP el método Petrov-Galerkin 
(PG) asociado al par de espacios Vh y Hh. Este método consiste en encontrar para 
cada t  E RS un par de funciones u h ( t )  y w h ( t )  pertenecientes a Vh cumpliendo 
tomando como valores iniciales las funciones tlh(s, O )  y w h ( s ,  O )  pertelzecientes a Vj, 
obtenidas por aproxiinacióil de los valores iniciales u0 y tu0 del SBBP. Observemos que 
con cp = 1,  (34)-(35) iinplican que u; y w? tienen media nula. Para  funciones u ( z , t )  
denotalnos por u ( t )  = u( . ,  t )  la  función de s que se obtiene para t  fijo. 
Proposición 1 (de conservación del hamiltoniano discreto) 
Las soluciones uh y tuh del problema semidiscreto (34)-(35) satisfacen las leyes de 
conservación 
Denaostmción 
Como cp = 1 E Hh ,  liacieiido cp = 1  en (34) ,  tenemos ( u t ,  1 )  = ( w h ,  O )  = O .  
Haciendo lo mismo con cp = 1  en (35) ,  teneinos ( w t  , 1 )  = O .  
Para la conservación del lzainiltoiziailo damos tres pasos: 
1. IIacemos cp = GW: en (34 )  obteniendo 
2. Ilacemos cp = GU! en (35)  obteniendo 
h h  h h  ( ~ t , G ~ t )  = ( u , ,  u,,) - ( u  , u , )  - ( (uh) ' ,  u!) 
3. Sustituiinos ( w t ,  Gu:) por -(u!, Gd) = ( w h ,  w t ) ,  que se obtiene de la antisimctría 
de G para las fu~icioiles de inedia cero. 
De los tres pasos aiiteriores resulta 
d  h h  h h h h h h 
-H(u , w ) = - ( w  , w, ) - (u,, ut,) - ( u h ,  U ,  ) - ( (uh) ' ,  11, ) = O dt 
Formulación hamiltoniana 
~ 
Con el fin de obtener una reformulación del sistema seinidiscreto (34)-(35)) en 
términos del lzanziltoniano 'FI, empezamos reformulando el método con funciones de 
contraste (test) en Vh. 1 
Como los espacios Vh y Ha tienen la misma dimensión y es inyectivo, se tiene 
GVh = Hh, luego haciendo y = G(v) en (34)-(35) y aplicando las propiedades de G, 
obtenemos 
~ 
Para cada uh E Vh definimos su derivada segunda discreta dkxuh como la Única 
función de Vh que verifica 
La existencia y unicidad de dk,u" para uh dada se sigue de razonamientos bien 
conocidos. La aplicación lineal definida en Vh por y(v) = -($,u,) viene dada por 
dualidad por una fuiiciói~ de L ~ ,  cuya coinponeiite en Vh es dtXhh. Eligiendo v = 1 en 
h h  (39), veinos que d,,u tiene media cero. ~ 
Teniendo en cuenta (39), el sistema (37)-(38) se reformula eh Vh como 
Si tomamos 8 = P O ( G ~ ~  - zuh) en (40) y 8 = po(Gw,h t d;,uh - pouh - ~ ~ ( u ~ ) ~ )  en 
(41), se obtiene que la iiornia dos de estas proyecciones es igual a cero, lo que conduce 
a las igualdades ¡ 
A partir de (42)-(43) preteiidemos dar una forma discreta similar a la continua (8). 
Para ello, y dado que u!, tu; están en v;, deheinos ser capaces $e invertir el operador 
Gh en Vf defiiiido por restricción de PoG. Conio G aplica V: 411 Hh biyectivainente, 
Gh es invertible , si y sólo si 
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cuando esta condición se satisface, Gh tiene un inverso ~ h ' .  Entonces denotando por 
Jh = Ghl PO, tendremos 
h Ut = Jh W h 
h 
(45) 
w, = - uh - ( u ~ ) ~ )  (46) 
o su equivalente matricial 
0 Jh wh [$] = [Jh O ] [-dkxUh + Uh + ( U h y  1 (47) 
Así hemos llegado a un análogo a (8) donde los operadores aZ y ax, se han sustituido 
por Jh y d;, respectivamente. 
Para completar la analogía con la formulación continua debemos ver que J h  es 
antisiinétrico y que 
wh 
-di,u'" uh + ( u ~ ) ~  
es la derivada variacional del haiiiiltoiiiaiio discreto. 
1 
Los operadores Gh y su inverso G;' son antisiinétricos en Vt por las igualdades 
(Ghf,g)=(P~Gf,g)=(Gf,g)=-(f,Gg)=-(f)P~Gg)=-(f,Ghg) 48) 
De (48) se sigue la aiitisiinetría de Jh en Vh por las igualdades 
( Jhf , (~)  = (Ghlpof,  PO^) = -(pof, Ghlpog) = -(f,Jhg) 
Si sustituimos S, P por Sh, Ph en (9), entonces existe una única gh E Ph, tal que 
Sh7f[zh; u] = (gh,u), VV E ph 
donde ph = Vh x Vh. La fuiicióii gh (gradiente discreto de 7f en zh) se simboliza por 
Sh7f[zh] ó vh%[zh] y viene dada en términos de 
h (?(2L2 ( w ~ ) ~  (U;)' ( u ~ ) ~  
D(z > - 2 t-+-t- 2 2 3 
por 
6wh ' Suh 
h 
donde 2 = di,. 
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ESTIMACION DEL ERROR 
El siguiente resultado original de este trabajo nos servirá de modelo para estudiar 
las soluciones discretas. 
Teorema 1 
Supongamos que (ul(t), wl(t)) y (u2(t), w2(t)) son dos parejas de soluciones teóricas 
del sistema SBBP cumpliendo las hipótesis wl(t), w2(t) E L ~ ( I ) ,  ul(t), u2(t) E H;(I), 
u ~ ( t )  + u2(t) y (ul(t) + ~ ~ ( t ) ) ~  están uniformemente acotadas en norma infinito para 
O 2 t 5 T. Entonces, si 
S( t> = Il(tu1(t) - w2(t)>l12 + +I(u1(t) - u2(t))llS 
se verifica 
S(t) 2 CS(0) 
Demostmción 
Las funciones (ul(t), wi(t)) y (u2(t), w2(t)) cumplen el sistema 
(u1 - u2)t = ( ~ 1  - w2)x 
( tu1 - ~ 2 ) t  = -(u1 - 'l~2)xxx + (261 - ~ 2 ) x  + (21: T ~ 2 ) x  
Para cp en H;, planteamos la forma débil 
((u1 - u2)t, cp) = -(w1 - w2, cpx) 
2 2 
(50) 
( ( ~ 1  - ~ 2 ) t ,  cp) = -((u1 - ~ 2 ) x ,  p x x )  - (u1 - ~ 2 ,  cpx) - (u1 - ~ 2 ,  cpx) (51) 
Haciendo cp = G(wl - w2)t en (50) y utilizando las propiedades de G, como 
(wl - w2)t tiene media cero, se obtiene 
1 d I d ((u1 - u2)t, G(w1 - w2)t) = - - -((wi - w2), ( ~ 1  - 202)) = - - -II(w1 - w2)1I2 ( 5 2 )  2 dt 2 d-t 
Con cp = G(ul - en (51) se obtiene 
((u1 - u2)t, G(w1 - w2)t) = ((u1 - u2)x, (u1 - ~ 2 ) t x )  + ((u1 - 212)) (u1 - u2)t)+ 
1 d + ((u: - .:),(u1 - 7~2)t) = Sz(ll(ul - 7~2)xIl~ + Il(u1 - u2)1I2)+ (53) 
1 d 
2 dt 
- - 
Igualando los priiiieros miembros de (52) y (53), llegamos a la ecuación 
Para siiiiplificar las fórmulas, definimos 
Integrando con respecto a t en (54), se obtiene 
Si (ul + u2)(t) y (u1 + ~ ~ ) ~ ( t )  están uniformemente acotadas por C para O < t < T ,  
entonces 
Para llegar a la cota final iiecesitamos acotar Il(ui - u2)lly adecuadamente, para 
ello hacemos cp = (ul - u2) en (50) obteniendo 
Integrando coi1 respecto a t eii (58) y aplicando la desigualdad de Cauchy-Scliwarz, 
tenemos la cota 
< S(0) + St S ( s ) d s  
o 
(59) 
que sustituida en (55) en combinación con (56)-(57) junto al lema de Groiiwall, nos da 
la desigualdad 
s ( t )  5 2C(1+  T exp TC)S(O) (60) 
Finalizando la den~ostración. 
Ahora sean ( ~ ( t ) ,  w(t)) las solucioiles de SBBP y (uh(t),  wh(t)) las soluciones de 
PG.  
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Si Pl es el operador elíptico (26)) denotanlos por l 
y análogamente para w. Con esta iiotacióii los errores 
se escriben como 
En los dos leinas siguientes expresa,inos algunas propiedades a tener en cuenta. 
Lema 2 I 
(Operadores que coninutan con &). Los operadores P, Pi y 4 introducidos en (25) 
(26) y (29), respectivainente, coninutan con &, es decir, verifica4 las igualdades 
P = ( P ) ,  P = ( P U )  (Gu)t = ~ ( 4 t )  
Demostración 
~ 
Suponeinos que el subespacio B,  donde se proyecta es Vh ó ' H ~ .  Por la definición 
de P se obtiene (Pzit - ( P u ) ~ ,  v) = O ,  para v E B. Tomando v = b u t  - (P IL)~ ,  entonces 
1 1  Pu t  - ( P U ) ~  1 1  = O ,  y por la coiitinuidad de Put  - ( P U ) ~  se obti h e  Pu t  = ( P z ~ ) ~ .  7 Por un procediiiliento similar II(Pi(ut)-(Plu)t),ll = O ,  y por lo tanto Pl(ut)-(Plu)t 
es constante, pero esta coiistaiite es la media de Pl(ut) - (P~ZL)~ ,  que es cero porque 
como se deduce derivando coi1 respecto a t la igualdad(Plu - u, h) = 0. 
Para demostrar ( G u ) ~  = G(ut) partimos de (30) y conmutamos la integral coi1 la 
derivada respecto a t. : 
Lema 3 i 
(Funciones de media cero). Las funciones (ut, ti:, (o,)t, pub Y (wt, ~ t h ,  (OW)~, PW) 
tienen medici cero. 
Demostmción 
~ 
Para las funciones ut, wt basta liacer p = 1 en (64)-(65) y para u), w; en (66)- 
(67). Por otra parte, (p,,, 1) = (u - Piu, 1) = O y ((e,),, 1) = ( ( P I u ) ~  - U), 1) = 
(Pl(.t) - u:, 1) = ( P l ( ~ t ) ,  1) - (u!, 1) = 0. 
A lo largo de este apartado supondreinos que se cumple la condicióii de no 
siiigularidad (44). l 
Teorema 2 
Denotemos por ( u ( t ) ,  w( t ) )  y (uh ( t ) ,  wh( t ) )  las soluciones de (1) - (6)  y (34)-(35), 
respectivamente, cumpliendo las hipótesis: 
(i) Las soluciones teóricas u( t ) ,  w( t )  son únicas para O 5 t  5 T y suficientemente 
regulares. 
(ii) Las condiciones iniciales zlh(0), wh(0) verifican 
I ~ Z L ~ ( O )  - P~u(O)lll 5 clz', /lzuh(0) - Plzu(0)ll 5 ch' 
Eiitonces para h  suficieiitemente pequeño la soluciones seinidiscretas uh( t ) ,  wh( t ) ,  
son únicas y verifican 
Ilw(t) - wh(t)ll + Ilzl(t) - uh(t)lli 5 ch', O 5 t 5 T (G2) 
Ilm(t) - uh(t)ll, I chT, O 5 t  < T (63) 
donde c  representa una constante. 
Demostmción 
Las funciones ~ ( t )  y w( t )  cumplen la forma débil 
y las funcioiies uh( t )  y wh(t )  son las soluciones del sistema 
Si restamos miembro a miembro las ecuaciones ((66)-(67)) de ((64)-(65)),  
respectivamente, obtenemos que los errores cumplen la ecuación 
((eu)t ,  y )  = -(e,, V X ) ,  YP E Hh ( 6 8 )  
((ew)t,  9 )  = -((e,),, y,,) - (e,, yx) - - ( u ~ ) ~ ,  yx) ,  'dy E Hh ( 6 9 )  
Descomponieiido el error según la notación iiitroducida en (61),  el sistema (68)-(69) 
se convierte en 
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Haciendo cp = G((O,u)t), en (70) 
1 d 
- ( (Ou) t ) ,  G((Otu)t) = ( ( P U l t ,  (G(OW)t)) + ( P W ,  ( O W ) t )  t 5&ll(ew)l12 (72) 
Haciendo cp = G'((O,)t) en (71), por ser G antisimétrico y (O,)t tener media cero, 
se obtiene 
- (G(Ow)t), (O,) ,)  = - ( ( p w ) t ,  ( G ' ( O U ) t ) )  - ( ( P u ) z ,  ( ( 4 ' ) t ) Z )  - (PtL,  ( 4L) t ) -  
1  d 
- --(ll(Ou)zl12 t lIOul12) - ( ~ 2 1 ~  - ( ~ ~ ) ~ , ( e , ) t )  
(73) 
2 dt 
Para la acotación final vamos a proceder en dos pasos. Primero prescindimos del 
término (u2  - ( u ~ ) ~ ,  (O,),) en la ecuación (73) y procedemos a la acotación de la parte 
restante que es la lineal; eii el segundo paso acotaremos la parte eliminada. 
Estimación sin los térininos no lineales 
Igualando los segundos miembros de (72d) y (73))  si tenemos en cuenta que 
( ( P , ) ~ ,  ( ( O U ) t ) 3 1 )  = O ,  Ilegalnos a la igualdad 
1 d 
- --(llOwll2 2  dt -t lleul12 t lI(eu)zl12) = ( ( P ~ > ~ , G ( Q , ) ~ )  t ((p,) t ,G(oW)t) t  
d 
+ ( P W ,  ( O w ) t )  + ( P U ,  (Ou) t )  = & ( ( ( P W ) t ,  G(0,))) - ( ( P W ) , , ,  G ( B , ) ) t  
d d (74) 
4- z ( ( ( ~ u ) t 7  G(Ow))) - ( ( P U ) t t ,  G(Ow)) t z ( ( P w ,  Ow))  - ( ( P W ) t ,  Qw)+ 
d I 
+ ,((P., 0,)) - ( ( P U ) t ,  8,) 
Para simplificar las fórmulas definimos 
s h ( t >  = Ilew(t>l12 + lIou(t>lls 
p h ( t )  = ( ( P W ) t ?  G(Ou)) -t ( ( P u l t .  G(6W)) + ( P W ,  Ow) t (!Y, 0,)) 
n h ( t >  = ( ( ~ w ) t t ,  G(Ou)) + ( (P , ) t t ,  G(Ow)) + ((P,U)t ,  8,) + ( (p , ) t ,  0,) 
Integrando con respecto a t  en (74), se obtiene 
t 
s h ( t )  - sh(o) = -2(ph( t )  - ~ ~ ( 0 )  + / ~l"(sjrl) 
o 
(75) 
En la estimación de I(ph(t)l y IIIh(t)l, debemos acotar cada uno de los cuatro 
productos escalases que los componen. Dada la semejanza entre ellos hacemos el proceso 
en uii solo caso. Por (19) 
Por la cota (27 )  para el proyector elíptico Pl finalizainos la acotacióii (76 )  como 
(I(pt1, e,l)I)(t)  < C112' + e s h ( t )  
de doiide se deduce 
1 Ph( t ) l  5 ~ ( h "  + c s h ( t ) )  
1rrh(t)l < ~ ( 1 2 ~ ~  + d h ( t ) )  
Sustituyeiido eii ( 7 5 ) ,  eii combiiiacióii coi1 (76) - (77) ,  tenemos la desigualdad 
Sh( t )  < c(s"(o) + h2' + c s h ( t ) )  + St h2' + c ~ ~ ( t ) ) d s  
o 
y aplicando el leizza de Gronwall, se obtiene la cota buscada 
s h ( t )  5 c ( s h ( 0 )  + 112') 
Estimación con los términos no lineales 
Eii esta seccióil acotamos el t é r i ~ ~ i i ~ o  ( i 1 2  - ( u ~ ) ~ ,  que dejainos penclierite en 
la ecuacióii (73 ) .  Para ello iitilizaiiios las igualdad.es 
Miiltiplicaiido escalarineiite eii (81 )  por teiiemos 
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! 
Por las propiedades de regularidad de u  y la acotación (27) de la proyección Pl, 
tenemos 
por lo tanto llPlulll y IIP1utlll están uniformemente acotadas para O < h  < ho en 
O < t < T .  
Para nuestro ailálisis suponemos cierta la cota 
lo que no supone ninguna restricción. Pues (85) es cierta para t  = O y h  suficientemeizte 
pequeño, y si llamamos t ( h )  al superior de los S tales que (85) se cumple para 
O < s 5 t ( h )  y retornamos (85) al final de la demostración, entonces se cumple para 
t ( h ) + c  con E > O ,  por lo que t ( h )  = T .  
La eliininacióil de (u2 - ( u ~ ) ~ ,  (8u)t)  en (73) hace que 
ilo aparezca en el seguiido miembro de (74), por lo tanto una cota de esta integral se 
deberá añadir al segundo miembro de (79). 
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Para acotar (86) integramos entre O y t en ( 8 2 ) ,  obteniendo 
donde R(0) es un residuo dependiente de la condición inicial y acotado por Sh(0).  
Seguidamente acotamos los términos 
con el resto se procede de forma similar. 
Para ( ( u  + Plu)p,, O,) utilizando (21) y (19), tenemos 
1 
5 - ~ I I ~ l l S l l ~ u l l ~ i  E + ElleullS 
Para (Piu, O:) utilizamos la acotación uniforme de Pl, y la inyección continua de 
H' en Lm, obteniendo 
I(P1u, e:)l 5 clleul12 
Finalmente acotamos (1, ( ~ 9 , ) ~ )  utilizando que llOulloo 5 1, así tenemos 
I(L (Ou)3)l 5 ll~ul12 
Ahora vemos la necesidad de acotar adecuadamente 110,112, lo que haremos a 
continuación. Haciendo cp = PO,, en (70) donde P es la proyección ortogonal en el 
subespacio Hh, se obtiene 
-(P(Ou)t, PO,) = ( ( p u ) t ,  PO,) + ( p w ,  P(Ou)x) + ( O W ,  P(Ou)x) 
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Siguiendo un proceso similar a (76) y (88), obtenemos 
d 1 
-IIPeuI12 dt < ;II(~u)tll?l + sllPOul1: 
1 
+ ;ll(Pw)Il21 + ~llp(~u)zl12 
+ 1 1 ~ W 1 l 2  + l l ~ ( e u > z I l ~  
5 C(II(~u)tll21 + l l ~ W 1 1 2 1  + lleulll + ll~wl12) 
Integrando entre O y t ,  tenemos 
i1p0.11: c Jt o ( I I (P  u t 1 1 2  -l + I I P ~ I I ~  + I ~ ~ I I :  + I I ~ ~ I I ~ ) ( ~ ) ~ s  
y por la ortogonalidad de P 
Para finalizar la demostración basta con llevar este resultado a l a  cota de la parte 
no lineal (87) y a su vez la cota que se obtiene añadírsela al segundo miembro de la 
acotación obten.ida en la lineal (79). Así obtenemos la desigualdad 
de donde para h y E suficientemente pequeños sale 
y el teorema queda demostrado aplicando el lema de Gronwall. 
Los siguientes experimentos numéricos3 ilustran las propiedades de convergencia 
discutidas en la seccióil anterior. Si r = 2 las funciones semidiscretas de Vh son 
lineales a trozos y las funciones tests de Hh son cuadráticas a trozos. Tomamos el 
dominio espacial -30 z 30, donde imponemos la condición de periodicidad y 
damos particiones uniformes de paso h. Para r = 2, particiones uniformes y un número 
impar de intervalos, la condición de inyectividad de Po (44) es siempre cierta, cuando 
el número de intervalos es par, la no inyectividad de Po hace que la matriz de masa que 
multiplica a las derivadas con respecto a t ,  sea singular. Las soluciones teóricas vienen 
dadas por 
La variable tenzporal la  discretizamos con paso k utilizando la regla implícita 
del punto medio cuya naturaleza simpléctica1° es bien conocida. Representamos por 
Un y W n  los vectores de valores nodales en el nivel de tiempo nk que aproximan 
respectivamente a U(N,  izk) y ~ ( 2 ,  nk), originándose un sistema de ecuacioizes no lineales 
en la forma f (Un ,  W n )  = O, que resolverenzos por el i~zétodo iterativo del Newton. 
Los iterantes que surge11 al aplicar el método iterativo se obtieiieiz de la solución del 
sistema lineal 
El vector (Un+', Wn+l)  se obtiene tomando como iterante inicial V0 = (Un, Wn) .  
Como criterio de parada de la iteración interna utilizaremos que la norma dos de 
la diferencia entre dos iterantes consecutivos v'+' - V' sea menor que el valor de 
la toleraiicia dada. Entonces asignaremos a (Un+', Wn+l) ,  el valor de v"'. Los 
cálculos nuinéricos se iniciaii con los vectores U' y W O ,  dados por U3 = u(%,  0) y 
W,O = w(q,O). 
E1 método se ha  impleinentado en una máquina SUN SPARC statioii 2 y por 
sencillez se ha  usado la coilocida aplicación MATLAB. Se aprecia que los problemas 
lineales que resolvemos no presentan problemas de acondicionamiento. En una 
impleinentación anterior, sin usar MATLAB, habíamos tratado de sacar ventaja a la 
estriictura de la matriz del sistenza resolviendo sistemas variados resultantes de suprimir 
filas y columnas. Sin embargo tal impleinentacióil alternativa hubo de ser abandonada 
por el mal acondicionamieilto de los sistemas lineales resultantes. 
Para  la primera tabla 7-t representa el liamiltoniano semidiscreto. Para la segunda 
tabla damos el error eii norina dos de 11 - U donde U es el vector de valores izodales 
en t = 2. 
Iz 
4 
2 
1 
112 
114 
Error en 'Ft ( k  = 0) 
o, 12 
O,  029 
O, 0077 
0,0019 
0,00048 
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Para un valor de h fijo, vemos que por sucesivos refinamientos del paso en tiempo no 
conseguimos reducir el error. Ello se debe a que la integración temporal es virtualmeiite 
exacta. Si para valores de k dónde la integración en tiempo es exacta dividimos h por 
2, vemos cómo el error se divide por 4, lo que demuestra que el método es de orden dos 
en espacio. Si observamos los valores de la diagonal, vemos como el error se divide por 
4 al dividir h y 5 por dos, lo que muestra que el método es de orden dos en espacio y 
en tiempo. 
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