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Abstract
We introduce a way of presentation of pairs (E,∇), where E is a bun-
dle on a Riemann surface and ∇ is a logarithmic connection in E, which is
based on a presentation of the surface as a factor of the exterior of the unit
disc. In this presentation we write the local equation of isomonodormic
deformation of pairs (E,∇). These conditions are written as a modified
Schlesinger system on a Riemann sphere (and in the typical case just as
an ordinary Schlesinger system) plus some linear system.
1 Introduction
Let us be given a Fuchsian system of differential equations on a Riemann sphere:
dy
dz
=
∑
i
Bi
z − ai
y.
Let us change locations of singularities ai in such a way that the monodromy is
preserved and the singularities do not confluence. Then the residues Bi become
multivalued functions of ai, and the condition that the family of systems
dy
dz
=
∑
i
Bi(a1, . . . , an)
z − ai
y
is isomonodromic can be written as a system of nonlinear differential equations
for the functions Bi. In particular if one restricts to the Schlesinger deformations
(mention that in typical case all deformations are Schlesinger, see [1]), than this
system is the Schlesinger system.
Take instead of the Riemann sphere a Riemann surface of positive genus.
In this case it is natural to consider not the deformations of linear systems (in
other terms, connections in a trivial bundle), but isomonodromic deformations
∗E-mail: artamonov.dmitri@gmail.com
1
of bundles with connections. Both a connections and a bundle are allowed to
change. The motivation for this point of view can be found in the introduction
to the paper [2]. It is also natural to allow to change a module of a complex
structure. Such deformations were considered by different authors in [3]–[9] and
also in many other papers.
As usual special cases are considered, for example surfaces of genus 1. Krichever
wrote equations that describe deformations in the general case [5]. His approach
is based on meromorphic triviality of bundles on Riemann surfaces, however
equations that are obtained in [5], differ much from the Schlesinger system.
In the case of genus 1 another approach to the description of isomonodromic
deformations is known: the elliptic Schlesinger system (see for example pa-
pers [2], [10]), which is some system of equation describing isomonodromic de-
formation of bundles with connections on a torus; this system is a generalization
of the Sclesinger system . In the paper [2] the author says that is desirable to
generalize this construction to the case of higher genus and to write in this
case an analog of the Schlesinger system. We fins this this generalization in
the present paper. In particular we prove that in the case of Riemann surfaces
isomonodromic deformations can be described by the Schlesinger system plus
some system of linear equation.
The paper is organized as follows. In section 2 the space of parameters of
derormations is described: this the Teichmuller space with marked points that
are locations of singularities. We take the Teichmuller space not the space of
modules by the following reason: in order to speak about monodromy matrix
corresponding to bypasses along canonical cuts, one must fix somehow canonical
cuts, but the pairs “a complex structure+a system of canonical cuts” modulo
some equivalence form the Teichmuller space. For an explicit description of the
space of parameters of the deformation we present the Riemann surface as factor
of the exterior of a unit disk by the action of a Fuchsian group. Then we choose
in a canonical way the fundamental polygon with 4g vertices (g is the genus of
the surface). The singularities correspond to some points of the polygon.
In the section 3 we suggest a way of description of bundles with connections
on a Riemann surface. They are described by the following data: a form ω on a
Riemann sphere and a collection of nondegenerate matrices Sx1
0
,xi
0
, i = 2, . . . , 4g,
where indices xi0 correspond to the vertices of the fundamental polygon. The
form ω is constructed as follows. There exists a factorizing map from the funda-
mental to the Riemann surface. Take an inverse of the bundle with connection
on the Riemann surface. The obtained bundle with connection on the fundamen-
tal polygon is continued to a bundle with a connection on the whole Riemann
sphere with an additional singularity in the zero. We fix then a meromorphic
trivialization of this bundle on the Riemann sphere, which is holomorphic on
C \ {0}. In this trivialization the connection is defined by a form, this is the
form ω (see. sec. 3.1).
Explain the construction of the matrices Sx1
0
,xi
0
. The bundle with a con-
nection on the fundamental polygon is an inverse image of the bundle with the
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connection on the Riemann surface. All vertices of the polygon are glued to-
gather. Hence there exists an operator that identifies stalks over vertices x10
and xi0. The matrix Sx10,xi0 is the matrix of this operator (see sec. 3.2).
The constructed data is sufficient for a reconstruct a bundle with a connec-
tion on the surface (see theorem 1). Note that the procedure of construction
of the form and matrices is non-canonical: different forms and matrices can
give equivalent bundles. But it is well-known that all possible bundles do not
form any “good” space (see discussion in the paper [11]), that is why there is
no way of description of bundles with connections. Essentially we consider not
the deformations of bundles with connections, but the deformations of data, in-
troduced above (note that in the paper [5] instead of bundles with connections
actually the parameters of meromorphic trivialization named Turin parameters
are considered instead of).
In the section 4 the Schlesinger isomonodromic deformations of bundles with
connections on a Riemann surface are defined and the equations are obtained,
that describe evolution of data, introduced in section 3, under the Schlesinger
isomonodromic deformations. It is proved that the isomonodromic deformations
are described by a system of nonlinear equations for the coefficients of the form
ω (in typical case this just the Schlesinger system) and some linear system for
the matrices Sx1
0
xi
0
(see. Theorem 2). The Sclesinger system can be presented as
a Hamiltonian system. Thus the approach suggested in the present paper does
not lead to the appearance of new integrable systems.
The relations between the present approach and Krichever’s approach from [5]
are considered in the section 5.
2 The space of parameters of defomations and
the deformed objects
2.1 The space of parameters
Let M be a Riemann surface of genus g > 1, the case of genus g = 0, g = 1
we consider trivial. The aim of the present paper is to find an analog of the
Schlesinger system (ordinary or elliptic), well-known for genuses g = 0, g = 1,
in the case of higher genus.
Fix an initial point x0 on M .
Definition 1. Let T be the Teichmuller space with n marked points a1, . . . , an,
where ai 6= aj for i 6= j. The space T˜ of parameters of deformations is the
universal covering of the space T .
Take an image of a point τ ∈ T˜ in the space T . Then one can speak about
marked points, corresponding to τ , and also about a complex structure and a
system of canonical cuts corresponding to the point τ , in other words, about
a point of the Teichmulle space (without marked points), corresponding to the
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point τ . Below we shall call the Teichmuller space the ordinary Teichmuller
space without marked points, its points we shall call marked Riemann surfaces.
The space T˜1, on which isomonodromic families of pairs “a bundle+a con-
nection”, is constructed as follows.
Definition 2. Let T1 be the Teichmuller space with n + 1 marked points z,
a1, . . . , an, where ai 6= aj for i 6= j. The space T˜1 is the univeral covering of the
space T1 by the variables ai.
There exists a mapping T˜1 → T˜ , “forgetting” the marked point z.
Definition 3. Let τ ∈ T˜ . Denote by T˜1|τ the preimage of the point τ under
the mapping T˜1 → T˜ .
The space T˜1|τ can be viewed as a Riemann surface with a complex structure,
canonical cuts and marked points a1, . . . , an, defined by the point τ ∈ T˜ .
The universal covering is taken to provide the global existence of Schlesinger
deformations for every initial condition (see the proposition 5 in section 4). In
the present paper we write only local equations of isomonodromic deformations.
If one considers only small changes of parameters one can use T instead of T˜ as
the space of parameters, then parameters are just locations of singularities and
a point in the Teichmuller space. The deformed objects are pairs “a bundle+a
connection”, not a form (a system of linear equations or, equivalently, a connec-
tion in a trivial bundle as in the case of genus 0). When we change positions of
singularities both a bundle and a connection are changing. The evolution of a
bundle and a connection is defined by the change of a point in the Teichmuller
space and of locations of singularities.
2.2 The fundamental polygon
Let D be the exterior of the unit disc. A point in the Teichmuller can be
defined by a collection of automorphisms Q1, . . . , Q2g ∈ AutD, that satisfy the
following properties [12]:
1) the equality
∏
j Q2jQ2j−1Q
−1
2j Q
−1
2j−1 = 1 holds;
2) the subgroup G ⊂ AutD, generated by Q1, . . . , Q2g, is Fuchsian;
3) there exists a fundamental domain of the action of the subgroup G ⊂
AutD on D, which does not intersect ∂D.
The surface M is reconstructed as a factor of the exterior of the unit disc
under the action of the subgroup G ⊂ AutD, generated by automorphisms
Q1, . . . , Q2g. This action has a fundamental domain, which is non-euclidean
polygon U with 4g edges ("noneucledean" means that every edge is a noneucle-
dean line). Canonical cuts are reconstructed as images of edges of the funda-
mental polygon.
Two collections Q1, . . . , Q2g and K1, . . . ,K2g define the same point in the
Teichmuller space if and only if there exists an automorphism Q such that
K1 = QQ1Q
−1, . . . ,K2g = QQ2gQ
−1. There exist a normalized way to choose
4
a collection of automorphisms Q1, . . . , Q2g, such that it is reconstructed canon-
ically from a point in the Teichmuller space. A traditional way of normalization
is described in [12]. When a normalization is fixed one can construct a canon-
ical fundamental polygon. Its vertices xi0 depend smoothly (but non complex-
analytic) on a point in the Teichmuller space.
Change a traditional way of normalization in such a way that x10 ≡ ∞
become independent from the point in the Teichmuller space. In order to do
it let us change canonically an automorphism Qz - of the set D, that maps z
to ∞ ∈ D. Define Q1, . . . , Q2g as a normalized collection of generators in a
traditional sense, and let x10 be a vertex of the fundamental polygon U . Take new
generators Qx1
0
Q1Q
−1
x1
0
, . . . , Qx1
0
Q2gQ
−1
x1
0
. They define a point in the Teichmuller
space. Also Qx1
0
(U) is a fundamental polygon for the action of the Fuchsian
group given by a new set of generators. The first vertex of the polygon Qx1
0
(U)
is ∞.
We have proved.
Proposition 1. There exists a canonical way of choosing a fundamental polygon
such that it (i.e. coordinates of its vertices) depend smoothly (not complex-
analytic) on a point in the Teichmuller space, and one of its vertices is always
∞.
This polygon is denoted below as U , and its vertices as xi0, i = 1, . . . , 4g,
one has x10 =∞. The marked points (z, a1, . . . , an) become points in U .
When we are studying deformations in the section 4 we do not allow the sin-
gularities to cross the canonical cuts, this is not essential since we are considering
only local deformations.
3 Description of bundles with connections on a
Riemann surface
Let E be a bundle on a surface M and ∇ a connection in E with singularities
in a1, . . . , an ∈M . Suppose that an initial point x0 ∈M is nonsingular. In the
present section for a pair (E,∇) on a Riemann surface we construct a form on
a Riemann sphere and some matrices. From them one can reconstruct a pair
(E,∇) on a surface. The construction of the form is noncanonical since at some
moment we fix a trivialization of some bundle.
3.1 The construction of the form on a Riemann sphere
Construct a form on a fundamental polygon. We have presented a marked
Riemann surface as a factor of the fundamental polygon U . Let (EU ,∇U ) be an
inverse image on U of the pair (E,∇) under the factorization. Continue the pair
(EU ,∇U ) until the pair (EC,∇C) on the whole Riemann sphere. To do it let us
calculate a monodromy of the connection ∇U corresponding to the bypass along
γ = ∂U . One can easily see that the monodromy equalsMγ = Ma1 . . .Man . We
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denote the monodromy of ∇ corresponding to the bypass along γ as Mγ , and
the monodromy corresponding to the bypass around ai as Mai , i = 1, . . . , n.
Take in the domain C\U a trivial bundle E′. Take as ∇′ a connection with
the only singularity and the monodromy Mγ of the bypass around zero. Thus
on the boundary ∂U the bundles EU and E′ are trivial and connections ∇U
and ∇′ in them have the same monodromy. From here we conclude that we can
glue pairs (EU ,∇U ) and (E′,∇′) into a pair (EC,∇C) on the whole Riemann
sphere. It can be obtained by gluing them over horizontal sections over ∂U . Let
us describe this procedure of gluing since we shall use it several times.
Proposition 2. Let V be a domain on a Riemann surface and γ be a nonclosed
curve without self intersections that cuts the domain into two parts V ′ and
V ′′. Let us be given two pairs: (E′,∇′) on V ′ and (E′′,∇′′) on V ′′ without
singularities on γ. Fix an identifications E′P = E
′′
P over some point P ∈ γ.
Then there exists a uniquely defined procedure of gluing of pairs (E′,∇′) and
(E′′,∇′′) into a pair (E,∇) on V . If a curve is closed, then the gluing is possible
if and only if the monodromies of ∇′ and ∇′′ along γ are the same.
of the proposition is well-know, we omit it.
Every bundle on a Riemann sphere is meromorphically trivial. Moreover
there exists a meromorphic trivialization, which is holomorphic on C \ {0}. Fix
such a trivialization. The sections become holomorphic vector-columns. The
connection ∇C can be defined using a form
ω =
(
Ck
zk
+ · · ·+
C1
z
+
∑
i
Bi
z − ai
)
dz (1)
with a regular singularity in zero.
Definition 4. Let (EU ,∇U ) be the inverse image of the pair (E,∇) under the
factorization U → M . Then ω is the form of the connection ∇U in such a
trivialization of EU . It is of the type (1) with a regular singularity in zero.
Note that such a trivialization is not unique.
Remark 5. For a typical monodromy matrices and typical positions of singular-
ities one can take such a trivialization that the form is written as
ω =
(
C1
z
+
n∑
i=1
Bi
z − ai
)
dz. (2)
In this situation C1 = −
∑n
i=1 Bi. If we put a0 = 0 and B0 = −
∑n
i=1 Bi, then
ω =
n∑
i=0
Bi
z − ai
dz.
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3.2 The construction of the matrices of gluing operators
Sx1
0
xi
0
Introduce additional objects. Using them and the form ω one can reconstruct
a pair (E,∇) on a Riemann surface. To reconstruct a bundle on a Riemann
surface we need operators Sz,z′ : EU,z 7→ EU,z′ from a stalk of the bundle EU
over a point z to the stalk of EU over a point z′. These operators are defined
in the following way for every ordered pair of points z, z′ ∈ ∂U , that are glued
under the factorization U →M .
Definition 6. The bundle EU is an inverse image under the factorization of
the bundle E on M , hence there exist isomorphisms of stalks EUz → EZ and
EUz′ → EZ . Define Sz,z′ as EU,z → EZ → EU,z′ , where the second mapping is
the inverse to EU,z′ → EZ .
But it is excess to know all operators Sz,z′ . Let x10, . . . , x
4g
0 be the vertices of
the fundamental polygon. Below we show that it is sufficient to know only the
operators Sx1
0
,xi
0
. Since the trivialization of the bundle EU is fixed, we speak
below about the matrices Sx1
0
,xi
0
.
Definition 7. The matrices S
xi
0
,x
j
0
are matrices of operators, that glue the
stalks over points xi0, x
j
0 in the sense of the definition 6.
Thus, for the bundle with a connection on a Riemann surface M and an
initial point x0 we have constructed ω of type (1) with singularities ai ∈ U ,
i = 1, . . . , n, and a regular singularity at zero, and matrices Sx1
0
,xi
0
, i = 1, . . . , 4g.
3.3 The reconstruction of a bundle with a connection from
the form ω and matrices Sx1
0
,xi
0
At first we suppose that we are given a form and matrices that are obtained from
a pair on a Riemann surface and consider the procedure of the reconstruction
of a pair on a Riemann surface. Then we investigate the question when such a
reconstruction is possible.
At first we construct a pair (EU ,∇U ) on the fundamental polygon: a bun-
dle EU is a trivial bundle U × Cp, and ∇U is a connection in it, defined by the
form ω. Reconstruct operators Sz,z′ for every pair of points z, z′ ∈ ∂U that are
glued under the factorization in the surface. The points z, z′ ∈ ∂U belong to
edges xi0x
i+1
0 and x
j+1
0 x
j
0 that are glued (the order means that the edges with
the opposite factorization).
Proposition 3. Let Y1 be a matrix, whose columns are horizontal sections of
the bundle EU over the edge x
i
0x
i+1
0 with the initial condition Y1(x
i
0) = E. Let
Y2 -be a matrix, whose columns are horizontal sections of EU over the edge
xj+10 x
j
0 with the initial condition Y2(x
j+1
0 ) = Sxi
0
x
j+1
0
= S−1
x1
0
xi
0
S
x1
0
x
j+1
0
. Then
Sz,z′ = Y2(z
′)Y1(z)
−1.
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Proof. Since the edges xi0x
i+1
0 and x
j+1
0 x
j
0 are glued into one cut, the stalks
of EU over points of these edges must be glued into stalks of E. The matrices Y1
and Y2 are transformed into two collections of horizontal sections over this cut.
The initial conditions for these horizontal sections coincide, since the collection
of sections Y1(xi0) of the bundle EU over the point x
i
0 is identified with the
collection of sections S
xi
0
x
j+1
0
Y1(x
i
0) = Y2(x
j+1
0 ) over the point x
j+1
0 . Then the
collections of sections Y1 and Y2 must be glues together over the whole cut.
It follows that if the points z ∈ xi0x
i+1
0 and z
′ ∈ xj+10 x
j
0 are glued under the
factorization, then Sz,z′Y1(z) = Y2(z′). The proposition is proved.
The total space of the bundle E is obtained from the total space EU in the
following way: if the points z, z′ ∈ ∂U are glued under the factorization into the
Riemann surface then, we glue the stalks EU,z and EU,z′ using the operator Sz,z′ .
The connection ∇ in E is reconstructed automatically. Indeed, intU is
mapped biholomorphicly onto some open dense subspace U ′ in M . Hence the
connection ∇U uniquely defines a connection ∇ in E|U ′ . Since the set U ′ is
dense and in the set ∂U ′ there are no singularities, the connection is uniquely
defined on the whole surface.
We have proved the following statement.
Proposition 4. From a form ω of type (1) with singularities in the fundamental
polygon U and matrices Sx1
0
,xi
0
, i = 2, . . . , 4g, obtained from a pair (E,∇) on a
surface, the pair (E,∇) is reconstructed as follows:
1) we construct a pair (EU ,∇U ) -which is a trivial bundle on U with a
connection defined by the form ω;
2) using the rule described in the proposition 3 using the matrices Sx1
0
,xi
0
we
reconstruct the matrices Sz,z′ for all pairs of points z, z
′ ∈ ∂U , that are glued
under the factorization;
3) the total space E is obtained from the total space of EU using the following
rule: if z, z′ ∈ ∂U are glued together under the factorization into the Riemann
surface, then we glue the stalks EU,z and EU,z′ using the operators Sz,z′ ;
4) the connection ∇ in E is reconstructed automatically.
Express the monodromy of ∇ along the cuts using the form ωand matri-
ces Sx1
0
,xi
0
. Denote by (EU ,∇U ) a trivial bundle on U with a connection defined
by ω.
Definition 8. Take in a stalk EU,x1
0
over the point x10 a base e
1
1, . . . , e
1
p. Then
in the stalk EU,xi
0
over a point x0i we obtain a base Sx10,xi0e
1
1, . . . , Sx10,xi0e
1
p. Such
a system of bases in the stalks EU,xi
0
, i = 1, . . . , 4g we call a coherent system of
bases.
When we identify EU,xi
0
= Ex0 , all these bases are identified with one base
in Ex0 , we denote it e1, . . . , ep.
Take as a base in EU,x1
0
a standard base
e11 = (1, 0, . . . , 0), . . . , e
1
p = (0, 0, . . . , 1).
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Take a coherent system of bases in EU,xi
0
, i = 1, . . . , 4g. This gives as a base
e1, . . . , ep in Ex0 . Find the monodromy matrices in this base.
Lemma 1. Consider horizontal sections y1, . . . , yp starting at the point x
1
0 then
going along the curve x10x
2
0 . . . x
i−1
0 x
i
0 with the initial condition yk(x
1
0) = e
1
k, k =
1, . . . , p. Write then in a matrix Y = (y1, . . . , yp). Then the monodormy matrix
corresponding to the bypass along the curve, obtained from x10x
2
0 . . . x
i−1
0 x
i
0 after
the factorization, equals S−1
x1
0
,xi
0
Y (xi0).
Proof. Indeed, S−1
x1
0
,xi
0
Y (xi0) is a matrix in a base yk(x
1
0) = e
1
k, k = 1, . . . , p, of
the operator that firstly does the horizontal transportation of sections along the
curve from the stalk over x10to the stalk over x
i
0, and then identifies the stalks as
under the factorization into E. By definition this matrix is the monodromy ma-
trix in the base e1, . . . , ep along the curve that we obtain under the factorization
x10x
2
0 . . . x
i−1
0 x
i
0. The lemma is proved.
Below, when we say “the monodromy of the bypass along the loop x10x
2
0 . . . x
i−1
0 x
i
0”,
we shall mean the monodromy of the bypass along the loop that we obtain from
x10x
2
0 . . . x
i−1
0 x
i
0 under the factorization.
If we know monodromies of the bypasses along all loops x10x
2
0 . . . x
i−1
0 x
i
0,
then we know the monodromy of the bypass along each loop xj0x
j+1
0 . Thus we
shall write the condition that the monodromy is preserved we shall write the
condition that the monodromy of the bypasses along all loops x10x
2
0 . . . x
i−1
0 x
i
0 is
preserved. Below we need also an expression for the monodromy of the bypass
along the loop xi0x
i+1
0 .
Lemma 2. The monodromy matrix of ∇ of the bypass along the loop that
we get from xi0x
i+1
0 after the factorization is written as follows: take hori-
zontal sections y˜1, . . . , y˜p of the pair (EU ,∇U ) starting from x
i
0 going along
xi0x
i+1
0 such that y˜k(x
i
0) = e
i
k, k = 1, . . . , p, write them in a matrix Y˜ =
(y˜1, . . . , y˜p) (note that Y˜ (x
i
0) = Sx10xi0). Then the monodromy along x
i
0x
i+1
0
equals Y˜ −1(xi0)S
−1
xi
0
,x
i+1
0
Y˜ (xi+10 ) = S
−1
x1
0
x
i+1
0
Y˜ (xi+10 ).
is analogous to the proof of the previous lemma.
Up to now we have suggested that the form ω and matrices Sx1
0
,xi
0
are ob-
tained from a pair (E,∇) on a Riemann surface. Let us now give an answer
to the following natural question. Let us be given a Riemann surface presented
as a factor of the exterior of the unit disc. Let us be given a form (1) on the
Riemann sphere, such that all its singularities, except may be zero, belong to
the fundamental polygon U , let us be given a collection of nondegenerate ma-
trices Sx1
0
,xi
0
, i = 1, . . . , 4g. In the Proposition 4 we have described a procedure
how to reconstruct a bundle with a connection on the Riemann surface from
this data. The question is for which data this procedure is correct?
Lemma 3. A necessary and sufficient condition for the possibility of recon-
struction of (E,∇) using the procedure from the proposition 4 is the following:
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let xi0x
i+1
0 and x
j+1
0 x
j
0 be glued into one canonical cut on the Riemann surface.
Then
Y −11 (x
i
0)S
−1
xi
0
,x
i+1
0
Y1(x
i+1
0 ) = Y
−1
2 (x
j+1
0 )S
−1
x
j+1
0
, x
j
0
Y2(x
j
0), (3)
where Y1 is a matrix whose columns are horizontal sections of the pair (EU ,∇U )
along xi0x
i+1
0 with the initial condition Y1(x
i
0) = Sx10xi0 , and Y2 is a matrix
whose columns are horizontal sections of the pair (EU ,∇U ) along x
j+1
0 x
j
0 with
the initial condition Y2(x
j+1
0 ) = Sx1
0
x
j+1
0
.
Proof. Let us prove that the condition is necessary. Since xi0x
i+1
0 and x
j+1
0 x
j
0
are glued into one cut, the monodromy of the bypass along this cut can be calcu-
lated using xi0x
i+1
0 or x
j+1
0 x
j
0, but the result must be the same. The monodromy
calculated using xi0x
i+1
0 equals Y
−1
1 (x
i
0)S
−1
xi
0
,x
i+1
0
Y1(x
i+1
0 ), the monodromy calcu-
lated using xj+10 x
j
0, equals Y
−1
2 (x
j+1
0 )S
−1
x
j+1
0
,x
j
0
Y2(x
j
0). The condition (3) just
says that these two expressions are equal.
Now let us prove that the condition is sufficient. We can always construct
a pair (EU ,∇U ) which is a trivial bundle with a connection defined by the
form ω. Since intU is mapped biholomorphicly onto some open dense subset
U ′ ⊂ M , we obtain a bundle with a connection on U ′. We need to glue it into
a bundle with a connection on the whole surface.
Take a point P = x0 and consider its small neighborhood O. At the point P
all cuts meet. In the point P the gluing procedure is already defined Sx1
0
,xi
0
.
Using the proposition 2, we can glue along the horizontal section along cuts
that are contained in O. As a result we obtain a bundle with a connection
(E,∇) over this small neighborhood O, we need to glue along the rest parts of
the cuts that are not contained in O. Again we shall glue along the horizontal
sections. The rest part of a cut is a curve, whose ends P1 and P2 belong to ∂O.
Take one of its ends P1 as an initial point and do the gluing along the horizontal
sections. We need to check that this procedure is correct in the end point P2.
Now we are in the situation described in the Proposition 2: we take as γ the
whole cut (with its part that belongs to O) as V a small neighborhood of the
cut. We have already a bundle with a connection in V outside γ and a gluing
in γ ∩O. The correctedness of gluing along γ is equivalent to the coincidence of
monodromies of glued connections along γ. But the condition (3) just expresses
this coincidence. The lemma is proved.
In this section we have proved.
Theorem 1. For the bundle with a connection (E,∇) on a Riemann surface
we have constructed the following data:
1) a form (1) on sphere, all singularities of the form, except may be zero,
belong to the fundamental polygon U , and zero is a regular singularity;
2) a collection of matrices Sx1
0
,xi
0
, wherexi0 are vertices of the fundamental
polygon, i = 1, . . . , 4g, and Sxi
0
,x
i+1
0
= Sx1
0
x
i+1
0
S−1
x1
0
xi
0
satisfy the condition (3) for
all pairs of edges xi0x
i+1
0 and x
j+1
0 x
j
0, that are glued into one cut. The matrices
Y1, Y2 are the same as in Lemma 3.
10
The inverse is true: using such data one can construct a bundle with a
connection on a surface.
4 Isomonodomic deformation
In the previous sections pair a (E,∇) on the surface we have constructed a
form (1) on a Riemann sphere with a regular singularity in zero and matrices
Sx1
0
,xi
0
. Now we show how the isomonodromic deformations of pairs (E,∇) are
described using such correspondence.
Let (E1,∇1) -be a pair on T˜1. For τ ∈ T˜ denote by (E1,∇1)|τ a restriction
of the bundle with a connection (E1,∇1) to the subspace T˜1|τ (see Definition 3).
Definition 9. An isomonodormic family is pair (E1,∇1) on T˜1 such that:
1) a pair (E1,∇1)has singularities on hypersurfaces z = ai (more precise, on
hypersurfaces in T˜1, that are preimages of hypersurfaces z = ai in T1);
2) for all τ ∈ T˜ pairs (E1,∇1)|τ have the same monodormy.
Let us be given a point τ0 ∈ T˜ . Let (E,∇) be a pair on a marked Riemann
surface, corresponding to τ0, the singularities of ∇ correspond to marked points
of τ0.
Definition 10. We say that an isomonodromic family (E1,∇1) describes a
deformation of a pair (E,∇), if (E1,∇1)|τ0 = (E,∇).
Definition 11. A family (E1,∇1) is called Schlesinger, if for a fixed point in the
Teichmuller space in some neighborhood of the hypersurface z = ai a connection
∇1 is written in local coordinates as a form of type
Bi
ζ − ai
d(ζ − ai) + h(ζ, ai),
where h(ζ, ai) is a holomorphic form, Bi are holomorphic functions of ai.
Let us state a result about global existence of deformations.
Proposition 5. For every logarithmic initial pair (E,∇) at t0 ∈ T˜ there exists
a unique its continuation to the Schlesinger isomonodromic family (E1,∇1).
Proof. Since this proposition is well-known let us give only a sketch of a proof.
We must construct a pair (E1,∇1) on T˜1. First of all note that there is an
isomorphism pi1(M \ {a01, . . . , a
0
n}) → pi1(T˜1) (here a
0
1, . . . , a
0
n are initial posi-
tions of singularities); this is a corollary of the homotopic equivalence . Using
the Ro¨rl construction [13], one cam construct a pair (E1,∇1) on T˜1 outside
small neighborhoods of hypersurfaces z = ai. The problem of a construction
of (E1,∇1)in a neighborhood of a hypersurface z = ai is local, we can use the
analogous construction in the case of the Riemann sphere. Thus we obtain a
pair (E1,∇1) on T˜1.
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Establish a relation between a pair (E1,∇1) on T˜1 and a family of forms
from the theorem 1. Consider the Schlelinger family (E1,∇1) and a point t0 ∈
T˜1. Denote as τ0 singularities, corresponding to t0 as a01, . . . , a
0
n, and a point
in the Teichmullr space, corresponding to t0. Let Wa0
i
be a sufficiently small
neighborhood of the point a0i (such that Wa0i ∩Wa0j = ∅, if i 6= j), i = 1, . . . , n,
and Vτ0 be a sufficiently small neighborhood of the point τ0 in the Teichmuller
space.
Proposition 6. There exists a form ω1 on the space{
(z, a1, . . . , an, τ) : z ∈ C, ai ∈ Wa0
i
, i = 1, . . . , n, t ∈ Vτ0
}
,
with the following properties:
1) the following presentation takes place
ω1 =
Ck
zk
dz + · · ·+
C1
z
dz +
n∑
i=1
Bi
z − ai
d(z − ai); (4)
2) if we fix a point t, which is sufficient close to t0, and consider a pair
(E1,∇1)|t and a form ω, corresponding to the pair (E
1,∇1)|t by theorem 1, then
the form ω can be obtained by fixing singularities in the form ω1 in singularities,
corresponding to the point t 1.
Proof. Take an intersection of all fundamental polygons that correspond to all
points in the Teichmuller space, that belong to Vτ . Let O be an open neigh-
borhood of this intersection, whose boundary is smooth simple curve. Suppose
that the neighborhood Vτ0 is so small that Wa0
i
⊂ O for all i = 1, . . . , n.
There exist a mapping
f : O ×Wa0
1
× · · · ×Wa0n × Vτ → T1, (5)
which is defined in the following way. Take a point
(z, a1, . . . , an, t) ∈ O ×Wa0
1
× · · · ×Wa0n × Vτ .
Using a point t in the Teichmuller space, one can reconstruct a pair Gt ⊂
AutD (remind that D is the exterior of the unit disc). Denote as z/Gt the
image of z ∈ O ⊂ D on the marked Riemann surface under the factorization
D → M under the action of Gt. Then f maps the point (z, a1, . . . , an, t) to
the point (t, z/Gt, a1/Gt, . . . , an/Gt) ∈ T1. Since the image of this mapping is
small enough, the mapping (5) is well defined. Note that this mapping is not
holomorphic, but it becomes holomorphic if we fix a point in the Teichmuller
space.
Take in inverse image of (E1O,∇
1
O) of the pair (E
1,∇1) under the mapping f .
If a point in the Teichmuller space is fixed, this is a holomorphically trivial
bundle with a connection.
1It is important to note that the form ω1 does not contain coordinates on V
τ0
and differ-
entials of these coordinates.
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When the parameters a1, . . . , an, τ are fixed one can continue (E1O,∇
1
O) from
the subset O to the whole Riemann sphere C. Note that the connection ∇1O
depends holomorphically from a1, . . . , an, and the bundle E1O does not depend
on a1, . . . , an. Hence for fixed τ ∈ Vτ0 the holomorphic pair (E1O,∇
1
O) can be
continued from O×Wa0
1
× · · ·×Wa0n ×{τ} to a holomorphic pair on C×Wa01 ×
· · · ×Wa0n × {τ}.
By the Grotendick-Birkhoff theorem with parameters [1] there exists a mero-
morphic trivialization of this bundle, which is holomorphic on C \ {0} ×Wa0
1
×
· · · ×Wa0n × {τ}. The form ω
1 is the form of the connection ∇1Oin this trivial-
ization. Note that ω1 can (in a non-holomorphic way) depend on τ . Remind
that (E1,∇1) is a Schlesinger family. Hence for a fixed τ the form ω1 is of type
Ck
zk
dz + · · ·+
C1
z
dz +
n∑
i=1
Bi
z − ai
d(z − ai) +
n∑
i=1
Di dai.
Choose another trivialization in which coefficients at dai vanish. It is con-
structed in the following way. The family (E1,∇1) is isomonodromic, hence the
family of forms ω1 is also isomonodromic. This is equivalent of the fact that
dω1 = ω1∧ω1, i.e. the form ω1 is integrable. Let (p×p) matrix Y0(z, a1, . . . , an)
be a solution of dY0 = ω1Y0 (the differential is taken by the variables a1, . . . , an)
with the initial condition Y0(∞, a01, . . . , a
0
n) = I. Let Y
∞
0 = Y0(∞, a1, . . . , an).
Define a new trivialization of E1O on C \ {0}×Wa01× · · ·×Wa0n ×{τ}, by acting
on the old base by the matrix (Y∞0 )
−1, to obtain a new base in every stalk. The
form of the connection ∇1O in this new trivialization is the new form ω
1.
By construction in this new trivialization there exist a solution of the system
dY = ω1Y such that Y (∞, a1, . . . , an) ≡ I for all a1, . . . , an. Since
∂Y
∂ai
∣∣∣∣
z=∞
=
Bi
z − ai
∣∣∣∣
z=∞
+Di = Di,
we have Di = 0. Thus in new trivialization of E1O on the space C \ {0}×Wa01 ×
· · · ×Wa0n × {τ} the form ω
1 is written as (4).
Note that the change of the point in the Teichmuller space leads only to the
change of the fundamental polygon. But the trivialization of E1O in section 3.1
does not depend on its precise shape. Thus the trivialization of E1O can be
chosen such that the equality (4) for ω1 takes place on the whole space C \
{0} ×Wa0
1
× · · · ×Wa0n × Vτ . The Proposition is proved.
Now let us write the equations of isomonodromic deformations. The first
group of equations describes the Schlesinger deformations of the form (1). Obvi-
ously when the pair (E,∇) deforms isomonodromically, the form ω also deforms
isomonodromically.
Consider the Schlesinger deformations. Then the deformations of ω are
defined by the form ω1 of type (4). The form ω1 defines an isomonodromic
deformation if and only if dω1 = ω1 ∧ ω1. Note that ω1 does not contain co-
ordinates on the Tecihmuller space and differentials of these coordinates, hence
the differential is taken only by variables z, ai.
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Proposition 7. The equations of isomonodromic deformations of ω are
dBi = −
n∑
j=1,
j 6=i
[Bi, Bj ]
ai − aj
d(ai − aj) +
∂C1
∂ai
dai, (6)
∂C2
∂ai
−
∂C1
∂ai
ai = −[Bi, C1], . . . ,
∂Cl+1
∂ai
−
∂Cl
∂ai
ai = −[Bi, Cl], (7)
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ,
−
∂Ck
∂ai
ai = −[Bi, Ck], i = 1, . . . , n. (8)
In the typical case Cl = 0, l > 1, if we put a0 = 0, B0 = C1 = −
∑n
i=1Bi, the
system above turns into an ordinary Schlesinger system
Bi = −
n∑
j=0,
j 6=i
[Bi, Bj ]
ai − aj
d(ai − aj). (9)
Here i = 0, 1, . . . , n.
Proof. Explicitly the equality dωt = ωt ∧ ωt can be written as follows. At first
let us write the left hand side:
n∑
i=1
dBi
z − ai
d(z − ai) +
k∑
l=1
dCl
zl
dz =
n∑
i,j=1
∂Bi
∂aj
1
z − ai
dz ∧ d(z − ai)−
−
n∑
i,j=1
∂Bi
∂aj
1
z − ai
d(z − aj) ∧ d(z − ai) +
k∑
l=1
n∑
i=1
∂Cl
∂ai
1
zl
dz ∧ d(z − ai).
Now let us write the right hand side:( n∑
i=1
Bi
z − ai
d(z − ai) +
k∑
l=1
Cl
zl
dz
)
∧
( n∑
j=1
Bj
z − aj
d(z − aj) +
k∑
l=1
Cl
zl
dz
)
=
=
n∑
i,j=1,
i6=j
BiBj
(ai − aj)
(
1
z − ai
−
1
z − aj
)
d(z − ai) ∧ d(z − aj) +
+
k∑
l=1
n∑
i=1
[Bi, Cl]
(z − ai)zl
d(z − ai) ∧ dz.
The forms d(z − ai) ∧ d(z − aj) Ё dz ∧ d(z − ai) are independent [1], so the
coefficients at these forms on the right and on the left must coincide. The
coincidence of the coefficients at the form dz ∧ d(z − ai) gives the equation
n∑
j=1
∂Bi
∂aj
1
z − ai
+
k∑
l=1
∂Cl
∂ai
1
zl
= −
k∑
l=1
1
zl
[Bi, Cl]
z − ai
.
Multiply it by (z − ai), one gets
n∑
j=1
∂Bi
∂aj
+
k∑
l=1
(
1
zl−1
− ai
1
zl
)
∂Cl
∂ai
= −
k∑
l=1
1
zl
[Bi, Cl].
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Consider the coefficient at powers of 1/z: for z0 we obtain the equation
n∑
j=1
∂Bi
∂aj
+
∂C1
∂ai
= 0, (10)
for 1/z, . . . , 1/zl we obtain equations (7) and at last for 1/zk we obtain the
equation (8).
The coincidence of coefficients at forms d(z − aj)∧ d(z− ai) gives equations
that does not contain Ck, they are equivalent to the following equations
∂Bi
∂aj
=
[Bi, Bj ]
ai − aj
, i 6= j.
These equations together with (10) can be written together as the equation (6).
In the case C2 = · · · = Ck = 0 the derivation above just reproduce the
derivation of the Schlesinger equations for the deformations of the form (2)
(see [1]). In particular in notations a0 = 0, B0 = C1 = −
∑n
i=1Bi we obtain an
ordinary Schlesinger system (9). The proposition is proved.
The equations (6)–(8) are uniquely solvable for every initial conditions just
because they describe the Schlesinger deformations of the connection ∇
C
on a
Riemann sphere.
Now let us write the second group of equation that describe the evolution of
matrices Sx1
0
,xi
0
. In lemma 1 it was proved that S−1
x1
0
,xi
0
Y (xi0) is the monodromy
matrix along the loop, that we obtain after the factorization x10x
2
0 . . . x
i−1
0 x
i
0
(here Y is the same as in Lemma 1).
Take an isomonodromic family of solutions dY = ω1Y such that in the
initial position of singularities aj in the point z = ∞ the matrix Y is identical
(remind that in this equation the differential is taken only by variables z and aj ,
j = 1, . . . , n). The form ω1, defined in (4), is such that the matrix Y in z =∞ is
constantly identical. This follows from the fact that ∂Y
∂ai
∣∣
z=∞
= Bi
z−ai
∣∣
z=∞
= 0.
That is why we can assume that the matrix Y , through which the monodromy
in Lemma 1 is expressed, satisfies dY = ω1Y .
The monodromy along each cut must be conserved. Hence S−1
x1
0
,xi
0
Y (xi0) =
const or equivivalently, Sx1
0
,xi
0
= const−1 ·Y (xi0). Hence the matrix Sx10,xi0 sat-
isfies the same equation, as Y (xi0), but with another initial condition. In other
words dxi
0
,aj
Sxi
0
x
i+1
0
= ω1|z 7→xi
0
Sxi
0
x
i+1
0
. Here ω1|z 7→xi
0
is the form ω1, in which
the variable z is replaced to xi0. Namely
ω1|z 7→xi
0
=
n∑
j=1
Bj
xi0 − aj
d(xi0 − aj) +
(
Ck
xi0
k
+ · · ·+
C0
xi0
)
dxi0.
Now let us state the main result of the present paper.
Theorem 2. For every initial logarithmic pair (E,∇) on a marked Riemann
surface there exists a unique Schlesinger isomonodromic family (E1,∇1). In
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terms of data from the Theorem 1 The Schlesinger isomonodromic deformations
are locally described as follows.
1. The vertices of the fundamental polygon change their posiitons according
to the change of a point in the Teichmuller space.
2. The evolution of the coefficients Cl, Bi of the form (1) is given by the
equations from the proposition 7. In the case Cl = 0, l > 0, in notations a0 = 0,
B0 = −
∑n
i=1 Bi these equations are the Schlesinger system for Bi, i = 0, . . . , n.
3. The evolution of matrices Sx1
0
,xi
0
is described by equations dSx1
0
,xi
0
=
ω1Sx1
0
,xi
0
, where ω1 is the form (4), in which instead of z we write the variable xi0.
The differential in the left side is taken by the variables aj, x
i
0.
One ca easily see that the bundle in the pair (E,∇) changes, thus the case
of higher genus differs much from the case of genus 0, where it is natural to
consider connetions in a fixed trivial bundle.
5 Relation to the Krichiver’s approach
Let us give a short comparision of the approach to the description of isomon-
odromic deformations of bundles with connection suggested in the present paper
with the approach suggested by Kricheve [5]. More precise we are going to show
how using the parameters that Krichever has used one can reconstruct the form
and matrices from Theorem 1.
Restrict ourself to the case when the marked Riemann surface is fixed. The
reason is that in [5] the complex-analytic coordinates on the Teichmuller space
are used, and in the present paper we take real-analytic coordinates on the
Teichmuller spaces xi0 which are positions of vertices of the fundamental poly-
gon. The matricesSx1
0
,xi
0
are complex analytic functions of the variables xi0,
i = 2, . . . , 4g. Thus in order to establish a relation between the Krichiver’s ap-
proach and our approach in general case one must be able to express explicitly
positions of vertices of the fundamental polygon through the complex-analytic
coordinates on the Teichmuller space. This problem for g > 1 is extremely
difficult (see for example a close to this problem paper [14]).
Thus let a marked Riemann surface be fixed. Let us be given a stable bundle
with a logarithmic connection (E,∇), where E has rank pand degree pg. In the
paper [5] for the bundle with a connections some parameters are constructed,
these parameters can be divided into two groups. The parameters from the first
group describe the bundle (the Turin parameters), and parameters of the second
group describe a connection in it (see § 2 in [5]).
The Turin parameters are defined as follows. There exists a meromorphic
trivialization of a stable bundle of degree g. This is a collection of holomorphic
sections ψ1, . . . , ψp. In stalks of E over all points except γ1, . . . , γm (where
m = pg), they form a base in the stalk of E. In the stalks over γ1, . . . , γm
these sections are linearly dependent. In the typical case the rank of the span
of sections ψ1, . . . , ψp in these points equals p− 1, that is there exists a unique
linear relation ai1ψ1(γi) + · · · + a
i
pψp(γi) = 0. The Turin parameters are: the
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collection of points γ1, . . . , γm and the vectors (ai1, . . . , a
i
p), i = 1, . . . ,m. In the
meromorphic trivialization ψ1, . . . , ψp to the connection∇ there corresponds the
form ω˜ with apparent singularities in points γ1, . . . , γmand a trivial monodormy
of the bypass around them. In the paper [5] it is suggested that the typical case
takes place and these apparent singularities of ω˜ are simple poles.
The parameters of the second group describe the connection∇. Among these
parameters there are those that describe the behavior of ω˜ in a neighborhood
of γi (see. § 2 and the Lemma 2.2 in [5]). In particular using these parameters
and the Turin parameters one can reconstruct a residue of the form ω˜ in γi. Also
there are parameters that define behavior of ω˜ in a neighborhood of singularities
of the connections (see § 4 in [5]). Among these parameters there are the position
of singularities and singular parts of ω˜ in these neighborhoods.
In the present paper for a pair (E,∇) we have constructed a form ω and
matrices Sx1
0
,xi
0
. Note that in contrast with Krichever’s parameters one can not
say that the form ω defines a connection and matrices Sx1
0
,xi
0
define a bundle,
since in the procedure of reconstruction of the bundle the from ω participates.
Now let us establish a relation between descriptions of (E,∇), suggested
in the present paper and the description suggested by Krichever. At first we
construct a form and matrices to the meromorphically trivialized bundle. Using
the trivialization E|U , defined by sections ψ1, . . . , ψp, we obtain that the from
is an inverse image of ω˜ on the fundamental polygon (we denote it also as ω˜)
and, since the bundle is trivial, identity matrices S˜x1
0
,xi
0
= I.
Note that the residues of the form ω˜ in all singularities are contained in
Krichevers parameters, thus the form ω˜ on the fundamental polygon can be
explicitly reconstructed from Krichevers parameters. Now describe how we can
reconstruct the form ω and matrices Sx1
0
,xi
0
from ω˜ and S˜x1
0
,xi
0
= I. To recon-
struct ω, we must apply to ω˜ a gauge transformation Γ, which must remove
apparent singularities of ω˜ in points of the fundamental polygon, corresponding
to the points γ1, . . . , γm of the surface. The transformation Γ can have singu-
larities only in these points and Γ(x10) = I. Such transformation Γ can be found
using the residues of ω˜.
To reconstruct Sx1
0
,xi
0
, we need to act on S˜x1
0
,xi
0
= I by the same gauge
transformation by the rule S˜x1
0
,xi
0
= I 7→ Sx1
0
,xi
0
= Γ(xi0). Indeed, S˜x10,xi0 is
a matrix of the operator that identifies the stalks, hence after the base change
according to the definition 6 we obtain the matrix Sx1
0
,xi
0
= Γ(xi0)S˜x10,xi0Γ(x
1
0)
−1.
But two matrices in the right side are identity matrices, hence we obtain the
requied expression.
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