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Abstract
Age-related Macular Degeneration (AMD) and Diabetic
Macular Edema (DME) are the major causes of vision loss
in developed countries. Alteration of retinal layer structure
and appearance of exudate are the most significant signs of
these diseases. With the aim of automatic classification of
DME, AMD and normal subjects from Optical Coherence
Tomography (OCT) images, we proposed a classification
algorithm. The two important issues intended in this ap-
proach are, not utilizing retinal layer segmentation which
by itself is a challenging task and attempting to identify dis-
eases in their early stages, where the signs of diseases ap-
pear in a small fraction of B-Scans. We used a histogram of
oriented gradients (HOG) feature descriptor to well charac-
terize the distribution of local intensity gradients and edge
directions. In order to capture the structure of extracted
features, we employed different dictionary learning-based
classifiers. Our dataset consists of 45 subjects: 15 patients
with AMD, 15 patients with DME and 15 normal subjects.
The proposed classifier leads to an accuracy of 95.13%,
100.00%, and 100.00% for DME, AMD, and normal OCT
images, respectively, only by considering the 4% of all B-
Scans of a volume which outperforms the state of the art
methods.
1 Introduction
One of the persistent diseases of the retina is Age-related
Macular Degeneration (AMD) which can result in loss of
central vision. AMD affects the macula which is an area
consist of light-sensitive cells and is responsible for pro-
viding sharp central vision. It is estimated that more than
250000 adults suffer blindness due to AMD in United King-
dom [1]. AMD is the term applied to changes in the eye
which can be identified by pigmentary abnormalities and
considerable drusen, in people aged over 50 years. Drusens
are accumulations of lipid material below the retinal pig-
ment epithelium (RPE) and within the Bruchs membrane,
appearing as yellow spots on the retina. AMD disease cat-
egorize into two main types: dry form and wet form. Dry
form which involves 90% of people with AMD, is a con-
dition in that layers of the macula (including the RPE and
the photoreceptors) get progressively thinner. This is called
atrophy. The symptoms of the early stage of dry AMD is a
change in the pigment or color of the macula plus appear-
ance of tiny drusen on the retina. Existence of Drusen can
lead to deterioration and atrophy of the retina. Exuding is
the leakage of fluids from blood vessels and when dry AMD
does not involve them, it is also called non-exudativeAMD.
In contrast to dry AMD, there is another kind of AMD
where the growth of new weak blood vessels behind the
retina can cause serious problems. This situation which is
called wet AMD is accompanied by leakage of fluid, lipids
and blood from newly grown vessels which can cause scar
tissue to form and retinal cells to stop functioning (see Fig.
1). Wet AMD is also exudative AMD due to involving ex-
udation or fluid and blood leakage from new blood vessels
[2].
Diabetic Macular Edema (DME), is another retinal dis-
ease which is characterized by the accumulation of exuda-
tive fluid in the macula. DME is the most prevalent form
of sight-impendent retinopathy in people with diabetes [3].
The breakdown of the inner blood-retinal barrier is one of
the reasons for this problem (see Fig. 1). Early detection of
retinal abnormalities is considerably important in prevent-
ing DME and subsequent loss of vision problem [4]. 6% of
diabetic people are affected by DME which can resulted in
more than 20 million cases worldwide [3].
In the case of identification of AMD and DME, optical
coherence tomography (OCT) could be the first contribu-
tory imaging modality. OCT as a noninvasive technology
can demonstrate basic structural changes of the retina, such
(a) (b)
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Figure 1: Examples of SD-OCT images: a) dry AMD, b)
wet AMD, c) DME and d) normal B-scans.
as retinal swelling, cystoid edema, serous retinal detach-
ment, photoreceptor layer status and atrophy. Such a power-
ful technique can be used for diagnosing of macular edema
even at early stages. Today, Spectral Domain (SD)-OCT
which is the newer generation of OCT is developed in the
field of rate of acquisition and resolution. These abilities of
OCT follow with new options like eye tracking, 3D image
segmentation and better imaging of the choroid. Providing
more clear retina structural information and the ability to
measure the thickness of its layers leads to a better under-
standing of pathology, the detection of AMD and DME, and
the assessment of the effectiveness of treatment. [5].
Visualization of intraocular structures, such as macula
and optic nerves is already possible by SD-OCTwhichmea-
sures the optical back scattering of the tissues. SD-OCT can
visualize the internal structures of the retina and makes it
possible to diagnose aforementioned diseases [6]. Despite
of the fact that OCT has gained significant importance in
recent years for AMD and DME detection, the manual anal-
ysis remains time-consuming. Generally, 3D OCT volumes
are comprised of 50-100 cross-sectional B-scans. Basically,
investigation of each B-scan is necessary in the proper as-
sessment of most retinal diseases. In addition to this time-
consuming process, multiple cross-sections should be in-
spected simultaneously to identify scarce traces of early-
stage ocular diseases. Considering these problems, auto-
mated algorithms for pathology identification in OCT vol-
umes could be a great help for clinicians and ophthalmolo-
gists [7].
With more focus on specific to automatic pathology
identification, various studies have explored detection of
retinal pathologies using machine learning techniques, ei-
ther focusing on segmentation of relevant pathological
markers or retinal layers [8]. Despite of their considerable
results, most of these works have leveraged B-scan level
ground truth information. These more detailed labels are
often not available or in some cases are not completely re-
liable, which can be a limitation for the usability of these
solutions [7].
There are some other studies for automatic identification
of ocular diseases which are not focused on a direct com-
parison of retinal layer thicknesses. In [8] kernel principal
component analysis model (KPCA) ensembles were used
for a binary classification of normal subjects and patients
with advanced AMD. The author proposed to create ensem-
bles by employing different features of each class and train-
ing one-class KPCA models. In order to combine KPCA
models, a product combination rule was introduced. Fi-
nally, each new image could be classified based on its cal-
culated confidence scores. The recognition rate of 92% for
each class of normal and AMD subjects was reported using
this method [9]. By the use of a similar data set, extraction
of oriented gradient local binary pattern histogram was in-
troduced in [10]. A Bayesian network classifier was then
performed on advanced AMD and normal subjects which
resulted in an area under curve performance of 0.94.
Beside many studies focused on the classification of
AMD/normal or DME/normal cases [8, 10, 11, 12], there
are three recent papers which are focused on the classifi-
cation of AMD, DME and normal cases (3 class classifi-
cation). For providing a complete comparison, in the fol-
lowing we introduce their methods and finally in section 3
compare their results with ours.
The first work is [13] which uses Histogram of Oriented
Gradients (HOG) descriptors and SVMs. The authors re-
ported the accuracy of 100% at detection of AMD and DME
and 86.67% for normal subjects identification.
The second study [14] has employed linear configura-
tion pattern (LCP) features and used Correlation-based Fea-
ture Subset (CFS) selection algorithm as their representa-
tion tool. The accuracy of 100% for both DME and normal
samples and 93.33% for AMD data was reported.
In the latest similar study to our research [15], first a pre-
processing step for aligning and cropping retinal regions is
applied and then global representations of images based on
sparse coding and a spatial pyramid are obtained. A multi-
class linear support vector machine (SVM) classifier was
used for classification. The success of this study was on
completely correct identification of DME and AMD cases
and achieving the accuracy of 93.33% for normal subjects
detection.
OCT images of patients with DME and AMD have com-
mon parts with images of normal people and some parts
which are specific to the diseases. Dictionary learning
methods separate image to sub-particles which some of
them are common and some others are discriminative. It
seems that dictionary learning is an approach that mimics
our understanding by learning common and discriminative
patterns in OCT datasets. So we propose to use dictionary
learning methods to detect and classify retina diseases from
OCT images. In this paper, utilization of HOG features of
pyramid images in conjunction with 3 different dictionary
learning methods including separating the Particularity and
the Commonality dictionary learning (COPAR), Fisher Dis-
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Figure 2: Overview of the proposed approach
crimination Dictionary Learning (FDDL) and Low-Rank
Shared Dictionary Learning (LRSDL), were investigated to
provide the highest classification accuracy of OCT images.
The remainder of the paper is organized as follows. Sec-
tion 2 introduces our proposed method which consists of
6 main parts: subsections 2.1-2.4 represent the preprocess-
ing steps and feature extraction procedure and subsections
2.5-2.6 provide an explanation of different classifier train-
ing based on dictionary learning methods. In Section 3
we demonstrate our experimental results through the leave-
three-out cross-validation, and Section 4 outlines conclu-
sion and summary.
2 Method
In this section, we introduce our proposed method for
identification of retinal abnormalities based on classify-
ing SD-OCT B-Scans. The main pipeline of this method
includes image denoising, flattening the retinal curvature,
cropping, HOG feature extraction and classification using
dictionary learning method. This procedure is summarized
in Fig. ??. Details of each step will be clarified in the fol-
lowing subsections.
2.1 Image denoising
OCT imaging technique like many other imaging modal-
ities due to instrument limitations and unwanted artifacts
provides noisy and low visual contrast images. So at the first
step of working with OCT images, a contrast enhancement
step is recommended. To achieve this goal, we used the pro-
posed method in [16, 17] which is specifically focused on
denoising OCT images. The authors consider the layered
structure of retina in OCT images with a specific probabil-
ity distribution function (pdf) diminished by speckle noise.
They proposed to employ statistical modeling of OCT im-
ages by the means of a mixture model. By considering the
Normal-Laplace distribution, each component of this mix-
ture model would be created. The proposed distribution
is based on the convolution of Laplace pdf and Gaussian
noise. The observed decaying behavior of OCT intensities
in each layer of normal OCTs is the main reason for se-
lecting Laplace pdf. After fitting a Normal-Laplace mix-
ture model to the data, each component is Gaussianized and
all of the components are combined with Averaged Maxi-
mum A Posterior (AMAP) method [18]. After all, they pro-
posed a new contrast enhancement method based on their
proposed statistical model. Considering the fact that OCT
images suffer from speckle noise as a multiplicative noise,
author suggested to use a logarithm operator to convert this
noise to additive Gaussian noise. Therefore, first OCT im-
ages are transformed to the logarithmic domain and then
all the processes are implemented in this domain. The sec-
ond step is fitting a Normal-Laplace mixture model to the
OCT data by using Expectation Maximization (EM) algo-
rithm for estimation of its parameter. Each component of
the estimated mixture model has transformed to a Gaussian
distribution with specific mean and variance so that each
enhanced component could be obtained. In order to con-
struct the complete enhanced image, the gaussianized com-
ponents are combined with each other. For this combina-
tion, a weighted summation is used which is similar to the
AMAP method. Finally, by applying the exponential opera-
tor to the combined component, the enhanced data would be
obtained. This enhancement method in addition to normal
images for non-healthy cases also has good results.
2.2 Retinal curvature flattening
SD-OCT images of the retina have a curvature which
varies both between patients and within each volume. One
part of this curvature is due to natural anatomy of eyes and
the other part is related to OCT image acquisition. In order
to provide a similar platform for all images and to eliminate
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Figure 3: Samples of SD-OCT images, left column includes
a) Normal, c) DME and e) AMD B-scans, respectively, and
right column (b,d,f) includes their corresponding denoised,
flattened and cropped images.
the effect of retina curvature during the classification, flat-
tening the curvature of retina images is recommended. As
described in [13], a primitive estimate of the RPE layer is
calculated in the first step. Using the hyper-reflective char-
acteristic of RPE layer, two highest maxima in each column
are selected as RPE location candidates and then the outer
most of them is chosen as the final estimation. In order to
eliminate outlier points using median filter is suggested. To
achieve lower boundary of the retina, we performed convex
hull of the primitive estimation of RPE points, and then con-
sider its lower border as the retina boundary. To achieve a
smoother curve, a further step of fitting a polynomial to the
RPE estimated boundary also could be done. According to
the visually estimated curvature of each image, degrees of
polynomial differs from 1 to 4. Finally, the flattened retinal
boundary is obtained by shifting each column up or down
so that the points of the estimated curve are placed on a flat
line.
In some cases that the results of this method is not good
enough, we suggested another approach. Instead of find-
ing the convex hull, we focused on the primitive estimated
points of the RPE layer. Because some of these points were
far from the lower bound of the RPE, we calculated the
vertical distance between the lowest and highest points and
only considered a fraction of this distance and its inclusion
points. This caused to points which were more representa-
tive of the lower boundary of the RPE. Fitting a polynomial
to these points could result in a better-flattened image.
2.3 Image cropping
In our study, the area under investigation is constrained
to a window in the vicinity of the fovea. Its lower bound is
limited to RPE layer while neglecting choroid. In order to
take into account the changes of various diseases and pro-
viding the same dimension for feature extraction step, we
crop all SD-OCT images in the same size. While the width
of each SD-OCT cropped image is considered to be 380
pixels, each image consists of 65 pixels in the axial direc-
tion, nearly 60 above and 5 below the estimated RPE. Fig 3
demonstrates three B-scans and their denoised flattened and
cropped versions.
2.4 Feature extraction
One of the main steps of a good classification is choos-
ing the best feature with regard to the application. As
suggested in [13], HOG descriptors are powerful tools for
discriminating normal and abnormal OCT images. HOG
descriptor [19], counts the number of gradient orientation
incidences in the partitions of an image . Although this
method is similar to edge orientation histograms, feature
transform descriptors and shape contexts, the main differ-
ence refers to the step of computation which use a dense
grid of uniformly spaced partitions. The basic step of HOG
descriptor calculation is partitioning the image into small
sub images called cells, and larger regions called block
containing some cells while blocks can overlap with each
other. By calculating the histogram of gradient of each cell,
normalizing them on each block and concatenating them
to each other, computation of HOG descriptors could be
completed. The main reason for normalizing is improv-
ing accuracy and illumination invariance. In this paper
we used the same procedure as [13] for the feature ex-
traction step and focused on dictionary learning methods
for classification step. We calculated the HOG descriptors
of Gaussian image pyramid. Creating an image pyramid
consists of two main step: smoothing and subsampling of
the smoothed image. In this paper, smoothing has done
based on a separable kernel W(m,n) = w(m)w(n) with
w = [(1/4) − (a/2), 1/4, a, 1/4, (1/4) − (a/2)]. In or-
der to form the weighting function close to a Gaussian, we
set the value of the parameter a equal to 0.375. Based on
different experiments the best of our results achieved with
the cell size 4 × 4, constructed block using 2 × 2 cells and
block overlap of 1× 1. Finally, we use the normalized his-
tograms of all the blocks and construct a feature vector for
each image.
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2.5 Sparse representationand dictionary learning
framework
It is shown that most of signals and images can be
expressed by a linear combination of a few bases taken
from a dictionary. This concept refers us to the sparse
representation-based classifier (SRC) which is already de-
veloped and adapted to numerous signal/image classifica-
tion task. So, based on this theory, a dictionary is learned
from training samples instead of using all of them as prior
information and try to represent new images using the
learned dictionary.
The main aim of sparse representation is to represent a
given signal y of dimension n as a linear combination of a
small number of bases derived from a collection of extracted
features which is known as a dictionary. Each column of a
dictionary is called an atom. We show the dictionary by D
and its atoms of size n by dk where k = 1, . . . , N and N
is the number of columns of the dictionary. So each matrix
D ∈ Rn×N is constructed by column concatenating of N
vectors dk. If N ≥ n, the dictionary is over complete and
there is a dependency among its atoms. In that case, every
signaly can be represented as a linear combination of atoms
in the dictionary:
y = Dx =
N∑
k=1
xkdk (1)
where x is the coefficient vector and xk shows its elements.
Considering the fact that the dictionary is over complete,
x is not unique and so sparsity constraint can be mentioned.
Obtaining a sparse representation of y could be done based
on achieving a sparse vector x that most of its elements are
close or equal to zero except a small number of significant
coefficients. Suppose that D is constructed directly by col-
umn concatenation of training samples of different classes.
In that case, the task of sparse representation of a signal can
be shown as the following optimization problem:
argmin
x
(||y −Dx||2
2
+ λ||x||1) (2)
where λ is a constant for weighting the sparsity constraint.
At the first step of dictionary learning formulation, it
could be an extension of sparse representation of training
samples, so that dictionary should be learned during the
optimization of (2). At the second step, this formulation
could be expanded so that the dictionary becomes simul-
taneously reconstructive and discriminative. Utilization of
an additive discriminative term based on labels of training
data in the dictionary learning methods could guarantee that
the data representation of each class is sufficiently differ-
ent. So, learning a dictionary as a supervised problemmini-
mizes the sparse approximation errors over different classes
while imposes discrimination between classes [2]. In order
to achieve these goals, the general dictionary learning prob-
lem can be formulated as below:
argmin
X,D
(||Y −DX||2
2
+λ1||X||1 + λ2h(D,X, θ)) (3)
where Y and X show the set of training samples and their
corresponding sparse coefficient matrix respectively and
h(D,X, θ) is the discriminative term which could be de-
veloped based on different methods.
It has been proved that, when different algorithms based
on different cost functions and different discriminative
terms are used on a specific class of signals, some dictio-
naries provide a better approximation performance. In other
words, there exist dictionaries that provide a more accept-
able sparse solutions [20]. In order to classify OCT im-
ages of three aforementioned classes using the HOG fea-
tures, we investigated three different dictionary learning al-
gorithms and based on a comparison among their results, we
introduce one of them as the best classifier for the proposed
pipeline.
2.6 Image classification
2.6.1 COPAR
The first used algorithm is particularity and the commonal-
ity dictionary learning (COPAR) [21]. This algorithm tries
to explicitly learn the most discriminative features of each
category (the particularity) and some common feature ob-
served in all the training set (the commonality). The par-
ticularity part of the dictionary is related to specific atoms
of each class and the commonality corresponds to shared
atoms of all classes. Shared atoms are the representative
features of all categories and essential for reconstruction of
all the data. The contribution of adding commonality dic-
tionary provides more comprehensive information for the
task of classification. In order to investigate deeper, we re-
view the basic of this dictionary learning method based on
its cost functions.
In general, to learn a dictionary with purpose of clas-
sification, we can learn C class-specific dictionaries Dcs,
for all C classes (c = 1, . . . , C). In the ideal case, it is
expected that each object would be represented by its own
class subspace and there is no overlap among all class sub-
spaces. In another word, given C classes and a dictionary
D = [D1, . . . ,DC ] with Dc representing training samples
from class c, a new sample y from class c can be represented
as y ≈ DcXc. Therefore, if we express y using the dictio-
nary D : y ≈ DX = D1X1 + . . . + DcXc + ...DCXC ,
then the more effective elements of X should be located
in Xc and hence, the coefficient X should be sparse. In
matrix form, if we show samples of class c by Yc, then
5
Figure 4: Classification of one SD-OCT volume using FDDL algorithm
Y = [Y1, ...,Yc, ...,YC ] is the set of all samples and the
coefficient matrix X would be sparse. The class-specific
dictionaries Dcs from different classes usually describe
some common atoms, which are not useful for classifica-
tion but are essential for the reconstruction step of dictio-
nary learning. Although existence of these common atoms
reduce the performance of classification, but they are es-
sential for representation of a query datum. Regarding this
problem, to improve the classification performance, CO-
PAR algorithm explicitly separate the coherent atoms by
learning the commonalityD0, which provides the common
bases for all classes. So, the overall dictionary form as
D¯ = [D,D0] ∈ R
d×K in which K =
∑C
c=0Kc and Kc
is the number of atoms of each class, Dc ∈ R
d×Kc stands
for the particularity of cth class, and D0 ∈ R
d×K0 is the
commonality. In order to provide the best representation of
samples of each class, we use the joint particular dictionary
of that class and the commonality dictionary. Denoting by
Xi the sparse coefficient of Y on Di, by Xc ∈ R
K×Nc
the sparse coefficient of Yc on D, by X
i
c the sparse coef-
ficient of Yc on Di, the total sparse coefficient could be
represented byX = [XT , (X0)T ]T . Considering the above
mentioned notation, a learned dictionary D should be able
to well represent every sample Yc, i.e. Yc ≈ DXc. In
addition to the overall dictionary, it is also expected that
the sample from the cth class could be well represented by
the cooperative efforts of the cth particular dictionary Dc
and the shared dictionaryD0. Therefore COPAR objective
function f has been introduced as:
f ≡
1
2
g(Y,D,X) + λ1||X||1 +
λ2
2
h(D) (4)
where g(Y,D,X) is defined as:
C∑
c=1
{||Yc −DXc||
2
F + ||Yc −D0X
0
c −DCX
c
c||}
+
C∑
j=1,j 6=c
||X
j
c||
2
F
(5)
Simultaneously usage of particularity and commonality
dictionaries provide the comprehensive representation of
samples of each category which is placed in g(Y,D,X)
by its two first terms. It is worth mentioning that the es-
timated sub-dictionaries based on only the two first terms
may contain atoms which use interchangeably. So, in order
to provide incoherency between sub-dictionaries, the third
term is imposed in g(Y,D,X).
In addition to incoherency of class-specific sub-
dictionaries, h(D) =
C∑
c=0
C∑
i=0,i6=0
||DTi Dc||
2
F , the last
penalty term of (4) has been used to enforce the incoherency
among the commonality with the particularities. Finally by
minimizing (1),D,D0,X andX
0 would be calculated.
In classification step, authors propose to adopt two
reconstruction errors based on selected classification
schemes: Global classifier (GC) and Local classifier (LC):
GC: When the number of training samples of each class
is relatively small, the learned sub-dictionaryDi may not be
able to provide representative samples of ith class. So, we
refer to the whole dictionary D for representing the query
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sample y. In order to increase the speed of computation in
the test stage, the l1-norm regularization on the representa-
tion coefficient could be relaxed to l2-norm regularization.
With these considerations, the following global representa-
tion mode introduced which code a testing sample y over
the learned dictionaryD:
e = argmin
X
||y −DX||2
2
+ γ||X||1 (6)
where γ is a constant.
LC: By increasing the number of training sample of each
class, the representation power of each sub space by its sub-
dictionary would be higher. In this case, to overcome the
problem of interference among sub-dictionaries it is sug-
gested to represent a testing sample y locally over each sub-
dictionary Dc instead of the whole dictionary D. So we
calculate C reconstruction error for the C classes as below:
ec = argmin
Xc
||y −DcXc||
2
2
+ γ||Xc||1 (7)
The final diagnosed label of new sample y is c =
argmin
c
ec.
2.6.2 FDDL
The next used algorithm is Fisher Discrimination Dictio-
nary Learning (FDDL). In this algorithm a dictionary could
be learned based on the Fisher discrimination criterion. The
main effort in FDDL is toward learning a structured dic-
tionary, whose atoms have correspondences to the subject
class labels. In order to achieve this aim, dictionary is
not only based on the representation residual to recognize
different classes, but also consider the representation co-
efficients to be discriminative. Based on the Fisher dis-
crimination criterion, X could be achieved by minimizing
within-class scatter and maximizing between class scatter
[22]. Using above-mentioned notation and concepts, FDDL
cost function can be formulated as below:
f ≡
1
2
g(Y,D,X) + λ1||X||1 +
λ2
2
h(X) (8)
The discriminative fidelity term of FDD, g(Y,D,X),
focused on the representation residual, is defined as follow:
g(Y,D,X) = 1
2
C∑
c=1
{||Yc −DXc||
2
F+
||Yc −DcX
c
c||
2
F }+
C∑
j=1,j 6=c
||DjX
j
c||
2
F
(9)
The first penalty term only relies on D to represent Yc
while its correspondence residual may digress much from
Yc. So, Di would not be able to well represent the Yc.
Adding the second penalty term is the suggested solution to
avoid this problem. In spite of that, it is possible that other
sub-dictionaries could cooperate in representing Yc which
reduce the discrimination power of Dc. The responsibility
of the third term is reducing the representation power ofDj
toYc, c 6= j.
In order to increase the discriminative power of dictio-
nary, another constraint is imposed toward discrimination
of sparse coefficient. The Fisher-based discriminative co-
efficient term, which its main idea is minimizing the within
class scatter and maximizing the between class scatter is de-
fined as follow:
h(X) =
C∑
c=1
{||Xc −Mc||
2
F − ||Mc −M||
2
F }+ ||X||
2
F
(10)
If we define m and mc as the mean value of X and
Xc columns, respectively, Mc = [mc, ...,mc] ∈ R
K×Nc ,
M = [m, ...,m] are the mean matrices. The number of
columns ofM depends on context, e.g. by writingM−Mc,
we mean thatM andMc have same number of columnsNc.
In the classification step of FDDL algorithm for new test
samples, we use GC and LC methods as described for CO-
PARmethod. A summary of using FFDL consist of learning
phase and classification step of extracted features is shown
in Fig. 4.
2.6.3 LRSDL
The last used dictionary learning method with the aim of
SD-OCT data classification is Low Rank Shared Dictionary
Learning (LRSDL) which is inspired by COPAR algorithm
[23]. The authors propose a method to simultaneously and
explicitly learn a set of common structures as well as class-
specific features for classification. By considering the im-
portance of the shared bases, authors suggested enforcing
two constraints on the shared dictionary. As the shared sub-
space gets wider, the shared atomsmay also get interference
with discriminative atoms. So to circumvent this problem,
the low-rank constraint should be imposed on the shard dic-
tionary. A low-rank structure results in a low dimensional
spanning subspace which only includes the most common
features. Authors point out that contribution of the shared
dictionary in every signal reconstruction should be close to-
gether. Based on this idea the second constraint focused on
sparse coefficients so that sparse coefficients corresponding
to the shared dictionary should be almost similar. Regarding
all the above condition for learning the shared dictionary,
LRSDL cost function is summarized as:
f ≡
1
2
g(Y,D,X)+λ1||X||1+
λ2
2
h(X)+η||D0||∗ (11)
where g(Y,D,X) tries to well represent Yc by collabo-
ration of the particular dictionary Dc and the shared dic-
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tionary D0. By employing the discriminative fidelity term
of (9) and considering the cooperation of D0 and Dc,
g(Y,D,X) could be rewritten as:
g(Y,D,X) =
C∑
c=1
{||Yc −DXc||
2
F
+||Yc −D0X
0
c −DcX
c
c||
2
F }+
C∑
j=1,j 6=c
||DTj X
j
c||
2
F
(12)
Considering the above-mentioned point, Fisher-based
discriminative coefficient term of (11), appears as:
h(X) =
C∑
c=1
{||Xc −Mc||
2
F − ||Mc −M||
2
F }+ ||X||
2
F
+||X0 −M0||2F
(13)
The only difference between (10) and (13) is the exis-
tence of term ||X0 −M0||2F which is due to the shared dic-
tionary and its corresponding sparse coefficients. This term
forces the coefficients of all training samples represented
via the shared dictionary to be similar.
Furthermore, for the shared dictionary, the author pro-
poses minimizing rank (D0) which its convex relaxation
is equivalent to the nuclear norm ||D0||∗. After the learn-
ing process, which includes calculation ofD, mean vectors
mc and m
0, we can make a classification scheme for test
samples. For a new test sample y, authors suggested to find
its coefficient vector X = [XT , (X0)T ]T with the sparsity
constraint onX and also encourageX0 to be close tom0:
X = argmin
X
||y −DX||2
2
+ λ1||X||1 +
λ2
2
||X0 −m0||2
2
(14)
Using calculated X and eliminating the contribution of
the shared dictionary by y = y −D0X
0, the identity of y
is determined by:
argmin
1≤c≤C
(w||y −DcX
c||2
2
+ (1− w)||X −mc||
2
2
) (15)
wherew is responsible for weighting the terms according to
the problem.
2.6.4 Comparison of COPAR, FDDL and LRSDL
The 3 discussed dictionary learning methods are among the
strongest methods presented in recent years in the field of
dictionary learning based classification. As it was men-
tioned earlier in spite of the existence of commonality
among these 3 methods, there are also some subtle dif-
ferences that have been applied to improve the calcula-
tion of the dictionary. COPAR algorithm focuses on learn-
ing a shared dictionary and a set of class-specific sub-
dictionaries, while FDDL uses fisher discriminant criteria
and only learns a structured dictionary which consists of a
set of class-specific sub-dictionaries. LRSDL is a compo-
sition of COPAR and FDDL algorithm. It uses the idea of
the shared dictionary of COPAR and also fisher discrim-
inant criteria of FDDL while also imposes two important
constraints on the shared dictionary. Although three above
mentioned cost functions are not jointly convex to (D,X),
they are convex with respect to each of D and X, when
the other is fixed. In order to provide a strong platform for
classification of OCT images, we compare the result of our
algorithm based on these 3 methods in Section 3.
2.7 SD-OCT data sets
The investigated SD-OCT data sets of this study com-
prise volumetric scans acquired from 45 patients: 15 nor-
mal subject, 15 patients with dry AMD, and 15 patients
with DME [13]. These data set were acquired under super-
vision of Spectralis SD-OCT (Heidelberg Engineering Inc.,
Heidelberg, Germany) imaging at Duke University, Harvard
University, and the University of Michigan. Scanning pro-
tocol of the data set differs in lateral and azimuthal resolu-
tion but is the same in axial direction. Number of A-scans
and B-scans also varies in the data set. In order to attain
more information, we refer reader to [13].
3 Experimental results
The main goal of this study is finding an approach for
automatic classifying of three different classes of OCT
images, including normal subject, DME and AMD pa-
tients. We proposed the above-mentioned method which
was composed of investigation of different kinds of dictio-
nary learning-based classifier: COPAR, FDDL and LRSDL.
To affirm the results of each one of these classifiers, we
performed a series of experiments. Evaluating the perfor-
mance of different classifiers with regard to different num-
ber of training samples was the main core of the experi-
ments. In 3 stages, the accuracy of each classifier was in-
vestigated which are as follow:
• Training the classifiers based on 5 OCT volumes of
each class .
• Training the classifiers based on 10 OCT volumes of
each class.
• Training the classifiers based on 14 OCT volumes of
each class.
In the last one which is also known as leave-three-out
cross-validation, we randomly excluded one OCT volume
of each class and use that as a test volume. The rest of
the data including 14 volumes of each class were used for
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training the classifier. This process repeated until all 45 vol-
umes were participated in the test phase. Considering that
discriminative signs of abnormalities do not appear in all B-
scans of a volume, only 10 B-Scans of each volume which
had a better representation of its class were inserted in the
training phase . The process of two other experiments is
similar to the above mentioned with different number of
training data. The results of these 3 kinds of experiments
are summarized in Tables 1-3. As it was expected, increas-
ing the number of training samples was resulted in improv-
ing the accuracy of classifiers. For the rest of the paper and
final comparison, we focused on the leave-three-out cross-
validation results of COPAR, FDDL and LRSDL classifiers.
By considering the fact that dictionary learning meth-
ods use random initialization, after providing essentials for
training phase, to avoid bias and examination of repeatabil-
ity of the method, 15 repetitions was conducted. The fol-
lowing reported results are the mean results of 15 runs.
It is worth mentioning that like other 3 dimensional
imaging technique, considering only a single B-scan of an
SD-OCT volume, is not sufficient for ascertaining retina
diseases [13]. For example, the existence of at least 50 dis-
tinct medium-sized drusen has introduced as a criterion for
diagnosis of intermediate dry-AMD. Since drusen can ap-
pear on several B-scans, it is more recommended that anal-
ysis of multi-frame should be attended in retina disease di-
agnosis.
Another notable point is that although in some cases
all B-scans of a volume, have signs of diseases, but the
number of abnormal B-scans as the rate of abnormality de-
tection should be as low as possible for cases at the very
early stages of AMD and DME. So, determining a mini-
mum number of B-scans consist of disease signs in an au-
tomatic diagnosis approach is challenging. In order to find
the best criteria for our method, we examined different per-
cent of abnormal B-scans for defining a volume as an abnor-
mal case. The number of correct volumes tagged ( from the
whole data set which consisted of 45 volumes) with respect
to the minimum percent of B-scans which could be selected
for data labelling has shown in Fig. 5. In another word by
increasing the minimum percent of B-scans for labelling a
volume, from 0-40 percent and counting the correctly de-
tected number of subjects, we found out that 4% is the best
criteria in our method for achieving the best result. Fig. 5
shows the results of these experiments for three different
classifiers. As it was mentioned before, we repeated cross
validation experiments 15 times, so the mean of the results
have been shown in the Fig. 5. Based on the calculated ac-
curacy, reported in Table 4 and Fig. 5, we choose FDDL as
the best classifier of our procedure.
A comparison among the training time of our algorithm
based on different classifiers also shows the privilege of
FDDL. We performed our experiments, using MATLAB
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Figure 5: The result of SD-OCT volumes classification for
different dictionary learning methods.
software on a desktop computer with Core i7-2630QMCPU
at 2 GHz, and 4 GB of RAM. The computation time of
leave-three-out cross-validation experiments based on CO-
PAR, FDDL and LRSDL were 41, 22 and 32 minutes, re-
spectively. Each leave-three-out cross-validation experi-
ment includes 15 repetitions of training by 42 volumes and
3 volumes as test data. Most of the mentioned runtime de-
voted to training task and so the results show that the FDDL
algorithm can learn dictionary faster than the two others.
Three studies which evaluated the classification prob-
lem by individual subjects based on the same data set, are
[2],[13, 14, 15]. Srinivasan, et al. in [13] proposed a method
which is based on multi-scale HOG feature extraction of
OCT images and using the SVM algorithm as their clas-
sifier. Their reported results are based on performing 45
experiments using the leave-three-subjects-out cross valida-
tion strategy. Wang Yu et al. in [14], used the linear con-
figuration pattern (LCP) based features of the OCT images
which were followed by the Correlation-based Feature Sub-
set (CFS) selection algorithm and chose their best model
based on the sequential minimal optimization (SMO) algo-
rithm. In order to classify SD-OCT images Yankui Sun et
al. in [15] suggest to partition every cropped image in the
training set into small patches and then training a sparse dic-
tionary with all SIFT descriptors extracted from the selected
patches of the training images. Next, they obtain global
representation for each OCT image by using an SP image
representation, sparse coding, and max-pooling. Finally, by
training three two-class linear SVMs, input images would
be classified.
Considering the similar preprocessing steps of [13] and
[15], we summarized their approaches in contrast to ours in
Table 6.
In [13], the authors reported their best results based on
considering 33% or more of the B-scans of a volume as a
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criterion for classification of AMD/DME/normal data set.
In [14] and [15], a rule of the majority was utilized to de-
termine the label of an SD-OCT volume. In other words,
when most of the B-scans of a volume belonging to a spe-
cific class, that class is the final predicted label of the sub-
ject. Unfortunately, they did not mention exactly a mini-
mum percent as their criterion for labeling a volume.
Table 5 shows the final classification accuracy of Srini-
vasan et al. [13], Wang Yu et al. [14] and Yankui Sun et al.
[15] in contrast to our best results. It shows that while Srini-
vasan’s method and Yankui Sun’s method were not com-
pletely successful at identify normal cases from DME and
AMD cases, our method could reach the accuracy of 100%
. In this field the performance of Wang Yu method is equal
to ours. Furthermore, our method could thoroughly detect
AMD cases like Yankui Sun and Srinivasan which is outper-
formed of Wang Yu. While three other methods were com-
pletely successful at identifyingDME cases, our method did
not succeed as others. Considering the whole dataset con-
sist of normal, DME and AMD cases, the total performance
of our proposed method was superior to three others by the
accuracy of 98.37%.
4 Conclusion
This study could provide a framework for the classifi-
cation of two retina diseases against the normal subjects
using the SD-OCT images. To achieve this goal we em-
phasized on machine learning methods with no acceptance
of retina layer segmentation risk. In another word, consid-
ering the fact that retina layer segmentation is risky espe-
cially in the case of abnormal images, our proposed method
is completely independent of retina layer segmentation. We
propose to extract HOG feature of AMD, DME, and normal
OCT images, due to the high capacity of this feature in il-
lustrating appearing fold in retina layer in AMD and its rup-
tures in DME and flatness in normal B-Scans. In this study,
we discussed 3 different kinds of dictionary learning meth-
ods for learning the highest discriminative atoms to classify
AMD-DME-Normal images. As it was reported in the lat-
ter section, FDDL in conjunction with HOG feature is the
best framework to achieve this goal, but it is worth men-
tioning that LRSD and COPAR method also could achieve
the accuracy of more than 97.3% which is comparable with
previous studies. So, we emphasize that dictionary learning
methods are powerful tools in discrimination of 3 investi-
gated classes. Early diagnosis of diseases is another impor-
tant issue that has been addressed in this study. We illus-
trated that using dictionary learning method have resulted
in the diagnosis of abnormality of a subject based on abnor-
mal detection of only 4% of all B-scans of a volume. This
percentage expresses the ability of the method to detect dis-
eases in their early stages.
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Table 1: Comparison of classification accuracy using CO-
PAR classifier
Training by Training by Training by
Class 5 volumes 10 volumes 14 volumes
of each class of each class of each class
Normal 96.89% 97.33% 100%
DME 73.78% 94.22% 92.86%
AMD 85.33% 95.11% 100%
Whole data set 85.33% 95.56% 97.62%
Table 2: Comparison of classification accuracy using FDDL
classifier
Training by Training by Training by
Class 5 volumes 10 volumes 14 volumes
of each class of each class of each class
Normal 93.78% 100% 100%
DME 92.00% 95.56% 95.13%
AMD 98.22% 99.56% 100%
Whole data set 94.67% 98.37%% 98.37%
Table 3: Comparison of classification accuracy using
LRSDL classifier
Training by Training by Training by
Class 5 volumes 10 volumes 14 volumes
of each class of each class of each class
Normal 85.33% 97.78% 100%
DME 93.33% 92.89% 92.00%
AMD 97.78% 99.11% 100%
Whole data set 92.15% 96.59% 97.33%
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Table 4: The results of different dictionary learning classifiers based on leave-tree-out cross validation experiments.
Method Normal DME AMD Whole data set
COPAR 100% 92.86% 100% 97.62%
FDDL 100% 95.13% 100% 98.37%
LRSDL 100% 92% 100% 97.33%
Table 5: Comparison of classification accuracy of four studies.
Srinivasan Wang Yu Yankui Sun This study
et al. [13] et al. [14] et al. [15]
Normal 86.66% 100% 93.33% 100%
DME 100% 100% 100% 95.13%
AMD 100% 93.33% 100% 100%
Whole data set 95.55% 97.78% 97.78% 98.37%
Table 6: The results of different dictionary learning classifiers based on leave-tree-out cross validation experiments.
Classification steps Srinivasan et al.[13] Yankui Sun et al. [15] This study
Denoising Using Block-matching and Using BM3D The proposed method of [17]
3D filtering (BM3D)
Flatten retinal Aligned retina regions by fitting a Extracting two sets of data points of image Aligned retina regions by fitting
curvature 2nd order polynomial to the RPE layer and automatically choosing one set of a 1st to 4th order polynomial to
and then flattened the retina. points which is more representative of the RPE layer points and then
retina and then choosing a 2nd order flattened the retina.
polynomial or straight line to fit the points.
Crop images 45*150 The size of cropped image was not 65*380
mentioned exactly.
Feature extraction Histogram of Oriented Gradients Spatial pyramid matching based HOG
(HOG) on sparse codes of scale-invariant
feature transform
Classifier Support Vector Machine (SVM) SVM Fisher Discrimination Dictionary
Learning (FDDL)
1
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