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Kurzdarstellung
Die Nanooptik beschäftigt sich mit der Wechselwirkung von Licht mit Materie, deren cha-
rakteristische Dimension im Nanometer Bereich liegt. Insbesondere wenn die Materie aus
Metall besteht, zeigen sich interessante, wellenlängenabhängige Unterschiede in der Stärke
der Wechselwirkung. Die Ursache dafür sind die kollektiven Moden der quasifreien La-
dungsträger, die Plasmonen. Obgleich sich experimentelle Methoden in den letzten Jahren
stetig verbessert haben, ist es nach wie vor nur mit erheblichem Aufwand möglich, sich
Einblicke in die mikroskopischen Zusammenhänge zu verschaffen. Eine Ergänzung zu den
Experimenten bieten theoretische Modelle. Auf Grund der sich mit der Zeit stetig verbes-
serten Leistung der Rechentechnik, kommen dabei zunehmend numerische Verfahren zum
Einsatz. Eines dieser Verfahren ist das Unstetige Galerkin Verfahren, welches in dieser
Arbeit auf folgende Fragestellungen der plasmonischen Nanooptik angewandt wurde:
• Bei dem unstetigen Galerkin Verfahren werden die zu simulierenden Körper üb-
licherweise mittels Dreiecke und Tetraeder approximiert. Da die Geometrie der me-
tallischen Systeme einen entscheidenden Einfluss auf die Wechselwirkung hat, wurde
untersucht, inwieweit sich durch Einsatz von Elementen mit gekrümmten Flächen
die Genauigkeit oder die Geschwindigkeit der Simulation steigern lässt. Es konnte
gezeigt werden, dass runde Elemente die Genauigkeit bei gleicher Diskretisierung um
bis zu zwei Größenordnungen steigern oder die Rechenzeit bei gleicher Genauigkeit
auf ein Sechstel verkürzen können.
• Bestrahlt man Metallnanopartikel mit intensiven Laserpulsen, so strahlen diese nicht
nur bei der Frequenz des eingestrahlten Lichtes, sondern auch bei der doppelten Fre-
quenz ab. Dieses Phänomen der Frequenzverdopplung (SHG, engl.: „Second-Harmonic-
Generation“) ist unter anderem von der Form der Partikel und der Wellenlänge des
Pulses abhängig. Da durchstimmbare gepulste Laser sehr teuer sind, wurde unter-
sucht, ob sich mit Hilfe der linearen Partikelspektren Vorhersagen über die Stärke der
Frequenzverdopplung machen lassen. Dabei wurde festgestellt, dass die Effizienz der
Frequenzverdopplung zunimmt, wenn man die linearen Resonanzen der Partikel auf
die SHG- oder Anregungswellenlänge abstimmt. Schafft man es, das plasmonische
System so einzustellen, dass sowohl die Anregungswellenlänge, wie auch die SHG-
Wellenlänge auf einer linearen Resonanz liegen, so kann die Effizienz der SHG weiter
gesteigert werden.
Abstract
Nanooptics is a discipline dealing with the interaction of light with matter where its charac-
teristic dimensions are defined to be in the range of nanometers. In particular, if the matter
consists of metal, i.e. conductive material, interesting wavelength dependent phenomena
can be observed, which scale with the strength of the interaction. These phenomena are
caused by the formation of collective modes between quasi-free charge carriers resulting in
so called plasmons. Although improved experimental methods have evolved over the last
few years, insight into the microscopic relationship between light and matter is only achie-
vable with high effort. Supplemental information to experimental findings can be drawn
from theoretical models. Due to the constantly improving computational power, numeri-
cal methods are progressively more employed. One of these methods is the discontinuous
Galerkin method, which was applied to the following problems in plasmonic nanooptics:
• Within the discontinuous Galerkin method the simulated objects are usually ap-
proximated by triangles or tetrahedrons. Since the geometry of conductive systems
has a major impact on the interaction between light and matter, the usability of
elements with curved surfaces for the discretisation of the space has been investi-
gated with respect to accuracy and speed of the simulation. In this work, it could
be shown that curved elements improve the simulations precision up to two orders
of magnitude with the same amount of discretisation compared to linear elements.
Related to speed, it has been found that the computational time is reduced by a
factor of 6 with a comparable simulation accuracy.
• By irradiating metallic nanoparticles with high power laser pulses these particles do
not only emit light of the same frequency as the incident electromagnetic wave, but
also with the doubled frequency (SHG, second harmonic generation). Among other
things, this phenomenon of frequency doubling mainly depends on the geometry of
the particle and the wavelength of the pulse. Since tunable pulsed laser sources are
very expensive, it has been theoretically investigated if the strength of the frequen-
cy doubling can be deduced from the particles linear spectra. By this, it has been
discovered that the efficiency of frequency doubling can be improved by adjusting
the linear resonances of the particle to the SHG or excitation wavelength. The SHG
efficiency can be increased even further, if the plasmonic system is tuned to a point
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„Das Staunen ist die Einstellung eines Menschen,
der die Weisheit wahrhaft liebt,
ja es gibt keinen anderen Anfang der Philosophie als diesen.“
– Platon: „Theaitetos“
Seit Anbeginn der Zeit ist der Mensch von Neugier geprägt. So ist es die Neugier, die
immer wieder die Wissbegierigen dazu bringt, Phänomenen auf den Grund zu gehen. Den-
noch braucht es Zeit bis, sich aus den Bruchstücken der Erkenntnis eine zusammenhän-
gende Theorie formen lässt. So war es ein langer Weg von den Anfängen bis zur „mo-
dernen“ Elektrodynamik im Jahre 1865 [38], auf dem wohl die Wenigsten ahnten, welche
Bedeutungen die Optik und die Elektronik für die heutige Menschheit besitzen. Und trotz
dessen, dass diese Theorie nun mittlerweile 150 Jahre alt ist, hat sie noch nichts von ih-
rer Faszination verloren. So zeigen Metallnanopartikel bei Bestrahlung mit weißem Licht
unterschiedliche Farben. Ursache sind kollektive Elektronenschwingungen im Metall, die
Plasmonen. Von G. Mie [42] wurde erstmals eine vollständige analytische Theorie zur
Beschreibung dieser Eigenmoden für sphärische Partikel angegeben. Trotz der Erweite-
rung dieser Theorie auf ähnliche Systeme, sind analytische Lösungen oft nur für stark
vereinfachte Systeme zu gewinnen und bedürfen dennoch eines Computers, um die Streu-
effizienzen zu berechnen. Obgleich sich so eine „semi“-analytische Lösung schnell berechnen
lässt, muss für jedes System ein neues Programm geschrieben werden, sodass recht schnell
die Suche nach einem universellen Algorithmus begann. Mit der zeitabhängigen Finiten-
Differenzen-Methode (FDTD, engl.: „Finite Difference Time Domain“) [72] schien so ein
Verfahren gefunden zu sein. Dieses Verfahren, welches sich speziell in der Mikrowellentheo-
rie bewährte, stößt mit seiner regelmäßigen Diskretisierung schnell an seine Grenzen, wenn
Problemstellungen mit komplexen Geometrien behandelt werden sollen. Dazu wurde die
Finite-Elemente-Methode (FEM) [21] aus dem Bereich der mechanischen Strukturanalyse
für die zeitharmonische Elektrodynamik adaptiert.
1
1 Einleitung
Mit den fortschreitenden Erkenntnissen über die linearen Wechselwirkungsphänomene
von Licht mit plasmonischen Nanosystemen und der Entwicklung von preiswerten gepuls-
ten Lasern änderte sich die wissenschaftliche Fragestellung hin zu neuen Phänomenen, wie
der Frequenzverdopplung (SHG, engl.:„Second Harmonic Generation“). Diese nichtlineare
Eigenschaft ist speziell im Bereich der Plasmonik von besonderem Interesse, da Metalle
einerseits aufgrund ihrer Zentrosymmetrie keine inhärente SHG zeigen sollten und ande-
rerseits, durch die Symmetriebrechung an der Partikeloberfläche und den in der Plasmonik
vorkommenden großen Nahfeldüberhöhungen, eine Vervielfachung der SHG zeigen könnten.
Diese Phänomene stellen gleichzeitig neue Anforderungen an die Numerik, welche nun
gleichzeitig zeitdynamische Prozesse und komplexe, oberflächensensitive Geometrien be-
handeln muss. Da lag es nahe, die positiven Eigenschaften der bekannten Methoden (FDTD
und FEM) zu kombinieren. Diese zeitabhängige, lokale Finite-Element-Methode, das Un-
stetige Galerkin-Verfahren, wurde erstmals 1973 zur Lösung der Neutronentransportglei-
chung vorgestellt [56]. Seitdem wurde es auf die Elektrodynamik übertragen [15], erweitert
[17, 20, 31, 35] und auf zahlreiche Systeme der Nanooptik angewendet [47, 63]. Neue
Forschungen auf diesem Gebiet beschäftigen sich mit Ansätzen zur Simulation bewegter
Ladung in elektromagnetischen Feldern [18, 37, 66] und der Steigerung der Leistungsfähig-
keit durch die Verwendung von Graphikprozessoren (GPUs) [26].
Im Rahmen dieser Arbeit wurde das grundlegende Unstetige Galerkin-Verfahren für die
Maxwell- und Euler-Gleichungen implementiert (Kapitel 3). In Kapitel 4 wird die Kon-
struktion der runden Elemente zur oberflächenkonformen Modellierung nanoplasmonischer
Systeme gezeigt. Das letze Kapitel beschäftigt sich mit den Auswirkungen der runden Ele-




Vor der speziellen Diskussion der unstetigen Galerkin-Methode, gekrümmter Elemente
oder kompletten nanooptischer Simulationen sollen in diesem Kapitel die erforderlichen
Grundlagen zusammengefasst dargestellt werden. Dabei handelt es sich um grundlegende
Differentialgleichungssysteme zur Beschreibung elektromagnetischer Wellen und optischer
Materialmodelle. Im zweiten Teil des Kapitels werden die grundlegenden Eigenschaften
plasmonischer Systeme in der Nanooptik behandelt, sowie das generelle Vorgehen zur nu-
merischen Berechnung nanooptischer Systeme vorgestellt.
2.1. Die Maxwell - Gleichungen
Der für diese Arbeit wichtigste Gleichungssatz behandelt unter anderem die Ausbreitung
elektromagnetischer Wellen. Diese Maxwell-Gleichungen1 lauten unter Berücksichtigung
von freien Ladungen und Strömen sowie bei Anwesenheit von Materie [4, 38, 49]:
~∇ · ~D(~r, t) = ρF (~r, t) (2.1.1a)
~∇ · ~B(~r, t) = 0 (2.1.1b)
~∇× ~E(~r, t) = −∂t ~B(~r, t) (2.1.1c)
~∇× ~H(~r, t) = ∂t ~D(~r, t) +~jF (~r, t) (2.1.1d)
In diesem Gleichungssatz sind ~E die elektrische Feldstärke, ~B die magnetische Flussdichte,
~D die elektrische Flussdichte2 und ~H die magnetische Feldstärke, sowie ρF und ~jF die freie
Ladungsdichte bzw. die freie Stromdichte. Diese Gleichungen sind in dieser Form noch
unvollständig, da der Zusammenhang von ~E, ~D, ~H und ~B fehlt. Dieser wird erst durch die
1Benannt nach James Clerk Maxwell (∗1831 − †1879), der diese Gleichungen zwischen 1861-1864
zusammenstellte und in [38] veröffentlichte.
2Die elektrische Flussdichte wird häufig auch dielektrische Verschiebung genannt, so dass ∂t ~D als Ver-
schiebungsstromdichte bezeichnet wird.
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Materialgleichungen:




~B(~r, t)− ~M(~r, t) (2.1.2b)
hergestellt. Dabei wurden die Polarisation ~P , die Magnetisierung ~M und die (einheitensys-
temabhängigen) Naturkonstanten Vakuumpermeabilität µ0 beziehungsweise Vakuumper-
mittivität ε0 eingeführt. Da bei den in dieser Arbeit verwendeten Systemen die Magnetisie-
rung eine untergeordnete Rolle spielt, wird diese hier nicht weiter betrachtet. Nichtsdesto-
trotz lassen sich alle im weiteren Verlauf für die Polarisation hergeleiteten Zusammenhänge
sinngemäß auch auf die Magnetisierung anwenden, so dass speziell für die Permeabilität
eine ähnliche Notation wie für die Permittivität verwendet wird, ohne jedoch die komplette
Herleitung mit anzugeben.
Für den weiteren Verlauf ist es hilfreich, die Polarisation ~P noch differenzierter zu be-
trachten:
~P (~r, t) = ε0χ
∞














Dabei beschreibt χE die elektrische Suszeptibilität3. Diese im Allgemeinen nichtlineare,
tensorielle, frequenz- und zeitabhängige Verknüpfung des elektrischen Feldes mit der Pola-
risation (siehe dazu Kapitel 2.1.2 und 2.5) wird hier (χE → χ∞E ) als frequenzunabhängig,
isotrop und linear betrachtet und dient der Beschreibung einer konstanten Hintergrund-
polarisierbarkeit. Die weiteren Terme ~P (L)i und ~P
(NL)
i beschreiben die zeitabhängige, ten-
sorielle, lineare und nichtlineare Polarisation. Mit den Abkürzungen:
ε∞ = ε0ε
∞





r = µ0(1 + χ
∞
M) (2.1.4)
und der Vernachlässigung der freien Ladungs- und Stromdichten (ρF = 0 und ~jF = 0)
und mit ~j als Polarisationsstromdichte und der linearen magnetischen Antwort ~M(~r, t) =
3Das magnetische Pendant χ∞M heißt dementsprechend magnetische Suszeptibilität.
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χ∞M(~r)
~H(~r, t) lauten die Maxwell-Gleichungen nun:
~∇ · ε∞ ~E(~r, t) = −
∑
i
~∇ · ~Pi(~r, t) (2.1.5a)
~∇ ·µ∞ ~H(~r, t) = 0 (2.1.5b)
~∇× ~E(~r, t) = −µ∞∂t ~H(~r, t) (2.1.5c)
~∇× ~H(~r, t) = ε∞∂t ~E(~r, t) +
∑
i
∂t ~Pi(~r, t)︸ ︷︷ ︸
~j(~r,t)
(2.1.5d)
2.1.1. Maxwell-Gleichung in niedrigeren Dimensionen
Häufig findet man den Ausdruck ein- bzw. zweidimensionale Maxwell-Gleichungen. Dies
ist insofern verwirrend, da es die Maxwell-Thoerie zur Beschreibung der Elektrodynamik
nur in drei Dimensionen gibt. Wenn jedoch bestimmte Symmetriebedingungen erfüllt sind,
lassen sich diese Gleichungen in eine einfachere Form bringen, was im Folgenden gezeigt
werden soll.
Die Maxwell-Gleichungen in 2D
Setzte man eine Translationssymmetrie in z-Richtung voraus und nimmt an, dass sich
die Felder nur in der xy-Ebene ausbreiten, dann sind die Felder in z-Richtung von der
Raumkoordinate unabhängig. Dies entspricht der Modellierung von Strukturen, die in einer
Dimension sehr weit („unendlich“) ausgedehnt sind. Damit verschwindet die z-Ableitung
aus dem Nabla-Operator und die inhomogenen Maxwell-Gleichungen (2.1.5c,d) zerfallen
in zwei voneinander unabhängige Gleichungssätze, erstens der TE-Fall4:
µ∞∂tHz = ∂yEx − ∂xEy (2.1.6a)
ε∞∂tEx = +∂yHz − jx (2.1.6b)
ε∞∂tEy = −∂xHz − jy (2.1.6c)
4Benannt nach den nun transversalen ~E⊥ = Ex,y-Feldkomponenten
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und zweitens, der TM -Fall:
ε∞∂tEz = ∂xHy − ∂yHx − jz (2.1.7a)
µ∞∂tHx = −∂yEz (2.1.7b)
µ∞∂tHy = +∂zEZ (2.1.7c)
Die Maxwell-Gleichungen in 1D
Wenn nun neben der Translationssymmetrie entlang der z-Achse, auch noch die entlang
der y-Achse und dementsprechend eine Ausbreitung in x-Richtung vorliegt, gelangt man
zur eindimensionalen Form:
ε∞∂tEy = −∂xHz − jy (2.1.8a)
µ∞∂tHz = −∂xEy (2.1.8b)
Dabei genügt hier die Betrachtung von nur noch zwei der ursprünglich sechs Feldkompo-
nenten.
2.1.2. Die zeitharmonischen Maxwell-Gleichungen
Für ein elektromagnetisches System im eingeschwungenen Zustand, das heißt, nach einer
hinreichend langen Einschwingzeit, kann man annehmen, dass es mit der Frequenz ω os-
zilliert. Damit lässt sich jede Feldvariable durch ~F(~r, t) = <( ~̆F0(~r) e−ı̆ωt) darstellen5. Das
Brevis (˘) bezeichnet hier die komplexen Zahlen und Vektoren. Mit diesem Ansatz lauten
die Maxwell-Gleichungen ohne freie Ladungen und Ströme:
~∇ · ~̆D(~r, ω) = 0 (2.1.9a)
~∇ · ~̆B(~r, ω) = 0 (2.1.9b)
~∇× ~̆E(~r, ω) = ı̆ω ~̆B(~r, ω) (2.1.9c)
~∇× ~̆H(~r, ω) = −ı̆ω ~̆D(~r, ω) (2.1.9d)
5Die konkrete Wahl der Zeitabseparation ~̆F(~r, t) = ~̆F0(~r) e−ı̆ωt bzw. ~̆F(~r, t) = ~̆F0(~r) e+ı̆ωt ist prinzipiell
willkürlich. Hat man sich jedoch für eine Variante entschieden, muss diese für alle Felder einheitlich
sein, da ein Übergang von e−ı̆ωt → e+ı̆ωt einer unphysikalischen Zeitumkehr entspricht.
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Um nun die zugehörigen Materialgleichungen herzuleiten, werden nur homogene, isotrope,
lineare, lokale Materialien berücksichtigt6. Ein allgemeinerer Fall wird in Abschnitt 2.5
behandelt. Mit ~E(~r, t) =
∫
dω ~̆E(~r, ω) e−ı̆ωt transformiert sich die lineare Polarisation P (L)
zu [43]:
~P (~r, t) = ε0
∫

















Damit folgt für die zeitharmonische Polarisation7:
~̆P (~r, ω) = ε0χ
∞








E (~r) ~̆E(~r, ω) +
∑
i









= ε0χ̆E(~r, ω) ~̆E(~r, ω)
(2.1.11)
6Lineare Materialien lassen sich durch







χE(~r − ~r′, t− t′) ~E(~r′, t′)
ausdrücken. Hier ist zu beachten, dass die Suszeptibilität nicht von ~E oder ~H abhängt. Ist das Material
isotrop, so reduziert sich der Tensor
↔
χE zu einer skalaren Größe χE . Für eine lokale Materialeigenschaft
gilt zusätzlich noch χE(~r − ~r′, t− t′) = χE(~r, t− t′)δ(~r − ~r′), das heißt:
~P (~r, t) = ε0
∫ t
∞
dt′χE(~r, t− t′) ~E(~r, t′)
7Für die Magnetisierung ergibt sich sinngemäß: ~̆M(~r, ω) = χ̆M (~r, ω) ~̆H(~r, ω)
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Damit lassen sich die Materialgleichungen weiter vereinfachen zu:
~̆D(~r, ω) = ε0 ~̆E(~r, ω) + ~̆P (~r, ω)
= ε0(1 + χ̆E(~r, ω)) ~̆E(~r) = ε0ε̆r(~r, ω) ~̆E(~r, ω) = ε̆(~r, ω) ~̆E(~r, ω)
(2.1.12a)
~̆B(~r, ω) = µ0( ~̆H(~r, ω) + ~̆M(~r, ω))
= µ0(1 + χ̆M(~r, ω)) ~̆H(~r, ω) = µ0µ̆r(~r, ω) ~̆H(~r, ω) = µ̆(~r, ω) ~̆H(~r, ω)
(2.1.12b)
Setzt man diese jetzt direkt in die Gleichung 2.1.9 ein, erhält man:
~∇ ·
(





µ̆(~r, ω) ~̆H(~r, ω)
)
= 0 (2.1.13b)
~∇× ~̆E(~r, ω) = ı̆ωµ̆(~r, ω) ~̆H(~r, ω) (2.1.13c)
~∇× ~̆H(~r, ω) = −ı̆ωε̆(~r, ω) ~̆E(~r, ω) (2.1.13d)
Eine Aufgabe von Abschnitt 2.3 wird es sein, geeignete Materialmodelle in Form von
~P (~r, t) bzw. ε̆r(~r, ω) bereitzustellen, um die Maxwell-Gleichung bei dispersiven Materia-
lien wie z.B. Metallen behandeln zu können.
2.1.3. Stetigkeit der Felder
Da eine realistische Simulation in aller Regel Materialgrenzflächen benötigt, müssen geeig-
nete Übergangsbedingungen für die Felder abgeleitet werden. Dabei macht man sich die
Stetigkeit einzelner Feldkomponenten als Folge des Stokesschem und des Gaußschem
Satzes beim Materialübergang (1↔ 2) zu nutze. Mit ~n als Normalenvektor der Material-
grenze ergibt sich aus der Divergenz (unter der Voraussetzung verschwindender Oberflä-
chenladungsdichte und mit ~D = ε ~E und ~B = µ ~H):
~n · ε2 ~E2 = ~n · ε1 ~E1 (2.1.14a)
~n ·µ2 ~H2 = ~n ·µ1 ~H1 (2.1.14b)
und aus der Rotation (bei Verschwinden der Oberflächenstromdichte):
~n× ~E2 = ~n× ~E1 (2.1.15a)
~n× ~H2 = ~n× ~H1 (2.1.15b)
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Diese Stetigkeitsbedingungen gelten gleichermaßen für die Zeit- und die Frequenzdomäne.
2.1.4. Lösungen der Maxwell-Gleichungen
Neben den allgemeinen Betrachtungen zu den Maxwell-Gleichungen sind auch speziel-
le, analytische Lösungen für diese Arbeit von Bedeutung, einerseits, um die notwendigen
Randbedingungen der Simulationen zu setzen und andererseits als Referenz für die nu-
merischen Ergebnisse. Im Folgenden werden daher ausgewählte Grundlösungen der Max-
well-Gleichungen vorgestellt.
Vorbetrachtung
Da alle hier behandelten Lösungen auf der Wellengleichung des elektromagnetische Feldes
beruhen, wird diese zunächst hergeleitet. Dabei werden ausschließlich lineare, homogene
und isotrope Materialkonstanten ε̆ und µ̆ berücksichtigt. Ein gängiger Ansatz (siehe [4,
45, 49]) ist es Gleichung 2.1.13c in Gleichung 2.1.13d einzusetzen und die Regel für das
doppelte Kreuzprodukt8 sowie die Divergenzfreiheit des Feldes auszunutzen9:
~∇× (~∇× ~̆E) = ı̆ωµ̆~∇× ~̆H = ω2ε̆µ̆ ~̆E (2.1.16a)
~∇2 ~̆E + ω2ε̆µ̆ ~̆E = 0 (2.1.16b)
Die letzte Gleichung heißt auch Helmholtz-Gleichung10. Als nächstes führt man den
Wellenvektor ~̆k oder die Wellenzahl k̆ ein11:
~̆k2 = ω2ε̆µ̆ k̆2 = ω2ε̆µ̆ (2.1.17)
Welche der beiden Möglichkeiten gewählt wird, hängt von der konkreten Fragestellung ab.
Da jedoch ~̆k2 = k̆2 ist, gelten Aussagen bezüglich k̆2 auch immer für ~̆k2. Mit Hilfe der
Lichtgeschwindigkeit im Medium c̆, beziehungsweise der Lichtgeschwindigkeit im Vakuum
8A× (B × C) = B(A ·C)− C · (AB)
9Für das H-Feld lauten die Gleichungen:
~∇× (~∇× ~̆H) = −ı̆ωε̆~∇× ~̆E = ω2ε̆µ̆ ~̆H
~∇2 ~̆H + ω2ε̆µ̆ ~̆H = 0
10Nach Hermann Ludwig Ferdinand von Helmholtz (* 31. August 1821 in Potsdam; † 8. September
1894 in Charlottenburg)
11Hier muss beachtet werden, dass ~̆k · ~̆k kein Skalarprodukt ist, da C 3 ω2ε̆µ̆ = ~̆k · ~̆k 6= 〈~̆k, ~̆k〉 ∈ R.
Insbesondere ist R 3 |~̆k| 6= k̆ ∈ C.
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Damit ergibt sich ein Zusammenhang zwischen der Lichtgeschwindigkeit, den Materialkon-








Da sich die Größen Wellenlänge, Frequenz und Photonenenergie leicht ineinander umrech-
nen lassen, wird die Frequenz ω häufig in Einheiten der Vakuumwellenlänge (λ0 = 2πc0/ω)
oder der Energie (~ω) statt [1/s] angegeben.
Kartesische Koordinaten - Ebene Welle
Die bekannteste Lösung der Maxwell-Gleichungen ist die ebene Welle. Der Ansatz:
~̆E = ~̆E0 e
ı̆(~̆k~r−ωt) (2.1.20)
löst obige Wellengleichung. Dabei ist ~̆k der komplexe Wellenvektor mit ~̆k2 = ω2ε̆µ̆. Der
Imaginärteil =(~̆k) beschreibt hierbei die Richtung und Stärke der Absorption und der
Realteil <(~̆k) die Richtung und Wellenlänge der Propagation. Durch Einsetzen der Lösung
in die Gleichungen 2.1.13 erhält man:
~̆k × ~̆H0 = −ωε̆ ~̆E0 (2.1.21a)
~̆k × ~̆E0 = ωµ̆ ~̆H0 (2.1.21b)
~̆k · ~̆E0 = ~̆k · ~̆H0 = ~̆E0 · ~̆H0 = 0 (2.1.21c)
Das heißt, dass ~̆E0, ~̆H0 und ~̆k, für den Fall, dass sie reell sind, senkrecht aufeinander
stehen12. Für den Fall, dass sich der Wellenvektor (mit ~e~k als reellem Einheitsvektor in
Propagationsrichtung) als ~̆k = ω
√
ε̆µ̆~e~k schreiben lässt, heißt die Lösung ebene Welle. Für
12Die Beziehung ~̆k · ~̆E0 = ~̆k · ~̆H0 = ~̆E0 · ~̆H0 = 0 gilt zwar allgemein, allerdings ist der Begriff „senkrecht“ im
komplexen nicht so intuitiv.
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diese ist nach Gleichung 2.1.21 der Zusammenhang zwischen ~̆E0 und ~̆H0 gegeben durch:








Die neu eingeführten Werte Z̆ =
√
µ̆/ε̆ und Y̆ =
√
ε̆/µ̆ werden als Impedanz und Admit-
tanz bezeichnet und geben den quantitativen Zusammenhang zwischen dem E- und dem
H-Feld an.
Aus dieser Grundlösung lassen sich, speziell wenn ~̆k 6= ω
√
ε̆µ̆~e~k ist, weitere Wellenfor-
men ableiten, welche insbesondere bei Wellen an Materialgrenzflächen eine bedeutende
Rolle spielen. Eine Klasse davon sind die evaneszenten Wellen13, welche in Abschnitt 2.4.1
benötigt werden.
Brechung und Reflexion an einer Grenzfläche
Mit Hilfe der ebenen Wellen, lassen sich nun Lösungen für spezielle Geometrien herleiten.
Eine der wichtigsten ist die Brechung und Reflexion einer ebenen Welle an einer ebenen
Grenzfläche (siehe Abbildung 2.1.1). Dabei genügt es, hier davon auszugehen, dass die
Domäne 1 durch reelle Materialparameter beschrieben werden kann14. Als Ansatz dienen
Abbildung 2.1.1.: Brechung und Reflexion an einer ebenen Grenzfläche, mit der ein-
fallenden Welle I, der reflektierten Welle R und der transmittierten
Welle T .
hier drei Wellen, eine einfallende (I), eine reflektierte (R) und eine transmittierte Wel-
le (T ). Aus Gründen der Symmetrie genügt es, anzunehmen, dass der Wellenvektor der
einfallenden Welle die Form ~kI = kx~ex + ky~ey besitzt. Das Koordinatensystem wird so
13Bei diesen Wellen ist <(~̆k) ·=(~̆k) = 0. Das heißt, der imaginäre und der reelle Anteil des Wellenvektors
stehen senkrecht aufeinander.
14Die Herleitung ist in ähnlicher Form auch für komplexe ε̆1 und µ̆1 gültig. Da Medium 1 typischerweise
ein nicht- beziehungsweise schwachabsorbierendes Medium ist, wird hier nur der Spezialfall behandelt.
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gewählt, dass die Grenzfläche durch den Ursprung geht und die Grenzflächennormale in










Da die Stetigkeitsbedingung (Abschnitt 2.1.3) zu jeder Zeit erfüllt sein muss, gilt:
~kI ·~r = ~kR ·~r = ~̆kT ·~r = ~k‖ ·~r ∀~r mit ry = 0 (2.1.24)
Das heißt, dass der Wellenvektoranteil parallel zur Grenzfläche ~k‖ mit dem senkrechten
Anteil des Wellenvekors der einfallenden Welle ~k⊥,I = −(~k2I − ~k2‖)1/2~ey = ky,I~ey eine
Ebene, die Einfallsebene, bildet. Des Weiteren folgt aus den beiden Gleichungen, dass
~k⊥,1 = ~k⊥,R = −~k⊥,I und ~̆k⊥,2 = ~̆k⊥,T = −(~̆k2T − ~k2‖)1/2~ey sein muss15.
Nun bietet es sich an, zwischen zwei Polarisationsarten zu unterscheiden: die s-Polarisation
mit dem E-Feld senkrecht zur Einfallsebene, und die p-Polarisation mit dem E-Feld paral-
lel zur Einfallsebene. Begonnen wird hier mit der s-Polarisation. Mit den Erkenntnissen aus
dem letzten Abschnitt und dem Reflexionskoeffizienten r̆s und Transmissionskoeffizienten
t̆s lauten die Ansatzfunktionen:
~̆EI = E0 e






(k⊥,1~ex − k‖~ey) eı̆(
~kI ·~r−ωt) (2.1.25a)
~̆ER = E0r̆s e






(k⊥,1~ex + k‖~ey) e
ı̆(~kR ·~r−ωt) (2.1.25b)
~̆ET = E0t̆s e






(k̆⊥,2~ex − k‖~ey) eı̆(
~̆kT ·~r−ωt) (2.1.25c)
15Damit folgt auch das Reflexionsgesetz:
θI = θR





Dabei ist der Transmissionswinkel im Allgemeinen komplex.
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Mit Hilfe der Stetigkeitsbedingung (Abschnitt 2.1.3) folgt:






k̆⊥,2t̆s Stetigkeit von H-Feld ‖ (2.1.26b)
Mit dem Einfallswinkel tan(θI) = k‖/k⊥ und dem komplexen Brechungsindex n̆ =
√
ε̆rµ̆r

















n̆22 − n21 sin2(θI)
(2.1.27b)






n̆22 − n21 sin2(θI)
µ1
µ̆2
n̆22 cos(θI) + n1
√






n̆22 cos(θI) + n1
√
n̆22 − n21 sin2(θI)
(2.1.28b)
Eigenlösung Grenzfläche
Neben der Lösung an der Grenzfläche mit Anregung durch eine einfallende Welle soll
es nun um die Eigenlösung der Grenzfläche gehen. Dabei wird angenommen, dass beide
Medien mit Hilfe komplexer Materialparameter beschrieben werden können. Als Ansatz
dienen zwei Wellen, je eine auf jeder Seite der Grenzfläche. Dabei wird mit dem Fall der
p-Polarisation begonnen. Die Ansatzfunktionen lauten:
~̆H1 = e






(k̆⊥,1~ex − k̆‖~ey) eı̆(
~̆k1 ·~r−ωt) (2.1.29a)
~̆H2 = e






(k̆⊥,2~ex − k̆‖~ey) eı̆(
~̆k2 ·~r−ωt) (2.1.29b)
Dabei wurden bereits die Symmetriebedingung für k̆‖ = k̆1,x = k̆2,x und die Stetigkeitsbe-
dingung für ~̆H1(~r)|ry=0 = ~̆H1(~r)|ry=0 berücksichtigt. Aus der Stetigkeitsbedingung für das
13










ω2ε̆1µ̆1 − k̆2‖ = ε̆1
√




(ε̆1 + ε̆2)(ε̆1 − ε̆2)
(2.1.30c)
Diese Lösung existiert offenbar nur, wenn es einen Materialkontrast in der Permittivität
gibt. In Abschnitt 2.4.1 wird dann aus dieser Lösung das Oberflächenplasmon abgeleitet.
Krummlinige Koordinaten
Neben den kartesischen Koordinaten werden insbesondere bei der Behandlung von Zylinder-
beziehungsweise sphärischen Symmetrien die Lösung der Maxwell-Gleichungen in krumm-
linigen Koordinaten benötigt. Die hier vorgestellte Herleitung basiert auf [4]. Als Aus-
gangspunkte dienen ebenfalls wieder die Helmholtz-Gleichung17 und die Maxwell-
Gleichungen:
~∇2 ~̆E + k̆2 ~̆E = 0 ~∇2 ~̆H + k̆2 ~̆H = 0 (2.1.31a)
~∇ ~̆E = 0 ~∇ ~̆H = 0 (2.1.31b)
~∇× ~̆E = ı̆ωµ̆ ~̆H ~∇× ~̆H = −ı̆ωε̆ ~̆E (2.1.31c)
Mit Hilfe einer Skalarfunktion ψ̆ und einem Vektor ~c konstruiert man sich zunächst eine
neue Vektorfunktion ~̆F1, so dass:
~̆F1 = ~∇× (~cψ̆) (2.1.32)
gilt. Diese erfüllt nun:
~∇ ~̆F1 = 0 (2.1.33)




(µ̆1 + µ̆2)(µ̆1 − µ̆2)
Diese Lösung existiert nur, wenn µ̆1 6= µ̆2 und ist daher speziell in der Optik von untergeordneter
Bedeutung.
17Dabei ist k̆ nun die Wellenzahl.
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Damit erhält man:
~∇2 ~̆F1 + k̆2 ~̆F1 = ~∇× [~c(~∇2ψ̆ + k̆2ψ̆)] (2.1.34)






erfüllt auch die zweite Hilfsfunktion ~̆F2 die Helmholtz-Gleichung:
~∇2 ~̆F2 + k̆2 ~̆F2 = 0 (2.1.36)
und es gilt der Zusammenhang:
~∇× ~̆F2 = k̆ ~̆F1 (2.1.37)
Darüber hinaus ist auch ~̆F2 divergenzfrei. Bei der Konstruktion der Hilfsfunktionen war der
Vektor ~c zunächst beliebig, seine Wahl wird allerdings über die Symmetrieeigenschaft der
Lösung entscheiden. Die Funktionen ~̆F1/2 sind die Fundamentallösungen der Helmholtz-
Gleichung.
Kugelkoordinaten - Multipole 3D
Um die Helmoltz-Gleichungen in Kugelkoordinaten zu lösen, wählt man ~c = ~er. Dazu





















+ k̆2ψ̆ = 0 (2.1.38)
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Dabei sind die Pmn die zugeordneten Legendre-Funktionen der ersten Art mit dem Grad
n und der Ordnung18 m und die z̆n sind die sphärischen Bessel-Funktionen19. Der cos(mφ)
beziehungsweise sin(mφ) Term beschreibt die gerade beziehungsweise ungerade Symmetrie




















































Die E- und H Felder erhält man schließlich mit:
~̆E = E0 ~̆F1 ~̆H = −ı̆Y̆ E0 ~̆F2 (2.1.42)
~̆H = H0 ~̆F1 ~̆E = ı̆Z̆H0 ~̆F2 (2.1.43)
Je nachdem, ob die Fundamentallösung ~̆F1 das E- oder das H-Feld erzeugt, kann man hier
von E- beziehungsweise H-polarisierten Wellen sprechen. Des Weiteren nimmt man noch
eine Einteilung in gerade (jeweils obere Auswahl) und ungerade (jeweils untere Auswahl)
vor. Eine Besonderheit ist, dass die mit ~̆F1 assoziierte Feldkomponente keinen Anteil in
radialer Richtung besitzt, das heißt ~̆F1 ·~r = 0.
Für den Fall z̆n = j̆n beschreiben die Lösungen stehende Kugelwellen. Sie bilden da-
18Mit m = 0 entsprechen die Pmn den Legendre-Polynomen.
19Es gibt insgesamt vier sphärische Bessel-Funktionen:
• j̆n die sphärische Bessel-Funktion (im engeren Sinn)
• y̆n die sphärische Neumann-Funktion
• h̆1,2n = j̆n ± ı̆y̆n die sphärischen Hankel-Funktionen
20Häufig wird ρ̆ = k̆r gesetzt.
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mit die Eigenfunktionen von sphärischen Kavitäten (siehe Abschnitt 4.3). Wird hingegen
z̆n = h̆
1,2
n gewählt, beschreiben die resultierenden Felder ein- beziehungsweise auslaufende
Kugelwellen. Diese entsprechen dann den bekannten sphärischen Multipolen. Für weitere
Informationen siehe [14].
Zylinderkoordinaten - Multipole 2D
Um die Lösung der Maxwell-Gleichungen in Zylinderkoordinaten zu erhalten, wählt
man den Vektor ~c = ~ez. Analog zum Vorgehen in Kugelkoordinaten wird nun die skalare












z ψ̆ + k
2ψ̆ = 0 (2.1.44)
Mit Separationsansatz folgt21:
ψ̆(r, φ, z) = Z̆n(k̆r) e
ı̆nφ (2.1.45)














~̆F2 = k̆Z̆n(k̆r)~ez eı̆nφ (2.1.47)
Die Konstruktion der E- und H-Felder erfolgt wiederum mit den Gleichungen 2.1.42 und
2.1.43. Insbesondere kann man auch hier wieder, je nachdem ob die Fundamentallösung ~̆F1
das E- oder das H-Feld erzeugt, von E- beziehungsweise H-polarisierten Wellen sprechen.
Dabei tritt der Fall auf, dass die H-Polarisation identisch mit dem TM-Fall der zweidi-
mensionalen Maxwell-Gleichungen ist, das heißt aus den Feldkomponenten Hx, Hy und
Ez besteht, während die E-Polarisation identisch mit dem TE-Fall ist, welcher aus den
Feldkomponenten Ex, Ey und Hz besteht.
21Hier: Vereinfachte Lösung ohne Propagation in z-Richtung. Für die allgemeine Lösung siehe [4], Kapitel
8.4.
22Es gibt insgesamt vier Bessel-Funktionen:
• J̆n die Bessel-Funktion (1. Art)
• Y̆n die Neumann-Funktion (auch Bessel-Funktion 2. Art)
• H̆1,2n = J̆n ± ı̆Y̆n die Hankel-Funktionen
17
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Für den Fall Z̆n = J̆n beschreiben die Lösungen stehende Zylinderwellen. Sie bilden da-
mit die Eigenfunktionen von zylindrischen Kavitäten (siehe Abschnitt 4.2). Wird hingegen
Z̆n = H̆
1,2
n gewählt, beschreiben die resultierenden Felder ein- beziehungsweise auslaufen-
de Zylinderwellen. Diese entsprechen dann den bekannten zylindrischen Multipolen. Für
weitere Informationen siehe [14].
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2.2. Euler - Gleichung
Als zweites wichtiges PDGL-System neben den Maxwell-Gleichungen werden hier die
Euler-Gleichungen behandelt. Diese beschreiben die Bewegung eines reibungsfreien (nicht-
viskosen) Fluids ([32]), wie man es unter anderem auch für Elektronengase annimmt. Die
Euler-Gleichungen in Erhaltungssatzform lauten:
∂tρ+ ~∇ρ~v = 0 (2.2.1a)
∂tρ~v + ~∇(ρ~v ⊗ ~v + p) = 0 (2.2.1b)
∂tU + ~∇[~v(U + p)] = 0 (2.2.1c)
Dabei ist ρ die Dichte, ~v die Geschwindigkeit, p der Druck und U die gesamte Energie
pro Volumen des Fluids. Dabei beschreibt die erste Gleichung die Erhaltung der Dichte
(und damit Masse, Ladung, Anzahl, ... der zugrunde liegenden Teilchenart), die zweite die
Erhaltung des Impulses und die dritte Gleichung die Erhaltung der Energie. Auch dieser
Gleichungssatz ist analog zu den Maxwell-Gleichungen noch nicht vollständig. Es fehlt
noch die Verknüpfung von Druck, Dichte, Geschwindigkeit und Energie, welche durch die
zugehörige Zustandsgleichung beschrieben wird.
2.2.1. Innere Energie und Druck für nichtviskose Gase
Als Referenz für die Zustandsgleichung sei hier diejenige eines klassischen Fluids angegeben:
U =
p










Dabei ist γ = cp/cv der adiabatische Exponent, cp die spezifische Wärmekapazität bei
konstantem Druck und cV die spezifische Wärmekapazität bei konstantem Volumen. Bei
einatomigen Gasen ist γ = 1.4. Stellt man diese Gleichung nach dem Druck um, erhält
man:
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2.2.2. Innere Energie und Druck für Elektronengase
Im Vergleich zu klassischen Fluiden gestaltet sich die Berechnung der Zustandsgleichung
an dieser Stelle etwas aufwändiger, da hier noch das Pauli-Prinzip berücksichtigt werden




Dabei ist αd die Dimension und gd ein dimensionsabhängiger Faktor (für den 3D: gd =
4
3
π). Des Weiteren ist das Volumen eines Zustandes im k-Raum in Abhängigkeit von dem













Dabei wurde berücksichtigt, das jeder Zustand mehrfach besetzt werden kann (bei Elek-
tronen auf Grund des Spind zweifach: gs = 2). Mit Hilfe der Dispersionsrelation:
u = gpk
αp (2.2.7)
lässt sich noch ein Ausdruck für die Energie u gewinnen. Dabei ist für freie Elektronen
αp = 2 und gp = }
2
2m













Nun lässt sich die Zustandsdichte Dk berechnen:
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Damit lässt sich jetzt der Druck p berechnen zu:













Ersetzt man jetzt noch N/V mit der Teilchendichte n und bezeichnet den Vorfaktor mit
ζ, ergibt sich der Thomas-Fermi-Druck für freie Elektronengase:
p = ζ(αd, αp)n
αp+αd
αd (2.2.14)
Dabei wird deutlich, das der Druck nicht mehr, wie bei klassischen Fluiden, von der Energie
abhängt. Damit entkoppeln sich die Gleichungen für Energie- und Impulserhaltung, so dass
erstere zur Lösung nicht mehr benötigt wird. Für den dreidimensionalen Raum erhält man










Dies entspricht auch genau dem Ausdruck der in [39, 61] verwendeten Formel. Diese Eu-
ler-Gleichungen werden in Abschnitt 2.3.3 zu einem Materialmodell zur Beschreibung der
nichtlokalen, nichtlinearen Eigenschaften von Metallen erweitert.
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2.3. Materialmodelle
Nachdem in den ersten beiden Abschnitten die beidem wichtigen partiellen Differenti-
algleichungssysteme (PDGL) behandelt wurden, geht es nun um die Beschreibung der
für die Simulation wichtigen Materialmodelle (~P (~r, t)). Diese bestehen aus dem Drude-
Lorentz-Modell, einer Antireflexschicht (engl.: Perfectly Matched Layer: PML) und dem
Hydrodynamischen Elektronengasmodell.
2.3.1. Drude-Lorentz Modell
Das für die Simulation von nanooptischen Systemen wichtigste Materialmodell (neben
dem trivialen Fall des konstanten Brechungsindexes) ist das Drude-Lorentz-Modell.
Mit diesem lassen sich nahezu alle linearen lokalen Materialien beschreiben. Eingehendere
Betrachtungen dazu finden sich unter anderem in [4]. Hier erfolgt nur die Herleitung des
Lorentz-Modells. Das Drude-Modell folgt dann daraus.
Zur Herleitung betrachtet man die gedämpfte Bewegung einer Ladung in einem harmo-
nischen Potential bei angelegtem externen elektromagnetischen Feld:
m~̈r = −d~̇r − k~r + q
(





Dabei beschreibt m die Masse der Ladung, d die Dämpfung, k die Federkonstante, q die
Ladung, ~r den Ort der Ladung und ~E bzw. ~H das elektromagnetische Feld. Als nächstes
wird angenommen, dass sowohl ~E wie auch ~H-Feld im Bereich der Amplitude der La-
dung nur schwach variieren. Damit kann man ~E und ~H mittels Taylorentwicklung um den
Ruhepunkt der Ladung nähern23:






~̇r × ~H ≈ ~̇r × ~H0 (2.3.2b)




, die Dämpfungskonstante γ = d
m
, die Polarisa-
tion ~P = N~p, das Dipolmoment ~p = q~r, die Elektronendichte N und die Plasmafrequenz
23Dabei werden hier die Komponenten der Lorentz-Kraft, bei Annahme einer harmonischen Bewegung,
bis zur zweiten Ordnung in ω berücksichtigt.
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∂t ~P × ~H)− γ∂t ~P − ω20 ~P (2.3.3a)
∂2t





(~∇⊗ ~E)0 ~P +
µq
m
∂t ~P × ~H︸ ︷︷ ︸
nichtlineare Erweiterung 2. Ordnung
(2.3.3b)
Den Übergang zur Frequenzdomäne erhält man mit der Annahme ~P (t) = <( ~̆P0 e−ı̆ωt).
Einsetzen in Gleichung 2.3.3b bei Vernachlässigen des nichtlinearen Anteils und Umstellen
nach ~̆P liefert unter Vernachlässigung des nichtlinearen Anteils:
~̆P (ω) =
ω2p
ω20 − ω2 − ı̆γω︸ ︷︷ ︸
χ̆E(ω)
ε0 ~̆E (2.3.4)
das bekannte Lorentz-Modell. Das Drude-Modell folgt im Grenzwert einer vernachläs-
sigbaren Rückstellkraft, d.h für ω0 = 0. Nach den Bemerkungen in den Abschnitten 2.1 und
2.1.2 (Gleichung 2.1.3 und 2.1.11) lassen sich für komplexere Materialeigenschaften, bei de-






















ω20,i − ω2 − ı̆γiω
Für die Simulation der in dieser Arbeit verwendeten Metalle wurde ein Modell aus kon-








ω20,L − ω2 − ı̆γLω︸ ︷︷ ︸
Lorentz-Pol
(2.3.5)
Die Werte der Materialparameter sind für Silber (aus [46]) und Gold (aus [65]) in Tabel-
le 2.3.1 zusammengefasst. Der Verlauf der dielektrischen Funktion ist in Abbildung 2.3.1
dargestellt. Dass sich das Lorentz-Modell auch für Approximationen komplizierterer Ma-
terialien eignet, zeigt die Abbildung 2.3.2. In dieser sind als Beispiel die gemessenen und die
mit drei Lorentz-Polen angenäherten Materialkonstanten für Zinkphthalocyanin (ZnPC,
ein in der organischen Elektronik häufig verwendetes Molekül) dargestellt. Die numerischen
23
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Tabelle 2.3.1.: Verwendete Materialparameter von Silber und Gold nach [46] und [65].
Silber Gold
ε∞ 1.0 5.9673
ωp,D 1.39 · 1016 1/s 1.3280 · 1016 1/s
γD 3.23 · 1013 1/s 1.0003 · 1014 1/s
ω0,L - 4.0845 · 1015 1/s
ωp,L - 4.2644 · 1015 1/s
γL - 6.5885 · 1014 1/s
Werte der ermittelten Lorentz-Pole sind in Tabelle 2.3.2 aufgeführt.





















Abbildung 2.3.1.: Dielektrische Funktion der verwendeten Metalle (εr) im Wellenlän-
genbereich von 0.2 − 0.8 µm (links) und 0.8 − 2.0 µm (rechts). Die
Kreuze sind die experimentellen Daten nach [22], die Linien die
angenäherten Daten nach [46] und [65].
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(a) Dielektrische Funktion (εr) von
ZnPC.
(b) Strukturformel von ZnPC
Abbildung 2.3.2.: Lorentz-Fit von ZnPC. Die gestrichelten Linien stellen die ge-
messenen, die durchgezogenen die mit drei Lorentz-Polen ange-
näherten Werte dar.
Tabelle 2.3.2.: Lorentz-Fit von ZnPC (Vergleiche Abbildung 2.3.2).
ε∞ ω0,L ωp,L γL
- 2.785 - - -
1. Pol - 5.463 · 1015 1/s 3.555 · 1015 1/s 7.090 · 1014 1/s
2. Pol - 3.002 · 1015 1/s 1.512 · 1015 1/s 3.357 · 1014 1/s
3. Pol - 2.699 · 1015 1/s 1.295 · 1015 1/s 3.010 · 1014 1/s
25
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2.3.2. PML - Antireflexschicht
Ein zweites wichtiges Materialmodell, für die Numerik ist die der Antireflexschicht (engl.:
Perfectly Matched Layer: PML). Diese wird dazu verwendet, um aus einem Simulationsge-
biet herauslaufende Wellen ohne Reflexion zu absorbieren, und so bei endlichem Simulati-
onsgebiet eine reale Wellenausbreitung in den unbegrenzten Freiraum abzubilden (Näheres
zur Anwendung siehe Abschnitt 2.6.2). Erstmals beschrieben wurde sie in [2]. Adaptionen
für die DG-Methode finden sich unter anderem in [7, 20, 35, 45, 46]. Hier wird dabei in
Anlehnung an die angegebenen Quellen nur der uniaxiale PML behandelt. Eine andere
Version, den „Stretched Coordinate PML“, der vor allem bei dispersiven Materialien im
PML-Gebiet zum Einsatz kommt, findet man in [27, 29].
Da das Material, wie bereits erwähnt, das elektromagnetische Feld absorbieren soll,
beginnt man mit einer Erweiterung der Maxwell-Gleichungen um einen Dämpfungsterm:
ε∂t ~E = −ε
↔
γE ~E + ~∇× ~H (2.3.6a)
µ∂t ~H = −µ
↔
γH ~H − ~∇× ~E (2.3.6b)
Dabei ist ↔γ ein Diagonal-Tensor mit der Einheit 1/s. Dies entspricht einer richtungsab-
hängigen Dämpfungskonstante. Dabei ist ε↔γ gleich der spezifischen Leitfähigkeit ↔σ . Mit






















~̆H = −~∇× ~̆E (2.3.7b)
Für die weitere Herleitung wird nun der Übersichtlichkeit wegen nur die TE-Polarisation
mit einem in x-Richtung absorbierendem PML behandelt (siehe Abbildung 2.3.3). Mit
dieser Vereinfachung und der Annahme „ebener“ Wellen als Lösung lauten die Maxwell-
26
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Abbildung 2.3.3.: Absorption am PML, mit der einfallenden Welle I und der trans-
mittierten (bzw. absorbierten) Welle T .
Gleichungen nun:
ωεs̆ExĔx = −k̆yH̆z (2.3.8a)
ωεs̆EyĔy = k̆xH̆z (2.3.8b)
ωµs̆HzH̆z = k̆xĔy − k̆yĔx (2.3.8c)
Auflösen der ersten beiden Gleichungen 2.3.8 nach Ĕx bzw. Ĕy, sowie Einsetzen in die
Dritte liefert die Dispersionsrelation:
ω2µεs̆Hz s̆Ey s̆Ex = s̆Ex k̆
2
x + s̆Ey k̆
2
y (2.3.9)
Mit Hilfe der Stetigkeitsbedingung (Abschnitt 2.1.3) unter der Bedingung verschwinden-
der Reflexion, das heißt, εIĔI,x = εT ĔT,x, ĔI,y = ĔT,y und H̆I,z = H̆T,z, folgt aus den













Damit erhält man den Zusammenhang der k-Komponenten von einfallender und transmit-
tierter Welle durch Vergleich der Hz-Komponenten:





Wählt man nun εI = εT und µI = µT und verwendet Gleichung 2.3.11 zusammen mit der
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Diese Gleichung lässt sich unter anderem mit folgendem Ansatz erfüllen:




Dabei ist die konkrete Wahl von s̆x beliebig, so dass man auch frei in der Wahl von γx ist.
















Der noch notwendige Übergang von der Absorption in einer Dimension zu der Absorption
in drei Dimensionen erfolgt analog zu [7, 45, 46]. Dabei multipliziert man einfach die
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Nun steht noch die Rücktransformation in die Zeitdomäne an. Dazu wird im Folgenden
wieder der Übersichtlichkeit wegen nur die Ĕx-Komponente behandelt. Die Gleichung liest







Ĕx + ... (2.3.16)

















P̆x = J̆x − ε(γz + γy − γx)Ĕx (2.3.17c)
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Einsetzen von Gleichung 2.3.17b in Gleichung 2.3.17c liefert:
ı̆ωP̆x = −γxP̆x + ε(γxγx + γyγz − γyγx − γzγx)Ĕx (2.3.18)
Dieser Ausdruck lässt sich nun leicht in die Zeitdomäne transformieren:
∂tEx = −Px − ε(γz + γy − γx)Ex + ... (2.3.19a)
∂tPx = −γxPx + ε(γxγx + γyγz − γyγx − γzγx)Ex (2.3.19b)
In Abschnitt 3.2ff. werden diese Gleichungen hinsichtlich ihrer Effizienz untersucht und
für die Konstruktion des PMLs verwendet.
2.3.3. Hydrodynamisches Elektronengas
Neben den klassischen linearen lokalen Materialien, wie sie mittels des Drude-Lorentz-
Modells beschrieben werden können, soll in dieser Arbeit auch speziell auf die Erzeugung
höherer Harmonischer mittels Metallnanostrukturen eingegangen werden. Da in Metallen
die Hauptbeiträge von den quasifreien Leitungselektronen her rühren, muss darauf der
Schwerpunkt der Modellierung gelegt werden, zum Beispiel mit dem Modell des hydrody-
namischen Elektronengases. Dieses beschreibt die Elektronen als Fluid in einem Potenti-
altopf mit unendlich hohen Wänden am Rand der Metallstruktur. Anwendungen dieses
Ansatzes finden sich z. B. in [9, 39, 40, 61, 73]. Als Bewegungsgleichung werden in die-
sem Abschnitt die Euler-Gleichungen für Elektronen verwendet. Dabei schreiben sich die
Größen Ladungsdichte ρ, Stromdichte ~j mittels der Teilchendichte für Elektronen und po-
sitiven Ionen n− bzw. n+, der Elementarladung e0 und der Geschwindigkeit der Elektronen
~v (dabei sind die positiven Ionen als unbeweglich angenommen):
ρ = ρ+ + ρ− (2.3.20a)
~j = −e0n−~v (2.3.20b)
ρ+ = e0n
+ (2.3.20c)
ρ− = −e0n− (2.3.20d)
Die Kopplung der Euler- mit den Maxwell-Gleichungen erfolgt über die Stromdichte
bzw. die Lorentz-Kraft. Damit liest sich der komplette Gleichungssatz aus Euler- und
Maxwell-Gleichungen, unter Beachtung der Entkopplung von der Energie U und dem
29
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Druck p = p(n−) zu:
∂tn























µ∂tH = −~∇× ~E (2.3.21d)
Dabei wurde noch die effektive Elektronenmasse me und der „Quanten“-Druck p in Tho-
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2.4. Plasmonik
Im Gegensatz zu nichtleitenden Dielektrika, die im wesentlichen über gebundene Elektro-
nen verfügen, besitzen Metalle eine große Anzahl quasifreier Elektronen im Leitungsband.
Dieser Unterschied führt dazu, dass die Antwort eines Dielektrika auf ein angelegtes Licht-
feld im wesentlichen aus einer Ansammlung induzierter Dipole besteht, welche schnell
in die Ruhelage zurückpendeln. Dem gegenüber kann es bei Metallen gelingen, die frei-
en Elektronen zu einer kollektiven Schwingung anzuregen. Diese wird Plasmon genannt.
Ein umfassender Überblick über die Eigenschaften von Plasmonen findet sich in [58]. Im
Folgenden wird kurz auf die wichtigsten Phänomene und Begriffe eingegangen.
2.4.1. Filme
Einer der einfachsten Zugänge zum Thema Plasmonen besteht in der Eigenlösung der







Da diese Plasmonen an einer Dielektrika-Metall-Oberfläche entlanglaufen, werden sie häu-
fig als Oberflächen-Plasmon-Polariton (SPP von engl.: „Surface Plasmon Polariton“) be-














i ∈ 1, 2 (2.4.3)
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Abbildung 2.4.1.: Dispersionsrelation des Oberflächenplasmons. Dargestellt sind die
Real- und Imaginärteile der parallelen und senkrechten ~̆k-Vektoren
für eine Luft-Silber-Grenzschicht. Zusätzlich ist in blau die Rela-
tion für Luft eingezeichnet. Man beachte, dass die Relation der
senkrechten Komponente k̆⊥ für Luft und Silber im Bereich der
Plasmonplasmafrequenz (190 nm) einen ähnlichen Verlauf nimmt.
Für eine Luft-Drude-Silber-Grenzschicht, sind die Werte in 2.4.1 aufgetragen24. Dabei
wird deutlich, dass der Verlauf des Realteils der parallelen Komponente <(k̆‖) dem Ver-
lauf der imaginären Komponente der senkrechten Komponente =(k̆⊥,i) ähnelt. Da =(k̆⊥,i)
ein Maß für die Abklinglänge des Feldes senkrecht zur Oberfläche ist, ist ein Oberflächen-
24Die üblichere Darstellung der Dispersionsrelation trägt die Frequenz ω als Maß für die Energie über den
Realteil der parallelen Komponente <(k̆‖) auf. Diese ist:
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plasmon um so stärker an der Oberfläche gebunden, je kürzer seine Wellenlänge λSPP ist.
Darüber hinaus hat das Plasmon im Bereich =(k̆‖) < <(k̆‖), das heißt, wenn es stärker pro-
pagiert, als es absorbiert wird, einen evaneszenteren Charakter als einen strahlenden. Die
Frequenz, bei der die Plasmonwellenlänge am kürzesten ist, das heißt, wenn <(k̆‖) maxi-
mal ist, nennt man auch Plasmafrequenz des Plasmons ωSPP . Sie liegt hier bei ca. 190 nm.
Der Bereich zwischen der Plasmafrequenz des Silbers 136 nm und der Plasmafrequenz des
Plasmons ändert sich die Natur der Eigenlösung dramatisch. So ist nun k̆‖ im wesentlichen
imaginär und k̆⊥ reell, das heißt, dass die Lösung auf kurzer Distanz (gemessen an λSPP )
strahlend zerfällt.
Da im Vergleich mit der „Licht-Linie“ (|~k| = ω/c0 < <(k̆‖), ω < ωSPP ) die k̆‖-Komponente
immer größer ist als der Betrag des |~k|-Vektor des Lichtes, das heißt, es existiert keine ebe-
ne Welle, welche über die gleiche Translationssymmetrie25 verfügt, kann diese Eigenlösung
der Grenzfläche nicht ohne weitere Konstruktionen durch eine einfallende ebene Welle an-
geregt werden. Dazu nutzt man zum Beispiel die Anregung mittels Gitter [58] oder totaler
interner Reflexion an einer Grenzfläche [30, 52].
Der größere k-Vektor des Plasmons äußert sich nach Gleichung 2.4.2 gleichzeitig in einer
im Vergleich mit der Vakumlichtwellenlänge teilweise deutlich kleineren Wellenlänge des
Plasmons.
25Die Erhaltung der Translationssymmetrie, beziehungsweise ~̆k-Erhaltung entspricht der Impulserhaltung
für Photonen.
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2.4.2. Partikel
Neben diesen Oberflächen-Plasmon-Polaritonen kann man auch stark lokalisierte elektro-
magnetische Felder in metallischen Nanopartikeln als Folge einer kollektiven Elektronen-
schwingung anregen26.
Die Wechselwirkung einer ebenen Welle mit einem sphärischen Partikel wurde von Gu-
stav Mie bereits 1908 untersucht [42]. Da die Lösung recht umfangreich ist, soll hier nur
der Weg skizziert werden. Eine ausführliche Behandlung findet sich in [4, 42]. Der Kernge-
danke besteht darin, die Anregungsfunktion, in diesem Fall die ebene Welle, als Funktion
der Besselfunktionen nach Abschnitt 2.1.4 zu entwickeln, um dann die Vollständigkeit und
Orthogonalität der Basisfunktionen zu nutzen, um die Stetigkeitsbedingungen (Abschnitt
2.1.3) auf dem Rand der Kugel zu erfüllen.
Bei der Wechselwirkung von Licht mit Metallnanopartikeln (siehe Abbildung 2.4.2) tre-
ten verschiedene Phänomene auf. Diese lassen sich in Nah- und Fernfeld unterteilen. Zu
den Fernfeldphänomenen gehört die vom Nanopartikel absorbierte beziehungsweise aus
dem Lichtweg gestreute Energie. Die abgestrahlte (PS) beziehungsweise absorbierte (PA)




























Teilt man diese noch durch die mittlere auf die Partikelquerschnittsfläche A eingestrahlte
26Da diese am Partikel gebunden sind, und bei sehr kleinen Partikeln die Form von stehenden Wellen
annehmen, werden sie häufig als Lokalisierte-Oberflächen-Plasmonen (LSP von engl.: „Localized Sur-
face Plasmon“) bezeichnet. Diese Bezeichnung ist insofern irreführend, da es sich einerseits um zwei
gegensätzlich laufende Plasmonen handelt (wie man sich anhand einer Betrachtung in der Zeitdomäne
leicht überzeugen kann) und andererseits der Übergang vom LSP zum laufendem Oberflächenplasmon
(PSP von engl.: „Propagating Surface Plasmon“) an einem Nanodraht fliesend ist. Aus diesem Grund
wird in dieser Arbeit nicht zwischen den verschiedenen Plasmonarten unterschieden.
27Der Energiefluss eines elektromagnetischen Feldes wird durch den Poyntingvektor:



















28Hier ist ~n der Normalenvektor der Integrationsfläche
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Abbildung 2.4.2.: Streuung- und Absorption an einem Nanopartikel. Für die Berech-
nung wird das Feld in drei Komponenten zerlegt: das einfallende
Feld ( ~̆EI , ~̆HI), das gestreute Feld ( ~̆EI , ~̆HI) und das Feld im Parti-
kel ( ~̆EA, ~̆HA).
Intensität II , so erhält man den Streu- (CS) beziehungsweise Absorptionsquerschnitt (CA):
CS = PS/II CA = PA/II (2.4.5)
Will man die gesamte aus dem Lichtstrahl entfernte, das heißt, entweder absorbierte oder
herausgestreute, Energie wissen, so nutzt man dazu den Extinktionsquerschnitt CE:
CE = CA + CS (2.4.6)
Diese Querschnitte werden im Folgenden, da sie die Antwort eines Partikels auf eine äußere
Anregung abbilden, als Wirkungsquerschnitte bezeichnet. Da sich diese Werte im Allge-
meinen schlecht vorstellen lassen, wird in dieser Arbeit, soweit nicht anders erwähnt, immer
mit den normierten, das heißt auf die Partikelquerschnittsfläche bezogenen, Querschnitten
(C := C/A) gerechnet.
Neben diesen Fernfeldphänomenen ist speziell im Bereich der Plasmonik das Nahfeld
von besonderem Interesse. Die Ursache liegt in den Eingangs erwähnten kollektiven Elek-
tronenschwingungen. Diese sorgen für eine Feldüberhöhung in der Nähe der Partikelober-
fläche. Beide Phänomene sind in Abbildung 2.4.3 als Funktion der Wellenlänge dargestellt.
Deutlich sind die einzelnen Maxima in den Spektren zu sehen. Diese kann man nach dem
dominierenden Term in der Multipolentwicklung (siehe [4, 14]) klassifizieren. Während sich
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Abbildung 2.4.3.: Wirkungsspektren und Nahfeldüberhöhung an einem 100 nm
großen Silber-Nanopartikel. Die Absorption wurde um den Faktor
fünf überhöht dargestellt.
die Dipolresonanz noch in quasistatischer Näherung ermitteln lässt29, sind die höheren Re-
sonanzen eine Folge der Retardierung des elektromagnetischen Feldes. Die zugehörigen
Feldbilder sind in Abbildung 2.4.4 für die ersten30 vier Maxima gezeigt. Im Allgemeinen
kann man feststellten, dass mit höherer Resonanzordnung, die Streuung ab- und Absorp-
tion zunimmt. Des Weiteren ist das Feld mit höherer Resonanzordnung stärker um das
Partikel lokalisiert und besitzt eine höhere Güte (ω/∆ω). Diese Eigenschaften findet man
nicht nur für runde Nanopartikel. Auch andere (endliche) Systeme zeigen ähnliche Eigen-
schaften. Diese sind in den seltensten Fällen noch analytisch zugänglich, so dass zunehmend
29Für runde Partikel in statischer Näherung ist das Dipolmoment ~̆p (mit Medium 1 die Umgebung und
Medium 2 das Partikel) gegeben durch:
~̆p = ε̆2ᾰ ~̆E0 ᾰ = 3V
ε̆2 − ε1
ε̆2 + 2ε1
Hier sind V das Volumen des Partikels und ~̆E0 das äußere elektrische Feld am Ort des Partikels. Die
Streu- und Absorptionsquerschnitte ermitteln sich dann aus:




Das heißt, die Resonanzbedingung für den Dipol hängt demnach nur von der Polarisierbarkeit ᾰ ab
und lautet:
ε̆2 + 2ε1 → min
30Dabei beginnt die Zählung von kleinen Energien und damit von großen Wellenlängen.
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(a) Dipol (375 nm) (b) Quadrupol
(255 nm)
(c) Hexapol (224 nm) (d) Oktupol (212 nm)
Abbildung 2.4.4.: Feldbilder an einem 100 nm großen Silber-Nanopartikel. Die ge-
wählten Wellenlängen entsprechen den ersten (langwelligen) Re-
sonanzen aus Abbildung 2.4.3.
















(a) Wirkungsspektren. Die Absorption








Abbildung 2.4.5.: Spektren und Nahfeld für eine 1 µm× 100 nm große Gold-Antenne.
numerische Methoden zum Einsatz kommen. Ein weiteres Beispiel zeigt Abbildung 2.4.5,
in dem die Wirkungsspektren samt zugehöriger Feldbilder an den Resonanzpositionen für
eine 1 µm× 100 nm große Gold-Antenne gezeigt sind.
Die Resonanzpositionen und Höhen sind im Allgemeinen vom Material und der Form
abhängig. Dies eröffnet die Möglichkeit, durch geeignete Strukturierungsmaßnahmen diese
gezielter einzustellen.
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2.5. Frequenzverdopplung in Metallen
Bei der Erzeugung der zweiten Harmonischen31 handelt es sich um einen nichtlinearen
Prozess in Medien, bei dem durch Wechselwirkung mit Licht der Frequenz ω, Strahlung
der doppelten Frequenz 2ω entsteht. Da die Energie eines Photons, mit der Frequenz
gekoppelt ist, bedeutet dies, dass ein Energieübertrag von Licht der Frequenz ω nach Licht
der Frequenz 2ω stattfindet. In linearen lokalen isotropen Materialien gilt 2.1.10:
~P (r, t) =
∫
dt′χ(r, t, t′) ~E(r, t′) ~̆P (r, ω) = χ̆(r, ω) ~̆E(r, ω)
~̆P und damit auch ∂t ~̆P sind hier linear ~̆E abhängig, damit ist keine Frequenzverdoppelung
möglich. Um dieses Phänomen dennoch beschreiben zu können wird, die Abhängigkeit von
~P als Taylor-Entwicklung von ~E aufgeschrieben (mit ~E(r, t) =
∫
d~̆kdω ~̆E(~̆k, ω) eı̆(
~̆k~r−ωt)
[43]:
Pi(~r, t) = P
(1)
i (~r, t) + P
(2)















′, ~r − ~r′′, t− t′, t− t′′)Ej(~r′, t′)Ek(~r′′, t′′)
























~̆k′, ~̆k′′, ω′, ω′′)Ĕj(~̆k
′, ω′)Ĕk(~̆k
′′, ω′′)︸ ︷︷ ︸
χijkEjEk
+ . . .
(2.5.1)
Die Verallgemeinerung auf beliebige Ordnungen lautet dann:
Pi = χ
(1)






31engl.: „Second Harmonic Generation“ (SHG)
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Betrachtet man nun P (2) mit Ej, Ek der Form E = <(e−ı̆ωj) = 12(e
−ı̆ωj + eı̆ωj), dann enthält
P (2) folgende Komponenten32:
• 2ωj, 2ωk Frequenzverdoppelung
• ωj + ωk Summenfrequenz
• ωj − ωk Differenzfrequenz
• 0 optische Gleichrichtung
Für den Fall, dass ωj = ωk ist, führt die Summenfrequenz ebenfalls zur Frequenzver-
doppelung. Nun stellt sich die Frage nach der Größe von χijk. Dazu wird folgende In-





jk χijk(−Ej)(−Ek). Daraus folgt, dass χijk ≡ 0 sein muss.
Woher stammt die SHG von Metallen?
Der obige Zusammenhang stellt im Wesentlichen das Verhalten innerhalb von Festkörpern
dar. An Oberflächen gilt die Aussage mit der Inversionssymmetrie nicht mehr, da die
Oberfläche diese Symmetrie verletzt. So klingt innerhalb von 5− 10Å (siehe [33, 34, 68])
die Elektronendichte des Metalls ab. Auch wurden in obiger Herleitung Einflüsse wie die
Lorentz-Kraft vernachlässigt. Eine allgemeine Herleitung zur Lösung der Maxwell-
Gleichungen an nichtlinearen Oberflächen findet sich in [3].
Für Metalloberflächen wurde in [19] mit Hilfe des Ansatzes der „quasifreien“ Elektronen
folgender Zusammenhang hergeleitet:
~̆P (2ω) = ᾰ1 ~̆E
(1ω)(~∇ · ~̆E(1ω)) + ᾰ2~∇( ~̆E(1ω) · ~̆E(1ω)) (2.5.3)
Dabei beschreibt der erste Term den Oberflächenanteil, welcher die Dichteschwankung der
Elektronen an der Metalloberfläche berücksichtigt, und der zweite Term den Volumenanteil,
welcher im Wesentlichen durch die Lorentz-Kraft hervorgerufen wird. In [8, 59] wurden
diese Zusammenhänge durch Quantenmechanische Rechnungen verifiziert und verfeinert.
In [61] wurde das Modell in der hier verwendeten Form inklusive des Thomas-Fermi-
Druckes verwendet und der Zusammenhang mit Gleichung 2.5.3 dargestellt. Eine kurze
Herleitung dazu findet sich in [57] und soll hier kurz wiedergegeben werden.
Begonnen wird mit dem Hydrodynamischen Modell nach Gleichung 2.3.21 :
∂tn

















32Sei hier ohne Beschränkung der Allgemeinheit wj ≥ wk.
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Nun kann man zum Frequenzraum übergehen und die wesentlichen Variablen33 (ρ = n−
und ~v) nach linearen und nichtlinearen Anteilen entwickeln:
ρ̆ = ρ(0) + ρ̆(1) e−ı̆ωt +ρ̆(2) e−ı̆2ωt + . . . (2.5.4a)
~̆v = ~̆v(1) e−ı̆ωt +~̆v(2) e−ı̆2ωt + . . . (2.5.4b)
Nimmt man an, dass das lineare Feld durch die Erzeugung der SHG weitgehend unbeein-
flusst bleibt, so ergeben sich folgende Zusammenhänge34:
∂tρ̆
(1) = −ı̆ωρ(1) = ρ(0)~∇~̆v(1) (2.5.5a)
∂t~̆v




(2) = −ı̆2ω~̆v(2) = −(~̆v(1) · ~∇)~̆v(1) − e0
m
µ(~̆v(1) × ~̆H(1)) (2.5.5c)
Mit Hilfe der Zusammenhänge:
∂t ~̆P
(1) = −ı̆ω ~̆P (1) = ~̆j(1) ∂t ~̆P (2) = −ı̆2ω ~̆P (2) = ~̆j(2) (2.5.6a)
~̆j(1) = ρ(0)~̆v(1) ~̆j(2) = ρ̆(1)~̆v(1) + ρ(0)~̆v(2) (2.5.6b)










~̆E(1)(~∇ · ~̆E(1)) + 1
4
~∇( ~̆E(1) · ~̆E(1))
]
(2.5.7b)
Bei der Herleitung wurden die Dämpfungs- und Druckterme vernachlässigt. Bemerkens-
wert ist hier, dass Beiträge der Form ~∇ · ~̆E auftauchen, wo doch ~∇ · ~̆E = 0 gelten soll.
Dieser Term ist demnach nur an Oberflächen von Bedeutung und beschreibt im Wesent-
33Zur besseren Übersichtlichkeit, und da ohnehin nur die negativen Ladungsträger einen Beitrag liefern,
wird im Folgenden die Teilchendichte als ρ = n− bezeichnet.
34Bei der letzten Gleichung wurde ausgenutzt, dass:
∂t(ρ~v) = (∂tρ)~v + ρ(∂t~v)
~∇ · (ρ~v ⊗ ~v) = (~∇ ·~v)ρ~v + ~v · (~∇ρ~v)
Damit wird Gleichung 2.3.21b:
∂t(~v) + (~v · ~∇)~v +
1
ρme
~∇p = − e0
me
(
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lichen die Elektronendichteschwankung. Die Frage, ob nun der Oberflächenbeitrag oder
der Volumenbeitrag für die SHG von Metallen wichtiger ist, lässt sich nicht so einfach
beantworten, es gibt jedoch Tendenzen, die darauf hindeuten, dass die SHG auf Grund der
Elektronendichteschwankung zusammen mit dem hohen Feld an der Metalloberfläche die
SHG dominiert. Da in dieser Arbeit immer mit dem vollen Modell gearbeitet wird (sie-
he Kapitel 5.3), soll im Folgenden nicht weiter zwischen beiden Beiträgen unterschieden
werden.
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2.6. Numerische Verfahren
Neben den theoretischen Grundlagen aus den vorangegangenen Abschnitten und den De-
tails der DG-Methode in Kapitel 3 ist für das Verständnis der Numerik weiteres Handwerks-
zeug notwendig, welches in diesem Abschnitt erläutert werden soll. Dazu gehört einerseits
die Begründung für die Wahl des numerischen Verfahrens, wie auch der exemplarische
Aufbau einer Simulation.
2.6.1. Einteilung der numerischen Verfahren
Wenn es an die numerische Behandlung der Maxwell-Gleichung geht, stehen verschiedene
Methoden zur Auswahl. Diese lassen sich einerseits nach der Art des kausalen Zusammen-
hangs (Frequenz- oder Zeitdomäne) und nach der Art der Diskretisierung, das heißt, der
Zerlegung des zu behandelnden Problems unterteilen (Rand- oder Volumenverfahren).
Frequenz- vs. Zeitdomäne
Bei Verfahren in der Frequenzdomäne wird analog zur Lösung der Maxwell-Gleichung
in Abschnitt 2.1.4 die Lösung für eine spezielle Frequenz ω gesucht. Dabei hat man den
Vorteil, das die Zeitableitungen via Ansatz bereits absepariert sind und man nur noch die
Ortsableitungen der Gleichungen behandeln muss. Das heißt aber auch, dass der zeitliche
Verlauf der Felder, insbesondere die Einschwingvorgänge und die Gruppendynamik von
Wellenpaketen (siehe Abbildung 2.6.1, 2.6.5 und 2.6.6 in den nachfolgenden Abschnitten)
nicht mit berücksichtigt wird. Als Vorteil ist in diesem Zusammenhang die Behandlung
periodischer Strukturen zu nennen, bei denen nun nur eine Elementarzelle berücksichtigt
werden muss. Die Wechselwirkung mit den Nachbarzellen lässt sich leicht über Phasen-
faktoren an den Elementarzellengrenzen berücksichtigen. Da diese Verfahren häufig nur
eine Frequenz berücksichtigen sind nichtlineare Materialmodelle, bei denen es zu einer
Wechselwirkung verschiedener Frequenzkomponenten des Lichtes kommt, nur schwer zu
modellieren. Sie werden daher häufig nur im Rahmen störungstheorethischer Ansätze be-
handelt35.
Demgegenüber stehen die Zeitschrittverfahren, bei denen die zeitabhängigen Maxwell-
Gleichungen (2.1.1) beginnend von einem bekannten Zustand des Feldes zum Zeitpunkt
t0 Zeitschritt für Zeitschritt berechnet werden (siehe Abbildung 2.6.1). Bei denen ist, ein
geeignetes Materialmodell vorausgesetzt, auch die Wechselwirkung von verschiedenen Fre-
quenzkomponenten des Lichtes möglich. Auch lassen sich hier die zeitlichen Variationen der
35So kann man wie im Abschnitt 2.5 erst die Lösung bei der Fundamentalfrequenz ω berechnen und die
entstehende SHG (bei 2ω) im Rahmen einer Abschätzung ermitteln.
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Felder (z.B.: die Ausbreitung eines Pulses beziehungsweise die Physik von Einschwingvor-
gängen) gut studieren. Nachteilig ist, dass um die Lösung für eine spezielle Wellenlänge zu
bekommen immer der komplette Zeitverlauf berechnet und Fourier-transformiert werden
muss. Auch lassen sich periodische Systeme, ohne weitere Maßnahmen, nur approximativ
lösen, das heißt, dass das Gitter durch eine endliche Anzahl an Elementarzellen genähert
wird. Nachteilig ist ebenso, dass bei Systemen mit sehr langen Einschwingzeiten, auch sehr
lange gerechnet werden muss, bis man eine ausreichend genaue Lösung erhält. Demgegen-
über erhält man nach der Fourier-Transformation aber auch gleich das ganze Spektrum
und nicht nur die Werte für einen einzigen Frequenzpunkt.
Typische Vertreter für Frequenzdomänmethoden sind MMP (siehe [14]) und das klassi-
sche FEM (siehe [21]). Vertreter für Zeitschrittverfahren sind FDTD (siehe [64, 72]) und
die in dieser Arbeit verwendete Variante von DG36.
(a) t = 1.17 fs (b) t = 1.33 fs (c) t = 1.50 fs (d) t = 1.67 fs (e) t = 1.83 fs
(f) t = 2.00 fs (g) t = 2.17 fs (h) t = 2.33 fs (i) t = 2.50 fs (j) t = 2.67 fs
Abbildung 2.6.1.: Zeitevolution des E-Feldes eines 100 nm Silber-Partikels. Vergleiche
Kapitel ?? und Abbildung 2.4.3 und 2.4.4
Rand- vs. Volumendiskretisierung
Damit ein System vom Computer berechnet werden kann, muss es geeignet zerlegt werden.
Dies soll hier am Beispiel der Wechselwirkung des Lichtes mit einem Partikel skizziert
werden (siehe Abbildung 2.6.2).
Die randdiskretisierenden Verfahren unterteilen dabei lediglich den Rand des Partikels
und beschreiben die Wechselwirkung mit Hilfe von Hilfsquellen wie Oberflächenladungen
36Mittlerweile sind auch FD-Implementationen von DG bekannt [7]
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(a) Randdiskretisierung (b) Volumendiskretisierung
Abbildung 2.6.2.: Vergleich zwischen Rand- und Volumendiskretisierung
und -Strömen oder Multipolen (Abbildung 2.6.2a) (siehe [10, 14, 24]). Dies hat den Vorteil,
dass die Maxwell-Gleichungen nur auf dem Rand des Partikels gelöst werden müssen.
Das führt zu einem verhältnismäßig kompakten Gleichungssystem. Nachteilig ist, dass die
einzelnen Quellterme der Felder an jedem Punkt der Oberfläche einen nicht verschwinden-
den Beitrag liefern. Daher hängen die Koeffizienten der Quellterme (über die Oberfläche)
mit allen anderen Quelltermen zusammen, das heißt, das entstehende Gleichungssystem
ist dicht besetzt37. Dies führt numerisch insbesondere bei komplizierten Systemen zu Kom-
plikationen (siehe [62]).
Demgegenüber stehen die volumendiskretisierenden Verfahren. Diese unterteilen das gan-
ze Volumen (Abbildung 2.6.2b) von Partikel und Umgebung in einzelne Stücke und stellen
die Felder mit Hilfe von Basisfunktionen auf diesen Elementen dar. Da nun nur benachbar-
te Elemente (beziehungsweise deren Felder) wechselwirken, das heißt, die Feldkoeffizienten
nur von den Feldern der näheren Umgebung abhängen, nennt man das entstehende Glei-
chungssystem dünn besetzt. Nachteilig ist, dass nun deutlich mehr Unbekannte berechnet
werden müssen, da nicht nur die Oberfläche sondern das Volumen unterteilt wird und da
nicht nur das Volumen des Partikels, sondern auch das des umgebenden Gebietes behan-
delt werden muss. Dies führt unweigerlich zu der Frage, wann und wie man dieses Gebiet
abbricht, ohne die Lösung zu stark negativ zu beeinflussen.
Typische Vertreter der randdiskretisierenden Methoden sind MMP und die Randinte-
gralmethoden ([10, 14, 24]). Vertreter für volumendiskretisierende Methoden sind FEM,
DG und FDTD38.
37Die Bezeichnung dicht beziehungsweiße dünn besetzt rührt aus der Betrachtung der Einträge der Matrix
des Gleichungssystems
38Bei der FDTD-Methode ist die Unterteilung, zumindest in der bekanntesten Ausprägung nicht in Drei-
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Warum DG?
Trotz der scheinbaren Nachteile, die volumendiskretisierende Verfahren mit sich bringen,
überzeugen sie vor allem durch leichte Anwendbarkeit, Allgemeinheit und Flexibilität. Ins-
besondere zeigen sie sich bei komplexen Systemen gegenüber denen der randdiskretisieren-
den Verfahren im Vorteil ([62]). Daher soll auch hier der Fokus auf diesem Verfahrenstyp
liegen. Des Weiteren sollen in dieser Arbeit auch nichtlineare Effekte, insbesondere das
spektrale Verhalten der SHG (siehe Abschnitt 5.3) mit Hilfe von A priori Modellen un-
tersucht werden, so dass hier ein Zeitschrittverfahren zur Anwendung kommen soll. Von
den bekanntesten Volumenverfahren (FDTD und FEM) hat FEM, auf Grund der nich-
tuniformen Diskretisierung (Zerlegung des Simulationsgebietes in meistens Dreiecke und
Tetraeder), den Vorteil der guten räumlichen Auflösung, während sich die FDTD-Methode
durch ein explizites Zeitschrittverfahren gut für nichtlineare Rechnungen eignet. Die Ker-
nidee der DG-Methode ist nun beide Vorteile miteinander zu kombinieren.
2.6.2. Aufbau bei DG
Der generelle Aufbau einer DG-Simulation ist in Abbildung 2.6.3 an Hand der Streuung
des Lichtes an einem Partikel, welches sich über einem Substrat befindet, dargestellt. Dabei
wird das Simulationsgebiet in vier Kernbereiche unterteilt:
• Gebiet 1 der bzw. die Streuer
• Gebiet 2 die innere Umgebung des Streuers
• Gebiet 3 die äußere Umgebung des Streuers
• Gebiet 4 der PML
Die Gebiete 1 & 2 werden zum Gesamtfeld39 zusammengefasst und die Gebiete 3 & 4 zum
Streufeld40. Die Grenze (in Abbildung 2.6.3 grün dargestellt) ist die TF/SF-Kontur. Diese
dient der Injektion der Anregung, welche weiter unten behandelt wird. Gleichzeitig dient
sie als Integrationsgrenze zur Ermittlung der Streu- und Absorptionsquerschnitte. Da bei
Volumenverfahren das Simulationsgebiet abgeschnitten werden muss, ist es wichtig, dass
vom Partikel weggestreute Felder nicht am Rand reflektiert werden, und so wieder in das
Simulationsgebiet zurücklaufen können. Dazu bedient man sich einer Antireflexschicht41
(Gebiet 4), welche zur Aufgabe hat, das gestreute Feld ohne Reflexion zu absorbieren. Die
ecke beziehungsweiße Tetraeder, sondern das Yee-Grid [64, 72], es sind aber auch dreieckige Diskreti-
sierungen bekannt [36].
39engl.: „Total Field“ (TF)
40engl.: „Scattered Field“ (SF)
41engl.: „Perfectly Matched Layer“ (PML)
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(a) Schema (b) Ausschnitt der Diskreti-
sierung mittels Teraeder
Abbildung 2.6.3.: Schematischer Aufbau einer Simulation. Bei der Konstruktion der
PML-Gebiete ist zu Bedenken, dass der PML eine richtungsab-
hängige Absorption zeigt. Aus diesem Grund sind die Kanten und
Ecken extra unterteilt.
Konstruktion eines solchen Materials wurde in Abschnitt 2.3.2 gezeigt.
2.6.3. Anregungsfelder
Um nun Quellen in das Simulationsgebiet zu injizieren, gibt es zwei Möglichkeiten. Einer-
seits wird bereits beim Start eine Lösung vorgegeben. Diese Variante kommt insbesondere
bei der Untersuchung von Kavitäten zum Einsatz. Oder man regt das System mit einem
äußeren Feld an. Letztere Methode wird häufig bei „Streuexperimenten“ gewählt.
Da bei der DG-Methode nur zwei, die zeitunabhängigen, der vier Maxwell-Gleichungen
verwendet werden, muss bereits zu Beginn der Simulation mit divergenzfreien Feldern be-
gonnen werden. Aus praktischen Gründen wählt man ~E = ~H ≡ 0. Um nun die Anre-
gung in das Simulationsgebiet einzuschleusen, nutzt man die Linearität der Maxwelll-
Gleichungen. Man teilt dabei das Feld auf in:
~EA = ~ES + ~EI ~HA = ~HS + ~HI (2.6.1)
Dabei bezeichnet ~EI bzw. ~HI das anregende Feld, ~EA bzw. ~HA das gesamte Feld und
~ES bzw. ~HS das gestreute Feld. Diese Einteilung hat zudem den Vorteil, dass man so
die Streu- und Absorptionsquerschnitte leicht berechnen kann (Vergleiche dazu Abschnitt
2.4.2). Die Unterteilung selbst wird an der TF/SF-Kontur vorgenommen, das heisst, dass
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das einfallende Feld an der Kontur in Richtung Inneres addiert und in Richtung Äußeres
subtrahiert wird. Als Anregungsfelder kommen hauptsächlich Pulse zum Einsatz, da sie
endlich in der Zeit sind und langsam einschwingen42. Für den räumlichen Verlauf der Anre-
gungsfelder eignen sich Multipole und ebene Wellen (siehe Abschnitt 2.1.4). Als zeitlicher
Verlauf kommen in dieser Arbeit asymmetrische Pulse mit Gaussschem beziehungsweise































Abbildung 2.6.4.: Auf Eins normierte Pulsformen in Zeit- und Frequenzdomäne.
Grün: diff. Gauss-Puls mit λ0 = 314 nm, Blau: Gauss-Puls mit
λ0 = 314 nm und ∆t = 1/∆ω = 0.4 fs und Rot: Gauss-Puls mit
λ0 = 314 nm und ∆t = 1/∆ω = 1.7 fs. Für die Gaussschen Pulse
ist zusätzlich die Einhüllende (gestrichelt) eingezeichnet.
ne Gleichspannungsfreiheit und für ein rein imaginäres Frequenzspektrum. Sie haben die
allgemeine Form:




















42Wenn ein Feld zu schnell ansteigt, kann dies virtuelle Ladungsakkumulationen an der TF/SF-Kontur
zur Folge haben, welche die Divergenzbedingung verletzt.
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Die Pulsformen F(t) sind in Abbildung 2.6.4 für verschieden Parameter zusammen mit
dem normierten Frequenzspektrum dargestellt.
Sollte es sich bei dem System nicht um eine Umgebung mit Grenzfläche(n) handeln, so
besteht die Anregung nicht nur aus dem auf die Grenzfläche einfallendem Feld, sondern
aus der Lösung des gesamten Umgebungssystems, das heißt, für den Fall der Grenzflä-
che, aus einfallendem, reflektiertem und transmittiertem Feld. Da sich bei Grenzflächen
mit Dispersion die Pulsform ändert, und zusätzlich Modifikationen an den Hilfsdifferen-
tialgleichungen des PMLs notwendig sind (siehe [29]), wird dieser Fall in dieser Arbeit
nicht behandelt. Des Weiteren muss man bei der Berechnung der Absorptionsquerschnitte
über der TF/SF-Kontur aufpassen, was diese eigentlich aussagen. Es ist daher angebracht
in so einem Fall die Absorption mittels Oberflächenintegral über Partikeloberfläche(n) zu
bestimmen.
2.6.4. Diskrete Fourier Transformation
Um die mittels eines Zeitschrittverfahrens gewonnenen Ergebnisse einer spektralen Analyse
zu unterziehen, ist es notwendig, diese mit einer Fourier -Transformation zu behandeln.
Die in der Numerik häufig verwendete FFT43 scheidet aus, da sie nur nach der Simulation
angewendet werden kann. Dies ist jedoch aufgrund der dann zu speichernden Datenmengen









Diese kann mittels eines Aktualisierungsalgorithmus parallel zur eigentlichen Simulation
mitlaufen:
F̆ (ω)t+∆t = F̆ (ω)t + ∆tf(t) e
ı̆ωt (2.6.6)
Die Zeiten t1 und t2, welche auch die Dauer der gesamten Simulation bestimmen, sind so
zu wählen, das zum Zeitpunkt t1 das Feld der Anregung noch unterhalb einer Toleranz-
43eng.: „Fast-Fourier-Transformation“ ([55])
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schwelle (z.B. F < 10−9) liegt, und zum Zeitpunkt t2 das Feld schon wieder hinreichend
abgeklungen ist. Während sich t1 mit Hilfe der von F , der Dimension des Systems und
der Lichtgeschwindigkeit im Medium gut vorhersagen lässt, ist die Wahl von t2 sehr stark
von der Güte des betrachteten Systems abhängig. Der Zeitverlauf des Frequenzfilters



























Abbildung 2.6.5.: Zeitverlauf des DFT-Filters.





















Abbildung 2.6.6.: Zeitverlauf des DFT-Filters in 5 fs Schritten für die Zeiten von 5 fs
(schwarz) bis 50 fs (gelb).
(F̆ (ω, t) = F̆ (ω)t) ist für den Fall der Streu- und Absorptionquerschnitte einer 100 nm
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großen Silber-Kugel (Vergleiche Kapitel 2.4.2 und Abbildung 2.4.3, 2.4.4 und 2.6.1) in
den Abbildungen 2.6.5 und 2.6.6 gezeigt. Deutlich sieht man, dass der Streuquerschnitt
viel schneller konvergiert, als der Absorptionsquerschnitt. Dieses Konvergenzverhalten ist
ein Maß für die Zeitskalen der Streuung und Absorption im Partikel. Die Ursache liegt
darin begründet, dass höhere Multipolordnungen einerseits eine höhere Güte, wie auch ein
schlechteres Abstrahlverhalten zeigen, so dass die Streuprozesse im Wesentlichen innerhalb
der ersten fs nach der Anregung (hier bei t = 1.67 fs) abklingen.
2.6.5. Dimensionslose Gleichungen
In der Numerik wird in der Regel mit dimensionslosen Größen gerechnet. Dies führt dazu,
dass man sich für ein Einheitssystem entscheidet, welches den numerischen Größen ange-
passt ist. Nun zeigt sich aber, dass die gängigen Einheitssysteme (SI-System oder Gauss-
System) nur bedingt geeignet sind, da immer wieder sehr große und sehr kleine Zahlen
miteinander verrechnet werden müssen. Dies führt auf Grund der endlichen Zahlenreprä-
sentation im Computer (siehe [55]) zu numerischen Fehlern44. Um diese zu minimieren,
wählt man ein Einheitssystem, bei dem alle relevanten Rechengrößen in der Größenord-
nung von 1 liegen. Die Beziehungen unter den physikalischen Größen wird dann mittels
geeigneter Vorfaktoren aufrechterhalten.
Mit Hilfe der Lichtgeschwindigkeit im Vakuum c0 und der charakteristischen Länge der
















∂t ∂̃r = l0∂r (2.6.7b)









Einen Sonderfall nimmt hier die Dichte n ein, welche nicht mit n0 = l30 sondern mit der
44engl.: “Finite Precision Effects“
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Damit lassen sich nun die physikalischen Gleichungen in computergerechte Form bringen.







n0c0∇̃(ñṽ) = 0 (2.6.8a)









































∇̃ × H̃ − (−e0n0c0)ñṽ (2.6.8e)












E0∇̃ × Ẽ (2.6.8g)
µr∂̃tH̃ = ∇̃ × Ẽ (2.6.8h)
Dabei wurde verwendet, dass Z0 =
√
µ0/ε0 und µ0ε0 = 1/c20 ist. Des Weiteren ergibt sich
der Druck p0 aus p(n0).
51
2 Grundlagen 2.6 Numerische Verfahren
52
3. Unstetiges Galerkin-Verfahren
In diesem Kapitel geht es um das unstetige Galerkin-Verfahren, welches in Anlehnung an
die englische Bezeichnung mit DG für „Discontinuous Galerkin“ abgekürzt wird. Dieses
Verfahren wurde in den 1970ern zur Lösung partieller Differentialgleichungen (PDGL)
eingeführt [56]. Es gibt mehrere mögliche Zugänge zu diesem Thema. Zum Beispiel kann
man direkt von einem zugehörigen Variationsproblem ausgehen oder, wenn man gleich mit
Maxwell-Gleichungen beginnen möchte, aus diesen das DG-Verfahren ableiten. In dieser
Arbeit wird die Methode anhand einer einfachen Kontinuitätsgleichung dargestellt, bevor
einige Unterkapitel zur praktischen Umsetzung folgen. Schließlich wird in den folgenden
Kapiteln gezeigt werden, dass sich alle hier behandelten Differentialgleichungen als eben
solche Kontinuitätsgleichungen umschreiben lassen. Dabei wird im Wesentlichen wie in
[15, 16] beschrieben vorgegangen.
3.1. Allgemeine Herleitung
Wie erwähnt, soll hier zunächst mit einer partiellen Differentialgleichung in der Erhal-
tungssatzform
∂tu(~r, t) + ~∇~f(u,~r, t) = g(~r, t) mit ~r ∈ Ω ∈ R3 (3.1.1)
auf einem endlichen Gebiet Ω begonnen werden. Dabei ist u(~r, t) die Dichte1, ~f(u,~r, t) die
zugehörige Flussdichte und g(~r, t) ein vorsorglich eingeführter Quellterm. Die zugehörigen
Randbedingungen auf dem Rand ∂Ω des Gebietes Ω lauten:
u(~r, t) = h∂(~r, t), mit ~r ∈ ∂Ω ∈ R3 (3.1.2a)
u(~r, 0) = h0(~r) (3.1.2b)
wobei h0 der Startwert der PDGL ist und h∂ die Bedingungen auf dem Rand von Ω festlegt.
1Dabei ist es momentan egal, ob es sich um eine Massen-, Ladungs-, Teilchen- oder sonstige Dichte
handelt.
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Abbildung 3.1.1.: Räumliche Diskretisierung eines Gebietes Ω in Ne Teilgebiete Ωkh.
Diese Gebiete können sowohl geradlinige wie auch krummlinige
Ränder ∂Ωkh besitzen.
Als nächstes wird das Gebiet Ω folgendermaßen zerlegt:




Dabei sollen die Ne einzelnen Teilgebiete Ωkh zusammenhängen, nicht überlappen und
deren Vereinigung Ωh dem ursprünglichen Gebiet Ω nahe kommen. Der Index h stellt ein
Maß für die Feinheit der Approximation des Gebietes dar2. Ein Beispiel so einer Zerlegung
ist in Abbildung 3.1.1 dargestellt. Dabei gibt es momentan keine weiteren Einschränkungen
seitens der Form der Teilgebiete. Nichtsdestotrotz sollen hier auch echte Approximationen
(Ω 6= Ωh) zugelassen werden, da diese im späteren Verlauf für weitere Vereinfachungen
notwendig sind. Diese Teilgebiete werden im Folgenden auch Elemente genannt. Nun wer-
den auf jedem dieser Element die zugehörigen Dichte-, Flussdichte- und Quellenfunktionen
definiert. Dabei ergibt die direkte Summe (kanonische Fortsetzung) der Teilfunktionen die
Näherung der Gesamtfunktion auf Ωh. Darüber hinaus werden diese Funktionen in jedem
Element in eine endliche, Nkp lange Linearkombination (LKB) zerlegt, welche aus einer
ortsabhängigen Basis ψki (~r) auf Ωkh und zeitabhängigen Koeffizienten ũki (t), ~̃fki (t) und g̃ki (t)
2Genau beschreibt hier h die Charakteristische Größe der Elemente, wobei gilt: je kleiner h, desto kleiner
die Elemente, desto mehr Elemente werden zur Approximation benötigt, das heißt: h ≈ 1/Ne. Der
genaue Zusammenhang zwischen h und Ne hängt vom konkreten Problem ab.
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besteht. Die Anzahl der Basisfunktionen Nkp kann von Element zu Element variieren.




































Da nach all diesen Approximationen im Allgemeinen nicht mehr davon ausgegangen
werden kann, dass Gleichung 3.1.1 exakt erfüllt wird, werden die Abweichungen zur exakten
Lösung mit Hilfe des elementweisen Residuums Rkh beschrieben:
∂tu
k
h(~r, t) + ~∇~fkh (ukh, ~r, t)− gkh(ukh, ~r, t) = Rkh (3.1.5)
Nun gilt es, die Koeffizienten so zu bestimmen, dass das Residuum verschwindet, oder,
wenn dies nicht möglich ist, es wenigstens zu minimieren. Zu diesem Zweck wird ein Satz
von Testfunktionen φkh eingeführt, wobei gefordert wird, dass das Skalarprodukt dieser










h(~r, t) + ~∇~fkh (ukh, ~r, t)− gkh(ukh, ~r, t)
)
φkh(~r) = 0 ∀φkh (3.1.6b)
Fordert man nun, dass die Testfunktionen dieselbe Gestalt haben sollen wie die Lösung












h(~r, t) + ~∇~fkh (ukh, ~r, t)− gkh(ukh, ~r, t)
)
ψkj (~r) = 0 ∀j, k (3.1.7)
3Prinzipiell ist die genaue Wahl der Testfunktionen beliebig. Wählt man zum Beispiel Np Deltadistri-
butionen of jedem Ωkh so wird die PDGL an den zugeordneten Punkten erfüllt. Boris Galerkin
(∗1871 − †1945) führte 1915 erstmals den nach ihm benannten Ansatz ein, die Basisfunktionen auch
als Testfunktionen zu verwenden. Dieser hat die Forderung zur Folge, dass das Residuum senkrecht
bezüglich des gewählten Skalarproduktes auf dem Raum der Test- und Basisfunktionen steht.
4Hier wurde einfachheitshalber angenommen, dass die Anzahl der Basisfunktionen je Element gleich ist,
das heißt, Nkp = Np ∀k ∈ [1, Ne]
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An dieser Stelle ist es sinnvoll zu bemerken, dass es sich bei den Ne Gleichungssätzen
um vollkommen unabhängige (ungekoppelte) Gleichungssätze handelt, das heißt, dass ein
Element keine Informationen über seine Nachbarelemente kennt. Um nun die fehlenden In-
formationen auszutauschen, hilft die Rückbesinnung auf die Ausgangsgleichung 3.1.1. Da
diese die Form einer Kontinuitätsgleichung hat, soll im Folgenden die Kopplung der Ele-
mente mittels der Flussdichte hergestellt werden. Bildlich gesprochen: Was bei dem einen
Element an Dichte abnimmt, muss in den Nachbarelementen an Dichte hinzukommen. Um











~n · ~f ∗ψkj (~r) ∀j
(3.1.8)
Dabei ist ~n der Flächennormalenvektor auf die betrachtete Elementgrenze. Des Weiteren
wurde die echte Flussdichte ~fkh durch eine numerische Flussdichte ~f ∗ ersetzt. Mit Hilfe die-
ser numerischen Flussdichte wird nun eine Kopplung der Elemente herbeigeführt. Dabei
macht man es sich zu nutze, dass an jeder Elementgrenze zwei Flussdichten existieren, ei-
nerseits die Flussdichte des gerade betrachteten Elementes und andererseits die Flussdichte
des der betrachteten Fläche gegenüberliegenden Elementes. Neben der schwachen Form der
PDGL gibt es auch noch die starke Form, welche jetzt noch schnell nachgereicht werden
soll, bevor im Folgenden der Term mit der numerischen Flussdichte sowie selbige genauer
betrachtet werden. Diese starke Form erhält man durch nochmalige partielle Integration,



















Die numerische Flussdichte ist für sich genommen ein eigenes Untersuchungsgebiet, da sie,
wie bereits erwähnt, die Kopplung zwischen den Elementen sicherstellen soll. Des Wei-
teren fordert man, dass sie möglichst wenig zusätzliche Fehler in das Gleichungssystem
einbringen soll, d. h., die Flussdichte muss so gewählt werden, dass die Lösung sowohl
5Bei der schwachen Form ist der Ortsdifferentialoperator von den Basisfunktionen auf die Testfunktionen
übergegangen. Man bräuchte nun keine differenzierbaren Lösungsfunktionen mehr, was hier, da Basis-
und Testfunktionen gleich sind, aber keine größere Rolle spielt.
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konvergent6 als auch konsistent7 ist. So existieren für verschieden Anwendungsfälle ver-
schiedene numerische Flussdichten mit den zugehörigen Vor- und Nachteilen [16]. Für das
weitere Verständnis wird hier der einfachste Fall der numerischen Flussdichte, die Mittel-
wertsflussdichte (engl.: Central Flux), angenommen, welcher aus dem Mittelwert der links-









Hier ist ~fk+∆kh die zur jeweiligen Fläche gehörige Flussdichte des Nachbarelementes. Damit
lässt sich nun die Wirkung des zusätzlichen Terms weiter herausarbeiten. Zuerst fällt auf,
dass in Gleichung 3.1.10 weder räumliche noch zeitliche Ableitungen enthalten sind. Damit
kann man die Mittelwertsflussdichte als zusätzlichen Quellterm interpretieren. Wenn nun
die beiden beteiligten Flussdichten, aus denen die numerische Flussdichte zusammengesetzt
ist, gleich sind9, das heißt, der Mittelwert ~f ∗ entspricht dann zwangsläufig ~fkh , verschwindet
der gesamte Integrand ~n · (~fkh − ~f ∗) = 0 und somit auch der Kopplungsterm. Des Weiteren
ist dieser Term umso stärker, je weiter die benachbarten Flussdichten auseinander liegen.
Für die folgende numerische Behandlung der Gleichungen bietet es sich an, diese in
Matrixform zu bringen. Dabei werden die Integrale als Einträge von Matrizen aufgefasst10.
Mkij∂tũ
k




































Hier bezeichnet nun Mkij die Massenmatrix, ~Skij die Steifheitsmatrix11 und F kij die Ober-
6Mit feiner werdender Diskretisierung und/oder mehr Basisfunktionen wird der Fehler kleiner.
7Wenn man die exakte Lösung einsetzt, soll die numerische Flussdichte der analytischen entsprechen.
8Wer einen etwas mathematischeren Zugang wünscht, dem kann z.B. [16] nahegelegt werden.
9Gleich meint hier Betrag und Richtung.
10Hier wird wieder vereinfachend angenommen, dass Nkp = Np ist, d. h. die Anzahl der Basisfunktionen
für jedes Element gleich ist. Diese Forderung kann man auch weglassen, jedoch muss dann im Oberflä-
chenintegralterm mit zusätzlichen Projektoren gearbeitet werden. Näheres dazu findet sich im Kapitel
4 über die krummlinigen Elemente.
11Hier liest sich: ~Sk ~̃fk = Skx f̃kx + Sky f̃ky + Skz f̃kz mit Skij,x =
∫
∂xψiψj und den anderen Koordinaten
entsprechend.
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flächenmassenmatrix12. Genauso wie für die starke Form existiert auch für die schwache
Form eine derartige Matrixdarstellung, diese lautet mit obigen Bezeichnungen:
Mkij∂tũ
k
i (t)− (Skij)T ~̃fki (ukh, t) = Mkij g̃iik − F kij
(





Speziell die Matrixdarstellung der starken Form lässt sich zusätzlich etwas übersichtlicher
















~̃fk(ukh, t)− ~̃f ∗(uh, t)
)]
(3.1.13b)
Schlussendlich erhält man die Kontinuitätsgleichung in diskreter Form, bestehend aus der
Zeitableitung, der Divergenz und dem Quellterm (welcher sich selbst in den physikalischen
und den numerischen Teil aufspaltet). Zu beachten ist, dass die Massenmatrix, welche es
zu invertieren gilt, lokal beziehungsweise als globales Gleichungssystem betrachtet, streng
blockdiagonal ist und sich so sehr leicht invertieren lässt (z.B. elementweise)13.
12Diese Namen stammen aus der Anwendung der kontinuierlichen Galerkin-Methode (klassische Finite-
Elemente-Methode) auf die Kontinuumsmechanik.
13Diese Eigenschaft geht verloren, wenn man statt der Erhaltung der Dichte die Stetigkeit fordern wür-
de. Dann würden Basisfunktionen über die Elementgrenzen hinweg, also in mehr als einem Element,
existieren, so dass die globale Massenmatrix nicht mehr elementweise invertiert werden kann ([21]).
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3.1.1. Basisfunktionen
Nachdem im vorangegangenen Kapitel die Grundzüge der DG-Methode skizziert wurden,
wird es in diesem Abschnitt vorrangig um die Konstruktion eines geeigneten Basisfunkti-
onssystems gehen. Dabei werden recht schnell einige Einschränkungen bezüglich der Ele-
mentform (der Ωkh) notwendig, die dazu führen, dass die Zerlegung des Simulationsgebietes
Ω eine echte Approximation Ω ≈ Ωh 6= Ω nach sich zieht.
Mit den obigen Variablen Ne für die Elementanzahl und Np für die Anzahl der Basisfunk-
tionen je Element sind insgesamt Ne ·N2p verschiedene Integrale für jede der fünf Matrizen
M , Dx, Dy, Dz und F zu berechnen14. Um dieser recht großen Zahl Herr zu werden, ist es
üblich, einerseits alle Berechnungen nur für ein Referenzelement I durchzuführen und die
so gewonnenen Ergebnisse auf alle physikalischen Elemente Ωkh zu transformieren, ande-
rerseits einen Basisfunktionssatz so zu wählen, dass diese Berechnungen besonders einfach
durchgeführt werden können. Im Folgenden soll daher zuerst das Referenzelement und
anschließend ein geeigneter Basisfunktionssatz festgelegt werden.
Das Referenzelement
Zum weiteren Verständnis ist es hilfreich, sich mit einigen Konventionen vertraut zu ma-
chen. So bezeichnen von nun an r, s und t die Koordinaten im Referenzelement I und x,
y und z die Koordinaten im physikalischen Element Ωkh. Damit die Implementation der
Koordinatentransformation Ψk : I → Ωkh sowie der Matrixoperatoren besonders leicht ge-






= konst. ∀(x, y, z) ∈ Ωkh ∀(r, s, t) ∈ I (3.1.14)
Diese Eigenschaft besitzen unter anderem alle sogenannten d-Simplexe (Linie, Dreieck,
Tetraeder) jeweils untereinander ([15], [16]). Damit lassen sich alle d-Simplexe gleicher
Dimension mit einer einfachen linearen Abbildung verknüpfen [15]15. Dies erklärt nun
auch die Beliebtheit von Dreiecken und Tetraedern als Grundlage der Ortsdiskretisierung.
Nichtsdestotrotz wären auch andere Referenzelemente, wie z.B. im 2D Vierecke und im 3D
Pyramiden, Prismen und Hexaeder, möglich. Bei diesen ist jedoch die Jacobi-Matrix im
Allgemeinen nicht mehr konstant, d. h., nicht nur vom Element, sondern auch noch vom
14Nimmt man z.B. ein Projekt mit 20000 Elementen und 35 Basisfunktionen je Element, ergeben sich
daraus 122.5 Millionen Integrale.
15Durch diese Vereinfachung müssen nur die Operatoren für das Referenzelement berechnet werden. Damit
ergeben sich bei obigen Beispiel noch N2p = 1225 Integrale.
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Abbildung 3.1.2.: Abbildung Ψk vom Referenzelement I zum physikalisches Element
Ωkh. ∂Ω
k,e
h bezeichnet die Ränder von Ω
k
h.
Ort abhängig. Wie sich dies speziell bei krummlinig begrenzten Körpern auswirkt, wird in
Kapitel 4 behandelt. Wie man sich die Transformation vorstellen könnte, ist in Abbildung
3.1.2 anhand von Dreiecken im 2D dargestellt.
Die Basisfunktionen
Nachdem im vorangegangenen Abschnitt das Referenzelement festgelegt wurde (je nach
Dimension: Linie, Dreieck, Tetraeder), ist das Ziel dieses Abschnittes, ein geeignetes Ba-
sisfunktionssystem ausfindig zu machen. Hierzu sei speziell auf die Referenzen [15, 16, 67]
verwiesen, die diesem Abschnitt zugrunde liegen. Wie bereits bei vorangegangenen Ent-
scheidungen hat man auch hier wieder verschiedene Wahlmöglichkeiten. Eine davon ist ein






j = δij (3.1.15)
Damit entfällt zumindest die Integration der Massenmatrix (M I = I) sowie deren Inversi-
on, da (I−1 = I) ist. Ein System, was diese Eigenschaften besitzt, sind die orthonormierten




alle Basisfunktionen notwendig, obgleich der Hauptteil der Funktionen
im Inneren von I liegt. Es wäre doch denkbar, zu einem System überzugehen, welches eine
Aufteilung in „innere“ und „äußere“ Basisfunktionen vornimmt, so dass zur Auswertung
des Integrals nur noch die „äußeren“ Basisfunktionen berücksichtigt werden müssen. Eines
dieser Systeme ist der Übergang von einer modalen Basis zu einer nodalen Basis, wie sie
z.B. die Legendreschen Interpolationspolynome li mit den Interpolationsknoten ~ri dar-
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Basisfunktionen 1D
Abbildung 3.1.3.: Vergleich der Basisfunktionen im 1D. Linke Seite: ortho-
normierte Jacobi-Polynome, rechte Seite: Legendre-
Interpolationspolynome, welche an genau einem Interpolati-
onspunkt Eins, und an allen anderen Null annehmen. Man
erkennt die Symmetrie der Interpolationspunkte sowie deren nicht
äquidistante Verteilung.
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stellen. Bei dieser Basis, welche für den 1D-Fall in Abbildung 3.1.3 dargestellt ist, sind die
Polynome so konstruiert, dass sie am zugehörigen Knoten Eins sind, und an den anderen
Null ergeben16:
lIi (~rj) = δij ∀~rj (3.1.16)
Mit diesem Funktionssystem müssen für das Oberflächenintegral nur noch die zu den
Randknoten gehörenden Basisfunktionen (beziehungsweise deren Koeffizienten) ausgewer-
tet werden, da die inneren Basisfunktionen, das heißt, die übrigen, nicht zum Randknoten
gehörenden Basisfunktionen, keinen Beitrag liefern. Eine weitere Besonderheit ist, dass die
Koeffizienten der den Knoten zugeordneten Funktionen identisch mit dem Funktionswert
an diesen Knoten sind, das heißt, die Polynome interpolieren eine durch die Werte an den
Knoten vorgegebene Funktion. Der Zusammenhang zwischen Ordnung N der Polynome
und Anzahl der Basisfunktionen Np je Element (und damit Anzahl an Knoten je Element)
errechnet sich zu:
N1Dp = N + 1 (3.1.17a)
N2Dp =




(N + 1)(N + 2)(N + 6)
6
(3.1.17c)
und ist in Tabelle 3.1.1 für die ersten acht Ordnungen aufgeführt. Die Anzahl Nfp der
Knoten je Fläche ∂Ωk,eh entspricht der Knotenanzahl der jeweils niedrigeren Dimension.
Es bleibt noch die Frage nach der Position der passenden Interpolationsknoten zu be-
Tabelle 3.1.1.: Anzahl der Knoten Np im d-Simplex in Abhängigkeit der Ordnung N
und der Dimension.
N 1 2 3 4 5 6 7 8
1D 2 3 4 5 6 7 8 9
2D 3 6 10 15 21 28 36 45
3D 4 10 20 35 56 84 120 165
antworten, da diese die Legendre-Polynome festlegen. Dazu wird eine Abbildung von
den orthonormierten Jacobi-Polynomen zu den Legendre-Polynomen definiert mit dem
Ziel, die vorteilhaften Eigenschaften beider Systeme, das heißt die, einfache Volumenin-
tegration der Jacobi-Polynome und die Auswertung des Oberflächenintegrals mittels der
16Obgleich die Funktionen am zugehörigen Knoten Eins sind, heißt das weder, dass das Maximum Eins
sein, noch dass das Maximum an einem der Interpolationsknoten liegen muss.
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Abbildung 3.1.4.: Verschiebungsfunktion w(x)1D im 1D, als Differenz zwischen äqui-
distanter Knotenverteilung und den LGL-Punkten. Erste Zeile: Re-
sultierende Verschiebungsfunktion für verschiedene Ordnungen so-
wie durch Pfeile skizzierte Verschiebung am Beispiel der 8. Ord-
nung. Zweite Zeile: Äquidistante Knotenverteilung 8. Ordnung.
Dritte Zeile: LGL-Punkte 8. Ordnung.











Damit ergibt sich die Transformationsmatrix V I : ũIi → uIi , in Zukunft Vandermonde-
Matrix genannt, zu:
V I ũI = uI (3.1.19a)
V Iij = ψ
I
j (~ri) (3.1.19b)
Ziel ist nun, diese Transformationsmatrix so numerisch stabil wie möglich zu gestalten.
Dabei ist nach Gleichung 3.1.19 mit der Festlegung auf die Jacobi-Polynome ψj die Ver-
teilung der Knotenpunkte ~ri der einzige noch verbliebene Freiheitsgrad. Hierbei stellt sich
heraus, dass eine äquidistante Verteilung eine suboptimale Wahl darstellt. Eine geeigne-
te Verteilung kann man für 1D-Elemente mit den Legendre-Gauß-Lobatto Punkten
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(LGL) als Interpolationsknoten erreichen17. Leider sind derartige Regeln für den höher-
dimensionalen Raum bislang nicht bekannt, so dass hier der Ansatz aus [67] zum Tragen
kommt, der hier kurz skizziert werden soll. Dazu definiert man sich eine Verschiebungs-
/Projektionsfunktion w(x)1D, welche die „schlechten“ Punkte in „gute“ Punkte verschiebt.
Dies ist in Abbildung 3.1.4 anhand der 8. Ordnung skizziert, und für zwei weitere Ordnun-
gen dargestellt. Dabei fällt auf, dass sich die Verschiebungsfunktion mit der Ordnung nicht
sehr stark ändert. Für den 2D-Fall wird diese, ordnungsabhängige, Verschiebungsfunkti-
on an den Kanten des Dreiecks angelegt und in die Fläche hineingezogen. Dafür geht man
von den „gewöhnlichen“ Koordinaten (r, s) auf die baryzentrischen Koordinaten (λ1, λ2, λ3)
über. Diese haben folgende Eigenschaften:
0 ≤ λi ≤ 1,
∑
i
λi = 1 (3.1.20)






Das heißt, dass jede baryzentrische Koordinate Eins am zugehörigen Eckvertex und Null an
der gegenüberliegenden Kante ist. Die baryzentrischen Koordinaten lassen sich als Funktion













Mit Hilfe dieser Koordinaten lässt sich nun eine Kantenfunktion x2D(r, s) konstruieren die
entlang einer Kante des Dreiecks läuft, und gleichzeitig im ganzen Dreieck definiert ist.
In der ersten Zeile von Abbildung 3.1.5 ist diese Kantenfunktion für (e = 1) zusammen
mit der baryzentrischen Koordinate λ1 dargestellt. Damit wird aus der eindimensionalen
Verschiebungsfunktion w(x) die Kantenverschiebungsfunktion (für die Kante e = 1):
~w2D1 (r, s) = w
1D(λ3 − λ2)~t1 (3.1.23)
Hier wurde zusätzlich der Vektor entlang der Kante (e = 1) ~t1 = (~v3 − ~v2)/|~v3 − ~v2|
17Die Legendre-Gauß-Lobatto-Punkte sind die Gauß-Quadraturpunkte erweitert um die Randpunk-
te des betrachteten Intervalls.
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Baryzentrische Koordinate (λ1 ) Kantenfunktion (λ3−λ2 )
Blendfunktion Optimierte Blendfunktion (α=5/3)
Baryzentrische Koordinaten & Blendfunktion 2D
Abbildung 3.1.5.: Darstellung der baryzentrischen Koordinate für λ1, der „Kanten-
funktion“ λ3 − λ2, der Blendfunktion und der optimierten Blend-
funktion. An den blauen Punkten ist die Blendfunktion nicht de-
finiert, da sie dort Null und Eins gleichzeitig sein müsste. Da die
Verschiebungsfunktion an diesen Stellen verschwindet, kann dieses
Verhalten vernachlässigt werden.
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genutzt, um aus der skalaren Verschiebungsfunktion eine Vektorverschiebungsfunktion zu
gewinnen. Die zugehörige „Blendfunktion“, welche ~w2D1 ausblendet, je weiter ein Punkt von
der betreffenden Kante entfernt ist, lautet:
b2D1 (r, s) =
4λ3λ2
1− (λ3 − λ2)2
(3.1.24)
Für eine weitere Optimierung des Knotensatzes kann man zu einer modifizierten „Blend-
funktion“ übergehen, welche einen Variationsparameter cα enthält





1− (λ3 − λ2)2
(3.1.25)
Diese Blendfunktionen sind in der zweiten Zeile von Abbildung 3.1.5 gegenübergestellt.











Dies ist in Abbildung 3.1.6 sowohl für eine Kante, wie auch als Summe über alle Kanten
dargestellt. Mit Hilfe dieser so konstruierten Verschiebung werden im Anschluss wieder
die äquidistanten Knoten in optimierte Knoten überführt (siehe Abbildung 3.1.6 für die
8. Ordnung). Im Dreidimensionalen wird analog vorgegangen, nur dass nun zwei Verschie-
bungsschritte vorgenommen werden müssen: Der Erste von der Kante zur Fläche und der
Zweite von der Fläche zum Volumen. Mithilfe der so gewonnenen Knotenpunkte, den ortho-
normierten Polynomen im Referenzelement und der Definition der Vandermondematrix
(siehe Gleichung 3.1.19) lassen sich nun die Interpolationspolynome konstruieren. Diese
sind für ein 2D-Element mit einer Approximationsordnung N = 4 in Abbildung 3.1.7
dargestellt.
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Verschiebung untere Kante Verschiebung alle Kanten
Äquidistante Knotenverteilung Optimierte Knotenverteilung
Verschiebungsfunktion 2D
Abbildung 3.1.6.: Konstruktion der Volumen-Verschiebungsfunktion, ausgehend von
einer Kante, sowie die Verteilung der Knotenpunkte vor und nach
der Verschiebung. Die Farben zeigen den Betrag der Verschiebungs-
funktion.
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Abbildung 3.1.7.: Basisfunktionen im Zweidimensionalen auf einem Ωkh, definiert
durch Interpolationspolynome, welche 1 an dem blauen Punkt und
0 an den roten Punkten sind. Man erkennt die nicht äquidistante
Verteilung der Knotenpunkte. Des Weiteren ist das Maximum der 3.
Basisfunktion größer Eins. Die Konturlinien haben einen Abstand
von 0.1 zueinander. Dargestellt sind nur 4 der 15 Basisfunktionen,
da sich die verbleibenden durch Drehung und Spiegelung der dar-
gestellten Funktionen ergeben.
3.1.2. Lokale Operatoren
Nachdem die Wahl der Basis mit den Interpolationspolynomen unter Zuhilfenahme der
orthonormierten Polynome im Referenzelement sowie der Referenzelemente an sich ab-
geschlossen ist, soll es nun um die lokalen Operatoren M , ~D und F gehen. Dabei wird












Hier bezeichnet zur Vereinfachung der Schreibweise Jk gleich die Jacobi-Determinante.
Des Weiteren wird jetzt ersichtlich, wieso bei der Wahl der Elemente eine möglichst einfache
Transformation im Vordergrund stand, denn nun kann man Jk, da es sich nur noch um eine
Zahl handelt, aus dem Integral herausziehen. Wendet man noch obige Vandermonde-





Um die nun hinzugekommene Inversion muss man sich nicht weiter kümmern, da die Mas-
senmatrix in den Gleichungen ihrerseits nur invertiert vorkommt, so dass schließlich gar
keine Inversion mehr nötig ist. Etwas aufwendiger ist die Berechnung der Ableitungsmatrix
~D = M−1~S. Dazu wird eine Hilfsmatrix ~VI eingeführt:
~VI = ~DIV (3.1.30)
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Der Index I verweist darauf, dass hier die Ableitung nach den Koordinaten des Referenz-
elementes I gebildet wird. Diese enthält folgende Einträge:
~VI,ij = ~∇Iψj(~ri) (3.1.31)




ergibt. Es ist an dieser Stelle wichtig darauf hinzuweisen, dass ~DI hier nicht mehr vom
konkreten Element Ωkh abhängt. Die Ableitungsmatrix ~Dk nach den physikalischen Koor-

















































Hier sind die partiellen Ableitungen nach den Koordinaten selbstverständlich vom kon-
kreten physikalischen Element Ωkh abhängig. Diese Quotienten sind im Allgemeinen, und
speziell für gekrümmte Elemente, auch vom Ort abhängig, so dass sie nur für spezielle
Elementtypen (z.B. Dreiecke und Tetraeder) für jedes Element konstant sind und sich so
als einfache Zahl ausdrücken lassen. Neben der „starken“ Ableitung wird für die schwache
Form der PDGL noch die „schwache“ Ableitung ~Dw benötigt.
~DwI = M
−1~STI (3.1.34)
= V V T (V T )−1~V TI M
T (3.1.35)
= V ~V TI M (3.1.36)
Bei der letzten Umformung ist zu beachten, dass die Massenmatrix M symmetrisch ist,
das heißt, M = MT . Bleibt als letzter Operator nur noch die Oberflächenmassenmatrix
F . Einfachheitshalber wird im Folgenden nur eine Nachbarfläche betrachtet. F wird ana-
log zur Volumenmassenmatrix Mk bestimmt, mit dem Unterschied, dass nun neben dem
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Die gesamte Flächenmassenmatrix ergibt sich dann als Summe der einzelnen Beiträge (mit





Neben diesen Hauptoperatoren ist es noch hilfreich, zwei spezielle Matrizen, die Filter-
matrix FI und die Interpolationsmatrix IM , einzuführen. Die erstgenannte stellt einen
Tiefpass dar, der die Oberschwingungen (die hohen polynomialen Ordnungen) reduziert,
während die zweitgenannte eine Koordinatentransformation zwischen verschiedenen Inter-
polationsknotensätzen durchführt, um z.B. eine Funktion in der Ordnung 4 in eine der
Ordnung 8 umzurechnen. Die Filtermatrix ist definiert durch (siehe [16]):






, (N1, N2, N3) > 0, N1 +N2 +N3 < N (3.1.39b)
σ(η) =
1, 0 ≤ η ≤ ηc = Nc/Nexp(−α(η−ηc
1−ηc )
s), ηc ≤ η ≤ 1
(3.1.39c)
Dabei beschreibt das Tripel (N1, N2, N3) die Ordnung in den drei Raumdimensionen18, α
die Filterstärke, s die Flankensteilheit und Nc die „Cut-Off“-Ordnung. Die Interpolations-
matrix lässt sich mit Hilfe von Gleichung 3.1.19 definieren:
IM = V (~rZiel) ·V −1 (3.1.40)
Dabei ist V (~rZiel)ij = ψj(~rZiel,i) die Vandermonde-Matrix, genommen an den Zielpunk-
ten, auf die eine Funktion abgebildet werden soll.
Damit haben wir alle Operatoren beisammen, um nun zum eigentlichen Zeitschrittver-
fahren überzugehen. Bei der Herleitung wurde gezeigt, dass durch geschickte Wahl von
Referenzelement und Basisfunktionssatz keines der Integrale im herkömmlichen Sinne aus-
18Im 2D handelt es sich entsprechend nur um ein Paar und im 1D nur um eine Zahl.
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gerechnet werden musste, sondern sich diese auf einfache Algebra zurückführen lassen.
Einzig die Auswertung der Jacobi-Polynome erfordert etwas mehr Aufwand, der sich je-
doch mittels effizienter Rekursionsformeln bewältigen lässt.
3.1.3. Zeitschrittverfahren
Nach den vorangegangenen Abschnitten existiert nun ein Gleichungssystem der Gestalt
∂tũ = L(ũ, t) (3.1.41a)
L(ũ, t) = − ~D ~̃f + g̃ +M−1F [...] (3.1.41b)
Der Übersicht wegen wurden einige Abhängigkeiten nicht mit aufgeführt. Bei diesem Sys-
tem ist es gelungen, die Ortsableitungen zu eliminieren, so dass nunmehr ein gewöhnli-
ches Differentialgleichungssystem mit der Zeit t als Variable übrig bleibt. Die Lösungs-
möglichkeiten reichen dabei vom einfachen Euler-Verfahren bis hin zu komplizierteren
Adam-Bashforth-Verfahren ([55]). In dieser Arbeit kam ein Runge-Kutta-Verfahren,
genauer fünfstufiges speichereffizentes Runge-Kutta-Verfahren vierter Ordnung, wie in
[11, 16, 27, 45] beschrieben, zur Anwendung. Um die Thematik des Zeitschrittes zu mo-
tivieren, soll hier kurz ein deutlich einfacheres Verfahren, das explizite Euler-Verfahren,
skizziert werden. Dabei wird von einer Differentialgleichung (DGL) der Form ˙̃u = L(ũ, t)
ausgegangen. Man startet mit ũ(t = t0) = ũ0 und errechnet den nächsten Zeitschritt
u(t+ ∆t) mittels:
ũ(t+ ∆t) = ũ(t) + ∆t ·L (ũ(t), t) (3.1.42)
Ähnlich funktioniert auch das in dieser Arbeit verwendete Runge-Kutta-Verfahren [16].
p(0) = ũ(t) (3.1.43a)
i ∈ [1, ..., 5] :
k(i) = aik(i−1) + ∆tL(p(i−1), t+ ci∆t)p(i) = p(i−1) + bik(i) (3.1.43b)
ũ(t+ ∆t) = p(5) (3.1.43c)
Dabei bezeichnen die ai, bi und ci die Runge-Kutta-Koeffizienten, während die pn und
kn Hilfsvariablen darstellen. Hier drängt sich nun die Frage nach dem optimalen Zeitschritt
auf, denn: Ist ∆t zu kurz, vergeudet man Rechenzeit, ist er zu lang, divergiert die Lösung.
Um nun das Courant-Friedrichs-Levi-Kriterium19 (CFL) ([11, 16, 64]) zu erfüllen, das
19Das CFL-Kriterium besagt, dass das Spektrum der Eigenwerte innerhalb der Stabilitätskontur des ge-
wählten Zeitschrittverfahrens liegen muss.
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heißt, um den optimalen Zeitschritt zu berechnen, gibt es einen theoretischen und einen
pragmatischen Ansatz. Ersterer errechnet den Zeitschritt anhand des Eigenwertspektrums
des Operators L (siehe hierzu insbesondere die oben angegebenen Quellen). Dies ist je-
doch häufig nur für eher überschaubare Probleme möglich, da auch das Bestimmen von
Ne ·Np Eigenwerten eine gewisse Zeit in Anspruch nimmt20. Deshalb wird hier ein pragma-
tischer Ansatz gewählt. Dazu vergegenwärtigt man sich die physikalische Interpretation des
Zeitschrittes. Dieser muss so bemessen sein, dass die Information von einem Knoten zum
nächsten Knoten gelangen kann. Das heißt (mit c die charakteristische Geschwindigkeit




Da auch diese Berechnung einiges an Zeit erfordert, geht man vom kleinsten Knotenabstand
auf den Innenkreisradius (von Dreieck, beziehungsweise Tetraeder) über. Dieser lässt sich





Dieser Quotient lässt sich nun wiederum mit der Oberflächen- und Volumen-Jacobi-









ermitteln lässt. Hier wurden noch rLGL als der kleinste Abstand der Legendre-Gauß-
Lobatto-Punkte im Referenzelement und ccfl als eine Konstante in der Größenordnung
ccfl ≈ 1 eingeführt. Der Umweg über die Jacobi-Determinanten statt der direkten Berech-
nung mittels der Volumen und Oberflächen hat den Vorteil, dass bereits etwaige Anpassun-
gen bezüglich der in Kapitel 4 behandelten gekrümmten Elementen bereits berücksichtigt
sind.
Bemerkung zur Rechenzeit
Häufig stellt sich die Frage nach der typischen Rechenzeit tCPU , die für ein Projekt be-
nötigt wird. Diese lässt sich nur sehr schwer beantworten, da sie immer vom konkreten
Projekt, der verwendeten Rechentechnik und der Implementation abhängt. Die verschie-
20Nimmt man wieder ein Problem mit 20000 Elementen mit je 35 Basisfunktionen, so sind es immerhin 7
Millionen Eigenwerte.
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denen methodenbedingten Einflüsse hängen dabei von der Elementanzahl, der kleinsten
räumlichen Diskretisierung und der „Güte“ des physikalischen Systems ab und lassen sich
dabei in folgender (vereinfachter) Formel für die Rechenzeit tCPU zusammenfassen:
tCPU = tΩkhNt(Ne + c+) (3.1.47)
Dabei ist tΩkh die benötigte Rechenzeit je Element, wobei hier davon ausgegangen wird,
dass alle Elemente gleicher Art sind, und sich so die Rechenzeit je Element als Konstante
ausdrücken lässt21. Des Weiteren bezeichnet Nt, die Anzahl der Zeitschritte die notwendig
ist, um ein Projekt zu berechnen. Diese Anzahl ist mit tphy die physikalische Zeitspanne,





Die zu betrachtende Zeitspanne tphy hängt dabei wesentlich vom physikalischen System
insbesondere der Dämpfung bzw. Güte der etwaigen Resonanzen ab, während ∆t propor-
tional zum kleinsten Element und damit zur Auflösung der räumlichen Diskretisierung
ist. Die noch verbleibende Konstante c+ beschreibt weitere Recheneinheiten, die nicht di-
rekt zur DG-Methode gehören, aber zum Gelingen der Simulation notwendig sind und
regelmässig anfallen. Diese umfassen zum Beispiel die Frequenzfilter für die „On-The-Fly“
Fouriertransformation, Hilfsdifferentialgleichungen zur Beschreibung der Materialien und
des PMLs, Feldinjektion über die TF/SF-Kontur und ähnliche Zusatzmodule.
Diese kurze Ausführung zeigt, dass die konkrete Vorhersage der Rechenzeit nicht trivial
ist, und verdeutlicht, warum unter Umständen ähnliche Systeme ganz verschiedene Re-
chenzeiten aufweisen können.
Damit ist die kurze Einführung in die unstetige Galerkin-Methode beendet. Jetzt
folgen noch die Besonderheiten der speziellen PDGL-Systeme der Maxwell-Gleichung
und der Euler-Gleichung.
21Diese Annahme trifft insbesondere für die in dieser Arbeit behandelten runden Elemente nicht mehr zu,
weswegen diese Formel in Kapitel 4 eine Erweiterung erfährt.
22Selbstverständlich machen nur ganzzahlige Zeitschritte Sinn, so dass in der Praxis immer auf die nächst-
höhere ganze Zahl gerundet werden muss.
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3.2. Maxwell-Gleichung in DG
Nachdem im vorangegangenen Abschnitt die DG-Methode im Allgemeinen behandelt wur-
de, soll nun die Anwendung dieses Verfahrens auf die Maxwell-Gleichungen diskutiert
werden. Dabei dienen insbesondere die Referenzen [7, 15, 16, 20, 35, 46] als Grundlage.
Da die DG-Methode hier in Erhaltungssatzform eingeführt wurde, müssen zunächst die
Maxwell-Gleichungen 2.1.1 geeignet umgeschrieben werden23:































Dabei bezeichnet ê den Vektor der Einheitsvektoren und ~j = ∂t ~P den Polarisationsstrom24.
Zu beachten ist nun lediglich, dass es sich bei û um einen 6-dimensionalen Vektor (für die
6 Feldkomponenten) und bei f̂ um einen 6 × 3 - dimensionalen Vektor (für die 6 Felder
sowie die 3 Raumdimensionen) handelt. Dass es sich bei dieser Schreibweise tatsächlich
um die Maxwell-Gleichungen handelt, verdeutlicht am besten ein Beispiel:




Wobei hier nur die Ex-Komponente betrachtet wurde, für die anderen Feldkomponenten
gilt dieser Ansatz entsprechend. Als nächstes folgt wieder die Zerlegung der Felder in die
23Es soll an dieser Stelle nicht verwundern, dass mathematische Vektoren X̂ und physikalische Vektoren
~X miteinander verrechnet werden. Dies dient lediglich einer übersichtlicheren Schreibweise.
24Mittels des Polarisationstromes werden die zur Simulation dispersiver Materialien notwendigen Hilfsdif-
ferentialgleichungen an die Maxwell-Gleichungen angekoppelt. Dabei wirken dann diese Materialien
als Quellen und Senken des elektromagnetischen Feldes. So nimmt z.B. ein Lorentz-Oszillator, wenn
er von einem Pulse getroffen wird, Energie auf, wirkt somit als Senke für das elektromagnetische Feld
und gibt diese später teilweise wieder durch Strahlung ab, wirkt demnach als Quelle für das Feld.
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Des Weiteren sollen die Materialkonstanten für jedes Element konstant25 sein, das heißt:
ε(r) = εk = konst. µ(r) = µk = konst. ∀~r ∈ Ωkh (3.2.3)
Für eine spätere kürzere Schreibweise wird zudem noch die Impedanz Z und deren Kehr-









Damit ergibt sich die gewöhnliche DGL in DG-Ortsdiskretisierung zu:
εk∂t ~E




















f̂kH − f̂ ∗H
)]
(3.2.5b)
Zur Vervollständigung des Schemas ist nur noch die Evaluation der numerischen Fluss-
dichte notwendig. Obgleich hier die Mittelwertsflussdichte möglich wäre, welche zudem die
Erhaltung der Energie sicherstellen würde, soll eine modifizierte Variante, die „Upwind
Flux“, verwendet werden, der über einen freien Regelparameter α verfügt. Dazu betrachtet
man gleich die ganzen Integranden ~n · (f̂k − f̂ ∗):
~n ·
(





























+ ~n× Y +∆ ~E
}
(3.2.6b)
25Mittlerweile wurden auch Artikel veröffentlicht, die sich mit anisotropen Materialkonstanten beschäf-
tigen [28]. Da solche in dieser Arbeit nicht vorkommen und gleichzeitig eine etwas kompliziertere
numerische Flussdichte erfordern, soll hier nicht weiter darauf eingegangen werden.
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Dabei wurden folgende Abkürzungen (mit X− der Funktionswert von Element Ωkh und
X+ der Funktionswert des jeweiligen Nachbarelementes) verwendet:
∆X = X− −X+ X̄ = 1
2
(X− +X+) (3.2.7a)
























den Sprung in der Tangentialkomponente von ~E beziehungsweise ~H über die Elementgren-
zen berücksichtigt. Jetzt wird auch die Bedeutung des Parameters α ∈ [0, 1] klar, mit dem
zwischen dem „Central Flux“ (α = 0) und dem klassischen „Upwind Flux“ (α = 1) gewich-
tet werden kann. Ist α = 0, so hat man volle Energieerhaltung, kauft sich unter Umständen
unerwünschte Moden der Felder beziehungsweise zum Teil deutlich kürzere Zeitschritte ein.
Wählt man hingegen α = 1, so werden diese Sprünge zwar minimiert, man dämpft dabei
aber das System, so dass eine zusätzliche Absorption die Energieerhaltung verletzt. In der
Praxis hat sich jedoch gezeigt, dass der „kontinuierlicheren“ Lösung der Vorzug zu geben
ist, da diese eher der physikalischen Realität entspricht, so dass sich die oben beschriebene
Dämpfung hauptsächlich auf die unerwünschten, nichtphysikalischen Lösungen auswirkt.
Damit kann schließlich die Stabilität des Systems erhöht werden [11].
3.2.1. Randbedingungen
Nachdem im bisherigen Verlauf lediglich die DG-Methode auf die Lösung im Volumen des
Simulationsgebiets Ωh behandelt wurde, soll es hier um die noch benötigten Randbedingun-
gen gehen. Diese lassen sich in zwei wichtige Bereiche aufteilen, die Anfangswerte für die
Simulation und die „eigentlichen“ Randbedingungen auf dem Rand ∂Ωh des betrachteten
Volumenstückchens. Während die Anfangswerte stark von der gewählten Aufgabenstel-
lung abhängen, lassen sich die klassischen Randbedingung etwas allgemeiner klassifizie-
ren. Zu diesen Bedingungen gehören insbesondere der perfekte elektrische Leiter (engl.:
Perfect Electric Conductor: PEC26), der perfekte magnetische Leiter (engl.: Perfect Ma-
26Beim PEC verschwinden die tangentialen ~E-Feld-Komponenten. Er wird auch dann verwendet, wenn
ein Streuer aus einem perfekten Metall simuliert werden soll.
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gnetic Conductor: PMC27) sowie die sogenannte absorbierende Randbedingung (Silver-
Müller Perfectly Matched Layer: SM-PML). Letztere hat insbesondere die Aufgabe, die
aus dem Simulationsgebiet hinauslaufenden elektromagnetischen Wellen zu absorbieren.
Diese Randbedingung ist aber nur für Wellenvektoren ~k parallel zur Oberflächennorma-
len exakt. Die ersten beiden Randbedingungen beschreiben hingegen perfekte elektrische
beziehungsweise magnetische Spiegel. Sie dienen vor allem zur Berechnung von Kavitäten
oder zur Reduzierung des Rechenaufwandes, wenn Symmetrieebenen berücksichtigt wer-
den können. Die Randbedingungen werden über die Felddifferenzen (siehe hierzu Gleichung
3.2.6) bei der Flussberechnung im Gleichungssystem berücksichtigt. Daher genügt hier die
Angabe der zu wählenden Differenzen ∆ ~E und ∆ ~H ([16, 45, 46]):
Tabelle 3.2.1.: Randbedingungen für die Maxwell-Gleichungen
∆ ~E ∆ ~H
PEC 2 ~E− 0
PMC 0 2 ~H−
SM-PML 2 ~E− 2 ~H−
3.2.2. Implementationstests
Nach all der Theorie folgen nun die ersten echten Simulationen. Bevor es allerdings tat-
sächlich an die Nanooptik geht, muss die Implementation des Codes getestet sowie die
noch freien Parameter bestimmt werden. Zu diesen gehören der kritische Zeitschritt ∆t
und die PML-Parameter. Als Tests der Implementation stehen die reinen Maxwell-
Gleichungen, Randbedingungen, TF/SF-Kontur, Materialmodelle und Frequenzfilter auf
dem Programm.
Bestimmung des kritischen Zeitschrittes
Als sicherlich wichtigste Aufgabe folgt nun die Bestimmung des Zeitschrittes ∆t. Als Ansatz








27Beim PMC verschwinden die tangentialen ~H-Feld-Komponenten.
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Dabei ist die kritische Geschwindigkeit c gleich der Vakuumlichtgeschwindigkeit c0 als
größter möglicher Geschwindigkeit einer elektromagnetischen Welle. Es bleibt noch die
Bestimmung der CFL-Variablen cCFL. Dazu wurde für jede der drei Dimensionen die Zeit-
evolution der Grundmode in einer Kavität als Funktion der Ortsdiskretisierung h, der
Ordnung der Approximationspolynome N und des cCFL-Parameters berechnet. Hier ist
h ein Maß für die Größe der Elemente, und das Inverse von h ein Maß für die Anzahl
der Elemente je Einheitslänge. Damit entspricht 1/h im 1D gleichzeitig der Anzahl der
Elemente Ne. Als Kavitäten kamen dabei die Einheitswürfel in den drei Dimensionen,
wie in Tabelle 3.2.2 definiert, zum Einsatz: Als Startwert wurde die Grundmode (n = 1,
Tabelle 3.2.2.: Einheitswürfel Ωh in verschiedenen Dimensionen, inklusive der Lösung
für die Ez-Komponente mit der zugehörigen Frequenz ω.
Ωh Ez ω
1D ~r ∈ [0, 1] sin(nπx) πn
2D ~r ∈ [0, 1]× [0, 1] sin(nπx) sin(mπy) π
√
n2 +m2
3D ~r ∈ [0, 1]× [0, 1]× [0, 1] sin(nπx) sin(mπy) π
√
n2 +m2
Tabelle 3.2.3.: Verwendete Diskretisierungen h in Abhängigkeit der Ordnung N und
der Dimension zur Bestimmung von cCFL.
N 1
h
: 1D & 2D 1
h
: 3D
1 - 2 4 - 64 4 - 32
3 - 4 2 - 32 2 - 16
5 - 8 1 - 16 1 - 8
m = 1), wie in Tabelle 3.2.2 aufgeführt, angesetzt. Danach wurde nach 100 Periodendauern
T = 2π/ω der Fehler der Ez Komponente:
Fehler = max
Np,Ne
∣∣Eanalytischz − EDGz ∣∣ (3.2.8)
im Vergleich zur analytischen Lösung ausgewertet. Diese Ergebnisse sind exemplarisch für
ausgewählte Parameter in Abbildung 3.2.1 zusammengestellt. Deutlich sieht man, dass
der kritische cCFL-Parameter mit steigender Ordnung N zunimmt (linke Seite), jedoch
für eine gewählte Ordnung „relativ“ unabhängig von der konkreten Diskretisierung ist28.
28Der Ausreißer für h = 1 geht auf Rundungsfehler zurück, da, um exakt 100 Perioden rechnen zu können,
der Zeitschritt so angepasst wird, dass ∆t ein ganzzahliger Teil von 100T ist, und in diesem Zusam-
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h 16
1D CFL Kriterium
Abbildung 3.2.1.: Bestimmung des CFL-Zeitschrittes im 1D. Links für ein Netz mit
16 Elementen und verschiedenen Ordnungen. Rechts für die ach-
te Ordnung und verschiedenen Diskretisierungen. Dabei ist jeweils
der Fehler der Simulation nach 100 Periodendauern in Abhängig-
keit der cCFL Konstanten dargestellt. Deutlich sieht man den kriti-
schen Zeitschritt, bei dem der Fehler sehr stark wächst. Zudem ist
die Abhängigkeit der cCFL Konstante von der Ordnung und deren
Unabhängigkeit von der Diskretisierung sichtbar.
Die so aus allen Rechnungen bestimmten „kleinsten“ Parameter cCFL(N) sind in Tabelle
3.2.4 zusammengetragen. Weiterhin bietet die Abbildung die Möglichkeit, den Verlauf des
Fehlers auch unterhalb des kritischen Zeitschrittes zu studieren. Hier fällt auf, dass für
die niedrigen Ordnungen N < 4, Fehler > 10−7 der Fehler unabhängig vom konkreten
cCFL, und damit vom Zeitschritt ist (solange ∆t < ∆tkrit.). Dies deutet darauf hin, dass
der Fehler durch die räumliche Diskretisierung bestimmt ist. Anders verhält es sich für die
hohen Ordnungen und hier speziell N > 5. Hier lässt sich insbesondere für cCFL < 0.3,
trotz höherer Ordnung, keine Steigerung der Genauigkeit erreichen. Dies wird besonders
im Vergleich von N = 8, h = 8 mit N = 8, h = 16 deutlich, die, obwohl Letztere die
doppelte räumliche Auflösung besitzt, den gleichen Fehler aufweisen. Ursache ist hier die
endliche Zahlendarstellung im Computer, welche eine Präzision von ca. 12 - 14 Digits
erlaubt. Im Zwischenbereich von 0.3 < cCFL < ckrit.CFL steigt der Fehler recht schnell von
10−12 um, je nach Ordnung N , 2 bis 4 Größenordnungen. In diesem Bereich bilden die
endliche Stabilität der Matrizen und die durch den „Upwind Flux“ eingeführte künstliche
Dämpfung die Hauptfehlerquelle. Soweit nicht anders vermerkt, wurde in allen folgenden
menhang immer die im Vergleich zur Zeitschrittschätzung nächsthöhere Zeitschrittanzahl verwendet
wurde.
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Tabelle 3.2.4.: CFL Konstanten, in Abhängigkeit der Ordnung N und der Dimension.
N 1D 2D 3D
1 0.678 0.477 0.33
2 0.704 0.540 0.42
3 0.796 0.665 0.54
4 0.882 0.745 0.64
5 0.958 0.834 0.71
6 1.025 0.878 0.77
7 1.084 0.936 0.82
8 1.139 0.968 0.86
Rechnungen cCFL = 0.8ckrit.CFL verwendet.
Konvergenzanalyse
Nachdem der kritische Parameter ckrit.CFL zur Schätzung des optimalen Zeitschrittes bestimmt
wurde, kann nun die eigentliche Konvergenzanalyse folgen. Ohne auf weitere Details ein-
zugehen29, sei an dieser Stelle vermerkt, dass bei Verwendung des „Upwind Flux“ für die
Maxwell-Gleichung in der, in dieser Arbeit, verwendeten Form folgende scharfe Fehler-
begrenzung gilt: ∣∣ûexakt − ûDG∣∣ ≤ (c1 + c2 ·T ) ·hN+1 (3.2.9)
Dabei ist û die Lösung der PDGL, c1 und c2 systemabhängige Konstanten, h wieder ein
Maß für die charakteristische Größe des größten Elementes sowie N die Ordnung der
Approximationspolynome. Da die Ordnung in der Literatur häufig mit p statt mit N ab-
gekürzt wird, spricht man auch von hp-Konvergenz. Diese besagt, dass der Fehler umso
kleiner wird, je höher die Ordnung beziehungsweise je kleiner die Elemente sind. Des Wei-
teren besagt diese Fehlergrenze, dass der Fehler im Wesentlichen linear mit der Zeit steigt.
Wenn die der Arbeit zugrunde liegende Implementation richtig ist, so muss sie die gleiche
Konvergenzrate von Fehler ≈ hN+1 zeigen. Dazu wurden für die höheren Dimensionen
(2D & 3D) die bereits vorhanden Ergebnisse von oben mit cCFL = 0.1 ausgewertet (hier
nicht gezeigt), während für den 1D-Fall die in Abbildung 3.2.2 dargestellten Ergebnisse
mit cCFL = 0.2ckrit.CFL und deutlich mehr Zwischenwerten für h = 1/Ne ermittelt wurden.
Dabei stellte sich heraus, dass die Ordnungen N = 2...8 die erwartete Konvergenzrate
zeigen. Eine Ausnahme bildet die Ordnung N = 1, die eine ähnliche Konvergenzrate wie
N = 2 zeigt. Eine Besonderheit ist noch die Ordnung N = 8, für die relativ wenige Daten
29Eine eingehende Untersuchung zu diesem Thema findet sich in [15, 16].
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Abbildung 3.2.2.: Konvergenzanalyse für lineare Elemente im 1D. Dargestellt ist der
Fehler der Simulation der Einheitskavität im 1D als Funktion der
Ordnung und der Elementgröße h. Dabei ist die Abnahme des Feh-
lers um so größer, je höher die Ordnung ist. Des Weiteren sieht
man sehr schön die Fehleruntergrenze bei 12−12 als Folge der fini-
ten Zahlendarstellung im Computer.
zur Verfügung stehen, um die Konvergenzrate über einen größeren Dynamikumfang von
h bestimmen zu können, da hier bereits für Ne = 6 die systembedingte Untergrenze des
Fehlers erreicht wird. Des Weiteren macht sich auch hier wieder die endliche Genauigkeit
der Zahlendarstellung bemerkbar. Nachdem der niedrigste Fehler erreicht ist, steigt dieser
mit kleiner werdendem h sogar wieder leicht an. Ursache ist wieder die endliche Präzision
und die damit verbundenen Rundungsfehler.
Materialanalyse
Nach den etwas technischen Analysen geht es nun um die Überprüfung der Implementation
der Materialmodelle, des DFT-Filters sowie der Feldinjektion mittels TF/SF-Kontur. Die-
se Rechnungen lassen sich gut im 1D durchführen30, da hier alle Randbedingungen exakt
erfüllt werden können und man sich so noch nicht um den PML kümmern muss. Darüber
hinaus sind alle weiteren Gleichungen und Ansätze identisch zu den höheren Dimensionen.
Mit der Wechselwirkung des elektromagnetischen Feldes mit einer planparallelen Platte
steht zudem ein etwas interessanteres Testsystem, als es die „einfachen“ Kavitäten waren,
30Genau genommen unterscheidet der Code nicht zwischen 1D, 2D und 3D. Es werden immer alle 6 Feld-
komponenten mit denselben Klassen und Funktionen berechnet. Lediglich die notwendigen Operatoren
werden, wie in Abschnitt 3.1.2 dargestellt, an die entsprechende Dimension angepasst.
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Abbildung 3.2.3.: 1D Planparallele Platte: Das System besteht aus vier Bereichen
(SF, TF, planparallele Platte der Dicke d, TF) und wird durch
die im 1D exakte SM-PML Randbedingung abgeschlossen. An der
Grenze zwischen dem SF-Bereich und dem TF-Bereich wird die
Anregung in das System injiziert.
zur Verfügung, dessen Lösung auch analytisch zugänglich ist [4]. Das untersuchte System
besteht aus einer planparallelen Platte der Dicke d aus den Materialien Glas (n = 1.5,
d = 1 µm), Drude-Silber (d = 0.01 µm) und Drude-Lorentz-Gold (d = 0.02 µm). Da-
bei entsprechen die Materialparameter der Metalle denen aus Tabelle 2.3.1. Eine Skizze ist
in Abbildung 3.2.3 dargestellt. Bestimmt wird hierbei Reflexion, Transmission und Absorp-
tion im Wellenlängenbereich von 0.4− 2.0 µm. Dazu wurde ein differenzierter Gauß-Puls
mit der Mittenwellenlänge von 0.7 µm verwendet. Während der Simulation wurde das ~E-
und ~H-Feld an 100 Frequenzpunkten im oben genannten Wellenlängenbereich gefiltert. Die
Ortsdiskretisierung der planparallelen Platte bestand aus Elementen 4. Ordnung der Län-
ge 0.1 µm, 0.01 µm und 0.02 µm für Glas, Silber beziehungsweise Gold. Die analytischen


































Dabei ist n̆1 der komplexe Brechungsindex der planparallelen Platte und n1 der Brechungs-
index des umgebenden Mediums (in diesem Fall Luft mit n1 = 1). Der Vergleich zwischen
analytischer Lösung und der DG-Simulation ist in Abbildung 3.2.4 für die drei verschiede-
nen Fälle dargestellt. Als Wichtigstes fällt die sehr gute Übereinstimmung zwischen Theorie
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Abbildung 3.2.4.: Vergleich der Transmissions- und Reflektionsspektren für verschie-
dene Materialmodelle. Linien: Analytische Lösung, Kreuze: DG-
Lösung. Bei den Werten von Silber wurde die Absorption um den
Faktor Zehn vergrößert gezeichnet.
und (numerischem) Experiment auf, so dass Pulsinjektion, DFT-Filter, Materialmodelle
und Randbedingung gut zu funktionieren scheinen.
PML-Parameter
Nachdem nun wesentliche Bestandteile des Codes verifiziert wurden, bleibt noch der op-
timale Parametersatz für die PML zu bestimmen. Vereinfachend wird in der Herleitung
wieder nur die Absorption in x-Richtung behandelt. Die anderen Raumrichtungen ergeben
sich wieder sinngemäß. Als erste Eigenschaft wird angenommen, dass das Absorptionsprofil
des PMLs einem polynomialen Verlauf folgt, um den Übergang zwischen der eigentlichen
Rechendomäne und dem Absorptionsbereich so sanft wie möglich zu gestalten. Mit l als
Abstand von der Rechendomäne-PML-Grenze in x-Richtung, ∆l als PML-Dicke, S als
Grad des Polynoms und R als Absorptionsstärke des PMLs folgt für das Absorptionsprofil
([2, 7, 20, 35, 46]):









Es sind noch geeignete Parameter R und S zu ermitteln. Dazu wurden im 2D zwei Systeme
gerechnet, ein Testsystem mit einer von einem PML umschlossenen Luftdomäne sowie ein
deutlich größeres Referenzsystem ohne PML. Beide sind in Abbildung 3.2.5 dargestellt.
Dabei besteht das Testsystem aus dem grünen (Luft) und roten (PML) Bereich und endet
am Außenrand der roten Fläche. Das Referenzsystem setzt sich hingegen über alle Bereiche
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Abbildung 3.2.5.: Netz zum Berechnen des PML Fehlers. Grün: Luft, rot: PML und
blau: zusätzliche Referenzdomäne. Größe: 6× 6 Längeneinheiten.
(hier alle samt Luft) fort. Abgeschlossen werden die Systeme jeweils (das Testsystem nach
dem roten, das Referenzsystem nach dem blauen Bereich) mit den PEC-Randbedingungen.
Diese führen zu einer starken Reflexion, so dass nicht absorbierte Wellen leicht sichtbar







und die Ordnung der Approximationspolynome lag bei N = 8. Nun wurden der Feldfehler
Ez in der inneren (grünen) Domäne als Differenz zwischen Referenzsystem und Testsystem
in Abhängigkeit von der Zeit t und dem Parametern R und S bestimmt. Das Ergebnis ist
in Abbildung 3.2.6 dargestellt. Dabei zeigt die linke Figur den Zeitverlauf der maximalen
Felddifferenzen für ausgewählte Parameter R und S. Hier fallen im Wesentlichen drei wich-
tige Zeiten auf. Erstens trifft bei t = 1 das Maximum des auseinander laufenden Pulses
die PML-Region, zweitens erreichen die am PEC am Ende der PML-Region zurückreflek-
tierten Wellen bei t = 2 wieder die innere Domäne, und drittens gelangen bei t = 6 die am
PEC des Referenzsystems reflektierten Wellen wieder in den grünen Bereich. Daher ist für
die Bestimmung der Güte des PMLs nur der Zeitbereich 0 ≤ t < 6 entscheidend, in der
das Referenzsystem ohne Einflüsse vom Rand läuft. Genauer wurde in dieser Arbeit das
Maximum des Fehlers im Bereich 0 ≤ t ≤ 4 als Maß für die Qualität des PMLs verwendet.
Anhand der Abbildung 3.2.6 links lässt sich auch gut die Wirkung der Parameter S und
R studieren. So sorgt eine hohe Ordnung S des Absorptionsprofils tatsächlich für einen
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Abbildung 3.2.6.: Optimierung der PML Parameter. Im ersten Diagramm ist das Zeit-
verhalten des PML-Fehlers für verschiedene Parameter gezeigt. Im
zweiten Diagramm ist der maximale PML-Fehler für t < 4 für die
verschiedenen Parameter S und R gezeigt.
kleineren Fehler im ersten Zeitfenster von 0 ≤ t ≤ 2 (vgl. S = 0, R = 5 und S = 2, R = 5),
während dieser Parameter keinen Einfluss auf den zweiten Zeitbereich von 2 ≤ t ≤ 4 hat.
Die Fehlerwerte für S = 0, R = 5 und S = 2, R = 5 zeigen in diesem Bereich exakt den
gleichen Verlauf. Dieser Bereich, der durch die Absorption des PMLs bestimmt wird, lässt
sich daher am besten über die PML-Stärke R regeln. So nimmt erwartungsgemäß die Ab-
sorption, und damit die Güte des PMLs, mit steigendem Wert für R zu (vgl. S = 0, R = 5
und S = 0, R = 10). Gleichzeitig steigt aber auch die erste Reflexion an der Luft-PML-
Grenze minimal. Es gilt nun zwischen einer möglichst großen Absorption und einer nicht
zu großen Reflexion an der Luft-PML-Grenze zu balancieren. Hier hilft die rechte Abbil-
dung, in welcher für jeden Parameter S der maximale Fehler für 0 ≤ t ≤ 4 als Funktion
der PML-Stärke R aufgetragen wurde. Zuerst sinkt der Fehler sehr schnell mit steigendem
R und unabhängig von S, bevor ab R > 13 die Unterschiede aufgrund der verschiedenen
Reflexionen an der Luft-PML-Grenze deutlich werden. Vor Erreichen der „Sättigung“ ist
der Fehler durch die Absorption des PMLs dominiert. Dass der minimale Fehler für S > 2
noch nicht erreicht wurde, liegt hier an den noch zu niedrigen PML-Stärken R.
Da für die meisten Probleme eine Genauigkeit von 4 Digits ausreicht (der Fehler liegt
dann bei ca. 0.01%), häufig mit deutlich weniger Elementen und Ordnungen für den PML
gerechnet wird und so mit einer deutlich schlechteren Ortsauflösung sowohl das exponen-
tiell abklingende Feld wie auch das Absorptionsprofil aufgelöst werden muss, wurde im
Folgenden, soweit nicht anders erwähnt, mit R = 10 und S = 0 gerechnet.
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3.3. Euler-Gleichung in DG
Nachdem der Formalismus der Maxwell-Gleichungen vorgestellt und erste Verifikationen
dazu präsentiert wurden, soll es jetzt um das zweite große PDGL-System, die Euler-
Gleichungen, gehen. Dies gestaltet sich dahingehend etwas leichter, da sie per se eine
natürliche Erhaltungssatzdarstellung besitzen, auf die hier zurückgegriffen werden kann:








 ρ~vρ~v ⊗ ~v + p





Dabei wurde wieder ein Quellterm für die Teilchenerzeugung δρ, die Kraftdichte ~F (als
Quelle beziehungsweise Senke der Impulsänderung) und der Quellterm für die Energieän-

























Die Zerlegung des Quellterms ĝ erfolgt sinngemäß. Im Gegensatz zur Maxwell-Gleichung
kommt hier nun die schwache Form der DG-Methode zum Einsatz:
∂tû
k(t) = (Mk)−1(~Sk)T f̂k + ĝk − (Mk)−1F k[~nf̂ ∗] (3.3.3)
Als numerische Flussdichte wird hier die lokale Lax-Friedrichs-Flussdichte verwendet:
(nxfx + nyfy + nzfz)




31Hier gilt es jetzt zu beachten, was die Erhaltungsgrößen sind. So wird jetzt die Teilchenstromdichte [ρ~v]
die Erhaltungsgröße, so dass das Produkt aus Dichte ρ und Geschwindigkeit ~v diskretisiert werden
muss. Gelegentlich findet man statt [ρ~v] auch ~j, dann gilt es jedoch sorgfältig zwischen der Teilchen-
stromdichte und der mit dem gleichen Symbol verknüpften Ladungstromdichte qρ~v (mit q als Ladung
pro Teilchen) zu unterscheiden.
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Hier ist γ wieder der adiabatische Exponent.
Interpolationsfehler
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Abbildung 3.3.1.: Dargestellt ist die Entstehung des Interpolationsfehlers im 1D für
ein Element dritter Ordnung bei Multiplikation mit f(x) = x3−x.
Oben Links: Ausgangsfunktion (hier die Jacobi-Polynome) bis zur
dritten Ordnung. Oben Rechts: das „echte“ Produkt. Unten Links:
die Bildung des Produktes mittels Evaluierung an den Stützstel-
len ri mit nachfolgender Interpolation. Unten Rechts: das „echte“
Produkt der Ausgangsfunktionen, projiziert auf den Raum der Po-
lynome bis zur Ordnung Drei. Deutlich ist der Unterschied zwischen
der Auswertung des Produktes an den Stützstellen und der „echten“
Multiplikation mit anschließender Projektion zu sehen.
Im Gegensatz zu den Maxwell-Gleichungen sind die Euler-Gleichungen nichtline-
ar. Des Weiteren muss man sich vergegenwärtigen, dass alle Berechnungen nicht mit den
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Polynomen an sich, sondern nur noch mit den Koeffizienten und damit mit den Werten
der Felder an den Interpolationsknoten durchgeführt werden. Dies ist richtig, solange der
Raum der Polynome der Ordnung N nicht verlassen wird, das heißt, solange nur Linear-
kombinationen von Polynomen der Ordnung N vorkommen, wie dies bei den Maxwell-
Gleichungen der Fall ist. Im nichtlinearen Fall treten nun nicht nur Linearkombinationen,
sondern auch Produkte und Potenzen auf (z.B. in der Berechnung des Flusses und des
Druckes). Dies führt dazu, dass die Interpolation nicht mehr die korrekte Funktion dar-
stellt, sobald die Funktion die Ordnung N verlässt. Derartige Fehler werden auch Ali-
asfehler genannt. Dies ist in Abbildung 3.3.1 für den Fall der Multiplikation mit x3 − x
dargestellt. Dabei stellt die obere Zeile die Ausgangsfunktionen, in diesem Beispiel die
Jacobi-Polynome, in der Basis der Legendre-Polynome aili(x) bis zur dritten Ordnung
und die Zielfunktion (x3 − x)aili(x) dar. In der unteren Zeile ist die Interpolation der
Zielfunktion an den Punkten ri und die Projektion P der Zielfunktion auf die Basis der
Legendre-Funktion bis zur Ordnung N = 3 dargestellt. Ersichtlich ist der Unterschied
zwischen der exakten Zielfunktion und den Approximationen zu sehen. Deutlich wird auch
der Unterschied zwischen der exakten Approximation über die Projektion und der einfachen
Interpolation aufgezeigt. Diese Interpolationsfehler können zu unkontrolliertem Verhalten
führen. Eine Möglichkeit, sie zu umgehen, wäre, die Berechnung des Flusses in einem Raum
mit höherer Interpolationsordnung (in diesem Beispiel addieren sich die Ordnung der In-
terpolationspolynome N und die der Multiplikationsfunktion M zu N + M = 3 + 3 = 6)
auszuführen und die so erhaltenen Ergebnisse wieder zurückzuprojizieren. Dies kostet im
Allgemeinen sehr viel Rechenzeit, da die Funktionen von der Ordnung N in die Ordnung
N+M konvertiert werden müssen, dann folgt die Berechnung auf den zur Ordnung N+M
gehörenden Knoten und schließlich noch die Rückprojektion von M +N nach N . Da sich
zeigt, dass meist nur die höheren Ordnungen zu diesem Effekt beitragen, begnügt man sich
jedoch mit einem deutlich kostengünstigeren Filter (siehe Abschnitt 3.1.2), der die höheren
Funktionsanteile wegdämpft.
Die Wahl des Zeitschrittes
Die Wahl des geeigneten Zeitschrittes gestaltet sich bei den Euler-Gleichungen etwas
schwieriger, da sich im allgemeinen Fall die maximale Geschwindigkeit, das heißt die
Schallgeschwindigkeit, auch während der Simulation ändert. Des Weiteren beeinflussen
Aliasfehler die Stabilität des Systems in nicht unbeträchtlichem Umfang, besonders wenn
die Felder nur schwach räumlich aufgelöst sind. Es gibt Ansätze, bei denen dieser Zeit-
schritt dynamisch anhand der momentanen maximalen Schallgeschwindigkeit im System
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In dieser Arbeit wurde der Zeitschritt jedoch, soweit nicht anders genannt, festgehalten. Es
zeigte sich, dass damit brauchbare Ergebnisse erzielt werden konnten. Nur wenn die Lösung
schwach aufgelöst wurde, kam es zur Instabilität des Systems, die sich aber resistent gegen
eine Verkürzung des Zeitschrittes zeigte.
3.3.1. Randbedingungen
Als Randbedingung kommen bei der Euler-Gleichung die „Slip“- und die „No-Slip“ Be-
dingungen zum Einsatz. Dabei bezeichnet erstere die klassische Reflextion der Teilchen am
Rand. Darüber hinaus fordert letztere zusätzlich, dass die Tangentialkomponente der Ge-
schwindigkeit identisch verschwindet. Die Berücksichtigung der Randbedingungen erfolgt
hier über die Einführung virtueller äußerer Knoten.
Tabelle 3.3.1.: Randbedingungen für die Euler-Gleichung
ρ+ U+ ρ+~v+
SLIP ρ− U− ρ−~v− − 2(~n− · ρ−~v−) ·~n−
NOSLIP ρ− U− −ρ−~v−
89
3 Unstetiges Galerkin-Verfahren 3.3 Euler-Gleichung in DG
3.3.2. Konvergenztests
Auch bei den Euler-Gleichungen wurde zunächst ein Konvergenztest durchgeführt. Dazu
wird hier der „Isentrope Wirbel“ behandelt [16, 71], da dies eines der wenigen Systeme
ist, für die eine analytische Lösung bekannt ist. Hierbei handelt es sich um einen Wirbel,
der sich in einem Geschwindigkeitsfeld mitbewegt. Die analytische Lösung beträgt (mit
γ wieder als adiabatischem Exponenten, β als Wirbelstärke und T als Temperatur des
Fluids32):






















p = ργ (3.3.7d)
Des Weiteren ist δr2 = δx2 + δy2, δx = x − x0, δy = y − y0 und ~r0 = (x0(t), y0(t))T
die momentane Position des Wirbels. Die Werte für das Geschwindigkeitsfeld betragen für
die Temperatur T∞ = 1 und die Geschwindigkeit ~v∞ = ~ex. Der Wirbel hatte eine Stärke
von β = 5. Diese Lösung ist in Abbildung 3.3.3 für die Dichte ρ und die Stromdichte [ρ~v]
skizziert. Das Simulationsgebiet ist in Abbildung 3.3.2 dargestellt. Für den Test startete
Abbildung 3.3.2.: Skizze des Simulationsgebietes des isentropen Wirbels. Gezeigt ist
die Position des Wirbels zu Beginn und Ende der Simulation sowie
der Rahmen, welcher die Funktionsauschnitte aus Abbildung 3.3.3
beinhaltet.
32Bei diesem System (isentroper Prozess und ideales Fluid) beträgt T = p/ρ und p/ργ = 1.
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der Wirbel in der linken Hälfte und es wurde bis ∆t = 10 gerechnet, so dass der Wirbel in
der rechten Hälfte angelangt ist. Als Randbedingung wurde ein offenes Gebiet gewählt, was
durch Vorgabe der exakten analytischen Lösung auf dem Rand ∂Ωh verwirklicht wurde.
Eine graphische Darstellung der Dichte und der Stromdichte in der Startkonfiguration
findet sich in Abbildung 3.3.3. Als Zeitschritt wurde hier cCFL = 0.26ckrit. gewählt, was
Abbildung 3.3.3.: Dichte, x- und y-Komponente der Stromdichte. Die Grunddichte
beträgt 1, die Grundgeschwindigkeit ~v = vx = 1. Die Isokonturli-
nien haben einen Abstand von 0.1. Die Bilder sind 5x5 Einheiten
groß.
zusammen mit einem Filter (sFilter = 8, αFilter = 0.5%) zu stabilen Ergebnissen geführt
hat. Dabei ergibt sich die CFL-Konstante aus 0.8/cmax mit cmax ≈ 3.042 der maximalen
Schallgeschwindigkeit im System (siehe Gleichung 3.3.5 und 3.3.7)
Als Maß für den Fehler wurde die Abweichung in der Energie gewählt:
Fehler = max
Np,Ne
∣∣Uanalytisch − UDG∣∣ (3.3.8)
Das Ergebnis ist in Abbildung 3.3.4 dargestellt. Als erstes fällt wieder auf, dass mit höhe-
rer Ordnung beziehungsweise feiner werdender Diskretisierung, der Fehler abnimmt. Des
Weiteren nimmt er als Funktion der Elementgröße umso stärker ab, je höher die gewählte
Ordnung ist. Dies ist wieder eine Folge der hp-Konvergenz (siehe auch Gleichung 3.2.9).
Darüber hinaus sind die Systeme, bei welchen die „exakte“ Integration verwendet wurde,
um bis zu 1,5 Größenordnungen genauer als die Systeme, bei denen nur mittels der Interpo-
lationsknoten gerechnet wurde. Dieser Unterschied ist insbesondere bei niedrigen Ordnun-
gen (N = 1) beziehungsweise bei Systemen mit „schlechter“ Ortsauflösung (Elementgröße
h > 5 · 10−2) zu erkennen. Die Ursache ist in der schlechten räumlichen Überbestimmt-
heit der Interpolationsknoten zu sehen, die als Genauigkeitsreserve für die nichtlinearen
Operationen während des Lösens der Euler-PDG benötigt wird. Im Allgemeinen über-
wiegt jedoch der Zeitvorteil der Interpolationsknoten gegenüber dem Genauigkeitsvorteil
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Abbildung 3.3.4.: Konvergenzanalyse isentroper Vortex 2D. Die durchgezogenen Lini-
en wurden unter Verwendung der Approximationsknoten und eines
schwachen Filters bestimmt, die gestrichelten Linien mittels der im
Text beschriebenen Projektionsoperatoren. Dabei kann man fest-
stellen, dass die „exakte“ Integration, je nach Ordnung, um bis zu




Nachdem im letzten Kapitel eine effiziente Variante der DG-Methode vorgestellt wurde,
geht es in diesem Kapitel um eine weitere Verallgemeinerung, die krummlinigen Elemente.
Bei jeder dieser Verallgemeinerungen, die in der Regel einen nicht unbeträchtlichen Mehr-
aufwand mit sich bringen, gilt es immer abzuwägen, ob sich der Mehraufwand lohnt. Dass
dies tatsächlich der Fall sein kann, soll durch einige Beispiele illustriert werden. Aber zuerst
sollen die krummlinigen Elemente motiviert werden.
Warum krummlinige Elemente?
Wenn man ein System mit krummlinigen Begrenzungsflächen, wie zum Beispiel Goldna-
nopartikel, mittels DG berechnen will, so muss es nach dem vorangegangen Abschnitt
in Teilgebiete zerlegt werden, wobei aus bereits erläuterten Gründen die Verwendung von
d-Simplexen zweckmäßig ist. Schaut man sich Abbildung 4.0.1 an, so fällt auf, dass das Par-
Abbildung 4.0.1.: Motivation runde Elemente. Linke Seite: Zerlegung eines Kreises in
Dreiecke. Mitte: Die aus der Zerlegung resultierende Position der
Randknoten inklusive der Richtung der Normalenvektoren. Rech-
te Seite: Korrigierte Position der Randknoten und Richtung der
Normalenvektoren.
tikel nicht genau wiedergegeben wird. Dabei sind hier zwei Unstimmigkeiten festzuhalten:
erstens, dass die Randknoten nicht auf dem zu beschreibenden Rand liegen, und zweitens,
dass auch die Normalenvektoren, die zur Berechnung der Stetigkeitsbedingung (genau-
er der Oberflächenflussintegrale) notwendig sind, nicht in die richtige Richtung weisen.
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Insbesondere existieren für jede Ecke/Kante, im Gegensatz zum Ausgangsobjekt, mehre-
re Normalenvektoren, was zwangsläufig zu Irritationen führt. Die Idee der krummlinigen
Elemente ist nun, diese beiden Probleme zu korrigieren.
4.1. Allgemeines Verfahren
Um nun zu den krummlinigen Elementen zu gelangen, sind drei Schritte nötig. Erstens
wird eine Darstellung der Knoten auf dem Rand benötigt, danach erfolgt die Aktuali-
sierung der Volumenknoten und schließlich die Anpassung der Operatoren. In Abbildung
Abbildung 4.1.1.: Vorgehensweise zur Konstruktion der runden Elemente. Ausgehend
vom ursprünglichen Element, wird als Erstes der Rand der Bogen-
länge nach korrigiert, bevor als Zweites diese Verschiebung in das
Innere des Elementes übertragen wird.
4.1.1 sind die ersten beiden Schritte schematisch dargestellt. Dabei ist darauf zu ach-
ten, dass die Abbildung von den linearen zu den krummlinigen Randknoten in der Weise
geschieht, dass die Knotenabstände, bezogen auf die Bogenlänge, gleich bleiben, um die
Interpolationseigenschaften nicht zu verschlechtern. Als nächstes werden die Änderungen
analog zur Konstruktion der Volumenknoten wieder in das Innere hineingezogen (siehe Ab-
schnitt 3.1.1). Die zugehörige Vektorverschiebungsfunktion ~w2D,ce=1 (siehe Gleichung 3.1.23)
lässt sich mit Hilfe der alten Randknoten ~ri,e, den neuen Randknoten ~rci,e und den 1D-
Interpolationspolynomen l1Di,e (am Beispiel der ersten Kante) wie folgt:
~w2D,ce=1 (r, s) =
∑
i
(~rci,e=1 − ~ri,e=1)l1Di,e=1(λ3 − λ2) (4.1.1)
konstruieren. Der einzige Unterschied besteht darin, dass die Verschiebungsfunktion nun
neben Komponenten entlang der Oberfläche auch solche senkrecht dazu beinhaltet.
Nachteilig bei den krummlinigen Elementen ist, dass die Transformation vom Referenz-
element auf das physikalische Element nicht mehr so einfach vonstatten geht, da die
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Jacobi-Matrix nun nicht mehr konstant für alle Knotenpunkte ist.
Bevor nun die Konstruktion der Operatoren präsentiert wird, sei noch eine kurze Be-









Jki wif(~ri) ~ri ∈ I (4.1.3)
Dabei sind die ~ri geeignete Punkte aus dem zu integrierenden Gebiet und die wi die zug-
hörigen Wichtungen. Hier wurde zusätzlich noch die Transformation des Integrals auf das
Referenzelement durchgeführt. Damit ist ein Integral nichts anderes als die Summe über
die Interpolation der zu integrierenden Funktion. Die Wichtungen sind dann der Beitrag
einer Interpolationsfunktion zum Gesamtintegral. Nicht von ungefähr entspricht auch die
erste Zeile der Vandermonde-Matrix den Wichtungen1. Die Frage nach der Integrierbar-
keit einer Funktion ist damit äquivalent zu deren Interpolierbarkeit. Die Stützpunkte sind
demnach so zu bestimmen, dass die Funktion mit möglichst wenigen Punkten numerisch
stabil interpoliert werden kann2.












und unter Verwendung der Vandermonde-Matrix V clj = lj(rl) gebildet an den Integral-
knoten:
Mk = (V c)T diag(wJk)V c (4.1.6)
1Die erste Zeile enthält den Anteil des konstanten Jacobi-Polynoms.
2Passende Integrationsregeln finden sich in [13, 74]
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k(∂xr∂r + ∂xs∂s + ∂xt∂t)li(rl)lj(rl) (4.1.10)









Dabei sind die DcI = V cI V −1 mit V cI,ij = ∇Iψj(rci ) wie bei den linearen Elementen konstru-
iert, nur jetzt eben an den neuen Integrationspunkten rc. Die fehlenden Matrizen für Sky
und Skz erhält man entsprechend. Die Verknüpfung zur Ableitungsmatrix ~Dk,c erfolg über
die inverse Massenmatrix:
~Dk,c = (Mk,c)−1~Sk,c (4.1.12)
Für die Integration an der Oberfläche geht man ähnlich vor. Zuerst werden die Element-
knoten (und zwar alle, nicht nur die auf dem Rand) in die Integrationsknoten mittels der
Interpolationsmatrix V gij = lj(r
g
i ) überführt. Danach erfolgt die Flussberechnung, wie in
den entsprechenden Abschnitten 3.2 und 3.3 erwähnt, und schließlich die Abintegration
mittels:
F g = (V g)T diag(wgJkg ) (4.1.13)
Hierbei ist zu beachten, dass der Oberflächenintegraloperator nun mit (Mk,c)−1 zu multi-
plizieren ist und nicht mehr mit (Mk)−1.
Räumliche Ableitung in der schwachen Form
Während die Massenmatrizen (für das Volumen und die Oberflächen) für die starke und
die schwache Form der PDGL-Systeme identisch sind, muss bei der schwachen Form der
räumlichen Ableitung die transponierte Darstellung verwendet werden. Damit lautet die
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Die anderen Richtungsableitungen ergeben sich wieder sinngemäß.
Bemerkung zu Rechenzeit
Ähnlich zu Abschnitt 3.1.3 soll auch hier eine Abschätzung der Rechenzeit tCPU erfolgen.
Dazu wird Formel 3.1.47, wie folgt, erweitert:
tCPU = tΩkhÑt(Ne + cNceNce + c+) (4.1.15)
Dabei ist Nce die Anzahl der gekrümmten Elemente und cNce der zusätzliche Aufwand
für ein rundes Element, bezogen auf den Aufwand für ein lineares Element3 und Ñt =
cNtNt berücksichtigt eine Änderung der Zeitschrittanzahl als Folge der Anpassung des
kritischen Zeitschrittes ∆t. Das heißt, die runden Elemente können auf zwei Wegen zu
einer Vergrößerung der Rechenzeit beitragen. Einerseits, da durch die runden Elemente
mehr Zeitschritte notwendig sein können, als für lineare Elemente, und andererseits, da
die Behandlung eines runden Elementes aufwändiger ist, als die Behandlung eines linearen
Elementes. Auf der anderes Seite könne runde Elemente insgesamt zu einer Einsparung
der Rechenzeit führen, wenn dadurch mit einer gröberen Diskretisierung gearbeitet werden
kann. Diese gröbere Diskretisierung hat die Vorteile, dass der kleinste Zeitschritt größer
gewählt werden kann (aufgrund des größeren kleinsten Elementes), was unter Umständen
die Anpassung von cNt kompensiert und das weniger Elemente behandelt werden müssen,
so dass auch hier der Mehraufwand cNce ausgeglichen werden kann.
3Eine alternative Darstellung behandelt die linearen und die runden Elemente unabhängig mit:
tCPU = tΩkhÑt(Nle + c̃NceNce + c+)
Dabei ist nun Nle die Anzahl der linearen Elemente mit Nle = Ne −Nce und c̃Nce = cNce + 1.
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4.2. Gekrümmte Elemente in 2D
Abbildung 4.2.1.: Netze 2D-Kreiskavität. Die Auflösung des Randes wurde von sechs
Randelementen auf 192 Randelemente vergrößert. Dabei stellt die
obere Reihe eine randselektive Verfeinerung des Netzes und die un-
tere Reihe eine uniforme Verfeinerung des Netzes dar.
Für den 2D benötigt man für eine möglichst genaue und stabile Darstellung der Oberflä-
che nur eine Parameterdarstellung des Randes als Funktion der Bogenlänge um die Oberflä-
chenpunkte zu bestimmen. Die Abwicklung der Kurve auf das Referenzelement (1D - Linie)
ist dann einfach. Für die in der Arbeit verwendeten Netze wurden nur Kreisausschnitte
verwendet. Die zugehörigen Knotenpunkte wurden vom hauseigenen Netzgenerator A.1
analog zu Abschnitt 4.1 bestimmt4.
Als erster Test für die Implementation diente eine kreisförmige Kavität. Dazu wurden je
sechs Netze mit feiner werdendem Rand, einerseits mit uniformer Elementgröße und ande-
rerseits mit selektiver Elementgröße betrachtet (siehe Abbildung 4.2.1). Als Ausgangsfeld
diente die Grundmode der Kavität (eine „H“-polarisierte zylindrische Besselfunktion nach
Abschnitt 2.1.4). Nach 100 Periodendauern wurde der maximale Fehler der Ez-Komponente
durch Vergleich mit der analytischen Lösung bestimmt:
Fehler = max
Ne,Np
∣∣Eanalytischz − EDGz ∣∣ (4.2.1)
Als Basisfunktion wurde die Ordnung N = 4, einmal mit gekrümmten sowie einmal mit
linearen Elementen verwendet. Das Ergebnis ist in Abbildung 4.2.2 dargestellt. Als erstes
fällt auf, dass man mit runden Elementen eine optimale Konvergenz erreicht. Des Weite-
4In [16] ist die Projektion von Rand- zu Volumenknoten nur in 2. Ordnung exakt, in höheren Ordnungen
verzieht die Projektion, da nicht mit den baryzentrischen Koordinaten gearbeitet wird. Für kleine
Änderungen zur quadratischen Näherung (z.B. alle Netze in dieser Arbeit) war der Unterschied jedoch
vernachlässigbar.
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Abbildung 4.2.2.: Konvergenzanalyse der 2D-Kreiskavität. Linke Seite: Fehler, rechte
Seite: Rechenzeit. Kreise: runde Elemente, Vierecke: lineare Ele-
mente. Label „a“: adaptive Verfeinerung, Label „u“: uniforme Ver-
feinerung.
ren sieht man, dass für lineare Elemente die Volumendiskretisierung keine Rolle spielt, das
heißt, die Fehlerkurven liegen genau aufeinander. Dies bedeutet, dass der ganze Fehler aus-
schließlich vom Rand herrührt. Zudem ist das feinste Netz mit linearen Elementen immer
noch schlechter als das gröbste Netz mit runden Elementen, obwohl es die 32fache Anzahl
an Randelementen zeigt, sodass schon jetzt die bessere Effizienz der runden Elemente deut-
lich wird. Differenzierter sieht es beim Vergleich zwischen uniformer und nichtuniformer
Verfeinerung bei den runden Elementen aus. Hier wird recht schnell der Volumenanteil am
Fehler durch die gröberen Elemente im Inneren der selektiven Verfeinerung sichtbar, wäh-
rend die uniforme Verfeinerung eine Genauigkeit bis hin zur finiten Zahlenrepräsentation
hinab ermöglicht.
Bemerkung zur Rechenzeit
Für alle oben genannten Rechnungen war cNt ≈ 1, da es sich bei den hier verwende-
ten runden Elementen um konvexe Verformungen der Elemente handelte. Der zusätzliche
Mehraufwand lag bei cNce ≈ 5. Damit ist ein rundes Element in der in dieser Arbeit ver-
wendeten Implementation ca. sechsmal teurer wie ein lineares Element. Die normierten
Rechenzeiten sind in Abbildung 4.2.2 zusammengetragen. Dabei fällt sowohl die niedrigere
Rechenzeit für die adaptiv verfeinerten Netze im Vergleich zu den uniform verfeinerten
Netzen auf, wie auch der zunehmende Angleich der Rechenzeiten von linearen und run-
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den Elementen bei uniformer Verfeinerung der Netze. Die Ursache für letzteres liegt in
der unterschiedlichen Zunahme der inneren und äußeren Elemente. So steigt die Anzahl
der inneren Elemente mit (1/h)2, während die runden Elemente nur mit 1/h zunehmen,
so dass sich mit forschreitender Verfeinerung das Verhältnis von runden zu linearen Ele-
menten zugunsten der linearen entwickelt, und so die Zeit, welche mit der Berechnung der
runden Elemente verbracht wird, eine geringere Rolle spielt. Anders verhält es sich mit der
selektiven Verfeinerung, bei der sowohl die Anzahl der Randelemente, wie auch die Anzahl
der inneren Elemente im Wesentlichen linear mit 1/h zunimmt.
Vergleicht man nun noch das feinste adaptive Netz mit linearen Elementen mit dem
gröbsten uniformen Netz mit runden Elementen, da diese ungefähr den gleichen Fehler
besitzen, so sind die runden Elemente bei gleichem Fehler ca. 443 mal schneller als die
linearen Elemente.
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4.3. Gekrümmte Elemente in 3D
Abbildung 4.3.1.: Netze der 3D-Kugelkavität. Die Auflösung des Randes wurde von
42 Randelementen auf 20832 Randelemente verfeinert. Dabei stieg
die Gesamtzahl der Elemente von 42 auf 172032 Elemente.
Abbildung 4.3.2.: Beispiel verschiedener Approximationsordungen (von links nach
rechts: B = 1, 2 & 4) der Oberfläche einer Kugel am Beispiel der
Umkugel eines Oktaeders. Die Güte (Ordnung B) der Oberflächen-
approximation darf nicht verwechselt werden mit der Ordnung N
der Approximationspolynome für das elektromagnetische Feld.
Im Gegensatz zum Zweidimensionalen gestaltet sich die Gewinnung der Oberflächenkrüm-
mung hier etwas schwieriger. Einerseits lieferte der verwendete Netzgenerator (NETGEN
siehe [60]) nur eine Oberflächenrepräsentation bis zur zweiten Ordnung, das heißt, die
Eckpunkte sowie die Kantenhalbierenden zwischen den Eckvertices. Andererseits existiert
keine einfache Abwicklung einer allgemein gekrümmten Oberfläche auf die Ebene, so dass
hier zwangsläufig Abstriche hinsichtlich der Qualität der Integration in Kauf genommen
werden müssen. Darüber hinaus existieren im Dreidimensionalen tendenziell mehr Rand-
elemente, da nun nicht nur Elemente als Rand gezählt werden welche über eine Randfläche
verfügen, sondern auch jene welche über eine Randkante verfügen. Das heißt, im 3D zählen
alle Elemente als runde Elemente, die über wenigstens eine Kante verfügen, die auf einer
gekrümmten Oberfläche liegt5.
5Damit sind automatisch auch alle Elemente erfasst, bei denen eine Fläche, und damit mindestens drei
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Als Testsystem dient nun eine kugelförmige Kavität. Es diente wieder die Grundmode als
Anregung (eine „H“-polarisierte sphärische Besselfunktion nach Abschnitt 2.1.4). Um den
Einfluss der Oberflächenrepräsentation auf das Ergebnis zu studieren, wurden in diesem
Beispiel fünf Netze (siehe Abbildung 4.3.1) mit verschiedenen polynomialen Approxima-
tionsordnungen B = 1, 2, 4 der Kugeloberfläche (siehe Abbildung 4.3.2) verwendet. Dabei
kam zur Gewinnung der Oberflächenapproximation der in Abschnitt A.2 beschriebene Al-
gorithmus zum Einsatz. Die Ordnung der Basisfunktionen war wiederN = 4. Der maximale








































Abbildung 4.3.3.: Konvergenzanalyse der 3D-Kugelkavität. Linke Seite: Fehler, rechte
Seite: zugehörige Rechenzeit. Bei der Berechnung ist es für die run-
den Elemente unerheblich in welcher Genauigkeit die Oberfläche
vorliegt. Daher ist die Rechenzeit für B = 2 und B = 4 identisch.
wird auch hier die Bedeutung der Oberflächenapproximation deutlich. So erzielt bei an-
sonsten gleichen Parametern die jeweils höhere Oberflächenapproximationsordnung (nicht
zu verwechseln mit der Ordnung der Basispolynome) einen kleineren Fehler als die jeweils
niedrigere. Des Weiteren fällt hier das Fehlerminimum bei 10−4 auf, dessen Ursache nicht
vollständig geklärt ist, da sich mit den linearen Elementen, aufgrund der Größe der Projek-
te und der zur Verfügung stehenden Rechenkapazität, keine derartig genauen Ergebnisse
erzielen ließen. Auch war es mit höherer Ordnung nicht möglich ein genaueres Ergebnis
zu erzielen, so dass die 10−4 als unteres systembedingtes Limit gesehen werden kann. Des
Weiteren ist auch hier das feinste Netz mit linearen Elementen deutlich schlechter, als das
gröbste Netz mit runden Elementen und genauester Oberflächenrepräsentation.
Kanten, auf einer gekrümmten Oberfläche liegen.
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Bemerkung zur Rechenzeit
Auch hier lag die Zeitkonstante cNt ≈ 1, da auch in diesem Fall wieder nur konvexe Verfor-
mungen der Elemente stattfanden. Darüber hinaus ist es für die runden Elemente nicht von
Bedeutung, welche Genauigkeit die zugrundeliegende Repräsentation des Randes besitzt,
so dass die Rechenzeiten für B = 2 und B = 4 identisch sind. Des Weiteren lag der empi-
risch ermittelte Wert für cNce bei ≈ 7, so dass ein rundes Element achtmal länger in der
Berechnung dauert wie ein lineares Element. Die Ergebnisse der Rechenzeit in Abhängig-
keit vom Netz sind in Abbildung 4.3.3 dargestellt. Auch hier wird wieder der Anstieg der
Rechenzeit mit feiner werdendem Netz und der Angleich der Rechenzeiten zwischen den
linearen und den runden Elementen deutlich. Ermittelt man nun den Geschwindigkeits-
vorteil der runden gegenüber den linearen Elementen bei etwa gleichem Fehler, so erhält
man für B = 4 eine circa 9300 mal kürzere Rechenzeit und für B = 2 immerhin noch eine
690 mal kürzere Rechenzeit.
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5. Ergebnisse
5.1. Plasmonische Nanostrukturen im 2D
Nachdem in den vorangegangenen Kapiteln die Grundlagen der DG-Methode erläutert
wurden, sollen nun die ersten Anwendungen auf nanooptische Systeme folgen. Dabei wird
im Folgenden der Auswirkung der runden Elemente in plasmonischen Systemen die meiste
Aufmerksamkeit gewidmet.
5.1.1. Partikel
Als erstes folgt die Betrachtung eines unendlich langen zylindrischen Stabes (2D-Kugel).
Es ist eines der einfachsten plasmonischen Systeme mit bekannter analytischer Lösung
([4, 42]). Das hier behandelte System ist in Abbildung 5.1.1 skizziert. Der Durchmesser der
Abbildung 5.1.1.: Skizze der 2D-Kugel. Das System besteht aus insgesamt vier Be-
reichen: der 2D-Kugel, dem TF-Bereich, dem SF-Bereich und dem
abschließenden PML
„2D-Silberkugel“ beträgt 150 nm, das Material entspricht dem in Tabelle 2.3.1 aufgeführten
Drude-Silber. Da mit den Erkenntnissen aus den vorangegangenen Kapiteln die Oberflä-
che der Kugel den kritischen Teil der Simulation bildet, werden hier zwei verschiedene
Diskretisierungsvarianten betrachtet. Einerseits drei uniforme Verfeinerungen des Netzes
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mit sechs bis 24 Randelementen (siehe Abbildung 5.1.2), andererseits fünf oberflächense-
lektive Verfeinerungen mit 6 bis 96 Randelementen (siehe Abbildung 5.1.3). Es wurden
(a) 6 Randelemente (b) 12 Randelemente (c) 24 Randelemente
Abbildung 5.1.2.: Serie uniform verfeinerter Netze. Die Farben grenzen die verschie-
denen Simulationsgebiete (Gelb: Partikel, Rot: TF, Grün: SF und
Blau: PML-Bereich) voneinander ab.
bei diesen Rechnungen Polynome 4. bzw. 8. Ordnung mit linearen und runden Elementen
verwendet. Als Anregung diente ein TE-polarisierter differenzierter Gaussscher Puls (sie-
he Abschnitt 2.6.3 und Gleichung 2.6.4) mit einer Mittenwellenlänge von 240 nm und einer
Propagation in +x-Richtung. Während der Simulation wurde das Spektrum an 500 Punk-
ten im Bereich von 200 nm bis 300 nm Wellenlänge aufgezeichnet. Als Referenzmethode
wurde hier MMP (siehe [14]) verwendet1.
(a) 12 Randelemente (b) 24 Randelemente (c) 48 Randelemente (d) 96 Randelemente
Abbildung 5.1.3.: Serie selektiv verfeinerter Netze. Das Netz mit 6 Elementen wurde
weggelassen, da es identisch mit Abbildung 5.1.2a ist. Die Farben
grenzen die verschiedenen Simulationsgebiete (Gelb: Partikel, Rot:
TF, Grün: SF und Blau: PML-Bereich) voneinander ab.
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Lineare Elemente 4. Ordnung
Abbildung 5.1.4.: Absorptions- und Streuspektren sowie deren relative Fehler für die
2D-Kugel, gerechnet mit linearen Elementen, für verschiedene Ele-
mentzahlen und Netz-Verfeinerungsstrategien.
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Runde Elemente 4. Ordnung
Abbildung 5.1.5.: Absorptions- und Streuspektren sowie deren relative Fehler für die
2D-Kugel, gerechnet mit runden Elementen, für verschiedene Ele-
mentzahlen und Netz-Verfeinerungsstrategien.
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Abbildung 5.1.6.: Feldüberhöhung für runde und lineare Elemente
Uniforme vs. nichtuniforme Verfeinerung
Zuerst werden die beiden Verfeinerungsvarianten (uniform und selektiv) für die linea-
ren Elemente betrachtet. Das Ergebnis findet sich in Abbildung 5.1.4. Zuerst fällt auf,
dass beide Varianten mit kleiner werdenden Oberflächenelementen gegen die Referenzlö-
sung konvergieren und ab ca. 24 Oberflächenelementen ein brauchbares Ergebnis erzielen.
Nichtsdestotrotz zeigt sich für die Rechnungen mit 12 Oberflächenelementen, dass bei-
de Lösungen, obwohl sie dasselbe geometrische System (ein Zwölfeck) beschreiben, nicht
übereinstimmen. Ursache dafür ist die Feldsingularität an den Ecken (ähnlich zu den 6
beziehungsweise 24 Ecken in Abbildung 5.1.8). Dies führt zu einer Art Gibbs-Phänomen2,
welches das Spektrum beeinflusst. Weiterhin beobachtet man im Fehlerbild, dass die Ab-
sorption mit zunehmender Anzahl der Oberflächenelemente immer genauer wird. Anders
verhält es sich bei der Streuung, welche bei ca. 10−3 (bis auf einzelne Ausnahmen) ihren
niedrigsten Fehler besitzt. Dass dieser nicht weiter sinkt, hängt nun hauptsächlich mit
der Volumendiskretisierung zusammen, das heißt, die vom Partikel abgestrahlten Wellen
können nicht genauer aufgelöst werden.
Als nächstes folgen analoge Betrachtungen zu den Rechnungen mit den runden Ele-
menten (siehe Abbildung 5.1.5). Auch hier sieht man wieder eine mit feiner werdendem
Netz genauer werdende Lösung. Am beeindruckendsten ist jedoch, dass selbst mit einer
1Prinzipiell kann man dafür auch die analytische Mie-Streuung ([4, 42]) verwenden. Einfachheitshalber
wurde hier auf MMP zurückgegriffen. Die mit MMP erzielten Ergebnisse sind auf mindestens sechs
signifikante Digits konvergiert.
2Analog zur Fourier-Reihe von unstetigen Funktionen, kann es in der Umgebung singulärer Punkte zu
einem Überschwingen der Funktion kommen.
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„sechseckigen“ Kugel sich bereits brauchbare Resultate erzielen lassen. Dabei fällt auf, dass
die Ergebnisse für die Streuung sogar noch genauer ausfallen als für die Absorption. Die
Erklärung folgt aus den verschiedenen notwendigen Ortsauflösungen für die beteiligten
Wellenlängen des elektromagnetischen Feldes. So ist für die Propagation des Feldes, und
damit für die Berechnung der Streuung, im Wesentlichen die Wellenlänge des Lichtes im
Umgebungsmedium maßgebend, während für die Absorption die Propagation des Feldes
auf der Oberfläche, und damit die Plasmonwellenlänge, die kritische Dimension darstellt.
Diese beträgt nach Gleichung 2.4.2 nur ca. 2/3 der Luftwellenlänge. So sieht man, dass mit
besserer Oberflächendiskretisierung der Fehler in der Absorption für beide Netztypen etwa
gleich stark sinkt. Demgegenüber bleibt der Fehler für die Streuung für die selektiven Netze
ungefähr konstant und verringert sich nur für die uniforme Verfeinerung. Nichtsdestotrotz
zeigt die selektive Verfeinerung das ausgewogenere Fehlerbild, da hier Absorptions- und
Streufehler ungefähr gleich groß sind. Darüber hinaus ist bei dem Streufehler sehr gut der
Zusammenhang zwischen Elementgröße und Wellenlänge zu sehen. So steigt der Fehler für
kürzere Wellenlängen beziehungsweise sinkt für größere.
Runde vs. lineare Elemente
Vergleicht man nun runde mit linearen Elementen, fallen zwei Dinge sofort auf: erstens,
sind bei gleicher Diskretisierung die Fehler der runden Elemente deutlich niedriger und
zweitens ist das spektrale Konvergenzverhalten gleichmäßiger. Dabei ist analog zu den
Betrachtungen im Abschnitt 4.2 das Netz mit sechs runden Oberflächenelementen etwa
genauso gut wie jenes mit 24 linearen Oberflächenelementen, so dass sich mit einem deutlich
gröberen Netz ähnlich gute Ergebnisse erzielen lassen, was wiederum Rechenressourcen
schont.
Nach den vorgestellten integraldominierten Messgrößen lohnt sich, speziell bei der plas-
monischen Nanooptik, noch ein Blick auf die Nahfeldüberhöhung und damit eine sehr sen-
sitive punktuelle Messgröße. Die maximale Nahfeldüberhöhung ist für ausgewählte Rech-
nungen in Abbildung 5.1.6 dargestellt. Hier wird der Hauptunterschied zwischen runden
Elementen und damit geometrisch genauerer Repräsentation des Systems und linearen
Elementen sichtbar. Während alle Ergebnisse mit runden Elementen sehr schnell konver-
gieren und selbst für das gröbste Netz in der richtigen Größenordnung liegen, benötigen
die linearen Elemente das feinste Netz um die richtige Dimension der Nahfeldüberhöhung
vorherzusagen. Die Ursache liegt in der, durch die Diskretisierung hervorgerufenen, Appro-
ximation der Geometrie, die dazu führt, dass eine Kugel durch ein n-Eck repräsentiert wird.
An den Ecken dieses der Simulation zugrunde liegenden n-Eckes treten nun Feldsingulari-
täten auf, welche als Eckplasmonen bezeichnet werden können. Besonders eindrucksvoll ist
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der Unterschied zwischen den runden und den linearen Elementen beim Vergleich der Feld-
bilder (Abbildungen 5.1.7 und 5.1.8) bei einer Wellenlänge von 208 nm zu sehen. Bei den
(a) 6 Randelemente (b) 12 Randelemente (c) 24 Randelemente
Abbildung 5.1.7.: Feldüberhöhung für runde Elemente mit uniformer Verfeinerung
bei 208 nm Anregungswellenlänge, Bilder skaliert von 0 bis 4.3E0,
Bildausschnitt 300× 300 nm.
(a) 6 Randelemente (b) 24 Randelemente (c) 96 Randelemente
Abbildung 5.1.8.: Feldüberhöhung für lineare Elemente selektive Verfeinerung bei
208 nm Anregungswellenlänge, Bilder skaliert von 0 bis 4.3E0, Bild-
ausschnitt 300× 300 nm.
runden Elementen gibt es keine Diskretisierungsartefakte auf der Oberfläche des Partikels.
Nur bei sechs Oberflächenelementen ist das Netz so grob, dass der exponentielle Abfall des
Nahfeldes nicht gut genug modelliert werden kann. Bei den anderen Netzen mit runden
Elementen ist zumindest optisch kein Unterschied mehr auszumachen. Das gegenteilige
Bild bieten, wie erwartet, die Feldplots mit den linearen Elementen. Deutlich treten die,
hier unerwünschten, Feldüberhöhungen als Folge der ungenügenden Oberflächendiskreti-
sierung hervor. Allein für das feinste Netz sind diese „Hot-Spots“ so fein, dass sie zumindest
111

















  6 E
12 E
24 E

























































Selektive Verfeinerung 8. Ordnung
Abbildung 5.1.9.: Absorptions- und Streuspektren für lineare Elemente sowie die re-
lativen Fehler für runde Elemente
optisch nicht mehr wahrgenommen werden können. Eine Folge dieser „Hot-Spots“ ist die
ungenügende Feldapproximation, da an diesen Stellen das Feld der Theorie nach unendlich
hoch sein sollte (siehe [1, 12, 41]), was mit der gewählten Basis nur schlecht gelingt. Eine
weitere Folge dieser schlechten Approximation ist die erhöhte Absorption aufgrund der
Dissipation im numerischen Fluss. Daher liegen die Streuspektren, insbesondere für das
Netz mit 12-Randelementen, näher an der Referenzlösung als die Absorptionsspektren,
die neben der fehlerhaften Geometrie auch noch die zusätzliche Dissipation des Systems
beinhalten.
Verhalten bei höherer Ordnung der Basisfunktionen
Zum Schluss dieses Abschnittes soll noch kurz der Verlauf bei weiterer Erhöhung der
Approximationsordnung der Basispolynome dargelegt werden. Dazu sollen hier einerseits
die Spektren für lineare Elemente und andererseits der spektrale Fehlerverlauf für die
runden Elemente genügen. Beide sind in Abbildung 5.1.9 (vergleiche mit Abbildung 5.1.4
und 5.1.5) dargestellt. Betrachtet man die Ergebnisse für die linearen Elemente, so fällt auf,
dass sich das Spektrum nicht in Richtung „2D-Kugel“ verschiebt, sondern der ursprüngliche
Verlauf sich verfestigt, da nur das jeweilige n-Eck besser modelliert aber eben keine „Kugel“
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beschrieben wird3. Dem gegenüber erreicht man mit runden Elementen sehr schnell die
durch die anderen Systemkomponenten (PML, Konvergenz der Filter, etc.) vorgegebene
Grenze, so dass weder eine weitere Erhöhung der Ordnung, noch eine feinere Diskretisierung
zu einer deutlichen Verbesserung des Resultates führen. So ist in dem gewählten Beispiel
der minimale Fehler bereits mit dem Netz, welches sechs Oberflächenelemente enthält,
erreicht.
Bemerkung zur Rechenzeit
Neben den qualitativen Verbesserungen, die sich mit den runden Elementen erzielen lassen,
ist es für die Numerik auch entscheidend, ob sich damit die Rechenzeiten verkürzen lassen.
Dazu wird wieder Gleichung 4.1.15 verwendet. Hier ist cNt ≈ 1.4 und nicht mehr Eins
(vergleiche Kapitel 4.1 und 4.3), da nun neben den konvexen Verformungen auch konkave
Elemente vorkommen, die eine Reduzierung des Zeitschrittes mit sich bringen. Des Wei-
teren lag der empirisch ermittelte Wert für die zusätzliche Rechenzeit je rundem Element
bei cNce ≈ 4.6, das heißt, dass ein rundes Element ca. 5.6 mal mehr Rechenzeit je Zeit-
schritt beansprucht als ein lineares Element. Die Rechenzeiten sind mit den so ermittelten

























Abbildung 5.1.10.: Rechenzeiten für die 2D-Kugel. Kreise: runde Elemente, Vierecke:
lineare Elemente, Linien: uniforme Verfeinerung, Striche: selektive
Verfeinerung.
runden Elemente, bei gleichem Netz, größer als für lineare Elemente. Auch ist der Abstand
3Für limn→∞ kommt man der 2D-Kugel natürlich beliebig nahe. So zeigt in Abbildung 5.1.8 das 96-Eck
bereits eine sehr gute Übereinstimmung mit dem Bild einer 2D-Kugel.
113
5 Ergebnisse 5.1 Plasmonische Nanostrukturen im 2D
zwischen den Rechenzeiten für runde beziehungsweise lineare Elemente für ein selektiv ver-
feinertes Netz größer als für ein uniform verfeinertes Netz. Die letzte Beobachtung ist eine
Folge des unterschiedlichen Anteils an runden zu linearen Elementen in den verschiedenen
Netzen. So gibt es in einem selektiv verfeinerten Netz relativ gesehen mehr runde Ele-
mente bezogen auf die Gesamtzahl an Elementen als in einem uniform verfeinerten Netz.
Vergleicht man zuerst die Rechnung „achte-Ordnung-runde-Elemente-Sechseck-uniforme-
Verfeinerung“ mit „vierte-Ordnung-runde-Elemente-12-Eck-uniforme-Verfeinerung“, da bei-
de ungefähr den gleichen Fehler besitzen, so ist die höhere Ordnung ca. 2 mal schnel-
ler als die niedrigere, so dass es effektiver ist, mit höheren Ordnungen zu rechnen, wo
dies sinnvoll ist. Um nun die Effizienz der runden mit derjenigen der linearen Elementen
vergleichen zu können, wird hier die Rechnung „vierte-Ordnung-lineare-Elemente-48-Eck-
selektive-Verfeinerung“ mit der Rechnung „vierte-Ordnung-runde-Elemente-12-Eck-selektive-
Verfeinerung“ verglichen. Auch hier zeigen beide Rechnungen den ungefähr gleichen Feh-
ler im Fernfeldverhalten (Absorption und Streuung). Dabei stellt sich heraus, dass die
runden Elemente ca. 5.5 mal schneller sind als die linearen Elemente. Vergleicht man
darüber hinaus auch das Nahfeld (gleiche Rechnung runde Elemente, mit dem 96-Eck-
lineare-Elemente), so sind die runden Elemente sogar 19 mal schneller. Bei diesem Re-
chenzeitvergleich wurden die Frequenzfilter abgeschaltet, da sie in der hier verwendeten
Implementation einen signifikanten Anteil an der Gesamtrechenzeit beanspruchen. Wer-
den diese mit berücksichtigt ergibt sich ein weiterer Geschwindigkeitsvorteil zugunsten der
runden Elemente, da einerseits weniger Elemente gefiltert werden müssen und andererseits
der Anteil der runden Elemente an der Gesamtrechenzeit weiter sinkt.
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5.1.2. V-Graben
Nachdem im letzen Abschnitt ein eher akademisches Beispiel umfassend behandelt wurde,
soll es im Folgenden um ein anwendungsorientiertes plasmonisches System, den V-Graben
(engl.: V-Groove) gehen. Für diesen existiert im Allgemeinen keine geschlossene analytische
Lösung mehr. Das Aussehen des hier simulierten Systems ist in Abbildung 5.1.11 skizziert.
Das System besteht aus einem 100 nm breiten und 20 nm dicken Silberstreifen4, in dem
Abbildung 5.1.11.: Skizze eines V-Grabens mit variablem Rundungsradius. Links ist
die Variante mit 2 nm und rechts die Variante mit 10 nm Run-
dungsradius skizziert.
sich ein V-förmiger Graben mit einer Tiefe von 10 nm einem halben Öffnungswinkel von
30◦ mit verschiedenen Ausrundungsradien von 2 nm bis 10 nm befindet. Die verwendeten
Netze sind in Abbildung 5.1.12 dargestellt. Deutlich ist hier der große Dynamikumfang hin-




(b) 4 nm Radius,
910 Elemente,
davon 40 rund
(c) 6 nm Radius,
794 Elemente,
davon 40 rund
(d) 8 nm Radius,
738 Elemente,
davon 40 rund
(e) 10 nm Radius,
672 Elemente,
davon 40 rund
Abbildung 5.1.12.: Serie der V-Graben-Netze mit variablen Rundungsradien. Die Far-
ben grenzen die verschiedenen Simulationsgebiete (Gelb: Partikel,
Rot: TF, Grün: SF und Blau: PML-Bereich) voneinander ab.
4Dabei wurde wieder das Drude-Silber aus Tabelle 2.3.1 verwendet.
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sichtlich der Elementgröße zu sehen. So hat das kleinste Element eine Kantenlänge von ca.
≈ 1 nm, während die größten Elemente Kantenlängen von ≈ 25 nm aufweisen5. In jedem
Netz gibt es 40 gekrümmte Elemente. Die Anregung erfolgte wieder mittels eines differen-
zierten Gaussschen Pulses mit einer Polarisation entlang der Hauptachse des V-Grabens,
das heißt, ~E = E0~ey . Die erhaltenen Absorptions-, Streu- und Feldverstärkungsspektren
sind in Abbildung 5.1.13 jeweils für Rechnungen mit linearen und runden Elementen, bei-
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Abbildung 5.1.13.: Absortions- und Streuspektren, sowie Feldüberhöhung für runde
und lineare Elemente. Die Variable R gibt den Rundungsradius
der Ecken des V-Grabens in nm an.
„Hauptresonanzen“ des Systems, bei ca. 275 nm und ca. 500 nm, auf. Diese beziehen sich
auf die Dipolresonanz (ca. 500 nm) des 100 nm langen Streifens, sowie der gekoppelten Re-
sonanz (ca. 275 nm) der beiden 50 nm kurzen, durch den Graben geteilten, Segmente. Des
Weiteren stellt man fest, dass die Verschiebung der Resonanzen für die runden Elemente
stärker ist als für die linearen Elemente.
5Zum Vergleich: bei dem feinsten Netz aus Abschnitt 5.1.1, siehe Abbildung 5.1.3d, hatte das kleinste
Element eine Kantenlänge von ca. 4.9 nm.
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Darüber hinaus ist die Resonanz bei ca. 275 nm deutlich sensitiver auf den Ausrun-
dungsradius, was sich anhand der stärker radiusabhängigen Maximaposition bemerkbar
macht. Die Ursache liegt darin begründet, dass ein kleinerer Radius die kurzen Segmente
erstens länger macht und zweitens näher zueinander rückt. Beide Effekte bewirken eine
Rotverschiebung. Auch bei diesem System liegt die Vorhersage der Feldüberhöhung für die
linearen Elemente etwas (ca. 1.2-1.8 mal) höher als für die runden Elemente. Dieser Effekt
ist für kürzere Wellenlängen stärker ausgeprägt. Obwohl die Wellenlänge deutlich größer
als der Rundungsradius (λ/r > 100) ist, kann sie selbst bei dem kleinsten Rundungsradius
noch festgestellt werden. Nichtsdestotrotz geben auch die linearen Elemente sowohl den
Verlauf, als auch die Größenordnung des Feldes korrekt wieder. Um die Unterschiede zwi-
(a) Wellenlänge: 500 nm (b) Wellenlänge: 290 nm
Abbildung 5.1.14.: Gegenüberstellung der Feldüberhöhung für runde und lineare Ele-
mente bei einem Eckradius von 2 nm. Jeweils linke Bildhälfte: li-
neare Elemente, recht Bildhälfte: runde Elemente.
(a) Wellenlänge: 500 nm (b) Wellenlänge: 250 nm
Abbildung 5.1.15.: Gegenüberstellung der Feldüberhöhung für runde und lineare Ele-
mente bei einem Eckradius von 10 nm. Jeweils linke Bildhälfte:
lineare Elemente, rechte Bildhälfte: runde Elemente.
schen den runden und linearen Elementen genauer beleuchten zu können, kann man sich
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Abbildung 5.1.16.: Rechenzeiten für den 2D-V-Graben. Da hier der relative Anteil
der runden Elemente am gesamten Netz gering ist, sinkt das Ver-
hältnis der Rechenzeit zwischen runden und linearen Elementen
auf cNt = 1.4, den Wert der, aufgrund der runden Elemente, er-
weiterten Zeitschrittanzahl.
analog zur 2D-Kugel (siehe Abschnitt 5.1.1) wieder die Feldplots an den Resonanzen an-
sehen. Diese sind als Gegenüberstellung von runden und linearen Elementen in Abbildung
5.1.14 für den kleinsten Radius von 2 nm und in Abbildung 5.1.15 für den größten Radius
von 10 nm dargestellt. Dabei fällt im Vergleich der beiden Radien auf, dass beim kleinsten
die Feldüberhöhung an den Ecken der linearen Elemente fast nicht mehr wahrnehmbar
ist, während beim größten noch deutliche „Hot-Spots“ zu erkennen sind. Dies führt da-
zu, dass beim 10 nm Radius nicht nur in der näheren Umgebung der kritischen „Ecken“,
sondern auch in entfernterem Bereich Unterschiede zwischen den linearen und den runden
Elementen feststellbar sind.
Darüber hinaus ist das Feld beim 10 nm Radius eher um den ganzen V-Graben verteilt,
während es sich beim 2 nm Radius auf den eigentlichen Graben und die Ecken des Systems
beschränkt.
Anmerkung zur Rechenzeit
Analog zum vorangegangenen Abschnitt 5.1.1 sind auch hier zwei Anteile wesentlich, die
die Rechenzeit der runden Elemente vergrößert: Einerseits der zusätzliche Aufwand, der
für jedes runde Element notwendig ist (cNce ≈ 5), und andererseits die Verringerung des
kritischen Zeitschrittes (cNt ≈ 1.4). Die normierten Rechenzeiten sind in Abhängigkeit des
Rundungsradiuses in Abbildung 5.1.16 dargestellt. Da hier der Anteil der runden Elemente
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am Gesamtnetz vernachlässigbar ist (er liegt zwischen 3.8 % und 5.9 %) ist der verringerte
kritische Zeitschritt die Hauptursache für die längere Rechenzeit der runden Elemente. Dies
ist deutlich am ungefähr gleichen Verhältnis der Rechenzeiten zwischen runden und linearen
Elementen bei gleichem System zu sehen. Darüber hinaus wird gut der unterschiedliche
Einfluss von Elementgröße und Elementanzahl verdeutlicht. So nimmt die Elementanzahl
vom größten zum kleinsten Radius nur um den Faktor zwei zu, gleichzeitig nimmt die
Größe des kleinsten Elementes um den Faktor fünf ab. Dies führt letztendlich zu einer
verlängerten Rechenzeit um den Faktor6 2 · 5 = 10.
6Nach den Betrachtungen aus Abschnitt 3.1.3 geht die Größe des kleinsten Elementes invers in die
Rechenzeit ein.
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5.2. 3D-Plasmonische Nanostrukturen
Obgleich sich zweidimensionale Systemen deutlich einfacher berechnen und auch hinsicht-
lich der Netze und Felder besser darstellen lassen, sind die meisten praktischen Probleme
dreidimensionaler Natur. Daher soll hier im Folgenden der dreidimensionale Fall behan-
delt werden. Begonnen wird wieder mit einem Referenzsystem, der 3D-Kugel, bevor zwei
weitere lineare Systeme, Patchantenne und s-SNOM, behandelt werden.
5.2.1. Partikel
Analog zu Abschnitt 5.1.1 wird hier eine, nun dreidimensionale, Silber-Kugel mit einem
Durchmesser von 100 nm behandelt. Eine Skizze des Systems findet sich in Abbildung 5.2.1.
Das Umgebungsmedium besteht aus Luft (n = 1.0) und für das Silber wird wieder das
Abbildung 5.2.1.: Skizze der 3D-Kugel. Das System besteht aus insgesamt vier Be-
reichen: der 3D-Kugel, dem TF-Bereich, dem SF-Bereich und dem
abschließendem PML
Drude-Modell aus Tabelle 2.3.1 angesetzt. Die Anregung besteht aus einem differenzier-
ten Gaußschen Puls mit der Mittenfrequenz von 320 nm. Das Frequenzspektrum wird im
Bereich von 200 nm bis 800 nm in 200 äquidistanten Frequenzpunkten mittels eines DFT-
Filters (siehe 2.6.4) aufgezeichnet. Ähnlich wie in Abschnitt 4.3 soll auch hier wieder der
Einfluss der Genauigkeit der Oberflächenrepräsentation in Abhängigkeit von der Oberflä-
chendiskretisierung betrachtet werden. Die Motivation folgt aus dem Umstand, dass der
hier verwendete Netzgenerator NETGEN (siehe [60]) nur die Oberflächenapproximation
bis zur Ordnung B = 2 beherrscht. Zu diesem Zweck wurden drei verschiedene Netze mit
einer Oberflächendiskretisierung von r/hmin = R = 1.5, 3.0, 6.0 erstellt. Hier ist r = 50 nm
der Radius der Kugel und R die Anzahl an Oberflächenelementen je Kugelradius, das
heißt, ein Maß für die Diskretisierung der Oberfläche. Die Kugeloberfläche ist in Abbildung
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5.2.2 dargestellt. Die Knotenpunkte auf der Oberfläche wurden, ausgehend von den vom
(a) Kugeloberfläche des Netzes
mit hmin ≈ r/1.5 (insge-
samt 3440 Elemente, 254
davon rund)
(b) Kugeloberfläche des Net-
zes mit hmin ≈ r/3.0 (ins-
gesamt 4617 Elemente, 765
davon rund)
(c) Kugeloberfläche des Netzes
mit hmin ≈ r/6.0 (insge-
samt 11170 Elemente, 3008
davon rund)
Abbildung 5.2.2.: Kugeloberflächen aus einer Serie selektiv verfeinerter Netze. Bei der
Zählung der runden Elemente wurden alle Elemente gezählt, wel-
che gekrümmt werden mussten, das heißt, inklusive der Elemente,
welche nur über eine Kante auf der Oberfläche verfügen und der
Elemente, welche im TF-Gebiet liegen.
Netzgenerator gelieferten Netzen, mittels des in Abschnitt A.2 beschrieben Algorithmus
bestimmt. Damit sind auch Oberflächenapproximationsordnungen mit B > 2 möglich. Die
Approximationsordung der Felder war N = 4. Als Referenzmethode zur Bestimmung der
Fehler für die Absorptions- und der Streuquerschnitte dient hier wieder MMP7. Zunächst
kann man auch hier wieder die integralen Werte, das heißt Streu- und Absorptionsspek-
trum, betrachten. Diese sind in Abbildung 5.2.3 dargestellt. Wie erwartet, sind die linearen
Elemente (B = 1) schlechter als die runden Elemente (B > 1). Darüber hinaus fällt der
im Vergleich zu den linearen Elementen deutlich kleinere Abstand zwischen quadratischer
Oberflächenapproximation (B = 2) und voller, das heißt N = B, Oberflächenapproxi-
mation8 (B = 4) auf. Besonders wird dies anhand des Absorptionsquerschnittes deutlich,
wo beide ein ähnliches Fehlerverhalten zeigen. Beim Streuquerschnitt ist der Unterschied
zwischen B = 2 und B = 4 im Bereich der niedrigen Resonanzen, der Dipolresonanz bei
ca. 345 nm und der Quadrupolresonanz bei ca. 250 nm, zwar etwas größer, für praktische
Anwendungen aber immer noch hinreichend klein. So lassen sich die Unterschiede nur im
Fehlerbild ausmachen. Anhand der Wirkungsquerschnitte kann man bereits das kleinste
7Die Ergebnisse wurden zudem mit einem hausinternen Mie-Programm nach [4] verifiziert.
8Da hier die Ordnung der Approximationspolynome maximal ausgenutzt wird. Eine Oberflächenreprä-
sentation B > N führt zu keiner weiteren Verbesserung, da die Approximationspolynome diese hohe
Auflösung nicht abbilden können.
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Abbildung 5.2.3.: Streu- und Absorptionsquerschnitte der 3D-Kugel sowie deren re-
lative Fehler in Abhängigkeit der Oberflächenapproximation und
-diskretisierung. Die Variable R = r/hmin ist (mit r der Radius der
Kugel) ein Maß für die Oberflächendiskretisierung. Die Variable
B beschreibt die Ordnung der Oberflächenrepräsentation (B = 1:
lineare Elemente, B > 1: runde Elemente). Diese ist nicht zu ver-
wechseln mit der Ordnung N der Feldapproximation.
Netz (5.2.2a) sowohl mit B = 2 und B = 4 als hinreichend nahe an der exakten Lösung
ansehen. Beide Oberflächenapproximationsordnungen erreichen mit dem nächsten Netz
(5.2.2b) den systembedingt kleinsten Fehler. Die Ursache liegt in der hier zur Anwendung
gelangten selektiven Verfeinerung der Netze, die nur die Oberfläche betrifft, so dass mit
fortschreitender Verfeinerung die Volumenfehler dominant werden. Dem gegenüber lässt
sich bei den linearen Elementen (B = 1) mit jeder Verfeinerung auch der Fehler weiter
reduzieren. Nichtsdestotrotz kann auch hier mit dem mittleren Netz (5.2.2b) eine für die
Praxis hinreichende Genauigkeit erzielt werden. Eine zu den runden Elementen äquivalente
Konvergenz ist aber erst mit der feinsten Oberflächendiskretisierung (5.2.2c) zu erreichen.
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Damit entspricht die Leistungsfähigkeit der runden und linearen Elementen im 3D unge-
fähr der im 2D. So entsprechen die drei Netze im Zweidimensionalen, mit der Nomenklatur
von Abschnitt 5.1.1, vom gröbsten zum feinsten Netz 9, 19 und 38 Randelementen.
Neben den Wirkungsquerschnitten kann man sich nun noch die maximale Feldüberhö-
hung anschauen. Diese ist in Abbildung 5.2.4 dargestellt. Auch hier zeigen die runden Ele-

































Abbildung 5.2.4.: Maximale Feldüberhöhung der 3D-Silber-Kugel. Die Variable R =
r/hmin ist, mit r dem Radius der Kugel, ein Maß für die Ober-
flächendiskretisierung. Die Variable B beschreibt die Ordnung der
Oberflächenrepräsentation (B = 1: lineare Elemente, B > 1: runde
Elemente). Diese ist nicht zu verwechseln mit der Ordnung N der
Feldapproximation!
mente, sowohl in quadratischer wie auch voller Oberflächenapproximation, ein hervoragen-
des Verhalten. So gibt bereits das gröbste Netz (Abbildung 5.2.2a), mit runden Elementen
gerechnet, alle spektralen Resonanzen sowohl in der Position wie auch der Größenordnung
gut wieder. Zwischen B = 2 und B = 4 sind nur kleinere Abweichungen auszumachen, so
liegt die mit „voller“ Oberflächenapproximation ermittelte maximale Feldüberhöhung näher
an der konvergierten Lösung als für die quadratische Oberflächenapproximation. Für die
feineren Netze (Abbildung 5.2.2b und Abbildung 5.2.2c) lässt sich, für B = 2 und B = 4,
im Spektrum kein Unterschied mehr ausmachen, so dass man das Ergebnis ab R = 3.0
als konvergiert ansehen kann. Im Gegensatz dazu (und auch zum Zweidimensionalen) ließ
sich hier mit den verwendeten Netzen und linearen Elementen keine auch nur annähernde
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Konvergenz erreichen. So weichen alle Rechnungen sowohl in der Amplitude wie auch dem
spektralen Verlauf erheblich von der mit den runden Elementen ermittelten Lösung ab.
Abschließend seien noch die Feldbilder (gemitteltes E-Feld) für die Quadrupolresonanz
bei ca. 224 nm gezeigt. Diese sind für alle Oberflächenapproximationsordnungen und das
kleinste Netz in Abbildung 5.2.5 und für ausgewählte höhere Netze in Abbildung 5.2.6
dargestellt. Auch anhand dieser Feldbilder lässt sich, speziell für das gröbste Netz, die
(a) R = 1.5 und B = 1 (b) R = 1.5 und B = 2 (c) R = 1.5 und B = 4
Abbildung 5.2.5.: Nahfeld der 3D-Kugel bei ca. 224 nm für das gröbste Netz.
(a) R = 6.0 und B = 1 (b) R = 3.0 und B = 2 (c) R = 3.0 und B = 4
Abbildung 5.2.6.: Nahfeld der 3D-Kugel bei ca. 224 nm.
qualitative Verbesserung durch die runden Elemente visualisieren. So zeigen die linearen
Elemente (Abbildung 5.2.5a) wieder ausgeprägte „Hot-Spots“, welche einerseits zu einem
stark überschätzten Nahfeld führen und, aufgrund ihrer schlechten Approximation durch
DG-Elemente, die Absorption, unter anderem durch Dissipation im numerischen Fluss,
erhöhen. Dies erklärt auch, dass, im Vergleich zum Streuspektrum, ungenauer berechne-
te Absorptionsspektrum, welches neben den Geometriefehlern auch noch Dissipation des
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DG-Systems beinhaltet. Im Vergleich der beiden runden-Elemente-Rechnungen (B = 2
und B = 4) beim niedrigsten Netz (Abbildung 5.2.5b und 5.2.5c) sind die Unstimmigkei-
ten schwerer auszumachen. So zeigt das Netz mit quadratischer Oberflächenapproximation
zwar etwas mehr Unstetigkeiten als das Netz mit B = 4, dennoch erscheint es qualitativ
deutlich näher an der exakten Lösung als die lineare Variante und zeigt praktisch keine
„Hot-Spots“. Geht man nun noch ein Netz weiter, das heißt, runde Elemente und R = 3.0
(Abbildung 5.2.2b), so sieht man ein störungsfreies Nahfeld ohne unphysikalische Artefak-
te. Dem gegenüber zeigt selbst das feinste Netz (Abbildung 5.2.2c), gerechnet mit linearen
Elementen, obwohl es auch im Nahbereich (nächste Elementreihe nach den Oberflächen-
elementen) keine Artefakte mehr zeigt, immer noch „Hot-Spots“ im Nächstbereich (Gebiet
um die Oberflächenelemente). Das heißt, mit feiner werdender Oberflächendiskretisierung
lässt sich mit linearen Elementen der Unsicherheitsbereich um die Kugel zwar verringern,
aber nicht gänzlich ausschließen.
Bemerkung zur Rechenzeit
Analog zum 2D, speziell Abschnitt 5.1, ist auch hier wieder eine Zeitschrittanpassung auf-
grund der konkaven Verformung der runden Elemente im TF-Bereich notwendig. Dieser
Faktor liegt bei cNt = 1.2. Darüber hinaus wurde der zusätzliche Aufwand je rundes Ele-
ment mit cNce = 4 bestimmt. Aus diesen Werten und mittels Formel 4.1.15 lassen sich die
normierten Rechenzeiten tCPU ermitteln. Sie sind in Tabelle 5.2.1 dargestellt. Dabei gilt es
zu bedenken, dass die Rechenzeit für ein rundes Element unabhängig von der Genauigkeit
der Oberflächenrepräsentation ist, das heißt, dass die Rechenzeiten für B = 4 und B = 2
identisch sind. Neben der trivialen Erkenntnis, dass die Rechenzeiten für runde Elemente
Tabelle 5.2.1.: Normierte Rechenzeiten tCPU für die 3D-Kugel




wieder größer sind als für lineare Elemente, fällt auf, dass der Abstand der Rechenzeiten
mit feiner werdendem Netz deutlich steigt. So sind beim gröbsten Netz die runden Ele-
mente nur 1.6 mal langsamer als die linearen Elemente, während sie beim feinsten Netz
schon 2.5 mal langsamer sind. Hier ist wieder die, relativ zu den linearen Elementen, wach-
sende Anzahl runder Elemente bei oberflächenselektiver Verfeinerung die Ursache. So sind
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beim gröbsten Netz nur 7 % aller Elemente rund, während es beim feinsten Netz 27 % sind
(vergleiche dazu die Angaben aus Abbildung 5.2.2). Vergleicht man nun die Rechenzeiten
zwischen runden und linearen Elementen bei ungefähr gleichem Fehler, so sind die runden
Elemente im Fernfeld ca. 6 mal schneller als lineare Elemente (feinstes Netz lineare Ele-
mente versus gröbstes Netz runde Elemente). Kommt es nur auf ein grobes Spektrum an,
so sind die runden Elemente bei ca. einer Größenordnung genauerem Ergebnis immer noch
ca. 25 % schneller als die linearen Elemente (mittleres Netz lineare Elemente versus gröbs-
tes Netz runde Elemente). Für das Nahfeld ist ein Vergleich der Rechenzeiten hier nicht
möglich, da keine hinreichend genaue Lösung für die linearen Elemente existiert. Daher
sind die runden Elemente, abhängig vom genauen Nahfeldbereich, ca. ≥ 6 mal schneller
als die linearen Elemente. Damit ist für jeden Anwendungsfall die Benutzung der runden
Elemente vorteilhaft.
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5.2.2. Flache IR-Antennen
Ein Anwendungsgebiet der Plasmonik ist die oberflächenverstärkte Infrarotabsorptions-
spektroskopie9. Ziel ist dabei, die Nahfeldverstärkung metallischer Nanostrukturen auf
einem Substrat zu nutzen, um schwach absorbierende Moleküle zu detektieren [51]. Neben
rauen Metallfilmen [48] und resonanten Gitterstrukturen [70] zeigen auch einfache Nano-
antennen gut einstellbare Resonanzen [44]. Obgleich sich eine einzelne Antenne mittels
elektrochemischer Synthese [25] herstellen, beziehungsweise Ensembles von diesen Anten-
nen mittels fokussierter Ionenstrahlen10 aus einer Metalloberfläche herausarbeiten lassen,
sind beide Prozesse für die Herstellung großer Probenmengen ungeeignet, da bei den, häu-
fig in Lösung hergestellten, Antennen das kontrollierte Aufbringen dieser auf ein Substrat
schwierig und die FIB für einen großtechnischen Einsatz zu aufwendig ist. Einen Ausweg
bilden Techniken, bei denen eine Schattenmaske, zum Beispiel mittels Elektronenstrahlli-
thographie, hergestellt wird, um dann die Metallstrukturen mit Hilfe dieser auf das Sub-
strat aufzudampfen. Der Nachteil der Technik besteht darin, dass sich mit diesen Masken
nicht beliebig kleine Strukturen herstellen lassen. Deshalb wird im Folgenden untersucht,
wie sich die mittlere Intensitätsverstärkung 〈I〉 einer Antenne auf einem Substrat als Funk-
tion der Antennenbreite verhält. Dabei wird angenommen, dass sich um die Antenne nur
eine Monolage von Molekülen befindet, die zudem nur schwach absorbiert, und damit die
physikalischen Eigenschaften der Antenne nicht beeinflusst. Für die Simulation hat das
den Vorteil, dass nur die Antenne, nicht jedoch die Molekülschicht, simuliert werden muss.
Darüber hinaus lässt sich die Absorption nun vereinfacht mit Hilfe des Absorptionskoeffi-
zienten α und der Molekülschichtdicke ∆z als Oberflächenintegral
∫
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Diese Absorptionsverstärkung kann nun, da die Feldstärke E0 der Anregung und damit
auch I0 = |E0|2 konstant sind, durch die gemittelte normierte Intensitätsverstärkung aus-
9engl: „Surface Enhanced InfraRed Absorption“ (SEIRA)
10engl: „Focused Ion Beam“ (FIB)
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Dabei beschreibt S den Wert der Oberfläche der Antenne, die mit Molekülen benetzt ist.
Die hier gewählten Abmessungen der Antenne an sich hat eine Länge von 1000 nm, eine
Dicke von 100 nm und Breiten von 200, 400 und 800 nm. Als Materialmodell wurde Dru-
de-Lorentz-Gold (siehe Tabelle 2.3.1) verwendet. Die Antenne liegt auf einem Substrat
mit einem Brechungsindex von n = 1.5. Neben der Breite der Antenne wurde auch der
Einfallswinkel der Anregung, ein differenzierter Gaußscher Puls mit der Mittenwellenlän-
ge von 2 µm, variiert. Eine Skizze des TF-Bereichs des Systems befindet sich in Abbildung
5.2.7. Die von Molekülen benetzte Oberfläche S ist durch die Gold-Luft-Grenze gegeben.
Abbildung 5.2.7.: Skizze der flachen Antenne. Gezeigt ist die Antenne (gelb), der TF-
Bereich des Substrates (rot) und der TF-Bereich der Luft (blau).
An diesen inneren Bereich schließt sich noch der 100 nm breite SF-
Bereich und der 200 nm breite PML an (beide hier übersichtlich-
keitshalber weggelassen). Die Grenze zwischen Substrat und Luft
wird dabei in den SF- und PML-Bereich fortgesetzt. Der Rundungs-
radius aller Antennenkanten ist 55 nm, das heißt, dass die Anten-
nenunterkante mit dem Substrat einenWinkel von 35.1◦ einschließt.
Eine Darstellung der Netze der Antenne und des TF-Bereiches des Substrates befindet sich
in Abbildung 5.2.8. Zum Vergleich wurden die gleichen Antennen jedoch ohne Substrat bei
90◦ Einfallswinkel berechnet. Bei der Ermittlung der Intensitätsverstärkung wurde dabei
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(a) 200 nm breite Antenne
(insgesamt 20990 Elemen-
te, 3027 davon rund)
(b) 400 nm breite Antenne
(insgesamt 27589 Elemen-
te, 3700 davon rund)
(c) 800 nm breite Antenne
(insgesamt 37336 Elemen-
te, 4714 davon rund)
Abbildung 5.2.8.: Ausschnitt (Antenne und TF-Substrat) des Netzes für die Berech-
nung der flachen Antennen.
die gleiche Antennenoberfläche berücksichtigt, wie bei den Rechnungen mit Substrat. Die
spektralen Eigenschaften wurden im Bereich von 1 µm bis 5 µm mit einem DFT-Filter an
80 Punkten bestimmt. Die mit der Formel 5.2.3 bestimmte Absorptionsverstärkung ist zu-
sammen mit dem Streuquerschnitt11 in Abbildung 5.2.9 dargestellt. Ganz allgemein stellt
man fest, dass sich die Maxima für die Streuung und die gemittelte Intensitätsverstärkung
mit breiter werdender Antenne zu größeren Wellenlängen hin verschieben. Dabei werden
die Maxima einerseits breiter und andererseits für die Streuung höher und die gemittelte
Intensitätsverteilung flacher. Für die Verschiebung sind hier zwei Ursachen verantwortlich.
Die erste ist das Substrat, welches die Antenne in eine teilweise optisch dichtere Umgebung
einbettet. Dieser Effekt liefert im Vergleich zu der 200 nm breiten Antenne in Luft, deren
Maxima bei 2.6 µm für die Streuung und bei 2.8 µm für die Intensitätsverstärung liegen,
eine Rotverschiebung um 0.8 µm. Die zweite Ursache ist das „offene“ Antennenende, wel-
ches für den Unterschied zwischen einer idealen Antenne, bei der die erste Resonanz bei
dem Doppelten der Antennenlänge liegt, in diesem Fall also bei 2L = 2 µm, und einer rea-
len Nanoantenne verantwortlich ist [50, 6]. Der Einfallswinkel hat keinen Einfluss auf die
Position, aber einen großen Einfluss auf die Höhe der Maxima, welche mit zunehmenden
Einfallswinkel abnehmen. Die Ursache ist das mit dem Einfallswinkel abnehmende elek-
tromagnetische Feld an der Luft-Substrat-Grenzfläche (mit r als Reflexionskoeffizient aus
den Fresnelschen Formeln 2.1.28):
ESubstrat = Einc + Eref (5.2.4a)
= 1 + r (5.2.4b)
Der Verlauf ist in Abbildung 5.2.10 dargestellt.
11Der Streuquerschnitt wurde dabei als 4π-Integral über alle Raumwinkel berechnet.
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Abbildung 5.2.9.: Gemittelte Intensitäts- und Streuspektren der flachen Nanoanten-
ne als Funktion der Antennenbreite und des Einfallswinkels. Die
gepunkteten Kurven wurden zum Vergleich ohne Substrat bei 90◦
Einfallswinkel gerechnet.











normiertes E-Feld & normierte Intensität
Abbildung 5.2.10.: Normierte Feldintensität und Feldstärke an der Luft-Glas-
Grenzfläche in Abhängigkeit vom Einfallswinkel
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Abschließend kann gesagt werden, dass eine Verbreiterung der Antenne für die Anwen-
dung als absorptionsverstärkende Struktur kritisch zu sehen ist, da die Effizienz gegenüber
einer schmalen Antenne um den Faktor Fünf schlechter ist. Zusätzlich ist fraglich, wie dicht
diese Antennen auf einem Substrat aufgebracht werden können, ohne sich gegenseitig zu
beeinflussen. Das heißt, für eine großflächig und günstig herzustellende absorptionverstär-
kende Struktur sind breite Nanoantennen eher zweite Wahl.
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5.2.3. s-SNOM
Bei der streuenden Nahfeldmikroskopie12 wird mit einer beleuchteten Spitze eines Raster-
kraftmikroskopes eine Probe abgetastet. Eine gute Übersicht zu diesem Thema findet sich
in [23]. Durch die Beleuchtung der Spitze wird von dieser einerseits Licht gestreut und an-
dererseits ein Nahfeld induziert. Nun kann sowohl das Streulicht, wie auch das Nahfeld mit
der Probe wechselwirken, bevor es detektiert wird. Um nun beide Anteile zu trennen, wird
die Spitze mit der Frequenz Ω0 in Schwingung versetzt. Dadurch entsteht ein vom Proben-
Spitzen-Abstand abhängiges Signal. Dabei ist das Streufeld linear und das Nahfeld nichtli-
near vom Abstand abhängig. Zerlegt man nun das Messsignal, mit der Grundfrequenz Ω0,
in seine Fourierkomponenten, so hat das Streufeld nur Anteile bis zur Ordnung 1Ω0 und
das Nahfeld Anteile in allen Ordnungen und speziell> 1Ω0. Ein Schema der Vorgehensweise
findet sich in Abbildung 5.2.11. Mit Hilfe dieser Zerlegung können nun Materialwechsel-
Abbildung 5.2.11.: Fern- und Nahfeld Demodulation beim s-SNOM nach [23]. Die
unterschiedliche Abstandscharakteristik des Fern- und Nahfeldes,
führen bei einer schwingenden Spitze zu verschiedenen spektralen
Anteilen im zeitabhängigen Streusignal.
wirkungen getrennt von der Topographie untersucht werden. Da das Nahfeld eine deutlich
kleinere Ausdehnung besitzt, typischerweise wenige 10 nm, als das Fernfeld, typischerweise
> 0.61λ (mit λ der Wellenlänge des Lichtes), lassen sich mit dieser Technik Materialkon-
traste auf der sub-µm-Skala sichtbar machen. Da für die Nahfeldwechselwirkung mit der
Probe die Spitze eine entscheidende Rolle spielt, ist man dazu übergegangen, diese gezielt
mit einem Metallnanopartikel zu funktionalisieren [69]. Für die weitere Behandlung wird
daher die Spitze als „frei-schwebendes“ Metallnanopartikel angenommen. Dies ist insofern
gerechtfertigt, da man in den gängigen Theorien die Spitze gerne als Dipol bzw. elongiertes
12engl: „scattering Scanning Nearfield Optical Microscopy“ (s-SNOM)
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Partikel [58] betrachtet, und so vorerst der Einfluss des Cantilevers vernachlässigt wird,
um so das System leichter verständlich zu machen. Das hier behandelte „s-SNOM“ besteht
demnach aus einem mit der Frequenz Ω0 frei schwingenden Partikel als „Spitze“ und einem
Substrat mit dem Brechungsindex n = 1.5 als Probe. In diesem Substrat ist ein weite-
res Partikel als „Resonator“ eingebettet. Eine Skizze des Systems ist in Abbildung 5.2.12a
dargestellt. Beide Partikel wurden mit Drude-Lorentz-Gold (siehe Tabelle 2.3.1) mo-
(a) Skizze des s-SNOM Systems. (b) Ausschnitt des Netzes.
Abbildung 5.2.12.: 3D s-SNOM Schema. Das System ist in zwei Halbräume geteilt,
der obere (blau) besteht aus Luft und der untere (rot) aus dem
Substrat (n = 1.5). Das obere Partikel schwingt mit einer Ampli-
tude von 100 nm und approximiert die s-SNOM-Spitze, das untere
Partikel dient als im Substrat eingebetteter Resonator.
delliert. Um die Schwingung der Spitze nachzubilden, wurde der Abstand zwischen dem
Substrat und der Unterkante des oberen Partikels mit den Werten 10, 30, 50, 70, 90 und
110 nm abgetastet13. Dabei wurde das Streu- und Absorptionsspektrum im Bereich von
300 bis 900 nm in 120 Punkten mittels des DFT-Filters bestimmt. Als Anregung diente
ein im Winkel von 75◦ einfallender p-polarisierter differenzierter Gaussscher Puls mit ei-
ner Mittenwellenlänge von 450 nm. Neben dem System mit eingebettetem Partikel wurden
als Referenzen die Rechnungen mit jeweils nur einem der beiden Partikel wiederholt, das
13Dabei wird angenommen, dass sich das elektromagnetische Feld instantan einstellt. Dies ist gerechtfer-
tigt, da die Spitze typischerweise im kHz-Bereich schwingt, und das elektromagnetische Feld Antwort-
zeiten von wenigen fs besitzt.
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heißt, einerseits als System mit schwingender „Spitze“ über dem gleichen Substrat, aber
ohne eingebetteten Partikel und andererseits als System mit Substrat und eingebettetem
Partikel, aber ohne schwingende „Spitze“. Bis auf das jeweils fehlende Partikel sind die-
se Systeme identisch mit Abbildung 5.2.12. Die so ermittelten Wirkungsquerschnitte sind
in Abbildung 5.2.13 in Abhängigkeit von der Position der „Spitze“ und der Wellenlänge
der Anregung zusammengefasst. An Hand der Spektren kann man für jedes Partikel zwei
Streuresonanzen identifizieren, für die „Spitze“ liegen diese bei ≈ 390 und ≈ 540 nm und
für das eingebettete Partikel bei ≈ 400 und ≈ 600 nm. Dabei spalten sich die „blauen“
Resonanzen bei Annäherung der „Spitze“ an das eingebettete Partikel auf, während sich
die „rote“ Resonanz des eingebetteten Partikels um 40 nm in Richtung größerer Wellenlän-
gen verschiebt und die „rote“ Resonanz der Spitze unterdrückt wird. Beides ist eine Folge
der mit der Annäherung stärker werdenden Partikel-Partikel-Wechselwirkung. Die „blaue“
Resonanz des Referenzsystems (der „Spitze“) ist dabei keine Quadrupolresonanz, sondern
ebenfalls ein Dipol, welcher durch eine Kombination des anregenden, des reflektierten Fel-
des und dem spektralen Verlauf des verwendeten Materialmodells hervorgerufen wird. Dies
wird insbesondere durch die starke Abstandsabhängigkeit von der Oberfläche im Vergleich
zur „roten“ Resonanz deutlich, wenn man beachtet, dass eine Quadrupolresonanz deut-
lich stärker an das Partikel gebunden ist, als eine Dipolresonanz. Dieser Eindruck kann
zusätzlich durch die Feldbilder bestätigt werden (Hier nicht gezeigt.).
Beim Absorptionsquerschnitt ohne eingebettetes Partikel zeigen sich drei Maxima (bei
370, 400 und 520 nm), wobei das mittlere mit abnehmender Entfernung der „Spitze“ zum
Substrat unterdrückt wird, diese ist wieder der „Interferenzdipol“. Die erste Resonanz (bei
370 nm) ist der Quadrupol und die letze Resonanz (bei 520 nm) ist die Dipolresonanz.
Betrachtet man nun das eingebettete Partikel ohne Spitze, so zeigt dieses eine Dipolre-
sonanz in der Absorption bei ca. 550 nm und eine Quadrupolresonanz bei 400 nm. Dabei
ist die Dipolresonanz sehr breit. Dies ändert sich, wenn man nun die Spitze annähert. So
steigert man durch die Spitze generell die Absorption im unteren Partikel. Des Weiteren
wird die Dipolresonanz der Absorption schmaler und stärker ausgeprägt. Jetzt lässt sich
auch der Doppelpeak im Streuspektrum verstehen. So wird einerseits der Interferenzdipol
unterdrückt, während die beiden Quadrupolresonanzen der beteiligten Partikel deutlicher
sichtbar werden.
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Abbildung 5.2.13.: Absorptions- und Streuquerschnitte des 3D s-SNOM. Oben: mit
eingebettetem Partikel, Mitte: Referenz ohne eingebettetes Parti-
kel und (in schwarz) nur das Substrat, Unten: die Differenz aus
den Rechnungen mit eingebettetem Partikel abzüglich der Refe-
renz ohne eingebettetem Partikel. Für das System mit „Spitze“
und eingebettetem Partikel ist der Absorptionsquerschnitt zusätz-
lich für beide Gold-Kugeln getrennt aufgetragen.
Um nun die harmonische Analyse der mit Ω0 schwingenden „Spitze“ durchzuführen,
müssen zuerst die distanzabhängigen Werte in zeitabhängige Werte umgerechnet werden.
Dazu wird die Schwingungsgleichung, mit z0 als niedrigstem „Spitze“-Substrat-Abstand
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und ẑ als Schwingungsamplitude, entsprechend umgeformt14:
zj = z0 +
ẑ
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Dabei wurde (willkürlich) angenommen, dass sich die „Spitze“ zu Beginn einer jeden
Periode am unteren Umkehrpunkt befindet. Da nun die Messgrößen C als Funktion der





Dabei wurde gleichzeitig die Symmetrie der Messgrößen bezüglich der Umkehrpunkte
berücksichtigt, das heißt, die Sinus-Terme in der Fourierreihe entfallen. Mit C(zj) =
C(tj) = Cj die Amplitude zur Zeit tj (1 ≤ j ≤ m) erhält man:
n∑
k
ak cos(kω0tj) = Cj (5.2.7)
Wählt man nun die Ordnung der Fourierreihe15 genauso hoch wie die Anzahl der Substrat-
„Spitze“-Distanzen (n + 1 = m = 6), das heißt, man hat genauso viele Unbekannte wie
Gleichungen, so erhält man ein quadratisches lineares Gleichungssystem für die Koeffizi-
enten der Fourierreihe. Dieses kann nun mit einem beliebigen Lösungsverfahren, zum
Beispiel der Gausselimination, gelöst werden. Die so ermittelte Zerlegung des Streuquer-
schnittes ist zusammen mit der Fourierinterpolation als Funktion der Anregungswel-
lenlänge in Abbildung 5.2.14 dargestellt. Vergleicht man nun die Fourierzerlegung der
Streuquerschnitte mit denen aus Abbildung 5.2.13 so wird die Bedeutung der einzelnen
Frequenzkomponenten (ak =̂ kΩ0) deutlicher. So beschreibt 0Ω0 den Mittelwert des Streu-
spektrums und 1Ω0 die lineare Schwingungsamplitude des Streuspektrums. Dabei wird
1Ω0 negativ, wenn der Streuquerschnitt mit der Distanz zum Substrat abnimmt. Diese
Änderung des Streuspektrums mit der Substrat-„Spitze“-Distanz ist dann besonders groß,
wenn wenigstens eines der beteiligten Partikel an seiner Resonanz angeregt wird. Neben
diesen sowohl Fern- als auch Nahfeldanteile enthaltenden Fourierkoeffizienten kann man
14Man beachte, dass arccos nur die erste Hälfte der Schwingung liefert, die zweite erhält man durch
Spiegelung der Ergebnisse. Dies wird aber hier nicht benötigt, da im weiteren Verlauf die Symmetrie
ausgenutzt werden kann.
15Dabei muss beachtet werden, dass bei der Fourierreihe analog zu den Basispolynomen die Nummerie-
rung bei Null begonnen wird.
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Abbildung 5.2.14.: Harmonische Analyse der Streuspektren. Links: die sechs zeit-
abhängigen Streuquerschnitte (Punkte) für die Anregungswellen-
längen von 392 nm (blau), 538 nm (gelb) und 640 nm (rot) sowie
die mit diesen Messpunkten ermittelten Fourierinterpolationen
(Linien). Rechts: die anregungswellenlängenabhängigen Fouri-
erkoeffizienten aus der harmonischen Analyse der Partikelschwin-
gung. Die nichtlinearen Koeffizienten (> 1Ω0) sind um den Faktor
zehn überhöht dargestellt. Zusätzlich sind noch die Wellenlängen
der links gezeigten zeitabhängigen Streuquerschnitte markiert.
auch die höheren Harmonischen betrachten. Diese sind speziell dort stärker ausgeprägt, wo
das System seine Streuresonanzen besitzt, das heißt, im kombinierten System bei 392 und
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640 nm und im Referenzsystem (ohne eingebettetem Partikel) hauptsächlich bei 538 nm.
Nun könnte man sich fragen, wieso die Streuresonanz des Referenzsystems, welche sich bei
≈ 390 nm befindet, und sich stark mit dem Abstand von der Oberfläche ändert, nur einen,
im Vergleich zur ersten Harmonischen, schwach ausgeprägten Anteil in den höheren Har-
monischen zeigt. Die Ursache liegt darin begründet, dass es sich bei dieser Resonanz, wie
oben bereits erläutert, nicht um eine „klassische“ Nahfeldresonanz des Partikels, sondern
um ein durch Interferenz und Streuung hervorgerufenen Fernfeldeffekt handelt. Neben der
harmonischen Analyse der zeitabhängigen Streuspektren lohnt es sich ebenfalls die Fou-
rierinterpolation direkt anzuschauen. Diese ist für ausgewählte Wellenlängen (392, 528
und 640 nm) in Abbildung 5.2.14 zusammen mit den ursprünglichen Messpunkten aufgetra-
gen. Auffällig ist der im Zeitverlauf nicht äquidistante Abstand der Messwerte als Folge der
Ort-zu-Zeit-Transformation nach Gleichung 5.2.5. Des Weiteren lässt sich hier gut die Sym-
metrie erkennen, welche bei der Fourierzerlegung (Gleichung 5.2.6) ausgenutzt wurde.
Deutlich ist der nichtsinusförmige Verlauf der Streuung bei 640 nm Anregungswellenlän-
ge für das System mit eingebettetem Partikel zu sehen (vergleiche dazu auch Abbildung
5.2.11). Auch ist bei 528 nm die Oberschwingung für das System ohne eingebettetem Par-
tikel sichtbar. Beide deuten auf den Nahfeldanteil der Dipolresonanzen der Partikel hin.
Dem gegenüber sieht die rote Resonanz (bei 640 nm) deutlich sinusförmiger aus, was sich
auch in der harmonischen Analyse widerspiegelt. Insbesondere zeigt der „Interferenzdipol“
des Systems ohne eingebettetem Partikel nur eine schwache Anregung der höheren Harmo-
nischen. Diese für ausgewählte Wellenlängen gezeigte Fourierinterpolation lässt sich auch
auf das gesamte Spektrum erweitern. Es ist in Abbildung 5.2.15 dargestellt. Deutlich lässt
sich hier die Verschiebung der Streuresonanz des eingebetten Partikels (bei ca. 640 nm)
über den Partikelabstand beziehungsweise Zeitverlaufes nachvollziehen. Auch kann man
feststellen, dass sich die Aufspaltung der Resonanz bei (ca. 390 nm) nur in einem kurzen
Zeitbereich vollzieht. Dies verdeutlicht noch einmal den starken anharmonischen Anteil
und damit die Bedeutung des Nahfeldes für die Partikel-Partikel-Wechselwirkung.
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Abbildung 5.2.15.: Rekonstruierte zeitabhängige Streuspektren des 3D s-SNOM.
Deutlich lässt sich die späte Aufspaltung des Streusignals und die
Resonanzverschiebung bei dem System mit Partikel im Vergleich
zu dem System ohne Partikel erkennen.
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5.3. 3D - SHG - Spektren
Obgleich die linearen Rechnungen bereits einen weitgefaßten Überblick über die Möglich-
keiten der hier verwendeten Methode geben, so war die zeitabhängige Behandlung der
Maxwell-Gleichungen bisher nicht erforderlich. Dies ändert sich nun, da zu nichtlinearen
Eigenschaften plasmonischer Systeme übergegangen wird. Speziell handelt es sich um die
Erzeugung der zweiten Harmonischen (SHG, siehe Abschnitt 2.5).
Vorbemerkungen
Analog zur Mie-Theorie [42], welche die Absorptions- und Streuspektren kolloidaler Parti-
kel erklären konnte, stellt sich nun die Frage nach dem spektralen Verlauf der SHG. Dabei
wird schnell klar, dass breitbandige, das heißt, mit einem sehr kurzen Puls gewonnene,
Spektren nicht zum Ziel führen, da die so erhaltenen Ergebnisse stets eine Kombination
der linearen und deutlich schwächeren nichtlinearen Anteile beinhalten. Typischerweise
lässt sich der SHG-Beitrag kaum vom viel höheren linearen Hintergrund isolieren.
Ein Ausweg besteht darin, spektral schmale Pulse mit variabler Mittenwellenlänge λ zu
verwenden. Deren Amplitude bei der halben Wellenlänge 0.5λ ist praktisch Null, so dass
der lineare Streuquerschnitt bei der SHG-Frequenz keinen Beitrag mehr liefert. Tastet
man mit diesem Puls nun das gesamte Spektrum ab, so erhält man für jede Rechnung die
Absorptions- und Streuspektren bei λ und die SHG-Streuspektren bei 0.5λ. Der Nachteil
dieses Verfahrens besteht darin, dass jeder Frequenzpunkt, analog zu einer Frequenzdomä-
nenmethode, einzeln berechnet werden muss und nicht mehr wie in den linearen Rechnun-
gen zuvor alle Frequenzpunkte durch Filterung aus einer einzigen Simulation gewonnen
werden können.
Bei den nachfolgenden Rechnungen wurde ein 1/∆ω = 13.3 fs langer Gaußscher Puls
(siehe Abschnitt 2.6.3) mit einer maximalen Anregungsfeldstärke von 109 V
m
und einer
Trägerwellenlänge λ zwischen 200 und 800 nm in Schritten von 5 nm verwendet. Als Ma-
terialmodell für die plasmonischen Systeme wurde das in Abschnitt 2.3.3 vorgestellte Hy-
drodynamische Modell verwendet. Dabei wurden für die Ermittlung der Elektronendichte
und der Dämpfung auf die Werte des Drude-Silbers nach Tabelle 2.3.1 zurückgegriffen.
Die effektive Masse der Elektronen wurde mit 1.111253 ·me angenommen.
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Die nachfolgenden Rechnungen entstanden in Kooperation mit der Arbeitsgruppe um
Prof. Dr. Busch am KIT in Karlsruhe. Dabei wurde Code verwendet, welcher maßgeb-
lich, aber nicht ausschließlich, von Jens Niegemann, Michael König und Christopher Prohm
entwickelt wurde. Durch die große Anzahl an Rechnungen, 122 Simulationen je Spektrum,
wurden insgesamt 10 CPU-Jahre Rechenzeit aufgewendet. Hier wurde allerdings nicht mit
runden Elementen gerechnet. Um diesen Nachteil auszugleichen, wurden die Netze relativ
fein mit hmin = r/8 diskretisiert. Kritisch ist hier ohnehin nicht die Plasmonwellenlänge,
sondern die Fermiwellenlänge der Elektronen, welche sich im sub-Nanometer-Bereich be-
findet.
Im Folgenden werden zwei Systeme behandelt, einerseits das sphärische Nanopartikel,
andererseits ein System aus zwei Nanopartikeln mit variablem Abstand. Dabei wird gezeigt,
dass sich die SHG-Effizienz teilweise mit Hilfe der linearen Wirkungsspektren vorhersagen
lässt.
5.3.1. Einzelnes Partikel
Eines der einfachsten plasmonischen Systeme stellt das Einzelnanopartikel da. Darüber
hinaus sind die linearen Eigenschaften in den vorangegangenen Kapiteln recht ausführ-
lich behandelt worden. Daher soll dieses System auch bei den nichtlinearen Rechnungen
am Anfang stehen. Für das Material des Nanopartikels wird, wie oben beschrieben, Sil-
ber angesetzt. Der Durchmesser wurde mit 120 nm festgelegt. Der prinzipielle Aufbau der
Rechnung ist analog zu den vorangegangenen in Abschnitt 5.2.1. Eine Skizze des Systems
wird zusammen mit einem Ausschnitt des Netzes in Abbildung 5.3.1 gezeigt. Die Wirkungs-
spektren sind in Abbildung 5.3.2 zusammengestellt. Zu beachten ist, dass jedes Maximum
(jede Farbe) für eine Simulation, also einen Frequenzpunkt steht. Die Einhüllenden die-
ser einzelnen Ergebnisse führen, im linearen Fall, wieder auf die gewöhnlichen Streu- und
Absorptionsspektren. Hier wurden nun die einzelnen Maxima für die Absorption und die
Streuung von Eins (Dipolresonanz) bis Fünf (Dekapol) durchnummeriert. Dies erleichtert
später die Zuordnung der verschiedenen linearen zu den nichtlinearen Resonanzen. Da die
linearen Eigenschaften denen aus den vorangegangenen Abschnitten 5.2.1 ähneln, soll hier
nicht noch einmal detailliert darauf eingegangen werden. Es ist jedoch festzustellen, dass
trotz des Wechsels vom Drude- zum Hydrodynamischen Materialmodel die linearen Ei-
genschaften weitestgehend, das heißt, qualitativ16, erhalten bleiben. Die Vorraussetzung
16Bei den hier gezeigten Rechnungen kam es gegenüber dem reinen Drude-Model zu einer kleinen Ver-
schiebung der Resonanzen und erhöhten Absorptionswerten, deren Ursache in den nichtlokalen Effekten
des Elektronenfluids vermutet wird. Die Erforschung der Ursachen ist noch nicht abgeschlossen.
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(a) Skizze der Simulation eines Nanopartikels. (b) Ausschnitt des Netzes.
Abbildung 5.3.1.: Skizze der Simulation eines Nanopartikels und Auschnitt des ver-
wendeten Netzes.
ist natürlich, dass die nichtlinearen Effekte einen vernachlässigbaren Einfluss auf die linea-
ren Ergebnisse besitzen. Dies ist hier insofern gegeben, da die nichtlinearen Streuwerte ca.
sieben Größenordnungen unter den linearen liegen.
Betrachtet man das nichtlineare Spektrum, so fällt zuerst auf, dass es ebenso wie das
lineare verschiedene Maxima aufweist. Erstaunlicherweise lässt sich dies nun recht prä-
zise den linearen Resonanzen zuordnen. Dabei wird noch unterschieden, ob das Maxima
auftritt, wenn das Partikel bei der fundamentalen Anregungswellenlänge oder bei der SHG-
Wellenlänge eine lineare Resonanz aufweist. Erstere sind mit 2ω, letztere mit ω und der
Nummer der betreffenden Resonanz im Spektrum gekennzeichnet. Dabei verwundert es
weniger, dass die SHG besonders ausgeprägt ist, wenn das Partikel bei der Anregungsfre-
quenz resonant ist. Denn hierbei ist das Feld am und im Partikel besonders hoch, was sich
vorteilhaft auf die, quadratisch von der Feldstärke abhängende, SHG-Effizienz auswirkt.
Erstaunlicher ist jedoch, dass die SHG auch dann erhöht sein kann, wenn die Wellenlänge
des Anregungslichts fern einer linearen Resonanz ist und stattdessen die erzeugte SHG
eine Partikelresonanz trifft. Dabei hat es den Anschein, dass dieser Effekt nur bei höheren
Resonanzen jenseits des Dipols auftritt.
Sollte sich dieses Verhalten bei weiteren Systemen bestätigen, könnte man so von den
linearen Eigenschaften auch auf die nichtlinearen Eigenschaften eines Partikels schließen,
was die experimentelle Behandlung deutlich vereinfachen würde.
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Abbildung 5.3.2.: Streu- und Absorptionsspektren der linearen und nichtlinearen Par-
tikelantwort. Jede Farbe steht für eine Simulation. Die Einhüllende
(schwarz) der linearen Spektren ergibt wieder die „bekannten“ li-
nearen Streu- und Absorptionsspektren. Die einzelnen Resonanzen
wurden der Reihe nach durchnummeriert.
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5.3.2. Dimere
Um die im letzten Abschnitt aufgestellte Vermutung zu überprüfen, wird als nächstes ein
System mit zwei Partikeln behandelt. Dabei hat man den Vorteil, dass sich die linearen
Resonanzen in Abhängigkeit vom Partikelabstand und der Polarisation des einfallenden
Lichtes einstellen lassen, und man so eine Verschiebung des nichtlinearen Spektrums pro-
vozieren kann. Darüber hinaus kann man versuchen, das System so einzustellen, dass es
sowohl bei der Anregungswellenlänge als auch bei der SHG-Wellenlänge eine Resonanz
besitzt.
Das hier verwendete Dimer besteht aus zwei identischen Silberpartikeln mit gleichen
Durchmessern von 120 nm und einem Abstand von 10 nm. Dabei wurden zwei Polarisa-
tionen gerechnet, einerseits entlang der Verbindungsachse, der „langen“ Achse, der beiden
Partikel, hier „y“-Polarisation genannt, und andererseits senkrecht zu dieser, entlang der
„kurzen“ Achse, hier „z“-Polarisation genannt. Eine Skizze der Versuchsanordnung und
eines Netzausschnittes findet sich in Abbildung 5.3.3. Begonnen wird nun mit der Polari-
(a) Skizze des Dimer-Systems. (b) Ausschnitt des Netzes.
Abbildung 5.3.3.: Skizze des Dimer-Systems und Ausschnitt des Netzes.
sation entlang der „kurzen“ Achse. Die Spektren sind in Abbildung 5.3.4 dargestellt. Im
Gegensatz zum Einzelpartikel ist die Dipolresonanz ωs1 im Streuungspektrum leicht unter-
144






























































Abbildung 5.3.4.: Streu- und Absorptionsspektren der linearen und nichtlinearen Par-
tikelantwort. Jede Farbe steht für eine Simulation. Die Einhüllende
(schwarz) der linearen Spektren ergibt wieder die „bekannten“ li-
nearen Streu- und Absorptionsspektren. Die einzelnen Resonanzen
wurden der Reihe nach durchnummeriert. (∗ Doppelpeak, ∗∗ Schul-
ter, „?“ nicht/schlecht zuzuordnen)
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drückt, was sich in der Schulter bemerkbar macht. Darüber hinaus bilden sich unterhalb
von λ < 250 nm im Absorptionsspektrum Doppelpeaks aus. Analog zum einzelnen Nano-
partikel zeigt auch hier die SHG eine erhöhte Abstrahlung, wenn die Anregungswellenlänge
auf eine lineare Resonanz trifft. Im Gegensatz zum Einzelpartikel ist hier der Dipol ωs1∗∗ so
schwach ausgeprägt, dass auch das zugehörige SHG-Signal 2ωs1 nur sehr gering ausgebildet
ist. Betrachtet man nun den Fall, dass die SHG-Wellenlänge auf einer lineare Resonanz
liegt, so stellt man erneut fest, dass es auch hier zu einer Verstärkung des SHG-Signals
kommen kann. Zusätzlich taucht jetzt ein Maximum auf, dass sich keiner linearen Reso-
nanz zuordnen lässt (markiert mit „?“). Dies ist gleichzeitig auch das Maximum, welches
bei dem einzelnen Nanopartikel, im Gegensatz zu den drei anderen, nicht auftauchte.
Abschließend folgt nun das Dimer mit „y“-Polarisation (siehe Abbildung 5.3.5). Hier
ist die lineare Resonanz verglichen mit dem Einzelpartikel zu längeren Wellenlängen hin
verschoben. Am deutlichsten ist dies bei der Dipolresonanz ωs1, bei der die Veschiebung
ca. 175 nm beträgt, zu erkennen. Auch hier lassen sich nun fast alle nichtlinearen Maxima
den linearen Resonanzen ω, beziehungsweise deren verdoppelter Frequenz 2ω, zuordnen.
Insbesondere ist das SHG-Maximum bei 255 nm, bei dem das lineare System sowohl bei
der Anregungswellenlänge (510 nm) wie auch der SHG-Wellenlänge resonant ist, beson-
ders stark ausgeprägt. Genauso wie bei der „z“-Polarisation taucht auch hier ein Maximum
auf, welches sich keiner linearen Resonanz zuordnen lässt. Um diesem Sachverhalt auf den
Grund zu gehen, werden nun beide Polarisationen nebeneinander betrachtet. Dabei fällt
auf, dass die nicht zuordenbaren SHG-Maxima, dem linearen Streudipol beziehungsweise
dessen SHG-Wellenlänge, der jeweils anderen Anregung entsprechen. Dies legt die Ver-
mutung nahe, das die SHG bei allen, und nicht nur bei den zur Anregung gehörenden,
linearen Resonanzen, eine erhöhte Effizienz zeigt. Ein ähnlicher Effekt ist bei der SHG an
Metallfilmen in [8] und [5] dokumentiert.
In diesen ersten Voruntersuchungen zur wellenlängenabhängigen SHG wurde gezeigt,
dass mit Hilfe der vollständigen linearen Absorptions- und Streuspektren Rückschlüsse
auf die SHG-Effizienz gezogen werden können. Dies führt gerade in der Praxis zu einer
deutlichen Vereinfachung, da lineare Spektren leichter messbar sind als nichtlineare Spek-
tren. Auch gibt es deutliche Hinweise darauf, dass man die SHG plasmonischer Syste-
me durch Einstellen ihrer linearen Resonanzen optimieren kann. Insbesondere lässt sich
die SHG-Ausbeute durch eine Kombination aus linearen Resonanzen bei Anregungs- und
SHG-Wellenlänge erhöhen.
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Abbildung 5.3.5.: Streu- und Absorptionsspektren der linearen und nichtlinearen Par-
tikelantwort. Jede Farbe steht für eine Simulation. Die Einhüllende
(schwarz) der linearen Spektren ergibt wieder die „bekannten“ li-
nearen Streu- und Absorptionsspektren. Die einzelnen Resonanzen
wurden der Reihe nach durchnummeriert. (∗ Doppelpeak, ∗∗ Drei-
fachpeak, „?“ nicht/schlecht zuzuordnen)
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In dieser Arbeit wurde ein DG-Verfahren zur Simulation nanooptischer Systeme erstellt.
Dabei wurde ein besonderer Wert auf die oberflächenkonforme Diskretisierung des Simula-
tionsgebietes gelegt. Es hat sich gezeigt, dass, speziell im Bereich metallischer Nanostruk-
turen, dieses Vorgehen zu einer deutlichen Steigerung der Genauigkeit führt. Gleichzeitig
konnten damit unnatürlich hohe Feldverstärkungen vermieden werden. Dies ermöglicht
eine vertrauenswürdigere Vorhersage von Nahfeldüberhöhung und Molekülabsorption im
Nahbereich von plasmonischen Strukturen. Darüber hinaus konnte bei den hier untersuch-
ten Partikelsystemen die Rechenzeiten um den Faktor > 2 verkürzt werden. Nachteilig bei
dem hier angewendeten Verfahren ist die damit verbundene gestiegene Anforderung an die
Qualität des Netzes, welche einen signifikanten Einfluss auf die Rechenzeit zeigte.
Als zweiter großer Themenkomplex wurde das spektrale Verhalten der SHG untersucht.
Dabei wurde gezeigt, dass sich mit Hilfe der linearen Streu- und Absorptionsspektren die
Effizienz der SHG gut vorhersagen lässt. Dabei kristallisieren sich zwei Fälle heraus. Zum
einen derjenige, bei dem die Anregungsfrequenz eine lineare Resonanz trifft. Zum anderen,
weitaus interessanter, derjenige, bei dem die erzeugte SHG auf einer solchen Resonanz
liegt. Für die Vorhersage ist es wichtig, alle linearen Resonanzen des Partikelsystems gut
zu kennen, da, bedingt durch die Anregung, einige unterdrückt werden können. Zusätzlich
lässt sich die SHG-Effizienz weiter steigern, wenn man das Partikelsystem so einstellt, dass
sowohl die Fundamentale, wie auch die SHG-Wellenlänge auf einer linearen Partikelreso-
nanz liegen.
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6.2. Ausblick
Für die weiteren Untersuchungen müssten die bisher verfügbaren Netzgeneratoren besser
auf die Anforderungen einer Zeitschrittmethode hin optimiert werden, denn es hat sich
herausgestellt, dass die Güte des Netzes den signifikantesten Einfluss auf die Rechenzeit
besitzt. Dies ist umso bedeutender, wenn mit runden Elementen gerechnet werden soll.
Für die Simulation der SHG wäre es wünschenswert, die Oberfläche viel feiner diskre-
tisieren zu können, um in den Bereich der Fermiwellenlänge der Elektronen auflösen zu
können. Dies wird nur gelingen, wenn man das DG-Verfahren hochparallelisiert. Ansätze
dazu gibt es bereits. Der nächste Schritt wäre, sich vom Potentialtopfmodell zu lösen und
diesen durch einen realistischeren Potentialverlauf zu ersetzt. Dadurch sollte es möglich
sein, ergänzende Aussagen über die Elektronendynamik am Rand eines Nanopartikels tref-
fen zu können.
Da die ersten numerischen „Experimente“ zur Vorhersage der SHG-Effizienz recht er-
folgreich verlaufen sind, ist es an der Zeit, diese durch das reale Experiment bestätigen zu
lassen. Hier kann man sich zu nutze machen, dass sich die linearen Resonanzen in plas-
monischen Systemen gut einstellen lassen. Auch steht sofort die Frage im Raum, wie eine
Struktur beschaffen sein müsste, die sowohl bei der fundamentalen, wie auch der frequenz-
verdoppelten Wellenlänge ausgeprägte Resonanzen besitzt.
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A.1. Erzeugung der Raumdiskretisierung
In diesem Abschnitt wird die Erzeugung der räumlichen Diskretisierung im 2D behandelt.
Dabei kam ein selbstentwickelter Netzgenerator zum Einsatz. Seine Funktionsweise basiert
auf dem „Distmesh“-Algorithmus aus [54], und wurde für die Zwecke dieser Arbeit modifi-
ziert. Im Folgenden werden die einzelnen Stufen der Netzerzeugung, welche in Abbildung
A.1.1 gezeigt sind, diskutiert. Begonnen wird mit einer Beschreibung der Geometrie, dabei
kommen Volumenköper (im 2D: Kreis, Rechteck, Polygon) zum Einsatz, die mittels boo-
lescher Operationen verknüpft werden (siehe Abbildung A.1.1a). Zusätzlich benötigt man
noch Diskretisierungsparameter wie:
• Größe der Elemente im Vakuum
• Anzahl der Elemente je Radius
• Stärke des Netzgradienten
• Lokale Materialparameter (εr, µr)
Mit Hilfe dieser lässt sich eine Funktion konstruieren, die für jeden Raumpunkt die cha-
rakteristische Größe der Elemente bestimmt. Dabei werden zuerst die Elementgrößen an
den gekrümmten Kanten festgelegt. Danach werden die lokalen, von Materialparametern
abhängigen, Elementgrößen bestimmt1, als nächstes werden die unterschiedlichen Element-
größen mittels des Netzgradienten angeglichen, um einen weichen Größenverlauf zu gewin-
nen. Der Kehrwert dieser Elementgrößenfunktion lässt sich als Element- beziehungsweise
Punktdichte interpretieren. Für den Fall eines V-Grabens (siehe Abschnitt 5.1.2) auf einem
Substrat ist die Funktion in Abbildung A.1.1b gezeigt. Integriert man die Elementdichte
über eine Kante, erhält man die Anzahl der notwendigen Punkte für eine Kante. Dies ist
für eine initiale äquidistante Punktverteilung in Abbildung A.1.1c dargestellt. Mit dem in
1Dies ist notwendig, da in Materialien mit einem höheren Brechungsindex die Wellenlänge kürzer ist, und
damit die Auflösung der Felder beziehungsweise des Netzes verfeinert werden muss.
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(a) Geometrie und Fixpunkte (b) Elementgrößenfunktion
(c) Randpunkte Ausgangsverteilung (d) Netz Ausgangsverteilung
(e) Randpunkte optimierte Verteilung (f) Netz optimierte Verteilung
Abbildung A.1.1.: Schritte der Netzerzeugung.
Abschnitt A.1.1 beschriebenen Optimierungsverfahren, wird diese Punktverteilung nun so
verschoben, dass die Elementdichte der Vorgabe entspricht (A.1.1e). Schließlich wird das
Volumen in Dreiecke unterteilt2. Dabei wird zuerst eine initial Vertiexverteilung vorgege-
ben. Hier wurde eine regelmäßige Verteilung gewählt3 (siehe A.1.1d). Abschließend wird
2Dabei nutzt man die Delaunay-Triangulation. Bei diesem wird eine Triangulation so erzeugt, dass
im Umkreis eines jeden Elementes kein weiterer Vertex liegt. Damit nimmt gleichzeitig der kleinste
Elementinnenwinkel den größten (mittels dieser Punkteverteilung möglichen) Wert an.
3Andere Verfahren nutzen bereits bei der initialen Vertiexverteilung die Elementgrößenfunktion. In [54]
wurde dabei mit einem Zufallszahlen basierten Filter gearbeitet, diese haben dann Vorteile wenn es
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auch diese Vertexverteilung mit dem nachfolgend (Abschnitt A.1.1) beschriebenen Verfah-
ren optimiert. Das Resultat ist in Abbildung A.1.1f gezeigt. Zum Schluss können, wie in
Kapitel 3 und 4 gezeigt, die Knoten in den Elementen bestimmt werden.
Das hier vorgestellte Verfahren verhindert keine spitzen Tangentenwinkel an gekrümmten
Kanten. Eine Möglichkeit, dies zu berücksichtigen, ist die Krümmung der Elemente in das
Volumen mit hineinzuziehen. Ein solches Verfahren ist in [53] geschildert.
A.1.1. Optimierungsverfahren
Bei diesem Optimierungsverfahren nutzt man Ansätze aus der Mechanik. Dabei werden
die Kanten zwischen den Punkten als Federn interpretiert. Dazu wird die Federkraft um
so größer gewählt, je größer die Elementgröße an der Position der Kante sein soll4. Mit
l der aktuellen Kantenlänge, ρ der gewünschten Kantenlänge und der „Federkonstante“ k
wird zunächst die Größe der entspannten Feder l0 berechnet:




Diese Grundlänge gleicht dabei den Unterschied zwischen den gewünschten und den tat-
sächlich vorhanden Kantenlängen aus. Mit Hilfe dieser Grundlänge lautet die Federkraft
F dann:
F = min((l − l0), l)
Dabei stellt das „min“ sicher, dass die Kraft ausschließlich repulsiven Charakter besitzt.
Nun lässt man das System relaxieren, bis sich ein Gleichgewichtszustand eingestellt hat.
um sehr große Punkteverteilungen geht. Dieser Fall ist hier, da man an möglichst wenigen Elementen
interessiert ist, nur bedingt anwendbar.
4Da hier eine variable Elementgrößenverteilung vorliegt, wird der maßgebliche Wert auf der Kantenmitte
bezogen.
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A.2. Erzeugung der runden Elemente für die Kugel
Um die runden Elemente in höheren Ordnungen auch im 3D anwenden zu können, muss
eine Darstellung der Randknoten existieren. Der in dieser Arbeit für die 3D-Projekte ver-
wendete Netzgenerator NetGen (siehe [60]) liefert nur Oberflächendarstellung bis zur Ord-
nung 2, das heißt, dass die Oberfläche aus Paraboloidenabschnitten zusammengesetzt wird.
Um nun eine höhere Auflösung zu erreichen wurde die Oberfläche, genauer die Projektion
der Knoten von der Dreiecksoberfläche auf die Kugeloberfläche, mit nachfolgendem Ver-
fahren bestimmt. Dabei ist zu beachten, dass es im Gegensatz zum 2D, wo eine reguläre
Kurve der Bogenlänge nach immer auf eine Linie abgewickelt werden kann, keine isome-
trische Abbildung einer Kugeloberfläche auf eine Ebene existiert. Ausgegangen wird von
Abbildung A.2.1.: Übergang von der Punkteverteilung im Dreieck auf die Punktever-
teilung auf der Kugeloberfläche
den drei Eckvertices (~vi) im Ursprungsdreieck (siehe Abbildung A.2.1). Als nächstes wer-
den die Dreieckskanten bestimmt. Dazu wurde hier die kürzeste Verbindung zwischen zwei
Punkten auf der Kugel, der Großkreis, gewählt. Mit Hilfe diesem können nun die Kanten-
punkte der Bogenlänge nach übertragen werden. Damit steht zumindest die Umrandung
der projizierten Fläche fest. Für die Volumenknoten bedient man sich der in Kapitel 3
vorgestellten baryzentrischen Koordinaten. So teilt λ1 die Strecken ~v1−~v2 und ~v1−~v3 der
Kantenlänge nach. Überträgt man dieses Teilerverhältniss auf die Kantenbögen auf der
Kugel, hat man wieder zwei Zwischenpunkte, die sich mittels eines Großkreises verbinden
lassen. Ebenso verfährt man mit den beiden anderen Koordinaten. Nun treffen sich auf der
Kugeloberfläche die so gewonnenen Bögen im Allgemeinen nicht im selben Punkt. Daher
wird für die Zielkoordinate der Mittelwert der drei Schnittpunkte gewählt. Abschließend
muss noch, da der Mittelwert der drei Punkte nicht mehr auf der Kugeloberfläche liegt,
der Abstand des neu konstruierten Punktes zum Kugelmittelpunkt korrigiert werden.
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