Abstract. A graph G(V, E) is a threshold graph if there exist non-negative reals wv, v ∈ V and t such that for every U ⊆ V , P v∈U wv ≤ t if and only if U is a stable set. The threshold dimension of a graph G(V, E), denoted as t(G), is the smallest integer k such that E can be covered by k threshold spanning subgraphs of G. A permutation graph is a graph that can be represented as the intersection graph of a family of line segments that connect two parallel lines in the Euclidean plane. In this paper we will show that if G is a permutation graph then t(G) ≤ α(G) (where α(G) is the cardinality of maximum independent set in G) and this bound is tight. As a corollary we will show that t(G) ≤ n 2 where n is the number of vertices in the permutation graph G. This bound is also tight.
Theorem 1. (Chvátal and Hammer [1]) A graph is a threshold graph if and only if it
does not contain 2K 2 , P 4 or C 4 as induced subgraph.
Chvátal and Hammer [1] introduced these graphs for their application in set-packing problems. In this paper we will use the following property of threshold graphs Fact 1. (see [11] chapter 1) A graph G is a threshold graph if and only if it is a split graph and for every pair of vertices u, v in the independent set of G, either N G (u) ⊆ N G (v) or N G (v) ⊆ N G (u).
Definition 1.
A threshold cover of a graph G is a set of threshold graphs {T 1 , T 2 , · · · , T k } such that V (G) = V (T i ) for 1 ≤ i ≤ k and E(G) = E(T 1 ) ∪ E(T 2 ) ∪ · · · ∪ E(T k ). The threshold dimension t(G) is the least integer k such that a threshold cover of cardinality k exists for G.
Since complement of a threshold graph is also a threshold graph we have an equivalent definition of threshold dimension as follows:
Fact 2. Threshold dimension t(G) of a graph G is the smallest integer k such that G can be represented as the intersection of k threshold graphs.
Threshold graphs are the graphs having threshold dimension 1. Chvátal and Hammer [2] introduced the concept of threshold dimension. Ma [10] has studied graphs having threshold dimension 2. Recognition algorithms for graphs having threshold dimension 2 were first proposed by Raschle and Simon [16] and improved by Sterbini and Raschle [17] . The problem of determining the threshold dimension of a graph has several applications like aggregation of linear inequalities in integer programming [1, 2] , synchronization of competiting processes in a complex system such as a large computer [7, 13, 14, 15] , job scheduling [8] , Guttman scales in psychology [3, 9] etc.
Since every edge along with isolated vertices is a threshold subgraph, the threshold dimension is well-defined and is bounded by the number of edges of the graph. Chvátal and Hammer [2] have shown the following upper bound on threshold dimension Theorem 2. (Chvátal and Hammer [2] ) If G is an undirected graph on n vertices then
Chvátal and Hammer have also shown that in general threshold dimension can be arbitrarily close to the number of vertices in the graph which is stated in the following theorem Corollary 1. (Chvátal and Hammer [1] ) For every ǫ > 0 there exists a graph G with n vertices such that (1 − ǫ)n < t(G).
Best known upper bound for threshold dimension of an n vertex graph is shown by Erdȏs et al. [4] . [4] ) If t(G) is the greatest threshold dimension of any graph G on n vertices then there exists some constant A such that n − A √ n log 2 n < t(G) < n − √ n + 1 where n is large enough.
Chvátal and Hammer [2] have shown that computation of threshold dimension for any graph is NP-hard. Yannakakis [19] has shown that for any graph G it is NP-complete to determine whether t(G) ≤ k where k ≥ 3. Margot [12] has studied some complexity results about threshold graphs. For more references on threshold graphs and threshold dimension see the monograph of Mahadev Peled [11] .
Permutation Graphs:
Let Π be a permutation of the numbers 1, 2, . . . , n. Then the graph G[Π] = (V, E) is defined as follows: V = {1, 2, . . . , n} and (i, j) ∈ E ⇔ (i − j)(Π −1 (i) − Π −1 (j)) < 0, i.e. i and j occurs in the permutation in the reverse order. An undirected graph G on n vertices is called a permutation graph if there exists a permutation Π of the numbers
From the above definition it is easy to see that a permutation graph is the intersection graph of a family of line segments that connect two parallel lines in the Euclidean plane. We call such a family of line segments as the parallel line representation of the permutation graph. Figure 1 shows the permutation graph corresponding to the permutation Π = {4, 7, 5, 1, 2, 6, 3} and its parallel line representation. 
Endpoints of the line segments corresponding to the vertices in I come in the same order as their induced ordering in Π.
Proof. Let L be a parallel line representation of G. Since I is an independent set the line segments corresponding to the vertices in I are mutually non-intersecting in L. Therefore we can construct another parallel line representation L ′ of G by first placing the line segments corresponding to the vertices in I so that they are all vertical and distinct and the ordering of their endpoints same as in L (See how Figure 2 is obtained from Figure 1 ). After this we can place the endpoints of the remaining line segments at distinct points on the lower and upper horizontal lines such that order of the endpoints on the lower as well as the upper horizontal lines are the same as in L. It is easy to see that L ′ represents the graph G and also satisfies the required properties. ⊓ ⊔ Figure ( 2) shows the parallel line representation of G in which the line segments corresponding to the vertices of the independent set {1, 2, 3} are all vertical. It is well known that permutation graphs are a subclass of perfect graphs. It is also a proper subclass of co-comparability graphs, comparability graphs and AT free graphs. Permutation graphs are also a subclass of circle graphs (A circle graph is an intersection graph of chords in a circle). Permutation graph is a circle graph that admits an equator, i.e. one can draw an additional chord that intersects every other chord. See Golumbic [6] for a brief introduction and references on permutation graphs.
Our Results
Let G be a permutation graph on n vertices. In this paper we will show that t(G) ≤ α(G) and this bound is tight. As a corollary we will show that t(G) ≤ n 2 . This bound is also tight. Note that for general graphs both the bounds given above are not valid. Indeed as shown in Corollary 1, for general graphs threshold dimension can be arbitrarily close to n. The example given as proof of Corollary 1 (See Golumbic [6] chapter 10) illustrates that threshold dimension can be arbitrarily large compared to α(G).
Upper bound on threshold dimension of Permutation graphs
In this section we will show that t(G) ≤ α(G). Note that α(G) = ω(G) = χ(G), since G is a permutation graph and hence a perfect graph. Therefore it suffices to show that t(G) ≤ χ(G). Let V (G) = {1, 2, . . . , n}. According to Fact 3, G is also a permutation graph. Let Π be the permutation corresponding to G. So (u, v) ∈ E(G), if and only if (u − v)(Π −1 (u) − Π −1 (v)) < 0. For each vertex v ∈ V (G) let v denote the line segment corresponding to the vertex v in L, where L is the parallel line representation of G. Let χ(G) = k and C 1 , C 2 , . . . , C k be the color classes corresponding to a proper vertex coloring of G.
Index Set
Let C j = {u 1 , u 2 , · · · , u p(j) } where p(j) = |C j |. Without loss of generality we can assume that Π −1 (u 1 ) < Π −1 (u 2 ) < · · · < Π −1 (u p ). The index set Ind j (v) of a vertex v ∈ V (G) \ C j with respect to the set C j is the set of indices of vertices in C j to which v is adjacent in G i.e. Ind j (v) = {t : u t ∈ C j and (v, u t ) ∈ E(G)}. For v ∈ V (G) \ C j , if Ind j (v) = ∅ then minimum index l j (v) of v with respect to the set C j is defined to be min (Ind j (v)) and maximum index r j (v) with respect to the set C j is defined to be max (Ind j (v)).
Proof. Let l = l j (v), r = r j (v). If l = r then |Ind j (v)| = 1 and the Lemma is trivial. Therefore we assume that l < r. Since C j induces an independent set in G, according to Lemma 1 we can construct a parallel line representation say L of G such that the line segments corresponding to the vertices in C j are all vertical and distinct. Therefore u l and u r correspond to two distinct vertical lines in L. Since l < r, u l lies to the left of u r in L. Again since v intersects both u l and u r and l < r, one endpoint of v must lie to the left of u l and other endpoint must lie to the right of u r . Thus v intersects all the vertical line segments in between u l and u r . Therefore (v, u t ) ∈ E(G) for all l ≤ t ≤ r and hence Ind j (v) = {t :
From Lemma 2, it is clear that for each vertex x = u q ∈ C j and y ∈ V (G) \ C j , if (x, y) / ∈ E(G) and Ind j (y) = ∅ then either q < l j (y) or q > r j (y). More specifically we have:
and Ind j (y) = ∅ then either q < l j (y) or q > r j (y). Let L j be the parallel line representation of G in which the line segments corresponding to the vertices in C j are all vertical and distinct.
1. If Π −1 (x) > Π −1 (y) then q > r j (y) and both endpoints of y lie to the left of (the vertical line segment) x in L j . 2. If Π −1 (x) < Π −1 (y) then q < l j (y) and both endpoints of y lie to the right of (the vertical line segment) x in L j .
Threshold Graph Construction
We shall construct one threshold graph T j corresponding to each color class
According to Lemma 1, there exists a parallel line representation L j of G in which the line segments corresponding to the vertices in C j are all vertical and distinct. To construct T j we take the projection of each line segment on the lower horizontal line of L j . Let P roj j (v) denote the projection of v on the lower horizontal line and P denote the leftmost point of all the projections i.e. P = inf( u∈V (G) P roj j (u)). We map each vertex v ∈ V (G) to an interval on the real line by the following mapping and define T j to be the intersection graph of the family of intervals {g j (v) : v ∈ V (G)}.
Lemma 3. T j is a threshold graph for 1 ≤ j ≤ k.
Proof. From the construction it is easy to see that T j is an interval graph and the point P is contained in all the intervals corresponding to the vertices in V (G) \ C j . Therefore V (G)\C j induces a clique in T j . By Comment 1, the vertices in C j induce an independent set in T j . Therefore T j is a split graph with C j as independent set and V (G)\C j as clique. Again since all the intervals corresponding to the vertices in V (G) \ C j starts from the same point P it is easy to see that for every two vertex
Proof. Let (x, y) ∈ E(G). Since L j is a parallel line representation of G there exists a point Q ∈ x∩y by definition. Clearly P roj j (Q) ∈ g j (x)∩g j (y) and hence g j (x)∩g j (y) = ∅.
Proof. Without loss of generality, assume that x > y. Let x ∈ C j . Since (x, y) / ∈ E(G)
We consider the following cases:
Case 1: When y ∈ C j . According to Comment 1, g j (x) and g j (y) correspond to two distinct points on the real line. Therefore g j (x) ∩ g j (y) = ∅ and hence (x, y) / ∈ E(T j ).
Case 2: When y / ∈ C j . Let x = u q where 1 ≤ q ≤ |C j |. We consider the following cases:
Clearly (x, y) / ∈ E(G) and therefore x and y do not intersect in L j . Since (x, y) / ∈ E(G) and Π −1 (x) > Π −1 (y), both endpoints of y lie to the left of x in L j . Again since x is vertical in L j , it corresponds to a point say Q in T j . Thus, sup P roj j (y) < Q. Therefore g j (x) ∩ g j (y) = ∅ and hence (x, y) / ∈ E(T j ).
Subcase 2.2:
When Ind j (y) = ∅. Since (x, y) / ∈ E(G) and Π −1 (x) > Π −1 (y) according to Observation 1 part (1), we have q > r j (y) and both endpoints of y lie to the left of (vertical line segment) x = u q in L j . Since x is vertical it corresponds to a point say Q in T j . Thus, sup P roj j (y) < Q. Therefore g j (x) ∩ g j (y) = ∅ and hence (x, y) / ∈ E(T j ). ⊓ ⊔ Combining Lemma 4 and 5 we get k j=1 T j = G and hence we have the following Theorem Theorem 4. If G is a permutation graph then t(G) ≤ χ(G) = ω(G) = α(G).
Combining Theorem 2 and Theorem 4 we get for a permutation graph, t(G) ≤ min(α(G), n − α(G)). As a corollary thus we have, Theorem 5. If G is a permutation graph on n vertices then t(G) ≤ n 2 .
Tightness of Theorem 4 and 5
Example 1: Let G = ( n 2 )K 2 where n is an even integer (i.e. a perfect matching on n vertices). It is easy to see that G is a permutation graph. Since α(G) =
