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In 2010, Guth and Katz introduced the polynomial partitioning theorem as a tool in
incidence geometry and in additive combinatorics. This allowed the application of
results from algebraic geometry (mainly on intersection theory and on the topology
of real algebraic varieties) to the solution of long standing problems, including the
celebrated Erdős distinct distances problem. Recently, Walsh has extended the
polynomial partitioning method to an arbitrary subvariety. This result opens the
way to the application of this method to control the point-hypersurface incidences
and, more generally, of variety-variety incidences, in spaces of arbitrary dimension.
This final project consists in studying Walsh’s paper, to explain its contents and
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The polynomial method is a collection of results which allow us to find a polynomial
of bounded degree that is able to capture the underlying algebraic structure of a
problem involving a finite set of points.
The two most well-known tools of the polynomial method are Siegel’s lemma and
the polynomial partitioning theorem over Rn. The former was used in 2008 by Dvir
[Dvi08] to prove the finite field Kakeya conjecture while the latter was invented
and used by Guth and Katz in 2010 [GK15] to solve a long-standing problem of
Erdős [Erd70] about distances in R3. The polynomial method has also been used to
establish results in number theory and differential geometry [Gut16, Tao14, Dvi10].
The current tools of the polynomial method are based on techniques from al-
gebraic geometry (intersection theory), commutative algebra (Hilbert functions),
general topology (ham-sandwich theorem), topology of real algebraic varieties and
real algebraic geometry.
The general theory of the polynomial method is still being developed. There is a
lack of understanding of its limitations and it is thought that there is a lot of room
for improvement. One direction that has already been explored is the generalisation
of the main results of the polynomial method to algebraic varieties of arbitrary
dimension. This was done by Walsh in 2018 [Wal18] and the detailed study of his
recent contributions to the polynomial method is the core of this work.
More precisely, in chapter 4 we will study a generalisation of Siegel’s lemma
and in chapter 5 we will prove the polynomial partitioning theorem for irreducible
algebraic varities of arbitrary dimension. We will also be interested in finding an
upper bound for the number of connected components of the complement of the
zero set of a polynomial that can be intersected by the real points of a variety. This
will be done in chapter 6. Using the last two results, in chapter 7 we will be able
to prove a general estimate on the number of incidences between points lying in
an algebraic variety and a finite set of hypersurfaces. Finally, for reasons that will
become clear later, in chapter 8 we will be interested in bounding the number of
connected components of an algebraic set.
We continue this introduction by presenting the main ideas which are at the
core of the polynomial method and by explaining the motivation to obtain general
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results for algebraic varieties.
The basic idea to capture a set of objects in the zero set of a polynomial (the
points where the polynomial vanishes) received a large amount of attention when
Dvir [Dvi08] was able to give a one page proof of the finite field Kakeya conjecture.
Definition 1.0.1 (Finite field Kakeya set). A set K ⊂ Fnq is a Kakeya set if for
every a ∈ Fnq \ {0} there exists a point b ∈ Fnq such that the line {b+ at | t ∈ Fq} is
contained in K.
Notation 1.0.2. Given any set of objects S, we will denote by |S| the cardinality
of S.
Theorem 1.0.3. Let K ⊂ Fnq be a Kakeya set. Then
|K| ≥ (10n)−n · qn.
Although of interest in its own right, the above theorem is a toy model introduced
by Wolff as a conjecture [Wol96] in an attempt to make progress on the Kakeya
problem over Rn. This problem was mooted at the beginning of the 20th century
and despite of a lot of effort, it remains unsolved at the time of this writing. The
interest in this question comes from its connection to other famous open problems
in the field of harmonic analysis. For example, the restriction problem has been
shown to imply the Kakeya conjecture over Rn [Wol96].
Definition 1.0.4 (Kakeya set over Rn). A Kakeya set K ⊂ Rn is a compact set
containing a line segment of unit length in every direction.
Conjecture 1.0.5. Let K ⊂ Rn be a Kakeya set. Then dim(K) = n, where dim(K)
stands for the Hausdorff dimension of K.
The Kakeya conjecture over Rn is trivial for the one dimensional case. The two
dimensional case was proven in 1971 by Davis [Dav71, Theorem 2]. The research
for n ≥ 2 started with the work of Bourgain [Bou91] in 1991 and despite of a lot
of partial progress (see [KT02] for example) it remains open to this day. The diffi-
culty on tackling this problem was the reason for which the strikingly simple proof
of the finite field Kakeya conjecture by Dvir was considered a breakthrough. It is
important to remark that no other proof of the finite field Kakeya problem has been
found after Dvir’s work.
The following lemma is what is considered to be the first basic tool of the poly-
nomial method and is the key technique used in Dvir’s proof of the finite field
Kakeya conjecture. We will see the proofs of Theorem 1.0.3 and Lemma 1.0.7 in
chapter 2.
Notation 1.0.6. Given a parameter n we will write X .n Y when there exists a
constant C depending only on n such that X ≤ CY .
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Lemma 1.0.7 (Siegel’s lemma). Let F be a field. For every finite set S ⊆ Fn there
exists a nonzero polynomial P ∈ F[x1, . . . , xn], of degree .n |S|1/n, vanishing on S.
Since the polynomial method is able to identify the underlying algebraic structure
of a problem, once a result is proven using this set of techniques it makes sense to try
to apply it to closely related questions. The field of discrete geometry has benefited
enormously from the use of the polynomial method and it is a clear example of this.
To give a concrete example, after Dvir’s proof of Theorem 2.1.11, the polynomial
method was successfully used by Guth and Katz [GK10] to prove the joints problem
over R3, which was first put forward in the 1990s [CEG+91].
A joint is defined to be a point where three lines with linearly independent
directions intersect. We are interested in knowing how many joints a set of lines
determines in the plane.
Theorem 1.0.8 (Guth-Katz [GK10]). Let L be a set of L lines in R3 and let J be
the set of J joints determined by L. Then
J ≤ 10L3/2.
We will see a proof of the above theorem in chapter 2.
Another important problem which was solved using the polynomial method was
the distinct distances problem, posed by Paul Erdős [Erd70] in 1946 and which is
considered to be the starting point of the subfield of discrete geometry called inci-
dence geometry, which will be discussed in more detail afterwards.
The distinct distances problem asks how few distinct distances are determined
by N points in the plane. More formally (following the notation of [GK15]) we let
P ⊂ R2 be a set of N points and d(P ) be the set of nonzero distances among points
of P :
d(P ) := {d(p, q)}p,q∈P,p6=q.
The distinct distances problem asks how small can the set d(P ) be. Erdős conjec-






Upon trying to adapt the techniques of Dvir’s proof to the disctinc distances prob-
lem, Guth and Katz [GK15] discovered what is now considered another important
tool of the polynomial method, the polynomial partitioning theorem.
Notation 1.0.9. Given polynomials f1, . . . , fr ∈ C[x1, . . . , xn] we define their zero
set as
Z(f1, . . . , fr) := {x ∈ Cn : f1(x) = · · · = fr(x) = 0}.
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Theorem 1.0.10 (Polynomial partitioning of Rn, Guth-Katz [GK15]). For every
finite set S ⊂ Rn and every choice of an integer M ≥ 1, there exists some nonzero
polynomial P ∈ R[x1, . . . , xn] of degree .n M such that each connected component





Based on ideas of Elekes and Sharir [ES11] which reduce the distinct distances
problem to a problem of incidences in space, Guth and Katz were able to use The-
orem 1.0.10 to give a proof of the following result.





This was considered a breakthrough and drew a lot of attention to the polynomial
method again. For example, the polynomial partitioning theorem was used to make
improvements to restriction estimates in Fourier analysis by Guth in [Gut14, Gut18]
and by Ou and Wang in [OW17] motivated by the work of Du, Guth and Li [DGL17]
which also used the partitioning technique. In the field of incidence geometry, it was
used by Wang et al. in [WYZ13] to bound the number of incidences between points
and (higher degree) algebraic curves. This list is far from exhaustive and we will
expand on it later on, when further discussing the polynomial partitioning theorem
and the problems that it arises.
Due to its importance for the polynomial method, we will give an example of
how to use Theorem 1.0.10. For this we will talk about incidence geometry in more
detail.
Incidence geometry is interested in answering questions regarding how simple geo-
metric objects (such as lines, circles, points...) intersect each other. More generally,
let V be an algebraic variety over a field F and let T be a finite family of subvarieties
of V . Let S be a finite set of points inside of V . Incidence geometry is concerned
with how the number of incidences between S and T ,
I(S, T ) = |{(S, T ) ∈ S × T : s ∈ t}|
varies in relation to the sizes of S and T . Taking V = R2 and T to be an arbitrary
finite family of lines, we may be interested in finding a bound for the maximal
number of incidences that can occur between a set of points and a set of lines. The
classical result of Szemeŕedi and Trotter [ST83] gives the bound:
I(S, L) . |S|2/3|L|2/3 + |S|+ |L|.
The strategy of proving the Szemerédi-Trotter theorem using the polynomial method
is the following. Let S ⊂ R2 be a finite set of points and let L ⊂ R2 be a finite set of
5 Chapter 1. Introduction
lines. The polynomial partitioning theorem tells us that there exists a polynomial
P of bounded degree such that each connected component of R2 \ Z(P ) contains
few points of S. We now need to know the following basic fact: a line in the plane
can only cut at most ≤ D + 1 of the connected components of R2 \ Z(P ), where
P ∈ R[x, y] is a polynomial of degree at most D. We can then take a divide and
conquer approach. Bound the number of incidences within each connected compo-
nent of R2 \ Z(P ) and then take the sum of these weaker bounds. If the partition
was good enough we expect to obtain a better global estimate for the total number
of incidences between S and L than the one provided by the weaker bound. We will
see the complete proof in chapter 2.
Although the polynomial partitioning theorem is a powerful result it has a major
caveat. It can happen that a lot of points lie inside of the zero set of the polynomial
that it produces. We are then forced to study what occurs inside the variety defined
by such polynomial.
A way to proceed is to extend the polynomial partitioning theorem to varieties of
lower dimension. This would allow us to iteratively partition the points within the
zero set until a suitable bound is obtained. This idea lead to a large body of work
where the partitioning technique was extended to handle particular situations, see
for example [ST12, Gut15], [Zah15, Theorem 2.3], [FPS+14, Theorem 4.2], [MP15,
Theorem 1.1] and [BS16].
It is important to highlight the work of Barone and Sombra [BS16] since their ideas
were key to the the extensions of the polynomial method done by Walsh in [Wal18].
Barone and Sombra were able to obtained a partitioning theorem for points in an
irreducible algebraic variety of codimension at most two and formulated a series
of conjectures that would greatly improve the partitioning technique if shown to be
true. In [Wal18], Walsh was able to give an affirmative answer the these conjectures.
More specifically, Theorem 1.4 (Theorem 1.0.19) and Theorem 1.5 (Theorem 1.0.15)
of [Wal18] prove Conjecture 2.10 of [BS16] and Theorem 1.1 (Theorem 1.0.14) and
Corollary 1.7 (Corollary 7.0.5) of [Wal18] solve Conjecture 3.4 and Conjecture 4.1
of [BS16] respectively.
One of the key ideas that these two papers want to convey is that it is possible to
obtain a polynomial partitioning theorem over algebraic varieties of arbitrary di-
mension that produces better bounds as the degree of the varieties grows.
In the remaining of this introduction we will concentrate on giving an overview
of the results introduced in [Wal18]. To state them in full generality we would need
a collection of definitions which will be discussed in section chapter 3. For ease
of exposition we present here less general statements (also given in [Wal18]) which
require as little notation as possible.
Notation 1.0.12. Let V ⊆ Cn be an irreducible algebraic variety. We will let
δ(V )
stand for the minimal integer such that V is an irreducible component of Z(f1, . . . , fr)
6
for some polynomials fi of degree at most δ(V ).
In chapter 4 we will study the generalisation of Siegel’s lemma, Lemma 1.0.7. In
its simplified form, the result says the following.
Theorem 1.0.13. Let 0 ≤ l < d ≤ n be integers. Let V ⊆ Cn be a d-dimensional
algebraic set in Cn and τl > 0 a real number. Let T be an l-dimensional algebraic
set of Cn with deg(T ) ≥ τlδ(V )d−l deg(V ). Then, there exists some polynomial P ∈








vanishing at all elements of T without vanishing identically on V .
As we mentioned before, it is clear that this bound improves as the degree of V
gets larger. Furthermore, there is no restriction imposed on the degree of V , only
on the degree of T . The general result is Theorem 4.0.3.
Let us now continue with the generalisation of the polynomial partitioning theo-
rem, Theorem 1.0.10.
Theorem 1.0.14. Let V ⊆ Cn be an irreducible algebraic variety of dimension d
and S a finite set of points inside of V (R). Then, given any integer M ≥ δ(V ), we
can find some polynomial P ∈ R[x1, . . . , xn] of degree On(M) such that P does not





As with Theorem 1.0.13, the dependence on the degree of V is made explicit and
clearly shows that the quantity of points of S in each connected component (also
called cell) of Rn \Z(P ) decreases as the degree of V increases. The general version,
Theorem 5.2.2, allows us to freely choose M ≥ 1.
We have seen that the application of the polynomial partitioning theorem to the
proof of the Szemerédi–Trotter theorem relies on the fact that few lines can touch
few of the connected components in the complement of the zero set of a polynomial.
In order to be able to use Theorem 5.2.2 we will be interested in obtaining control
on the higher-dimensional components of the zero set of a tuple of polynomials. To
this end, we will use the concept of an envelope of an algebraic variety. In chapter 6,
after establishing some estimates regarding envelopes we will be able to prove the
following theorem.
Theorem 1.0.15. Let V ⊆ Cn be an irreducible algebraic variety of dimension d and
P ∈ R[x1, . . . , xn]. Then V (R) intersects .n deg(V ) deg(P )d connected components
of Rn \ Z(P ).
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With Theorem 5.2.2 and Theorem 1.0.15 we will be able to show the following
general version of the Semerédi-Trotter theorem.
Definition 1.0.16. Let S be a finite set of points in Rn and T a finite set of varieties
in Rn. We say S is (k, b)-free with respect to T if, for every choice of k distinct
elements s1, . . . , sk from S and b distinct elements t1, . . . , tb from T , we have Si 6∈ tj
for some 1 ≤ i ≤ k, 1 ≤ j ≤ b.







and τd(b, k) = b
1−βk(d)k1−αk(d).
We set α1(1) = 0 and β1(1) = 1.
Theorem 1.0.18. Let V ⊆ Cn be an irreducible variety of dimension d. Let T be
a set of hypersurfaces of Cn and S ⊆ V (R) a set of points that is (k, b)-free with
respect to T . Then I(S, T ) is bounded by
c1|S|αk(d) deg(T )βk(d) deg(V )1−αk(d) + k deg(T ) deg(V ) + (b− 1)|S|
with c1 .n τd(b, k).
We finish the introduction by discussing the 0th Betti number (the number of
connected components) of a real algebraic variety V ⊆ Rn. This quantity is very
important for the application of the polynomial partitioning theorem. Remember
that Theorem 1.0.10 tells us that, for a finite set of points S ⊂ Rn there exists
some polynomial P of degree at most D such that each connected component of
Rn \ Z(P ) contains less than |S|/Dn points of S. By the seminal work of Milnor
[Mil64] and Thom [Tho65] in the 1960’s we know that the number b0(V ) of connected
components of V is at most
.n D
n
if V is defined by polynomials of degree at most D. This is the reason for which we
can suppose that if S ⊂ R2\Z(P ), then the points must be (almost) equidistributed
among the connected components of R2 \ Z(P ). We would like to have a similar
estimate for general algebraic varieties. In particular, looking at the bound given
by Theorem 1.0.14 we would like to find that the number of connected components
of V is at most deg(V )δ(V )d. Fortunatlly the following theorem says that this is
indeed the case.
Theorem 1.0.19. Let V ⊆ Cn be an irreducible algebraic variety of dimension d.
Then there exists some algebraic set X ⊆ Cn, having V as an irreducible component,
with deg(X) .n deg(V ) and such that the number b0(X(R)) of connected components
of X(R) satisfies
b0(X(R)) .n δ(V )d deg(V ).
We will see the proof of the above theorem in chapter 8.

Chapter 2
Simple examples of the polynomial
method
The aim of this chapter is twofold. First, we will prove Siegel’s lemma (Corol-
lary 2.1.3) which is the most basic tool of the polynomial method. We will see how
to use this result to give short and simple proofs of the Nikodym (Theorem 2.1.8)
and Kakeya (Theorem 2.1.11) conjectures over finite fields and of the joints problem
over R3 (Theorem 2.1.12).
The second part of the chapter will be devoted to the study of the polynomial par-
titioning theorem over the plane. In particular, we will prove Theorem 2.2.5 and we
will use it to give a proof of a cental result in incidence geometry, the Szemerédi-
Trotter (Theorem 2.2.9).
Most of the results in this chapter have been extracted from the book of Guth [Gut16]
and the paper by Kaplan, Matoǔsek and Sharir [KMS12]. Before proceeding to the
main body of the chapter, let us introduce some notation.
Notation 2.0.1. Given any set of objects S, we will denote by |S| the cardinality
of S.
Notation 2.0.2. We will denote by F any field. Let q be a prime power, we will let
Fq stand for a finite field with q elements (unique up to isomorphism).
Notation 2.0.3. The F-vector space of polynomials in F[x1, . . . , xn] of degree at
most D will be denoted by F[x1, . . . , xn]≤D.
Notation 2.0.4. Let f = f(x, y) =
∑
i,j aijx
iyj ∈ R[x, y] be a bivariate polynomial.
The zero set of f is defined as follows:
Z(f) = {(x, y) ∈ R2 | f(x, y) = 0}.
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2.1 Siegel’s lemma
We start by recalling the following standard result.






Proof. Consider a basis for F[x1, . . . , xn]≤D given by monomials of the form xd11 · · ·xdnn
where
∑n
i=1 di ≤ D. We can construct a bijection between the set of monomials of
the previous form and the set of all possible strings of D ∗’s and n |’s. Indeed, given
a monomial xd11 · · ·xdnn we let the first d1 elements of a string to be ∗’s. Then we
add a |. The next elements of the string will be d2 ∗’s followed by a single |. We
continue until we have added the ∗’s corresponding to the exponent dn and the nth
|. To finish constructing the string we have to append D −
∑n
i=1 di ∗’s.












Lemma 2.1.2 (Parameter counting argument). Let S ⊂ Fn and D be a positive





, then there is a nonzero polynomial P ∈ F[x1, . . . , xn]≤D that
vanishes on S.
Proof. Let m := |S| and s1, . . . , sm be the elements of S. Consider the map
µS : F[x1, . . . , xn]≤D → Fm given by µS(P ) = (P (s1), . . . , P (sm)).
It is clear that µS is a linear map and its kernel is the set of all polynomials in
F[x1, . . . , xn]≤D that vanish on S. We want to see that ker(µ) 6= ∅. By Lemma 2.1.1
we know that |S| < dimF[x1, . . . , xn]≤D therefore, by the rank-nullity theorem we
obtain that dim ker(µ) = dimF[x1, . . . , xn]≤D−m > 0. We conclude that there exists
a nonzero polynomial P ∈ F[x1, . . . , xn]≤D such that P (Si) = 0 for all 1 ≤ i ≤ m.
Corollary 2.1.3 (Siegel’s lemma). Let n ≥ 2. For any finite set S ⊂ Fn, there is a
nonzero polynomial that vanishes on S with degree ≤ n|S|1/n.
Proof. Let D be the greatest integer smaller or equal than n|S|1/n. From this we
deduce that































we can use Lemma 2.1.2 to find that there exists a nonzero
polynomial P ∈ F[x1, . . . , xn] of degree at most D ≤ n|S|1/n that vanishes on S.
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Lemma 2.1.4 (Vanishing lemma). Let P ∈ F[x1, . . . , xn] with degree at most D.
If P vanishes at D + 1 points on a 1-dimensional affine subspace l ⊂ Fn, then P
vanishes at every point of l.
Proof. Consider the parametrization of l by the map γ : F → Fn given by γ(t) =
at + b, where a, b ∈ Fn and a 6= 0. Let Q(t) := P (γ(t)) = P (at + b). Observe that
Q ∈ F[x] and deg(Q) ≤ D. Since P vanishes at D + 1 points of l, the polynomial
Q has to vanish at D + 1 values of t. Since Q is a polynomial in one variable of
degree at most D vanishing at D+ 1 points it has to be the zero polynomial. Hence
P (at+ b) = 0 for all t ∈ F as we wanted to see.
Theorem 2.1.5. Let K be an infinite field and let P ∈ K[x1, . . . , xn]. If P (c1, . . . , cn) =
0 for all (c1, . . . , cn) ∈ Kn then P is the zero polynomial.
Proof. The case n = 1 is trivial since any polynomial P ∈ K[x] vanishes in a finite
number of points. Suppose that n > 1 and that the result is true for all smaller
values of n. Observe that we can write P as
P (x1, . . . , xn) =
N∑
j=0
Pj(x1, . . . , xn−1)x
j
n
where Pj ∈ K[x1, . . . , xn−1] and some N > 0. Choose (c1, . . . , cn−1) ∈ Kn−1 and con-
sider the polynomial Q(x) := P (c1, . . . , cn−1, xn) ∈ K[x]. Since P vanishes at every
point of Kn, Q has to be the zero polynomial. This means that Pj(c1, . . . , cn−1) = 0
for every j and every (c1, . . . , cn−1) ∈ Kn−1. By induction hypothesis Pj is the zero
polynomial for every j hence P is also the zero polynomial.
The above result also works over finite fields. The proof is exactly the same, we
only need to set N = q − 1.
Corollary 2.1.6. Suppose that P ∈ Fq[x1, . . . , xn] and deg(P ) ≤ q−1. If P vanishes
at every point of Fnq , then P is the zero polynomial.
With the results presented above we can prove the Nikodym and Kakeya prob-
lems over finite fields and the joints problem over R3. Let us start by the Nikodym
problem.
Definition 2.1.7 (Finite field Nikodym set). A set N ⊂ Fnq is called a Nikodym set
if for each point x ∈ Fnq there is a line L(x) containing x such that L(x) \ {x} ⊂ N .
Theorem 2.1.8. Any Nikodym set N ⊂ Fnq contains at least (10n)−nqn elements.
Proof. Suppose that |N | < (10n)−nqn. By Corollary 2.1.3 there is a nonzero poly-
nomial P ∈ Fq[x1, . . . , xn] that vanishes on N with deg(P ) ≤ n|N |1/n < 110q < q−1.
Claim 2.1.9. The polynomial P vanishes at every point of Fnq .
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Proof. Let x ∈ Fnq . Since N is a Nikodyn set there exists a line L(x) such that
x ∈ L(x) and L(x) \ {x} ⊂ N . Since P vanishes on N , P vanishes at ≥ q − 1
points of L(x). Moreover deg(P ) < q − 1, therefore we can apply Lemma 2.1.4 and
conclude that P vanishes at all L(x) and in particular at x.
Applying Corollary 2.1.6 we obtain that P is the zero polynomial which is a
contradiction.
We continue by proving the well-known finite field Kakeya problem.
Definition 2.1.10 (Finite field Kakeya set). A set K ⊂ Fnq is a Kakeya set if for
every a ∈ Fnq \ {0} there exists a point b ∈ Fnq such that the line {b+ at | t ∈ Fq} is
contained in K.
Theorem 2.1.11. Let K ⊂ Fnq be a Kakeya set. Then
|K| ≥ (10n)−nqn.
Proof. Suppose that |K| < (10n)−nqn. By Corollary 2.1.3 there is a nonzero polyno-
mial P ∈ Fq[x1, . . . , xn] that vanishes on K with D := degP ≤ n|K|1/n < 110q < q.
Let PD be the terms of degree D of P and let Q be the terms of lower degree. We
can write P = PD + Q. Observe that since P has degree D the polynomial PD is
nonzero and homogeneous of degree D.
Let a ∈ Fnq be a nonzero vector. Since K is a Kakeya set we can find b ∈ Fnq such
that the line l := {b + at | t ∈ Fq} is contained in K. Consider the polynomial
R(t) := P (b + at). This polynomial has degree ≤ D < q and vanishes at every
value of t since P vanishes at every point of K. Therefore R is the zero polynomial.
This means that every coefficient of R is zero. Observe that the coefficient of tD
in R is exactly PD(a). Therefore PD(a) vanishes for all a ∈ Fnq \ {0}. Since PD is
homogeneous of degree D ≥ 1, PD also vanishes at 0 which means that PD vanishes
at every point of Fnq . Since D < q we can apply Corollary 2.1.6 which tells us that
PD is the zero polynomial giving a contradiction.
We now turn our attention to a problem in the Euclidean space R3. Let L be a
set of lines in R3. A joint of L is a point which lies in at least three non-coplanar
lines of L. The joints problem asks what is the maximum number of joints that are
determined by a set of L lines.
Theorem 2.1.12. Let L be a set of L lines in R3 and let J be the set of J joints
determined by L. Then
J ≤ 10L3/2.
Proof. We start by proving the following claim:
Claim 2.1.13. Let a be a joint of L. If a smooth function F : R3 → R vanishes on






) vanishes at a.
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Proof. Since a ∈ J we can find three lines l1, l2, l3 intersecting at a. Let b be a unit
vector in the direction of l1. Then we can parametrize l1 by a + bt with t ∈ R. For
a sufficiently small value of t, we have the expansion
F (a+ bt) = F (a) + t∇F (a) · b+O(t2).
Since F vanishes at every line of L and a ∈ l1 we obtain that ∇F (a) · b = 0. That is,
∇F (a) is orthogonal to the directional vector of l1. By the same reasoning we find
that ∇F (a) is also orthogonal to the directional vectors of l2 and l3. Since the lines
l1, l2, l3 are non-coplanar their directional vectors form a basis of the whole space R3
hence the only possibility is that ∇F (a) = 0.
We will also need to know that there exists some line that contain few of the
joints.
Claim 2.1.14. If L is a set of lines in R3 that determines J 6= 0 joints, then one
of the lines contains at most 3J1/3 joints.
Proof. We argue by contradiction. Suppose that every line of L has more than
3J1/3 joints. By Corollary 2.1.3 there exists a polynomial P of degree at most 3J1/3
vanishing at the joints determined by L. Hence, by Lemma 2.1.4 the polynomial P
vanishes on every line of L. Since P is a smooth function we can apply Claim 2.1.13
to find that ∇P (p) = 0 for every joint p of L. This means that the derivatives of P
vanish at each joint of L. Since the derivatives of P have lower degree than P and
P is a polynomial of the lowest possible degree that vanishes at all the joints of L
then all the derivatives must be zero. Hence, the polynomial P must be constant.
If this is the case then the set of lines L does not determine any joint which is a
contradiction.
Let J(L) denote the maximum number of joints that can be formed by L lines
and let L be a set of L lines. By the claim we know that one of the lines contains
at most 3J(L)1/3 of the joints. The number of joints not on this line is at most
J(L− 1). We obtain the following bound:
J(L) ≤ J(L− 1) + 3J(L)1/3.
If we iterate:
J(L) ≤ J(L− 1) + 3J(L)1/3 ≤ J(L− 2) + 2 · 3J(L)1/3 ≤ · · · ≤ L · 3J(L)1/3.
This implies J(L)2/3 ≤ 3L, thus J(L) ≤
√
27L3/2 < 10L3/2, as we wanted to see.
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2.2 Polynomial partitioning over R2
Let S ⊂ R2 be a set of S points and let L ⊂ R be a set of L, the set of incidences
between S and L is defined as follows:
I(S,L) = {(p, l) ∈ S × L | p ∈ l}.
In this section we will be interested in obtaining a tight upper bound for
I(S,L) := |I(S,L)|.
As we have already seen in the introduction, this is given by the Szemerédi-Trotter
theorem, Theorem 2.2.9. There are many proofs of this result, see for instance
[Szé97] for a proof based on graph theory and [ST83] for the original proof. In this
section we give a proof of Theorem 2.2.9 using the polynomial method.
As opposed to the proofs presented in the last section, we are now interested in
finding a polynomial which partitions a set of points in the plane instead of finding











Figure 2.1: Given a finite set of lines (blue lines) and a finite set of points we want
to partition R2 by the zero set of a polynomial Z(P ) (black lines) in such a way
that few points lie within each connected component of R2 \ Z(P ). Clearly, it may
happen that some points fall within Z(P ) (red points).
To find such polynomial we will make use of a result from topology, the ham
sandwich theorem proven by Stone and Tukey in the 1940s.
Theorem 2.2.1 (Ham sandwich theorem, Stone-Tukey [ST42]). Let U1, . . . ,Un ⊂
Rn be finite volume open sets. Then there is a hyperplane which bisects each set Ui.
We will need the following discrete version of the ham sandwich theorem.
Definition 2.2.2. We say that a polynomial f ∈ R[x1, . . . , xn] bisects a finite set
S ⊂ Rn if f > 0 in at most b|S|/2c points of S and f < 0 in at most b|S|/2c points
of S.
Theorem 2.2.3 (Discrete ham sandwich theorem). Let S1, . . . ,Sn ⊂ Rn be finite
sets. Then there is a hyperplane which bisects each set Ui.
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In order to obtain a partitioning theorem we will use the following variation of
the above theorem, which allow us to bisect a finite set of points not only with a
hyperplane but with the zero set of a polynomial of bounded degree.
Theorem 2.2.4 (Polynomial ham-sandwich theorem). Let S1, . . . ,Ss ⊂ R2 be finite





− 1 ≥ s. Then there exists a nonzero
polynomial P ∈ R[x, y] of degree at most D that simultaneously bisects all the sets
Si.
The polynomial ham sandwich theorem allows us to find an algebraic surface
bisecting a finite set of points. This gives us two finite sets of points which again
can be partitioned by a polynomial provided by the ham sandwich theorem. If we
iterate this process and we keep track of the degrees of the polynomials that we find
we get the following theorem.
Theorem 2.2.5 (Polynomial Partitioning). For every finite set S ⊂ R2 of points
and every r > 1 there exists a nonzero polynomial f ∈ R[x, y] of degree at most
O(
√










2 = 2 bisecting S. Consider the sets
Q+ := {x ∈ S | f1(x) > 0} and Q− := {x ∈ S | f1(x) < 0}.
Observe that |Q+| ≤ b|S|/2c and |Q−| ≤ b|S|/2c. Let us define the set S1 =
{Q+, Q−}. We can apply Theorem 2.2.4 again on the elements of S1. Doing so we






2 bisecting Q+ and Q−. Let
S2 be the set whose elements are the sets obtained from this bisection. Proceeding
inductively we can suppose that we have constructed sets Si with at most 2i sets.





bisecting all the elements of Si. As we did before, for each Q ∈ Si we define
Q+ := {x ∈ S | fi(x) > 0} and Q− := {x ∈ S | fi(x) < 0}
and let Si+1 :=
⋃
Q∈Si{Q
+, Q−}. This process finishes at t = dlog2 re where we find a




r and we obtain the set St with at most
r elements. Let f = f1f2 · · · ft. By construction of f no component of R2 \Z(f) can
contain points of two different sets of St therefore each component contains .
|S|
r
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We finish this chapter by proving the Szemerédi-Trotter theorem, Theorem 2.2.9.
This proof will relay on the two following consequences of Bezout’s theorem.
Lemma 2.2.6. If l is a line in R2 and f ∈ R[x, y] is of degree at most D, then
either l ⊆ Z(f) or |l ∩ Z(f)| ≤ D.
Proof. Consider the parametrization of l by the map γ : R → R2 given by γ(t) =
(a1t + b1, a2t + b2), where a1, b1, a2, b2 ∈ R. Observe that the points of l ∩ Z(f) are
the roots of g := f ◦ γ. If g is identically zero then l ⊆ Z(f). Otherwise, since
deg(g) = deg(f) ≤ D we obtain that |l ∩ Z(f)| ≤ D.
Lemma 2.2.7. If f ∈ R[x, y] is nonzero and of degree at most D, then Z(f) contains
at most D distinct lines.
Proof. Suppose that Z(f) contains k lines l1, . . . , lk. We want to see that k ≤ D.
Take a point p ∈ R2 \ Z(f) and consider the line l passing through p, not parallel
to any li for 1 ≤ i ≤ k and without crossing any intersection point li ∩ lj for
1 ≤ i < j ≤ k. Therefore l has k intersections with
⋃k
i=1 li and it is not contained
in Z(f). By Lemma 2.2.6 we know that k = |l ∩ Z(f)| ≤ D.
When using the polynomial partitioning theorem to tackle a problem in incidence
geometry we need a weak bound to apply to the incidences within the cells that we
will create. In this case, these bound is given by the next lemma.
Lemma 2.2.8. Let S be a set of S points and let L be a set of L lines in the plane,
then
I(S,L) ≤ L+ S2 and I(S,L) ≤ S + L2.
Proof. We start by proving the inequality I(S,L) ≤ L + S2. Observe that L =
L1 ∪ L2 where L1 is the set containing the lines of L which are incident to at most
one point of S and L2 is the set of lines of L which contain at least two points of S.
We clearly obtain the following bound
I(S,L1) ≤ |L1| ≤ L.
Notice that there are at most S − 1 lines passing through a point p ∈ S and some
other point of S. This means that any point p ∈ S can have at most S−1 incidences
with the lines of L2. Therefore, we get the bound
I(S,L2) ≤ S(S − 1) ≤ S2,
Since
I(S,L) = I(S,L1) + I(S,L1)
we get the result. The other inequality follows from planar duality.
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Theorem 2.2.9 (Szemerédi-Trotter). Let S ⊂ R2 be a set of S distinct points and
let L be a set of L distinct lines in the plane, then
I(S,L) . S2/3L2/3 + S + L.
Proof. Suppose that S ≤ L. Notice that if
√
L > S then the result follows by
Lemma 2.2.8 therefore we may also assume that
√





By Theorem 2.2.5 we know that there exists some polynomial f ∈ R[x, y] such that
every connected component of R2 \ Z(f) contains . L2/3
S1/3
points of S and






Let C1, . . . , Cs be the connected components of R2 \ Z(f). Define the sets
S0 := Z(f) ∩ S and Si := Ci ∩ S for i = 1, . . . , s.








I(Si,L) + I(S0,L \ L0) + I(S0,L0). (2.2.1)
That is, we will count the incidences within the cells and the incidences within the
zero set of f . Let us start with the former. Let
Li = {l ∈ L | ∃ p ∈ Si, p ∈ l}
for i = 1, . . . , s. It is clear that we can ignore the lines that do not intersect points




i=1 I(Si,Li). Using the bound provided













By Lemma 2.2.6 we know that a line l of L can intersect Z(f) in at most D points.




|Li| ≤ (D + 1)L . S2/3L2/3 + L. (2.2.3)
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Moreover using the bound obtained from the polynomial partitioning theorem we














S = L2/3S2/3. (2.2.4)
Therefore, by inequality (2.2.3) we obtain the following bound.
s∑
i=1
I(Si,L) . S2/3L2/3 + L. (2.2.5)
Let us finish by counting the incidences within Z(f). Using Lemma 2.2.7 we get







Moreover we have the inequality




From inequalities (2.2.1), (2.2.5), (2.2.6) and (2.2.7) we conclude that
I(S,L) . S2/3L2/3 + L
This concludes the proof for the case S ≤ L. For the other case we can use standard
planar duality to interchange the roles of S and L to obtain the bound
I(S,L) . S2/3L2/3 + S,
which completes the proof.
Chapter 3
Preliminary concepts and results
In this chapter we begin the work to extend the polynomial method to algebraic
varieties of arbitrary dimension. We will start by introducing some notation and re-
calling standard facts from algebraic geometry will be used in most of the remaining
chapters.
We will continue by introducing the concept of partial degree of an irreducible alge-
braic variety which will play a crucial role in this work. We will end the chapter by
stating a collection of results about Hilbert functions.
Without taking into account the first section, the vast majority of the results of
these chapter are extracted from the paper of Walsh [Wal18, Sections 3-5].
We will use the following notation.
Notation 3.0.1. Given parameters a1, . . . , ar we will write X .a1,...,ar Y or X =
Oa1,...,ar(Y ) when there exists a constant C depending only on a1, . . . , ar such that
X ≤ CY . We will also write X ∼a1,...,ar Y when X .a1,...,ar Y .a1,...,ar X.
Notation 3.0.2. Given polynomials f1, . . . , fr ∈ C[x1, . . . , xn] we define their zero
set as
Z(f1, . . . , fr) := {x ∈ Cn : f1(x) = · · · = fr(x) = 0}.
Notation 3.0.3. We write I(V ) for the ideal of an algebraic variety V and write
IR(V ) ⊆ I(V ) for its subset of real polynomials. We will also write V (R) for the
real points of V .
3.1 Standard results from algebraic geometry
Recall that the following class of topological spaces includes all varieties.
Definition 3.1.1 (Noetherian topological space). A topological space is called
noetherian if for any sequence Y1 ⊇ Y2 ⊇ · · · of closed subsets, there is an inte-
ger r such that Yr = Yr+1 = · · · . This condition is called the descending chain
condition.
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Definition 3.1.2 (Dimension of an affine variety). Let X be a topological space.
The dimension of X, dim(X) is the supremum of all integers n such that there exists
a chain Z0 ⊂ Z1 ⊂ · · · ⊂ Zn of distinct irreducible closed subsets of X. We define
the dimension of an affine variety to be its dimension as a topological space.
We will use the following standard fact about hypersurfaces.
Proposition 3.1.3. Let F be a field. A variety Y in the affine space An over F
has dimension n − 1 if and only if it is the zero set Z(f) of a single nonconstant
irreducible polynomial in F[x1, . . . , xn].
Definition 3.1.4 (Degree of a variety). The degree of an d-dimensional algebraic
variety V ⊆ Cn is defined as the number of points of intersection of V with a
sufficiently general linear space of dimension n − d. If V is an algebraic set and
V1, . . . , Vr its irreducible components we write deg(V ) =
∑r
i=1 deg(Vi).
In order to establish useful estimates for the degree of the varieties that we will
encounter we will need to extensively use the following formulation of the well known
Bezout’s inequality.
Lemma 3.1.5 (Bezout’s inequality). Let W ⊆ Cn be an algebraic variety and
f1, . . . , fs ∈ C[x1, . . . , xn] polynomials. Write Z1, . . . , Zr for the irreducible com-
ponents of Z(f1, . . . , fs) ∩W . Then
r∑
i=1




Proof. Let C1, . . . , Ct be the irreducible components of W . Notice that




for any polynomial f ∈ C[x1, . . . , xn].
If Ci ⊆ Z(f) then we get deg(Ci ∩ Z(f)) = deg(Ci) ≤ deg(Ci) deg(f). On the
other hand, if Ci 6⊆ Z(f) we can apply lemma 7.7 from [Har77] and we obtain
deg(Ci ∩ Z(f)) ≤ deg(Ci) deg(f). We conclude that
deg(W ∩ Z(f)) ≤
r∑
i=1
deg(Ci) deg(f) = deg(W ) deg(f).
Using the above inequality we obtain the bound
deg(W ∩ Z(f1, . . . , fs)) ≤ deg((W ∩ Z(f1, . . . , fs−1)) ∩ Z(fs))
≤ deg(W ∩ Z(f1, . . . , fs−1)) deg(fs).
Iterating from fs−1 to f1 we get the result.
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Definition 3.1.6. (Locally closed) Let X be a topological space and Z a subset of
X. We say Z is locally closed in X if, for any point z ∈ Z, there exists an open
neighbourhood U of z in X such that U ∩ Z is closed in U . It is easy to see that
Z is locally closed in X if and only if it is expressible as the intersection of an open
set in X and a closed set in X.
Definition 3.1.7. Let X be a noetherian space. We say a subset Z of X is a





where Ui is open and Fi is closed.
Theorem 3.1.8 (Chevalley). Let φ : X → Y be a morphism of varieties. Then φ
maps constructible sets to constructible sets.
Lemma 3.1.9. Let t ⊆ Cn be an l-dimensional irreducible variety and let H be a
finite family of irreducible varieties of Cn of dimension l−1. Then there exists some
irreducible variety h ⊆ t of dimension l − 1 with deg(h) ≤ deg(t) and h 6∈ H.
Proof. Consider a generic linear map π : Cn → Cl. Since t is an irreducible algebraic
variety of dimension l we know that t is in Noether position with respect to π, that
is, π|t : t→ Cl is finite. Thus π(t) = Cl.
Moreover, π(H) is a constructible set by Theorem 3.1.8. This means that π(H) is
an algebraic set of dimension ≤ l − 1. Now, take L ⊂ C l such that dim(L) = l − 1
and Z 6⊂ L for every irreducible component Z of π(H).
We know that π−1(L) is an affine subspace of dimension n − 1. Observe that t 6⊂
π−1(L) by our choice of L. Therefore we can take h = π−1(L) ∩ t.
3.2 Partial degree of an algebraic variety
In this section we introduce the definition of partial degree of an algebraic variety
V ⊆ Cn. From this definition we will prove estimates relating the degree of V and
its partial degree.
More precisely, we want to find bounds for the degree of an irreducible algebraic
variety in terms of its partial degree. This will be accomplished by Corollary 3.2.8,
Theorem 3.2.11 and Corollary 3.2.13.
A crucial role in the proof of Theorem 3.2.11 will be played by Theorem 4.0.3, a
result that will be discussed in detail in chapter 4.
Definition 3.2.1 (Partial degree). For an irreducible algebraic variety V ⊆ Cn
and every 1 ≤ i ≤ n − dim(V ) we let δi(V ) stand for the minimal integer δ for
which we can find a finite set of polynomials g1, . . . , gt ∈ C[x1, . . . , xn] of degree
at most δ such that V ⊆ Z(g1, . . . , gt) and the highest dimension of an irreducible
component of Z(g1, . . . , gt) containing V is equal to n − i. Sometimes we will set
δn−dim(V ) = δ(V ) and call this the partial degree of V . By convention we write
δ0(V ) = 0 and δi(V ) =∞ for every i > n− dim(V ).
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Lemma 3.2.2. For every variety V we have δi(V ) ≥ δi−1(V ) for every i.
Proof. By definition of δi(V ) there exist polynomials g1, . . . , gt ∈ C[x1, . . . , xn] such
that the highest dimension of an irreducible component of Z(g1, . . . , gs) containing
V is n− i. If we take the subset of polynomials gi, . . . , gr that do not vanish on the
irreducible components of dimension n− i containing V then the highest dimension
of an irreducible component of Z(gi, . . . , gr) containing V is n− i+ 1 which means
that δi(V ) ≥ δi−1(V ).
We will make frequent use of the following quantities associated to the partial
degrees of a variety.
Notation 3.2.3. Let V ⊆ Cn be an irreducible algebraic variety of dimension d, we
write
∆i(V ) := max
{ deg(V )
δi+1(V ) · · · δn−d(V )
, 1
}
and Πi(V ) := δi(V )
n−i∆i(V ).
Definition 3.2.4 (Minimal variety). Let V ⊆ Cn be an irreducible variety. We say
an irreducible variety V ′ ⊂ Cn containing V is an (n − s)-minimal variety of V if
dim(V ′) = n− s and every polynomial of I(V ) \ I(V ′) has degree at least δs+1(V ).
Notice that the definition of a (n−s)-minimal variety V ′ of an irreducible variety
V ⊆ Cn implies that the ideal I(V ′) has to contain all polynomials of I(V ) of
degree < δs+1(V ). Moreover, V
′ is not necessarily unique since it can also contain
polynomials of degree ≥ δs+1(V ).
Lemma 3.2.5. Let V1, . . . , Vr be subsets of Cn and let S ⊆ V1∩· · ·∩Vr. Let f1, . . . , fr
be polynomials such that fi ∈ I(S) and fi 6∈ I(Vi) for all 1 ≤ i ≤ r. Then, there is a
nontrivial linear combination f = c1f1 + · · · + crfr, with real coefficients, such that
f ∈ I(S) and f 6∈ I(Vi) for all 1 ≤ i ≤ r.






It is clear that fc ∈ I(S). Let us see that fc 6∈ I(Vi) for every i. For every i, take





Clearly P is not the zero polynomial. Therefore by Theorem 2.1.5 we know that we
can find c ∈ Rr such that P (c) 6= 0. Therefore fc(pi) 6= 0 for every i. Thus it suffices
to take f := fc.
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Lemma 3.2.6. Let V ⊆ Cn be an irreducible variety of dimension d. Then, there
exist polynomials P1, . . . , Pn−d defined recursively such that, for every 1 ≤ i ≤ n−d,
deg(Pi) = δi(V ), Pi is a polynomial of the smallest possible degree such that the
maximal dimension of an irreducible component of Z(P1, . . . , Pi) containing V is
n− i and Z(P1, . . . , Pi) contains an (n− i)-minimal variety of V .
Proof. This result follows from the definition of partial degree. In the case where
i = 1 we know that we can find polynomials g1, . . . , gs ∈ C[x1, . . . , xn] such that
deg(gi) ≤ δ1(V ), V ⊆ Z(g1, . . . , gs) and the highest dimension of an irreducible
component of Z(g1, . . . , gs) containing V is n − 1. It suffices to take one of the
polynomials gi such that V ⊆ Z(gi) since dimZ(gi) = n− 1.
Let us iterate. Suppose that we have constructed i − 1 polynomials P1, . . . , Pi−1
satisfying the hypotheses of the lemma. Let V1, . . . , Vr be the irreducible components
of Z(P1, . . . , Pi−1) such that V ⊆ Vj and dim(Vj) = n − (i − 1) for all 1 ≤ j ≤ r.
By definition of partial degree, there exist polynomials g1, . . . , gs ∈ C[x1, . . . , xn] of
degree at most δi(V ) such that the maximal dimension of an irreducible component
of Z(g1, . . . , gs) containing V is n − i. Since dim(Vj) > n − i and V ⊆ Vj it must
be that Vj 6⊆ Z(g1, . . . , gs). Therefore, for each Vj we can find a polynomial fj of
degree at most δi(V ) such that fj ∈ I(V ) and fj 6∈ I(Vj). Then by Lemma 3.2.5
we find a linear combination f with real coefficients of the polynomials fj such that
f ∈ I(V ) and f 6∈ I(Vj) for every 1 ≤ j ≤ r. Let us see that we can take Pi = f .
Claim 3.2.7. deg(f) = δi(V ).
Proof. Suppose that deg(f) < δi(V ). Let s ≤ i be the smallest integer with δs(V ) =
δi(V ) and let W1, . . . ,Wt be the irreducible components of Z(P1, . . . , Ps−1) contain-
ing V such that dim(Wm) = n−s+1 for all 1 ≤ m ≤ t. Notice that each Wm contains
one of the previous Vj since n−(i−1) ≤ n−(s−1). This means that f 6∈ I(Wm) for
every m. Hence we find a contradiction with the definition of partial degree since the
maximal dimension of an irreducible component of Z(P1, . . . , Ps−1, Pi) containing V
is n− s while deg(P1), . . . , deg(Ps−1), deg(Pi) < δs(V ).
Notice that we have shown that there is some Vj with every polynomial of
I(V ) \ I(Vj) having degree at least δi(V ), that is, Vj is a n− (i− 1) minimal variety
of V . Indeed, suppose that for every Vj there exists a polynomial fj ∈ I(V ) \ I(Vj)
such that deg(fj) < δi(V ). Applying Lemma 3.2.5 we find a linear combination such
that f ∈ I(V ) \ I(Vj) for every j with deg(f) < δi(V ). However in the proof of the
claim we have seen that this enters in contradiction with the definition of partial
degree.
This proves that we can take Pi = f . At the end of the iteration, when i = n − d
we need to find a d-minimal variety in Z(P1, . . . , Pn−d) but we can take V as this
variety, proving the result.
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Proof. Consider the polynomials P1, . . . , Pn−d of the type provided by Lemma 3.2.6
associated to V and let Z1, . . . , Zr be the irreducible components of Z(P1, . . . , Pn−d).
We know that V is an irreducible component of dimension d of this algebraic set.











Definition 3.2.9 (Admissible integer). We say a non-negative integer i is admissible
with respect to V if δi+1(V ) > 2iδi(V ).
Notice that if i is not admissible, then δi(V ) &n δi+1(V ). If we let c1 &n 1 be a
sufficiently small constant, then for every irreducible variety V ⊆ Cn we have that
every positive integer lies inside an interval of the form





where c0 is the constant given in Theorem 3.3.3. We can extend the definition of
these intervals as follows. Suppose that V ⊆ Cn is an irreducible algebraic variety
of dimension d, then for every 0 ≤ s ≤ n − d choose a real number τ > 0 and for
every 0 ≤ l ≤ n− s define the interval
Rls,τ (V ) = [τδs(V )n−(s+l)∆s(V ), τδs+1(V )n−(s+l)∆s(V )].
We have the following observation.
Lemma 3.2.10. Let V ⊆ Cn be an irreducible algebraic variety. For any integers
l < d and 0 < ε < 1, we can find ε .n τ1, . . . , τn−d ≤ ε such that R≥0 is covered by
the sets Rls,τs(V ) with S admissible.
Theorem 3.2.11. Let V ⊆ Cn be an irreducible variety of dimension d and let
P1, . . . , Pn−d be the corresponding polynomials given by lemma Lemma 3.2.6. Then,
for every 1 ≤ m ≤ n − d, every irreducible component W of Z(P1, . . . , Pm) having
dimension n−m and containing V has degree ∼n
∏m
i=1 δi(V ) and satisfies δi(W ) ∼n
δi(V ) for every 1 ≤ i ≤ m.
Proof. We proceed by induction on m. Suppose that m = 1. We have dim(Z(P1)) =
n− 1 and deg(Z(P1)) = deg(P1) = δ1(V ). Moreover, by definition of partial degree
we know that δ1(Z(P1)) = deg(P1) and we are done with the base case.
Let m > 1 and consider the result true for every smaller value of m. Since W is
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Let us now proceed by contradiction. Assume that for any sufficiently small constant
ε &n 1 with respect to n we have the inequality




Let Z1, . . . , Zr be the irreducible components of Z(P1, . . . , Pm−1) of dimension n −
(m−1) containing V . By Lemma 3.2.10 there exists some τn−m such that deg(W ) ∈
Rn−ms,τn−m for any admissible integer S. Then, for every 1 ≤ j ≤ r we can use








vanishing on W without vanishing on Zj for some admissible integer 0 ≤ sj < m.
Claim 3.2.12. ∆sj(Zj) ∼n
∏sj
i=1 δi(V ) for every 1 ≤ j ≤ r.
Proof. Observe that the induction hypothesis can be applied to the components Zj.
This means that deg(Zj) ∼n δ1(V ) · · · δm−1(V ) for every 1 ≤ j ≤ r and δi(Zj) ∼n
δi(V ) for every 1 ≤ i ≤ m − 1 and 1 ≤ j ≤ r. Using the definition of ∆sj(Zj) we
finish the proof.
Applying the claim together with the bound (3.2.2) to the degree of the polyno-






















m−sj δm(V ) < δm(V ) if ε is sufficiently small. Now, by Lemma 3.2.5
we find a polynomial Q vanishing on W without vanishing at any of the compo-
nents Zj. This means that V ⊆ W ⊆ Z(P1, . . . , Pm−1, Q). Moreover, since Q
does not cut every component Zj properly each of the irreducible components of
Z(P1, . . . , Pm−1, Q) containing V has dimension at most n − m. Since Pm is a
polynomial of the smallest possible degree such that the maximal dimension of an
irreducible component of Z(P1, . . . , Pm) containing V has degree at most n−m and





To finish the proof we need to see that δi(W ) ∼n δi(V ) for every 1 ≤ i ≤ m. We
know that for every 1 ≤ i ≤ m we have V ⊆ W ⊆ Z(P1, . . . , Pi). This implies that
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δi(W ) ≤ δi(V ) for every i. By Corollary 3.2.8 we know that deg(W ) ≤
∏m
i=1 δi(W ).
Moreover, we have just seen that there exists some constant c depending on n such
that c
∏m







δi(W ) =⇒ cδi(V ) ≤ δi(W ) for every 1 ≤ i ≤ m,
as we wanted to see.
Corollary 3.2.13. Consider an irreducible variety V ⊆ Cn of dimension d and let
W be an irreducible variety of dimension n − k containing V . Then deg(W ) &n
δ1(V ) · · · δk(V ).
Proof. By definition of partial degree we know that, for every k+1 ≤ s ≤ n−d we can
find a set of polynomials gs1 , . . . , gst ∈ C[x1, . . . , xn] such that each of them vanishing
on V without vanishing on W . Applying Lemma 3.2.5 to each set of the previous
polynomials we obtain a collection of n−d−k polynomials fk+1, . . . , fn−d such that
for every s we have deg(fs) ≤ δs(V ) and the maximal dimension of an irreducible
component of W ∩Z(fk+1, . . . , fs) containing V is equal to (n−k)− (s−k) = n−s.
Taking s = n−d we see that V is an irreducible component of W∩Z(fk+1, . . . , fn−d).





Moreover, by Lemma 3.1.5 we know that
deg(W ∩ Z(fk+1, . . . , fn−d)) ≤ deg(W )
n−d∏
i=k+1




Since V is an irreducible component of W ∩ Z(fk+1, . . . , fn−d) we must have
deg(V ) ≤ deg(W ∩ Z(fk+1, . . . , fn−d)).




δi(V ) ≤ deg(W )
n−d∏
i=k+1




as we wanted to see.
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3.3 Hilbert functions
We finish this chapter by stating a few results concerning Hilbert functions. They
will be needed in chapter 4 when proving the generalisation of Siegel’s lemma.
Notation 3.3.1. Let V ⊆ Cn be an algebraic set. We write I(V )≤m for those ele-
ments of I(V ) of degree at most m. We also write IR(V ) for the ideal of R[x1, . . . , xn]
consisting of the real polynomials of I(V ).
Definition 3.3.2 (Hilbert function). Consider an algebraic set V ⊆ Cn. To the
ideal I(V ) of V we can associate the affine Hilbert function
HI(V )(m) := dimC(C[x1, . . . , xn]≤m/I(V )≤m).
We can also define the function
HI(V ),R(m) := dimR(R[x1, . . . , xn]≤m/IR(V )≤m).
Theorem 3.3.3. Let V ⊆ Cn be an algebraic set having all its irreducible compo-
nents of dimension d. Then, there exists some constant c0 &n 1 such that, for every
m ≥ 2(n− d)δ(V ), we have the bound
HI(V )(m) ≥ c0md deg(V ).
Lemma 3.3.4. We have HI(V ),R(m) ≥ HI(V )(m) for every algebraic variety V ⊆ Cn
and every m ≥ 0.
Lemma 3.3.5. Let V ⊆ Cn be an irreducible algebraic variety of dimension d. Let s
be an admissible integer with respect to V and k ∈ Rs(V ). Let m be a positive integer
such that 2sδs(V ) < m < δs+1(V ) and c0m
n−s∆s(V ) > k. Then HI(V )(m) > k.
Proof. Let g1, . . . , gt be polynomials satisfying the conditions of the definition of
δs(V ). Let V1, . . . , Vr be the irreducible components of Z(g1, . . . , gt) of dimension
n− s containing V .
Claim 3.3.6. There exists some 1 ≤ j ≤ r such that I(V )≤m = I(Vj)≤m.
Proof. Since V ⊆ Vj for all 1 ≤ j ≤ r then I(Vj)≤m ⊆ I(V )≤m for all 1 ≤ j ≤
r. To see the other inclusion suppose that for every 1 ≤ j ≤ r there is some
polynomial hj ∈ I(V )≤m \ I(Vj)≤m. Then Vj ∩ Z(hj) is an algebraic set which
contains V and having all its irreducible components of dimension less than n − s.
Therefore the zero set Z(g1, . . . , gt, h1, . . . , hr) is an algebraic set containing V and
its irreducible components that contain V have dimension at most n−s−1. Since all
the polynomials g1, . . . , gt, h1, . . . , hr have degree at most m, by definition of partial
degree we obtain that δs+1(V ) ≤ m which is a contradiction.
Without loss of generality we can assume that I(V1)≤m = I(V )≤m. Since V1
is irreducible of dimension n − s and m > 2sδs(V ) we can use Theorem 3.3.3 to
conclude that
HI(V )(m) = HI(V1)(m) ≥ c0mn−s deg(V1). (3.3.1)
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Claim 3.3.7. deg(V1) ≥ ∆s(V ).
Proof. By definition of δs+1(V ) we can find polynomials g1, . . . , gt ∈ C[x1, . . . , xn] of
degree at most δs+1(V ) such that V ⊆ Z(g1, . . . , gt) and the irreducible components
of Z(g1, . . . , gt) containing V have dimension at most n− s− 1. Since V ⊆ V1 and
dim(V1) = n− s it must be that V1 6⊆ Z(g1, . . . , gt), otherwise we would contradict
the definition of partial degree. Let fs+1 be any of the polynomials g1, . . . , gs. Then
fs+1 is a polynomial of degree at most δs+1(V ) vanishing on V without vanishing
on V1. This means that there exists an irreducible component Ws+1 of Z(fs+1)∩ V1
containing V of dimension n− s− 1. Moreover, by bezout’s inequality Lemma 3.1.5
we know that
deg(Ws+1) ≤ deg(V1) deg(fs+1) ≤ deg(V1)δs+1(V ).
We can now proceed by applying the same reasoning to the variety Ws+1. By
definition of δs+2(V ) we can find a polynomial fs+2 of degree at most δs+2(V ) such
that Z(fs+2)∩Ws+1 contains an irreducible variety Ws+2 containing V of dimension
n− s− 2 and of degree ≤ deg(Ws+1) deg(fs+2) ≤ deg(V1)δs+1(V )δs+2(V ). Iterating
this argument we find an irreducible variety Wn−d such that
deg(Wn−d) ≤ deg(V1)δs+1(V ) · · · δn−d(V ).
Since dim(Wn−d) = d it must be that V = Wn−d.
By hypothesis and Claim 3.3.7 we conclude that
HI(V )(m) ≥ c0mn−s∆s(V ) > k.
Chapter 4
Siegel’s lemma for varieties
The aim of this chapter is to prove Theorem 1.0.13 and Theorem 4.0.3 which have
already been used in chapter 3 and we will use them again in chapter 6.
Since both theorems have very similar proofs we will give the proof of Theorem 4.0.3
which is more general and then indicate the necessary changes to prove Theo-
rem 1.0.13. Since the proofs are done by induction we will deal with the base
cases first proving Lemma 4.0.1 and Lemma 4.0.5. The material for this chapter has
been extracted from [Wal18, Section 4].
Lemma 4.0.1. Let S be a finite subset of Cn and let V be a d-dimensional irreducible
variety V ⊆ Cn. Let τ > 0 be sufficiently small with respect to n and let s be an









vanishing on S without vanishing identically on V .
Proof. Let p1, . . . , pt be a basis of C[x1, . . . , xn]≤m/I(V )≤m. We start by proving the
following claim.
Claim 4.0.2. t > |S|.
















and |S| < c0mn−s∆s(V ).
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Therefore by Lemma 3.3.5 we know that
t = HI(V )(m) > |S|.
Consider elements q1, . . . , qt of C[x1, . . . , xn]≤m such that π(qi) = pi for every i
where π is the projection
π : C[x1, . . . , xn]≤m → C[x1, . . . , xn]≤m/I(V )≤m.
Since t > |S| there exists some linear combination q =
∑t
i=1 ciqi with ci ∈ C for
every i such that q ∈ I(S). Moreover, since π(q) =
∑t
i=1 cipi 6∈ I(V ) we obtain that
q 6∈ I(V ).
Theorem 4.0.3 (Siegel’s lemma for varieties). Let 0 ≤ l < d ≤ n be integers and
τl > 0 a sufficiently small constant with respect to n. Let T be a finite set of l-
dimensional irreducible algebraic varieties in Cn and V a d-dimensional irreducible
algebraic variety in Cn. Let 0 ≤ s ≤ n − d be an admissible integer with deg(T ) ∈








vanishing at all elements of T without vanishing identically on V .
Proof. We will proceed by induction on l. It is clear that the case l = 0 corresponds
to Lemma 4.0.1. First notice that since deg(T ) ∈ Rls,τl(V ) we have that
τlδs(V )
n−(s+l)∆s(V ) ≤ deg(T ) ≤ τlδn−(s+l)s+1 (V )∆s(V ),













l δs+1(V ). (4.0.1)







for some large B ∼n,τl 1. Pick any irreducible variety h ⊆ Cn of dimension l− 1 and
some t ∈ T . Then by Lemma 3.1.9 there exists some irreducible variety h1 ⊂ t of
dimension l−1 with deg(h1) ≤ deg(t). Taking H = {h1} and applying Lemma 3.1.9
again we find another subvariety h2 ⊆ t such that deg(h2) ≤ deg(t) and h2 6∈
H. Repeating this process we can find a collection of r ≥ 1 distinct subvarieties
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h1, . . . , hr of t of dimension l − 1 such that deg(hi) ≤ deg(t) for every 1 ≤ i ≤ r.
This means that we have the inequality
r∑
i=1
deg(hi) ≤ r deg(t).




deg(hi) ≤ (2R + 1) deg(t).
For any other element t1 ∈ T we can set H = {h1, . . . , hr} and apply Lemma 3.1.9,
which yields a collection of distinct subvarieties of t1 giving the same bounds as
above for some suitable r. If we repeat this process for every remaining element
of T , always ensuring that the subvarieties are distinct between each other and the
previous ones, we find a collection of varieties H of dimension l − 1 such that
2R deg(T ) ≤ deg(H) ≤ (2R + 1) deg(T ). (4.0.2)



















l δs+1(V ). (4.0.3)











Let τl−1 ∼n 1 be a sufficiently small constant and let B0 ∼n 1 be a sufficiently large





l C1B0 ≤ τl−1.




l C1B = τl−1.
Therefore by (4.0.4) we get that degH ∈ Rl−1s,τl−1(V ). We can now apply the induction









vanishing at all elements of H without vanishing identically on V . More precisely,
this means that









Claim 4.0.4. deg(P ) < R
Proof. We took B ≥ B0 and we can freely choose B0 ∼n 1. Moreover, since s ≤ n−d
and l < d we know that n − (s + l − 1) ≥ 2. Therefore B
1
n−(s+l−1) < B and since
τl−1 .n 1 we get the result.
Suppose that P does not vanish at some t ∈ T . Then by Lemma 3.1.5 we know
that deg(Z(P ) ∩ t) ≤ deg(P ) deg(t) < R deg(T ). However, since H ⊆ Z(P ) we
know that Z(P ) ∩ t contains the components comming from the intersection H∩ t.
However the sum of these irreducible components have degree at least 2R deg(t)
giving a contradiction. Therefore P is a polynomial which vanishes at all elements
of T without vanishing identically on the variety V . Since B ∼n,τl and deg(P ) < R
as we wanted to see.
We now turn our attention to the proof of Theorem 1.0.13. Let us start by the
base case for the induction.
Lemma 4.0.5. Let V ⊆ Cn be a d-dimensional algebraic set and τ > 0 some real
number. Let S be a finite subset of C2 with |S| ≥ τδ(V )d deg(V ). Then, there exists







vanishing on S without vanishing identically on V .
Proof. Let p1, . . . , pt be a basis of C[x1, . . . , xn]≤m/I(V )≤m. As we did with Lemma 4.0.1,
we start by proving the following claim.
Claim 4.0.6. t > |S|.







Pick an integer m such that






Then, since V is a d-dimensional algebraic set we can use Theorem 3.3.3 to obtain
the bound
HI(V )(m) ≥ c0md deg(V ) &n c02d(n− d)d|S| > |S|.
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The rest of the argument is the same as in the proof of Lemma 4.0.1.
Proof of Theorem 1.0.13. We proceed by induction on l. The base case corresponds
to Lemma 4.0.5. Let R ≥ 1. We use the same reasoning as in the proof of Theo-
rem 4.0.3 to obtain a collection H of subvarieties such that
2R deg(T ) ≤ deg(H) ≤ (2R + 1) deg(T ).



























l C1B = τl−1.
We are now under the induction hypothesis and we can finish the proof arguing





In chapter 2 we saw how to prove the Guth-Katz polynomial partitioning theorem
over R2 (Theorem 2.2.5) using a polynomial version (Theorem 2.2.4) of the ham
sandwich theorem of Stone and Tukey. The strategy of the proof was to recursively
use Theorem 2.2.4 to produce algebraic surfaces that simultaneously bisect a collec-
tion of finite sets of points in R2.
The goal of this chapter is to prove a polynomial partitioning theorem for generic
algebraic varieties. The strategy of the proof is the same as the one described above.
The material for this chapter was obtained from [Wal18, Section 3].
5.1 Polynomial ham sandwich theorem
Theorem 5.1.1 (Ham sandwich theorem for varieties). Let V ⊆ Cn be an irreducible
algebraic variety of dimension d and let S1, . . . ,Sk be finite subsets of V (R). Let s
be an admissible integer with respect to V such that k ∈ Rs(V ). Then there exists a







that bisects every Si.
Proof. Since
c1δs(V )





and s is an admissible integer with respect to V , we can find some positive integer








n−s∆s(V ) > k,
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where c0 is as in Theorem 3.3.3. Thus, it suffices to prove that there exists some
real polynomial g 6∈ I(V ) of degree at most m bisecting every set Si.
Let 1, p1, . . . , pt be a basis of R[x1, . . . , xn]≤m/IR(V )≤m. By Lemma 3.3.5 and Lemma 3.3.4
we have that t ≥ k. To each pi we associate an element qi ∈ R[x1, . . . , xn]≤m whose
projection to R[x1, . . . , xn]≤m/IR(V )≤m is equal to pi. Consider the map
φ : Rn → Rt given by φ(x) = (q1(x), . . . , qt(x)).
Claim 5.1.2. The map φ defined above is injective on V (R).
Proof. Let x, y ∈ V (R) such that x 6= y. We know that there is some 1 ≤ i ≤ n
such that the linear projection πi to the ith coordinate satisfies πi(x) 6= πi(y).
Since the elements of I(V ) vanish on both x and y, and 1, p1, . . . , pt is a basis for
R[x1, . . . , xn]≤m/IR(V )≤m there must exists some linear combination of the qi that
takes different values on x and y. This proves the claim.
Consider the sets φ(S1), . . . , φ(Sk) ∈ Rt. By Theorem 5.1.1 and the fact that
k ≤ t, we know that there exists some hyperplane in Rt bisecting each φ(Si). That
is, there exist some coefficients a1, . . . , at+1 ∈ R not all zero such that for every Si
we have
|{x ∈ Si : a1q1(x) + · · ·+ atqt(x) + at+1 > 0}| ≤ |φ(Si)|/2 = |Si|/2,
|{x ∈ Si : a1q1(x) + · · ·+ atqt(x) + at+1 < 0}| ≤ |φ(Si)|/2 = |Si|/2.
The polynomial that we were looking for is g = a1q1 + · · ·+ atqt + at+1.
5.2 Polynomial partitioning
Notation 5.2.1. Given an irreducible algebraic variety V and an integer M , we
write iV (M) for the smallest admissible integer i such that M
n−i∆i(V ) ∈ Ri(V ).
Theorem 5.2.2 (Polynomial partitioning for varieties). Let V ⊆ Cn be an irre-
ducible algebraic variety of dimension d and S a finite set of points inside of V (R).
Then, given any integer M ≥ 1, we can find some polynomial P ∈ R[x1, . . . , xn] \
I(V ) of degree On(M) such that each connected component of Rn \ Z(P ) contains
.n
|S|
Mn−iV (M)∆iV (M)(V )
elements of S.
Proof. We are going to divide the proof in two parts. First, we will show how to
construct the polynomial P leaving the proof regarding its degree for the end.
Since we can find an admissible integer s1 with respect to V such that 1 ∈ Rs1(V )
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it follows from Theorem 5.1.1 that there exists a polynomial h1 6∈ I(V ) of degree
O(1) bisecting S. Let us write
A1,1 := {x ∈ Rn | h1(x) > 0}, A1,2 := {x ∈ Rn | h1(x) < 0},
S1,1 := A1,1 ∩ S and S1,2 = A1,2 ∩ S.
Notice that each set A1,1 and A1,2 is the union of some open connected components
of Rn \ Z(h1). Moreover, since h1 bisects S we must have |S1,1| ≤ |S|2 , |S1,2| ≤
|S|
2
and S \ (S1,1 ∪ S1,2) ⊆ Z(g1).
There is an admissible integer s2 with respect to V such that 2 ∈ Rs2(V ), thus
we can apply Theorem 5.1.1 again on the sets S1,1 and S1,2 finding a polynomial
h2 6∈ I(V ) bisecting them. Consider the polynomial g2 := h1h2. By construction of
h1 and h2 it is clear that g2 6∈ I(V ). Now we want to split the points of A1,1 and
A1,2 according to the sign of h2. Consider the sets
B2,1 := {x ∈ Rn | h2(x) > 0} and B2,2 := {x ∈ Rn | h2(x) < 0}
and define the sets
A2,1 = A1,1 ∩B2,1, A2,2 = A1,2 ∩B2,1, A2,3 = A1,1 ∩B2,2 and A2,4 = A1,2 ∩B2,2.
These open sets are the union of some open connected components of Rn \ Z(g2).
Now define the sets
S2,1 = A2,1 ∩ S, S2,2 = A2,2 ∩ S, S2,3 = A2,3 ∩ S and S2,4 = A2,4 ∩ S.
Since h2 bisects S1,1 and S1,2 they have at most half of their elements in B2,1 and
half of them in B2,2. Moreover S1,1 ⊂ A1,1 and S1,2 ⊂ A1,2 therefore we can conclude
that |S2,i| ≤ |S|4 for 1 ≤ i ≤ 4.
Using the same process as illustrated above for every positive integer i ≤ log2 r with
r = Mn−iV (M)∆iV (M)(V ) we can suppose that we have constructed a real polynomial
gi−1 6∈ I(V ) and disjoint sets Ai−1,1, . . . , Ai−1,2i−1 each of them being the union of
some open connected components of Rn \ Z(gi−1). Moreover, we have also the sets
Si−1,j which correspond to the points of S inside of Ai−1,j and by construction we
have |Si−1,j| ≤ |S|2−(i−1). Since there is an admissible integer si−1 with respect to
V such that 2i−1 ∈ Rs2i−1 (V ) we can apply Theorem 5.1.1 to find a real polynomial
hi 6∈ I(V ) bisecting Si−1,j for every 1 ≤ j ≤ 2i−1. Let us write gi = gi−1hi and notice
that gi 6∈ I(V ) and gi is a real polynomial. Let
Bi,1 = {x ∈ Rn | hi(x) > 0}, Bi,2 = {x ∈ R | hi(x) < 0}.
These are open sets with boundary in Z(hi). For every 1 ≤ j ≤ 2i−1 define
Ai,j = Ai−1,j ∩B1 and Ai,2i−1+j = Ai−1,j ∩B2.
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These sets are open sets which are the union of some open connected components
of Rn \ Z(gi). Consider now the sets
Si,j = Ai,j ∩ S.
They form a collection of 2i sets, with each |Si,j| ≤ |S|2−i elements of S. All
elements of S not lying inside of Si,j for any j must lie inside of Z(gi). Therefore
the polynomial that we are looking for is




For the second part of the proof, let us show how to bound the degree of P . First
notice that we have
∆i+1(V ) ≤ δi+1(V )∆i(V ).
It follows that
Πt+1(V ) = δt+1(V )
n−t−1∆t+1(V ) ≤ δt+1(V )n−t−1δt+1(V )∆t(V ) = δt+1(V )n−t∆t(V ).








n−t∆t(V )] = Rt.
If we let t be an admissible integer with respect to V , these intervals cover the
positive integers. If t < iV (M) is the smallest admissible integer with 2
i−1 lying in







2i−1 ∈ [c1Πt(V ),
c0
2
Πt+1(V )] ⇐⇒ log2 c1Πt(V ) + 1 ≤ i ≤ log2
c0
2
Πt+1(V ) + 1.
We can set c1 =
1
ΠiV (M)(V )
and since 1 ≤ t ≤ iV (M)− 1 we find that in this case
1 ≤ i ≤ log2
c0
2
ΠiV (M)(V ) + 1.

































δt+1(V ) .n M.
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If we can not find an admissible integer t < iV (M) such that 2
i−1 ∈ [c1Πt(V ), c02 Πt+1(V )],
we can estimate the degree as follows. Recall that iV (M) is the smallest admissible
integer such that
r = Mn−iV (M)∆iV (M)(V ) ∈ RiV (M)(V ).
This means that




n−iV (M)∆iV (M)(V ).
Since i ≤ log2 r we have that 2i−1 ≤ r2 . Since c1 =
1
ΠiV (M)(V )
we can guarantee that




n−iV (M) ∆iV (M)(V )
− 1
n−iV (M) .





















n−iV (M) .n M.
This concludes the proof.
With the above theorem, the proof of Theorem 1.0.14 is almost immediate.
Proof of Theorem 1.0.14. Notice that n − d is an admissible integer since, by con-
vention δi(V ) =∞ for all i > n− d. Since M ≥ δ(V ) we can take iV (M) = n− d.
In this case ∆iV (M) = deg(V ) and the result follows from Theorem 5.2.2.

Chapter 6
Bounds for the number of
connected components intersected
by a variety
In chapter 2 we saw how to prove the Szemerédi-Trotter theorem (Theorem 2.2.9)
using the polynomial partitioning theorem (Theorem 2.2.5) together with the fol-
lowing fact: a line can only touch at most D + 1 of the cells of R2 \ Z(P ) where
P ∈ R[x, y]≤D.
In this chapter we want to prove Theorem 1.0.15 which is the analog of the above
fact for real points of an irreducible algebraic variety. To this end, we will introduce
the concept of envelope of an irreducible algebraic variety and prove useful esti-
mates regarding the degree of its higher dimensional irreducible components. We
will make further use of part of the work done in this chapter at the last chapter,
when discussing how to bound the number of connected components of an algebraic
set.
6.1 Envelopes
Let V ⊆ Cn be an irreducible algebraic variety of dimension d and let f1, . . . , fn−d
be polynomials such that V ⊆ Z(f1, . . . , fn−d). Using the results of Barone and
Basu [BB15] we can obtain bounds for the number of connected components of
Z(f1, . . . , fn−d)(R) if the points of the components have local real dimension ≤ n− i
in Z(f1, . . . , fi) for every i. The envelope of V over the polynomials f1, . . . , fn−d
allows us to control the irreducible components where we can not use the results of
[BB15].
In order to get the best result possible we will need to choose a suitable set of
polynomials.
Definition 6.1.1 (Admissible tuple). Let V ⊆ Cn be an irreducible algebraic variety
of dimension d and 1 ≤ K1 ≤ · · · ≤ Kn−d real numbers. We say an ordered
tuple of polynomials Q = {Q1, . . . , Qn−d} is (K1, . . . , Kn−d)-admissible for V if, for
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every 1 ≤ i ≤ n − d, we have that deg(Qi) ≤ Kiδi(V ), the maximal dimension
of an irreducible component of Z(Q1, . . . , Qi) containing V is equal to n − i and
Z(Q1, . . . , Qi) contains an (n − i)-minimal variety of V . If Q is (K1, . . . , Kn−d)-
admissible for V and K ≥ Kn−d then we may simply say Q is K-admissible for
V .
Definition 6.1.2 (Envelopes). Let V ⊆ Cn be an irreducible algebraic variety of
dimension d and Q = {Q1, . . . , Qn−d} a K-admissible tuple of polynomials for V ,
for some K ≥ 1. For each 1 ≤ j ≤ n − d, we define the j-th envelope of V over Q
to be the union of all irreducible components of Z(Q1, . . . , Qj) of dimension strictly





and call this algebraic set the envelope of V over Q. Finally, for every 1 ≤ j ≤
n − d, we write S(j)V (Q) for the algebraic set given by the union of the irreducible
components of Z(Q1, . . . , Qj) of dimension n− j.
We will need a couple of observations.
Lemma 6.1.3. Let V ⊆ Cn be an irreducible algebraic variety of dimension d
and Q = {Q1, . . . , Qn−d} a (K1, . . . , Kn−d)-admissible tuple of polynomials for V .
Let W be an irreducible component of Z(Q1, . . . , Qi) of dimension n − i, for some
1 ≤ i ≤ n − d. Then, if deg(W ) ≥ cδ1(V ) · · · δi(V ), it must be δj(W ) ∼Ki,c,n δj(V )
for every 1 ≤ j ≤ i.
Lemma 6.1.4. If W is an irreducible component of EV (Q) of dimension i, then it
is also an irreducible component of S(n−i)V (Q).
Proof. Suppose that there exists an irreducible component W ′ ⊆ Z(Q1, . . . , Qn−i)
which properly contains W . Since W has dimension i the variety W ′ must have
dimension strictly larger than i, thus by definition of (n− i)-th envelope
W ′ ∈ En−iV (Q) ⊆ EV (Q).
This is a contradiction since W is an irreducible component of EV (Q).
The next proposition tells us that given an algebraic variety V we can always find
an admissible tuple {Q1, . . . , Qn−d} such that the higher dimensional components
of Z(Q1, . . . , Qi) have their degrees controlled by the partial degrees of V for every
i. Lemma 6.1.6 will tell us that we can also find polynomials vanishing on these
components.
Proposition 6.1.5. Let V ⊆ Cn be a d-dimensional variety and let ε1 ≥ · · · ≥
εn−d−1 > 0 be given. Then, there exist constants C1, . . . , Cn−d with Ci = On,εi−1(1)
and a (C1, . . . , Cn−d)-admissible tuple of polynomials Q = {Q1, . . . , Qn−d} for V ,
such that, for every 1 ≤ i ≤ n − d − 1, the union of all irreducible components of
EV (Q) of dimension n− i has degree less than εiδ1(V ) · · · δi(V ).
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Proof. We are going to recursively construct the polynomials Q1, . . . , Qn−d. Let us
see first how we can guarantee that the polynomials Q1, . . . , Qn−d for an admissible
tuple.
The definition of admissible tuple specifies that, for every 1 ≤ i ≤ n− d these poly-
nomials have to satisfy deg(Qi) ≤ Ciδi(V ), the maximal dimension of an irreducible
component of Z(Q1, . . . , Qi) containing V is equal to n− i and Z(Q1, . . . , Qi) con-
tains a (n − i)-minimal variety of V . By Lemma 3.2.6 we know that there exist
polynomials P1, . . . , Pn−d such that for every 1 ≤ i ≤ n − d there is an irreducible
component of Z(P1, . . . , Pi) of dimension n−i containing V that is an (n−i)-minimal
variety of V . Therefore, if for every 1 ≤ i ≤ n−d we construct Z(Q1, . . . , Qi) in such
a way that deg(Qi) ≤ Ciδi(V ), the maximal dimension of an irreducible component
of Z(Q1, . . . , Qi) containing V is equal to n − i and Z(Q1, . . . , Qi) contains every
(n− i)-dimensional component of Z(P1, . . . , Pi) containing V then Z(Q1, . . . , Qn−d)
will be an admissible tuple for V .
Finally, using Lemma 6.1.4 we can prove that the union of all irreducible compo-
nents of EV (Q) of dimension n− i has degree less than εiδ1(V ) · · · δi(V ) by showing
that Qi does not vanish identically on any union of components of S i−1V (Q) having
degree at least εi−1δ1(V ) . . . δi−1(V ).
Notice that we can start by taking Q1 = P1 since the required conditions specified
above are guaranteed to hold for P1 by Lemma 3.2.6. Suppose that we have con-
structed the required polynomials up to i− 1.
By Lemma 3.2.6, the maximal dimension of an irreducible component of Z(P1, . . . , Pi)
containing V is n− i. Therefore all of the polynomials P1, . . . , Pi vanish on V with-
out vanishing at some of the (n − i + 1)-dimensional irreducible components of
Z(Q1, . . . , Qi−1). This means that we can apply Lemma 3.2.5 to find a polynomial
vanishing on V without vanishing on any of the (n− i+ 1)-dimensional irreducible
components of Z(Q1, . . . , Qi−1). Therefore the highest dimension of an irreducible
component of Z(Q1, . . . , Qi−1, f) containing V is n − i. Furthermore, every irre-
ducible component of Z(P1, . . . , Pi) of dimension n− i containing V is contained in
Z(Q1, . . . , Qi−1, f).
Let A be the algebraic set consisting on the union of all irreducible components of
W ⊆ Z(Q1, . . . , Qi−1, f) such that dim(W ) = n− i and V ⊆ W .




Cj)δ1(V ) · · · δi(V ).
Moreover, by Corollary 3.2.13 we know that
δ1(V ) · · · δi(V ) .n deg(A).
Let W1, . . . ,Wr be the irreducible components of S i−1V (Q). Let us consider an arbi-






Suppose that deg(WJ) ≥ εi−1δ1(V ) . . . δi−1(V ). Observe that since each Wj is an ir-










deg(A) &n,εi−2 deg(WJ)δi(V ) &n,εi−2 deg(WJ)δ(WJ).





vanishing on A without vanishing identically on WJ . By Lemma 3.2.5 we know that
there exists a linear combination Qi of polynomials fJ over all J with deg(WJ) ≥
εi−1δ1(V ) · · · δi−1(V ) such that Qi vanishes on A without vanishing identically on
any WJ .
Lemma 6.1.6. Let V ⊆ Cn be an irreducible algebraic variety of dimension d. Then
there exists an On(1)-admissible tuple Q = {Q1, . . . , Qn−d} of polynomials for V and
polynomials F1, . . . , Fn−d−1, such that Fk vanishes on all the irreducible components
of EV (Q) of dimension n− k without vanishing identically on V .
Proof. Let ε1 > · · · > εn−d−1 > 0 be real numbers such that each εi is sufficiently
small with respect to n and εi−1. By Proposition 6.1.5 we know that there exists
a (C1, . . . , Cn−d)-admissible tuple of polynomials Q = {Q1, . . . , Qn−d} such that






deg(Ak) ≤ εiδ1(V ) · · · δn−k(V ) (6.1.1)
for all 1 ≤ k ≤ n − d. Moreover, by definition of admissible tuple we know that
Z(Q1, . . . , Qk−1) contains a (n− k+ 1)-minimal variety Vn−k+1 of V for all 1 ≤ k ≤
n− d. Since Ak is a finite set of (n− k)-dimensional irreducible algebraic varieties









such that Fk vanishes on Ak without vanishing identically on Vn−k+1. By Corol-
lary 3.2.13 we know that
deg(Vn−k+1) &n δ1(V ) · · · δk−1(V ).
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and by Lemma 6.1.3 we find
δj(Vn−k+1) ∼n,εk−1 δj(Vn−k+1) for all 1 ≤ j ≤ k − 1.
thus,
∆s(Vn−k+1) ∼n,εk−1 δ1(V ) · · · δs(V ). (6.1.3)
From the bounds (6.1.3) and (6.1.2) we get that
deg(Fk) .n,εk−1
(
εkδ1(V ) · · · δk(V )












k δk(V ) < δk(V ) if εk is sufficiently small with respect to n and εk−1.
Therefore deg(Fk) is strictly smaller than δk(V ). Observe that Fk cannot vanish on
V since otherwise Fk ∈ I(V ) \ I(Vn−k+1) and by definition of (n − k + 1)-minimal
variety Fk would have degree at least δk(V ).
We will need the following two results in chapter 8.
Lemma 6.1.7. Let W1, · · · ,Wr be the irreducible components of S(i)V (Q) for some
1 ≤ i ≤ n− d. Then
r∑
i=1
deg(Wi) .K,n δ1(V ) · · · δi(V ).
Proof. By definition we know that every irreducible component of S(i)V (Q) is an













where the second sum is taken over all irreducible components of Z(Q1, . . . , Qi).
Corollary 6.1.8. Let W1, . . . ,Wr be the irreducible components of EV (Q) of dimen-
sion n− k. Then
r∑
i=1
deg(Wi) .K,n δ1(V ) · · · δk(V ).
Proof. By Lemma 6.1.4 we know that each irreducible component of EV (Q) of di-
mension n− k is also an irreducible component of the algebraic set S(k)V (Q). Using
Lemma 6.1.7 we obtain the desired bound.
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6.2 Previously known bounds
In this small section we want to introduce in more detail the results of Barone and
Basu [BB15]. For this we will need to following notation.
Notation 6.2.1. Given an algebraic set X ⊆ Cn and a point x ∈ X(R), we write
dimRx X for the local real dimension of X(R) at x.
Notation 6.2.2. If Q = {Q1, . . . , Qm}, Q1, . . . , Qm ∈ C[x1, . . . , xn], is a tuple of
polynomials with m ≤ n, then for every 1 ≤ j ≤ m we will write
Zj(Q) := Z(Q1, . . . , Qj).
Notation 6.2.3. If x ∈ Zj(Q)(R), we define
dimRQ,(j)(x) :=
(





Notation 6.2.4. Given a j-tuple τ of non-negative integers with 1 ≤ j ≤ m and a
set of polynomials Q = {Q1, . . . , Qm} we define
Zτ (Q) := {x ∈ Zj(Q)(R) : dimRQ,(j) = τ}
where the closure is taken over Rn.
Similar notation was introduced in [BB15, Section 3], where we can find examples
motivating it.
Proposition 6.2.5 (Barone-Basu [BB15]). Let Q = {Q1, . . . , Qm}, Q1, . . . , Qm ∈
Q[x1, . . . , xn], 1 ≤ m ≤ n, be a set of polynomials and d1 ≤ · · · ≤ dm integers with
deg(Qi) ≤ di for every i. Let 1 ≤ j ≤ m and let τ = (τ1, . . . , τj), τ1 ≥ · · · ≥ τj, be a
j-tuple of non-negative integers satisfying τi ≤ n− i for every 1 ≤ i ≤ j. Then, the







We will be interested in deducing what bounds we get if Q is an admissible tuple.
For this we will make use of the following observation.
Lemma 6.2.6. Let V ⊆ Cn be an irreducible variety of dimension d and Q a K-
admissible tuple of polynomials for V . Let x ∈ Zj(Q)(R) \ E (j)V (Q). Then
dimRQ,(j)(x) ≤ (n− 1, n− 2, . . . , n− j).
Corollary 6.2.7. Let V ⊆ Cn be an irreducible variety of dimension d and Q a
K-admissible tuple of polynomials for V . Let 1 ≤ j ≤ n− d and let τ = (τ1, . . . , τj),
τ1 ≥ · · · ≥ τj, be a j-tuple of non-negative integers satisfying τi ≤ n − i for every
1 ≤ i ≤ j. Then, the number of connected components of Zj(Q)(R) intersecting
Zτ (Q) is at most .n,K δ(V )d deg(V ).
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Proof. By definition of admissible tuple we have that deg(Qi) ≤ Kδi(V ) for every
1 ≤ i ≤ n−d. Therefore, by Proposition 6.2.5 we know that the number of connected










n deg(V )δ(V )d,
as we wanted to see.
6.3 Proof of the main theorem
We can now give a proof of the main theorem of the chapter.
Proof of Theorem 1.0.15. We proceed by induction on the dimension of V . Let
S ⊂ Rn be a finite set of points and let P ∈ R[x1, . . . , xn]. Then it is clear that S
intersects at most |S| connected components of Rn \ Z(P ) so we are done for the
case d = 0.
Let d > 0 and suppose that the result is true for all varieties of smaller dimension. If
deg(P ) ≤ δ1(V ) it is already know (see for example [Mil64, Tho65]) that the number
of connected components of Rn \ Z(P ) is bounded by
.n deg(P )
n .n δ1(V ) · · · δn−d(V ) deg(P )d .n deg(V ) deg(P )d.
Let us then suppose that deg(P ) ≥ δj(V ) where δj(V ) is the smallest partial degree
achieving this bound. Let Q be an On(1)-admissible tuple for V of the form provided
by Lemma 6.1.6. We start by studying the points inside of (V ∩ E (j)V (Q))(R).
Let F1, . . . , Fn−d−1 be the polynomials associated to Q by Lemma 6.1.6. We know
that Fi is a polynomial of degree < δi(V ) which vanishes on all the irreducible
components of EV (Q) of dimension n − i without vanishing identically on V . This






.n δj−1(V ) .n deg(P )
and vanishes on all the irreducible components of EV (Q) of dimension > n − j. In
particular, F vanishes on E jV (Q) without vanishing identically on V .
Therefore, it is enough to estimate the number of connected components of Rn\Z(P )
intersected by V ∩ Z(F ). Let W1, . . . ,Wr be the irreducible components of this
intersection. Since F 6∈ I(V ) we know that dim(Wi) = d− 1 for all i. By induction
we obtain that the number of connected components of Rn \ Z(P ) instersected by
Wi is bounded by
.n deg(Wi) deg(P )
dim(Wi).
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Taking the sum over all the components and using Lemma 3.1.5 we obtain the





dim(Wi) .n deg(V ) deg(F ) deg(P )
d−1 .n deg(V ) deg(P )
d.
We now need to bound the number of connected components of Rn\Z(P ) intersected
by V (R) \ Z(F ).
Consider the polynomial f := PFF . Since V ⊆ Zj(Q) it suffices to bound the
number of connected components of Rn \Z(f) = (Rn \Z(P )) \Z(F ) intersected by
Zj(Q). Without loss of generality we can also bound the number of these components
where f > 0. We are going to distinguish two cases.
Let C be the set of all connected components C of Rn \ Z(f) such that there exists
x ∈ Zj(Q) ∩ C with f(x) > 0 that can be joined to Z(f) through a path πC in
Zj(Q)(R). Clearly we can suppose that only the end point of this path lies inside of
Z(f). Let π0C denote the path πC without the end point.
Claim 6.3.1. Let C ∈ C. If x ∈ π0C then x ∈ (Z1 ∪ · · · ∪ Zm) ∩ Zτ (Q) for some
j-tuple τ ≤ (n− 1, n− 2, . . . , n− j) depending on x.
Proof. Since x ∈ π0C and E
(j)
V (Q) ⊆ Z(F ) then x ∈ Zj(Q)(R) \ E
(j)
V (Q). Moreover,
all the irreducible components of Zj(Q) are of dimension ≥ n − j. Therefore by
definition of E (j)V (Q) and the fact that Zi is not contained in Z(f) for any i we
conclude that
Zj(Q)(R) \ E (j)V (Q) ⊆ Z1 ∪ · · · ∪ Zm.
That x ∈ Zτ (Q) follows immediately from Lemma 6.2.6.
Notice that for each C ∈ C there exists a path from an element of Zj(Q)(R)∩C
to Z(f), hence we can find some εC > 0 such that
(0, εC) ⊂ f((Z1 ∪ · · · ∪ Zm) ∩ C).
Since there are finitely many connected components Rn \ Z(f) there exists some
ε′ > 0 such that
(0, ε′) ⊂ f((Z1 ∪ · · · ∪ Zm) ∩ C)
for every C ∈ C. We now need two observations. First, since there are finitely many
irreducible components Z1, . . . , Zm we can always find some 0 < ε < ε
′ such that
the polynomial f − ε does not vanish on any Zi. The other observations is that
for every C ∈ C there exists a point x ∈ (Z1 ∪ · · · ∪ Zm) ∩ C such that f(x) = ε
with 0 < ε < ε′. Taking into account both facts we conclude that there exists some
0 < ε < ε′ such that the algebraic set
X = (Z1 ∪ · · · ∪ Zm) ∩ Z(f − ε)
intersects every element of C and f − ε does not vanish on any Zi.
By the claim and the fact that f−ε does not vanish on any Zi we know that every x ∈
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X belongs to Zσ({Q1, . . . , Qj, f−ε}) for some (j+1)-tuple σ ≤ (n−1, . . . , n−j−1)
depending on x. We conclude that |C| can be bounded by the number of connected
components of Z(Q1, . . . , Qj, f − ε) intersecting some Zσ({Q1, . . . , Qj, f − ε}) of the
above form.
Since Q is an On(1)-admissible tuple we know that Qi ≤ δi(V ) for every 1 ≤ i ≤ j.
We also know that deg(f) .n deg(P ). Therefore by Proposition 6.2.5 we get the
bound
|C| .n δ1(V ) · · · δj(V ) deg(f) deg(f)n−j−1 .n deg(V ) deg(P )d.
We finish the proof by bounding the number of connected components C of Rn\Z(f)
intersected by Zj(Q) but such that no element of Zj(Q) ∩ C can be joined to Z(f)
through a path inside of Zj(Q)(R). We will call the set of these components C ′.
If C ∈ C ′ then there is some connected component ZC of Zj(Q)(R) properly con-
tained in C. Since E (j)V (Q) ⊆ Z(F ) we know that ZC contains an element of
Zj(Q)(R) \ E (j)V (Q). Therefore ZC intersects Zτ (Q) for some τ ≤ (n− 1, . . . , n− j).
By Corollary 6.2.7, the number of such components is at most
.n δ1(V ) · · · δj(V )δj(V )n−j .n deg(V )δ(V )d
and we are done.

Chapter 7
An incidence estimate for
hypersurfaces over general
varieties
We devote this section to the proof of Theorem 1.0.18. We start by introducing the
concept of a (k, b)-free set and by proving a weak bound for the number of incidences
between a set of points S ⊂ Rn and a set of varieties T .
As we did in chapter 2 for the proof of Theorem 2.2.9, we will use this estimate to
bound the incidences within the connected components created using Theorem 5.2.2.
Definition 7.0.1. Let S be a finite set of points in Rn and T a finite set of varieties
in Rn. We say S is (k, b)-free with respect to T if, for every choice of k distinct
elements s1, . . . , sk from S and b distinct elements t1, . . . , tb from T , we have Si 6∈ tj
for some 1 ≤ i ≤ k, 1 ≤ j ≤ b.
Lemma 7.0.2. Let S be a finite set of points in Rn and T a finite set of varieties
in Rn. Let k, b ≥ 1 be integers such that S is (k, b)-free with respect to T . Then
I(S, T ) ≤ b1/k|S||T |1−1/k + (k − 1)|T |
Proof. We proceed by induction on k. If S is (1, b)-free with respect to T then
for every s ∈ S and every choice of b distinct elements t1, . . . , tb of T there exists
j ∈ {1, . . . , b} such that s 6∈ tj. Therefore there are at most (b − 1) incidences for
each point of S and each choice of elements of T . This gives us the bound
I(S, T ) ≤ (b− 1)|S| ≤ b|S|
proving the base case. Let k > 1. Suppose that S is (k, b)-free with respect to T
and that the result has been proven for every smaller k. For every s ∈ S let us
define the set Ts := {t ∈ T | s ∈ t} and for each t ∈ T define St := {s ∈ S | s ∈ t}.
Notice that









We will also need the following observation. Take k distinct points s1, . . . , sk−1, s of
S and b distinct elements t1, · · · , tb of Ts. Since S is (k, b)-free with respect to T we
have that si 6∈ tj for some 1 ≤ i ≤ k − 1 and 1 ≤ j ≤ b. This means that for each
s ∈ S the set S \ {s} is (k − 1, b)-free with respect to Ts.
We now do double counting on
∑
s∈S I(S, Ts). First of all, observe that I(S, Ts) =







































k−1 I(S, T )1−
1
k−1 + (k − 1)I(S, T ).
























k−1 I(S, T )1−
1
k−1 + (k − 1)I(S, T ).
Using the tools introduced in chapter 5 and chapter 6 together with the previous
estimate we can prove Theorem 1.0.18.







and τd(b, k) = b
1−βk(d)k1−αk(d).
We set α1(1) = 0 and β1(1) = 1.
Proof of Theorem 1.0.18. The proof is by induction on the dimension of V . Let
d = 1 and |S| < k then I(S, T ) ≤ (k− 1) deg(T ). On the other hand, suppose that
|S| ≥ k. Since S is (k, b)-free with respect to T we can find at most (b− 1) different
hypersurfaces in T containing V . Let us call the set of these hypersurfaces TV . It
is clear that
I(S, TV ) ≤ (b− 1)|S|.
For the remaining hypersurfaces we can use Lemma 3.1.5. Since the dimension of
t ∩ V is zero we have deg(t ∩ V ) = |t ∩ V |. Let W1, . . . ,Wr be the irreducible
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components of t ∩ V . Since all the dimensions of these irreducible components are
equal (in particular, we have that dim(Wi) = 0 for all 1 ≤ i ≤ r) then deg(t∩ V ) =∑r
i=1Wi. Finally, let h be the defining polynomial of the hypersurface t ∈ T \ TV
then by Lemma 3.1.5 we find the bound
|t ∩ V | =
r∑
i=1
deg(Wi) ≤ deg(V ) deg(h) = deg(V ) deg(t).
Therefore
I(S, T \ TV ) =
∑
t∈T\TV
|t ∩ V | ≤
∑
t∈T\TV
deg(V ) deg(t) = deg(V ) deg(T ).
We have obtain that for the case where V is an algebraic curve and |S| ≥ k we can
bound the number of incidences by
I(S, T ) = I(S, TV ) + I(S, T \ TV ) ≤ (b− 1)|S|+ deg(V ) deg(T ).
Notice that this bound is acceptable since for d = 1 we have αk(1) = 0, βk(1) = 1
and τ1(b, k) = k for all k and the theorem would have given us the bound
I(S, T ) .n 2k deg(T ) deg(V ) + (b− 1)|S|.
This bound is also bigger than (k − 1) deg(T ) therefore we are done with the base
case.
Let us now suppose that d > 1 and assume that the result holds for every smaller
dimension. Notice that if |S| < k we obtain the same bound as in the case of d = 1
so let us suppose |S| ≥ k. Consider the subset TV ⊆ T of hypersurfaces containing
all of V . As it happened in the previous case, since S is (k, b)-free with respect to
T we find that |TV | = b′ for some 0 ≤ b′ ≤ b− 1. These elements contribute at most
b′|S| incidences. Let us now consider the subset T ′ = T \ TV . Notice that every











Let us suppose that Mn−d .n 1. Then it follows that








By Corollary 3.2.8 we conclude that
|S| .n kb−1/k deg(T )1/k deg(V ).
From Lemma 7.0.2 we get the bound
I(S, T ) .n b1/k
(
kb−1/k deg(T )1/k deg(V )
)
|T |1−1/k + (k − 1)|T |
.n k deg(T )1/k deg(V )|T |1−1/k + (k − 1)|T |
.n k deg(T ) deg(V ) + (k − 1)|T |
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|T | ≤ deg(T ).
Let us suppose that Mn−d &n 1. We can now use the machinery of the polyno-
mial method. Let s = iV (Mn−d). Using Theorem 5.2.2 we find a real polynomial











Let Vn−s be an (n− s)-minimal variety of V . By definition we know that S ⊆ V ⊆
Vn−s, dim(Vn−s) = n − s, Vn−s is irreducible and deg(Vn−s) ∼n
∏s
i=1 δi(V ). Write
Ω1, . . . ,Ωg for the connected components of Rn \Z(P ) and define the following sets:
Si := S ∩ Ωi, Ti := {t ∈ T ′ | (t ∩ Vn−s) ∩ Ωi 6= ∅}.
Notice that the irreducible components of t∩ Vn−s have dimension n− s− 1 and by
Lemma 3.1.5 their degrees sum up to at most deg(T ) deg(Vn−s) which means that
deg(t ∩ Vn−s) ≤ deg(T ) deg(Vn−s).
Therefore by Theorem 1.0.15 we find that (t ∩ Vn−s)(R) intersects
.n deg(t ∩ Vn−s) deg(P )n−s−1 ≤ deg(T ) deg(Vn−s) deg(P )n−s−1
connected components of Rn \ Z(P ). More precisely, this means that each element
t ∈ T ′ belongs to Ti for at most
.n deg(T ) deg(Vn−s) deg(P )n−s−1










|Ti| .n deg(T ) deg(Vn−s) deg(P )n−s−1 .n deg(T ) deg(Vn−s)Mn−s−1n−d .









1−1/k (deg(T ) deg(Vn−s)M
n−s−1
n−d )
1−1/k + k deg(T ) deg(Vn−s)Mn−s−1n−d
.n b
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Notice that the two summands in the previous bound are equal if and only if Ms =





−kk−k = Mk(n−s)−1s deg(T )b−1|S|−k ⇐⇒ (
s∏
i=1













which is equal to the numerator of the left hand-side summand if and only if
Ms = Mn−d.
If we are able to show that Mn−d .n Ms then, since 1 .n Mn−d the left hand-
side summand in (7.0.3) dominates up to at most a On(1)-constant and therefore we
will be able to obtain a bound for the number of incidences bounding this summand.
Claim 7.0.4. Mn−d .n Ms.








Doing some rearrangements and using (7.0.5) in the last inequality of the following


























































































It remains to write down an explicit bound of the left hand-side summand of







































= 1− 1/k + k − 1
k(dk − 1)
, 1− βk(d) =
d− 1
dk − 1






= 1− k − 1
dk − 1










Taking into account that deg(V ) ≤
∏n−d
i=1 δi(V ) we finally get the bound
I(S, T ′) .n τd(b, k)|S|αk(d) deg(T )βk(d) deg(V )1−αk(d).
Let us summarize what we have done. We have found the bound I(S, TV ) .n b′|S|
for 1 ≤ b′ ≤ (b − 1). Moreover, if Mn−d .n 1 then I(S, T ′) .n k deg(T ) deg(V ).
Summing both bounds gives us
I(S, T ) .n k deg(T ) deg(V ) + b′|S|. (7.0.7)
On the other hand, if Mn−d &n 1 then
I(S, T ) .n τd(b, k)|S|αk(d) deg(T )βk(d) deg(V )1−αk(d) + b′|S|. (7.0.8)
Both (7.0.7) and (7.0.8) can be bounded by (1.0.18) and we are done counting inci-
dences inside the cells defined by Z(P ).
To finish the proof we have to deal with the incidences coming from Z(P ) ∩ V .
Let W1, . . . ,Wr be the irreducible components of Z(P ) ∩ V , that is, Z(P ) ∩ V =
W1 ∪ · · · ∪Wr with dim(Wi) = d− 1 for all 1 ≤ i ≤ r. Let us define the set
S(i) = {s ∈ S ∩Wi | s 6∈ Wj, j < i}
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which is a partition of S. Since each element of TV contains S and |TV | = b′ we have
that S is (k, b − b′)-free with respect to T ′ = T \ TV . By induction hypothesis we
obtain that
I(S(i), T ′) .n c1|S(i)|αk(d−1) deg(T ′)βk(d−1) deg(Wi)1−αk(d−1)
+ k deg(T ′) deg(Wi) + (b+ b
′ − 1)|S(i)|
.nτd−1(b, k)|S(i)|αk(d−1) deg(T )βk(d−1) deg(Wi)1−αk(d−1)
+ k deg(T ) deg(Wi) + (b+ b′ − 1)|S(i)|.
Therefore, the number of incidences inside of Z(P ) ∩ V is bounded by
r∑
i=1




+ k deg(T )
r∑
i=1





.nτd−1(b, k) deg(T )βk(d−1)|S|αk(d−1)(Mn−d deg(V ))1−αk(d−1)
+ kMn−d deg(T ) deg(V ) + (b+ b′ − 1)|S|
.nτd(b, k) deg(T )βk(d)|S|αk(d) deg(V )1−αk(d)
+ k deg(T ) deg(V ) + (b+ b′ − 1)|S|.
Summing this last bound with the bounds obtained at (7.0.7) and (7.0.8) we get the
result.
We finish this chapter with an observation.
Taking V = Cn, T a set of hypersurfaces with every element of degree On(1) and
b = O(1) in Theorem 1.0.18 we get the following result.
Corollary 7.0.5. Let T be a set of hypersurfaces of Rn of degree O(1) and S a set
of points that is (k,On(1))-free with respect to T . Then
I(S, T ) .n,k |S|αk(n)|T |βk(n) + |T |+ |S|.
Let n = 2 and k = 2. Since α2(2) = β2(2) =
2
3




Bounds for the number of
connected components of a variety
The aim of this chapter is to prove Theorem 1.0.19. For this, we will build on the
work of Barone and Basu [BB15].
Obtaining bounds for the number of connected components of real algebraic va-
rieties is a problem that goes back to the seminal work of Milnor [Mil64] and Thom
[Tho65] in the 1960s. Unfortunately, the bounds that they were able to obtain are
not sufficient to get the best possible results when attacking a problem using the
polynomial partitioning theorem. In particular, we need a result that give the ex-
plicit dependence on the degrees of the polynomials which define the varieties that
are being studied. As we mentioned before, this was first studied by Barone and
Basu in [BB15]. A simplified version (given in [Wal18]) of their main result is the
following.
Theorem 8.0.1. Let f1, . . . , fn−d ∈ R[x1, . . . , xn] be polynomials with deg(f1) ≤
· · · ≤ deg(fn−d). Then if the real dimension of Z(f1, . . . , fi) is at most n − i for
every 1 ≤ i ≤ n− d, we have the bound







In order to obtain a similar result for algebraic varieties of arbitrary dimension
we need to remove the restriction on the real dimension of Z(f1, . . . , fi). The results
that were studied in chapter 6 about envelopes and the ones that we will see in this
chapter regarding full covers allow us to do just that.
Most of the material contained in this chapter is extracted from [Wal18, Sec-
tion 7].
59
8.1. Full covers 60
8.1 Full covers
The concept of full cover allows us to control the higher dimensional components
produced by the admissible tuples of the irreducible components of an envelope.
That is, we know that we can control the irreducible components of an envelope of
an algebraic variety. We are now interested in obtaining control on the irreducible
components of this envelope. To this end we will prove Lemma 8.1.2, Proposi-
tion 8.1.3 and Corollary 8.1.5 building on the work on envelopes done in chapter 6
and some of the results obtained in chapter 3.
Definition 8.1.1 (Full cover). Let V ⊆ Cn be an irreducible algebraic variety. If
dim(V ) = n − 1, we say an algebraic set F(V ) is a full cover of V if F(V ) = V .
Recursively, let dim(V ) = d < n−1. We say an algebraic set F(V ) is a K-full cover
of V if there exists a K-admissible tuple of polynomials Q for V such that




where the last union runs through all the irreducible components Wi of EV (Q) and
each F(Wi) is a K-full cover of Wi.
Lemma 8.1.2. Let F(V ) be a K-full cover of V and let W1, . . . ,Wr be the irreducible
components of F(V ). Then
r∑
i=1
deg(Wi) .K,n deg(V ).
Proof. We do the proof by induction on the codimension. Since F(V ) = V if
dim(V ) = n − 1, the result is trivial in this case. Let d = dim(V ) ≤ n − 2 and
assume that the result holds for every variety of larger dimension.
Let T1, . . . , Ts be the irreducible components of F(V ) coming from Sn−dV (Q). By
Lemma 6.1.7 we know that
s∑
i=1
deg(Ti) .K,n δ1(V ) · · · δn−d(V ) ∼n deg(V ),
so we are done in this case.
The other irreducible components are those of K-full covers F(W ) where W is an
irreducible component of EV (Q). Let us fix an irreducible component W of EV (Q).
Observe that by definition of envelope it must be that dim(W ) > dim(V ). Let
R1, . . . , Rt be the irreducible components of W . Then, by induction we know that
t∑
i=1
deg(Ri) .K,n deg(W ).
Moreover, by Corollary 6.1.8 we know that the sum of the degrees of the irreducible
components of EV (Q) having dimension n− k is bounded by
.K,n δ1(V ) · · · δk(V ),
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for some 1 ≤ k ≤ n − d. Therefore if we sum all the degrees of all irreducible
components of EV (Q) we obtain the bound






δk(V ) ∼n deg(V ),
this concludes the proof.
Proposition 8.1.3. Let V ⊆ Cn be an irreducible variety of dimension d and let
ε > 0 be given. Then V admits an Oε,n(1)-full cover F(V ) such that, for every
1 ≤ k ≤ n − d − 1, every irreducible component of F(V ) of dimension n − k has
degree at most εδ1(V ) · · · δk(V ).
Proof. We do induction on the codimension. The result is clear when d = n − 1.
Let d = dim(V ) ≤ n − 2 and suppose that the result holds for all varieties of
larger codimension. Choose ε = ε0 > ε1 > · · · > εn−d−1 > 0 such that εi is suf-
ficiently small with respect to n and εi−1. Let Q be a (C1, . . . , Cn−d)-admissible
tuple for V of the form given by Proposition 6.1.5 with respect to the parameters εi
defined above. Recall that Proposition 6.1.5 guarantees that the union of all (n−d)-
dimensional irreducible components of EV (Q) has degree less than εdδ1(V ) · · · δd(V ).
By Lemma 6.1.4 we know that the (n − d)-dimensional components of EV (Q) are
also irreducible components of SdV (Q). Therefore we can take these irreducible com-
ponents as components of the full cover that we are constructing. The following
claim gives us the remaining irreducible components.
Claim 8.1.4. Let Q be the admissible tuple defined above. For every irreducible
component W of EV (Q) there is a full cover with all its irreducible components of
dimension n− k ≥ dim(W ) of degree at most εδ1(V ) · · · δk(V ).
Proof. By Lemma 6.1.4 we know that an irreducible component W of EV (Q) having
dimension dim(W ) is also an irreducible component of Sn−dim(W )V , thus W is an
irreducible component of Z(Q1, . . . , Qn−dim(W )).
Moreover, since V ⊆ W we can use Corollary 3.2.13 to find that
deg(W ) &n δ1(V ) · · · δn−dim(W )(V ).
By Lemma 6.1.3 we know that
δi(W ) .εi−1,n δi(V ) for all 1 ≤ i ≤ n− dim(W ) (8.1.1)
Let εW &n,εn−dim(W )−1 1 be a sufficiently small constant with respect to n and n −
dim(W )− 1. Notice that by definition of envelope we have that dim(W ) > dim(V ).
Applying the induction hypothesis we find an OεW ,n(1)-full cover F(W ) of W such
that, if n−k > dim(W ), then all its irreducible components of dimension n−k have
degree at most εW δ1(W ) · · · δk(W ). Therefore applying the inequalities in (8.1.1) to
this bound we get
εW δ1(W ) · · · δk(W ) .εk−1,n εW δ1(V ) · · · δk(V ) ≤ εδ1(V ) · · · δk(V ).
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It remains to consider the irreducible components of F(W ) which have dimension
dim(W ). By Lemma 6.1.7 and Lemma 6.1.3 we know that their degree is bounded
by
≤n,εW δ1(V ) · · · δn−dim(W )(V ) ∼n deg(W ).
Moreover, since W is an irreducible component of EV (Q) and by the properties of
Q we have that
deg(W ) ≤n,εW εn−dim(W )δ1(V ) · · · δn−dim(W )(V ) ≤ εδ1(V ) · · · δn−dim(W )(V ).
This finishes the proof.
Corollary 8.1.5. Every irreducible variety V ⊆ Cn admits an On(1)-full cover
F(V ) such that V is an irreducible component of F(V ).
Proof. We proceed by contradiction. Let ε > 0 be a sufficiently small constant
with respec to n. Let F(V ) be an Oε,n(1)-full cover of V of the form provided by
Proposition 8.1.3. Suppose that F(V ) has an irreducible component W of dimension
n−k > dim(V ) containing V . By Proposition 8.1.3 of this particular cover we know
that
deg(W ) ≤ εδ1(V ) · · · δk(V ).
This is a contradiction since Corollary 3.2.13 tells us that it must be
deg(W ) &n δ1(V ) · · · δk(V ).
Therefore the only possibility is that V = W and we are done.
8.2 Proof of the main theorem
The last tool that we need in order to prove Theorem 1.0.19 is the next result.
Theorem 8.2.1. Let V ⊆ Cn be an irreducible variety of dimension d and let F(V )
be a K-full cover of V . Then the number b0(F(V )(R)) of connected components of
F(V )(R) satisfies
b0(F(V )(R)) .K,n deg(V )δ(V )d.
Proof. We do induction on the codimension. The result is known to be true when
d = n − 1 [Mil64] therefore we assume that d < n − 1 and that the result holds
for all varieties of dimension larger than d. Take Q = {Q1, . . . , Qn−d} to be the
K-admissible tuple for V associated to F(V ) and define the following algebraic set:




where the union goes through all the irreducible components of EV (Q) and where
F(Wi) is the K-full cover of Wi associated to F(V ). We need the following obser-
vation.
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Claim 8.2.2. Let V and X be as above. Then every irreducible component of
F(V )(R) intersecting X also intersects Zτ (Q) for some (n− d)-tuple such that τ ≤
(n− 1, n− 2, . . . , d).
Proof. If x ∈ X(R) then by definition of Sn−dV (Q) we know that x ∈ Zn−d(Q). We
also know that EV (Q) ⊆
⋃
Wi⊆EV (Q)F(Wi) which means that x 6∈ E
n−d
V (Q). Using
Lemma 6.2.6 we find that
dimRQ,(n−d)(x) ≤ (n− 1, n− 2, . . . , d).
Therefore, x ∈ Zτ (Q) for some (n − d)-tuple τ ≤ (n − 1, n − 2, . . . , d) proving the
claim.
Using the claim and the fact that Zτ (Q) ⊆ Z(n−d)(Q) ⊆ F(V ) we get that
the number of connected components of F(V )(R) that intersects X is at most the
sum over all τ ≤ (n − 1, n − 2, . . . , d) of the number of connected components of
Zn−d(Q)(R) that intersect Zτ (Q). By Corollary 6.2.7 we know that this number is
bounded by .n,K δ(V )d deg(V ).
To finish the proof we need to bound the number of connected components of F(V )




therefore we only need to obtain a bound for the number of connected components
of this last set.
By definition of envelope we know that dim(Wi) > dim(V ) for each irreducible
component Wi ⊆ EV (Q). Therefore, by induction we find that
b0(F(Wi)(R)) .K,n deg(Wi)δ(Wi)dim(Wi).











Now take an irreducible component Wi ⊆ EV (Q) such that dim(Wi) = n−k for some
K. By Lemma 6.1.4 we know that Wi ∈ SkV (Q) which means that Wi ⊆ Zn−k(Q).
By Lemma 6.1.3 we find that δ(Wi) .K,n δk(V ). Moreover, by Corollary 6.1.8 we
know that the sum of the degrees of the (n−k)-dimensional irreducible components




dim(Wi) .K,n δ1(V ) · · · δk(V )δk(V )n−k .K,n deg(V )δ(V )d.
Therefore we can conclude that the sum in (8.2.1) is bounded by
.K,n deg(V )δ(V )
d
as we wanted to see.
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We have all the necessary tools to give a proof of the main theorem of this
chapter.
Proof of Theorem 1.0.19. By Corollary 8.1.5 we know that V admits a On(1)-full
cover F(V ) such that V is an irreducible component of F(V ). It suffices to take
X = F(V ).
Indeed, by Lemma 8.1.2 we have the bound
deg(F(V )) .n deg(V ).
Finally, by Theorem 8.2.1 we obtain
b0(F(V )(R)) .n deg(V )δ(V )d,
as desired.
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