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Learning in Deep Neural Networks (DNN) takes place by minimizing a non-convex high-
dimensional loss function, typically by a stochastic gradient descent (SGD) strategy. The learning
process is observed to be able to find good minimizers without getting stuck in local critical points,
and that such minimizers are often satisfactory at avoiding overfitting. How these two features can
be kept under control in nonlinear devices composed of millions of tunable connections is a profound
and far reaching open question. In this paper we study basic non-convex neural network models
which learn random patterns, and derive a number of basic geometrical and algorithmic features
which suggest some answers. We first show that the error loss function presents few extremely wide
flat minima (WFM) which coexist with narrower minima and critical points. We then show that
the minimizers of the cross-entropy loss function overlap with the WFM of the error loss. We also
show examples of learning devices for which WFM do not exist. From the algorithmic perspective
we derive entropy driven greedy and message passing algorithms which focus their search on wide
flat regions of minimizers. In the case of SGD and cross-entropy loss, we show that a slow reduction
of the norm of the weights along the learning process also leads to WFM. We corroborate the results
by a numerical study of the correlations between the volumes of the minimizers, their Hessian and
their generalization performance on real data.
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I. INTRODUCTION
Artificial Neural Networks (ANN), currently also known as Deep Neural Networks (DNN), are
powerful nonlinear devices used to perform different types of learning tasks.[1] From the algorithmic
perspective, learning in ANN is in principle a hard computational problem in which a huge number
of parameters, the connection weights, need to be optimally tuned. Yet, at least for supervised
pattern recognition tasks, learning has become a relatively feasible process in many applications
across domains and the performances reached by DNNs have had a huge impact on the field of
Machine Learning (ML).
DNN models have evolved very rapidly in the last decade, mainly by an empirical trial and
selection process guided by heuristic intuitions. As a result, current DNN are in a sense akin
to complex physical or biological systems, which are known to work but for which a detailed
understanding of the principles underlying their functioning remains unclear. The tendency to
learn efficiently and to generalize with limited overfitting are two properties that often coexist in
DNN and yet a unifying theoretical framework is still missing.
Here we provide analytical results on the geometrical structure of the loss landscape of ANN
which shed light on the success of Deep Learning (DL) [2] algorithms and allow us to design novel
efficient algorithmic schemes.
We focus on non-convex ANN models that exhibit sufficiently complex behavior and yet are
amenable to detailed analytical and numerical studies. Building on methods of statistical physics
of disordered systems, we analyze the complete geometrical structure of the minimizers of the loss
function of ANN learning random patterns and discuss how the current DNN models are able to
exploit such structure, e.g. starting from the choice of the loss function, avoiding algorithmic traps
and reaching rare solutions which belong to wide flat regions of the weight space. In our study the
notion of flatness is given in terms of the volume of the weights around a minimizer which do not
lead to an increase of the loss value. This generalizes the so called Local Entropy of a minimizer[3],
defined for discrete weights as the log of the number of optimal weights assignments within a given
Hamming distance from the reference minimizer. We call these regions High Local Entropy (HLE)
regions for discrete weights or Wide Flat Minima (WFM) for continuous weights. Our results are
derived analytically for the case of random data and corroborated by numerics on real data. In
order to eliminate ambiguities which may arise from changes of scale of the weights, we control the
norm of the weights in each of the units that compose the network. The outcomes of our study can
be summarized as follows.
3(i) We show analytically that ANN learning random patterns possess the structural property of
having extremely robust regions of optimal weights, namely wide flat minima of the loss, whose
existence is important to achieve convergence in the learning process. Though these wide minima
are rare compared to the dominant critical points (absolute narrow minima, local minima or saddle
points in the loss surface), they can be accessed by a large family of simple learning algorithms.
We also show analytically that other learning machines, such as the Parity Machine, do not possess
wide flat minima.
(ii) We show analytically that the choice of the cross-entropy loss function has the effect of biasing
learning algorithms toward HLE or WFM regions.
(iii) We derive a greedy algorithm – Entropic Least Action Learning (eLAL) – and a message
passing algorithm – focusing Belief Propagation (fBP) – which zoom in their search on wide flat
regions of minimizers.
(iv) We compute the volumes associated to the minimizers found by different algorithms using
Belief Propagation.
(v) We show numerically that the volumes correlate well with the spectra of the Hessian on
computationally tractable networks and with the generalization performance on real data. The
algorithms which search for WFM display a spectrum which is much more concentrated around
zero eigenvalues compared to plain SGD.
Our results on random patterns support the conclusion that the minimizers which are relevant for
learning are not the most frequent isolated and narrow ones (which also are computationally hard to
sample) but the rare ones which are extremely wide. While this phenomenon was recently disclosed
for the case of discrete weights[3, 4], here we demonstrate that it is present also in non convex
ANN with continuous weights. Building on these results we derive novel algorithmic schemes and
shed light on the performance of SGD with the cross-entropy loss function. Numerical experiments
suggest that the scenario generalizes to real data and is consistent with other numerical results on
DNN[5].
II. HLE/WFM REGIONS EXIST IN NON CONVEX NEURAL DEVICES STORING
RANDOM PATTERNS
In what follows we analyze the geometrical structure of the weights space by considering the
simplest non convex neural devices storing random patterns: the single layer network with discrete
weights and the two layer networks with both continuous and discrete weights. The choice of
random patterns, for which no generalization is possible, is motivated by the possibility of using
analytical techniques from statistical physics of disordered systems and by the fact that we want
to identify structural features which do not depend on specific correlation patterns of the data.
A. The simple example of discrete weights
In the case of binary weights it is well known that even for the single layer network the learning
problem is computationally challenging. Therefore we begin our analysis by studying the so called
binary perceptron, which maps vectors of N inputs ξ ∈ {−1, 1}N to binary outputs as σ (W, ξ) =
sign (W · ξ), where W ∈ {−1, 1}N is the synaptic weights vector W = (w1, w2, ..., wN ).
Given a training set composed of αN input patterns ξµ with µ ∈ {1, . . . , αN} and their cor-
responding desired outputs σµ ∈ {−1, 1}αN , the learning problem consists in finding a solution
W such that σ (W, ξµ) = σµ for all µ. The entries ξµi and the outputs σ
µ are random unbiased
4i.i.d. variables. As discussed in ref. [6] (but see also the rigorous bounds in ref. [7]), perfect clas-
sification is possible with probability 1 in the limit of large N up to a critical value of α, usually
denoted as αc; above this value, the probability of finding a solution drops to zero. αc is called the
capacity of the device.
The standard analysis of this model is based on the study of the zero temperature limit of the
Gibbs measure with a loss (or energy) function LNE which counts the number of errors (NE) over
the training set:
LNE =
αN∑
µ=1
Θ (−σµσ (W, ξµ)) (1)
where Θ (x) is the Heaviside step function, Θ (x) = 1 if x > 0 and 0 otherwise. The Gibbs measure
is given by
P (W ) =
1
Z
exp
(
−β
αN∑
µ=1
Θ (−σµσ (W, ξµ))
)
(2)
where β ≥ 0 is the inverse temperature parameter. For large values of β, P (W ) concentrates on
the minima of LNE. The key analytical obstacle for the computation of P (W ) is the evaluation of
the normalization factor, the partition function Z:
Z =
∑
{wi=±1}
exp
(
−β
αN∑
µ=1
Θ (−σµσ (W, ξµ))
)
(3)
In the the zero temperature limit (β → ∞) and below αc the partition function simply counts all
solutions to the learning problem,
Z∞ = lim
β→∞
∑
{wi=±1}
exp
(
−β
αN∑
µ=1
Θ (−σµσ (W, ξµ))
)
=
∑
{W}
Xξ (W ) (4)
where Xξ (W ) =
∏αN
µ=1 Θ (σ
µσ (W, ξµ)) is a characteristic function which evaluates to one if all
patterns are correctly classified, and to zero otherwise.
Z∞ is an exponentially fluctuating quantity (in N), and its most probable value is obtained by
exponentiating the average of logZ, denoted by 〈logZ〉ξ, over the realizations of the patterns
Z∞,typical ' exp
(
N 〈lnZ∞〉ξ
)
. (5)
The calculation of 〈logZ∞〉ξ has been done in the 80s and 90s by the replica and the cavity methods
of statistical physics and, as mentioned above, the results predict that the learning task undergoes
5a threshold phenomenon at αc = 0.833, where the probability of existence of a solution jumps
from one to zero in the large N limit[6]. This result has been put recently on rigorous grounds by
ref. [7]. Similar calculations predict that for any α ∈ (0, αc), the vast majority of the exponentially
numerous solutions on the hypercube W ∈ {−1, 1}N are isolated, separated by a O (N) Hamming
mutual distance[8]. In the same range of α, there also exist an even larger number of local minima at
non-zero loss, a result that has been corroborated by analytical and numerical findings on stochastic
learning algorithms which satisfy detailed balance [9]. Recently it became clear that by relaxing the
detailed balance condition it was possible to design simple algorithms which can solve the problem
efficiently[10–12].
B. Local entropy theory
The existence of effective learning algorithms indicates that the traditional statistical physics
calculations, which focus on set of solutions which dominate the zero temperature Gibbs measure
(i.e. the most numerous ones), are effectively blind to the solutions actually found by such algo-
rithms. Numerical evidence suggests that in fact the solutions found by heuristics are not at all
isolated: on the contrary, they appear to belong to regions with a high density of nearby other solu-
tions. This puzzle has been solved very recently by an appropriate large deviations study[3, 4, 13, 14]
in which the tools of statistical physics have been used to study the most probable value of the
local entropy of the loss function, i.e. a function that is able to detect the existence of regions of
linear size dN containing a high density of solutions even when the number of these regions is small
compared to the number of isolated solutions. For binary weights the local entropy function is the
(normalized) logarithm of the number of solutions W ′ at Hamming distance dN from a reference
solution W
Ed (W ) = − 1
N
lnU (W,d) (6)
with
U (W,d) =
∑
{W ′}
Xξ (W ′) δ (W ′ ·W,N (1− 2d)) (7)
and where δ is the Kronecker delta symbol. In order to derive the typical values that the local
entropy can take, one needs to compute the Gibbs measure of the local entropy
PLE (W ) =
1
Z
exp (−yEd (W )) (8)
where y has the role of an inverse temperature. For large values of y this probability measure focuses
on the W surrounded by an exponential number of solutions within a distance d. The regions of
high local entropy (HLE) are then described in the regime of large y and small d. In particular, the
calculation of the expected value of the optimal local entropy
S (d) ≡ E optd = max{W}
{
− 1
N
〈lnU (W,d)〉ξ
}
(9)
shows the existence of extremely dense clusters of solutions up to values of α close to αc.[3, 4, 13, 14]
6The probability measure (8) can be written in an equivalent form that generalizes to the non zero
errors regime, is analytically simpler to handle, and leads to novel algorithmic schemes[4]:
PLE (W ) ∼ P (W ;β, y, λ) = Z (β, y, λ)−1 eyΦ(W,β,λ). (10)
where Φ (W,β, λ) is a “local free entropy” potential in which the distance constraint is forced through
a Lagrange multiplier λ
Φ (W,β, λ) = ln
∑
{W ′}
e−βLNE(W
′)−λ d(W,W ′) (11)
where d (·, ·) is some monotonically increasing function of the distance between configurations,
defined according to the type of weights under consideration. In the limit β →∞ and by choosing
λ so that a given distance is selected, this expression reduces to eq. (8).
The crucial property of eq. (10) comes from the observation that by choosing y to be a non-
negative integer, the partition function can be rewritten as:
Z (β, y, λ) =
∑
{W}
eyΦ(W,β,λ) =
=
∑
{W}
∑
{W ′a}ya=1
e−βLR(W,W
′a) (12)
where
LR (W,W ′a) =
y∑
a=1
LNE (W ′a)− λ
β
y∑
a=1
d (W,W ′a) . (13)
These are the partition function and the effective loss of y + 1 interacting real replicas of the
system, one of which acts as reference system (W ) while the remaining y ({W ′a}) are identical,
each being subject to the energy constraint LNE (W ′a) and to the interaction term with the reference
system. As discussed in ref. [4], several algorithmic schemes can be derived from this framework
by minimizing LR. Here we shall also use the above approach to study the existence of WFMs
in continuous models and to design message passing and greedy learning algorithms driven by the
local entropy of the solutions.
C. Two layer networks with continuous weights
As for the discrete case, we are able to show that in non convex networks with continuous weights
the WFMs exist, are rare and yet accessible to simple algorithms. In order to perform an analytic
study, we consider the simplest non-trivial two-layer neural network, the committee machine with
non-overlapping receptive fields. It consists of N input units, one hidden layer with K units and one
output unit. The input units are divided into K disjoint sets of N˜ = NK units. Each set is connected
to a different hidden unit. The input to the `-th hidden unit is given by xµ` =
1√
N˜
∑N˜
i=1 w`iξ
µ
`i
where w`i ∈ R is the connection weight between the input unit i and the hidden unit `, and ξµ`i is the
i-th input to the `-th hidden unit. As before, µ is a pattern index. We study analytically the pure
classifier case in which each unit implements a threshold transfer function and the loss function is
7the error loss. Other types of (smooth) functions, more amenable for numerical simulation, will be
also discussed in a subsequent section. The output of the `-th hidden unit is given by
τµ` = sign (x
µ
` ) = sign
 1√
N˜
N˜∑
i=1
w`iξ
µ
`i
 (14)
In the second layer all the weights are fixed and equal to one, and the overall output of the network
is simply given by a majority vote σµout = sign
(
1√
K
∑
` τ
µ
`
)
.
As for the binary perceptron, the learning problem consists in mapping each of the random input
patterns (ξµ`i) with (` = 1, . . . ,K, i = 1, . . . , N˜ , µ = 1, . . . , αN) onto a randomly chosen output σ
µ.
Both ξµ`i and σ
µ are independent random variables which take the values ±1 with equal probability.
For a given set of patterns, the volume of the subspace of the network weights which correctly
classifies the patterns, the so called version space, is given by
V =
∫ ∏
i`
dw`i
∏
`
δ
(∑
i
w2`i − N˜
)∏
µ
Θ
(
σµ√
K
∑
`
τµ`
)
(15)
where we have imposed a spherical constraint on the weights in order to keep the volume finite
(though exponential in N). In the case of binary weights the integral would become a sum over
all the 2N configurations and the volume to the overall number of zero error assignments of the
weights.
The committee machine has been studied extensively in the 90s.[15–17] The capacity of the
network can be derived by computing the typical weight space volume as a function of the number
of correctly classified patterns αN , in the large N limit. As for the binary case, the most probable
value of V is obtained by exponentiating the average of log V , Vtypical ' exp
(
N 〈log V 〉ξ
)
, a difficult
task which is achieved by the replica method[18, 19].
For the smallest non-trivial value of K, K = 3, it has been found that above α0 ' 1.76 the
space of solution changes abruptly, becoming clustered into multiple components1. Below α0 the
geometrical structure is not clustered and can be described by the simplest version of the replica
method, known as replica symmetric (RS) solution. Above α0 the analytical computation of the
typical volume requires a more sophisticated analysis that properly describes a clustered geometrical
structure. This analysis can be performed by a variational technique which is known in statistical
physics as the replica-symmetry-breaking (RSB) scheme, and the clustered geometrical structure
of the solution space is known as RSB phase.
The capacity of the network, above which perfect classification becomes impossible, is found to
be αc '3.02. In the limit of large K (but still with N˜  1), the clustering transition occurs at a
finite number of patterns per weight, α0 ' 2.95[15] whereas the critical capacity grows with K as
αc ∝
√
lnK.[20]
1 Strictly speaking each cluster is composed of a multitude of exponentially small domains[20]
8D. The existence of wide flat minima
In order to detect the existence of WFMs we use a large deviation measure which is the continuous
version of the measure used in the discrete case: each configuration of the weights is re-weighted by
a local volume term, analogously to the analysis of section II B. For the continuous case, however,
we adopt a slightly different formalism which simplifies the analysis. Instead of constraining the
set of y real replicas (not to be confused with the virtual replicas of the replica method) to be at
distance d from a reference weight vector, we can identify the same WFM regions by constraining
directly the real replicas to be at a given mutual distance. This novel technique (see Appendix C for
the derivation) allows to use directly the first-step formalism of the RSB scheme (1-RSB). Similarly
to the discrete case, the computation of the maximal WFM volumes leads to the following results:
for K = 3 and in the large y limit, we find
V (q1) = max{Wa}ya=1
{
1
Ny
〈lnV ((W a)ya=1 , q1)〉ξ
}
= GS (q1) + αGE (q1)
with
GS (q1) =
1
2
[1 + ln 2pi + ln (1− q1)]
GE (q1) =
∫ 3∏
`=1
Dv` max
u1,u2,u3
[
−
∑3
`=1 u
2
`
2
+
+ ln
(
H˜1H˜2 + H˜1H˜3 + H˜2H˜3 − 2H˜1H˜2H˜3
)]
where H˜` ≡ H
(√
d0
1−q1u` +
√
q0
1−q1 v`
)
, H (x) ≡ ∫∞
x
Dv, Dv ≡ dv 1√
2pi
e−
1
2 v
2
, d0 ≡ y (q1 − q0) and
q0 satisfies a saddle point equation that needs to be solved numerically. V (q1) is the logarithm
of the volume of the solutions, normalized by Ny, under the spherical constraints on the weights,
and with the real replicas forced to be at a mutual overlap q1 = 1N
∑
iW
a
i W
b
i , (a 6= b), which is
bijectively related to the distance between the replicated systems. In analogy with the discrete
case, we still refer to V (q1) as to the local entropy. It is composed by the sum of two terms: the
first one, GS (q1) corresponds to the log-volume at α = 0, where all configurations are solutions
and only the geometric constraints are present. This is an upper bound for the local entropy. The
second term, V1 (q1) ≡ αGE (q1), is in general negative and it represents the log of the fraction
of solutions at overlap q1, and we call it normalized local entropy. If WFMs exist for positive α,
we expect to observe that V1 (q1) is close to 0 in an extended region of q1 below one (analogously
to the discrete case at small d, cf. fig. 4). In fig. 1 (top panel) we report the values of V1 (q1) vs
the overlap q1, for different values of α. Indeed, one may observe that the behavior is qualitatively
similar to that of the binary perceptron: besides the solutions and all the related local minima
and saddles predicted by the standard statistical physics analysis [15–17, 20], there exist absolute
minima which are flat at relatively large distances. Indeed, reaching such wide minima efficiently
is non trivial, and different algorithms can have drastically different behaviors, as we will discuss
in detail in sec. V.
The case K = 3 is still relatively close to the simple perceptron, though the geometrical structure
of its minima is already dominated by non convex features for α > 1.76. A case which is closer
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Figure 1. Normalized local entropy V1 vs q1, i.e. logarithm of the fraction of configurations of y real replicas
at mutual overlap q1 in which all replicas have zero error loss LNE. The curves are for a tree-like committee
machine trained on αN random patterns, for various values of α, obtained from a replica calculation in the
limit of large N and large number of real replicas y. When the curves approach 0 as q1 → 1 it means that
nearly all configurations are minima, thus that the replicas are collectively exploring a wide minimum (any
q1 < 1 implies distances of O (N) between replicas). Top: the case of K = 3. Bottom: the the limiting case
of a large number of hidden units K.
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to more realistic ANNs is K  1 (but still N  K), which, luckily enough, is easier to study
analytically. We find:
GS (q1) =
1
2
[1 + ln 2pi + ln (1− q1)]
GE (q1) =
∫
Dv max
u
[
−u
2
2
+ lnH
(√
∆qe1
1− qe1
u+
qe0
1− qe1
v
)]
where ∆qe1 = qe1 − qe0 with qe1 ≡ 1− 2pi arccos (q1), qe0 ≡ 1− 2pi arccos (q0) and q0 is fixed by a saddle
point equation. In fig. 1 (bottom panel) we observe that indeed WFM still exist for all finite values
of α.
The results of the above WFM computation may require small corrections due to RSB effects,
which however are expected to be very tiny due to the compact nature of the space of solutions at
small distances.
A more informative aspect is to study the volumes around the solutions found by different algo-
rithms. This can be done by the Belief Propagation method, similarly to the computation of the
weight enumerator function in error correcting codes[21].
E. Not all devices are appropriate: the Parity Machine does not display HLE/WFM
regions
The existence of WFM is a structural property of neural networks. Its origin relies in the threshold
sum form of the nonlinearity characterizing the formal neurons. As a check of this claim, we can
analyze a model which is in some sense complementary, namely the so called parity machine. We
take its network structure to be identical to the committee machine, except for the output unit
which performs the product of the K hidden units instead of taking a majority vote. While the
outputs of the hidden units are still given by sign activations, eq. (14), the overall output of the
network reads σµout =
∏K
`=1 τ`.
For a given set of patterns, the volume of the weights which correctly classifies the patterns is
then given by
V =
∫ ∏
i`
dw`i
∏
`
δ
(∑
i
w2`i − N˜
)∏
µ
Θ
(
σµ
K∏
`=1
τµ`
)
.
Parity machines are closely related to error correcting codes based on parity checks. The geo-
metrical structure of the absolute minima of the error loss function is known [20] to be composed
by multiple regions, each in one to one correspondence with the internal representations of the pat-
terns. For random patterns such regions are typically tiny and we expect the WFM to be absent.
Indeed, the computation of the volume proceeds analogously to the previous case (it’s actually
even simpler, see Appendix C 1), and it shows that in this case for any distance the volumes of the
minima are always bounded away form the maximal possible volume, i.e. the volume one would
find for the same distance when no patterns are stored: the log-ratio of the two volumes is constant
and equal to −α log (2). In other words, the minima never become flat, at any distance scale.
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F. The connection between Local Entropy and Cross-Entropy
Given that dense regions of optimal solutions exist in non convex ANN, at least in the case of
independent random patterns, it remains to be seen which role they play in current models. Starting
with the case of binary weights, and then generalizing the result to more complex architectures and
to continuous weights, we can show that the most widely used loss function, the so called Cross-
Entropy (CE) loss, focuses precisely on such rare regions (see ref. [22] for the case of stochastic
weights).
For the sake of simplicity, we consider a binary classification task with one output unit. The CE
cost function for each input pattern reads
LCE (W ) =
M∑
µ=1
fγ (σ
µσ (W, ξµ)) (16)
where fγ (x) = −x2 + 12γ log (2 cosh (γx)). The parameter γ allows to control the degree of “robust-
ness” of the training, see figure (2). In standard machine learning practice γ is simply set to 1, but
a global rescaling of the weights Wi can lead to a basically equivalent effect. That setting can thus
be interpreted as leaving γ as implicit, letting its effective value, and hence the norm of the weights,
to be determined by the initial conditions and the training algorithm. As we shall see, controlling
γ explicitly along the learning process plays a crucial role in finding HLE/WFM regions.
For the binary case, however, the norm is fixed and thus we keep γ as an explicit parameter. Note
that since limγ→∞ fγ (x) = max (−x, 0) the minima of LCE below αc at large γ are the solutions to
the training problem, i.e. they coincide with those of LNE.
We proceed by first showing that the minimizers of this loss correspond to near-zero errors for
a wide range of values of α, and next by showing that these minimizers are surrounded by an
exponential number of zero error solutions.
In order to study the probability distribution of the minima of LCE in the large N limit, we need
to compute its Gibbs distribution (in particular, the average of the log of the partition function,
see eq. (5)) as it has been done for the the error loss LNE. The procedure follows standard steps
and it is detailed in the Appendix B. The method requires to solve two coupled integral equations
as functions of the control parameters α, β and γ. In figure 3 we show the behavior of the fraction
of errors vs the loading α, for various values of γ. Up to relatively large values of α the optimum
of LCE corresponds to extremely small values of LNE, virtually equal to zero for any accessible size
N.
Having established that by minimizing the the CE one ends up in regions of perfect classification
where the error loss function is essentially zero, it remains to be understood which type of configu-
rations of weights are found. Does the CE converge to an isolated point-like solution in the weight
space (such as the typical zero energy configurations of the error function)2 or does it converge to
the more rare regions of high local entropy?
In order to establish the geometrical nature of the typical minima of the CE loss, we need to
compute the average value of Ed (W ) (which tells us how many zero energy configurations of the
error loss function can be found within a given radius d from a given W , see eq. (6)) when W is
sampled from the minima of LCE. This can be accomplished by a well known analytical technique
2 A quite unlikely fact given that finding isolated solutions is a well known intractable problem.
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Figure 2. Binary cross-entropy function fγ (x) for various values of γ (increasing from top to bottom). For
low values of γ, the loss is non-zero even for small positive values of the input, and thus the minimization
procedure tends to favor more robust solutions. For large values of γ the function tends to max (−x, 0).
The dotted line show the corresponding NE function, which is just 1 in case of an error and 0 otherwise,
cf. eq. (1).
[23] which was developed for the study of the energy landscape in disordered physical systems. The
computation is relatively involved, and here we report only the final outcome. For the dedicated
reader, all the details of the calculation, which relies on the replica method and includes a double
analytic continuation, can be found in Appendix B. As reported in figure 4, we find that the typical
minima of the CE loss for small finite γ are indeed surrounded by an exponential number of zero
error solutions. In other words, the CE focuses on HLE regions.
As an algorithmic check we have verified that while a Simulated Annealing approach gets stuck at
very high energies when trying to minimize the error loss function, the very same algorithm with the
CE loss is indeed successful up to relatively high values of α, with just slightly worse performance
compared to an analogous procedure based on local entropy[13]. In other words, the CE loss on
single-layer networks is a computationally cheap and reasonably good proxy for the LE loss. These
analytical results extend straightforwardly to two layer networks with binary weights. The study
of continuous weight models can be performed resorting to the Belief Propagation method.
III. BELIEF PROPAGATION AND FOCUSING BELIEF PROPAGATION.
Belief Propagation (BP), also known as sum-product, is an iterative message-passing algorithm
for statistical inference. When applied to the problem of training a committee machine with a
given set of input-output patterns, it can be used to obtain, at convergence, useful information on
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Figure 3. Mean error rate achieved when optimizing the CE loss in the binary single-layer network, as
predicted by the replica analysis, at various values of γ (increasing from top to bottom). The figure also
shows the points αc ≈ 0.83 (up to which solutions exist) and αU ≈ 0.76 (up to which non-isolated solutions
exist).
the probability distribution, over the weights of the network, induced by the Gibbs measure. In
particular, it allows to compute the marginals of the weights as well as their entropy, which in the
zero-temperature regime is simply the logarithm of the volume of the solutions, eq. (15), rescaled by
the number of variables N . The results are approximate, but (with high probability) they approach
the correct value in the limit of large N in the case of random uncorrelated inputs, at least in
the replica-symmetric phase of the space of the parameters. Due to the self-averaging property, in
this limit the macroscopic properties of any given problem (such as the entropy) tend to converge
to a common limiting case, and therefore a limited amount of experiments with a few samples is
sufficient to describe very well the entire statistical ensemble.
We have used BP to study the case of the zero-temperature tree-like committee machine with
continuous weights and K = 3. We have mostly used N = 999, which turns out to be large enough
to produce results in quite good agreement with the replica theory analysis. The implementation
can be made efficient by encoding each message with only two quantities (see Appendix D). As
mentioned above, this algorithm works well in the replica-symmetric phase, which for our case
means when α ≤ α0 ≈ 1.76. Above this value, the (vanilla) algorithm doesn’t converge at all.
However, BP can be employed to perform additional analyses as well. In particular, it can
be modified rather straightforwardly to explore and describe the region surrounding any given
configuration, as it allows to compute the local entropy (i.e. the log-volume of the solutions) for
any given distance and any reference configuration (this is a general technique, the details for our
case are reported in Appendix D2). The convergence issues are generally much less severe in this
case. Even in the RSB phase, if the reference configuration is a solution in a wide minimum, the
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Figure 4. Average local entropy around a typical minimum of the LCE loss, for various values of α and γ.
The gray upper curve, corresponding to α = 0, is an upper bound since in that case all configurations are
solutions. For α = 0.4, the two curves with γ = 1 and 2 nearly saturate the upper bound at small distances,
revealing the presence of dense regions of solutions (HLE regions). There is a slight improvement for γ = 2,
but the curve at γ → ∞ shows that the improvement cannot be monotonic: in that limit, the measure
is dominated by isolated solutions. This is reflected by the gap at small d in which the entropy becomes
negative, signifying the absence of solutions in that range. For α = 0.6 we see that the curves are lower, as
expected. We also see that for γ = 1 there is a gap at small d, and that we need to get to γ = 3 in order
to find HLE regions.
structure is locally replica-symmetric, and therefore the algorithm converges and provides accurate
results, at least up to a value of the distance where other unconnected regions of the solutions
space come into consideration. In our tests, the only other issue arose occasionally at very small
distances, where convergence is instead prevented by the loss of accuracy stemming from finite size
effects and limited numerical precision.
Additionally, the standard BP algorithm can be modified and transformed into a (very effective)
solver. There are several ways to do this, most of which are purely heuristic. However, it was shown
in ref. [4] that adding a particular set of self-interactions to the weight variables could approximately
but effectively describe the replicated system of eq. (12): in other words, this technique can be
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used to analyze the local-entropy landscape instead of the Gibbs one. By using a sufficiently
large number of replicas y (we generally used y = 10) and following an annealing protocol in the
coupling parameter λ (starting from a low value and making it diverge) this algorithm focuses on
the maximally dense regions of solutions, thus ending up in wide flat minima. For these reasons,
the algorithm was called “focusing-BP” (fBP). The implementation closely follows that of ref. [4]
(complete details are provided in Appendix D3). Our tests – detailed below – show that this
algorithm is the best solver (by a wide margin) among the several alternatives that we tried in
terms of robustness of the minima found (and thus of generalization properties, as also discussed
below). Moreover, it also achieves the highest capacity, nearly reaching the critical capacity where
all solutions disappear.
IV. ENTROPIC LEAST ACTION LEARNING
Least Action Learning (LAL) [24] is a heuristic greedy algorithm that was designed to extend the
well-known Perceptron algorithm to the case of committee-machines with a single binary output
and sign activation functions. It takes one parameter, the learning rate η. In its original version,
patterns are presented randomly one at a time, and at most one hidden unit is affected at a time.
In case of correct output, nothing is done, while in case of error the hidden unit, among those with
a wrong output, whose pre-activation was closest to the threshold (and is thus the easiest to fix) is
selected, and the standard perceptron learning rule (with rate η) is applied to it. In our tests we
simply extended it to work in mini-batches, to make it more directly comparable with stochastic-
gradient-based algorithms: for a given mini-batch, we first compute all the pre-activations and the
outputs for all patterns at the current value of the weights, then we apply the LAL learning rule
for each pattern in turn.
This algorithm proves to be surprisingly effective at finding minima of the NE loss very quickly:
on the random patterns case, its algorithmic capacity is higher than gradient-based variants and
almost as high as fBP, and it requires comparatively few epochs. It is also computationally very
fast, owing to its simplicity. However, as we show in the sec. V, it finds solutions that are much
narrower compared to those of other algorithms.
In order to drive LAL toward WFM regions, we add a local-entropy component to it, by applying
the technique described in ref. [4] (see eq. (13)): we run y replicas of the system in parallel and we
couple them with an elastic interaction. The resulting algorithm, that we call entropic-LAL (eLAL)
can be described as follows. We initialize y replicas randomly with weights W a and compute their
average W˜ . We present mini-batches independently to each replica, using different permutations
of the dataset for each of them. At each mini-batch, we apply the LAL learning rule. Then,
each replica is pushed toward the center with some strength proportional to a parameter λ: more
precisely, we add a term λη
(
W˜ −W a
)
to each of the weight vectors W a. After this update, we
recompute the average W˜ . At each epoch, we increase the interaction strength λ. The algorithm
stops when the replicas have collapsed to a single configuration.
This simple scheme proves rather effective at enhancing the wideness of the minima found while
still being computationally efficient and converging quickly, as we show in the sec. V. We show tests
performed with y = 20, but the entropic enhancement is gradual, already providing improvements
with very few replicas and progressing at least up to y = 100, which is the maximum value that
we have tested. Its main limitation is, of course, that it is tailored to committee machines and it
is unclear how to extend it to general architectures. On the other hand, the effectiveness of the
replication scheme seems very promising from the point of view of improving the quality of the
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minima found by greedy and efficient heuristics.
V. NUMERICAL STUDIES
We conclude our study by comparing numerically the curvature, the wideness of the minima and
the generalization error found by different approaches. We consider two scenarios: one, directly
comparable with the theoretical calculations, where a tree committee machine withK = 9 is trained
over random binary patterns, and a second one, which allows us to estimate the generalization
capabilities, where a fully-connected committee machine with K = 9 is trained on a subset of the
Fashion-MNIST dataset [25]. The choice of using K = 9 instead of 3 is intended to enhance the
potential robustness effect that the CE loss can have over NE on such architectures (see fig. 2): for
K = 3, a correctly classified pattern already requires 2 out for 3 units to give the correct answer, and
there is not much room for improvement at the level of the pre-activation of the output unit. On
the other hand, since we study networks with a number of inputs of the order of 103, an even larger
value of K would either make N/K too small in the tree-like case (exacerbating numerical issues
for the BP algorithms and straying too far from the theoretical analysis) or make the computation
of the Hessians too onerous for the fully-connected case (each Hessian requiring the computation
of (NK)2 terms).
We compare several training algorithms with different settings (see Appendix E): stochastic GD
with the CE loss (ceSGD); least-action learning (LAL) and its entropic version (eLAL); focusing
BP (fBP). Of these, the non-gradient based ones (LAL, eLAL and fBP) can be directly used with
the sign activation functions (14) and the NE loss. On the other hand, ceSGD requires a smooth
loss landscape, therefore we used tanh activations, adding a gradually-diverging parameter β in
their argument, since limβ→∞ tanh (βx) = sign (x). The γ parameter of the CE loss (16) was also
increased gradually. As in the theoretical computation, we also constrained the weights of each
hidden unit of the network to be normalized. The NE loss with sign activations is invariant under
renormalization of each unit’s weights, whereas the CE loss with tanh activations is not. In the
latter case, the parameters β and γ can be directly interpreted as the norm of the weights, since
they just multiply the pre-activations of the units. In a more standard approach, the norm would be
controlled by the initial choice of the weights and be driven by the SGD algorithm automatically. In
our tests instead we have controlled these parameters explicitly, which allows us to demonstrate the
effect of different schedules. In particular, we show (for both the random and the Fashion-MNIST
scenarios) that slowing down the growth of the norm with ceSGD makes a significant difference in
the quality of the minima that are reached. We do this by using two separate settings for ceSGD,
a “fast” and a “slow” one. In ceSGD-fast both β and γ are large from the onset and grow quickly,
whereas in ceSGD-slow they start from small values and grow more slowly (requiring much more
epochs for convergence).
In all cases – for uniformity of comparison, simplicity, and consistency with the theoretical analysis
– we consider scenarios in which the training error (i.e. the NE loss) gets to zero. This is, by
definition, the stopping condition for the LAL algorithm. We also used this as a stopping criterion
for ceSGD in the “fast” setting. For the other algorithms, the stopping criterion was based on
reaching a sufficiently small loss (ceSGD in the “slow” setting), or the collapse of the replicas (eLAL
and fBP).
The analysis of the quality of the results was based on the study of the local loss landscape at
the solutions. On one hand, we computed the normalized local entropy using BP as described
in a sec. D 2, which provides a description of the NE landscape. On the other hand, we also
computed the spectrum of the eigenvalues of a smoothed-out version of the NE loss, namely the
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Figure 5. Normalized local entropy as a function of the distance from a reference solution, on a tree-like
committee machine with K = 9 and N = 999, trained on 1000 random patterns. The results were obtained
with the BP algorithm, by averaging over 10 samples. Numerical issues (mainly due to the approximations
used) prevented BP from converging at small distances for the LAL algorithm, and additionally they slightly
affect the results at very small distances. Qualitatively, though, higher curves correspond to larger local
entropies and thus wider minima.
MSE loss computed on networks with tanh activations. This loss depends on the parameters β
of the activations: we set β to be as small as possible (maximizing the smoothing and thereby
measuring features of the landscape at a large scale) under the constraint that all the solutions
under consideration were still corresponding to zero error (to prevent degrading the performance).
For the Fashion-MNIST case, we also measured the generalization error of each solution.
In the random patterns scenario we set N = 999 and α = 1, and tested 10 samples (the same
for all algorithms). The results are presented in figg. 5 and 6. The two analyses allow to rank the
algorithms (for the Hessians we can use the maximum eigenvalue as a reasonable metric) and their
results are in agreement. As expected, fBP systematically finds very dense regions of solutions,
qualitatively compatible with the theoretical analysis (cf. fig. 5 with fig. 1) and corresponding
to the narrowest spectra of the Hessian at all β; the other algorithms follow roughly in the order
eLAL, ceSGD-slow, ceSGD-fast, LAL. The latter is a very efficient solver for this model, but it finds
solutions in very narrow regions. On the other hand, the same algorithm performed in parallel on a
set of interacting replicas is still efficient but much better at discovering WFMs. These results are
for y = 20 replicas in eLAL, but our tests show that y = 10 would be sufficient to match ceSGD-slow
and that y = 100 would further improve the results and get closer to fBP. Overall, the results of the
random pattern case confirm the existence of WFMs in continuous networks, and suggest that a
(properly normalized) Hessian spectrum can be used as a proxy for detecting whether an algorithm
has found a WFM region.
We then studied the performance of ceSGD (fast and slow settings), LAL and eLAL on a small
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Figure 6. Spectra of the Hessian for the same solutions of fig. 5, for various algorithms. The spectra
are directly comparable since they are all computed on the same loss function (MSE; using CE doesn’t
change the results qualitatively) and the networks are normalized. The top panel shows the results with
the parameter β of the activation functions set to a value such that all solutions of all algorithms are still
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fully-connected network which learns to discriminate between two classes of the Fashion-MNIST
dataset (we chose the classes Dress and Coat, which are rather challenging to tell apart but also
sufficiently different to offer the opportunity to generalize even with a small simple network trained
on very few examples). We trained our networks on a small subset of the available examples (500
patterns; binarized to ±1 by using the median of each image as a threshold on the original grayscale
inputs; we filtered both the training and test sets to only use images in which the median was
between 0.25 and 0.75 as to avoid too-bright or too-dark images and make the data more uniform
and more challenging). This setting is rather close to the one which we could study analytically,
except for the patterns statistics and the use of fully-connected rather than tree-like layers, and
it is small enough to permit computing the full spectrum of the Hessian. On the other hand, it
poses a difficult task in terms of inference (even though finding solutions with zero training error
is not hard), which allowed us to compare the results of the analysis of the loss landscape with
the generalization capabilities on the test set. Each algorithm was ran 50 times. The results are
shown in fig. 7, and they are analogous to those for the random patterns case, but in this setting
we can also observe that indeed WFMs tend to generalize better. Also, while we could not run
fBP on this data due to the correlations present in the inputs and to numerical problems related
to the fully-connected architecture, which hamper convergence, it is still the case that ceSGD can
find WFMs if the norms are controlled and increased slowly enough, and that we can significantly
improve the (very quick and greedy) LAL algorithm by replicating it, i.e. by effectively adding a
local-entropic component.
CONCLUSIONS AND FUTURE DIRECTIONS
In this paper, we have generalized the local entropy theory to continuous weights and we have
shown that WFM exists in non convex neural systems. We have also shown that the CE loss
spontaneously focuses on WFM. On the algorithmic side we have derived and designed novel algo-
rithmic schemes, either greedy (very fast) or message passing, which are driven by the local entropy
measure. Moreover, we have shown numerically that ceSGD can be made to converge in WFM by
an appropriate cooling procedure of the parameter which controls the norm of the weights. Future
work will try to put in a unified framework other key aspects on DNN, from transfer functions and
architectures to the role that WFM play for generalization in different data regimes.
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Appendix A: High Local Entropy states from the 1-RSB formalism
Given a system described by a vector of discrete variables W with an associated energy function
E (W ), the Boltzmann equilibrium distribution at inverse temperature β reads
P (W ;β) =
1
Z (β)
e−βE(W ) (A1)
where the normalization factor Z is given by the partition function
Z (β) =
∑
W
e−βE(W ) (A2)
In the limit β →∞, the distribution is just a flat measure over the ground states of the energy;
we can denote the ground state energy as E? = minW E (W ) and the characteristic function over
the ground states as
X (W ) =
{
1 if E (W ) = E?
0 otherwise
(A3)
such that Z (∞) = ∑W X (W ) and logZ (∞) gives the entropy of the ground states.
In ref. [3], we introduced a large-deviation measure with a modified energy function in which
each configuration is reweighted by a “local entropy” term. There, we only considered the β → ∞
limit and defined the local entropy as the number of ground states at a certain normalized distance
d from a reference configuration W˜ :
S
(
W˜ , d
)
= logN
(
W˜ , d
)
= log
∑
W
X (W ) δ
(
d
(
W, W˜
)
−Nd
)
(A4)
where d (·, ·) is a suitably defined distance function and δ (·) is the Kronecker delta. With this
definition, we can define a modified partition function as follows:
Z (∞, y, d) = lim
β→∞
∑
W˜
e−βE(W˜)+yS(W˜ ,d) (A5)
which (up to irrelevant constant factors) coincides with:
Z (∞, y, d) =
∑
W˜
X
(
W˜
)
N
(
W˜ , d
)y
(A6)
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This approach can be shown to be strictly related to the 1-step replica-symmetry-broken (1RSB)
formalism of the bare energetic problem. First, let us define a local free entropy at any given inverse
temperature β′ (i.e. a generalization of eq. (A4)), and use a soft-constraint on the distance through
a Lagrange multiplier λ:
φ
(
W˜ , λ, β′
)
= log
∑
W
e−β
′E(W )−λ2 d(W,W˜) (A7)
Note that the use of a Lagrange multiplier is mostly convenient in order to make the relation with
the 1RSB description evident. It is only equivalent to using a hard constraint for the distance in
the thermodynamic limit, and depending on the convexity properties of the function φ, but we will
generally ignore these issues for the time being and come back to them later.
We can then rewrite the large-deviation partition function eq. (A5) in this more general case as:
Z (β, β′, y, λ) =
∑
W˜
e−βE(W˜)+yφ(W˜ ,λ,β
′) (A8)
Let us now consider the case in which y ∈ N: this allows us, by simple algebraic manipulations,
to rewrite the partition function introducing a sum over all the configurations of y replicas of the
system:
Z (β, β′, y, λ) =
∑
W˜ ,{Wa}
e−βE(W˜)−β
′∑y
a=1 E(W
a)−λ2
∑y
a=1 d(W
a,W˜) (A9)
This partition function describes a system of y + 1 interacting real replicas with an interaction
which is mediated by the reference configuration W˜ . However we can isolate the sum over the
configurations of W˜ to obtain a system of y interacting real replicas. In the special case β = 0 we
obtain:
Z (0, β′, y, λ) =
∑
{Wa}
e−β
′∑y
a=1 E(W
a)+log
∑
W˜ exp(−λ2
∑y
a=1 d(W
a,W˜)) (A10)
We have stressed the fact that the replicas are real to avoid the confusion with the virtual replicas
used for the “replica trick”: here, we are not replicating the system virtually in order to compute a
free entropy in the limit of zero replicas: instead, we are describing a system of y identical interacting
objects. The general case of y ∈ R can be obtained by analytic continuation once an expression for
all integer y is found.
This description is highly reminiscent of – in fact, almost identical to – the derivation of the
ergodicity-breaking scheme used in ref. [26]: there, an auxiliary symmetry breaking field is intro-
duced (having the same role of W˜ in our notation); then, a free energy expression is introduced in
which the role of the energy is taken by a “local free entropy” (the analogous of eq. (A4) for general
β), after which the system is replicated y times and the auxiliary field W˜ is traced out, leading
to a system of y real replicas with an effective pairwise interaction. Finally, the limit of vanishing
interaction (λ → 0+) is taken in order to derive the equilibrium description. When this system
is studied in the replica-symmetric (RS) Ansatz, it results in the 1RSB description of the original
system, with y having the role of the Parisi parameter (usually denoted by m). Indeed, in this limit
of vanishing interaction and for β = 0, our equations reduce to the 1RSB case as well.
Therefore, apart from minor differences, the main point of discrepancy between that analysis and
our approach is that we don’t restrict ourselves to the equilibrium distribution. Instead, we explore
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the whole range of values of λ. In this context, we also have no reason to restrict ourselves to the
range y ∈ [0, 1], as it is usually done in order to give a physical interpretation to the 1RSB solution;
to the contrary, we are (mostly) interested in the limit of large y, in which only the configurations
of maximal local entropy are described.
The relationship between our analysis and the usual 1RSB case can be made even more direct,
leading to an alternative – although with very similar results – large deviations analysis: consider,
instead of eq. (A10), a partition function in which the interaction among the replicas is pairwise
(without the reference configuration W˜ ) and the constraint on the distance is hard (introduced via
a Dirac delta function):
Z1RSB (β
′, y,D) =
∑
{Wa}
e−β
′∑y
a=1 E(W
a)
∏
a>b
δ
(
d
(
W a,W b
)−ND) (A11)
Suppose then that we study the average free entropy 〈logZ1RSB (β′, y, γ)〉 (where 〈·〉 represents
the average over the quenched parameters, if any) in the context of replica theory. Then, we will
have n virtual replicas of the whole system, and since each system has y real replicas we end up
with ny total replicas. Let’s use indices c, d for the virtual replicas and a, b for the real ones, such
that a configuration will now have two indices, e.g. W ca. Suppose that we manage to manipulate
the expression such that it becomes a function, among other order parameters, of the overlaps
qca,db = 1N
〈
W ca,W db
〉
, where 〈·, ·〉 represents some scalar product, and that the distance function
d (·, ·) can be expressed in terms of those. Then, as usual, we would introduce auxiliary integrals∫ ∏
(ca,db)
(
Ndqca,db
) ∏
(ca,db)
δ
(
Nqca,db − 〈W ca,W db〉) (A12)
Using this, we can rewrite the interaction term. Say that d (W,W ′) = 〈W,W 〉 + 〈W ′,W ′〉 −
2 〈W,W ′〉, then:∏
c
∏
a>b
δ
(
d
(
W ca,W cb
)−ND) = ∏
c
∏
a>b
δ
(
N
(
qca,ca + qcb,cb − 2qca,cb −D)) (A13)
By assuming replica symmetry, we seek a saddle point with this structure:
qca,ca = Q
qca,cb = q1 (a 6= b) (A14)
qca,db = q0 (c 6= d)
with Q ≥ q1 ≥ q0. The interaction term eq. (A13) becomes:∏
c
∏
a>b
δ
(
N
(
qca,ca + qcb,cb − 2qca,cb −D)) = δ (2N (Q− q1 −D)) (A15)
Therefore, the external parameter D eliminates a degree of freedom in the solution to the saddle
point equations for the overlaps. The final step in the replica calculation would have the form
〈logZ1RSB (β′, y,D)〉 = φ1RSB (β′, y,Q, q1, q0, . . . ) δ (Q− q1 −D)
= φ1RSB (β
′, y,Q,Q−D, q0, . . . ) (A16)
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where φ1RSB is the expression which would have been derived in an equilibrium computation
without the interaction term, the dots in the argument represent extra order parameters, and the
order parameters are fixed by the saddle point equations
∂Qφ1RSB (β
′, y,Q,Q−D, q0, . . . ) = 0
∂q0φ1RSB (β
′, y,Q,Q−D, q0, . . . ) = 0 (A17)
...
Thus, the difference with respect to the usual 1RSB computation is that the equation for finding
the extremum over q1 is removed, and the one for finding the extremum over Q is modified. Maxi-
mizing over D, by solving for ∂Dφ = 0, is then equivalent to the usual 1RSB description (equivalent
to the case λ→ 0 in the soft-constraint case):
Z1RSB (β
′, y) = max
D
Z1RSB (β
′, y,D) (A18)
In the common case where Q is fixed (e.g. if the variables W are discrete, or constraints on the
norm are introduced) then this representation fixes q1; it is clear then that our large deviations
analysis (the alternative one of eq. (A11)) is simply derived by fixing q1 as an external parameter,
and thus omitting the saddle point equation ∂q1φ1RSB = 0. Note that this wouldn’t make physical
sense in the standard derivation of the 1RSB equations, since in that context q1 is only introduced
as an overlap between virtual replicas when choosing an Ansatz for the solutions of the saddle point
equations; our derivation is only physically meaningful when describing a system of real interacting
replicas or, in the case of the original derivation from eq. (A5), a system with a modified energy
function.
Appendix B: Cross-Entropy minima, errors and high local entropy configurations
1. Cross-Entropy loss ground states
In order to study analytically the properties of the minima of the CE loss function in the case
of i.i.d. random patterns, the key obstacle is to compute the normalization factor of the Gibbs
measure, the partition function Z. Once this is done one has access to the the Gibbs measure
which concentrates on the minima of the loss in the β →∞ limit.
Z is an exponentially fluctuating random variable and in order to find its most probable values
we need to average its logarithm, a complicated task which we perform by the replica method. Once
this is done, the typical value of Z can be recovered by Ztyp ' exp
(
N 〈logZ〉ξ
)
, where 〈·〉ξ stands
for the average over the random patterns.
We refer to ref. [27] for a thorough review of the replica method. Here we just remind the reader
that the replica method is an analytic continuation technique which allows in some cases (mean-field
models) to compute the expectation of the logarithm of the partition function from the knowledge
of its integer moments. The starting point is the following small n expansion
Zn = 1 + n logZ +O
(
n2
)
This identity may be averaged over the random patterns and gives the average of the log from the
averaged n-th power of the partition function
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〈logZ〉ξ = minn→0
〈Zn〉ξ − 1
n
The idea of the replica method is to restrict to integer n and to take the analytic continuation
n→ 0
〈Zn〉ξ =
n∏
a=1
〈Za〉ξ =
∑
{W 1,...,Wn}
〈
e−β
∑n
a=1 E(W
a)
〉
ξ
We have n replicas of the initial model. The random patterns in the expression of the energy
disappear once the average has been carried out. Eventually one computes the partition function of
an effective system of nN variables with a non random energy function resulting from the average.
The result may be written formally as
〈Zn〉ξ = exp (NF (n))
where F is the expression resulting from the sum over all configurations. Once the small n limit
is taken, the final expression can be estimated analytically by means of the saddle-point method
given that N is assumed to be large.
In the case of our problem we have
Z =
∑
{wi=±1}
exp
(
−β
M∑
µ=1
f
(
1√
N
N∑
i=1
wiξ
µ
i
))
Following the replica approach, we need to compute
〈Zn〉 =
〈∫ ∏
i,a
dµ (wai )
∏
µ,a
exp
(
−βf
(
1√
N
N∑
i=1
wai ξ
µ
i
))〉
ξ
where the integration measure is just over the binary values of the weights. By enforcing xµ =
1√
N
∑N
i=1 wiξ
µ
i through a delta function, we can linearize the dependence on the randomness of the
patterns and perform the average as follows:
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〈Zn〉 =
〈∫ ∏
i,a
dµ (wai )
∫ ∏
a,µ
dxaµdxˆaµ
2pi
∏
a,µ
exp (−βf (xaµ))
∏
a,µ
exp
(
ixˆaµxaµ − ixˆaµ
N∑
i=1
wai ξ
µ
i√
N
)〉
ξ
=
=
∫ ∏
i,a
dµ (wai )
∫ ∏
a,µ
dxaµdxˆaµ
2pi
∏
aµ
exp (−βf (xaµ))
∏
a,µ
exp (ixˆaµxaµ) exp
(
− 1
2N
∑
ab
xˆaµxˆbµ
∑
i
wai w
b
i
N
)
=
=
∫ ∏
i,a
dµ (wai )
∫ ∏
a,µ
dxaµdxˆaµ
2pi
∫ ∏
a>b
dqabdqˆab
2pi
∏
a>b
e−Nq
abqˆab
∏
a>b
eqˆ
ab∑
i w
a
i w
b
i
∏
aµ
exp (−βf (xaµ))×
×
∏
a,µ
exp (ixˆaµxaµ) exp
(
−1
2
∑
ab
xˆaµxˆbµqab
)
=
=
∫ ∏
a>b
dqabdqˆabN
2pi
∏
a>b
e−Nq
abqˆab
∫ ∏
i,a
dµ (wai )
∏
a>b
eqˆ
ab∑
i w
a
i w
b
i
×
×
(∫ ∏
a
dxadxˆa
2pi
∏
a
exp (−β f (xa))
∏
a
exp (ixˆaxa) exp
(
−1
2
∑
ab
xˆaxˆbqab
))αN
where we have used the delta functions to introduce the order parameters qab and qˆab. In order to
write the multiple integrals in a form which can be evaluated by saddle point, we restrict to the
replica symmetric assumption qab = q and qˆqb = qˆ , and perform few simplifications.
First we sum over the weights:
∫ ∏
i,a
dµ (wai )
∏
a>b
eqˆ
∑
i w
a
i w
b
i =
∫ ∏
i,a
dµ (wai )
∏
i
e
qˆ
2 (
∑
a w
a
i )
2
e−
qˆ
2Nn =
= e−
qˆ
2Nn
( ∑
w=±1
e
qˆ
2 (
∑
a w
a)
2
)N
= e−
qˆ
2Nn
(∫
Du
∑
w=±1
e
√
qˆu
∑
a w
a
)N
=
' expNn
[
− qˆ
2
+
∫
Du log
(
2 cosh
√
qˆu
)]
Second, we simplify the terms which are raised to the power αN :
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∫ ∏
a
dxadxˆa
2pi
∏
a
exp (−β f (xa))
∏
a
exp (ixˆaxa) exp
(
−1
2
∑
ab
xˆaxˆbq
)
=
=
∫ ∏
a
dxadxˆa
2pi
∏
a
exp (−β f (xa))
∏
a
exp (ixˆaxa) exp
−1
2
(1− q)
∑
a
(xˆa)
2 − q
2
(∑
a
xˆa
)2
=
∫
Du
(∫
dxdxˆ
2pi
e−β f(x)eixˆx exp
(
−1
2
(1− q) xˆ2 + iu√qxˆ
))n
=
∫
Du
∫ dx√
2pi
e−β f(x)
exp
(
− (x+u
√
q)2
2(1−q)
)
√
1− q
n
Finally we can write the saddle point expression for the replicated partition function:
〈Zn〉 ' exp
[
Nn
(
qqˆ
2
− qˆ
2
+
∫
Du log
(
2 cosh
√
qˆu
)
+ α
∫
Du log
∫
exp
(
−βf
(
x
√
1− q + u√q
)))]
= exp (NnG)
where it is useful to write the action G as the sum of three terms
G =
qˆ
2
(q − 1) +Gs + αGE
The entropic contribution Gsreads
Gs =
∫
Du log
(
2 cosh
√
qˆu
)
and the energetic one GE
GE =
∫
Du log
∫
exp
(
−βf
(
x
√
1− q + u√q
))
The replicated partition function can then be computed in the limit N →∞ by solving the saddle
point equations ∂G∂qˆ = 0 and
∂G
∂q = 0. The derivatives of GSand GE read
∂GS
∂qˆ
=
∫
Du
∫
Dx e
−βf
(
x
√
1−q)+u√q
) [
−β2 f ′
(
x
√
1− q) + u√q
)(
u√
q − x√1−q
)]
∫
Dx e−βf(x
√
1−q+u√q)
and
∂GE
∂q
=
∫
Du
u
2
√
qˆ
tanh
(
u
√
qˆ
)
=
1
2
(
1−
∫
Du tanh2
(
u
√
qˆ
))
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Setting to zero these derivatives we get the saddle point equations for q and qˆ
q =
∫
Du tanh2
(
u
√
qˆ
)
qˆ = −αβ
∫
Du
∫
Dx e−βf(x
√
1−q+u√q)
[
−β2 f ′
(
x
√
1− q + u√q) ( u√q − x√1−q)]∫
Dx e−βf(x
√
1−q+u√q)
=
= − α√
1− q
∫
Du
∫
Dx e−βf(x
√
1−q+u√q)
[
1√
1−q + x
(
u√
q − x√1−q
)]
∫
Dx e−βf(x
√
1−q+u√q)
In the limit of large β we need to rescale the order parameters to obtain finite quantities. By setting
q = 1− δqβ , we find for the last equation
qˆ =
αβ2
δq
∫
Du
[
argmaxx
(
−x
2
2
− log
(
1 + exp
(
−2γ
(
x
√
δq + u
))))]2
Once the saddle point equations are solved numerically, we can compute the minimum energy
(minimum loss) and the entropy at low temperature. We have:
E = −∂G
∂β
= −α∂GE
∂β
= α
∫
Du
∫
Dx e−βf(x
√
1−q+u√q)f
(
x
√
1− q + u√q)∫
Dx e−βf(x
√
1−q+u√q)
In the limit of large β, with q = 1− δqβ , we find
E = α
∫
Duf (x∗ (u))
where
x∗ (u) ≡ argmaxx
(
−x
2
2
− log
(
1 + exp
(
−2γ
(
x
√
δq + u
))))
We can compute the entropy using the relation S = G+ βE .
In figure 3 we show the behavior of the energy vs the loading α. As one may observe, up to
relatively large values of α the energy is extremely small, virtually equal zero for any accessible size
N.
Having established that by minimizing the the cross-entropy one ends up in regions of perfect
classification where the error loss function is zero, it remains to be understood which type of
configurations of weights are found. Does the CE converge to a typical zero energy configuration
of the error function (i.e. an isolated point-like solution in the weight space) or does it converge to
the rare regions of high local entropy?
The answer to this question is that the CE does in fact focus on the HLE subspaces.
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2. The local entropy around CE ground states
In order to show this analytically we need to be able to count how many zero error configurations
exist in a region close to a typical minima of the CE loss. Following Franz and Parisi, ref. [23], this
computation can be done by averaging with the CE Gibbs measure the entropy of the Number of
Errors loss function.
Let’s call f and g the cross-entropy and error loss functions per pattern, respectively. We need
to evaluate the most probable value of
ZFP =
∫ ∏
i dµ (wi)
∏
µ exp
(
−βf
(∑
i
wiξ
µ
i√
N
))
log
[∫ ∏
i dµ (vi)
∏
µ exp
(
−β′g
(∑
i
viξ
µ
i√
N
))
δ (pN −∑i wivi)]∫ ∏
i dµ (wi)
∏
µ exp
(
−βf
(∑
i
wiξ
µ
i√
N
))
which can be computed by replica approach as we have done for Z . In the above expression pN
is the constrained overlap between the different minima, which is trivially related to the Hamming
distance dN by d = 12 (1− p). We will need to perform twice the replica trick, one to extract the
most probable value of ZFP (index n) and one to linearize the log inside the integral (index r),
〈Zn,rFP 〉 =
〈∫ ∏
i dµ (wi)
∏
µ exp
(
−βf
(∑
i
wiξ
µ
i√
N
))
log
[∫ ∏
i dµ (vi)
∏
µ exp
(
−β′g
(∑
i
viξ
µ
i√
N
))
δ (pN −∑i wivi)]∫ ∏
i dµ (wi)
∏
µ exp
(
−βf
(∑
i
wiξ
µ
i√
N
)) 〉
ξ
=
=〈
〈∫ ∏
ai
dµ (wai )
∏
µa
exp
(
−βf
(∑
i
wai ξ
µ
i√
N
))
×
×1
r
(∫ ∏
ci
dµ (vi)
∏
µc
exp
(
−β′g
(∑
i
vci ξ
µ
i√
N
))
δ
(
pN −
∑
i
wa=1i v
c
i
)
− 1
)〉
ξ
This quantity is computed for n, r integer (a, b = 1 . . . , n and c, d,= 1, . . . , r) and eventually the
analytic continuation n, r → 0 is taken. We will do this under the replica symmetric (RS) assump-
tion which for small distances d is expected to by exact. For the sake of completeness, we report
hereafter all the main steps of the calculation.
We need to compute
〈Zn,rFP 〉 =
∫ ∏
ai
dµ (wai )
∫ ∏
aµ
dxaµdxˆaµ
2pi
∏
µa
exp (−βf (xaµ))
∏
a,µ
eixˆ
aµxaµ ×
×
∫ ∏
ci
dµ (vci )
∫ ∏
cµ
dycµdyˆcµ
2pi
∏
exp (−β′g (ycµ))×
×
∏
µ
〈
e
ixˆaµ
∑
ia
wai ξ
µ
i√
N
+iyˆcµ
∑
ic
vci ξ
µ
i√
N
〉
ξ
∏
c
δ
(
pN −
∑
i
wa=1i v
c
i
)
The average over the patterns is factorized and can be easily performed. Upon expanding the
results for large N , the term in the brackets reads
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exp
− 1
2N
∑
i
(∑
a
wai xˆ
aµ +
∑
c
vci yˆ
cµ
)2 =
= exp
(
−1
2
∑
ab
xˆaµxˆbµ
1
N
∑
i
wai w
b
i −
1
2
∑
cd
xˆcµxˆdµ
1
N
∑
i
vci v
d
i −
∑
ac
xˆaµyˆcµ
1
N
∑
i
wai v
c
i
)
Introducing the order parameters corresponding to the different overlaps we find for the total
expression
〈Zn,rFP 〉 =
∫ ∏
a>b
dqabdqˆabN
2pi
∫ ∏
c>d
dscddsˆcdN
2pi
∏
a>b
e−Nqˆ
abqab
∏
c>d
e−Nsˆ
cdscd
∫ ∏
c
dpˆcN
2pi
∏
c
e−Npˆ
cp ×
×
∫ ∏
a>1,c
dtacdtˆac
2pi
N
∏
a>1,c
e−Ntˆ
actac ×
×
∫ ∏
ai
dµ (wai )
∫ ∏
ci
dµ (vci )
∏
a>b
eqˆ
ab∑
i w
a
i w
b
i
∏
c>d
esˆ
cd∑
i v
c
i v
d
i
∏
c
epˆ
c∑
i w
a=1
i v
c
i
∏
a>1,c
etˆ
ac∑
i w
a
i v
c
i ×
×
(∫ ∏
a
dxadxˆa
2pi
∫ ∏
c
dycdyˆc
2pi
∏
a
e−βf(x
a)
∏
c
e−β
′g(xc)
∏
a
eix
axˆa×
×
∏
c
eiy
cyˆce−
1
2
∑
ab xˆ
axˆbqab− 12
∑
cd yˆ
cyˆdscd−∑c xˆ1yˆcp−∑a>1,c xˆayˆctac
)αN
In order to proceed, we search the solutions of the saddle point equations in the RS subspace,
qab = q, qˆab = qˆ, ... .The various factors can be simplified as follows:
∏
i
e
∑
a>b qˆ
abwai w
b
i =
∏
i
e
qˆ
2
[
(
∑
a w
a
i )
2−∑a(wai )2] = e−Nnqˆ2 ∏
i
e
qˆ
2 (
∑
a w
a
i )
2
,
∏
i
e
∑
c>d sˆ
abvci v
d
i = e−
Nrsˆ
2
∏
i
e
sˆ
2 (
∑
c v
a
i )
2
,∏
i
e
∑
c pˆ
cwa=1i v
c
i =
∏
i
epˆ
∑
c w
a=1
i v
c
i ,∏
i
e
∑
a>1,c tˆ
acwai v
d
i =
∏
i
etˆ(
∑
a>1 w
a
i )(
∑
c v
c
i ) =
∏
i
etˆ(
∑
a w
a
i )(
∑
c v
c
i )−tˆwa=1i (
∑
c v
c
i ),
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and
−
∑
a>b
qˆabqab = −n (n− 1)
2
qˆq ' n
2
qˆq,
−
∑
c>d
sˆcdscd = −r (r − 1)
2
sˆs ' r
2
sˆs,
−
∑
c
pˆcp = − ˆrpp,
−
∑
a>1,c
tˆactac = − (n− 1) rtˆt ' rtˆt.
A series of further simplifications are needed in order to write the 〈Zn,rFP 〉 in the appropriate saddle
point form. The terms containing the integrals over w and v become factorized
(∫ ∏
a
dµ (wa)
∫ ∏
c
dµ (vc) e−
n
2 qˆ− r2 sˆ
∫
Dz ez
√
qˆ−tˆ∑a wa ∫ Dueu√sˆ−tˆ∑c vc ∫ Dxex√tˆ(∑a wa+∑c vc) ×
×e(pˆ−tˆ)wa=1
∑
c v
c
)N
=
=
(∫
DzDuDx
(∫
dµ (w) e
− qˆ2+w
(
z
√
qˆ−tˆ+x
√
tˆ
))n−1
×
×
∫
dµ
(
wa=1
)
e
− qˆ2+wa=1
(
z
√
qˆ−tˆ+x
√
tˆ
)(∫
dµ (v) e
(
u
√
sˆ−tˆ+x
√
tˆ
)
v+(pˆ−tˆ)wa=1v
)r)N
where we have kept the notation wa=1 just for the sake of clarity. Being an integration variable we
now drop it. By summing over w and v and with some straightforward change of variables we get
∫
DzDuDx
∑
w=±1 e
w
(
z
√
qˆ−tˆ+x
√
tˆ
) (
− sˆ2 + log 2 cosh
((
u
√
sˆ− tˆ+ x
√
tˆ
)
v +
(
pˆ− tˆ)w))∑
w=±1 e
w
(
z
√
qˆ−tˆ+x
√
tˆ
)
=− sˆ
2
+
∫
Dz
∑
w=±1 e
wz
√
qˆ
(∫
DuDx log cosh
(
u
√
sˆ− tˆ+
√
tˆ
(√
tˆ
qˆ z +
√
qˆ−tˆ
qˆ x
)
+
(
pˆ− tˆ)w))∑
w=±1 ewz
√
qˆ
=
=− sˆ
2
+
∫
Dz
∑
w=±1 e
wz
√
qˆ
∫
Dφ log cosh
(
φ
√
(sˆ−tˆ)qˆ+(qˆ−tˆ)tˆ
qˆ +
tˆ√
qˆ
z +
(
pˆ− tˆ)w)
2 cosh z
√
qˆ
=
For the integral containing the dependence on f and g we find similar simplifications.
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∫
DzDh
(∫
dxdxˆ
2pi
e−βf(x)−
1−q
2 xˆ
2+ixˆ(z
√
q−t+h√t+x)
)n−1
×
×
(∫ ∏
c
dycdyˆc
2pi
∫
dxdxˆ
2pi
e−βf(x)−
1−q
2 xˆ
2+ixˆ(z
√
q−t+h√t+x+i(p−t)∑c yˆc)×
×
∏
c
e−β
′g(yc)− 1−s2
∑
c(yˆ
c)2− s−t2 (
∑
c yˆ
c)
2
+i
∑
c yˆ
c(h
√
t+yc)
)
=
=
∫
DzDh
∫ ∏
c
dycdyˆc
2pi
∫
dx√
2pi
e−βf(x)√
1− q e
− 1
2(1−q)
[
(z
√
q−t+h√t+x)2−(p−t)2(∑c yˆc)2+2i(z√q−t+h√t+x)(p−t)∑c yˆc]×
×
∏
c
e−β
′g(yc)− 1−s2
∑
c(yˆ
c)2− s−t2 (
∑
c yˆ
c)
2
+i
∑
c yˆ
c(h
√
t+yc)/Z0
=
∫
DzDhDu
∫
dx√
2pi
e−βf(x)√
1− q e
− 1
2(1−q) (z
√
q−t+h√t+x)2×
×
(∫
dydyˆ
2pi
e
−β′g(y)− 1−s2 yˆ2+iyˆ
(√
s−t− (p−t)21−q u+h
√
t+y− (z
√
q−t+h√t+x)(p−t)
1−q
))r
/Z0
=
∫
DzDhDu
∫
dx√
2pi
e−βf(x)√
1− q e
− 1
2〈1−q〉 (z
√
q+x)
2
×
× log
∫
dy√
2pi
e−β
′g(y)
√
1− s e
− 1√
2(1−s)
[
u
√
s−t− (p−t)21−q +
√
t
(
z
√
t
q+h
√
q−t
q
)
+y− z
√
q(p−t)
1−q
]2
/Z0 =
=
∫
Dz
∫
dx√
2pi
e−βf(x)√
1− q e
− 1
2(1−q) (z
√
q+x)
2
×
×
∫
Du log
∫
dy√
2pi
e−β
′g(y)
√
1− s e
− 1√
2(1−s)
[
u
√
s−t− (p−t)21−q − t(q−t)q + t√q z−
z
√
q(p−t)
1−q +y
]2
/Z0
where we have used the notation
Z0 ≡
∫
dx√
2pi
e−βf(x)√
1− q e
− 1
2(1−q) (z
√
q−t+h√t+x)2
Eventually the total exponent for the saddle point equations can be written as
GFP =
1
2
sˆs− pˆp+ ttˆ− sˆ
2
+Gs + αGE
where
GS =
∫
Dz
∑
w=±1 e
wz
√
qˆ
∫
Dφ log
[
2 cosh
((√
sˆ− tˆ2q
)
φ+ tˆ√
qˆ
z +
(
pˆ− tˆ)w)]
2 cosh
(
z
√
qˆ
)
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and
GE =
∫
Dz
∫
Dxe−βf(x
√
1−q+z√q) ∫ Du log[∫ Dye−β′g(y√1−s+ t√q z+ p−t√1−q x+u√ω)]∫
Dxe−βf(x
√
1−q+z√q)
where we have defined ω = s− t− (p−t)21−q + t(q−t)q .
If we now take the limit β′ → ∞ and plug in the expression for the error loss function
g (x) = Θ (−x), we can eliminate one integral
lim
β′→∞
∫
Dy e
−β′Θ
(
−
(
y
√
1−s+ t√q z+ p−t√1−q x+w
√
ω
))
=
=
∫
Dy Θ
(
y
√
1− s+ t√
q
z +
p− t√
1− q x+ w
√
ω
)
= H
(
−
t√
q z +
p−t√
1−qx+ u
√
ω
√
1− s
)
and the expression of GE simplifies to
GE =
∫
Dz
∫
Dxe−βf(x
√
1−q+z√q) ∫ Du logH (− t√q z+ p−t√1−q x+u√ω√
1−s
)
∫
Dxe−βf(x
√
1−q+z√q)
In order to compute the entropy for a given distance d = (1− p) /2, we need to solve the saddle
point equations with respect to s, sˆ, t, tˆ, pˆ with the values of q and qˆ obtained by solving the equations
for the CE loss function. The saddle point equations can be written as
0 =
∂GFP
∂sˆ
=
1
2
(s− 1) + ∂GS
∂sˆ
0 =
∂GFP
∂pˆ
= −p+ ∂GS
∂pˆ
0 =
∂GFP
∂tˆ
= t+
∂GS
∂tˆ
0 =
∂GFP
∂s
=
sˆ
2
+ α
∂GE
∂s
0 =
∂GFP
∂t
= t+ α
∂GE
∂t
with
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∂GS
∂sˆ
=
∫
Dz
∑
w=±1 e
wz
√
qˆ
∫
Dφ tanh
(
φ
√
sˆ− tˆ2qˆ + z tˆ√qˆ +
(
pˆ− tˆ)w) φ
2
√
sˆ− tˆ2qˆ
2 cosh z
√
qˆ
,
∂GS
∂pˆ
=
∫
Dz
∑
w=±1 e
wz
√
qˆ
∫
Dφ tanh
(
φ
√
sˆ− tˆ2qˆ + z tˆ√qˆ +
(
pˆ− tˆ)w)w
2 cosh z
√
qˆ
,
∂GS
∂tˆ
=
∫
Dz
∑
w=±1 e
wz
√
qˆ
∫
Dφ tanh
(
φ
√
sˆ− tˆ2qˆ + z tˆ√qˆ +
(
pˆ− tˆ)w)
2 cosh z
√
qˆ
− tˆφ
qˆ
√
sˆ− tˆ2qˆ
+ z
tˆ√
qˆ
− w
 ,
∂GE
∂s
=
∫
Dz
∫
Dxe−βf(x
√
1−q+z√q) ∫ DuG ( t√q z+ p−t√1−q x+u√ω√
1−s
)[
u
2
√
1−s√ω +
t√
q+x
p−t√
1−q+u
√
ω
2(1−s)3/2
]
∫
Dxe−βf(x
√
1−q+z√q)
,
∂GE
∂t
=
∫
Dz
∫
Dxe−βf(x
√
1−q+z√q) ∫ DuG ( t√q z+ p−t√1−q x+u√ω√
1−s
)[
− x√
1−q +
z√
q + u
1√
ω
pq−t
q(1−q)
]
1√
1−s∫
Dxe−βf(x
√
1−q+z√q)
where we have defined G (−x) ≡ ∂∂x logH [−x].
The results are reported in fig. 4. We may observe that indeed the minima of the CE are indeed
surrounded by an exponential number of zero error solutions. In other words, the CE focuses on
HLE regions.
3. RS stability and zero entropy condition.
In order to corroborate the validity of the RS solution, we need to check two necessary conditions:
the entropy of the CE model is positive and the replica symmetric solution is stable. In other words
we can focus on values of the parameters α, γ, β such that both conditions are met.
Following ref. [27], the stability is verified if the following condition is met
αγEγS < 1
where γE and γS are the two eigenvalues of the Hessian matrix computed at the RS saddle point.
We find
γS =
∫
Dz
[
1− tanh(z
√
qˆ)
]2
and
γE =
1
(1− q)2
∫
Dz
[
1−
(〈
x2
〉
z
− 〈x〉2z
)]2
where the averages can be expressed through the quantity
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x˜k (z) =
∫
dxdx˜
2pi x˜
k e−
1
2 (1−q)x˜2+ix˜(z
√
q+x)e−βf(x)∫
dxdx˜
2pi e
− 12 (1−q)x˜2+ix˜(z
√
q+x)e−βf(x)
One finds:
x˜ (z) =
i
1− q
∫
dx√
2pi
e−
(z
√
q+x)2
2(1−q)
(
z
√
q + x
)
e−βf(x)∫
dx√
2pi
e−
(z
√
q+x)2
2(1−q) e
=
i√
1− q
∫
Dxx e−βf(z
√
q+x
√
1−q)∫
Dxe−βf(z
√
q+x
√
1−q)
=
i√
1− q 〈x〉z
and similarly
x˜2 (z) =
1
(1− q)2
∫
Dx
(
1− q − (1− q)x2) e−βf(z√q+x√1−q)∫
Dxe−βf(z
√
q+x
√
1−q)
=
1
1− q −
〈
x2
〉
z
(1− q)
For each α,we can thus identify the values of γ and β for which both the entropy is positive and
the solution is stable. In particular, β can be chosen to be quite large, corresponding to energies
which are extremely small (RSB is expected to have relatively minor effects at zero temperature).
Appendix C: Wide Flat Minima for the continuous case
Following ref. [15] and the technique described in sec. A we may analyze the existence of WFM by
studying the 1-RSB saddle point equations, with q1 and y (usually called m in the 1-RSB context)
used as control parameters.
The computation of the average of 〈log V 〉ξ over the patterns by the replica methods leads to the
following saddle point expression in the large N limit
1
N
〈log V 〉ξ = extrqab` ,qˆab` ,Ea`G
({
qab` , qˆ
ab
` , E
a
`
})
where
G
({
qab` , qˆ
ab
` , E
a
`
})
= GS
({
qab` , qˆ
ab
` , E
a
`
})
+ αGE
({
qab`
})
.
Given that the distribution of the input patterns is the same for each hidden unit, averages
are expected to be independent of ` and the dependency on ` of the order parameters can be
dropped
{
qab` , qˆ
ab
` , E
a
`
}
→
{
qab, qˆab, Ea
}
. In 1-RSB scheme, once the conjugate order parameters{
qˆab, Ea
}
are integrated out, the expressions for GS and GE read
GS (q0, q1, y) =
1
2
[
1 + (y − 1) ∆q1
1− q1 + y∆q1 + ln 2pi +
(
1− 1
y
)
ln (1− q1) + 1
y
ln (1− q1 + y∆q1)
]
GE (q0, q1, y) =
1
y
∫ K∏
`=1
Dv` ln
(∫ K∏
`=1
Du`
(
Σ(K)
)y)
37
where ∆q1 = q1 − q0 and Σ(K) is a complicated function of the order parameters which for K = 3
reads
Σ(3) = H1H2 +H1H3 +H2H3 − 2H1H2H3
with
H` = H
[√
∆q1
1− q1u` +
√
q0
1− q1 v`
]
.
For our WFM computation, q1 is the constrained overlap between the weight vectors of the m
real replicas. q0 is the only parameter for which we have to solve the saddle point equation. In
order to look for the WFM of maximum volume we are interested in the large y limit. In this case
the expressions simplify substantially
GS (q1) =
1
2
[1 + ln 2pi + ln (1− q1)]
GE (q0, q1) =
∫ K∏
`=1
Dv`maxu1,,u2,u3
[
−
∑3
`=1 u
2
`
2
+ log
(
H˜1H˜2 + H˜1H˜3 + H˜2H˜3 − 2H˜1H˜2H˜3
)]
where H˜` ≡ H
[√
d0
1−q1u` +
√
q0
1−q1 v`
]
and d0 ≡ y∆q1. The pre-factor 1y of GE has been eliminated
by a change of variables u′` =
u`√
y (with u
′ then renamed u).
Notice that GS (q1) corresponds to the volume at α = 0, i.e. to the volume of the weight space
just under the spherical constraints, with the real replicas forced to be at an overlap q1. If WFM
exist for positive α, we expect to observe their volume to take the same value of GS (q1) for q1
sufficiently close to one.
In fig. 1 (top panel) we report the values of the WFM volumes vs the overlap q1, for different
values of α. Indeed one may observe that the behavior is qualitatively similar to that of the binary
perceptron, WFM exist deep into the RSB region, i.e. besides the RSB states and all the related local
minima and saddles, there exist absolute minima which are flat at large distances. We mention that
evaluating the max inside the integral is a quite challenging task as the function to be maximized
may present multiple maxima. We have tackled this problem by an appropriate sampling technique.
The case K = 3 is still relatively close to the perceptron, though the geometrical structure of its
minima is already dominated by non convex RSB features for α > 1.76. A case which is closer to
more realistic NN is K  1, which, luckily enough, is easier to study analytically. [15]
The 1-RSB expression for G, simplifies to
GS (q0, q1, y) =
1
2
[
1 + (y − 1) ∆q1
1− q1 + y∆q1 + ln 2pi +
(
1− 1
y
)
ln (1− q1) + 1
y
ln (1− q1 + y∆q1)
]
GE (q0, q1, y) =
1
y
∫
Dv ln
∫
Du
(
H
[√
∆q1eff
1− q1eff u+
√
q0eff
1− q1eff v
])y
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where q0eff = 1 − 2pi arccos q0, q1eff = 1 − 2pi arccos q1and ∆q1eff = q1eff − q0eff . While the critical
capacity diverges with K as
√
lnK [20], the value of α at which RSB sets in and the landscape of
the minima becomes non trivial remains finite, αRSB '2.95.
As we have done for the K = 3, we study the large y limit. We find
GS (q1) =
1
2
[1 + ln 2pi + ln (1− q1)]
GE (q0, q1) =
∫
Dv max
u
{
−u
2
2
+ log
[
H
(√
∆qe1
1− qe1
u+
qe0
1− qe1
v
)]}
In fig. 1 (bottom panel) we observe that the presence of WFM is indeed still present, with even
larger volumes for comparable values of α.
In order to check the validity of the WFM computation one should check for the stability of
the solutions of the saddle point equations by a stability analysis or a 2-RSB computation. For
numerical reasons this is a quite difficult task. We thus decided to follow a different path which has
also algorithmic interest, namely to study the problem by Belief Propagation.
1. Large deviation analysis of the Parity Machine
Here we report the results of the large deviation analysis on the so-called parity machine. Its
network structure is identical to the committee machine, except for the output unit which performs
the product of the K hidden units instead of taking a majority vote. The outputs of the hidden
units are still given by sign activations. Thus, the overall output of the network reads:
σµout =
K∏
`=1
τ`.
For a given set of patterns, the volume of the weights which correctly classifies the patterns is then
given by
V =
∫ ∏
i`
dw`i
∏
`
δ
(∑
i
w2`i − N˜
)∏
µ
Θ
(
σµ
K∏
`=1
τµ`
)
.
The computation proceeds as for the committee machine case, until we find the following expres-
sions for the 1-RSB volume:
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GS (q1) =
1
2
[
1 + (y − 1) ∆q1
1− q1 + y∆q1 + ln 2pi+
+
(
y − 1
y
)
ln (1− q1) + 1
y
ln (1− q1 + y∆q1)
]
GE (q1) =
1
y
∫ K∏
`=1
Dv`
ln
∫ K∏
`=1
Du`
∑
{τ`}
∏
`
H` (τ`ω`) Θ
(
K∏
`=1
τ`
)y
where ∆q1 = q1−q0 and where ω` =
√
∆q1
1−q1u`+
√
q0
1−q1 v` and q0 is fixed by a saddle point equation.
The sum over the internal states be computed for generalK, leading to the following final expression
for GE :
GE (q1) =
1
y
∫ K∏
`=1
Dv` ln
[∫ K∏
`=1
Du`
1
2y
(1 + ζK ({ω`}))y
]
where ζK ({ω`}) = (−1)K
∏K
`=1 (1− 2H` (ω`)). In the large K limit, ζK ({ω`}) converges rapidly
to zero and the expression for GE simplifies. We can thus compute the volume by optimizing over
q0 for arbitrary y and q1, and compare it to the volume that one would find for the same distance
when no patterns are stored: the log-ratio of the two volumes is constant and equal to −α log (2).
This shows that the minima never become flat, at any distance scale.
Appendix D: Belief Propagation on a Tree-like committee machine with continuous weights:
equations, local volume around solutions and algorithms for the replicated network
1. BP equations for the committee machine.
We can use Belief Propagation (see e.g. refs. [4, 10, 28]) to study the space of the solutions of a
tree-like committee machine with continuous weights and random inputs (the outputs can either be
random or generated from a rule). The messages in this case are probability density distributions
over R, and we will need to ensure normalization by using an additional constraints over the norm
of the weights vectors.
The basic factor graph is thus composed of N continuous variable nodes xi, divided into K groups
of N/K variables each; for each pattern, we will have K factor nodes, each one involving one group
of N/K variables and an auxiliary binary output variable τka (with two indices, one for the hidden
unit and one for the pattern), and another factor node connected to the τ variables and controlling
the final output. We will enforce the normalization of the weights by adding an extra field for each
variable xi, as explained below.
As a general notation scheme, we will use the letter h to denote messages from variable nodes
to factor nodes, the letter u for messages from factor nodes to variable nodes, and the letter m for
non-cavity marginals over variables.
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Let’s then call hki→ka (xki) the cavity message from variable ki (representing a weight with hidden
unit index k∈ {1, . . . ,K}, weight index i ∈ {1, . . . , N/K}, whose value is xki) to the factor node ka
(representing the part of an input pattern a which involves the hidden unit k). The BP equation
reads:
hki→ka (xki) ∝ un (xki)
∏
b 6=a
ukb→ki (xki) (D1)
where ukb→ki (xki) represents a message from another pattern node kb to the variable ki, while
un (xki) is an external field enforcing the normalization constraint, which is the same for all variables:
un (x) = e
−χ2 x2 (D2)
This method of enforcing normalization is equivalent to using a Dirac delta in the limit of large
N , but it’s easier to implement in the BP algorithm. In order to set the parameter χ we will need
to evaluate the norm of the weights at convergence (detailed below) and adjust χ until the norm
matches the desired value,
∑
ki x
2
ki = N .
The other messages read:
uka→ki (xki) = (D3)∑
τka=±1
hka (τka)
∫ ∏
j 6=i
hkj→ka (xkj) dxkj Θ
τka
∑
j 6=i
xkjξ
ka
kj + xkiξ
ka
ki

where the message hka goes from the auxiliary output variable τka to node ka. Notice that the
messages h are assumed to be normalized, but the messages u aren’t, because the integral of
expression (D3) might diverge.
In the limit of large N , eq. (D3) can be approximated using the central limit theorem, since
we’re assuming that the input pattern entries are random i.i.d. variables. Therefore, we don’t need
the full distributions hkj→ka to perform the integral, only their first and second moments. For
simplicity of implementation, though, instead of the moments it is actually more convenient to use
the inverse of the variance and the mean rescaled by the variance, which we will denote with ζ and
µ˜, respectively. We will use the following notation:
ζki→ka =
(〈
x2ki
〉
hki→ka
− 〈xki〉2hki→ka
)−1
(D4)
µ˜ki→ka = ζki→ka 〈xki〉hki→ka (D5)
With these, we can compute the two auxiliary quantities
cka→ki =
∑
j 6=i
µ˜kj→ka
ζkj→ka
ξkakj (D6)
vka→ki =
∑
j 6=i
ζkj→ka
(
ξkakj
)2
(D7)
which can be simplified by noting that
(
ξkakj
)2
= 1. We can now rewrite eq. (D3) using the central
limit theorem:
uka→ki (xki) =
∑
τka=±1
hka (τka)
∫
Dz Θ
(
τka
(
cka→ki + z
√
vka→ki + xkiξkaki
))
=
1
2
(
1 + hkaerf
(
cka→ki + xkiξkaki√
2vka→ki
))
(D8)
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where in the last line we have introduced the shorthand notation
hka ≡ hka (+1)− hka (−1)
because we can represent any message over a binary variable with a single quantity (in this case,
the “magnetization” often employed in spin glass literature) and therefore we abuse the notation
and identify that message with a single parameter. The context and the presence or absence of the
argument will suffice to disambiguate the notation.
In the limit of large N , we observe that cka→ki = O
(√
N
)
and vka→ki = O (N), and therefore
cka→ki√
vka→ki
= O (1), but xkiξ
ka
ki√
vka→ki
= O
(
1√
N
)
since we are assuming xki = O (1) due to the normaliza-
tion constraint. We can therefore expand uka→ki to the second order, obtaining (up to an irrelevant
factor):
uka→ki (xki) ∝ 1+Uka→kixki-1
2
(
Vka→ki − U2ka→ki
)
x2ki (D9)
where
Uka→ki =
ξkaki√
vka→ki
2hka
1√
2pi
exp
(
− 12 c
2
ka→ki
vka→ki
)
1 + hkaerf
(
cka→ki√
2vka→ki
) (D10)
Vka→ki =
ξkaki√
vka→ki
cka→ki√
vka→ki
Uka→ki + U2ka→ki (D11)
Now we can substitute this into eq. (D1):
hki→ka (xki) =
1
zki→ka
e−
χ
2 x
2
ki
∏
b6=a
(
1+Ukb→kixki-
1
2
(
Vka→ki − U2ka→ki
)
x2ki
)
where zki→ka is a normalization constant. Expanding this to the second order we finally obtain:
hki→ka (xki) =
1
zki→ka
e−
1
2 (χ+
∑
b 6=a Vkb→ki)x
2
ki+
∑
b 6=a Ukb→kixki (D12)
and thus we obtain the following simple expression for the parameters of the distribution eqs. (D4)-
(D5):
ζki→ka = χ+
∑
b6=a
Vkb→ki (D13)
µ˜ki→ka =
∑
b6=a
Ukb→ki (D14)
Also, the normalization constant is:
zki→ka =
√
2pi√
λki→ka
e
1
2
µ˜ki→ka2
ζki→ka (D15)
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One can immediately write the corresponding formulas for the non-cavity parameters of the marginal
mki (xki):
ζki = χ+
∑
b
Vkb→ki (D16)
µ˜ki =
∑
b
Ukb→ki (D17)
zki =
√
2pi√
λki
e
1
2
µ˜ki
2
ζki (D18)
This form of the equations shows that we can, in fact, parametrize all the distributions as Gaussian,
and also that the updates in the equations can be performed efficiently for each node by keeping in
memory the non-cavity versions of the parameters ζ and µ˜ and the parameters U and V , such that
updating ζ, µ˜ is only a matter of subtracting the previous value of U, V and adding the new one.
We can also note that the computation of U, V in eqs. (D10)-(D11) can be made computationally
more efficient by writing cka→ki and vka→ki in terms of their non-cavity counterparts
cka =
∑
j
µ˜kj→ka
ζkj→ka
ξkakj (D19)
vka =
∑
j
ζkj→ka
(
ξkakj
)2
(D20)
and expanding. However, in practice this further approximation does not work well at large values
of α when using the Focusing-BP protocol (detailed below, sec. D 3) and at moderate values of
N : by avoiding it, we can find solutions at slightly larger values of α (e.g. we can reach α = 2.7
instead of 2.6 at N = 999, K = 3). Relatedly, it is also slightly problematic at large values of
the polarization field λ when exploring the space of configurations (see below, sec. D 2). In general
terms, the problems arise when the fields become very polarized and the normalization constants
become very small. Therefore, in our implementation this approximation is optional.
In order to set the normalization parameter χ, we simply compute the following quantity at the
end of each iteration
1
N
∑
ki
〈
x2ki
〉
=
1
N
∑
ki
(
ζ−1ki + ζ
−2
ki µ˜
2
ki
)
(D21)
and adjust χ so that this becomes 1. Of course, we also add the criterion that this adjustment
needs to be sufficiently small in evaluating whether the BP equations have converged.
The remaining BP equations involve the nodes connecting the auxiliary variables τka and enforc-
ing the desired outputs from the committee:
uka (τka) =
1
2
(
1 + τkaerf
(
cka√
2vka
))
(D22)
hka (τka) =
∑
{τla}l 6=k
∏
l 6=k
ula (τla) Θ
σa
∑
l 6=k
τla + τka
 (D23)
where σa is the desired output for pattern a. For small K, we compute hka exactly (i.e. without
using the central limit theorem), which can be done in O
(
K2
)
time.
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Equations (D6), (D7), (D10), (D11), (D13), (D14), (D19), (D20), (D22) and (D23), together with
the normalization requirement obtained through eq. (D21), form the full set of BP equations.
The free entropy (also sometimes known as action) of the system can be computed from the usual
BP formulas. We get:
φ =
1
N
(∑
ki
fki −
∑
ka
fka −
∑
a
fa
)
(D24)
where:
fki = log zki (D25)
fka =
∑
i
(log zki→ka − log zki) (D26)
fa = − log
(
1 +
1
2
σaerf
( ∑
k hka√
2
∑
k (1− h2ka)
))
(D27)
From this, we can compute the entropy by simply accounting for the energetic contribution in-
troduced by the normalization constraint. We also shift it by subtracting the log-volume of the
normalized sphere, so that its value is upper bounded by 0
S = φ+
χ
2
− log
(√
2pie
)
(D28)
2. Exploring the space of solutions around a given configuration
Given a particular configuration W˜ , which we assume normalized as
∑
ki w˜
2
ki = N , we are
interested in exploring the space of solutions at a given distance d from it (for a suitable definition
of the distance). Analogously to the norm, in the limit of large N we can control the distance by
just adding an extra field to each node (putting it as an extra factor in eq. (D1)), of the form:
ud (xki) = e
−λ2 (xki−w˜ki)2
By varying the auxiliary parameter λ between 0 and ∞ we can restrict ourselves to smaller and
smaller regions around w˜. Adding this extra field in practice just amounts at adding two terms
λw˜ki and λ to the expressions of µ˜ki→ka and ζki→ka, respectively (eqs. (D13)-(D14)).
For convenience, we actually abuse the terminology and use a squared distance in our definition:
d (x, w˜) =
1
2N
‖x− w˜‖22 (D29)
which can be computed from the BP messages at convergence, as follows. First define the auxiliary
quantities (representing the cavity variance and mean of each variable without the ud field):
rki→d =
〈
x2ki
〉
hki→d
− 〈xki〉2hki→d = (ζki − λ)
−1 (D30)
µki→d = 〈xki〉hki→d =
µ˜ki − λw˜ki
rki→d
(D31)
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Then the expression of the average distance reads:〈
d
(
x, W˜
)〉
=
1
N
∑
ki
∫
dxki ud (xki)hki→d (xki) 12 (xki − w˜ki)2∫
dxki ud (xki)hki→d (xki)
=
1
N
∑
ki
1
2λ
(
rki→d
rki→d + λ−1
+
1
γ
(
µki→d − w˜ki
rki→d + λ−1
)2)
(D32)
The free entropy of the system can be written as before, eq. (D24), but now in the computation of
the entropy we also need to account for the energy of the extra field:
S = φ+
χ+ λ
2
− λ
N
∑
ki
w˜ki
µ˜ki
λki
− log
(√
2pie
)
(D33)
By varying λ and using eqs. (D32) and (D33), we can obtain a plot of the local entropy as a
function of the distance around any given configuration W˜ , as long as the BP equations converge.
As a general rule of thumb, the equations don’t converge when λ is too low in the 1-RSB phase, and
when λ is too large and W˜ is not a solution. The equations do converge however even in the 1-RSB
phase for large enough λ if W˜ is a solution, which can be understood as the external field breaking
the symmetry. When W˜S is not a solution, going to the limit λ → ∞ eventually restricts the
BP equations to a region of the configuration space without solutions, leading to non-normalizable
messages (this could of course be amended e.g. by just working at non-zero temperature). Besides
these situations, other numerical problems may arise under certain circumstances when N is not
large enough, due to the approximations in the messages.
As a consistency check, it can be verified numerically that formula (D33) yields the expected
result for the α = 0 case, S = log
(√
d (2− d)
)
.
3. Focusing-BP
In order to implement the Focusing-BP protocol we need to add a new type of node to each
variable. These nodes do not directly represent energy terms in the usual sense, and therefore they
are not factor nodes; rather, their role is that of effectively representing an interaction of y identical
replicas of the original system with an extra auxiliary configuration x?. The derivation (in a discrete
setting) can be found in ref. [4].
We denote as u?→ki (xki) the new extra field to be multiplied in eq. (D1). This field, like all others
over the xki variables, is parametrized by two quantities U?→ki and V?→ki which get added to µ˜ki
and ζki (eqs. (D13) and (D14)).The update equation is rather involved, but it can be simplified by
breaking it down in steps and adopting a new notation for messages composition, leading to this
expression:
u?→ki = (((hki→? ∗ λ) ↑ (y − 1))⊗ un?) ∗ λ (D34)
where the notation is as follows:
• u = h∗λ represents (intuitively speaking) the effect of passing a message h through a Gaussian
interaction with strength λ. In formulas:
u (x˜) =
∫
dx e−
λ
2 (x˜−x)2h (x)
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• h = u1 ⊗ u2 represents the “composition” of two messages, in formulas:
h (x) ∝ u1 (x)u2 (x)
which, using the internal representation in terms of rescaled mean µ˜ and inverse variance ζ
for the h, and the corresponding quantities for the u1/2 fields, simply translates to:
µ˜ = U1 + U2
ζ = V1 + V2
• uˆ = u ↑ y with integer y represents the composition of u with itself (i.e. uˆ = u⊗ u⊗ · · · ⊗ u)
y times. This can be trivially extended to non-integer y and yields:
Uˆ = yU
Vˆ = yV
• un? is a normalization field, required for normalization of the x? variables analogously to the
un field for the x variables; analogously to that field, it is parametrized with a single parameter
χ? and can be represented as Un? = 0, Vn? = χ? (cf. equations (D1), (D2) and (D13)).
• hki→? is the cavity field from a variable xki to the corresponding variable x?ki, which can be
defined from the relation mki = hki→? ⊗ u?→ki.
Therefore formula (D34) can be intuitively understood as follows: the cavity messages coming from
the replicated variable nodes (hki→?) are passed through their interaction (with strength λ) with the
corresponding variable x?ki; the resulting messages are composed together (there are y− 1 identical
messages) and with the normalization field un? ; the resulting cavity message h?→ki is again passed
through the interaction λ to yield the field u?→ki.
The parameter χ? must be set to a value that normalizes the x? variables; the norm of the x?
variables can be obtained from their marginals with the same formula used for the x, eq. (D21);
the marginals can be obtained with this formula:
m? = ((hki→? ∗ λ) ↑ y)⊗ un?
Appendix E: Numerical experiments details
Here we provide the details and the settings used for the numerical experiments reported in
sec. V.
In all the experiments and for all algorithms except fBP we have used a mini-batch size of 100. The
mini-batches were generated by randomly shuffling the datasets and splitting them at each epoch.
For eLAL, the permutations were performed independently for each replica. Also, for all algorithms
except fBP the the weights were initialized from a uniform distribution and then normalized for
each unit. The learning rate η was kept fixed throughout the training. The parameters γ and β
for the ceSGD algorithm were initialized at some values γ0, β0 and multiplied by 1 + γ1, 1 + β1
after each epoch. Analogously, the parameter λ for the eLAL algorithm was initialized to λ0 and
multiplied by 1 + λ1 after each epoch. The parameter λ for the fBP algorithm ranged in all cases
between 0.5 and 30 with an exponential schedule divided into 30 steps; at each step, the algorithm
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was run until convergence or at most 200 iterations. We used y = 20 for eLAL and y = 10 for
fBP. The stopping criterion for ceSGD-fast was that a solution (0 errors with β = ∞) was found;
for ceSGD-slow, that the CE loss reached 10−7; for eLAL, that the sum of the squared distances
between each replica and the average replica W˜ reached 10−7. We also report here the average and
standard deviation of the number of epochs T for each algorithm.
Parameters for the case of random patterns. ceSGD-fast: η = 10−2, γ0 = 3, β0 = 1, γ1 = 1,
β1 = 10
−3 (T = 770 ± 150). ceSGD-slow: η = 3 · 10−3, γ0 = 0.1, β0 = 0.5, γ1 = 4 · 10−4
(T = (1.298± 0.007) · 104). LAL: η = 5 · 10−3 (T = 76± 15). eLAL: η = 10−2, λ0 = 0.5, λ1 = 10−4
(T = 861± 315).
Parameters for the Fashion-MNIST experiments. ceSGD-fast: η = 2 · 10−4, γ0 = 5, β0 = 2,
γ1 = 1, β1 = 10−4 (T = 460 ± 334). ceSGD-slow: η = 3 · 10−5, γ0 = 0.5, β0 = 0.5, γ1 = 10−3,
β1 = 10
−3 (T = (3.57± 0.05) · 103). LAL: η = 10−4 (T = 61 ± 21). eLAL: η = 2 · 10−3, λ0 = 30,
λ1 = 5 · 10−3 (T = 190± 40).
