Abstract. Efficient conditions sufficient for the solvability of the problem
Introduction
Theory of boundary value problems for functional differential equations and systems has been recently made more complete due to an effort of many mathematicians. For an overview of the results known nowadays one is advised to see monographs [1, 2, 4-6, 9, 11-16, 18] and references therein.
In the presented paper, we will consider the two-point boundary value problem u (t) = (u)(t) + q(t) 
2).
This paper is the first part of the research dealing with the equation (1.1), when the operator on the right-hand side of the equation has a general form. The second part, dealing with the particular case when the equation (1.1) is an equation with deviating arguments, is a subject of the forthcoming paper. The presented paper is split into three sections -the first one is an introduction, the second one contains the list of the results obtained and the third one is devoted to their proofs.
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The following notation is used throughout the paper: R is a set of all real numbers, R Let u : ]a, b[ → R be a continuous function and let there exist a finite or an infinite right, resp. left, limit of u at the point a, resp. b. Then we will write u(a+), resp. u(b−), instead of lim t→a+ u(t), resp. lim t→b− u(t).
C 0 ]a, b[ ; R is a set of all functions u ∈ C 
P ab is a set of all linear non-decreasing operators, i.e. operators ∈ L ab transforming the set C [a, b]; R + into the set L [a, b]; R + . For any x ∈ R, we put
An operator ∈ L ab is said to be a t 0 -Volterra operator, where
Along with the problem (1.1), (1.2) we will consider the corresponding homogeneous problem
From the general theory of boundary value problems, the following result is wellknown (see, e.g. [1, 3, 7, 8, 10, 16] 
admits the inequality (1.5).
Consequently, on account of (1.9), (1.10) and the assumption ∈ V 0 [a, b] we have w(t) ≥ 0 for t ∈ [a, b] which, in view of (1.7) and (1.8), implies (1.5).
, then the problem (1.1), (1.2) is uniquely solvable. Indeed, let u be an arbitrary solution to (1.1 0 ), (1.2 0 ). Then, according to Definition 1.2, resp. Definition 1.3, the inequality (1.5) holds. However, −u is also a solution to (1.1 0 ), (1.2 0 ) and so
Consequently, u ≡ 0 and the assertion follows from Theorem 1.1.
R is a linear bounded operator and αβ ∈ P αβ whenever ∈ P ab .
Main Results
Theorem 2.1. Let − ∈ P ab . Then ∈ V [a, b] if and only if there exists a function γ ∈ C 0 ]a, b[ ; R such that
3) 
Theorem 2.5. Let ∈ P ab be an a-Volterra operator. Then ∈ V 0 [a, b] if and only if there exists a function β ∈ C 0 ]a, b[ ; R such that
Conditions guaranteeing the inclusion 12) in the case when is a monotone operator, i.e. either − ∈ P ab or ∈ P ab , are described in Theorems 2.1-2.5. Theorems 2.6 and 2.7 established below deal with the validity of the inclusion (2.11), resp. (2.12), in the case when can be expressed as a difference of two non-decreasing operators, i.e. in the case when According to Definitions 1.2 and 1.3 and Remark 1.5, the inclusion (2.11), resp. (2.12), guarantees that there exists a unique solution u to the problem (1.1), (1.2). Moreover, if q(t) ≤ 0 for a.e. t ∈ [a, b] and c i ≥ 0 (i = 1, 2, 3), resp. c 1 = 0, c 2 ≥ 0, c 3 = 0, then u satisfies (1.5). More precisely, the following two assertions are valid.
Theorem 2.8. Let be defined by (2.13) with 0 , 1 ∈ P ab . Let, moreover,
Then the problem (1.1), (1.2) has a unique solution u. If, in addition,
and
Theorem 2.9. Let be defined by (2.13) with 0 , 1 ∈ P ab . Let, moreover,
Then the problem (1.1), (1.2) has a unique solution u. If, in addition, (2.14) is fulfilled and
If we assume, in addition, that a non-decreasing part of the operator is aVolterra, then u is not only non-negative but even positive in ]a, b[ . More precisely, the following two assertions are valid. Theorem 2.10. Let be defined by (2.13) with 0 , 1 ∈ P ab . Let, moreover, 0 be an a-Volterra operator and
Then the problem (1.1), (1.2) has a unique solution u. If, in addition, the relations (2.14) and (2.15) are fulfilled with
Theorem 2.11. Let be defined by (2.13) with 0 , 1 ∈ P ab . Let, moreover, 0 be an a-Volterra operator and
Then the problem (1.1), (1.2) has a unique solution u. If, in addition, the relations (2.14) and (2.16) are fulfilled with
The assumptions of Theorems 2.8 and 2.9 do not guarantee only the existence of a solution to (1.1), (1.2), but even the non-positivity of Green's operator of the problem (1.1), (1.2 0 ). If we are interested only in the solvability of the problem (1.1), (1.2), we can weaken the conditions of Theorems 2.8 and 2.9. More precisely, the following assertions are valid.
Theorem 2.12. Let be defined by (2.13) with 0 , 1 ∈ P ab . Let, moreover,
Then the problem (1.1), (1.2) is uniquely solvable.
Theorem 2.13. Let be defined by (2.13) with 0 , 1 ∈ P ab . Let, moreover, 0 and 1 be a-Volterra operators and
Proofs
To prove Theorem 2.1 we will need the following two lemmas.
Then the following assertions are valid:
then there exists a finite or an infinite limit
Proof. From (3.3) it follows that w is non-increasing. Therefore, there exist (finite or infinite) limits w (a+) and w (b−). a) Assume that w (a+) ≤ 0. Then, according to (3.3) we have
which together with (3.4) implies
and, consequently,
. However, the last inequality together with (3.2) contradicts (3.1).
b) From (3.2) and (3.5) it follows that w (b−) ≤ 0. Assume that w (b−) = 0. Then, obviously, on account of (3.2) we have w (b−) ≥ 0. Consequently, in view of (3.3), the inequality w (t) ≥ 0 for t ∈ ]a, b[ holds. However, the last inequality together with (3.5) implies
The latter inequality and (3.2) result in w ≡ 0, which contradicts (3.1). Then w ≡ 0.
Proof. Obviously, according to (3.2) and (3.7) we have
Hence, in view of (3.3), we get
and, consequently, on account of (3.6) we obtain
The last inequality together with (3.7) implies
whence, with respect to (3.2) we get
Now (3.9) implies w (t 0 ) = 0, which together with (3.3) yields
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The last inequality with respect to (3.8) results in
whence, in view of (3.7), we obtain
Now (3.9) and (3.10), on account of (3.2), imply w ≡ 0.
Proof of Theorem 2.
. Then according to Remark 1.5 there exists a unique solution γ to the problem
and, moreover, according to Lemma 3.2 we find that (2.1) holds. Thus
; R be a function satisfying (1.3) and (1.4). We will show that (1.5) holds. Assume on the contrary that there exists t 0 ∈ ]a, b[ such that
Then, in view of (3.11), we have λ > 0 (3.13) and according to (1.4), (2.1)-(2.3) and Lemma 3.1 we have λ < +∞. Put
Obviously,
We will show that
Assume the contrary,
Then, in view of (1.4), (2.1), (2.2) and (3.12) we have
Now, according to (3.18) and Lemma 3.1 using l'Hospital rule we get
Furthermore, (3.14)-(3.16), (3.18) and (3.19) imply
which in view of (3.15) results in
Moreover, (3.20) on account of (1.3), (1.4), (2.1), (2.3), (3.13) and (3.14) yields
However, (3.18), (3.21) and (3.22) contradict (2.4). Next we will show
Then, in view of (1.4), (2.1) and (3.12) we have
Now, according to (2.2), (3.24) and Lemma 3.1 using l'Hospital rule we get
Furthermore, (3.14)-(3.16), (3.24) and (3.25) imply
Consequently, in view of (3.26) there exists a finite or an infinite limit w (b−). If
which together with (3.27) implies
However, (3.28) contradicts (3.15). Therefore, w (b−) ≥ 0 and so, on account of (3.26), we have
On the other hand, (1.4), (2.2) and (3.14) result in 
which contradicts (2.4).
To prove Theorems 2.4 and 2.5 we will need the following two assertions.
; R be such that (3.1) and (3.2) hold. Let, moreover,
Proof. Assume on the contrary, that there exists t 0 ∈ ]a, b[ such that
Then, in view of (3.2), we have
According to (3.31), from (3.36) it follows that
which together with (3.2), (3.32) and (3.34) implies
Now (3.31), in view of (3.38), results in
On the other hand, on account of (3.2), (3.34), (3.35) and (3.39), we have
and thus, in view of (3.39),
However, the last equality together with (3.34) and (3.35) implies
Now (3.37) and (3.40) contradict (3.1). Proof. Assume on the contrary that w (a+) ≤ 0. In view of (3.33) and (3.41) we have w (a+) = 0. (3.43) From (3.31) it follows that there exists a finite or an infinite limit w (a+). According to (3.33), (3.41) and (3.43) we have
Thus (3.31) and (3.44) yield and put
Obviously, according to (2.5) and (3.50) we have However, the last inequality together with (3.53) and (3.54) results in (3.55). Furthermore, in view of (2.5), (2.7) and the assumption ∈ P ab , there exists a finite or an infinite limit β (a+) and, consequently, (3.53)-(3.55) imply (3.56). Thus in both cases, (3.55) and (3.56) hold. On the other hand, with respect to (3.52),
whence, in view of (3.53), we get
Now (3.56) and (3.57) result in
and the latter inequality together with (3.55) yields
From (3.58), according to (2.6) and (3.52), it follows that
However, the last inequality contradicts (3.51). 3) and (1.6). We will show that (1.5) holds. Assume on the contrary that there exists t 0 ∈ ]a, b[ such that (3.11) holds. According to (1.6) 
According to (2.8) and (3.50) we have
Moreover, if β(a) = 0, then according to Lemma 3.4 we have β (a+) > 0 and, consequently, on account of (1.6), we find λ < +∞. Put
and, moreover, with respect to (1.3), (2.10), (3.63), (3.64), and Notation 1.6, we have
whence in view of (3.65) we get
Furthermore, on account of (2. Consequently, using l'Hospital rule, from (3.68) with respect to (1.6), (3.63), (3.71) and (3.72) we get
Therefore, in view of (1.6), (3.64), (3.71) and (3.73) we have
According to (3.66) there exists a finite or an infinite limit v (a+). Assuming v (a+) < 0, on account of (3.74), we obtain a contradiction to (3.65). Therefore, v (a+) ≥ 0. Thus in both cases there exists c ∈ [a,
Now (3.66) and (3.75) yield
whence, on account of (3.61), (3.63) and (3.64) we get
Furthermore, (3.77) in view of (2.8) and (2.10) yields
whence with respect to (2.9) we obtain
On the other hand, (3.76) together with (3.75) yields
whence in view of (3.63), (3.64) and (3.78) we get u (b 1 ) ≤ 0 which contradicts (3.60).
Proof of Theorem 2.6. Let u satisfy (1.3) and (1.4) with defined by (2.13). We will show that (1.5) holds. According to the assumption 0 ∈ V [a, b] , in view of Remark 1.5, the problem
has a unique solution α such that
Then in view of (1.3), (1.4), (3.79), (3.80) and (3.82) we have
Consequently, from (3.83) and (3.84), with respect to the inclusions 0 ∈ V [a, b] and 1 ∈ P ab , it follows that v(t) ≤ 0 for t ∈ [a, b], i.e. on account of (3.82),
Now (3.81) and (3.85) result in
Thus using (3.86) in (3.79) we get
and, with respect to the inclusion 0 ∈ P ab and (3.81), the inequality (3.87) yields
Now (3.88) together with (3.80) and the assumption
which together with (3.85) results in (1.5).
Theorem 2.7 can be proven analogously to Theorem 2.6. Theorems 2.8 and 2.9 immediately follow from Theorems 2.6 and 2.7, Definitions 1.2 and 1.3, and Remark 1.5.
To prove Theorems 2.10 and 2.11 we will need the following assertions. The first one is a result from [17] and we formulate it in a suitable for us form.
Lemma 3.5. Let ∈ P ab be an a-Volterra operator. Then every function
Lemma 3.6. Let ∈ P ab be an a-Volterra operator, ∈ V [a, b] , and let
Then, in view of (1. According to Remark 1.5, there exists a unique solution v to the problem
where
Obviously, in view of (3.91) we have 
On the other hand, put
Then, on account of (3.92)-(3.94) and (3.98), we have Consequently, on account of (3.93)-(3.95), (3.97), (3.102) and the assumption ∈ P ab , we have Consequently, on account of (3.95), (3.98), (3.101) and the assumption ∈ P ab , from (3.89), (3.99), (3.100), (3.106) and (3.107) we obtain
whence, according to Remark 2.3, we get
However, (3.108) in view of (1.5), (3.98) and (3.106) results in (3.90).
The following assertion can be proved analogously. 
Proof. Define the operators ϕ :
and put
Furthermore, put γ(t) = ϕ(β)(t) for t ∈ [a, b].
Then, obviously, γ ∈ C 0 ]a, b[ ; R and on account of (3.110)-(3.112) we have
Moreover, − ∈ P ab . Consequently, according to Theorem 2.1, ∈ V [a, b] . On the other hand, the function w = ϕ(u), in view of (1.3) and (3.109) satisfies
whence, with respect to the inclusion ∈ V [a, b] , we obtain
However, the latter inequality yields (3.113).
Proof of Theorem 2.10. According to Theorem 2.8 we have that (1.1), (1.2) has a unique solution u which satisfies (1.5) provided (2.14) and (2.15) hold. It remains to show that (2.17) implies (2.18).
Let (2.14), (2.15) and (2.17) hold and assume on the contrary that there exists t 0 ∈ ]a, b[ such that (3.89) is satisfied. Because (1.5) and (2.13) are fulfilled, in view of 1 ∈ P ab , (2.14) and (2.15), from (1.1) and (1.2) we get (1.4) and
Thus, according to Lemma 3.6 we have (3.90).
On the other hand, according to the inclusion 0 ∈ V [a, b] and Remark 1.5 there exists a unique solution β to the problem
In the same way as in the proof of Theorem 2.4 one can show that β satisfies (2.5) and (2.6). First we will show that u(a) = 0. (3.117) Assume on the contrary that u(a) > 0. 
However, the latter inequality with respect to (2.5), (3.118) and (3.119) results in Proof of Theorem 2.11. According to Theorem 2.9 we have that (1.1), (1.2) has a unique solution u which satisfies (1.5) provided (2.14) and (2.16) hold. It remains to show that (2.19) implies (2.18).
Let (2.14), (2.16) and (2.19) hold and assume on the contrary that there exists t 0 ∈ ]a, b[ such that (3.89) is satisfied. Because (1.5) and (2.13) are fulfilled, in view of 1 ∈ P ab , (2.14) and (2.16), from (1.1) and (1.2) we get (1.6) and (3.114). Thus, according to Lemma 3.7 we have (3.90).
On In the same way as in the proof of Theorem 2.5 one can show that β satisfies (2.8) and (2.9). Now let b 0 ∈ ]t 0 , b[ be such that (3.123) holds. Such a point does exist because β(b) = 0 and (2.8) holds. Then from (3.114) and (3.115), in view of (2.8), (3.90), (3.117) and (3.123), we get (3.120)-(3.124). Consequently, according to Lemma 3.8, (3.125) holds. Now (1.5), (3.90) and (3.125) result in u ≡ 0, which contradicts (2.19).
The following two assertions are needed to prove Theorems 2.12 and 2.13. Proof of Theorem 2.13. Let u be a solution to the problem (1.1 0 ), (1.2 0 ). According to Theorem 1.1 it is sufficient to show that u ≡ 0.
Note that satisfies (3.130) with η ≡ 0 (1) + 1 (1). Therefore, if u (a) = 0, then according to Lemma 3.10 we have u ≡ 0. Thus, without loss of generality we can assume that u (a) > 0. 
