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Abstract
Two types of proximity measures between two terms are deﬁned using a fuzzy
neighborhood in a sequence of terms of a document set, where the concept of neigh-
borhood is borrowed from generalized rough sets. These proximity measures are a re-
ﬁnement of similarity measures based on the term-document cooccurrence matrix for
associating and clustering term and/or documents. Symmetric and nonsymmetric
proximity measures are considered and theoretical properties of them are investigated.
Normalization and symmetrization of the measures are also considered. Illustrative
examples including bibliographic citations are given.
 2003 Elsevier Inc. All rights reserved.
1. Introduction
Many studies in information retrieval discuss a term-document matrix,
whereby similarity measures between documents/terms are derived, and struc-
tures/clusters in them are investigated (cf. e.g., [5]). On the other hand, the
recent development of rough set theory [17,18] suggests the use of various
categories in sets of documents may be useful for document analysis and
information retrieval. Generalization of rough approximations using the con-
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cept of neighborhood has also been studied. Suppose we wish to associate
terms; a document is then a particular category to generate a similarity measure
using the form of the term-document matrix, while the use of other categories
and neighborhoods is possible using rough set theory [21].
Such an idea suggests an analysis of ﬁner structures in a set of documents
that might lead to syntactic or even semantic analysis such as those found in
natural language processing. However, since document retrieval uses a very
large document sets, such syntactic or semantic analysis of a text is not suited
for information retrieval and document analysis. The use of rough approxi-
mations based on neighborhood is ﬁner than the traditional term-document
matrix and coarser than such syntactic/semantic analysis, hence appropriate
for processing of a very large document set. Note also that many studies in
information retrieval begin discussing measures of similarity or association
which are applied to retrieval of similar documents, automatic generation of
thesauri, or document/term clustering [13,19].
In this paper we thus consider measures of proximity between terms based
on a fuzzy neighborhood in the document set. We note that the words of a term
and document herein are in their broad senses. Any feature characterizing a
document may be a term, e.g., a bibliographic citation can be a term here; any
instance of information is called a document, e.g., an image can be a document.
A fuzzy neighborhood as a natural extension of neighborhood in rough sets
is considered, which is suitable for the present purpose. Diﬀerent types of
proximity measures based on a neighborhood are discussed which express
the degree of association between two terms. Proximity measures are not
necessarily symmetric, whereas symmetric measures are often necessary in
order to cluster terms/documents, and hence symmetrization of a measure is
considered.
Since this paper is theoretical, only illustrative examples are shown to help
readers to understand the theory and algorithms.
2. Preliminary consideration
Assume that a set of documents D ¼ fd1; d2; . . . ; dng and a set of terms
T ¼ ft1; t2; . . . ; tmg are given. A term-document matrix F ¼ ðfijÞ, i ¼ 1; . . . ;m,
j ¼ 1; . . . ; n means that the term ti occurs fij times in document dj. Sometimes a
multiset of ti with CounttiðdjÞ ¼ fij is associated with the matrix, where
CounttiðdjÞ is the Count’ function characterizing the membership of multiset ti
for dj.
Let us consider a simple example. Suppose there are two documents d and d 0
and a term t. If t occurs twice in d and once in d 0, we write CounttðdÞ ¼ 2 and
Counttðd 0Þ ¼ 1 using the notation for multisets.
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Notice that the term ti is identiﬁed with the corresponding multiset by a
slight abuse of terminology. Although the word bag [10,12,20] is frequently
used, we use the word of multiset [3,8,11,14] throughout this paper.
We note some properties of multisets.
(I) For two multisets t and t0 of T , the union, intersection, addition, and alge-
braic product are deﬁned as follows:
Countt[t0 ðdÞ ¼ maxfCounttðdÞ;Countt0 ðdÞg; ð1Þ
Countt\t0 ðdÞ ¼ minfCounttðdÞ;Countt0 ðdÞg; ð2Þ
Counttþt0 ðdÞ ¼ CounttðdÞ þ Countt0 ðdÞ; ð3Þ
Countt
t0 ðdÞ ¼ CounttðdÞCountt0 ðdÞ; ð4Þ
where d 2 D.
(II) For multiset t of T , the cardinality and norm are deﬁned as follows:
jtj ¼
X
d2D
CounttðdÞ; ð5Þ
ktk ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃX
d2D
½CounttðdÞ2
r
: ð6Þ
Measures of similarity between two terms t and t0 are deﬁned using these
deﬁnitions. For example,
Saðt; t0Þ ¼ jt \ t
0j
jt [ t0j ; ð7Þ
Sbðt; t0Þ ¼ jt 
 t
0j
ktkkt0k : ð8Þ
These similarity measures are symmetric:
Saðt; t0Þ ¼ Saðt0; tÞ; Sbðt; t0Þ ¼ Sbðt0; tÞ:
Sb is known as the cosine correlation coeﬃcient [19].
On the other hand, a nonsymmetric measure of association of two terms are
also considered, e.g.,
U0ðt; t0Þ ¼ jt \ t
0j
jtj ; ð9Þ
which can be symmetrized:
Scðt; t0Þ ¼ minfU0ðt; t0Þ;U0ðt0; tÞg: ð10Þ
Note that the above measures of association are based on the idea that two
terms likely to occur in a similar set of documents are more closely related.
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These measures can be used for various purposes, e.g., retrieval of similar
documents, automatic generation of thesauri, clustering of terms and/or doc-
uments.
3. Set of texts as a metric space and fuzzy neighborhood
The similarity measures based on a term-document matrix using the multiset
analysis do not consider the locations of terms in a document. Nevertheless,
two terms that closely occur each other are often more closely related than
those term pairs that occur remotely in a document. This means that we should
introduce some topological structure in a document. It appears easy to assume
a topology in a document by counting the number of words between two terms.
For example, suppose a and b are two terms and we have a sequence of words
axyzb. Then the distance between a and b is four, as three words xyz are be-
tween them. However, not only one but many documents should be handled.
Thus, this distance measure is insuﬃcient for considering a large set of docu-
ments.
To solve this problem, we introduce a neighborhood. Let us consider a
simple example of two documents d1 and d2; d1 consists of a sequence of words
abcdef and d2 consists of words tuvwyz. For x 2 fa; b; c; d; e; f ; t; u; v;w; y; zg,
neighborhood N 0ðxÞ is supposed to be two neighboring words and x itself.
Thus,
N 0ðaÞ ¼ fa; b; cg; N 0ðbÞ ¼ fa; b; c; dg;
N 0ðcÞ ¼ fa; b; c; d; eg; . . . ;N 0ðtÞ ¼ ft; u; vg; . . . ;N 0ðzÞ ¼ fw; y; zg:
When we concatenate the two sequences into abcdeftuvwyz, we assume the
neighborhood remains the same so that the two documents are separated by
the neighborhood.
Another neighborhood denoted NIðxÞ is the same as the document itself.
Thus,
NIðaÞ ¼ NIðbÞ ¼ 
 
 
 ¼ NIðf Þ ¼ fa; b; c; d; e; f g;
NIðtÞ ¼ NIðuÞ ¼ 
 
 
 ¼ NIðzÞ ¼ ft; u; v;w; y; zg:
In this case the occurrence of a term in a document is represented by the
neighborhood NIðxÞ.
Let us denote the sequence of a document d by SqncðdÞ, while the set of term
occurrences in d is denoted by SetðdÞ. In the above example Setðd1Þ ¼
fa; b; c; d; e; f g and Sqncðd1Þ ¼ abcdef . Concatenation of two sequences in d
and d 0 is denoted by SqncðdÞjSqncðd 0Þ. Thus
Sqncðd1ÞjSqncðd2Þ ¼ abcdeftuvwyz:
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Notice that the neighborhood can separate the sequence even after con-
catenation.
A natural distance D is also useful to describe the topology of the sequence.
For two terms a, b in the sequence, the distance is deﬁned to be
Dða; bÞ ¼ fthe number of occurrences between a and bg þ 1:
In this example, Dða; aÞ ¼ 0, Dðb; f Þ ¼ 4, Dðz; yÞ ¼ 1, Dðu; eÞ ¼ 3 (note
Dða; aÞ  0 holds in general). As stated before, Dða; bÞ cannot separate two
documents after concatenation. Note that we assume a and d respectively occur
once in the sequence.
Let us proceed to a general discussion. Generally we encounter many oc-
currences of the same word in a text document. In order to distinguish oc-
currences of a word in diﬀerent places, we deﬁne a ‘‘term occurrence’’ and a
‘‘term’’ instead of a word hereafter.
An element of a sequence is called a term occurrence or simply an occurrence
whereas we call a word in its original meaning a term. Thus, a term may occur
many times in a sequence X , while we observe only one term occurrence in X .
Assume that the set of documents D and a set of terms T are given. Each
document d 2 D consists of a sequence of term occurrences, e.g.,
SqncðdÞ ¼ abcd 
 
 

Moreover X is assumed to be the whole sequence of occurrences obtained from
the concatenation of all documents.
X ¼ Sqncðd1ÞjSqncðd2Þj 
 
 
 jSqncðdnÞ:
A term occurrence is thus represented by a symbol, say, a.
We now introduce the set
D ¼
[n
i¼1
SetðdiÞ:
A term occurrence may or may not be a term in T . As noted above, two
diﬀerent term occurrences may be the same as a term. To express the corre-
spondence between an occurrence and a term precisely, we introduce a map-
ping Term from the set of all occurrences into T [ NT , where NT is the set of
other terms that are not in T . In other words, a part of terms shown by T is of
interest but other terms are not interesting for us; the latter terms in NT are
omitted from the analysis in the sequel.
Thus, Term : D! T [ NT and it may occur that TermðbÞ ¼ TermðcÞ for
b; c 2 D, b 6¼ c.
As an example, consider X ¼ abcde, T ¼ ft; t0g, NT ¼ fng and
TermðaÞ ¼ TermðcÞ ¼ t; TermðbÞ ¼ TermðeÞ ¼ t0; TermðdÞ ¼ n:
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Then the sequence is actually tt0tnt0. In order to distinguish occurrences, we
use diﬀerent symbols for the same term.
Remark 1. Although the deﬁnition X in general depends upon an order of
elements in D, the proximity measures we discuss later are independent of
the order. For example, suppose D ¼ fd1; d2g and the two documents have
the sequence shown above. Then there are two X ’s made from X ¼
Sqncðd1ÞjSqncðd2Þ and X ¼ Sqncðd2ÞjSqncðd1Þ: we have X ¼ abcdeftuvwyz and
X ¼ tuvwyzabcdef . As the neighborhood discussed above separates the two
documents and later discussion assumes that neighborhoods separate docu-
ments, measures deﬁned from neighborhoods are independent of the order
of documents.
For a given a 2 X , a fuzzy neighborhood NðaÞ is deﬁned to be a fuzzy set of
X having the following properties (i)–(iv). Notice that the fuzzy set is charac-
terized by the membership function lNðaÞð
Þ.
ii(i) lNðaÞðaÞ ¼ 1;
i(ii) if Dða; bÞ6Dða; cÞ, then lNðaÞðbÞP lNðaÞðcÞ;
(iii) lNðaÞðbÞ ¼ lNðbÞðaÞ;
(iv) If a 62 SqncðdjÞ, then lNðaÞðxÞ ¼ 0, 8x 2 SqncðdjÞ.
We show a number of examples of neighborhoods.
Example 2. The neighborhood N 0ðaÞ stated before is an example of a crisp
neighborhood. More generally, given an integer L > 0, we can deﬁne a crisp
neighborhood:
lNðaÞðxÞ ¼ 1() Dða; xÞ6 L and a; x 2 SqncðdiÞ ð11Þ
for some di 2 D. Namely, x is in the neighborhood of a if and only if x and a are
in the same document and the distance between them is less than or equal to L.
Example 3. The neighborhood NIðaÞ stated before is an example of a crisp
neighborhood. Generally, we can deﬁne
lNI ðaÞðxÞ ¼ 1() a; x 2 SqncðdiÞ ð12Þ
for some di 2 D. In other words, x is in the neighborhood of a if and only if x
and a are in the same document.
Example 4. We can show an example of a fuzzy neighborhood as
lNðaÞðxÞ ¼ 1 Dða; xÞ=L; Dða; xÞ6L and a; x 2 SqncðdiÞ;0; otherwise

ð13Þ
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for some di 2 D. In other words, x is in the fuzzy neighborhood of a if and only
if x and a are in the same document and the distance between them is less than
or equal to L and moreover the membership of the neighborhood is triangular:
1 Dða; xÞ=L.
It is easy to see that the above examples satisfy the properties (i)–(iv) of the
deﬁnition of a fuzzy neighborhood.
Let the collection of NðaÞ for all a 2 X be N ½X :
N ½X  ¼ fNðaÞ : a 2 Xg:
Moreover denote all family of neighborhoods N ½X  satisfying (i)–(iv) by
NBR½X :
NBR½X  ¼ fN ½X  : N ½X  ¼ fNðaÞ : a 2 Xgg:
NBR½X  has a natural partial ordering N ½X   N 0½X  deﬁned as follows.
N ½X   N 0½X  () NðaÞ  N 0ðaÞ; 8a 2 X :
We now have
Proposition 5.NBR½X  becomes a lattice by the ordering . The largest element
NI ½X  2NBR½X  is the neighborhood given by (12) in Example 3, while the
smallest element NO½X  2NBR½X  is given by the trivial neighborhood
NOðaÞ ¼ fag; 8a 2 X :
The meet Nm½X  ¼ N ½X  ^ N 0½X  is given by
NmðaÞ ¼ NðaÞ \ N 0ðaÞ; 8a 2 X
while the join Nj½X  ¼ N ½X  _ N 0½X  is given by
NjðaÞ ¼ NðaÞ [ N 0ðaÞ; 8a 2 X :
Proof. The fact that the set operations [ and \ with the ordering  for NðaÞ
forms a lattice implies that NBR½X  also forms a lattice. From the property
(iv), NðaÞ  NIðaÞ for all NðaÞ, whence NI ½X  is the largest element ofNBR½X ,
while (i) means fag  NðaÞ for all NðaÞ, which implies NO½X  is the smallest in
NBR½X . h
4. Proximity measures
Notice ﬁrst that the words proximity’ and similarity’ do not have speciﬁc
axiomatic deﬁnitions in this paper, unlike some literature in fuzzy systems.
These words are used to show a general meaning of relatedness or association.
Note also that when we say that two terms are similar, we do not mean these
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terms are synonyms nor similar in their meanings, but they have a large value
of a proximity or similarity measure deﬁned below.
Given a fuzzy neighborhood NðaÞ, we deﬁne proximity measures for a pair
of terms t; t0 2 T .
A proximity measure denoted by pðt; t0Þ for t; t0 2 T should have greater
values when t and t0 are more likely to occur in the neighborhood NðaÞ, for all
a 2 X ; pðt; t0Þ should have smaller values when they are less likely to occur in
the neighborhood.
In relation to a proximity measure, it is useful to check whether the next
property holds or not.
pðt; tÞP pðt; t0Þ; 8t; t0 2 T ; ð14Þ
although (14) is not a requirement for a measure to be a proximity. However,
when (14) is not satisﬁed, which means that t is not most similar to itself, we
should be careful when handling the measure.
It should also be noted that the measure is not necessarily symmetric, that is,
pðt; t0Þ 6¼ pðt0; tÞ
in general. When a proximity measure is not symmetric, it should frequently be
symmetrized for the purpose of clustering.
4.1. Symmetric and nonsymmetric measures
Three measures p1ðt; t0Þ, p2ðt; t0Þ, and p02ðt; t0Þ are considered in the following
among which p1 is symmetric, while p2 and p02 are nonsymmetric in general.
Notice that Term1ðtÞ is the set of term occurrences of t in the sequence X .
p1ðt; t0Þ ¼
X
a2Term1ðtÞ;
X
b2Term1ðt0Þ
lNðaÞðbÞ; ð15Þ
p2ðt; t0Þ ¼
X
a2Term1ðtÞ
max
b2Term1ðt0Þ
lNðaÞðbÞ; ð16Þ
p02ðt; t0Þ ¼
X
a2Term1ðtÞ
l S
b2Term1ðt0 Þ
NðbÞðaÞ: ð17Þ
The meanings of these measures are as follows. In each measure a function
of a local a is calculated and then the function is added for all a 2 Term1ðtÞ.
For p1, the function is the sum of all membership of b 2 Term1ðt0Þ in the
neighborhood of a. For p2, the function is the maximum of all membership of b
in the neighborhood. For p02, the union for all b 2 Term1ðt0Þ is taken and the
membership of a for the union is the function of a. Note if we put
N ½t0 ¼
[
b2Term1ðt0Þ
NðbÞ
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then
p02ðt; t0Þ ¼
X
a2Term1ðtÞ
lN ½t0 ðaÞ:
Proposition 6. The three measures p1ðt; t0Þ, p2ðt; t0Þ, and p02ðt; t0Þ are independent of
every choice of the ordering of documents di, i ¼ 1; . . . ; n, in constructing
X ¼ Sqncðd1Þj 
 
 
 jSqncðdnÞ.
Proof. The conclusion easily follows from the property (iv) which states a
neighborhood always separates two documents. h
It is worth introducing a fuzzy relation Rða; bÞ for the fuzzy neighborhood:
Rða; bÞ ¼ lNðaÞðbÞ: ð18Þ
It is straightforward to see
Rða; aÞ ¼ max
b2X
Rða; bÞ ¼ 1; Rða; bÞ ¼ Rðb; aÞ:
The measures are represented using Rða; bÞ:
p1ðt; t0Þ ¼
X
a2Term1ðtÞ;
X
b2Term1ðt0Þ
Rða; bÞ; ð19Þ
p2ðt; t0Þ ¼
X
a2Term1ðtÞ
max
b2Term1ðt0Þ
Rða; bÞ; ð20Þ
p02ðt; t0Þ ¼
X
a2Term1ðtÞ
max
b2Term1ðt0Þ
Rða; bÞ: ð21Þ
Hence p02ðt; t0Þ ¼ p2ðt; t0Þ. We therefore consider only two measures p1ðt; t0Þ
and p2ðt; t0Þ hereafter.
From the deﬁnition of p1ðt; t0Þ and p2ðt; t0Þ we can expect these measures have
greater values when t and t0 are more likely to occur in the neighborhoods in X .
We thus call p1 and p2 are proximity measures.
Next, (14) should be checked. We have the next proposition.
Proposition 7. The measure p2ðt; t0Þ satisfies (14) while p1ðt; t0Þ does not in general.
Proof. For p2ðt; t0Þ, using Rða; aÞPRða; bÞ, we have
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p2ðt; t0Þ ¼
X
a2Term1ðtÞ
max
b2Term1ðt0Þ
Rða; bÞ
6
X
a2Term1ðtÞ
Rða; aÞ ¼
X
a2Term1ðtÞ
max
b2Term1ðtÞ
Rða; bÞ
¼ p2ðt; tÞ:
To show a counterexample for p1, suppose T ¼ ft1; t2g, Sqncðd1Þ ¼ t1t2t2 and
Sqncðd2Þ ¼ t2t1t2 where we do not write term occurrences but use directly the
terms. X ¼ t1t2t2t2t1t2. Let the neighborhood be the one in Example 3. Then it is
obvious to show that p1ðt1; t1Þ ¼ 2 and p1ðt1; t2Þ ¼ 4. h
We also have
Proposition 8. The measure p1 is symmetric: p1ðt; t0Þ ¼ p1ðt0; tÞ, while p2ðt; t0Þ is
nonsymmetric in general.
Proof. It is straightforward to see p1ðt; t0Þ ¼ p1ðt0; tÞ; the detail is omitted. Let us
see the example in the proof of Proposition 7. We have p2ðt1; t2Þ ¼ 2 while
p2ðt2; t1Þ ¼ 4. Thus p2 is nonsymmetric. h
When the neighborhood in Example 3 is used, we have the next proposition.
Proposition 9. Assume that the neighborhood NI in Example 3 is used: a neigh-
borhood of x means the text sequence of the document in which x appears. Let
the number of occurrences of a term t in d 2 D be #tðdÞ. Moreover define a
function
DðxÞ ¼ 1; x > 0;
0; x6 0:

We then have
p1ðt; t0Þ ¼
X
d2D
#tðdÞ 
 #t0ðdÞ; ð22Þ
p2ðt; t0Þ ¼
X
d2D
#tðdÞ 
 Dð#t0ðdÞÞ: ð23Þ
Proof. Observing that NI ½X  is used, we notice
#t0ðdÞ ¼
X
b2Term1ðt0Þ
lNðaÞðbÞ
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for a 2 Term1ðtÞ, a 2 SetðdiÞ, whence we have (22). Similarly,
Dð#t0ðdÞÞ ¼ max
b2Term1ðt0Þ
lNðaÞðbÞ
for a 2 Term1ðtÞ, a 2 SetðdiÞ, from which (23) follows. h
Let us for the moment denote these measures based on NI in Example 3 by
p1ðt; t0;NIÞ and p2ðt; t0;NIÞ. We then have
Proposition 10. For two neighborhoods N1½X ;N2½X  2NBR½X , N1½X   N2½X ,
the corresponding measures piðt; t0;N1Þ and piðt; t0;N2Þ satisfy
piðt; t0;N1Þ6 piðt; t0;N2Þ; i ¼ 1; 2:
In particular, for every neighborhood N ½X  2NBR½X , p1ðt; t0;NÞ and p2ðt; t0;NÞ
satisfy
piðt; t0;NÞ6 piðt; t0;NIÞ; i ¼ 1; 2:
Proof. The former inequality is obvious from the deﬁnition. Since NI ½X  is the
largest in NBR½X , we have the latter inequality. h
4.2. Normalization and symmetrization
It is frequently useful to use a normalized measure, e.g., 06 pðt; t0Þ6 1, while
the above measures p1 and p2 are unnormalized. Moreover for diﬀerent pur-
poses including clustering, a symmetric measure is necessary. Here we should
note p2ðt; t0Þ is not symmetric, and hence a symmetrized measure should be
considered.
We note again that #tðdÞ is the number of occurrences of t in d. Moreover
#tðDÞ is deﬁned to be the total number of occurrences of t in the whole doc-
ument set:
#tðDÞ ¼
X
d2D
#tðdÞ:
We ﬁrst note the next proposition.
Proposition 11
p2ðt; tÞ ¼ max
t02T
p2ðt; t0Þ ¼ #tðDÞ; 8t 2 T :
Moreover if the the neighborhood NI in Example 3 is used, then
p1ðt; tÞ ¼
X
d2D
½#tðdÞ2; 8t 2 T :
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Proof. For the former,
p2ðt; tÞ ¼
X
a2Term1ðtÞ
max
b2Term1ðtÞ
lNðaÞðbÞ
¼
X
a2Term1ðtÞ
lNðaÞðaÞ ¼
X
a2Term1ðtÞ
1 ¼ #tðDÞ
while the latter is obvious from (22). h
Consider normalization of p1 which is symmetric. A normalized measure
obtained from p1 is denoted by s1ðt; t0Þ: it is deﬁned by the next equation
s1ðt; t0Þ ¼ p1ðt; t
0ÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃP
d2D½#tðdÞ2
n o P
d2D½#t0ðdÞ2
n or : ð24Þ
Proposition 12. For all neighborhood in NBR½X ,
06 s1ðt; t0Þ6 1 8t; t0 2 T :
Proof. The inequality s1ðt; t0ÞP 0 is obvious. We note Proposition 10, which
means that in order to show s1ðt; t0Þ6 1 it is suﬃcient to consider NI in Example
3 alone. Now, from Proposition 7 and (22), we have
p1ðt; t0;NIÞ26
X
d2D
½#tðdÞ2
( ) X
d2D
½#t0ðdÞ2
( )
using the Schwarz inequality. Hence s1ðt; t0Þ6 1 holds. h
Proposition 13. Assume that the neighborhood NI in Example 3 is used: a
neighborhood of x means the text sequence of the document in which x appears.
Then s1ðt; t0Þ coincides with the cosine correlation:
s1ðt; t0Þ ¼ Sbðt; t0Þ:
Proof. Obvious from (8) and (22). h
This proposition shows that the normalized measure is a generalization of
the cosine correlation.
We next consider symmetrization of p2. For this purpose we introduce a
parameter a 2 ½0; 1 and deﬁne a symmetric unnormalized measure cðt; t0; aÞ:
cðt; t0; aÞ ¼ amaxfp2ðt; t0Þ; p2ðt0; tÞg þ ð1 aÞminfp2ðt; t0Þ; p2ðt0; tÞg: ð25Þ
Notice that cðt; t0; 1=2Þ is the arithmetic mean of p2ðt; t0Þ and p2ðt; t0Þ.
Moreover we have
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Proposition 14. The symmetric measure cðt; t0; aÞ is monotonically nondecreasing
with respect to a. Moreover,
cðt; t; aÞ ¼ #tðDÞ; 8t 2 T
for all 06 a6 1.
Proof. Obvious from simple calculation and Proposition 11. h
Let us now consider next measure:
s2ðt; t0; aÞ ¼ cðt; t
0; aÞ
#tðDÞ þ #t0ðDÞ  cðt; t0; aÞ : ð26Þ
We have the following propositions.
Proposition 15. For every t; t0 2 T , s2ðt; t0; aÞ is monotonically nondecreasing with
respect to a 2 ½0; 1.
Proof. The conclusion easily follows from the fact that f ðxÞ ¼ x=ðM  xÞ
(M > 0) is monotonically increasing. h
Proposition 16. For 06 a6 1=2,
06 s2ðt; t0; aÞ6 1:
For 1=2 < a6 1, 06 s2ðt; t0; aÞ but not necessarily s2ðt; t0; aÞ6 1.
Proof. From Proposition 15, Proposition 10, and p2ðt; t0ÞP 0, it is easily seen
that 06 s2ðt; t0; aÞ for all a 2 ½0; 1. From the same propositions it is suﬃcient to
show s2ðt; t0; aÞ6 1 for NI . Hence assume NI is used and suppose
#tðDÞP#t0ðDÞ for simplicity. From p1ðt; tÞP p1ðt; t0Þ,
cðt; t0; aÞ6 a#tðDÞ þ ð1 aÞ#t0ðDÞ;
whereby we have
s2ðt; t0; aÞ6 a#tðDÞ þ ð1 aÞ#t
0ðDÞ
#tðDÞ þ #t0ðDÞ  a#tðDÞ  ð1 aÞ#t0ðDÞ
¼ a#tðDÞ þ ð1 aÞ#t
0ðDÞ
ð1 aÞ#tðDÞ þ a#t0ðDÞ
Suppose 06 a6 1=2, then the last relation implies that s2ðt; t0; aÞ6 1, whereas
this inequality is not guaranteed when 1=2 < a6 1. h
This proposition implies 06 a6 1=2 is more eﬀective in normalizing s2.
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5. Illustrative examples
5.1. A simple illustrative example
Let us consider a simple example of a sequence in one document:
X ¼ t1t2t3t4t5t6t3t4t7t1t6; ð27Þ
where terms instead of occurrences are shown. Consider a crisp neighborhood:
if X ¼ a1a2 
 
 
 ak1akakþ1 
 
 
 then NðakÞ ¼ fak2; ak1; ak; akþ1; akþ2g:
ð28Þ
It is easy to see that the values of p1 and p2 are given in Table 1, where the
nonsymmetricity of p2 is seen.
The normalized measures s1ðt; t0Þ and s2ðt; t0; 0Þ (a ¼ 0) is shown in Table 2.
The diagonal elements of s2 are all unity, while s1 not necessarily.
5.2. Citations as terms
Bibliographic citations [13] have frequently been remarked as indicators of
science activities. Analysis of citations can be more easily done nowadays, as
Table 1
Values of p1 and p2 derived from (27) and (28)
p1 t1 t2 t3 t4 t5 t6 t7 p2 t1 t2 t3 t4 t5 t6 t7
t1 2 1 1 1 0 1 1 t1 2 1 1 1 0 1 1
t2 1 1 1 1 0 0 0 t2 1 1 1 1 0 0 0
t3 1 1 2 2 2 1 1 t3 1 1 2 2 2 1 1
t4 1 1 2 2 1 2 1 t4 1 1 2 2 1 2 1
t5 0 0 2 1 1 1 0 t5 0 0 1 1 1 1 0
t6 1 0 1 2 1 2 1 t6 1 0 1 1 1 2 1
t7 1 0 1 1 0 1 1 t7 1 0 1 1 0 1 1
Table 2
Values of s1 and s2ðt; t0; 0Þ (a ¼ 0) derived from (27) and (28)
s1 t1 t2 t3 t4 t5 t6 t7 s2 t1 t2 t3 t4 t5 t6 t7
t1 1/2 1/2 1/4 1/4 0 1/4 1/2 t1 1 1/2 1/3 1/3 0 1/3 1/2
t2 1/2 1 1/2 1/2 0 0 0 t2 1/2 1 1/2 1/2 0 0 0
t3 1/4 1/2 1/2 1/2 1 1/4 1/2 t3 1/3 1/2 1 1 1/2 1/3 1/2
t4 1/4 1/2 1/2 1/2 1/2 1/2 1/2 t4 1/3 1/2 1 1 1/2 1/3 1/2
t5 0 0 1 1/2 1 1/2 0 t5 0 0 1/2 1/2 1 1/2 0
t6 1/4 0 1/4 1/2 1/2 1/2 1/2 t6 1/3 0 1/3 1/3 1/2 1 1/2
t7 1/2 0 1/2 1/2 0 1/2 1 t7 1/2 0 1/2 1/2 0 1/2 1
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excellent tools such as CiteSeer [4] have been developed. A second example is
also illustrative here, but based on the real example of the present article. We
consider clustering of citations in this example; the terms are 21 references/
citations in this paper, or exactly, a preliminary version of this paper. Note that
the citation [22] is omitted from the analysis (the citation [22] has newly ap-
pended after the analysis had been done; see also the remark at the end of this
section).
We consider two diﬀerent neighborhoods N 1 and N 2.
N1: If a and b are in the same subsection, lN1ðaÞðbÞ ¼ lN1ðbÞðaÞ ¼ 1, else
lN1ðaÞðbÞ ¼ lN1ðbÞðaÞ ¼ 0.
N2: If a and b are cited at exactly the same place, e.g., (½a; b; c),
lN2ðaÞðbÞ ¼ lN2ðbÞðaÞ ¼ 1, else if a and b are cited in the same paragraph,
lN2ðaÞðbÞ ¼ lN2ðbÞðaÞ ¼ 0:5, else lN2ðaÞðbÞ ¼ lN2ðbÞðaÞ ¼ 0.
Results based on p2 and s2 (with a ¼ 0) are shown and those using p1 and s1
are omitted.
Tables 3 and 4 show the p2 and s2ð
; 
; 0Þ (a ¼ 0) based on N1, where nine
citations out of 21 that occurred more than once are represented by numbers
{3,11,12,13,17,18,19,20,21}. The numbers coincide with those in the reference
in this paper.
Table 5 shows clusters derived from the maximal spanning tree (i.e., single
link) based on s2. There are four clusters of more than one element at the level
1:0; the rest is isolated elements. The clusters {17,18,21} and {3,12,20} are
concerning rough sets and multisets, respectively. Each element in {8,10,14}
occurred only once in the text: they are in the literature of fuzzy multisets; the
cluster {1,2,6,7,9,15,16} consists of citations occurring only once. From the
context it is seen that no deﬁnite signiﬁcance is found in this cluster; they are
noise and this cluster has been formed incidentally. We observe that the cluster
of noise links all clusters at the level 0.5, whereby certain substructures are
made invisible.
Table 3
p2 derived from N 1 of the citation example
p2 [3] [11] [12] [13] [17] [18] [19] [20] [21]
[3] 2 2 2 0 1 1 1 2 1
[11] 3 3 3 0 2 2 1 3 2
[12] 2 2 2 0 1 1 1 2 1
[13] 0 0 0 2 1 1 1 0 1
[17] 1 1 1 1 2 2 1 1 2
[18] 1 1 1 1 2 2 1 1 2
[19] 1 1 1 1 1 1 2 1 1
[20] 2 2 2 0 1 1 1 2 1
[21] 1 1 1 1 2 2 1 1 2
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Let us see the result based on N2 which is fuzzy. Table 6 shows p2 based on
N2. The measure s2 is omitted and the results of the maximal spanning tree
clusters are shown in Table 7.
Apparently, generated clusters are ‘‘smaller’’ than those by N1. Clusters at
the level 1.0 of more than one element are {17,18}, {1,6}, {8,14}; Pawlak’s
works are {17,18}, {1,6} is concerning agglomerative clustering, and {8,14} is
author’s works on fuzzy multisets. At the level 0.6, the cluster {17,18} is
merged with {21} of rough sets of other researchers; {3,12,20} is generated at
Table 5
Clusters based on s2 derived from N 1 using the single link
Link level Clusters
1.0 {1,2,6,7,9,15,16}, {8,10,14}, {17,18,21}, {3,12,20}, {4}, {5}, {11}, {13}, {19}
0.67 {1,2,6,7,9,15,16}, {8,10,14}, {17,18,21}, {3,11,12,20}, {4}, {5}, {13}, {19}
0.5 {1,2,3,4,5,6,7,8,9,10,11,12,13,14,15,16,17,18,19,20,21}
Table 6
p2 derived from N 2 of the citation example
p2 [3] [11] [12] [13] [17] [18] [19] [20] [21]
[3] 2 1.5 1.5 0 0 0 0 1 0
[11] 3 3 3 0 0 0 0 1.5 0
[12] 2 2 2 0 0 0 0 1.5 0
[13] 0 0 0 2 0 0 1 0 0
[17] 0 0 0 1 2 2 0 0 1.5
[18] 0 0 0 1 2 2 0 0 1.5
[19] 0 0 0 1 0 0 2 0 0
[20] 1 1.5 1.5 0 0 0 0 2 0
[21] 0 0 0 0 1.5 1.5 0 0 2
Table 4
s2 (a ¼ 0) derived from N 1 of the citation example
s2 [3] [11] [12] [13] [17] [18] [19] [20] [21]
[3] 1 0.67 1 0 0.67 0.33 0.33 1 0.5
[11] · 1 0.67 0 0.25 0.25 0.33 0.67 0.25
[12] · · 1 0 0.33 0.33 0.33 1 0.33
[13] · · · 1 0.33 0.33 0.33 0 0.33
[17] · · · · 1 1 0.33 0.33 1
[18] · · · · · 1 0.33 0.33 1
[19] · · · · · · 1 0.33 0.33
[20] · · · · · · · 1 0.33
[21] · · · · · · · · 1
Lower parts are replaced by ·, as the matrix is symmetric.
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the same level whose meaning is stated above. When N2 is used, the inﬂuence of
noise clusters is not remarkable.
Remark 17. To avoid self-reference, the citation data have been taken from a
preliminary version of the present paper, the original data are seen at URL
http://odin.esys.tsukuba.ac.jp/~miyamoto.
6. Conclusion
Proximity measures between terms based on fuzzy neighborhood in a set of
documents have been considered. Propositions showing properties of neigh-
borhood and proximity measures have been studied. The neighborhood in-
cludes the traditional term cooccurrence in documents as a special case, that is,
NI ½X  2NBR½X , whereby it has been proved that s1 is a generalization of the
cosine correlation. On the other hand, s2 does not correspond to a well-known
measure. This means that we should investigate the use of s2 in various
methods of clustering even when the term-document cooccurrence matrix is
used.
Although some propositions like Propositions 5 and 10 have no direct ap-
plication in this paper, they are necessary in showing fundamental structures of
the collection of the neighborhoods and associated proximity measures and
will be used for further investigations of the theory and applications of the
neighborhood.
The method herein has a close relationship with multisets (bags) [3,9,12] and
its fuzzy version [11,14,20]. Indeed, the term-document matrix has been han-
dled using the multisets. It is possible to consider fuzzy version of multisets in
term-document matrix, which we discussed elsewhere [16]. Whether or not
multisets are useful in considering neighborhoods is a subject of future study.
It should be noted that neighborhoods include partitions, and both parti-
tions and neighborhoods have been discussed in rough sets [17,18,21]. The
Table 7
Clusters based on s2 derived from N 2 using the single link
Link level Clusters
1.0 {17,18}, {1,6}, {8,14}, {2}, {3}, {4}, {5}, {7}, {9}, {10}, {11}, {12}, {13}, {15},
{16}, {19}, {20}, {21}
0.6 {17,18,21}, {1,6}, {3,12,20}, {8,14}, {2}, {4}, {5}, {7}, {9}, {10}, {11}, {13},
{15}, {16}, {19}
0.5 {5,17,18,21}, {1,6}, {3,8,9,10,12,14,20}, {2}, {4}, {7}, {11}, {13}, {15}, {16}, {19}
0.43 {5,17,18,21}, {1,6}, {3,8,9,10,11,12,14,20}, {2}, {4}, {7}, {13}, {15}, {16}, {19}
0.33 {5,17,18,21}, {1,2,3,6.7,8,9,10,11,12,14,20}, {13,19}, {4}, {15}, {16}
0.2 {5,15,17,18,21}, {1,2,3,6.7,8,9,10,11,12,14,16,20}, {4,13,19}
0 {1,2,3,4,5,6,7,8,9,10,11,12,13,14,15,16,17,18,19,20,21}
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present study has thus been motivated by rough sets, although we have not
directly applied them to information retrieval (cf. [15,22]). Future studies in-
clude investigation of theoretical or methodological relations between rough
sets and the present method of neighborhoods.
We have not considered real examples and clustering of many documents;
various clustering techniques have not been discussed. Directly applicable
techniques to the proximity measures are agglomerative clustering [1,6].
Methods of fuzzy clustering including fuzzy c-means [2,7,11] are another
promising class of algorithms, but standard methods of fuzzy c-means cannot
be applied to the present measures. Variations of fuzzy clustering algorithms
suited to the measures herein should be discussed as a future study.
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