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We show that memory, feedback, and activity are all describable by the same unifying concept,
that is non-reciprocal (NR) coupling. We demonstrate that characteristic thermodynamic features of
these intrinsically nonequilibrium systems are reproduced by low-dimensional Markovian networks
with NR coupling, which we establish as minimal models for such complex systems. NR coupling
alone implies a violation of the fluctuation-dissipation relation, which is inevitably connected to
entropy production, i.e., irreversibility. Hiding the NR coupled degrees of freedom renders non-
Markovian, one-variable Langevin descriptions with complex types of memory, for which we find a
generalized second law involving information flow. We demonstrate that non-monotonic memory
is inextricably linked to NR coupling. Furthermore, we discuss discrete time delay as the infinite-
dimensional limit, and find a divergent entropy production, corresponding to unbounded cost for
precisely storing a Brownian trajectory.
I. INTRODUCTION
Most classical systems consisting of mutually coupled
elements, such as atoms in a polymer, colloids in a dense
suspension, or billiard balls, involve reciprocal interaction
forces which are derivable from a Hamiltonian (i.e., con-
servative) and thus fulfill, automatically, Newton’s third
law, actio equal reactio. In the absence of driving forces
or temperature gradients, such systems can equilibrate
and are well described by traditional thermodynamics.
This holds even on the mesoscale, that is, when instead
of the full “network” of reciprocally coupled elements,
only one representative (stochastic) variable, say X0, is
considered by integrating out the other degrees of free-
dom (d.o.f.), Xj>0. This is the key idea of the cele-
brated Mori-Zwanzig approach [1] yielding a generalized
Langevin equation, which involves a memory kernel sat-
isfying a fluctuation-dissipation relation (FDR) (e.g., for
viscoelastic fluids).
However, the idea of reciprocal couplings and its ther-
modynamic implications breaks down in many living and
artificial “active” systems where due to high complex-
ity more general interactions, in particular, symmetry-
broken NR couplings between subsystems, or mesoscopic
degrees of freedom (d.o.f.), can emerge [2, 3]. The main
goal of this paper is to identify the thermodynamic impli-
cations of NR interactions. Sensing is a typical example
for such a NR non-conservative type of interaction: The
state of one component (the “sensor”), say X1, depends
on the state of the other component (“the measured sys-
tem”), say X0, but not vice versa. Another prominent
example is active self-propelled motion due to an (in-
dependent) energy input [4–7]. A well-know realization
are Janus particles with unihemispherical coating [8]. In
terms of equations of motion, the temporal evolution of
the particle’s position is assumed to be affected by the
noisy orientation, but there is no backcoupling. Yet an-
other example is feedback where the elements’ response
to each other is intrinsically asymmetric, associated with
a nonzero information flow [9]. Feedback is an important
control mechanism in artificial systems, implemented for
example in robots [10], autonomously driving cars [11],
or quantum devices [12, 13]. A paradigmatic example
that can be realized experimentally is delayed feedback
control on colloids via optical tweezers setups (see [14, 15]
for experiments and [16–23] for theoretical descriptions).
Feedback loops are also of crucial importance in many
biological contexts [24, 25], e.g., in the metabolism of
cells [26, 27], neural networks [28], the chemotaxis of bac-
teria [24, 29], and in gene regulatory networks [30–33].
A common feature of active and feedback systems is
that they are intrinsically out of equilibrium already
on the level of individual constituents. Therefore, both
types of systems have been a prime focus of research in
nonequilibrium statistical physics. Current attention is
particularly concerned with a description via stochastic
thermodynamics [34, 35] owing to the noisy character
of the individual trajectories. Here, key quantities are
the entropy production (EP) and fluctuation theorems,
i.e., generalizations of the second law. In fact, there is
another –less obvious– shared feature of active and feed-
back systems, that is, the presence of memory. While
the discussion of memory, or delay, in feedback loops has
a long tradition [16–23] (where it stems e.g. from finite
signal processing speed), this viewpoint is less common
in the context of active motion. However, the presence
of history-dependence becomes apparent in the form of
persistence of active swimmers [36–38], the viscoelastic
properties of active gels [7], or the giant Kovacs-like mem-
ory effect in the Vicsek model [39]. Despite these similar-
ities, the thermodynamics of active [40–43] and feedback
systems [17, 19–21, 23] has essentially been worked out
separately. Only recently researchers have started to re-
alize the delicate connections between both [10, 14, 25].
We believe that a further cross-fertilization between the
fields would be very important not only for the thermo-
dynamic understanding of individual elements, but also
for the collective behavior on larger scales; a topic that
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2is already of major interest for active systems [10, 37].
In this spirit, we here propose a consistent, unifying
thermodynamic description of systems with feedback, ac-
tivity and memory by modeling them as Markovian net-
works of elements X0, Xj>0 (j = 1, . . . , n) with NR cou-
pling and (white) noise. Equivalently, by projecting out
Xj>0, the dynamics can be formulated as a one-variable
system for X0 with a memory kernel and colored noise.
The main purpose of this paper is to investigate the con-
nection between the topology of the coupling matrix and
the thermodynamic properties of the model. To this
end, we calculate analytically important thermodynamic
quantities such as the energy input into the system, en-
tropy production (EP) and information flows. We find
that, “activity” and “feedback” can be related to certain
properties of the topology matrix, which are apparent on
both levels of description. Conventionally, active systems
are mostly associated with “energy consumption” of in-
dividual constituents [4, 5, 44], while feedback-controlled
systems are considered to be “information fueled” [45].
However, also active systems involve nontrivial informa-
tion flows [29, 46], and a feedback controller clearly “con-
sumes energy” in order to operate. Our approach natu-
rally unifies both perspectives. A key ingredient is the
NR coupling yielding nonequilibrium, as expressed by a
broken FDR.
For the sake of generality, we deliberately do not focus
on a specific model, and rather offer different interpreta-
tions for the involved d.o.f. However, in general, a natu-
ral interpretation is that X0 represents the actual d.o.f.
of interest, such as the position of a colloidal particle,
whereas the other variables Xj>0 represent those parts
of the complex environment which generate the feedback
loop or active motion. For a bacterium or active mi-
croswimmer with position X0, the other d.o.f. might
represent the flagella or asymmetric flow fields [8, 47].
For a feedback controlled colloid, the Xj>0 may repre-
sent the memory cells of its memory device. In our ap-
proach, we purposefully include these subsystems. This
conforms with the idea that in real world systems, non-
Markovianity in the vast majority of cases stems from
coarse-graining real physical subsystems. Motivated by
their physical nature, we also assume that all subsystems
are subject to fluctuations (i.e., coupled to a heat bath),
and are governed by the first law of thermodynamics: en-
ergy is a conserved quantity, thus, all energy flows associ-
ated with each subsystem Xj>0 must balance out. In the
case of a feedback controller, this viewpoint contrasts ear-
lier studies, where the memory of a feedback-controller
is realized with a tape [48–54]. In the interpretation pre-
sented here, the heat baths of Xj>0 account for mea-
surement errors and limited accuracy of the controller’s
memory device. We stress, however, that even in cases
where the interpretation of the Xj>0 may be difficult,
various (thermodynamic) properties of X0 are actually
independent of whether one chooses the non-Markovian
description, or the full networks. An example is the heat
flow.
From the viewpoint of X0 being the only observable
d.o.f., the very idea of representing a time-nonlocal equa-
tion by a set of Markovian equations for auxiliary vari-
ables Xj>0 is, of course, not new, and is typically referred
to as Markovian embedding [55–58]. In this regard, the
contribution of this paper is to discuss the role of the
“auxiliary” variables in the thermodynamic description.
An obvious advantage is methodological, it allows us to
derive a large amount of thermodynamic quantities which
are notoriously difficult to access when considering a non-
Markovian representation alone such as the total EP, the
key measure of irreversibility, and fluctuation theorems.
For example, to calculate the total EP one needs the
path probability of the time-reversed process, which is
acausal for the (non-Markovian) process of interest X0
[19–21]. This is because, due to the memory, the re-
versed process depends on its own –unforseeable– future.
Recent studies (for systems with exponential, or delta-
correlated memory), explore strategies to nevertheless
define reasonable irreversibility measures based on the
trajectories of X0 only [19–21, 40, 46, 59]. While these
approaches are promising, a generalization to other types
of memory is not straightforward. In contrast, our net-
work representation with NR couplings allows for a large
number of complex memory kernels. In all cases, the
Markovianity of the full network implies the existence of
a closed Fokker-Planck equation, and standard expres-
sions for path probabilities, allowing to access the total
EP via well-understood formalisms [34, 35]. This new
perspective on Markovian embeddings, and, in particu-
lar, on the connection between topology matrix and the
memory, is a further important contribution of this pa-
per.
Since control has been a central topic in thermody-
namics for many years [48], we add some remarks dif-
ferentiating our approach from earlier studies. First, we
stress that we treat continuous, stochastic systems, as
opposed to earlier bipartite-models basing on Master-
equations like [50, 60, 61]. We further consider au-
tonomous systems [50], described by time-continuous de-
layed equations. This contrasts “Maxwell-demon” proto-
cols as in [9, 45, 62, 63], where the controller only inter-
acts with the system X0 at discrete instances in time,
such that in between, the dynamics of X0 is Markovian
and has a causal time-reversed process. To emphasize
this difference, the type of control considered here is also
denoted non-Markovian feedback control [15]. Important
theoretical contributions to this field were done by Ros-
inberg and Munakata [19–21], who lately introduced a
framework to define irreversibility measures (based on
X0 alone), for the case of underdamped motion with dis-
crete delay. This is indeed a particularly difficult case,
due to the infinite-dimensional nature of the memory ker-
nel (a delta-distribution). Our approach includes, in fact,
discrete delay as a limiting case, putting it in a different
perspective. Further, the case of delayed feedback control
with measurement errors was rather rarely considered so
far [49, 64, 65].
3We close the introduction with a brief outline of the
remainder of the paper which, at the same time, gives
an overview of the main results. After introducing the
minimal models in Sec. II, we show in Sec. III that NR
coupling alone yields non-equilibrium. To this end, we
discuss the (broken) FDR, and show that the system
displays a positive EP. By considering the energy flows
through the system in Sec. IV, we then establish a con-
nection between NR coupling and activity. In Sec. V,
we analyze the system from an information-theoretical
perspective. We identify information flows accompany-
ing the energy flows, which allow for a clear definition
of sensing, active propulsion and feedback. We further
derive a generalized second law for active and feedback-
controlled systems. In Sec. VI. we discuss the thermo-
dynamics in the presence of non-monotonic memory, in
particular, the heat flow and total EP as functions of
the network size. We also consider the EP fluctuations
which fulfill an integral fluctuation theorem, and discuss
discrete delay as a limiting case.
II. MINIMAL MODELS
We consider Markovian Langevin networks of the type
γ0X˙0 = a00X0 + a0nXn + f0 + ξ0, (1a)
γjX˙j = ajjXj + aj−1jXj−1 + ξj , (1b)
with j ∈ {1, ..., n}, Gaussian white noises 〈ξi(t)ξj(t′)〉 =
2kBTjγj δijδ(t − t′) at temperatures Tj , and kB, γj be-
ing the Boltzman and friction constants. f0 is an, in
general, nonlinear force. The topology matrix a defines
the strength of the couplings aij , and gives the timescale
γj/ajj of the exponential relaxation dynamics of each
d.o.f., due to the restoring forces ajjXj . (We will in
Sec. VI, in fact, also briefly discuss more general coupling
schemes, where Xj is additionally coupled to Xj+1.)
Hiding the Xj>0, i.e., projecting them onto X0 as de-
scribed in [1, 18], yields the overdamped non-Markovian
Langevin equation (LE)
γ0X˙0(t) =a00X0(t) + a0n
∫ t
0
K(t− t′)X0(t′)dt′
+ f0 + ν(t) + ξ0(t), (2)
where the second term involves a time-nonlocal force de-
pending on the past trajectory, weighted with a memory
kernel K, and scaled with the strength a0n. We aim to
emphasize that the dynamics of X0 is identical to (1).
Using (2) as opposed to (1) can be regarded as a coarse-
graining, because the dynamics of Xj is not explicitly
considered. However, it does not imply loss of infor-
mation about (or approximation of) X0. Since we are
interested in analytical solutions, we will focus in this
paper on the linear case, i.e., f0 = 0, but the framework
is readily adaptable to nonlinear cases.
The details of the memory kernel and the correlations
of the zero-mean, Gaussian colored noise ν depend on
the topology of the coupling matrix (as discussed be-
low). For Tj>0 ≡ 0, there is no colored noise in (2). In
the following, we show that a non-reciprocal (NR) cou-
pling aij 6= aji, in (1), and, in particular unidirectional
coupling aij 6= 0, aji = 0, has important implications for
the thermodynamical and dynamical properties of X0,
including the possibility to describe more complex types
of memory and model feedback control, as well as active
systems.
Concerning the meaning of the NR interactions, we
aim to emphasize the following. Fundamentally, phys-
ical interactions are typically reciprocal and symmet-
ric, including mechanical coupling, as states Newton’s
third law. But, in complex systems, involving chemi-
cal reactions, multiscale processes, or coupling between
a chemical component and a mechanical d.o.f., much
more complicated relationships between subsystems can
emerge [2, 3, 66, 67] (which might be representable as
coupling between few mesoscopic, stochastic d.o.f.). This
is the situation considered here.
We deliberately do not specify the physical nature of
the individual components, but keep them abstract. The
reason for that is twofold. First, we aim at understanding
the implications of NR coupling for the thermodynamic
and dynamic properties on a general level. Further-
more, we aim to unify different perspectives and point
out a deep connections between activity, feedback, mem-
ory and control; rather than analyze a specific system.
However, to support our arguments and illustrate the
idea, we give some examples for possible interpretations
of the Xj .
A. Examples
We begin by considering the impact of a single NR
interaction. In particular, we study
(I) the smallest version of (1) with n = 1, where the
memory kernel and the noise correlations Cν(T ) :=
〈ν(t)ν(t+ T )〉 decay exponentially,
Cν(T ) = kBT1(a201/a11)ea11T/γ1 ,
K(T ) = (a10/γ1)e
a11T/γ1 . (I)
For unidirectional coupling (a10 = 0, a01 > 0), (I) de-
scribes the dynamics of a microswimmer at position X0
within the active Ornstein-Uhlenbeck particle (AOUP)-
model [40, 46, 59, 68, 69]. X1 models the effect of the flag-
ella of a bacterium, or the asymmetric flow field around
a Janus colloid, responsible for the propulsion force on
the swimmer, while the memory models the persistence
of the motion. Remarkably, the very same network with
reversed unidirectional coupling (i.e., a01  a10), was re-
cently suggested as a model for a cellular sensor [70, 71].
Thermodynamic properties of a two d.o.f. network
with exponential memory were investigated in [72, 73].
4We here generalize to arbitrary systems sizes (n) and
coupling topologies, and change the focus onto NR inter-
actions. Still, we use (I) as an illustrative example, as it
is the most simple one.
Further, we discuss networks with multiple NR inter-
actions. In particular, we consider
(II) a unidirectionally coupled ring of length n, cou-
pled to X0 with a0n = k, aii−1 = −aii = γ′n/τ ,
Tj>0 = T ′, γj>0 = γ′ yielding colored noise and
Gamma-distributed memory (see the Appendix A
for a derivation),
Cν(T ) = k
2 kBT ′
γ′
n−1∑
p=0
p∑
l=0
2l−2p(2p− l)!
p!(p− l)!l!
e−nT/τT l
(τ/n)l−1
,
K(T ) =
nn Tn−1
τn(n− 1)!e
−nTτ . (II)
An important application of (II) is a colloidal parti-
cle X0 under “optical tweezers”-feedback control with
strength k, where Xj>0 model the memory cells of the
controller, see Sec. VI. The case n = 1 is included in ex-
ample (I). For n > 1, the memory kernel has a unique
maximum around its mean at τ , and a variance τ2/n
which decreases with n, as plotted in Fig. 1 for n = 1, 2, 3.
Discrete delay, i.e., K(T ) → δ(T − τ), is approached in
the limit n→∞ [18].
Furthermore, also memory kernels with multiple ex-
trema can be modeled by linear networks, for example
by coupling two rings of type (II) to X0, see Fig. 1 (d)
for an example. We observe that a kernel with N extrema
can be represented via (at least) N d.o.f., which is be-
cause each d.o.f. possibly introduces one new timescale.
On the other hand, we observe that the colored noise pro-
duced by linearly coupled d.o.f. is always monotonically
decreasing (see Fig. 1).
In Sec. VI, we will discuss the importance of NR inter-
actions for the generated memory in more detail. In the
following Sec. III, we will first explore the consequences
of NR coupling for the thermodynamic properties of the
model, focusing on the asymptotic behavior (t → ∞),
when the system approaches a steady state.
III. NR COUPLING & NON-EQUILIBRIUM
Here, we demonstrate that NR coupling alone “drives”
the system out of equilibrium. To this end, we consider
two typical measures, first, the fluctuation-dissipation re-
lation (FDR) for non-Markovian systems, and the total
entropy production (EP).
A. Fluctuation-Dissipation relation
The FDR (or Kubo relation of second kind) [74]
〈µ(t)µ(s)〉=kBT0 γ(|t− s|), (3)
describes a balance between friction kernel γ and thermal
noise µ. As well known for e.g., viscoelastic-fluids, the
validity of a FDR implies that the system equilibrates
in the absence of external driving [74, 75]. To check (3)
for the present model, we rewrite (2) in the form of a
generalized LE by converting K via partial integration
into a friction kernel, obtaining
t∫
0
γ(|t− s|)X˙0(s) ds =a00X0 + K˜(0)X0(t) + µ(t), (4)
involving µ(t) = ξ0(t) + ν(t) and
γ(t− s) =2γ0 δ(t− s) + K˜(t− s), (5)
where K˜(T ) = (a01a10/a11)e
a11T/γ1 for case (I), and
K˜(T ) = k Γ (n, nT/τ) /(n − 1)! for case (II), with the
upper incomplete gamma function. For n = 1, it can
easily be verified that the FDR holds if
a01T1 = a10T0. (6)
Moreover, it is violated for all cases (II) with n > 1 (see
the Appendix B for a proof). Remarkably, (6) suggests
that the system with NR coupling and n = 1 can reach
equilibrium despite T0 6= T1. This is in sharp contrast to
reciprocally coupled (“passive”) systems, which generally
never equilibrate in the presence of temperature gradi-
ents. However, this is only true for NR coupling where
both couplings are nonzero and have the same sign, i.e.,
a01a10 > 0. We will later in Sec. IV show that this case
corresponds to a “mild” form of symmetry-breaking.
B. Total entropy production
We now consider the total entropy production
(EP), which gives a more fundamental notion of non-
equilibrium. While FDR indicates non-equilibrium, it
does not yield a reason why the system is out of equilib-
rium, nor does it quantify the distance from equilibrium.
However, calculating the EP for a non-Markovian pro-
cess (2) is not straightforward [19–21, 72]. In particu-
lar, as there is no closed Fokker-Planck equation (FPE)
to (2), and no standard path integral formalism (the Ja-
cobian of the transformation ξ → X is in general a highly
nontrivial path-dependent functional, see [19–21]), both
standard routes [34] are not readily applicable. There
are different approaches to the problem, but not all yield
consistent results, see [72] for an example. We will, thus,
instead exploit from now on the Markovian version of our
model (1), which allows application of standard frame-
work. As well-known, the total EP along a fluctuating
trajectory X = {X0(t′), .., Xn(t′)}, t′ ∈ [ts, tf ] is given
by [34, 76]
∆stot[X]
kB
= ln
P[X]
Pˆ[Xˆ] =
∆ssh
kB
+ ln
P[X|xs]
Pˆ[Xˆ|xf ]
, (7)
5(b)
(d)(c)
(a)
FIG. 1. Memory kernels K(T ) (black, solid lines) and noise
correlations νn (dashed, gray lines) generated by Markovian
networks with different topology and size (insets). (a, b, c):
networks of type (II) with n = 1, 2, 3, respectively. Other
parameters: k = −1, γ = γ′ = 1. (d): in addition to a linear
ring with n = 3, k = −4, a second ring of type (II) is NR
coupled to X0 with n = 1, k = −1/2, 1/10τ .
involving the multivariate (joint) Shannon entropy ssh =
−kB ln[ρn+1(x)] of the (n + 1)-point joint probability
density function (pdf) ρn+1, and the path probabilities
P and Pˆ for forward and backward process. The to-
tal entropy production (7) directly quantifies the irre-
versibility, i.e., time-reversal symmetry breaking. By
construction, ∆stot fulfills an integral fluctuation the-
orem, 〈e−∆stot/kB〉 = 1, as demonstrated in the Ap-
pendix C, and confirmed by numerical simulations in
Fig. 9. This implies that the second law of thermody-
namics ∆Stot ≥ 0, where the capital letter denotes the
ensemble average (as in the following). P conditioned on
the starting point X(ts) = xs, is given by the exponen-
tial of the Onsager-Machlup action [34, 73]. The later
readily follow from the Langevin Eqs. (1), and read
P[X|xs] ∝ e−
∑n
j=0
∫ tf
ts
(
γjX˙j(t
′)−Fj [X(t′)]
)2
4kBTjγj dt
′
,
Pˆ[Xˆ|xf ] ∝ e−
∑n
j=0
∫ tf
ts
(
−γjX˙j(t′)−Fj [X(t′)]
)2
4kBTjγj dt
′
. (8)
with Fj>0 = ajjXj + aj−1jXj−1, and F0 = a00X0 +
a0nXn. We assume that Xj>0 are even under time-
reversal, like positions, angles, or orientations, which is
more suitable for the examples considered in this pa-
per (e.g., when Xj>0 model memory cells of a feedback-
controller as we will argue below, odd parity would imply
information storage in particle velocities, which seems
less appropriate.) For active swimmers, the parity of
Xj>0 is indeed a nontrivial aspect, and subject of ongo-
0
0
0
+.2
−.2
FIG. 2. Steady-state mean heat flow Q˙0 (13) in the mini-
mal model (I) with a11 = a00 = −1, at isothermal conditions
T0 = T1 = 1, and γ0 = γ1. Q˙0 vanishes along the diagonal
a01=a10, where the system is reciprocally coupled and, thus,
“passive” (in this case, X0,1 could, e.g., model the angles of
vanes coupled by a torsion spring [35]). Q˙0 further vanishes on
the unidirectional coupling line a01 = 0, where X0 is “sensed”
by X1 (corresponding to a cellular sensor [71]). Q˙0 > 0 along
the other unidirectional coupling line a10 = 0 (where X0 cor-
responds to the position of an active swimmer in the AOUP
model [40, 46, 59, 68, 69], X1 modeling the effect of a flag-
ellum of a bacterium, or the asymmetric flow field around a
Janus particle). All other parameters are set to unity.
ing debate, see e. g., [40]. This assumption implies
ln
P[X|xs]
Pˆ[Xˆ|xf ]
=
∫ tf
ts
δq0
T0 +
n∑
j=1
∫ tf
ts
Fj ◦ dXj
Tj , (9)
where δq0 can be identified as the heat flow from X0 to its
bath [35], i.e., the dissipation of X0, which reads δq0 =
[a00X0 + a0nXn] ◦ dX0. In the steady state, ∆Ssh = 0,
and the ensemble average of the EP (7) is thus
S˙tot =
a20n〈X2n〉+ a0n a00〈X0Xn〉
T0
+
n∑
j=1
a2jj−1〈X2j−1〉+ ajjajj−1〈Xj−1Xj〉
Tj , (10)
where we have used that XjX˙j-correlations vanish in the
steady state, since 2〈XiX˙i〉 = d〈X2i 〉/dt = 0. The mean
EP (10) has two contributions, that is, the dissipation of
X0
Q˙0 = a
2
0n〈X2n〉+ a0n a00〈X0Xn〉, (11)
6and a contribution from the additional d.o.f. Xj>0.
From the perspective of a non-Markovian process (2),
the second contribution can be considered as the “en-
tropic cost” of the memory [19–21]. At this point it
should be emphasized, however, that memory is not un-
equivocally connected to EP. For example, the symmetric
case (a01 = a10) of our network (I) also generates mem-
ory in X0, but no net dissipation, thus no EP (see below).
We recall that there are, of course, real-world examples
of physical system which involve complex memory but
nevertheless reach thermal equilibrium (where the mean
EP naturally vanishes), e.g., viscoelastic fluids. As we
will later see, such “entropic cost”-free memory is, how-
ever, not useful in terms of extracting net information or
for achieving goals of feedback control.
From (10, 11), closed expressions for Q˙0 and the total
EP can be derived for any n, as explained in Sec. III C.
Later, we will discuss the EP and the heat flow for cases
n ≥ 1. Since the resulting expressions are very cumber-
some, we report at this point only the results for the case
n = 1 (which was also discussed in [72]), which read
S˙tot = kB
(a10T0 − a01T ′)2
T0T1(−a00/γ0 − a11/γ1) , (12)
Q˙0 =
a01(a10T0 − a10T1)
(a00 + a11γ0/γ1)
. (13)
From (12) one immediately sees that the EP vanishes if,
and only if, the FDR (6) is fulfilled. In this case, also the
heat flow (13) and, in fact, the total energy input (20)
which we discuss below, vanish. Results for Q˙0 are il-
lustrated in Fig. 2, which highlights the role of NR cou-
pling. We conclude that the notion of equilibrium based
on the non-Markovian description (from FDR) and the
network representation with additional d.o.f. are consis-
tent. This finding is in accordance with [44], but con-
trasts the viewpoint in [72], where a different definition
of the total EP was used. We further note an interest-
ing observation concerning the so called “non-Markovian
FDR” from [1], ν(T ) = 〈X20 〉K(T ). This relation is not
suitable to correctly describe the equilibrium here, as it
is broken despite zero EP. We suspect that this is due to
the overdamped limit, which requires velocity relaxation
as an additional assumption.
While the non-equilibrium nature of the non-
Markovian Eq. (2) is indicated by the violation of
FDR (6), the mechanism that prevents the system from
equilibration, i.e., the driving, is not obvious. As we will
show in Sec. IV, this point is clarified by studying the
connection between network topology and energy flows
in the corresponding Markovian description.
Since we are primarily interested in the role of NR
coupling, we will focus in the remainder of this paper on
isothermal conditions, i.e., Tj = T for all j > 0.
C. Analytical solutions
As already indicated by (10, 11) for the total EP and
the heat flow, various (thermo-)dynamic quantities can
be calculated on the basis of (cross-)correlations 〈XiXj〉,
including the pdfs, and information flows [see (32)]. For
example, the steady-state pdf ρn+1 is, due to the linearity
of the model, a Gaussian-distribution with zero mean and
the covariance matrix (Σ)ij = 〈XiXj〉. Thus, it is fully
determined by all the (cross-)correlations.
Here we thus sketch how closed expressions for the
correlations can be obtained for arbitrary network sizes
n. To this end, we transform Eqs. (1b) via the Fourier-
transformation X˜j(s) =
∫∞
−∞Xj(t)e
−iωtdt, which readily
yields
iωγX˜(ω) =aX˜(ω) + ξ˜(ω) (14)
⇒ X˜(ω) =
(
iωγ − a
)−1
︸ ︷︷ ︸
=λ˜(ω)
ξ˜(ω). (15)
with the Green’s function in Fourier-space λ˜(ω), deter-
mined by the inverse of the topology matrix and the di-
agonal friction matrix γ with elements γj . Using a well-
known relationship between spatial correlations and the
Green’s function from linear response theory [77], one
readily finds
〈X2j 〉 =
kB
pi
n∑
p=0
Tpγp
∫ ∞
−∞
λ˜jp(ω)λ˜jp(−ω) dω, (16)
〈XjXl〉 = kB
pi
n∑
p=0
Tpγp
∫ ∞
−∞
λ˜jp(ω)λ˜lp(−ω) dω. (17)
These are closed expressions for all correlations for ar-
bitrary network sizes. The matrix inversion is indeed
possible up to very large network sizes due to the sparse
coupling. To evaluate the integrals, the residue theorem
can be used. However, this requires finding the roots of
a polynomial of order n + 1. Using computer algebra
systems, this can be done reasonably fast up to about
n = 10. We also note, for the case Tj>0 = 0, solutions
up to n ∼ 104 can be found in this way.
IV. NR COUPLING & ACTIVITY
To further unravel the non-equilibrium nature of the
systems with NR coupling, we consider the system from
an energetic perspective. Since all d.o.f. are of physical
nature, each force applied by, or to, a subsystem j is in-
evitably connected to an energy exchange. Considering
the energy associated with a coupling from a mechani-
cal point of view, one finds that there is the fluctuating
work [35]
δwj := aijXj−1 ◦ dXj , (18)
7(“coupling force times displacement”) applied to the sub-
system Xj via a single interaction between Xj and Xi.
(Note the usage of Stratonovich calculus throughout the
paper.) If the coupling is reciprocal, i.e., stems from an
interaction Hamiltonian Hint, then the sum of work ap-
plied to Xi and Xj corresponds to its total differentiable
δwi + δwj = −∂Hint
∂Xi
◦ dXi − ∂Hint
∂Xj
◦ dXj = −dHint.
(19)
For stability reasons, the latter must on average be con-
served in steady states, hence,
∑n
j=0 W˙j ≡ 0. (In this
case, (19) is actually part of the internal energy of the
system.) On the contrary, a NR coupling is associated
with a steady energy input into the system at rate
E˙input := W˙0 +
n∑
j=1
W˙j ≥ 0, (20)
where equality is reached for symmetric coupling, and
the positivity holds for isothermal conditions. (We recall
that capital letters denote ensemble averages).
To prove the non-negativity, we consider the energy
balance. One shall expect that all picked up energy must
ultimately dissipate. The validity of the first law of ther-
modynamics for each d.o.f: δqj = δwj + duj , is indeed
already implied in the model (1), as given by Sekimoto’s
well-known formalism [35]. Besides the fluctuating work
δwj defined in (18), the first law involves the heat flow
δqj = (γjX˙j − ξj) ◦ dXj = Fj ◦ dXj , (21)
and the internal energies duj = ajjXj ◦ dXj . As the av-
erage 〈duj〉 = 〈ajjXj ◦dXj〉 = ajjd〈X2j 〉 = 0 is conserved
in steady states, the first law implies Q˙j = W˙j . Thus,
the energy input E˙input, which we define in (20), is indeed
identical to the total dissipation rate
∑n
j=0 Q˙j ≥ 0. The
latter is non-negative, as directly follows from the con-
nection to the EP [see (10)]. A (positive) energy input
on the level of the individual constituents is considered a
defining property of active system [4–6, 44, 78]. Hence,
NR networks model active matter.
We note that the energy flow through the system could
be initiated by a (bio)chemical energy source, or some
sort of external gradient, or force field. In any case, the
source will be exploited, such that, looking at the entire
system plus surrounding, this steady energy flow must
result in free energy loss (or another respective thermo-
dynamic potential). This can be seen by the fact that the
energy flow is accompanied by total EP. For this reason,
the energy input E˙input (20) can be associated with “free
energy consumption”.
Further, the NR networks discussed here also include,
as a specific case, a temperature gradient as underlying
driving mechanism. In particular, if a01a01 > 0 (upper
right and lower left quadrants in Figs. 2,3), the NR cou-
pling is (potentially) ascribable to a hidden temperature
FIG. 3. Two d.o.f. X0 and X1, with NR coupling as in
Fig. 2. Left : Information flow to X0. Blue areas indicate that
X1 “knows” more about X0 than vice versa corresponding to
feedback control regimes (|a10| > |a01|). Right: Thermal fluc-
tuations of X0 measured by the second moment compared
to the uncoupled case (a01 = 0), 〈X20 〉 − 〈X20 〉a01=0. Blue
areas indicate thermal fluctuation suppression. The gray ar-
eas indicate unstable regions (where 〈X20 〉 → ∞). All other
parameters are set to unity and a11 = a00 = −1.
gradient, as can be shown by a mapping the network
onto a symmetric system (see the Appendix D for more
details). Hence, this represents a “mild” form of intrin-
sic non-equilibrium. Indeed, (hidden) temperature gra-
dients have been discussed in the literature as possible
mechanisms that fuel active motion, see, e.g., [79, 80].
However, for the general case (unidirectional coupling,
or a01a01 < 0), such a mapping cannot be found. Hence,
the NR coupling approach taking here is somewhat more
general.
V. NR COUPLING & INFORMATION
In the previous section, we have established that NR
coupling implies an energy input on the level of individ-
ual constituents, which is a defining property of active
matter. Now we change the focus onto information and
feedback.
We will address two questions. We have argued that
a unidirectional coupling to another d.o.f. can model an
active force onto Xi (of strength aij), i.e, “active propul-
sion”; or a sensing operation (of strength aji) [see ex-
ample (I)]. Do these interpretations conform with the
information-thermodynamic properties induced by the
unidirectional coupling?
Furthermore, a combination of both, i.e., sensing and
applying an (active) force according to the measurement
outcome, is in line with the intuitive notion of feedback.
But is the existence of a single NR coupling indeed suffi-
cient to model a feedback loop?
We clarify these questions by analyzing information
flows and their connection to energy flows [81] and en-
8tropy [34] in detail. To this end, we use a framework
similar to [81], where the reciprocally coupled version
case of (I) was studied in detail.
A. Reversed heat flow
First we revisit the heat flow (13). We recall that in
a passive system, e.g., X0 in the uncoupled (a0n = 0)
or the reciprocally coupled case, a non-conservative force
acting on X0 can induce a steady-state heat flow. The
latter is strictly nonnegative, as dictated by the second
law of thermodynamics Q˙0/T0 = S˙tot ≥ 0.
Thus, heat is never flowing (on average) from the
bath to the system. Remarkably, the coupled subsystem
Xn, which also applies a non-conservative force onto X0
(namely a0nXn) can induce a reversed heat flow Q˙0 < 0
(which is possible due to the usage of extracted infor-
mation, as we discuss below). This implies a steady ex-
traction of energy from the bath, which is converted into
work W˙0, i.e., a (potentially useful) form of energy. It is,
of course, well-known that such a reversed heat flow can
be induced by “Maxwell-demon” type of devices [82, 83].
The system considered here represents a minimal, time-
continuous version of such a device.
For the case n = 1, we find that reversed heat
flow regimes occur, if a01a10 > 0 (blue regions in
Fig. 2). The corresponding feedback force is a01X1 ∼
a01a10/γ1
∫
ea11(t−t
′)/γ1X0(t
′)dt′. Thus, a01a10 > 0 cor-
responds to a force directed away from the past trajec-
tory, i.e., negative feedback. For larger n, we find as
well that a reversed heat flow only occurs for negative
feedback, see Figs. 7, 10. This even includes the case of
discrete delay (which we recover for n→∞, see Sec. VI),
as we already reported in an earlier study [17].
Taking a closer look at Fig. 2 reveals that a reversed
heat current occurs, if the “sensing” is stronger than the
“active force” applied to X0, i.e., |a10| > |a01|. The rea-
son for that will become clear when we consider the in-
formation flows.
B. Information flow and generalized second law
We start by considering the total temporal derivative
of the Shannon entropy (7), i.e.,
s˙sh
kB
=
−∂tρn+1
ρn+1
+
n∑
j=0
− (∂xjρn+1) X˙j
ρn+1
. (22)
In the steady state, the first term vanishes. To cal-
culate the ensemble average of the sum, we utilize the
closed, multivariate Fokker-Planck equation (FPE) for
the (n + 1)-point probability distribution ρn+1(x, t) of
x = (x0, ..., xn)
T , whose existence is a key benefit of our
approach. [There is in general no (closed) FPE for non-
Markovian systems of type (2).] The FPE reads [18]
∂tρn+1 = −
n∑
j=0
∂xj
[
Fj
γj
− kBTj
γj
∂xj
]
ρn+1︸ ︷︷ ︸
=Jj(x,t)
, (23)
with the probability currents Jj . We consider natural
boundary conditions limx→±∞ ρ(x) = 0, and denote im-
proper integrals limr→∞
∫ r
−r simply as
∫
. Further, we
use 〈X˙jA(xj , t)〉 =
∫
JjA(xj , t)dxj [34, 84]. With these
tools, we find the ensemble average of each summand
of (22)〈
− (∂xjρn+1) X˙j
ρn+1
〉
=
∫ − (∂xjρn+1) Jj
ρn+1
dx
=−
∫
[ln(ρn+1)Jj ]
∞
−∞︸ ︷︷ ︸
→0
dxi 6=j +
∫
ln ρn+1(x)∂xjJj dx
=−
∫
ln
ρ1(xj)
ρn+1(x)
∂xjJj dx︸ ︷︷ ︸
=I˙→j
+
∫
ln ρ1(xj) ∂xjJj dx
=− I˙→j +
∫
ln ρ1(xj)
−∂tρn+1 +∑
i 6=j
∂xiJi
 dx
=− I˙→j + S˙
j
sh
kB
−
∑
i 6=j
∫
ln ρ1(xj) [Ji]
∞
−∞︸ ︷︷ ︸
→0
dxl 6=i, (24)
where we have introduced the change of the Shan-
non entropy of the marginal pdf ρ1(xj): S˙
j
sh =−kB
∫
ln ρ1(xj)∂tρ1(xj) dxj , as well as the information
flow I˙→j to Xj . We stress that the involved informa-
tion flow is from all other d.o.f. {Xl 6=j} to Xj . (Even
if not directly coupled with each other, two d.o.f. can
exchange information through a third d.o.f.) It is closely
connected to the mutual information between all d.o.f.,
I(x) =
∫
ρn+1(x) ln
ρn+1(x)
ρ1(x0)ρ1(x1)..ρ1(xn)
dx, (25)
via I˙ = ∑nj=0 I→j , see the Appendix E for details. Since
the latter itself is a conserved quantity in the steady
state, i.e., I˙ = 0, the information flows among all sub-
systems in total cancel each other out (thus, from an
information-theoretical point of view, the network as a
whole is “closed”). However, they are an important con-
tribution to the entropy balance, when an individual sub-
system is considered.
To see this, we again consider the summands of (22),
and rewrite them using the FPE (23) as
− (∂xjρn+1) X˙j
k−1B ρn+1
=
γj Jj(x, t)X˙j
Tj ρn+1︸ ︷︷ ︸
:=s˙jtot/kB
− q˙jTj . (26)
9FIG. 4. Information I˙→j (32) and heat Q˙j (13) flows for two
NR coupled d.o.f., vs. the ratio of coupling strength, a01/a10.
At a01 = a10, the system is reciprocally coupled and displays
no net heat and information flow, and has zero EP (black
line). The heat flow (solid red and gray lines) of each d.o.f. is
bounded from below by the information flow (dashed lines),
as predicted by the generalized second law (29). The total EP
is given by the sum over all other quantities. a11 = a00 = −1,
all other parameters and kB are set to unity.
Combining (22, 24, 26) shows that a definition of a fluc-
tuating “total EP per subsystem”, s˙jtot, is meaningful, as
it has the non-negative ensemble average
S˙jtot = S˙
j
sh − kBI˙→j +
Q˙j
Tj =
∫
γJj(x, t)
2
Tj ρn+1 dx ≥ 0, (27)
S˙tot =
n∑
j=0
Q˙j
Tj + S˙sh =
n∑
j=0
S˙jtot ≥ 0. (28)
With (28) we have recovered the mean total EP (7) de-
duced from the path probabilities.
Further, Eq. (27) is a generalized second law for each
d.o.f.. As for steady states S˙jsh = 0, it simplifies to
Q˙j ≥ kBTj I˙→j , (29)
in accordance with [49, 81].
Equation (29) states that a reversed steady heat flow,
Q˙0 < 0, is only possible, if I˙→0 < 0, i.e., information is
flowing from the X0 to the rest of the system. The more
information about X0 is gathered by the other Xj>0 (the
controller d.o.f., see Sec. VI), the more heat can be ex-
tracted from the bath. Figure 4 shows [for model (I)] the
information and heat flows, as well as the total EP, which
are all connected via (27, 28). It also illustrates that in
the symmetric case, the memory is free of “entropic cost”
(zero EP), but, at the same time, no net information ex-
traction is achieved, nor is a heat flow induced.
Due to the linearity of the model, the steady-state pdfs
are multivariate Gaussians with zero mean and with the
covariance matrix (Σ)ij = 〈XiXj〉, as already mentioned
in Sec. III C. To derive explicit expressions for the steady-
state averaged information flows, it turns out to be most
convenient to use from (24) [recall S˙jsh = 0]
I˙→j =
〈(
∂xjρn+1
)
X˙j
ρn+1
〉
= −
〈
(Σ−1X)jX˙j
〉
. (30)
In the last step, we have utilized a general property of
normal distributions ∂xjρn+1(x) =−(Σ−1X)jρn+1. Sub-
stituting (1), we find the general formula
I˙→j = −
∑
l 6=j
(Σ−1)lj
[
ajj
γj
〈XlXj〉+ ajj−1
γj
〈XlXj−1〉
]
.
(31)
In combination with (16), Eq. (31) represents a closed
expression for the information flow to any node in the
network of arbitrary size. The explicit expressions are,
however, quite cumbersome. As an example, the result
for n = 2 is given in the Appendix, Eq. (E3). For n = 1,
the information flow to X0 simplifies to
T0I˙→0 = −〈X1X0〉〈X1X0〉2 − 〈X21 〉〈X20 〉
Q˙0
γ0 a01
=
[a01T1 − a10T0][a00a01/T0 + a11a10γ0/(T1γ1)]
(a00γ1 + a11γ0)2 +
a201T1
T0γ0γ1 − 2a01a10 + a210 T0T1
. (32)
According to (32), the information flow trivially van-
ishes if X0 and X1 are uncorrelated as one would expect.
It also vanishes for reciprocally coupled systems (or, if
T0a01 = T1a10 at non-isothermal conditions), i.e.., when
the subsystems reach thermal equilibrium. Furthermore,
I˙0→ = 0 if Q˙0 = 0, in accordance with [81] (but only if
a01 6= 0).
We are now in the position to clarify the mean-
ing of unidirectional coupling from an information-
thermodynamic perspective. Inspecting Figs. 2 and 3 we
see that along the unidirectional coupling axis a01 = 0,
there is net information flow from X0 to X1, but no net
work applied onto X0 (Q˙0 = W˙0 = 0). Thus, it is indeed
very reasonable to consider X1 a “sensor” and the uni-
directional coupling a sensing interaction. On the other
hand, if the unidirectional coupling is reversed (a10 = 0),
the heat flow is always positive, Q˙0 > 0. This suits
the idea that X0 models an active swimmer within the
AOUP model. In particular, the swimmer heats up the
surrounding fluid but never has a net cooling effect, as
shall be expected. In this case, there is as well a nonzero
information flow, which is directed from the source of
propulsion (i.e., the flagella or flow field) to the particle.
This is indeed reasonable as the propulsion force “car-
ries” information (one could, on average, reconstruct the
position of the flagella by only monitoring X0).
C. Feedback
According to the results from the last section, a (unidi-
rectional) interaction from one d.o.f., say X0, to another,
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X1, can model a measurement operation, while the back-
wards coupling can model an active (propulsion) force.
Thus, a NR interaction can be considered as a combi-
nation of a measurement and a force depending on the
measurement outcome, or, in other words, feedback. In
this sense, we can state that our networks with NR non-
unidirectional coupling model feedback loops.
However, it seems intuitive to consider X0 a feedback-
controlled system, if and only if the net information flow
out of X0 is positive, i.e., the controller “knows” more
about X0 then vice versa.
According to this definition, the control regime for the
model (I), is given if |a10| > |a01|, see the blue regions
in Fig. 3. The generalized second law (29) states that
only in this regime, a reversed heat flow is possible, as
indeed confirmed by Fig. 2. Interestingly, we find that
another intricate phenomenon is limited to the control
regime, namely, the suppression of thermal fluctuations
of X0, measured by a reduced second moment 〈X20 〉 <
〈X20 〉a01=0 (see Fig. 3). Such a suppression, i.e., noise-
reduction (which can be interpreted as feedback cooling)
is desired in various experimental setups, and indeed one
of the main applications of feedback control [85–87].
We thus conclude that characteristic features of a feed-
back controlled systems are described by a single NR
coupling, e.g., by (1) with n = 1 and |a10| > |a01|. X1
represents a controller that utilizes information about X0
extracted via a sensing operation. The resulting system
is characterized by positive information flow from X0 to
X1, reversed heat flow, and suppression of thermal fluctu-
ations (depending on the strength of the “feedback force”
a01X1).
For further discussions about information flow, ener-
getics and control, we refer the interested reader to [81].
VI. NR COUPLING & NON-MONOTONIC
MEMORY
So far, we have established that NR coupling alone is
sufficient to model active, feedback-controlled systems.
While the presented formulae are more general, we have,
so far, mainly focused on n = 1, i.e., an exponentially
decaying memory kernel [model (I) and model (II) with
n = 1]. However, many real-world systems involve non-
monotonic memory. Here we discuss memory kernels
with a peak around a non-zero delay time τ , which are a
characteristic of delayed feedback control.
A. Emergence of non-monotonic memory
As a first step, we show that already very small net-
works with NR coupling can model non-monotonic mem-
ory. Let us consider as an illustrative example a ring net-
work (1) of three nodes (i.e., n = 2, ajj−1 = κ, ajj+1 = p,
ajj = −(p + κ)), as schematically shown in Fig 5. This
X0
X1X2
κp
κ
p
κ p
FIG. 5. Ring network of three nodes. For symmetric coupling
κ = p, the network corresponds to a model for three colloids
reciprocally coupled by springs of stiffness κ. In this case, the
memory kernel is exponentially decaying, while NR coupling
yields non-monotonic memory, see Eq. (33).
ring network generates the memory kernel
K(t− t′) = e
(−√pκ+p+κ)t′−t(√pκ+p+q)
2
√
pκ
×[(
p3/2 + κ3/2
)2
e2
√
pκt −
(
p3/2 − κ3/2
)2
e2
√
pκt′
]
, (33)
(see the Appendix F for a derivation).
For reciprocal coupling κ = p, this network can
be considered as a model for three overdamped par-
ticles connected by harmonic springs with spring con-
stant κ, which has the corresponding Hamiltonian H =
(κ/2)
∑
i 6=j(Xi − Xj)2. In this case, (33) simplifies to
an exponential decay, K(T ) = 2κ2e−κT . We observe the
same qualitative behavior for larger networks with n > 2.
In any other case, κ 6= p, the coupling is stronger in one
direction of the ring than in the other direction. Then,
the memory becomes non-monotonic. For example, in
the limit of unidirectional coupling p → 0, where this
model becomes a specific realization of model (II), the
memory kernel (33) converges to K(T ) = κ3Te−κT , as
displayed in Fig. 1 (b).
Playing around with different coupling topologies, we
generally find that reciprocal couplings yield monotonic
memory kernels. We thus conclude that NR coupling is
a crucial ingredient to generate non-monotonic memory.
In the following, we will consider model (II), which is
essentially a generalization of this unidirectional ring to
arbitrary lengths. Before we proceed with exploring the
thermodynamic properties, we discuss a possible inter-
pretation of the d.o.f. Xj>0.
B. Interpretation of Xj>0 in the case of feedback
control
Let us take a closer look at an important example of
higher dimensional networks, that is, feedback control of
colloidal particles via optical tweezers. Here, the memory
kernel is typically sharply peaked around a delay time τ .
In experimental setups, the delay is typically created
within a computer’s memory, storing the past trajectory
of length τ . In this case, the additional d.o.f. in the
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FIG. 6. Relation between the temporal evolutions of the “sys-
tem” X0 and the n memory cells Xj>0 of the controller.
network (II) can be interpreted as the memory cells of
the controller.
More specifically, imagine a memory device with a
“shift register” type of architecture, as sketched in Fig. 6.
At every instant in time, the information stored in each
cell Xj is shifted one step further from j to j+1, while the
new information (gathered by a measurement operation)
is stored in the first cell X1. Thus Xn stores the oldest
information and is used to perform the feedback control
force kXn. Mathematically, this operation can be repre-
sented in discretized form as ∆Xj =
∆t
τ/n [Xj−1−Xj ]+j ,
where j is a random number accounting for errors, e.g.,
from measurement, rounding operations, or a finite tem-
perature of the device. The updates of the memory cells
are scaled with τ/n to enable storage of a trajectory
of length τ in n cells. Since we aim to model time-
continuous feedback loops, we assume that the updates
are performed (infinitely) fast, that is, ∆t → 0, yielding
the dynamical equations of Xj in (1). For sake of simplic-
ity, we set Tj>0 = T ′. In the present context this implies
the magnitude of error is identical in each memory cell.
As suggested in [88], such a memory device could be
realized by n colloidal particles at positions Xj , each
trapped in a harmonic trap of stiffness n/τ centered
around the position of the proceeding colloid, Xj−1. This
idea is, of course, rather an idealized thought experi-
ment. Still, it is useful to illustrate how a delay, i.e.,
a memory kernel concentrated around a specific instant
in time of the past (the delay time), can result from cou-
pled exponential relaxation processes. It further demon-
strates that an implementation of (non-monotonic) mem-
ory, with physical d.o.f. is inevitably associated with
thermodynamic cost and dissipation, which we will dis-
cuss below. (Interestingly, this thought experiment also
illustrates that the friction terms γ′X˙i may be crucial
to memorize, because they enable “forgetting” the old
information.)
In line with the examples used in the first part of this
paper, such a “memory device” could also be a cascade of
chemical reactions. In fact, in [71] a model for a cellular
sensor (X1) with one “memory cell” (X2) is proposed,
which exactly corresponds to our model with n = 2 and
k = 0 (i.e., no backcoupling from X2 to X0, since [71]
doesn’t consider feedback). The focus of [71] was to cal-
culate information flows for n = 1, 2. We recall (29),
which states that the information flow to X0 provides a
FIG. 7. Heat flow from X0 to its bath [from Eqs. (11, 13)],
in networks of type (II) of different sizes; left : n = 1 (one
“memory cell”, exponential memory) and right : n = 2 (two
“memory cells”, non-monotonic memory). For n = 1, the
FDR (6) is fulfilled at k = 1/τ (dotted line). Since this system
equilibrates, Q˙0 = 0. In the uncoupled case (k = 0), the
subsystem X0 equilibrates as well (for arbitrary n). All other
parameters are set to unity.
lower bound to the heat flow between X0 and its bath.
We will here focus on other thermodynamic quantities,
particularly the heat and total EP, and study how they
depend on the number of d.o.f., n.
C. Thermodynamics in the presence of
non-monotonic memory
We revisit the formulae derived in the previous sec-
tions. First, we consider the mean heat flow from X0
to its bath from Eq. (11), which is given by Q˙0 =
k2〈X2n〉 + ka00〈X0Xn〉, with k being the strength of the
feedback kXn, and a00X0 being the restoring force. A
comparison of the cases n = 1, 2 is instructive, since the
networks are of comparable size while the memory kernels
K(T ) have distinct characteristics, i.e., exponential decay
with maximum at T = 0 (n = 1) vs. a non-monotonic
kernel with minimum K = 0 at T = 0 (n = 2), see Fig. 1
(a,b). Figure 7 reveals that the heat flow Q˙0 is qualita-
tively and quantitatively similar for n = 1 and 2. The
(blue) area of reversed heat flow is slightly smaller for
n = 2, but lies in the same region of the (τ, k)-plane. For
k = 0, there is trivially no heat flow (in this case, X0 is
a passive d.o.f. which does not “see” the other d.o.f.).
For both n = 1, 2, there is a second line along which the
heat flow vanishes. For n = 1, this line corresponds to
parameters where the FDR (6) is fulfilled (dashed line).
As shown in Fig. 8, the total EP is then zero as well. For
n = 2, the FDR is broken for all (τ, k) and the system
never reaches thermal equilibrium. Correspondingly, the
EP is strictly positive, quantifying the “thermodynamic
cost” of the non-monotonic memory, or, the dissipation
of Xj>0.
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FIG. 8. Total EP S˙tot [from Eqs. (10, 12)], in networks of
sizes n = 1, 2, as in Fig. 7. Along the dashed line, FDR (6)
is fulfilled, and the total EP is zero, showing consistency be-
tween the non-Markovian description (2) and the Markovian
network description (1). The gray areas indicate unstable
regions (it is slightly larger in the case n = 2).
So far, we have focused on the mean values of the to-
tal EP, which we have analytically calculated. Finally,
Fig. 9 displays (numerically obtained) distributions of
the total EP fluctuations. The distributions have very
similar characteristics for n = 1 and 2, despite the dis-
tinct memory kernels in both cases (exponential decay
vs. non-monotonic memory). In particular, they both
have exponentially decaying tails, and fulfill the sym-
metry 〈e−∆stot/kB〉 = 1, as expected [see discussion be-
low Eq. (7) and Appendix C]. The characteristics of the
entropy fluctuations are, in fact, identical for all cases,
whether the network models an active microswimmer, a
cellular sensor, or a feedback-controlled colloid with time
delay.
Now we further increase the number of memory cells
n, corresponding to more sharply peaked memory ker-
nels appearing in the dynamics of X0. Figure 10 shows
analytical results for the mean total EP and heat flow as
functions of n, for three different values of the feedback
strength k, i.e., the coupling between Xn and X0. We ob-
serve that the total EP generally increases quadratically
with n. This observation is robust against the details of
the system, e.g., the temperatures or delay time. In fact,
it appears to hold even for nonlinear cases [89].
In sharp contrast, the heat flow saturates with n, as
shown in the right panel of Fig. 10. Moreover, as in the
case (I) displayed in Fig. 2, a reversed heat flow (Q˙0 < 0)
is found for negative feedback, i.e., when the feedback
force is directed away from the past trajectory. Finally,
Fig. 10 also indicates that the heat flow converges to the
previously obtained result as n→∞ (dashed lines) [17].
Remarkably, it approaches this limit fastest for isother-
mal conditions T0 = T ′ (see also Fig. 11). We will discuss
both observations in more detail below.
FIG. 9. Distributions of the fluctuating total EP ∆stot (7) for
n = 1, 2 from Brownian dynamics simulations. The linear de-
cays in this logarithmic plots indicate exponential tails. The
mean values are in good agreement with the analytical results
(∆Stot = 2 for n = 1, and ∆Stot = 5 for n = 2), and both
distributions fulfill the integral fluctuation theorem (C1). To
calculate the distributions, > 5 · 106 steady-state trajectories
of length 10−4 were generated. k = −1, and all other param-
eters and kB are set to unity.
FIG. 10. (a.+c.+e.) Total EP [from Eq. (10)], and (b.+d.+f.)
heat flow Q˙0 [from Eq. (11)], vs. the number n of Xj>0. The
EP plots are complemented by quadratic fits S˙tot ∼ n2 (solid
lines). For all temperature ratios T ′/T0 (different colors), the
heat flow converges in the limit n→∞ to the discrete delay
solution (dashed lines). At T ′=0 (black disks) S˙tot diverges.
(a.+b.) k = 1/2 (positive feedback pointing away from the
past trajectory), (c.+d.) k = 1/2 (negative feedback). (e.+f.)
k = 1, where the system with n = 1 is reciprocally coupled.
All other parameters and kB are set to unity.
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FIG. 11. Total EP S˙tot [from Eq. (10)] as a function of the
ratio of the temperatures of Xj>0 and X0, for networks with
different numbers n of d.o.f. Xj>0. The parameters are iden-
tical to Fig. 10 (e.+f.). The network with n = 1 is reciprocally
coupled, and fulfills FDR (6) if T ′/T0 = 1. In accordance, the
total EP vanishes. For each n, the EP has a minimum at a
finite T ′/T0 of order 1, and diverges in the limits T ′/T0 → 0
or T ′/T0 → ∞. The inset shows the heat flow Q˙0, which for
all n increases linearly and is zero at T ′/T0 = 1.
D. Impact of measurement errors
Here we consider the impact of T ′, that is the strength
of the noise terms ξj in Eq. (1) (accounting for measure-
ment or rounding errors). Figure 11 shows that the heat
flow Q˙0 increases linearly with T ′/T0. Thus, larger mea-
surement errors generally imply an increased heat flow.
Due to the specific parameter choice in Fig. 11 (where
n = 1 corresponds to a reciprocally coupled network),
the heat flow vanishes at T0 = T ′.
On the contrary, the total EP has for each n a pro-
nounced minimum at a finite T ′/T0. Interestingly, at
some values of T ′/T0 above the minima, the total EP for
different n are identical (i.e., the lines in Fig. 11 cross).
This implies that two networks with a different number
of nodes can produce the same amount of entropy (at the
same temperature). This is somewhat surprising, as one
would expect that a larger system automatically has a
higher EP.
The EP diverges if one of the temperatures goes to
zero, corresponding to the cases of vanishing or infinite
measurement errors. This is in accordance with the re-
sult from [90], whose limit of “precise and infinitely fast”
control corresponds in our time-continuous model to the
limit T ′ → 0. We also note that when we interpret X0 as
the position of an active swimmer, T0 → 0 corresponds to
the limit of zero translational (“passive”) noise (and pure
“active” fluctuations). The divergence of EP in this limit
was noted in [41] for a similar active swimmer model.
E. Limit of discrete delay
In realistic setups, a controller has a finite memory ca-
pacity, i.e., the amount of stored information is limited.
This implies, on the one hand, that T ′ is finite (finite pre-
cision), and on the other hand, that the number of mem-
ory cells n should be finite. The resulting memory kernel
has a peak around τ with non-zero width (distributed
delay). (Stepping away from the concrete interpretation
of the feedback controller with memory cells, distributed
delay is also the more realistic scenario for many delayed
processes, e.g., in biological contexts [22, 32].)
However, in theoretical studies, the delay is often as-
sumed to be discrete, i.e., infinitely sharp. In our ap-
proach, this corresponds to the limit n → ∞, where
K(T )→ δ(T − τ). In this limit, we find a surprising re-
sult for the colored noise. As shown in the Appendix G,
the noise correlations completely vanish
lim
n→∞Cξ = 0 (34)
(irrespective of the value of T ′). Hence, a delayed equa-
tion with white noise is recovered from (2), that is,
X˙0(t) = a00X0(t) + kX0(t− τ) + ξ0(t). (35)
This implies that the heat flow (11) approaches the value
of the heat flow for discrete delay and white noise, which
we have intensely studied in [17], for both, linear and
nonlinear systems. The corresponding values (the for-
mula is given in the Appendix H) are plotted as dashed
lines in Fig. 10. Indeed, the analytical results for finite
n seem to converge to this value. The observed conver-
gence is confirmed by Brownian dynamics simulations for
much larger n > 10 (not shown here).
Remarkably, we generally find that Q˙0 approaches the
limit fastest for isothermal conditions T0 = T ′. Thus,
the details of the memory kernel (which depend on n)
seem to have a larger impact, if the temperatures are
inhomogeneously distributed over the network.
As we have discussed above, the total entropy produc-
tion increases quadratically which n, which implies a di-
vergent EP in the limit n → ∞. Taking the perspective
that the network models a memory device, where each
memory cell can contribute to dissipation, a divergent
EP is indeed somewhat expected due to the infinite sys-
tem size. Also from an information-theoretical viewpoint,
this result is in fact not too surprising. To realize (35),
a trajectory of length τ needs to be memorized. How-
ever, the information content of a Brownian trajectory
is infinite (in fact, even if it is arbitrarily short) since it
is governed by white noise, which yields infinitely many
jumps within arbitrarily short time intervals. This infi-
nite amount of information results in a divergent EP.
Thermodynamic notions of systems with discrete de-
lay were recently also discussed by Rosinberg and Mu-
nakata [19–21]. They introduced a framework to define
meaningful irreversibility measures based on X0 alone,
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for the case of underdamped motion. Since we here em-
bed this delay problem into the standard framework of
thermodynamics (and do not use a specifically adapted
formalism), we find a diverging EP owing to the infinite-
dimensional character of this case (which is apparent
from the infinite network size, as well as the infinite-
dimensional nature of the delta-distribution kernel).
VII. IRREVERSIBILITY &
COARSE-GRAINING
In this last section, we elucidate the relationship be-
tween our network model and the representation via X0
alone from a more fundamental perspective in the context
of irreversibility. Considering X0 as the only observable
(non-Markovian) process (2), is, in fact, the viewpoint
followed in several recent publications, see e.g. [19–
21, 40, 46, 59]. Indeed, there are situations of particular
interest, where X0 is the only experimentally accessible
quantity. Then, a natural “irreversibility measure” which
can directly be calculated from the observed trajectories,
would be [46]
∆s0
kB
:= ln
P[X0]
Pˆ[Xˆ0]
. (36)
With this picture in mind, one may question the meaning
of the formula for the total EP ∆stot, which explicitly in-
volves Xj>0. However, our framework also yields a state-
ment about ∆s0. First, we notice that ∆s0 corresponds
to one part of the total EP (7), i.e.,
∆stot
kB
=
∆s0
kB
+ ln
P[X1, ..,Xn|X0]
Pˆ[Xˆ1, .., Xˆn|Xˆ0]
. (37)
Further, by exploiting our Markovian representation of
the process, we can show that the fluctuations of s0 fulfill
an integral fluctuation theorem, as do those of ∆stot (see
Fig. 9 and Appendix C),〈
e
−∆s0kB
〉
=
∫
..
∫ Pˆ[Xˆ0]
P[X0] P[X]DX
=
∫
Pˆ[Xˆ0]
∫
P[X1, ..,Xn|X0]DX1..DXn︸ ︷︷ ︸
=1
DX0
=
∫
Pˆ[Xˆ0]DX0 = 1. (38)
This implies ∆s0 ≥ 0. The same can be shown for the
other contribution in (37) (see in the Appendix C), yield-
ing the inequality
∆Stot ≥ ∆S0 ≥ 0. (39)
Thus, the irreversibility of X0 alone underestimates the
irreversibility of the entire system, consistent with what
one would expect [91]. Furthermore, (39) states that the
mean total EP considered in this paper yields an upper
bound to the average of the irreversibility measure ∆s0.
Importantly, the fluctuation theorems can only be
shown, when the ensemble average 〈...〉 = ∫∫ ...P[X]DX
is evaluated using the full path probability P[X], while
averages with respect to marginalized measures do not
yield the correct relations.
By considering ∆s0, we have addressed entropy-like
quantities based on marginalized path probabilities. An
obvious alternative to get rid of the additional d.o.f.
Xj>0, would be to study instead the marginalized EP:∫∫
∆stot[X]DX1...DXn. We stress that this quantity is
different from ∆s0 [as can be seen from (37)] and there
is no direct relation between both. The relevance of such
a marginalized EP is, in fact, questionable, as it does not
solely rely on measurable quantities (as opposed to ∆s0),
neither does it have a direct link to the well-understood
framework of statistical mechanics. In contrast, the total
EP ∆stot is the central quantity in statistical mechanics
with a direct connection to the energy flows, the first
and second law of thermodynamics, and the underlying
microscopic laws of motion [92].
VIII. CONCLUSION
A. Summary
This paper addresses the long-standing problem of
finding a thermodynamic description for non-Markovian,
active systems with memory and feedback. As opposed
to earlier studies focusing on a one-variable description,
we here discuss an alternative approach which explicitly
takes into account those parts of the environment that
generate the memory. By doing so, we acknowledge that
in the real world, memory is indeed due to the interac-
tion with other subsystems. We find that NR coupling
between d.o.f. plays a key role. To establish the ther-
modynamic implications, we have analytically calculated
central quantities such as non-zero energy input, which
we identify with activity, and information flow, the main
characteristic of sensing.
We have shown that feedback can be viewed as a com-
bination of measurement and active force. Moreover,
when the measurement is the dominating operation (i.e.,
the controller “knows” more about the sensed system
than vice versa, indicated by a positive information flow
out of the system), some major goals of feedback con-
trol can be achieved, including thermal fluctuation sup-
pression (i.e., feedback cooling), and a reversed heat flow
(i.e., energy extraction of the heat bath). We demon-
strate that all these features can already be described
by a minimal, linear model consisting of only two d.o.f..
Activity and feedback emerge as two phenomena describ-
able by the same concept, that is, NR coupling.
Further, we have shown that NR interactions are an
essential ingredient to generate intricate, non-monotonic
memory kernels. A unidirectionally coupled ring network
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yields a kernel that is peaked around a delay time, and
can be used to model a Brownian particle subject to an
optical tweezers feedback control. The special case of
discrete delay with white noise emerges as the limit of an
infinitely long ring in our approach. We find that the heat
exchange of the system of interest, X0, approaches a well-
known result from the literature [17]. On the contrary,
the total entropy production diverges, suggesting that
the cost of storing an infinite amount of information is
unbounded.
Taken together, from our analysis emerges a uni-
fying perspective on activity, feedback and memory.
This underlines the importance of a thermodynamic and
information-theoretic consideration.
One important question we have not yet addressed, is
the uniqueness of a Markovian representation, i.e., is it
possible to find the exact same memory in another net-
work of different size, coupling topology, or with another
type of dynamics? We think that the representation is
indeed not unique. In fact, exploring more complex net-
work architectures (which potentially allow to represent
the same memory via less d.o.f.), is an interesting ques-
tion and subject of future work. However, by considering
linearly coupled, overdamped nodes with linear dynam-
ics, we have, in fact, studied the most simple possibility.
The Gamma-distributed delays which are automatically
created by this architecture have indeed many applica-
tions. For example, in biological contexts they appear
in gene regulatory networks [30–33], or in the dynamics
of virus spreading between cells [93]. We note that for
a general functional form of the memory kernel, a finite-
dimensional representation is not guaranteed. Combin-
ing Gamma-distributed kernels, we obtain models for a
very general type of memory. In fact, any kernel that
eventually decays exponentially can be approximated in
this way. We find that a memory kernel with N extrema
can be represented by N NR coupled subsystems. Re-
ciprocally coupled d.o.f., on the other hand, yield only
monotonically decaying memory kernels.
At the end of this paper, we have discussed situations
where only some of the relevant d.o.f., e.g., only X0, are
observable. We shall address the question: “What is then
the purpose of a framework involving all d.o.f.?”. First of
all, we have shown that it indeed also yields statements
about entropy-like measures appropriate for such situa-
tions. More importantly, some key quantities, like the
heat flow of X0, are indeed not affected by the choice of
description, i.e., whether one chooses to employ a non-
Markovian Langevin description, or a Markovian embed-
ding approach.
B. Outlook and further perspectives
We close this article with some comments putting our
approach in a broader perspective.
There are important links to computer science. Our
approach might be useful to incorporate the thermody-
namic cost of memory in the theoretical description of
computation in living [94] and artificial systems [95]. Fur-
ther, the ring network architecture studied here is very
similar to the reservoir computers investigated in [96, 97].
A reservoir computer of this type may be experimentally
realized by a laser network [98, 99], or by coupled RC cir-
cuits [100, 101]. Another link to machine learning is the
similarity between the ring network and recurrent neu-
ral networks [102], used for example for reinforcement
learning. In these contexts, the connection between NR
coupling and information flow discussed here might be of
particular importance. Noteworthy, the topology of the
unidirectionally coupled ring considered here also resem-
bles the architecture of a Brownian clock [103], which, in
contrast, has discrete dynamics.
A conceptionally interesting aspect regarding the way
of modeling memory employed in this work, is that it
can be considered as a “discretization of the past” [18].
This is a delicate point, as the dynamics itself is time-
continuous. As opposed to that, a discretization of
the entire dynamics plus past trajectory, was proposed
in [104]. Surprisingly, the approach taken here yields a
simpler thermodynamic framework, despite the apparent
contradiction of its discrete–continuous nature.
We have pointed out fundamental connections between
the thermodynamic properties of individual active and
feedback-controlled systems with memory. Given these
connections, one shall also expect resemblance of their
collective behavior. Indeed, clustering and pattern for-
mation, whose occurrence is well-known in active sys-
tems, particularly in microswimmer suspensions [4, 5, 37,
105], were recently also reported in collective feedback-
controlled systems [10, 14, 106, 107]. Thereby, the delay
is found to play a crucial role. We also note that in non-
linear dynamics and network science, studying the inter-
play between symmetry-broken coupling and collective
behavior is already a well-established research field [108].
Indeed, the existence of chimera states, a special type of
clustering, was linked to symmetry-broken coupling [109],
and shown to persist in the presence of discrete de-
lay [110] and Gamma-distributed memory [111]. It will
be interesting to see how these collective phenomena can
be treated by means of thermodynamics (whose relevance
for collective behavior of passive, equilibrium systems is
undeniable). Understanding the thermodynamic proper-
ties of individual constituents is a first step in this direc-
tion.
Also in quantum systems, researchers have recently
started to analyze, on the one hand, feedback with mem-
ory [12, 13], and, on the other hand, non-reciprocal inter-
actions [112, 113]. Here, we unify these two concepts for
classical (stochastic) models. It would be very interest-
ing to generalize this perspective to the quantum world,
where entropy, information and energy play an analogous
role, while measurement and stochasticity have different
notions.
An interesting way to think about the approach dis-
cussed in this paper is that it points out a connection be-
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tween time-reversal symmetry breaking and symmetry-
broken coupling topology. The entropy production,
which is the thermodynamic arrow of time, directly mea-
sures the breaking of time-reversal symmetry, i.e., how
sure can we be that a system’s evolution is running from
past to future, and not vice versa. In a way, memory
breaks that symmetry in a fundamentally different way
than, e.g., an external field, because memorizing is per
se only one-way in time.
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Appendix A: MEMORY KERNEL AND NOISE
CORRELATIONS
We here derive the memory kernel and colored noise
in the model (II), i.e., a unidirectional ring network of
arbitrary length n+1. To this end, we solve the equations
for Xj∈{1,2,...,n} in frequency space, making use of their
linearity (we want to emphasize that their linearity is
irrespective of the question whether the equation of X0
is linear). First, we apply the Laplace transformation
L[Xj(t)](s) =
∫∞
0
Xj(t)e
−stds and obtain for each j ∈
{1, 2, ..., n}
sXˆj(s) =(n/τ)
[
Xˆj−1(s)− Xˆj(s)
]
+ ξˆj(s)/γ
′
⇒ Xˆj(s) =(n/τ)Xˆj−1(s) + ξˆj(s)/γ
′
s+ (n/τ)
, (A1)
and by iteratively substituting the solutions (A1),
Xˆn =
(n/τ)n
[s+ (n/τ)]n
Xˆ0 +
n∑
j=1
(n/τ)j−1 ξˆn−j+1/γ′
[s+ (n/τ)]j
. (A2)
Now we transform back to the real space via in-
verse Laplace transformation. In (A2) we iden-
tify the Laplace-transform of the Gamma-distribution
L [Kj(t)] (s) = (n/τ)
j
[s+ (n/τ)]j
with the Gamma-distributed
kernels Kj(t) =
nj
τj(j−1)! t
j−1e−nt/τ . We further make use
of the convolution theorem as well as the linearity of the
Laplace transformation, and find
Xn(t) =
∫ t
0
Kn(t− t′)X0(t′) dt′ + νn(t) (A3)
with the Gaussian colored noise
νn(t) =
n∑
j=1
∫ t
0
τ
n
Kj(t− t′) ξn−j+1(t′) dt′. (A4)
Due to the coupling between Xn and X0 in (1), this
yields the memory kernel K = Kn and the colored noise
ν = kνn in the dynamical Eq. (2) of X0. The noise
correlations Cν(∆t) = 〈ν(t)ν(t + ∆t)〉 can be calculated
exactly for an arbitrary ∆t > 0, as we will show in the
following. First, we integrate out the δ-correlated noise
terms, yielding
Cν(∆t)
ψ
=
n∑
j=1
∫ t
0
Kj(t− t′)Kj(t− t′ + ∆t) dt′
=
n∑
j=1
(n/τ)2j
(j − 1)!2
∫ t
0
(t′2 + t′∆t)j−1e−n(∆t+2t
′)/τ dt′,
=e−n∆t/τ
n∑
j=1
(n/τ)21−2j
(j − 1)!2 (∗), (A5)
with ψ = 2kBT ′(τ/n)2k2/γ′ and
(∗) =
∫ 2tn/τ
0
(
u2 + u
2n
τ
∆t
)j−1
e−u du. (A6)
In the last step we have performed the substitution u =
2t′n/τ and canceled several factors. The integral (∗) can
be simplified by using the binomial theorem, which yields
(∗) =
j−1∑
l=0
(
j − 1
l
)∫ 2tn/τ
0
u2(j−1−l)
(
u
2n∆t
τ
)l
e−u du
j−1∑
l=0
(2n∆t)
l
(j − 1)!
τ ll!(j − l − 1)!
∫ 2tn/τ
0
u2j−l−2e−u du. (A7)
We take the limit t→∞, since we focus on steady states
and are mainly interested in the noise correlations af-
ter the initial condition effects have decayed. Then, we
perform the integration using
∫∞
0
xpe−xdx = p!, which
yields
(∗) =
j−1∑
l=0
(
2n∆t
τ
)l
(j − 1)!(2j − l − 2)!
l!(j − l − 1)! . (A8)
(Transient dynamics could be treated similarly by using
the incomplete Gamma function.) Combining (A5, A8)
yields the noise correlation given in (II).
Appendix B: FDR FOR UNIDIRECTIONAL RING
OF ARBITRARY LENGTH
In this Appendix, we generally consider the existence
of the FDR for a network of type (II) with arbitrary
length n. The FDR is discussed in the main text in
Sec. III A. We need to show the equivalence of the fol-
lowing two terms
kBT0γ(∆t) = kBT0
[
2γ0 δ(∆t) +
kΓ
(
n, n∆tτ
)
(n− 1)!
]
(B1)
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and
〈µ(t)µ(t+ ∆t)〉 = kBT0 2γ0δ(∆t)
+
kBk
2
γ′
n−1∑
p=0
p∑
l=0
T ′ 2
l−2p(2p− l)!
p!l!(p− l)!
e−n∆t/τ∆tl
(τ/n)l−1
. (B2)
The first summands on the right hand side of (B1)
and (B2) are already equivalent. Further, the other term
in (B1) an be rewritten by partially integrating the in-
complete Gamma function as
Γ (n, n∆t/τ) =(n− 1)!
n−1∑
p=0
(
n∆t
τ
)p
e−n∆t/τ
p!
. (B3)
Thus, the FDR holds, if at all ∆t ≥ 0
n−1∑
p=0
p∑
l=0
T ′
T0
[
k 2l(2p− l)!
n 22pl!(p− l)!
]
τ(n∆t)le−n∆t/τ
γ′ τ lp!
?
=
n−1∑
p=0
(n∆t)pe−n∆t/τ
τpp!
. (B4)
At ∆t = 0 Eq. (B4) is fulfilled, if and only if
O(∆t0) : γ
′
τ
?
=
n−1∑
p=0
T ′
T0
k(2p)!
n 22p(p!)2
. (B5)
This is the zeroth-order condition (in ∆t). For n = 1,
Eq. (B5) reads kτT ′ = γ′T0 [in agreement with (6)], and
is a sufficient condition. It can only be fulfilled for k ≥ 0.
Further, for n > 1, it yields a necessary, but not sufficient
condition due to higher order contributions in Eq. (B4).
For example, the first order in ∆t, which is relevant for
all n > 1, yields the additional condition
O(∆t1) : γ
′
τ
(n∆t)
?
=
T ′
T0
k
2n
(n∆t). (B6)
Combining this with (B5) gives
n−1∑
p=0
T ′(n∆t)
T0
2(2p)!
22p(p!)2
?
=
T ′(n∆t)
T0 , (B7)
which can only be fulfilled if T ′ = 0. However, at T ′ = 0
condition (B5) is violated. Hence, the FDR is broken for
all choices T ′ when n > 1.
We have, in fact, also investigated a generalization of
(II), where all temperatures are allowed to be different,
i.e., Xj has temperature Tj (generalizing the derivations
presented in Appendix A is straightforward). Even in
this case, the FDR cannot be fulfilled if n > 1.
Appendix C: FLUCTUATION THEOREMS
We consider the fluctuation theorems discussed in
Sec. VII in the main text. We recall that X =
(X0, .., Xn)
T denote vectors, X = {X(t)}tfti are trajec-
tories, while (joint) path probabilities involving all d.o.f.
are denoted P[X]. First, we show the integral fluctuation
theorem for the total EP using the joint path probabili-
ties 〈
e−∆stot/kB
〉
=
∫∫
e−∆stot[X]P[X]D[X]
=
∫∫
eln
Pˆ[Xˆ]
P[X]P[X]D[X]
=
∫∫
Pˆ[Xˆ]D[X] = 1. (C1)
Further, we note that relations of type 〈e−s〉 = 1 gener-
ally imply 〈s〉 ≥ 0, which follows from ln(x) ≤ x−1. This
argument can be applied when the ensemble average is
expressed as sum over N →∞ realization of the random
process: 〈−s〉 = ∑Ni=1 −siN ≤∑i e−si−1N = 〈e−s〉 − 1 = 0.
Now, we use the definition of conditional path prob-
abilities, i.e., P[X0;Xc] = P[X0|Xc]P[X0], with Xc =
{X1, ...,Xn}, to split up the total EP
∆stot[X]
kB
= ln
P[X]
Pˆ[Xˆ] =
s0[X0]
kB
+ ln
P[Xc|X0]
Pˆ[Xˆc|Xˆ0]︸ ︷︷ ︸
=sc|0[X0;Xc]/kB
. (C2)
[equivalently to (37)]. The entropy-like quantity ∆sc|0 as
well fulfills an integral fluctuation theorem〈
e−∆S
c|0/kB
〉
=
∫∫ Pˆ[Xˆc|Xˆ0]
P[Xc|X0]
P[X]DX
=
∫
P[X0]
[∫
Pˆ[Xˆc|Xˆ0]DXc
]
DX0
=
∫
P[X0]DX0 = 1. (C3)
[The same holds for ∆s0, see Eq. (38).]
Appendix D: “MILD CASES”
We here show that for the specific case a01a01>0, the
NR coupling can potentially be traced back to a hidden
temperature gradient and represents hence a “mild” form
of intrinsic non-equilibrium, as noted in Sec. IV. Consider
the NR network of X0 and X1 with a01a01 6= 0{
γ0X˙0 = a00X0 + a01X1 + ξ0
γ1X˙1 = a10X0 + a11X1 + ξ1.
(D1)
Via a scaling, (D1) can be mapped onto another net-
work, in particular, by introducing X˜0 =
√|a10|X0,
X˜1 =
√|a01|X1, and T˜0 = |a10|T0, T˜1 = |a01|T1. (We
note that scaling of positional d.o.f. shall indeed be ac-
companied with scaling of the temperatures due to the
connection between temperatures and the time-derivative
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of the positions, e.g., think of the equipartition theorem).
In this way, we find{
˙˜
X0 = a00X˜0 + sgn(a01)
√
a01a10X˜1 + ξ˜0
˙˜
X1 = sgn(a10)
√
a10a01X˜0 + a11X˜1 + ξ˜1,
(D2)
with 〈ξ˜i(t)ξ˜j(t)〉 = 2kBT˜jγjδijδ(t− t′). If a01a01>0, this
system has reciprocal coupling. Further, even if T0 =
T1, it involves a temperature gradient. This symmetric
network (D2) could, for example, model the angles of
two vanes in different heat baths, coupled by a torsion
spring [35]. As well-known, such a reciprocally coupled
system equilibrates if, and only if, T˜1 = T˜0 ⇔ |a01|T1 =
|a10|T0. This is identical to the equilibrium-condition (6).
Now we turn to the impact of this scaling on the ther-
modynamic quantities. For the energy flows, we find the
relations
δw˜0 = sgn(a01)
√
a01a10 X˜1 ◦ dX˜0
= a01|a10|X1 ◦ dX0 = |a10| δw0,
δq˜0 = (γ0
˙˜
X0 − ξ˜0) ◦ dX˜0 = |a10| δq0. (D3)
Thus, the energy flows to and out of X0 are both scaled
with |a10|. Likewise, δw˜1 = |a01| δw1 and δq˜1 = |a01| δq1.
This further means
∆s˜tot =
δq˜0
|a10|T0 +
δq˜1
|a01|T1 =
δq0
T0 +
δq1
T1 = ∆stot, (D4)
i.e., the EP in the scaled model is identical to the EP
in the original model, implying that equilibration of both
models is expected, if (6) holds.
We conclude that the two “driving mechanisms”, that
is, NR coupling with a01a10 > 0, or a temperature gradi-
ent, can formally not be distinguished on the level of EP.
It should be emphasized that a scaling as employed here
cannot be found if a01a10 ≤ 0. Thus, the NR coupling
considered here is the more general case.
Appendix E: MUTUAL INFORMATION
Here we discuss the relation between the information
flow considered in Sec. V B, and the mutual information.
We apply basic properties of the logarithm and the nat-
ural boundary conditions to show that the information
flow (24) (note the different sign convention of I˙→j as
compared to [49]) can be expressed as
I˙→j =
∫∫
ln
ρ1(xj)
ρn+1(x)
∂xjJj dx
=
∫∫
ln
ρ1(xj)ρ1(xi6=j)
ρn+1(x)
∂xjJj dx
−
∫∫
ln ρ1(xi) [Jj ]
∞
−∞︸ ︷︷ ︸
→0
dx 6=j
=... =
∫
ln
ρ1(x0)ρ1(x1)..ρ1(xn)
ρn+1(x)
∂xjJj dx. (E1)
Now, we show the connection to the mutual information
between all n+1 d.o.f. defined in (25). Its total derivative
can, by utilizing the FPE (23), be expressed as
I˙ =
∫
∂tρn+1(x)︸ ︷︷ ︸
=−∑j ∂xjJj
ln
ρn+1(x)
ρ1(x0)...ρ1(xn)
dx
+
∫
ρn+1
[
−∂tρn+1
ρn+1
− ∂t(ρ1...ρ1)
ρ1...ρ1
]
dx
=
n∑
j=0
∫
∂xjJj(x) ln
ρ1(x0)...ρ1(xn)
ρn+1(x)
dx−
∫
∂tρn+1︸ ︷︷ ︸
→0
dx
−
∫
ρn+1
ρ1(x0)...ρ1(xn)
∂t[ρ1(x0)...ρ1(xn)]︸ ︷︷ ︸
→0
dx. (E2)
Thus, the change of mutual information is given by the
sum over all information flows,
∑n
j=0 I˙→j = I˙. (As was
shown in [81], the information flow I˙→j is actually the
“time-shifted mutual information” with the time shift
applied to Xj .) On the other hand, as can easily be
seen from its definition (25), I is a conserved quantity
in steady-states, I˙ = 0. Hence, the information flows
between all components of the entire network nullify.
Information flow for n = 2
We recall the general formula for the information flow
to Xj given in Eq. (31). For n = 2, this results in
I˙→0
γ−10
=
[〈X0X2〉〈X1X2〉 − 〈X0X1〉〈X22 〉] Q˙0T0a02 + [〈X0X1〉〈X1X2〉 − 〈X0X2〉〈X21 〉][a00〈X0X2〉+ a02〈X22 〉]
〈X20 〉〈X1X2〉2 + 〈X21 〉〈X0X2〉2 + 〈X22 〉〈X0X1〉2 − 2〈X0X1〉〈X0X2〉〈X1X2〉 − 〈X20 〉〈X21 〉〈X22 〉
. (E3)
The information flow can be nonzero, despite Q˙0 = 0. Appendix F: NON-MONOTONIC MEMORY
FROM NR COUPLING
To illustrate the connection between memory and NR
coupling, let us consider a simple n = 2 model
X˙j = −(p+ κ)Xj + pXj+1 + κXj−1 + ξj , (F1)
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with j ∈ {0, 1, 2}. Projecting this set of equations onto
X0, by performing a Laplace-transformation and itera-
tively solving the algebraic equations for X0 [as explained
in detail in the Appendix A], we obtain
sXˆ0 =p
[
p2
(s+ p+ κ)2 − pκ +
κ(s+ p+ κ)
(s+ p+ κ)2 − pκ
]
Xˆ0
+ κ
[
κ2
(s+ p+ κ)2 − pκ+
p(s+ p+ κ)
(s+ p+ κ)2 − pκ
]
Xˆ0
− κXˆ0 − pXˆ0 +O(ξˆj). (F2)
Transforming back to real space yields a non-Markovian
process (2) with the memory kernel (33).
Appendix G: LIMIT OF COLORED NOISE
Here, we perform the limit of n → ∞ of the noise
correlation given in (II), which read for ∆t ≥ 0
Cν(∆t)
γ′kBT ′k2 =
n−1∑
p=0
p∑
l=0
nl2l−2p(2p− l)!
nτ l−1p!l!(p− l)!e
−n∆t/τ∆tl.
To this end, we calculate the weight Ψ =∫∞
0
Cν(∆t)
γ′kBT ′k2 d(∆t)of Cν , given by
Ψ =
τ
n
n−1∑
p=0
p∑
l=0
nlτ1
22p−lp!
(2p− l)!
(p− l)! l!
∫ ∞
0
e−n∆t/τ∆tl d(∆t)
=
τ2
n2
n−1∑
p=0
p∑
l=0
(2p− l)!
(p!)(p− l)!
[
1
2
]2p−l
. (G1)
Now we use the binomial theorem to further simplify this
expression, and find
Ψ =
τ2
n2
n∑
m=1
p∑
r=0
(
p
r
)[
1
2
]r [
1
2
]p−r
=
τ2
n2
n∑
m=1
[
1
2
+
1
2
]2(n−m)
=
τ2
n2
n∑
m=1
1 =
τ2
n
. (G2)
Hence, the weight vanishes as n→∞. Since Cν is obvi-
ously a non-negative function of ∆t, this readily implies
lim
n→∞Cν(∆t) = 0. (G3)
Appendix H: LIMIT OF THE HEAT FLOW
The limit of the heat flow for n → ∞ corresponds to
the heat flow in the system with discrete delay and white
noise, which reads [17]
Q˙0 =k
2〈X2n〉+ ka00〈X0(t)X0(t− τ)〉 = −a00 + kδτ,0
−
1− k sinh[ τγ
√
a200 − k2]/
√
|a200 − k2|
(a00 − k cosh[ τγ
√
a200 − k2])/(a200 − k2)
. (H1)
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