Geometric dispersion is commonly observed in shallow water marine data due to post-critical multiples in the water layer over a hard seafloor. Characteristics of the guided waves include formation of distinct propagation modes and associated divergence of phase and group velocity. Methods have been available since 1981 to image phase velocity dispersion curves. Here we report a method to directly image the group velocity curves.
Introduction
Beginning with the work of Pekeris (1948) it has been known that explosive sound in shallow water leads to development of distinct propagation modes. These arise from wide-angle seafloor reflections and subsequent trapping in the water column as post-critical multiples. At certain angles constructive interference is set up depending on water depth and sea floor velocities. Good discussions of the waveguide mode theory can be found in Ewing, Jarketzky, and Press (1957) , Officer (1958) , Budden (1962) , and Grant and West (1965) . The reader should note, however, that notation and mode numbering schemes vary widely between authors.
The imaging of phase velocity dispersion curves was first published by McMechan and Yedlin (1981) based on slant stack processing of shot records, a method that requires regular spatial sampling. Park et al. (1998) introduced a direct integration method that can be applied to 2D or 3D shot records with irregular trace spacing. We use Park's method here for imaging phase velocity curves.
Phase velocity curves can be used for inversion of near surface parameters and to validate processing steps aimed at removal of dispersive waves. Such waves exhibit 2D decay and are typically much stronger than primary reflected waves. For shallow water exploration guided waves dominate shot records at all recording times inside a cone of influence defined by the group velocity min/max values. Inside the cone, phase velocity is defined by the local slope. Figure 1 illustrates the concepts of phase and group velocity, as they would appear on an idealized 2D marine shot record.
Theory of guided wave modes
Consider the case of an acoustic medium overlaying an elastic half-space (Ewing, Jarketzky, and Press, 1957, eqn 4-78; Grant and West, 1965, eqn 3-34) . We define the following quantities where c is phase velocity (m/s), f is frequency (Hz), h is water layer thickness (m), α is compressional or sound speed (m/s), β is shear speed (m/s), and ρ is density (kg/m 3 ). Subscripts 1 and 2 refer to the water layer and the elastic substrate, respectively.
The period equation describes the variation of phase velocity with frequency and model parameters where the modes (0,1,2,…) are enumerated by m. At high frequency the phase velocity is asymptotic to α1, while at low frequency it is asymptotic to Rayleigh wave speed in the substrate (~ 0.92 β 2 ). Each mode has a cut-off frequency, below which it does not exist.
In practice, phase velocities can be calculated by setting the model parameters and mode number, then stepping through phase velocities between the allowed limits and computing (α1 g / h) which is equal to the frequency associated with this phase velocity of this mode. Group velocity can then be calculated numerically using
Method and field data example
Our data consists of a 4-component ocean bottom cable 3D shot record from offshore Australia. Three parallel receiver lines include a total of 580 groups. No processing has been applied to the data aside from extraction of the (P,X,Y,Z) components. Using the method of Park (1998), phase velocity curves were computed from P (pressure) and Z (vertical) components. Figure 2 shows the result with clear phase velocity dispersion curves.
There are differences in relative mode energy and noise between P and Z, but the story they tell of dispersive modes is basically the same.
In an attempt to better understand this dispersive noise, the data was sorted to abs(offset) and every 100 th trace was transformed to (time,scale) space by continuous wavelet transform (CWT) with results shown in Figure 3 . A complex Morlet wavelet (Torrence and Compo, 1998 ) was used and several variations of normalization and damping were tested. Normalization sets the relative strength of low and high frequency features in the CWT spectrum. Damping influences time-frequency resolution by controlling the number of oscillations in the analyzing wavelet.
More oscillations mean better frequency resolution, while fewer mean better time localization. We note that CWT does not give a true monochromatic timefrequency decomposition, rather the labeled "frequency" is a center frequency associated with a Gaussian amplitude spectrum.
Study of the CWT result revealed the dispersive wave train occupying a short time interval at small offsets, and gradually lengthening as offset increased. Closer inspection at far offsets revealed a curious series of features arcing down and right in each spectrum. The 4194 m offset spectrum in Figure 3 is a good example. With standard dyadic frequency sampling as used here, this direction is toward lower frequency. The immediate interpretation is that low frequencies are arriving later, and thus traveling slower, than high frequencies. This is the opposite of dispersive phase velocity behavior, suggesting group velocity is being observed. Since the trace occupies one offset from the source, each time in the trace is associated with a different group velocity. This follows from the definition of group velocity in this case, the offset divided by travel time from source to receiver. Note that group velocity is a single trace computation, whereas phase velocity is calculated by moveout relative to neighboring offsets.
To test the hypothesis that these are in fact dispersive waveguide group velocity curves, the period equation was coded up for visual curve fitting. The CWT was displayed with standard linear frequency sampling as seen in Figure  4 , the curve labeled A was digitized, and the offset was used to convert to time to velocity. The phase velocity curves A and B in Figure 2 (right) were also digitized.
From autocorrelation analysis of the near offset traces, a water depth of 55 m was estimated. The other parameters, P and S wave speed in the substrate as well as density ratio, were estimated by manual curve fitting in two ways. First, only the phase velocity values were used for visual fitting, then both phase and group velocities were used. 
A B Direct Imaging of Group Velocity Curves
Results are shown below, using (left) phase velocity only and (right) phase and group velocity. Figure 5 shows the theoretical dispersion curves (solid) and observed values (dots). Red dots are interpreted as mode 1 values and blue as mode 2. Interestingly, the fundamental mode 0 exists only below 10 Hz and therefore is not clearly observed on either P or Z. Only after including the group velocity information did it become clear that water velocity must deviate slightly from 1500 m/s to achieve a satisfactory match. The 1530 m/s water velocity was independently confirmed by production processing. Inclusion of the group velocity observations also drove interpretation toward lower subtrate VpVs ratio and higher water-to-seafloor density ratio.
The quality of fit between theory and data demonstrates that we have directly imaged a group velocity curve. These may prove very useful for automated parameter estimation of near surface properties.
The theoretical dispersion curves are exquisitely sensitive to water depth and shear wave speed in the seafloor. The latter property may prove important in converted wave imaging.
Conclusions
Methods for imaging phase velocity dispersion curves have been available for more than 25 years, but we know of no previously published method for imaging group velocity curves. We have demonstrated a new method of directly imaging group velocity curves in shallow water data using an appropriately tuned continuous wavelet transform.
Whereas the phase velocity dispersion curves are imaged by integration over the entire shot record, group velocity behavior can be determined from a single trace. This leads to the possibility of isolating and filtering dispersive events in the CWT domain.
By use of both phase and group velocity information, we find that manual estimation of waveguide parameters is much better constrained. We anticipate the same will apply to automated inversion algorithms. 
