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1. Introduction
Presented paper is a continuation of [1,2]. We investigate the existence of periodic solutions of the
quaternionic equation
q˙ = v(t,q) (1)
where v is a polynomial of order n 3 in q and is periodic in t . We write it in the form
q˙ = v(t,q) =
n∑
l=0
l∑
μ=0
qμal,μ(t)q
l−μ (2)
where coeﬃcients al,μ are quaternionic-valued and continuous functions.
The study of Eq. (1) was initiated by Campos and Mawhin [3]. Then it occurred that the case of
Riccati equation (i.e. n = 2) appears in the Euler vorticity dynamics (see [4]). The complete description
of dynamics of the Riccati equation was given in [5]. Papers [6] and [7] are devoted to the autonomous
version of (1).
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logical tools such as Waz˙ewski method and Brouwer ﬁxed point theorem. The latter one is applied to
the Poincaré map in some special subset of H. In the complex case if the vector ﬁeld is holomorphic,
then the Poincaré map is also holomorphic, thus the Brouwer ﬁxed point theorem can be strengthen
to the Wolff–Denjoy one and the uniqueness of periodic solution inside some regions of the phase
space can be obtained (cf. [8]). But the quaternionic case seems much more complicated. While the
concept of construction of special subsets in the complex case can be carried over into the quater-
nionic case there is no quaternionic version of the Wolff–Denjoy theorem. There are some theories
of “regular” quaternionic-valued functions imitating the theory of holomorphic functions (see e.g. [9–
11]) but either the Poincaré map is not regular in their sense or the theory does not contain the
quaternionic version of the Wolff–Denjoy theorem. That is why we obtain mainly only existence of
periodic solutions inside some sets. But in some cases we are able to prove the uniqueness of periodic
solutions inside them. It is possible due to the fact that the Poincaré map is contracting in some sets
(cf. Lemma 9). This idea comes from the geometric properties of the polynomial vector ﬁeld and was
developed in the complex case and carried over into the quaternionic one.
The paper is organised as follows. In Section 2 we collect some basics facts concerning Waz˙ewski
method, processes and quaternions. We also state a crucial ﬁxed point lemma which is used instead
of the Wolff–Denjoy theorem. In Section 3 we present main results concerning existence of periodic
solutions. Firstly, we deal with the case of nonzero free coeﬃcient of the vector ﬁeld and obtain ex-
istence of periodic solutions inside some cones. Secondly, we investigate the case of zero free term.
In Section 4 we present some improvement of the previous approach, namely, by imposing some ad-
ditional restrictions on the width of cones we are able to prove also uniqueness of periodic solutions
inside them.
2. Basic facts
2.1. Dynamical systems and Waz˙ewski method
Let X be a topological space and W be a subset of X . We denote by clW the closure of W . The
following deﬁnitions come from [12].
Let D be an open subset of R × X . By a local ﬂow on X we mean a continuous map φ : D → X ,
such that three conditions are satisﬁed:
(i) Ix = {t ∈ R: (t, x) ∈ D} is an open interval (αx,ωx) containing 0, for every x ∈ X ,
(ii) φ(0, x) = x, for every x ∈ X ,
(iii) φ(s + t, x) = φ(t, φ(s, x)), for every x ∈ X and s, t ∈ R such that s ∈ Ix and t ∈ Iφ(s,x) .
In the sequel we write φt(x) instead of φ(t, x).
Let φ be a local ﬂow on X , x ∈ X and W ⊂ X . We call the set
φ+(x) = φ([0,ωx) × {x})
the positive semitrajectory of x ∈ X .
We distinguish three subsets of W given by
W− = {x ∈ W : φ([0, t] × {x}) ⊂ W , for every t > 0},
W+ = {x ∈ W : φ([−t,0] × {x}) ⊂ W , for every t > 0},
W ∗ = {x ∈ W : φ(t, x) /∈ W , for some t > 0}.
It is easy to see that W− ⊂ W ∗ . We call W− the exit set of W , and W+ the entrance set of W .
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1. if x ∈ W , t > 0, and φ([0, t] × {x}) ⊂ clW then φ([0, t] × {x}) ⊂ W ,
2. W− is closed relative to W ∗ .
Proposition 1. If both W and W− are closed subsets of X then W is a Waz˙ewski set.
The function σ :W ∗ → [0,∞)
σ (x) = sup{t ∈ [0,∞): φ([0, t] × {x})⊂ W }
is called the escape-time function of W .
The following lemma is called the Waz˙ewski lemma.
Lemma 2. (See [12, Lemma 2.1(iii)].) Let W be a Waz˙ewski set and σ be its escape-time function. Then σ is
continuous.
2.2. Processes
Let X be a topological space and Ω ⊂ R × X × R be an open set.
By a local process on X we mean a continuous map ϕ :Ω → X , such that three conditions are
satisﬁed:
(i) I(σ ,x) = {t ∈ R: (σ , x, t) ∈ Ω} is an open interval containing 0, for every σ ∈ R and x ∈ X ,
(ii) ϕ(σ , ·,0) = idX , for every σ ∈ R,
(iii) ϕ(σ , x, s + t) = ϕ(σ + s,ϕ(σ , x, s), t), for every x ∈ X , σ ∈ R and s, t ∈ R such that s ∈ I(σ ,x) and
t ∈ I(σ+s,ϕ(σ ,x,s)) .
For abbreviation, we write ϕ(σ ,t)(x) instead of ϕ(σ , x, t).
Local process ϕ on X generates a local ﬂow φ on R × X by the formula
φ
(
t, (σ , x)
)= (σ + t,ϕ(σ , x, t)).
Let M be a smooth manifold and let v :R×M → TM be a time-dependent vector ﬁeld. We assume
that v is so regular that for every (t0, x0) ∈ R × M the Cauchy problem
x˙ = v(t, x), (3)
x(t0) = x0 (4)
has unique solution. Then Eq. (3) generates a local process ϕ on X by ϕ(t0,t)(x0) = x(t0, x0, t + t0),
where x(t0, x0, ·) is the solution of the Cauchy problem (3), (4).
Let T be a positive number. In the sequel T denotes the period. We assume that v is T -periodic
in t . It follows that the local process ϕ is T -periodic, i.e.,
ϕ(σ+T ,t) = ϕ(σ ,t) for all σ , t ∈ R,
hence there is a one-to-one correspondence between T -periodic solutions of (3) and ﬁxed points of
the Poincaré map ϕ(0,T ) .
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We follow [3] and use the letters q, p to denote (real) quaternions. By
q = (q0,q1,q2,q3) ∈ R4 (5)
we mean a quaternion
q = q0 + q1i + q2 j + q3k, (6)
where the symbols i, j,k satisfy the following rules of multiplication
i2 = j2 = k2 = i jk = −1,
i j = − ji = k, ki = −ik = j, jk = −kj = i.
We denote the set of quaternions by H.
For a quaternion q we deﬁne the scalar part
sq = q0 ∈ R
and vectorial part by
vq = (q1,q2,q3) ∈ R3.
Thus one can write
q = (sq,vq) ∈ R × R3 (7)
and the multiplication of two quaternions q, p has the form
qp = (sq,vq)(sp,vp) = (sqsp − vq · vp, sqvp + spvq + vq × vp),
where · and × denote the inner product and cross product in R3, respectively.
In the sequel we use all the notations (5), (6) and (7) so one can think of H as R4 or R × R3.
We introduce the inner product and modulus of the quaternions q, p = p0 + p1i + p2 j + p3k by
〈q, p〉 = q0p0 + q1p1 + q2p2 + q3p3 = sqsp + vq · vp,
|q| =√〈q,q〉 =√s2q + |vq|2,
where | | denotes also the norm in Rn (and of course a standard modulus in C). Thus H is a Hilbert
space.
For a quaternion q we introduce the real part operator
Re(q) = q0
and imaginary part by
Im(q) = q1i + q2 j + q3k.
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q = q0 − q1i − q2 j − q3k = (sq,−vq) = Re(q) − Im(q).
Moreover,
[
Im(q)
]2 = −∣∣Im(q)∣∣2 (8)
holds. In general, the multiplication of two quaternions q, p is not commutative but its projection on
the scalar part has this property, i.e.
Re(qp) = Re(pq).
However, it is not true in the case of three or more quaternions e.g. Re[i jk] = −1 = 1 = Re[ jik] but
for r ∈ H we can write
Re[pqr] = Re[rpq] = Re[qrp], (9)
i.e. only cyclic permutations are allowed. Moreover, quaternion q commutes with all other quaternions
if and only if q ∈ R.
Now we list some useful formulae
〈q, p〉 = Re(qp) = Re(qp),
(qp) = pq, qq = qq = |q|2, |qp| = |pq| = |p||q|,
1
q
= q|q|2 .
H is a noncommutative ﬁeld and it is evident that it contains R as a subﬁeld. It also contains C
as a subﬁeld.
For a nonzero quaternion q we introduce the argument by
Ark(q) = ∣∣Arg(sq + |vq|i)∣∣.
It is easy to see that Ark(q) ∈ [0,π ] and Ark(0) is not deﬁned. The straightforward calculation shows
that the following proposition holds.
Proposition 3. Let p,q ∈ H be such that Ark(p) + Ark(q) π2 . Then
Ark(pq) = Ark(qp) Ark(p) + Ark(q) (10)
holds.
Both the equality and strict inequality may happen in (10) as shown in the following example.
Example 4. Let us notice that Ark(1+ i) = Ark(1+ j) = π4 holds. Then
Ark
(
(1+ i)2)= π2
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(
(1+ i)(1+ j))= Ark(1+ i + j + k) = π
3
are satisﬁed.
For 0< α  π we deﬁne the sector S(α) by
S(α) = {q ∈ H: Ark(q) < α}.
Obviously, 0 /∈ S(α).
For q ∈ H we deﬁne the exponential of q by
eq = exp(q) =
∞∑
n=0
qn
n! ,
where the series converges absolutely and uniformly on compact subsets of H. If p ∈ H and pq = qp
then epeq = eqep = ep+q . Let α ∈ R and I ∈ H be such that I2 = −1. Then eα I = cos(α) + sin(α)I .
Let q, p ∈ C1(R,H) then qp ∈ C1(R,H) and
(qp)′(t) = q(t)p′(t) + q′(t)p(t). (11)
2.4. Quaternionic power
Let α, β be quaternions such that |α| = |β| = 1. Then the map g :H  q → αqβ ∈ H is an orthog-
onal rotation. Moreover, every orthogonal rotation in H has this form (cf. [13, Chapter 10]). When
α = β then the rotation αqβ affects only the vectorial part of q. The straightforward calculation
shows that the following proposition holds.
Proposition 5. Let α,q ∈ H \ {0}. Then
Ark(αqα) = Ark(q) (12)
holds.
Now let us observe that I2 = −1 if and only if
I ∈ {q ∈ H: |q| = 1, Re[q] = 0}.
Thus R[I] ⊂ H and C are isomorphic.
Remark 6. Quaternionic multiplication in R[I] is commutative, i.e. for every x, y ∈ R[I] the equality
xy = yx holds.
For a given q ∈ H \R we write Iq = Imq|Imq| . We deﬁne an isomorphism gq between R[Iq] and C by
gq :R[Iq]  p = x+ Iq y → x+ iy ∈ C,
where x, y ∈ R.
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Ark[p] = ∣∣Arg[gq(p)]∣∣ (13)
holds.
Now we show that gq may be deﬁned in terms of rotation. Namely, let λq ∈ H be such that
|λq| = 1 (14)
and
λq Iqλq = i (15)
hold (to see that such λq exists see e.g. [13, Chapter 10]). The number λq may be not uniquely
determined, e.g. for every number of the form α j + βk satisfying α2 + β2 = 1, α,β ∈ R the formula
(α j + βk)(−i)(α j + βk) = i
holds, so, since I1−i = −i, every such number may be chosen as λ1−i . Nevertheless, we can write
gq(p) = λq pλq,
so
g−1q (p) = λq pλq.
It has sense on the whole H but we use it only on R[Iq]. Different choices of λq give the same value
of gq(p) provided that p ∈ R[Iq] and (14), (15) are satisﬁed. To see this let us calculate for q ∈ H \ R,
and p = x+ Iq y ∈ R[Iq], x, y ∈ R
λq pλq = λq(x+ Iq y)λq = λxλq + yλIqλq = x+ iy = gq(x+ Iq y) = gq(p).
Now let us recall that for m ∈ R and z ∈ C we write zm = em Log(z) wherever it has sense.
Let m ∈ R and q ∈ H. We deﬁne
Λ(q,m) =
{
g−1q ([gq(q)]m), for q ∈ H \ R,
qm, for q ∈ R.
Now for q ∈ H \ R the equalities
Λ(q,2) = g−1q
((
Re(q) + i∣∣Im(q)∣∣)2)= g−1q (Re2(q) − ∣∣i(q)∣∣2 + 2iRe(q)∣∣Im(q)∣∣)
= Re2(q) − ∣∣i(q)∣∣2 + 2Re(q)∣∣Im(q)∣∣g−1q (i) = Re(q2)+ 2Re(q)∣∣Im(q)∣∣Iq
= q2
and
Λ(1− i,6) = q−11−i
([1+ i]6)= q−11−i(−8i) = −8q−11−i(i) = 8i = (1− i)6
hold. This illustrates that Λ is a generalisation of quaternionic and complex powers. This enables us
to state the following deﬁnition.
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by qm .
It is easy to see that the following fact holds.
Proposition 8. Let m ∈ R and q ∈ H be such that |m|Ark[q] π . Then
Ark
[
qm
]= |m|Ark[q]
is satisﬁed.
2.5. Parameterisation of a ball
Let n ∈ N. We denote by Sn and Bn the n-dimensional unit sphere and n-dimensional unit closed
ball, respectively.
In the sequel we use parameterisation of three-dimensional balls. Let us write
Iα,β = i cos(α) cos(β) + j sin(α) cos(β) + k sin(β).
It is evident that I2α,β = −1 holds. Now we deﬁne parameterisation
sˆ : [−π,π) ×
[
−π
2
,
π
2
]
× [0, δ]  (α,β, r) → r Iα,β
of a ball of radius δ which is contained by the hyperplane Re[q] = 0.
2.6. Basic notions
Let T > 0 denote the period of Eq. (1).
Since the quaternionic multiplication is not commutative there are m + 1 monomials of order m
of the form qμan,μ(t)qm−μ where am,μ ∈ C(R,H) is T -periodic. Thus the general form of Eq. (1) we
investigate in the sequel is (2), where n  3. It is worth to mention that we allow terms of order 2
which are not investigated in [1] and [5], i.e. a2,0(t)q2 and q2a2,2(t). Of course, we do not allow all
possible monomials e.g. b(t)qμan,μ(t)qm−μc(t) for b, c ∈ C(R,H). The reason is that, such additional
coeﬃcients make technical aspects of calculations much more diﬃcult (see Remark 15).
By the change of variables
p = q−1,
the term qμam,μ(t)qm−μ becomes
−p1−μam,μ(t)p1+μ−n,
so Eq. (2) is well deﬁned and the vector ﬁeld is continuous at the point ∞ only if m ∈ {0,1} or
(m,μ) = (2,1). Thus the Poincaré map ϕ(σ ,T ) is much more complicated than the Möbius transfor-
mation (cf. [5]).
In the sequel we write Ark(0) = 0. Let am,μ ∈ C(R,H) be the coeﬃcients of the vector ﬁeld v from
Eq. (2). We deﬁne τm  0 and τˆm  0 to be the smallest numbers such that Ark[am,μ(t)]  τm and
Ark[−am,μ(t)] τˆm hold for every t ∈ R and μ ∈ {0,1, . . . ,m}.
Let −∞ α < ω ∞ and s : (α,ω) → H be the full solution of (1). We call s forward blowing up
(shortly f.b.) or backward blowing up (b.b.) if ω < ∞ or α > −∞, respectively. If −∞ < α < ω < ∞
then s is called backward and forward blowing up (b.f.b.).
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In the present subsection we state the following improvement of the Brouwer ﬁxed point theorem.
Lemma 9. Let m  1 and X be a nonempty convex and compact subset of Rm. Let f ∈ C(X, X) be such that
there exists  > 0 such that for every x, y ∈ X, 0< |x− y| <  the inequality
∣∣ f (x) − f (y)∣∣< |x− y| (16)
holds. Then there exists exactly one ﬁxed point x0 ∈ X of f . Moreover, x0 is asymptotically stable and attracting
in X.
We use it instead of the quaternionic version of the Wolff–Denjoy theorem.
3. Existence
In the present section we prove the existence of periodic solutions inside some sectors. The
method we use gives no information on the uniqueness of these solutions inside the sectors.
3.1. Nontrivial free term
We investigate the case a0,0 ≡ 0. This allows us to control the solution starting from the origin.
The following theorem corresponds to [2, Theorem 4].
Theorem 10. Let n  3, a1,0,a1,1 ∈ C(R,R) and al,μ ∈ C(R,H) for l ∈ {0,2,3, . . . ,n}, μ ∈ {0,1, . . . , l} be
T -periodic. If there exists number M  n such that
a0,0 ≡ 0 and τˆ0 < π
M − 1 , (17)⎧⎪⎪⎨⎪⎪⎩
τl <
l − 1
M − 1π, for 2 l
M + 1
2
,
τl 
M − l
M − 1π, for
M + 1
2
< l n,
(18)
n∑
l=2
l∑
μ=0
|al,μ| ≡ 0 (19)
hold, then Eq. (2) has in the sector S( πM−1 )
• at least one T -periodic solution ξ ,
• inﬁnitely many forward blowing up solutions.
Moreover, the equation
q˙ = v1(t,q) =
n∑
l=0
(−1)l
l∑
μ=0
qμal,μ(t)q
l−μ (20)
has in the sector Ŝ( πM−1 )
4512 P. Wilczyn´ski / J. Differential Equations 252 (2012) 4503–4528• at least one T -periodic solution χ ,
• inﬁnitely many backward blowing up solutions.
If in addition we assume that the equalities
al,μ ≡ 0, for all odd numbers l 3 (21)
hold, then Eq. (2) has
• at least one T -periodic solution χ in the sector Ŝ( πM−1 ),
• inﬁnitely many backward blowing up solutions in the sector Ŝ( πM−1 ).
Proof. Our goal is to deﬁne a compact set E ⊂ H, such that int E is homeomorphic to four-
dimensional unit ball and the inclusion
ϕ−1(0,T )(E) ⊂ int E (22)
holds. It allows us to apply the Brouwer ﬁxed point theorem and get the existence of at least one
periodic solution inside the set E .
We set
0 < ε <min
{
π
M − 1 − τˆ0,
l−1
M−1π − τl
l − 1 , for 2 l n
}
and
A(ε) =
{
q ∈ H: Ark[q] π
M − 1 − ε
}
.
Let us recall that 0 ∈ A(ε).
We show that the vector ﬁeld v points outward or is tangent to the set A(ε) in every point from
∂ A(ε) \ {0}.
Let q ∈ ∂ A(ε)\{0}, i.e. Ark[q] = πM−1 −ε. An outward orthogonal vector n(q) to A(ε) at q = Re[q]+
Iq|Im[q]| is equal to Iqq = −|Im[q]|+ Iq Re[q]. Now we calculate the inner product of n(q) and v(t,q).
Let 2 l M+12 and μ ∈ {0,1, . . . , l}. Since
−π
2
+ (l − 1) π
M − 1 − (l − 1)ε =
π
2
2l − 1− M
M − 1 − (l − 1)ε ∈
(
−π
2
+ τl,0
)
and, by (13),
Ark
[
Iqq
l−1]= ∣∣Arg[i(Re[q] + i∣∣Im[q]∣∣)l−1]∣∣= ∣∣Arg[ei(− π2 +(l−1) πM−1−(l−1)ε)]∣∣
<
π
2
− τl,
then, by (9), Remark 6 and Proposition 3, the estimation
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n(q),qμal,μ(t)q
l−μ〉= Re[(Iqq)qμal,μ(t)ql−μ]= Re[ql−μ(Iqq)qμal,μ(t)]
= Re[Iqqqlal,μ(t)]= |q|2 Re[Iqql−1al,μ(t)]
= |q|l+1∣∣al,μ(t)∣∣ cos(Ark[Iqql−1al,μ(t)])
 0 (23)
holds for every t ∈ R. Now let M  n l > M+12 and μ ∈ {0,1, . . . , l}. Since
−π
2
+ (l − 1) π
M − 1 − (l − 1)ε =
π
2
2l − 1− M
M − 1 − (l − 1)ε
∈
(
−π
2
+ τl, π2
2l − 1− M
M − 1
)
⊂
(
−π
2
+ τl, π2
)
and
Ark
[
Iqq
l−1]<max{π
2
− τl, π2
2l − 1− M
M − 1
}
,
then, as previously, the estimation
〈
n(q),qμal,μ(t)q
l−μ〉= |q|l+1∣∣al,μ(t)∣∣ cos(Ark[Iqql−1al,μ(t)])
 0
holds. Let now l = 1. Then
〈
n(q),qμal,μ(t)q
l−μ〉= Re[Iqqqlal,μ(t)]= |q|2 Re[Iqal,μ(t)]
= 0. (24)
Finally, in the case l = 0 we get
〈
n(q),a0,0(t)
〉= Re[Iqqa0,0(t)]= Re[(−Iqq)(−a0,0(t))]
 0,
because of (13) and
Ark
[
(−Iqq)
]= ∣∣∣∣π2 + πM − 1 − ε − π
∣∣∣∣= π2 M − 3M − 1 + ε < π2 − τˆ0.
By (17), v(t,0) points outward A(ε) or v(t,0) = 0.
Summing up, every monomial of v points (in every point of ∂ A(ε)) outwards A(ε) or is tangent
to ∂ A(ε). Since a0,0 ≡ 0, every solution starting from ∂ A(ε) leaves A(ε) in time shorter than T .
We ﬁx ε0 > 0 such that the set A(ε0) has properties described above. We set A = A(ε0).
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Θγ = s
(
[−π,π) ×
[
−π
2
,
π
2
]
×
[
0, tan
(
π
2
−mε0
)])
where
s(α,β,o) = γ [1+ oIα,β ]− 1m ,
cf. Section 2.5. Thus Θγ is homeomorphic to the closed three-dimensional unit ball. Moreover, the
conditions
Θγ ⊂ A,
Ark
[
s
(
[−π,π) ×
[
−π
2
,
π
2
]
×
{
tan
(
π
2
−mε0
)})]
= π
M − 1 − ε0,
s
(
[−π,π) ×
[
−π
2
,
π
2
]
×
[
0, tan
(
π
2
−mε0
)))
⊂ int A
hold. Thus A \ Θγ consists of two connected components: bounded and unbounded one. We deﬁne
the set Eγ to be the union of the bounded one and the set Θγ .
Now we investigate behaviour of the vector ﬁeld v on the set Θγ . First of all, let us notice that an
outward orthogonal vector n(α,β,o) to Eγ at the point s(α,β,o) has the form
n(α,β,o) = (1− oIα,β)m+1m .
Now we check the inner product of the outward orthogonal vector and every of the monomials of the
vector ﬁeld v . For l = 0 we get〈
n(α,β,o),a0,0(t)
〉= Re[(1+ oIα,β)m+1m a0,0(t)]
−|1+ oIα,β |m+1m N0
−N0 sin−m+1m (mε0), (25)
where N0 = max{|a0,0|: t ∈ R} and
1 |1+ oIα,β | 1
sin(mε0)
.
For l = 1 and μ ∈ {0,1} we get〈
n(α,β,o), sμ(α,β,o)a1,μ(t)s
1−μ(α,β,o)
〉= Re[γ (1+ oIα,β)a1,μ(t)]
−γ |1+ oIα,β |N1
−γ N1 sin−1(mε0), (26)
where N1 = max{|a1,1| + |a1,0|: t ∈ R}. Now for l 2 and μ ∈ {0,1, . . . , l} we get
Ark
[
(1+ oIα,β)m+1−lm
]

(
π
2
−mε0
)∣∣∣∣m + 1− lm
∣∣∣∣,
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Ark
[
(1+ oIα,β)m+1−lm al,μ(t)
]
<
(
π
2
−mε0
)
m + 1− l
m
+ l − 1
2m
π − (l − 1)ε0
= π
2
−mε0
and when l − 1>m
Ark
[
(1+ oIα,β)m+1−lm al,μ(t)
]

(
π
2
−mε0
)
l −m − 1
m
+ 2m + 1− l
2m
π
= π
2
− (l −m − 1)ε0,
thus there exists m˜ > 0 such that
Ark
[
(1+ oIα,β)m+1−lm al,μ(t)
]
<
π
2
− m˜
holds. Finally,
〈
n(α,β,o), sμ(α,β,o)al,μ(t)s
l−μ(α,β,o)
〉= Re[γ l(1+ oIα,β)m+1−lm al,μ(t)]
 γ l|1+ oIα,β |m+1−lm
∣∣al,μ(t)∣∣ sin(m˜)
 γ l
∣∣al,μ(t)∣∣ sin(m˜)min{1, sin l−m−1m (mε0)} (27)
holds.
If the inequality
n∑
l=2
l∑
μ=0
∣∣al,μ(t)∣∣> 0 (28)
holds for every t ∈ R instead of (19), then, by (25), (26) and (27), we get
〈
n(α,β,o), v
(
t, sμ(α,β,o)
)〉
−|1+ oIα,β |m+1m N0 − γ |1+ oIα,β |N1
+ sin(m˜)γ 2
n∑
l=2
l∑
μ=0
|1+ oIα,β |m+1−lm
∣∣al,μ(t)∣∣
> 0
provided that γ is big enough. In this case the vector ﬁeld v points outward Eγ in every point of Θγ .
We choose such a γ0 and write E = Eγ0 . Then (22) holds.
When (28) is not satisﬁed but (19) holds, then the vector ﬁeld v may point inward Eγ in some
point of Θγ and some times t . But let us notice that the family of sets Θγ is the foliation of the
sector A, i.e.
A = {0} ∪
⋃
γ∈R
Θγ
4516 P. Wilczyn´ski / J. Differential Equations 252 (2012) 4503–4528holds. Let t0 ∈ [0, T ], ν > 0 be such that t0 + ν < T and |al,μ(t)| > κ > 0 for some l  2, μ ∈
{0,1, . . . , l} and every t ∈ [t0, t0 + ν]. Then there exists γ0 such that for every ﬁxed γ  γ0 and every
q ∈ Θγ if ϕ(0,t0)(q) ∈ Eγ then ϕ(t0,ν)(ϕ(0,t0)(q)) /∈ Eγ . It is due to the fact, that, by (25) and (26), the
trajectory can move inward Eγ in the exponential speed in t , because the vector ﬁeld is bounded by
linear term in γ . Later, by (27), the trajectory is swept out the set Eγ in time shorter than ν , because
the vector ﬁeld has at least quadratic growth in γ , i.e. at least γ 2κ sin(m˜)min{1, sin l−m−1m (mε0)}.
We write E = Eγ0 . Then (22) holds.
This proves that there exists at least one periodic solution inside S( πM−1 ).
We now prove the existence of inﬁnitely many f.b. solutions inside the sector S( πM−1 ), i.e. we
prove the existence of solutions η : (−∞,ωη) → H of Eq. (2) inside the sector satisfying ωη < ∞ and
lim
t→ω−η
η(t) = ∞. (29)
Let t0 ∈ [0, T ], ν > 0 be such that t0 + 2ν < T and |al,μ(t)| > κ > 0 for some l 2, μ ∈ {0,1, . . . , l}
and every t ∈ [t0, t0 + 2ν]. We deﬁne the set
D(δ) =
⋃
γδ
Θγ (30)
for some δ > 0. We choose such a big δ that for every γ  δ the vector ﬁeld −v points outward D(γ )
in every point of Θγ (i.e. v points inward D(γ ) in every point of Θγ \ ∂ A and points outward D(γ )
in every point of Θγ ∩ ∂ A). Moreover, it is possible to choose such a big δ, that every full solution
η of (2) satisfying η(t) ∈ D(δ) for t ∈ [t0, t0 + ν] leaves D(δ) in time shorter than ν or is not deﬁned
for time t + ν . It is possible due to the fact that, by (27), on every set Θγ the component of the
dominating term of v which is normal to Θγ has growth at least quadratic in γ , i.e. it is at least
γ 2κ sin(m˜)min{1, sin l−m−1m (mε0)}.
Let φ be the local ﬂow on R × H generated by (2). Write
K = [t0, t0 + 2ν] × D(δ),
D˜(δ) = D(δ) ∩
{
q ∈ H: Ark[q] = π
M − 1 − ε0
}
.
Here
K− = [t0, t0 + 2ν] × D˜(δ) ∪ {t0 + 2ν} × D(δ),
K+ = [t0, t0 + 2ν] × Θδ ∪ {t0} × D(γ ).
Thus K and K− are closed sets in R × H, so, by Proposition 1, K is a Waz˙ewski set for the local
ﬂow φ.
We ﬁx θ ∈ (t0, t0 + ν). To obtain a contradiction, we suppose that {θ}×Θδ ⊂ K ∗ . By Lemma 2, the
map  : {θ}×Θδ  (θ, p) → φ(σ (θ, p), (θ, p)) ∈ K− is continuous (here σ is the escape-time function
of K ). But by the above arguments σ(θ, p) < ν , so, since π1(φ(σ (θ, p), (θ, p))) = θ + σ(θ, p) holds
(here π1 :R×H → R is the projection on the time variable), we get ({θ}×Θδ) ⊂ [t0, t0+2ν)× D˜(δ).
But σ(θ, p) = 0 for every p ∈ Θδ ∩ D˜(δ), so |{θ}×[Θδ∩D˜(δ)] = id |{θ}×[Θδ∩D˜(δ)] . Moreover, [t0, t0 + 2ν)×
D˜(δ) is homotopy equivalent to {θ} × [Θδ ∩ D˜(δ)]. Finally, since {θ} × [Θδ ∩ D˜(δ)] is homeomorphic
to S2 and {θ} × Θδ is homeomorphic to B3, we get a retraction of B3 to S2 which is the desired
contradiction.
Summing up, we have proved that there exists p ∈ Θδ such that φ+(θ, p) ⊂ K , i.e. for the solution
η of (2) satisfying η(θ) = p one gets ωη < ∞. But, by (30), for every θ < t < ωη there exists γ > δ
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set A, η(t) ∈ A for every t < θ , so αη = −∞. By the arbitrariness of the choice of θ we get inﬁnitely
many b.f. solutions inside A which ﬁnishes the proof of the main part of the theorem.
By the equality
v(t,−q) = v1(t,q), (31)
the Poincaré map ϕ(0,T ) : (−E) → int(−E) of (20) is well deﬁned. Thus there exists at least one
T -periodic solution of Eq. (20) inside the sector Ŝ( πM−1 ). Moreover, there are inﬁnitely many b.b.
solutions inside the sector.
Let now a1,1 = a1,0 ≡ 0 hold. Then the assumption (21) implies the equalities v(t,q) = v1(t,q) and
v(t,−q) = v1(t,q) hold for every (t, z) ∈ R × H. Thus the properties of the sets E and −E described
as above are preserved. If we allow a1,1 ≡ 0 or a1,0 ≡ 0 then the behaviour of the vector ﬁeld v on the
boundaries of the sets is qualitatively the same: the terms qa1,1 and a1,0q are tangent or dominated
by
∑n
l=2
∑l
μ=0 qμal,μ(t)ql−μ . Finally, Eq. (2) has in every sector S( πM−1 ) and Ŝ( πM−1 ) at least one
T -periodic solution and inﬁnitely many f.b. and b.b., respectively, ones. 
Remark 11. It is possible to allow a1,0,a1,1 ∈ C(R,H) in Theorem 10 provided that the equality
Im[a1,0] = −Im[a1,1] (32)
holds. Indeed, we get in the crucial (24)
〈
n(q),qa1,1(t) + a1,0(t)q
〉= Re[Iqqq[a1,1(t) + a1,0(t)]]
= |q|2 Re[Iq[a1,1(t) + a1,0(t)]]
= |q|2[a1,1(t) + a1,0(t)]Re[Iq]
= 0,
which changes nothing on the boundary of A(ε). It does not affect the estimation (26) either.
Example 12. By Theorem 10, the equation
q˙ = q3 − 1−  + j + eit
has at least one 2π -periodic solution inside S( π2 ) for every  > 0. Here M = 3, τ3 = τ2 = 0 and
τˆ0 = arctan(−1) < π2 .
Example 13. By Theorem 10, the equation
q˙ = −q3 + q(1+ k)q + sin(t)q − 3
2
+ ieit + e jt
has at least one 2π -periodic solution inside Ŝ( π2 ). Here M = 3, τ3 = 0, τ2 = π4 < π2 and τˆ0 =
arctan( 2
3−2√2 ) <
π
2 .
Example 14. By Theorem 10 and Remark 11, the equation
q˙ = q4 + iq − qi − 1+ j sin(t) + k
4518 P. Wilczyn´ski / J. Differential Equations 252 (2012) 4503–4528has at least one 2π -periodic solution inside of every sector S( π3 ) and Ŝ( π3 ). Here M = 4, τ4 = τ3 =
τ2 = 0 and τˆ0 = arctan(
√
2) < π3 .
Remark 15. The equality (23) is the place which does not allow (2) to contain monomials of the form
a(t)qμb(t)ql−μc(t). Indeed, even if we control Ark[a(t)b(t)c(t)] and get in (23)〈
n(q),a(t)qμb(t)ql−μc(t)
〉= Re[(Iqq)a(t)qμb(t)ql−μc(t)]
= 1|a(t)c(t)|2 Re
[
c(t)ql−μc(t)Iqqa(t)qμa(t)
{
a(t)b(t)c(t)
}]
,
then despite the equalities
Ark
[
a(t)qμa(t)
]= Ark[qμ],
Ark
[
c(t)ql−μc(t)
]= Ark[ql−μ]
the inequality
Ark
[
c(t)ql−μc(t)Iqqa(t)qμa(t)
]
> Ark
[
ql−μ Iqqqμ
]
may occur, e.g. for q = 1+ i, l = μ = 2, c ≡ 1, and a(t) = 2+ j one gets Iq = i and
Ark
[−i(1− i)(2+ j)(1+ i)2(2− j)]= Ark[3− 3i − 4 j + 4k] = arctan(√41
3
)
>
π
4
,
Ark
[−i(1− i)(1+ i)2]= Ark[1− i] = π
4
.
3.2. Trivial free term
In this section we investigate the equation
q˙ = v(t,q) =
n∑
l=1
l∑
μ=0
qμal,μ(t)q
l−μ. (33)
Linear term is the dominating one in the neighbourhood of the origin. If it satisﬁes the inequality
T∫
0
a1,1(t) + a1,0(t)dt < 0, (34)
then it is possible to adapt method from the proof of Theorem 10. In this case qa1,1(t)+a1,0(t)q plays
similar role to a0,0(t).
We state the main theorem of the section.
Theorem 16. Let n  3, a1,1(t),a1,0(t) ∈ C(R,R) and al,μ ∈ C(R,H) for l ∈ {2,3, . . . ,n}, μ ∈ {0,1, . . . , l}
be T -periodic. If there exists number M  n such that (34), (18) and (19) are satisﬁed, then Eq. (33) has in the
sector S( πM−1 )
• at least one T -periodic solution,
• inﬁnitely many f.b. solutions.
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q˙ = v1(t,q) =
n∑
l=1
(−1)l
l∑
μ=0
qμal,μ(t)q
l−μ (35)
has in the sector Ŝ( πM−1 )
• at least one T -periodic solution,
• inﬁnitely many b.b. solutions.
Proof. We adopt notation and modify the proof of Theorem 10. Let 0 < δ < 1. We deﬁne E(δ) =
E ∩ {q ∈ H: |q| δ} and Ê(δ) = E ∩ {q ∈ C: |q| = δ}.
Since a1,1 and a1,0 take only real values, the solution of the equation
q˙ = a1,1(t)q + qa1,0(t) (36)
is given by
η(t) = e
∫ t
0 a1,1(τ )+a1,0(τ )dτ η(0), (37)
so
∣∣η(T )∣∣< ∣∣η(0)∣∣ (38)
holds for η(0) = 0. But the term a1,1(t)q+qa1,0(t) is the dominating one in the neighbourhood of the
origin. Thus (38) holds also for Eq. (33), provided that |η(0)| is small enough.
Thus ϕ(0,−T )(E(δ)) ⊂ E(δ) is satisﬁed, which ﬁnishes the proof of the main part of the theorem.
As previously, the case of Eq. (35) comes from the equality (31). 
Remark 17. As in Section 3.1, it is possible to allow a1,1(t),a1,0(t) ∈ C(R,H), provided that (32) is
satisﬁed. Since the solution of (36) may not be given by (37) (see Example 18) we need to use
different approach.
Write f (t) = |q(t)|2 where q is a ﬁxed solution of (36). Then
d
dt
f (t) = d
dt
〈
q(t),q(t)
〉= 2〈q˙(t),q(t)〉= 2〈q(t),a1,1(t)q(t) + q(t)a1,0(t)〉
= 2Re[q(t)(a1,1(t)q(t) + q(t)a1,0(t))]= 2∣∣q(t)∣∣2 Re[a1,1(t) + a1,0(t)]
= 2 f (t)Re[a1,1(t) + a1,0(t)],
so, by (34), we get | f (T )| < | f (0)| if only f (0) = 0. Finally, we get the crucial (38), thus Remark 11
ﬁnishes the proof of the statement.
Example 18. Let f ∈ C(R,H) be 2-periodic and given by
f (t) =
{
i + 2t j, for t ∈ [0,1],
i + 2(2− t) j, for t ∈ [1,2].
4520 P. Wilczyn´ski / J. Differential Equations 252 (2012) 4503–4528Then the solution of the linear equation
q˙ = f (t)q
is not given by
η(t) = e
∫ t
0 f (τ )dτ η(0).
To see this let us differentiate the function η in the interval (0,1). Having in mind (11), we get
d
dt
η(t) = d
dt
[
et(i+t j)η(0)
]= [ d
dt
et(i+t j)
]
η(0)
=
[ ∞∑
m=0
1
m!
d
dt
[
t(i + t j)]m]η(0) = [ ∞∑
m=0
1
m!
d
dt
(
tm(i + t j)m)]η(0)
=
[ ∞∑
m=0
1
m!
[(
d
dt
tm
)
(i + t j)m + tm
(
d
dt
(i + t j)m
)]]
η(0)
=
[ ∞∑
m=1
tm−1(i + t j)m
(m − 1)!
]
η(0) +
[ ∞∑
m=0
tm
m!
d
dt
(i + t j)m
]
η(0)
= (i + t j)et(i+t j)η(0) +
[ ∞∑
m=0
tm
m!
d
dt
(i + t j)m
]
η(0),
so it is enough to show that
∑∞
m=0 t
m
m!
d
dt (i + t j)m = t jet(i+t j) . Let us observe that
2ti + j(t2 − 1)
1+ t2 (i + t j) = (i + t j) j,
j(i + t j) = (i + t j)2ti + j(t
2 − 1)
1+ t2
hold. So, since 2ti+ j(t
2−1)
1+t2 = j + 2 ti− j1+t2 , we get
d
dt
(i + t j)m =
m−1∑
n=0
(i + t j)n j(i + t j)m−1−n
=
∑
n odd
2ti + j(t2 − 1)
1+ t2 (i + t j)
n(i + t j)m−1−n +
∑
n even
j(i + t j)n(i + t j)m−1−n
=
(
jm + 2
⌊
m
2
⌋
ti − j
1+ t2
)
(i + t j)m−1,
where x is the integer part of x, i.e.
x = max{n ∈ Z: n x}.
Thus
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m=0
tm
m!
d
dt
(i + t j)m = t jet(i+t j) +
∞∑
m=0
tm
m!2
⌊
m
2
⌋
ti − j
1+ t2 (i + t j)
m−1 (39)
holds, so it is enough to show that the second component of the right-hand side of (39) is nonzero.
To do that we notice that
ti − j
1+ t2 (i + t j) = k,
(i + t j)2 = −(t2 + 1)
hold and calculate
∞∑
m=0
tm
m!2
⌊
m
2
⌋
ti − j
1+ t2 (i + t j)
m−1
=
∞∑
l=0
t2l
(2l)!2
⌊
2l
2
⌋
ti − j
1+ t2 (i + t j)
2l−1 +
∞∑
l=0
t2l+1
(2l + 1)!2
⌊
2l + 1
2
⌋
ti − j
1+ t2 (i + t j)
2l
=
∞∑
l=1
t2l
(2l)!2lk(−1)
l−1(1+ t2)l−1 + ∞∑
l=1
t2l+1
(2l + 1)!2l
ti − j
1+ t2 (−1)
l(1+ t2)l
= kt2
∞∑
l=1
(−1)l−1
(2l − 1)!
[
t2
(
1+ t2)]l−1 + (ti − j)t3 ∞∑
l=1
(−1)l
(2l + 1)!2l
[
t2
(
1+ t2)]l−1
= kt2X + (ti − j)t3Y
= 0
because X > 0 and Y < 0. To see that let us observe that if we write X =∑∞l=1 xl , then for every odd
l we get xl + xl+1 > 0 for every t ∈ [0,1]. In the case of Y we get just yl + yl+1 < 0.
Example 19. By Theorem 16, the equation
q˙ = q4(1+ k√3cos(t))+ (2 sin(t) − 1)q
has at least one 2π -periodic solution inside S( 2π9 ). Here M = 112 , τ4 = π3  π3 and τ3 = τ2 = 0.
Now we investigate the situation when (34) is not satisﬁed. Unfortunately we are unable to prove
the following theorem assuming only
T∫
0
a1,1(t) + a1,0(t)dt  0. (40)
We need to assume that
a1,1(t) + a1,0(t) 0 for every t ∈ R (41)
holds.
4522 P. Wilczyn´ski / J. Differential Equations 252 (2012) 4503–4528Theorem 20. Let n  3, a1,1(t),a1,0(t) ∈ C(R,R) and al,μ ∈ C(R,H) for l ∈ {2,3, . . . ,n}, μ ∈ {0,1, . . . , l}
be T -periodic. If there exists number M  n such that (41), (18) and (19) are satisﬁed, then Eq. (33) has in the
sector S( πM−1 )
• no periodic solutions,
• inﬁnitely many f.b. solutions,
• the trivial solution is repelling in the whole sector.
Moreover, Eq. (35) has in the sector Ŝ( πM−1 )
• no periodic solutions,
• inﬁnitely many b.b. solutions,
• the trivial solution is attracting in the whole sector.
If, in addition, the condition
al,μ ≡ 0 for all even numbers l 2 (42)
is satisﬁed, then Eq. (33) has in the sector Ŝ( πM−1 )
• no periodic solutions,
• inﬁnitely many f.b. solutions,
• the trivial solution is repelling in the whole sector.
Proof. We use the notation from the proof of Theorem 10. Since
A = {0} ∪
⋃
γ>0
Θγ ,
it is enough to show that every component qμal,μ(t)ql−μ of the vector ﬁeld points outward the set
Eγ in every point of [∂Eγ ] \ {0}. But almost all was done in the proof of Theorem 10. It remains to
show this for qμa1,μ(t)q1−μ and points from Θγ , i.e. to make a different estimation in (26). By (41),
we write
〈
n(α,β,o), s(α,β,o)a1,1(t) + a1,0(t)s(α,β,o)
〉= Re[γ (1+ oIα,β)[a1,1(t) + a1,0(t)]]
= γ [a1,1(t) + a1,0(t)]Re[1+ oIα,β ]
= γ [a1,1(t) + a1,0(t)]
 0
which ﬁnishes the proof of the main part of theorem.
The case of Eq. (35) comes from (31).
If (42) is satisﬁed, then v(t,−q) = −v(t,q) holds for every t ∈ R and q ∈ H, so every component
of the vector ﬁeld v points outward the set −Eγ in every point of −[∂Eγ ] \ {0}. 
Remark 21. It is possible to allow a1,0,a1,1 ∈ c(R,H) in Theorem 20 provided that (32) is satisﬁed.
Indeed it does not change the crucial estimations for linear terms.
Open problem 22. Is it possible to prove Theorem 20 assuming (40) instead of (41)?
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q˙ = q3 + q(1+ j sin(t))q + q
has no periodic solution inside S( π2 ). Here M = 3, τ3 = 0 and τ2 = π4 < π2 .
Example 24. By Theorem 20, the equation
q˙ = q3[1+ i sin(t)]q + (2+ j)q2 + q
has no periodic solution inside S( π4 ). By Theorem 16, the equation has at least one 2π -periodic
solution inside Ŝ( π4 ). Here M = 5, τ4 = π4  π4 and τ2 = arctan( 12 ) < π4 .
Example 25. By Theorem 20, the equation
q˙ = q3 + sin(t)kq − sin(t)qk
has no periodic solution inside S( π2 ) and Ŝ( π2 ). Here M = 3, τ3 = τ2 = 0.
4. Uniqueness
In the present section we prove uniqueness of periodic solutions inside some sectors. We use the
strengthened version of the Brouwer ﬁxed point theorem given in Lemma 9. To do that we need to
impose more restrictive assumptions than in Section 3. In fact, we are able to provide results only in
the case of nontrivial free term described in Section 3.1.
Theorem 26. Let n 3, a1,0,a1,1 ∈ C(R, [0,∞)) and al,μ ∈ C(R,H) for l ∈ {0,2,3, . . . ,n}, μ ∈ {0,1, . . . , l}
be T -periodic. If there exists number M  2n − 1 such that (17), (19) and⎧⎪⎪⎨⎪⎪⎩
τl <
l − 1
M − 1π, for 2 l
M + 3
4
,
τl 
M − 2l + 1
2(M − 1) π, for
M + 3
4
< l n
(43)
hold, then Eq. (2) has in the sector S( πM−1 )
• exactly one T -periodic solution ξ . It is asymptotically unstable and repelling in the whole sector,
• inﬁnitely many forward blowing up solutions.
Moreover, Eq. (20) has in the sector Ŝ( πM−1 )
• exactly one T -periodic solution χ . It is asymptotically stable and attracting in the whole sector,
• inﬁnitely many backward blowing up solutions.
If, in addition, we assume that (21) holds, then Eq. (2) has
• exactly one T -periodic solution χ in the sector Ŝ( πM−1 ). It is asymptotically stable and attracting in the
whole sector,
• inﬁnitely many backward blowing up solutions in the sector Ŝ( πM−1 ),• inﬁnitely many solutions which are heteroclinic from ξ to χ .
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Proof. First of all, let us notice that, since M  2n − 1, (43) implies (18). Thus, by Theorem 10, there
exist in the sector S( πM−1 ) at least one T -periodic solution ξ and inﬁnitely many forward blowing up
solutions. So it is enough to prove that ξ is asymptotically unstable and repelling in the whole sector.
We do it using Lemma 9.
Let E be as in the proof of Theorem 10. By (17), there exists ρ0 > 0 such that for every q ∈ E ∩
{q ∈ H: Re[q] ρ0} one gets ϕ(0,T )(q) /∈ E . So for every 0< ρ  ρ0 and Ê(ρ) = E∩{q ∈ H: Re[q] ρ}
the inclusion ϕ(0,−T )(̂E(ρ)) ⊂ Ê(ρ) is satisﬁed. Moreover, by analysis of construction of E (E is a
convex subset of the complex plane rotated along the real axis, see Fig. 1), it is easy to see that Ê(ρ)
is a convex and compact subset of H . Let us ﬁx ρ . Then there exists γˆ such that for every q ∈ Ê(ρ)
we get
ρ  |q| < γˆ . (44)
Now it remains to verify the last assumption of Lemma 9, i.e. (16). Let us write
ρ >  > 0. (45)
Then, by the continuous dependence of solutions on the initial conditions and compactness of Ê(ρ),
there exists ˆ ,   ˆ > 0 such that for every p,q ∈ Ê(ρ) satisfying 0< |p − q| < ˆ the estimation∣∣ϕ(0,−t)(p),ϕ(0,−t)(q)∣∣<  (46)
holds for every t ∈ [0, T ]. Let us ﬁx η, ζ , η = ζ , solutions of (2) such that η(0), ζ(0) ∈ Ê(ρ) and (46)
are satisﬁed, i.e. ∣∣η(−t) − ζ(−t)∣∣< 
for every t ∈ [0, T ]. Then to get ∣∣η(−T ) − ζ(−T )∣∣< ∣∣η(0) − ζ(0)∣∣
it is enough the function
f (t) = ∣∣η(−t) − ζ(−t)∣∣2
be decreasing, i.e.
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dt
f (t) = 2
〈
η(−t) − ζ(−t), d
dt
η(−t) − d
dt
ζ(−t)
〉
= 2〈η(−t) − ζ(−t),−v(−t, η(−t))+ v(−t, ζ(−t))〉
 0
holds for every t ∈ [−T ,0] and for some t the inequality is strict. To sum up, we need to show that
〈
η − ζ, v(−t, η) − v(−t, ζ )〉 0 (47)
holds for every t ∈ R and for some t the inequality is strict. We do that by analysing the contribution
of every monomial of v to the above inner product. We start with l = 0
〈η − ζ,a0,0 − a0,0〉 = Re
[
(η − ζ )(a0,0 − a0,0)
]
= 0.
Let now l = 1 and μ ∈ {0,1}
〈
η − ζ,ημal,μηl−μ − ζμal,μζ l−μ
〉= Re[(η − ζ )(ημal,μηl−μ − ζμal,μζ l−μ)]
= Re[(η − ζ )(η − ζ )a1,μ]
= |η − ζ |2 Re[a1,μ]
 0. (48)
In the case l 2 and μ ∈ {0,1, . . . , l} we get
〈
η − ζ,ημal,μηl−μ − ζμal,μζ l−μ
〉
= Re[(η − ζ )(ημal,μηl−μ − ζμal,μηl−μ + ζμal,μηl−μ − ζμal,μζ l−μ)]
= Re[(η − ζ )(ημ − ζμ)al,μηl−μ]+ Re[(η − ζ )ζμal,μ(ηl−μ − ζ l−μ)]
= Re[ηl−μ(η − ζ )(ημ − ζμ)al,μ]+ Re[(ηl−μ − ζ l−μ)(η − ζ )ζμal,μ]. (49)
Let η(−t) = ζ(−t) + ν(−t) where |ν(−t)| <  . Keeping in mind (45) and the fact that for μ 2 one
gets
(ζ + ν)μ = ζμ + νζμ−1 + ζνζμ−2 + · · · + ζμ−1ν + Pμ(ν, ζ ),
where Pμ is a polynomial such that∣∣Pμ(ν, ζ )∣∣ 2μ|ν|2|ζ |μ−2,
we deal with the ﬁrst component of (49) and obtain
Re
[
ηl−μ(η − ζ )(ημ − ζμ)al,μ]
= Re[ηl−μν((ζ + ν)μ − ζμ)al,μ]
= Re[ηl−μν(νζμ−1 + ζνζμ−2 + · · · + ζμ−1ν)al,μ]+ Re[ηl−μν Pμ(ν, ζ )al,μ].
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Ark
[
νζανζμ−1−α
]
 Ark
[
νζαν
]+ Ark[ζμ−1−α]
= Ark[ζα]+ (μ − 1− α)Ark[ζ ]
= (μ − 1)Ark[ζ ]
 (μ − 1) π
M − 1 − (μ − 1)ε0
for every α ∈ {0,1, . . . ,μ}, where ε0 is as in the proof of Theorem 10. So, by the fact that (43) implies
τl 
M − 2l + 1
2(M − 1) π, for every 2 l n,
we get
Ark
[
ηl−μν
(
νζμ−1 + ζνζμ−2 + · · · + ζμ−1ν)al,μ]
 (l − μ) π
M − 1 − (l − μ)ε0 + (μ − 1)
π
M − 1 − (μ − 1)ε0 +
M − 2l + 1
2(M − 1) π
= π
2
− (l − 1)ε0
and
Re
[
ηl−μν
(
νζμ−1 + ζνζμ−2 + · · · + ζμ−1ν)al,μ]μ|ν|2|η|l−μ|ζ |μ−1|al,μ| sin((l − 1)ε0).
Thus, by (44), we obtain the estimation
Re
[
ηl−μ(η − ζ )(ημ − ζμ)al,μ]
μ|ν|2|η|l−μ|ζ |μ−1|al,μ| sin
(
(l − 1)ε0
)− 2μ|η|l−μ|ν|3|ζ |μ−2|al,μ|
= μ|η|l−μ|ν|2|ζ |μ−2|al,μ|
[
|ζ | sin((l − 1)ε0)− 2μ
μ
|ν|
]
= μ|η|l−μ|ν|2|ζ |μ−2|al,μ|
[
ρ sin(ε0) − 2n
]
 0 (50)
provided that
0<  < 2−nρ sin(ε0) (51)
holds.
For μ = 0 we get
Re
[
ηl−μ(η − ζ )(ημ − ζμ)al,μ]= 0
and for μ = 1
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[
ηl−μ(η − ζ )(ημ − ζμ)al,μ]= |ν|2 Re[ηl−1al,μ]
 |ν|2|η|l−1|al,μ| sin
[
(l − 1)ε0
]
 0. (52)
Summing up, the inequality
Re
[
ηl−μ(η − ζ )(ημ − ζμ)al,μ] 0
holds provided that (51) is satisﬁed. Similarly, it is possible to show that
Re
[(
ηl−μ − ζ l−μ)(η − ζ )ζμal,μ] 0
holds.
It is worth to mention that there are strict inequalities in (50) and (52) when |al,μ(t)| > 0, so,
by (19), we get
〈
η − ζ,ημal,μηl−μ − ζμal,μζ l−μ
〉
> 0
for some l  2, μ ∈ {0,1, . . . , l} and t ∈ [0, T ] (and the weak inequality for all l, μ and t) which
ﬁnishes the proof of the main part of theorem.
As previously, the case of Eq. (20) comes from the equality (31).
Let (21) hold and η be a solution of (2) such that η(t0) = 0 for some t0 ∈ R. Then, by (17),
η(t) ∈ S( πM−1 ) for every t < t0 so limt→−∞ |η(t)− ξ(t)| = 0. Moreover, η(t) ∈ Ŝ( πM−1 ) for every t > t0
so limt→∞ |η(t) − χ(t)| = 0, i.e. η is heteroclinic from ξ to χ . 
Remark 27. As in Theorem 10, it is possible to allow a1,0,a1,1 ∈ C(R,H) in Theorem 26 provided that
the equality (32) holds. Indeed, we get
〈
η − ζ,ημal,μηl−μ − ζμal,μζ l−μ
〉= Re[(η − ζ )(ηa1,1 + a1,0η − ζa1,1 − a1,0ζ )]
= Re[(η − ζ )(η − ζ )(a1,1 + a1,0)]
= |η − ζ |2 Re[a1,1 + a1,0]
 0
instead of (48) which has the same contribution to the (47).
Open problem 28. Is it possible to prove Theorem 26 with condition (18) instead of (43) and M  n
instead of M  2n − 1, i.e. for wider sectors?
Example 29. By Theorem 26, the equation
q˙ = q3 − 1−  − jeit
has exactly one 2π -periodic solution inside S( π4 ) for every  > 0. Here M = 5, τ3 = τ2 = 0 and
τˆ0 = arctan( 11+ ) < π4 .
4528 P. Wilczyn´ski / J. Differential Equations 252 (2012) 4503–4528Example 30. By Theorem 26, the equation
q˙ = q3 + q(1+  + k)q + [1+ sin(t)]q − 3
2
+ e jt
has exactly one 2π -periodic solution inside Ŝ( π4 ) for every  > 0. Here M = 5, τ3 = 0, τ2 =
arctan( 11+ ) <
π
4 and τˆ0 = arcsin( 23 ) < π4 .
Example 31. By Theorem 26 and Remark 27, the equation
q˙ = q4 + iq − qi − 1+ k
2
e jt
has exactly one 2π -periodic solution inside S( π6 ). It is asymptotically unstable and repelling in the
whole S( π6 ). Moreover, the equation has exactly one 2π -periodic solution inside Ŝ( π6 ). It is asymp-
totically stable and attracting in the whole Ŝ( π6 ). Here M = 7, τ3 = τ2 = 0 and τˆ0 = arctan( 12 ) < π6 .
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