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•  Want to reject the “No Higgs” hypothesis (  + ) 



























•  And we need to know how wrong these predictions 
could be… 
ATLAS-CONF-2017-043	
Sources of  Systematic Uncertainty 
•  Experimental 
–  How well we understand the detector and our 
ability to identify / measure properties of  
particles given that they are present 
•  Theoretical 
–  How well we understand the underlying 
theoretical model of  the physical processes 
•  Modeling uncertainties 
–  How well can I constrain backgrounds in 
alternate data measurements / control regions 
26	ATLAS-CONF-2017-041	
Adversarial Networks 27	
•  Adversary is built to predict the value of  Z given the classifier 
output 
–  If  adversary can predict Z, than there is information in f(…) about 






















































































































ML applications for fast local reconstruction  
Next generation calorimeters will be extremely granular and difficult to 
handle with rule-based algorithms, while Deep Learning might be more 
suitable (see experience in neutrinos). In order to transition to a full ML 
approach, one would need 
A clustering algorithm that makes particle candidates (see the discussion at 
the workshop on how to optimize similarity given a clustering algorithm) 
A set on classifier and regression algorithms that associate to each cluster 
an hypothesis (electron, pion, etc) and a measurement of energy and 
direction 
A classifier that distinguish “intereting” particles from those originating from 
pileup collisions 
An algorithm (trained in adversarial) that would morph the simulated events 
into real data (e.g. those obtained in testbeams) 
The CMS HGCAL for High-Luminosity LHC could be used as a benchmark 
for this project 
Fast DL Inference for trigger applications 
The project consists in developing tools to optimize the inference of 
given NN models on parallel architectures (e.g., FPGAs and GPUs), 
targeting a latency of O(10 ms), typical of the L1 hardware-based 
layer of a trigger system for the LHC experiments. Connecting to the 
“ML applications for fast local reconstruction” project, this project 
would allow to deploy the models developed in that context in the 
early stages of the data acquisition system. The main task will be in 
finding the optimal solution between the model complexity, the 
inference time, and the hardware platform used at this purpose.  
The project could focus on specific local-reconstruction tasks (i.e., 
muons in the muon stations, clusters in the calorimeter), on the high-
level steps of the reconstruction, which put together these information 
(so-called trigger primitives) into a coherent view of the event, or on 
the selection algorithms themselves (e.g., regression models to 
improve resolution) 
l  Non-flat Geometries in Neural Networks 
-  Nati Srebro (TTIC) made a compelling case for alternative 
distance measures – perhaps a problem has been the implicit 
assumption of a flat space in which a Euclidean distance is 
sufficient. What if one considered curved or highly warped 
hyperspaces where non-Euclidean methods are more 
appropriate? 
-  It’s possible that where we have seen statistical mechanics/
information theory as useful for understanding learning, a kind of 
“General Relativity” - movement in non-flat space – would be 
equally useful for machine learning. 
l  “Path Integral Formulation” 
-  As was noted by K. Cranmer and others, Srebro’s distance 
measure resembles the Feynman Path Integral Formulation – is 
there more to be learned there?	
Machine	Learning	Ques@ons	–	One	Physicist’s	
Perspec@ve	
