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あらまし 本研究報告では，ストリームデータの結合処理を行う Handshake Joinの FPGAアクセラレータをマルチ
ノードに拡張する手法を提案し，その性能評価を報告する．マルチノード拡張は，データ通信の 2つの工夫によって実
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Abstract This paper proposes an FPGA-based Handshake join acceleration using multiple-FPGA boards. The
proposed multi-node extension devises two ideas. Firstly, join cores implemented on each FPGA are interconnected
via DRAM on the FPGA boards. Secondly, join operation is overlapped with data transmission between FPGAs in
order to hide communication latency. The proposed architecture performs Handshake join algorithm well on mul-
tiple FPGA boards, and a window size can be expanded linearly as the number of FPGAs. Our experiments up to
16 FPGA nodes show that the proposed implementation can handle considerably high input tuple rates, especially
at low match rates, without degrading performance even for a large window size.
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SELECT r.key1 , r.key2 , r.value1 , r.value2 ,
s.key1 , s.key2 , s.value1 , s.value2
FROM windowR AS r, windowS AS s
WHERE r.key1 BETWEEN s.key1 -10 AND s.key1 +10








とつである Sliding-window Join [6]を対象に，その並列アルゴ





























Sとし，各ストリームからの入力タプル r 2 Rと s 2 Sは，それ
ぞれ 4 つの 32bit データの組 < key1; key2; value1; value2 >
で構成される．図 1のクエリは，入力タプル rと sの，それぞ
れ key1及び key2の 2つの属性値を用い，WHERE句に記述
した条件を満たす結合演算を行うことを示している．
図 2: HandshakeJoinアーキテクチャ
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域からそれぞれ逆方向から Rと S を読み出していく．しかし，
この時点では．Rと S 両方のデータを有するノードが存在しな
いため，結合処理は行われない．(2)ストリーム Rが 1ノード
分移動すると，Node0から Node2が順に R2 から R0 を読み
だす．ここで初めて Node2上に R0 と S0 両方のデータが存在
することになり，結合処理が行われる．(3)同様にストリーム
S が 1ノード分移動すると，Node1から Node3が順に S0 か
ら R1 を持つ．この時点で Node1上で R1 と S0，Node2上で
R0 と S1 の結合処理が行われる．
(4)ある程度処理が進むと，全ノードで合処理が実行される．
この時 R0 は一番端のノード上にある．(5)次のストリーム R
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No. of Node 1 to 16
CPU Intel Core i7-6700K 4.00GHz
(4C8T)
Memory DDR4 2133 MHz 32.0 GB
Network Intel Ethernet Controller X540-AT2 10Gbps
on board Ethernet 1Gbps
SSD Transcend TS64GSSD370S
FPGA AVALDATA APX7142 改
Join HW へストリームデータのバッファを入力している間

















FPGA Device Stratix V GX
5SGXMA3K1F40C2N
runs at 125 MHz
DRAM (DDR3) 800 MHz, 2.0 GB
Network Proprietary GiGA CHANNEL
Optical token ring network
14 Gbps 2ch
PCIe I/F 2.0 Gen28 Lane
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