Abstract. In this paper we generalize the following consequence of a wellknown result of Nagy: if T and T −1 are power bounded operators, then T is a polynomially bounded operator.
Theorem 1.2. Suppose T ∈ PW(H) and the following inequality holds for some positive number α and a strictly increasing sequence {t k } k∈N of real numbers converging to 1 :
Then T ∈ PB(H), and the polynomial bound M p of T satisfies
As mentioned above, the following is an immediate consequence of either Theorem 1.1 or Theorem 1.2 .
Corollary 1.3 (Nagy [4]). If T ∈ PW(H) is invertible and T −1 ∈ PW(H), then T is polynomially bounded .
In order to prove Theorem 1.1, we use the following lemma, which is well known [5] .
m is a contraction for some integer m ≥ 2. Then S is similar to a contraction, and, in particular,
is an invertible operator that satisfies
Proof. Clearly A is an invertible selfadjoint operator. To establish (8) it is enough to check that
For a given h, define g = A −1 h, and hence (9) becomes equivalent to
Using (7), we see that (10) is equivalent to
which is true since S m g ≤ g .
Proof of Theorem 1.1. For brevity we write
n , and note that β n < 1 < α n . Since (β n T) n ≤ 1 for each n ∈ N, we may apply Lemma 1.4 to obtain for each n ∈ N a contraction C n such that
where A n = (
Applying the von Neumann inequality to C n and the polynomial q n (z) = p(α n z), we conclude from (12) that
Let us observe now that for each n ∈ N,
is the greatest number γ > 0 with the property that A n h ≥ γ h for all h ∈ H. Equivalently,
Consider now the case that ker(T ) = {0}. Let {n k } be the sequence from (3). Then
Thus, from (14) and (15) we get
A simple continuity argument shows that for p fixed we have
Going back to (13), and taking into account (16) and (17), we can let k go to infinity and obtain the inequality
by using the formula (from elementary calculus)
Thus, in this case, T ∈ PB(H) and (4) is valid. Let us consider now the general case. With respect to the decomposition H = (ker T ) ⊕ (ker T ) ⊥ , T has an operator matrix
where S : (ker T ) ⊥ → (ker T ) is a bounded linear operator, Q ∈ PW((ker T ) ⊥ ), and M w (Q) ≤ M w (T ). For each polynomial p one sees easily that
where q(z) = (p(z) − p(0))/z. Therefore, since q ∞ ≤ 2 p ∞ , it is sufficient to show that Q is polynomially bounded and has an appropriate polynomial bound. We want to use the first case, so let us observe that
But (3) and (20) together yield
In particular this says that if h ∈ ker(Q) ∩ (ker T ) ⊥ , then
and letting k go to infinity we obtain that h = 0. Hence, Q satisfies the condition (3) in the case when ker(Q) = {0} for α = (α − )/( S 2 + Q 2 ) > 0 and a subsequence {n k − 1} for k large enough (depending upon ). Therefore, we obtain from the previous case,
since > 0 was arbitrary. Finally we get
which is what we wanted to show.
We want to consider now the continuous analog of Theorem 1.1.
Proof of Theorem 1.2. Let us define for T ∈ PW(H) and every t ∈ [0, 1) the self-adjoint invertible operator
First, observe that this operator is well-defined for T ∈ PW(H), and moreover
As before, let us consider the case when ker( T ) = {0}. If (5) is satisfied, then A −1 t ≤ α −1/2 at least for t = t k . Now observe that for any h ∈ H we have
which, in particular, says that t 1/2 A t T A −1 t is a contraction. Hence we can use the idea from the proof of Theorem 1.1 to get that
where q k (z) = p(t −1/2 k z) for any given polynomial p. Letting k go to infinity we get the inequality
which is what we wanted to show in the case ker(T ) = 0. In the general case, if T has the decomposition (19), by using the inequality (20) and the hypothesis (5), we have that
which says, first, that ker(Q) = 0 and thus that Q is as in the first case. Therefore. we finally get
which was to be proved.
An easy corollary of Theorem 1.2 is the following generalization.
Corollary 1.5. Suppose T ∈ PW(H) and the following inequality holds for some n ∈ N, some positive number α, and a strictly increasing sequence {t k } k∈N of real numbers converging to 1 :
Then T is polynomially bounded.
Proof. With respect to the decomposition H = ker(T n ) ⊕ (ker(T n )) ⊥ , T has the operator matrix
Since ker(T n ) is an invariant subspace for T , the operator C must be zero. In addition, we have that
where
Now, for an arbitrary operator T , T ∈ PB(H) if and only if T m ∈ PB(H) for some m ∈ N. This can be easily seen if we observe that for any polynomial p, there exists a unique decomposition of the form p(z) = p 1 (z) + zp 2 (z) + z 2 p 3 (z) + ... + z m−1 p m (z),
