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ENERGY OF A VERTEX
OCTAVIO ARIZMENDI, JORGE FERNANDEZ HIDALGO,
AND OLIVER JUAREZ-ROMERO
Abstract. In this paper we develop the concept of energy of a vertex
introduced in Arizmendi and Juarez-Romero (2016). We derive basic in-
equalities, continuity properties, give examples and extend the definition
to locally finite graphs.
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1. Introduction and Statements of Results
The graph energy is a graph invariant that was defined by I. Gutman [9]
in his studies of mathematical chemistry. Specifically, this concept emerged
from the application of Hu¨ckel Molecular Orbital (HMO) theory to the study
of conjugated hydrocarbons in theoretical chemistry. An excellent introduc-
tion to the theory of graph energy can be found in the monograph [17], see
also [10]. Formally, the energy of a graph G, denoted by E(G), is defined
as the sum of the absolute values of the eigenvalues of the adjacency matrix
A = A(G), i.e.,
E(G) =
n∑
i=1
|λi|.
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In a recent paper by the first and third author, a refinement for vertices
for the energy was defined, which we will call the energy of a vertex 1. Pre-
cisely, for a graph G = (V,E), with vertex set v1, 2, · · · , vn, the energy of
the vertex vi with respect to G, which is denoted by EG(vi), is given by
EG(vi) = |A|ii, for i = 1, . . . , n,
where |A| = (AA∗)1/2 and A = A(G) is the adjacency matrix of G.
The energy of a vertex should be understood as the contribution of this
vertex to the energy of the graph, in terms of how it interacts with other
vertices. It can be seen that the energy of a vertex only depends on the
vertices that are in the same component as v. To be more precise, EG(vi) =
EC(vi)(vi), where C(vi) is the connected component of vi. In particular, one
recovers the (trivial) fact that if v is an isolated vertex then it does not
contributes to the energy.
As observed by Nikiforov the energy of a graph is given by the nuclear
(or L1) norm of the adjacency matrix, E(G) = Tr(|A(G)|). It follows that
we can calculate the energy of a graph by adding the individual energies of
the vertices of G,
E(G) = EG(v1) + · · ·+ EG(vn).
In this paper we continue the development of the concept of energy of a
vertex, following different directions:
(1) We present a direct way to calculate the energy of a vertex in terms
of the eigenvalues and eigenvectors of the graph and in terms of the
distribution of a graph with respect to a vertex, see Section 2.
(2) We deduce inequalities for the energy of a vertex, which in some cases
improve dramatically the known results for the graph energy (Sec-
tion 3). This includes a version for vertices of the Koolen-Moulton
Inequality [15], see Section 6.
(3) In Section 4, we introduce the notions of hyperenergy and hypoen-
ergy for vertices and give sufficient criteria to ensure any of them.
(4) We give examples and counterexamples of natural conjectures for
the energy of a vertex (Section 5).
(5) Finally, in Section 7, we extend the definition and inequalities to
locally finite graphs.
We hope that we are able to show the usefulness of this refinement for
the general theory of graph energy.
1 Not to be confused with the concept of energy per vertex defined by van Dam et. al.
[23] which is the energy of the graph divided by the number of vertices.
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2. Energy of a vertex
In this section we recall the notion of energy of a graph. Before doing
this we give a brief summary of the preliminaries needed.
2.1. Preliminaries on graphs and matrices. In this work we will work
mostly work with simple undirected finite graphs. To be precise a graph G
is a pair G = (V (G), E(G)), where E(G) ⊂ V (G) × V (G). V := V (G) is
called the vertex set V (G) and E := E(G) the edge set. The graph G is
undirected if (v,w) ∈ E implies that (w, v) ∈ E and simple if there are no
vertices of the form (v, v).
A finite graph G = (V (G), E(G)) is said to be of order n and size m if
n = |V (G)| and m = |E(G)|. If G is a graph of order n we label the vertices
of the graph G as v1, v2, . . . , vn. The vertices vi and vj are adjacent in G
if the edge (vi, vj) is in E(G); in this case we write vi ∼ vj . For a vertex
vi ∈ G, the degree of vi is the number of adjacent vertices to vi and denoted
di = deg(vi). A vertex of degree 1 is called a leaf vertex (or simply, a leaf);
sometimes, it is also called a pendent vertex. The minimum degree of G is
denoted by δ := δ(G), while the maximum degree is denoted by ∆ := ∆(G).
If A d-regular graph G is a graph where ∆ = δ = d.
In the last section we will also consider uniformly locally finite graphs.
That is, graphs G such that
sup
v∈G
deg(v) = ∆ <∞.
Walks on the graph will be important to understand the combinatorial
properties of the energy. A walk of length k in G is a sequence of vertices
vi1 , vi2 , · · · , vik such that (vir , vir+1) is in E(G) for r = 1, 2, . . . , k−1. We say
that a walk is a closed walk if vi1 = vik . A path is a walk where all vertices
are distinct. A cycle is closed walk with vik 6= vilj for ≤ l, k ≤ n . If there is
a path between the vertices vi and vj we say that the vertices are connected.
The distance d(vi, vj) is the length of a shortest path between vi and vj . By
using this distance, we define the diameter d(G) as the maximum distance
between any pair of vertices, the eccentricity ǫ(vi) as the maximum distance
between vi and any other vertex, while the radius r(G) as the minimum
eccentricity of the vertices in the graph G.
Given two graphs G and H, we say that H is a subgraph of G if V (H) ⊆
V (G) and E(H) ⊆ E(G). A component C of G is a subgraph where every
pair of vertices in V (C) are connected. We denoted by C(vi) the connected
component that contains the vertex vi. A tree T is graph that is connected
and has no cycles. A bipartite graph G is a graph where there are two set
of vertices V1, V2 ⊂ V (G), called the parts of graph, satisfying the following
conditions (i) V = V1 ∪ V2 with V1 ∩ V2 = ∅, (ii) every edge connects a
vertex in V1 with one in V2. If p = |V1| and q = |V2|, the graph G is called
a p, q-bipartite graph.
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The adjacency matrix A = A(G) of G is a square matrix of order n
whose (i, j)-entry is defined as
(2.1) Aij =
{
1 ifvi ∼ vj ,
0 otherwise.
The eigenvalues of A(G) are said the eigenvalues of the graph G. A
graph on n vertices has n eigenvalues counted with multiplicity; these will
be denoted by λ1, λ2, . . . , λn and labeled in a decreasing manner: λ1 ≥ λ2 ≥
· · · ≥ λn. The set of the all n eigenvalues of G is also called the spectrum
of G. Since A(G) is self-adjoint then the eigenvalues of the graph G are
necessarily real-valued. For more details about graph spectrum see [2] and
[5].
2.2. Definition and first properties. In this section we present the defi-
nition of the energy of a vertex and give a precise way to calculate it in terms
of the spectrum and eigenvectors. We also state some basic properties.
Let us consider a graph G = (V,E) with vertex set V = {v1, ..., vn} and
adjacency matrix A ∈ Mn(C). If for a matrix M , we denote its trace by
Tr(M), and its absolute value (MM∗)1/2, by |M |, then the energy of G is
given by
E(G) = Tr(|A(G)|) =
n∑
i=1
|A(G)|ii.
With this in mind, the authors in [1] defined the energy of a vertex as follows.
Definition 2.1. The energy of the vertex vi with respect to G, which is
denoted by EG(vi), is given by
(2.2) EG(vi) = |A(G)|ii, for i = 1, . . . , n,
where |A| = (AA∗)1/2 and A is the adjacency matrix of G.
The idea behind this definition comes from the fact that the trace can
be decomposed as the sum of the positive linear functionals φi :Mn → C,
defined by φi(A) 7→ Aii,
(2.3) Tr(A(G)) = φ1(A(G)) + · · ·+ φn(A(G)).
In this way the energy of a graph is given by the sum of the individual
energies of the vertices of G,
(2.4) E(G) = EG(v1) + · · ·+ EG(vn),
and thus we believe that the energy of a vertex should be understood as the
contribution of this vertex to the energy of the graph, in terms on how it
interacts with other vertices.
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Positivity of the linear functional is very useful to give inequalities. In
particular, for φi, being a positive linear functional on Mn implies that the
Ho¨lder inequality is also valid. More precisely, let 0 < r, p, q ≤ ∞ be such
that 1/r = 1/p + 1/q then
(2.5) φi(|AB|r) ≤ φi(|A|p)1/pφi(|B|q)1/q.
In particular, for p = 2 and q = 2, since |φi(AB)| ≤ φi(|AB|) we get the
Cauchy-Schwarz inequality,
(2.6) |φi(AB)| ≤ φi(AA∗)1/2φi(BB∗)1/2.
The following lemma tells us how to calculate the energy of a vertex in
terms of the eigenvalues and eigenvectors of A.
Lemma 2.2. Let G = (V,E) be a graph with vertices v1, ..., vn. Then
(2.7) EG(vi) =
n∑
j=1
pij|λj |, i = 1, . . . , n
where λj denotes the j-eigenvalue of the adjacency matrix of A and the
weights pij satisfy
n∑
i=1
pij = 1 and
n∑
j=1
pij = 1.
Moreover, pij = u
2
ij where U = (uij) is the orthogonal matrix whose columns
are given by the eigenvectors of A.
Proof. Recall that the matrix A has n linearly independent real eigenvectors,
which can in fact be chosen to be orthonormal (i.e., orthogonal and of unit
length). Let u1, u2, . . . , un be real orthonormal unit eigenvectors for A, with
corresponding eigenvalues λ1, λ2, . . . , λn. If U = (uij) the matrix whose
columns are u1, u2, . . . , un denoted U = [u1, u2, . . . , un] and Λ = (δijλi)
n
i,j=1,
then U is orthogonal (i.e., U−1 = U t) and
(2.8) A = UΛU t.
This implies that AA∗ = UΛΛ∗U t. and then
(2.9) |A| = (AA∗)1/2 = U(ΛΛ∗)1/2U t.
Since [(ΛΛ∗)1/2]ij = δij |λi| and the vectors ui are orthogonal, according to
(2.9), we have
(2.10) |A|ii =
n∑
j,h=1
Uih[(ΛΛ
∗)1/2]hjU tji =
n∑
j=1
uij|λj |uij . =
n∑
j=1
u2ij|λj |
as desired. 
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For our treatment it will be convenient to associate a measure to any
graph which is rooted at a given vertex. In order to do this, we define, for
k in N, the k-th moment of a with respect to the linear functional φi by
φi(a
k).
Now the distribution can be defined in terms of the moments of a; for
any self-adjoint matrix a ∈Mn there exists a unique probability measure µa
with the same moments as a, that is,∫
R
xkµa(dx) = φi(a
k), ∀k ∈ N.
We call µ the distribution of a with respect to φi. By a similar argument as
in the proof of Lemma 2.2 we can see that
(2.11) φi(a
k) =
n∑
j=1
pijλ
k
j , i = 1, . . . , n
where pij are as in (2.7), and thus we recognize the measure µa,
µa =
∑
j
pijδλj .
We will denote by Mk(G, i) the quantity φi(A
k) when A is the adjacency
matrix of the graph G. Notice thatMk(G, i) is equal to the number of vi−vi
walks in G of length k which also coincides with the sum
∑
j pijλ
k
j .
3. Some basic bounds
One basic problem is to find the extremal values or good bounds for the
energy within some special class of graphs and to characterize graphs from
this class which reach this extremal values of the energy. In this section
we present upper and lower bounds for the energy of a vertex which can be
derived rather simply from the theory but which turn out to be quite useful.
These will be used in the next section when considering hyperenergetic and
hypoenergetic graphs.
3.1. McClelland’s upper bound. One of the first bounds for the energy
of graph was given by McClelland in [18]. He considered the n vertices and
m edges of a graph G for the following upper bound,
(3.1) E(G) ≤
√
2mn.
Improvement of this inequality were given by Koolen and Moulton [15, 16],
Zhou [24] and Nikiforov for matrices [21] among others.
In this direction, Arizmendi and Juarez-Romero [1] derived an inequality
for the energy of a graph, similar to McClelland’s.
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Theorem 3.1. [1] For a graph G with vertices v1, ..., vn with degrees d1, ..., dn
we have
(3.2) E(G) ≤
n∑
i=1
√
di ≤
√
2mn.
The second inequality holds if and only if G is a regular graph.
The main observation for the first inequality in the theorem above is the
fact that one can bound the energy by the second moment w. r. t. to φi
and this turns out to coincide with the degree of the vertex. We give the
details of the proof to include the characterization of the graphs for which
the equality holds.
Proposition 3.2. For a graph G and a vertex vi ∈ G
EG(vi) ≤
√
di
with equality if and only if the connected component containing vi is isomor-
phic to Sn and vi is its center.
Proof. Since φi is positive we may use the inequality (2.6) from the prelim-
inaries which read as follows:
(3.3) φi(|A|)2 ≤ φi(|A|2) = φi(A2).
Since φi(|A|) = EG(vi) and φi(A2) = di) the inequality follows.
Now, for the equality to hold, we may assume directly that G is con-
nected. The equality in (3.3) hold only if the distribution of |A| is a dirac
mass δc for some c. This implies that |A|, and thus A2, is the identity. From
this, one deduces that all the vertices of G are at distance at most 1 from vi
and G is a star with center vi. Finally, from (5.7) below we see the equality
holds for the center of the star.

3.2. Lower bounds. Now we consider a simple lower bound in terms of
the degrees of the graph.
Theorem 3.3. Let G be a connected graph with at least one edge. Then
(3.4) EG(vi) ≥
di
∆
, for all vi ∈ V.
Equality holds if and only if G is isomorphic to complete bipartite graph
Kd,d.
Proof. Notice |x| ≥ x2 for x ∈ [−1, 1] and so | x∆ | ≥ ( x∆)2 for x ∈ [−∆,∆],
with equality only at {−∆, 0,∆}. Since λ1 ≤ ∆ we conclude EG(vi) =
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n∑
j=1
pij|λi| ≥
n∑
j=1
pij
λ2j
∆ =
di
∆ , equality occurs if and only if λj ∈ {∆, 0,∆}
whenever pij > 0. In order for ∆ or −∆ to be eigenvalues of G it is necessary
forG to be a regular graph, and so we know that pi1 =
1
n . IfG is not bipartite
then −d is not an eigenvalue of the graph, and by calculating the second
moment we obtain pi1d
2 = d and so pi1 =
1
d , which implies d = n which
is impossible. If the graph is bipartite then the spectra of each vertex is
symmetric which tells us 2pi1 =
1
d , which tells us n = 2d, and so the graph
is the complete regular bipartite graph Kd,d.

A more sophisticated bound is found by using Ho¨lder Inequality.
Theorem 3.4. Let G be a graph of order n with at least one edge, k ≥ 2,
0 < p, q <∞ and 1 = 1p + 1q . Then
(3.5)
(
φj(|A|k)
)q
(
φj(|A|p(k−1)+1)
) q
p
≤ EG(vj), for all j = 1, . . . , n.
Proof. Taking M = |A|k− 1q and N = |A| 1q in the matricial version of the
Ho¨lder Inequality
(3.6) (φj(|MN |r))
1
r ≤ (φj(|M |p))
1
p (φj(|N |q))
1
q ,
where 0 < p, q <∞ and 1 = 1p + 1q , we have
φj(|A|k) = φj
(
|A|k− 1q |A| 1q
)
≤
(
φj
(
|A|k− 1q
)p) 1
p
(
φj
(
|A| 1q
)q) 1
q
.
Which, in turn, taking the q-th power, implies(
φj(|A|k)
)q ≤ (φj (|A|kp− pq )) qp φj (|A|) ,
Finally, since kp− p/q = p(k − 1) + 1, we conclude that(
φj(|A|k)
)q
(
φj(|A|p(k−1)+1)
) q
p
≤ EG(vj).

For special formulation of the last theorem see Gutman et. al. [12] and
Zhou et. al. [24]. The following particular case appears very useful since
the quantities involved have a combinatorial meaning.
Corollary 3.5. Let G be a graph of order n with at least one edge. Then
(3.7)
(dj)
3/2
M4(G, j))1/2
≤ EG(vj), for all j = 1, . . . , n.
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Proof. Taking k = 2, p = 3 and q = 32 in (3.5) we obtain
φj(A
2)3/2
φj(A4)1/2
≤ EG(vj), for all j = 1, . . . , n.
The conclusion follows since φj(|A|2) = di and φj(|A|4) counts the number
of closed walks of size 4 from vj, i.e., φj(A
4) =M4(G, j). 
Here we note that bounding from above the number of walks of size 4
one obtains the following improvement of Theorem 3.3.
Theorem 3.6. Let G be a graph with at least one edge. Then
(3.8) EG(vi) ≥
√
di
∆
, for all vi ∈ V.
Proof. Set di = d. The number of walks of size 4 can be bounded from above
by d2 + d(∆ − 1) + d(∆ − 1)(d− 1) = d2∆. Indeed, there are d2i walks that
visit the vertex vi twice, this are walks of the form vi ∼ vj ∼ vi ∼ vk ∼ vi.
On the other hand , there are at most di(∆−1) walks of the form vi ∼ vj ∼
vk ∼ vj ∼ vi, with k 6= i. Finally the number of walks starting at vi which
form quadrangles (i.e. vi ∼ vj ∼ vk ∼ vl ∼ vi, with i 6= k and j 6= l) is at
most d(∆ − 1)(d − 1). Thus, from Theorem 3.7,
EG(vi) ≥ d
3/2
(d2∆)1/2
.

Remark 3.7. Putting together Proposition 3.2 with Theorem 3.6 we obtain
that for a graph G with n vertices and any vertex v ∈ G,
1√
n− 1 ≤ EG(v) ≤
√
n− 1.
These inequalities become equalities for the leafs and the center of the star
Sn, respectively (see Section 5.2).
In the case of graphs with no quadrangles we can improve dramatically
this bound.
Proposition 3.8. If vi is not contained in any quadrangle of G then
EG(vi) ≥
√
di
√
di
di +∆− 1
Proof. In this case, since we do not consider quadrangles, there there are
at most d2 + d(∆ − 1) = di(di + ∆ − 1) walks of size 4. Hence we have
EG(vi) ≥
√
d3
i
di(di+∆−1) as desired.

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3.3. Bipartite graphs. In this section we show and use the nice property
that energy of a bipartite graph is divided evenly between its two parts.
More precisely,
Proposition 3.9. Let G be a bipartite graph with parts V and W then
(3.9)
∑
v∈V
EG(v) =
∑
w∈W
EG(w).
Proof. Being bipartite corresponds to having a matrix of the form,
(3.10) A =
(
0r,r B
BT 0s,s
)
,
then the matrix M = AAT is of the form
(3.11) M =
(
BBT 0
0 BTB
)
,
and the absolute value of the matrix is given by
(3.12) |A| =
(√
BBT 0
0
√
BTB
)
Now, we have the equalities
Tr|BTB| =
∑
i∈|V2|
|A|ii =
∑
i∈|V2|
E(vi),
and
Tr|BBT | =
∑
i∈|V1|
|A|ii =
∑
i∈|V1|
E(vi),
from where, since Tr|BBT | = Tr|BTB|, we get the result. 
The above theorem is very useful combined with the inequalities given
for the vertex in term of the degree.
Corollary 3.10. The energy of a bipartite graph is bounded from below and
from above as follows
1√
∆
2
∑
v∈V1
√
deg(v) ≤ E(G) ≤ 2
∑
v∈V1
√
deg(v).
Typically a good upper bound using the above corollary will imply a bad
lower bound and viceversa. In other words one of the parts give a better
if the other one gives a better upper bound. The following example shows
that both inequalities can be sharp.
Example 3.11. Consider the star Sn, if one takes V1 to contain only the
center vn one arrives at the sharp upper bound E(G) ≤ 2deg(vn) = 2
√
n− 1.
Taking V1 as above for the lower bound gives E(G) ≥ 2. However, taking V1
to be the rest of the vertices one arrives at the sharp lower bound E(G) ≥
2(n − 1)/√n− 1 = 2√n− 1.
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4. Hypoenergetic and Hyperenergetic Graphs
In this section we want to revisit the concept of hyperenergetic graphs
from our viewpoint.
Hyperenergetic graphs. Recall that a graph is called hyperenergetic if
E(G) > 2n − 2. This concept was considered in the literature because of
the conjecture that the complete graph was the graph with largest energy,
which was quickly shown to be false.
In the case of energy of a vertex we may define a similar concept by
defining a vertex to be hyperenergetic if it has larger energy of the vertex of
a complete graph. However, if one wants to compare graphs with different
sizes we would like that the definition wouldn’t depend on n, for this reason
we will be interested in vertices such that EG(v) ≥ 2. It is a priori not clear
that there are graphs such that all the vertices are larger than 2, we will see
that there are infinite families of them.
Definition 4.1. Let G be a graph and v ∈ G.
(1) The vertex v is called hyperenergetic if EG(v) ≥ 2.
(2) G is called completely hyperenergetic if EG(v) ≥ 2 for all v.
(3) G is is called completely non-hyperenergetic if EG(v) < 2 for all v.
A first observation is that for a vertex to be hyperenergetic then the
degree must be larger or equal 4.
Proposition 4.2. For a vertex v if deg(v) ≤ 4 then
EG(v) ≤ 2,
with equality if and only if G = S4 and is its center.
Proof. Follows from Theorem 3.2. 
Thus completely hyperenergetic graphs should have degrees larger than
4. In particular we obtain the following trivial corollary that we state for
comparison.
Proposition 4.3. A d-regular graph is completely non-hyperenergetic when-
ever d ≤ 4.
On the other hand if d is large, in the absence quadrangles we can ensure
hyperenergy.
Proposition 4.4. A quadrangle free d-regular graph is completely hypere-
nergetic if d ≥ 8.
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Proof. Since G is quadrangle free, by Corollary 3.8 then for all vertex v ∈ V
EG(v) ≥
√
d
√
d
2d− 1 > 2.065

The proof can be easily generalized to show that graphs such that δ is
large enough compared with ∆ are also hypereneregetic as long as they do
not have quadrangles.
Proposition 4.5. A quadrangle free graph is completely hyperenergetic if
δ ≥ 2√∆+ 2.
Hypoenergetic graphs. Similarly to hypernegetic graphs we con consider
hypoenergetic graphs. Recall that hypoenergetic graphs are graphs that
have small energy. By this we mean that the energy is strictly less than n.
The same ideas as in the previous sections motivate the following definitions.
Definition 4.6. Let G be a graph and v ∈ G.
(1) v is called hypoenergetic if EG(v) < 1.
(2) G is called completely hypoenergetic if EG(v) < 1 for all v.
(3) G is called completely non-hyperenergetic if EG(v) ≥ 1 for all v.
We first note that pendant vertices are in general hypoenergetic. More
precisely from Theorem McClelland vertex we deduce the following.
Proposition 4.7. Let G 6= K2. If v ∈ G and deg(v) = 1 then E(G) < 1.
In particular, since trees have always pendant vertices, they are never
completely non-hypoenergetic. On the other hand, for non-trivial graphs
not all vertices can be hypoenergetic.
Proposition 4.8. The only completely hypoenergetic graphs are union of
isolated vertices.
Proof. If has an edge then ∆ 6= 0 and by Theorem 3.3, for any vertex vi we
have EG(vi) ≥ di/∆. Taking vi with di = ∆ we have EG(v) ≥ 1. 
Proposition 4.9. Any d-regular graph is completely non-hypoenergetic, for
d ≥ 1. That is,
(4.1) EG(vi) ≥ 1 for all i.
Proof. The bound from Theorem 3.3 is in this case di/∆ = d/d = 1. 
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Remark 4.10. There are regular graphs with equality in (4.1) for all i ,
for an example consider the graph Kn,n which is vertex transitive and has
rank 2. Its nonzero eigenvalues are n and −n, each with multiplicity 1. We
conclude the total energy of the graph is 2n and since the graph is vertex
transitive each vertex has energy 1.
Now we use Corollary 3.10 to obtain the following result, an improvement
of McClelland’s inequality, which is specially useful when one of the parts
in a bipartite graph is very small.
Proposition 4.11. Let G be a bipartite graph connected graph with parts
of sizes n1 and n2. Then
(4.2)
2(n2 − 1 +
√
m− n2 + 1)√
∆
≤ E(G) ≤ 2√n1 ·m
Proof. By Cauchy-Schwarz inequality we have
∑
v∈V1
√
deg(v) <
√
|V1|
∑
v∈V1
deg(v) =
√
n1m.
For the lower bound we use the fact that
√
a+ 1 − √a ≥ √b − √b− 1 if
a ≥ b and then the best possible configuration is when one of the vertices
has the largest degree and the rest have degree 1. 
As a corollary since for bipartite graphs we have m ≤ n1n2 we get the
following examples of hypoenergetic graphs.
Proposition 4.12. Let G be a bipartite graph with parts of size n1 and n2
then if 2n1 ≤ √n2 then
E(G) < n.
Proof. If m = n1n2 we have a complete bipartite graph for which the result
follows. Now, suppose that m < n1n2, then
2
√
m · n1 ≤ 2n1√n2 ≤ n2 < n1 + n2 = n.

We may specialize for trees to assume a weaker condition for the relation
between the sizes of the parts.
Proposition 4.13. Let T be a bipartite graph with no cycles (i.e. a tree)
and parts of size n1 and n2 if n1 ≤ n/4 then
E(G) < n
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Proof. In this case m = n1 + n2 − 1. Thus the inequality (4.2) gives
2
√
(n1 + n2 − 1)n1 < 2
√
n · n/4 = n.

Finally, together with edge deletion properties of energies we may also
consider graphs with large independent set, not necessarily bipartite.
Proposition 4.14. Let G = (V,E) be a graph of size n1 + n2 such that
V =W1∪W2 with W1 and W2 of size n1 and n2, respectively, and such that
no vertices of W2 are connected between them. If n1 ≤ .4√n2 then
E(G) < n.
Proof. From Corollary 4.7 in [17] we know that if e is an edge of a graph,
then |E(G) − E(G− {e})| ≤ 2.
By (at most n1(n1−1)/2) repeated edge deletions, we see that the energy
of G is bounded by E(G˜) + n21, where G˜ is a bipartite graph with sizes n1
and n2 , since n1 ≤ .4√n2, we have E(G˜) + n21 ≤ E(G˜) + .16n2,. Now, for G˜
we may use (4.2) to obtain
E(G˜) ≤ 2√m · n1 ≤ 2n1√n2 ≤ .8n2.
Thus E(G) ≤ (.16 + .8)n2 = n2 < n. 
5. Examples and Counterexamples
In this section, firstly, we give precise formulas for the energy of the
vertices of certain important graphs used commonly in the literature and,
secondly, we explain examples and counterexamples of natural questions
regarding the energy of a vertex.
5.1. Some Transitive graphs. It is straight-forward that if there is an
automorphism f : G → G such that f(v) = w then the energy of v equals
the energy of w.
Now, recall that a simple graph G is called vertex-transitive if for every
pair of vertices v and w there is an automorphism sending v to w. Some
examples of transitive graphs are given by the hypercubes, the cycles and
the complete graphs. The energy of vertices of transitive graphs can be
calculated very simply from the total energy as follows:
(5.1) EG(vi) = E(G)
n
, for i = 1, . . . , n.
By using (5.1) and the expression of the energy for the complete Graph,
the cycle and the hypercube given in Chen et. al. [3] and Li et. al. [17], we
have the following results.
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K2 K3 K4 K5 K6
Figure 1. Complete graphs K2, K3, K4, K5 and K6
Complete graph Kn. The complete graph on n vertices, denoted by Kn,
is the graph in which there is an edge between any two vertices.
Its spectrum is {−1(n−1), n − 11} and from this the energy is 2n − 2.
From here we deduce the energy of the vertices is given by
(5.2) EKn(vi) =
2(n − 1)
n
, for i = 1, . . . , n.
Hypercube Qn. The n-dimensional hypercube, denoted by Qn, is the
graph whose vertices are the n-tuples with entries in {0, 1} and whose edges
are the pairs of n-tuples that differ in exactly one position.
Q0 Q1 Q2 Q3 Q4
Figure 2. Hypercube of dimension 0, 1, 2, 3 and 4.
The eigenvalues are easy to calculate since this is the cartesian product
K2 ×K2 · · · ×K2 and then they follow the binomial pattern {(n − 2k)(
n
k)}.
The energy is easily calculated by the formula 2⌈n2 ⌉
(
n
⌈n2 ⌉
)
and thus the
vertex energies are given as follows.
(5.3) EQn(vi) =
2⌈n2 ⌉
(
n
⌈n2 ⌉
)
n
, for i = 1, . . . , n.
Cycle Cn. The cycle Cn is the graph with vertex set V = [n] and edge set
given by E = {(vi, vi+1)}1≤i<n ∪ (v0, vn).
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C2 C3 C4 C5 C6
Figure 3. Cycle graphs C2, C3, C4, C5 and C6
Its spectrum is {2 cos(2kπ/n)|k ∈ {1, 2, . . . , n)} and then the vertex en-
ergies are given by
(5.4) ECn(vi) =


4 cos pin
n sin pin
, if n ≡ 0 (mod 4)
4
n sin pin
, if n ≡ 2 (mod 4)
2
n sin pi2n
, if n ≡ 1 (mod 2)
for i = 1, . . . , n.
Note that as n tends to infinity in all of the cases we have that
(5.5) lim
n→∞ ECn(vi) =
4
π
.
5.2. Some graphs with many symmetries. Apart from transitive graphs
there are some graphs with large symmetries for which the energy of vertices
can be easily calculated from the total energy of the graph. Edge transi-
tive graphs are such an example. A particular example being the bipartite
complete graphs.
A graph G is said to be edge transitive if for each {vi, vj}, {vk, vl} ∈ E
there exists an automorphism ϕ of G such that {ϕ(vi), ϕ(vj)} = {vk, vl}.
Edge transitive graphs with no isolated vertices can have at most two
distinct vertex energies. To see this pick a fixed edge {vi, vj} and for ev-
ery other vertex vk pick an edge {vk, vl} and an automorphism ϕ with
{ϕ(vk), ϕ(vl)} = {vi, vj}. it follows ϕ(vk) = vi or vj and so the energy
of vk equals that of vi or vj.
Complete Bipartite Graphs. The complete bipartite graph Kn1,n2 is a
graph where the set of vertices is divided into two parts V1 and V2 and any
two vertices v1 ∈ V1 and v2 ∈ V2 are connected by and edge. This graph
is usually called an n1, n2- complete bipartite graph. The case n1 = 1 and
n2 = n− 1 is called the star Sn.
The spectrum of Kn1,n2 is known to be {
√
n1n2,−√n1n2, 0(n1+n2−2)}
and thus the energy of Kn1,n2 is given by 2
√
n1n2.
From Proposition 3.9 we see that each of the parts contributes in
√
n1n2.
On the other hand since Kn,m is edge transitive, all the vertices in each part
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S3 S4 S5 S6 S7
Figure 4. Stars S1, S2, S3, S4 and S5
have the same energy. Thus, we have that
(5.6) EKn1,n2 (v) =


√
n2√
n1
, if v ∈ V1,
√
n1√
n2
, if v ∈ V2.
In particular, for a star graph, Sn, we recover the fact that
(5.7) ESn(vj) =


√
n− 1, if vj is the center of the star Sn,
1√
n− 1, otherwise.
The friendship graph. The friendship graph Fn is the graph with 2n+1
vertices {v1, ..., v2n+1} in which v1 is connected to every other vertex and
the only other edges are {v2i, v2i+1} for 1 ≤ i ≤ n.
F1 F2 F3 F4 F5
Figure 5. Friendship graphs F1, F2, F3, F4 and F5
While this is not an edge transitive graph it is clear that all the vertices
vi, i > 1, should have the same energy.
The spectra of the graph is {[12−12
√
1 + 8n]1, [−1]n, [1]n−1, [12+12
√
1 + 8n]1}
and thus the total energy is given by 2n− 1+√1 + 8n. Since there are only
4 distinct eigenvalues, the weights p1i can be calculated with a 4 by 4 system
of linear equations coming from calculating the first moments, on one hand,
directly counting walks and on the other, from the formula 2.11
p11λ
0
1 + p12λ
0
2 + p13λ
0
3 + p14λ
0
4 = 1
p11λ1 + p12λ2 + p13λ3 + p14λ4 = 0
p11λ
2
1 + p12λ
2
2 + p13λ
2
3 + p14λ
2
4 = 2n
p11λ
3
1 + p12λ
3
2 + p13λ
3
3 + p14λ
3
4 = 2n
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This gives the weights of the eigenvalues corresponding to v1 and thus the
energy of v1 is given by the sum of the product of each weight with the
absolute value of each corresponding eigenvalue. Finally for the rest of the
vertices (vi for i > 1) , the energy is simply calculating by dividing the
remaining energy,
(E(Fn) − EFn(v1)), equally among the 2n vertices. Thus
the energies are given by
(5.8) EFn(vi) =


4n√
8n+ 1
, if i = 1,
1 + 4n+ (2n− 1)√8n+ 1
2n
√
8n+ 1
, if i 6= 1.
5.3. The path. We end with the path Pn with vertices {1, · · · , n + 1} .
The energy of its vertices can be calculated Lemma 2.2. The eigenvalues
and eigenvectors are given by
(5.9) λj = 2cos
(
jπ
n+ 1
)
, 1 ≤ j ≤ n,
and
(5.10) uij =
√
2 sin(ijπ/(n + 1))√
n+ 1
, 1 ≤ i, j ≤ n.
From (2.10) we have that the energy of the vertex vi is given by
(5.11) EPn(vi) =
4
n+ 1
n∑
j=1
| cos( jπ
n+ 1
)| sin
(
ijπ
n+ 1
)2
Notice that this energy is exactly the (n + 1)-th approximation of the
Riemann integral
∫ 1
0 4| cos(πx)| sin (iπx)2 dx, from where, taking the limit
as n tends to infinity we see that
(5.12) lim
n→∞ EPn(i) =
4
π
+
4(−1)i
π(4i2 − 1) .
Also note that if i≫ 1, then
(5.13) lim
n→∞ EPn(i) ∼
4
π
,
which was the limit found for the cycle. This is no coincidence as we will
explain in Section 7.
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5.4. Counterexamples. Many natural questions and conjectures may be
made about graph energy, for example: Is the energy of a vertex in a graph
G always larger than the energy of the same vertex in any induced subgraph
of G containing v? Does the energy of a vertex increase when we attach
an edge to it? If the vertex energies of two graphs are the same, are they
isomorphic? In this section we provide counterexamples to various questions
of this kind.
Example 5.1. It is a result in graph theory that if G is a graph and H
is an induced subgraph of G then ǫ(H) ≤ ǫ(G). One can ask if the same
can be said about ǫH(vi) and ǫG(vi) for each vertex vi ∈ H. The following
graphs serve as counterexamples:
0.8160.816
0.816
1.225
1.225
0.7970.797
0.797
0.845 1.463
1.772
One can see that in the induced graph some vertices have higher energy
(those with energy 0.816).
A natural question is whether d(vi) < d(vj) implies EG(vi) < EG(vj)
where vi and vj are arbitrary vertices of a connected graph G . The following
example shows that this is not the case.
Example 5.2. Let G be the graph with vertex set V = {1, 2, 3, 4, 5, 6}
which consists of adding a pendant vertex to K2,3 .
0.7970.797
0.797
0.845 1.463
1.772
In this graph we have a pendant vertex (or leaf) that has larger energy than
some vertices with higher degree. Showing the previous conjecture to be
false.
On the other hand there is a graph such that all its vertices have the
same energy but not the same degree.
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Example 5.3. The graph with vertex set V = {1, 2, 3, 4, 5, 6} which consists
of removing an edge to K3,3 an edge is an example of an equienergetic graph
that is not regular.
1.1551.155
1.155
1.155 1.155
1.155
1.0001.000
1.000
1.000 1.000
1.000
Moreover, since energy of the vertices of K3,3 is 1 this proves that adding
an edge can reduce the energy of all vertices in the graph.
Another natural question is whether the energy sequence of a graph
uniquely determines the graph up to isomorphism. This can be seen to be
false by the following example.
Example 5.4. The following three graphs G1, G2 and G3 (named from left
to right) are 2, 3 and 4-regular, respectively, and they have the same vertex
energies. Moreover, notice that G1 is contained in G2 and G2 is contained
in G3, so there are subgraphs with the same vertex energies.
1.3331.333
1.333
1.333 1.333
1.333
G1
1.3331.333
1.333
1.333 1.333
1.333
G2
1.3331.333
1.333
1.333 1.333
1.333
G3
Finally, the spectra of these graphs are given by E1 = {−2,−1(2), 1(2), 2},
E2 = {−2(2), 0(2), 1, 3} and E3 = {−2(2), 0(3), 4}. So vertex equienergetic
does not imply isospectral.
Finally we provide explicit examples for graphs in which every vertex
energy is large. Recall that from Corollary 3.7 we have EG(vi) ≥
√
di
3
M4
So
if we find a family of regular graphs of arbitrary degree such that M4 ≤ cd2
for some c we would have:
(5.14) EG(vi) ≥
√
d3i
cd2i
=
√
di
c
VERTEX ENERGY 21
Example 5.5. Consider the 2d-regular circulant graphs with 4d+1 vertices
and distances 1, 4, . . . , 4d−1, it is not hard to show the only 4-cycles are those
of form (a, a+ e14
i, a+ e14
i+ e24
j , a+ e24
j , a), (a, a+ e14
i, a, a+ e24
j , a) or
(a, a + e14
i, a + e14
i + e24
j , a + e14
i, a) with e1, e2 = ±1, and so M4 is at
most 12d2. It follows from (5.14) that the energy of every vertex is at least√
d
6 .
1.6
1.6
1.6
1.61.6
1.6
1.6
1.6
1.6
1.6
1.6
1.6 1.6
1.6
1.6
1.6
1.6
The proposed graph for d = 2.
6. Koolen-Moulton Type inequalities
After McClelland’s inequality the next step in giving bounds for the
energy in terms of the number of vertices and the number edges was given
by Koolen and Moulton. In their paper [15], they improved the upper bound
of McClelland (3.1), by showing that for any graph G with n vertices and
m edges such that 2m ≥ n, the following inequality holds,
(6.1) E(G) ≤ 2m
n
+
√√√√(n− 1)
[
2m−
(
2m
n
)2]
.
In this section we present a new inequality, which is an analog of the Koolen-
Moulton Inequality, but in this case for the energy of vertex. The first step
is to give a bound in terms of the maximal eigenvalue analog to [15, eq. 3],
but including the weights pij from (2.2).
Proposition 6.1. Let G be a connected graph on n ≥ 2 vertices, di the
degree of the vertex vi and ∆ = max(dj), j = 1, . . . , n, then the following
inequality holds
(6.2) EG(vi) ≤ pi1|λ1|+
√
(di − pi1|λ1|2) (1− pi1).
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Proof. To obtain this new inequality we will use the Cauchy-Schwarz In-
equality
(6.3)
(
N∑
i=1
aibi
)2
≤
(
N∑
i=1
a2i
)(
N∑
i=1
b2i
)
,
which holds for arbitrary real-valued numbers ai, bi and i = 1, 2, . . . , N .
Choosing N = n−1, aj = √pij+1|λj+1|, bi = √pij+1 for j = 1, . . . , n − 1
we have that
(6.4) (EG(vi)− pi1|λ1|)2 ≤
(
di − pi1|λ1|2
)
(1− pi1),
which, taking square roots and rearranging, yields
(6.5) EG(vi) ≤ pi1|λ1|+
√
(di − pi1|λ1|2) (1− pi1).

In order to get an inequality of Koolen-Moulton type, we need to bound
the weights that are given in (2.2) in terms of combinatorial quantities,
namely the maximum degree and the eccentricity of the vertex.
Proposition 6.2. Let G be a connected graph on n ≥ 2 vertices and vi
a vertex. Suppose G has eigenvalues λ1, λ2, . . . , λn and associated weights
pi1, pi2, . . . , pin such that |λj | ≥ |λj+1|, and pij ≥ pij+1 if |λj | = |λj+1|, then
pi1 ≥ 1λ2r
1
+λ2r−2
1
where r is the eccentricity of G at vi.
Proof. Let Ck be the set of all closed walks of length k in G and let Ck(vi)
be the set of all closed vi − vi walks in G of length k + 2r − 2 or k + 2r,
where r is the eccentricity of vi. We give an explicit injection from Ck(vi)
to Ck. Thus proving |Ck| ≤ |Ck(vi)|.
The injection f : Ck → Ck(vi) is as follows: Let W be a closed walk in G
starting at vertex w. Take a path P of length r or r − 1 from vi to w, such
that the length of P has the same parity as the distance between vi and w.
We define f(W ) as the concatenation of P , W and P . It is clear that f(W )
is a v − v path of length k + 2r or k + 2r − 2.
The injectivity follows since we can recover W from f(W ) by first recov-
ering w: w is the r+ 1’th vertex in the walk if f(W ) has length k + 2r and
it is the r’th vertex in the walk if f(W ) has length k + 2r − 2. W is given
by w together with the next k − 1 steps of f(W ).
Recall that the number of closed walks in G of length k is given by
Mk =
∑n
j=1 λ
k
j and the number of closed vi − vi walks of length k is given
by
∑n
j=1 pijλ
k
j .
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Thus the inequality |Ck| ≤ |Ck(vi)| may be written as
n∑
j=1
(λkj ) ≤
n∑
j=1
pijλ
k+2r
j +
n∑
j=1
pijλ
k+2r−2
j
which implies
(6.6)
n∑
j=1
pij(λ
k+2r
j + λ
k+2r−2
j )
n∑
j=1
λkj
≥ 1.
Finally, suppose that |λ1| has multiplicity l for |A(G)|, the absolute
value of the adjacency matrix. That is, |λ1| = |λ2| = · · · = |λl|. Then, since
|λi| < |λ1| for i > l, taking the limit in (6.6), as k approaches infinity on the
even numbers yields
1 ≤ lim
k→∞
n∑
j=1
pij(λ
k+2r
j + λ
k+2r−2
j )
n∑
j=1
λkj
= lim
k→∞
l∑
j=1
pij(λ
k+2r
j + λ
k+2r−2
j )
l∑
j=1
λkj
=
(pi1 + pi2 + · · · + pil)(λ2r1 + λ2r−21 )
l
,
which implies pi1 ≥ 1λ2r
1
+λ2r−2
1
.

Now we are ready to prove the desired inequality. For this, let α =
max
(√
n∑
j=1
d2j
n ,
√
∆
)
. We will use the bound λ1 ≥ α from [25]2. On the
other hand we have λ1 ≤ ∆ , which gives the bound
pi1 ≥ 1
∆2r +∆2r−2
≥ 1
2∆2r
.
Theorem 6.3. Let G be a connected graph on n ≥ 2 vertices, di the degree
of the vertex vi, ∆ = max(dj), j = 1, . . . , n and r the radius of G at vj .
Then the inequality
(6.7) EG(vj) ≤ 1
2∆2r
|α|+
√(
di − 1
2∆2r
α2
)(
1− 1
2∆2r
)
.
holds. Moreover, equality holds in (6.7) if and only if G is K2.
2Most of the times we have
√
n∑
i=1
d2
i
n
≥
√
∆, but not always, for a counterexample
consider a large tree consisting of one vertex of degree d > 2, d vertices of degree 1, and
the remaining vertices of degree 2, in such a tree we have
√
n∑
i=1
d2
i
n
≈ 2
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Proof. From the previous proposition we have
(6.8) EG(vj) ≤ pi1|λ1|+
√
(di − pi1|λ1|2) (1− pi1).
Now, since the function f(x, p) = px +
√
(di − px2)(1 − p) decreases in
x in the interval
√
di ≤ x ≤
√
di
pi1
, in view of pi1 ≤ 1, and increases in p.
From here, we have
EG(vi) ≤ pi1|α| +
√
(di − pi1α2)(1− pi1),
≤ 1
2∆2r
|α|+
√(
di − 1
2∆2r
α2
)(
1− 1
2∆2r
)
.
Equality holds only if ∆2r = ∆2r−2, which implies that ∆ = 1. 
Remark 6.4. (1) The bound given by the Koolen-Moulton type in-
equality is
EG(vi) ≤ 1
2∆2r
|α|+
√(
di − 1
∆2r +∆2r−2
α2
)(
1− 1
∆2r +∆2r−2
)
.
This expression is always strictly less than
√
d unless λ1 =
√
di, so
this bound is indeed an improvement of McCleland’s inequality for
vertex energy.
(2) For d-regular graphs we have λ1 = d and we have p
i
1 =
1
n for every
vertex vi. Thus we obtain the bound
EG(vi) ≤ 1
n
d+
√
(d− d
2
n
)(1− 1
n
) =
√
d
√
d+
√
(n− d)(n − 1)
n
.
If we sum over all vertices we get the exact same bound that is
obtained by using the regular Koolen-Moulton inequality for graph
energy: E(G) ≤ dnn +
√
(n − 1)(dn − (dnn )2)
(3) Note that for the complete graph Kn we obtain
EG(vi) ≤
√
n− 1
√
n− 1 +√n− 1
n
=
2n − 2
n
which is sharp.
7. Locally Finite graphs
The energy of a graph can only be defined for finite graphs. However, we
introduce the definition of the energy of a vertex for uniformly locally finite
graphs. In order to define the energy of a vertex for this graphs we borrow
the framework and tools of non commutative probability and extend some
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of the above results to this setting. While a priori the energy of a vertex for
this type of graphs may be difficult to interpret for the perspective of math-
ematical chemistry, extending the framework give a broader picture of this
quantity, since as we will see, it has some consistent continuity properties.
7.1. Non Commutative Probability. In this section we present an intro-
duction of the usual concepts in Non Commutative Probability. For more
details on this topic we recommend to read [20], or [14] for a setting closer
to the one used in this section.
A C∗-probability space is a pair (A, ϕ), where A is a unital C∗-algebra
and ϕ : A → C is a positive unital linear functional such that ϕ(1) = 1. The
elements of A are called (non-commutative) random variables. An element
a ∈ A such that a = a∗ is called self-adjoint. The functional ϕ should be
understood as the expectation in classical probability.
For any self-adjoint element a ∈ A there exists a unique probability
measure µa (its distribution) with the same moments as a, that is,∫
R
xkµa(dx) = ϕ(a
k), ∀k ∈ N.
We say that a sequence an ∈ An converges in distribution to a ∈ A if
µan converges in distribution to µa. In this setting convergence in moments
is more often used than convergence in distribution.
Let (ϕn,An) be a sequence of C∗-probability spaces and let a ∈ (A, ϕ)
be a self-adjoint random variable. We say that the sequence an ∈ (ϕn,An)
of self-adjoint random variables converges to a in moments if
lim
n→∞ϕn(a
k
n) = ϕ(a
k) for all k ∈ N.
If a is bounded then convergence in moments implies convergence in
distribution.
7.2. Adjacency Algebra. For our purposes we will consider the adjacency
algebra of a uniformly locally finite graph G and a vacuum state ϕi.
Specifically, for x ∈ V , let δ(x) be the indicator function of the one-
element set {x}. Then {δ(x), x ∈ V } is an orthonormal basis of the Hilbert
space l2(V ) of square integrable functions on the set V , with the usual inner
product.
We identify A with the densely defined symmetric operator on l2(V )
defined by
(7.1) Aδ(x) =
∑
x∼x′
δ(x′)
for x ∈ V . Notice that the sum on the right-hand-side is finite since our
graph is assumed to be locally finite. It is known that A(G) is bounded iff G
is uniformly locally finite and the spectral radius is bounded by ∆. If A(G)
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is essentially self-adjoint, its closure is called the adjacency operator of G
and its spectrum is called the spectrum of G.
The unital algebra generated by A, i.e. the algebra of polynomials in A,
is called the adjacency algebra of G and is denoted by A(G) or simply by
A.
For an element T ∈ A(G) the vacuum state ϕi evaluated in T is given
by
ϕi(T ) = 〈e1T, ei〉 .
As in the case where G is finite the k-th moment of A with respect to
the ϕi is given the the number of walks in G of size k starting and ending
at the vertex i. That is,
ϕi(A
k) = |{(v1, ..., vk) : v1 = vk = 1 and (vi, vi+1) ∈ E}|.
7.3. Energy of a vertex for locally finite graph. For any bounded
operator A in some C∗-algebra we can define the absolute value of A by the
formula |A| := √AA∗. Since φi is positive we may use the inequalities (2.5)
and (2.6) from Section 2 which read as follows: For all i ∈ {1, . . . , n}
(7.2) φi(|A|)2 ≤ φi(|A|2).
and
(7.3) φi(|A|) ≥ φi(A2)3/2/φi(A4)1/2.
Thus we arrive to generalizations of Proposition 3.2 and Corollary 3.5
Theorem 7.1. For any locally finite graph G and any vertex vi, the follow-
ing inequalities hold
(7.4)
(di)
3/2
M4(G, i)1/2
≤ EG(vi) ≤
√
di.
Similarly, for uniformly locally finite graphs we obtain the generalization
of (3.6).
Theorem 7.2. Let G be a graph with at least one edge. Then
(7.5) EG(vi) ≥
√
di
∆
, for all vi ∈ V.
We now state a continuity theorem for uniformly locally finite graphs.
Theorem 7.3. Let Gn be a sequence of locally finite graphs and for each n,
let v
(n)
i be a given vertex in Gn. Moreover let G be a uniformly locally finite
graph and vi ∈ G. If for every d there exists a N(d) such that the neighbor-
hood of radius d around v
(n)
i is isomorphic (as graphs) to the neighborhood
of radius d around vi then
(7.6) En(v(n)i )→ EG(vi)
as n→∞.
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Proof. By an application of Stone-Weierstrass, convergence of all moments is
enough to ensure the convergence of all continuous functions, in particular,
the absolute value. The convergence of moments is readily implied by the
condition that the neighborhood of radius d around v
(n)
i is isomorphic (as
graphs) to the neighborhood of radius d around vi, since the d-th moments
coincide for n > N(d). 
We finish with some examples of uniformly locally finite graphs and their
approximation.
The line. Consider the graph G = (Z, E) where E = {i ∼ (i+ 1)|i ∈ Z}.
The k-th moment with respect to any vertex is 0 for odd k and
( k
k/2
)
when k is even. From this we recover the spectral distribution w. r. t. any
vertex; see for example [20, Example 1.14]. This is given by the arcsine law
of variance 2, with density
(7.7) dµa =
1
π
√
4− x2dx.
The energy of any vertex is then calulated by the first absolute moment of
this density,
(7.8)
∫ √2
−√2
|x| 1
π
√
4− x2dx =
4
π
.
Given the continuity theorem above, Theorem 7.3, it is now not a surprise
that this coincides with the limits given by (5.5) and (5.13).
The semiline. Consider now the graph G = (N, E) where E = {i ∼ (i +
1)|i ∈ N}. In this case the vertex energy actually depends on the choice of
the vertex. First, the k-th moment, with respect to the vertex 1, is 0 for
odd k and the Catalan number 1k+1
( k
k/2
)
when k is even. Thus, spectral
distribution r. t. of the vertex 1 is given by the semicircle law of variance
1, with density
(7.9) dµs =
1
2π
√
4− x2dx.
Again, the energy of any vertex is then calculated by the first absolute
moment,
(7.10)
∫ 2
2
|x| 1
2π
√
4− x2dx = 8
3π
.
Theorem 7.3 again ensures the accordance with the limit (5.12), for i = 1.
The spectral distribution of w. r. t. of the vertex i could be calculated
by means of non-commutative probability [14], and, in principle, from this
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information one can obtain the energy. Instead, we use Theorem 7.3 to
calculate the energy from (5.13), obtaining
4
π
+
4(−1)i
π(4i2 − 1) .
This quantity is maximized for i = 2, which coincides with the same
empirical observation for the path Pn.
The d-regular tree. Let d ≥ 2, the d-regular tree is the unique tree with
all vertices of degree d. The case d = 2 is the line, treated above, so we
assume d > 2. The spectral distribution of the d-regular tree w. r. t. any
vertex is given by the Kesten-Mckay distribution. For d ≥ 2, an integer, the
Kesten-McKay distribution, µd, is the measure with density
(7.11) dµd =
d
√
4(d− 1)− x2
2π(d2 − x2) dx.
By a similar calculation as above, the energy of any vertex is given by
(7.12)
1
π
(
2d
√
d− 1− d(d− 2) arctan 2
√
d− 1
d− 2
)
which for d large approximates 83pi
√
d.3 Now, McKay’s theorem states that
d-regular graphs with few cycles converge in distribution to the d-regular
tree.
Theorem 7.4. [19] For d ≥ 2 fixed, let X1, X2, . . . be a sequence of d-
regular graphs such that n(Xi) → ∞ and cj(Xi)/n(Xi) → 0 as i → ∞ for
each j ≥ 3. Then the distribution with respect to the normalized trace of
(Xi) converges in moments, as i→∞, to the Kesten-McKay distribution.
The above theorem implies that under the above assumptions a typical
vertex has energy close to (7.12).
8. Conclusions
In this work we provided many properties for the energy of a vertex.
The theory is of course not complete and we hope this work opens some
new research lines in the study of the graph energy. Similar quantities may
be defined for the Laplacian energy [13], or ABC energy [8]. Interestingly, for
the Estrada index [6] the analog of the energy of a graph has been considered
in [7] as a centrality measure for the vertex i. It would be interesting to
investigate the vertex energy from the viewpoint of centrality.
In other direction, as pointed out by Nikiforov [21, 22], the energy of
random graphs either for an Erdos-Renyi graph or for uniform d-regular
3 8
3pi
√
d+ 0.2 actually approximation with an error less than 0.01 for d ≥ 5.
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graphs may be deduced easily from well-known results from Random Ma-
trix Theory. This results may be translated directly to a typical vertex
in a random graph. However, more interesting questions appear when con-
sidering properties for all vertices. In this direction we have the following
conjectures.
Conjecture 8.1. (1) A uniform random graph on n points is asymptotically
almost surely not completely hyperenergetic.
(2) A d-regular graph is almost surely completely hyperenergetic for d ≥ 7.
Finally, a natural question following the above program is to give a
Coulson Integral Formula [4]. This is done in an ongoing project by the first
author in joint work with B. Luna and M. Ramı´rez.
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