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In this chapter, a historical treatment is given that describes the development of
the weak interaction and beta decay in neutrons. The current state of the neutron
lifetime measurements is reviewed, and the consequences of a 6 σ discrepancy in the
neutron lifetime are reviewed. The uncertainty in the neutron lifetime measurements
motivates the study of the radiative decay mode of the free neutron. The radiative
decay mode is another decay branch of the neutron, and it contributes to the lifetime.
The motivation for measuring the radiative decay mode of the neutron is given. At
the end of the chapter, an outline of the dissertation is given.
1.1 History of the Weak Interaction and Neutron Beta decay
Chadwick first discovered the neutron in 1932 by bombarding alpha particles from
radioactive polonium onto a beryllium target, producing neutrons. The resulting
neutron beam was scattered by nuclear targets, and the neutron was found to have a
mass similar to the proton [8]. Snell and Miller [9] later discovered that the neutron
beam from a nuclear reactor pile at Oak Ridge National Laboratory decayed. Groups
at Oak Ridge National Laboratory [10] and Chalk River in Canada [11, 12] discovered
that the neutron decayed into a proton and an electron. The Chalk River group also
measured the continuous electron energy spectrum and its endpoint energy. By this
1
2
time, Pauli had postulated the existence of the neutrino to account for the continuous
electron energy spectra and to conserve angular momentum. These measurements
were consistent with the neutron beta decaying to a proton, an electron, and an
unobserved antineutrino.
In 1957, Wu et al. discovered parity violation by observing a directional decay
asymmetry of electrons from polarized 60Co at the National Bureau of Standards [13].
Garwin et al. performed an experiment at Brookhaven soon afterwards which con-
firmed parity violation in muon decays [14]. Frauenfelder later was able to measure
the helicity of the outgoing neutrino in 60Co, and these neutrinos always had left-
handed helicity. Additionally, a series of experiments by Goldhaber [15, 16] measured
the electron helicity to be −v/c where v is the electron velocity. These results are
all consistent with the weak interaction being a purely left-handed interaction which
maximally violate parity.
Also in 1957, Jackson, Treiman, and Wyld Jr. (JTW) calculated the lowest order
differential decay rate for a polarized nucleus [17, 18] using a general, Lorentz invari-
ant parameterization of the weak interaction postulated by Lee and Yang [19]. The
resulting decay rate was written as a function of the possible interaction strengths
in this parameterization. The weak interaction is left-handed, but it was unknown
if it was dominantly vector and axial-vector combinations (V,A), scalar and tensor
combinations (S, T ), or a mixture of the four.
The angular dependence of the decay products in unpolarized nuclear decay was
measured to address this problem. The decay intensity I(θeν̄) for an unpolarized
nucleus is a function of the for electron-antineutrino opening angle θeν̄ , and it is











Table 1.1: Value of symmetry parameter a for a pure type of interaction.
correlation coefficient a is a function of the structure of the weak interaction and of
the decay, and its value can be found in [17]. The value of a for each interaction
type is given in table 1.1. Pure Fermi transitions (FT) are those that preserve
parity, total angular momentum and isospin, i.e. ∆J = 0, ∆T = 0. Gamow-Teller
transitions (GT) violate parity and can change total angular momentum and isospin
by 0 or 1 i.e. |∆J | = 0 or 1 but no 0→ 0 and |∆T | = 0 or 1 with no 0→ 0.
FT transitions arise from only S or V interactions, and GT transitions arise from
only A or T. References [20, 21] discuss various FT, GT, and mixed transitions and
conclude that the weak interaction is a vector - axial-vector interaction (V −A). From
JTW, any admixture of S, T interactions appears as measurable distortions in the
electron energy spectrum. These distortions are measurable in the Fierz interference
term b, described in Chapter II. Tests to observe non-V/A interactions have placed
very stringent limits on their size [22, 23].
For FT or GT transitions, the strength of A relative to V is unnecessary in deter-
mining a because only one type of interaction contributes. For a mixed transition,
there is an admixture of FT and GT, and the measured strength of A relative to V
in neutron decay is λ. The parameter λ not only determines a in angular correla-
tion measurements, but it factors in the absolute neutron decay rate. The neutron
lifetime is inversely proportional to the total interaction strength, and it is
(1.2) τ−1n = K|Vud|(1 + 3|λ|2)
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where the factor of 3 is from the 3 projections of |∆J | = 1 for neutron decay (1/2+ →
1/2+). The parameter K is a constant to be discussed later, and |Vud| is a weak
interaction factor discussed below. Angular correlations (λ) and the neutron lifetime
(τn) are important to understanding the structure of the weak interaction.
1.2 Neutron Decay and Lifetime
The neutron is composed of three valence quarks, two down quarks and one up
quark. Beta decay converts one of the down quarks into an up quark while the
virtual W− gauge boson that mediates the interaction decays to an electron and
antineutrino. To measure the neutron lifetime, an experiment must measure either
the neutron survival rate or the decay rate through its decay products. One method
is to trap ultra-cold neutrons (UCNs) in a magnetic, gravitational, or material bottle
and count the surviving neutrons. UCNs are neutrons with kinetic energies less than
0.2 µeV. A decay rate measurement can operate with a UCN bottle or a cold neutron
beam. A more detailed description of the types of neutron lifetime experiments is in
a review article by Nico and Snow [24].
The four most recent lifetime measurements are given in table 1.2. Before 2005,
the neutron lifetime measurements were in good agreement with the world aver-
age [7]. The first three are the most recent measurements which are included in the
Particle Data Group (PDG) world average while the latest measurement differs sig-
nificantly from these measurements comprising the PDG world average [6]. Because
the neutron lifetime is important in understanding to the structure of weak interac-
tion, the 6 σ discrepancy between the latest measurement and PDG world average
must be resolved.
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Measurement and Year Neutron Lifetime [s] Measurement Type
Byrne 1996 [25] 889.2± 3.0 [syst.]± 3.8 [stat.] Beam, Penning trap
Arzumanov 2000 [26] 885.4± 0.9 [syst.]± 0.4 [stat.] Bottle, UCN gravitational trap
Nico 2005 [27] 886.3± 1.2 [syst.]± 3.2 [stat.] Beam, Penning trap
World Average 885.7± 0.8
Serebrov 2005 [7] 878.5± 0.7 [syst.]± 0.3 [stat.] Bottle, UCN gravitational trap
Table 1.2: The four most recent neutron lifetime measurements. The Particle Data Group world
average [6] includes the first three measurements and others not listed on the table. The
latest result [7] is not included in this average.
1.2.1 CKM unitarity
The decay rate of the neutron occurs with a slight suppression because the mass
eigenstates of the quarks are not the same as the weak eigenstates of the quarks that
participate in the decay process. The down quark mass eigenstate in the neutron is
a linear combination of these weak eigenstates. The Cabibbo-Kobayashi-Maskawa






















The CKM matrix is unitary, and a significant deviation from unitarity from measure-
ments is indicative of new physics. New physics models that can be incorporated into
neutron decay include scalar / tensor interactions from a Higgs or supersymmetric
particles, exotic contact interactions, and several others. References [22, 23] discuss
these extensions to the Standard Model of particle physics and their experimental
constraints from neutron decay.
The unitarity condition implies the condition
(1.4) |Vud|2 + |Vus|2 + |Vub|2 = 1.
The PDG reports that |Vud| = 0.97418 ± 0.00027, and this value is from nuclear
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0+ → 0+ superallowed decays [6, 28, 29, 30]. The dominant sources of uncertainties
are Coulomb distortions, radiative corrections, and nuclear structure effects. |Vud|
can also be derived from pion decays (π+ → π0e+νe), and it is 0.9751 ± 0.0027.
This measurement is consistent with the superallowed decays [31]. The parameter
|Vus| = 0.2255 ± 0.0019, and its reported value has recently changed due to new
experimental data and a new calculation of its form factor [6, 29]. The PDG reports
that |Vub| = (3.93 ± 0.36) × 10−3 which is a negligible contribution to the unitarity
sum. The sum in equation 1.4 is satisfied by the experimental data.
The parameter |Vud| is also derivable from neutron data, but because it is a mixed
transition, the neutron lifetime and λ must both be measured (see equation 1.2).
Figure 1.1 shows how the extraction of |Vud| is affected by the discrepancy in the
neutron lifetime and the uncertain value of λ. Using the PDG values for the neutron
lifetime and λ = −1.2695± 0.0029, |Vud| = 0.9745± 0.0018.
The value for the neutron lifetime is unclear. Despite the small theoretical uncer-
tainties for the neutron compared to the nuclear 0+ → 0+ superallowed decays, the
experimental uncertainties are much larger. The uncertainties for each system that
is sensitive to |Vud| are shown in figure 1.2.
1.2.2 Connection to radiative final states
The previous discussion of the neutron lifetime has shown that the neutron life-
time suffers from a dramatic discrepancy. It is imperative that every aspect of the
neutron lifetime be investigated to understand the origin of these problems. The ra-
diative decay mode has been theoretically calculated as a correction to neutron, and
these calculations are the δR and ∆R terms in figure 1.2. It is advisable to measure
these factors directly despite the confidence in the calculation of these corrections.
Additionally, measurements of λ are also discrepant.
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Figure 1.1: |Vud| can be extracted from the neutron lifetime and λ. There is significant uncertainty
in the value of the neutron lifetime, and the landscape is not well constrained by λ
either. It is interesting to note that pairs of lifetime / λ data points are consistent with
unitarity.
The uncertainty of the neutron lifetime measurements is at the 0.1 % level, and the
branching ratio for radiative decay to high energy photons is approximately 0.3%.
The measurements of λ are also approaching this level of sensitivity. Therefore,
any measurement at this level of precision must understand the effects of radiative
decay. For example, the addition of a photon to the final state changes the average
opening angle between the electron and proton. A measurement which is sensitive
to this opening angle (a measure of a) is sensitive to the radiative decay mode. The
radiative decay mode has a different electron energy spectrum than non-radiative
decay. Therefore, a precise measurement of the electron spectrum is affected by
radiative decay.
Neutrons experiments that measure the final decay products can potentially misiden-
tify a high energy photon as a charged particle. This is true for experiments that
8
Figure 1.2: The sources of uncertainty for each extraction of |Vud|. While the neutron’s theoretical
uncertainties are very small, the experimental uncertainty (EXP) is much worse than
in nuclear 0+ → 0+ superallowed decays. The numbers represent the uncertainty
attributed to the corrections. The correction δR is the radiative correction to the total
phase space of the decay. The correction ∆R is radiative corrections due to higher order
interactions. The corrections δC and δNS are due to Coulomb and nuclear structure
effects. Figure from reference [1].
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collect total scintillation light in a medium of trapped UCNs. Experiments that di-
rectly count UCNs are likely to be insensitive to the radiative decay mode, but the
stray photons might be responsible for an unaccounted for background. Furthermore,
any extraction of Vud requires radiative corrections which have only been calculated
and not directly measured.
1.3 Previous Radiative Decay Measurements
Continuous gamma radiation spectra from nuclear beta decays was first observed
by Aston [32], and has been observed in many nuclear beta decay systems, including
forbidden beta decays [33]. Theoretical models were developed in 1936 [34, 35] to
describe these measurements. Additionally, nuclei have a rich excited state structure
which leads to enhancements in the nuclear radiative decay that won’t be observed
in the neutron. The nucleus can also capture a core, atomic electron and radiatively
decay. Martin and Glauber established a theoretical framework for calculating the
radiative electron capture in atoms [36], and many measurements have been made [37,
38]. The atomic and nuclear structure means that nuclei can radiatively decay at a
high rate while the neutron radiative decay mode has been elusive because it lacks
these enhancements.
An early measurement of the radiative decay mode of the neutron was performed
in 2002 at the Institut Laue-Langevin in Grenoble, France [39]. The experiment per-
formed an electron-delayed proton-photon triple coincidence measurement to identify
the radiative decay mode. A plastic scintillator was used to detect the decay elec-
trons, while a microchannel plate (MCP) was used to detect the decay protons. A
series of electrostatic grids was used to accelerate the protons into the MCP. Six
CsI(Tl) scintillators were placed around the electron detector to detect the photons.
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The photon detectors were positioned to be sensitive to photons that are emitted
at 35◦ from the detected electron. This angle was found to be the most probable
angle for photon emission for the 35 keV to 100 keV photons that the experiment
was sensitive to. A schematic of the experiment is shown in figure 1.3
The first experimental runs measured a rate of electron-delayed proton-photon
events that were higher than theory predicts due to residual gas / ion contamination
in the vacuum system. A new vacuum system dramatically reduced these ion coinci-
dences, but the experiment was still dominated by backgrounds and detector noise.
The experiment constrained the branching ratio for photons with energy from 35 keV
to 100 keV to 6.9×10−3 at the 90 % confidence level. Theory predicts the branching
ratio is 1.1 × 10−3 for photons in this energy range. The report of a more recent
experiment using this apparatus [40] is disputed [23] with compelling arguments.
1.4 Motivation
The radiative decay mode is a fundamental test of a semileptonic decay mode.
Because of the discrepancies in the neutron lifetime measurements (and λ), study-
ing every contribution to the lifetime is imperative. A precise measurement of the
neutron lifetime must include the effect of radiative corrections. Taken individually,
some of these corrections are infinite in magnitude, and they require the inclusion
of the radiative decay mode to cancel these infinities. Measuring the photon energy
dependence of the radiative decay mode yields an energy dependent study of the
radiative corrections to the neutron lifetime.
The addition of the photon in the final state introduces new angular correlations
of the photon momentum with the other particles’ momenta. The photon momentum
can be correlated with the neutron spin in polarized neutron decay. A measurement
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Figure 1.3: The schematic of the experimental apparatus used in the ILL measurement. The com-
ponents in set up are: 1 - vacuum chamber, 2, 4 - 7, 11 - electrostatic grid, 3 - MCP
proton detector, 8, 9 - plastic collimators, 10 - LiF diaphragm, 12 - CsI(Tl) photon
detectors, 13 - lead cup, 14 electron detector.
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of the photon polarization at high photon energy (near decay endpoint) is a test of
right-handed weak interactions. These new angular correlation measurements can
be used to measure λ.
Neutron decay can yield precise measurements because it is devoid of compli-
cated nuclear structure effects, making it a reliable system to study experimentally
and theoretically. Quantum electrodynamics can be used to calculate the domi-
nant contribution to the radiative decay mode, and experimental measurements test
these predictions. Therefore, radiative decay is not only important in support of the
neutron lifetime, but it is important as an electroweak test in its own right.
1.5 Overview of the Dissertation
The remainder of this dissertation describes an experiment performed to measure
the branching ratio of the radiative decay mode for photons with energy of 15 keV
to 340 keV. The measured branching ratio is (3.09 ± 0.32) × 10−3, and the photon
energy spectrum is also extracted.
Chapter II constructs the theoretical framework of the weak interaction to calcu-
late the neutron decay rate. The effect of bremsstrahlung and radiative corrections
on the neutron motivates calculating the radiative decay mode. The remainder of the
chapter extends previous calculations to polarized neutrons, motivating new angular
correlation measurements.
Chapter III describes the experimental apparatus consisting of the neutron beam-
line, superconducting magnet, electron / proton detector, and photon detector. The
photon detector is unique because it must operate in the cryogenic, high magnetic
field environment of the superconducting magnet. The selection criteria for the pho-
ton detector are reviewed, and the discussion is general enough to be applied to any
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future radiative decay experiments.
Chapter IV focuses on the collection and analysis of the raw data. The analysis
reduces the data, extracts timing and energy parameters, and then applies analysis
cuts. The resulting timing and energy spectra are presented and compared to a
Monte Carlo simulation (MC).
Chapter V describes the MC which is composed of an event generator, event
tracker, and a routine that simulates detector response. The event generator and
tracking algorithms are discussed in detail, but the detector response was largely
relegated to packaged software which is described. The MC results derive from the
theoretical results that are calculated in chapter II.
Chapter VI discusses the systematic corrections and uncertainties that alter the
measured value for the radiative decay branching ratio. These are broadly categorized
into uncertainties of the photon detector, measurement of the charged particle energy,
timing cuts, correlated background events, and model used in the MC. A table with
all the systematic corrections and uncertainties is presented.
Chapter VII concludes the description of the experiment and presents the final
branching ratio with uncertainties. While the Monte Carlo comparison to the photon
energy spectrum is ongoing, important issues are brought to light. Finally, the
apparatus upgrades completed for a second run of the experiment are discussed.
CHAPTER II
Theoretical Development
The neutron is composed of three constituent (or valence) quarks; two have a
down flavor, and one is an up flavor and is stable under the influence of the strong
and electromagnetic interactions. However, the weak interaction can convert a con-
stituent down quark into an up quark. This conversion is also accompanied by the
emission an electron and antineutrino lepton pair. This decay is mediated by a left-
handed interaction through the emission of a virtual W− gauge boson. This process
is calculable at the lowest order, but additional corrections are expected.
Calculating these higher order corrections individually leads to infinite contribu-
tions, but when all the corrections are combined, they yield a finite correction due
to cancellations. A necessary component of the cancellations are diagrams that have
correlated photons in the final state. The presence of charged particles in the fi-
nal state provides an obvious place where photons can couple to the decay. It is
experimentally possible to observe this radiative beta decay mode.
In this chapter, a theoretical framework is developed to understand non-radiative
beta decay. This framework can be extended to include higher order corrections,
motivating the radiative beta decay mode. Sensitivity to radiative decay allows a
new set of measurements to be undertaken. In section 2.1, the weak interaction is
14
15
described, and with recourse to symmetry and experimental data, its parity violating
structure emerges which yields differential decay rate for neutron beta decay. In
section 2.2, the inclusion of inner bremsstrahlung (IB) as a correction is motivated
by examining an ideal experiment, and the section concludes with a review of the
current state of the neutron lifetime. In section 2.3, the radiative decay mode is first
calculated with classical physics and then with the full machinery of quantum field
theory. This treatment yields the differential decay rate for radiative beta decay. In
section 2.4, the differential decay rate formula is extended to a polarized neutron, and
new experimental measurements are motivated. Finally, in section 2.5, a calculation
of the final state photon’s polarization is used as motivation for a search for new
physics.
2.1 The Weak Interaction and Beta decay
This section first develops the framework of the weak interaction by starting with
a completely general form that is Lorentz invariant. By appealing to experimental
data, the resulting interaction is purely left-handed, but complications arise in nu-
clear material. While first principles calculations are difficult, the use of symmetries
is explored as a way to understand any induced interactions. With a complete frame-
work available for the weak interaction in the neutron, the differential decay rate is
calculated.
2.1.1 Structure of the weak interaction
The most general form of the interaction Hamiltonian for a neutron decaying into








This sum is for interactions whose Lorentz transformation is scalar (OS → 1), vec-
tor (OV → γµ), axial vector (OA → γµγ5), tensor (OT → σµν = i2 [γ
µ, γν ]), and
pseudoscalar (OP → γ5). There are 10 complex-valued constants which contributes
20 independent, real constants less one for an overall phase [17]. In general, these
coupling constants should be thought of as form factors that are a function of the
momentum transfered squared e.g. Ci(q
2). Induced operators also arise that have
these Lorentz transformation properties and are scaled by the momentum transfer
vector qµ. For example, qµγ5 transforms as an axial vector. In neutron decay, the
momentum transfer is small compared to the nucleon mass. Therefore, the cou-
pling constants can be approximated by their value at 0 momentum transfer, i.e.
Ci(q
2) ≈ Ci(0), and induced interactions are small.
Equation 2.1 represents a completely general, Lorentz invariant weak interaction,
but experimental data shows that it only contains vector and axial vector operators.
The Standard Model (SM) predicts that the quark and lepton weak interaction is a
left-handed interaction (also written V − A). The leptonic weak current Lµ couples
the spin 1/2 antineutrino spinor with the spin 1/2 electron spinor, and it is
(2.2) Lµ = v̄ν̄(pν̄)(1− γ5)γµue(pe)
where ue is the electron spinor with 4-momentum pe and v̄ν̄ is the antineutrino spinor
with momentum pν̄ . The quark level interaction is analogous. The hadronic weak
current Hµ of interest is not at quark level, but couples the neutron to the proton.
The experimental data indicate the interaction is vector and axial vector but is a
mixture of left- and right-handed components.
Before discussing the hadronic weak current structure, it is instructive to under-
stand how the neutron beta decay matrix element is constructed. The SM matrix

















Figure 2.1: The origin of induced couplings can be motivated by imagining the neutron and proton
as “bare” Dirac particles. The leading order beta decay amplitude is given by (a). The
corrections to diagram (a) from pion loop (b) and pion exchange (c) are expected to
contribute a large correction.
(Lν) through the massive W− boson propagator. At low momentum transfer, the
matrix element is









where qµ is the momentum transfer (≈ 1 MeV), g is the interaction coupling constant,
MW is the mass of the W
− gauge boson (≈ 100 GeV).
While the SM predicts a left-handed quark transformation, it occurs inside of real
hadronic material in the presence of strong QCD interactions. These QCD inter-
actions induce other vector and axial-vector couplings as a function of momentum
transfer qµ leaving a hadronic weak current that is not purely left-handed. The origin
of this renormalization is made transparent by considering the neutron and proton as
Dirac particles which interact with the W− boson. It is expected that pion loop and
pion exchange diagrams contribute a large correction to the “bare” neutron decay.
These correction diagrams to the “bare” amplitude are shown in figure 2.1. These
corrections are difficult to calculate, and it is useful to parameterize the current with
form factors.
Hµ must include all the induced currents that transform as vectors and axial
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−g1(q2)γµγ5 − ig2(q2)σµνqνγ5 − g3(q2)qµγ5
]
un(pn)
= V µ + Aµ.(2.4)
The terms ūp and un are the proton and neutron spinors with 4-momentum pp and
pn, respectively. The operators in the first line V
µ are those which transforms as a
vector, and the operators in the second line Aµ are those which transform as axial
vectors. Calculation of the form factors fi(q
2) and gi(q
2) is difficult, but symmetries
of the underlying theory can be used to constrain the size of the form factors.
2.1.2 Symmetries of the weak interaction
QCD induces new interaction terms, so it is instructive to transform these weak
bilinears with a QCD invariant transformation and examine the consequences. A G-
parity transformation is formed by compounding a charge conjugation transformation







where G = CeiπI2 .
QCD is invariant under a G-parity transformation (invariant for particles and anti-
particles), but the weak bilinears transform differently from each other. The operator
qµ transforms under G-parity with a different sign from the γµ and σµνqν operators,
while the operators σµνqνγ5 transforms with a different sign from the γ
µγ5 and q
µγ5
operators. Since γµ and γµγ5 are the operators that exist before QCD induces new
interactions, it is hypothesized that qµ (f3 term) and σ
µνqνγ5 (g2 term) should be
neglected. These neglected terms are known as second class currents, and they
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generally require severely restricted field theories to implement. Searches for second
class currents corroborate neglecting the terms [41, 42].
The conserved vector current hypothesis (CVC) restricts the renormalization of
the vector terms Vµ. CVC assumes that the vector matrix element between hadronic
states in the weak interaction are part of an isotriplet with the vector electromagnetic
interaction. Therefore, conservation of the electromagnetic vector current can be
generalized to all the vector currents in the isotriplet. It implies that
(2.6) ∂µV
µ → qµV µ = 0.
Application of the conservation implies that f1(0) = 1, and that f2(0) is related to
the magnetic moment difference of the neutron (µn) and proton (µp). This term is
the weak magnetism term, and f2(0) = (µn − µp)/2mp. Finally, CVC also requires
the second class current f3(q
2) = 0.
There exists an inexact symmetry for the axial vector currents Aµ. Calculation
of the axial vector term g1(q
2) can be performed with the Adler-Weisberger relation,
though the most precise value is derived from experimental data. Its experimental





The axial vector current is only conserved in the massless pion limit. The partially
conserved axial current hypothesis can be used to place a limit on g3(q
2). The effect
of the bilinear in g3(q
2) is negligible at the energy scale of neutron beta decay.
2.1.3 Differential decay rate
Assuming the general weak interaction from equation 2.1, the differential decay
rate can be solved for a spin polarized neutron to decay to a proton, electron, and
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antineutrino. The leading result in nucleon mass is
dΓ
dEedΩedΩν
























The differential solid angle dΩ = d cos θ dφ for both the electron and anti-neutrino,
and the neutron polarization is represented by Jn. The full expansion of the corre-
lation coefficients a, b, A,B, and D is found in reference [17]. The result in [17] is
general for any nuclear beta decay system, but equation 2.8 is appropriate for a spin
1/2 system.
The correlation coefficients in equation 2.8 can be simplified by incorporating the
experimentally known structure of the weak interaction and by assuming the induced
terms are small. Setting f1(q
2) = 1 and g1(q
2) = λ, the leading order results for the
correlation coefficients can be calculated. Time-reversal violation can be incorporated
by assuming a relative phase between the vector and axial vector coupling constant,


















where the exact values can be found in [6].
Equations 2.9, 2.10, 2.11, 2.12, and 2.13 for the correlation coefficients represent
the lowest order Standard Model (SM) neutron decay rate with a trivial extension
to accommodate time-reversal violation (the SM does not have a leading order time-
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reversal violation). This result neglects higher order contributions allowed in the SM,
such as recoil order terms going as (q/mn) or (me/mn). The final state Coulomb
interaction between the electron and proton are also neglected, but can be incor-
porated with the Fermi function. A precision measurement of the neutron lifetime
(or correlation coefficients) must include these higher order contributions which are
allowed in the SM.
Equation 2.8 provides a starting point for any neutron decay experiment when
all the SM contributions have been taken into account. Test for new interactions
are possible by measuring the correlation coefficients to high precision. These in-
clude scalar and tensor interactions, right-handed weak currents, and time-reversal.
Review articles discuss the neutron’s sensitivity to interactions beyond the SM and
experimental data is used to place limits on them [22, 23, 24].
2.2 Neutron Lifetime and Radiative Corrections
All SM contributions must be understood to place limits on new interactions.
In this section, the need for bremsstrahlung contributions to cancel the infinities
in the higher order loop corrections is motivated. A discussion of an ideal neutron
decay experiment motivates the comparison of the measured output to theoretical
expectations. By combining the framework constructed in the last section with the
higher order contributions, the current state the neutron lifetime is described.
2.2.1 Higher order contributions
A precise calculation of the neutron lifetime must include the transition of the
neutron to every possible final state. Even when the final state is defined, there exist
corrections due to virtual particle exchange loops. The simplest loops to describe are





















































































Figure 2.2: Single photon exchange loop diagrams that correct the tree-level neutron decay. The
left-hand side with the dark circle represents the full sum of all corrections that maintain
a proton, electron, and antineutrino in the final state. The first term on the right-
hand side is the tree-level diagram while the remaining diagrams are the single photon
exchange loop diagrams added coherently. The light circles are the parameterization of
the weak vertex physics.
the Z, Higgs, or supersymmetric particles. A Feynman diagram expansion is made
to describe the neutron decay branch to a proton, electron, and an antineutrino in
the final state in figure 2.2. It is expanded to first order in the fine structure constant
α or a single virtual photon exchange loop. The discussion is restricted to photons
for clarity.
Calculating the virtual photon exchange loop diagrams yields infinite, negative
corrections to the tree-level result. Tree-level, refers to the lowest order Feynman
diagram with no virtual particle exchange loops. Tree-level calculations typically
match experimental data well, and this implies is a cancellation of the infinities.
Analogous to electron scattering, photon bremsstrahlung Feynman diagrams must
be included to cancel the infinities from photon exchange loop diagrams [43].
The inclusion of photon bremsstrahlung Feynman diagrams must be done incoher-
ently because the bremsstrahlung diagram has a different final state from diagrams
in figure 2.2. The infinities cancel at each order in α after expanding the total contri-
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bution of photon exchange loop diagrams and bremsstrahlung in the fine structure
constant α. The result is a small, finite correction at each order of α, and this
cancellation is a well known result from QED [44, 45, 46, 47].
2.2.2 Ideal experiment
It is useful to consider an ideal experiment before discussing the properties of
the photons in the final state and radiative corrections. An ideal experiment is
background free, has perfect energy resolution, and has perfect detection efficiency
for all 4π solid angle for all particles. Furthermore, it is infinitely sensitive to photons
above the detection threshold ωt in all 4π solid angle. Therefore, the experiment
registers a detected photon if its energy is above ωt and no photon if its energy is less
than ωt. An experiment that registers only electrons and protons (and antineutrinos)
requires all events have either no photons, or that all of the photons have energy less
than ωt. This is illustrated schematically in figure 2.3
The total measured decay rate Γtotal in figure 2.3 can be expanded in the number





where i is the number of undetected photons in the final state. Γepν+0 has been
expanded into Feynman diagrams in figure 2.2. Matrix elements contributing to
Γepν+i and Γepν+j can not be summed together for i 6= j since the final states are
different. If this result is expanded in α, the cancellations described in the last
section can be applied here. This leads to a finite decay rate that is a function of
the detection threshold ωt.
The detection threshold ωt in an ideal experiment can be so large that the exper-
iment is not sensitive to photons. This situation describes the radiative corrections
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Figure 2.3: An experiment that is sensitive to photons with energy Eγ > ∆E registers no photons
in the final state for these diagrams which represent total rates. The dark box on the
left-hand side represents the full incoherent sum of rates in an experiment, while the
dark circles are a coherent sum of matrix elements with the sam final states. The
matrix elements can not be added together since each final state is defined to have a
different number particles.
to an ideal neutron beta decay experiment. In a real experiment, there may be some
sensitivity to photons in the final stat which requires knowledge of ωt. Furthermore,
a real experiment does not have perfect detection efficiency at all 4π solid angle. Any
high precision experimental data must understand its sensitivity to ωt as illustrated
in figure 2.3 before trying to extract limits on new physics.
2.2.3 Radiative corrections
Returning to the question of bremsstrahlung, neutron decay can accommodate
a photon in the final state through vertex emission and charged particle emission.
The lowest order, single photon bremsstrahlung diagrams are shown in figure 2.4.
Bremsstrahlung that couples to a charged particle exhibits a 1/ω divergence as the
photon’s energy approaches 0. This is due to the pole that develops in the charged
particle propagator as the initially virtual particle becomes real (equivalently, the
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Figure 2.4: Feynman diagrams for photon bremsstrahlung. The left-hand side represents the sum
of all single photons emerging from a neutron beta decay. The right-side specifies that
the photon can emerge from virtual electrons, virtual protons, or emerge from the weak
vertex.
4-momentum (pe+k) emits a photon with 4-momentum k, leaving a real electron with
4-momentum pe. The divergence in the virtual electron propagator as k approaches
0 is
(2.15)
i( 6 pe+ 6 k +me)





→ i(6 pe+ 6 k +me)







where ε is an infinitesimal number that moves the pole into the complex plane which
aids in mathematical convergence. Also, 6 a = aµγµ.
Photons emerging from the weak vertex, in general, do not couple to particles
that go on-shell as photon momentum k goes to zero. The matrix element from
vertex bremsstrahlung does not exhibit any divergence. Low [48], and later Adler
and Dothan [49], use general principles to parameterize the matrix element for a
bremsstrahlung process. The matrix element can be expanded in a power series in
k,














where the Mi are roughly the same order of magnitude. Vertex bremsstrahlung
contributes to M1 and is suppressed. For photons near the endpoint energy (∼ 1
MeV), the matrix element contribution from vertex bremsstrahlung is suppressed by
∼ 10−6 for powers of k1.
The matrix element contributions M−1 and M0 are due to bremsstrahlung from
external particles (the electron and proton). These matrix element contributions
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can be derived from the non-radiative matrix element. Therefore, a low energy
measurement is sensitive to the physics in the non-radiative matrix element. Vertex
bremsstrahlung and any new physics associated with the photon contributes to the
M1 (and at higher orders). This means that a search for new physics in the radiative
decay mode should occur at higher energy because it has a shorter wavelength and
is a deeper probe of new phenomenon.
The radiative corrections can be calculated for neutron beta decay, and an entire
industry has been devoted to calculating these corrections for neutron beta decay.
The integration of the correction diagrams can be divided into model independent
and model dependent contributions. Sirlin [50] describes this division and shows
that the corrections from the model independent piece are universal corrections to
all beta decays. Sirlin [51] describes a current algebra formulation for calculating the
model dependent corrections. The model independent infinities cancel when properly
summed with the bremsstrahlung diagrams. The model dependent calculations are
more difficult and do not benefit from well-established cancellations from QED. The
model dependent corrections contribute the largest theoretical uncertainty to neutron
radiative corrections. Within these model dependent corrections, the high energy
photon regime of the γW box diagram shown in figure 2.5 is the largest source of
the theoretical uncertainty [52].
2.2.4 Current state of the neutron lifetime
When all the corrections and decay branches have been summed, total neutron














Figure 2.5: The γW box diagram that contributes the largest theoretical uncertainty to the neutron
beta decay radiative corrections.
Neutron decay is normalized to the total muon decay rate through the Fermi coupling
constant
(2.18) GF = (~c)3 · 1.16637(1)× 10−5 GeV2.
Any corrections common to neutron and muon decay are factored into GF [52].
Vud is the element of the Cabibbo-Kobayashi-Maskawa matrix which couples the
weak eigenstate with the mass eigenstates in electroweak decay. The most precise
extraction of Vud is found from 0
+ → 0+ superallowed nuclear decays [30] and is
(2.19) Vud = 0.97418± 0.00026.
The total uncertainty is from nuclear structure, Coulomb distortions, and the un-
certainty from loop effects [52]. The parameter λ can extracted from neutron decay
angular correlation experiments. The Particle Data Group world average [6] is ex-
tracted from electron-neutron polarization correlation (A) measurements, and λ is
(2.20) λ = −1.2695± 0.029.
The phase space statistical factor includes the effect of the Fermi function and other
small nucleon mass, size, and recoil corrections yielding [53]
(2.21) f = 1.6887.
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Finally, ∆R is the effect of electroweak radiative corrections, and me is the electron
mass.











+ Ag + 2CBorn
]
where g(Ee) is Sirlin’s universal function for the long-distance, model-independent
and bremsstrahlung corrections [50]. This term represents the correction that re-
mains when the infinite model independent parts of the photon exchange loop dia-
grams are cancelled by the IB. The second term is a short distance vector current loop
effect with mp the proton mass and mZ the Z boson mass. The final three terms are
weak axial vector contributions and are dominated by the γW box diagram. Terms
lnmp/mA and Ag are the intermediate and short range axial-vector loop effects with
mA = 1.2 GeV the approximate mass of the A1 meson and Ag ≈ −0.34. The final
term, CBorn ≈ 0.829, is the long distance axial-vector current loop contribution. All
the contributions taken together with the Fermi function correction to f imply a
9.37% O(α) correction to τn [52, 53].
2.3 Radiative Decay Matrix Element and Decay Rate
In the previous section, the radiative decay mode of the neutron was considered
as a way to cancel infrared divergences from photon exchange loop diagrams that
are higher order corrections to neutron decay. These corrections are integrated and
no treatment is given to angular correlations. This section treats the radiative beta
decay mode as a fundamental decay process, and systematically derives the differen-
tial decay rate. A classical discussion is helpful in order to understand the radiative
decay process before a field theory calculation is undertaken. First, it is instructive
to consider an ideal radiative decay experiment.
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2.3.1 Ideal radiative decay experiment
The ideal experiment from section 2.2.2 is considered here, and now the final state
of is an electron, proton (and antineutrino), and a single photon. This experiment is
shown schematically in figure 2.6. This figure has also been expanded in the number





where i is the number of undetected photons in the final state. An expansion in α
illustrates that the infinities from higher multiplicity photon diagrams cancel with
higher order photon exchange loop diagrams. Therefore, the Feynman diagrams in
figure 2.4 are the leading contribution.
While the ideal, non-radiative decay experiment can set a threshold high enough
to be insensitive to photons (effectively integrating over the entire photon energy
spectrum), a radiative decay experiment is sensitive to photons with energy from
threshold ωt to a maximum energy ωmax. A precision measurement of dΓtot/dωt or
dΓtot/dωmax can investigate these cancellations directly. Of these leading order dia-
grams, the electron bremsstrahlung is expected to be dominant due to its light mass.
The remainder of this section derives the differential decay rate, at first classically,
and then with field theory.
2.3.2 Classical treatment
Classically, the beta decay process can be thought of as a high energy electron
being generated at the origin at time t = 0 with velocity v = cβ where c is the speed
of light. The radiative decay requires this electron to be followed by a photon of
energy ~ω. The radiative decay transition
(2.24) n→ p+ + e− + ν̄e + γ
30
=
+ · · ·++ + · · ·
E!i < !t
=
























































Figure 2.6: An experiment that is sensitive to photons with energy ω > ωt sees only a single
photon in the final state for the following configurations. The matrix elements can not
be added together since each final state is different. The dark box on the left-hand side
is the incoherent sum of rates in an experiment, while the dark circles are a coherent
sum of matrix elements with the same final states. An expansion in α results in small
corrections due to canceling infinities.
conserves angular momentum since the photon has spin Jγ = 1 and the neutron, pro-
ton, electron, and antineutrino have spin 1/2. This allows dipole radiation to be the
dominant contribution. Parity violation requires this radiation to be an incoherent
sum of E1 and M1 radiation. This process leaves the photon circularly polarized,
and near the photon energy endpoint, the polarization is fully left-handed [54]. The
helicity transfer from the electron to the photon is discussed further in section 2.4.
The differential photon intensity spectrum as a function of photon solid angle dΩγ








(1− β cos θeγ)2
where θeγ is defined as the angle between the emitted photon and electron. The
numerator sin2 θ is typical for dipole radiation, and the denominator (1− β cos θ)
accounts for retardation effects from relativistic electrons. By integrating over solid
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angle and using N(~ω) ~ω d(~ω) = I(ω)dω as the conversion from intensity to num-


















Here β is a parameter that should be averaged over the entire electron spectrum to
generate the classical radiation distribution.
Knipp and Uhlenbeck [34] and Bloch [35] applied QED as a perturbation to
Fermi’s weak theory of beta decay. Both treatments use Fermi’s theory to calcu-
late the decay matrix element that makes a transition to an arbitrary electron state.
This arbitrary electron states actually both spin states of the electron and positron.
The positron states are useful in understanding radiative decay in atomic matter
with bound electron states (radiative electron capture). QED is then used to cal-
culate the transition from this arbitrary electron / positron state to the physically
observable electron and a quantum of light. These treatments are consistent with
each other, and predict many of qualitative features of radiative decay. The total








(1− β cos θ)2
[
(~ω)2(1− β cos θ) + Ee(Ee + ~ω)β2 sin2 θ
]
where factor A is given in equation 16 of Bloch’s treatment. A includes the effects
of the weak interaction coupling constant GF , the fine structure constant α, and the
wavefunction overlap of the resulting proton with the initial neutron. This overlap
is complete for the neutron and mirror nuclei, but it is generally incomplete for
arbitrary nuclear systems [56]. As the photon energy (~ω) goes to zero, deviations
from the classical result in equation 2.25 can be attributed to the inclusion of Fermi’s


















Figure 2.7: Feynman diagrams for radiative decay, (a) electron bremsstrahlung, (b) proton
bremsstrahlung, and (c) bremsstrahlung from weak vertex.
2.3.3 Field theory treatment
In this section, the Feynman diagrams for photon IB can be solved in a rela-
tivistically covariant way with quantum field theory. Then, the matrix element for
electron and proton bremsstrahlung is derived. Section 2.2.3 motivated that it is the
dominant contribution while vertex bremsstrahlung is negligible. The leading order
differential decay rate for an unpolarized neutron is calculated, and a survey of the
calculation techniques is given.
The Feynman diagrams for the radiative decay process are shown in figure 2.7.
The first two diagrams are IB from the electron and proton and can be calculated
with QED [57, 58, 59]. The QED matrix element for an unpolarized neutron decaying
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γµ(1− γ5)vν̄ ūpγµ(1 + λγ5)un
−ūeγµ(1− γ5)vν̄ ūp
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where the explicit momentum dependence of the spinors has been suppressed. The
photon polarization 4-vector ε is transverse to the photon momentum, k·ε = k · ε = 0.
This matrix element incorporates no physics beyond the SM.
The electron bremsstrahlung diagram dominates due the light mass of the electron.
Its dominant contribution is inversely proportional to photon energy (1/ω). When
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squaring the matrix element, the rate due to the interference term is reduced by
approximately (me/mp). The proton contribution also has a 1/ω bremsstrahlung
spectrum, though its rate is reduced by approximately (me/mp)
2. Bremsstrahlung
from the weak vertex is model dependent and, by Low’s theorem, is negligible.
Using heavy baryon chiral perturbation theory (HBχPT), an explicit calculation
has been performed by Bernard et al. [60, 61] which includes diagrams occurring at
next to leading order (O(me/mN)) including explicit ∆ degrees of freedom. HBχPT
is an effective field theory which utilizes the symmetries of QCD to integrate over
the high momentum quark degrees of freedom to calculate meson and heavy baryon
couplings. It is a choice of model to calculate model dependent corrections and
vertex bremsstrahlung. By including all next to leading order contributions (proton
bremsstrahlung, vertex bremsstrahlung, weak magnetism, and recoil order terms),
the total contributions of the higher order corrections is O(0.5%).
The leading order differential decay rate for the matrix element in equation 2.28






































= αg2V (1 + 3λ
2) [f1(X) + af2(X)] .
X represents the 8 kinematic variables, electron energy and direction Ee and Ωe,
photon energy and direction Eγ and Ωγ, and the neutrino direction Ων . A direction
Ω is φ and cos θ. The correlation coefficient a is defined the same as for non-radiative
decay in equation 2.9. The calculation of the leading order functions fi(X) has been
performed and agrees with those calculated in references [57, 60, 61]. This result is
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Figure 2.8: Branching ratio for photon production above the specified energy to the photon energy
endpoint. This result is from a numerical integration of equation 2.29.
central to the Monte Carlo simulation described in chapter V. Equation 2.29 can be
integrated to give the branching ratio for photon production for a given energy to
the endpoint energy. This was done numerically, and the result is shown on a log
plot in figure 2.8
Equation 2.29 is the lowest order result, and it can be calculated in a standard way
as outlined in any quantum field theory text [43]. The photon polarization sum can be
calculated in two ways. The first method explicitly defines the photon polarization
vectors εµ, and the photon polarization sum is done directly. For a photon with
energy ω and 3-momentum k in the +z direction, the four momentum is kµ =
(ω, 0, 0, |k|). The circular polarization 4-vectors are εµ± = (0, 1,±i, 0)/
√
2. The light
mass of the electron implies that this sum only requires the electron bremsstrahlung
diagram in figure 2.7 (the first term in equation 2.28). This procedure yields the
correct answer to leading order. This method is useful for calculating the photon
polarization in section 2.5.
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i → −gµν .
The proton bremsstrahlung matrix element scales as 1/mp (versus 1/me for the
electron bremsstrahlung) due to the (pp · ε)/(2pp · k) term in the matrix element in
equation 2.28. It is expected that when the matrix element is squared, the proton
should contribute O(1/m2p). When the photon polarization sum rule is applied, the
proton amplitude is an O(1) contribution, but an incorrect result is found when
applying this formalism to only the electron bremsstrahlung diagram.
The QED sum rule must be applied to both the electron and proton bremsstrahlung
diagrams to reproduce the explicit polarization vector sum. The resolution is that the
gauge invariance procedure requires a gauge invariant set of diagrams. The photon
couples to all external charged particles by charge conservation, and both electron
and proton bremsstrahlung diagrams are required to reproduce the correct result.
This was noticed by and commented upon in Bernard et al. [60].
2.4 Correlation Coefficients in Radiative Decay
The angular correlation coefficient a occurs in the radiative differential decay rate,
and this system provides a new way to measure it. Extracting the same parameter
from both radiative and non-radiative decays could result in different numeric val-
ues due to differing higher-order corrections (see figures 2.3 and 2.6). The angular
correlation coefficient a is used as an example. Finally, more angular correlation
coefficients arise when a polarized neutron is considered.
2.4.1 Parameter measurements
Any parameter extracted from a neutron beta decay experiment is a result of
inputs at the Lagrangian level. Let λ be the experimentally extracted parameter,
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and let λ0 be the input into the Lagrangian. In fact, λ0 = −1 at the quark level of
QCD.
A non-radiative decay process occurs at O(1) in α, and its radiative corrections
occur at O(α). This measurement is then corrected by all the diagrams in figure 2.2.
Furthermore, because the non-radiative experiment is insensitive to photons (ideally),
it integrates over the entire photon spectrum without regard for a photon detection
threshold ωt. An experiment that is sensitive to photons in the final state occurs at
O(α), and its radiative corrections occur at O(α2). This experiment is now sensitive
to the threshold ωt, and the radiative corrections are now a function of ωt. There is
no reason to assume that λ extracted from radiative and non-radiative neutron decay
experiments should be the same because of potentially different radiative corrections.
The differences in radiative corrections are expected to be very small (there is
no current calculation of the of the corrections to radiative decay) so it is useful to
consider a radiative decay extraction of a. The method of extracting a from equation
2.8 can be generalized to radiative decay, and it is described below.
Extracting a from equation 2.8 requires sensitivity to pe · pν̄/Eν̄Ee. With 4-
vectors,
(2.31) (pe + pν̄)
2 = m2e + 2pe · pν̄ = m2e + 2EeEν̄ − 2pe · pν̄
since m2ν̄ = 0. Conservation of momentum can be applied to the left-hand side, and
in the neutron rest frame,
(2.32) (pe + pν̄)
2 = (pn − pp)2 = m2n +m2p − 2mnEp.


















Figure 2.9: The proton energy dependence of F1(Ep) and F2(Ep). The terms are integrated over
all variables but proton energy in Monte Carlo.
The denominator EeEν̄ isn’t an explicit singular function of the proton energy /
momentum, but there is a strong correlation with proton energy. Therefore, an
experiment that is sensitive to proton energy is a candidate for a a measurement.
In equation 2.29, the a term is not simply pe · pν̄/Eν̄Ee, but it is a function of
other angular correlations. It is still sensitive to proton energy, and equation 2.29






Figure 2.9 shows that the functions F1(Ep) and F2(Ep) from equations 2.29 and 2.34
vary with proton energy. The full proton spectrum F (Ep) is created from the combi-
nation F (Ep) = F1(Ep) + aF2(Ep). The figure also demonstrates the distinctiveness
of the spectra shapes. This allows a least squares fit to be used to extract a from
a proton energy spectrum without knowing the electron and neutrino momenta to
reconstruct pe · pν̄/EeEν̄ . This method has been used to measure a in non-radiative
neutron decay [62, 63].
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2.4.2 Polarized neutron radiative decay
Other correlation coefficients at leading order can measured by introducing the
neutron spin polarization. To incorporate the neutron spin polarization Jn, the
neutron spinor un is modified,
(2.35) un → (1 + γ5 6 Jn)un.
For polarization in the +z direction, the polarization 4-vector is Jµn = (0, 0, 0, 1).















































































































= (1 + 3λ2) [f1(X) + af2(X)
+Jn · (Af3(X)pe +Bf4(X)pν̄ + Af5(X)k
+Df6(X)(pe × pν̄) +Df7(X)(pν̄ × k))] ,
where the new correlation coefficients A,B, and D are defined in the same way as
non-radiative decays 2.11, 2.12, and 2.13. Aside from generalizing λ to accommodate
time-reversal violation, this result does not incorporate physics beyond the SM. The
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original angular correlations from equation 2.8 exist with modifications for the photon
in the final state. The new photon-neutron spin correlation is proportional to A
because the photon originates from electron bremsstrahlung at leading order. A
new time-reversal violation term Jn · (pν̄ × k) is now present that correlates the
antineutrino-photon-neutron spin.
2.5 Photon Polarization
In section 2.3.2, it was stated that near the photon endpoint energy, the electron’s
helicity is completely transfered. The polarization of the photon at leading order is
easily calculated explicitly with ε±. By letting dΓ+(ω) and dΓ−(ω) be the decay rate
for a left- and right- handed photon to be emitted as a function of photon energy ω,





The polarization can be calculated numerically, and this result is shown in figure
2.10. The photon polarization approaches -1 as the photon energy approaches the
endpoint, and this result was first calculated by Bernard et al. [60, 61]. The analytic,
leading order result for dΓ±/dX is given in Appendix A.
The photon polarization can be measured near the photon energy endpoint to
measure the effect of right-handed currents (V + A). In a completely right-handed
interaction, the photon polarization in figure 2.10 is flipped by a sign. IA small
admixture χ of right-handed currents can be introduced in the leptonic current, and
it is
(2.38) γµ(1− γ5)→ γµ(1− γ5) + χγµ(1 + γ5).
Because the left-handed and right-handed pieces do not interfere, the measured pho-
ton polarization is scaled by (1−χ2) from figure 2.10. A measurement of the photon
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Figure 2.10: The photon polarization as a function of emitted photon energy. The photon polar-
ization is left-handed at the photon energy endpoint.
polarization can thus set a limit on right-handed currents.
CHAPTER III
Experimental Setup
To observe radiative decay, the high energy photon must be observed and cor-
related to a neutron decay. Conceptually, a photon singles experiment could be
performed, but it would suffer from a severe background rate in any real experi-
ment. The approach of this experiment is to correlate the photon with the observed
electron and proton. Beta decay has been observed for quite some time, and the
dearth of evidence for radiative neutron decay is due to the complications a photon
measurement entails.
In section 3.1, the difficulties of measuring radiative decay are discussed. A de-
scription of the experiment’s mode of operation is also given. Section 3.2 discusses
the production and delivery of the neutron beam to the experimental apparatus.
Section 3.3 describes the detection of the charged particles, and section 3.4 describes
the unique photon detector employed in the experiment. Section 3.5 describes the
unique data acquisition system which utilizes recorded oscilloscope waveform data
over traditional nuclear counting techniques.
3.1 General Description
The observation of radiative decay must overcome several difficulties. The neu-
trons produced at the neutron source have a low probability of decaying inside the
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apparatus because the neutron lifetime is nearly 15 minutes. A large number of
neutrons are required to attain an appreciable decay rate within the experimental
apparatus. A large experimental decay region with slow neutrons also maximizes
the decay probability. Related to the long neutron lifetime is the rarity of the radia-
tive decay mode to produce observable, high energy photons. The branching ratio
to produce photons above 15 keV in energy is approximately 3× 10−3, and this low
photon production rate must be distinguished from the high rate of background pho-
tons characteristic of neutron production facilities. These background photons are
produced by neutron capture and activation of the surrounding materials.
An experiment to measure the radiative decay mode of the free neutron com-
menced in January of 2004 and operated until November of 2005 at the National
Institute of Standards and Technology (NIST) in Gaithersburg, Maryland. To dis-
tinguish radiative decay photons from uncorrelated background photons, the photon
was correlated with the electron and proton in a triple coincidence measurement.
The neutron beam was sent through the long bore of a superconducting magnet
where the strong magnetic fields constrain the charged particle motion to cyclotron
orbits. The decay region is large (approximately 0.5 m in length) which increases the
decay probability. The charged particles undergoing cyclotron motion are guided to
the charged particle detector which is discussed in section 3.3.
The detection of photons must reject the background photons while maximizing
the detection efficiency for correlated radiative decay photons. A large area photon
detector is required to maximize the solid angle for photon detection because the
photons are unaffected by the magnetic field. The chose of photon detector also
maximizes the photon energy range which the detector is sensitivity. The detector
must also optimize its timing resolution to distinguish correlated, radiative decay
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photons from uncorrelated, background photons. A detailed description of the pho-
ton detector and its components is given in section 3.4.
3.2 Neutron Beam Line
The radiative beta decay experiment was operated at the endstation of the NG-6
cold neutron beam line at the NIST Center for Neutron Research (NCNR) [64]. The
previous experiment on this beam line was the second run of the emiT experiment
to measure the D coefficient in neutron beta decay as a test of time-reversal viola-
tion [66, 65]. Most of the components from the emiT experiment were retained for
the radiative decay experiment. This section describes the production and transport
of neutrons from the NCNR research reactor to the experimental apparatus through
the emiT beam line.
The NCNR operates a 20 MW split-core research reactor providing fission neu-
trons at both thermal and cold energies. Cold neutrons are those that have a kinetic
energy corresponding to temperatures less than 60 K. The high energy neutrons
from fission reactions are thermally moderated with heavy water (D2O) in the reac-
tor coolant. An ellipsoid cold source filled with 20 K liquid hydrogen further cools
the thermal neutrons to roughly 40 K [67]. While the neutrons don’t completely
thermalize with the 20 K liquid hydrogen, they do attain a roughly Maxwellian dis-
tribution. Figure 3.1 shows a measurement of the cold neutron spectrum entering
the NG-6 experiment area. This measurement was performed with a time of flight
procedure and is detailed in C.E.H. Mattoni’s thesis [2]. The spectrum is peaked
for a neutron velocity of approximately 1000 m/s or equivalently, 4 Å. The large
number of cold neutrons exit the reactor beamport and are transported through the
cold neutron guides towards the experiment.
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Figure 3.1: The cold neutron spectrum entering the experiment’s beam line. This spectrum was
from a time of flight measurement, the details of which are found in C.E.H. Mattoni’s
thesis [2].
58Ni coated neutron guides with an area of 6 cm × 15 cm transport the cold neu-
trons from the cold source to the apparatus which is 60 m downstream. The neutron
wavelength is approximately 4 Å, and when it scatters from the 58Ni by a spin-spin in-
teraction, it interacts with many nuclei because of its long wavelength. The neutron’s
interaction can be approximated by Fermi pseudopotential V = (2π~/mn)Nac where
mn is the mass of the neutron (939.565 MeV), N is the number density of scattering
nuclei, and ac is the coherent scattering length for the neutron on the scattering
nuclei. The neutron trajectory can be modeled with geometric optics with an index




where λ is the wavelength of the incoming neutron. For 58Ni, ac = 14 fm and N =
6.59 cm3 mol−1 implying n < 1. The critical angle for total external reflection
within the neutron guide is θc = 2 milliradians per Angstrom. Even for a beam of
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well collimated neutrons satisfying the total external reflection condition, there are
still transport losses due to imperfections in the specular reflections [68].
The neutron beam exits the 58Ni guides and passes through a thin Mg window.
It continues through 79 cm of air to a beam-reducing, cylindrical aperture which
is 6 cm in diameter. The local neutron beam shutter for the NG-6 endstation is
located at this point and 1 m of air follows. The beam then enters a cryogenically
cooled, 15 cm thick beam filter constructed from blocks of single-crystal bismuth.
This filter scatters the fast neutrons out of the beam and absorbs the background
photons from the reactor. Cooling the filter suppresses losses from cold neutron -
phonon scattering.
The beam passes through a 5.08 cm diameter Li-glass collimator C0 before en-
tering 2 m of Be-coated neutron guide tube (see figure 3.2). The guide tube has
an over-pressure of helium gas to prevent neutron scattering in air, and this tube
is sealed at each end by 0.5 mm thick single-crystal silicon. The beam then passes
through 1 m of uncoated, evacuated guide tube. Evacuation also prevents losses from
neutron scattering in air. The next 2 m of guide are defined at each end with Li-glass
collimators C1 and C2. Collimator C1 is 2.5 cm in diameter defines the entrance to
the guide tube, while collimator C2 is 1.5 cm in diameter and defines the exit of the
guide. At 40 cm, 80 cm, 120 cm, 150 cm, and 175 cm, LiF scrapers S1, S2, S3, S4,
and S5 clean the beam of divergent and scattered neutrons. The scrapers S1, S2,
S3, S4, and S5 have diameters 5.898 cm, 5.700 cm, 5.507 cm, 5.344 cm, and 5.319
cm respectively. Finally, 57 cm of uncoated guide have a Li-glass collimator C3 of
diameter 2.3 cm at the end to define the beam entering the experiment. All of the
collimators are backed with lead, and the vacuum components are coated with LiF
to absorb stray neutrons and gammas. Boroflex is added around the outer edges of
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Figure 3.2: A schematic illustration of the guide tubes and collimation system that delivers the cold
neutron beam to the radiative beta decay experiment. All collimators and scrapers are
backed with lead to absorb stray neutrons and gamma rays.
the experiment to further absorb stray neutrons. Boroflex is a neutron absorbing
silicon rubber with boron carbide homogeneously mixed in the matrix. Figure 3.2
shows the collimation and guide tube system.
Images of the beam were made with a dysprosium foil placed downstream from
collimator C3 at the exit of the magnet bore. The neutrons are captured on 164Dy
and subsequently beta decay. The activated transfer foil then exposes a photographic
plate that is sensitive to the beta decay electrons from the dysprosium. The exposed
photographic plate is then read by a sensitive image reader which has pixel resolution
of 0.2 mm by 0.2 mm. A false color image of the beam is shown in figure 3.3.
3.3 Proton and electron detection
This section describes the charged particle detection (electrons and protons) in the
high magnetic field. An important feature of this apparatus is the ability to change
the effective decay phase space that is detectable with an electrostatic mirror. The
combination of the electrostatic mirror and the magnetic field have a complicated









































Figure 3.3: Photographic transfer of a neutron activated dysprosium foil. The feature in the center











Figure 3.4: A top view illustration of the detection scheme for measuring the radiative decay of the
neutron. The shielding and detector lie below the neutron beam.
vation for the Monte Carlo (MC) simulation discussed in chapter V.
The cold neutron beam enters the apparatus parallel to a 4.6 T magnetic field
from a superconducting solenoid. This apparatus has previously been applied in
experiments to measure the neutron lifetime [27, 69] and the electron-antineutrino
angular correlation coefficient (a) in neutron decay [62]. The solenoid has a 9.5◦ bend
in the upstream direction where the charged particle detector is situated. Therefore,
the detector lies out of the beam path and is spatially removed from the main decay
region. Figure 3.4 shows a schematic drawing of the experimental apparatus.
When a neutron decays in the main decay region, the emitted charged particles
are confined to tight, cyclotron orbits around the magnetic field line. Given the
average mass and energy of the electron and proton, these particles are confined to
orbits less than 1 mm in diameter. The initial, longitudinal component of momen-
tum determines whether the particle is guided upstream or downstream while the
transverse components are confined to cyclotron orbits. Particles with longitudinal
momentum oriented downstream tend to be guided out of the apparatus and are
undetected. Particles with longitudinal momentum oriented upstream tend to be
guided into the 9.5◦ bend towards the charged particle detector. At the entrance
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and exit of the magnet, the solenoid magnetic field falls off in magnitude, and the
magnetic field lines necessarily diverge. Decays occurring where the magnetic field
drops off are lost because of the magnetic mirror effect, and this is elaborated upon
in chapter V.
The charged particle detector is a silicon, surface-barrier detector (SBD) from
ORTEC. The SBD is 600 mm2 in area and 1 mm thick with a 40 µg / cm2 gold
layer serving as the positive contact on the front (≈ 20 nm thick) [70]. A SBD is
a semiconductor in the p-i-n configuration, and it is operated with reverse bias to
develop a large depletion zone which serves as the active detection region [70, 71, 72].
The maximum proton kinetic energy is 751 eV, and they do not possess enough
energy to pass through the SBD dead layer and deposit energy in the SBD. The
SBD is held at -25 kV to accelerate these low energy protons through the SBD
dead layer. The dead layer causes the 25 keV protons to lose approximately 5 keV
of energy before the protons deposit energy. The higher energy electrons do not
experience appreciable loss in the dead layer, and the energy spectra from the SBD
are calibrated by using features from only the electron spectra. This calibration
procedure is discussed in chapter VI.
The SBD and its onboard preamplifier extend into the superconducting magnet
assembly and are cooled to low temperature (≈ 150 K). This improves the noise
characteristics and allows the accelerated protons to be resolved. The SBD is biased
at -25 kV to accelerate the protons into the detector. An electrically isolated cage
houses the SBD electronics and power supply (at -25 kV) while the apparatus is
grounded. The SBD is powered by onboard batteries since the use of an isolation
transformer introduced noise into the SBD signals. The gain of the SBD changed
slightly during the life of the batteries, but the change was slow and accounted for
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during the calibration (see chapter VI). The onboard preamplifier is a design similar
to that used in the emiT experiment, and its construction is documented in detail
elsewhere [66, 65]. A fiber optic driver couples the preamplifier signal to the grounded
electronics rack, and the remaining electronics are described in section 3.5.
The electrons have low mass and possess a few hundred keV of energy. Their
transit time from decay to detector is approximately a few nanoseconds. The protons
have much lower energy are delayed from the electron by a few microseconds. The
timing resolution on the SBD is sufficient to resolve the proton signal from the
electron signal. The detection of a high energy electron signal followed by a delayed
proton represents the trigger to the data acquisition system (DAQ). Section 3.5
discusses the triggering and DAQ in more detail.
In neutron decay, the electron and proton are preferentially emitted in opposite
directions. Without apparatus modification, only events where the proton and elec-
tron are emitted in the same upstream hemisphere are detected. The proton energy
is less than 1 keV so 1 kV electrostatic fields are sufficient to reflect protons emitted
downstream back towards the SBD. An annular, electrostatic mirror which permits
the free passage of the neutron beam through its center was placed downstream to
reflect these “wrong-way” protons. The voltage applied to the electrostatic mirror is
a free parameter, and by adjusting the voltage, the detectable phase space for decays
is changed. The background rate versus mirror voltage behaves differently from the
radiative decay event rate, and the mirror represents a way to distinguish these rates.
The computation of the exact solid angle for charged particle detection is com-
plicated by the non-uniformity of the magnetic fields coupled with the complicated
electrostatic mirror potential. The effective decay region has a smaller area than
the 600 mm2 subtended by the SBD because the magnetic field drops off at the
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SBD. Within the effective decay region, the apparatus accepts approximately 2π
solid angle for electrons and up to 4π solid angle for protons at full mirror potential.
MC is necessary to yield a precision calculation of the solid angle as a function of
electrostatic mirror voltage.
3.4 Photon detection
The detection of the radiative beta decay photons requires a detector that has a
large active area for detection and sufficient timing resolution to correlate the photon
with the electron-delayed proton trigger. It must operate in an extreme environment
which is the cryogenic, high-magnetic field region of the superconducting magnet
bore. In this section, the motivating factors are discussed for the choice of detector.
A description of the main components is made in sections 3.4.1 and 3.4.2. Section
3.4.3 describes the photon detector assembly that was used in the experimental run.
The detector was a large-area scintillator crystal coupled to a photodetector to
collect the scintillation light. The high magnetic field prevents using a photomulti-
plier tube (PMT) to collect the scintillation light inside of the magnet bore because
the strong magnetic fields affect the trajectories of the secondary electrons between
the PMT dynodes. Fields as low as 0.1 mT adversely affect a PMT’s performance.
The scintillator was a pure, inorganic crystal of bismuth germanate (Be4Ge3O12)
coupled to a silicon avalanche photodiode (APD). This scheme of using a solid state
photodetector inside of the superconducting magnet bore was chosen in lieu of the
traditional method of piping the light outside of the apparatus with a light guide
(e.g. acrylic) to a photomultiplier tube (PMT). Additionally, the bismuth germanate
(BGO) scintillation light is centered at 480 nm where the PMT has a 20 % quan-
tum efficiency compared to 50% for an APD [4, 73]. The operation of this photon
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Figure 3.5: Semiconductor layout for a typical APD with the internal electric field felt by the
resulting carriers [3].
detection scheme is described below, and it has also been described elsewhere [74, 75].
3.4.1 Avalanche photodiodes
An APD is a very thin, heavily-doped semiconductor photodiode in the p-n con-
figuration (the heavily doped regions are labeled p+ and n+). By applying reverse
bias to the photodiode, the depletion zone can be made large enough to absorb the
energy of incident photons. The thinness, heavy doping, and large reversed bias gen-
erate a large internal electric field near p-n junction [76]. A schematic of the APD
and the internal electric field are shown in figure 3.5 [3]. The operation, noise char-
acteristics, and experimental performance of the APD are described below. There
exist a wealth of papers on applications and characterization of APDs, the following
references are just a few [3, 4, 73, 77, 78, 79, 80, 81, 82].
When a photon enters the APD, it deposits its energy in the depletion zone and
creates electron-hole pairs. These carriers are accelerated by the large electric field
inside of the APD. At higher reverse bias, the carriers collide with the crystal lattice,
and these collisions liberate secondary carriers. This process creates an avalanche of
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carriers which amplifies, with high gain, the original signal at high enough reverse
bias. The electron amplification process in an APD occurs over a distance on the
order of 10 µm versus the larger distance secondary electrons travel between dynodes
in a PMT, and the APD is unaffected by large magnetic fields [78].
At room temperature, APDs have a markedly worse signal-to-noise ratio (S/N)
than do PMTs. The total noise σn has contributions from dark currents Id, thermal
noise, and shot noise. The dark current contributes a constant noise for current com-
ponents that travel parallel Id‖ to the semiconductor junction and are not multiplied.
Dark current components that are perpendicular Id⊥ to the junction are multiplied,
contributing noise that proportional to G2 where G is the gain. The thermal noise is
the dominant source of noise at room temperature and is greatly reduced at cryogenic
temperatures. The shot noise in an APD is worse than that from a non-multiplying,
photodiode with the same bandgap, and this excess noise is given by F . The total




= (I0 + Id⊥)G
2F + Id‖ +
2kBT
eR
where I0 is the photocurrent for G = 1, kB is Boltzmann’s constant, T is the tem-
perature, and R is the load resistance. The excess noise factor is a consequence of
Poisson statistical fluctuations in the multiplication process. The excess noise factor
F = O(1), and its value depends upon the gain G and relative ionization rate for
electrons and holes [3, 73, 82]
The dark currents have a strong temperature dependence due to thermal vibra-
tions in the crystal lattice. Interactions with lattice phonons are suppressed at cryo-
genic temperatures, and the multiplication process improves. APD S/N is improved
by both an increase in gain and a dramatic decrease in noise as the temperature
decreases [83, 84]. This improvement seems to saturate from 40 K to 77 K, and
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X-ray source is placed 2 mm away from the APD
and the LED sits 50 cm away inside a light-tight
aluminum can (see Fig. 1).
3. Device characterization
3.1. Gain
To characterize the gain of the APD, the device
is initially set to a reverse bias of 200 V: At this
voltage, the electric field in the depletion region is
insufficient to cause carrier multiplication6; the
output signal in fact varies less than 10% for
reverse bias voltages between 100 and 300 V: The
intensity of the red LED and the gain of the
spectroscopy amplifier are adjusted to produce an
easily readable pulse height on the oscilloscope
(approximately 22,000 photoelectrons). The re-
verse bias voltage is then raised and the pulse
height at a given voltage is recorded. The ratio of
this value to the pulse height at 200 V determines
the gain at that voltage. To avoid saturation of the
amplifiers at higher gains, the light from the LED
must be attenuated. This is done by lowering the
bias voltage on the LED. To accommodate the
change in intensity incident on the APD, two
measurements are taken at a fixed APD gain—one
measurement for each intensity—and a scaling
factor is calculated to relate the data taken at the
different intensities.
Measurements of the gain as a function of the
reverse bias voltage were taken at 300, 77, 40, and
14 K: This data are shown in Fig. 2. At 300 K; the
APD we tested reached maximum gain of 103:
Measurements at 77 K show an enhancement in
gain at a fixed voltage, consistent with that
reported in Ref. [5]. We also see a continued
steepening of the gain versus voltage curve at
40 K:
The dependance of the gain on temperature and
reverse bias voltage does not agree with the model
given in Ref. [3]. In that model, the gain is taken to
be a function of the ‘‘effective voltage’’, Veff !
Vapplied " aT ; where a is a constant and T is the
temperature. The authors show that their data
between 170 and 300 K agree well with the model.
However, our measurements show that this linear
model is insufficient for the 14–77 K temperature
range.
Below 40 K; the apparent onset of breakdown
(as determined by observing the preamplifier
output) is observed at a much lower bias voltage.
At 14 K; this breakdown behavior appears at a
reverse bias of 500 V: Note that the current
through the APD during these ‘‘apparent break-
downs’’ was not measured and thus one cannot
definitively conclude that they are avalanche
breakdowns. The apparent breakdown lasts until
the reverse bias voltage is set to low voltage
#E200 V$ and the device is allowed to settle down
for a few seconds.
3.2. Relative quantum efficiency
The relative quantum efficiency (RQE) is the
ratio of the pulse height at a reduced temperature
to the pulse height at room temperature. The RQE
is measured by applying a reverse bias of 200 V to
the APD, thus producing a unity gain signal (no
multiplication). The LED signal is set to a
constant amplitude and the pulse height spectrum
is taken with the MCA. The center channel of the
peak in the spectrum is recorded as the pulse
height. The APD is then cooled and the pulse

















Fig. 2. Measurements of the gain of the APD as a function of
the reverse bias voltage for four temperatures. Experimental
conditions are described in the text.
6RMD Inc., Watertown, MA (private communication).
L. Yang et al. / Nuclear Instruments and Methods in Physics Research A 508 (2003) 388–393390
Figure 3.6: APD gain as a function of reverse bias for four temperatures. This image is reproduced
f om Yang et l. [4].
below 40 K, a dramatic loss of gain is attributed to carrier freeze-out [4]. Figure 3.6
has been reproduced from reference [4] and shows the APD gain versus operating
voltage for four operating temperatures.
The APD used in the experiment was a Radiation Monitoring Devices model
S1315 large area APD (13.5 mm × 13.5 mm active area) [77]. From room tempera-
ture to liquid nitrogen temperature 77 K, the breakdown voltage dropped from over
1800 V to approx mately 1400 V. At room temperature the voltage where avalanche
breakdown occurs is not well defined, but at 77 K, this transition is very dramatic
and can be measured to ± 0.5 V. Near 77 K, the change in the breakdown voltage
changes by 6 V for every 5 K change in temperature. Near 77 K and at 25 V below
breakdown, the APD gain changes by 4.7 % for every 1 K temperature change. Near
77 K and at 25 V below breakdown the APD gain is approximately 103. The total
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capacitance for this APD is approximately 120 pF.
3.4.2 Scintillators
BGO was the scintillator selected for the photon detector in the experiment. Be-
low, the properties of the most common scintillators are compared to needs for the
experiment. A general comparison is made to aid in scintillator selection for experi-
ments that are similar to this radiative decay experiment. The specific properties of
BGO that make it the scintillator choice for the experiment are reviewed. There is
a wealth of scintillator data in the literature, and much of the remaining discussion
derives from these basic references (including vendors) [71, 72, 85, 86, 87, 88, 89, 90].
The ideal scintillating crystal for this experiment must have a high light yield
and short decay time constant at 77 K. It is preferable to use dense materials to
absorb as much radiation as possible, especially at higher energies. A high-Z material
improves the efficiency for photoproduction by the photoelectric effect and suppresses
Compton scattering conversion of the incident energy. A scintillator may produce
copious amounts of scintillation very fast, but the wavelength of this light must
couple to a photodetector, e.g. PMT or APD. The effective light yield is the result of
the convolution of the scintillator wavelength spectrum with the quantum efficiency
of the photodetector as a function of wavelength.
To detect a large number of photons, large area scintillators are required (and at a
reasonable cost). A large index of refraction n ensures that the scintillator can act as
a light guide in order to transport the scintillation light to a photodetector [91]. Other
important properties include mechanical ruggedness, low concentration of radioactive
impurities during scintillator production, and being non-hygroscopic. The selection
is further complicated by the cryogenic temperature requirement. There is extensive
data for most scintillators at room temperature, but there can be a dearth of data
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NaI(Tl) CsI(Tl) CsI(na) CsI(pure) BGO CaF2(Eu)
Light Yield
(photons / keV) 300 K 38 54 41 2 8-10 19
Light Yield at 77 K
relative to 300 K < 1∗ < 1∗ < 1∗ 10 3 n/a
Emission
wavelength (nm) 415 550 420 315 480 435
Primary Decay
Time (ns) 300 K 250 1000 630 16 300 940
Density (g/cm3) 3.67 4.51 4.51 4.51 7.13 3.18
Index of
Refraction 1.85 1.79 1.84 1.95 2.15 1.47
Hygroscopic yes slightly yes slightly no no
Table 3.1: Properties of the most common inorganic, crystal scintillators. This list is not expected
to be comprehensive. ∗-The doped scintillators are known to have a dramatic reduction
in light yield. The light yield for CaF2(Eu) at 77 K was not immediately found in the
literature.
at 77 K.
Inorganic, crystal scintillators are known to be excellent photon scintillators, es-
pecially the alkali halides (NaI, CsI, etc). Many of these scintillators are doped with
carrier trapping centers that produce the scintillation. Doped scintillators generally
have high light yield at room temperature, but the light yield tends to saturate and
fall off as the temperature falls. On the other hand, pure alkali halides and BGO
tend to have a large increase in light yield as the temperature drops. The scintilla-
tion time slows for most inorganic crystals. The spectral response and scintillation
timing for many crystals have a fast (1 ns -10 ns at room temperature) component
and a slow, afterglow component (a few µs). The important properties for the most
common scintillating crystals is reported in table 3.1.
BGO and pure CsI are very good candidates for numerous reasons. Both have
large light yields at 77 K; CsI yields approximately 20 photons / keV [92, 93], and
BGO yields approximately 28 photons / keV [94, 95, 96]. Unfortunately, both crys-
tals’ scintillation decay time slows; CsI is approximately 1 ns, and BGO is approx-
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Figure 3.7: Measured rise times for BGO and pure CsI at 77 K.
imately 6 ns. The scintillation process in BGO results in a hole in the 6s level of
Bi3+ and an excited electron in the 6p level. The luminescence from these levels
is spin forbidden and responsible for the slowed light emission from the scintillator.
At room temperature, competing non-radiative modes account for the reduced light
output but faster decay time [85, 95]. A similar mechanism is responsible for the
CsI slowdown [93]. The rise times in the collected signal are shown in figure 3.7.
BGO has a larger atomic number (Z = 83 for bismuth) than CsI and a higher effi-
ciency for photoelectric effect energy conversion (less Compton) . Finally, the slight
hygroscopic nature of pure CsI has been linked to a spatial dependence in detector
response. Additional data for CsI is contained in the references of [97], and there are
tests with wavelength shifters on CsI [98].
The scintillation response for radiative decay photons (ω < 782 keV) are primarily
photopeak. Figure 3.8 shows total photon absorption cross section for BGO, and it














Figure 3.8: Total photon absorption cross section for BGO. The various mechanisms for photon
interaction are plotted separately; the photoelectric effect dominating for the energy
range of interest in the experiment. The plot is generated from the NIST Physics
Laboratory XCOM photon cross sections database [5].
the NIST Physics Laboratory XCOM photon cross sections database [5].
3.4.3 Detector assembly
In the experiment, a 1.2 cm × 1.2 cm × 20 cm long BGO crystal [90, 99] was
wrapped with a single layer of teflon tape and then wrapped with in a thin, reflecting
layer of aluminum. The teflon and aluminum provide a protective, reflecting layer
that does not significantly alter the incoming photon spectrum. One end (1.2 cm ×
1.2 cm face) of the crystal was left open, and the other end was covered in teflon
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and aluminum as a rear reflector. The covering does not wet the surface, and the
crystal’s high index of refraction interfaces with the vacuum. Approximately 10 % of
the total scintillation light produced is collected by the APD. Considering the excess
noise factor and quantum efficiency of the APD, the measured energy resolution is
consistent with prediction [91].
The crystal was mounted in an aluminum holder and precisely located below the
neutron beam in the downstream end of the decay region. The face of the crystal
(1.2 cm × 20 cm) directed towards the neutron beam was placed 3.82 cm from the
center of the bore. The APD was placed in direct contact with the open end of the
BGO at the downstream end. The APD was operated with a reverse bias of 1378
V during the experiment’s operation. This voltage is approximately 20 V below
breakdown which was found to maximize S/N of the APD. The breakdown voltage
can be measured to within ±0.5 V, but the breakdown voltage slowly drifted by a
few volts over the course of the experimental operation.
The signals from the APD were transmitted outside of the apparatus with stainless
steel wires to a Canberra proportional counter preamplifier - model 2006. Stainless
steel was used to reduce the heat load from outside (300 K) onto the APD because
the breakdown voltage is strongly temperature dependent. The voltage output from
the preamplifier is proportional to the charge collected. A pulse of charge on the
preamplifier decays with an RC time constant of 50 µs. The gain on the preamplifier
was set to the highest setting, 235 mV / million-ion-pairs [100]. The preamplifiers
were placed outside of the superconducting magnet at room temperature as close
to the apparatus as possible to reduce the noise. The output signals were sent to
a spectroscopy amplifier and a multi-channel analyzer during off-line cryostat tests.
During the experimental, better timing resolution was possible with sharp, leading
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edge of the preamplifier signal.
Extensive testing of the detector was performed in a cryostat setup with the use
of external sources. A 241Am source (60 keV gamma rays) and 137Cs source (662 keV
gamma rays) were used to test the detector response. Using a lead collimator, source
gamma rays are applied to specific areas of the scintillating crystal detector. The
S/N was optimized in the cryostat while the timing and pulse shape of photon events
were recorded and analyzed. These pulse shape studies factored in the analysis of
the runtime data. One of the most important tests was that of spatial dependence.
Spatial dependence of the crystal was checked in 3 positions, the center and ap-
proximately 5 cm from each end. In BGO, there was no appreciable spatial depen-
dence at the level of sensitivity in the experiment. A more detailed study where the
sources were translated by 1 cm confirmed very little spatial dependence in the bulk
of the crystal. CsI, on the other hand, showed a strong spatial dependence that was
affected by polishing the crystal. A wavelength shifting paint was added to CsI and
a spatial dependence was introduced where none existed previously. Removal of the
paint did not remove the spatial dependence though. The unresolved nature of CsI
spatial dependence was one of the main reasons it was rejected for the experiment.
The cryostat testing is described in more detail elsewhere [101].
The photon energy detection threshold was measured to be 15 keV by calibration
with an 241Am gamma ray source. The calibration was also monitored during the run
with spectrum features which is described in chapter VI. The 60 keV photon peak
had 22 keV full-width-at-half-maximum (FWHM), and this width is dominated by
the statistics of the electron-hole pair generation and multiplication in the APD [79].
Over the course of several months of experimental running, the gain of the photon



























Figure 3.9: Detector response to 241Am source (black) and the raw photon spectrum. The broad
peaks used for gain monitors are at 160 keV and 511 keV (blue).
response to the 241Am source and beam features is shown in figure 3.9.
3.5 Data Acquisition System
In hardware, the data acquisition system searches for an electron signal, followed
by a delayed proton signal to act as a trigger to the data acquisition system (DAQ).
The signal from the SBD and its onboard preamplifier was coupled via a fiber optic
cable to low voltage electronics where it was split, and each line was amplified by
a spectroscopy amplifier. A fiber optic line was necessary to bring signals from the
SBD biased at -25 kV to low voltage. Each line was analyzed with a single-channel-
analyzer (SCA) to search for an electron and proton signal.
The SCA window to search for an electron start pulse was set to approximately
35 keV to approximately 800 keV, the electron endpoint kinetic energy. The SCA
window to look for the proton was set to encompass the entire 25 keV proton peak.
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Figure 3.10: Schematic of the data acquisition system used in the experiment. The SBD signal was
split and amplified. Start and stop pulses corresponding to an electron and delayed
proton are sent to a TAC which triggers the oscilloscope card to record both the SBD
signal and the photon detector preamplifier signal.
accidentally trigger the electron SCA. Any SBD gain shift causes the SCA windows
to shift slightly, and it is most pronounced on the 35 keV electron energy threshold.
chapter VI describes the systematic uncertainty due to this small shift.
The fast timing output from electron SCA window provides a start pulse to a
time-to-amplitude converter (TAC), and the fast timing output from the proton
SCA window provides the stop pulse to the TAC. If the delayed proton SCA stop
pulse occurred within 20 µs of the electron SCA start pulse, the TAC sent out a
conversion signal that triggered a computer-based digital oscilloscope card to record
the amplified SBD signal and the preamplifier output of the APD. A schematic of
the data acquisition system is shown in figure 3.10
A GaGe 82G oscilloscope card in the PCI slot of a computer recorded both the
SBD amplifier signal and the APD preamplifier signal. The oscilloscope card is
capable of recording two channels of bipolar data with 8 bits of resolution at a
sampling rate of up to 1 GHz. The card can also store long strings of samples in
memory, and it can buffer to memory and record pre-trigger data.
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Figure 3.11: Sample waveforms collected from a valid electron-delayed proton trigger. The sur-
face barrier detector has Gaussian peaks for the electron and the proton (red). The
preamplifier pulse from the APD shows a slow rising photon signal (blue).
During experimental operation, the oscilloscope card recorded 1024 samples for
both the APD and SBD channels simultaneously at a sampling rate of 20 MHz (50
ns / sample). To examine the uncorrelated photon background, approximately 14 µs
of the waveform data are pre-trigger data. Figure 3.11 shows a candidate radiative
beta decay event consisting of a prompt electron and photon followed by a delayed
proton. The electron-delayed proton trigger is independent of the photon detector,
and an analysis in software determines the photon content.
3.6 Rate Estimates
Before concluding the chapter, it is useful to make an estimate of the measured
decay rates to understand the experiment. This discussion is useful as a guide towards
future upgrades to the experiment. The total decay rate of neutrons Γ0 in the decay
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region is approximately




The neutron beam flux Φn delivered to the experimental apparatus on the NG-6
beam line is approximately 5×107 s−1·cm−2. The average velocity vn of the neutrons
in the beam is 105 cm·s−1. The effective area for detection Ad is approximately 3
cm2 despite the beam area being larger. The decay region length `d is approximately
40 cm. The neutron lifetime τn is approximately 885 s. With these parameters, the
total neutron decay rate in the detection region is approximately 70 s−1.
Half of these decays can’t be detected because half of the electrons are emitted
away from the SBD, and with the electrostatic mirror at full potential (all of the
protons), the electron-delayed proton detection rate is approximately 35 s−1. The
solid area for photon detection is approximately 1 %, and the production of photons
is suppressed by approximately 3 × 10−3. This yields an electron-delayed proton-
photon detection rate of up to 10−3 s−1.
During the experiment, the singles rate for photon detection was approximately
100 s−1. Assuming a 20 s−1 electron-delayed proton detection rate, and that the
window for detection of a photon is open for 50 µs at every electron-delayed proton
trigger, the total photon detection rate is 0.1 s−1 (uncorrelated and correlated). All
of the rates estimated are consistent with the measured rates as shown in table 4.2.
CHAPTER IV
Analysis
Data was collected on a series by series basis where a series is defined as a set
of consecutive runs consisting of 105 electron-delayed proton trigger events with the
same runtime parameters (e.g. mirror voltage). A series had between 15 and 65 such
runs, and the voltage was changed between each series. All of these events were
stored and analyzed offline in software.
The software analysis is an iterative procedure that extracts the timing and energy
of the electron, proton, and photon. Cuts in the timing and energy are made to select
photons that are correlated with the electrons. Because the neutron flux was not
measured, a ratio of the radiative decay rate to non-radiative decay rate is used
to extract the branching ratio. The analysis utilizes the fact that the electrostatic
mirror voltage is varied throughout the experiment.
For every electron-delayed proton hardware trigger, the SBD waveform data and
the APD waveform data are recorded. Figure 3.11 shows sample data from the SBD
and APD channels due to a hardware trigger. The SBD data are two Gaussian
peaks which occur at approximately 15 µs from the start of the waveform because
pre-trigger data were recorded. If a photon exists in the APD waveform data, it has
a slow rise time due to the cold BGO and a long tail due to the preamplifier. Because
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the photon waveform does not factor into the trigger logic, an existing photon signal
may not be correlated to the electron-delayed proton trigger. All recorded data is
the result of an electron-delayed proton hardware trigger, and no single particle data
were recorded.
4.1 Data Reduction
The first step of the analysis is to extract the timing and energy of each particle,
i.e. to reduce the waveform data to a few parameters. Because of “pathological”
background events, a crude shape analysis is performed. Before analyzing the wave-
form data, the raw data must be must be corrected in software for a small baseline
bias that can occur. Because the SBD has Gaussian peaks at 15 µs, an average
of the first 5 µs of the pre-trigger data is averaged to correct for the baseline bias.
Because the photon pulse shape is so wide and its location unknown, correcting the
photon baseline is more complicated. An average of the first and last 5 µs of the
waveform are made. The photon signal’s baseline is corrected by the minimum of
these averages.
4.1.1 First iteration
At the first iteration, the energy and onset time of the electron and proton are
extracted. The photon is neglected at this level of analysis. Since there are over 107
total electron-delayed proton triggers, this iteration must be computationally quick.
To analyze the electron, the peak height and peak location were found by analyz-
ing a window around the prompt timing location in the SBD waveform. The electron
energy is estimated by integrating over a ±1.2µs window around the peak location.
This analysis window was optimized by considering many sample pulses for varying
window sizes. The accelerated proton is also identified by a peak in the waveform
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occurring after the electron pulse. Similarly, the energy of the proton is found by
integrating over a ±0.75µs window around the proton peak.
The electron and proton onset times are estimated from the peak location, and the
timing difference is calculated. Because the Gaussian peaks have a non-trivial width,
the peak does not accurately reflect the actual incidence time for the particles. The
origin of this effect can be understood by considering two electron pulses with the
same onset time, but different energy. The peaks will appear to be shifted, despite
having the same onset time. A slewing correction is made which was optimized by
analysis of many electron pulses. The slewing correction is required for an accurate
comparison to the MC.
4.1.2 False triggers
It can happen that a high energy background particle can strike the SBD and
leave a distorted pulse with a long tail. A sample of this “pathological” event is
shown in figure 4.1. Typically, such events were due to beam-related gamma rays
and comprised up to 10 % of the electron-delayed proton trigger rate prior to the
application of the cuts. The hardware trigger incorrectly identifies this event as an
electron and a proton with a very small time difference. When the geometry and
kinematics are considered, the majority of events have an electron-delayed proton
time difference that is greater than 2.5 µs. Therefore, real electron-delayed proton
events have an electron pulse which rises to its peak value and returns to the baseline
before the proton pulse occurs.
At this stage of the analysis, the minimum bias that occurs between the electron
and proton peaks is recorded. A cut can be made on this value, where events failing
the cut are rejected as not being a real electron-delayed proton event. The value used
in the final determination of the branching ratio is 0, meaning that the electron pulse
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Figure 4.1: A “pathological” event that satisfies the hardware trigger conditions but is not a real
electron-delayed proton event. These events are high energy background particles that
deposit a large amount of charge which saturates the SBD. The SBD then takes a few
microseconds to recover.
must return to the baseline value. This cut is also referred to as the the baseline cut.
4.1.3 Photon analysis and second iteration
The second iteration of analysis is performed only if a photon signal exists in the
APD waveform. The presence of a photon is inferred from an overall increase in the
bias of the photon waveform in time. If a photon arrives at any time in the recorded
waveform, the bias of the pulse shape increases at later times because of the long
RC time constant (50 µs) of the preamplifier. By averaging the first 1 µs, last 1 µs,
and the entire pulse, the presence of the photon within the timing window is inferred
from an overall increase in the total bias when compared to the beginning and end.
This test serves a flag for further refinement of the timing and energy of the electron
and photon.
The timing and energy of the photon are found with a template fit to the wave-
form. A template fit uses a least square procedure to fit the data to a model waveform
69
Figure 4.2: Sample photon pulse data with the template fit from analysis. The banded structure
of the data is due to the 8-bit voltage resolution and selected voltage range for the
oscilloscope card.
shape. This model is modified by translation, scaling, and time scaling (stretching
in time, like an accordion), and it was optimized by studying photon signals col-
lected during experimental operation and from cryostat test data. The translation
fit parameter corresponds directly to the photon incidence time, and the amplitude
fit parameter is proportional to the photon energy. A sample photon pulse and the
template fit are shown in figure 4.2.
A 4-parameter, modified gaussian with a tail is fit to the electron peak if a pho-














−(x− x0 − σ2/τ)√
2σ
,
where τ and σ are width parameters, A is an overall scaling, and x0 is the onset time.
The onset time fit parameter directly corresponds to to the electron incidence time,
and no slewing correction is needed. The functional form can be integrated yielding
70
Figure 4.3: Sample electron waveform with fit function.
the area of the electron pulse which is proportional to the electron energy. A sample
electron waveform with fit is shown in figure 4.3. Before applying analysis cuts to
the reduced data set, it is useful to examine the raw timing and energy spectra.
4.1.4 Raw energy spectra
Figure 4.4 shows the raw, uncalibrated, proton area spectrum, and it is the his-
togram of the proton area calculated in the first iteration. The Gaussian peak is
centered at 20 keV since the 25 keV protons lose approximately 5 keV in the SBD
dead layer. This was found after calibration which is described in detail in chapter
VI. The width of the Gaussian is dominated by SBD noise, but the decay spectrum
and straggling also contribute.
Figure 4.5 shows the raw electron spectrum for all electron events above the
hardware threshold of approximately 35 keV at 0 V applied to the electrostatic
mirror. The features that occur at an electron area of 400 and 1100 (arbitrary units)
are found to disappear when the baseline cut is used. The skew shape of the raw
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Figure 4.4: Histogram of the proton area from valid electron-delayed proton coincidence events.
The pulse area is calculated by integrating the digital waveforms relates to the proton
energy. The center of the peak is at approximately 20 keV, while the width is almost
entirely from the SBD, not the proton energy distribution. The vertical lines are where
2 FWHM cuts are made.
spectra is primarily due to electron backscatter. The electrons strike the SBD at
an angle which increases the backscatter probability which leads to an incomplete
deposit of electron energy [103, 104]. This effect is partially ameliorated by the
conversion of some of the transverse momentum to longitudinal momentum as the
magnetic field diverges. The electrons are created in the decay region at a magnetic
field of 4.5 T and are transported to the SBD which has a magnetic field of 2.6 T.
The -25 kV bias field is a complicating factor that must also be accounted for when
simulating the electron backscatter.
Figure 4.6 shows the raw photon spectrum derived from the electron-delayed pro-
ton triggers for all runs. This figure shows all of the photon events collected during
the experiment’s operation. The photon events are those that occur within a 20 µs
window of the electron-delayed proton trigger (again, no photon singles data). The
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Figure 4.5: Histogram of the electron area from valid electron-delayed proton trigger events. This
area is relatable to the electron energy deposited in the SBD. The skew shaped is due to
electron backscatter. The features at channels 400 and 1100 are believed to be photon
backgrounds.
raw spectrum has two features that aid in calibration and detector gain monitoring;
a broad, backscatter peak at approximately 160 keV and a 511 keV pair production
photon peak. The calibration procedure and its systematic effect on the branching
ratio is described in detail in chapter VI.
4.2 Analysis Cuts
At this point in the analysis, the timing and energy have been extracted for all
of the particles. The baseline cut removes the “pathological” trigger leaving real
electron-delayed proton events. The baseline cut is different from the other analysis
cuts because it rejects events that are not real electron-delayed proton events. The
remaining cuts are used to select events where the photon is correlated in time with
an electron-delayed proton events. The cuts can be split into energy and timing cuts,
and further separated into those that only affect electron-delayed proton events and
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Figure 4.6: Histogram of the photon area which is relatable to the photon energy. The broad feature
at 160 keV is the backscatter peak, and there is also the 511 keV pair production photon
peak.
electron-delayed proton-photon events. The application of cuts introduces systematic
uncertainties, and a detailed account of these is given in chapter VI.
4.2.1 Electron-delayed proton cuts
The energy spectra of each particle requires calibration. The electron energy
spectrum is calibrated by the SBD response to a 60 keV gamma ray from 241Am
and from the electron energy endpoint in the raw spectrum (782 keV). The proton
energy spectrum was not calibrated nor used as a calibration point for the SBD. The
calibration procedure is explained in detail in chapter VI.
The raw proton area spectrum is a Gaussian peak whose width is dominated
by the detector noise. A Gaussian fit was made to the raw proton area spectrum.
Given the width generated from the fit, a 2 FWHM cut was made around the peak
of the proton area spectrum, and these cut lines are shown in figure 4.4. No explicit
cut on the electron energy was made, although the SCA window on the electron
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Figure 4.7: Histograms of the electron-delayed proton time delay data in the 2.5 µs to 20 µs timing
window for electrostatic mirror voltages of 0 V, 300 V, and 500 V. The experimental
timing spectrum is compared to MC simulation, and the agreement is good.
pulse corresponds to an approximately 35 keV threshold. For each series, the actual
electron energy thresholds are reported in table 4.2.
A lower time cut of 2.5 µs is made on the electron-delayed proton time difference in
software. The lower timing limit further suppresses the influence of the false triggers
from “pathological” events. The TAC effectively puts a hardware cut of 20 µs on the
data, beyond which, very few electron-delayed proton events occur. The electron-
delayed proton time difference spectrum for various electrostatic mirror potentials is
shown in figure 4.7. A MC simulation of electron-delayed proton time difference is
also shown, and the agreement with the experimental data is good.
The electron energy spectrum after calibration and application of the cuts is shown
in figure 4.8. The experimental data is the sum of all experimental data for the elec-
trostatic mirror set to 0 V and over 700 V. The relative increase in the number of
high energy electrons for mirror voltages above 700 V is due to the conservation of
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Figure 4.8: The calibrated electron energy spectrum after all the analysis cuts for mirror voltage
held at 0 V (red) and over 750 V (blue).
momentum. High energy electrons must recoil off the proton which requires the pro-
ton to be emitted in the opposite hemisphere from the electron. Because the mirror
voltage is above 700 V, these anti-correlated protons can be reflected and detected.
This means that the high energy electrons are associated a delayed proton that is
detected, and a valid trigger occurs. The detector response to the electron energy
spectra is simulated in the MCNP5 Monte Carlo package [105]. The Monte Carlo
simulation (MC) is discussed in connection to the electron backscattering systematic
in chapter VI. Backscattering tends to skew the electron energy spectrum to lower
energy. The MC simulation is compared to data at 0 V and 750 V electrostatic
mirror potential in figure 4.8.
4.2.2 Photon cuts
A spectrum of the electron-photon time difference was created for photons that
arrive within ±10µs window around the electron incidence time. A sample electron-
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photon timing spectrum for a three-day period is shown in figure 4.9. Correlated
photon events, which include correlated background photons and radiative decay
photons, are centered at ∆t = -1.25 µs. This time delay is due to electronic delays
between the SBD and APD channels which is confirmed with pulser tests. The 1 µs
width of the timing peak is due to the uncertainty in measuring the photon pulse’s
onset time which is dominated by noise in the APD signal.
The number of correlated photon events is found with a Gaussian fit of the
electron-photon timing spectrum. A flat background was added to the Gaussian
to subtract the uniform, uncorrelated photon background from the correlated peak.
After background subtraction, a window was placed around the electron-photon tim-
ing peak sum all of the correlated events (correlated background and radiative decay
signals). The signal-to-background for most runs was approximately 1/2. Calcula-
tion of the correlated backgrounds is discussed in chapter VI.
The photon energy spectrum is calibrated with 241Am gamma ray and with the
511 keV peak in the raw spectrum. No lower photon energy cut was made, but the
photon detector had a 15 keV detection threshold. A 340 keV upper energy cut was
imposed because the photon event rate beyond 340 keV is dominated by background
photons.
After application of the cuts and background subtraction described above, the rate
of electron-delayed proton events Rep and electron-delayed proton-photon events Repγ
is extracted. A summary of all of the cuts is given in table 4.1.
4.3 Repγ/Rep Ratio Extraction
The neutron beam delivered to the experiment can vary in magnitude, especially
between beam cycles and periodic maintenance. There was no flux monitor installed
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Cut Range
Proton energy 2 FWHM
Electron energy ≥ 35 keV
Photon energy 15 keV - 340 keV
electron-delayed proton
time difference 2.5 µs - 20 µs
Electron-photon
time difference > 2 FWHM
Electron-delayed proton
baseline cut Waveform returns to baseline
Table 4.1: Summary of all the cuts, hardware and software, used to extract Rep and Repγ .
Figure 4.9: The electron-photon timing spectrum for a three-day run with the mirror at 1000 V.
The spectrum shows all photons in a ±10µs window around the electron pulse. The
peak is shifted from 0 time difference because of electronic delays between the APD
and SBD. This is confirmed with pulser testing.
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Figure 4.10: Rep versus applied mirror voltage and the MC. The data are combined in a weighted
average. The small dots are the series data, and because there are so many electron-
delayed proton events, the statistical uncertainty is very small. The larger data point
slightly to the right is the average of these points. The uncertainty for this point is
the width of the distribution. Obviously, this is dominantly a systematic uncertainty
and not statistical.
on the apparatus to measure the neutron flux rate. The rates Rep and Repγ are
proportional to the 1/v-weighted neutron flux where v is the neutron velocity. The
weighting almost perfectly scales the decay probability within the finite decay region.
Despite this difficulty, it is useful to compare the measured decay rates versus elec-
trostatic mirror voltage to MC. Figure 4.10 shows Rep versus applied mirror voltage,
and figure 4.11 shows Repγ versus applied mirror voltage. The values at each voltage
are a weighted average, and all data above 750 V was averaged together at 800 V.
The Repγ/Rep ratio is created to eliminate the dependence on neutron flux seen
in the absolute rates. The ratio method can cancel a constant detection efficiency
in the SBD 〈εSBD〉. In reality, the efficiency for detection is a function of incident
energy and impact angle ε(Ee, θ), and a detailed simulation is required to calculate
the detector response (such as in figure 4.8).
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Figure 4.11: Repγ versus applied mirror voltage and the MC. Due to the small number of events,
the uncertainties are dominantly statistical.
The ratio was created for all 23 series, where each series was run at different
electrostatic mirror potentials. Runs of the same the mirror potentials were repeated,
sometimes several weeks apart. The ratio was determined at each voltage by a
weighted average, and all runs with an electrostatic mirror voltage above 750 V
were combined into the 800 V data point. The ratio data versus electrostatic mirror
voltage was compared to MC, and this comparison is shown in figure 4.12. The
generation of the MC data is discussed in chapter V.
As the electrostatic mirror voltage is increased, Repγ and Rep both increase due
to the reflection of more protons that are anti-correlated to the detected electrons
(figures 4.10 and 4.11), the ratio also increases (figure 4.12). When the electrostatic
mirror is off, the detected electron and proton must to be correlated in emission
direction since the mirror can’t reflect the anti-correlated protons. The neutrino
and photon are kinematically required to be emitted in the opposite hemisphere to
conserve momentum. As the mirror voltage increases, the detected proton can now
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Figure 4.12: Plot of the ratio of the total number of electron-delayed proton-photon events above
background to the total number of electron-delayed proton event versus the mirror
potential.
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be anti-correlated to the electron, which helps conserve momentum. This frees the
photon from kinematic constraint. Furthermore, the dynamics of QED suggest that
the angle between the emitted photon and electron peaks at 55◦ (in general photon
production of forward-peak at all electron energies). At lower voltages, dynamic
suppression occurs while at higher voltages, the photon is no longer constrained to
be emitted opposite the electron (the primary source of IB).
The MC shape in figure 4.12 serves as a 1-parameter template to fit to the data.
This parameter is an overall scaling factor which is the branching ratio for radiative
decay. The fit to the ratio data yields a branching ratio of 3.18 ×10−3. The χ2 for
the fit is 12.8 per 7 degrees of freedom where the largest contribution to the χ2 is
the 0 V data. The uncertainty at 0 V is correlated to the potential from the 1400 V
biased APD leaking into the decay region and causing electrostatic reflection of the
protons. Another hypothesis is that the ratio is due to an uncorrelated background
which implies that the ratio is flat. The χ2 per degree of freedom for this hypothesis
3.2 versus 1.83 for the MC. The MC spectrum is the more likely of the two hypotheses.
The radiative decay, photon energy spectrum from 15 keV to 340 keV of the events
that occur in the electron-photon timing peak may be determined by subtracting
the photon energy spectrum of the background from that of the peak. The on-peak
spectrum was obtained by summing the photon energy spectrum over the timing
window peak in figure 4.9. The off-peak, background, photon energy spectrum was
summed from the region outside of the timing window, and it was subtracted from
the on-peak photon energy spectrum. Figure 4.13 shows the resulting photon energy
spectrum after the subtraction. No corrections have been applied to these data to
incorporate the photon detector response, but the deviation incurred is small. The
uncorrected spectrum is in good agreement with theoretical predictions [57, 60].
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Figure 4.13: The photon energy spectrum that results from subtracting the off-peak energy spec-
trum from the on-peak energy spectrum. The inset shows the shape of the on-peak
and off-peak spectra prior to the subtraction.
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Series VMirror Livetime e− thresh. 〈Rep〉 〈Rγ〉 〈Repγ〉 Ratio
(V) (d) (keV) (s−1) (s−1) (×10−5 s−1) (×10−6)
87 0 5.7 40.8 5.40 0.030 23.2± 4.3 42.9± 7.9
92 0 2.8 41.1 5.42 0.029 19.7± 5.8 36.3± 10.7
93 200 4.2 40.3 10.44 0.053 30.9± 6.6 29.6± 6.4
94 300 1.9 40.2 14.28 0.071 76.8± 12.2 53.8± 8.5
96 400 2.4 39.2 16.91 0.083 69.5± 11.5 41.1± 6.8
97 500 2.2 37.4 18.63 0.091 92.8± 13.0 49.8± 6.9
99 1500 3.1 36.4 19.92 0.103 89.1± 11.1 44.7± 5.6
103 0 5.7 39.0 3.85 0.015 14.9± 4.0 38.7± 10.3
104 1500 2.9 35.5 17.00 0.061 60.7± 11.5 35.7± 6.8
105 0 8.6 41.3 4.03 0.016 10.7± 3.1 26.6± 7.8
106 500 2.3 43.7 11.20 0.039 61.3± 11.0 54.8± 9.8
110 1600 2.8 31.6 21.85 0.075 113.0± 13.7 51.7± 6.3
111 500 3.0 32.9 20.15 0.070 95.2± 12.9 47.3± 6.4
112 0 6.9 32.6 5.84 0.023 15.3± 4.3 26.3± 7.3
114 0 6.5 31.8 6.32 0.023 14.8± 4.5 23.5± 7.0
115 500 2.3 32.1 21.47 0.073 94.5± 14.7 44.0± 6.8
119 200 4.1 35.8 11.26 0.039 51.1± 7.9 45.4± 7.0
122 100 5.8 32.4 8.26 0.030 28.1± 5.6 34.0± 6.7
123 1000 2.9 32.2 22.12 0.075 129.9± 13.8 58.7± 6.2
124 300 3.9 35.8 15.39 0.054 78.4± 9.6 50.9± 6.3
125 700 2.5 36.6 20.61 0.072 124.4± 14.4 60.4± 7.0
126 400 3.2 33.9 17.70 0.059 83.1± 11.2 46.9± 6.3
127 100 3.0 37.3 7.66 0.029 31.2± 7.5 40.8± 9.9
Table 4.2: Characterization of the 23 data series used in the experiment. VMirror is the voltage
applied to the electrostatic mirror; the lifetime is reported in total days; e− thresh. is
the measured electron threshold in keV for the series; 〈Rep〉 is the average rate of valid
electron-delayed proton triggers; 〈Rγ〉 is the average rate of photon events that have a
valid electron-delayed proton trigger within a 51µs window; 〈Repγ〉 is the average rate of
photon events in the electron-photon timing window with a valid electron-delayed proton
trigger after background subtraction (the rate of events in the peak of figure 4.9). The
ratio Repγ/Rep is reported in the last column, and these values at the same voltage are
averaged together to produce the data in figure 4.9.
CHAPTER V
Simulations
Calculation of the effective solid angle for proton, electron, and photon detection
is complicated by the interplay of the electromagnetic fields. The crude estimate
of a constant magnetic field and the electrostatic mirror being a perfectly narrow
peak can reproduce the bulk features of the detector response, but misses subtleties
important in a precision extraction of the branching ratio. This chapter focuses on
the Monte Carlo (MC) simulation of the detector. The MC method is composed of
three components: event generation, event tracking, and detector response. First,
the decay particles must be generated based on the differential decay rates, and these
rates were calculated in chapter II. Next, these generated particles, which are both
relativistic and non-relativistic, must be tracked through the electromagnetic fields
of the apparatus to the detectors. Finally, particles reaching their respective detector
are counted, and any modification due to detector response must be simulated.
Each section focuses on these three parts of the MC method. Section 5.1 presents
two methods of event generation whose results are very similar. Section 5.2 presents
two methods of tracking charged particle motion through the electromagnetic fields.
Each method can be applied, albeit with modification, to both the relativistic elec-
tron and the non-relativistic proton. Section 5.3 describes the methods used to
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calculate the electromagnetic fields. Section 5.4 describes the software packages used
to simulate the detector response. Finally, in section 5.5, some results of the MC
method are shown. The MC can be used to explore different aspects of radiative de-
cay that can be measured in the experiment, and aids in the development of future
radiative decay experiments.
5.1 Event Generation
The differential decay rate is the rate that the neutron decays into a specified final




= P (x, y)
describes a hypothetical differential decay rate into a configuration given by x and
y with bins of width dx and dy. In general, the differential decay rate is a function
of n variables. For radiative decay n = 8, and for non-radiative decay n = 5. The
total decay rate can calculated by integrating the n-dimensional differential decay
rate over all parameter space. By normalizing the differential decay rate by the
total decay rate, an n-dimensional probability distribution function (n-D PDF) is
formed. Random events are require that properly sample the n-D PDF. There are
a number of ways to sample the PDF, and two methods were employed in this
analysis. Conditionally integrated sampling and von Neumann rejection were both
used to generate events from the n-D PDF in the MC. This section describes these
methods of event generation, and the output from each is very similar.
5.1.1 Conditionally integrated sampling
Conditionally integrated sampling seeks to generate n 1-D PDFs from the n-D
PDF. The construction of each 1-D PDF is conditional to the selection of parameters
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from the the previous 1-D PDFs. In conditionally integrated sampling, the n-D PDF
(Pn) is integrated over all but one parameter, say xn. A value x
∗
n is sampled from
this 1-D PDF by whatever method is most convenient e.g. von Neumann rejection,
inverting the integral, etc. [6]. The next step is to integrate the n-D PDF over the
remaining parameters (except xn−1 and xn) conditional to the selection of xn = x
∗
n,
leaving a 1-D PDF for xn−1. This process is repeated until all n parameters are




















P1(x1|x∗2, . . . , x∗n) = Pn(x1, x∗2 . . . , x∗n).
This method is particularly useful for the lowest order non-radiative decay rate in
equation 2.8. The radiative decay rate is complicated, and an exact analytic form
for the 1-D PDFs is difficult to obtain by direct integration. With approximations
though, these integrals can be formed [106]. It turns out that these approximations
are valid, as the spectra derived from this method are similar to von Neumann
rejection, described below.
5.1.2 von Neumann rejection
The von Neumann rejection is very simple to implement, but can be inefficient
for PDFs with large peaks in the accepted phase space of events. The simplest
application of von Neumann rejection is to reject events against a constant value,
the upper bound for the n-D PDF. Because there is a photon energy threshold ωt,
the n-D PDF given in equation 2.29 has an upper bound M
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To generate MC data, a sample event is generated uniformly in the available
phase space, subject to conservation of energy / momentum. For radiative decay,




= P8(Ee, cos θe, φe, ω, cos θγ, φγ, cos θν̄ , φν̄).
To generate events uniformly in phase space, the electron, photon, and neutrino
directions are each distributed uniformly into 4π solid angle. This requires that the
cosine of the azimuth angle θ is uniformly distributed in range [−1, 1], and that
the axial angle φ is uniformly distributed in range [−π, π]. The electron energy is





The photon energy ω is distributed uniformly in the range [ωt, ωmax] where ωt is
the detector’s lower threshold and ωmax is the upper limit. With these parameters
selected, the neutrino energy can be calculated,
(5.5) Eν̄ =
m2n −m2p +m2e − 2mn(Ee + ω)− 2|pe|ω cos θeγ
2(mn − Ee − ω + |pe| cos θeν̄ + ω cos θν̄γ)
,
where θij is the angle between species i and j. This result is valid for non-radiative
decays by setting ω = 0. For a given Ee, the condition that Eν̄ ≥ 0 is satisfied for ω
below some upper limit. The numerator of equation 5.5 can be written as A − Bω
where A,B ≥ 0. The denominator is never singular because mn  E0, ω, and the
upper limit on ω is easily calculable. Because the denominator is never singular, the
upper limit on ω is easily calculable. The conservation of energy / momentum can
be used to calculate the proton energy and momentum. The kinematics analysis is
easily generalized to any number of photons in the final state.
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This procedure samples the kinematically available phase space uniformly, and the
probability P is calculated from equation 5.3. The ratio P/M ≤ 1, and a random
number r ∈ [0, 1] is generated and used to accept (reject) the candidate event.
5.2 Tracking
The trajectories of the electron, proton, and photon are calculable, but each
particle requires its own, distinct tracking routine. The trajectories of the electron
and proton are dependent upon the strong electromagnetic fields in the apparatus,
but the photon travels in straight line paths that are undeviated by these fields. In
this section, two separate tracking methods for the electron and proton are discussed.
A particle’s trajectory can be calculated by integrating its differential equations of
motions given its initial starting position, energy, and emission direction. Integrat-
ing the differential equation can be made arbitrarily precise by taking smaller time
steps in the trajectory calculation. A 4th-order Runge-Kutta is used to integrate the
equations of motion. This method can be made very accurate by taking very small
time steps, but this occurs at the expense of computation time.
There is an alternative to a brute force integration of the equations of motion. The
charged particles are in cyclotron orbits around the magnetic fields which constrains
the transverse components of momentum. The particles can be assume to travel
on a magnetic field line with the longitudinal momentum being determined from a
1-D potential. This approximation works if the change in the field is small over the
period of a cyclotron orbit. This method is also computationally less intensive, but
second order drift effects are neglected in this approximation.
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5.2.1 Runge-Kutta




= f(t, x) with y(t0) = y0
as initial conditions can be solved by evaluating the finite difference approximation of
the derivative at small time steps h and calculating the new x(t+h). The differential
equation can be solved with a 4th-order Runge-Kutta. The solution to the sample
differential in equation 5.1 is
k1 = hf(t, x)
k2 = hf(t+ h/2, x+ k1/2)
k3 = hf(t+ h/2, x+ k2/2)




(k1 + 2k2 + 2k3 + k4).
This solution is easily realized in software [107]
Because the proton’s kinetic energy < 1 keV, the equations of motion are the










The position x and velocity v can be solved by inputting parameters q and m which
are the charge and mass of the proton and E and B which are the electric and mag-
netic fields. The relativistic electron can also be solved with 4th order Runge-Kutta,
but the Lorentz equation must be modified (in the lab frame). To derive the appro-














The matrix components in terms of laboratory measurable parameters are
(5.9) Fαβ =

0 −Ex −Ey −Ez
Ex 0 −cBz cBy
Ey cBz 0 −cBx
Ez −cBy cBx 0









where γ = 1/
√

















where τ is the proper time (time in particle’s rest frame) and t is the lab time. The
times are related by t = γτ . Replacing d/dτ with γd/dt and the 4-velocity terms























Substituting the second equation into the first, the relativistically modified Lorentz















The integration of the 4th-order Runge-Kutta with an accurate electromagnetic
field map automatically incorporates all the drifts mechanisms of the cyclotron center
of motion such as E×B, ∇B, etc. These drift mechanisms are included in the
integrated solution, but the majority can safely be neglected. By neglecting the
drifts, a new tracking algorithm presents itself.
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5.2.2 Adiabatic transport
A charged particle in cyclotron motion rotates around a magnetic field line, and
any component of momentum along this field line tends to transport the particle
longitudinally along the field line. An alternative to integration of the equations of
motion is to trace the magnetic field line to determine its possible trajectory. A charge
in cyclotron motion can be considered an electrical current loop with a magnetic
moment µ associated with it, but µ should not be confused with the intrinsic magnet
moment of the particle. The parameter µ is an adiabatic invariant because the
magnetic field in the apparatus is non-zero and very uniform over a cyclotron orbit.
The particle’s longitudinal motion along the magnetic field line can be described
with a 1-D potential.





where p⊥(x) is the magnitude of the momentum (non-relativisitic) perpendicular to
the magnetic field [55]. The adiabatic condition implies that µ is constant for the
entire trajectory, and µ can be evaluated at the proton’s initial position x0. The 1-D
potential for the longitudinal momentum is
(5.14) p2‖(x) = 2m [E0 − µB(x)− qU(x)]
where U(x) is the electrostatic potential, and E0 is the proton’s initial kinetic energy.
The adiabatic invariant µ can also be defined for the relativistic electron, and
a 1-D longitudinal potential can be created. The relativistic electron’s adiabatic
invariant is µ = p⊥(x)
2c2/B(x) where the momentum is relativistically correct [55].
Again, because µ is considered invariant, it can be evaluated at the electron’s initial
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position x0. The potential is
(5.15) p‖(x)
2c2 = E(x)2 − µB(x)−m2c4.
For an electron originating at x0, the energy of the particle E(x) = E0 − qU(x)
where E0 =
√
|p(x0)|2 +m2c4 + qU(x0) is the initial total energy.
The total energy in a magnetic field is conserved because it does no work on a
particle. Therefore, the total energy in the longitudinal component and the trans-
verse component is conserved. If µ is constant (adiabatic), then a particle traveling
towards a region of higher magnetic field gains energy in its transverse mode from
the longitudinal mode. A large enough magnetic field change requires the complete
loss of energy in longitudinal mode, and the particle changes direction. This effect
is the magnetic mirror effect.
Conversely, a particle traveling into a weaker magnetic field requires that the
longitudinal component gains energy from the transverse component. Traveling into
a weak enough magnetic field effectively transfers all of a particle’s energy from
the transverse mode to the longitudinal mode. Incidentally, transferring energy to
the longitudinal mode is an effective way to reduce particle backscattering from
detectors [103, 104].
Transferring a particle’s energy to its longitudinal mode (and vice versa) can be
understood with Gauss’ Law. For a uniform magnetic field in the +z direction, a
particle undergoes cyclotron motion in the r − θ plane, and the component of mo-
mentum in the z direction is uncoupled from the magnetic field. When the magnetic
field increases (decreases) in magnitude, ∇·B = 0 requires radial components of the
magnetic field to exist to converge (diverge) the magnetic field lines. These radial
components couple the transverse mode to the longitudinal mode.
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5.2.3 Drift mechanisms
The center of the cyclotron motion follows the magnetic field line in the adiabatic
limit, but it can drift to other field line through drift forces. A discussion of the drift
mechanisms is most transparent in the non-relativistic limit. Any force field F can
be split into components that are parallel and perpendicular to the magnetic field




= F‖ + F⊥ + qv ×B.
F‖ accelerates the particle along the direction of B (assuming the velocity remains
non-relativistic). F⊥ tends to accelerate the particle perpendicular to B, contributing
to the v ×B term. The particle maintains its cyclotron motion but its center of







F can be any force acting on the charged particle such as the electric field (F = qE),
gravity, centripetal forces, and magnetic field gradients (F = −µ∇B). Magnetic field
gradients along the direction of the magnetic field have already been considered and
result in the magnetic mirror effect.
5.3 Electromagnetic Field Calculation
Simulation of the electron and proton trajectories requires an accurate, fine mesh
field map for the magnetic field and the electrostatic field. The magnetic field is cal-
culated with a commercial software package Biot-Savart [108]. The software operates
by numerically integrating the Biot-Savart law over a set of specified coil and wire
configurations. The calculation is very accurate because there are no magnetic ma-
terials in the magnet bore. The coil configurations are known very precisely from the
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magnet construction drawings. The coil configuration for the superconducting mag-
net is given in Appendix B. To calculate the electrostatic fields from the electrostatic
mirror, a solver was written from first principles, and it is described below.
In the experimental setup, the superconducting magnet bore is evacuated, and no
significant free charge is expected to accumulate anywhere. Laplace’s equation can
be used to solve for the electrostatic potential from the electrostatic mirror. The 9.5◦
bend at the upstream end of the bore is far enough from the electrostatic mirror,
and cylindrical symmetry is assumed a good symmetry.
To solve Laplace’s equation, a finite differences method (FDM) approach was
pursued due to its simplicity and rapid prototyping ability. This is in contrast to
other, mature solution techniques such as finite element analysis or boundary element
analysis. FDM discretizes the solution space and approximates the derivatives as
finite differences between grid points. The application of boundary conditions leads
to a linear system that is completely specified and yields a unique solution. FDM
method requires the geometry to be bounded to ensure convergence.
Laplace’s equation in cylindrical coordinates with cylindrical symmetry (no θ
dependence) is











where φ ≡ φ(ρ, z) is the electrostatic potential. To numerically solve Laplace’s
equation, the 2-D space is first discretized onto a grid over ρ and z. The grid can be
variable in size with spacings ∆ρ(ρ, z) and ∆z(ρ, z) that are a function of position,
but this discussion assumes the spacings ∆ρ and ∆z are constant.
Symmetric finite differences are used to approximate the derivatives, and these are
applied to equation 5.18. The discretized Laplace’s equation valid for non-boundary,
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interior points is
∇2φ(ρ, z) ≈ 1
2ρ∆ρ








(φ(ρ, z + ∆z) + φ(ρ, z −∆z)− 2φ(ρ, z)) = 0.(5.19)
Points at ρ = 0 present a problem due to 1/ρ divergence, but the potential remains
finite and continuous. Evaluating the inner boundary at ρ = ε for ε ∆ρ and using
continuity, the potential is
(5.20) φ(ε, z) ≈ φ(0, z) + ε∂φ(0, z)
∂ρ
.
Now, the second line in equation 5.19 is negligible, and using the one-sided derivative,
Laplace’s equation at ρ = ε is
∇2φ(ε, z) ≈ 1
ε∆ρ




(φ(ε, z + ∆z) + φ(ε, z −∆z)− 2φ(ε, z)) = 0.(5.21)
Figure 5.1 shows the cylindrical geometry with grid spacings and ρ = ε condition.
Laplace’s equation has been transformed into a set of linear equations where the
potential at a given point φ(ρ, z) is a function of its nearest neighbors. The solution is
found by simultaneously solving these linear equations with the boundary conditions.
5.3.1 Implementing dielectrics
Equation 5.18 can be generalized to incorporate dielectric materials. Assuming
the dielectric is a linear material with dielectric constant ε, the electromagnetic
displacement D is related to the electric field by D = εE. In a charge-free region,
Gauss’s law is ∇ · D = 0. Because the electric field is derivable from a potential
(even inside of materials), the modified Laplace’s equation is
(5.22) ∇ [ε(x)∇φ(x)] = ε(x)∇2φ(x) +∇ε(x) · ∇φ(x) = 0.
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Figure 5.1: The 2-dimensional, axially symmetric, cylindrical geometry applicable to the experi-
ment.
To incorporate dielectrics into the program, the dielectric fills the volume that
is defined by the neighboring potential grid points. The value of the dielectric at a
particular grid point is the volume average of the surrounding dielectric neighbor-
hoods. Cylindrical geometry requires a radial weight when calculating the dielectric
at a grid point, and this geometry is shown schematically in figure 5.2.
5.3.2 Solving the lattice
If all the points are enumerated from 1 to N , an N × N matrix can be created
that represents the linear relationships resulting from equation 5.18 and equation
5.22. The matrix for the linear equations is sparsely non-zero because only nearest
neighbors are considered. There is also a high degree of symmetry with non-zero
elements forming diagonal bands in the matrix. Sparse, banded matrices are easily
invertible, and with the surrounding boundary conditions, a solution is obtained.
N must be very large to cover the large volume and to calculate a high resolution
field map, and the N×N matrix is very large. This requires N×N points to be stored





Figure 5.2: Schematic of the volume average dielectric constant for the center point. Despite re-
ducing the problem to two dimensions, a proper cylindrical volume average must be
used.
points is preferred for high resolution. One solution is to scan across the the N points,
adjusting the potential at each point based on its nearest neighbors. Convergence is
generally slow in this approach, but convergence speed can be improved by “over-
relaxing.”
Successive over-relaxation (SOR) is an iterative process where the correction
added to the existing potential is over-estimated in order to speed up convergence [109].
At the ith iteration, the existing potential is φi(ρ, z), and the calculated potential
due to nearest neighbors is V . Using SOR, the value of the potential at the next
step in the iteration is
(5.23) φi+1(ρ, z) = φi(ρ, z) + λ
(
V − φi(ρ, z)
)
where λ ∈ [1, 2). The value λ that gives the best convergence is generally a compli-
cated function of the geometry and spacing.
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5.4 Detector Response
The lowest order MC simulation of the experimental apparatus assumes an ideal
detector response. This means that the detector has 100 % efficiency, perfect timing
resolution, and perfect energy resolution. The lowest order MC does not incorporate
the effects of backscattering, Compton scattering, etc. An event that crosses into the
detector deposits the entirety of its energy into the detector. The analysis cuts in
the MC are hard cuts with no detector resolution or uncertainty. For example, the
photon energy cut (15 keV to 340 keV) is implemented in MC by only generating
photon events in this energy region. In reality, it is possible that some 13 keV photons
are detected because of the detector resolution.
A variety of MC packages are used to simulate the departures from an ideal detec-
tor. To consider the electron energy deposit spectrum and backscattering, the SBD
is simulated with both MCNP5 and Penelope. For the proton energy deposit spec-
trum and backscattering, SRIM-2006 [110] was used to simulate the SBD. Because
the photons are not constrained by the magnetic field, they can scatter off all extra-
neous material before depositing energy in the BGO. MCNP5 is used to calculate
the systematic correction to the total energy deposit spectrum.
Because the uncertainties are of the order of 1 %, the higher order resolution
and scattering effects are not incorporated in the MC that generates the Repγ/Rep
ratio. These effects are included as systematic corrections and uncertainties. The
description of the detector response MC used to calculate the systematic uncertainties
is discussed in chapter VI.
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Figure 5.3: Decay energy spectrum of the electron for radiative and non-radiative decays calculated
with MC. It is noted that this is the total energy of the electron; the spectrum starts
at the electron rest energy 0.511 MeV.
5.5 Results
In this section, the MC is used to investigate various features of the decay. It does
not attempt to be comprehensive, but it is instructive to understanding the salient
differences (and similarities) between the non-radiative and the radiative decays. All
the 4-body events are generated for photons with energy 15 keV to 340 keV which
corresponds to the photon energy sensitivity of the photon detector.
The radiative and non-radiative differential decay rates in equations 2.29 and 2.8,
respectively, can be integrated with the MC to produce the decay energy spectrum for
each particle. The decay energy spectrum for the electron (figure 5.3), proton (figure
5.4), and antineutrino (figure 5.5) were generated from 5×105 total MC events. It is
interesting to note how the much the electron (and antineutrino) spectrum changes
when going from non-radiative to radiative decays while the proton spectra are very
similar.
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Figure 5.4: Decay kinetic energy spectrum of the proton for radiative and non-radiative decays.
The centroids of these spectra are shifted by only 0.5 eV.
Figure 5.5: Decay energy spectrum of the antineutrino for radiative and non-radiative decays cal-
culated with MC.
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Figure 5.6: Electron-delayed proton emission angle for radiative and non-radiative decays. The
radiative decays are peaked at a larger angle than the non-radiative decays. This leads
to an increasing Repγ/Rep ratio for increasing electrostatic mirror voltage.
The heavy, recoil proton is important in conserving momentum for the decays
despite having very little kinetic energy. The opening angle between the electron and
proton is an important parameter in both radiative and non-radiative decays. These
angular distributions have an important connection to the shape of the Repγ/Rep
ratio. The MC calculating the distribution of opening angles and is shown in figure
5.6. The electron-proton opening angle in radiative decays are are more probable at
larger angles than non-radiative decays. This means that as the electrostatic mirror
voltage is increased, the detection rate for radiative decays increases faster than the
detection rate for non-radiative decay. The shape of the Repγ/Rep ratio in figure 4.12
follows this trend.
The angular correlation of the electron and the photon is shown in figure 5.7. It
peaks near 50◦ which agrees with the classical treatment in equation 2.25.
The experimental apparatus doesn’t measure the decay spectrum shown in the
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Figure 5.7: Electron-photon emission angle for radiative decays. These events are for photons with
energies from 15 keV to 340 keV.
previous MC calculations. Figures 5.8 and 5.9 shows that the detected electron
spectrum is a function of electrostatic mirror voltage for non-radiative and radia-
tive decays, respectively. The measured electron spectrum is modified by detector
response, but the measured spectrum is similar to the MC spectrum. Figure 5.10
shows the proton kinetic energy spectrum that gets accelerated into the SBD. The
detector noise washes out any energy information, so the measured proton spectra do
not resemble the raw MC spectra. These MC spectra are for valid electron-delayed
proton events, and they are not particle singles simulations.
As the mirror voltage increases, the relative count rate for high energy electrons
and protons increases. This is because the higher energy events must recoil at large
angles off of each other. Because all of the electrons must be emitted upstream to
be detected, the high energy protons must be emitted downstream. This requires
a large electrostatic mirror voltage to reflect the protons. As the mirror voltage
increases, the number of photon events increases, but the spectrum shape does not
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Figure 5.8: Non-radiative decay electron energy spectrum that enters the SBD as a function of
applied electrostatic mirror voltage. No detector response has been incorporated in this
lowest-order MC.
change significantly from the raw MC in figure 2.8.
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Figure 5.9: Radiative decay electron energy spectrum that enters the SBD as a function of applied
electrostatic mirror voltage. No detector response has been incorporated in this lowest-
order MC. The low number of events is because a photon is also required for an event
to be counted.
Figure 5.10: Non-radiative decay proton kinetic energy spectrum that strikes the SBD as a function
of applied electrostatic mirror voltage. The radiative decay spectra versus electrostatic
mirror voltage are very similar. The SBD noise washes out any spectral information
in the measured spectra.
CHAPTER VI
Systematics
This chapter describes the systematic effects that affect the experiment. These
systematic corrections and uncertainties modify the measured value of the branching
ratio. The corrections are organized into five sections that discuss systematics re-
lated to the photon detector, SBD calibration, analysis cuts, correlated backgrounds,
and the model used for the Monte Carlo simulation (MC). Table 6.1 summarizes the
known systematic corrections, systematic uncertainties, and the section where each
are discussed. The corrections and uncertainties are reported in percent of the mea-
sured branching ratio where the branching ratio was extracted in chapter IV from
fitting the MC to the ratio data. Also, the uncertainty in the branching ratio from
the fit was 3.4 %.
6.1 Photon Detector Uncertainties
The largest systematic uncertainty arises from the inexact knowledge of the be-
havior of the photon detector’s low-energy threshold. The MC uses hard cuts and
perfect resolution when calculating the Repγ/Rep ratio versus electrostatic mirror
voltage which is used to extract the branching ratio. The real detector has resolu-
tion and gain drifts lead to an uncertainty in the actual value for the threshold. The
detector does not have perfect efficiency which leads to incomplete energy deposition
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Source of Uncertainty Correction Uncertainty Section
(%) (%)
Photon Detector 6.1
Gain drift & resolution -2.5 7.0 6.1.2
Photon detector efficiency +3.0 3.0 6.1.3
Charged Particle Energy 6.2
Electron energy threshold 0.0∗ 1.5 6.2.2
Proton energy 0.0∗ < 0.05 6.2.3
Timing Cuts 6.3
Electron-delayed proton timing 0.0∗ 2.0 6.3
Electron-photon timing 0.0∗ 2.0 6.3
Correlated Backgrounds 6.4
Electron bremsstrahlung -3.0 3.0 6.4.1
Electronic artifacts -0.5 0.5 6.4.2
Model Uncertainties
Beam divergence/profile 0.0∗ 3.0 6.5.1
B field registration 0.0∗ 2.0 6.5.1
Mirror registration 0.0∗ 1.0 6.5.1
APD bias leakage 0.0∗ 1.0 6.5.2
Electron backscattering +0.2 0.5 6.5.3
Monte Carlo statistics 0.0∗ 2.0 6.5
Total Systematic -2.8 9.8
Fit Uncertainty 3.4
Table 6.1: Summary of the systematic corrections and uncertainties for the measured branching
ratio. The origin of each quantity is discussed in the section indicated in the table.
0.0∗ means that the systematic corrections are less than 0.05 % in magnitude but not
identically zero.
for high energy photons. The detector also is surrounded by the magnet bore which
scatter correlated photons back into the detector that should not have been counted.
The uncertainties in the photon detector can be separated into uncertainties at
the 15 keV detector threshold and the detector efficiency. The threshold effects are
intimately connected to the photon detector calibration which is described below in
section 6.1.1. The threshold effects are due to gain drifts and the energy resolution
and are discussed in section 6.1.2. Finally, the the detector efficiency is described in
section 6.1.3.
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6.1.1 Photon detector calibration
The gain of the photon detector varied from series to series during experimental
operation, and this affects the measured lower energy threshold. Gain shifts occur
primarily from the nonlinearity in the APD [4], and this gain is strongly affected by
both the APD’s bias voltage and surrounding temperature.
The photon detector energy response was calibrated in situ using the 60 keV line
from 241Am and the 511 keV line from pair production as shown in figure 3.9. The
511 keV photon is produced as a constant background from beam-related particles
and served as a constant gain monitor throughout a run. A photon is only recorded
with an electron-delayed proton trigger, and by examining table 4.2, the total photon
rate is suppressed to approximately 0.5 s−1. This low rate requires approximately
one day to acquire enough counts to determine the calibration point. In addition
to the 511 keV line, there is a broad 160 keV feature in the photon spectrum. This
feature is primarily due to the backscattering of higher energy photons into the
photon detector [71], and it was used as gain monitor with the 511 keV line.
The data were acquired using two photon energy windows. The runs from series
87 through 99 detected photons with energy up to approximately 800 keV. From
series 103, the photon energy window was reduced to approximately 350 keV because
there were no detectable events at those higher energies given the detector sensitivity.
The smaller energy window improved the detector resolution, but the 511 keV line
could no longer be used as a gain monitor. To use the backscattering peak as a gain
monitor, the runs were summed by series to generate a photon energy spectrum. The
backscatter peak was fit to a Gaussian despite not being symmetric. The detector
resolution here is wide enough that a Gaussian is a reasonable approximation in the
local neighborhood to reliably determine a calibration point from series to series.
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The peak position from the fit served as a calibration point which was applied to all
the runs in the series.
6.1.2 Threshold effects
The spread in the photon detector calibration factors is 13 % which corresponds to
a ± 1 keV spread around the 15 keV threshold. At the 15 keV threshold, the photon
detector resolution has a significant effect, and given the 1/ω photon decay rate at
threshold, the resolution is expected to lead to a net increase in photon counts above
threshold. The resolution was measured to be about 35 % for the 60 keV 241Am line.
Assuming that the resolution width scales as ω−1/2, a 20 keV width at 60 keV is 10
keV at the 15 keV threshold.
To examine the threshold effects, a 10 keV width (FWHM) Gaussian (at the 15
keV threshold) was convoluted with the theoretical photon decay spectrum. This
spectrum was integrated from 14 keV to 16 keV and compared to theoretical value
of the branching ratio to estimate the variation of the branching ratio. This variation
is the total uncertainty due to resolution and gain drift. This convoluted spectrum
was also integrated from the 15 keV threshold and compared to the theoretically
expected branching ratio to calculate the systematic correction.
Because the photon rate increases as the photon energy gets smaller, detector
resolution causes more events with energies below threshold to be detected than
those high energy events which are lost. Detector resolution causes the measured
branching ratio from the data to be overestimated from the theoretical value. A
systematic correction of -2.5 % is applied to the final branching ratio as a result of
detector resolution at the 15 keV threshold. The total uncertainty from resolution
and gain drift is estimated to be 7 %. Figure 6.1 shows the theoretical and convoluted
spectrum used to estimate the systematic correction and uncertainty.
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Figure 6.1: The theoretical photon energy spectrum and the blurred photon energy spectrum. The
blurring is the result of a 10 keV FWHM gaussian being convoluted with theoretical
energy spectrum near the 15 keV threshold. An excess of counts is observed as expected.
6.1.3 Photon detector efficiency
The MC which generates the Repγ/Rep ratio does not incorporate detector effi-
ciency or a model of photon scattering. The measured branching ratio underestimates
the correct branching ratio because the overall detector efficiency is less than unity,
and it requires a positive correction to the branching ratio. Photon scattering from
the magnet bore tends to increase the number of detected photons, and a negative
correction is required. These competing effects must be examined together.
A second MC using MCNP5 modeled the experimental apparatus and the BGO
crystal response to simulate the photon detector response to the theoretical photon
energy spectrum. The measured branching ratio underestimates the theoretical esti-
mate when both effects are combined. A systematic correction of +3 % is required,
and a conservative approach was taken for uncertainty of this correction. The size
of systematic uncertainty was set to the size of the systematic correction.
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The MCNP5 result was corroborated with a simplified photon tracking code which
utilizes photon interaction cross section data from NIST XCOM [5]. In this code,
the photoelectric effect is modeled by 100 % energy deposition into the material and
neglects X-ray fluorescence. The Klein-Nishina formula was used to calculate the
angular dependence of Compton scattering, and all other mechanisms were neglected
(the energy is too low for pair production and Rayleigh scattering was neglected).
Evaluating the correction to the branching ratio is straight-forward because it is
an aggregate value over the entire, detected photon energy region. The analysis is
more complicated when the photon energy spectrum is generated due to the energy
dependence of the efficiency (see figure 3.8) and scattering.
6.2 Charged Particle Energy
The software analysis extracts the following parameters: photon energy, electron
energy, proton energy, electron-delayed proton time difference, and electron-photon
time difference. In the previous section, the photon energy and its systematic uncer-
tainties were discussed. In this section, the systematic uncertainties connected to the
energies of the charged particles are examined. The electron and proton energy cuts
and analysis are intimately connected to the calibration of the SBD. After discussing
the SBD calibration in section 6.2.1, the electron and proton energy systematic un-
certainties are discussed in sections 6.2.2 and 6.2.3, respectively. The timing analysis
cuts are deferred to section 6.3.
6.2.1 SBD calibration
The proton and electron energy calibration was periodically done in situ using
an 241Am source. One calibration serves for both particles because the SBD detects
both the proton and electron. The cooled detector was mounted on a linear motion
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feedthrough, and it could be retracted from the bore for calibration. The source was
placed near to the SBD but outside the vacuum system. The vacuum walls were
sufficiently thin that the 60 keV gamma rays would penetrate and be detected by
the SBD whereas the alpha particles were absorbed. A second point was obtained
using the 780 keV endpoint of the electron spectrum. The peak of the accelerated
protons (accelerated to -25 keV) was not used as a calibration point because of the
proton energy loss in the dead layer of the SBD. The typical energy resolution of the
proton peak was 35 %, and the full-width at half-maximum was about 8 keV.
6.2.2 Electron energy threshold
The lower energy threshold on the electron spectrum was selected in hardware to
be slightly above the proton peak to ensure that the electronics were not triggered by
the accelerated protons. Using the calibration points, the average electron threshold
for the data set was measured to be 36 keV. This value allows a margin of safety after
taking into account the acceleration potential of the proton (−25 kV), the proton
energy loss, and the detector resolution. Table 4.1 shows the measured electron
thresholds for each series.
The MC was run with the experimentally determined electron energy threshold
for each series to calculate the correction to its ratio. A weighted average of all the
ratio values at each voltage was made yielding the total, voltage dependent correction
to the ratio. After fitting this new MC result to the data, total systematic correction
to the branching ratio was found to be less than 0.05 %. This correction is made
by comparing the branching ratio from this modified procedure to the standard
procedure which uses a hard 35 keV electron threshold. The total spread in the
voltage dependent corrections is ± 1.5 % of the branching ratio, and this conservative
estimate is used for the systematic uncertainty.
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The 12 keV spread in the electron threshold values can be applied to the total
number of electron events. This changes the total number of electron events by
2 % which is similar to the estimate made above. This procedure overestimates
the uncertainty, though, because the ratio method tends to reduce sensitivity to
systematic effects. Because the branching ratio is derived from a fit to the Repγ/Rep
ratio, the previous calculation is used.
6.2.3 Proton energy spectrum
The proton endpoint energy is so small that the protons must be accelerated to
be detected. This acceleration and the noise on the SBD eliminates the ability to
extract proton energy information. The protons energy spectrum is a Gaussian peak
centered at the acceleration potential minus the energy loss in the dead layer of
the detector. The Gaussian response has a FWHM of approximately 8 keV. In the
analysis, all events within 2 FWHM around the proton energy peak were accepted.
This cut results in a loss of approximately 2 % of the detected protons.
To test for any systematic correction, the theoretical decay spectrum (see figure
5.4) was convoluted with a Gaussian of the same width as the experimental spec-
trum to simulate the detector response. The convoluted radiative and non-radiative
spectra are shifted by 0.5 eV, the same as the raw spectra. The systematic shift in
the Repγ/Rep ratio was found to be less than 10
−3 and is negligible. The uncertainty
was also negligible, and this exhibits the power the ratio method has in ameliorating
the systematic effects.
Protons can also be lost through Rutherford backscattering from the surface of the
silicon. This effect was calculated using SRIM-2006 [110] and 2 % of the protons are
lost. It is still possible for backscattered protons to be detected due to the attractive
potential on the SBD. Similar to the proton energy spectrum cut, the systematic
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shift and correction both have a negligible effect on the extracted branching ratio.
The total correction and uncertainty for proton energy events is negligible because
the raw proton energy spectrum is so similar for radiative and non-radiative events.
This is not the case for the electron, where there is a significant spectrum shape
change.
6.3 Timing Cuts
There are two timing cuts that are made on the data, the electron-delayed proton
time difference and the electron-photon coincidence from which the number of cor-
related photons are extracted. Figure 4.7 shows the electron-delayed proton timing
spectrum at several values of the mirror potential. The calibration for the timing
spectrum came from the TAC, and it was checked against a time calibration mod-
ule. The full timing window from the TAC was 20 µs, and the precision in the time
calibration is known better than was needed.
The most significant contribution to the timing uncertainty arises from the de-
termination of pulse onset time from the digitized waveforms. The onset time for
the electron and proton must correctly be extracted for a correct comparison to MC.
As described in the chapter IV, a slewing correction is applied to the time differ-
ence calculated from the electron and proton pulse peaks. The total uncertainty in
determining the time difference is ± 200 ns.
In the MC and the data, the lower timing cut (2.5 µs) and the upper time cut
(20 µs) were both varied by the timing uncertainty ± 200 ns. By calculating the
branching ratio for each configuration of these cuts, there is no systematic correction,
but there is a systematic of uncertainty of 2 %. The uncertainty is dominantly
from the 2.5 µs timing cut, but the 20 µs does contribute slightly. The uncertainty
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is reduced at higher electrostatic mirror voltage, and this can be understood by
examining figure 4.7. At high electrostatic mirror voltage, the majority of events
occur in the neighborhood of 5 µs, well within the timing cuts. Therefore, the cut
removes a smaller fraction of the total events at high electrostatic mirror voltage.
Figure 4.9 shows a typical electron-photon time difference spectrum. The num-
ber of radiative decay photons is extracted from the uncorrelated background by
summing all of the events in the correlated events peak and subtracting the uniform
background. This procedure is described in section 4.3.
A window with a fixed width was applied to each series, and it encompassed nearly
all of the Gaussian timing peak in the data. While the width of the peak did vary
slightly from series to series, the window essentially covered the entire peak, and the
variation in the peak width and data binning yields no systematic correction. It is
possible, given the coarse binning and large background, that the window can be
shifted. There can also be a systematic uncertainty in the extraction of the time
difference, and possibly a small unaccounted non-uniformity in the background. In
the fit, these factors can introduce a non-statistical uncertainty in the background
subtraction. To account for these possibilities, a conservative approach yields a
systematic uncertainty of 2 %.
6.4 Correlated Backgrounds
Correlated backgrounds are events with an electron-delayed proton trigger and a
photon correlated to the trigger, but this photon is not from a radiative decay event.
These are particularly nefarious as no simple cut can eliminate their effect.
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6.4.1 External bremsstrahlung
The primary source of correlated background that can produce a coincidence
peak in the electron-photon timing spectrum are decay electrons slowing down in
the SBD. These produce external bremsstrahlung photons through atomic collisions,
and the signature of such events is identical to that of a radiative decay event.
The geometry of the apparatus dramatically reduces the probability of such photons
reaching the BGO crystal. Furthermore, shielding composed of 6Li-glass and 2 cm of
lead partially occluded the direct line-of-sight between the two detectors. MCNP5
found that 3 % of the events attributed to radiative neutron decay could be due
external bremsstrahlung. A -3 % correction is made to the branching ratio and the
full value of the correction was taken as the uncertainty.
6.4.2 Electronic artifacts
There exist two sources of correlated background that occur as a result of real
physical phenomena that produce electronic artifacts in the digitized waveforms.
These events occur at a comparatively high rate, but are effectively eliminated by
the cuts on the data because of their distinct waveform shapes. One mechanism
for producing a correlated background of this type is a gamma-ray cascade that can
occur when a cold neutron captures on material near the detectors and triggers the
DAQ. When a high energy gamma-ray hits the SBD, it saturates the response of
the detector and generates a large amplitude pulse with a long tail characteristic of
the pathological event triggers. As part of the cascade, another photon may strike
the BGO and be detected along with the SBD trigger. This sequence matches the
same hardware conditions as for a radiative decay event and appears as a peak at
the appropriate position in the timing spectrum.
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The energies of the particles and pulse shape characteristics are so pathological,
however, that they can be easily distinguished in software. The ability to discriminate
these events was checked by acquiring data for two days with the beam on but the
high voltage off. This eliminates the possibility of registering a true electron-delayed
proton trigger but allows all other beam-related phenomena to trigger the electronics.
In the two-day run, 63 events fell within the electron-photon timing window, but after
the application of our standard set of cuts, no events survived.
A second potential source of correlated background event is associated with−25 kV
potential applied to the SBD. Occasional high voltage discharges can bleed off elec-
trons into the vacuum where they can generate low energy x-rays. The waveform
signatures of these events are similar to those generated in the beam-related back-
ground. The rejection efficiency of the analysis was tested by running the apparatus
for almost eight days when the reactor was off. During that time, only 17 events fell
with the electron-photon timing window, and one event survived the software cuts.
Assuming that one event occurs every eight days, then 11 false events are expected
in the cut data. Given that the data set contains nearly 4000 radiative decay events,
this would contribute no more than 0.5 % to the signal. The systematic uncertainty
was taken as the size of the correction.
6.5 Model Uncertainties
Examining some of the systematics in the analysis is straightforward, but under-
standing other systematics requires manipulation of equipment that is not possible
to accomplish during experimental running. These include, but are not limited to,
the registration of the detector with respect to the electromagnetic fields. In bench-
marking tests, the MC accurately describes the observed behavior and can used to
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estimate the effect of these systematic uncertainties (e.g. figures 4.7, 4.10, 4.11, and
4.12). The MC has been used previously to corroborate the estimates of the system-
atic uncertainties also examined with the data. Here, the MC is the only viable way
to calculate these systematic uncertainties.
6.5.1 Registration uncertainties
The uncertainty of the photon detector placement with respect of the electromag-
netic fields can be analyzed by shifting the electrostatic mirror field and the magnetic
field in the MC and calculating the change in the extracted branching ratio. The
uncertainty of the photon detector placement with respect the field coils and the
electrostatic mirror is ±1 mm. By shifting these fields in MC, the maximum devia-
tion in the ratio is 1 % from shifting the electrostatic mirror and 2 % from shifting
the magnetic field. The uncertainty of the absolute field strengths due to current or
voltage uncertainties is negligible.
Placement and distribution of the neutron beam is also best analyzed in MC. An
image of the neutron beam was made downstream of the main decay region. This
beam image is shown in figure 3.3, and it is linearly scaled from the upstream defining
aperture. The ratio versus mirror voltage was calculated with various modifications
of the neutron beam. At the extremes of these modifications, the beam profile
was tested with no beam divergence, and a uniform beam profile was tested with
a diverging and a non-diverging beam. Also, beam alignment was tested with a
tolerance of ±1 mm around the center of the photon detector. The total systematic
uncertainty due to the beam profile, divergence, and alignment was found to be 3 %.
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6.5.2 APD bias leakage
The 3-dimensional, Cartesian electrostatics solver can be applied to the APD
to calculate the leakage of the 1400 V bias which can affect charged particles. The
maximum voltage seen by at the center of the beam is approximately 12 V. This bias
leak has the largest effect when the electrostatic mirror is unbiased and is negligible
when compared to higher electrostatic mirror voltages. The extracted branching
ratio does not change appreciably despite a relatively large change at 0 V.
The geometry and high voltage composition of the APD are less well-known than
the electrostatic mirror, but its total contribution is smaller than the electrostatic
mirror. This leads to a systematic uncertainty of no more than 1 % (and no system-
atic correction). WIthout the APD bias leakage, the Repγ/Rep ratio value at 0 V is
smaller. Because ratio is mostly unchanged at higher voltage, the branching ratio
doesn’t change, but the χ2 of the fit gets larger. Without the APD bias leakage, the
χ2 per degree of freedom is 2.5 versus 1.5 with the APD.
6.5.3 Electron backscattering
The electron backscattering fraction from the SBD is dependent upon the incident
electron’s energy and is very sensitive its incident angle with respect to normal θinc
onto the SBD. The backscatter fraction as a function of angle and incident energy was
calculated in MCNP5 and Penelope [111]. The total backscatter fraction for electrons
that are normally incident upon the SBD is shown in figure 6.2. For a given electron
kinetic energy, the backscatter fractions increases rapidly with incident angle. This
behavior is shown for a 100 keV electron in figure 6.3. The backscatter process
modifies the energy that is deposited into the SBD by the electron, and these MC
packages calculate this detector response.
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Figure 6.2: The total backscatter fraction for normally incident electrons onto the SBD as a function
electron kinetic energy.
Figure 6.3: The total backscatter fraction for 100 keV electrons onto the SBD as a function in-
cident angle. For energies above the electron threshold, the angular dependence of
backscattering is the largest effect.
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Figure 6.4: The incident angle that the electron strikes the SBD as a function electrostatic mirror
voltage for non-radiative decays. Radiative decay show similar behavior.
Each computational package yields roughly the same result for the backscatter
fraction. A comparison of electron backscatter data to GEANT4 [112, 113] and
Penelope MC packages is described in Martin et al. [114]. Martin et al. describe
normal backscattering from a silicon detector for electron kinetic energies up to 124
keV. The results from MCNP5 and Penelope are in reasonable agreement with each
other and with the Martin et al. data.
Electron backscattering causes raw electron spectrum to shift towards lower en-
ergy because of partial energy deposition. By using the MC data, the change in the
Repγ/Rep ratio is found to be mirror voltage dependent. This is expected because the
average electron energy and angle of incidence are dependent upon electrostatic mir-
ror voltage. The electron incidence angle can be calculated in MC for non-radiative
decay, and this is shown as a function of electrostatic mirror voltage in figure 6.4.
The radiative decays show similar behavior.
The inclusion of electron backscattering requires a 0.2 % systematic correction to
121
the branching ratio. The variation of the correction at each mirror voltage varies
by ± 0.5 %, and this value was taken as the systematic uncertainty. To account for
any discrepancies in the backscatter fraction from MCNP5, GEANT4, or Penelope,
a phenomenological model was also used to parameterize electron backscatter. This
model is derived from electron backscattering studies on plastic scintillators [103, 104]
and modified to match the results of Martin et al. The model allows a wide variety




The results of the first radiative beta decay experiment a future experiment are
summarized in this chapter. Section 7.1 reports the branching ratio and discusses the
question of the photon energy spectrum. The significance of this first measurement
of the radiative decay mode is reiterated. Section 7.2 discusses the planned second
run of the radiative decay experiment. For the second run, apparatus upgrades and
a more detailed calibration procedure anticipate lowering both the statistical and
systematic uncertainty to below the 1 % level.
7.1 Results of First Experimental Run
The branching ratio is extracted from a fit of the MC to the Repγ/Rep ratio data,
and it is shown in figure 4.12. The branching ratio from the fit is 3.18 × 10−3,
and the uncertainty ascribed to the fit is 3.4%. The uncertainty of the fit arises
from the statistical uncertainty from the ratio data points (background subtraction
enlarges this uncertainty beyond simple Poisson counting statistics). After applying
the systematic corrections and uncertainties, the branching ratio is (3.09 ± 0.32) ×
10−3.
The experimental result is consistent with the theoretical prediction of 2.85 ×
10−3 [115]. With a total uncertainty of approximately 10 %, this result is not precise
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enough to constrain any new physics. This result does test the lowest order QED
prediction of electron bremsstrahlung though. This experiment performed a 10 %
precise measurement of an effect that is approximately 0.3 % of the neutron decay
rate. The total contribution to the neutron lifetime, though, is reduced by cancella-
tions with the photon exchange process, but it is an important first measurement of a
radiative correction. The systematic effects have highlighted that radiative decay can
affect some neutron decay experiments at the O(0.5) %, especially those experiments
that are sensitive to the electron-proton opening angle and electron energy.
7.1.1 Importance to nuclear physics
The radiative decay mode of the neutron is a fundamental decay branch of an
important subatomic particle. Because the neutron lifetime holds such an important
place in the structure of the SM, every contributing piece of the lifetime should be
understood. This is the first definitive measurement of the branching ratio for this
rare decay branch. Improved future measurements of the radiative decay mode will
be more sensitive probes of new physics, and they must overcome the same systematic
uncertainties as this experiment.
Because many neutron experiments utilize polarized neutrons, this work extends
the pioneering theoretical calculations of Gaponov et al. [57, 58, 59] and Bernard
et al. [60, 61] by considering the radiative decay of a polarized neutron. The effect
of time-reversal is also incorporated which yields new angular correlations. While
Bernard et al. calculated the emitted photon polarization numerically, this disserta-
tion reports the lowest order, analytic form for a polarized photon in Appendix A.
These calculations contain well-known QED interactions, and it is possible to extend
them to new interactions such as right-handed currents, non-V/A interactions, etc.
Few neutron experiments have considered what effect high energy photons have on
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their results, but these new theoretical results can be used to calculate it.
To overcome a low decay rate in a background polluted environment, a unique
detection scheme was required. The electron, delayed proton, and photon were all
detected in coincidence to reduce the large background rate. The photon detection
scheme was required to operate in an extreme environment and has a novel design.
This experiment uses rugged, solid state photodiodes over PMTs, and this trend
is on the rise in many nuclear experiments with large magnetic fields. The use of
crystal scintillators is not new, but the realistic choices available are limited due to
the experimental apparatus’ cryogenic environment. An added complication is the
relative low energy of the neutron decay photons. Most nuclear systems liberate
more energy so these nuclear decay photons are easier to detect.
Because the SBD was a hybrid electron / proton detector, the triggering system
is more susceptible to pathological events. Correlating the electron and photon in
time is an extremely high priority for background suppression. The DAQ in this
experiment is one of the first in neutron decay experiments to record the entire
oscilloscope waveforms for all events in lieu of standard nuclear counting techniques.
This allows the analysis to perform a crude pulse-shape discrimination (baseline
cut) to eliminate pathological events. The fitting procedure for the electron and
photon, described in chapter IV, utilizes waveform data to improve timing in lieu of
a traditional constant fraction discriminator.
7.1.2 Photon energy spectrum
In figure 4.13 the experimental photon energy spectrum is shown and overlaid
is the decay spectrum from MC with a model of the detector response which was
incorporated in the branching ratio as a systematic uncertainty. This can be done
for the photon energy spectrum as well, but a more exact treatment of the photon
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detector response is desired. This work is ongoing, and MCNP5 and GEANT4
are is the MC tools being utilized. The method of analysis in progress takes the
theoretical decay spectrum and simulates its response in the detector, yielding the
modified decay spectrum.
The desired analysis procedure would be to record the photon energy spectrum
from the experiment and remove the detector response through de-convolution, leav-
ing the raw decay spectrum. One potential solution is to simulate the detector
response of the experiment for monochromatic sources. By picking sources across
the entire energy region, the full response can be measured. This is an ambitious
program that is underway with the support of MC simulations.
7.2 Future Work
A second run of the radiative decay experiment is underway. This second run
will measure the branching ratio to a 1 % uncertainty and precisely measure the
photon energy spectrum. Section 7.2.1 describes the motivation for improving the
experimental uncertainty from 10% to 1%. Apparatus upgrades are necessary to
improve the systematic and statistical uncertainties. The centerpiece of the upgrade
is a new, 12-element detector with a similar design as the original detector, and it
is discussed in section 7.2.2. The bare APD can be used to detect radiation, and a
bare APD detector array is being constructed, and it is described in section 7.2.3.
Section 7.2.4 describes the use of a calibrated fission chamber to measure the 1/v-
weighted neutron flux which allows the measurement of absolute decay rates. Section
7.2.5 describes the preferred method for assessing the systematic uncertainties, and
it emphasizes the importance of photon detector calibrations to eliminate the largest
uncertainty of the first measurement.
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7.2.1 Motivation for a second run
A new measurement of the radiative decay mode of the free neutron continues
to improve knowledge of a fundamental semileptonic decay process. Low’s theorem
describes how a low energy radiative decay experiment can shed light on the non-
radiative decay mode. Conversely, a high energy photon measurement can search for
new physics directly correlated to the photon’s presence. The new photon detector
will measure the radiative decay for all photons above 15 keV to the photon endpoint
energy (782 keV). The extension from 340 keV to the endpoint relies upon a dramatic
reduction of backgrounds and improved timing resolution. An additional photon
detector is being constructed from bare APDs to probe a lower photon energy regime
for photon energies from approximately 200 eV to 10 keV. With the two detectors, the
radiative decay mode can be measured over nearly 4 orders of magnitude in photon
energy. The combination of the two arrays of detectors allows the measurement of
photon angular correlations.
The experiment represents an important exploration for future precision radiative
decay experiments below 1 % uncertainty. By including all inner bremsstrahlung
contributions and recoil order terms, the decay total radiative rate differs from the
leading electron bremsstrahlung result at O(0.5 %) [60]. Therefore, non-leading
order radiative decay contributions are within reach of a next generation experiment.
The development of these new experiments must solve the same problems that this
experiment is addressing.
The experiment could also be performed with polarized neutrons, allowing new
angular correlations to be measured. The photon momentum can be correlated with
the polarized neutron’s spin, and time-reversal violating correlations can only be
measured with polarized neutrons. A next generation experiment that measures the
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photon polarization is a test of the V − A structure of the weak current [60]. In
all of these tests, the extracted parameters are due to 4-body final states (radiative
decays) versus the 3-body final state in the usual non-radiative beta decay.
7.2.2 12-element detector
A new photon detector with 12 BGO-APD detectors in a coaxial configuration is
being developed for use in the second run. The 12 detectors are mounted into a single
assembly that can be located accurately in the magnet bore. Tests are underway to
paint the crystals with a Bicron reflective tape to increase light yield. The 12 APDs
are mounted on a G10-FR4 fiberglass mount and pressed against the open ends of
the BGO with a nylon, spring-loaded mount. The entire system is assembled on
stainless steel struts and aluminum rings hold the BGOs in a precise position. Nylon
cylinders at the upstream and downstream ends of the detector, each with 3 brass
retractable “feet,” hold the entire assembly in the magnet bore. A photograph of
the detector under construction is shown in figure 7.1.
Mounted at the downstream end of the photon detector assembly is a pair of
embedded aluminum tubes that serve as an electrostatic mirror. The outer tube
is grounded and shields the neutron beam from any stray electrostatic fields from
the APDs or supply wires. The inner tube is biased with a variable electrostatic
potential, and it is a 4.75 in. long, 2.00 in. outer diameter, and 0.065 in. thick tube.
The outer ground tube is 5 in. long, 2.50 in. outer diameter, and 0.125 in. thick. The
0.125 in. gap remaining between the tubes is filled with a two-piece, interlocking,
teflon insulating tube. The mirror registration systematic is reduced to less than
0.5 mm because it is mounted directly to the photon detector. MC was used to
determine the optimal position of the detector / mirror assembly in magnetic bore.
The assembly is placed so that the APD is 10.00 cm from the end of the magnet bore.
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Figure 7.1: A photograph of the 12-element detector with the electrostatic mirror removed.
Figure 7.2 shows a mechanical drawing of the photon detector / mirror assembly.
Mounted upstream of the photon detector is a lead-copper shield to reduce the
total uncorrelated background events from the reactor. The 1.00 in. thick tube of
lead with an inner diameter of 2.00 in. and outer diameter of 4.00 in. is surrounded
by 0.00625 in. layer of copper. The lead block provides bulk attenuation of the
uncorrelated photons coming from the reactor. Unfortunately, high energy photons
excite the lead atoms to fluoresce a 90 keV X-ray. The thin layer of copper effectively
attenuates the lead X-ray, but must be thin to reduce the Compton scattering of
photons back towards the BGO crystals. This design was optimized with MCNP5.
The new photon detector will reduce the statistical uncertainty below the 1 %
level. First, the increased solid angle for detection gives 12 times the total photon
events detected. The addition of the lead-copper shield reduces the uncorrelated
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Figure 7.2: Schematic of the 12-element photon detector. The magenta elements at the ends are
the nylon placement cylinders with brass “feet.” The green element on the left is the
nylon, spring-loaded crystal pusher. The green element to the right is the G10-FR4
fiberglass APD mount. The gray bar is the BGO crystal which is held by the thin
magenta elements. The thin magenta elements are aluminum, notched rings that hold
crystals with friction. The entire crystal assembly is surrounded by an aluminum heat
shielding tube. The embedded tube electrostatic mirror is on the right with the orange
and blue elements.
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photon background that is subtracted from the correlated photon peak, improving
the statistical uncertainty. During the first run, an 8-bit, bipolar oscilloscope card
was used to digitize all the waveform data collected. A 14-bit, bipolar GaGe Octopus
oscilloscope card has currently replaced the original card, and the higher voltage
resolution significantly reduces the digitization noise on the photon signal. This
improves the width of the electron-photon time difference spectrum, further reducing
the uncertainty from background subtraction.
7.2.3 APD direct detection
Large area APDs can be used to directly detect radiation below the threshold of
the scintillator-APD detector. Because the bremsstrahlung diverges as 1/ω, where
ω is the photon energy, the APD can detect a higher photon rate per unit area and
per unit energy. At the end of the first run, a series was run with a bare APD.
Because the photon response of an APD is much faster than cold BGO, the electron-
photon time difference spectrum, corresponding to figure 4.9, was much narrower.
The background was practically zero, and the signal-to-background was measured to
be 15 compared to 1/2 for the original BGO / APD detector.
In external cryostat tests, a photon detection threshold of 200 eV was observed
for direct detection by the APDs. Photons above 5 keV are detected with reduced
efficiency because they do not deposit all of their energy in the device. X-ray fluo-
rescence tests with the 5.9 keV X-rays from 55Fe source used to test the lower energy
response of the APD [116]. The CaSO4 was placed in the vacuum of the cryostat and
irradiated by the 55Fe source through a thin plastic window. Figure 7.3 shows the
response of the APD for the iron (5.90 keV), calcium (3.69 keV), sulfur (2.31 keV),
and aluminum (1.49 keV) X-rays. The disadvantage of direct detection is much lower
solid angle for detection.
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Figure 7.3: X-ray fluorescence spectrum from CaSO4 irradiated by a 5.9 keV iron X-ray. The iron
(5.90 keV), calcium (3.69 keV), sulfur (2.31 keV), and aluminum (1.49 keV) X-rays pass
through a thin, plastic window before striking the APD.
An array of 4 large area APDs in an coaxial configuration is being assembled .
While the APDs that couple the BGO signal are 13.5 mm x 13.5 mm active area, the
APDs for the direct detection assembly are 28 mm x 28 mm active area. The direct
detection assembly will be located between the lead-copper shield and the 12-element
detector. By running both detector arrays simultaneously, some information can be
gleaned about photon angular correlations.
7.2.4 Absolute decay rate measurements
The branching ratio in the first run was extracted from the ratio of the electron-
delayed proton-photon events to the electron-delayed proton (no observed photon)
events as a function of voltage. This procedure was necessary because there was no
way to calibrate the observed electron-delayed proton and electron-delayed proton-
photon rates absolutely. A calibrated, Li-foil, neutron flux detector will be mounted
downstream of the experimental apparatus for the second run. This neutron flux
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detector measures the 1/v-weighted neutron flux where v is the neutron velocity.
Because the beam is polychromatic, the 1/v-weighting accounts for, in a nearly
perfect way, the probability that a neutron decays in the apparatus.
The vast majority of detected events are electron-delayed proton events with no
correlated photon (over 107 events in the first run) because the radiative decay rate
is very small. With absolute decay rate knowledge, the MC can be tested absolutely
by measuring the parameter a. The measurement procedure follows from the same
discussion presented at the end of section 2.4.1. The electrostatic mirror is effectively
a proton spectrometer that is sensitive to the longitudinal momentum component
(and not the total energy), and a is measured with low precision.
7.2.5 Run 2 systematics
Off-line cryostat testing is underway to characterize the photon detector response
to external gamma-ray sources. These tests have been performed at both room
and cryogenic operating temperatures. At cryogenic temperatures, tests were also
performed with and without the 4.6 T magnetic field. The stability of the noise and
gain of the detector over long periods of operation, including over cryogen fill cycles,
was tested and found to be very stable.
During the first run, no photon singles measurements were made resulting in poor
statistical sensitivity to the calibration features. The observed photon detection rate
in the first experiment is consistent with a 100 s−1 photon singles rate. The lead-
copper shield will reduce the photon singles rate from background photons, but the
photon singles rate will be large enough to resolve the calibration features in a very
short amount of time. Previously, the photon backscatter peak (approximately 160
keV) and the pair production photon peak (511 keV) were used as gain monitors.
Because the new photon detector is segmented, a bismuth X-ray from one BGO
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Figure 7.4: Calibration source spectra for 137Cs (662 keV) and 133Ba with 241Am (60 keV) overlaid
for comparison. The main 133Ba gamma rays are at 80 keV, 303 keV, and 356 keV.
This plot shows that the detector has a linear response.
element can be detected and used as another gain monitor.
Calibration runs with gamma ray sources at cryogenic temperatures are shown
in figure 7.4. These tests show the 661 keV peak from a 137Cs source and a 60 keV
peak spectrum from 241Am is overlaid for comparison to Cs. These spectra confirm
the linearity of the detector over the effective energy range for the detector. In this
particular calibration test, the bismuth X-ray is emerging at approximately 80 keV
in the 137Cs spectrum.
The efficiency of the photon detector must be known to an uncertainty better than
1 %. To improve the uncertainty by almost an order of magnitude, both simulation
and experiment are needed to understand the efficiency. The spatial dependence of
the scintillation light yield in BGO was smaller than the uncertainty in the first run
of the experiment, but it requires a more precise determination for the second run.
A standardized gamma ray source must be calibrated for the test geometry, and this
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can be done with a standard Ge detector arrangement. By using a lead collimation
tube, the gamma rays can be implanted in a specific location on the BGO crystal,
and the spatial dependence can be mapped. This procedure can be combined with
MC to understand the detector response to less than 1 % uncertainty.
To reduce the total uncertainty, all of the systematic uncertainties in table 6.1
must be reduced by an order of magnitude. The procedure outlined in chapter VI
averaged each systematic effect over all electrostatic mirror voltages. A better esti-
mate is to treat each voltage as a separate radiative decay experiment and separate
the systematics. More experimental testing and MC are needed.
7.2.6 Status
At the time of writing, the experimental apparatus for run 2 has been installed on
the NIST NG-6 beamline. It is currently undergoing commissioning runs to optimize






Polarized Photon Decay Rate
In Chapter II, the photon polarization versus photon energy was calculated. Below
is the lowest order decay rates for each photon polarization state dΓ±/dX where X
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It is easy to check that when these results are added, the unpolarized rate calculated









































Oxford Magnet Coil Configuration
In this appendix, the coil configuration for the superconducting magnet are given
in table B.1. These were the specifications used by Oxford to assemble the magnet.
The current in the magnet during operation was 101.95 A. An illustration of the
assembled coils is given in figure B.1.
Figure B.1: Schematic of the coil configuration.
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Coil x z Bend Inner Outer Coil Windings
Angle Diameter Diameter Length
[m] [m] [degree] [m] [m] [m]
1 0.00 0.03 0 0.07 0.0828 0.3 1422
2 0.00 0.03 0 0.0832 0.1 0285 0.3 1949
3 0.00 0.215 0 0.07 0.0 7885 0.3 4787
4 0.00 0.215 0 0.0791 0.0896 0.3 5252
5 0.00 0.3775 0 0.07 0.0757 0.15 152
6 0.00 0.3775 0 0.07605 0.09277 0.15 396
7 0.00 0.3775 0 0.09317 0.1046 0.15 303
8 0.00 0.4235 4.7 0.07 0.1015 0.035 2008
9 -0.0072 0.03 9.5 0.07 0.10756 0.015 987
10 -0.0237 0.03 9.5 0.07 0.0858 0.175 5125
11 -0.0445 0.03 9.5 0.08 0.1052 0.0675 3204
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