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I. Introduction
The Blinder-Oaxaca decomposition of wage differentials has played a significant role in studying wage discrimination (Blinder (1973) and Oaxaca (1973) ). The basic idea of the Blinder-Oaxaca decomposition is that differences in wages can be explained by the differences in characteristics and by the differences in OLS coefficients. The application potential of this decomposition analysis is not restricted to studying continuous variables such as wage differentials.
The variable whose differences in the first moment we are interested in can be either continuous or discrete.
The simple idea of the Blinder-Oaxaca decomposition has been applied whenever we need explain the differences between two comparison groups. To do this, researchers usually construct an auxiliary equation based on one group's characteristics and the estimated coefficients of the other group's equation. The calculation of the overall or aggregate "characteristics" and "coefficients" effects is straightforward and now standard. The contribution of the differences in characteristics and coefficients of individual variables (i.e., the detailed decomposition) can be easily found when linear equations are used (e.g., wage decomposition using Blinder-Oaxaca decomposition), but not when non-linear equations are used. Detailed decomposition is useful and instructive since it can answer questions like "How much of the differences in labor market participation rates between two comparison groups can be explained by differences in educational attainment (characteristics effect) and how much by differences in behavioral response associated with educational attainment (coefficients effect) ?". This paper proposes a general and systematic methodology for the detailed decomposition 1 Indeed, the idea of the Blinder-Oaxaca decomposition method has also been applied to differences related to the second moment of a variable in the inequality literature (e.g., Juhn, Murphy and Pierce (1993) and Yun (2002) ). Yun (2002) shows a way to decompose differences in variance at both aggregate and individual variable levels. However, it seems that a general and systematic decomposition methodology for differences related to the second moment has not yet been developed. 2 of differences in the first moment, i.e., differences in the mean value of the variable of interest. 1 The proposed detailed decomposition methodology does not depend on the functional form as long as the dependent variable is a function of a linear combination of independent variables and the function is once differentiable. Therefore, the standard Blinder-Oaxaca decomposition methodology is included as a special case of the methodology proposed in this paper.
II. Decomposition Methodology
Suppose that a dependent variable is a function of a linear combination of independent variables, though the function (F) itself may or may not be linear. That is, , where Y, X, and $ are, respectively, an N×1 vector, an N×K matrix of independent variables, and a K×1 vector of coefficients; F is a mapping of a linear combination of X ( ) to Y, and the function F is any once differentiable function.
The difference in Y at the first moment, i.e., the mean difference of Y between groups A and B can be decomposed as (1) and . That is, it is possible to take a Taylor expansion of the characteristics and coefficients effects in the equation (1) without the first approximation with mean characteristics. Nonetheless we keep the approximation using mean characteristics since it makes the derivation of and easy to explain. The author thanks an anonymous referee for pointing this out.
3 where "over bar" represents the value of the sample's average. 2
The above decomposition is done at the aggregate or overall level; this is widely accepted as a way to decompose the differences in the first moment in terms of differences in characteristics [ ] and in terms of differences in coefficients [ ]. The next step is to find the contribution of each variable to the total difference (detailed decomposition).
While this has been studied in a linear regression framework, only a few attempts have been made to examine the detailed decomposition beyond using linear regression. 3 The key question is how to properly weight the contribution of each variable to the characteristics and coefficients effects. In order to obtain a proper weight, we use two types of approximation; first, we evaluate the value of the function using mean characteristics; 4 second, we use a first order Taylor expansion to linearize the characteristics and coefficients effects around and , respectively.
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( 2) where and , i.e., is the first order derivative of the function , where j = A and B. All three, ( , and ), are scalars. and are approximation residuals resulting from evaluating the function at the mean values and by using the first order Taylor expansion, respectively.
A detailed decomposition equation of (1) may be written using the information in (2) as follows:
(
where , 5 , and .
As equation (3) shows, it turns out that the weight is very simple and easy to implement. As long as the coefficient estimates are available, the weight can be easily calculated using the mean values of characteristics and their coefficients.
II.1 Two Examples
As the function F is required to be only once differentiable, the above detailed decomposition equation (3) 
Example A. Blinder-Oaxaca Decomposition
It is simple to show that equation (3) reduces to the standard Blinder-Oaxaca decomposition equation when where e is a stochastic term with mean of zero ( ).
Obviously, and decomposition equation (3) reduces to
, which is identical to the equation (2) since and the two residual terms ( and ) are zero.
Example B. Probit Decomposition
Suppose that Y is a binary choice variable, and prob(Y = 1) = M(X$), where M is a standard normal cumulative distribution function. Then decomposition equation (3) equals .
This probit decomposition has been used in various studies, e.g., labor market participation (Yun (2000) ), anti-foreigner attitudes (Gang, Rivera-Batiz, and Yun (2002) ), and poverty rates (headcount ratio, Gang, Sen and Yun (2002) ).
II.2. Comparison to Previous Methodologies
Contributions of a single variable can be calculated by replacing the value of group A with that of group B sequentially one by one. Using this sequential replacement, the characteristics and coefficients effects of individual variable can be calculated no matter what kind of functional form is employed. However, this sequential replacement method is not only tedious but also problematic since it may be sensitive to the order of switching (see Ham, Svejnar and Terrell (1998) , p. 1137 for a discussion of path-dependency). The detailed decomposition proposed in this paper is free from path-dependency.
Two strands of papers offer related methodologies. One studies only the characteristics effect in a detailed decomposition using a probit equation while the other studies only the coefficients effect in a detailed decomposition using a logit equation. Both methodologies find a weight similar to the weight proposed in this paper. Obviously, these methodologies do not suffer from the path dependency problem. Macpherson (1990, 1993) 
where is the size of the sample A.
As it is obvious from the weight, , the choice of is left to practitioners. It is quite reasonable to assign the same value to each , which further simplifies the weight to . 5 We may modify the weight , , in the equation (4) a bit in order to make comparison to the weight proposed in this paper clear. If an approximation using mean characteristics is used instead of the sample averaging, then the weight becomes;
, where the last equality is obtained when the same value is assigned to each . The weight becomes a ratio of mean value of one variable to the sum of mean value of variables. That is, the level of influences the size of weight, without accounting for potential differences in 's. This also implies that a rescaling of the X 's could affect the weight substantially. 8 Though using total differentiation is a legitimate method, the implication of the weight proposed by Nielsen (1998) is a little counter-intuitive since the weight for the coefficients effect is not expressed in terms of differences in coefficients, i.e., , but in terms of . 5
In short, the sequential replacement methodology can be theoretically applied to any functional form, but it suffers from path-dependency. While the suggested detailed decompositions by Macpherson (1990, 1993) and Nielsen (1998) are free from path-dependency, they have not envisioned the potential of extending their method to provide a general and systematic detailed decomposition methodology as provided in this paper.
III. Conclusion
We provide a general and systematic decomposition for first moment differences. The differences are decomposed into characteristics and coefficients effects at both an aggregate and individual variable level. This decomposition methodology is applicable to any functional form as long as the function is once differentiable. Since most functional forms we are interested are once differentiable, this decomposition methodology provides a common framework whenever differences
