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INTRODUCTION 
To some extent, the American farmer is a prophet with­
out honor in his own country. His efficiency in the produc­
tion of food and fiber is, at best, taken for granted by the 
majority of Americans. His ability to produce more than 
enough to satisfy our domestic requirements and present prof­
itable export demand is regarded by some as a drain on the 
national economy. Too often, little thought is given to the 
fact that this generation of Americans is fed better and for 
a smaller portion of its disposable income than any people 
in recorded history. Yet it is well recognized that marked 
increases in total food production and in the efficiency of 
that production will be required if the people of this na­
tion are to continue to be as well and as economically fed 
and clothed as they presently are. 
Obviously, credit for our present enviable (to the 
rest of the world, at least) position is due to many people 
in many specialized fields of endeavor. Agricultural sci­
entists are continually discovering new information and 
developing new methods so that information yielded by re­
search can be quickly applied on a production scale. Farm­
ers have, in general, been eager to adopt proven practices, 
although the rate of adoption differs among groups of farm­
ers . 
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Improvement in farm machinery technology is one of the 
more important factors which has contributed to the produc­
tion efficiency of American farmers. A figure frequently 
quoted in attempting to develop an understanding of this 
efficiency is the number of persons besides himself who are 
furnished with food and fiber by one farmer. This number 
currently is 30 (35) and it is revised upward every year. 
It is this high, and continues to increase, for a number of 
reasons; better crop varieties produce better yields; more 
intensive and intelligent use of fertilizers increases 
yields; better land use and better pest control methods and 
materials increase yields. But it is also undeniably true 
that new and better and higher capacity farm machines and 
power units have contributed heavily to the present efficien­
cy of production. The farm equipment industry continues to 
produce, and farmers continue to buy, machines of a size 
and capacity which permit one man (1) to more effectively 
operate a given acreage, or (2) to spread his operation over 
more acres. 
Farmers J together with other entrepreneurs, are subject 
to the harsh laws of economic reality. New, higher capacity 
machines capable of doing a better job usually cost more 
than the machines which they replace. The higher ccst of a 
new machine may well be justified by effecting a saving in 
labor, by producing a better quality product, by improving 
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yields, or even by improving working conditions for the 
farmer. Frequently several of these factors are involved 
in the decision to purchase a new machine. In general, 
machines can improve net yields in two ways: (1) the machine 
may do some job better than its predecessor did, e.g., pro­
duce a better seedbed or harvest a crop with fewer losses, 
or (2) the machine may have a higher capacity BO that field 
operations can be timed to produce higher yields or reduce 
harvesting losses. 
Subjectively, at least, the importance of timeliness of 
field operations has long been recognized. Timeliness 
affects crop yields and quality, and ultimately the farmer's 
profit. Farmers have traditionally spent long hours in the 
field in an effort to ensure that operations are timely. 
Machinery selection is in part a timeliness problem, and the 
machines purchased by farmers have reflected their concern 
with this problem. 
Timeliness is a function of many variables, and the re­
lationships among the variables are difficult to discover 
and express in mathematical terms. Timeliness depends upon 
machine capacities and the ability of machines to work under 
various field conditions; upon weather factors such as pre­
cipitation, temperature and humidity; and upon soil condi­
tions which result from a given combination of weather and 
machine practices. Because of this last factor, and because 
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long-term weather conditions can be predicted only on a 
stochastic basis, it has been difficult to develop and relate 
meaningful timeliness data. 
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OBJECTIVE 
The very large number of possible combinations of crop­
ping and machinery systems is a serious obstacle to the 
study of the timeliness of field machine operations. The 
number of combinations investigated can, however, be arbi­
trarily limited. Study of a few combinations may yield in­
sight into the general problem and may yield results which 
can be extrapolated to other combinations. Therefore, the 
research reported in this thesis has the following objective: 
To develop probability estimates of the ability of a 
specified set of machines to perform a given set of oper­
ations in a timely manner. Reliable timeliness estimates 
are of potential value to engineers in the farm equipment 
industry who are concerned with designing and developing 
field machines, and to the farm operator who is concerned 
with determining the machinery system that will be most prof­
itable for him. 
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REVIEW OP LITERATURE 
It is a simple matter to understand the concept of 
timeliness of machine operations in general. Machine oper­
ations should be performed when they best produce the de­
sired results. Tillage operations should be performed when 
the desired effect on soil structure will be achieved; 
planting should occur when yields will be maximized; culti­
vation should be timed to best destroy weeds and promote 
crop growth; harvesting should be completed in time to mini­
mize field losses. It is the development of data for appli­
cation to timeliness problems which presents difficulties. 
Many data have been obtained for specific situations, but 
extrapolation of these data beyond the particular case is 
often not justified,, There are no unambiguous answers to 
many of the questions raised concerning timeliness. The 
best seedbed preparation, for example, will vary with chang­
ing topography, soil types, crops and weather conditions. 
Part of the difficulty lies in the fact that information 
from several different disciplines, such meteorology, 
plant science, and soil physics, needs to be coordinated and 
brought to bear on the timeliness problem. 
Many pertinent data have been developed and reported by 
investigators in these various fields. Examples are the 
work of Gilmore and Rogers (4), Shaw and Thorn (29), and Van 
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Wljk et (36)  relative to the phenological development of 
corn, Gilmore and Rogers (4) used cumulated heat units as a 
predictor of corn maturity. Brown (1), Mills (26) ,  
Thornthwaite (34), and Wiggans (39) made somewhat similar 
studies of the growth patterns of soybeans, peanuts, canning 
peas, and oats, respectively. There are numerous other 
studies related to crop development also reported in the 
literature. 
Shaw, Thorn, and Barger (30)  have published tables giv­
ing the probability of a temperature below 32°P occurring 
after a given date in the spring and fall for various Iowa 
locations. Included also is a method for estimating the 
probability of occurrence of certain other temperatures less 
than 32°P. Elford and Shaw (3) have reported on soil tem­
peratures at Ames, Iowa, at various depths. Shaw, Barger, 
and Dale (28) have published charts giving the probability 
of receiving at least a specified amount of precipitation 
during each week throughout the year. These charts are ap­
plicable to the 12 North Central states. 
In treating the problem of machinery selection, other 
writers have attempted to describe the effect that timeli­
ness of machine operations might have on a farmer' s gross 
income. Ihnen and Heady (8), Hunt (6), Heady and Krenz (5), 
and McKee (24) have all recognized that untimely field op­
erations which result in decreased yields or lowered crop 
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quality can be regarded as a machinery cost, Ihnen and 
Heady have assembled data from various investigators to es­
timate average yield reductions for untimely operations. In 
calculating optimum machinery sizes, Hunt uses a yield re­
duction factor to account for losses due to untimeliness, 
The effect of this factor is to increase the size of machine 
which is optimum for a given level of annual use. 
The researchers mentioned above, however, have not usu­
ally been expressly concerned with machinery timeliness, or 
have been concerned with timeliness only as it might influ­
ence their particular problems. An exception to this is 
the work done by Link (22) at Iowa State University. In 
research conducted in 19^2, Link developed a mathematical 
model to describe the timeliness of a system of field 
machines. The model equations could be solved to yield es­
timates of the probability that certain field work would be 
completed by given dates. Since solution of the equations 
required a large number of mathematical computations, the 
model was programmed for solution on the IBM 650 electronic 
computer facility at Iowa State University at that time. 
Because of the limited capabilities of this computer, the 
model had to be programmed to run in two parts, with the 
output from part of the program being edited and used as in­
put information for the second part of the program. 
When the IBM 650 was replaced with the IBM 7074 system. 
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it was felt that the potential of Link's basic model could 
best be developed by rewriting the program so that the nec­
essary editing would be done internally. The necessary as­
sumptions and inputs relative to a number of machine and 
cropping systems could then be varied to obtain an impres­
sion of the effect on timeliness of these various assump­
tions . 
This dissertation reports on the results obtained from 
modifying Link' s model and program to develop estimates of 
the capabilities of various machinery systems. The model 
consists essentially of a procedure by which the probability 
of weather suitable for various field operations can be de­
termined. The time required for specific operations can 
then be compared to the time available at various levels of 
probability. Prom this comparison, an evaluation of the 
suitability of a proposed machinery system for a given set 
of farm conditions can be made. 
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DESCRIPTION OP THE MATHEMATICAL MODEL 
Because the work done by Link is basic to the research 
reported in this dissertation, it will be discussed in some 
detail. Link constructed his model by applying probability 
theory to develop equations which, when solved, would yield 
information sought relative to the timeliness of a machinery 
system. Discussion of the model is best facilitated by first 
defining some terms. Following these definitions, the model 
itself, and a method of applying the model will be consid­
ered. 
Definition of Terms 
The terms defined below are used by Link in the devel­
opment of his model: 
Job A machine operation or groups of operations 
performed simultaneously or closely related to each other in 
time. The exact division of field work into jobs will be 
specified later. 
Sequence A specific group of jobs to be performed 
in the culture of a given crop, A fundamental property of a 
sequence is that all of the jobs in a sequence must be per­
formed in order, but several alternative sequences may be 
possible for any crop. 
Initiator The first Job in a sequence. 
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Predecessor The job Immediately preceding any job 
in a sequence. The initiator of a sequence has no predeces­
sor. 
Successor The job immediately following any job in 
a sequence. 
Time increment An interval of time obtained by di­
viding a year into small, uniform, mutually exclusive in­
crements . 
Arrival probability The probability that weather 
and crop conditions are such that work on a given job first 
becomes possible during some time increment, tj^. 
Holding probability The probability that a given 
job will be completed during some time increment, tj, if it 
is begun during some increment, t^. Calculation of holding 
probabilities requires knowledge of the number of working 
days required to complete a given job as well as information 
concerning expected weather. 
Vacant-Interval probability The probability that a 
given job will arrive during time increment, t^, if the 
job's predecessor is completed during some Increment, tjj. 
Calculation of vacant-interval probabilities requires knowl­
edge concerning crop growth or development. 
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Equations of the Model 
The equations of Link' s model can, when properly ap­
plied, be used to express the timeliness of a system of farm 
machines. The derivation of these equations is given in 
(22), The equations necessary to the development of this 
study are listed and discussed below. 
(1) ^k^^r^ ~ ®n^^r-l^ fnk^^r^ 
Equation 1 is interpreted as follows; The probability 
that job r in sequence A will arrive during time increment 
t^ is f^XAp). This probability is found by forming the sum 
of products indicated on the right hand side of Equation 1, 
where gn(Ar_i) is the probability that job r-1 is completed 
during t^, and ^nk^^r^ is the probability that job r arrives 
during t^ if job r-1 is completed during t^. The quantities 
f^, and are respectively an arrival probability, a 
completion probability, and a vacant-interval probability. 
(2) Pr jrc (Ay) < fi(Ar) hij(Ar) 
Equation 2 states that the probability that the time 
of completion of job r will be not later than time increment 
t^ is given by the sum of products, f^ h^j, on the right 
side of the equation. In this double sum, i takes on all 
values i through j, and for each i, j takes on all values 
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1 through n. As before, f^ Is the probability that job r 
arrives during t^, and hj_j is the probability that job r is 
completed during tj if it arrives during t^. These hj_j are 
the holding probabilities defined earlier. 
Equation 3 is used to calculate the probability that r 
is completed during t^^. 
Equations 1, 2, and 3 can be used to analyze each job 
in the sequence, and will yield arrival and completion prob­
abilities for each job. It is necessary, of course, that 
one be able to determine both the vacant-interval probabil­
ities, the holding probabilities, h^j. The 
depend upon the factors which relate each job to a previous 
job in the sequence. Once appropriate relationships are 
specified, the can be determined. The h^j depend upon 
the expected (probable) occurrence of good and bad days 
during the time interval t^ through tj, inclusive. A method 
for calculating the hj_j is discussed later, and these 
holding probabilities are calculated as a part of the com­
puter program. 
(3) 
i=l 
Method of Application 
Let us now consider how the model might be applied to 
a machinery timeliness problem. The general approach is as 
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follows. Assume that the field work to be performed has 
been divided into distinct jobs by whatever scheme is 
thought to be advantageous. This division is best facili­
tated by considering the appropriate time of year for per­
forming each field operation. It may, in some instances, 
be convenient to group two or more field operations which 
should be performed successively into one job. In general, 
in defining a sequence of jobs, it is specified that a job 
cannot begin until its predecessor is completed. Since the 
model is programmed to calculate probabilities for time in­
crements of one week each, it is desirable not to have nu­
merous jobs requiring only a few days for completion. The 
model, as programmed, does not permit more than one job to 
be begun in any given week. Assume also that the arrival 
probability for each time increment of interest for the ini­
tiator of a sequence is known or can be obtained. Assume 
further that the number of working days required to complete 
the job is known, and that the probability of occurrence of 
good and bad weather can be determined. Given these assump­
tions, the holding probabilities, i.e., the probability of 
completion of the job during time increment, tj, if it 
arrives during t^, can be calculated for the initiator. 
Finally, the cumulative probability of completion of the 
initiator by the end of some time increment, tj, can be 
obtained by summing the probability of completion during 
15 
each Increment, tj_, through tj. This cumulative probability 
of completion requires use of both arrival probabilities 
and holding probabilities. If, now, vacant-interval prob­
abilities are known, which relate the arrival of the second 
job in the sequence to the completion of the initiator, the 
predecessor of the second job; then arrival probabilities, 
holding probabilities, and cumulative completion probabil­
ities can be determined for the second job. In like manner, 
each job in the sequence can be analyzed in turn. 
It is seen then, that in order to apply the model one 
must have certain input information. The arrival probabil­
ity of the initiator of the sequence is needed. A job is 
said to have arrived when weather and crop conditions are 
such that work on the job is possible. A further condition 
of arrival for all jobs but the initiator, is that the pred­
ecessor of the job is completed. Equation 1 is used to cal­
culate arrival probabilities for all jobs except the initi­
ator. The number of good days needed for completion of each 
job is also required, but reliable estimates of these data 
are not difficult to obtain. 
Further input data needed are related to the vacant-
interval probabilities and the holding probabilities. To 
determine vacant-interval probabilities, information is 
needed to relate the arrival of a job to the arrival or com­
pletion of its predecessor. The information needed here 
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primarily relates to crop growth and development and will be 
specified later for each particular job. Finally, some 
method must be devised by which the holding probabilities 
can be calculated. Before proceeding to this problem, how­
ever, a few observations pertaining to the model are in 
order. 
It is important to note that for a single sequence only 
one job at a time can occupy the attention of the farmer be­
cause a job cannot arrive until its predecessor has been 
completed. On a farm where several crops are grown, how­
ever, jobs from two separate sequences may compete for the 
farmer's time. Such an occurrence is referred to as inter­
ference, and whenever interference occurs a decision must 
be made concerning which job will be given priority. The 
presence of two or more sequences of jobs to be performed 
makes the analysis considerably more complicated, but this 
is the situation frequently found on Iowa farms. However, 
only one sequence at a time is considered in this thesis, 
i.e., interference cannot occur. 
Holding Probabilities 
Before holding probabilities can be calculated, infor­
mation is needed concerning the amount of time required to 
complete the job, the expected weather conditions, and the 
way in which given weather affects work on a particular job. 
In the general case, weather will interact differently with 
different jobs and different soil conditions. Perhaps be­
cause it is difficult to generalize beyond specific cases, 
very little of this latter kind of data is available. 
There is available, however, a long-term record of the 
days on which field work was possible on a specific farm. 
This farm is the Iowa State University Agronomy farm, lo­
cated near Ames, on Clarion-Webster soil. The record is for 
23 years from 1932 to 19^1, excluding 19^0 and 19^1. Credit 
for this record is due to Mr. Charles N. Brown who was man­
ager of the Ames Agronomy Farm during the period of record. 
Mr. Brown kept a personal diary and recorded, among other 
things, whether or not field work was possible on a given 
day. This diary was reviewed by McKee (24) and Link (22) 
with Mr. Brown's assistance, and a table was prepared for 
each year listing whether or not field work was possible 
for each day of interest. 
There are admittedly some shortcomings in the applica­
bility of the data to the present problem. Machinery tech­
nology has changed drastically from 1932 to the present 
time. Work that was possible with horses might not be pos­
sible with tractors. The actual kind of work done is not 
recorded. Under some weather conditions, work on one field 
job might be feasible but not on a different job. The kind 
of work done on a research farm might not be representative 
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of what would be done on a commercial farm. In spite of 
these disadvantages, however, it seems that this kind of 
record is both useful and valid for making timeliness esti­
mates . 
How then can these data be used? Climatologists and 
others divide the calendar year into climatic weeks and num­
ber them consecutively, as shoi-m in Table 1, A given date 
is thus always in the same climatic week. Link used Brom' s 
data by fitting a binomial distribution to the occurrence of 
good and bad days for each week from March 1 through Decem­
ber 19, over the 28-year record. This gave a maximum like­
lihood estimator, p, of the probability that any day in a 
given week would be good for field work. A smoothing for­
mula was applied to the p's to remove some of the apparently 
random week-to-week variation. The smoothed binomial prob­
abilities for each week also appear in Table 1. Chi-square 
tests of the data showed no strong evidence that the occur­
rence of good and bad days does follow a binomial distribu­
tion. However, Link (22, p. 118) reported that: "Random 
fluctuations in observed values from week to week led to the 
conclusion that sampling and observational errors were pres­
ent and some sort of curve-fitting or smoothing was re­
quired, and any other smoothing procedure would be likely 
to produce a bias just as great or greater." Use of the 
binomial distribution, then, permits calculation of the 
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Table 1. Climatic weeks and corresponding calendar dates 
and binomial probabilities of good field work 
conditions 
Climatic Calendar Binomial probability 
week® dates ( smoothed) 
1 Mar. 1 — Mar. 7 .0000 
2 Mar. 8 - Mar. 14 .0000 
3 Mar. 15 — Mar. 21 .0595 
4 Mar. 22 — Mar. 28  .2143 
5 Mar. 29 — Apr. 4 .4523 
6 Apr. 5 - Apr. 11 .6790 
7 Apr, 12 - Apr. 18 .7500 
8  Apr. 19 - Apr. 25 .7639 
9 Apr. 26 - May 2 .7643 
10 May 3 - May 9 .7751 
11 May 10 - May 16 .7975 
12 May 17 - May 23 .8088 
13 May 24 - May 30 .8032 
14 May 31 - June 6 .7875 
15 June 7 - June 13 .7786 
16 June l4 - June 20 .7902 
17 June 21 — June 27  .8172 
18 June 28  — July 4 .8501 
19 July 5 - July 11 .8776 
20 July 12 — July 18 .8862 
21 July 19 - July 25 .8840 
22 July 26  - Aug. 1 .8873 
23 Aug. 2 - Aug. 8 .8776 
24 Aug. 9 - Aug. 15 . 8830  
25 Aug. 16  - Aug. 22 .8843 
26 Aug. 23 - Aug. 29 .8733 
27 Aug. 30 - Sept. 5 .8722 
28 Sept. 6 - Sept. 12 .884? 
29 Sept. 13 - Sept. 19  .8887 
30 Sept. 20 - Sept. 26  .8753 
31 Sept. 27 - Oct. 3 .8753 
^•Climatic weeks not listed have probability zero. 
^Data from Link (22, p. 53). 
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Table 1 (Continued) 
Climatic Calendar Binomial probability 
weeka dates (smoothed)b 
32 Oct. 4 - Oct. 10 .86o4 
33 Oct. 11 - Oct. 1? . 8870  
34 Oct. 18 - Oct. 24 .9091 
35 Oct. 25 - Oct. 31 .8981 
36 Nov. 1 - Nov. 7 .8582 
37 Nov. 8 - Nov. 14 .8058 
33 Nov. 15 - Nov. 21 .7028 
39 Nov. 22 - Nov. 28 .2937 
40 Nov. 29 - Dec. 5 .1450 
41 Dec. 6 - Dec. 12 .0278 
42 Dec. 13 - Dec. 19 .0000 
probability of occurrence of from zero to six good working 
days, excluding Sundays, for each week of interest. This 
distribution further permits calculation of the probability 
of occurrence of from zero to M good working days in any 
period which has a maximum possibility of at least M good 
working days. Such probabilities are calculated and used 
in this thesis. These can be interpreted as the holding 
probabilities desired. 
Let us consider how these holding probabilities can be 
calculated. The binomial formula is of the form (p+q)®, 
where p is the binomial probability that any given day will 
be good, q equals 1-p, the probability that any given day 
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will be bad, i.e., not suitable for field work, and m is the 
maximum possible number of good days in the time increment. 
Each term in the expansion of the formula gives, respective­
ly, the probability that exactly m, m-l, .... 1, 0 good days 
will occur during the time increment. These probabilities 
can be displayed as a column vector, R, whose elements Rq  
through Rjj are, respectively, the probabilities of zero 
through m good working days during the time increment. 
For the sake of definiteness, assume the time increment 
is week tj_ with at most 6 working days and assume that 
PjL = 0.6. Now suppose that a job arrives at the beginning 
of week 1 and that it requires K good days for completion. 
If M < 6 the probability that the job will be completed dur­
ing week i is the sum of the elements of K having subscripts 
> M, i.e., Rg + R^ + ... R|v.. The vector, R, is displayed 
below, with the numerical value of each element rounded to 
three decimals. 
^0 .004 
Hi .037 
R, CO
 
R3 .276 
% .311 
1>-00 
S6 .047 
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If, for example, K=3, the probability that the job will 
be completed during tj_ is .0^7 + .187 -f .311 + .276, or 
.821. If this probability is judged to be too low, the cal­
culation can be carried forward into week i+1 as follows: 
Truncate the vector R at This gives 
.004 
E' = % .037 
_R2 .138 
Form a row vector, S, whose elements Sq through S5 repre­
sent, respectively, the probabilities of 0 through 6 good 
days during week i+1. For the sake of simplicity, assume 
that Pi+i = 0.6, although in general p^+i will be different 
from Pj_. The row vector, S, appears below. 
Sq Sg 
S = [.004 .037 .138 . 276  .311 .187 .04"^ 
Now form the matrix product R' xS. This yields a matrix of 
the form R' xS = 
Sg 
. 138  .276  .311  .187 .047 
(0,3) 
( 1 , 2 )  
Oo 
.004 .037 
P-0 .004 
.037 
82 .138 ( 2 , 1 )  J 
Each element of the product matrix is formed by multiplying 
the ith element of R' by the jth element of S. Each element 
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1j is the probability of exactly 1-1 good days in week i 
and j-1 good days in week i+1. For example, the notation 
(1,2) in the matrix means that this element of the matrix 
is the probability of one good day in week i and two good 
days in week i+1. Note, however, that this is element^^ of 
the matrix because it appears in the second row and the 
third column. 
One may now calculate the probability of exactly M good 
days during weeks i and i+1, with no more than F.-l good days 
during week i, by summing all the elements in the matrix 
product for which the subscripts ij total to K-2. If M=3, 
this amounts to summing the three elements indicated in the 
R' xS matrix. To find the probability of at least M good 
days in weeks i and i+1, sum all the elements of the matrix 
for which ij total to at least M-2, In the matrix E'xS, 
these are all the elements to the right of and including the 
three elements displayed in the matrix. To this sum must be 
added the probability, computed previously, of at least M 
good days during week i. 
This procedure may be repeated for as many weeks as is 
necessary to obtain a sufficiently high probability for the 
occurrence of M good days. A new column vector, V, would 
be formed from the product of R' and S, and would contain 
elements Vq through ; each element of V being the sum of 
the elements of R' xS lying on diagonals parallel to the 
minor diagonal of the R'xS matrix. Each element of V repre­
sents, respectively, the probability of zero through M-1 
good days during weeks i and i+l. A row vector, T, is 
formed for the probability of zero through six good days in 
week i+2. From the matrix product VxT, the probability of 
at least M good days during weeks 1, i+l, and i+2 is ob­
tained as before, with no more than H-1 good days occurring 
in weeks i and i+l. The probability of K good days during 
weeks i, i+l, and i+2 is found by adding this last probabil­
ity to the probability of at least M good days during weeks 
i and i+l. 
For M > 6, the procedure is similar. The probability 
that the job can be completed during week i is zero. The 
R' xS matrix is 7x7 and the calculation proceeds as outlined 
above. If M > 12 completion during week i+l is not possi­
ble, and the VxT matrix will be 13x7. 
It is seen from the preceding discussion that a large 
number of calculations may be needed to determine the hold­
ing probabilities. Consequently, the holding probabilities 
have been programmed for solution on the IBM 7074 computer. 
It is also apparent that the holding probability calcula­
tions must be carried forward a greater number of weeks as 
a given job requires more days for completion. This is 
illustrated for a specific set of conditions in Figure 1. 
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Figure 2 shows how the probability of having a given number 
of good days during some time interval decreases as the 
number of good days required increases. 
0.80 -
0.60 -
>-
t 
_j 
CO 
s Q 
? 0.40 
0.20-
/ 
6 7 
CLIMATIC WEEK 
Figure 1. Probability of at least M good days 
end of the week Indicated 
from the beginning of week 4 to the 
0.80 
H47 
>. 0.60 
H46 
H45 
m 
û- 0.40 
H44 
0.20 
NUMBER OF GOOD DAYS 
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APPLICATION OP THE MODEL 
One can now begin to apply the model to a farm machin­
ery timeliness problem. Effort will be made to make the 
applications as realistic and meaningful as possible. The 
variables pertinent to the problem are (1) the crops pro­
duced, (2) the machinery practices followed, (3) the number 
of acres of each operation to be performed, (4) the number 
of hours per day which can be spent in field work, (5) ma­
chine capacities, and (6) weather and soil conditions. It 
will be assumed that this last variable can be completely 
specified by the binomial probability distribution for each 
week. Certain of the other variables are related to each 
other. The machinery practices followed will depend to some 
extent on the crops which are produced, but there are vari­
ous alternative practices which may be followed for a par­
ticular crop. The number of acres of each operation, the 
hours of field work per day, and machine capacities can be 
viewed as having similar effects on timeliness. Reducing 
the hours of field work per day or the capacity of the ma­
chines is equivalent to increasing the number of acres to be 
covered, in that more working days are required for comple­
tion of a given job. 
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Description of Machine Operations 
The field work necessary for corn production can be 
categorized as follows: tillage operations prior to 
planting, planting, tillage and weed control operations 
after planting, and harvesting. Additionally, the applica­
tion of fertilizers and pesticides needs to be considered. 
The number and type of field operations varies widely from 
farm to farm. A consideration of the above categories may 
lead to a logical grouping of the field work into jobs. 
Tillage prior to planting 
Included in this category are the operations performed 
after the preceding crop has been harvested and prior to 
planting of the current crop. These operations will depend, 
among other things, on what the previous crop was; e.g., 
corn following meadow may be handled differently from corn 
following corn. Corn following corn will be considered at 
this time. 
With few exceptions, plowing prior to planting is the 
accepted practice in corn production. However, before 
plowing can take place, it is generally felt by farmers that 
some disposition must be made of the stalks from the previ­
ous corn crop. This opinion is sometimes disputed, but it 
appears to be increasingly valid as higher plant populations 
and fertilization rates produce a greater tonnage of corn­
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stalks. The stalks can be shredded with a stalk shredder 
or chopped up with disk harrow. Disking is probably more 
prevalent and will be the method assumed in this study. 
Fall disking has an advantage over fall shredding in that 
soil helps to anchor the pieces of stalks and reduces blow­
ing of stalks and husks into fence rows and ditches. 
Plowing 
Plowing with a moldboard plow is the standard primary, 
or root zone, tillage operation prior to planting. Plowing 
is a time-consuming and expensive tillage operation, but it 
appears to produce better results than any alternative till­
age under most Cornbelt conditions. 
The soil conditions existing following plowing are not 
usually considered to be suitable for planting without fur­
ther tillage operations. Here practices followed by farmers 
vary widely, but one or more seedbed smoothing and firming 
operations are usually performed. These operations serve 
also to aid in eradicating any weed growth present. It 
should be noted also that these operations are frequently 
said to promote rainfall runoff and soil erosion. Because 
of these problems, there has been a considerable emphasis 
in recent years on various types of "minimum tillage" sys­
tems for corn production. These systems tend toward a min­
imum of soil tillage between plowing and harvesting. 
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Planting 
Once the seedbed is prepared and weather conditions are 
suitable, the crop can be planted. Auxiliary operations 
usually accompanying planting are application of starter 
fertilizer and, frequently, the application of chemical in­
secticides and herbicides. 
Operations between planting and harvesting 
The number and combination of these operations varies 
widely. Tillage operations include rotary hoeing and culti­
vating for the purpose of controlling weeds. Spraying is a 
further weed control measure commonly practiced. Frequently 
application of insecticides for pest control, principally 
European corn borer, is required. A nitrogen fertilizer 
side-dressing is usually applied during this period. 
Harvest 
There are three principal methods of harvesting corn: 
1. Harvest as corn silage. Less than 4 percent of 
the corn acreage in Iowa in 19^3 was harvested as silage 
(9). 
2. Harvest as ear corn. This method has been the one 
most widely practiced in the Cornbelt over the years. 
3. Harvest as shelled corn. This method has become 
increasingly more important in recent years as the rate of 
adoption of this practice by farmers continues to increase. 
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Approximately 19 percent of Iowa corn was field-shelled in 
1964 (21). 
Specific Job and Sequence Formulation 
With this background information, one can now formulate 
the field operations into jobs and sequences. The jobs are 
specified in the following paragraphs. A sequence is a 
specific arrangement of jobs. Three sequences are consid­
ered, as follows: 
Sequence I; Jobs 1, 2, 3, and 5. 
Sequence II; jobs 1, 2, 3, 4, 3, and 6. 
Sequence III: jobs 1, 2, 3, 5, and 6. 
All differences in job specifications for different se­
quences are noted in the discussion that follows. 
Job 1 
Job 1 consists of three separate field operations: 
disking of cornstalks prior to plowing, plowing, and disking 
following plowing. A fertilizer application is usually made 
prior to plowing, and it is assumed that this application is 
made by a commercial bulk fertilizer distributor, as this is 
a common practice. Only one tandem disking before and one 
after plowing are assumed, although two diskings at one or 
both of these times are not unusual. These operations are 
grouped into one job because, in general, there need not be 
any particular time lapse between them; nor are soil and air 
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temperatures of particular significance so long as the soil 
is workable. A possible exception to this would be an early 
fall application of fertilizer where some nutrient loss 
might occur due to high soil temperatures. 
Job 2 
The operations included in Job 2 are harrowing with a 
spike tooth harrow prior to planting, and planting. The 
harrowing is assumed to be necessary to kill small weeds 
which are present. Planting is assumed to include a starter 
fertilizer application as well as a pesticide application 
to control soil insects. 
Jobs 3 and 4 
These represent first and second cultivations, respec­
tively. The computer program could easily be modified so 
that either of these jobs might correspond to a pesticide 
application for control of weeds or insects, or to a nitro­
gen fertilizer sidedressing application. 
Job 5 
Job 5 is the harvesting operation. Both ear corn and 
shelled corn harvest will be considered. 
Job 6 
Job 6 is tillage work to be performed in the fall. 
This job is not included in Sequence I. 
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After division of the field work into Jobs, one can 
specify the arrival criteria for each job. A job has ar­
rived if the predecessor of the job has been completed and 
if weather and crop conditions are such that work on the 
job should proceed. At this point, the first sequence to 
be analyzed will be specified in detail. 
Sequence I 
Sequence I consists of Jobs 1 through 5. Job 1 is as 
described above. It is assumed that, for whatever reasons 
might exist, all of Job 1 must be performed in the spring. 
Job 1 may be begun whenever spring weather permits field 
work. 
Job 2 is also as described previously. There are two 
criteria affecting the arrival of Job 2: Job 1 must be 
completed and weather conditions must be suitable for Job 2. 
The probability of completion of Job 1 is calculated for 
each week of interest. Job 2 is permitted to arrive no 
earlier than week 10 (May 3), and arrives at the beginning 
of week 10 with probability =1.0 if Job 1 is completed. 
This arrival date is somewhat arbitrary and should perhaps 
be based on soil temperature. However, there is much evi­
dence to indicate that, in central Iowa, com planted dur­
ing the first two-thirds of May can be expected to produce 
higher yields than com planted later. Most farmers are 
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reluctant to plant corn in the latter part of April because 
of the low soil temperatures frequently encountered. 
Jobs 3 and 4 are, respectively, first and second cul­
tivations. For want of better information, equations de­
veloped by Link (22, p. 59) are used to specify the arrival 
of these two jobs. These equations relate the arrival of 
cultivation to the arrival of planting and to the time of 
silking of the com plant. The pertinent equations are 
given below: 
(4) tg = 27.78 - .0590 tp - (.1959 - .009868 tp) T, 
where tg = silking date (climatic weeks), 
tp = planting date (climatic weeks) 
T = mean temperature during the period from 
planting to silking, in degrees Fahrenheit. 
This equation is used to find tg. Then the arrival time of 
the first cultivation is found from: 
(5) t^, = 0.60 t_ + 0.40 t 
Ci. p s 
where t^^ = arrival time of first cultivation (climatic 
weeks). 
Arrival time for the second cultivation was arbitrari­
ly set as 2 weeks after the completion of the first culti­
vation. In addition, neither first nor second cultivation 
could proceed after the corn plant is too tall, again arbi­
trarily set as 2 weeks prior to silking. 
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Job 5 is harvesting, considered here to be ear com 
harvest at a moisture content suitable for cribbing without 
artificial drying, approximately 21 percent moisture on a 
wet basis. The only criteria of arrival of Job 5 are that 
the corn was planted and the grain moisture content is suf­
ficiently low; it does not depend upon the completion of 
cultivation, as harvesting will arrive whether or not cul­
tivation is completed, though in some instances, yields may 
be reduced. 
The arrival of harvest is predicted from the following 
considerations. For adapted hybrids in central Iowa, the 
time from silking to maturity is nearly constant at atout 
55 days (29). The grain moisture content at maturity ;s 
approximately 37 percent. Moisture loss is about 0.75 per­
cent per day as the moisture drops from 37 to 30 percent; 
0.67 percent per day from 30 to 25 percent; and 0.44 percent 
per day from 25 to 20 percent.® This moisture loss is not 
independent of weather but approximately 28 days are needed 
for the moisture to drop from 37 percent, at maturity, to 
20 percent, at picking. VJhen this is added to the time that 
elapses between silking and maturity, it is seen that ear 
^Schmidt, J. L., Ames, Iowa. Field drying rates of 
com. 196^. Later work by Schmidt indicates that the 
drying rates quoted are too high. 
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corn picking arrives at 83  days, or essentially 12  weeks, 
after silking. Equation 4 can now be modified to predict 
the arrival time of harvest: 
( 6 )  t ^  =  3 9 . 7 8  -  0 . 0 5 9 0  t p  -  ( . 1 9 5 9  -  . 0 0 9 8 6 8  t p )  T ,  
where t-^ = arrival time of harvest (climatic weeks) 
and the other symbols are as in Equation 4. 
If planting arrives week 10 (May 3)> then ear corn 
harvest arrives week 32 (Oct. 4) with probability = 1.0. 
This is in general agreement with the data published by 
Duncan (2), although the probability of 1.0 is undoubtedly 
too high. 
Sequences II and III 
Sequences II and III are similar to Sequence I with the 
exceptions noted earlier. Sequence II permits fall field 
work after harvest, Job 6. Sequence III also permits Job 
6, but it eliminates Job 4, the second cultivation. The 
jobs for all computer runs are specified and discussed lat­
er. 
Machinery Capabilities 
After specifying the field work to be performed, it is 
necessary to specify the machinery to be used. The perti­
nent facts relative to the machinery to be used are listed 
in Table 2. The tractor to be used must have sufficient 
power to operate the given machines at the stated speeds. 
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Tractors with these capabilities are usual on Cornbelt 
farms. Operating speeds and field efficiencies may, in 
practice, vary from those in Table 2. Values listed are 
felt to be realistic, and they compare favorably with data 
collected by Marley (25). It must be realized, however, 
that the machine operations will need to be well managed if 
these field efficiencies are to be achieved. 
At this point the questions to be answered can be asked 
in one of two ways: "For a given set of machinery and field 
operations to be performed, how many acres of crop can one 
person reasonably expect to adequately care for?" or, alter­
natively, "For a given set of machinery, field operations, 
and crop acres, what are the probabilities of completing 
each job during some specified time interval?" The word, 
adequately, in the first phrasing of the question implies 
some subjective or objective criteria which determine the 
acceptability of the results obtained under a given set of 
conditions. Specifying completion at a stated probability 
level is merely a means of precisely defining what is meant 
by adequately. 
The date at which completion of a job occurs depends 
upon the arrival time of the job, the number of working days 
required to complete the job, and the kind of weather en­
countered. The number of working days needed depends, in 
turn, on the capacity of the machines to be used and the 
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Table 2. Data relative to the field machines assumed for 
the applications of the model 
Operation Machine 
size 
Speed 
mph 
W idth 
ft. 
Field 
efficiency 
Effective 
capacity 
acres/hr. 
Disk before 
plowing 16  ft. 5.0  16 .0  So 7.75 
Plow 4-l6" 4.0 5.3 80  2 .06  
Disk after 
plowing 16  ft. 4.0 l6 .o  80  6 .20  
Harrow 30  ft. 5.0  30 .0  65 11 .82  
Plant 4- row 5.0 13.3 70 5.65 
4-row 5.0  13.3 62^ 5 .00  
3-row 5.0  26 .7  50^ 8 .10  
6-row 5.0 15.0 62 5.65 
6-row 5.0 15.0 55a 5.00 
Cultivate 1 4-row 4.0 13.3 75 4.85 
row 5.0 13.3 75^ 6 .05  
8-row 5.0 26 .7  60^ 9.72 
Cultivate 2 4-row 6 .0  13.3 75 7 .27  
Pick 2-row 3.0 6.7 70  1 .70  
Combine 2-row 3.5 6.7 70  1.98 
4-row 3.5 13.3 60  3.40 
3-row 3.5 7.5 62  1.97 
6-row 3.5 15.0 54 3.43 
^Operation associated with a minimum tillage system. 
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number of hours spent in the field each day. The machinery 
assumed is specified in Table 2 and an 3-hour day in the 
field is assumed. The number of days needed to complete a 
30b is, therefore, proportional to the number of acres to be 
covered. Part of the data supplied to the IBM program is 
the number of working days required to complete each job. 
Changes in working days required can be interpreted as a 
change in acreage or a change in machinery capacity. 
Outline of the Computer Program 
A brief discussion of the method by which the computer 
solves for the desired probabilities is presented here. A 
more detailed description of the program and a sample of the 
actual output results will be found in the Appendix. 
Notation used in the subsequent discussion Is as fol­
lows : 
I refers to the number of the climatic week (see Table 
1 )  .  
CPA is the cumulative probability of arrival of a job 
by the beginning of a given week; e.g., GPA2 refers to the 
cumulative probability of arrival of Job 2 by the beginning 
of some given week. 
PC is the cumulative probability of completion of a 
job by the end of a given week. PC will also always be fol­
lowed by a number to associate the completion probability 
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with a specific job. 
It is emphasized that CPA refers to cumulative prob­
ability of arrival by the beginning of a given week while 
PC refers to cumulative probability of completion by the 
end of a given week. 
The IBM program is written to first calculate the ar­
rival and completion probabilities for Job 1. The program 
then proceeds to calculate arrival probabilities for Job 2 
as follows; CPA2 by the beginning of week I is equal to 
PCI by the end of week I - 1. The earliest that Job 2 is 
permitted to arrive is week 10 (Kay 3). Holding probabil­
ities are then computed for Job 2 for each week that Job 2 
may be in progress. In order to reduce the number of cal­
culations required, since the holding probabilities only 
approach 1.0 asymptotically (see Figure 1), the program 
contains a control card which causes termination of holding 
probability calculations whenever the holding probability 
exceeds 0.99. The holding probabilities computed are then 
used to calculate completion probabilities for Job 2. It 
is desirable to have a high completion probability for Job 
2 by the end of week 13, May 30. For all of the examples 
processed, this probability is greater than 0.95. 
Jobs 3 and 4 are first and second cultivations, re­
spectively. In theory, the arrival of these jobs depends 
upon weed growth. In practice, weed growth being rapid un-
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der favorable conditions and weather being uncertain, the 
first cultivation is likely to be related to the state of 
development of the crop, and the second cultivation is like­
ly to occur at approximately some fixed time interval after 
the first cultivation. Equation 5 previously mentioned, is 
used to specify the arrival of Job 3, and Job 4 arrives 2 
weeks after the arrival of Job 3. Holding and completion 
probabilities are computed as before. 
Arrival probabilities for harvest are identical to ar­
rival probabilities for planting for some previous week; 
the arrival time of harvest depending upon planting date and 
method of harvest. Again, holding and completion probabil­
ities are calculated. It should be noted that the output 
from the computer may sometimes show a completion probabil­
ity for harvest slightly greater than the completion prob­
ability of planting. This is a consequence of the control 
card causing termination of the calculation of holding prob­
abilities when the probability of completion exceeds 0.99. 
It is assumed that if any job reaches the 0.99 level of 
probability of completion, it would actually be completed 
by the end of the following week. Early completion of har­
vest is desirable for the reason that harvesting and pre-
harvest losses increase as the season progresses and the 
crop becomes drier. Also, the probability of good har­
vesting weather is higher for weeks earlier in the season 
4] 
than for later weeks. 
Eight runs of the computer program were made. For each 
run, some variable relative to acreage, machinery practices, 
or weather was changed in order to learn the effect of 
changing that variable. The factor effectively limiting the 
number of acres for each run was not the same for each run. 
The assumptions and results of each run are described in 
the next chapter. 
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ANALYSES OP RESULTS 
In this chapter the circumstances associated with each 
application of the model are detailed and results obtained 
from each application are presented. For convenience these 
eight model applications are referred to by number as Run 1 
through Run 8. After considering these runs individually, 
some of the results are presented graphically and compar­
isons among the various runs are made. 
Individual Computer Runs 
Run 1 
Run 1 consists of 220 acres, ear corn harvest, no fall 
field work after harvest. Days required for Jobs 1 through 
5, respectively; 22, 8, 6, 4, 17. Pertinent results are 
listed in Table 3. 
Note that the probability of arrival of Job 2 by the 
beginning of week 10 is only 0,523 because Job 1 is not yet 
completed. However, completion probabilities for Job 2 by 
the end of weeks 12 and 13 are, respectively, quite satis­
factory, Harvest, Job begins either week 32 or 33, and 
completion is as indicated. The last day of week 36 is 
November 7, so that some time might be available for fur­
ther fall field work if soil and topography permit. For 
the assumption of no fall field work after harvest, how-
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Table 3. Cumulative arrival and completion probabilities 
for Run 1 
Week PCI CPA 2 PC2 PC3 PC4 CPA5 PC5 
9 .528 
-10 .950 .528 
11  .999 .950 .479 
12  .999 .921 
13 .996 
14 .999 .125 
15 . 616  
16  .955 
17 .992 .578 
18 .939 
19 .991 
20 .992 
32 .528 
33 .999 
34 .197 
35 .733 
36 .996 
ever, the possible acreage appears to be limited to approx­
imately 220, by the requirement that Job 2 must be performed 
during weeks 10 to 13, inclusive. 
Run 2 consists of 280 acres, ear com harvest, 7 days 
of fall field work after harvest. Days required for Jobs 1 
through 5, respectively, are 27, 10, 8, 5, and 21. Job 1 
is divided into two parts requiring 7 days after harvest in 
the fall and 20 days in the spring. The part of Job 1 per­
formed in the fall is referred to as Job 6. Pertinent re­
sults are in Table 4. 
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Table 4. Cumulative arrival and completion probabilities 
for Run 4 
Week PCI CPA 2 PC2 PC3 PC4 CPA5 PC5 PC6& 
9 .789 
10 .990 .789 
11 .993 .990 .402 
12 .993 .899 
13 .987 
14 .988 
15 .703 
16 
.959 
17 .981 .490 
18 .902 
19 .961 
20 .961 
32 .789 
33 .993 
35 .572 
36 .935 
37 .991 .567 
38 .912 
39 .9^ 
40 .961 
^•Job 6 is that part of Job 1 that is performed in the 
fall. 
Runs 1 and 2 are similar in that a total of 30 days of 
spring work are required for plowing and planting before 
the end of week 13. Since planting requires 2 days more 
for Run 2 than for Run 1, and planting cannot begin until 
week 10, completion probabilities for planting are lower 
for Run 2, although still satisfactory. 
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For Hun 2, harvesting requires 4 days more than for 
Run 1, so completion probabilities are correspondingly low­
er. One is virtually assured that harvest will be completed 
by November l4. 
The numbers listed under ?C6 are the probabilities that 
7 days suitable for field work after completion of harvest 
will occur by the end of the weeks listed. The binomial 
probabilities of good field work conditions are quite low 
after week 38. The probabilities listed in Table k show 
that 280 acres represent the approximate maximum acreage 
for the assumed conditions, if one wishes a high probabil­
ity of completion of planting by the end of week 13. 
Run 3 
Run 3 consists of 3^0 acres, shelled corn harvest, fall 
field work after harvest as weather permits. Days required 
for Jobs 1 through 6 are, respectively, IB, 12, 9> 6, 22 
and 35. 
Jobs 1 and 6 are in reality the same job, plowing, but 
probabilities are calculated separately for the following 
reason: Plowing requires 35 days and it is assumed that as 
much of this work as weather permits may be performed in 
the fall. Since time is a continuous variable, the cli­
matic weeks can be numbered consecutively from week 1 
(March 1-7) of one year through the summer and fall and into 
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the spring of the following year. Thus, if one imows how 
many days plowing requires, and If plowing is allowed as 
weather permits after harvest, one can calculate completion 
probabilities for plowing even though completion is not 
possible until the following spring. In this case, arrival 
of plowing depends upon completion of harvest, and arrival 
of harvest depends upon arrival of planting. Therefore, it 
is necessary to have an a priori estimate of planting ar­
rival. This estimate, based on results from previous runs 
on the computer, can be calculated by specifying some num­
ber of days required for Job 1. The computer begins at this 
point and calculates arrival and completion probabilities 
for Jobs 1 through 6, After completion of the calculations, 
the validity of the original estimate of planting arrival 
can be determined by comparing completion probabilities for 
Jobs 1 and 6 for the same week. This comparison may be 
noted in Table 5. 
For this computer run, a change in the arrival time of 
harvest is also specified. The crop is now assumed to be 
harvested as shelled corn rather than as ear com. For 
many farmers, shelled corn harvest offers distinct advan­
tages. Harvesting arrives approximately 2 weeks earlier. 
Because the corn is harvested at a high moisture content, 
and because little effort is made to remove husks at the 
snapping mechanism, crop losses due to lodged stalks. 
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dropped ears, and machine shelling are markedly reduced. 
Also, for a given acreage, more time is available for fall 
field work after harvest. The disadvantage of field 
shelling is that the crop must be artificially dried or else 
ensiled. 
Results for Run 3 appear in Table 5. 
Table 5. Cumulative arrival and completion probabilities 
for Run 3 
Week PCI CPA2 PC2 PC3 PC4 CPA5 PC5 PC6 
9 .937 
10 .999 .937 
11 .999 .052 
12 .886 
13 .995 
14 
15 .697 
16 .979 
17 .995 .208 
18 .803 
19 .840 
20 .840 
30 .937 
31 .999 
33 .380 
34 .959 
35 .992 
8 .942 
9 .987 
10 .990 
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Specifying harvest of shelled corn permits a larger 
acreage to be grown since additional time is available for 
fall plowing. In spite of the larger acreage, harvest is 
completed approximately 2 weeks earlier for Run 3 than for 
Run 2. This is primarily due to earlier arrival of harvest, 
but is also partly due to a somewhat higher assumed field 
capacity, 1.98 acres per hour for shelling and 1.70 acres 
per hour for picking. These capacities are felt to be 
realistic for the two types of machines. 
Comparison of completion probabilities for Job 6 for 
weeks 9 and 10 with the completion probabilities of Job 1 
for weeks 9 and 10, show that specifying 18 days for Job 1 
accurately estimates the arrival of Job 2, planting. 
Finally, completion probabilities for Job 4, second 
cultivation, should be noted. The maximum completion prob­
ability of Job 4 is 0.840, which means that for the assumed 
restraints, there is a 0.I60 probability that the corn will 
become too large before the second cultivation can be com­
pleted. It may be a point of discussion whether this is a 
large risk or whether it is necessary that a second culti­
vation be performed, but a farm operator would doubtless 
like to know of this probability so that he can plan his 
strategy before a difficulty arises rather than after. 
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Run 4 
Run 4 consists of 420 acres, shelled corn harvest, 
minimum tillage. Days required for Jobs 1 through 6 are, 
respectively, 20, 11, 9, 8, 27, and 33» Days listed for Job 
4 have no meaning, as this job was omitted. 
The acreage of corn assumed to be grown was increased 
from Runs 1 through 3 until essentially all of the available 
time for plowing, both fall and spring, is needed if there 
is to be a high probability that planting is completed by 
week 13. It is now desired to investigate the effect of 
following some type of minimum tillage system. 
Minimum tillage is a term used to characterize the cur­
rent trend to less soil manipulation and fewer tillage oper­
ations in com production. The objectives of minimum till­
age are several, not necessarily in order of importance: 
cost reductions due to less energy expended in preparing a 
seedbed, time savings due to fewer trips over the field, 
better crop emergence due to a lessened likelihood of for­
mation of a soil crust, less soil and water erosion due to 
better rainfall infiltration, and less weed growth due to 
avoiding the creation of soil conditions favorable to the 
germination of weeds. In most minimum tillage systems, the 
moldboard plow is still used but subsequent tillage before 
and after planting is limited. Some systems seem to be 
better fitted to certain soil types than are others. One 
which seems to have a somewhat general applicability is re­
ferred to as combined tillage and might typically consist of 
the following operations: disking or shredding of corn­
stalks, fall or early spring plowing, and a combined tillage 
and planting operation; i.e., the two operations are per­
formed in one trip over the field. Only a narrow strip 
where the crop will be planted is tilled, with the inter-row 
area left undisturbed. The tillage can be performed with a 
cultivator sweep, or with various planter attachments. A 
band of herbicide is normally applied over the row to con­
trol weeds. Soil aggregates in the untilled area are com­
monly too large to encourage germination of weeds. When 
this kind of minimum tillage system is used, only one cul­
tivation is usually necessary. This cultivation can be 
delayed beyond the time that the first cultivation is 
needed under conventional tillage. 
The jobs into which the field work for Run 4 was di­
vided are listed below. 
Job 1 is disking of cornstalks, followed by plowing. 
Job 2 is a combined planting, tillage, and herbicide 
application operation. Because of the likelihood of some­
what less favorable field conditions, the field efficiency 
for Job 2 is assumed to be 62 percent rather than 70 per­
cent (see Table 2). 
Job 3 is cultivation. Only one cultivation is assumed 
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to be necessary and it does not begin until one week later 
than first cultivation for conventional tillage. Because 
of this delay in cultivation, the corn crop has more time to 
grow and, consequently, the first cultivation can be per­
formed at a higher field speed than for conventional till­
age. 
Job 5 and Job 6 are as described for Run 3, with the 
necessary modifications due to the increased acreage. 
Table 6 lists the pertinent probabilities for Run 4. 
Table 6, Cumulative arrival and completion probabilities 
for Run 4 
Week PCI CPA2 PC2 PC3 CPA5 PC5 PC6 
9 
10 
11 
12  
13 
14 
16 
17 
18 
30 
31 
34 
35 
36 
.789 
.990 .789 
.993 .990 .188 
.993 .831 
.988 
.993 
589 
943 
985 
789 
993 
4o8 
896 
987 
8 772 
941 
982 
986 
9 
10 
11 
5^ 
The probability of completion of Job 6 is again computed for 
comparison with the completion probabilities of Job 1. 
Run 5 consists of 520 acres, shelled corn harvest with 
4-row combine, minimum tillage. Days required for Jobs 1 
through 6, respectively: 19, 13, H, 0, 20, and 4o. Job 4 
was not performed. In order to gain the time needed for the 
increased acreage, harvest was performed with a 4-row rather 
than a 2-row combine, increasing capacity from 1.98 to 3.4o 
acres per hour (see Table 2). The pertinent probabilities 
appear in Table ?. 
Table 7. Cumulative arrival and completion probabilities 
Run 5 
for Run 5 
Week PCI CPA2 PC2 ' PC3 CPA5 PC5 PC6 
9 
10 
11 
12 
13 
14 
16 
17 
18 
30 
31 
34 
35 
8 
.878 
.996 .878 
.996 .996 
.996 .748 
.980 
.995 
.204 
. 891  
.990 
9 
10 
11 
.878 
.996 
.725 
.978 
.996 
.496 
. 831  
.990 
.992 
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Since a larger acreage is planted, the number of days 
required for planting is increased with the result that 
planting completion will probably occur at a later date. 
Run 6 
Run 6 consists of 480 acres, shelled com harvest with 
4-row combine, minimum tillage. Days required for Jobs 1 
through 6, respectively: 19, 12, 10, 0, 13, and 37. This 
run differs from Run 5 in that the arrival of harvest is 
retarded one week in order to determine the effect of this 
occurrence. To keep completion probabilities satisfactory, 
the acreage had to be reduced to 48o. The probabilities are 
listed in Table 3. 
Table 8. Cumulative arrival and completion probabilities 
for Run 6 
Week PCI CPA2 PC2 PC3 CPA5 PC5 PC6 
9 
10 
11 
12 
13 
14 
16 
17 
18 
31 
32 
34 
36 
878 
996 .878 
996 .996 
.996 .835 
.990 
.996 
.441 
.937 
.987 
9 
10 
3 
.878 
.996 
.877 
.995 
.996 
.782 
.957 
..221 
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Run 7 
Run 7 consists of 520 acres, shelled corn harvest with 
4-row combine, minimum tillage, retarded harvest arrival, 
and 8-row planter and cultivator. Days required for Jobs 1 
through 6 are, respectively: 23, 8, 7, 0, 20, and 4o. 
An 8-row planter and cultivator were used for this run 
to determine the effect on the number of acres it might be 
possible for a farmer to operate. The field efficiencies 
and capacities are shown in Table 2. The apparent increase 
in acreage is small, permitting an increase from 480 acres 
to 520 acres. Reference to Table 2 makes the reason for 
this obvious. Planting, even with a 4-row planter, is a 
high capacity operation compared to plowing and combining. 
These latter two operations are far more likely to limit 
the acreage than is the capacity of the planter. 
The probabilities for Run 7 are in Table 9. Note that 
while the completion probability for Job 2, planting, by 
the end of week 13 is satisfactory, its probability of com­
pletion for earlier weeks is lower than for previous runs, 
and many operators would prefer a higher probability of 
planting completion for earlier weeks. 
Run 8 
Run 8 consists of 480 acres, shelled com harvest with 
4-row combine, minimum tillage. Days required for Jobs 1 
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Table 9. Cumulative arrival and completion probabilities 
for Run 7 
Week PCI CPA2 PC2 PC] CPA5 PC5 PC6 
9 .382 
10 .905 .382 
11 .997 .905 .347 
12 .997 .869 
13 .991 
16 .370 
1? .893 
18 .993 
31 .382 
32 .997 
34 .328 
35 .922 
36 .997 
8 .223 
9 .579 
10 .878 
11 .979 
through 6, respectively; 17, 12, 10, 0, 18, and 37. In 
this run, the binomial probability of a good day during 
spring and fall weeks was assumed to be as shown in Table 
10, Binomial probabilities for weeks not listed were as­
sumed to be the same for Run 7 as for previous runs. The 
use of the modified probabilities in Run 8 reduces the 
likely number of good field work days in spring and fall. 
The calculated probabilities appear in Table 11. 
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Table 10. Binomial probabilities used in Runs 1-7 and mod­
ified binomial probabilities used in Run 8 
Climatic Probability for Probability for 
week& Run 8 Runs 1-7 
3 .0000 .0595 
4 .0595 .2143 
5 .2143 .4523 
6 .4523 .6970 
7 .6790 .7500 
8 
.7639 .7639 
35 .8981 .8981 
36 .8058 .8582 
37 .7028 .8058 
38 .2937 .7028 
39 .1450 .2937 
4o .0273 .1450 
4l .0000 .0278 
42 .0000 .0000 
®The binomial probabilities for weeks not listed are 
those which appear in Table 1. 
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Table 11. Cumulative arrival and completion probabilities 
for Run 8 
Week PCI CPA2 PC2 PC] CPA5 PC5 PC6 
9 .607 
10 .975 .607 
11 .999 .975 
12 .999 .598 
13 .959 
14 .998 
16 .305 
17 .813 
18 .987 
19 .995 
30 .607 
31 .999 
33 .627 
34 .992 
35 .999 
8 .291 
9 ,666 
10 .918 
11  . 986  
Comparison of Runs 
For convenience some of the important circumstances as­
sociated with each run are summarized in Table 12, while 
Table 13 lists the number of good days required for the 
completion of each job. 
Some of the results obtained for the various runs are 
more meaningful when presented graphically. Figures 3  
through 10 present some of the information relative to Jobs 
Table 12. Summary of pertinent factors relative to the field machine operations 
for Runs 1-8 
Run Tillage Harvest Fall work 
permitted®-
Weather 
data 
Acres 
1 Conventional Pick No Table 1 220 
2 Conventional Pick Some Table 1 280 
3 Conventional Combine 
(2-row) 
Yes Table 1 340 
4 Minimum Combine 
(2-row) 
Yes Table 1 420 
5 Minimum Combine 
(4-row) 
Yes Table 1 ^20 
6 Minimum Combine 
(4-row) 
Yes Table 1 
(late harvest) 
480 
7 Minimum Combine 
(4-row) 
Yes Table 1 
(late harvest) 
520 
8 Minimum Combine 
(4-row) 
Yes Table 10 480 
^In this column, "No" means no fall work was permitted; "Some" means that a 
limited amount of fall work was permitted; and "Yes" means that the amount of fall 
work performed was limited only by the weather. 
Table 13. Number of good days required for completion of each job 
Run number and number of acres 
Job 1-220 2-280 3-340 4-420 5-520 6-480 7-520 8-480 
1 22 20 18 20 19 19 23 17 
2 8 10 12 11 13 12 8 12 
3 6 8 9 9 11 10 7 10 
4^ 4 5 6 
5 17 21 22 2.7 20 18 20 18 
6^ 7 35 33 4o 37 40 37 
®Job 4, second cultivation was not performed for all runs. 
^Jobs 1 and 6 include all of the operations performed between harvest and 
planting. Except for Runs 1 and 2, the number of days listed for Job 6 is that 
required for completion of these operations, while the number listed for Job 1 is 
a estimate of the number of good days needed in the spring before planting. No 
fall work was permitted in Run 1, and in Run 2, Jobs 1 and 6 were explicitly 
separated. A total of 27 days (20+7) is required for completion of Jobs 1 and 6 
in Run 2. 
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1, 2, 5 ,  and 6 for the eight computer runs. The height of 
the bar graph is the probability for a particular week that 
work on the given job needs to be done; i.e., the probability 
that the job had arrived by the beginning of the week but 
had not yet been completed. The bar graphs for a given job, 
then, indicate the probability that the farmer will need to 
work on this job sometime during the week if weather per­
mits. The broken line is the cumulative probability of com­
pletion at the time indicated. The plotted points on these 
curves are the cumulative completion probabilities at the 
end of the given week. The lowest point on each curve is 
the cumulative probability of completion at the end of the 
week for which completion first became possible. 
In Figure 4, Job 6 of Run 2 is plotted separately from 
Job 1 because for Bun 2, Jobs 1 and 6 were not permitted to 
overlap as was the case in later runs. For Runs 3 through 
8 (Figures 5 through 10), Jobs 6 and 1 are grouped and only 
one cumulative completion probability curve is plotted for 
the combination. This is because the two jobs represent 
the same field operations, i.e., the field work which must 
b e  p e r f o r m e d  a f t e r  h a r v e s t  a n d  b e f o r e  p l a n t i n g .  I n  R u n s  3  
through 8, this work begins in the fall after harvest and 
continues until halted by bad weather; then it begins again 
in the spring and continues until it is completed. The low 
probabilities of work in progress for the period beginning 
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with week 39 in the fall and continuing through week 5 in 
the spring are due to the likelihood that the weather during 
this period will be unsuitable for field work. 
Comparisons of the same job from run to run are of 
interest. The bar graphs give the probability that work on 
the particular job will be in progress sometime during the 
week if weather permits, and for weeks 6 through 38 inclu­
sive, the probability of at least one good day during the 
week is greater than 0,998®'. A comparison of Job 1 between 
Runs 1 and 2 (Figures 3 and ^•) , shows the effect of fewer 
days being required for this job in Run 2. There is a low­
er probability that work on Job 1 will be in progress dur­
ing weeks 9, 10, and 11, and the cumulative probabilities 
of completion for Run 2 are correspondingly higher. In 
Figures 5 through 10, Jobs 6 and 1 are combined. The ar­
rival of Job 6 depends upon the completion of Job 5> har­
vest. Consequently there is a variation in the climatic 
week during which work on Job 6 is likely to begin. In Run 
4 (Figure 6) there is only a 0.40 probability that Job 6 
will arrive by week 35, while in Run 8 (Figure 10) there is 
&This is contrary to actual experience; i.e., a week 
with no days good for field work is not such an uncommon 
occurrence. This points up the fact that if one is most 
interested in the less probable (extreme) events, a better 
weather estimator than the binomial distribution should be 
s ought. 
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about a 0.05 probability that Job 6 will arrive by the 
beginning of week 33. These differences are caused by var­
iations in the acreage, machinery capacities and practices, 
and weather probabilities which were assumed. The effect 
of assuming lower probabilities of good weather in the spring 
and fall for Run 8 is evidenced in Figure 10 by the greater 
spread between the end of fall work and the beginning of 
spring work. Run 3 (Figure 5) shows that early completion 
of Job 5 coupled with a moderate number of days required for 
Jobs 6 and 1 (35 days) permits most of this work to be per­
formed in the fall. The probabilities of spring work on 
Job 1 are lower for Run 3 than for any other run. 
In the model, work on Job 2 cannot begin until Job 1 
is completed, although in practice this would not have to be 
the case. A farmer could plant one field (Job 2) before 
plowing a different field, if he felt this to be advanta­
geous. The height of the bar graphs for week 10 for Job 2 
is the probability that the farmer would be ready to begin 
planting at the start of week 10. It is desirable that this 
probability be high because there is good evidence that 
early planting of corn generally increases yields. For all 
except Runs 1 and 8 this probability exceeds 0,79. The 
probability is reduced in Run 1 by the requirement that no 
fall work be allowed and in Run 8 by the lower probability 
of good weather assumed. For all of the runs the probabil­
ity that planting is completed by the end of week 13 is 0.96 
or greater. Perhaps the probabilities of getting the crop 
planted within some specified time interval are of more in­
terest to farmers than any of the other probabilities cal­
culated. 
The effects of variations in Job 5 are also illustrated 
in Figures 3 through 10. The arrival of Job 5} harvest, de­
pends upon the arrival of planting and on the method of 
harvest. In Runs 1 and 2, ear corn harvest was assumed and 
Job 5 was begun during week 32. In Run 2 there is a higher 
probability of arrival of Job 5 by week 32, than in Run 1, 
because of earlier planting arrival. However, completion 
probabilities for Job 5 are lower for Run 2 because there 
were more acres to harvest than in Ruji 1. Harvest begins 
during week 30 for Runs 3, 4, 5, and-8 because field 
shelling of the corn is assumed. In Runs 6 and ? field 
shelling is also assumed, but Job 5 does not begin until 
week 31. The arrival of harvest was intentionally retarded 
one week to determine the effect on the system of changing 
this variable. No doubt harvest arrival, kernel moisture 
reaching 30 percent moisture, can be predicted from a 
knowledge of planting date and weather conditions after 
planting, but a refined method has not yet been developed. 
Run 2, in which 280 acres were harvested with a 2-row pick­
er, has the lowest completion probabilities for Job 5> with 
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a probability of 0.0? that picking would still be in prog­
ress during week 37. Highest completion probabilities are 
for Run 8 where 480 acres are harvested with a 4-row combine. 
Figures 11 through contain information relative to 
Jobs 3 and 4, first and second cultivations respectively. 
Since these jobs require relatively few days, the probabil­
ities of being engaged with these jobs over several weeks 
are quite low. Job 4 required 4 and 5 days in Runs 1 and 2 
respectively, and there was a high probability that if Job 
4 had arrived by the beginning of a week it would be com­
pleted during that week. The probability of Job 4 not being 
completed increases from Run 1 through Run 3> and reaches 
0.l6 in Run 3. This is due to the large acreage (340 acres) 
requiring 9 days for completion of Job 3. This allows a 
probability that not enough good days for completion of Job 
4 will occur before the corn becomes too high to cultivate. 
For Runs 4 through 8, only one cultivation was assumed and 
its arrival was delayed one week beyond that specified in 
Runs 1, 2, and 3. This might permit more weed growth, but 
it would also allow time for greater corn growth. Conse­
quently the cultivation could proceed at a higher field 
speed. If two cultivations are needed in Run 3, one would 
need to have two cultivators available in order to ensure 
completion. 
The weed control practices assumed in the applications 
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of the model are perhaps less satisfactory as an approxi­
mation of actual farmer practices than are the practices 
assumed for other jobs. In general, the timing of cultiva­
tions is critical, and their arrival should be specified by 
some probability distribution. Further, with relatively 
few days required for completion, cultivations are not well 
suited to a model which uses a week as the basic time in­
crement, The use of a rotary hoe has been avoided because 
of the difficulty of accurately describing its use in the 
model. The timing of rotary hoeings is extremely critical, 
and it is quite likely that with an appreciable acreage of 
corn it would be necessary to hoe the earliest planted com 
before corn planting is completed. It is no doubt possible 
to strengthen the model in this area of weed control. 
These are important operations and need to be adequately 
described. 
so 
DISCUSSION 
Results of the Model Applications 
Some of the more important results obtained from eight 
different computer runs have been presented in the previous 
chapter. The results from each run are valid only for a 
specific set of circumstances. A farmer is understandably 
Interested in knowing how many crop acres he can expect to 
care for, and the answer, of course, depends upon the asso­
ciated circumstances. A wide range in acreage is indicated 
in Table 12. It will be instructive to review some of the 
reasons for this range, as well as to note some of the fac­
tors which are assumed to be constant. 
For each run, all of the field work is assumed to be 
performed by one man who works an 8-hour day in the field. 
For tillage jobs, this is entirely realistic. However, for 
harvesting, it would be necessary to have another man 
available to haul the com away from the picker or combine, 
and for harvesting with a 4-row combine, where actual har­
vest rates might easily exceed 350 bushels per hour, it is 
quite likely that two additional men would be needed to 
ensure that the combine would not have to wait to unload 
the grain tank. One appreciates this fact more when he 
realizes that a 4-row combine operating at 3.5 miles per 
hour in 30 percent moisture content corn yielding 100 bush­
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els per acre (corrected for moisture content) would fill a 
100-bushel capacity grain tank in just under 9 minutes. For 
planting, also, if starter fertilizer is applied at an ap­
preciable rate, or if a spray application of a pesticide is 
made during planting, it might be necessary to have someone 
to deliver the fertilizer or water, or both, to the field 
if the effective field capacities indicated in Table 2 are 
to be attained. The harvesting and planting machines are 
capable of the capacities indicated, if the system capacity 
is not limited by some factor other than the machines them­
selves , 
Whether or not the completion probabilities for the 
examples processed in the eight computer runs are consid­
ered to be satisfactory will depend upon the individual 
farmer. Doubtless, an economic analysis could be worked 
out which would specify an optimum probability level that 
one should strive for, but such an analysis is beyond the 
scope of this thesis. If one accepts the probabilities 
calculated as satisfactory, the reasons for the variations 
in acreage for the eight runs can be examined. 
In Run 1, the indicated acreage is 220 acres of corn. 
While this figure is low compared to the acreage for other 
runs, it should be noted that the average Iowa farm in 196^• 
contained approximately 220 acres. Not all of this would 
be tillable, and not all the tillable land would be planted 
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to corn. However, the trend in farm size is consistently 
upward and it is of considerable interest to examine the 
machinery capacities and practices which might limit an in­
dividual' s corn production. 
The basic machinery complement assumed might typically 
be found on a farm raising 200 acres of corn, and the ma­
chine operations specified are also typical. The factors 
which limit corn production to 220 acres are: (1) a high 
probability of completion of planting by the end of May is 
desired, and (2) no fall field work after harvest is per­
mitted, This first restriction applies to all runs, and 
while somewhat arbitrary, it is felt to be well justified. 
The restriction of no fall field work after completion of 
harvest applies in those areas of Iowa where some of the 
steeper field slopes are prevalent. In these areas, it is 
desirable to leave crop residues on the soil surface 
through the early spring to retard soil erosion. It might 
be noted that in areas where this type of topography is 
present, a lower percentage of the tillable land is planted 
to row crops. At any rate, if the assumed weather data is 
a valid estimate, one could only Increase the corn acreage 
by accepting lower completion probabilities for all jobs, 
by changing machinery practices, or by increasing the daily 
capacity of the machines. This latter could be accom­
plished by increasing field speeds or field efficiency, by 
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working more than 8 hours in the field, or by using larger 
machines. Appreciable increases in speeds or efficiencies 
above those in Table 2 are probably not realistic over an 
extended period of time. A longer day in the field might be 
feasible, depending on what other commitments the farmer 
has. Larger machines are a distinct possibility, but they 
are expensive. In Run 1, what is needed is a reduction in 
the time required for Job 1. If a larger plow is purchased, 
a larger tractor is also needed, which makes the alternative 
of larger machinery considerably less attractive. 
In Run 2, corn acreage was increased from 220 to 280 
acres, a 2? percent increase. This was made possible by 
allowing part of Job 1 to be performed in the fall of the 
year. This fall field work was limited to seven good days 
after harvest was completed; i.e., even though more than ? 
days might be available, only the 7 days' work was assumed 
to be performed. This situation might represent a farm 
with varying topography, where fall work on some fields is 
feasible, but not desirable on other fields. 
By permitting some fall work in Run 2, the resultant 
increase in acreage results in somewhat lower completion 
probabilities at comparable dates for Jobs, 2, 3> and 5 
in Run 2 than were found for Run 1, although the probabil­
ities in Run .2 still would seem to be sufficiently high. 
There is a high probability, 0.96, that the ? days of fall 
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field work would be completed each year. 
A study of the computer program results from Run 2 
shows that if one wishes to significantly increase the corn 
acreage, it is necessary to gain some additional time or ma­
chine capacity for performing Job 2. It has been mentioned 
earlier that use of a larger plow may not be desirable be­
cause of the accompanying increase in power requirement. 
Additional time for harvest can be gained, however, by 
shifting from ear com harvest to field shelling. Corn can 
be field-shelled approximately 2 weeks before it reaches a 
moisture content dry enough for ear corn storage. It is 
necessary, of course, to artifically dry the shelled corn 
unless it is ensiled or stored in a gastight structure. 
Either of these latter practices may be desirable for a 
particular farmer, but they do essentially commit the farm­
er to feeding the corn rather than moving it through com­
mercial channels. Artificial drying of ear corn is possi­
ble, but it is not economical if appreciable amounts of 
moisture must be removed, because the cob is normally at a 
higher moisture content than the grain and this cob mois­
ture is expensive to remove. The facet of field shelling 
at high grain moisture contents, up to 30 percent, which is 
causing some concern, is the physical damage to the kernels 
which often results. While there is a definite need for a 
shelling mechanism which causes less kernel damage than 
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does a combine cylinder, the practice of field shelling of 
corn can be expected to increase rapidly. 
The corn acreage for Run 3 is 34o acres. There are 
two major changes made from Run 2 to Run 3- The corn is 
assumed to be field shelled with a self-propelled combine, 
and since the combine tends to be a higher capacity machine 
than a picker, a somewhat higher field capacity is assumed. 
The second change is that the fall field work performed 
after harvest is limited only by weather; i.e., as much of 
Job 1 will be performed in the fall as weather will permit. 
With the above changes, comparing Run 3 to Run 2, com­
pletion probabilities for Jobs 2 and 3 are similar for the 
two runs. Job 5, harvest, is completed approximately 2 
weeks earlier for Run 3. However, for Run 3> the comple­
tion probability of Job 4, the second cultivation, never 
exceeds 0.84. The reason for this is that with the same 
machinery and an increased acreage, some of the corn may 
grow too tall before it can be cultivated a second time. 
An individual farmer would have to evaluate the seriousness 
of this contingency. It might be desirable to use a dif­
ferent, higher capacity weed control measure, such as 
spraying, if losses from lack of weed control were imminent. 
In order to further increase the com acreage, addi­
tional time must be gained for Jobs 1 and 2, or else 
changes to reduce the time required for these jobs must be 
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made. Since all the time is already being used, the latter 
approach is the only one feasible. 
It is difficult to state just how much the soil needs 
to be worked before planting. Corn has been successfully 
grown with no tillage before the planting operation. This 
is most easily accomplished when corn follows corn or soy­
beans in the crop rotation, but it has been done even when 
the corn followed a meadow crop by using a chemical to kill 
the meadow. The practices followed by commercial farmers 
vary considerably, but there is a widely-expressed opinion 
of tillage researchers that farmers tend to overmanipulate 
the soil before planting. As a consequence, costs are in­
creased, soil compaction is more severe, soil structure 
suffers, rainfall infiltration is reduced, soil erosion is 
promoted, and, frequently weed growth is encouraged. 
Because of these problems, one of the objectives of 
tillage research in recent years has been to develop prac­
tical methods by which the degree of soil manipulation 
might be reduced. These methods or systems have come to be 
known by the term "minimum tillage," although the term it­
self seems not to be precisely defined. A number of these 
systems have been developed to fit various soil and climatic 
conditions, and farmer preference. A concurrent result of 
using these systems is a saving in field time; however, in 
many instances, while there is a saving in total field time, 
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timing of the operations becomes more critical, and the risk 
associated with bad weather is increased rather than reduced. 
A minimum tillage system that is more generally appli­
cable than some is assumed for Run 4. The disking and har­
rowing after plowing are eliminated, and necessary tillage 
in the row area is performed at the time of planting. For 
this kind of operation to be successful, it is necessary to 
apply a pre-emergence chemical in the row at planting time 
to control early weed growth so that the corn can start 
ahead of the weeds. These herbicides are available and are 
usually effective; however, their occasional failures have 
caused farmers additional trouble and have, no doubt, caused 
reduced yields due to increased competition from weeds. 
By using this minimum tillage system, it appears that 
a farmer could handle 4-20 acres of corn with no undue risks 
associated with bad weather. With a 4-row cultivator, only 
one cultivation is possible at this acreage level, but this 
is a frequent practice when employing a minimum tillage 
system. 
In Run 4, 2? good days are required for completion of 
harvesting. The acreage could be further increased if a 
higher rate of harvesting could be achieved. The obvious 
way to accomplish this is to use a 4-row rather than a 2-
row combine. Successful commercial 4-row machines are 
available. Their efficient use requires that attention be 
88 
paid to the problem of hauling the harvested corn away from 
the combine so that no undue combine waiting time is en­
countered. By shifting to a 4-row combine in Run 5, 520 
acres of corn can be grown without apparent excessive weath­
er risks. 
Run 6 is not greatly different from Run 5- There is 
in actual fact a good deal of uncertainty in the arrival 
time of harvest. There is probably enough information now 
available so that one could develop a more accurate prob­
ability distribution for the arrival of harvest, given 
planting arrival, but the task is not trivial and was not 
done for this thesis. In Run 6, it is assumed that harvest 
arrival will be 1 week later than predicted by the method 
used in Runs 3> 4, and 5. Retarding the arrival of har­
vest, and again using a 4-row combine, permits the produc­
tion of 480 acres of corn for completion probabilities sim­
ilar to those achieved in Run 5. 
For Run 7, an 8-row planter and cultivator are assumed 
rather than 4-row machines. This is not an unreasonable 
assumption in the 400-plus acreage range. The retarded 
harvest arrival is again assumed. With these assumptions, 
acreage for Run 7 is 520 as compared to 480 for Run 6, only 
a moderate increase. As mentioned earlier, this is due to 
the fact that, compared to plowing and harvesting, even a 
4-row planter is a relatively high capacity machine. 
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The assumption is made in Run 8 that the binomial prob­
ability of good field work conditions specified for weeks 
in the early spring and late fall are too high. It is dif­
ficult to know if this is actually true, but it is of in­
terest to investigate the effect of specifying lower prob­
abilities. Any probabilities felt to be appropriate could, 
of course, be used. For Run 8 it was arbitrarily assumed 
that the probabilities used for early weeks in previous runs 
were not achieved until 1 week later in the spring (see 
Table 10). Similarly, the lower binomial probabilities 
which occur in the fall were assumed to occur 1 week earlier 
than in previous runs. The net effect, of course, is to 
reduce the probable number of good days in both spring and 
fall, the times of the year when field time is most needed 
for plowing and harvesting. 
If normal harvest arrival, as specified in Runs 3, 
and 5> is assumed and a 4-row planter is used, the result 
of these reduced binomial probabilities is not as drastic 
as might be thought. At a level of ^Bo acres, completion 
probabilities are similar to those of Run 6, which assumed 
480 acres and the unmodified binomial probabilities, but 
which delayed harvest arrival by 1 week. 
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Cropping and Machinery Practices Not Programmed 
Obviously, it is not possible to program for solution 
all of the combinations of variables that might interest 
one. However, mention should be made of the current trend 
toward narrower rows in corn production. A brief discussion 
of the applicability of the model to crops grown In addi­
tion to corn on the same farm will also De presented. 
Narrow row corn 
There is presently widespread interest among agricul­
tural researchers and farmers concerning the possibility of 
improved corn yields resulting from reducing row spacing to 
less than the usual 4o inches. Equipment for planting, 
cultivating, and harvesting corn planted in 30-inch rows is 
commercially available. '•'Jhat effects might the adoption of 
this practice have on timeliness of field operations? 
The answer to this question depends primarily on the 
size of equipment which a farmer chooses. In most in­
stances, a farmer who has been using 4-row planting and cul­
tivating equipment with 40-inch row spacing will use 6-row 
equipment if he changes to 30-lnch rows. The increased ma­
chine width, together with a moderate reduction in field 
efficiency due to having more row units, would result in 
actual field capacities essentially the same as for 4-row 
equipment for ^ 0-inch rows (see Table 2). Very much the 
same situation holds for harvesting equipment when 2- or 
4-row 40-inch combine heads are replaced with 3- or 6-row 
30-inch heads, respectively. Consequently, it appears that 
the number of days required for each field operation need 
not increase if 40-inch rows are replaced by 30-inch rows. 
Six-row planters and 3-row combine heads are more expensive 
to purchase than their 4- or 2-row counterparts, but it ap­
pears that increased yields can more than offset the added 
production costs. 
Soybeans 
While corn is the most Important crop grown in Iowa, it 
is of interest to note the annual acreage of certain crops 
in Iowa in recent years. Table ik contains this informa­
tion. The acreage in oats has shoim a marked downard trend, 
the acreage in soybeans has increased more than two and one-
third times, and corn and meadow acres have been relatively 
constant except for 1959 and i960. In 1963 there were 
nearly one-third as many acres planted to soybeans as to 
corn. 
To a large degree, the increase in soybean acreage has 
come at the expense of oat acreage. This might be consid­
ered something of a paradox, for oats do not compete with 
corn for the farmer's time to the extent that soybeans do. 
Soybeans do, however, usually prove to be a more profitable 
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Table l4. Annual acreage of important crops grown in Iowa, 
1952-1963 
Year 
Crop, I aillions of acres® 
Total, COSM^ Corn Oats Soybeans Meadow 
1952 10,66 6.01 1.50 3.58 21.75 
1953 11.10 5.71 1.63 3.69 22.13 
1954 10.41 5.97 2.09 3.70 22.17 
1955 10.66 5.73 2.23 3.87 22.49 
1956 10.01 4.92 2.48 3.31 20.72 
1957 10.15 5.12 2.Si  3.50 21.58 
1958 9.98 4.74 3.09 3.79 21.60 
1959 12.36 4.28 2.33 3.53 22.50 
i960 12.49 4.05 2.56 3.45 22.55 
1961 10.25 3.20 3.36 3.24 20.05 
1962 10.07 2.92 3.36 3.44 19.79 
1963 10.9s 2.74 3.54 3.24 20.50 
®'Data from Iowa Crop and Livestock Reporting Service, 
Annual Farm Census. See references 9-20. 
^Total of corn, oats, soybeans, and meadow. The acre­
age of each of these crops, particularly corn, planted in a 
given year is influenced by U. S. Dept. of Agr. farm pro­
grams . 
crop than oats, and while this crop does compete with corn 
for the farmer*s time, the field operations required can be 
performed with the same machines, with the exception of 
harvesting. If the com is combined the same base machine 
is used for harvest, but different combine heads must be 
used. This use of the same machinery for both corn and 
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soybeans has been practiced by most farmers, even though 
there has been for several years well documented evidence 
that the yield of soybeans could be substantially improved 
if row spacing were reduced to from 21 to 24 inches. Per­
haps one reason why many farmers are now eager to reduce 
the width of tneir corn rows to 30 inches is that this row 
spacing is also better suited to soybean production. 
Soybeans have sometimes been felt to have a timeliness 
advantage over corn in that they can be planted later in 
the year; however, Weber (37) recommends that soybeans be 
planted during the last half of May. If planting is de­
layed into June, an earlier maturing variety, which will 
yield less, should be used. There is also, almost inevita­
bly, an interference or overlapping of soybean and corn 
harvest, since both crops tend to mature at about the same 
time. This problem is illustrated by Duncan's (2) example 
row-crop calendarization program. There is possibly a 
timeliness advantage in favor of soybeans with respect to 
cultivation, in that soybeans may be cultivated over a larg­
er portion of the growing season because of their lower 
growth rate. However, weed control in soybeans has been 
difficult since the soybean plant is susceptible to 2-4,D, 
a chemical widely used for weed control in corn. Only in 
recent years have herbicides suitable for pre-emergence use 
on soybeans been developed. While there may be many good 
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reasons why a particular farmer plants some soybeans, there 
does not appear to be any important advantage of soybeans 
over corn from the standpoint of timing of the farmer's 
work load. 
Meadow crops 
Meadow crops are another category of crops important in 
Iowa. These are primarily legumes or legume-grass mixtures 
and, of these, alfalfa or alfalfa-grass mixtures are the 
most Important. These meadow crops are harvested as dry 
hay, primarily baled or chopped, as grass silage, or as 
"haylage"; i.e., at a moisture content intermediate between 
that of hay and silage. "Haylage" seems to have high nutri­
tive values, but excessive spoilage in storage has been a 
problem. 
Harvesting of hay without weather damage has histor­
ically been a problem to farmers in humid regions, and it 
continues to be so. It requires extended periods of good 
drying weather to reduce the moisture content of green for­
age to the 20-percent moisture content, wet base, required 
for storage as chopped or baled hay. Very rarely can hay 
be baled or chopped the same day it is cut, and then only 
if drying is completed with forced, heated air. 
Harvesting of high quality, first cutting, alfalfa hay 
is difficult for three reasons. First, the maximum time 
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available for harvest is only approximately 2 weeks. In 
central Iowa, the crop is normally too immature by May 27, 
and by June 12, it is over-mature for best quality. Sec­
ondly the curves of Shaw e_t (23) show that the probabil­
ity of receiving any given amount of precipitation at Ames, 
Iowa, is higher for days near June 1 than at any other time 
of the year. Thirdly, this 2-week period suitable for hay 
harvest comes at a time of year when a farmer is very likely 
to be engaged with field operations on other crops; crops on 
which the farmer may place a higher priority than on hay. 
Por all of the runs processed on the computer, a part of the 
output was the probability that the farmer would be engaged 
with his corn crop for any week of the year. The farmer was 
assumed to be engaged if a job had arrived but was not yet 
completed. The weeks in which operations on the corn crop 
might interfere with hay harvest are weeks 13, l4, and 15. 
The specific operations which might interfere are planting 
and cultivating. Table 15 lists these probabilities for the 
eight computer runs. 
For Runs 1 through 3, if the corn crop is given prior­
ity, only week 13 has a high probability that the farmer 
would be free to work on hay. Runs 4 through ?, which use 
only one cultivation in a minimum tillage system, indicate 
a good probability that corn would not interfere with hay 
harvest during weeks 13 and 14. For Hun 8, which uses the 
Table 15. Probability, for weeks 13, l4, and 15, that the farm operator is occu­
pied with either planting or cultivating for Runs 1-8 
Week Run 1 Run 2 Run 3 Run 4 Run 5 Run 6 Run 7 Run 8 
13 .079 .101 .114 .169 .252 .  165 .131 .402 
14 .530 .792 .937 .012 .020 .010 .009 .041 
15 .825 .990 .999 .791 .879 .879 
CO 
.608 
VO 
ON 
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modified weather probabilities which in turn delay planting, 
only week has a low probability that the farmer is occu­
pied with his corn. 
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CONCLUSIONS 
The eight runs of the computer program which were made 
are only illustrative of the many possible combinations of 
machinery practices, machine capacities, and weather prob­
abilities that could, be investigated. Considering the stage 
of development of the input data, the results obtained must 
be viewed with caution. There are two main areas where re­
fined input data are lacking. These are (1) the weather 
data, and (2) the crop development data. The weather data 
needed present a formidable but not insurmountable problem. 
Actually, much of the raw data needed is no doubt available, 
but processing of the data, such as precipitation, temper­
ature, humidity, and wind, and correlating it with whether 
or not field work is possible remains to be done. Better 
predictors of crop development are also needed, and these 
data are also related to weather. It seems likely that corn 
growth development and field drying can be accurately pre­
dicted by giving proper consideration to appropriate weather 
variables such as temperature, precipitation, and wet bulb 
depression. 
Keeping in mind the limitations of the input data, it 
is possible to draw some conclusions from the results ob­
tained. The trend in acreage which the results show is as 
expected, with the indicated acreage for each set of condi­
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tions being perhaps a bit larger than one might have 
guessed. Thn following conclusions seem valid. 
1. It is possible to program the model with currently 
available input data to predict field work completion prob­
abilities. The probabilities calculated appear to be rea­
sonable for the acreage, machine practices, and machinery 
complement assumed. 
2. The acreage of corn which a farm operator can pro­
duce at some specified weather risk increases when fall 
field work after harvest is possible, when harvest begins 
at 30 percent grain moisture content rather than at 20 per­
cent, and when the amount of soil tillage before planting 
Is reduced. 
3. The possibility of performing fall field work after 
harvest is best exploited when corn harvest begins at the 
highest moisture content feasible, about 30 percent if the 
corn is to be stored as dry grain rather than as silage. 
4. More refined input data concerning weather prob­
abilities and crop development are needed and can be ob­
tained by further research. 
5. The usefulness of the model would be enhanced by 
developing an economic analysis to show what risk levels 
would result in maximum expected profit to the farmer under 
various conditionsc 
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SUMMARY 
This dissertation reports on the modification of a pre­
viously developed matnematical model and the application of 
the model to specific combinations of variables. The model 
relates the probability of weather being good for field work 
to machine capacities and machinery practices. Solution of 
the model equations yields predictions of the probability 
that a given piece of field work will be performed within 
some specified time limits. Because a large number of cal­
culations are required to solve the equations which define 
the model, the model is programmed for solution on an IBM 
7074 electronic computer. The computer program is listed 
in the Appendix. 
The model is applied to eight farm situations in which 
machinery practices, machine capacities, or predicted weath­
er, respectively, differ from one another. This is done to 
predict the effect that changes in these variables will 
have on the acreage of corn that a farm operator could ex­
pect to raise, with a low risk that unfavorable weather 
would delay field operation beyond some specified dates. 
Results of these applications show to what extent this acre­
age can be expected to be changed by permitting fall field 
work after harvest, by shifting from ear corn harvest to 
shelled corn harvest, by employing one of the minimum till­
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age systems, by changes in predicted weather, and by changes 
in the capacity of specific machines. Combinations of these 
variables account for the eight applications. 
These eight applications processed are illustrative and 
not exhaustive of the model. Input data to the model can 
easily be varied to represent any of a large number of other 
combinations of these variables. Quantitative results are 
obtained from the model, and their significance is discussed 
in the text. The principal results obtained from each 
application are presented in tabular form and graphically. 
The procedure followed in operating the model was to make 
changes in the input data in successive computer runs. 
These data were varied to simulate changes which would per­
mit an individual farm operator to produce a larger acreage 
of one crop, corn. The graphs present an impression of the 
probability that the farmer would be engaged with a partic­
ular job during certain weeks of the year. The cumulative 
probability of completion of each job is also plotted 
against the time of year. These completion probabilities 
are of particular Interest for planting and harvest because 
undue delays in these operations will seriously affect crop 
yields and harvesting losses respectively. 
Results obtained from the model appear to be valid, 
but further Improvements in the model and In the input data, 
particularly In predicting weather probabilities and crop 
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growth and development, are needed. With these refinements 
it should be possible to use the model in conjunction with 
an economic analysis to compare various machinery programs 
which a farmer might be considering and to determine the 
conditions under which some of these programs are superior 
to others. 
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SUGGESTIONS FOR FURTHER STUDY 
While the model is programmed in a form which yields 
meaningful results and whicn permits ease of substitution 
of pertinent parameters, further refinement of the model may 
be desirable. This model is for only one crop. Extension 
of the model to include soybeans would be relatively easy. 
Including small grains would not be difficult either, al­
though of dubious value since the importance of these crops 
in Iowa is declining. Including hay would be of great in­
terest, although relatively large acreages of corn and al­
falfa are almost mutually exclusive if the same individual 
is responsible for both. There is a very high probability 
that the corn crop and the first alfalfa cutting will re­
quire attention simultaneously. 
Better weather input data and crop development data 
necessary for the model need to be collected and integrated. 
Finally, the economic analysis suggested should be made in 
an effort to predict the risk level (completion probabil­
ities) which would result in the highest expected profit. 
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• APPENDIX: IBM 7074 PROGRAM 
The computer program used to solve the equations of the 
mathematical model is written in the FORTRAN II language ap­
plicable to the IBM 7074 Series electronic computer. The 
program is listed here for reference and the variables used 
are identified. The Reference Manual for IBM 7070 Series 
Programming Systems (7) should be consulted for detailed 
programming information. 
The first two statements in the program are the DIMEN­
SION statement and the COMMON statement. The DIMENSION 
statement sets aside storage in the computer for each vari­
able specified. The number in parentheses following the 
variable determines the number of storage spaces reserved 
for that variable. The COMMON statement allows storage 
space for the variables listed to be shared between a main 
program and one or more subprograms. The program used con­
sists of a main program and one subprogram. 
The variables used will be identified in approximately 
the order in which they appear in the DIMENSION and COMMON 
statements, 
NE is the earliest permissible arrival (climatic week) 
of each job. 
NL is the latest week during which work on each job is 
permitted. 
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MSEP-0 is the number of good days required for comple­
tion of each job. 
PB is the binomial probability that any day in a given 
week will be good for field work. 
NS, NL, MZERO, and PB are input information which must 
be supplied to the computer on data cards. 
H is a holding probability. 
P, PR, and PT are probabilities of some number of good 
days occurring during some specified time (climatic weeks). 
These are the row and column vectors used to form the hold­
ing probability matrices. 
PA is the probability that a job arrives during a 
given week. 
CPAl, CPA2, and CPA5 are the cumulative probabilities 
of arrival of Jobs 1, 2, and 5 respectively, by the begin­
ning of each week of Interest. 
PC is the cumulative probability of completion of a job 
by the end of a given week. 
PCI, PC2, PC5, and PC6 are the cumulative probabilities 
of completion of Jobs 1, 2, 5j and 6 respectively, by the 
end of each week of interest, 
CPA is the cumulative probability of arrival of a job 
by the beginning of a given week. This file is used in 
calculating the cumulative probability of arrival of all 
jobs. The values are then transferred elsewhere for stor­
Ill 
age. At the time of the output statement, this file actual­
ly contains CPA3. 
W, Z. and X are used for storage of different quanti­
ties calculated during the course of the program. At the 
time of the output statement they contain ?C3, CPA4, and 
PC4 respectively. 
Y and IW provide storage for calculated intermediate 
answers during the course of the program. 
PPC is the probability that work on any of Jobs 1, 2, 
5, or 6 will be in progress during a given week, if weather 
permits. This information was not asked for in an output 
statement of the particular program listed, but it is cal­
culated and is available if wanted. 
POC is the probability that work on any job will be in 
progress during a given week, if weather permits. Where 
there is a possibility that two jobs might overlap, this 
file contains the total probability, e.g. the probability 
of being engaged with Job 1 plus the probability of being 
engaged with Job 2. 
I refers to the climatic weeks by number. 
MO is a variable used in calculating the holding prob­
abilities. The value of MO is one plus the number of good 
days required for the particular job. (Note that the symbol 
is M and the numeral zero, not the alphabetic letter 0. 
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This distinction is important in the FORTRAN statement.) 
S is a constant which determines the accuracy to which 
the holding probabilities are calculated. For all of the 
computer runs made, S was 0.01, which means that whenever a 
holding probability became as large as 0.99, the calculation 
was terminated and the program continued to the next command 
in the program. Making S smaller increases accuracy, but 
also increases program running time. 
The statement following the COMMON statement is GO TO 1 
which shifts control to statement number 1, READ IlfPUT TAPE, 
which causes the PB(I) to be read from the data cards. 
These are the binomial probabilities for each week, and $6 
are specified. These are the probabilities for weeks 1 
through 42, from Table 1, followed by a repetition of the 
probabilities for weeks 1 through l4, giving ^ 6 in all. 
This permits Job 6 to begin in the fall and be carried 
through into the spring. 
N2 is the latest week during which work on a particular 
job is permitted. 
Statement 2 causes NE, NL, and M2EB0 for Jobs 1 through 
6 to" be read into the machine from the data cards. This 
statement also reads in NGD, IT, and S. S is discussed 
above. NGD is a constant which specifies how many good days 
must occur in the spring before Job 1 arrives. The value 
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of NGD was 1 for all computer runs, but it can be varied. 
IT is the temperature variable used in Equation 4 in the 
text. The value of IT was 70 for all computer runs, but 
some other value can be specified if felt to be more appro­
priate. 
Little further detailed discussion of the program is 
needed. The program is executed by the computer as in­
structed by the program. VJhen control arrives at statement 
206, machine control shifts back and forth between the main 
program and the subroutine COMPT. This subroutine causes 
the holding probabilities to be calculated. After the hold­
ing probabilities for the weeks specified in statement 206 
have been calculated, machine control continues with state­
ment 207. 
Statements 89 through 7^, as they appear in the pro­
gram, calculate arrival and completion probabilities for 
Jobs 3 and 4, first and second cultivations. These jobs 
are programmed so that the arrival of Job 3 depends upon 
the arrival rather than the completion of planting, and ar­
rival of Job 4 depends upon arrival of Job 3. However work 
on Job 3 cannot proceed until Job 2 is completed and work 
on Job cannot begin until Job 3 is completed. 
Since the probability of arrival of later jobs depends 
on arrival or completion of some earlier job, arrival and 
completion probabilities are held in storage after being 
114 
calculated so that they are available for later use if 
needed. After all results desired are calculated the WRITE 
OUTPUT TAPE statements are used to specify the output in­
formation wanted. Statement 1000 is for reference only, 
and it identifies the number of days specified for each job. 
The output results from Run 7 of the model applications 
are listed following the listing of the program. Note that 
arrival and completion probabilities for Job 4 are included. 
No second cultivation was assumed for Run 7, however, if one 
were needed the probabilities listed under CPA4 and PC4 
would apply. 
DIMENSION NE(6),NL(6),MZER0(6),PB(56),H(56),P(7),PR{65),PT{60), 
IPA(56),CPAK56) ,PC 1{56) ,CPA2(56),PC2(56),CPA(56),W(56),Z(56) , 
2X(56),Y(56),CPA5(56),PC5(56),PPC(56),P0C(56),IW(56),PC(56) 
3,PC6(56 ) 
COMMON I,H,PB,PR,M0,PT,S,P,N2 
GOTOI 
201 D0202J=I,56 
202 PC(J)=OcO 
MO=MZERO{JOB)+I 
206 D0204I=N1,N2 
CALL COMPT 
203 CONTINUE 
DO 204J=I,N2 
A=PA(I)«H{J) 
204 PC(J)=PC(J)+A 
207 POC(NI)=P0C(N1)+CPA(N1) 
D0205J=N1,N2 
PC(J+I)=PC{J+1)+PC(J) 
A=CPA{J+1)-PC(J) 
205 P0C(J+1 )=POC(J+l)+A 
GO 70(241,243,75,75,245,247),JOB 
241 DO 242 I=N1,N2 
CPAK I )=CPA( I ) 
242 PCKI ) = PC( I) 
GO TO 5 1 
243 DO 244 I=N1,N2 
CPA2(I)=CPA( I ) 
244 PC2(I)=PC(I) 
GO TO 8 1 
245 DO 246 I=N1,N2 
CPA5(I)=CPA(I ) 
246 PC5(I)=PC(I) 
DO 249 I=N2,56 
249 PC5(I)=PC{41) 
G O  T O  9 1  
247 DO 248 I=Nl,N2 
248 PC6(I)=PC(I) 
GO TO 87 
1 READ INPUT TAPE 1,1001,(PB(I),1=1,56) 
1001 FORMAT (7F10.4) 
2 READ INPUT TAPE 1,1006,(NE(I),I=1,6),(NL{I),I=1,6),NGD,(MZERO{I), 
11=1,6),IT,S 
1006 FORMAT (7110/71 10/6 110,F10.4) 
J0B=1 
N1=NE(1) 
CPA(Nl)=0.0 
00101=1,56 
10 POC(I)=0.0 
24 N2=NL(1) 
D027I=N1,N2 
Q = 1 .0-PB(I) 
PNA=0.0 
A=Q**6 
0Q26J=1,NGD 
PNA=PNA+A 
G = J 
B=A*(7.0-G)*PB(I) 
26 A=B/(G*Q) 
A=1.0-CPA(I) 
27 CPA(I+1)=1.0-A*PNA 
38 D039I=N1,N2 
39 PA( I )=CPA(I + l)-CPA(I) 
G0T0201 
51 J0B=2 
N1 = N2 
N2=NL(2) 
IF(N2-N1)54,54,52 
52 D053I-N1,N2 
53 PC(I+1)=PC(N1) 
54 N1=NE(2) 
CPA(Nl)=0.0 
D0155I=N1,N2 
155 CPA(I + l)=PC( I) 
D056I=N1|N2 
56 PA( I + l)=CPA(I+l)-CPA( I ) 
N1=N1+1 
G0T0201 
81 N1=NE(2) 
N2=NL(2) 
00821=1,42 
82 W(I )=0.0 
D084N=N1,N2 
D=N 
T = IT 
A=(.1959-.009868*0)*T 
1=38.78-(.059*0)-A 
IF(N1-N)84,83,83 
83 10=1 
84 W(I)=W( I )+PA(N) 
Nl= 10 
N2=NL(5) 
CPA(Nl)=W(Nl) 
D085I=N1»N2 
PA(I)=W{I) 
85 CPA(I+1)=CPA(I)+W(I+1) 
J0B=5 
G 0 r 0 2 0 1  
91 J0B=6 
N1=NE(6) 
N2=NL(6) 
PA(N1)=0.0 
CPA(Nl)=0.0 
DO 92 I=N1,N2 
CPA(I+1 )=PC5( I) 
92 PA(I+l)=PC5{I)-PC5(I-l) 
GO TO 201 
87 DO 89 1=1,56 
PPC(I)=POC{I ) 
CPAd ) = CPA2(I ) 
89 PC(I)=PC2{I) 
N1=NE(2)+1 
N2=NL(2) 
8 D09N=N2,41 
9 PC(N+1)=PC(N2) 
X(Nl-l)=0.0 
PA(N2)=0.0 
T = I T 
DOl1N=N1,N2 
C=N 
A=( .1959-.009868*C)*T 
B=27.78-(.059*C)-A 
1=1.5+.6*C+.4*B 
IW(N)=I 
CO 
X ( N ) = P C { I - 1 ) * C P A ( N )  
1 1  P A ( N ) = X ( N ) - X ( N - 1 )  
6 1  D 0 6 2 J = 1 , 4 2  
C P A ( J ) = 0 . 0  
W(J)=0.0 
X ( J ) = 0 . 0  
Y ( J ) = 0 . 0  
6 2  Z { J ) = 0 . 0  
N  =  N  I  
6 3  I = I W { N )  
0 = N  
T = I T  
A = { . 1 9 5 9 - . 0 0 9  8 6  8 * 0 ) * T  
B = 2 7 . 7 8 - { . 0 5 9 » D ) - A  
N 2 = B - 1 . 5  
I F ( N 1 - N ) 6 5 , 6 4 , 6 4  
6 4  1 0 = 1  
6 5  I F (  I - N 2  ) 6 6 , 6 6 , 7 5  
6 6  C P A ( I ) = C P A ( I ) + P A ( N )  
J 0 B  =  3  
M O = M Z E R O ( J O B } + 1  
C A L L  C O M P T  
6 7  D 0 6 8 J = I f N 2  
6 8  Y ( J ) = H ( J )  
K K = I  
6 9  C = P A ( N ) * Y ( K K )  
W ( K K ) = W ( K K ) + C  
I = K K + 2  
I F ( I - N 2 ) 7 0 , 7 0 , 7 3  
7 0  J 0 8 = 4  
Z ( I ) = Z (  I ) + C  
M 0 = M Z E R 0 ( J Q B ) + I  
CALL COMPT 
71 D072J=I,N2 
72 X(J)=X(J)+C»H(J) 
73 KK=KK+1 
IF(KK-1-N2)69,74,74 
74 N=N+l 
IF(N-1-NL(2))63,75,75 
75 N1=ID 
D076J=N1,N2 
CPA(J)=CPA{J)+CPA{J-1) 
W(J+1)=W(J+1)+W(J) 
Z{J) = Z(J)+Z(J-1 ) 
X(J+1)=X(J+1)+X{J) 
A=CPA(J )+Z(J) 
B=W(J-1)+X(J-l) 
76 POC(J)=POC(J)+A-B 
WRITE OUTPUT TAPE 2,1000 
1000 FORMAT (51H1 TIMELINESS PROGRAM CORN ONLY 23 8 7 6 20 40) 
WRITE OUTPUT TAPE 2,1002 
1002 FORMAT (67H0 I CPAl PCI CPA2 PC2 
1 POC ) 
DO 1004 1=1,20 
1004 WRITE OUTPUT TAPE 2,1003,I,CPAl(I),PC 1(I),CPA2(I),PC2(I) ,POC{I ) 
1003 FORMAT (17,5F12.5) 
WRITE OUTPUT TAPE. 2,1005 
1005 FORMAT (67H1 I CPA3 PC3 CPA4 PC4 
1 POC) 
DO 1010 1=10,25 
1010 WRITE OUTPUT TAPE 2,1003,I,CPA(I),W(I),Z{I),X{I),POC(I) 
WRITE OUTPUT TAPE 2,1007 
1007 FORMAT (54H1 I CPA5 PC5 PC6 POC ) 
DO 1008 1=30,56 
1008 WRITE OUTPUT TAPE 2,1009,I,CPA5(I),PC5(I),PC6(I),POC(I) 
1009 FORMAT (I7,4F12.5) 
END 
SUBROUTINE COMPT 
DIMENSION NE(6),NL(6),MZER0(6),PB(56),H(56),P(7),PR(65),PT(60), 
1PA(56),CPA1(56),PC1{56),CPA2{56),PC2(56),CPA(56),W{56),Z(56), 
2X(56),Y(56},CPA5{56),PC5{56),PPC(56),POC156),IW(56),PC(56) 
3,PC6( 56) 
COMMON I,H,PB,PR,M0,PT,S,P,N2 
101 D0102J=1,N2 
102 H(J)=0.0 
Q=1.0-PB(I) 
PR(1)=Q«*6 
D0103M=1,6 
G = M 
B=PR{M)»(7.0-G)*PB(I) 
103 PR(M+1)=B/(G»Q) 
MMAX=7 
D0114J=I,N2 
IF(MO-MMAX)104,104,108 
104 D0105M=M0,MMAX 
105 H(J)=H(J)+PR(M) 
MMAX=M0-1 
108 A=0.0 
D0106M=1,MMAX 
A=A+PR(M) 
106 PT(M)=PR{M) 
IF(S-A)107,115,115 
107 Q=1.0-PB(J+1) 
P(1)=Q**6 
D0109M=1,6 
G—M 
B=P(M)*(7.0-G)*PB(J+1) 
109 P(M+1)=B/(G»Q) 
MMAX=MMAX+6 
D0114M=1,MMAX 
PR(M)=0.0 
MMlN=M-6 
IF(1-KM1N)111,111,110 
110 MM1N=1 
111 DDH3L=MM1N,M 
IF(NMAX-6-L)114,112,112 
112 K=M+1-L 
A=PT(L)»P(K) 
113 PR(M)=PR(M)+A 
114 CONTINUE 
115 CONTINUE 
RETURN 
END 
IMELINESS PROGRAM 
I CPAl 
1 0.00000 
2 0.00000 
3 0.00000 
4 0.30793 
5 0.83719 
6 0.99561 
7 1.00000 
8 1.00000 
9 1.00000 
10 1.00000 
11 1.00000 
12 1.00000 
13 1.00000 
14 1.00000 
15 1.00000 
16 1.00000 
17 1.00000 
18 1.00000 
19 1.00000 
20 1.00000 
CORN ONLY 
PCI 
0 .00000  
0 . 0 0 0 0 0  
0 .00000  
0 .00000  
0 .00000  
0.00000 
0 .00000 
0.01376 
0.38196 
0.90517 
0.99697 
0.99714 
0.99714 
0.99714 
0.99714 
0.99714 
0.99714 
0.99714 
0.99714 
0.99714 
8 7 6 
CPA2 
0 .00000  
0 . 0 0 0 0 0  
0 .00000  
0 .00000  
0 .00000  
0 .00000  
0 .00000 
0 .00000  
0 .00000  
0.38196 
0.90517 
0.99697 
0.99714 
0.99714 
0.99714 
0.99714 
0.99714 
0.99714 
0.99714 
0.99714 
20 40 
PC2 
-0.00000 
-0.00000 
-0.00000 
-0.00000 
-0.00000 
-0.00000 
-0.00000 
-0.00000 
-0.00000 
0 .00000  
0.34679 
0.86929 
0.99087 
0.99696 
0.99697 
0.99697 
0.99697 
0.99697 
0.99697 
0.99697 
POC 
0.00000 
0 .00000 
0.00000 
0.30793 
0.83719 
0.99561 
1.00000 
1.00000 
0.98624 
1.00000 
1.00000 
0.65321 
0.13071 
0.00913 
0.38385 
0.90546 
0.62672 
0.47420 
0.74685 
0.60339 
1 
10 0 
11 0 
12 0 
13 0 
14 0 
15 0 
16 0 
17 0 
18 0 
19 0 
20 0 
21 0 
22 G 
23 0 
24 0 
25 0 
PC3 
0.OOOOO 
0.ooooo 
0.ooooo 
0 .00000  
0.ooooo 
0.ooooo 
0.37026 
0.89320 
0.99323 
0.99339 
0.99339 
0.99339 
0.99339 
0.99339 
0.99339 
0.99339 
C P A 3  
OOOOO 
ooooo 
OOOOO 
ooooo 
OOOOO 
38080 
90243 
99395 
99412 
99412 
99412 
99412 
99412 
99412 
99412 
99412 
CPA4 
0 .00000  
0.00000 
0 . 0 0 0 0 0  
0.00000 
0 .00000  
0.00000 
0 . 0 0 0 0 0  
0.00000  
0.37026 
0.88267 
0.97348 
0.97348 
0.97348 
0.97348 
0.97348 
0.97348 
PC4 
0 .00000  
0.00000 
0 . 0 0 0 0 0  
0 .00000  
0 .00000  
0 .00000  
0.00000 
0.00000 
0.13974 
0.37384 
0.41783 
0.41783 
0.41783 
0.41783 
0.41783 
0.41783 
POC 
1.00000 
1.00000 
0.65321 
0.13071 
0.00913 
0.38385 
0.90546 
0.62672 
0.47420 
0.74685 
0.60339 
0.55941 
0.55638 
0.55638 
0.55638 
0.55638 
I CPA5 PC5 
30 0. 00000 0. 00000 
31 . 0. 38196 0. 00000 
32 0. 99697 0. 00000 
33 0. 99714 0. 00000 
34 0. 99714 0. 32798 
35 0. 99714 0. 92262 
36 0. 99714 0. 99679 
37 0. 99714 0. 99681 
38 0. 99714 0. 99681 
39 0. 99714 0. 99681 
40 0, 99714 0. 99681 
41 0. 99714 0. 99681 
42 -0. 00000 0. 99681 
43 -0. 00000 0. 99681 
44 -0. 00000 0. 99681 
45 -0. 00000 0. 99681 
46 -0. 00000 0. 99681 
47 — 0 a 00000 0. 99681 
48 -0. 00000 0. 99681 
49 -0. 00000 0. 996dl 
50 -0. 00000 0. 99681 
51 -0. 00000 0. 99681 
52 -0. 00000 0. 99681 
53 -0. 00000 0. 99681 
54 -0. 00000 0. 99681 
55 -0. 00000 0. 99681 
56 -0. 00000 0. 99681 
P C  6  P O C  
- 0  . 0 0 0 0 0  0 .  0 0 0 0 0  
- 0  . 0 0 0 0 0  0 .  3 8 1 9 6  
0  . 0 0 0 0 0  0 .  9 9 6 9 7  
0  . 0 0 0 0 0  0 .  9 9 7 1 4  
0  . 0 0 0 0 0  0 .  9 9 7 1 4  
0  . 0 0 0 0 0  0 .  9 9 7 1 4  
0  . 0 0 0 0 0  0 .  9 9 7 1 4  
0  . 0 0 0 0 0  0 .  9 9 7 1 4  
0  . 0 0 0 0 0  0 .  9 9 7 1 4  
0  . 0 0 0 0 0  0 .  9 9 7 1 4  
0  . 0 0 0 0 0  0 .  9 9 7 1 4  
0  . 0 0 0 0 0  0 .  9 9 7 1 4  
0  . 0 0 0 0 0  0 .  9 9 7 1 4  
0  . 0 0 0 0 0  0 .  9 9 6 8 1  
0  . o o o c o  0 .  99681 
0  . 0 0 0 0 0  0 .  99681 
0  . 0 0 0 0 0  0 .  99681 
0  . 0 0 0 0 0  0 .  99681 
0  . 0 0 0 8 2  0 .  99680 
0  . 0 3 4 0 0  0 .  99598 
0  . 2 2 2 7 7  0 .  9 6 2 8 1  
0  . 5 7 8 8 0  0 .  7 7 4 0 3  
0  .87834 0 .  4 1 8 0 0  
0  . 9 7 8 6 9  0 .  1 1 8 4 6  
0  .98859 0 .  0 1 8 1 2  
0  .98944 0 .  0 0 8 2 2  
0  .98944 0 .  0 0 7 3 7  
