ABSTRACT Nonnegative matrix factorization is a widely used data processing method, which has been applied in many fields, such as data dimension reduction and feature extraction. Considering the label information of training samples is helpful to improve the performance of data dimension reduction and classification, and how to apply the subspace calculated by training samples to testing samples to improve the computation efficiency is also a problem worth considering. In this paper, an algorithm called labelembedding online nonnegative matrix factorization (LEONMF) is proposed for image dimensionality reduction and classification. First, the label is embedded in the training matrix, by which the base matrix and the weight matrix can be calculated. The data amount of the base matrix is greatly small than that of the input matrix data. Next, the base matrix is adjusted and connected with the testing matrix to get the new connection matrix. The new connection matrix can be expressed as the product of the new base matrix and the new weight matrix. The new weight matrix can be used for classification after adjustment. The experimental results demonstrated that the proposed LEONMF outperforms the state-of-the-art algorithms in classification accuracy and calculation speed.
I. INTRODUCTION
In many fields, data are high dimensional, which is inconvenient for analysis. Nonnegative matrix factorization is a data processing method that decomposes the original data matrix into multiple low-dimensional factor matrices [1] , [2] . As a data processing method, nonnegative matrix factorization decomposes the input matrix into the product of two lowdimensional matrices. On the one hand, the original data is compressed effectively, so that the data dimension is rapidly reduced, and the storage space is saved. On the other hand, the extracted low-dimensional features have benefits for subsequent tasks such as classification, clustering or recognition [3] - [5] . Nonnegative matrix factorization has been a research focus for several years, especially in the fields of feature extraction, computer vision and pattern recognition [6] - [8] . Various improved methods have been proposed by researchers based on NMF [9] - [16] .
From the view of the development of NMF, NMF can be broadly divided into two types [17] : basic Nonnegative
The associate editor coordinating the review of this manuscript and approving it for publication was Md Asaduzzaman. Matrix Factorization algorithms and improved Nonnegative Matrix Factorization algorithms. The classification diagram is shown in Fig.1 .
Basic nonnegative matrix factorization is essentially an unsupervised method. To improve the performance of NMF, researchers embed the label into the algorithms. The idea of label embedding is applied in many algorithms [18] - [24] . For example, some sparse representation methods can be embedded with labels [20] , [21] , and some dictionary learning method can also combine with label information [22] - [24] . But over-complete dictionary of atoms is of great importance to the dictionary learning method, which means the dimension of the subspace is high. It is proved that the performance of the algorithm has been improved [25] - [29] . Liu et al. [30] proposed an algorithm called Constrained Nonnegative Matrix Factorization (CNMF). CNMF incorporates the label information as additional constraints into NMF, which forces the sample points with the same label information to have the same representation in the low dimensional space based on the partial representation. Wang [31] proposed penalized matrix factorization (PMF). PMF introduces the information of paired constraints to guide the learning process of the algorithm and the base matrix obtained by which contains negative elements. Cai et al. [32] proposed Graph Regularized Nonnegative Matrix Factorization (GNMF). In GNMF, the geometrical information of the data space is encoded by constructing the nearest neighbor graph. Semi-Supervised nonnegative matrix factorization (SSNMF) is proposed by Lee et al. [33] , which uses NMF as the framework, and adds a class label matrix into it. He et al. [34] proposed Semi-Supervised Nonnegative Matrix Factorization (SEMINMF), which preserves the local structure between data by the Laplacian matrix of graph, and incorporates supervised information to guide the clustering process.
However, the above methods have limitations. Firstly they ignore the global structure of the data so that the distinguishability of different classes is reduced. Secondly, data with the same type is not divided into the same subspace. Thirdly, the subspace is needed to be recalculated when new data is to be classified, which means the previously calculated data cannot be fully utilized.
Li et al. [35] proposed a Robust Structured Nonnegative Matrix Factorization (RSNMF) method for image representation, by which the tagged data is jointly calculated with the unlabeled data. On the one hand, the label matrix reflects the global structure of the data, which makes the data more discriminative. On the other hand, the particularity of the model can divide different data into different subspaces. The Online Nonnegative Matrix Factorization (ONMF) proposed by Cao et al. [36] gives a solution to the problem of recalculating new samples to be classified. However, they all have defects. The old data in the data stream of the ONMF method is uncorrupted. If the training set is corrupted, how to deal with corruption. Although the RSNMF method can divide samples with the same labels into the same subspace due to the idea of tag embedding. It does not take into account the noise corruption problems of the training samples and timeconsuming problems due to re-calculating new data to be classified. Considering that RSNMF is effective in extracting the base face, if the calculated base face is used for ONMF, it can be beneficial to improve the performance of the algorithm. So a label-embedding online nonnegative matrix factorization algorithm is proposed in this paper. Inspired by RSNMF, the proposed algorithm constructs a label matrix and considers the noise separation matrix, which ensures that the same type of data is divided into the same subspace after the noise being separated. The sparse eigenvector brings great convenience for our analysis. The classification of new data in the data stream is a problem worth to consider. If recalculated, the calculation will be repetitive and inefficient. The proposed method joins the previously calculated base matrix into new data to calculate, which reducing the amount of data to be processed and improving efficiency greatly. Experiments on classical face databases show that the algorithm has good performance of accuracy and computationally efficient in classification problems. This paper is organized as follows. Section 2 introduces some improved methods based on NMF which consider labels and introduces online nonnegative matrix factorization (ONMF) algorithms. Section 3 introduces the proposed LEONMF and the iterative approach to solve the optimization problem is developed. Section 4 is the experiment of recognition rate and operation time, which is compared and analyzed. Finally, we conclude the paper.
II. RELATE WORK
In this section, a brief review of several related methods is given.
NMF [1] reduces the dimension of the input matrix so that the potential features of the input matrix can be obtained.
Supposing the input data is matrix
is one piece of input data. The purpose of NMF is to find two new matrices, multiplying the two new matrices can obtain the original matrix D ≈ WH.
The iterative method is usually adopted to get optimal solutions. Two different objective functions are constructed by Lee and Seung [2] . Different objective functions and solutions are proposed in the document [2] . The proof of the convergence theorem is given meanwhile.
1. One objective function of NMF calculates the square of the euclidean distance between D and WH, which is expressed as follows.
where A F is the sum of the squares of each element of matrix A. The main task of the above objective function is to solve the following optimization problems.
2. Another objective function of NMF is to use the Kullback-Leibler (K-L) distance as a measure of the dissimilarity between D and WH.
K-L distance reaches the minimal value only when D = WH. The objective function is solved under the Poisson noise assumption.
Nonnegative matrix factorization is an unsupervised method that does not consider label information. RSNMF proposed by Li et al. [35] is a label-embedding algorithm. The objective function of RSNMF is as follows.
The loss function in (5) is defined by l p -norm (0 < p < 1). Label matrix I in the second term is used to pursue the blockdiagonal structure and µ is a regularization coefficient. So the RSNMF method is rewritten as follows.
I is a label matrix, which is defined as I = [Ī,0]. I records the label of matrix whose elements are all 1 except that the element representing the category information on the diagonal block is 0. The number of elements with a value of 0 is related to the base matrix dimension. It is guaranteed that the same type of data is divided into the consent subspace while iterating.
Cao et al. [36] proposed the Online Nonnegative Matrix Factorization (ONMF) algorithm. Let D be the input training data, which can be represented as D old ≈ W old H old . If new samples D add is added, the data matrix will change into , where Λ is a nonnegative diagonal matrix. The value of the element on the diagonal of Λ represents the weight of each column of W old , which is used to adjust the weights of different basis vectors. The new matrix can be factorized as follows.
Then (8) is rewritten as
Thus, the update rules for W new and H new are
The transformation from (7) to (8) makes the calculation time of the algorithm greatly reduced. Simulation results demonstrate the performance of the proposed algorithm.
III. LABEL EMBEDDING ONLINE NMF
Considering that on the one hand, label-embedding is of benefit to improve classification accuracy, on the other hand, the application of the previous subspace can improve the efficiency of calculation. In this paper, we propose a labelembedding online nonnegative matrix factorization algorithm, whose details are given in this section.
Let
denotes the matrix formed by N input samples from C categories, where D i is the matrix of the samples from the ith category. NMF is aimed at finding two new matrices (base matrix and the weight matrix) and the original matrix can be expressed as the multiplication of the two new matrices as D ≈ WH. During this process, the dimension of the original data is reduced to k, which means the dimension of W and H is k. In the proposed algorithm, samples from the same categories are expected to be divided into homogeneous subspaces. So the parameter k should meet the condition k = nC, where n is a positive integer, which means k is an integer multiple of C. The framework of the proposed algorithm is shown in Fig. 2 . The base matrix W contains C subspaces. The ideal weight matrix is a sparse matrix, and only the block-diagonal elements are nonzero. The matrix S represents the separated noise. A sparse coding matrix L is introduced to give a limitation to H so that the matrix H can be block-diagonal. The sparse coding matrix is represented as
when x i is from the jth category, the nj − n + 1th element to the njth element in l i are 1, and the rest elements are 0. For a concrete example, supposing we are given a set of training 
If n = 1 is set during dimensionality reduction, matrix L has the following definition, which is different from the The objective function is defined as follows, where E is an identity matrix and • means dot product of elements in matrix.
Applied the Lagrangian multiplier method to object function and the objective function can be rewritten as (13) . Where Ψ and Φ are Lagrange multipliers of W and H respectively, which are used for constraining matrix W and matrix H nonnegative. tr (·) means trace of matrix.
It is known that l 0 -norm · 0 is NP-hard, which is disadvantageous to our calculation. So l 1 -norm · 1 is often used to replace · 0 and the objective function can be rewritten as:
In the above optimization problem, both W and H are nonconvex. The multiplicative updates are adopted to get the global optimal solution of the above problem. In each iteration, two of the variables are fixed, then the third variable is optimized, and such iteration is conducted alternately.
For fixed H and S, we can optimize W by solving the following optimization problem.
Taking a derivative with respect to J (W ) and we will get
In the same way, we fix W and S to optimize H, which means to solve the following optimization problem.
The following formula is gotten by taking partial derivatives of J with respect to H.
Set the partial derivatives ∂J ∂W = 0 and ∂J ∂H = 0. When considering the Kuhn-Tucker condition ψ ij W ij = 0 and φ ij H ij = 0, Equation (17) and equation (18) can be switched as the following formulas.
Then the updating rules of W and H can be deduced from the above equations as follows.
With W and H fixed, we update S by soft threshold operator [37] . The soft threshold operator T v (·) is defined as follows.
where λ is an adjustable parameter.
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For the objective function of this paper, the soft threshold operator can be rewritten as
The soft threshold operator is aimed at reducing each entry in D − WH (That is to reduce each element of the noise matrix S). Intuitively. The entries in −θ j , θ j change to 0, those to the right of the interval decrease and left increase. So that the noise matrix tends to be sparse gradually.
At this point, we have obtained the update rules for W , H and S.
When the new corrupted sample matrix D add is to be classified, we use the calculated base matrix to perform online calculations, as shown in (25) . Where β is an adjustable parameter to get the energy of the base matrix W close to the energy of the new data D add .
Since the calculation of the base face in the previous iteration has taken the label into consideration, labels do not have to be considered repeatedly in this iteration. So D new ≈ W * H * + S * is updated according to the document [38] .
where T v (·) is a soft threshold operator defined as (23) . The final update rules of the base matrix and the weight matrix is given by
The procedure of LEONMF is summarized in Algorithm 1. Each sample in the matrix D new is mapped to the corresponding column in the matrix H new . The label of the image is determined by comparing the corresponding columns in H new .
IV. EXPERIMENT
To verify the classification effectiveness and the speed of the proposed LEONMF, we conduct experiments on three different datasets: Yale face database, ORL face database and CMU PIE face database.
Algorithm 1 LEONMF Algorithm
Input:
: end for STEP 2:
while not converges do 
A. EXPERIMENTAL RESULTS ON THE YALE FACE DATABASE
The Yale database contains 165 face images from 15 volunteers under 11 different facial conditions. The facial conditions include facial expression changes such as smile, sad, eyes-closed, surprise and light changes. Each image is a 112 × 92 pixel array and is converted into a vector.
There are two dimension reduction processes of the proposed method. Whether or not the appropriate dimensions are selected have a great influence on the final recognition rate. The dimension of the first dimension reduction is especially important, which affects the basis matrix and will directly affect the classification of the testing samples. So we firstly conduct the experiment to investigate the effect of the first dimension k 1 on the recognition rate. Fig. 3 shows the results under different k 1 . As shown in Fig. 3 , each line shows a steady upward tendency, which means that with the expansion of the training data set, the recognition rate has a slight increase. In each group of experiments, the value of k 2 is the same, and the general tendency of recognition rate under k 1 = 15 is higher than that under k 1 = 30. So it is concluded that k 1 = 15 is an appropriate choice.
We analyze the difference in the base matrix under different k 1 which is shown in Fig. 4 . Fig. 4(a) is under k 1 = 15 while Fig. 4(b) is under k 1 = 30. For k 1 = 15, the calculated 15 base faces are smooth and expression eliminated, which is proper for the second decomposition. While k 1 increases by an integral multiple of 15, the noise of the base matrix is salient, which is disadvantageous to classification.
With k 1 = 15 fixed, the experiment investigates the impact of k 2 on recognition rates, which is shown in Fig. 5 . The recognition accuracy increases with the increase in the number of faces in the training set. It is shown that the recognition rate will be affected by k 2 , which becomes higher overall as k 2 increases, and when k 2 reaches 30 or 40, the recognition rate line chart is relatively close and no longer rising. After testing and analyzing the above two experiments, we will set k 1 = 15 and k 2 = 30 in the following experiments. In practice, the collection of samples in the training set are not necessarily in an ideal state, and the collected face may include expression changes and facial occlusion. In this paper, the training set is corrupted by white blocks of different sizes. Experiments are conducted to investigate whether the training set can be reconstructed by the proposed algorithm when it is corrupted by three 10 * 10, three 20 * 20, and three 30 * 30 white blocks. Figure 6 shows the reconstructed of the training set under different white block noise corruption. It can be seen that the proposed method is effective in removing the white block noise of the training set.
We explore the effect of the corrupt level on the recognition rate of the algorithm and compare the proposed algorithm with other algorithms. k (k = 3, 4, · · · , 8, 9, 10) images per person are randomly selected as the training set and the rest images are used as the testing set. To reduce the random error, the process is repeated 50 times and averaged as the final result. Table 1, Table 2 and Table 3 are testing results of the proposed algorithm and other algorithms, in which the training set and the testing set are corrupted by three 10 * 10, three 20 * 20, three 30 * 30 white blocks respectively. Data in the tables show that the proposed algorithm is superior to the comparison algorithm when the samples are under different corrupt levels. There is a noticeable characteristic of the proposed algorithm. When the training data set is small, the proposed algorithm can achieve a high recognition rate already, which is beneficial for online calculation, that is, the training VOLUME 7, 2019 FIGURE 6. Experiment of training set denoising. set can be corrupted and does not have to be very large. The NMF method has no ability to separate noise. So when the size of the white block as small as 10×10, the method performs well, but when the size of the white block becomes larger, the recognition rate of the method is significantly reduced. The ONMF method cannot separate the noise matrix in the calculation of the base matrix when the training set is corrupted, and while the noisy base matrix is used for the classification of testing samples, the ONMF algorithm is invalid with the corrupted block becoming larger. RSNMF divides the same data into the same subspace virtually. For a subspace, it contains fewer samples so that the method has low robustness to noise. The RSNMF algorithm is effective when the corrupted size is small, while as the corrupted size becomes larger, the performance of the algorithm is poor than that of the comparison algorithm. In order to analyze the operation time of the proposed algorithm quantitatively, we conducted experiments to compare the computation time. The results are shown in Figure 7 . The proposed method is an online calculation method, which uses the pre-computed face subspace. When a new sample needs to be classified, the algorithm connects the adjusted base matrix with the testing matrix as the connection matrix for calculation. So the online calculation time of the proposed algorithm is used as the measured time. The average time of each testing sample is calculated and be compared with that of other algorithms. For a database, when the training set is expanded, the testing set will be reduced, so calculating all the data will result in a long average processing time per test sample. As shown in Figure 7 , the performance of the proposed method in processing time is only inferior to ONMF, and the processing time of RSNMF is the slowest, NMF is close to RSNMF. The results are in line with expectations because the nononline methods must recalculate all the data before classification every time, which is bound to be inefficient.
B. EXPERIMENTAL RESULTS ON THE ORL FACE DATABASE
The ORL face dataset has a total of 400 images, which consist of 40 people and 10 images per person and each image is a 112 × 92 pixel array. These images are collected during different periods, so facial gestures, facial proportion changes and details of these faces are different. For example, happy, sad, eyes-opened, eyes-closed, w/glasses, w/no glasses, plane rotation and scale changes can reach 20 degrees. The training set and the testing set are all corrupted by three white blocks with random positions and the size of these white blocks is changed which determines the noise level of the sample. The comparison algorithms are NMF, ONMF and RSNMF. k (k = 2, 3, · · · , 8, 9) images from per person are selected as the training set in each experiment and the rest images are used as the testing set. The results testing under the same corruption are averaged as the final result, which is shown in Fig. 8 . It is showed that when the training set is uncorrupted, the average recognition rates of these algorithms are relatively close, but with the gradual increase of the corrupt level, the recognition rate shows a downward trend. The RSNMF method performs the worst, followed by the ONMF algorithm and the NMF algorithm. The proposed algorithm has the highest recognition rate under different corruption levels. It is noteworthy that when the corrupted area is gradually increased (10 * 10, 20 * 20), the proposed algorithm has a slow decline in the recognition rate, while that of the comparison algorithms have been reduced significantly.
C. EXPERIMENTAL RESULTS ON THE CMU PIE FACE DATABASE
The CMU-PIE face dataset is created by Carnegie Mellon University (CMU). The database contains more than VOLUME 7, 2019 40,000 face images from 68 objects. The face images of each person contain 13 different poses, 43 illumination changes and 4 expression changes. Because the test results on different subsets don't have much difference, only two subsets of the data set (Pose 05 and Pose 09) are selected for experimentation in this paper, what are lateral face images and frontal face images respectively. Each object in Pose 05 has 49 images and each object in Pose 09 has 24 images. All images are aligned and cropped to the size of 64 × 64. Each image in the data set of CMU PIE is corrupted by three 5 * 5 or three 10 * 10 white blocks. FIGURE 9 shows partial samples on the CMU-PIE face dataset and corrupted samples. We randomly selected k (k = 6, 12, 18, 24) images of each subject on Pose 09 to form the training set and treat the remaining data as a testing set. On Pose 09, k (k = 4, 6, 8, 10, 12) images of each subject are randomly selected as the training set and the rest images are used as the testing set. The experiment is repeated 50 times to take the average and get the final results. The comparison algorithms include NMF, ONMF and RSNMF. The experimental results on Pose 05 are shown in TABLE 4 and TABLE 5, TABLE  6 and TABLE 7 show the results on Pose 09. Data showed that the accuracy rate of these methods increasing size with the training set. The proposed LEONMF has the highest recognition rate under different size of training set under different white blocks. The accuracy of RSNMF is the lowest when the dataset is corrupted with three 5 * 5 white blocks, while the size of blocks becomes larger to 10 * 10, the ONMF method performs the worst. NMF method is worse than the proposed method when the white block size is 5 * 5, and when the white block size is increased to 10 * 10, the recognition rates of the algorithm is significantly reduced, which is still worse than the proposed method. In general, the performance of the algorithm proposed in this paper is the best.
V. CONCLUSION
The paper proposes a label-embedding online nonnegative matrix factorization algorithm for image classification. The online learning method is adopted in the proposed method, which means that when the samples are needed to be classified, the base matrix is adjusted and connected with the testing matrix, so it has a smaller amount of computation and faster computation speed. The label matrix is used in the training of the base matrix and the experiments indicate that the proposed can calculate a good base matrix without a large training data set. Moreover, the LEONMF method can separate the noise matrix, Even if the faces in the training set are corrupt, the performance of the proposed algorithm is still better than that of the comparison algorithm. Data obtained from experiments indicated the robustness to the corruption of the proposed method and the advantages in classification accuracy and calculation speed.
