A revenue management model for sea cargo by SIM MONG SOON
A REVENUE MANAGEMENT
MODEL FOR SEA CARGO
SIM MONG SOON
NATIONAL UNIVERSITY OF SINGAPORE
2005
A REVENUE MANAGEMENT




FOR THE DEGREE OF DOCTOR OF PHILOSOPHY
DEPARTMENT OF INDUSTRIAL AND SYSTEMS
ENGINEERING







List of Tables xii
List of Figures xiii
1 Introduction 1
1.1 Organization of the thesis . . . . . . . . . . . . . . . . . . . . 3
2 Literature Review 5
2.1 What is revenue management? . . . . . . . . . . . . . . . . . . 5
2.2 Its applications and successful stories . . . . . . . . . . . . . . 7
2.3 Various applications of revenue management . . . . . . . . . . 8
i
2.3.1 Airlines . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.3.2 Hotels . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.3.3 Cargo transportation industry . . . . . . . . . . . . . . 12
2.3.4 Restaurant, internet service provider and manufacturing
plant . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.4 The single leg seat inventory control problem . . . . . . . . . . 18
2.5 Extensions of the single leg seat inventory control problem . . 22
3 The Proposed Sea Cargo Revenue Management Model 32
3.1 Problem description . . . . . . . . . . . . . . . . . . . . . . . . 32
3.2 Model formulation . . . . . . . . . . . . . . . . . . . . . . . . 35
3.2.1 Assumptions . . . . . . . . . . . . . . . . . . . . . . . . 36
3.2.2 The mathematical model . . . . . . . . . . . . . . . . . 40
3.3 Remarks on the solution techniques . . . . . . . . . . . . . . . 42
4 Some Structural Properties of the Sea Cargo Revenue Man-
agement Model 44
4.1 The optimal βt,kAC . . . . . . . . . . . . . . . . . . . . . . . . . 44
4.2 Threshold policy . . . . . . . . . . . . . . . . . . . . . . . . . 46
4.2.1 Structural Conditions . . . . . . . . . . . . . . . . . . . 49
4.2.2 The implication of the structural conditions . . . . . . 51
ii
4.2.3 The existence of structural conditions . . . . . . . . . . 58
4.2.4 The optimality of the threshold policy . . . . . . . . . 73
4.2.5 The monotonic property of the threshold values . . . . 77
4.2.6 The stationary threshold policy . . . . . . . . . . . . . 79
5 Implementation of the Stationary Threshold Policy 81
5.1 The stationary threshold problem . . . . . . . . . . . . . . . . 82
5.1.1 A mixed integer programming reformulation . . . . . . 85
5.2 The proposed perturbation approach . . . . . . . . . . . . . . 87
5.2.1 The general idea . . . . . . . . . . . . . . . . . . . . . 88
5.2.2 How the idea is applied to the problem? . . . . . . . . 89
5.2.3 When should δ1t,k and δ2t,k be changed? . . . . . . . . . 92
5.2.4 The general algorithm . . . . . . . . . . . . . . . . . . 100
5.2.5 The shadow price approximation . . . . . . . . . . . . 102
5.3 Solving the stationary threshold problem by meta-heuristics . 105
5.3.1 Genetic algorithms . . . . . . . . . . . . . . . . . . . . 106
5.3.2 Simulated annealing . . . . . . . . . . . . . . . . . . . 111
6 Numerical Experiments 115
6.1 Some issues regarding the threshold policy . . . . . . . . . . . 116
iii
6.1.1 The average performance of the stationary threshold
policy . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
6.1.2 The stationary and the non-stationary threshold policy 122
6.1.3 Some insights on implementing the stationary threshold
policy . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
6.2 How good is the perturbation approach? . . . . . . . . . . . . 125
6.3 Comparison on the average performance of the methods dis-
cussed . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128




I wish to express my heartfelt gratitude to my thesis supervisors, Associate
Professor Lee Loo Hay; Associate Professor Chew Ek Peng and Dr. Peter
Lendermann. I will like to thank Christie for her support these five years. In
addition, I also like to show my appreciation to my family and friends who
have helped me along the way.
v
Abstract
The thesis is divided into two parts. In the first part, we introduce a revenue
management model for the ocean carrier. The two classes of order, namely
the ad hoc orders and the contractual orders, may arrive at each time instance
and each class of order consists of a random amount of containers. A container
from the ad hoc orders must be delivered by the first ship leaving the port.
On the other hand, if a container from the contractual orders is accepted, the
carrier can either deliver it by the first ship leaving the port or postpone the
delivery to the next ship on the shipping schedule. Under this situation, we
formulate the problem as a stochastic dynamic programming model and prove
that a threshold policy exists which gives an optimal solution to the problem.
We also show that the threshold policy is non-increasing with respect to the
departure date of the ship.
In the second part, we introduce a nonlinear optimization problem to de-
termine the stationary threshold policy. We convert the nonlinear optimiza-
tion problem into a mixed integer linear programming problem and propose a
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heuristic (known as the perturbation approach) to solve the resulted mixed-
integer programming problem. In another approach, we apply two meta-
heuristics (genetic algorithms and simulated annealing) to solve the nonlinear
optimization problem directly.
From the numerical results, we demonstrate the effectiveness of the thresh-
old policy based on the cases considered. It is also shown that the perturbation




Rkt (x, y) – The maximal total normalized revenue from decision
period t of kth departure period onwards when
the remaining capacities of ship 1 and ship 2 are x
and y respectively
pkt (A) – The probability of getting request in the tth decision
period of kth departure period to ship A ad hoc
containers
pkt (C) – The probability of getting request in the tth decision
period of kth departure period to ship C
contractual containers
At,k The number of ad hoc container arrived at
tth decision period of kth departure period
Ct,k The number of contractual container arrived at
tth decision period of kth departure period
βt,kAC – The number of ad hoc containers accepted
viii
at tth decision period of kth departure period
when there are A ad hoc and C contractual
containers requested to be transported
λt,kAC – The number of contractual containers accepted
in ship 1 at tth decision period of kth
departure period when there are A ad hoc and C
contractual containers requested to be transported
ρt,kAC – The number of contractual containers accepted
in ship 2 at tth decision period of kth
departure period when there are A ad hoc and C
contractual containers requested to be transported
βt,k – The number of ad hoc containers accepted
at tth decision period of kth departure
period for the Stationary Threshold Problem
λt,k – The number of contractual containers accepted
in ship 1 at tth decision period of kth departure
period for the Stationary Threshold Problem
ρt,k – The number of contractual containers accepted
in ship 2 at tth decision period of kth departure
period for the Stationary Threshold Problem
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r – The ratio of the revenue of one ad hoc container
to one contractual container
M – Parameters
N – The length of a departure period
t – Index for decision period
k – Index for departure period
S – The maximum remaining capacity of the ship
x – The remaining capacity of ship 1
y – The remaining capacity of ship 2
xt,k – The remaining capacity of ship 1 at tth
decision period of kth departure period
yt,k – The remaining capacity of ship 2 at tth
decision period of kth departure period
θt,k1 – The threshold value for ship 1 at tth
decision period of kth departure period
θt,k2 – The threshold value for ship 2 at tth
decision period of kth departure period
δ1t,k / δ2t,k – The binary variables used at tth
decision period of kth departure period
δbest – the vector that represent δ1t,k and δ2t,k at each decision
x
period that give the highest revenue, up to the current
iteration
δgood – the vector that represent δ1t,k and δ2t,k at each decision
period that give the highest revenue among all the
possible perturbations at current iteration
θbest – the vector that represent θt1 at each decision period
and θ2 obtained by solving Problem 3, given δbest
θgood – the vector that represent θt1 at each decision period
and θ2 obtained by solving Problem 3, given δgood
revenuebest – the objective value obtained by solving the stationary
threshold Problem 3, given δbest
revenuegood – the objective value obtained by solving the stationary
threshold Problem 3, given δgood
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I built on the sand
And it tumbled down,
I built on a rock
And it tumbled down.
Now when I build, I shall begin
With the smoke from the chimney. 1
1Translated from the Polish by Czeslaw Milosz, “Foundations”, Postwar Polish Poetry,




There are trends that many countries are reviewing the regulatory system for
liner shipping. The World Shipping Council (2000) reported that Australia,
Canada, the European Union, Japan, South Korea and the United States have
conducted thorough reviews of their national liner shipping policies in recent
years. One significant event was the amendment of the Ocean Shipping Reform
Act (OSRA) by the United States in 1998. It gives more legal freedom to
negotiation and provision of ocean transportation services in the United States,
hence bringing about changes to the contracts between carriers and shippers.
This Act has also indirectly affected those foreign carriers that transport cargo
into and out of the United States.
One important consequence of the change in the Act is the increasing num-
ber of service contracts signed between the carriers and the shippers. Before
the amendment of the Act in 1998, the 1984 OSRA restricted the number of
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carriers entering into service contracts. Under the 1984 Act, only carriers who
belonged to some conferences were allowed to practice service contracts under
the authority of the conferences.
The 1984 Act also required carriers to file their service contracts with
the Federal Maritime Commission confidentially. Rates and other essential
terms had to be made available to the public in tariff formats. Furthermore,
carriers and conferences were required to make essential terms available to
any similarly situated shipper for a period of 30 days. This is known as the
“me-too” provision.
The changes in OSRA allow all carriers to enter into service contracts
now. The carriers also do not have to publish their freight rates anymore.
In addition, the “me-too” requirement for similarly situated shippers is also
removed. Due to the relaxation in the Act, Federal Maritime Commission
(2001) reported that, there is at least a 200 percent increase in the number of
service contracts being signed.
The rising number of service contracts is one clear sign that the business
relationship between the carriers and the shippers has changed. In one of
the fastest growing trades, agricultural product, United States Department of
Agriculture (2001) reported that the contracts are no longer simply volume
discounts, but increasingly contain negotiated and tailored service provisions.
2
This is also observed in other trade areas (see Federal Maritime Commission
(2001) for further detail). Due to the frequent negotiations between the carriers
and the shippers, it is important that the carriers use some tools to manage
their allocation of capacity.
In this thesis, we propose using revenue management (also called yield
management) to better manage their capacity. There are two main contribu-
tions in this thesis. Firstly, we show how this problem may be modeled using
stochastic dynamic programming. Using this model, we prove that the opti-
mal allocation of the capacity follows a simple policy. Secondly, we introduce
a heuristic, known as the perturbation approach, to determine the allocation
of containers.
1.1 Organization of the thesis
The thesis is divided into the following chapters:
• Chapter 2 will review some research works done in revenue management.
Some of its applications covered are the airline industry, the hotel indus-
try, the cargo industry, etc. Following that, we will look at the classical
single leg seat inventory control problem in detail.
• Chapter 3 will describe the Sea Cargo Revenue Management Model.
The mathematical formulation and its assumptions will be given in this
3
chapter.
• Chapter 4 will present some structural properties of the Sea Cargo Rev-
enue Management Model. We will show here that the optimal allocation
of capacity in each ship can be implemented by a threshold policy.
• Chapter 5 will look at the implementation of the stationary threshold
policy for our problem. A nonlinear formulation of the problem, the
Stationary Threshold Problem is first introduced. We will re-formulate
the Stationary Threshold Problem into a mixed integer programming
problem and introduce a method (known as Perturbation Approach) to
solve the mixed integer programming problem. We will also describe how
two meta-heuristics (genetic algorithm and simulated annealing) can be
applied here.
• Chapter 6 will cover some numerical experiments performed. The first
part will focus on the effectiveness of the stationary threshold policy.
The second part will compare the performance of all the techniques used
to solve the Stationary Threshold Problem.





This chapter will summarize the past research works done in the field of revenue
management.
2.1 What is revenue management?
In general, revenue management is an optimization tool used mainly in the ca-
pacity allocation for perishable assets. In most revenue management problems,
they share these characteristics (Weatherford and Bodily (1992)):
• The assets are only available on certain date and they will be perishable
after that.
• There are a fixed number of assets.
• It is possible to segment the price-sensitive customers.
Under these circumstances, revenue management can help the decision
maker to answer these important questions (Weatherford and Bodily (1992)):
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• How many assets should be made available initially at various price lev-
els?
• How should the availability of these assets change over time as the time
of actual availability approaches?
For our problem, the perishable asset refers to the capacity of the ships as
it will not longer generate any revenue after the ships leave the port. As it
is uneconomical to change the number of containers carried by the ships, it is
reasonable to assume that the capacities are fixed. The customers arriving can
be classified according to the types of contracts signed with the carrier. Hence,
we see that the problem shares the 3 characteristics of revenue management.
The carrier, who is the decision maker here, has to decide how much shipping
capacity should be allocated to each group of customers, to maximize the
revenue. In addition, the carrier has to consider how the allocation will change
as the departure of the ship draws nearer.
In this chapter, we will first look at some major applications of revenue
management. After that, we will focus on the single-leg seat inventory control
problem as it will be related to our application. The application of revenue
management in liner industry will formally be introduced in chapter 3.
6
2.2 Its applications and successful stories
The airline industry in the United States started applying revenue manage-
ment in the 1970s after the deregulation of air transportation. With revenue
management, the airline carriers ensure that there are enough seats reserved
for the full-fare customers arriving at a later time and the remaining available
seats are opened to the discounted-fare customers, hence maximizing their rev-
enue. The impact of revenue management is illustrated in Belobaba (1987b):
Delta Airlines estimated that selling just one seat per flight at a full fare rather
than a discounted fare can add over $50 million to its annual revenue. Davis
(1994) also added in his article that American Airlines saved $1.4 billion in
the period from 1989 to 1992 with the practice of revenue management.
Following the successful stories from the airline industry, revenue manage-
ment is being applied in many industries and most of the industries reported
improvement resulted from the application of revenue management. Some of
these industries are:
• Transportation
– Air Cargo (Saranathan et al. (1999))
– Car rental (Geraghty and E. Johnson (1996))
– Cruise-liner (Ladany and A. Arbel (1991))
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– Railways (Ciancimino et al. (1999))
• Hospital (Shukla and Pestian (1997))
• Internet Service Provider (Nair and Bapna (2001))
• Lodging (Ladany (1976))
• Manufacturing Sector (Barut and Sridharan (2004))
• Restaurant (Bertsimas and Shioda (2003))
It is noted that, due to the different nature, most industries do not take the
same approach in applying revenue management to their areas. However, these
applications share some common characteristics already mentioned above. We
will continue to elaborate on how revenue management is being applied in
these industries.
2.3 Various applications of revenue manage-
ment
2.3.1 Airlines
One successful application of revenue management is the airline industry. The
airline industry is actually the pioneer in this field. Smith et al. (1992) reported
that American Airlines begin research in managing revenue from its inventory
in the early 1960s. One of the earliest published works in revenue management,
8
Littlewood (1972) looked at how airplane seats should be allocated in a two-
fare system. Although the model was presented more than 30 years ago,
the allocation rule proposed in the model (Littlewood’s rule) is still widely
used in the airline industry now. After the deregulation of domestic and
international airlines in the United States during the mid 20th century, more
intensive researches in revenue management were conducted as airlines faced
tougher competition.
The research works done in airline revenue management may be divided
into four major areas: forecasting, overbooking, seat inventory control and
pricing. As the success of revenue management depends heavily on the accu-
rate forecasting of customer demand, several research works in revenue man-
agement look at how the forecasting methods can be improved to give more
accurate and reliable prediction. The practice of overbooking refers to the
acceptance of booking requests well above the capacity of the plane. The in-
tention to accept requests above capacity is to reduce the possible revenue
loss caused by passenger cancellations and no-shows. A closely related area to
overbooking is the seat inventory control. In seat inventory control, the em-
phasis is to look at how the limited airplane seats should be allocated across
the multiple fare classes. Most early works in the area of seat inventory control
focused on the single-leg problem. Due to the much simpler problem setting,
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many interesting and important structural properties were obtained for this
class of problem. In recent years, research in the airline inventory control
problem looks at a more realistic setting with multiple segments. The em-
phasis in these research works is to find an efficient method to determine the
approximate optimal seat allocation. In overbooking and seat inventory con-
trol problems, the price of each airline seat is assumed to be predetermined.
The research in pricing goes a step further by using price as the variable in
maximizing the profit for the airline carriers. This area of pricing is gaining its
relevance in the airline industry now as many airline companies are implement-
ing “name-your-price” strategy via the internet to attract the budget travelers.
For a more detailed overview of revenue management in airline industry, the
reader is referred to McGill and Van Ryzin (1999).
2.3.2 Hotels
Another successful example of revenue management is the hotel industry. Re-
search works on hotel revenue management starts as early as 1970s. The
research direction in hotel revenue management was more or less similar to
that of the airline revenue management in the beginning. For example, Roth-
stein (1974) considered the hotel overbooking problem in his paper. Ladany
(1976) introduced a dynamic operating rule for motel reservation.
Although some recent works (Bitran and Mondschein (1995) and Badinelli
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(2000)) focus on the mathematical aspect of the problem, most research works
in hotel revenue management take a different approach and focus more on
the “human aspect” of the problem. While revenue management may give a
company the competitive edge, it could also result in many problems such as
(Kimes (1989)):
• a loss of competitive focus
• customer alienation
• severe employee morale problems
• a change in reward systems
• a need for intensive employee training
Kimes (1989) also pointed out that there is a lack of research in the manage-
rial implication of revenue management. In order to gain more from revenue
management, we need to look at how the revenue management methodology
can be integrated into an organization.
Following this article, Hansen and Eringa (1998) identified 11 people-
related critical success factors for the application of revenue management in
hotels. They also suggested that the approach (for the introduction and the
implementation of revenue management in a hotel) should be both qualita-
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tive and quantitative. Furthermore, it must be cross-functional and combines
information and resources from different departments in the hotel.
Jones (1999) also observed that although the revenue management systems
interact with various divisions within the hotel chain, little system analysis has
been conducted in the hotel sector. He proposed a systems model for hotel
revenue management that will better integrate various key departments in a
hotel chain.
2.3.3 Cargo transportation industry
Compared to the airline and the hotel industries, the cargo industry is a new
entrant in revenue management. In an article by Pompeo and Sapountzis
(2002), they pointed out that most freight companies offer a standard service
to all customers, with prices based on a vague understanding of the competitive
situation. With revenue management, they can better understand the market’s
dynamics and the needs of the customers. They can divide the customer
into various segments and offer different services and prices for each segment.
Although the largest air cargo companies have begun to practice this concept,
the container shipping industry has yet to apply this.
Kasilingam (1996) compared the differences between the air cargo revenue
management and the airline passenger revenue management. He listed four






Due to these differences, the air cargo revenue management problem is
considered far more complex than the airline passenger revenue management
problem. Saranathan et al. (1999) presented an operational model for the
air cargo revenue management at United Airlines. However, no mathematical
model for the air cargo revenue management problem is discussed so far.
Kleywegt (2002) also presented two models: Contract planning and Book-
ing control, specifically for the application to the sea cargo industry. The
Contract planning model is meant for the carriers to make long-term plan-
ning. Given the economical situation and the available capacity on certain
voyages, the model seeks to determine a contract that maximizes the carri-
ers’ return. With the inputs from the Contract planning model, the Booking
control model is used for short-term allocation of capacity in the ship.
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2.3.4 Restaurant, internet service provider and manu-
facturing plant
Bertsimas and Shioda (2003) developed a revenue management model for a
sushi restaurant. In a restaurant, the floor manager has to decide where and
when to seat each group of arriving customers daily, in order to maximize
the revenue. Assuming that the total bill increases with the group size, the
floor manager would arrange the group to the table where its seating capacity
is closet to the group size. However, he / she also needs to consider seating
smaller groups at large tables when the larger groups are not expected to
arrive in the near future. This is because some revenue will still be generated
from the smaller groups, compared with zero revenue generated from an empty
table. The restaurant revenue management model is made complicated by the
fact that the customers are only willing to wait for the seats for a limited time
period.
Bertsimas and Shioda (2003) used integer programming, stochastic pro-
gramming and approximate dynamic programming methods to study the prob-
lem. The integer programming approach is the most basic approach and uses
expected demand in the formulation. To take advantage of the stochastic na-
ture of the problem, the stochastic programming approach is implemented in
the second formulation. The dynamic programming approach is used in the
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third model, to take into account of the dynamic nature of the problem. How-
ever, this approach is infeasible due to “the curse of dimensionality”. Hence,
some approximate dynamic programming methods are used instead.
The three optimization models are compared with the first-come-first-serve
policy. They observed that the three models produce higher revenue without
sacrificing the waiting time of the customer. Overall, as the sophistication of
the model increases, it will result in better revenue.
Nair and Bapna (2001) applied the revenue management technique to the
internet service providers. With growing demand from an expanding customer
base, it is not uncommon that some internet users are disconnected from the
network during peak hours. This is undesirable as competition between the
internet service providers are stiff. Although the internet service providers can
improve their service by purchasing more modems, this is not a good option
as this involves huge capital cost. Currently, the internet service providers
depend on the modems to users ratio (MUR) to decide the number of modems
for a particular location. With fixed modems available, Nair and Bapna (2001)
studied the optimal strategies for utilizing the network capacity of the internet
service providers when they are faced with stochastic arrivals and departures
of customers.
Unlike airlines and other industries discussed so far, the internet service
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providers do not at present differentiate their customers. In order to apply
the concept of revenue management here, Nair and Bapna (2001) proposed to
segment their customers into two classes namely Platinum and Gold, based on
the quality of service. They defined the quality of service as the probability of
getting access to the internet when the customers attempt to dial-in. As such,
the Platinum customers, who pay a higher rate, will be guaranteed a higher
quality of service here.
Nair and Bapna (2001) modeled the problem as an infinite horizon con-
tinuous time Markov decision process. The decision here is to decide whether
to let the customer log-on or not when he / she arrives. They proved that
if a gold customer is rejected when there are already i Platinum and j∗ Gold
customers logging on, then the gold customer will also be rejected when there
are already i Platinum and j Gold customers logging on, where j > j∗.
While revenue management is widely implemented in the service sector,
this is rarely observed in the manufacturing sector. Barut and Sridharan
(2004) is one of the first few papers that discusses the application of revenue
management in a make-to-order (MTO) manufacturing setting.
In the MTO manufacturing company, inventories are not stocked up to act
as buffer for demand uncertainty. According to Barut and Sridharan (2004),
the MTO manufacturing company needs to establish capacity management
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policies in order to solve the short-run capacity allocation problem when the
demand exceeds the capacity. The chief capacity management issue is to ensure
that the company utilizes the available capacity in the most effective and
efficient manner to satisfy the current demand.
To apply revenue management in this context, Barut and Sridharan (2004)
considered the setting where the MTO manufacturing company faces a fixed
planning horizon. Barut and Sridharan (2004) noted that when the company
faces a relatively high production lead time to sale period time ratio, its plan-
ning horizon is rather fixed. Seasonal products, short product life-cycle goods
and products near the end of their life cycle are some examples that share this
characteristic. They proposed a customer segmentation policy that charges
different prices for products based on order lead-time. They used a heuristic,
similar to the idea introduced in Belobaba (1987a) for the airline industry, to
select the group of customers for production.
After discussing how revenue management is applied in various industries,
we note that some industries do not naturally have the characteristics required
for the application of revenue management. However, we see some innovative
approaches to modify the problem so that the concept of revenue management
can be applied.
In the next section, we will focus on the airline industry, particularly in
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the area of single leg seat inventory control. This area is related to the Sea
Cargo revenue management model, to be introduced in the next chapter. The
airline industry contains comprehensive works on inventory control and this
is the main reason that we are narrowing the discussion to this industry. We
will first look at a classical single leg problem and introduce the established
methods used to solve this problem. Then, we will discuss various extensions
of the problem and describe how these extensions are modeled.
2.4 The single leg seat inventory control prob-
lem
In the classical single leg problem, these assumptions are normally made:
• Demands for each fare class are statistically independent.
• Fare classes arrive in sequence. In addition, lower fare class will arrive
before the higher fare class.
• Batch booking is not allowed.
• Cancellations or no-shows is not considered.
Generally, these assumptions are restrictive in nature. However, important
insights may be gained from this simple model. Furthermore, they give a
significant improvement in revenue over the existing policies.
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Littlewood (1972) derived a rule to accept the discounted fare for a single
leg problem with two fare classes. The full fare class is known as fare class 1
here. As fare class 1 generates the highest revenue, it is desirable to accept as
many orders as possible. Hence, the booking limit for fare class 1, BL1 is the
whole capacity of the plane. For the discounted fare class (known as fare class
2),
BL2 = Full Capacity of the plane − S12 and (2.1)
f1 · P1(S12) = f2 (2.2)
where
fi is the average fare level for class i.
Sij is the seat protected from class j and is available exclusively to class i.
Pi(ξ) is the probability of receiving more than ξ requests from fare class i.
The objective is to determine a ξ such that f1·P1(ξ) = f2 and this particular
value of ξ is known as S12 .
The intuition behind this method can be explained by the Marginal Rev-
enue Approach, described in Belobaba (1989). Suppose that an order from
fare class 2 arrives when there are only S12 seats available, a decision has to
be made on whether it should be accepted or not. If it is expected that the
(S12)th seat will be taken by an order from fare class 1 in future, it makes sense
to reserve this seat for the arriving fare class 1 customer in future. The op-
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portunity that this seat will be taken by an order from fare class 1 is given by
P1(S12). Hence, the expected marginal revenue for the (S12)th seat is f1 ·P1(S12).
Therefore, if this value is similar to f2, it means that it makes no difference in
accepting an order from fare class 2 for this seat.
Littlewood’s rule was extended to the problem with multiple fare classes by
Belobaba (1987a). The proposed approximation method is called the EMSR
heuristic. EMSR stands for Expected Marginal Seat Revenue. The booking
limit for each class, BLi can be determined from:





fi · Pi(Sij) = fj, i < j, j = 1, · · · , k (2.4)
It is observed that the EMSR heuristic simplifies the determination of Sij
for the multiple fare classes case. Due to this, some researchers like Curry
(1988), Wollmer (1988) and Robinson (1990) reported that this heuristic is
sub-optimal except in the problem with two fare classes. Wollmer (1992)
tested the effectiveness of the EMSR heuristic through simulation and found
that the average revenue obtained from the EMSR heuristic is very close to
that of the optimal policy. Brumelle and McGill (1993) reported that the loss
of revenue resulting from the non-optimality of the EMSR heuristic was in the
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order of 1/2%.
Brumelle and McGill (1993) formulated the single-leg problem with multi-
ple fare classes as a dynamic programming model and proved that a stationary
booking policy is optimal for allocation. If the demand distributions can be
approximated by continuous probability distributions, they also provided a
simple optimality condition:
fk+1
= f1P (x1 > p1 ∩ x1 + x2 > p2 ∩ · · · ∩ x1 + x2 + · · ·+ xk > pk) (2.5)
where
xi is the total demand for class i.
BLj = max[0, S − pj−1]
However, the determination of the protection level, pj, using the optimality
condition is complicated. Wollmer (1992) and Robinson (1995) each provided
an approximate method to find the protection level.
In an influential paper, Belobaba (1987b) summarized the results from a
survey on the seat inventory control practices in the airline industry. It was
conducted at eight large North American airlines in 1985. From the survey,
they observed that the booking limit adjustment was the least advanced as-
pect of seat inventory control. The paper attributed this observation to the
lack of practical models for making optimal decisions in seat inventory control.
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The mathematical programming model, an alternative to the Littlewood’s rule
would not necessarily optimize the revenue because it could not effectively
model the nested fare class structure. Furthermore, due to the large problem
size encountered in the airline revenue management problem, this model was
not efficient to be solved dynamically. Hence, the simple Littlewood’s rule was
the most practical approach at that time. In view of the situation, Belob-
aba (1987b) highlighted the need to develop simplified and efficient solution
algorithms to solve the dynamic seat inventory control problem.
2.5 Extensions of the single leg seat inventory
control problem
In the above section, we have looked at the classical single leg seat inventory
control problem. The assumptions in this model are restrictive and may not be
realistic at times. Recent researches relax some of these assumptions. Several
intuitive results are obtained and will be discussed here.
Under the assumption of sequential booking classes, most research works
additionally assume that the lower priced fare classes will always arrive first.
Because the airline industry require the passengers of lower fare class to reserve
the seat before a certain date, this assumption is quite valid. However, this
does not allow the consideration of standby passengers. In reality, some airlines
will sell last minute discounted seats to certain classes of travelers (such as
22
students and senior citizens), in order to minimize the number of empty seats
during departure.
Robinson (1995) relaxed the single leg problem with the assumption of
sequential non-monotonic fare classes. In the presence of non-monotonic fare
classes, the determination of the marginal seat revenue of a seat became com-
plicated. To solve this, Robinson (1995) classified all future arriving fare classes
into two groups, the best and the non-best remaining fare class. In this man-
ner, the marginal seat revenue for the remaining seat can be derived. The
optimal allocation obtained is in the similar form as Brumelle and McGill
(1993). For the best remaining fare class, it is optimal to accept the order as
long as the capacity of the plane can accommodate it. As for the non-best
remaining fare classes, the orders will be accepted if their prices are above the
expected marginal value for the remaining capacity of the plane.
Brumelle et al. (1990) considered the single leg seat inventory problem
with stochastically dependent demand for a nested two fare classes problem.
They explained that the independence between the discounted and the full fare
demand may not always hold due to the following reasons. Firstly, scheduled
events such as conferences will stimulate both demands. The budget conscious
travelers can book their discounted seat as early as possible while the rest of
the travelers can book their seat near the scheduled event. The occurrence of
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many such events will result in positive correlation between the demand by
each fare class. Secondly, those passengers rejected from the discounted fare
class may decide to upgrade to full fare and this will also cause some positive
dependency between the demand of the discounted and full fare class.
To consider the dependency between the demand of the two fare classes,
Brumelle et al. (1990) modified Littlewood’s rule to take into account of how
the full fare demand will be affected by the booking limit assigned to the
discounted fare class. The modified Littlewood’s rule is
BL2 = Full capacity of the plane − S12 where (2.6)
f2 = f1 · Pr(x1 > S12 |x2 > BL2) (2.7)
Pr(x1 > S12 |x2 > BL2) is the conditional probability that the full fare demand
exceeds S12 , given that the discounted fare demand exceeds BL2.
For positively correlated demand, the optimal booking limit will be less
than or equal to that specified by the simple Littlewood’s rule. They also
showed that the optimal booking limit would decrease as the correlation be-
tween the demands increases. This implied that the revenue loss, resulted from
using the simple Littlewood’s rule instead of the modified one, will increase as
the correlation between the demand increases.
Static policies are still optimal when the assumption of either monotonic
fare class or independent demand is relaxed. However, this is not true when
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the arrival of fare classes can occur concurrently. The models have to take into
account of the latest passenger arrival pattern and this aspect can be explored
by a dynamic programming technique.
In most of these models, discrete time interval is considered. It is further
assumed that the booking horizon is divided into time intervals (also called
decision periods) small enough that the probability of more than one customer
arriving in any interval is negligible. The arrival process is essentially a Poisson
process with memoryless property. Hence the Markov decision process can be
used to model the problem. If the number of decision periods is very large,
the discrete time model will give a good approximation to the continuous time
model. The continuous time model can be found in Kleywegt and Papastavrou
(1998), Liang (1999) and Van Slyke and Young(2000). Since the important
insights obtained from the continuous models do not differ much from those
models (Gerchak et al. (1985), Lee and Hersh (1993) and Lautenbacher and
Stidham (1999)) that consider discrete time intervals, we will only discuss
discrete time model here.
Gerchak et al. (1985) considered a single-leg problem where there are only
two fare classes. In their model, they further assumed that the demand is
stationary in time. As fare class 1 generates the highest revenue, it is always
optimal to accept all the arriving order. As for fare class 2, they explored
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the structural properties of the problem to derive at a simple allocation rule.
If Rt(x) is the maximum expected total revenue when there are x remaining
capacity and t remaining time intervals until the end of the booking horizon,
we can define
∆t(x) = Rt(x)−Rt(x− 1) (2.8)
as the expected marginal revenue of xth capacity for the airplane where there
are t remaining time interval. Two important structural properties of Rt(x)
can be obtained via mathematical induction:
• ∆t(x) ≥ ∆t(x + 1)
• ∆t(x) ≥ ∆t−1(x)
From the first result, if an order from fare class 2 is rejected when there
are x + 1 remaining capacity at period t, the order will also be rejected when
there are x remaining capacity at the same period. The second result implies
that, with the same remaining capacity, if the order is rejected at period t−1,
it will also be rejected at period t. Due to these properties, a simple rule (also
known as a threshold policy) can be implemented for accepting the order from
fare class 2:
Accept the order at period t if x > x∗t
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where
x∗t = max{x ≥ 0 : ∆t−1(x) > f2}
By definition, x∗t is the booking limit for fare class 2 at time t. Due to the
above property, x∗t ≥ x∗t−1. The simple rule mentioned above is very useful as
it will improve the computational efficiency of solving the problem.
Lee and Hersh (1993) extended the work of Gerchak et al. and considered
the case where there are multiple fare classes and the demand for each class
is non-stationary. It was shown that the booking limit policy is also optimal
for the allocation of seat. This result was also obtained by Lautenbacher and
Stidham (1999). In addition, Lautenbacher and Stidham (1999) formulated
an omnibus model where the customers of each class can arrive singly or in
groups, with the assumption that any fraction of an arriving group can be
accepted. Under this more general situation, the booking limit policy is also
optimal for seat allocation.
It is observed that recent models which consider other extensions of the
classical single-leg problem have implicitly assumed that the arrival of fare
classes is concurrent. As such, the dynamic programming technique is used to
formulate these models.
We will next consider the case where batch booking is allowed. Under
batch booking, a seat reservation may consist of request for more than one
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seat. In reality, batch booking occurs frequently, especially in leisure travel. If
the problem allows the acceptance of a fraction of reservation, it is already pre-
sented as the omnibus model in Lautenbacher and Stidham (1999). However,
this is seldom possible. For example, a family intending to travel overseas for
holiday, would want to fly on the same plane. Although the airline companies
may offer the option to accept a fraction of the reservation, some families may
refuse the offers unless the airline companies accepted all seats requested in
the reservation.
Lee and Hersh (1993), Kleywegt and Papastarou (2001) and Brumelle and
Walczak (2003) considered this problem in their models from different per-
spectives. Lee and Hersh (1993) used a discrete time dynamic programming
approach to formulate this problem. In their model, all the seats requested in
a reservation came from the same fare class and hence all the requests carry
the same revenue. Kleywegt and Papastarou (2001) considered the single leg
problem with batch booking as a special case of the stochastic knapsack prob-
lem. They assumed that the total revenue and number of seats requested for
a seat reservation is known and formulated the problem as a continuous time
dynamic programming model. Lastly, Brumelle and Walczak (2003) modeled
the problem as a semi-Markov decision process. This also allows the mod-
eling of more general arrival processes such as those with demand correlated
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between classes.
In considering batch booking, it is still optimal to implement a policy such
that the request of w seats is accepted if
Rt(x)−Rt(x− w) ≤ rw (2.9)
where
rw is the total revenue for the w seats and x ≥ w.
However, unlike the model with no batch booking, there exists no critical
value (or optimal booking limit) such that the airline companies can implement
a simple rule for accepting a seat reservation. Due to this, these models are
not implemented in practice as they can’t be solved efficiently.
Subramanian et al. (1999) studied a single-leg problem with multiple fare
classes where overbooking, cancellations and no-shows could happen. If cancel-
lations and no-shows are independent of the fare classes, a booking limit policy
is optimal for the allocation of orders. This is not true if cancellations and
no-shows are class-dependent and refund is made in the event of cancellations
and no-shows. Hence, the dynamic programming model may take a long time
to solve. Gosavi et al. (2000) proposed a simulation-based method, known as
reinforcement learning to solve the problem. This approach uses simulations
to approximate the value function for the underlying dynamic programming
problem and can solve a problem of huge state-space within a reasonable time
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frame. From the numerical experiments ran, they showed that their method
outperforms the EMSR heuristic.
Alstrup et al. (1986) also considered the single-leg problem with cancel-
lations and no-shows when there are only two fare classes. There are some
major differences between the model of Alstrup et al. (1986) and the other
models discussed above. Unlike the other models, Alstrup et al. (1986) did not
assume that the arrival pattern can be modeled by a Poisson process. Instead,
they argued that the transition probability and cancellation probability are
memoryless, based on the analysis of historical data collected from the airline
industry. As such, a dynamic programming model formulation is appropriate.
To model concurrent arrival of fare classes, a two state dynamic programming
approach is used instead.
Another key difference, is that the model allows downgrading of passengers
from the higher fare class. In the previous models, the passengers from the
highest fare class are given priority to reserve the seats in the plane. Hence,
the booking limit for the highest fare class is the full capacity of the plane. In
reality, this may not be true as the passengers who pay a higher fare do expect
better service and seat arrangement in the plane. Unless the airline company
could make the necessary change to the seat within the plane turnaround time,
it is not true that all the seats in the plane can accommodate the highest fare
30
class passenger. In this model, the capacity for the highest fare class is fixed.
When all the seats in the highest fare class are taken up, passengers requesting
for seats in the highest fare class will be automatically downgraded to the lower
fare class and pay the fare of the lower fare class.
The research in seat inventory control problem has progressed over the
years. From the simple Littlewood’s rule for a single leg problem with two
fare classes, the Expected Marginal Seat Revenue (EMSR) heuristic was next
introduced to answer the problem with multiple fare classes. Although var-
ious extensions of the classical single leg problem have been reported, it is
noted that these models could not be solved efficiently for a practical situa-
tion. Some papers have suggested using approximate dynamic programming
techniques to solve them but these techniques has not been widely imple-
mented in the industry yet. The EMSR heuristic continues to be a popular
method for setting protection level in the single leg problem, owing to its sim-
plicity and easy implementation. Further extensions to the problem may be
less restrictive in nature and allow the model to be a closer representation of
the real world. However, the greatest benefit to the industry will be the de-
velopment of simplified and efficient solution algorithms (Belobaba (1987b)).
Without fast solutions, the model will still not be useful.
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Chapter 3
The Proposed Sea Cargo
Revenue Management Model
3.1 Problem description
Under one particular practice in the service contracts, the carrier and the ship-
per will sign an agreement stating a specific number of containers for shipment
over a period of time. This amount is known as the Minimum Quantity Com-
mitment (MQC). The carrier will reserve the capacity for those shippers whom
he/she has signed a service contract with. The remaining capacity of the ship
will be opened for booking.
Most of the time, the shippers will specify a conservative amount for the
MQC in service contract. This is because the shippers are liable to pay for
the unused capacity when they fail to meet the MQC within the stated time
frame. Due to the uncertainty in the demand, the number of containers to ship
is sometimes more than the MQC, especially during the peak season. We shall
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call these additional containers from the contractual shippers as contractual
containers here. Furthermore, the rate for a contractual container is similar
to the rate stated in the service contract.
At the same time, the carrier will also receive orders from shippers who
have not signed any contract with the carrier. These shippers have urgent
shipments to make and are generally willing to pay a higher price than the
contractual customers for the same amount of capacity. The containers from
these shippers will be termed as ad hoc containers here. From the perspective
of the carrier, the ad hoc containers will be preferred. However, the carrier
must deliver the ad hoc containers in the earliest possible time. As for the
contractual containers, the carrier has the flexibility to postpone the delivery
to a later date as long as they are delivered to the destination by the agreed
date.
Figure 3.1 illustrates how revenue management will be applied to our prob-
lem here.
Under this proposed model, the carrier will reserve a certain amount of
the capacity for those shippers whom have not exceeded the MQC, based on
forecast. This paper will not discuss further on how the carrier decide on the
amount of capacity to reserve. We will only consider the remaining capacity
of the ship that will be opened to both ad hoc and contractual containers. As
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Figure 3.1: The proposed decision model for the carrier
shown in figure 3.1, a revenue management method will be used to decide the
allocation of containers.
We see here that, like most applications in revenue management, the lower-
priced contractual containers may be used to fill up the remaining capacity
in the ship before departure from the port. However, the carrier has to make
a more complicated decision than most decision makers in other applications
of revenue management. The carrier has to first decide whether to accept
the contractual containers for shipment. If accepted, the carrier also has to
decide the number of contractual containers to allocate for each shipment.
We will like to point out that our problem is different from the single leg
seat inventory control problem as our problem allow the postponement of the




Due to the nature of our problem, we have to use more than 1 departure period
(or booking horizon) to model the postponement of contractual containers. A
departure period refers to the time interval between the departure of ships from
the port. For each departure period, it is subdivided into many subintervals
called decision periods. At each decision period, the ad hoc containers and
the contractual containers will arrive and the carrier has to decide whether to
accept them. In this model, ship 1 refers to the ship leaving the port at the
end of the current departure period while ship 2 refers to the ship leaving the
port at the end of the next departure period.
We will also like to point out that the term contractual containers col-
lectively refers to all orders from contractual shippers requesting for more
capacity. Depending on the negotiation between them, each service contract
will carry different rate for the same capacity. However, we can assume that
the difference in rate between two different contractual customers is relatively
small, compared to the difference in rate between any contractual customer
and an ad-hoc customer. Hence, the rate of an ad-hoc container will cause a
greater impact on the revenue of the carrier.
Although grouping all shippers with service contracts together does not
accurately model the problem, it is reasonable to do this. This is because the
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decision made by the carrier when any requests to ship contractual containers
arrive is distinctly different from the decision made when some requests to ship
ad-hoc containers arrive. We will like to emphasize that our main objective in
this project is to investigate the effects of order postponement and arrival of
orders with random sizes on expected net revenue, which were ignored in many
models. By considering only two arriving classes, it provides a simple model
to analyze these effects without any complication. Nonetheless, the model can
be easily modified for a more realistic problem.
3.2.1 Assumptions
We make the following assumptions in our problem:
(a) The carrier has the option to postpone the contractual container to the
next departure period.
(b) The demands of ad hoc and contractual containers requested to be trans-
ported are statistically independent for each decision period.
(c) No cancellation of booking will be considered.
(d) Partial acceptance of an order is allowed.
(e) The maximum remaining capacity of the ship is constant at each decision
period.
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(f) Each departure period contains equal number of decision periods.
(g) The decision to accept any containers is made at the end of each decision
period after the demands have realized.
We will like to point out that, it is quite unlikely that the contractual
shipper will want the delivery of the container to be delayed for more than 1
departure period. However, our problem formulation can be extended to con-
sider the case where the carrier can postpone the delivery of the contractual
container to multiple departure periods, so long that it reaches the destination
on time. The resulted problem formulation will be too complicated for math-
ematical analysis. In that case, the problem can be solved using some of the
well-known approximate dynamic programming techniques such as reinforce-
ment learning approach.
In our model, we assume that the shippers will not cancel their shipments
once their containers are accepted by the carriers. This is because, once the
decision is made and informed to the shippers, both the carrier and the shipper
will not make any changes to the decision. The shippers are unlikely to cancel
the request as they still have to pay the same rate if they do so. For the
carrier, any accepted containers will not be rejected in future decision period
due to business obligation.
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Our problem formulation can be modified to account for cancellation of
order. Apart from determining the number of containers to accept in both
ships, the recursive equation must also include an additional term to take into
consideration of order cancellation at every decision period. To formulate this
additional term, there are some factors to be considered:
• When order is cancelled, the remaining capacity of the ship will increase.
• The number of contractual and ad hoc containers cancelled at each de-
cision period is probabilistic.
• Furthermore, the shipper may have to pay a penalty cost to the carrier.
• The remaining capacities of both ships need not be constrained by the
maximum capacities of the ships as overbooking is usually practiced
in the event of order cancellation. To improve the computational effi-
ciency of the problem, a maximum overbooking level (Subramanian et
al. (1999)) may be introduced.
As the demand of incoming containers from shippers under the MQC is
fairly constant, the carrier is likely to allocate a constant amount of the ship’s
capacity for these containers. Hence, the maximum remaining capacity of the
ship, S is assumed constant here. However, our formulation can be extended
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to consider the case where the maximum remaining capacity of the ship varies
with the decision period.
Apart from these assumptions, it is important to point out some unique
characteristics of our problem. In the current practice, the carrier is required
to inform the shipper of the decision to accept or reject the delivery of the
container by the end of each working day. Although most carriers will inform
their customers only at the end of its working day, some carriers prefer to do
it twice a day. The main difference for this smaller group of carriers is that, if
the request comes in the morning, the decision will be made before noon. To
model this in our problem, a decision is made at the tth decision period if the
request comes between decision period t + 1 and t. The interval between two
decision period will vary with the carriers. For simplicity, we assume in our
model that the number of decision periods per departure period must remain
the same for every departure period. This assumption is essential when a
stationary threshold policy (discussed in section 4.2.6) is implemented. This
assumption can be further relaxed to consider the case where the number of
decision periods per departure period varies at every departure period. This
relaxation will not affect the problem formulation.
It is also noted, in the event that the carrier realizes that ship 1 will not
be filled up at the end of the departure period, the contractual containers
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destined for delivery at the next departure period will not be loaded onto the
current ship 1 as the container has not been sent to the port yet.
3.2.2 The mathematical model
The problem formulation can be stated as follow:
Problem 1
1
























AC , y − ρ
t,k
AC)} t ≥ 1 ∀k (3.1)





= 0 ∀t k = 0
= S t = N k ≥ 1
∈ [0, S] t ≤ N − 1 k ≥ 1
(3.3)
order constraints: 0 ≤ βt,kAC ≤ A (3.4)
0 ≤ λt,kAC + ρ
t,k
AC ≤ C
capacity constraints: 0 ≤ βt,kAC + λ
t,k
AC ≤ x (3.5)
0 ≤ ρt,kAC ≤ y




Rk−1N (y, S) k > 1
R0N (y, 0) k = 1
0 k = 0
(3.6)
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Our objective is to maximize the average normalized revenue per departure
period for the carrier in the long run when the number of incoming containers
(ad hoc & contractual) per decision period is uncertain. As such, we have to
consider a problem where the number of departure period, M + 1, is large.
The carrier will start operation at departure period M and cease operation at
the end of departure period 0.
A description of the recursive equation (3.1) is given here. Given that the
remaining capacity in ship 1 and ship 2 are x and y at the tth decision period of
the kth departure period, the number of ad hoc containers accepted into ship
1 is denoted by βt,kAC . For contractual containers, the number of containers
allocated to each ship are denoted by λt,kAC and ρ
t,k
AC .
Since the carrier will cease operation at the end of departure period 0, we
will not consider the postponement of contractual containers to ship 2 when
k = 0. This explains why y = 0 for departure period 0 at equation (3.3). At
the beginning of each departure period k, it is assumed that no contractual
container is postponed to ship 2. Hence, y = S when the decision period is N .
There are two types of constraints. The order constraints (3.4) stipulate
that the number of containers accepted cannot exceed the total number of
containers requested to be transported. The capacity constraints (3.5) ensure
that the total accepted containers in each ship do not exceed the remaining
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capacity in each ship.
The boundary condition (3.6) illustrates the fact that the unused capacity
in ship 1 is perishable at the end of each departure period. When t = 0, the
current ship 1 will stop accepting containers and depart from the port soon.
The current ship 2 in the kth departure period will be “promoted” to ship 1
in (k − 1)th departure period and its remaining capacity will be available for
accepting containers in that departure period. When k = 0, we assume that
the remaining capacity in ship 1 and ship 2 will generate no future revenue.
3.3 Remarks on the solution techniques
There are various directions to approach the dynamic programming problem.
One common direction is to solve the dynamic programming problem directly.
Some of these methods are the value iteration and the policy iteration. There
are many good textbooks that discuss these methods. The interested reader
is referred to Howard (1960), Bertsekas (1987) and Puterman (1994). As our
problem involves a large number of departure periods, it is not efficient to
solve it directly.
We are aware of some research works that focus on providing an approxi-
mate solution to the large dynamic programming problem. The methods pro-
posed in these works are collectively known as the neuro-dynamic programming
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techniques. Most of these methods combine established dynamic programming
techniques with artificial intelligence to solve such large dynamic programming
problems. Bertsekas and Tsitsiklis (1996) gave a good introduction on these
techniques. One example of its application in revenue management can be
found in Gosavi et al. (2000). However, it is noted that the solutions obtained
may not be intuitive and complicated to be applied.
As pointed out at the end of chapter 2, Belobaba (1987b) highlighted the
importance of developing a simple and efficient solution for any revenue man-
agement problem. With regards to this, our main objective in this thesis is
to explore the structural properties of the problem and determine whether
there exist a simple but good policy. Apart from reducing the computational
effort needed to solve the problem, these results will also allow the carrier to
implement it easily. We will further discuss this in chapter 4.
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Chapter 4
Some Structural Properties of
the Sea Cargo Revenue
Management Model
In chapter 3, we have introduced the stochastic dynamic programming for-
mulation of the sea cargo revenue management model. However, it is compu-
tationally inefficient to solve the dynamic programming formulation. In this
chapter, we will obtain some special structural properties of Rkt (x, y) which
will make the model more manageable.
4.1 The optimal βt,kAC
Definition 1 For any x > 0
∆t,k(x|y) = Rkt (x, y)− Rkt (x− 1, y)
Given that the remaining capacity of ship 2 is y, ∆t,k(x|y) is the expected
marginal revenue of the xth capacity in ship 1 at the tth decision period of the
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kth departure period.
A similar definition can be made regarding the expected marginal revenue
of the yth capacity in ship 2 at the tth decision period of the kth departure
period.
Definition 2 For any y > 0, let
∆t,k(y|x) = Rkt (x, y)− Rkt (x, y − 1)
Remark 1
0 ≤ ∆t,k(x|y) ≤ r
There are only 2 possible types of containers (ad hoc or contractual) and
each container can only generate at most r revenue. Hence, ∆t(x|y) ≤ r. At
the same time, ∆t,k(x|y) is also non-negative as a higher capacity will generate
more revenue.
A similar remark on ∆t,k(y|x), based on the same reason as above can be
obtained:
Remark 2
0 ≤ ∆t,k(y|x) ≤ r
Remark 3
βt,kAC = min{A, x}
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As there are only 2 classes of order, it is optimal to accept as many ad hoc
containers as possible because they generate higher revenue than the contrac-
tual containers.
With remark 3, we can simplify the recursive equation (3.1) as follows.
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+Rkt−1(x−min{A, x} − λ
t,k
AC , y − ρ
t,k
AC)} (4.2)
At any tth decision period of kth departure period, since the ad hoc con-
tainer has higher revenue, it should be given the first priority to be accepted in
ship 1. After the ad hoc containers are allocated to ship 1, we then determine
the optimal allocation policy for the contractual containers.
We will show in the next section that Rkt (x, y) has some special properties
and this gives rise to the optimality of threshold policies in allocating the
contractual containers.
4.2 Threshold policy
A threshold policy for the allocation of contractual containers means that, at
any tth decision period of the kth departure period, a contractual container
may only be accepted in the ship if the remaining capacity in the ship is above
certain critical (or threshold) value. This is because it is expected that there
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will be ad hoc containers arriving in future decision periods before the ship
leaves the port and so capacity needs to be reserved for them. It is sometimes
called a booking limit policy (see McGill and Van Ryzin (1999) ).
Let the state (x, y) refers to the case where the remaining capacities of
ship 1 and ship 2 are x and y respectively. Let x(A) = (x − A)+. These
representations will be used in the illustration of threshold policy and the
proof later.
Definition 3 There exists θt,k1 and θ
t,k
2 for all t and k such that
(a) if x(A) ≤ θt,k1 and y ≤ θ
t,k
2 , no contractual containers will be accepted in
both ships.
i.e. λt,kAC = 0 and ρ
t,k
AC = 0
(b) If x(A) ≤ θt,k1 and y > θ
t,k
2 , contractual containers may be allocated to
ship 2 only, up to the threshold value, θt,k2 .
i.e. λt,kAC = 0 and ρ
t,k
AC = min{C, y − θ
t,k
2 }
(c) If x(A) > θt,k1 and y ≤ θ
t,k
2 , contractual containers may be allocated to
ship 1 only, up to the threshold value, θt,k1 .
i.e. λt,kAC = min{C, x(A)− θ
t,k




(d) If x(A) > θt,k1 and y > θ
t,k
2 , contractual containers may be accepted in
both ships until the remaining capacities reach the threshold values, θt,k1
and θt,k2 .
i.e. λt,kAC + ρ
t,k
AC = min{C, x(A)− θ
t,k
1 + y − θ
t,k
2 }
λt,kAC ≤ x(A)− θ
t,k
1
ρt,kAC ≤ y − θ
t,k
2
In order to establish the existence of θt,k1 and θ
t,k
2 , there must exist some
structural conditions of ∆t,k(x|y) and ∆t,k(y|x). We will show that the thresh-
old policy does exist in theorem 1 with lemmas 1 - 7.
We note that when the remaining capacity of both ships are above the
threshold values (x(A) > θt,k1 and y > θ
t,k
2 ) and the number of incoming con-
tractual containers are below the value of x(A)− θt,k1 + y− θ
t,k
2 , all contractual
containers will be accepted and there may exist multiple feasible threshold
values on the allocation of contractual containers in both ships. We will like
to stress that our proof shows that the threshold policy is still optimal in this
case.
In implementing the threshold policy, we will simplify the problem by not
allocating any contractual containers to ship 2 unless the remaining capacity
of ship 1 is equal to the threshold value, θt1. We name this threshold policy as
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the “primitive threshold policy” in this thesis. As it will be proven here that
one of the threshold policies is optimal, the primitive threshold policy will not
be worse off compared to the “optimal” threshold policy. Furthermore, the
primitive threshold policy is easy to be implemented.
It is also noted that the allocation of ad hoc containers follows the threshold
policy too. In this case, the booking limit is the maximum remaining capacity
of the ship, S.
4.2.1 Structural Conditions
We will show that if the following conditions exist at the (t − 1)th decision
period, it will lead to the existence of a threshold policy in both ships at the
tth decision period. The conditions are:
1. There exists a ξt−1,k that is invariant of x such that:
∆t−1,k(y|x) > 1 when y ≤ ξt−1,k
∆t−1,k(y|x) ≤ 1 when y > ξt−1,k
2. ∆t−1,k(x|y) is invariant of y when y ≤ ξt−1,k.
3. ∆t−1,k(y|x) ≥ ∆t−1,k(y+1|x−1) for all values of x and y, i.e. Rkt−1(x, y)
is subconcave in y with x .
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4. ∆t−1,k(x|y) ≥ ∆t−1,k(x+1|y−1) for all values of x and y, i.e. Rkt−1(x, y)
is subconcave in x with y.
5. ∆t−1,k(x|y) ≥ ∆t−1,k(x|y+ 1) for all values of x and y, i.e. Rkt−1(x, y) is
submodular in (x, y).
Condition 1 implies that the threshold in ship 2, θt,k2 exists and is equal to ξt−1,k
(θt,k2 = ξt−1,k). As a contractual container can contribute at most a value of 1
unit, no contractual container will be accepted in ship 2 when its remaining
capacity is equal or below ξt−1,k. From condition 2,
∆t−1,k(x|y) = ∆t−1,k(x|θt,k2 ) for all y ≤ θ
t,k
2 (4.3)
Hence, we can define a term, αt−1,k:
αt−1,k = min{x− 1 : ∆t−1,k(x|θt,k2 ) ≤ 1, x ∈ [1, S]} (4.4)
where no contractual container will be accepted in ship 1 if the remaining
capacity of ship 1 is less than or equal to αt−1,k and the remaining capacity of
ship 2 is less than or equal to θt,k2 .
For conditions 3 - 5, we follow the same convention as in Ghoneim and
Stidham (1985) . These conditions are analogous to the concavity property in
the continuous case. If conditions 3 - 5 are true, it will lead to the existence of
the threshold policy in both ships at the tth decision period of the kth departure
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period. This will be shown in lemma 2. Furthermore, we will be able to prove
that conditions 1 - 5 exist at the decision period t in lemmas 3 - 7.
It is also noted that, by shifting the terms in condition 5, if ∆t−1,k(x|y) ≥
∆t−1,k(x|y + 1) for all values of x and y, it is also true that ∆t−1,k(y|x) ≥
∆t−1,k(y|x+ 1) for all values of x and y.
4.2.2 The implication of the structural conditions
We start the proof with these remarks:
Remark 4 Given that conditions 4 and 5 hold at the tth decision period of
the kth departure period, then
∆t,k(x|y) ≥ ∆t,k(x + 1|y)
for all values of x and y. In words, Rkt (x, y) is concave in x for y fixed for all
values of x and y.
Proof Given that
∆t,k(x|y) ≥ ∆t,k(x + 1|y − 1)
and
∆t,k(x+ 1|y − 1) ≥ ∆t,k(x + 1|y)
we obtain
∆t,k(x+ 1|y − 1) + ∆t,k(x|y) ≥ ∆t,k(x + 1|y) + ∆t,k(x+ 1|y − 1)
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Hence,
∆t,k(x|y) ≥ ∆t,k(x + 1|y)
Remark 5 Given that conditions 3 and 5 hold at the tth decision period of
the kth departure period, then
∆t,k(y|x) ≥ ∆t,k(y + 1|x)
for all values of x and y. In words, Rkt (x, y) is concave in y for x fixed for all
values of x and y.
Proof Given that,
∆t,k(y|x) ≥ ∆t,k(y + 1|x− 1)
and
∆t,k(x|y) ≥ ∆t,k(x|y + 1)
we obtain
∆t,k(y|x) + ∆t,k(x|y) ≥ ∆t,k(y + 1|x− 1) + ∆t,k(x|y + 1)
Hence,
Rkt (x, y)− Rkt (x, y − 1) +Rkt (x, y)−Rkt (x− 1, y)
≥ Rkt (x− 1, y + 1)− Rkt (x− 1, y) +Rkt (x, y + 1)− Rkt (x− 1, y + 1)
⇒ Rkt (x, y)− Rkt (x, y − 1) ≥ Rkt (x, y + 1)− Rkt (x, y)
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These remarks will add strength to the analogy mentioned above. We
prove remarks 4 and 5, according to that given in Ghoneim and Stidham
(1985). We will like to emphasize that these two properties will not replace
conditions 3-5 in the proofs on the existence of a threshold policy later as it is
not straightforward to show that Rkt (x, y) has the concavity properties due to
the existence of discrete variables. In addition, these two properties will also
be needed in the proofs later.
Lemma 1 Given that conditions 1 - 5 hold at the (t− 1)th decision period of
the kth departure period, then
∆t−1,k(x|y) ≥ ∆t−1,k(y|x)
when 0 ≤ x ≤ αt−1,k and y ≥ θt,k2 + 1.
Proof We will prove this lemma by induction on y where y ≥ θt,k2 + 1.
(a) Given ∆t−1,k(x|y) ≥ ∆t−1,k(y|x) for all x ≤ αt−1,k,
∆t−1,k(x|y + 1) ≥ ∆t−1,k(y + 1|x)
From the difference in revenue between state (x, y+1) and (x−1, y)
at (t− 1)th decision period of kth departure period,
Rkt−1(x, y + 1)−Rkt−1(x− 1, y)
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= ∆t−1,k(x|y + 1) + ∆t−1,k(y + 1|x− 1) OR
= ∆t−1,k(y + 1|x) + ∆t−1,k(x|y)
By rearranging the terms,
∆t−1,k(x|y + 1)−∆t−1,k(y + 1|x)
= ∆t−1,k(x|y)−∆t−1,k(y + 1|x− 1)
≥ ∆t−1,k(x|y)−∆t−1,k(y|x) (from condition 3)
≥ 0
(b) When y = θt,k2 + 1, we will prove here that
∆t−1,k(x|θt,k2 + 1) ≥ ∆t−1,k(θ
t,k
2 + 1|x)
for all x ≤ αt−1,k.
To prove this, we look at the difference in revenue between state
(x, θt,k2 + 1) and (x − 1, θ
t,k
2 ) at (t − 1)th decision period of kth de-
parture period. The difference may be computed as follow:
Rkt−1(x, θ
t,k
2 + 1)−Rkt−1(x− 1, θ
t,k
2 )
= ∆t−1,k(x|θt,k2 + 1) + ∆t−1,k(θ
t,k
2 + 1|x− 1) OR










2 + 1|x− 1)
≥ 0
since
(i) ∆t−1,k(x|θt,k2 ) > 1 by the definition of αt−1,k and
(ii) ∆t−1,k(θt,k2 + 1|x− 1) ≤ 1 from condition 1 .
Lemma 1 implies that it is preferable to allocate any contractual containers
to ship 2 when 0 ≤ x ≤ αt−1,k and y ≥ θt,k2 + 1. On the other hand, by the
definition of αt−1,k, we know that no contractual containers will be allocated
to ship 1 after the capacity of ship 2 is equal to θt,k2 . Lemma 1 will be used
to prove lemma 2 later. In addition, we make the following remark from the
definition of threshold policy which will also be used in lemma 2.
Denote βt,kAC(x, y), λ
t,k
AC(x, y) and ρ
t,k





ρt,kAC at the tth decision period of the kth departure period when the remaining
capacities of ship 1 and 2 are x and y.
Remark 6 If not all incoming contractual containers are accepted, then the
remaining capacity of ship 2 after accepting contractual containers, will either
be equal to θt,k2 or remain unchanged:




On the other hand, if all incoming contractual containers are accepted, then
y − ρt,kAC(x, y) ≥ min{θ
t,k
2 , y}
Lemma 2 Given that conditions 1 - 5 hold at the (t− 1)th decision period of
the kth departure period, then θt,k1 exists. Furthermore, θ
t,k
1 = αt−1,k.
Proof Given condition 1, θt,k2 exists and is equal to ξt−1,k. Moreover, when
y ≤ θt,k2 , ship 1 should only accept contractual containers up to αt−1,k
from condition 2. Hence, to prove the existence of threshold value, θt,k1
and θt,k1 = αt−1,k, it will be sufficient to consider the region where the
remaining capacity of ship 2 is above θt,k2 . We will prove this lemma by
contradiction.
(a) if C ≤ (x − A − αt−1,k)+ + (y − θt,k2 ), all incoming contractual
containers will be accepted.
Suppose that we do not accept all contractual containers, then from
remark 6,
y − ρt,kAC(x, y) = min{θ
t,k
2 , y} = θ
t,k
2
since y > θt,k2 . Then, we can rewrite the above inequality
C ≤ (x− A− αt−1,k)+ + (y − θt,k2 )
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into this form:
C − ρt,kAC(x, y) ≤ (x− A− αt−1,k)+
Since x−A > αt−1,k, according to the definition of αt−1,k and remark
4,
∆t−1,k(x− A|θt,k2 ) ≤ ∆t−1,k(αt−1,k|θ
t,k
2 ) ≤ 1
so the remaining contractual containers, C − ρt,kAC(x, y) can still be
accepted in ship 1. This contradicts the fact that not all contractual
containers are accepted.
Furthermore, if x − A ≤ αt−1,k, all contractual containers will be
allocated to ship 2 due to lemma 1.
(b) if C > (x − A − αt−1,k)+ + (y − θt,k2 ), we will accept contractual
containers until the remaining capacities of ship 1 and 2 are
(i) αt−1,k and θt,k2 if x− A > αt−1,k and y > θ
t,k
2
(ii) x− A and θt,k2 if x− A ≤ αt−1,k and y > θ
t,k
2
at tth decision period of kth departure period.
Suppose that all contractual containers are accepted, then from
remark 6,
x− A− λt,kAC(x, y) ≤ αt−1,k




When the remaining capacity in ship 1 is less than or equal to αt−1,k,
contractual containers will be allocated to ship 2 until its capacity
is equal to θt,k2 from lemma 1. Hence,
y − ρt,kAC(x, y) = θ
t,k
2
On the other hand,
∆t−1,k(x|θt,k2 ) > 1 when x ≤ αt−1,k
Therefore, it is not optimal to accept any more contractual con-
tainers when both capacities of ship 1 and 2 are below or equal to
αt−1,k and θt,k2 .
Similarly, if x − A ≤ αt−1,k, it is not optimal to allocate any con-
tainers in ship 1 from lemma 1. Furthermore, with the existence
of θt,k2 , the remaining capacity of ship 2 must not be less than θ
t,k
2
after acceptance of contractual containers.
From the proof above, θt,k1 = αt−1,k.
4.2.3 The existence of structural conditions
In this section, we will show that the structural conditions stated in section
4.2.1 exist at every decision period.
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Lemma 3 Given that conditions 1 - 5 hold at the (t− 1)th decision period of
the kth departure period, then condition 1 will hold at the tth decision period
of the kth departure period. That is, there exists a ξt,k such that
∆t,k(y|x) > 1 when y ≤ ξt,k
∆t,k(y|x) ≤ 1 when y > ξt,k
Furthermore, ξt,k = θt,k2 .
Proof From lemma 2, θt,k1 and θ
t,k
2 exists when conditions 1,2 and 3 are true.
We will use this knowledge to evaluate ∆t,k(y|x) for different ranges of
y. Note that βt,kAC(x, y) = β
t,k
AC(x, y − 1), as both states have the same
remaining capacities in ship 1. Therefore,
∆t,k(y|x)










AC(x, y − 1) + ρ
t,k
AC(x, y)









AC(x, y − 1)− λ
t,k
AC(x, y − 1), y − ρ
t,k
AC(x, y − 1)− 1)
)
(a) When y ≤ θt,k2 , no contractual container will be accepted into ship
2. In addition, both states have the same amount of remaining
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capacity in ship 1. Hence,
λt,kAC(x, y − 1) = λ
t,k
AC(x, y)
ρt,kAC(x, y − 1) = ρ
t,k
AC(x, y) = 0
thus ∆t,k(y|x) = ∆t−1,k(y|(x−min{A, x} − λt,kAC(x, y))+)
> 1 (since y ≤ θt,k2 )
(b) When y > θt,k2 , there are a few situations to consider.
(i) C < (x−A− θt,k1 )++(y− θ
t,k
2 ) : all contractual containers will
be accepted.
(1) When x − A ≤ θt,k1 , no contractual container will be al-
located to ship 1 as the remaining capacity is below θt,k1 .
Instead, all contractual containers will be accepted in ship
2. Hence,
λt,kAC(x, y − 1) = λ
t,k
AC(x, y) = 0
ρt,kAC(x, y − 1) = ρ
t,k
AC(x, y)
thus ∆t,k(y|x) = ∆t−1,k(y − ρt,kAC(x, y)|(x− A)+))
≤ 1 (since y − ρt,kAC(x, y) > θ
t,k
2 )
(2) When x−A > θt,k1 , contractual containers may be allocated
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to either ship 1 or ship 2. Hence,
λt,kAC(x, y − 1) + ρ
t,k
AC(x, y − 1) = λ
t,k




= Rkt−1(x− A− λ
t,k





AC(x, y − 1), y − ρ
t,k
AC(x, y − 1)− 1)
≤ Rkt−1(x− A− λ
t,k





AC(x, y), y − ρ
t,k
AC(x, y)− 1)
(by defn. of λt,kAC(x, y) & ρ
t,k
AC(x, y))
= ∆t−1,k(y − ρt,kAC(x, y)|x− A− λ
t,k
AC(x, y))
≤ 1 (since y − ρt,kAC(x, y) > θ
t,k
2 )
(ii) C ≥ (x−A− θt,k1 )++(y− θ
t,k
2 ) : Not all contractual containers
will be accepted and contractual containers will be accepted till
the allocated capacity is used up.
(1) If x−A ≤ θt,k1 , contractual containers will not be accepted
in ship 1 and will be allocated to ship 2 until the remaining
capacity of ship 2 is equal to the threshold value, θt,k2 .
(2) If x − A > θt,k1 , contractual containers will be allocated to
ship 1 and ship 2 until their remaining capacity are equal




Hence, for these 2 cases,
λt,kAC(x, y) + ρ
t,k
AC(x, y) = λ
t,k
AC(x, y − 1) + ρ
t,k
AC(x, y − 1)− 1
∆t,k(y|x) = 1
It is observed that ∆t,k(y|x) ≤ 1 for all values of x when y > θt,k2 .
From above proof, it can be deduced that ξt,k exists and is equal to θt,k2 .
Lemma 4 Given that conditions 1 - 5 hold at the (t− 1)th decision period of
the kth departure period, then condition 2 will hold at the tth decision period
of the kth departure period. That is, ∆t,k(x|y) is invariant of y when y ≤ ξt,k
where ξt,k = θt,k2 .
Proof We have to prove that ∆t,k(x|y) is invariant of y when y ≤ ξt,k. From
lemma 2, θt,k1 and θ
t,k
2 exist. From lemma 3, ξt,k = θ
t,k
2 . Hence, we only
have to consider the situation when y ≤ θt,k2 .
No contractual containers will be allocated into ship 2 from the definition
of θt,k2 .
ρt,kAC(x− 1, y) = ρ
t,k














AC(x− 1, y) + min{A, x}
−min{A, x− 1}+Rkt−1(x−min{A, x} − λ
t,k
AC(x, y), y)
−Rkt−1(x−min{A, x− 1} − λ
t,k
AC(x− 1, y)− 1, y)
)
(a) When A ≥ x, no contractual container will be allocated at ship 1
and all remaining capacity in ship 1 will be allocated to the incoming
ad hoc containers. So,
min{A, x} = x
min{A, x− 1} = x− 1
λt,kAC(x, y) = λ
t,k
AC(x− 1, y) = 0
∆t,k(x|y) = r
(b) When x− θt,k1 ≤ A < x, no contractual container will be allocated
at ship 1 and all incoming ad hoc containers are accepted for both
states. This means that
min{A, x} = min{A, x− 1} = A
λt,kAC(x, y) = λ
t,k
AC(x− 1, y) = 0
∆t,k(x|y) = Rkt−1(x− A, y)− Rkt−1(x− A− 1, y)
= ∆t−1,k(x− A|y)
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where ∆t−1,k(x− A|y) is independent of y when y ≤ θt,k2 from con-
dition 2.
(c) When x− θt,k1 > A, all incoming ad hoc containers are accepted for
both states and furthermore there are 2 situations to consider:
(i) C < (x − A − θt,k1 )+: all incoming contractual containers will
be accepted in ship 1.
λt,kAC(x, y) = λ
t,k
AC(x− 1, y) = C
∆t,k(x|y) = Rkt−1(x− A− C, y)−Rkt−1(x− A− C − 1, y)
= ∆t−1,k(x− A− C|y)
Note that, ∆t−1,k(x− A− C|y) is independent of y as y ≤ θt,k2
from condition 2.
(ii) C ≥ (x−A− θt,k1 )+: contractual containers will be accepted in
ship 1 until the remaining capacity in ship 1 is θt,k1 . Hence,
λt,kAC(x, y) = x− A− θ
t,k
1









Remark 7 Given that conditions 1 - 5 hold at the (t− 1)th decision period of
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To verify remark 7, we look at lemma 4. From condition 1, it is known that
θt,k2 = ξt−1,k and from lemma 4, ξt,k = θ
t,k
2 . Hence, θ
t+1,k
2 = ξt,k = θ
t,k
2 .
Lemma 5 Given that conditions 1 - 5 hold at the (t− 1)th decision period of
the kth departure period, then condition 3 will hold at the tth decision period
of the kth departure period. That is,
∆t,k(x|y) ≥ ∆t,k(x + 1|y − 1)
for all values of x and y.
Lemma 6 Given that conditions 1 - 5 hold at the (t− 1)th decision period of
the kth departure period, then condition 4 will hold at the tth decision period
of the kth departure period. That is,
∆t,k(y|x) ≥ ∆t,k(y + 1|x− 1)
for all values of x and y.
As both lemmas 5 and 6 can be proved in the same way, it suffices to present
the proof for lemma 5.
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Proof To prove that
∆t,k(x|y)−∆t,k(x+ 1|y − 1) ≥ 0 ,
it suffices to show that
Γt,kAC(x + 1, y − 1) + Γ
t,k
AC(x− 1, y) ≤ Γ
t,k
AC(x, y) + Γ
t,k
AC(x, y − 1)
for all possible values of A and C.
• For A ≥ x+ 1: all the capacities in ship 1 will be consumed by the
ad hoc containers for all states considered here. Hence
λt,kAC(x + 1, y − 1) = λ
t,k
AC(x− 1, y) = λ
t,k
AC(x, y) = λ
t,k
AC(x, y − 1) = 0
Due to this, the allocation of contractual container in ship 2 is
independent of the remaining capacity in ship 1 and this will result
in
Γt,kAC(x + 1, y − 1) + Γ
t,k
AC(x− 1, y) = Γ
t,k
AC(x, y) + Γ
t,k
AC(x, y − 1)
• For A = x: except state (x + 1, y − 1), all capacities in ship 1 will
be consumed by the ad hoc containers for the other three states.
Hence,
Γt,kAC(x + 1, y − 1) + Γ
t,k
AC(x− 1, y)






AC(x+ 1, y − 1), y − 1− ρ
t,k
AC(x+ 1, y − 1))
≤ rx + rx+Rkt−1(0, y − ρ
t,k
AC(x, y)) +Rkt−1(0, y − ρ
t,k
AC(x, y − 1)− 1)
= Γt,kAC(x, y) + Γ
t,k
AC(x, y − 1)
This is true because subconcavity and submodularity exist at (t−
1)th decision period
• For A ≤ x − 1: all ad hoc containers will be accepted in the four
states. As the remaining capacity in ship 1 for all states will reduce
by the same amount, A, it will not make any difference to ignore
the argument A in the proof here. To further simplify notation, we
suppress the subscript (A and C), since they do not change in this
part of the proof. There are four main cases to consider.
1. λt,k(x + 1, y − 1) ≥ 1 and ρt,k(x− 1, y)) ≥ 1:
Γt,k(x+ 1, y − 1) + Γt,k(x− 1, y)
= λt,k(x+ 1, y − 1) + ρt,k(x + 1, y − 1) + λt,k(x− 1, y) +
ρt,k(x− 1, y) +Rt−1,k(x− 1− λt,k(x− 1, y), y − ρt,k(x− 1, y))
+Rt−1,k(x+ 1− λt,k(x+ 1, y − 1), y − 1− ρt,k(x + 1, y − 1))
= λt,k(x+ 1, y − 1) + ρt,k(x + 1, y − 1) +
λt,k(x− 1, y) + ρt,k(x− 1, y) +
Rt−1,k(x− (λ(x + 1, y − 1)− 1), y − (ρ(x+ 1, y − 1) + 1)) +
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Rt−1,k(x− (λt,k(x− 1, y) + 1), y − 1− (ρt,k(x− 1, y)− 1))
≤ Γt,k(x, y) + Γt,k(x, y − 1)
2. λt,k(x + 1, y − 1) = 0 and ρt,k(x− 1, y) ≥ 1: this implies that
λt,k(x− 1, y) = λt,k(x, y) = λt,k(x, y − 1) = 0
due to the existence of subconcavity and submodularity at (t−
1)th decision period.
(a) if ρt,k(x + 1, y − 1) = C, all contractual containers will be
accepted in ship 2 for all the states
Γt,k(x + 1, y − 1) + Γt,k(x− 1, y)
= 2C +Rt−1,k(x+ 1, y − 1− C) +Rt−1,k(x− 1, y − C)
≤ 2C +Rt−1,k(x, y − C) +Rt−1,k(x, y − 1− C)
= Γt,k(x, y) + Γt,k(x, y − 1)
(b) if ρt,k(x + 1, y − 1) < C, contractual containers will be
accepted till the remaining capacity of ship 2 reaches θt,k2
for all the states
Γt,k(x+ 1, y − 1) + Γt,k(x− 1, y)
= (y − θt,k2 ) + (y − θ
t,k
2 − 1) +Rt−1,k(x+ 1, θ
t,k
2 )
+Rt−1,k(x− 1, θt,k2 )
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≤ (y − θt,k2 ) + (y − θ
t,k




= Γt,k(x, y) + Γt,k(x, y − 1) (by submodularity)
3. λt,k(x + 1, y − 1) ≥ 1 and ρt,k(x− 1, y) = 0: this implies that
ρt,k(x + 1, y − 1) = ρt,k(x, y) = ρt,k(x, y − 1) = 0
due to the existence of subconcavity and submodularity at (t−
1)th decision period.
(a) if λt,k(x − 1, y) = C, all contractual containers will be ac-
cepted in ship 1 for all the states
Γt,k(x+ 1, y − 1) + Γt,k(x− 1, y)
= 2C +Rt−1,k(x + 1− C, y − 1) +Rt−1,k(x− 1− C, y)
≤ 2C +Rt−1,k(x− C, y) +Rt−1,k(x− C, y − 1)
= Γt,k(x, y) + Γt,k(x, y − 1)
(b) if λt,k(x−1, y) < C and λt,k(x, y) = λt,k(x, y−1) = λt,k(x+
1, y − 1) = λt,k(x − 1, y) + 1, the three states ((x + 1, y −
1), (x, y) and (x, y − 1)) accept one contractual container
more than state (x− 1, y)
Γt,k(x + 1, y − 1) + Γt,k(x− 1, y)
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= λt,k(x− 1, y) + λt,k(x− 1, y) + 1 +Rt−1,k(θt,k1 + 1, y − 1)
+Rt−1,k(θt,k1 , y)
≤ λt,k(x− 1, y) + 1 + λt,k(x− 1, y) + 1 +
Rt−1,k(θt,k1 , y) +Rt−1,k(θ
t,k
1 , y − 1) (by the definition of θ
t,k
1 )
= Γt,k(x, y) + Γt,k(x, y − 1)
(c) if λt,k(x − 1, y) < C, λt,k(x, y) = λt,k(x, y − 1) = λt,k(x −
1, y) + 1 and λt,k(x+ 1, y − 1) = λt,k(x− 1, y) + 2
Γt,k(x+ 1, y − 1) + Γt,k(x− 1, y)
= λt,k(x− 1, y) + λt,k(x− 1, y) + 2 +Rt−1,k(θt,k1 , y − 1)
+Rt−1,k(θt,k1 , y)
= Γt,k(x, y) + Γt,k(x, y − 1)
(d) if λt,k(x−1, y) < C, λt,k(x, y) = λt,k(x, y−1) = λt,k(x−1, y)
and λt,k(x+ 1, y − 1) = λt,k(x− 1, y) + 1
Γt,k(x+ 1, y − 1) + Γt,k(x− 1, y)
= λt,k(x− 1, y) + λt,k(x− 1, y) + 1 +Rt−1,k(θt,k1 , y − 1)
+Rt−1,k(θt,k1 − 1, y)
≤ λt,k(x− 1, y) + λt,k(x− 1, y) +Rt−1,k(θt,k1 , y)




= Γt,k(x, y) + Γt,k(x, y − 1)
4. λt,k(x+ 1, y − 1) = ρt,k(x− 1, y) = 0: no contractual container
will be allocated in both ships for all states.
Γt,k(x+ 1, y − 1) + Γt,k(x− 1, y)
= Rt−1,k(x + 1, y − 1) +Rt−1,k(x− 1, y)
≤ Rt−1,k(x, y) +Rt−1,k(x, y − 1)
= Γt,k(x, y) + Γt,k(x, y − 1)
Lemma 7 Given that conditions 1 - 5 hold at the (t− 1)th decision period of
the kth departure period, then condition 5 will hold at the tth decision period
of the kth departure period. That is,
∆t,k(x|y) ≥ ∆t,k(x|y + 1)
for all values of x and y.
Proof To prove that
∆t,k(x|y)−∆t,k(x|y + 1) ≥ 0
it suffices to show that
Γt,kAC(x, y + 1) + Γ
t,k
AC(x− 1, y) ≤ Γ
t,k
AC(x, y) + Γ
t,k
AC(x− 1, y + 1)
for all possible values of A and C.
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• For A ≥ x: all capacities in ship 1 will be allocated to the ad hoc
containers for all the states. Hence
Γt,kAC(x, y − 1) + Γ
t,k
AC(x− 1, y) = Γ
t,k
AC(x, y) + Γ
t,k
AC(x− 1, y + 1)
• For 0 ≤ A ≤ x − 1: all ad hoc containers will be accepted. There
will be three main cases to be considered. To simplify notation, we
suppress the subscripts (A and C) and argument A, since they do
not change in this part of the proof.
1. ρt,k(x, y + 1) ≥ 1:
Γt,k(x, y + 1) + Γt,k(x− 1, y)
= λt,k(x, y + 1) + ρt,k(x, y + 1) + λt,k(x− 1, y) + ρt,k(x− 1, y)
+Rt−1,k(x− λt,k(x, y + 1), y + 1− ρt,k(x, y + 1)) +
Rt−1,k(x− 1− λt,k(x− 1, y), y− ρt,k(x− 1, y))
= λt,k(x, y + 1) + ρt,k(x, y + 1) + λt,k(x− 1, y) + ρt,k(x− 1, y)
+Rt−1,k(x− λt,k(x, y + 1), y − (ρt,k(x, y + 1)− 1)) +
Rt−1,k(x− 1− λt,k(x− 1, y), y + 1− (ρt,k(x− 1, y) + 1))
≤ Γt,k(x, y) + Γt,k(x− 1, y + 1)
2. ρt,k(x, y + 1) = 0 and λt,k(x, y + 1) ≥ 1: this implies that
ρt,k(x− 1, y + 1) = ρt,k(x, y) = ρt,k(x− 1, y) = 0
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due to the existence of subconcavity and submodularity at (t−
1)th decision period.
Γt,k(x, y + 1) + Γt,k(x− 1, y)
= λt,k(x, y + 1) + λt,k(x− 1, y) +Rt−1,k(x− λt,k(x, y + 1), y + 1)
+Rt−1,k(x− 1− λt,k(x− 1, y), y)
= λt,k(x, y + 1) + λt,k(x− 1, y) +Rt−1,k(x− (λt,k(x− 1, y) + 1), y)
+Rt−1,k(x− 1− (λt,k(x, y + 1)− 1), y + 1)
≤ Γt,k(x, y) + Γt,k(x− 1, y + 1)
3. ρt,k(x, y+1) = 0 and λt,k(x, y+1) = 0: no contractual container
will be allocated in both ships for all states.
Γt,k(x, y + 1) + Γt,k(x− 1, y)
= Rt−1,k(x, y + 1) +Rt−1,k(x− 1, y)
≤ Rt−1,k(x− 1, y + 1) +Rt−1,k(x, y)
= Γt,k(x, y) + Γt,k(x− 1, y + 1)
4.2.4 The optimality of the threshold policy
We now establish the existence of threshold policy at each t and k.
Remark 8 θ1,k1 exists for all departure period k. Furthermore, θ
1,k
1 = 0 re-
gardless of the value of k. Similarly, θ1,k2 exists for each departure period k
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that is bigger than 0 (k ≥ 1).




Rk−1N (y, S)−Rk−1N (y − 1, S) k > 1
R0N (y, 0)− R0N(y − 1, 0) k = 1
at decision period 0 of departure period k. As the ship will be leaving the
port, it is not necessary to reserve any more capacity for the ad hoc containers
and the carrier should accept any additional incoming contractual containers
as long as capacity in ship 1 can accommodate. Hence, it can be concluded
that θ1,k1 exists and is equal to 0.
In addition, it is also observed that ∆0,k(y|x) is invariant of x. Hence, we
can determine a value ξ0,k such that
∆0,k(y|x) ≤ 1 for all values of x and y > ξ0,k
∆0,k(y|x) > 1 for all values of x and y ≤ ξ0,k
Hence, θ1,k2 = ξ0,k.
Theorem 1 θt,k1 exists for t ≥ 1 and k ≥ 0 and θ
t,k
2 exists for t ≥ 1 and k ≥ 1.
Proof In remark 8, θ1,k1 exists for all departure periods and θ
1,k
2 exists for all
departure periods k, k > 0. To show that the threshold policy exists at
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every decision period, the proof will be divided into two parts. We will
first prove this when k = 0. Then for k ≥ 1, we will prove this theorem
by induction.
As R00(x, 0) = 0, conditions 1 - 5 exist when k = t = 0. Hence, conditions
1 - 5 will exist at all decision periods for k = 0. Since y = 0 (when k = 0),
the problem reduces to a 1-dimensional revenue management problem.
Since ∆t,0(x|0) ≥ ∆t,0(x + 1|0) due to remark 4, it can be deduced that
there exists threshold values θt,01 at any decision period t (≥ 1), such
that
∆t−1,0(x|0) ≤ 1 for x > θt,01
∆t−1,0(x|0) > 1 for x ≤ θt,01
Hence, θt,01 exists for each decision period t at departure period 0.
Next, we consider k ≥ 1.
(a) Suppose that conditions 1 - 5 exist at the (t− 1)th decision period
of the kth departure period, then it is known that conditions 1 - 5
will also exist at tth decision period of the same departure period
from lemma 3 - 7.
(b) When t = 0, it can be observed that conditions 1 - 5 exist:
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(i) For any values of x, there exists a ξ0,k such that
∆0,k(y|x) ≤ 1, y > ξ0,k
∆0,k(y|x) > 1, y ≤ ξ0,k
where, θ1,k2 = ξ0,k. Therefore, condition 1 is true at decision
period 0.
(ii) For every x and y, ∆0,k(x|y) = 0. Hence, conditions 2, 4 and 5
exist at the decision period 0.
(iii) For k = 1,
∆0,1(y + 1|x− 1) = R0N (y + 1, 0)− R0N (y, 0)
= ∆N,0(y + 1|0)
≤ ∆N,0(y|0) (4.5)
= R0N (y, 0)−R0N (y − 1, 0)
= ∆0,1(y|x) or ∆0,1(y|x− 1)
Inequality (4.5) is true for k = 1 due to remark 4. Similarly,
when k > 1, condition 3 is true at the (k − 1)th departure
period.
(c) By induction, conditions 1 - 5 will exist at every decision period of
departure period k where k ≥ 1. Hence, due to lemma 2, θt,k1 and
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θt,k2 will exist for every decision period of departure period k where
k ≥ 1.
4.2.5 The monotonic property of the threshold values
In the previous section, we have shown that, it is optimal to allocate the
contractual containers in both ships, according to the threshold policy. Fur-
thermore, θt+1,k2 = θ
t,k
2 from remark 7 and so we can replace the threshold
value of ship 2, θt,k2 with θk2 (by dropping the superscript t). Hence, we can
define a threshold policy
{θN,k1 , θ
N−1,k
1 , · · · , θ
1,k
1 , θk2}
for each departure period k. In addition, we will present here two important
properties of the threshold policy:
(a) The threshold value for ship 1 is non-increasing as it approaches nearer
to its departure.
(b) The threshold value for ship 2 is always greater than or equal to the
threshold value for ship 1 in the next departure period.
These two properties will further reduce the computational effort needed to
determine the optimal policy for the allocation of contractual containers.
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Proof Due to the definition of αt−1,k and lemma 2, it suffices to show
∆t,k(θt,k1 |θk2) ≥ ∆t−1,k(θ
t,k













pkt (A) · r
)
Since ∆t−1,k(θt,k1 −A|θk2) ≥ ∆t−1,k(θ
t,k
1 |θk2) due to remark 4 and ∆t−1,k(θ
t,k
1 |θk2) ≤
r, it follows directly from the definition of threshold policy that
∆t,k(θt,k1 |θk2) ≥ ∆t−1,k(θ
t,k
1 |θk2) > 1





∆N,k−1(θN,k−11 |S) = Rk−1N (θ
N,k−1
1 , S)− Rk−1N (θ
N,k−1






= ∆0,k(θN,k−11 |x) ∀x
> 1
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According to the definition of threshold policy, this implies that θk2 ≥
θN,k−11 . Similar proof can be obtained for k = 1.
As ship 2 in kth departure period will become the next ship to depart at the
next departure period, the amount of capacity protected in ship 2 must be
at least equal to the capacity reserved for future ad hoc containers. With
theorems 2 and 3, we can obtain the following corollary directly.




4.2.6 The stationary threshold policy
Although the threshold policy will improve the computational efficiency, it
is not practical to implement the threshold policy when there are a large
number of departure periods. Hence, a stationary threshold policy, regardless
of departure period:
{θN1 , θN−11 , · · · , θ11, θ2}
is desirable for this case.
It is worth noting that Arapostathis et. al. (1993) provided the result
that there exists a stationary policy that is optimal for all discount factors
sufficiently close to 1. This is true for problem with a finite state and action
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space. For our problem, the state space may be large but is bounded by the
maximum remaining capacity of the ship, S. Similarly, the action space cannot
be greater than S.
Based on this argument, we proposed the implementation of a stationary
threshold policy when the number of departure periods in the problem becomes
very large. With the stationary threshold policy, it is still not efficient to
solve the dynamic programming problem directly. In the next chapter, we






From chapter 4, it is proven that the threshold policy is optimal for our prob-
lem. When the revenue management problem has many departure periods, the
stationary threshold policy is proposed. As mentioned in the earlier chapter,
it is inefficient to solve the problem with dynamic programming techniques.
In this chapter, we will introduce an approach to determine an approxima-
tion for the optimal stationary threshold policy. This approach will formulate
the problem as a nonlinear optimization problem. By re-formulating the prob-
lem as a mixed integer programming problem, we will continue to propose a
heuristic that will be used to solve the mixed integer programming problem.
Following that, we will also discuss how two meta-heuristics (genetic algo-
rithm and simulated annealing) can be applied here to obtain an approximate
optimal solution.
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5.1 The stationary threshold problem
Our technique of model formulation is similar to the sample average approxi-
mate method introduced in Shapiro (2001). This approach is generally used to
solve those stochastic optimization problems whose expected value functions
cannot be computed easily. Shapiro (2001) proposed the Monte Carlo simula-
tion to generate random samples to estimate the expectation value function.
Once these random samples are obtained, the optimization problem is now
deterministic and more efficient to be solved than the original problem.
Kleywegt et al. (2001) studied the sample average approximation method
and showed that the solution obtained from this method will converge ex-
ponentially to the solution of the original problem as the number of random
samples considered tends to infinity. This result is very useful as it implies that
we do not have to generate a very large number of random samples in obtaining
a “good enough” solution. Furthermore, they provide a measure (called condi-
tion number) that estimates the number of random samples needed to obtain
this “good enough” solution for a given problem. However, they acknowledged
that this measure is not useful for computational implementation as it is not
easy to be determined for many problems. One simple way to overcome this
is by trial and error. Given a certain number of random samples, we will first
assess the solution. If the solution is not satisfactory, we continue to adjust
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the number of random samples to a bigger value.
In our problem, we are faced with the same situation as in Shapiro (2001).
We are interested to determine a stationary threshold policy that maximizes
the average revenue per departure period. However, this is a time-consuming
task. Instead, we assume that a sample path of ad hoc and contractual con-
tainer demands are known through simulation or history data. Hence, we can
formulate the problem as a deterministic optimization problem.
We will now introduce the problem formulation. Given that the ad hoc
and contractual container demand for (M + 1) departure periods is known,











t=1 βt,k · r + λt,k + ρt,k k > 0∑N
t=1 βt,k · r + λt,k k = 0
βt,k = min{At,k, xt,k} (5.1)
λt,k + ρt,k = min{Ct,k, (xt,k − βt,k − θt1)+ + yt,k − θ2}
ρt,k ≤ yt,k − θ2
}
k > 0
λt,k = min{Ct,k, (xt,k − βt,k − θt1)+}
}
k = 0






S k =M, t = N
y1,k+1 − ρ1,k+1 k < M, t = N




S k > 0, t = N
yt+1,k − ρt,k otherwise
θ11 = 0 (5.3)
θ2 ≥ θt1 ≥ θt−11 ∀t > 1
θt1 ∈ [0, S]
θ2 ∈ [0, S]
The allocation of ad hoc and contractual containers by nested threshold policy
is described in constraint set (5.1) of the optimization problem. When k = 0,
the carrier will stop operating after this departure period hence no contractual
containers will be postponed. Constraint set (5.2) shows how the remaining
capacities in ships 1 and 2 will be changed as we move from one decision period
to the next and constraint set (5.3) includes the monotonicity property between
the threshold values. Although the container allocation in each ship (βt,k, λt,k,
ρt,k) and the threshold values (θt1, θ2) should be discrete for completeness, we
relax this restriction here. This is justified by the fact that the capacity of a
container ship is usually very large (above 6000 TEU) and hence the effect of
rounding off the container allocation to the nearest integer is insignificant.
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5.1.1 A mixed integer programming reformulation
In the optimization Problem 2 above, the nonlinearity arise from the allocation
of the ad hoc and contractual containers in both ships. The binary variables
(δ1t,k and δ2t,k) are introduced at each decision period to convert the nonlinear
optimization Problem 2 into a mixed integer linear programming Problem 3.











t=1 βt,k · r + λt,k + ρt,k k > 0∑N




λt,k + ρt,k ≤ Ct,k
λt,k + ρt,k ≤ zt,k + yt,k − θ2
Ct,k − λt,k − ρt,k ≤ δ1t,k · S ′
zt,k + yt,k − θ2 − λt,k − ρt,k ≤ (1− δ1t,k) · S ′
λt,k ≤ zt,k







Ct,0 − λt,0 ≤ δ1t,0 · S ′







zt,k ≥ xt,k − βt,k − θt1
zt,k ≤ δ2t,k · S ′





S k = M, t = N
y1,k+1 − ρ1,k+1 k < M, t = N




S k > 0, t = N
yt+1,k − ρt,k otherwise
θ11 = 0 (5.6)
θ2 ≥ θt1 ≥ θt−11 ∀t > 1
θt1 ∈ [0, S]
θ2 ∈ [0, S]
zt,k is equivalent to (xt,k − βt,k − θt1)+
S ′ > S
δ1t,k determines whether all contractual containers are being accepted at
the tth decision period of kth departure period. δ2t,k states whether any con-
tractual containers will be allocated in ship 1. When δ1t,k = 0, it means that
all contractual containers are being accepted at the tth decision period of kth
departure period. If δ2t,k = 0, no contractual containers will be accepted in
ship 1 as zt,k = 0.
Similar method could be used to replace min{At,k, xt,k} but this will intro-
duce additional binary variables. Instead, we relax the original constraint and
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replace it with the following linear constraints:
βt,k ≤ At,k
βt,k ≤ xt,k
The relaxation introduced is sufficient on the following grounds. Since the
revenue of an ad hoc container is always more than a contractual container, it
is likely that βt,k will take At,k or xt,k, whichever value is lower. Furthermore,
as the threshold policy is optimal for the allocation of container (ad hoc or
contractual), there exists at least one optimal solution that will reflect the
threshold policy.
For a problem of k departure periods with t decision periods each, there
are 2kt binary variables. It is computationally inefficient to solve the problem
with the branch-and-bound algorithm when either k or t is large. We will
introduce a more computationally efficient heuristic to solve the mixed integer
programming problem.
5.2 The proposed perturbation approach
In the section above, we have introduced the stationary threshold problem and
re-formulated it as a mixed integer programming problem. We will continue
to discuss a method that will be used to solve the mixed integer programming
problem.
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5.2.1 The general idea
Consider a general mixed integer programming problem as below:
Problem 4
max CX
s.t. AX +BY ≤ b (5.7)
X ≥ 0 (5.8)
Yj ∈ {0, 1} j = 1, . . . , p (5.9)
where A is a m × n matrix, B is a m × p matrix, C is a n component row
vector and b is a m component column vector. Due to Y , the optimization
problem cannot be solved efficiently. Suppose that each Yj is arbitrary fixed
to yij at current iteration i, the resulting problem
Problem 5
max CX
s.t. AX ≤ b− BY i (5.10)
X ≥ 0 (5.11)
Y ij = yij j = 1, . . . , p (5.12)
is a linear optimization problem and considered a relatively “easy” problem.
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Let z∗ and z∗Y i be the optimal objective values of Problem 4 and 5 respec-
tively. It is understood that z∗ ≥ z∗Y i . Suppose that X i is the optimal solution
at the ith iteration for Problem 5 with Y i, if we could obtain Y i+1 such that
X i is also feasible at the (i+ 1)th iteration, then z∗Y i ≤ z∗Y i+1. We will explain
in the next section on how this idea can work in our problem and show how
Y i can be determined so that z∗Y i can be improved as the iteration i continues.
5.2.2 How the idea is applied to the problem?
Given the demand data (At,k and Ct,k) and the current binary variables (δ1t,k
and δ2t,k) at each decision period, it is relatively easy to obtain the corre-
sponding optimal threshold policy (θN1 , . . . , θ11, θ2) from a commercial linear
programming software such as ILOG CPLEX. As the optimal solution for a
linear programming problem must be an extreme point, at least one of the in-
equality constraints is binding. In this problem, the binding constraints may
help to improve the current solution.
Take for example, if δ1t,k = 0 and Ct,k = zt,k + yt,k − θ2, it means that
exactly Ct,k contractual containers are accepted and all the allocated capacity
for contractual containers in both ships (zt,k and yt,k−θ2) are utilized. Suppose
that if the value of δ1t,k is changed to 1, the current solution is still feasible.
Furthermore, a better solution may be obtained when the problem is re-solved
by the linear programming optimizer, with δ1t,k = 1. The situation where the
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binary variables can take either value is called the ‘boundary condition’ here.
An intelligent mechanism is next introduced to decide which binary vari-
ables should change at each decision period. Given the current threshold policy
(θN1 , . . . , θ11, θ2), if we perturb one of the threshold value, some binary variables
may be changed. Using the same example above, the capacity allocated for
contractual container will be reduced if θ2 is perturbed up. However, δ1t,k = 0
restricts the perturbation of θ2. As it is most likely that not all contractual
containers arrived (Ct,k) will be accepted, a better solution may be found if
the value of δ1t,k is changed to 1. Essentially, by changing δ1t,k to one will add
S ′ to the right-hand-side of
Ct,k − λt,k − ρt,k ≤ 0 (5.13)
so that the new constraint is
Ct,k − λt,k − ρt,k ≤ S ′ (5.14)
This mean that the total number of contractual containers accepted can be less
than Ct,k and will allow θ2 to perturb up further. On the other hand, if δ1t,k = 1
and Ct,k = zt,k+yt,k−θ2, it is not required to change any binary variables when
θ2 is perturbed up. This is because no more than zt,k + yt,k − θ2 contractual
containers will be accepted in this case. It is noted that our objective is to use
the perturbation of the threshold value to determine which binary variables
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should change. After the binary variables are changed, the problem will be
re-solved by the linear programming optimizer and a new threshold value will
be determined.
If the threshold value is perturbed at a certain decision period, ‘perturba-
tion generation’ is said to occur at that decision period. When θt1 is perturbed,
perturbation generation will happen at every tth decision period of all depar-
ture period. The binary variables at each tth decision period will be checked
for any changes.
The effect of perturbation generation may propagate down to the other
decision periods when the threshold value is perturbed. When θt1 is perturbed,
it may cause the number of containers accepted in ship 1 (λt,k) to change at
that decision period. As a result, the remaining capacity for ship 1 will be
perturbed in the next decision period and this causes changes in the number
of containers accepted in future periods. If xt,k is perturbed at the decision
period t of departure period k, ‘perturbation propagation’ is said to occur at
that period.
The special relationship between the threshold values and the binary vari-
ables allows us to define a more efficient approach to solve the problem. Per-
turbation is introduced into the problem via the threshold value. It propagates
to other decision periods through the change in the total number of containers
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accepted. As a consequence, some of the binary variables in the problem will
be updated and a new linear programming problem is obtained and solved.
This process will be repeated until no change in binary variables is encoun-
tered. It is emphasized that the procedure is used to select which binary
variables to change at each iteration. After the binary variables are changed,
the stationary threshold problem, Problem 3, will then be re-solved and the
threshold value may or may not change.
5.2.3 When should δ1t,k and δ2t,k be changed?
We will only look at those boundary conditions where the binary variables
should be changed for both perturbation generation and propagation. Denote





+ if ♠ is perturbed up
− if ♠ is perturbed down
0 if ♠ is not perturbed
−4♠ means the reversed perturbation of ♠. For example, if θt1 is perturbed
up,
4θt1 = +
and −4θt1 implies “perturb down”. On the other hand, if 4θt1 = 0, then −4θt1
will also mean no perturbation. Given θt1, θ2, βt,k, λt,k and ρt,k at every decision
period,
Rule 1 Checking for perturbation of θt1 or xt,k for a given decision period
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• If 4θt1 = + or 4xt,k = −,
– Change δ1t,k if δ1t,k = 0, δ2t,k = 1, zt,k > 0 and Ct,k = zt,k + yt,k − θ2
– Change δ2t,k if δ2t,k = 1 and xt,k − βt,k − θt1 = 0
• If 4θt1 = − or 4xt,k = +,
– Change δ1t,k if δ1t,k = 1, δ2t,k = 1, zt,k > 0 and Ct,k = zt,k + yt,k − θ2
– Change δ2t,k if δ2t,k = 0 and xt,k − βt,k − θt1 = 0
– Change δ1t,k and δ2t,k if δ1t,k = 1, δ2t,k = 0, xt,k − βt,k − θt1 = 0 and
Ct,k = zt,k + yt,k − θ2
Rule 2 Checking for perturbation of θ2 for a given decision period
• If 4θ2 = +,
– At each departure period, change δ1t,k at the largest decision period
t where the following condition occurs:
δ1t,k = 0 , Ct,k = zt,k + yt,k − θ2 and ρt,k > 0
• If 4θ2 = −,
– At each departure period, change δ1t,k at the largest decision period
t where the following condition occurs:
δ1t,k = 1 and Ct,k = zt,k + yt,k − θ2
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The perturbation of θ2 will only affect the binary variables for at most one
decision period of every departure period. Once the condition in rule 2 is met
for a certain departure period, the binary variables for other decision period
will not be checked. The reason for this is illustrated by the following example.
Suppose that the number of contractual containers accepted in ship 2 (ρt,k)
is yt,k − θ2, this means that the remaining capacity of ship 2 has reached the
threshold value after accepting the contractual container. This implies that no
contractual containers will be accepted in ship 2 from the next decision period
onwards. As a result, perturbation generation will not have any impact on the
rest of the decision period. On the other hand, if ρt,k < yt,k− θ2, no boundary
condition is encountered and so perturbation generation will not affect the
binary variables at this decision period. This also explains why perturbation
propagation does not take place in ship 2.
Perturbation propagation may happen at ship 1 in some situations when
θ2 is perturbed. If the remaining capacity for ship 2 at the last decision period
of the kth departure period, y1,k, changes when θ2 is perturbed, the remaining
capacity for ship 1 at the next departure period, xN,k−1, will be perturbed due
to the relationship between y1,k and xN,k−1:
xN,k = y1,k+1 − ρ1,k+1 if k < M (5.15)
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In considering the perturbation propagation, we note that perturbation of
θt1 and xt,k does not occur concurrently at the same decision period due to the
following reasons:
• Threshold value is perturbed one at a time.
• Perturbation of xt,k at a certain departure period will not be propagated
to other departure period.
In addition, to simplify the rule, it is assumed that if all contractual containers
are accepted (λt,k + ρt,k = Ct,k), no contractual containers will be re-allocated
when either θt1 or xt,k is perturbed.
Following this, we will provide illustration on how the changes in the binary
variables can be checked for each departure period.
For perturbation generation or perturbation propagation at ship 1, algo-
rithm 1 gives the procedure for checking changes in δ1t,k and δ2t,k at every deci-
sion period for a given departure period. In the event that xt,k is perturbed,
the procedure will start from the tth decision period. For perturbation gener-
ation due to θt′1 , the procedure will only start from the t′th decision period and
those binary variables before this decision period will not be checked. After
δ1t,k and δ2t,k are checked at the current decision period, the procedure will next
determine whether perturbation propagation will occur at the next decision
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period. For perturbation of xt,k, propagation will occur at the next decision
period if the ad hoc and contractual container allocation is not affected at the
current decision period. On the other hand, perturbation of θt1 will cause prop-
agation at the next decision period if the contractual container allocation is
affected at the current decision period. Rule 3 shows all the conditions where
propagation will arise. If there is no change in the remaining capacity of ship
1 at the next decision period, the procedure will stop.
Rule 3 Checking for perturbation propagation due to perturbation of θt1 or xt,k
for a given decision period
• If 4θt1 = +, perturbation propagation (4xt−1,k = +) will occur at the
next decision period when
1. λt,k = zt,k, zt,k > 0 and
2. λt,k + ρt,k < Ct,k or λt,k + ρt,k = zt,k + yt,k − θ2 = Ct,k
• If 4θt1 = −, perturbation propagation (4xt−1,k = −) will occur at the
next decision period when
1. λt,k = zt,k, λt,k + ρt,k < Ct,k and
2. zt,k > 0 or (zt,k = 0, xt,k − βt,k − θt1 = 0)
96
• If 4xt,k = +, perturbation propagation (4xt−1,k = +) will occur at the
next decision period when
1. βt,k = At,k and
2. λt,k < zt,k or (λt,k = zt,k, xt,k − βt,k − θt1 < 0)
• If 4xt,k = −, perturbation propagation (4xt−1,k = −) will occur at the
next decision period when
1. (βt,k = At,k) or (βt,k = xt,k = 0) and
2. (λt,k < zt,k) or (λt,k = zt,k, zt,k = 0)
Algorithm 1 Determining the change in δ1t,k and δ2t,k due to perturbation of
θt1 or xt,k for a given departure period
1. If perturbation propagation due to xt,k or perturbation generation due to
θt1 occurs at the tth decision period, proceed to step 2. Else, terminate.
2. Check for any change in δ1t,k and δ2t,k according to Rule 1.
3. Decrease t by a unit of 1. If t > 0, proceed to step 4. Else, terminate.
4. Check for any perturbation propagation at the tth decision period accord-
ing to Rule 3. If perturbation propagation does occur, proceed to step 1.
Else, terminate. .
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Rule 4 Checking for perturbation propagation due to perturbation of θ2 for a
given decision period
If ρ1,k = y1,k−θ2 and k > 0, the perturbation of xN,k−1 will be propagated in the
same direction as the perturbation of θ2. In another words, if θ2 is perturbed
up, xN,k−1 will also be perturbed up. Similarly, xN,k−1 will be perturbed down
when θ2 is perturbed down.
Algorithm 2 Determining the change in δ1t,k due to perturbation of θ2 for a
given departure period
1. If perturbation generation due to θ2 occurs at the kth departure period,
proceed to step 2. Else, terminate.
2. Check for any change in δ1t,k according to Rule 2. .
3. Check for any perturbation propagation of xN,k−1 according to Rule 5.
If perturbation propagation does occur, proceed to algorithm 1. Else,
terminate.
Algorithm 2 gives the procedure for checking whether δ1t,k at each decision
period should be changed when θ2 is perturbed. The procedure will always
start from the N th decision period of each departure period and go to the
next decision period if δ1t,k is not changed at the current decision period. It
will continue to check for any change in δ1t,k until the condition in Rule 2 is
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met. In the worst case, the procedure will stop checking at t = 1. If the
binary variable δ1t,k for a certain decision period is changed or the procedure
reaches the last decision period (t = 1), it will proceed to check whether
perturbation will be propagated to the next departure period. This is done
by determining the perturbation to the remaining capacity of ship 2 after
accepting ρ1,k contractual containers at decision period 1, y1,k−ρ1,k. As y1,k−
ρ1,k is equivalent to xN,k−1, 4xN,k−1 is used instead. Rule 5 describes the
condition where xN,k−1 will be perturbed due to the perturbation generation
of θ2.
Rule 5 If ρ1,k = y1,k − θ2 and k > 0, the perturbation of xN,k−1 will be prop-
agated in the same direction as the perturbation of θ2. In another words, if
θ2 is perturbed up, xN,k−1 will also be perturbed up. Similarly, xN,k−1 will be
perturbed down when θ2 is perturbed down.
When ρ1,k = y1,k − θ2, it means that xN,k−1 = θ2. Hence, perturbation
of θ2 will be propagated to the next departure period. The procedure for
checking any changes in binary variables due to perturbation propagation of
the remaining capacity of ship 1 is given in Algorithm 1.
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5.2.4 The general algorithm
Algorithm 3 shows the steps taken in the perturbation approach. Algorithm
1 and 2 will be used in step 3 to determine the change in δ1t,k and δ2t,k for
every departure period. revenuegood will record the highest revenue among all
possible perturbations performed in step 3. The algorithm will proceed to the
next iteration if revenuegood is higher than revenuebest, the highest revenue
obtained till the current iteration.
Algorithm 3 Main Perturbation
1. Randomly generate a stationary threshold policy and determine the cor-
responding vector, δbest.
2. Given δbest at each decision period, solve the stationary threshold Problem
3 and let the objective value obtained be revenuebest. Obtain the vector
θbest.
3. (a) With the exception of θ11, perturb a threshold value while the other
threshold values remain unchanged. Determine the change in δ1t,k
and δ2t,k for every departure period according to Algorithm 1 and 2.
Solve the resulting stationary threshold Problem 3 with a commercial
linear programming optimizer to obtain the new threshold values and
objective value.
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Repeat the procedure for other threshold values. It is noted that each
threshold value can be perturbed up and down hence there are 2N
stationary threshold problems to be solved at this step.
(b) Among all the perturbations done, select the perturbation that gives
the current best improvement in revenue and denote its revenue,
binary variables and threshold value obtained as revenuegood, δgood
and θgood.





and go to step 3.
Some issues on Algorithm 3 will be discussed next. Firstly, in step 1
of the algorithm, we have to derive the binary variables, given a randomly
generated stationary threshold policy. One simple way to do this, is to use the
primitive threshold policy. Using the primitive threshold policy, the allocation
of contractual containers at every decision period may be obtained:
λt,k = min{Ct,k, (xt,k − βt,k − θt1)+} (5.16)
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ρt,k = min{Ct,k − λt,k, yt,k − θ2} (5.17)
With this, δbest can be determined easily. It is noted that, although the prim-
itive threshold policy is not an optimal solution, it offers an efficient way to
initialize the binary variables.
The next issue is that, the re-formulated Stationary Threshold Problem 3
is not concave and hence it is not guaranteed that the obtained solution is
optimal. The effectiveness of the algorithm will be dependent on the initial
threshold policy chosen in step 1. Suppose that the initial threshold values
selected are very ‘close’ to the optimal threshold policy for Problem 3, this will
allow the algorithm to reach the optimality in a shorter time. We will further
discuss this issue in the numerical result.
5.2.5 The shadow price approximation
In step 3 of algorithm 3, there are 2N possible perturbation to be performed
for a problem with N decision periods since θ11 is fixed and the other threshold
values for both ships can perturb either up or down. In step 3a of algorithm
3, it will solve Problem 3 to determine the improvement after each possible
perturbation. This step is computationally intensive especially when the prob-
lem size is big. We propose a method that deduces the improvement from the
current solution, without re-solving the new linear optimization model.
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This method approximates the possible improvement resulted from a cer-
tain perturbation, through the shadow price of some constraints in the linear
optimization model. The shadow price of a constraint reflects the change in
the objective value when the right-hand-side of the constraint is perturbed.
When a threshold value is perturbed, it is equivalent to a perturbation on the
right-hand-side of several constraints simultaneously. Hence, by determining
the shadow price of these constraints, we can deduce the possible change in
the revenue. We illustrate how this is possible, using the perturbation of θt1.
Suppose that θt1 is perturbed to θt
′
1 at t
th decision period, this will affect the
constraints




xt,k − βt,k − zt,k ≤ θt
′
1 (5.19)
at every departure period in the stationary threshold Problem 3.
When θt1 is perturbed up to θt
′
1 , a positive shadow price for constraint (5.19)
will imply that an improvement is obtained. Similarly, a negative shadow price
for constraint (5.18) means that improvement is obtained. On the other hand,
if θt1 is perturbed down, a negative shadow price is desired for constraint (5.19)
while a positive shadow price is desired for constraint (5.18).
Let Price1t,k and Price
2
t,k be the shadow price of the constraint (5.18) and
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(5.19), then we can deduce the improvement
M∑
k=0
| −Price1t,k + Price
2
t,k | (5.20)
gained from the perturbation of the threshold value. We assume here that
the shadow price (Price1t,k and Price
2
t,k) will take into account of the effect of
perturbation propagation on the objective value.
For perturbation generation caused by the change in θ2, we will look at the
constraints:
λt,k + ρt,k − zt,k − yt,k ≤ −θ2 (5.21)
zt,k + yt,k − λt,k − ρt,k − (1− δ1t,k) · S ′ ≤ θ2 (5.22)
The shadow price of the constraints will only be recorded if there are any
changes in the binary variable, δ1t,k for that decision period. This is because,
for a given departure period, the remaining capacity of ship 2 equals to θ2
after this decision period and hence the perturbation of θ2 will not affect any
constraints thereafter.
Some numerical comparisons on the perturbation approach are performed
and will be discussed in chapter 6.
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5.3 Solving the stationary threshold problem
by meta-heuristics
Meta-heuristics are general algorithms that can be applied to a wide range
of applications. (Meta-heuristics Network Website (2000)) In other words, a
meta-heuristic can be seen as a general algorithmic framework which can be
applied to different optimization problems with relatively few modifications to
make it adapted to a specific problem. Some examples of meta-heuristics are
simulated annealing, tabu search, evolutionary algorithms and ant colony opti-
mization. This research work will discuss only simulated annealing and genetic
algorithms. We will describe how the meta-heuristics can be implemented to
determine the threshold policy.
Apart from the implementation of the meta-heuristics, the next important
general step is to fine tune some parameters in the meta-heuristic, to enhance
the performance of the meta-heuristic for the optimization problem at hand.
This is a very time consuming step. For example, if genetic algorithm is
used to solve a particular optimization problem, much effort are needed to
determine the optimal crossover and mutation probability for the problem.
While we understand that this step will affect the performance of the meta-
heuristic significantly, we will not elaborate further on the issue of parameter
fine tuning in this thesis. We believe that this is a well-researched area and the
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interested reader is referred to Eiben et. al. (1999) for a review on research
works in this area.
5.3.1 Genetic algorithms
The basic principles of Genetic Algorithms were introduced by John Holland
in his book (Holland (1992)). Genetic Algorithm is basically an intelligent
stochastic search method that relies on the “survival of the fittest” strategy
to selectively maintain a population of feasible solutions to an optimization
problem that evolves over times. At any time, the current population is an
improvement from the past population. This idea is actually taken from the
nature. Khouja et al. (1998) gave an interesting illustration on genetic algo-
rithm using an example of rabbits. A population of rabbits is maintained at
any given time. Some rabbits are smarter and faster than other rabbits. These
faster rabbits have a higher chance of survival and pass their genes to the next
generation through breeding. Although the slower rabbits are less likely to
survive, they will also continue to breed some of the future generation. Hence,
future generations of rabbits will carry a combination of genes belonging to
both the faster and the slower rabbits. With the help from nature, some of the
genes may also be mutated. On the whole, future generations of baby rabbits
will be smarter and faster than those in the previous generations on average.
The general framework of genetic algorithms can be described as follows,
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where P (t) is the population at generation t : (reproduced from Shiroma
(1996))





While (not termination condition) do
begin
t := t+ 1;
select P (t) from P (t− 1);




For readers who are interested in the historical development and detailed
discussion on Genetic Algorithms, the following references (Goldberg (1989),
Holland (1992), Sakawa (2002) and Shiroma (1996)) may be useful.
A steady state real-coded genetic algorithm
We use a real-coded hybrid genetic algorithm to determine the threshold val-
ues here. The advantages of using such an approach were outlined in Davis
(1991) and Herrera et al. (1998). Davis (1991) argued that although binary-
coded genetic algorithms are robust algorithms, they are almost never the
best algorithm to use for any problems. He also suggested that we incorporate
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whatever information available on the optimal solution in the coding. In line
with Davis’s argument, the monotonic property of the threshold values are
also incorporated into the implementation of the genetic algorithm.
The typical chromosome C for this problem can be represented as:
C = {θN1 , · · · , θt1, · · · , θ11, θ2}
where
θN1 ∈ [0, S] (5.23)
θt1 ∈ [0, θt+11 ] ∀0 < t < N (5.24)
θ01 = 0 (5.25)
θ2 ∈ [0, S] (5.26)
Figure 5.1 shows the various steps taken in a genetic algorithm. We will
describe each step in detail below. An initial population of chromosomes
will be randomly generated and checked that they obey the non-increasing
property. If any chromosomes violate the requirement, they will be discarded
and new chromosomes will be randomly generated again. For each accepted
chromosome, evaluation will be performed according to the primitive threshold
policy.
We proposed using a steady state genetic algorithm, introduced in Whitley
(1988) and Syswerda (1989), to reduce the processing time needed. Under this
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Figure 5.1: (reproduced from Sakawa (2002)) Flowchart of fundamental pro-
cedures of genetic algorithms
method, only the best two chromosomes will be selected for reproduction. The
parent will undergo crossover to produce a child and the child will be mutated
before it is evaluated. If the result is better than the worst member in current
population, the child will replace the worst member in the next generation.
For the rest of the steps (crossover and mutation), we will briefly discuss them
in the following paragraphs.
Crossover and mutation
BLX − α (Eshelman and Schaffer (1993)) will be used to obtain a crossover
child from the two parents. Suppose that C1 = (c11, · · · , c1n) and C2 = (c21, · · · , c2n)
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are the two chromosomes that have been selected for crossover, the resulting
child is
H = (h1, · · · , hn) where
hi is a randomly generated number in the interval [cmin − I · α, cmax + I · α]
such that
cmin = min{c1i , c2i } (5.27)
cmax = max{c1i , c2i } (5.28)
I = cmax − cmin (5.29)
A non-uniform mutation (Michalewicz (1992)) will be performed on the
child after crossover. If the chromosome is C = (c1, · · · cn) and ci ∈ [ai, bi] is
the gene to be mutated, then the new gene c′i, under this operator is:
c′i =
{
ci +4(t, bi − ci) if τ = 0
ci −4(t, ci − ai) if τ = 1
(5.30)






t is the current generation
gmax is the maximum number of generations
τ is a random number which may have a value or zero or one
r is a random number from the interval [0, 1]
b is a parameter that describe the degree of dependency on the number
of iterations
We used BLX−α and non-uniform mutation here based on the results from
Herrera et al. (1998). Herrera et al. (1998) performed experiments on various
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real-coded genetic algorithms and concluded that BLX −α (particularly α =
0.5) is among the best crossover operators for real-coded genetic algorithm.
They also pointed out that non-uniform mutation is very appropriate for real-
coded genetic algorithm.
5.3.2 Simulated annealing
Simulated Annealing is an optimization technique, inspired by the physical
annealing process. In the physical annealing process, molten substances are
cooled down slowly to form crystals. The structure of the crystal is greatly
dependent on the cooling rate. Kirkpatrick et al. (1983) pointed out the
similarity between the physical annealing process and the combinatorial op-
timization problem and proposed a search algorithm based on the physical
annealing process. The fundamental idea behind the algorithm, is to accept
solutions of worse quality than the current solution in order to escape from
local minima. Algorithm 5 shows how simulated annealing can be applied to
determine the stationary threshold policy.
Algorithm 5 Simulated Annealing
1. Introduce parameters, average revenue and j. average revenue is the cur-
rent best solution and j is the current iteration number. Initialize all
parameters to 0.
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2. Randomly generate a stationary threshold policy and evaluate its perfor-
mance, Rj based on the definition of primitive threshold policy.




where Tj ≥ Tj+1.
4. If termination condition is not met, j := j + 1 and go to step 2.
If Rj is greater than average revenue, the solution is always accepted. On
the other hand, the threshold policy is accepted according to some probability
if Rj < average revenue. The probability of accepting an inferior solution is
dependent on two factors: average revenue −Rj and the temperature, Tj. At
fixed Tj, the higher the difference between average revenue and Rj, the lower
the probability to accept a worse solution. Suppose that the difference in
revenue is fixed, the probability is higher when Tj is bigger.
At the beginning of the search, the probability of accepting a worse solu-
tion is high due to the higher Tj. As the search progresses, this probability is
reduced as the temperature Tj is decreased. This means that the algorithm
employs a strategy that consists of some components of random walk and
iterative improvement. In the first phase of the search, the bias toward im-
provements is low and it permits the exploration of the search space. As the
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algorithm continues, this erratic component is slowly decreased thus leading
the search to converge to a global maximum.
The cooling schedule
As discussed above, the main reason for accepting a worse solution is to in-
troduce some randomness into the search process so that the algorithm can
escape local maxima. One important parameter that controls the amount of
randomness in simulated annealing is the annealing temperature, Tj. The se-
quence of Tj produced as j increases is known as the cooling schedule. Hajek
(1988) gave the necessary and sufficient condition on the cooling schedule that
will ensure that the solution obtained by the simulated annealing algorithm
converges to the set of globally optimal solutions almost surely.
Hajek (1988) provided a possible parametric form for Tj that will guarantee
the convergence of the solution:
Tj =
c
log(j + 1) (5.31)
where
c is bigger than the maximum depth of the problem
The maximum depth of the problem is defined here as the difference be-
tween the solution of the most inferior stationary threshold policy and the
solution of the optimal stationary threshold policy. By intuition, when all the
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threshold values in ship 1 and 2 are zero, it is likely the most inferior stationary
threshold policy. Hence, by simulating the problem with all threshold values
equal to zero, we can easily obtain the most inferior solution. In reality, we
will not know the optimal solution beforehand. An estimate of the optimal
solution is obtained by the random search method here. With that, the value
of the maximum depth can be approximated. The value of c is set a few times
above the estimated maximum depth.
Some numerical experiments on the steady state genetic algorithms and




This chapter will be divided into two sections. In the first section, we will
address some issues regarding the threshold policy. We will investigate how
the threshold policy will perform on average under various demand scenarios.
Following this, we will compare the results obtained from both stationary
and non-stationary policy for problems with small size. After that, we will
share some insights on the minimum number of departure period required for
implementing the stationary threshold policy.
In the second section, we will focus on the determination of the stationary
threshold policy by the perturbation approach. We will do some experiments
to compare the solution with the optimal solution of the Stationary Threshold
Problem. Following that, we will compare the perturbation approach with
some techniques discussed in chapter 5.
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6.1 Some issues regarding the threshold pol-
icy
In the current practice, after reserving the capacity for shippers under the
MQC, the remaining capacity will be open for booking and the carrier will
accept any incoming containers in ship 1 if it is not filled up yet. When
there are no more capacity left in ship 1, the contractual containers will be
allocated to ship 2 while the ad hoc containers will be rejected. The contractual
containers will be accepted until the remaining capacity in ship 2 is zero too.
This policy will be termed as “zero-threshold” policy here.
6.1.1 The average performance of the stationary thresh-
old policy
The following scenarios in table 6.1 are used in this section. The maximum
capacity of each ship, S is 200 and the length of a departure period, N is 7.
The value of r used is 5. The demand distribution is uniformly distributed
with a standard deviation of 2 units for these 9 scenarios. Our objective here
is to study how the result will be affected by the mean demand of the ad hoc
and contractual containers. This explains why we use problems with a small
standard deviation here. Uniform distribution is used in our study because it
allows us to obtain different values for the mean with constant variance.
For each scenarios in table 6.1, we will consider ten instances. Each instance
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Case a b c d e f g h i
Mean demand of ad hoc 5 5 5 15 15 15 25 25 25
container (per decision period)
Mean demand of contractual 5 15 25 5 15 25 5 15 25
container (per decision period)
Total mean demand 10 20 30 20 30 40 30 40 50
Table 6.1: The various scenarios tested at N = 7 and S = 200
will contain generated demands of 2000 departure period. For each instance,
three techniques (Random search, Genetic algorithm and Simulated annealing)
will be used to determine the stationary threshold policy.
The random search method will pick any feasible threshold policy randomly
and compare its performance with the current best solution. If the policy gives
a better solution than the current best solution, it will replace it. The method
will stop when the maximum allowable iteration is reached. The random search
method is ran 50 000 iterations for each problem to determine the near-optimal
stationary threshold policy in each instance used.
The following parameters are used for the genetic algorithm:
• the size of the population is 150.
• the crossover rate is 1.
• the mutation rate is 0.9.
For all instances ran, the solutions from the genetic algorithm do not change
117
case solution from solution from solution from zero-threshold
random search genetic algorithm simulated annealing policy
a 210.6 210.6 210.6 210.6
b 280.3 280.3 280.3 280.3
c 340.2 341.2 339.5 300.1
d 560.6 560.6 560.6 560.6
e 620.2 622.7 621.3 580.1
f 620.1 621.5 623.8 300.0
g 895.4 895.9 897.1 860.0
h 899.2 899.9 899.8 580.1
i 899.5 900.4 900.0 300.2
Table 6.2: Average improvement from the stationary threshold policy
much after 2000 generations. As for simulated annealing, we observe that the
minimum number of generations may vary widely according to the problems
tested. However, the value will not exceed 10000 generations. Hence, the
number of generations ran in this experiment (for both the genetic algorithm
and the simulated annealing) is 15 000. The simulation are run using Mi-
crosoft Excel software with Visual Basic Assistant. The stationary threshold
policy obtained is compared with the zero-threshold policy and the results are
tabulated in table 6.2.
From table 6.2, the following observations are made. Firstly, the threshold
policy will only play an important role in improving the revenue when the
total mean demand per departure period is above the capacity of the ship, S.
When the total mean demand per departure period is below the capacity of the
ship, it is intuitively reasonable to accept any incoming containers to minimize
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unused capacity at the end of the departure period. This is shown in case a,
b and d where the solution from zero-threshold policy is no different from
the solutions obtained from random search, genetic algorithm and simulated
annealing. From experience, it must be pointed out that, an inferior threshold
policy may sometimes cause contractual containers to be rejected and obtain
a lower value than the zero-threshold policy. Hence, it is important to ensure
sufficient number of generations are used to determine the threshold policy.
The second observation, if the mean demand of ad hoc container is kept
constant and the total mean demand exceeds the capacity of the ship, the
threshold policy gives a higher percentage improvement over the zero-threshold
policy as the mean demand of contractual container increases. This is also ob-
served when the mean demand of contractual container is fixed while the mean
demand of ad hoc container is increasing. The implementation of threshold
policy helps to ensure that the capacity of the ship is being utilized by accept-
ing incoming contractual containers if it is expected that the capacity cannot
be filled by future incoming ad hoc containers.
The threshold policy is particularly important in the situation when the
acceptance of a current incoming contractual container will cause a future
incoming ad hoc container to be rejected. This can be seen by comparing
case d, e and f. For each case, the mean demand of ad hoc containers at
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each decision period is 15 but the mean demand for contractual containers is
different. Among these three cases, the mean demand of contractual container
for case f is highest and this results in largest number of ad hoc container
being rejected if zero-threshold policy is used. Hence, the largest percentage
improvement in the average revenue is seen in case f when the threshold policy
is used instead. This is also observed in case g, h and i.
It is also observed that the behavior of zero-threshold policy is erratic as
the average revenue drops as the total demand goes up, as shown in case f, h
and i. In case f, the number of incoming contractual containers per decision
period is very large and they consume most of the capacities in both ships.
As a result, this causes the incoming ad hoc containers in current and future
departure period to be rejected. Similar reason can be explained for case i. In
case h, the number of incoming ad hoc containers per decision period is very
large and this results in the allocation of contractual containers to the next
ship. This lowers the average revenue, compared with case g.
Figure 6.1 shows the threshold values at a certain departure period for
cases f and h. It can be observed that, as the mean demand of the incoming
ad hoc container increases, the threshold values will also be higher. Since the
threshold value at a decision period t defines the amount of ad hoc container
expected to arrive from this period t until the end of the departure period,
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Figure 6.1: Illustration of the threshold values at N = 7 and S = 200
it is reasonable to reserve a higher number of ship capacity when the mean
demand of the ad hoc containers is higher.
In the next experiment, we will like to find out how the standard deviation
of demand affects the threshold policy. The values of S, N and r are 200, 7 and
5. The demand for ad hoc and contractual container is uniformly distributed
with mean equals to 15 containers per decision period, which is similar to case e
above. However, the standard deviation of demand for ad hoc and contractual
container will be different from case e. The standard deviation and the results
for each scenario tested are shown in table 6.3. Random search method will
be used here.
It is observed that, the zero-threshold policy generates a lower revenue
when the standard deviation of the demand for incoming container is higher.
Hence, this will result in a higher percentage improvement, compared to case
e in table 6.2. Instead of accepting just enough contractual containers to min-
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Case e1 e2 e3 e
Standard deviation of demand for ad hoc 8 2 8 2
container (per decision period)
Standard deviation of demand for contractual 8 8 2 2
container (per decision period)
threshold policy 610.8 619.9 614.1 620.1
zero-threshold policy 561.6 574.0 570.4 580.1
Percentage Improvement (%) 8.7 8.0 7.6 6.9
Table 6.3: Results for investigating the effect of standard deviation of demand
on threshold policy
imize the unused capacity of the ship at the end of the departure period, the
zero-threshold policy accepts a much higher number of contractual containers
as the variation of demand increases. Hence, this explains the lower revenue
obtained in table 6.3. However, it is noted that, although the coefficient of
variation for the demand has increased by about 4 times, the change in per-
centage improvement does not vary as much.
6.1.2 The stationary and the non-stationary threshold
policy
As it is not efficient to implement the non-stationary threshold policy when
the number of departure period is big, a small-sized problem will be used here.
Each problem used here will have only 100 departure periods. Random search
method is used to determine the approximately optimal non-stationary and
stationary primitive threshold policies. The following scenarios in table 6.1 are
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again used in this section. Ten replications are performed for each scenario.
As the search space for the non-stationary threshold policy is much larger
than that of stationary threshold policy, it will be fairer if a bigger space is
searched for the non-stationary threshold policy. However, we must also take
note that the search is subjected to time constraint. In this experiment to
obtain the non-stationary threshold policy, the random search method is ran
a million iterations longer than that of the stationary threshold policy. Hence,
under the current implementation on a personal computer, the random search
method will take approximately at least two additional hours to complete the
search for the non-stationary threshold policy.
The results are given in table 6.4. While the non-stationary threshold
policy will give higher revenue for most cases, it is observed that the difference
between non-stationary and stationary threshold policy is small, compared to
the value between stationary and zero threshold policy. The difference is at
most three percent. Based on this, it justifies the implementation of stationary
threshold policy for a problem with 100 departure periods or more if a fast
and good enough solution is desired.
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case non-stationary stationary zero-threshold
threshold policy threshold policy policy
a 211.6 210.4 209.5
b 279.6 274.0 275.8
c 341.7 339.5 305.9
d 573.5 561.8 565.8
e 629.1 619.3 587.4
f 628.7 619.4 310.7
g 895.4 895.4 868.2
h 888.8 888.5 587.5
i 878.2 854.6 310.2
Table 6.4: Comparison of the stationary threshold policies with the non-
stationary policies for problems with 100 departure periods
6.1.3 Some insights on implementing the stationary thresh-
old policy
We will illustrate here that an approximately optimal threshold policy may be
obtained from a problem with relative small number of departure periods. This
is important as much computational effort can be saved in searching for the
optimal stationary threshold policy. For each case considered here, we will use
the random search method to determine an approximately optimal stationary
threshold policy based on a problem with the following departure periods (100,
250, 500, 800, 1000 and 1500). After all the six stationary threshold policies
are obtained for each case, we test them on a problem with 10 000 departure
periods. Their performances are compared with the stationary threshold policy
obtained from the problem with 10 000 departure periods. Figures 6.2 - 6.5
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Figure 6.2: Average revenue obtained from threshold policies derived from
small-sized problems (case a - c)
show the result. It is observed that the average revenue does not vary much.
The biggest difference in the average revenue happens at case e1 with a value
of about 6 units.
6.2 How good is the perturbation approach?
We will like to compare the performance of the perturbation approach with
the optimal solution from the branch-and-bound algorithm. It is known that
it may not be possible to solve a big problem with the branch-and-bound
algorithm. Hence, small problem with only 5 departure periods were used. 5
replications were run for cases c, e, f, g, h and i and their results are presented
in table 6.5. Cases a, b and d will not be used as it is already known from the
above result that the zero-threshold policy is sufficient.
As pointed out in chapter 5.2, the performance of the perturbation ap-
125
Figure 6.3: Average revenue obtained from threshold policies derived from
small-sized problems (case d)
Figure 6.4: Average revenue obtained from threshold policies derived from
small-sized problems (case e, e1 - e3 and f)
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Figure 6.5: Average revenue obtained from threshold policies derived from
small-sized problems (case g - i)
proach is dependent on the initial threshold values used in step 1 of Algorithm
3. To study the impact of the starting stationary threshold policy on the
performance of the perturbation approach, we will use two different starting
threshold policies for each problem considered here. The first starting thresh-
old policy is obtained from the random search method. We select one of the
threshold policies from table 6.2 in each case and use it as the starting thresh-
old solution. In addition to the threshold policy obtained from the random
search method, we will also use the zero-threshold policy.
When the threshold policy from the random search method is used as
the starting threshold solution, it is observed that the perturbation approach
reaches the optimal solution 27 times out of the 30 problems ran. For the
shadow price approximation, it reaches the optimal solution 19 times out of all
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the problems ran. From the table, it is also observed that the range of solution
found from either perturbation approach or shadow price approximation is at
least 98% within the optimal solution.
As a comparison, when zero-threshold policy is used as the starting thresh-
old policy, the perturbation approach and the shadow price approximation ob-
tain the optimal solution for 10 and 3 test problems respectively. It is clearly
seen from the result that the starting threshold policy will play an important
role in the effectiveness of the proposed approach. Intuitively, in terms of
revenue maximization, the threshold policy obtained from the random search
method is better than the zero-threshold policy. Hence, the threshold policy
obtained from the random search method is “closer” to the optimal solution
and helps our proposed approach to reach the optimal solution. It is also noted
that the worst result happens at case i 1 when zero-threshold policy is used
as the starting threshold policy. For this particular case, the result obtained
is about 80% of the optimal value.
6.3 Comparison on the average performance
of the methods discussed
In the final experiment, our main objective here is to compare the performance
of each discussed method under limited computational time. The algorithm
will be terminated when the time limit is reached. The starting threshold
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Problem Branch- Perturbation Perturbation Shadow Shadow
and- Approach ♠ Approach ♣ Price Price
bound Heuristic ♠ Heuristic ♣
c 1 340.8 340.8 338.4 340.8 338.4
c 2 349.6 349.6 345.6 349.6 341.6
c 3 348.0 348.0 347.8 348.0 348.0
c 4 339.2 339.2 339.2 339.2 339.2
c 5 350.4 350.4 344.4 350.4 350.4
e 1 606.4 606.4 598.4 606.4 598.4
e 2 605.6 605.6 600.0 605.6 600.0
e 3 626.4 626.4 617.4 626.4 623.2
e 4 607.8 607.8 607.4 607.8 597.4
e 5 630.4 630.4 630.4 630.4 629.8
f 1 612.0 612.0 612.0 612.0 609.6
f 2 627.2 627.2 627.2 627.2 627.2
f 3 628.0 628.0 624.8 628.0 624.4
f 4 616.0 616.0 616.0 616.0 529.6
f 5 622.4 622.4 612.2 622.4 528.0
g 1 913.6 913.6 912.2 913.1 909.6
g 2 895.2 892.4 886.4 886.4 878.8
g 3 905.6 905.6 904.0 905.4 883.6
g 4 901.6 899.4 883.8 883.8 879.2
g 5 899.2 899.2 887.2 899.2 899.0
h 1 877.6 877.6 870.0 871.2 729.6
h 2 893.6 893.6 893.6 893.6 759.2
h 3 888.8 888.8 884.8 885.4 736.8
h 4 882.4 882.4 882.4 877.2 874.4
h 5 914.4 914.4 901.6 912.2 748.8
i 1 904.0 904.0 728.8 903.8 724.8
i 2 903.2 902.6 895.2 902.6 852.8
i 3 912.8 912.8 912.8 912.8 844.8
i 4 907.2 907.2 906.4 907.2 842.4
i 5 887.2 887.2 887.2 883.2 830.4
Table 6.5: Average revenue obtained from a problem with 5 departure period
♠ starting threshold policy is obtained from random search method
♣ starting threshold policy is zero-threshold policy
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policy for both the main perturbation approach and the shadow price approx-
imation is the zero-threshold policy. For the genetic algorithm, the size of the
population is 150. In addition, the crossover rate is 1 and the mutation rate
is 0.9. The number of generations ran for the genetic algorithm is 15 000.
Case c and e will be used here as the benchmark. One of the reasons why
these cases are selected is that the total mean demand for an entire departure
period is very near to the remaining capacity of the ship. These cases will
reflect a moderate estimate of the improvement resulted from the application
of the threshold policy, as evidenced in table 6.2. If the total mean demand is
either too high or too low, the improvement gained from threshold policy may
be very extreme. For each case, ten replications with 100 departure periods
each will be chosen. Table 6.6 shows the result obtained when the time limit
is set at 1 hour.
Our approach is also compared with a variant of the EMSR heuristic (Be-
lobaba (1987a)), introduced in chapter 2. The EMSR heuristic determines the
threshold value based on the estimated number of full-fare customer arriving
in future. The threshold values can be obtained:






Problem EMSR Branch- Genetic Main Shadow
Heuristic and- Algorithm Perturbation Price
bound Approach Approximation
c i 316.5 n.s. 339.4 322.1 320.9
c ii 316.2 n.s. 339.2 335.2 330.7
c iii 319.5 n.s. 344.4 336.4 326.6
c iv 317.9 n.s. 341.1 336.5 332.4
c v 313.9 n.s. 342.4 341.4 335.6
c vi 315.9 n.s. 305.3 322.1 315.3
c vii 318.6 n.s. 318.0 319.2 317.1
c viii 321.1 n.s. 327.1 331.4 321.5
c ix 318.6 n.s. 318.7 321.0 318.4
c x 319.2 n.s. 320.1 321.2 319.0
e i 594.9 586.5 618.5 619.2 605.7
e ii 596.6 580.5 618.5 620.1 597.0
e iii 593.5 593.9 618.4 614.4 596.7
e iv 597.6 591.3 623.6 622.0 602.7
e v 596.4 592.4 620.4 612.0 610.0
e vi 596.4 580.2 603.6 611.4 595.2
e vii 594.6 n.s. 597.0 607.5 594.6
e viii 596.5 593.9 599.3 605.6 596.7
e ix 599.0 n.s. 602.7 618.9 601.7
e x 597.1 n.s. 610.1 610.0 597.5
Table 6.6: Average revenue obtained for various methods within the time
constraint of one hour
n.s. denotes no feasible solution found
P¯t(D) is the probability of receiving D or more ad hoc containers from
tth decision period to departure time and is determined based
on At,k for the 100 departure period
SA(t) is the capacity reserved for ad hoc containers at tth decision
period
To simplify the implementation of the EMSR heuristic in our problem, the
threshold value of ship 2 is fixed at θN1 . Furthermore, θ11 is fixed at the value
of zero as it is proven optimal. The result is also shown in table 6.6.
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It is observed that both the main perturbation approach and the shadow
price approximation perform better than the branch-and-bound algorithm for
all instances. The branch-and-bound algorithm fails to obtain a feasible solu-
tion within the time frame for most problems due to the problem nature. The
main perturbation approach also obtains better solutions than that of EMSR
heuristic for all instances. Compared with the genetic algorithm, the main
perturbation approach performs better for 11 out of 20 instances. In term
of performance, the shadow price approximation is quite inferior. It obtains
better solutions than the EMSR heuristic and genetic algorithm for 14 and 1
instances.
When we use the threshold policy obtained from the genetic algorithm as
the starting threshold policy for both the main perturbation approach and
the shadow price approximation, it is again shown here that the approach will
perform better when the starting threshold policy is “closer” to the optimal
solution. From table 6.7, the main perturbation approach perform better than
the EMSR heuristic, branch-and-bound algorithm and genetic algorithm for
all instances. For the shadow price approximation, it obtains better solutions
than the EMSR heuristic and genetic algorithm for 19 and 10 instances.
We will like to point out that the perturbation approach adopts a different
strategy to obtain the threshold policy. Currently, the genetic algorithm and
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Problem Genetic Main Shadow
Algorithm Perturbation Price
Approach Approximation
c i 339.4 340.1 339.4
c ii 339.2 341.6 340.7
c iii 344.4 344.6 344.4
c iv 341.1 343.7 342.9
c v 342.4 355.3 344.3
c vi 305.3 373.1 335.1
c vii 318.0 335.2 318.0
c viii 327.1 336.1 328.7
c ix 318.7 336.5 319.8
c x 320.1 341.4 325.3
e i 618.5 620.7 618.5
e ii 618.5 623.4 619.0
e iii 618.4 618.6 618.4
e iv 623.6 626.7 623.6
e v 620.4 620.8 620.4
e vi 603.6 619.2 603.6
e vii 597.0 618.6 597.0
e viii 599.3 614.4 600.4
e ix 602.7 619.5 619.5
e x 610.1 612.0 610.1
Table 6.7: Average revenue obtained for main perturbation approach and
shadow price approximation
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the random search method determine the threshold policy directly while the
proposed approach searches for the threshold policy based on the binary vari-
ables, δ1t,k and δ2t,k. The perturbation approach uses a selective mechanism to
choose the binary variables for change and indirectly obtain a better threshold
policy as the iteration proceeds. From the numerical result, it is reasonable to
deduce that the strategy taken by our approach is more effective.
We will also recommend that the user uses a heuristic to first obtain a good
starting solution and then uses the proposed main perturbation approach to
improve on it provided the increased computational time is acceptable.
It is noted that the computational time of an algorithm depends on many
factors (such as the efficiency of the programming code, computer hardware
and software etc) and hence may not be the best approach to compare each
algorithm. To minimize any bias to the result, we try to run the algorithms
under the same condition. Some of the considerations taken are
• The algorithms are run on the same computer.
• Similar demand data for ad hoc and contractual containers are used to
compare the algorithms.
Nevertheless, there are some unavoidable factors. For example, the computer
code for the branch-and-bound algorithm and the linear program are built into
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In this thesis, we have introduced a stochastic dynamic programming formu-
lation of the sea cargo revenue management model and shown mathematically
that a threshold policy is optimal to allocate container on each ship. As the
problem is large, it cannot be solved efficiently. Hence, a stationary threshold
policy is proposed.
To determine the stationary threshold, we next introduce an approximation
technique, known as sample average approximation method. In summary, this
method generates a sample path of demands which facilitates the determina-
tion of the stationary threshold policy that maximizes the average revenue. It
turns out that the stationary threshold problem is not trivial due to existence
of discrete variables. Several heuristics are used to solve this problem.
We demonstrated how the genetic algorithm and the simulated annealing
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can be applied here to obtain an approximately optimal stationary threshold
policy. We have also introduced a novel approach (Perturbation and Shadow
Price) to solve the mixed-integer formulation of the Stationary Threshold
Problem.
There are several approximations used throughout the thesis due to the size
of the problem. We note that the original stochastic problem (i.e. dynamic
programming formulation) can not be solved efficiently and currently only
approximation methods (collectively known as neuro-dynamic programming
approach) are available. It will be interesting to compare the result between
neuro-dynamic programming approach and our approach.
In the numerical experiments conducted, the following conclusions are
made:
• We demonstrated the improvement gained from the threshold policy un-
der various situations. The stationary threshold policy will affect the
average revenue significantly when the capacity of the ship is limited.
• Demand variability does have an impact on the average revenue gener-
ated by the threshold policy. However, the impact is relatively small.
Through standard deviation of demand for both ad hoc and contractual
containers increases by 4 times, the drop in average revenue for the zero-
threshold policy was less than 3.2% and drop for the threshold policy
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was lesser than 1.6%. We also observe that increase in the coefficient of
variation of ad hoc demand has greater impact on the average revenue
than increase in c.v. of contractual demand.
• From the cases simulated, the difference in revenue between non-stationary
and stationary threshold policies is at most three percent. However, the
determination of the stationary threshold policy can be more efficient
than that of non-stationary threshold policy. Furthermore, we have also
shown that the stationary threshold policy may be determined from a
rather small-sized problem. This further motivates the implementation
of the stationary threshold policy.
• From the numerical experiments, it is also shown that the stationary
threshold policy can be obtained from a problem with reasonable number
of departure periods. This will further reduce the computational effort
to get the stationary threshold policy.
• In determining the stationary threshold policy, the performance of the
perturbation approach is comparable with other heuristics tested.
The problem can be further extended in the following directions:
• The carrier can postpone the delivery of contractual containers to multi-
ple departure periods, so long that they reach their destinations on time.
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Our mathematical formulation of the problem can be readily extended
to such a case. However, the resulting problem formulation will be too
complicated for mathematical analysis. In that case, the problem can be
solved using some of the well-known approximate dynamic programming
technique such as reinforcement learning approach.
• Our formulation can be extended to consider the case where the maxi-
mum remaining capacity of the ship varies with the decision period.
• It is noted that the number of scenarios tested in chapter 6 is limited.
A wider range of scenarios can be tested in future research work.
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