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ON THE DISCRETE SPECTRUM OF COMPLEX BANDED
MATRICES
LEONID GOLINSKII AND MIKHAIL KUDRYAVTSEV
Abstract. The discrete spectrum of complex banded matrices that are com-
pact perturbations of the standard banded matrix of order p is under con-
sideration. The rate of stabilization for the matrix entries sharp in the sense
of order which provides finiteness of the discrete spectrum is found. The p-
banded matrix with the discrete spectrum having exactly p limit points on
the interval (−2, 2) is constructed. The results are applied to the study of the
discrete spectrum of asymptotically periodic Jacobi matrices.
1. Introduction.
In the recent papers [1, 2] I. Egorova and L. Golinskii studied the discrete spec-
trum of complex Jacobi matrices such that the operators in ℓ2(N), N := {1, 2, ...}
generated by these matrices are compact perturbations of the discrete laplacian. In
turn, these papers are the discrete version of the known Pavlov’s theorems ([3, 4])
for the differential operators of second order on the semiaxis. The sufficient condi-
tions for the spectrum to be finite and empty, the domains containing the discrete
spectrum and the conditions for the limit sets of the discrete spectrum were found.
The goal of this work is to extend these results to the case of operators, generated
by banded matrices.
Let us remind that an infinite matrix D = ‖dij‖∞i,j=1 is called the banded matrix
of order p or just p-banded if
(1.1) dij = 0, |i− j| > p, dij 6= 0, |i− j| = p, dij ∈ C.
According to this definition, the Jacobi matrices are banded matrices of order p = 1.
Throughout the whole paper we assume that
(1.2) lim
i→∞
di,i±p = 1, lim
i→∞
di,i±r = 0, |r| < p,
and so the operators in ℓ2 = ℓ2(N) generated by matrices (1.1)–(1.2) are compact
perturbation of the standard banded operator
(1.3) D0 : di,i±p = 1, dij = 0, |i− j| 6= p, D0 = S
p + (S∗)p,
where S is the one-sided shift operator in ℓ2. It is well known that the spectrum
σ(D0) of D0 is the closed interval [−2, 2]. According to the Weyl theorem (see,
e.g., [5]) the spectrum of the perturbed operator σ(D) = [−2, 2]
⋃
σd(D), where
the discrete spectrum σd(D) is at most denumerable set of points of the complex
plane, which are eigenvalues of finite algebraic multiplicity. All its accumulation
points belong to the interval [−2, 2]. Let us denote by ED the limit set for the set
σd(D). So, ED = ∅ means that the discrete spectrum is finite.
The work of the first author was supported in part by INTAS Research Network NeCCA
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Remind that the convergence exponent or Taylor-Besicovitch index of a closed
point set F ⊂ [−2, 2] is the value
τ(F ) := inf{ε > 0 :
∞∑
j=1
|lj|
ε <∞},
where {lj} are the adjacent intervals of F .
Definition 1.1. We say that the matrix D (1.1) belongs to the class Pp(β), 0 <
β < 1, if
(1.4) qn := |dn,n−p − 1|+
p−1∑
r=−p+1
|dn,n+r|+ |dn,n+p − 1| ≤ C1 exp(−C2 n
β) ,
n ∈ N, with the constants C1, C2 > 0, depending on D.
The main result of the present paper is the following
Theorem 1.2. Let D ∈ Pp(β) where 0 < β <
1
2 . Then ED is a closed point set of
the Lebesgue measure zero and its convergence exponent satisfies
(1.5) dimED ≤ τ(ED) ≤
1− 2β
1− β
,
where dimED is the Hausdorff dimension of ED. Moreover, if D ∈ P(
1
2 ) then
ED = ∅, i.e., the discrete spectrum is finite.
It turns out that the exponent 1/2 in theorem 1 is sharp in the following sense.
Theorem 1.3. For arbitrary ε > 0 and arbitrary points ν1, ν2, . . . , νp ∈ (−2, 2)
there exists an operator D ∈ Pp(
1
2 − ε) such that its discrete spectrum σd(J) is
infinite and, moreover,
ED = {ν1, ν2, . . . νp}.
The theorems 1 and 2 are proved in Section 4, where the domains which con-
tain σd(D) are also found (under the weaker assumptions than (1.4)). In Section
2 the connection is established between the discrete spectrum and zeros of the de-
terminant constructed of p linearly independent solutions of the linear difference
equations for the eigenvector. In Section 3 the properties of the matrix Jost solu-
tions are studied. Finally, in the last Sections 5 and 6 the main results are applied to
study the spectrum of doubly-infinite complex banded matrices and the spectrum
of doubly-infinite asymptotically p-periodic complex Jacobi matrix.
2. The determinants of independent solutions and the eigenvalues
We start out with the equation
(2.1) D~y = λ~y
for generalized eigenvectors ~y = {yn}n≥1 in the coordinate form:
(2.2)

d11 y1 + d12 y2 + . . .+ d1,p+1 yp+1 = λy1,
d21 y1 + d22 y2 + . . .+ d2,p+2 yp+2 = λy2,
. . .
dp,1 y1 + dp,2 y2 + . . .+ dp,2p y2p = λyp,
dn,n−p yn−p + dn,n−p+1 yn−p+1 + . . .+ dn,n+p yn+p = λyn, n = p+ 1, p+ 2, . . . .
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It is advisable to define coefficients di,j for the indices with min(i, j) ≤ 0 as follows:
(2.3) dij = 1, |i − j| = p, dij = 0, |i− j| 6= p,
and so system (2.2) is equivalent to
(2.4) dn,n−p yn−p + dn,n−p+1 yn−p+1 + . . .+ dn,n+p yn+p = λyn, n ∈ N
with the initial conditions
(2.5) y1−p = y2−p = . . . = y0 = 0.
Thus, the vector ~y = {yn}n≥1−p ∈ ℓ2 is the eigenvector of the operator D corre-
sponding to the eigenvalue λ if and only if {yn} satisfies (2.4), (2.5).
It seems natural to analyze equation (2.4) within the framework of the general
theory of linear difference equations. The equation
(2.6) x(n+ k) + a1(n)x(n+ k − 1) + . . .+ ak(n)y(n) = 0
is said to belong to the Poincare´ class if ak(n) 6= 0 and there exist limits (in C)
bj = lim
n→∞
aj(n), j = 1, 2, . . . , k.
Denote by {wj}kj=1 all the roots (counting the multiplicity) of the characteristic
equation
(2.7) wk + b1w
k−1 + . . .+ bk = 0.
One of the cornerstones of the theory of linear difference equations is the following
result due to Perron.
Theorem ([6] , Satz 3). Let the roots {wj} of (2.7) lie on the circles Γl = {|w| =
ρl}, l = 1, 2, . . . ,m, ρj 6= ρk, and exactly vl ≥ 1 of them (counted according with
their multiplicity) belongs to each circle Γl, so ν1 + . . .+ νm = k. Then (2.6) has a
fundamental system of solutions
S = {y1, . . . , yk} =
m⋃
l=1
Sl ,
the sets {Sl} are disjoint, |Sl| = νl, and for any nontrivial linear combination y(n)
of the solutions from Sl
(2.8) lim sup
n→∞
n
√
|y(n)| = ρl, l = 1, 2, . . . ,m,
holds.
Proposition 2.1. For any λ ∈ C\[−2, 2] the dimension of the space of ℓ2-solutions
of (2.4) equals p.
Proof. Note that equation (2.4) has order k = 2p (after dividing through by the
leading coefficient dn, n+p) and belongs to the Poincare´ class by assumption (2.2).
Its characteristic equation (2.7) has now the form
w2p − λwp + 1 = (wp − z)(wp − z−1) = 0 : λ = z + z−1, z < 1 .
For its roots we have
|w1| = . . . = |wp| = |z| < 1 < |z|
−1 = |wp+1| = . . . = |w2p|.
By the Perron theorem, the fundamental system S of solutions of (2.4) exists
S = {y1, . . . , yp; yp+1, . . . , y2p} = S1 ∪ S2 ; dim spanS1 = dim spanS2 = p ,
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and each solution y ∈ spanS1 is in ℓ2 (and even decreases exponentially fast). Let
now y be any solution of (2.4) from ℓ2,
y =
p∑
j=1
cjyj +
2p∑
j=p+1
cjyj = y
′ + y′′ .
But y′ ∈ ℓ2, and so y′′ ∈ ℓ2 which by (2.8) and |z|−1 > 1 is possible only when
cj = 0 for j = p+ 1, . . . , 2p, as needed. 
Proposition 2.2. Let {y
(i)
n }n≥1−p, i = 1, 2, . . . , p, be linearly independent solu-
tions of (2.4) from ℓ2. The number λ is an eigenvalue of the operator D if and only
if
(2.9) detY0(λ) =
∣∣∣∣∣∣∣
y
(1)
1−p y
(1)
2−p . . . y
(1)
0
. . . . . . . . . . . .
y
(p)
1−p y
(p)
2−p . . . y
(p)
0
∣∣∣∣∣∣∣ = 0
Proof. Suppose that detY0(λ) = 0. Then there are numbers α
(1), . . . , α(p) , which
do not vanish simultaneously, such that


α(1)y
(1)
1−p + . . . +α
(p)y
(p)
1−p = 0 ,
. . . . . . . . .
α(1)y
(1)
0 + . . . +α
(p)y
(p)
0 = 0 .
Hence the linear combination
(2.10) yn = α
(1)y(1)n + . . .+ α
(p)y(p)n , n ≥ 1− p,
belongs to ℓ2 and satisfies (2.4), (2.5), i.e., λ is an eigenvalue of the operator D.
Conversely, let λ be an eigenvalue and y = {yn}n≥1 the corresponding eigen-
vector. Then {yn}n≥1−p is an ℓ2-solution of (2.4) with the initial conditions (2.5).
By Proposition 2.1 (2.10) holds with coefficients α(1), . . . , α(p) which do not vanish
simultaneously. Then (2.9) follows immediately from (2.5). 
3. The matrix-valued Jost solution
The goal of this Section is to establish the existence of matrix-valued analogue
of the Jost solution for the banded matrix D. Once we have the matrix Jost
solution at our disposal, we will be able to construct p linearly independent square-
summable solutions of (2.4) and, in view of Proposition 2.2, to reduce the study of
the location of the discrete spectrum for the matrix D to the location of the zeros
for determinant (2.9), composed of these p solutions.
It is convenient to rewrite the initial equation in the form of a three-term recur-
rence matrix relation, by looking at D as a block-Jacobi matrix. Along this way
we can extend the standard techniques of proving the existence of the Jost solution
for Jacobi matrices to the case of banded matrices.
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Define the following p× p-matrices:
(3.1)
Ak =


d(k−1)p+1, (k−2)p+1 . . . d(k−1)p+1, (k−1)p
...
...
dkp, (k−2)p+1 . . . dkp, (k−1)p

 ,
Bk =


d(k−1)p+1, (k−1)p+1 . . . d(k−1)p+1, kp
...
...
dkp, (k−1)p+1 . . . dkp, kp

 ,
Ck =


d(k−1)p+1, kp+1 . . . d(k−1)p+1, (k+1)p
...
...
dkp, kp+1 . . . dkp, (k+1)p

 .
Then the matrix D can be represented in the form
(3.2) D =


B1 C1 0 0 . . .
A2 B2 C2 0 . . .
0 A3 B3 C3 . . .
0 0 A4 B4 . . .
. . . . . . . . .
. . .
. . .

 ,
with the upper triangular matrices Ak and the lower triangular Ck which are in-
vertible due to (1.1). To be consistent with (2.3) we put A1 = C0 = I a unit p× p
matrix, B0 = 0.
Having p solutions {ϕ
(l)
j }j≥1−p, l = 1, 2, . . . , p of equation (2.4) at hand, we can
make up p× p matrices
(3.3) Ψj =


ϕ
(1)
(j−1)p+1 . . . ϕ
(p)
(j−1)p+1
...
...
ϕ
(1)
jp . . . ϕ
(p)
jp

 , j ∈ Z+ := 0, 1, . . . .
and write (2.4) in the matrix form
(3.4) AkΨk−1 +BkΨk + CkΨk+1 = λΨk, k ∈ N.
It will be convenient to modify equation (3.4), getting rid of the coefficients Ak’s.
Suppose that
(3.5)
∞∑
k=1
‖I −Ak‖ <∞ ,
where ‖ · ‖ is any norm in the space of matrices. It is well known, that there exists
an infinite product (from the right to the left)
A :=
∞∏
j=1
Aj = lim
n→∞
(AkAk−1 . . . A1) ,
and all the matrices A and An are invertible. Denote
(3.6) Lj :=
∞∏
i=j+1
Aj , LjAj = Lj−1, lim
j→∞
Lj = I.
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The multiplication of (3.4) from the left by Lk gives
Lk−1Ψk−1 + LkBkΨk + LkCkΨk+1 = λLkΨk ,
Lk−1Ψk−1 + LkBkL
−1
k · LkΨk + LkCkL
−1
k+1Lk+1Ψk+1 = λLkΨk .
Hence the matrices
(3.7) Φk := LkΨk
satisfy
(3.8) Φk−1 + B˜kΦk + C˜kΦk+1 = λΦk , k ∈ N
with
(3.9) B˜k = LkBkL
−1
k , C˜k := LkCkL
−1
k+1 .
For the definiteness sake we choose the “row norm”
‖T ‖ := max
1≤k≤p
p∑
j=1
|tkj |, T = {tkj}
p
k,j=1.
Then by (3.1)
(3.10) max
(
‖Ak − I‖, ‖Bk‖, ‖Ck − I‖
)
≤ qˆk := max
1≤j≤p
(q(k−1)p+j), k ∈ N,
qk are defined in (1.4). In accordance with (2.3) q1−p = . . . = q0 = 0, so we put
qˆ0 = 0. It is clear that
(3.11)
∞∑
k=1
qˆk ≤
∞∑
k=1
qk ≤ p
∞∑
k=1
qˆk
so (3.5) holds whenever {qn} ∈ ℓ1.
We will use the complex parameter z related to the spectral parameter λ by the
Zhukovsky transform:
λ = z + z−1; |z| < 1 .
Denote by g the Green kernel
(3.12) g(n, k, z) =


zk−n − zn−k
z − z−1
, k > n,
0, k ≤ n,
n, k ∈ Z+ := {0, 1, ...}, z 6= 0.
It is clear that g(n, k, z) satisfies the recurrence relations
g(n, k + 1, z) + g(n, k − 1, z)− (z + z−1)g(n, k, z) = δ(n, k),(3.13)
g(n− 1, k, z) + g(n+ 1, k, z)− (z + z−1)g(n, k, z) = δ(n, k),(3.14)
where δ(n, k) is the Kronecker symbol.
We proceed with the following conditional result.
Proposition 3.1. Suppose that equation (3.8) has a solution Vn with the asymptotic
behavior at infinity
(3.15) lim
n→∞
Vn(z)z
−n = I
for z ∈ D. Then Vn satisfies the discrete integral equation
(3.16) Vn(z) = z
nI +
∞∑
k=n+1
J(n, k, z)Vk(z), n ∈ N,
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with
(3.17) J(n, k, z) = −g(n, k, z)B˜k + g(n, k − 1, z)
(
I − C˜k−1
)
.
Proof. Let us multiply (3.13) by Vk, (3.8) for Vk by g(n, k), and subtract the
latter from the former:
g(n, k+1)Vk+g(n, k−1)Vk−g(n, k)Vk−1−g(n, k)B˜kVk−g(n, k)C˜kVk+1 = δ(n, k)Vk.
Summing up over k from n to N gives
Vn =
N∑
k=n+1
{
−g(n, k)B˜k + g(n, k − 1)
(
I − C˜k−1
)}
Vk
+ g(n,N + 1)VN − g(n,N + 1)C˜NVN+1.
For |z| < 1 we have by (3.12) and (3.15)
lim
N→∞
(
g(n,N + 1)VN − g(n,N)C˜NVN+1
)
= znI,
which along with J(n, n) = 0 leads to (3.16), as needed. 
The converse statement is equally simple.
Proposition 3.2. Each solution {Vn(z)}n≥0, z ∈ D, of equation (3.16) with n ∈
Z+ satisfies the three-term recurrence relation (3.8).
Proof. Write for n ≥ 1
Vn−1 + Vn+1 = (z
n−1 + zn+1)I +
∞∑
k=n
J(n− 1, k)Vk +
∞∑
k=n+2
J(n+ 1, k)Vk
= (z + z−1)znI + J(n− 1, n)Vn + J(n− 1, n+ 1)Vn+1
+
∞∑
k=n+2
{J(n− 1, k) + J(n+ 1, k)}Vk.
By (3.12), (3.17) and (3.14)
J(n− 1, n) = −B˜n, J(n− 1, n+ 1) = −(z + z
−1)B˜n+1 + I − C˜n
and
J(n− 1, k) + J(n+ 1, k) = (z + z−1)J(n, k), k ≥ n+ 2.
Hence
Vn−1 + Vn+1 + B˜nVn − (I − C˜n)Vn+1 = (z + z
−1)znI − B˜nVn − (z + z
−1)B˜nVn+1
+ (I − C˜n)Vn+1 +
∞∑
k=n+2
{
(z + z−1J(n, k)
}
Vk + B˜nVn − (I − C˜n)Vn+1
= (z + z−1)
(
zn +
∞∑
k=n+1
J(n, k)vk
)
= (z + z−1)Vn,
which is exactly (3.8). 
The Jost solution. To analyze equation (3.16) we introduce new variables
(3.18) V˜n(z) := z
−nVn, J˜(n, k, z) := z
k−nJ(n, k, z)
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so that, instead of (3.16), we have
(3.19) V˜n(z) = I +
∞∑
k=n+1
J˜(n, k, z)V˜k(z), n ∈ Z+.
Now J˜(n,m, ·) is a polynomial with matrix coefficients. Since
|g(n, k, z)zk−n| =
|z2(k−n) − 1|
|z − z−1|
≤ |z|min
{
|k − n|,
2
|z2 − 1|
}
,
the kernel J˜ is bounded by
(3.20) ‖J˜(n, k, z)‖ ≤ |z|min
{
|k − n|,
2
|z2 − 1|
}
hk, z ∈ D
where
(3.21) hk := ‖B˜k‖+ ‖I − C˜k−1‖ = ‖LkBkL
−1
k ‖+ ‖I − Lk−1Ck−1L
−1
k ‖, k ∈ N
(see (3.9)). We have
(3.22) hk ≤ ‖Lk‖‖L
−1
k ‖ (‖Bk‖+ ‖I −Ak‖+ ‖Ak‖‖I − Ck−1‖) .
Since ‖Ak‖ ≤ C(D) and by (3.6) ‖Lk‖ · ‖L
−1
k ‖ ≤ C(D) (throughout the rest of the
paper C = C(D) stands for various positive constants which depend only on p and
the original matrix D), we see from (3.10) that
(3.23) hk ≤ C(D)(qˆk−1 + qˆk).
The existence of the Jost solutions for equation (3.8) will be proved under the
assumption
∑
i
qi =
∑
i
(
|di, i−p − 1|+ |di, i+p − 1|+
p−1∑
r=1−p
|di, i+r |
)
<∞ ,
which by (3.10), (3.11) and (3.23) implies
(3.24)
∑
k
(‖I −Ak‖+ ‖Bk‖+ ‖I − Ck‖) <∞ ,
∑
k
hk <∞.
The main result concerning equation (3.16) is the following
Theorem 3.3. (i) Suppose that
(3.25)
∞∑
k=1
qk < ∞ ,
qk are defined in (1.4). Then equation (3.16) has a unique solution Vn, which is
analytic in D, continuous on D1 := D \ {±1} and
1
(3.26) ‖Vn − z
nI‖ ≤ C|z|n
{
|z|
|z2 − 1|
∞∑
k=n
qk
}
exp
{
C|z|
|z2 − 1|
∞∑
k=n
qk
}
for z ∈ D1, n ∈ Z+.
1Following the terminology of self-adjoint case for Jacobi matrices, we call this solution the
Jost solution. The function V0 is the matrix analogue of the Jost function.
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(ii) Suppose that
(3.27)
∞∑
k=1
kqk < ∞.
Then Vn is analytic in D, continuous on D and
(3.28) ‖Vn − z
nI‖ ≤ C|z|n
{
∞∑
k=n
kqk
}
exp
{
C
∞∑
k=n
kqk
}
, z ∈ D, n ∈ Z+.
Proof. We apply the method of successive approximations. Write (3.19) as
(3.29) Fn(z) = Gn(z) +
∞∑
k=n+1
J˜(n, k, z)Fk(z)
with
(3.30) Fk(z) := V˜k(z)− 1, Gn(z) :=
∞∑
k=n+1
J˜(n, k, z).
(i) By (3.20)
(3.31) ‖J˜(n, k, z)‖ ≤ φ(z)hk, z ∈ D1, φ(z) := 2|z||z
2 − 1|−1.
The series in (3.30) converges uniformly on compact subsets of D1 by (3.25), (3.24),
and so Gn is analytic in D and continuous on D1. As a starting point for the method
of successive approximation, we put Fn,1 = Gn and denote
Fn,j+1(z) :=
∞∑
k=n+1
J˜(n, k, z)Fk,j(z).
Let σ0(n) :=
∑∞
k=n+1 hk. By induction on j we prove that
(3.32) ‖Fn,j(z)‖ ≤
(φ(z)σ0(n))
j
(j − 1)!
.
Indeed, for j = 1 we have Fn,1 = Gn and the result holds by the definition of σ0
and (3.31). Next, let (3.32) be true. Then
|Fn,j+1(z)| ≤ φ(z)
∞∑
k=n+1
hk‖Fk,j(z)‖ ≤
(φ(z))j+1
(j − 1)!
∞∑
k=n+1
hkσ
j
0(k).
An elementary inequality (a+ b)j+1 − aj+1 ≥ (j + 1)baj gives
∞∑
k=n+1
hkσ
j
0(k) ≤
1
j
∞∑
k=n+1
{σj+10 (k − 1)− σ
j+1
0 (k)} =
σj+10 (n)
j
,
which proves (3.32) for Fn,j+1. Thereby the series
Fn(z) =
∞∑
j=1
Fn,j(z)
converges uniformly on compact subsets of D1 and solves (3.29), being analytic in
D and continuous on D1. It is also clear from (3.32) that
(3.33) ‖Fn(z)‖ = ‖V˜n(z)− I‖ ≤
∞∑
j=1
‖Fn,j(z)‖ ≤ φ(z)σ0(n) exp{φ(z)σ0(n)}.
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To reach (3.26) it remains only to note that by (3.23)
σ0(n) ≤ C
∞∑
k=n+1
(qˆk−1 + qˆk) ≤ 2C
∞∑
k=n
qˆk ≤ 2C
∞∑
j=n
qj
(the latter inequality easily follows from the definition of qˆk).
To prove uniqueness suppose that there are two solutions Fn and F˜n of (3.29).
Take the difference and apply (3.31):
(3.34)
|Fn − F˜n(z)| = |
∞∑
k=n+1
J˜(n, k, z)
(
Fk(z)− F˜k(z)
)
|
sn ≤
∞∑
m=n+1
φ(z)smhm = rn,
where sn := ‖Fn(z)− F˜n(z)‖.
Clearly, rn → 0 as n → ∞ and if rm = 0 for some m, then by (3.34) we have
sn ≡ 0. If rn > 0, then
(3.35)
rn−1 − rn
rn
=
snφ(z)hn
rn
≤ φ(z)hn, rk ≤
M∏
j=k+1
(1 + φ(z)hj) rM
which leads to rm = 0 and again sn ≡ 0. So the uniqueness is proved.
(ii) The same sort of reasoning is applicable with
‖J˜(n, k, z)‖ ≤ |z||k − n|hk ≤ khk
and
(3.36) ‖Fn,j(z)‖ ≤
σj1(n)
(j − 1)!
, σ1(n) :=
∞∑
k=n+1
khk
instead of (3.31) and (3.32), respectively. We have
(3.37) ‖Fn(z)‖ = ‖V˜n(z)− I‖ ≤
∞∑
j=1
‖Fn,j(z)‖ ≤ σ1(n) exp{σ1(n)}
and
σ1(n) ≤ C
∞∑
k=n+1
k(qˆk−1 + qˆk) ≤ 2C
∞∑
k=n
kqˆk ≤ 2C
∞∑
j=n
jqj
(the latter inequality easily follows from the definition of qˆk). 
Remark. The constants C that enter (3.23), (3.26) and (3.28) are inefficient.
This circumstance makes no problem when studying the limit set for the discrete
spectrum. In contrast to this case, the efficient constants are called for when dealing
with domains which contain the whole discrete spectrum. Such constants will
be obtained in the next section under additional assumptions of “non asymptotic
flavor”.
Throughout the rest of the section we assume that condition (3.27) is satisfied.
It is clear that equation (3.8) can be rewritten for the functions V˜n(z), defined in
(3.18), as
(3.38)
V˜n(z) = (λ− B˜n)zV˜n+1(z)− C˜nz
2V˜n+2(z)
= (z2 + 1− B˜nz)V˜n+1(z)− C˜nz
2V˜n+2(z) .
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Let us now expand V˜n(z) in the Taylor series taking into account definition (3.18)
and (3.26)
(3.39) V˜n(z) = I +
∞∑
j=1
K(n, j)zj .
Here ‖K(n, j)‖∞n,j=1 is the operator which transforms the Jost solutions of (2.1)
for D = D0 ti that of (2.1) for D. If we plug (3.39) into (3.38) and match the
coefficients for the same powers zj we have
j = 1 : K(n, 1) = K(n+ 1, 1)− B˜n ,
j = 2 : K(n, 2) = I +K(n+ 1, 2)− B˜nK(n+ 1, 1)− C˜n ,
j ≥ 2 : K(n, j+1) = K(n+1, j−1)+K(n+1, j+1)−B˜nK(n+1, j)−C˜nK(n+2, j−1).
Summing up each one of these expressions for k = n, n + 1, . . ., it is not hard to
verify that
(3.40) K(n, 1) = −
∞∑
k=n+1
B˜k−1 ,
(3.41) K(n, 2) = −
∞∑
k=n+1
{
B˜k−1K(k, 1) + (C˜k−1 − I)
}
,
(3.42)
K(n, j+1) = K(n+1, j−1)−
∞∑
k=n+1
{
B˜k−1K(k, j) +
(
C˜k−1 − I
)
K(k + 1, j − 1)
}
In the last step we used K(n, j) → 0 for n → ∞ and any fixed j, which follows
from the Cauchy inequality and (3.28)
‖K(n, j)‖ ≤ max ‖V˜n(z)− I‖ ≤ C
∞∑
k=n
kqk .
From (3.40)–(3.42), using the induction on j, we obtain
(3.43) ‖K(n, j)‖ ≤ κ(n, j)κ
(
n+
[
j
2
])
, n ∈ Z+,
where κ(n) and κ(n,m) are defined by
(3.44) κ(n) :=
∞∑
j=n
gj , κ(n,m) :=
n+m−1∏
j=n+1
(1 + κ(j)) =
m−1∏
j=1
(1 + κ(n+ j)) ,
and
(3.45) gj = ‖B˜j‖+ ‖I − C˜j‖.
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In fact, for j = 1 we have κ(n, 1) = 1,
[
1
2
]
= 0 and ‖K(n, 1)‖ ≤ κ(n+1) ≤ κ(n).
Further, for j = 2,
‖K(n, 2)‖ ≤
∞∑
k=n+1
{
‖B˜k−1‖‖K(k, 1)‖+ ‖C˜k−1 − I‖
}
≤
∞∑
k=n+1
{
(‖K(k, 1)‖+ 1)
(
‖B˜k−1‖+ ‖C˜k−1 − I‖
)∥∥∥
≤
∞∑
k=n+1
gk (1 + κ(k))
≤ (1 + κ(n+ 1))κ(n+ 1)
= κ(n, 2)κ(n+ 1).
When we pass from the even j = 2l to the odd 2l + 1, we have by (3.42) and by
the inductive hypothesis:
‖K(n, 2l+1)‖ ≤ κ(n+1, 2l−1))κ(n+l)+
∞∑
k=n+1
{
‖B˜k−1‖‖K(k, 2l)‖+ ‖C˜k−1 − I‖‖K(k + 1, 2l− 1)‖
}
.
But according to the inductive hypothesis
K(k, 2l)‖ ≤ κ(k, 2l)κ(k + l) ;
‖K(k + 1, 2l− 1)‖ ≤ κ(k + 1, 2l− 1)κ(k + l) ≤ κ(k, 2l)κ(k + l).
Using these inequalities, obtain
‖K(n, 2l+ 1)‖ ≤ κ(n+ 1, 2l− 1)κ(n+ l) +
∞∑
k=n+1
dkκ(k, 2l)κ(k + l)
≤ κ(n+ 1, 2l− 1)κ(n+ l) + κ(n+ l)κ(n+ 1, 2l)κ(n+ 1)
= κ(n+ l) {κ(n+ 1, 2l− 1) + κ(n+ 1, 2l)κ(n+ 1)}
But
κ(n+ 1, 2l− 1) + κ(n+ 1, 2l)κ(n+ 1) =
=
j=n+2l−1∏
j=n+2
(1 + κ(j)) +
j=n+2l∏
j=n+2
(1 + κ(j))κ(n+ 1)
=
j=n+2l−1∏
j=n+2
(1 + κ(j)) {1 + (1 + κ(n+ 2l))κ(n+ 1)}
≤
j=n+2l−1∏
j=n+2
(1 + κ(j)) {1 + κ(n+ 2l) + (1 + κ(n+ 2l))κ(n+ 1)}
=
j=n+2l−1∏
j=n+2
(1 + κ(j)) {(1 + κ(n+ 2l)) (1 + κ(n+ 2l))}
= κ(n, 2l+ 1),
from which we have
‖K(n, 2l+ 1)‖ ≤ κ(n+ 2l)κ(n+ l),
as needed. Analogous calculations help us to pass from the odd j = 2l + 1 to the
even j + 1 = 2l + 2.
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It is easy to see that κ(n) and κ(n,m) in (3.44) can be replaced by
(3.46) κ˜(n) := C
∞∑
j=n
qj , κ˜(n,m) :=
n+m−1∏
j=n+1
(1 + κ˜(j)) =
m−1∏
j=1
(1 + κ˜(n+ j)) .
Further, it is evident that {κ(n)} ∈ ℓ1 and the sequences κ˜(·) and κ˜(·,m) decrease
monotonically. Hence
(3.47) ‖K(n, j)‖ ≤
∞∏
j=1
(1 + κ˜(j))
∞∑
k=n+[ j2 ]
qk.
Taking the latter expression with n = 0, we come to the following
Theorem 3.4. Under hypothesis (3.27) the Taylor coefficients of the matrix-valued
function
(3.48) ∆(z) := V0(z) =
∞∑
j=0
δ(j)zj
admit the bound
(3.49) ‖δ(j)‖ ≤ C
∞∏
j=1
(1 + κ˜(j))
∞∑
k=[ j2 ]
qk,
where [x] is an integer part of x. In particular, ∆ belongs to the space W+ of
absolutely convergent Taylor matrix-valued series.
Let us now denote by ∆ij the entries of the matrix ∆:
∆ := ‖∆ij‖
p
i,j=1 .
Corollary 3.5. Let for the banded matrix D the numbers
(3.50) Mn+1 :=
∞∑
k=0
(k + 1)n+1qk <∞.
Then the n’th derivative ∆(n)(z) = V
(n)
0 (z) belongs to W+ and
(3.51) max
z∈D
∣∣∣∆(n)ij (z)∣∣∣ ≤ C(D) 4nn+ 1 Mn+1, i, j = 1, 2 . . . , p.
Proof. The statement is a simple consequence of (3.50), the series expansion
∆(n)(z) =
∞∑
j=0
(j + 1) . . . (j + n)δ(j + n)zj
bounds (3.49) and the obvious inequality |∆
(n)
ij (z)| ≤ ‖∆
(n)‖. 
4. The limit set and location of the discrete spectrum
Consider the matrix-valued Jost solutions Vk(z), which exist ∀z ∈ C\{0}. The
p scalar solutions {v
(l)
j }j≥1−p, l = 1, 2, . . . , p of equation (2.4), constructed from
Vk(z) by formulae (3.7 and (3.3), are linearly independent and belong to ℓ
2 due to
asymptotic formulae (3.26). According to Proposition 2.2, the number η = ζ + ζ−1
is an eigenvalue for the operator D if and only if the determinant of the matrix-
valued function ∆(z) = V0(z) vanishes at the point ζ. Thus, the study of the
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discrete spectrum of the operator D is reduced to the study of the zeros of the
function
(4.1) γ(z) := det∆(z).
The main item of business in this section is the limit set ED of the discrete
spectrum of the operator D. Remind that ED ⊂ [−2, 2].
Let D ∈ Pp(β) (see Definition 1.1). Since ‖Lk‖ and ‖L
−1
k ‖ are uniformly
bounded, it is clear from 3.24 that hn, defined in (3.21), satisfies the same in-
equality:
(4.2) hn ≤ C1 exp(−C2 (n+ 1)
β)
(with the same exponent β, but other constants C1, C2 > 0).
We are in a position now to prove the first result announced in the introduction.
Theorem 4.1. Let D ∈ P(β) where 0 < β < 12 . Then ED is a closed point set of
the Lebesgue measure zero and its convergence exponent satisfies
(4.3) dimED ≤ τ(ED) ≤
1− 2β
1− β
,
where dimED is the Hausdorff dimension of ED. Moreover, if J ∈ P(
1
2 ) then
ED = ∅, i.e., the discrete spectrum is finite.
Proof. Denote by A the set of all functions, analytic inside D and continuous in
D. Recall that the set E on the unit circle T is called a zero set for a class X ⊂ A
of functions, if there exists a non-trivial function f ∈ X , which vanishes on E. We
want to show that the function γ belongs to a certain class X (the Gevre´ class,
see below) with known properties of its zero sets. Note that, since X ⊂ A then,
according to the Fatou theorem, the zero set has the Lebesgue measure zero.
We begin with certain bounds for the derivatives of the function γ, which can
be obtained from Theorem 3.4 and Corollary 3.5. To this end we write
γ(z) := det∆(z) =
∑
pi
signπ∆1,pi(1)∆2,pi(2) . . .∆p,pi(p) ,
where π are the permutations of the set {1, 2, . . . , p}. For the n-th derivative of γ
(4.4) γ(n)(z) =
∑
pi
signπ
∑
∑p
1
kj=n
kj≥0
(
n
k1, k2, . . . , kp
)
∆
(k1)
1,pi(1)∆
(k2)
2,pi(2) . . .∆
(kp)
p,pi(p)
holds, where the multinomial coefficients
(
n
k1, k2, . . . , kp
)
are defined from the
identity
(4.5) (x1 + x2 + . . .+ xp)
p
=
∑
∑p
1
kj=n
kj≥0
(
n
k1, k2, . . . , kp
)
xk11 x
k2
2 . . . x
kp
p .
(4.5) with x1 = x2 = . . . = xp = 1 gives∑
∑p
1
kj=n
kj≥0
(
n
k1, k2, . . . , kp
)
= pn .
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From (4.4) and (3.51) we immediately derive
(4.6) max
z∈D
∣∣∣γ(n)(z)∣∣∣ ≤ Cpp! 4n ∑∑p
1
kj=n
kj≥0
(
n
k1, k2, . . . , kp
)
Mk1+1Mk2+1 . . .Mkp+1,
where the numbersMr are defined in (3.50). To estimate the productMk1+1 . . .Mkp+1
note first, that by (4.2)
Mr ≤ C
∞∑
k=0
(k + 1)r exp
(
−
C
2
(k + 1)β
)
exp
(
−
C
2
(k + 1)β
)
.
An undergraduate analysis of the function u(x) = xr exp(−C2 x
β) gives
max
x≥0
u(x) = u(x0) =
(
2r
Cβ
)r/β
e−r/β =
(
2
Cβe
)r/β
rr/β , x0 =
(
2r
Cβ
)1/β
,
so that
Mr ≤ B
(
2
Cβe
)r/β
rr/β , B = C
∞∑
k=0
exp
{
−
C
2
(k + 1)β
}
.
Hence,
Mk1+1 . . .Mkp+1 ≤ B
p
(
2
Cβe
)n+p
β
(k1 + 1)
k1+1
β . . . (kp + 1)
kp+1
β .
The inequalities(
n+ 1
n
)n/β
< e1/β , (n+1)1/β < e(n+1)/β, (n+1)(n+1)/β < e1/βnn/βe(n+1)/β
lead to the bound
Mk1+1 . . .Mkp+1 ≤ B2
(
2
Cβ
)n/β
k
k1/β
1 . . . k
kp/β
p .
Substituting the latter into (4.6) gives
(4.7) max
z∈D
|γ(n)(z)| ≤ C4npn
(
2
Cβ
)n/β
nk1/β . . . nkp/β ≤ CC˜nnn/β , n ≥ 0.
In other words, the function γ for D ∈ P(β) belongs to the Gevre´ class Gβ .
The rest of the proof goes along the same line of reasoning as in [2]. Suppose
first that 0 < β < 1/2. The celebrated Carleson’s theorem [7] gives a complete
description of zero sets for Gβ . It claims that
∞∑
j=1
|lj |
1−2β
1−β <∞,
where {lj} are adjacent arcs of the zeros set of γ. Hence the right inequality in
(4.3) is obtained. The left inequality is the general fact of fractal dimension theory.
When β = 1/2 the Gevre´ class G1/2 is known to be quasi-analytic, i.e., it contains
no nontrivial function f , such that f (n)(ζ0) = 0 for all n ≥ 0 and some ζ0 ∈ T. So
each function f ∈ G1/2 may have only finite number of zeros inside the unit disk
which due to the relation between the discrete spectrum of D and zeros of γ proves
the second statement of the theorem. 
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It turns out that the exponent 1/2 in theorem 1 is sharp in the following sense.
Theorem 4.2. For arbitrary ε > 0 and different points −2 < νi < 2, i = 1, . . . , p,
there exists an operator D ∈ Pp(
1
2 − ε) such that its discrete spectrum σd(D) is
infinite and, moreover, ED = {ν1, . . . , νp}.
Proof. The proof of the theorem is based on the similar result, proved in [2] for
the Jacobi matrices, that is, for p = 1. If p > 1 than given ν1, . . . , νp we construct
the complex Jacobi matrices
(4.8) J(i) =


b0(i) a0(i)
a0(i) b1(i) a1(i)
a1(i) b2(i) a2(i)
. . .
. . .
. . .

 , aj(i) > 0, bj(i) ∈ R,j ≥ 1, i = 1, 2, . . . , p
which belong to the class P1(
1
2 − ε) and have the only point of accumulation of the
discrete spectrum EJ(i) = νi.
Consider now the p-banded matrix D = ‖dij‖∞i,j=1 with
dpn+i, pn+i = bn(i), dpn+i, p(n+1)+i = dp(n+1)+i, pn+i = an(i),
dpn+i, pn+i+j = dpn+i+j, pn+i = 0, j 6= 0, p, i = 1, . . . , p.
Since J(i) ∈ P1(
1
2 − ε), it is easily seen that D ∈ Pp(
1
2 − ε).
The space ℓ2, where the operator D acts, can be decomposed as follows:
ℓ2 =
p⊕
i=1
Li
with Li = Lin{eˆi, eˆp+i, eˆ2p+i, . . . , eˆnp+i, . . .} and {eˆk}k∈N the standard basis vectors
in ℓ2. It is shown directly that the subspaces Li are invariant for D.
The restrictionDi = D |Li ofD on the subspace Lj has the matrix representation
J(i). SinceD =
⊕p
i=1Di and every operatorDi has discrete spectrum with the only
accumulation point νi, the discrete spectrum D is the union of discrete spectrum
of the operators J(i) and it has p accumulation points ν1, ν2, . . . , νp, as needed. 
The second issue we address in this section concerns domains which contain the
whole discrete spectrum, and conditions for the lack of the discrete spectrum.
We start out with (3.33) and (3.37) for n = 0
(4.9) ‖∆(z)− I‖ ≤
2σ0(0)
|z − z−1|
exp
{
2σ0(0)
|z − z−1|
}
, ‖∆(z)− I‖ ≤ σ1(0) exp{σ1(0)} ,
with ∆ = V˜0, σ0(0) =
∑∞
k=1 hk, σ1(0) =
∑∞
k=1 khk, hk defined in (3.21), which
hold under assumptions (3.25) and (3.27), respectively. To work with (4.9) we have
to find the efficient constant C which enters (3.23). To that end let us go back to
(3.10) and assume that
(4.10) q := sup
n≥1
qn = sup
n≥1
(
|dn,n−p − 1|+ |dn,n+p − 1|+
p−1∑
r=−p+1
|dn,n+r|
)
< 1,
which now implies
(4.11) sup
k≥1
‖Ak − I‖ ≤ q, sup
k≥1
‖Ak‖ ≤ 1 + q < 2.
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It is not hard to show now that supk≥1 ‖A
−1
k ‖ ≤ (1 − q)
−1,
sup
k≥1
‖Lk‖ ≤ exp{
∞∑
j=1
‖Aj − I‖}, sup
k≥1
‖L−1k ‖ ≤ exp
{ 1
1− q
∞∑
j=1
‖Aj − I‖
}
and
sup
k≥1
‖Lk‖‖L
−1
k ‖ ≤ exp
{2− q
1− q
∞∑
j=1
‖Aj − I‖
}
≤ exp
{2− q
1− q
Q0
}
, Q0 :=
∞∑
k=1
qk .
Hence, instead of (3.23), we have by (3.22)
hk ≤ 2 exp
{2− q
1− q
Q0
}
(qˆk−1 + qˆk)
and so
(4.12)
σ0(0) ≤ 4 exp
{2− q
1− q
Q0
}
Q0, σ1(0) ≤ 4 exp
{2− q
1− q
Q0
}
Q1, Q1 :=
∞∑
k=1
kqk.
Let now t be a unique root of the equation
(4.13) tet = 1, t ≈ 0.567.
Theorem 4.3. Assume that Q0 <∞ and q < 1. Then the domain
G(D) = {z + z−1 : z ∈ Ω}
with
Ω := {z ∈ D : |z − z−1| >
8Q0
t
exp
{2− q
1− q
Q0
}
is free from the discrete spectrum σd(D). Moreover, assume that Q1 < ∞. Then
D has no discrete spectrum as long as
exp
{2− q
1− q
Q0
}
Q1 <
4
t
.
Proof. It is clear from the first inequality in (4.9) that ‖∆(z) − I‖ < 1 (and
the more so, det∆(z) 6= 0) whenever |z − z−1| > 2σ0(0)t−1. The rest follows
immediately from the first bound in (4.12) and the relation between eigenvalues
of D and zeros of ∆. The second statement is proved in exactly the same way by
using the second inequality in (4.9) and the second bound in (4.12). 
Remark. Suppose that
c =
8Q0
t
exp
{2− q
1− q
Q0
}
< 2.
Then σd(D) is contained in the union of two symmetric rectangles
σd(D) ⊂
{
w :
√
4− c2 < |Rew| <
√
4 + c2, |Imw| <
c2
4
}
.
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5. The discrete spectrum of doubly-infinite banded matrices
A doubly-infinite complex matrix D = ‖dij‖
∞
i,j=−∞ is called the banded matrix
of order p if
(5.1) dij = 0, |i− j| > p, dij 6= 0, |i− j| = p, dij ∈ C.
There is a nice “doubling method” that relates a doubly-infinite p-banded matrix
to a certain semi-infinite banded matrix of order 2p. Indeed, let {ek}k∈Z be the
standard basis in ℓ2(Z). Consider a transformation U : ℓ2(Z) −→ ℓ2(N), defined by
Uek = eˆ−2k, k < 0, Uek = eˆ2k+1, k ≥ 0,
where {eˆk}k∈N is the standard basis in ℓ2(N). The transformation U is clearly
isometric and it is easy to check directly that the matrix
(5.2) Dˆ := UDU−1
is the semi-infinite band matrix of order 2p unitarily equivalent to D. For instance,
in the case of Jacobi matrices (p = 1)
J =


. . .
. . .
. . .
a−1 b−1 c0
a0 b0 c1
a1 b1 c2
. . .
. . .
. . .


, Jˆ =


Bˆ0 Cˆ1
Aˆ1 Bˆ1 Cˆ2
Aˆ2 Bˆ2 Cˆ3
. . .
. . .
. . .


with
Bˆ0 =
(
b0 a0
c0 b−1
)
, Bˆk =
(
bk 0
0 b−k−1
)
,
Aˆk =
(
ak 0
0 c−k
)
, Cˆk =
(
ck 0
0 a−k
)
k ∈ N.
Similarly to the semi-infinite case (1.4), we put
(5.3) qn := |dn,n−p − 1|+
p−1∑
j=−p+1
|dn,n+j |+ |dn,n+p − 1|, m ∈ Z.
We say that the matrix D belongs to the class Pp(β), 0 < β < 1, if
(5.4) qn ≤ C1 exp(−C2 |n|
β), C1, C2 > 0, n ∈ Z.
It is clear by the construction that the semi-infinite matrix Dˆ (5.2) belongs to
P2p(β) whenever the doubly-infinite matrix D belongs to Pp(β). So the results of
the previous section can be easily derived for doubly-infinite banded matrices as
well. For instance, the following statement holds.
Theorem 5.1. Let D ∈ Pp(β) where 0 < β <
1
2 . Then ED is a closed point set of
the Lebesgue measure zero and its convergence exponent satisfies
(5.5) dimED ≤ τ(ED) ≤
1− 2β
1− β
,
where dimED is the Hausdorff dimension of ED. Moreover, if D ∈ Pp(
1
2 ) then
ED = ∅ i.e. the discrete spectrum is finite.
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6. The discrete spectrum of asymptotically periodic Jacobi matrices
The goal of this section is to apply the results obtained above to the study of
the spectrum of doubly-infinite asymptotically periodic complex Jacobi matrices.
Definition 6.1. A doubly-infinite complex Jacobi matrix
(6.1) J0 =


. . .
. . .
. . .
a0−1 b
0
−1 c
0
0
a00 b
0
0 c
0
1
a01 b
0
1 c
0
2
. . .
. . .
. . .


, b00 = (J
0e0, e0),
a0nc
0
n 6= 0, a
0
n, b
0
n, c
0
n ∈ C is called p-periodic if
a0n+p = a
0
n, b
0
n+p = b
0
n, c
0
n+p = c
0
n, n ∈ Z.
The following result due to P.B. Naiman [8, 9] is the key ingredient in our
argument.
Theorem. Each p-periodic Jacobi matrix J0 satisfies the algebraic equation of
p-th degree
P (J0) = Ep,
where Ep = {ejk} is a p-banded matrix with the entries
(6.2) eij =


α :=
p∏
k=1
a0k, i− j = p,
δ :=
p∏
k=1
c0k, i− j = −p,
0, |i− j| 6= p.
Next, let
Π := {z ∈ C : z = αeipt + δe−ipt, 0 ≤ t ≤
2π
p
}
be an ellipse in the complex plane, and
Γ := P (−1)(Π) = {z ∈ C : P (z) ∈ Π}
its preimage. Then the spectrum σ(J0) = Γ.
The polynomial P is known as the Burchnall–Chaundy polynomial for J0 and
given explicitly in [9, p.141]:
P (λ) = det
(
λ−J(1, p)
)
−a1c1 det
(
λ−J(2, p−1)
)
, J(m,n) :=


b0m c
0
m+1
a0m+1 b
0
m+1
. . .
. . .
. . . c0n
a0n b
0
n

 .
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Remark. There is yet another way to exhibit the spectrum of any p-periodic
Jacobi matrix J0. Consider the p× p-matrix
Λp(t) :=


b01 c
0
2 a
0
1e
ipt
a02 b
0
2
. . .
. . .
. . . c0p
c01e
−ipt a0p b
0
p

 .
with the eigenvalues {λj(t)}
p
j=1, and put
rangeλj := {w ∈ C : w = λj(t), 0 ≤ t ≤
2π
p
}.
Then
σ(J0) =
p⋃
j=1
rangeλj .
Indeed, it is easy to compute
det (Λ(t)− λ) = (−1)p
(
P (λ)− αeipt − δe−ipt
)
.
For further information about the spectra of periodic Jacobi matrices with
algebro-geometric potential see [10].
For the rest of the paper we restrict ourselves with the so called quasi-symmetric
matrices with
(6.3)
p∏
k=1
a0k =
p∏
k=1
c0k, α = δ.
The latter certainly holds for the symmetric periodic matrices (a0n = c
0
n). In this
case we have Q(J0) = D0 with D0 defined in (1.3) for the polynomial Q = α
−1P ,
and
(6.4) σ(J0) = Q(−1)
(
[−2, 2]
)
.
It is not hard to make sure that σ(J0) is a collection of finitely many algebraic arcs
with no closed loops, that is, the complement C\σ(J0) is a connected set. Indeed,
if some of these arcs formed a closed loop Γ1 ⊂ Γ with the interior domain G1, then
ℑQ would vanish on Γ1 and so ℑQ ≡ 0 in G1, which is impossible, unless Q is a
real constant.
Let now J be a complex asymptotically p-periodic doubly-infinite Jacobi matrix
with the quasi-symmetric p-periodic background J0 (6.1)
(6.5) J =


. . .
. . .
. . .
a−1 b−1 c0
a0 b0 c1
a1 b1 c2
. . .
. . .
. . .


, ancn 6= 0,
and
ωn := |an − a
0
n|+ |bn − b
0
n|+ |cn+1 − c
0
n+1| → 0, k → ±∞.
In other words, J −J0 is a compact operator in ℓ2(Z). Since C\σ(J0) is connected,
the version of Weyl’s theorem holds (cf. [5], Lemma I.5.2)
σ(J) = σ(J0) ∪ σd(J),
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where the discrete spectrum σd(J) is an at most denumerable set of eigenvalues of
finite algebraic multiplicity off σ(J0), which can accumulate only to σ(J0).
We proceed with two simple propositions.
Proposition 6.2. Let Dm1 and Dm2 be banded matrices of orders m1 and m2,
respectively. Then
(1) D = Dm1Dm2 is the banded matrix of order m = m1 +m2.
(2) If m1 < m2 then Dm1 +Dm2 is the banded matrix of order m2.
In particular, if T is a polynomial of degree p and D is a banded matrix of order
m, then T (D) is the banded matrix of order pm.
Proof. (2) is obvious. To prove (1) let us show that the elements of the extreme
diagonals of D do not vanish. Indeed, let Dml = {d
(l)
ij }, l = 1, 2, and D = {dij}.
Then
dk, k+m =
∞∑
j=1
d
(1)
k j d
(2)
j, k+m = d
(1)
k k+m1
d
(2)
k+m1, k+m
6= 0, k ∈ N.
Similarly, dk,k−m = d
(1)
k,k−m1
d
(2)
k−m1,k−m
6= 0. The rest is plain. 
Proposition 6.3. Let J1 and J2 be bounded (with bounded entries) complex Jacobi
matrices. Put
ωk =
∑
j
|(J1 − J2)kj | =
∑
j
|〈(J1 − J2)ej , ek〉| .
Then for any polynomial T of degree p we have
∑
j
|(T (J1)− T (J2))kj | =
∑
j
|〈(T (J1)− T (J2))ej , ek〉| ≤ C
k+p∑
s=k−p
ωs,
where a positive constant C depends on J1, J2 and T .
Proof. For T (z) = zn the statement follows immediately from the banded struc-
ture of the powers Jml , (J
∗
l )
s, l = 1, 2 and the equality
Jn1 − J
n
2 =
n−1∑
j=0
Jn−j−11 (J1 − J2)J
j
2 .
The rest is straightforward. 
Definition 6.4. We say that the matrix J (6.5) belongs to the class P(β, J0), if
(6.6) ωn ≤ C1 exp(−C2 |n|
β), 0 < β < 1, C1, C2 > 0; n ∈ Z.
Our main result claims that σd(J) is a finite set as long as J ∈ P(1/2, J0).
Theorem 6.5. Let J be an asymptotically p-periodic doubly-infinite Jacobi matrix
(6.5) with the quasi-symmetric background J0 (6.1), (6.3). If J ∈ P(1/2, J0), then
σ(J) is the union of p algebraic arcs and a finite number of eigenvalues of finite
algebraic multiplicities off these arcs.
Proof. Let T = Q = α−1P be the Burchnall–Chaundy polynomial for J0 taken
from (6.4). By Proposition 6.2 Q(J) is the p-banded matrix. Since J ∈ P(1/2, J0)
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the matrix Q(J) is close to Q(J0) = D0 with D0 defined in (1.3) in the sense of
Proposition 6.3 ∑
j
|(Q(J)−D0)kj | ≤ C1e
−C2|k|
1/2
and so Q(J) ∈ Pp(1/2). According to Theorem 5.1 σ(Q(J)) = [−2, 2] ∪ E, where
the set E of eigenvalues off [−2, 2] is now finite.
On the other hand, as we know, σ(J) = Γ ∪ F , where the set F of eigenvalues
off Γ = σ(J0) is at most denumerable, and Γ = Q(−1)([−2, 2]). Therefore, by the
Spectral Mapping Theorem Q(F ) = E and so F is a finite set, as claimed. 
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