Abstract. We give the complete classification of all sub-Riemannian model spaces with both step and rank three. They will be divided into three families based on their nilpotentization. Each family will depend on a different number of parameters, making the result crucially different from the known case of step two model spaces. In particular, there are no nontrivial sub-Riemannian model spaces of step and rank three with free nilpotentization. We also realize both the compact real form g c 2 and the split real form g s 2 of the exceptional Lie algebra g 2 as isometry algebras of different model spaces.
Introduction
The development of Riemannian geometry has been highly influenced by certain spaces with maximal symmetry called model spaces. Their ubiquity presents itself throughout differential geometry from the classical Gaussian map for surfaces to comparison theorems based on volume, the Laplacian, or Jacobi fields [12] . Following in the footsteps of Klein's Erlangen program, model spaces fit with the approach of investigating the symmetries of a geometric object to understand the object itself. In the Riemannian setting, work by Wilhelm Killing and Heinz Hopf among others resulted in the complete classification of the Riemannian model spaces in the celebrated Killing-Hopf Theorem. The theorem states that the only model spaces in Riemannian geometry are the spheres, the hyperbolic spaces, and the Euclidean spaces with their standard structures. This result is not only influential but also remarkable due to the fact that all the model spaces were already known and well examined prior to the classification.
In recent years sub-Riemannian geometry has emerged as an active field of research with ties to optimal control theory, Hamiltonian mechanics, geometric measure theory, and harmonic analysis. Nevertheless, new results in this subject are often only derived for special classes such as Carnot groups and contact structures. This is not due to a lack of ability, but rather that the absence of a canonical connection as present in Riemannian geometry has complicated issues. Thus it is of interest to enlarge the concept of model spaces to the sub-Riemannian setting to establish reference spaces.
A sub-Riemannian model space as defined in [8] is a simply connected and bracket generating sub-Riemannian manifold (M, H, g) satisfying the following integrability condition: For any points x, y ∈ M and any linear isometry q : H x → H y there exists a smooth isometry ϕ : M → M such that dϕ| Hx = q. These spaces have a canonical partial connection on H whose holonomy is either trivial or isomorphic to SO(rank(H)). All model spaces of with H + [H, H] = T M were classified in [8] , as well as the case of step three and rank(H) = 2 model spaces. In all these cases there is only one possible nilpotentization, namely the free nilpotent Lie group of appropriate step and rank. The main goal of the paper is to obtain some insight into model spaces with higher steps by classifying all sub-Riemannian model spaces of step and rank three. Our main results can be summarized as follows. Theorem 1.1. The sub-Riemannian model spaces with step and rank three have dimension 9, 11, or 14. (a) In dimension 9, there is a two-parameter family C 3,3 (a 1 , a 2 ), a 1 , a 2 ∈ R of model spaces, behaving under scaling of the metric like λC(a 1 , a 2 ) = C 3,3 (a 1 /λ 2 , a 2 /λ 4 ), λ > 0.
These spaces can be made into Lie groups with left invariant sub-Riemannian structures such that the orientation preserving isometries are given by compositions of left translations and Lie group automorphisms if and only if a 2 ≥ 0 or if a 2 < 0 and a 1 ≤ 2 √ −a 2 . Moreover, they are compact precisely when a 2 < 0 and 2 √ −a 2 < a 1 . In particular, all sub-Riemannian model spaces of step and rank three with the same infinitesimal structure form respectively a two-parameter family, a oneparameter family, or are represented by a single space. Furthermore, we give the first realization of the exceptional Lie group G 2 not only as an algebra of symmetries, see e.g. [2] and references therein, but as an isometry group. This result also shows that the model spaces of step and rank three have unique structures that can not be observed in any other case.
The structure of the paper is as follows: In Section 2 we introduce notation and briefly review standard material from sub-Riemannian geometry. The results about sub-Riemannian model spaces that we will need are given in Section 3, mostly taken from [8] . With the exception of Example 3.3, everything in these sections is previously known. In Section 4 we determine the sub-Riemannian model spaces of step and rank three that are also Carnot groups. The cases in Theorem 1.1 (a), (b) and (c) are treated respectively in Sections 5, 6 and 7, where we give a detailed classification with explicit isometry groups and sub-Riemannian structures. Just as three-dimensional Riemannian spheres have invariant Lie group structures, there are several sub-Riemannian model spaces that have Lie group structures in rank three. This holds even though the holonomy of the model space analogue of the Levi-Civita connection is non-zero. We show several examples of this in Section 5. Finally, there are sub-Riemannian structures on both the compact real form G 2. Preliminaries 2.1. Sub-Riemannian Geometry. In this section we will recall basic definitions and terminology in sub-Riemannian geometry. A sub-Riemannian manifold is a triple (M, H, g) where M is a connected manifold, H ⊆ T M is a subbundle, and g is a smooth fiber metric defined on H. We refer to H as the horizontal distribution and to g as the sub-Riemannian metric. From H, we obtain a flag of subsheaves
The notation H j x for x ∈ M will be used for the subspace of T x M consisting of the elements X(x) where X ∈ H j . We say that H is bracket-generating if for every x ∈ M there is a minimal number r(x), called the step of H, such that
By using the abbreviation n i (x) := rank(H i x ) we form the multi-index G(x) := (n 1 (x), . . . , n r(x) (x)), called the growth vector at x ∈ M . We call the subbundle H equiregular whenever the growth vector does not depend on the point x ∈ M . For a bracket-generating and equiregular horizontal distribution H we obtain a flag of subbundles
We define the length of a horizontal curve γ analogously as in the Riemannian setting by
Associated to any sub-Riemannian manifold (M, H, g) with H bracket-generating is a distance function d CC called the Carnot-Carathéodory distance. It is defined by d CC (x, y) = inf L(γ), where the infimum is taken over all horizontal curves connecting the points x and y in M . Since the latter set of curves is non-empty by the Chow-Rashevskii Theorem [5, 13] , the Carnot-Carathéodory distance gives M the structure of a metric space.
Nilpotentization Procedure.
A Lie algebra n is called stratifiable with step r if it can be decomposed as
Such a Lie algebra is necessarily nilpotent and we call n 1 the generating layer for n. A Carnot group (N, E, h) is a connected and simply connected Lie group N whose Lie algebra n is stratifiable, together with a sub-Riemannian structure (E, h) defined by left translation of the generating layer n 1 with an inner product. If (M, H, g) is an equiregular sub-Riemannian manifold of step r, we can associate a Carnot group to each point of M as follows: Fix a point x ∈ M and introduce the stratified Lie algebra
with brackets defined by
where X ∈ H i and Y ∈ H j satisfy X(x) = v and Y (x) = w. We refer the reader to [10, Proposition 4.10] for details about why this bracket is well defined. Let Nil(M, x) denote the connected and simply connected Lie group corresponding to nil(x), equipped with a sub-Riemannian structure defined by left translation of H x and its inner product induced by g. This construction coincides with Gromov's description of the tangent cone of a sub-Riemannian manifold, see [10, Chapter 8.4 ] and the references within.
3. Sub-Riemannian model spaces 3.1. Isometries and Model Spaces. This section will give the definition and basic properties of sub-Riemannian model spaces. All results together with justifications can be found in [8] .
Definition 3.1. A (sub-Riemannian) model space is a simply connected and bracketgenerating sub-Riemannian manifold (M, H, g) satisfying the following integrability condition: For any points x, y ∈ M and any linear isometry q : H x → H y there exists a smooth isometry ϕ : M → M such that dϕ| Hx = q.
It follows from [11, Theorem 8.17 ] that Definition 3.1 generalizes the traditional model spaces in Riemannian geometry. Let us clarify the notion of isometry in the above definition: An isometry between bracket generating sub-Riemannian manifolds (M, H, g) and (N, E, h) is a homeomorphism Φ : M → N that preserves the Carnot-Carathéodory distances. The following regularity result about isometries is assembled from [3, Theorem 1.2, Theorem 1.6, Corollary 1.8].
Proposition 3.2. Let (M, H, g) be a sub-Riemannian manifold that is bracketgenerating and equiregular. Then any isometry ϕ : M → M is a smooth map satisfying dϕ(H) ⊆ H and restricts to a linear isometry
for any x ∈ M . Moreover, any isometry is uniquely determined by its restricted differential dϕ| Hx at a single point x ∈ M . The collection of all isometries Isom(M ) from M to itself forms a Lie group under composition.
We note that if (M, H, g) is a bracket-generating and equiregular sub-Riemannian manifold with dim(M ) = m and rank(H) = n, we have dim (Isom(M )) ≤ m + n(n − 1) 2 by Proposition 3.2, with equality if M is a model space. In the Riemannian setting, the assumption that the dimension of Isom(M ) is maximal is sufficient for a simply connected Riemannian manifold M to be a model space by [9, Theorem 6.3.3] . However, the following example shows that this is not the case for simply connected sub-Riemannian manifolds.
Example 3.3 (Maximal dimension and model spaces). Let n = n 1 ⊕ n 2 be the stratified Lie algebra with generating layer n 1 = span{X 1 , X 2 , X 3 , X 4 }, with center n 2 = span{Y 1 , Y 2 , Y 3 }, and with bracket relations
We give n 1 an inner product by requiring that X 1 , X 2 , X 3 , X 4 form an orthonormal basis for n 1 . Let N be the connected and simply connected Lie group corresponding to n with sub-Riemannian structure (E, h) defined by left translation of n 1 and its inner product. All the left translations are in Isom(N ) by definition. Furthermore, it can be verified that for any orientation preserving isometry q : n 1 → n 1 , we can find an isometry ϕ : N → N with ϕ(1) = 1 and ϕ| n1 = q. Hence we have that Isom(N ) has the maximal dimension
However, orientation reversing isometries can not be integrated because it follows from [8, Example 4.1] that the free nilpotent Lie group F [4, 2] is the only model space with step two and rank four that is a Carnot group. We will define the free nilpotent Lie group F[n, r] of step n and rank r in Example 3.6.
3.2. Canonical Partial Connections. We recall that a partial connection ∇ on a vector bundle E → M in the direction of H ⊆ T M is a map
that is C ∞ (M )-linear in the first component, R-linear in the second, and satisfies the Leibniz property
Similarly as for regular affine connections, we can define a holonomy group Hol ∇ (x) at a point x ∈ M by considering parallel transport along loops based at x and horizontal to H. If H is bracket-generating then Hol ∇ (x) is a Lie group and it will be connected whenever M is simply connected. More details on holonomy of partial connections can be found in [4] .
The partial connections we will be interested in are on the horizontal bundle H of a sub-Riemannian manifold with metric g. We say that a partial connection ∇ on H in the direction of H is compatible with g if
If the partial connection ∇ satisfies
for any ϕ ∈ Isom(M ) we call it invariant under isometries. Let (M, H, g) denote a sub-Riemannian model space and let us abbreviate G := Isom(M ) and g := Lie(G). We denote by
the isotropy group corresponding to the point x ∈ M . The isotropy groups are all conjugate to each other and are compact by [7, Corollary 5.6] . We omit the explicit reference to the point x in the notations K := K x and Hol ∇ := Hol ∇ (x), as this is of minor relevance in our arguments. Hence we can consider the principal bundle
where π(ϕ) = ϕ(x) for ϕ ∈ G. Recall that the isotropy group K acts on g by restricting the adjoint action of G on g. Moreover, we use the notation ℓ g : G → G for the map sending h ∈ G to gh. 
is a ∇-parallel vector field along γ for any v ∈ H γ(a) . (c) The holonomy group Hol ∇ does not depend on the chosen base point x ∈ M . It is either trivial or isomorphic to SO(n), where n is the rank of H. If Hol ∇ is trivial, then M can be given a Lie group structure such that (H, g) is leftinvariant. Furthermore, every isometry is then a composition of a left translation and a Lie group automorphism.
Assume Hol
∇ is isomorphic to SO(n) and consider (G,H,g) with (H,g) defined by left translation of (p, · , · p ). Then (G,H,g) satisfies the definition of a sub-Riemannian model space with the possible exception of being connected and simply connected. This can easily be remedied by considering the universal cover of the identity component of G together with the lifted structure.
We will use the term canonical partial connection for the partial connection in Proposition 3.4 (a). The canonical partial connection gives us a necessary condition for sub-Riemannian model spaces (M, H, g) and (M ,Ĥ,ĝ) to be isometric as we now explain. Assume Φ : M →M is an isometry. Choose a point x ∈ M and consider the isotropy groups
Φ∇
We let k and g denote the Lie algebras of respectively K and G, and similarly letk andĝ be Lie algebras ofK andĜ. The map Φ induces a group homomorphismΦ : G −→Ĝ by conjugationΦ(ϕ) = Φ • ϕ • Φ −1 for ϕ ∈ G. Note thatΦ(K) =K and that dΦ restricts to a Lie algebra isomorphism from k ontok. Let p ⊆ g be the canonical subspace described in Proposition 3.4 (b) with the inner product given in Proposition 3.4 (d). The subspace p should be thought of as a principal bundle analogue of the canonical partial connection ∇. Definep similarly as a subspace ofĝ corresponding to canonical connection∇. Since Φ takes ∇-parallel vector fields along horizontal curves to∇-parallel vector fields, we have that dΦ(p) ⊆p. Furthermore, dΦ restricted to p is an isometry since dΦ maps H x isometrically ontoĤ Φ(x) . These observations will be used in the proof of Lemma 6.3. This gives a strategy for classifying model spaces: We start by classifying the Carnot model spaces of a certain step and rank. Then we will divide all model spaces with the same step and rank into distinct families according to their nilpotentization. The following example is of particular importance for classifying all Carnot model spaces.
Example 3.6. Fix a set {X 1 , . . . , X n } of n elements. Consider the free vector space of all elements formally of the form
where i j ∈ {1, . . . , n} for every j = 1, . . . , k. We identify two such elements if they can be transformed into one another via either bilinearity, skew-symmetry, or the Jacobi identity of the formal bracket [·, ·]. The resulting space has a natural bracket operation turning it into a Lie algebra called the free Lie algebra of rank n. The free Lie algebra only depends, up to isomorphism, on the cardinality of the generating set and not the choice of elements themselves. It has an obvious grading with the generating layer spanned by X 1 , . . . , X n .
By identifying each element consisting of r + 1 or more brackets with zero, we obtain the free nilpotent Lie algebra f[n, r] of rank n and step r. This inherits a grading f[n, r] = f 1 ⊕ · · · ⊕ f r from the free Lie algebra. The dimension of the k'th layer is given by Witt's formula
where µ denotes the Möbius function. Let F[n, r] denote the connected and simply connected Lie group corresponding to f[n, r] called the free nilpotent Lie group of rank n and step r. Fix an inner product ·, · on the generating layer
We equip F[n, r] with the left-translated structure (H, g) of the generating layer f 1 and its inner product ·, · . It follows from [8] that (F[n, r], H, g) is a Carnot model space.
The classification of all Carnot model spaces can be reformulated as the following representation theory problem on the free nilpotent Lie algebras.
for the unique sub-Riemannian isometry satisfying dϕ q |f 1 
that is also a sub-representation and assume furthermore that f r ⊆ a. Then
is the Lie algebra of a Carnot model space of rank n and step r. Moreover, all Lie algebras of Carnot model spaces can be obtained in this way.
We note that d 1 ϕ q is uniquely determined by the relations
Rank Three Model Spaces and Compatible Lie Group Structures.
Let (M, H, g) be a sub-Riemannian model space where H has rank three and let ∇ be the canonical partial connection on H. Recall that Proposition 3.4 (c) gives a relation between the holonomy of ∇ and compatible Lie group structures. However, for model spaces with rank three there is an additional relation between holonomy and compatible Lie group structures, which we will now describe. One can easily show that the horizontal bundle H of any model space is orientable. Any choice of orientation gives a corresponding cross product × : ∧ 2 H → H on H whenever the rank of H is three. The choice of orientation only determines the sign of the cross product. Therefore, the collection of maps v ∧ w → c(v × w), c ∈ R does not depend on the choice of orientation. Let Isom 0 (M ) denote the identity component of Isom(M ). We say that a partial connection∇ is invariant under orientation-preserving isometries if it satisfies (3.1) for any ϕ ∈ Isom 0 (M ).
Lemma 3.8. Let (M, H, g) be a sub-Riemannian model space with rank three. Consider a choice of cross product × on H, and denote by ∇ the canonical partial connection on H. For a given point x ∈ M , define K 0 ⊆ Isom 0 (M ) as the isotropy group corresponding to x. Write the Lie algebras of Isom 0 (M ) and K 0 as respectively g and k. Let p be the subspace of g corresponding to ∇ as described in Proposition 3.4 (b).
(a) Any partial connection that is compatible with g and invariant under orientationpreserving isometries is on the form
for some c ∈ R. (b) Relative to our choice of cross product, there is a unique linear map L : p → k with the property
Furthermore, this map is equivariant under the action of
The holonomy group of ∇ c is either trivial or isomorphic to SO(3). If the holonomy group is trivial, then M has a Lie group structure with identity x such that (H, g) is left-invariant. Moreover, every orientation-preserving isometry is then a composition of a left-translation and a Lie group automorphism.
The proof of this result is given in [8, Proposition 3.8] . Whenever the rank of H is not equal to three, the canonical connection is the only compatible connection that is invariant under orientation-preserving isometries. In the Riemannian case, this difference is reflected in the fact that the three-dimensional spheres have invariant Lie group structures.
Carnot Model Spaces and Equivariant Maps
Before turning to the classification of model spaces of step and rank three, we recall the classification of step two model spaces given in [8] for comparison: The only Carnot model space with step two and rank n is the free nilpotent Lie group F[n, 2]. Those model spaces of step two that are not Carnot groups are the universal covering spaces of the isometry groups of the non-flat Riemannian model spaces with suitable structures. Hence model spaces with step two have free nilpotentization and compatible Lie group structures. Moreover, they are parametrized by a single parameter, namely the sectional curvature of the corresponding non-flat Riemannian model space.
Carnot Model Spaces.
We will now classify all Carnot model spaces with step and rank three. The result will be used as an invariant for general model spaces through Proposition 3.5. In what follows, if q → ρ(q) is a representation of O(3) on the vector space V , we will writeV for the representation q → (det q)ρ(q). Throughout the paper, if V 1 and V 2 are representations of a Lie group K, we use the notation V 1 ≃ V 2 to indicate that V 1 and V 2 are isomorphic as representations of K. Recall that f := f[3, 3] = f 1 ⊕ f 2 ⊕ f 3 denotes the free nilpotent Lie algebra of step and rank three. It follows from Witt's formula (3.2) that dim(f 1 ) = dim(f 2 ) = 3 and dim(f 3 ) = 8.
We (3) is well-known. Finally, the isomorphism between so(3) andR 3 is given by the map ⋆ : so(3) → R 3 that is defined by the identity
If e 1 , e 2 , e 3 denote the standard basis elements in R 3 and we define A ij := e j e t i −e i e t j for i = j, then ⋆(A 12 ) = e 3 , ⋆(A 23 ) = e 1 , and ⋆(A 31 ) = e 2 .
Consider the morphism of representations
By the Jacobi identity of the Lie bracket, the kernel of the above map is spanned by the element
Notice that O(3) acts on the traceless 3 × 3 matrices sl(3, R) by conjugation. By using the notation It is straightforward to verify that the only sub-representations of sl(3, R) are so (3) and the space of all symmetric matrices with zero trace s. In summary, we can describe f = f [3, 3] as follows. Define the operation
Then we can identify f as the vector space
where the action is given by
The sub-representations of f that are also ideals and do not contain the center f 3 are given by
Combining this with Proposition 3.7 gives the following result.
Theorem 4.1. Let (N, E, h) be a Carnot model space of step and rank three. Then the Lie algebra of N is isomorphic to
We will write A 3,3 and C 3,3 for the model spaces corresponding to respectively f[3, 3]/a and f [3, 3] /b. We obtain from Proposition 3.5 the following numerical consequence of Theorem 4.1.
Corollary 4.2. Let (M, H, g) be a sub-Riemannian model space of step and rank three. Then the growth vector of M is either (3, 6, 9) , (3, 6, 11) , or (3, 6, 14) .
For the rest of the paper, we will use the following notation: Let e 1 , e 2 , e 3 denote the standard basis of R 3 . We introduce respectively symmetric and anti-symmetric matrices (4.3)
S ij = e j e t i + e i e t j , A ij = e j e t i − e i e t j , i = j, and for j = 1, 2, 3, we define D j = e j e t j . The bracket relations of these matrices when i,j,k are all different are
and for any s,
Equivariant Maps Between Representations of O(3).
We will now provide a technical result regarding representation theory of O(3) that will be used in the proofs of Lemma 6.3 and Theorem 7.1. It concerns determining the possible equivariant bilinear maps between the representations on R 3 ,R 3 , and s described in the previous section. This is equivalent to understanding invariant linear maps from their tensor products, and we have the following result. 
. Determining all equivariant maps from V 1 ⊗ V 2 to a representation W thus also determines all equivariant maps fromV 1 ⊗ V 2 toW .
Proof. The cases (M1) and (M2) are determined by the decomposition
and by recalling that the representations of O(3) on so(3) ≃R 3 and s are both irreducible. For the case (M3), we note that since we are considering representations of O(3), such maps are equivalent to considering equivariant maps s → R 3 ⊗ R 3 . The only non-zero maps in the latter mentioned class are constant multiples of the inclusion.
For the remaining two cases, we will only prove (M5) as the proof of (M4) is similar. Let us consider an equivariant map L : s ⊗ s →R 3 that is O(3)-equivariant and hence so(3)-equivariant. This implies that
We look for the eigenvalue decomposition of maps on the form x → v × x for v ∈ R 3 . Complexity the representations and extend L by linearity, so that we have well defined eigenspaces. The map x → e 1 × x decomposes C 3 into respectively a 0, −i, and i eigenspace given by
We have a similar decomposition of s ⊗ s up to the kernel of L. Let E(λ) denote the eigenspace corresponding to λ ∈ C for the action of ⋆ −1 e 1 on s. Then we obtain,
Hence
In summary, if we write e j = span{e j } for j = 1, 2, 3 we have
Defining c ∈ R by L(S 12 , S 23 ) = ce 2 and using the action of so (3), we end up with
A straightforward calculation shows that this is precisely the map
Model spaces with nilpotentization C 3,3
In this section we will focus on describing the homogeneous structure of the sub-Riemannian model spaces with nilpotentization C 3,3 . These spaces have been studied in [8, Theorem 6.1] , where the following result was proven.
Theorem 5.1. Let (M, H, g) be a sub-Riemannian model space whose nilpotentization is isometric to C 3,3 and fix x ∈ M . Then M is isometric to C 3,3 (a 1 , a 2 ) for a unique element (a 1 , a 2 ) ∈ R 2 , where C 3,3 (a 1 , a 2 ) is a model space with the following description: The Lie algebra g of G = Isom (C 3,3 (a 1 , a 2 ) ) has the identification as a representation
where the last R 3 -term is identified with the Lie algebra of the isotropy group at x. The Lie bracket between elements in g is given by 
The spaces C 3,3 (a 1 , a 2 ) for (a 1 , a 2 ) ∈ R 2 form a non-isometric family of subRiemannian model spaces, implying that (M, H, g) is uniquely determined by the numbers a 1 and a 2 . Finally, for any positive constant λ > 0, we note that
Although Theorem 5.1 classifies all sub-Riemannian model spaces whose nilpotentization is isometric to C 3,3 , the description is cumbersome and hides the homogeneous structure. In the following theorem we remedy this and provide explicit descriptions in terms of familiar spaces.
Theorem 5.2. (a)
Assume either that a 2 ≥ 0 or that both a 2 < 0 and 2 |a 2 | ≤ a 1 . Then M = C 3,3 (a 1 , a 2 ) is a connected and simply connected Lie group with Lie algebra m and with a sub-Riemannian structure (H, g) given by left translation of h = {A x } x∈R 3 with inner product A x , A y = x, y , where m and A x are found in Table 1 . Furthermore, in all of these cases, all orientation preserving isometries are a composition of a left translation and a Lie group isomorphism. (b) Assume that both a 2 < 0 and a 1 < 2 |a 2 |. Then M = C 3,3 (a 1 , a 2 ) = G/K, where G is the isometry group of M with Lie algebra g and K is the isotropy group of a point x ∈ M with Lie algebra k = {C w } w∈R 3 . Furthermore, the sub-Riemannian structure (H, g) on M is the projection of a sub-Riemannian structure on G defined by left translation of p = {B x } x∈R 3 with inner product B x , B y = x, y . Here, g and the elements B x and C w are as in Table 2 .
We will use the rest of this section to prove this result.
. Table 1 . Model spaces with nilpotentization C 3,3 that have a subRiemannian structure invariant under orientation preserving isometries. 
(c) If a 2 ≤ 0 and a 1 < √ −4a 2 , then Hol Proof. Recall the brackets in (5.1) for the Lie algebra g of the isometry group. Define p c as the span of elements on the form 
This is the subspace of g corresponding to ∇ c . We want to try to find a value of c such that p c generate a subalgebra transverse to k, meaning that ∇ c has trivial holonomy. We observe that 
Finally we obtain
Hence, in order for p c to generate a proper subalgebra, we must have that
Combining Lemma 5.4 with Lemma 3.8 (d) gives the following result about compatible Lie group structures.
Corollary 5.5. The model space C 3,3 (a 1 , a 2 ) has a Lie group structure making the horizontal distribution and the metric left-invariant such that every orientationpreserving isometry is a composition of a left translation and a Lie group automorphism if and only if either a 2 > 0 or both a 2 ≤ 0 and a 1 ≥ √ −4a 2 .
5.2.
Proof of Theorem 5.2. We will prove several lemmas before turning to the proof of Theorem 5.2. Define b k for k ∈ R as the Lie algebra given by the vector space R 3 ⊕ R 3 with brackets
We note that b 1 and b −1 are isomorphic to respectively so(4) and so(3, 1).
Lemma 5.6. Assume that a 2 1 + 4a 2 > 0 and let k andk be defined by
Let g denote the Lie algebra of the isometry group of C 3,3 (a 1 , a 2 ). Then there is a Lie algebra isomorphism ψ :
Proof. We note that by definition, k andk can be considered as the unique solution of k +k = a 1 , −kk = a 2 ,k < k.
A straightforward computation shows that
This implies that ψ is a Lie algebra isomorphism by (5.2).
Lemma 5.7. Assume that a 2 1 + 4a 2 < 0 and let g be the Lie algebra of the isometry group of C 3,3 (a 1 , a 2 ). Let ζ ∈ C be a complex number satisfying
Then there is an isomorphism of Lie algebras ψ : g → so(3, 1) ⊕ so(3, 1) given by
Proof. We denote the complexification of b 1 by b C 1 and define
Then we have 
Hence ψ 2 is a Lie algebra isomorphism. Next, we note that b 1 is isomorphic to so(3) ⊕ so(3) through the map
Finally, we know that so(3) C is isomorphic to so(3, 1) though the map
Composing these maps gives us the desired Lie algebra isomorphism.
Lemma 5.8. Assume that a 2 1 + 4a 2 = 0 and write κ = |a 1 |/2. If a 1 > 0, then g is isomorphic to the semi-direct product so(4)
A Lie algebra isomorphism ϕ between g and so(4)
Similarly, if a 1 < 0 then g is isomorphic to so(3,
A Lie algebra isomorphism ϕ between g and so(3, 1)
Proof. We will construct the isomorphism as the composition of three maps. Define κ = |a 1 |/2 such that a 2 = −κ 4 . Write s = sgn(a 1 ). By doing a scaling (x, y, z, w) ′ = (κ −1 x, κ −2 y, κ −3 z, w), we get the following expression for the Lie brackets 
Next, if we write (x, y, z, w) ′′ = (x − sz, y, z, w − sy) ′ we obtain
Finally, if we define (x, y, z, w) ′′′ = (−sx, y, z + x/2, w) ′′ then the Lie bracket becomes
which are the exactly the desired form of the brackets, showing that the Lie algebras are isomorphic. To get an explicit expression, we combine these maps and inverting them to get (x, y, z, w) = (κx, κ 2 y, κ 3 z, w)
By Lemma 5.4, we can consider p c with c = √ k = κ. Its image in so(4)×so(3, 1)
This subspace generate the Lie subalgebra
Moreover, this Lie subalgebra is isomorphic to so(3) × so(3, 1) through the map
The other cases are proved similarly. (b) The cases in (b) with a 2 1 = 4a 2 follow from Lemma 5.6, Lemma 5.7, and by similar techniques as with the cases in (a).
5.3.
Application to Other Dimensions. In general, we can define C n,3 as the connected and simply connected Lie group whose Lie algebra can be considered as R n × so(n) × R n with brackets,
If we define a sub-Riemannian structure by left translation of elements (x, 0, 0) with inner product (x, 0, 0), (y, 0, 0) = x, y , then C n,3 becomes a Carnot model space with growth vector n, 1 2 n(n + 1), 1 2 n(n + 2) .
For the case n = 2, we have that C 2,3 = F [2, 3] is the only Carnot model space of step three and rank two. The results of [8, Theorem 6.1] also characterizes all model spaces with this Carnot model space as their nilpotentization in terms of two parameters (a 1 , a 2 ) ∈ R 2 . The proofs we have presented above that does not rely on the specific properties of dimension n = 3 can be converted into the case of arbitrary n. To be more precise, results still hold as long as they do not rely on the other partial connections ∇ c invariant under orientation preserving isometries or the Lie algebra isomorphism between so(4) and so(3) ⊕ so(3). This means that the following holds for (M, H, g) := C n,3 (a 1 , a 2 ):
• If a 2 = 0 and a 1 = 0, then M is a Lie group with Lie algebra R n ⊕ so(n + 1) or R n ⊕ so(n, 1) when a 1 is respectively positive or negative. The sub-Riemannian structure (H, g) is defined by left translation of elements
with inner product A x , A y = x, y .
• If a 2 = 0 and a 2 1 +4a 2 > 0, then M = G/K where G is the isometry group and K is the isotropy group corresponding to a fixed point. The sub-Riemannian structure (H, g) on M is the projection of a left-invariant sub-Riemannian structure on G defined by left translation of elements {B x } x∈R n with B x , B y = x, y and g and B x is given by Table 3 . Table 3 .
In all of these cases, the Lie algebra of k consists of elements
• If a 2 1 + 4a 2 < 0, then M = G/K where G is the isometry group with Lie algebra so(n + 1, C), K is an isotropy group with Lie algebra k = {C A : A ∈ so(n)} given by
The sub-Riemannian structure (H, g) on M is the projection of a left-invariant sub-Riemannian structure on G given by
• If a 2 1 + 4a 2 = 0, with κ = |a 1 |/2, then the isometry algebra is isomorphic to respectively so(n+1)× θ (R n ×R n(n−1)/2 ) or so(n, 1)× θ (R n ×R n(n−1)/2 ) depending on the sign of a 1 . If we identify R n(n−1) with the space of anti-symmetric matrices without the Lie bracket, then
The isotropy group K has Lie algebra k = {C A : A ∈ so(n)} given by
and (H, g) is the projection of a left-invariant sub-Riemannian structure on G given by
Model spaces with nilpotentization A 3,3
For the model spaces (M, H, g) with nilpotentization isometric to A 3,3 , we have no previous result to rely on. We will show that other than the nilpotentization, the only sub-Riemannian structures possible relate to different real forms of the exceptional (complex) Lie group G 2 . Let g 2 denote the Lie algebra of G 2 and let g s 2 and g c 2 denote respectively its split form and its compact form. We will present a description of these that can be found in the paper [6] .
We first start with the split form g s 2 . This can be considered as the space of matrices   0 −2y
For the compact form g c 2 , we can consider it as the space of pairs (iS + ⋆ −1 w, y + ix) ∈ su(3) ⊕ C 3 , x, y, w ∈ R 3 , S ∈ s.
The Lie brackets are given by
where the symbol × denotes the cross product on R 3 extended by linearity. Using these models, we have the following explicit description.
Theorem 6.1. Let (M, H, g) be a sub-Riemannian model space with nilpotentization isometric to A 3,3 . Write M = G/K, where G = Isom(M ) and K is the isotropy group of some point. Let g and k be Lie algebras of respectively G and K. Then (M, H, g) is isometric to one of the following cases after an appropriate scaling of the metric.
(i) The sub-Riemannian model space M is isometric to A 3,3 , (ii) The Lie algebra g is isomorphic to g s 2 and
The sub-Riemannian structure (H, g) is the projection of a sub-Riemannian structure on G defined by left translation of
with inner product B x , B y = x, y . (iii) The Lie algebra g is isomorphic to g c 2 and
with inner product B x , B y = x, y .
6.1. Model Spaces as Quotients of G 2 . We will first show that the spaces in Theorem 6.1 are indeed model spaces.
Lemma 6.2. Let (M, H, g) be a sub-Riemannian manifold on the form (ii) or (iii) in Theorem 6.1. Then it is a model space whose nilpotentization is isometric to A 3,3 .
Proof. For both cases, the action of O(3) on the Lie algebra g is determined by being a Lie algebra homomorphism and satisfying
For the case of g s 2 , we have the induced action such that if we write
One can verify that the bracket 
is invariant under this action. Similarly, for g c 2 , for each q ∈ O(3), we get a Lie algebra homomorphism on su(3) × C 3 with its given brackets, by
We can check from the Lie brackets that in both cases, we have the desired nilpotentization.
6.2. Classifying Result. We will now show that the number of model spaces with nilpotentization A 3,3 is, up to a scaling of the metric, finite. Lemma 6.3. Let (M, H, g) be a sub-Riemannian model space with nilpotentization isometric to A 3,3 . Then M is isometric to A 3,3 (κ) for κ ∈ R, where A 3,3 (κ) is a model space with the following description: The Lie algebra g of Isom (A 3,3 (κ)) has the identification
The spaces A 3,3 (κ) for κ ∈ R form a non-isometric family of sub-Riemannian model spaces, implying that (M, H, g) is uniquely determined by the constant κ. Finally, for any positive constant λ > 0, we note that
Proof. We will set up a correspondence between the model space structure on (M, H, g) and a decomposition of the Lie algebra g of its isometry group G := Isom(M ). We will use the results developed in Section 4.2 to restrict the possible Lie algebra structures, and finally reduce the possible options further using the Jacobi identity. Lastly, we will show that our construction determines the model spaces with nilpotentization A 3,3 uniquely. Fix a point x ∈ M and let K := K x be the isotropy group corresponding to x. The notation k indicates as usual the Lie algebras of K while π : G → M denotes the projection sending ϕ to π(ϕ) := ϕ(x). We let σ : M → M be the unique isometry such that dσ| Hx = − id Hx .
Since σ 2 = id, we can consider the eigenvalue decomposition relative to the map Ad(σ),
We will now use the canonical partial connection ∇ corresponding to H in Proposition 3.4 (a) to decompose of g + and g − further. Let a 1 ⊂ g − denote the subspace corresponding to the canonical partial connection ∇ as in Proposition 3.4 (b). As a 1 is invariant under the action of the compact group K, we have that there exists an invariant complement a 3 ⊂ g − of a 1 . We define a 2 ) . However, the reverse inclusion also holds because the nilpotentization of M is isometric to A 3,3 . This implies that a 2 is transverse to k = ker(d 1 π) inside g + . Summarizing, we have the decomposition
Let us fix an orthonormal basis for H x by choosing a linear isometry φ :
identifies a 1 and a 2 with R 3 as vector spaces. Moreover, this induces an identification between a 3 and s as vector spaces. Recall that any isometry ϕ ∈ K is uniquely determined by its differential at a single point by Proposition 3.2. We hence get an identification between K and O(3) as Lie groups since (M, H, g) is a model space. This identifies the Lie algebra k of K with the Lie algebra so(3) of O(3). An element in g will be denoted by (x, y, S, w) according to the decomposition (6.4) with x, y, w ∈ R 3 and S ∈ s. We will use the following properties.
(I) The Lie brackets are invariant under O(3), that is, for any a ∈ O(3) we have
(II) Since the Lie bracket of k when identified with R 3 is the cross product, we have Using the above properties and Lemma 4.3, we deduce that the Lie bracket between the elements (x 1 , y 1 , S 1 , w 1 ) and (x 2 , y 2 , S 2 , w 2 ) has the form 
We will introduce further restriction of the constants c 1 , . . . , c 9 by imposing that the Jacobi identity holds for carefully selected basis elements. We denote the standard basis in R 3 by e 1 , e 2 , e 3 and we will employ the symmetric matrices S 12 , S 13 , S 23 and the diagonal matrices D 1 , D 2 , D 3 defined in (4.3). To obtain some simple relations we let
Then the Jacobi identity becomes
By computing the final brackets we acquire the equations
As the next four computations are of a similar nature, we will provide fewer details. Let From the Jacobi identity we extract the equation 3c 7 = c 5 + c 1 . Using Equation (E2) we can rewrite this as 3c 7 = 2c 1 − 5 6 e 8 .
(E3)
M (2) . The discussion in Section 3.2 implies that we get an induced Lie algebra morphism ψ := dΦ : g(κ 1 ) = a 1 ⊕ a 2 ⊕ a 3 ⊕ k −→ g(κ 2 ) = a 1 ⊕ a 2 ⊕ a 3 ⊕ k that maps a 1 isometrically onto a 1 and ψ(k) = k. As [a 1 , a 1 ] = a 2 and similarly for a 2 , we get that after identifying a 1 with a 1 through ψ that a 2 gets identified with a 2 as well. However, we can not conclude that a 3 is mapped onto a 3 . Nevertheless, we know that ψ will map [a 1 If S ∈ a 3 we will use the notation ψ(S) j according to the decomposition of ψ(a 3 ) ⊂ a 1 ⊕ a 3 , for j = 1, 3. For x ∈ a 1 and y ∈ a 2 , we have On the other hand, we also have that
where we used that ψ sends a 2 onto a 2 . Rewriting the first row gives (6.5) (κ 2 − κ 1 )ψ(x) × ψ(y) = ψ (x ⊙ y) 1 .
However, notice that the left hand side of Equation (6.5) is skew-symmetric while the right hand side is symmetric. Thus both sides are identically zero and it follows that κ 1 = κ 2 from picking x ∈ a 1 and y ∈ a 2 such that ψ(x) × ψ(y) = 0.
Hence different values of κ ∈ R parametrize a non-isometric family A 3,3 (κ) of subRiemannian model spaces with nilpotentization A 3,3 . Through the construction presented, it is clear that every model space with nilpotentization A 3,3 have the form presented in Lemma 6.3.
6.3. Proof of Theorem 6.1. In Lemma 6.3 we showed that all model spaces (M, H, g) with nilpotentization isometric to A 3,3 are, up to a scaling of the metric, isometric to A 3,3 , A 3,3 (−1) or A 3,3 (1). Since our list in Theorem 6.1 contains three examples that can not be scaled to be equal, they have to be in a one-to-one correspondence.
For an explicit description, let g(κ) denote the Lie algebra of Isom (A 3,3 (κ)). For κ > 0 with √ κ = a, we have an isomorphism ϕ : g(κ) → g 
7.
Model spaces with nilpotentization F [3, 3] We will now provide the final piece of the classification which turns out to be the most surprising one as well. This result should be compared with the known results on step two model spaces briefly discussed in the beginning of Section 4.
Theorem 7.1. Let (M, H, g) be a sub-Riemannian model space whose nilpotentization is isometric to the free nilpotent Lie group F [3, 3] . Then M is isometric to F [3, 3] .
Proof. It will be apparent that the proof has a similar structure as the proof of Lemma 6.3, hence we will provide fewer details. Let (M, H, g) denote a model space such that its nilpotentization Nil(M ) is isometric to F [3, 3] . Similarly as before, we get an eigenvalue decomposition g = g + ⊕ g − of the Lie algebra of the isometry group. The canonical partial connection ∇ is again used to obtain a subspace a 1 ⊂ g that is invariant under the action of the isotropy group K. We define a 2 = [a 1 , a 1 ] and note that a 2 is transverse to a 1 since a 1 ⊂ g − while a 2 ⊂ g + . Moreover, the argument presented in the proof of Lemma 6.3 carries over to show that a 2 is transverse to k. Define a 3 = [a 1 , a 2 ] ⊂ g − . Then a 3 is eight-dimensional since (7.1) d 1 π(a 1 + a 2 + a 3 ) = T p M.
The subspace a 3 is clearly transverse to both a 2 and k due to the eigenvalue decomposition g = g + ⊕ g − . Moreover, a nonempty intersection of a 1 and a 3 would contradict (7.1). We emphasize that this argument is only valid because Nil(M ) is isometric to F [3, 3] and should be compared with the different strategy used in the proof of Lemma 6.3.
We get an identification between K and O(3) as Lie groups by fixing an orthonormal basis for H x . This induces identifications
as representations, where f i denotes the i'th layer of the free nilpotent Lie algebra f [3, 3] . Finally, we use the concrete description of the action on f 3 given prior to Theorem 4.1 to decompose a 3 = a 3 ⊕ a 4 as representations, where a 3 ≃s and a 4 ≃ so(3) ≃R 3 . We use ⋆ : so(3) → R 3 for the latter identification. Summarizing these properties gives us the identification (7.2) g = a 1 ⊕ a 2 ⊕ a 3 ⊕ a 4 ⊕ k ≃ R 3 ⊕R 3 ⊕s ⊕ R 3 ⊕R 3 .
We will denote an arbitrary element in g by (x, y, S, z, w) according to the decomposition (7.2). The Lie bracket of g satisfies the properties (I) -(III) presented in the proof of Lemma 6.3, along with the following modification of (IV):
