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We consider a pair of a minimization (primal) problem and a maximization (dual) problem. The objective functions
are quadratic and the constraints are linear. Both constraints are called nonhomogeneously semi-Fibonacci. Thus both
problems are called semi-Fibonacci programming under a nonhomogeneous constraint. In this paper, we discuss how to
derive the dual problem from the primal one. Thus, we present an inequality method. The inequality method applies the
Arithmetic-mean/Geometric-mean inequality. Moreover, it is shown that the pair has Fibonacci identical duality (FID) in
the following sense. (i) (Duality) Both problems are dual to each other. (ii) (Identical) Both problems have an identical
optimal solution (point and value). (iii) (Fibonacci) The optimal solution is Fibonacci in the sense. The identical optimum
point is linear, while the identical optimal value is quadratic. Thus the pair of problems satisfies FID.
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Introduction
In this paper, we consider a pair of a 2n-variable condi-
tional minimization problem
minimize y21 + y
2
2 + · · ·+ y22n
−2(b1y1 + b3y3 + · · ·+ b2n−1y2n−1)
subject to (1) y1 + y2 − y3 = b2
(2) y3 + y4 − y5 = b4
(P)
...
(n− 1) y2n−3 + y2n−2 − y2n−1 = b2n−2
(n) y2n−1 + y2n = b2n
(n + 1) y ∈ R2n
and a 2n-variable problem
Maximize −(µ21 + µ22 + · · ·+ µ22n)
+2(b2µ2 + b4µ4 + · · ·+ b2nµ2n)
subject to (1)′ µ1 − µ2 = b1
(2)′ µ2 + µ3 − µ4 = b3
(D) (3)′ µ4 + µ5 − µ6 = b5
...
(n)′ µ2n−2 + µ2n−1 − µ2n = b2n−1
(n + 1)′ µ ∈ R2n
where b = (b1, b2, . . . , b2n) ∈ R2n is a constant.
The objective functions are quadratic, while the con-
straints (1) (n) and (1)′ (n)′ are linear. Both con-
straints are called nonhomogeneously semi-Fibonacci.
Thus both problems are called semi-Fibonacci program-
ming under a nonhomogeneous constraint. The constraint
with b1 = b2 = · · · = b2n = 0 is called homogeneous.
The semi-Fibonacci programming is a quadratic program-
ming.
This expression suggests how to express the 2n-variable
pair (P), (D). It turns out that the pair has an identical
optimal solution (point and value), which is characterized
by the first (2n+ 1) Fibonacci numbers (Table 1):
F1, F2, . . . , F2n, F2n+1.
The Fibonacci sequence {Fn} is defined as the solution to
the second-order linear difference equation,
xn+2 − xn+1 − xn = 0, x1 = 1, x0 = 0. (1)
Table 1 Fibonacci sequence {Fn}
n 0 1 2 3 4 5 6 7 8 9 10 11
Fn 0 1 1 2 3 5 8 13 21 34 55 89
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Dualization – Inequality Method –
First we discuss a pair of an 8-variable conditional mini-
mization problem













8 − 2(b1y1 + b3y3 + b5y5 + b7y7)
subject to (i) y1 + y2 − y3 = b2
(ii) y3 + y4 − y5 = b4
(P)′
(iii) y5 + y6 − y7 = b6
(iv) y7 + y8 = b8
(v) y ∈ R8
and an 8-variable conditional maximization problem
Maximize −(µ21 + µ22 + µ23 + µ24 + µ25 + µ26 + µ27 + µ28)
+2(b2µ2 + b4µ4 + b6µ6 + b8µ8)
subject to (i)′ µ1 − µ2 = b1
(ii)′ µ2 + µ3 − µ4 = b3
(D)′
(iii)′ µ4 + µ5 − µ6 = b5
(iv)′ µ6 + µ7 − µ8 = b7
(v)′ µ ∈ R8
where b = (b1, b2, . . . , b8) ∈ R8 is a constant.
Theorem 1 (Duality Theorem)
(i) (Weak Duality) It holds that g(µ) ≤ f(y) for any pair
of feasible solutions (y, µ).
(ii) (Strong Duality) There exists a pair of feasible solu-
tions (ŷ, µ∗) satisfying f(ŷ) = g(µ∗).
(iii) (Optimal Solution) The solution ŷ is an optimal so-
lution for (P)′, while the solution µ∗ is an optimal solution
for (D)′.
Note that (ii) implies (iii). In the following we show (i)
and (ii).
Lemma 1 (Complementarity) It holds that
8∑
k=1
ykµk = (b1y1 + b3y3 + b5y5 + b7y7)
+(b2µ2 + b4µ4 + b6µ6 + b8µ8) (2)
under the constraints (i) (iv) and (i)′ (iv)′:
y1 + y2 − y3 = b2 µ1 − µ2 = b1
y3 + y4 − y5 = b4 µ2 + µ3 − µ4 = b3
y5 + y6 − y7 = b6 µ4 + µ5 − µ6 = b5




ykµk = y1(µ2 + b1) + (y3 − y1 + b2)µ2
+y3(µ4 − µ2 + b3) + (y5 − y3 + b4)µ4
+y5(µ6 − µ4 + b5) + (y7 − y5 + b6)µ6
+y7(µ8 − µ6 + b7) + (b8 − y7)µ8
= (b1y1 + b3y3 + b5y5 + b7y7)
+(b2µ2 + b4µ4 + b6µ6 + b8µ8).

Lemma 2
(i) (Inequality) It holds that g(µ) ≤ f(y) for any feasible
solutions y, µ.
(ii) (Equality) The sign of equality holds if and only if
y = µ.
(iii) (Linearity) Furthermore it holds that
f(y) = −(b1y1 + b3y3 + b5y5 + b7y7)
+(b2y2 + b4y4 + b6y6 + b8y8) (3)
g(µ) = −(b1µ1 + b3µ3 + b5µ5 + b7µ7)
+(b2µ2 + b4µ4 + b6µ6 + b8µ8). (4)
Proof. (i) Our approach is based upon an elementary
inequality with equality condition
2xλ ≤ x2 + λ2 on R2 ; x = λ.
Let y and µ satisfy the constraints (i) (iv) and (i)′ (iv)′,
respectively. Then by applying the inequality 8 times and











µ2k ; yk = µk 1 ≤ k ≤ 8.(5)
Lemma 1 implies that
8∑
k=1
ykµk = (b1y1 + b3y3 + b5y5 + b7y7)
+(b2µ2 + b4µ4 + b6µ6 + b8µ8). (6)








y2k − 2(b1y1 + b3y3 + b5y5 + b7y7). (7)
Hence it holds that g(µ) ≤ f(y) for any feasible y and µ.
(ii) The sign of equality holds if and only if
(e) yk = µk 1 ≤ k ≤ 8.
Thus (P)′ and (D)′ are dual to each other.
(iii) Furthermore, the complementarity (2) with yk =







= (b1y1 + b3y3 + b5y5 + b7y7)
+(b2µ2 + b4µ4 + b6µ6 + b8µ8). (8)
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Thus we obtain
f(y) = y21 + · · ·+ y28 − 2(b1y1 + b3y3 + b5y5 + b7y7)
= (b1y1 + b3y3 + b5y5 + b7y7)
+(b2µ2 + b4µ4 + b6µ6 + b8µ8)
−2(b1y1 + b3y3 + b5y5 + b7y7)
= −(b1y1 + b3y3 + b5y5 + b7y7)
+(b2y2 + b4y4 + b6y6 + b8y8)
g(µ) = −(µ21 + · · ·+ µ28) + 2(b2µ2 + b4µ4 + b6µ6 + b8µ8)
= −(b1y1 + b3y3 + b5y5 + b7y7)
−(b2µ2 + b4µ4 + b6µ6 + b8µ8)
+2(b2µ2 + b4µ4 + b6µ6 + b8µ8)
= −(b1µ1 + b3µ3 + b5µ5 + b7µ7)
+(b2µ2 + b4µ4 + b6µ6 + b8µ8).

Thus it holds that
g(µ) ≤ f(y)
for any feasible pair (y, µ). The equality g(µ) = f(y)
holds iff (i) (iv), (e), (i)′ (iv)′ holds :
y1 + y2 − y3 = b2 µ1 − µ2 = b1
y3 + y4 − y5 = b4 µ2 + µ3 − µ4 = b3
(EC)
′
y5 + y6 − y7 = b6 µ4 + µ5 − µ6 = b5
y7 + y8 = b8 µ6 + µ7 − µ8 = b7
yk = µk 1 ≤ k ≤ 8.
This is a system of 16 linear equations in 16 variables,
which is equivalent to two (identical) systems of 8 equa-
tions in 8 variables
y1 − y2 = b1 y1 + y2 − y3 = b2
y2 + y3 − y4 = b3 y3 + y4 − y5 = b4
y4 + y5 − y6 = b5 y5 + y6 − y7 = b6
y6 + y7 − y8 = b7 y7 + y8 = b8
yk = µk 1 ≤ k ≤ 8.
From Lemma 3, (EC)′ has a unique identical solution






















































(−b1 + b2 − 2b3 + 3b4 − 5b5 + 8b6 − 13b7 + 21b8 ).




ŷ2k − 2(b1ŷ1 + b3ŷ3 + b5ŷ5 + b7ŷ7)
is linear with respect to the minimum point ŷ =
(ŷ1, ŷ2, . . . , ŷ8):
m′ = −(b1ŷ1 + b3ŷ3 + b5ŷ5 + b7ŷ7)
+(b2ŷ2 + b4ŷ4 + b6ŷ6 + b8ŷ8)
and the same maximum value












is linear with respect to the maximum point µ∗ =
(µ∗1, µ
∗
2, . . . , µ
∗
8) :










Lemma 3 (Fibonacci solution) The system of 8 linear
equations in 8 variables
y1 − y2 = b1 y1 + y2 − y3 = b2
y2 + y3 − y4 = b3 y3 + y4 − y5 = b4
(NF)
′
y4 + y5 − y6 = b5 y5 + y6 − y7 = b6
y6 + y7 − y8 = b7 y7 + y8 = b8






21b1 + 13b2 + 8b3 + 5b4 + 3b5 + 2b6 + b7 + b8
−13b1 + 13b2 + 8b3 + 5b4 + 3b5 + 2b6 + b7 + b8
8b1 − 8b2 + 16b3 + 10b4 + 6b5 + 4b6 + 2b7 + 2b8
−5b1 + 5b2 − 10b3 + 15b4 + 9b5 + 6b6 + 3b7 + 3b8
3b1 − 3b2 + 6b3 − 9b4 + 15b5 + 10b6 + 5b7 + 5b8
−2b1 + 2b2 − 4b3 + 6b4 − 10b5 + 16b6 + 8b7 + 8b8
b1 − b2 + 2b3 − 3b4 + 5b5 − 8b6 + 13b7 + 13b8








1 −1 0 0 0 0 0 0
1 1 −1 0 0 0 0 0
0 1 1 −1 0 0 0 0
0 0 1 1 −1 0 0 0
0 0 0 1 1 −1 0 0
0 0 0 0 1 1 −1 0
0 0 0 0 0 1 1 −1




and A−1 is the inverse matrix of A.

The minimum point ŷ and the maximum point µ∗ are
expressed as a linear form :






F8 F7 F6 F5 F4 F3 F2 F1
−F7 F7F2 F6F2 F5F2 F4F2 F3F2 F2F2 F2
F6 −F6F2 F6F3 F5F3 F4F3 F3F3 F2F3 F3
−F5 F5F2 −F5F3 F5F4 F4F4 F3F4 F2F4 F4
F4 −F4F2 F4F3 −F4F4 F4F5 F3F5 F2F5 F5
−F3 F3F2 −F3F3 F3F4 −F3F5 F3F6 F2F6 F6
F2 −F2F2 F2F3 −F2F4 F2F5 −F2F6 F2F7 F7
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The minimum value m′ and the maximum value M ′ are
a quadratic form :






−F8 −F7 −F6 −F5 −F4 −F3 −F2 −F1
−F7 F7F2 F6F2 F5F2 F4F2 F3F2 F2F2 F2
−F6 F6F2 −F6F3 −F5F3 −F4F3 −F3F3 −F2F3 −F3
−F5 F5F2 −F5F3 F5F4 F4F4 F3F4 F2F4 F4
−F4 F4F2 −F4F3 F4F4 −F4F5 −F3F5 −F2F5 −F5
−F3 F3F2 −F3F3 F3F4 −F3F5 F3F6 F2F6 F6
−F2 F2F2 −F2F3 F2F4 −F2F5 F2F6 −F2F7 −F7




Both problems have an identical optimal solution charac-
terized by the first nine Fibonacci numbers
F1, F2, . . . , F9.
Thus (P)′ and (D)′ satisfy Fibonacci identical duality
(FID):
1. (Duality) Both problems are dual to each other.
2. (Identical) Both problems have an identical optimal
solution (point and value):
(ŷ,m′) = (µ∗,M ′).
3. (Fibonacci) The optimal solution is Fibonacci in the
following sense. The identical optimum point ŷ =
µ∗ = A−1b is linear, while the identical optimal value
m′ = M ′ = (b, Bb) is quadratic, where B = JA−1 ;
J = diag(−1, 1, −1, 1, −1, 1, −1, 1),
and the matrix A is same as (10).




the four frames (first row, last row, first column and last
column):
(




F8, F7, F6, F5, F4, F3, F2, F1
)
(




























































a1j = F9−j , a8j = (−1)jFj
ai1 = (−1)i−1F9−i, ai8 = Fi.
These elements are called outer. The other elements are
called inner. All the inner elements are determined by
two outer elements through multiplication:
aij =
{
ai8a1j i ≤ j
−ai1a8j i > j
=
{
FiF9−j i ≤ j
(−1)i+jF9−iFj i > j.
2n-variable Pair
Let us consider a pair of a 2n-variable problem
minimize y21 + y
2
2 + · · ·+ y22n
−2(b1y1 + b3y3 + · · ·+ b2n−1y2n−1)
subjectto (1) y1 + y2 − y3 = b2
(2) y3 + y4 − y5 = b4
(P)
...
(n− 1) y2n−3 + y2n−2 − y2n−1 = b2n−2
(n) y2n−1 + y2n = b2n
(n + 1) y ∈ R2n
and a 2n-variable problem
Maximize −(µ21 + µ22 + · · ·+ µ22n)
+2(b2µ2 + b4µ4 + · · ·+ b2nµ2n)
subjectto (1)′ µ1 − µ2 = b1
(2)′ µ2 + µ3 − µ4 = b3
(D) (3)′ µ4 + µ5 − µ6 = b5
...
(n)′ µ2n−2 + µ2n−1 − µ2n = b2n−1
(n + 1)′ µ ∈ R2n
where b = (b1, b2, . . . , b2n) ∈ R2n is a constant. Let us
denote the objective functions by f and g :
f(y) = y21 + y
2
2 + · · ·+ y22n
−2(b1y1 + b3y3 + · · ·+ b2n−1y2n−1)
g(µ) = −(µ21 + µ22 + · · ·+ µ22n)
+2(b2µ2 + b4µ4 + · · ·+ b2nµ2n).
Theorem 2 (Duality Theorem)
(i) (Weak Duality) It holds that g(µ) ≤ f(y) for any pair
of feasible solutions (y, µ).
(ii) (Strong Duality) There exists a pair of feasible solu-
tions (ŷ, µ∗) satisfying f(ŷ) = g(µ∗).
(iii) (Optimal Solution) The solution ŷ is optimal for (P),
while µ∗ is optimal for (D).
Lemma 4 (Equality) It holds that
2n∑
k=1
ykµk = (b1y1 + b3y3 + · · ·+ b2n−1y2n−1)
+(b2µ2 + b4µ4 + · · ·+ b2nµ2n) (11)
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under the constraints (1) (n) and (1)′ (n)′:
y1 + y2 − y3 = b2
y3 + y4 − y5 = b4
y5 + y6 − y7 = b6
...
y2n−3 + y2n−2 − y2n−1 = b2n−2
y2n−1 + y2n = b2n
µ1 − µ2 = b1
µ2 + µ3 − µ4 = b3
µ4 + µ5 − µ6 = b5
...
µ2n−4 + µ2n−3 − µ2n−2 = b2n−3
µ2n−2 + µ2n−1 − µ2n = b2n−1.
Lemma 5
(i) (Inequality) It holds that g(µ) ≤ f(y) for any feasible
solutions y, µ.
(ii) (Equality) The sign of equality holds if and only iff
y = µ.
(iii) (Linearity) Furthermore it holds that
f(y) = −(b1y1 + b3y3 + · · ·+ b2n−1y2n−1)
+(b2y2 + b4y4 + · · ·+ b2ny2n) (12)
g(µ) = −(b1µ1 + b3µ3 + · · ·+ b2n−1µ2n−1)
+(b2µ2 + b4µ4 + · · ·+ b2nµ2n). (13)
Thus it holds that
g(µ) ≤ f(y)
for any feasible pair (y, µ). The sign of equality holds iff
(1) (n), y = µ, (1)′ (n)′ holds :
y1 + y2 − y3 = b2
y3 + y4 − y5 = b4
y5 + y6 − y7 = b6
...
y2n−3 + y2n−2 − y2n−1 = b2n−2
y2n−1 + y2n = b2n
(EC)
µ1 − µ2 = b1
µ2 + µ3 − µ4 = b3
µ4 + µ5 − µ6 = b5
...
µ2n−4 + µ2n−3 − µ2n−2 = b2n−3
µ2n−2 + µ2n−1 − µ2n = b2n−1
yk = µk 1 ≤ k ≤ 2n.
This is a system of 4n linear equations in 4n variables,
which is equivalent to two (identical) systems of 2n equa-
tions in 2n variables. From Lemma 6, (EC) has a unique
identical solution




2, . . . , µ
∗
2n).
Lemma 6 (Fibonacci solution) The system of 2n linear
equations in 2n variables
y1 − y2 = b1
y2 + y3 − y4 = b3
y4 + y5 − y6 = b5
...
y2n−4 + y2n−3 − y2n−2 = b2n−3
y2n−2 + y2n−1 − y2n = b2n−1
(NF)
y1 + y2 − y3 = b2
y3 + y4 − y5 = b4
y5 + y6 − y7 = b6
...
y2n−3 + y2n−2 − y2n−1 = b2n−2
y2n−1 + y2n = b2n




(F2nb1 + F2n−1b2 + F2n−2b3 + · · ·




(−F2n−1b1 + F2n−1F2b2 + · · ·





(F2b1 − F2F2b2 + F2F3b3 − · · ·




(−F1b1 + F2b2 − F3b3 + · · ·
+ F2n−2b2n−2 − F2n−1b2n−1 + F2nb2n ).

The equation (NF) is written as vector-matrix form
Ay = b




1 −1 0 . . . 0 0 0
1 1 −1 . . . 0 0 0








0 0 0 . . . 1 −1 0
0 0 0 . . . 1 1 −1























The matrix A has the inverse A−1 is
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F2n F2n−1 . . . F2 F1
−F2n−1 F2n−1F2 . . . F2F2 F2














−F3 F3F2 . . . F2F2n−2 F2n−2
F2 −F2F2 . . . F2F2n−1 F2n−1





Let us define a 2n × 2n diagonal matrix J := diag(aii)
with aii = (−1)i :
J = diag(−1, 1, −1, 1, . . . , −1, 1).






−F2n −F2n−1 −F2n−2 . . . −F1
−F2n−1 F2n−1F2 F2n−2F2 . . . F2














−F3 F3F2 −F3F3 . . . F2n−2
−F2 F2F2 −F2F3 . . . −F2n−1




Hence the equation (NF) has the solution mentioned
above. Thus the primal (P) has a minimum value m =
(b, Bb) at the (minimum) point ŷ. The dual (D) has a
maximum value M = (b, Bb) at the (maximum) point µ∗.
Thus both problems satisfy Fibonacci identical duality
(FID).
A Homogeneous Pair
We consider a simple case b1 = b2 = · · · = b7 = 0, b8 = c.
Then (P)′′ and (D)′′ reduce to
minimize y21 + y
2
2 + · · ·+ y28
subject to (i) y1 + y2 = y3
(ii) y3 + y4 = y5
(P)′′
(iii) y5 + y6 = y7
(iv) y7 + y8 = c
(v) y ∈ R8
and
Maximize −(µ21 + µ22 + · · ·+ µ28) + 2cµ8
subject to (i)′ µ1 = µ2
(ii)′ µ2 + µ3 = µ4
(D)′′
(iii)′ µ4 + µ5 = µ6
(iv)′ µ6 + µ7 = µ8
(v)′ µ ∈ R8




c2 and (D)′′ has the same maximum value M ′′ =
F8
F9
c2 at the common optimum point. Both problems
have an identical optimal solution characterized by the
first five Fibonacci numbers
F1, F2, . . . , F9.
Thus both the problems satisfy Fibonacci identical dual-
ity (FID):
1. (duality) (P)′′ and (D)′′ are dual to each other.
2. (identical) Both have an identical optimal solution
(value and point).




at a minimum point
ŷ = (ŷ1, ŷ2, . . . , ŷ8) =
c
F9
(F1, F2, . . . , F8).
(D)′′ has a maximum value M ′′ =
F8
F9
c2 at a maxi-
mum point
µ∗ = (µ∗1, µ
∗





(F1, F2, . . . , F8).
Both the optimum points constitute a Fibonacci se-
quence.
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に双対である．(ii) (Identical) 最小化問題（P）と最大化問題（D）のそれぞれの最適点と最適値は共に一致する．(iii) (Fibonacci) 最
小化問題（P）と最大化問題（D）の最適点と最適値は共にフィボナッチ数で表される．
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