Abstract. We derive an explicit formula for the general solution of the cubic Szegő equation and of the evolution equation of the corresponding hierarchy. As an application, we prove that all the solutions corresponding to finite rank Hankel operators are quasiperiodic.
Introduction
This paper is a continuation of the study of dynamical properties of an integrable system introduced by the authors in [2] , [3] . As an evolution equation, the cubic Szegő equation is a simple model of non dispersive dynamics. More precisely, it can be identified as a first order Birkhoff normal form for a certain nonlinear wave equation, see [4] . As an Hamiltonian equation, it was proved in [2] to admit a Lax pair and finite dimensional invariant submanifolds corresponding to some finite rank conditions. In [3] , action angle variables were introduced on generic subsets of the phase space, and on open dense subsets of the finite rank submanifolds. However, unlike the KdV equation or the one dimensional cubic nonlinear Schrödinger equation, this integrable system displays some degeneracy, since the collection of its conservation laws do not control the high regularity of the solution, as observed in [2] . An important consequence of this instability phenomenon is that the action angle variables cannot be extended to the whole phase space, even when restricted to one of the finite rank submanifolds. Our purpose in this paper is to prove a formula for the general solution of the initial value problem for this equation. In the case of generic data, this formula reduces to the one given by the action angle variables above. However, the formula enables to study the non generic case too, and allows in particular to establish the quasiperiodicity of all solutions lying in one of the above finite rank submanifolds, despite the already mentioned lack of a global system of action-angle variables. Finally, this formula is also very useful to revisit the instability phenomenon displayed in [2] . We now introduce the general setting of this equation.
1.1. The setting. Let T = R/2πZ, endowed with the Haar integral
On L 2 (T), we use the inner product
The family of functions (e ikx ) k∈Z is an orthonormal basis of L 2 (T), on which the components of f ∈ L 2 (T) are the Fourier coefficientŝ f (k) := (f |e ikx ) .
We introduce the closed subspace We denote by Π the orthogonal projector from
On L 2 + (T), we introduce the symplectic form
The densely defined energy functional
formally corresponds to the Hamiltonian evolution equation,
which we called the cubic Szegő equation. In [2] , we solved the initial value problem for this equation on the intersections of Sobolev spaces with L 2 + (T). More precisely, define, for s ≥ 0,
Then equation (1) 
In terms of Fourier coefficients, this operator reads
In particular, its Hilbert-Schmidt norm is finite since u ∈ H 1 2 + (T). We call H u the Hankel operator of symbol u. Notice that this definition is different from the standard ones used in references [9] , [11] , where Hankel operators are rather defined as linear operators from L 2 + into its orthogonal complement. The link between these two definitions can be easily established by means of the involution
Notice that, with our definition, H u satisfies the following self adjointness identity,
. A fundamental property of Hankel operators is their connection with the shift operator S, defined on L 2 + (T) as Su(x) = e ix u(x) .
This property reads
where S * denotes the adjoint of S. We denote by K u this operator, and call it the shifted Hankel operator of symbol u. Notice that K u is Hilbert-Schmidt and self adjoint as well. As a consequence, operators H + (T)) be the solution of equation (1) such that u(0) = u 0 . Then
The proof of this theorem will be given in section 3. It is a non trivial consequence of the Lax pair structure recalled in section 2. Our second result concerns the special case of data u 0 such that H u 0 is of finite rank. In this case, operators S * , H
act on a finite dimensional space containing u 0 , and the implementation of the above formula reduces to diagonalization of matrices. 
where [x] denotes the integer part of x ∈ R. Using Kronecker's theorem [6] , one can show that V(d) is a complex Kähler submanifold of L 
where A, B are polynomials with no common factors, B has no zero in the closed unit disc, B(0) = 1, and
is even, the degree of A is at most N − 1 and the degree of B is exactly N .
• If d = 2N + 1 is odd, the degree of A is exactly N and the degree of B is at most N . Using the Lax pair structure recalled in section 2, V(d) is invariant through the flow of (1).
is quasiperiodic. More precisely, there exist a positive integer n, real numbers ω 1 , · · · , ω n , and a smooth mapping
such that, for every t ∈ R,
In particular, for every s > 
, are linearly independent. Our general formula allows us to extend property (4) to all data in V(d). However, it should be emphasized that, while it is clear from the arguments of Lemma 5 in [2] that estimate (4) is uniform if u 0 varies in a compact subset of V(d) gen , (4) does not follow from an a priori estimate on the whole of V(d), in the sense that one can find families of data (u
s , and such that
see corollary 5 of [2] . We shall revisit this phenomenon in section 4 thanks to the explicit formula of Theorem 1.
Finally, let us mention that the generalization of property (4) to non finite rank solutions is an open problem.
1.4.
Organization of the paper. Section 2 is devoted to recalling the crucial Lax pair structure attached to equation (1) . As a fundamental consequence, H u(t) and K u(t) remain unitarily equivalent to their respective initial data. In section 3, we take advantage of this structure to derive Theorem 1. In section 4, we apply this theorem to the particular case of data u 0 belonging to V(3), which sheds a new light on the instability phenomenon. The next two sections are devoted to the proof of Theorem 2. As a preparation, we first generalize the explicit formula to Hamiltonian flows associated to energies
where y is a positive parameter. The quasi periodicity theorem then follows by observing, through an interpolation argument, that the map Φ in the statement of Theorem 2 can be defined as the value at time 1 of the Hamiltonian flow corresponding to a suitable linear combination of energies J y .
The Lax pair structure
In this section, we recall the Lax pairs associated to the cubic Szegő equation, see [2] , [3] . First we introduce the notion of a Toeplitz oper-
Notice that T b is bounded and T * b = T b . The starting point is the following lemma.
. Then
This completes the proof.
Using Lemma 1 with a = b = c = u, we get
, be a solution of (1). Then
Proof. Using equation (1) and identity (5),
Using the antilinearity of H u , this leads to the first identity. For the second one, we observe that
In the case b = |u| 2 , this gives
Consequently,
Coming back to (6), we obtain
Using identity (3), this leads to
The second identity is therefore a consequence of antilinearity and of
Observing that B u , C u are linear and antiselfadjoint, we obtain, following a classical argument due to Lax [7] ,
Then U (t), V (t) are unitary operators and
Proof of the formula
In this section, we prove Theorem 1. Our starting point is the following identity, valid for every
Indeed, the Taylor coefficient of order n of the right hand side at z = 0 is
which coincides with the Taylor coefficient of order n of the left hand side. Let u ∈ C ∞ (R, H s + ) be a solution of (1), s > . Applying (8) to v = u(t) and using the unitarity of U (t), we get
We shall identify successively U (t) * 1, U (t) * u(t), and the restriction of U (t) * S * U (t) on the range of H u 0 . We begin with U (t)
and
where we have used corollary 1. This yields
and therefore
Finally,
On the other hand,
We infer (12), we obtain
Plugging this identity into
We conclude that, on the range of H u 0 ,
It remains to plug identities (10), (11), (13) into (9). We finally obtain
which is the claimed formula in the case of data
. The
+ follows by a simple approximation argument. Indeed, we know from [2] , Theorem 2.1, that, for every t ∈ R, the mapping u 0 → u(t) is continuous on H + into C.
An example
This section is devoted to revisiting sections 6.1, 6.2 of [2] by means of the explicit formula. Given ε ∈ R, we define
It is easy to check that u ε 0 ∈ V(3), hence the corresponding solution u ε of (1) is valued in V(3), and consequently reads
We are going to calculate these functions explicitly. We start with the special case ε = 0. In this case, |u
We come to ε = 0. The operators H
, S * act on the range of H u ε 0 , which is the two dimensional vector space spanned by 1, e ix . In this basis, the matrices of these three operators are respectively and finally
The eigenvalues of H
The important feature of such dynamics concerns the regime ε → 0. Though p 0 (t) ≡ 0, p ε (t) may visit small neighborhoods of the unit circle at large times. Specifically, at time t ε = π/(2ω) ∼ π/(2ε), we have |p ε (t)| ∼ 1 − ε 2 . A consequence is that the momentum density, . Notice that, as already mentioned at the end of subsection 1.3 of the introduction, the family (u . We are going to answer this question in the special case of finite rank solutions by proving the quasi periodicity theorem in the next two sections.
Generalization to the Szegő hierarchy
The Szegő hierarchy was introduced in [2] and used in [3] . For the convenience of the reader, and because our notation is slightly different, we shall recall the main facts here. For y > 0 and u ∈ H 1 2 + , we set J y (u) = ((I + yH
Notice that the connection with the Szegő equation is made by
For every s > , J y is a smooth real valued function on H s + , and its Hamiltonian vector field is given by
which is a Lipschitz vector field on bounded subsets of H s + . This fact is a consequence of the following lemma, where we collect basic estimates. We recall that the Wiener algebra W is the space of f ∈ L 2 + such that
Proof. The first three estimates are straightforward consequences of the formula
The fourth estimate comes from these estimates and the fact that
The fifth estimate is obtained by decomposing
As for the last estimate, we set
We write
Then, by using again the first two inequalities,
Using moreover the fact that H s is an algebra, this yields the desired estimate.
By the Cauchy-Lipschitz theorem, the evolution equation We shall see that this evolution equation admits a Lax pair structure similar to the one in section 2.
Theorem 4. For every
Lemma 3. We have the following identity,
Proof.
The lemma follows by plugging the latter formula into the former one.
Let us complete the proof. Using the identity
and Lemma 3 with a = H u (w y ), we get
We therefore have obtained
where L y u and R y u are the following self adjoint operators,
Consequently, since H w y Hu(w y ) is self adjoint,
Multiplying by −2y, we obtain the desired formula, since
We now come to the second identity. From the first one, we get
and infer
where we have used w y = 1 − yH 2 u w y again. Plugging this identity into (15), we obtain the claim.
The last formulae are straightforward consequences of the antilinearity of H u and K u .
Using Theorem 4 in a similar way to section 2, we derive Corollary 2. Under the conditions of Theorem 4, assuming moreover 0 ∈ I, define U y = U y (t), V y = V y (t) the solutions of the following linear ODEs on L(L 2 + ), dU
Then U y (t), V y (t) are unitary operators and
At this stage, we are going to generalize slightly the setting, for the needs of the next section. Let y 1 , . . . , y n be positive numbers, and a 1 , . . . , a n be real numbers. We consider the functional
and the evolution equation
By linearity from Theorem 4, it is clear that the solution of (16) satisfies
Corollary 3. Let u be a solution of equation (16) on some time interval I containing 0, defineÛ =Û (t),V =V (t) the solutions of the following linear ODEs on
ThenÛ (t),V (t) are unitary operators and
As a consequence of this corollary, if we start from an initial datum u(0) such that H u(0) is a trace class operator, then H u(t) is trace class for every t, with the same trace norm. By Peller's theorem [11] , Chap. 6, Theorem 1.1, the trace norm of H u is equivalent to the norm of u in the Besov space B In view of the Gronwall lemma, the statement is an easy consequence of the following estimate.
Lemma 4. Let R, y ≥ 0, s > 1 be given. There exists C(d, R, y, s) > 0 such that, for every u ∈ V(d) with u W ≤ R,
Proof. By using Lemma 2, we are reduced to prove
. The above estimate is an easy consequence of
with |a k | ≤ 1 for k = 0, . . . , N . In fact, the Cayley-Hamilton theorem yields
and one can easily check that
where ρ Our next step is to derive an explicit formula for the solution of (16) along the same lines as in section 3. The starting points are the formulae
where we have used the identity K
Arguing exactly as in section 3, we obtain the following formula.
Theorem 5. The solution u of equation (16) 
Proof of the quasiperiodicity theorem
In this section, we prove Theorem 2. Let u 0 ∈ V(d) be given. Firstly we show that t → u(t) is a quasi periodic function valued into V(d).
Denote by Σ the union of the spectra of H . We claim that it is enough to prove that, for any function ω : Σ → T, the formula Φ(ω)(z) = ((I − ze −iω (H
defines an element Φ(ω) ∈ V(d). Indeed, if this is established, Theorem 1 exactly claims that u(t) = Φ(tω), where, for every s ∈ Σ, ω(s) = s mod 2π . Moreover, it is clear from the above formula that Φ(ω) is a rational function with coefficients smoothly dependent on ω ∈ T Σ , so that Φ is smooth as a map from T Σ to V(d).
Let ω ∈ T Σ . For each s ∈ Σ, we represent ω(s) by some element of [0, 2π), still denoted by ω(s). Fix n = |Σ| and let y 1 , . . . , y n be n positive numbers pairwise distinct. Then the matrix 1 1 + y k s k=1,...,n,s∈Σ is invertible, hence the linear system ω(s) = −2 n k=1 a k y k J y k (u 0 ) 1 + y k s , s ∈ Σ has a unique solution a 1 , . . . , a n . Using Theorem 5, Φ(ω) is the value at time t = 1 of the solution u of equation (16) with parameters a 1 , . . . , a n , y 1 , . . . , y n . By Corollary 4, it belongs to V(d). This proves quasi periodicity.
Since Φ is a continuous mapping, Φ(T Σ ) is a compact subset of V(d). On the other hand, for every s, the H s norm is continuous on V(d). It is therefore bounded on this compact subset, which contains the integral curve issued from u 0 . This completes the proof of Theorem 2.
Remark 2. It is tempting to adapt the above proof of quasi periodicity to non finite rank solutions. However, even assuming that one can define a flow on H s + for all y with convenient estimates for large y, this strategy meets a serious difficulty. Indeed, on the one hand, the construction of a Hamiltonian flow on H On the other hand, Σ is made of a sequence of positive numbers converging to 0 and of its limit, and the interpolation problem 
