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Figure I: Key locations around the South African shoreline mentioned in this Thesis, including the national 
marine protected areas (MPAs), formal protected areas (PAs), and informal protected areas (PAs).  
 
 
 
 
 
 
 
 
Figure R1. Existing terrestrial and marine protected areas in South Africa, with names of the four coastal 
provinces and salient locations mentioned in this Thesis shown on the map.  
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Figure II: Sea-surface temperature is one of the key drivers of sandy beach biogeography in South Africa as a 
result of the warm Agulhas current flowing down the east coast, and the cool Benguela current flowing up the 
west coast. The three coastal bioregions are illustrated, and include: the subtropical Natal-Delagoa Bioregion; 
warm-temperate Agulhas Bioregion; and cold-temperate Southern Benguela Bioregion. Biogeographic breaks 
are indicated with white dashed lines. 
 
 
 
 
 
Figure R2. Biogeography of the South Africa sandy shores, with three bioregions along the coast driven 
primarily by sea-surface-temperature regimes. The cool Benguela current up the west coast gives rise to the 
cool-temperate Southern Benguela Bioregion; the mixing of the cool Benguela and warm Agulhas currents 
along the national south coast results in the warm-temperate Agulhas Bioregion; and the warm Agulhas 
current drives the subtropical Natal-Delagoa Bioregion along the east coast of the country. Sea-surface 
temperature data were downloaded from the NASA Giovanni Portal. 
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An ecosytem-based spatial conservation plan for the South African 
sandy beaches 
 
Sandy beaches are valuable ecosystems. They support a collection of species that is unique, 
comprising many endemic species, and provide a number of key ecosystem goods and services, 
including scenic vistas for human recreation, nesting sites for turtles and birds, and important areas 
for biogeochemical recycling, water filtration and purification. However, sandy beaches have not 
been well understood or appreciated as ecosystems, and consequently have a legacy of poor coastal 
management. In many instances this has lead to a "tyranny of small decisions", where multiple, 
seemingly insignificant management decisions and actions have resulted in complete transformation 
and degradation of the shoreline in several places. In addition to inappropriate management 
strategies, beaches are also poorly represented in conservation areas. Further, where they are 
recognised as being "conserved" in marine protected areas, this often is a false sense of protection 
because the far more sensitive dune portion of the littoral active zone is invariably not included in 
the reserve. In short, there is a need for a new way to approach sandy beach conservation and 
management that includes the system (dunes, intertidal beaches and surf zones) as a whole. On one 
hand, the approach should make provision for use of the abundant natural resources and 
opportunities associated with sandy shores in ways that are sustainable and contribute to 
biodiversity stewardship - through ecosystem-based management and marine spatial planning. But, 
on the other hand, it must simultaneously contribute to securing a sufficient amount of the key 
ecological attributes of beaches (habitats, biodiversity and processes) in a network of reserves, to 
ensure that the ecosystem, natural resources, and services all persist in perpetuity - through 
systematic conservation planning. The aim of this Thesis is to integrate these into a single approach, 
which I call ecosystem-based spatial conservation planning for sandy beaches, using the South 
African sandy shores as a case study. 
 
To achieve this broad aim, the Thesis is divided into three parts. Part 1 deals with establishing 
baseline information by quantifying spatial patterns in sandy beach habitats (Chapter 1), 
biodiversity, key assemblages and processes, and outstanding physical features (Chapter 2). First, 
mapping sandy beach habitats is a challenge given the vast, linear extent of shorelines and 
significant resources required to complete the project. Therefore, a novel approach was derived 
using statistical techniques (conditional inference trees) to identify physical features of beaches that 
can be observed on Google Earth (or similar) imagery, and that can provide good predictions of 
beach morphodynamic (habitat) types. Based on the results of this analysis, sandy beaches (and all 
other coastal habitat types) were mapped digitally in ArcGIS. Second, spatial patterns in sandy beach 
biodiversity (vertebrates, macrofauna, microflora and foredune plants) were mapped by compiling 
existing data on the distributions of key species that have been well studied or mapped previously 
(vertebrates and foredune plants), and by niche modelling (macrofauna and microflora). For the 
latter, data from all previous sandy-beach sampling events in South Africa were compiled from 
published and unpublished sources, and supplemented with additional sampling of 23 beaches along 
the national shoreline, targeting macrofauna and phytoplankton. Altogether, the macrofauna 
database comprised data from 135 sites and 186 sampling events, and the microflora 
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(phytoplankton and microphytobenthos) database comprised data from 73 sites and 510 samples. 
The probabilistic distribution of each "resident" species (present at 10 or more sites) was modelled 
in MaxEnt version 3.3.3k, probability thresholds were determined statistically (to convert the data 
into predicted presence-absence), and displayed as a digital map. A composite biodiversity map was 
compiled, and key trends in species richness and endemism along the national shoreline were 
quantified. To supplement biodiversity proper, additional valued-features of sandy beaches were 
mapped, including: important assemblages; unique habitat features; and sites associated with key 
ecological processes. 
 
Part 2 considers threats to sandy beaches in the context of deriving an appropriate management 
strategy that seeks to provide for use of the coast, but in a way that has least overall impact to the 
ecosystem. A method for assessing cumulative threats to sandy beaches is adapted from an existing 
framework (Chapter 4). This entailed compiling a list of threats to beaches, and scoring these (out of 
10) in terms of the severity of their respective impacts to beaches, and how long it would take the 
ecosystem to recover should the threat be removed. The scoring was based on the collective expert 
opinion of the scientific community working on sandy beaches, at a workshop during the VIth 
International Sandy Beach Symposium 2012. To standardize the scores and ensure broad 
applicability, a base case scenario of a pristine beach was established, and maximum theoretical 
scores were provided for this context. The method for integrating these scores into a spatial, 
cumulative threat assessment was then determined. In Chapter 5, the maximum theoretical scores 
(from Chapter 4) were down-scaled to suit the current threat regime to the South African sandy 
beaches, and the cumulative threat assessment methodology was applied. From this analysis, the 
most threatened beaches in South Africa, and the most important threats were highlighted. A 
decision-support tool for managers was derived from the site-specific cumulative threat-impact 
scores, based first on the degree of permanent habitat transformation, and second on the 
cumulative impact of other stressors where the impacts these stressors have could potentially be 
mitigated or ameliorated. 
 
Part 3 concerns conservation of beaches explicitly. It addresses how much of which valued features 
of beaches is required to ensure their long-term persistence, and the design of a network of beaches 
in South Africa that are of ecological importance and should be set aside as reserves. Conservation 
targets are set in Chapter 6, using species-area curves to determine a baseline percentage-area 
required to protect sandy beach habitats, which is modified using heuristic principles based on 
habitat rarity and threat status (from a recent national assessment). A fixed target was applied to all 
species, also modified by heuristic principles, and another fixed target was applied to key 
assemblages and processes. All of the information generated in this Thesis is lastly entered into a 
systematic conservation plan, aiming to identify the critical biodiversity areas and ecological support 
areas for beaches in South Africa; areas where conservation goals should take precedence (Chapter 
7). A recent modification of the Marxan algorithm - Marxan with threat probabilities - is tested, 
where targets for both representing biodiversity and avoiding threats to beaches are included. The 
analysis also provided an opportunity to test a variety of statistics (usually applied in community 
ecology) as tools for visualising and evaluating Marxan solutions. 
 
The key results from this study include the following. The South African shoreline is 3113 km long, a 
little more than a third of which comprises sandy beach. The distribution of beach morphodynamic 
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types around the country is not uniform: most of the long dissipative beaches are in the south-
western Cape; dissipative-intermediate beaches in log-spiral bays dominate along the south coast; 
and the east coast is dominated by reflective and intermediate sandy shores. Species richness and 
endemism is greatest along the west and south coasts. Most notably, two thirds of the resident 
macrofauna species are endemic either to South or southern Africa; half of which are present in only 
one or two of the three South African coastal bioregions. The threats to sandy beaches in South 
Africa are associated with key coastal economic centres (coastal metropolitan areas, ports and 
associated infrastructure); the most impacted beaches are consequently the urban beaches in the 
vicinity of Durban (east coast), and Cape Town (south-west coast). While widespread, low-impact 
stressors presented the greatest threat overall, coastal development is the most severe threat, and 
was shown to drive most of the other threats to beaches as well. The areas of key ecological 
importance are those in northern KwaZulu-Natal (iSimangaliso Wetland Park); south-eastern Eastern 
Cape (Alexandria dunefield in the proposed Greater Addo Elephant National Park); and south-
western Cape (Cape Town to Elands Bay), with several smaller sites of ecological importance 
scattered around the country. 
 
Finally, these results are integrated into an ecosystem-based spatial conservation plan for the South 
African sandy shores. First, the areas of key ecological importance are designated for conservation-
related goals explicitly, where generous setback lines and proclamation of coastal reserves will be 
important tools. Second, beaches that are already transformed and experience high levels of use are 
prioritized to meet social goals, primarily related to supporting safe tourism and reducing conflicts 
among user groups by zoning activities. Third, the remaining beaches are identified as sites where 
both social and conservation goals can be achieved, where the former can be prioritized on more 
transformed, more impacted beaches, and the latter can be prioritized on less transformed, less 
impacted beaches. Important management actions for this third group of beaches will be reducing 
user-environment conflicts, also by zoning activities. Sandy beach conservation and management 
can then still proceed at a local scale, but because it is based on a site-specific prioritization 
performed at a large, national scale, it can contribute achieving meaningful goals. In the long term, 
this is most likely to contribute to ensuring the persistence of an important ecosystem and its 
associated biota, thereby ensuring sustained provision of ecosystems goods and services in 
perpetuity, and securing a national asset for generations to come. 
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Sandy beach conservation and management: bucket-and-spade science needs to 
go spatial  
 
Introduction 
The first International Sandy Beach Symposium was held in South Africa in 1983, following the 
theme: Sandy Beaches as Ecosystems. The key contribution of the symposium is summarized in this 
statement: "[i]t has even been suggested that beaches and their adjacent surf zones may constitute 
viable marine ecosystems" (McLachlan and Erasmus, 1983). Subsequently, there have been 30 years 
of research aimed at trying to describe and understand this dynamic ecosystem, often requiring 
ingenious methods to answer seemingly simple ecological questions. For example, fossorial clams 
have been marked with aluminum strips and tracked using metal detectors (Dugan and McLachlan, 
1999); ghost crab home ranges have been quantified by attaching reels of unraveling thread onto 
their carapaces (Schlacher and Lucrezi, 2010a); amphipods have been blindfolded with paint to 
understand their orientation responses to the sun (Branch and Branch, 1981; and others); 
helicopters have been used to estimate water depth in, and obtain surf-zone-water samples from 
high-energy surf zones (Talbot and Bate, 1987; Talbot and Bate, 1988); not to mention the 
mountains of sand that have been sieved, worldwide, to discover the unique biodiversity hidden 
among the sand grains. 
 
This year (2012), South Africa hosted the VIth International Sandy Beach Symposium, following the 
theme: Sandy Beaches as Ecosystems: A New Paradigm in the Face of Global Change. The 
progression in themes from the first to the sixth symposium illustrates just how things have changed 
over time. Now that we understand, or perhaps, now that we better understand sandy beaches as 
ecosystems, we have realized just how threatened they are, and how many of our past management 
interventions, that were previously considered good, only contributed further to their demise. 
Ironically, it has largely been our attraction to and enjoyment of the shore that has put beaches in 
this threatened state, and consequently, we have the responsibility to learn from past actions and to 
ensure that this ecosystem and its unique biota are conserved. 
 
In response, this Thesis aims to design a conservation and management strategy for sandy beach 
ecosystems, using South Africa as a case study. It draws on theory from a variety of disciplines, 
primarily sandy beach ecology and conservation planning science. However, expertise in each of 
these particular fields rarely overlaps, and so the purpose of this chapter is three-fold. First, to 
provide a general introduction to sandy beach ecology; to highlight their accentuated vulnerability to 
threats - particularly in the face of global change; and to illustrate how the current conservation and 
management approaches have failed and are failing sandy beach ecosystems. Second, to provide a 
simple introduction to, and highlight key elements from ecosystem-based management, marine 
spatial planning, and systematic conservation planning. And third, to show the opportunities for 
implementation and enforcement of coastal conservation initiatives in South Africa by: briefly 
describing the relevant environmental legislation and policies, including national and international 
legal instruments; showing how the existing strategy for biodiversity conservation, both on land and 
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in the sea, is rooted in systematic conservation planning; and arguing why a dedicated, integrated 
and interfacing coastal plan is required, particularly for sandy beaches. Finally, because the content 
following the introduction is written as a series of stand-alone chapters, the broad structure of the 
Thesis is laid out. 
 
Fundamentals of sandy beach ecology 
Definition and boundaries 
Sandy beaches lie at the interface between land and sea, and are a key transition zone between the 
terrestrial and marine realms. Most importantly, the ecosystem comprises three parts: foredunes, 
intertidal, and surf zone, which should always be considered as a single geomorphic unit, also 
referred to as the littoral active zone (Tinley, 1985). The landward boundary of the ecosystem lies 
between the primary (fore-) and secondary dunes. Adjacent to this is the intertidal zone, bounded by 
the spring high tide mark, and spring low tide mark. The seaward boundary of the ecosystem is at 
the outer edge of the surf zone, just as waves begin to break (Fig. 1.1).  
 
 
Figure 1.1. Sandy beaches comprise three zones (delineated in yellow, with yellow text): foredunes, between 
the secondary dunes and the spring high tide mark; the intertidal, between the spring high and spring low tide 
marks; and the surf zone, between the spring low tide mark and the nearshore. 
 
The terms "sandy beach" and "sandy shore" are used interchangeably in this Thesis, as are "coast" 
and "shore", "coastline" and "shoreline", even though the strict definition of the latter includes 
subtle differences (Bird, 2008). "Across-shore" refers to the shore-normal direction (from the dunes 
to the surf zone; the horizontal axis in Fig. 1.1), and "along-shore" refers to the shore-parallel 
direction (vertical axis in Fig. 1.1); beach width and beach length are measured along these axes, 
respectively. "Per running meter", denoted as m-1, refers to a unit of area comprising a 1-m wide 
across-shore strip of sandy beach, and is used as a standardized metric to express quantities (usually, 
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but not limited to, the biomass or abundance of a species) in a way that is independent of beach 
width. Also, "pressure", "stressor" and "threat" are used synonymously. These and additional 
definitions are provided on page i. 
 
The physical environment: beach morphodynamics 
The first-order determinant of sandy beach morphology is the geological framework in which 
beaches are positioned (Harris et al., 2012; Jackson et al., 2005; Pilkey et al., 2011; Short, 2010). To a 
large extent, this determines whether the shoreline comprises a series of small pocket beaches at 
one extreme, or long, uninterrupted sandy shores at the other extreme. Tidal regime, wave climate 
and sediment type are the second-order determinants (McLachlan and Brown, 2006; Pilkey et al., 
2011). The interplay among these gives rise to a continuum of sandy beach morphodynamic types 
(Short and Wright, 1983; Wright and Short, 1983, 1984), the definition and description of which has 
become central to our understanding of the ecosystem. 
 
The tidal regime is defined by the tide range: the amount of vertical change in the position of the sea 
level between spring low tide and spring high tide. If this is less than 2 m, the beach is microtidal; 2-
4 m, mesotidal; and 4-6 m, macrotidal (Davies, 1977; Short, 2006). There are several exceptions 
where the tide range exceeds 6 m (megatidal conditions), of which the Bay of Fundy in Canada, with 
a tide range of 16 m, is the most extreme example (Davies, 1977). The other seaward driver of sandy 
beach morphology is wave climate. It is defined by local wave height, wave period and wave energy, 
all of which can be influenced by a variety of proximate drivers, operating at a number of spatial and 
temporal scales. For example, coastal geomorphology and nearshore bathymetry (Pilkey et al., 2011; 
Short, 2010) determine the average conditions over longer time scales, whereas large storms or 
tsunamis can temporarily affect the wave climate, causing significantly larger, more powerful waves 
(Harris et al., 2011; Jaramillo et al., 2012; Revell et al., 2011; Smith et al., 2007a; Smith et al., 2007b). 
The sediment itself is also important in defining sandy beach morphology (Pilkey et al., 2011). It can 
be terrigenous or marine derived, but is more commonly a mixture of both. The grain size, as 
measured on the Wentworth scale (Wentworth, 1922), can range from very fine (< 125 μm) to very 
coarse (> 1000 μm), with finer fractions tending to erode more easily because they are smaller and 
lighter than coarser fractions.  
 
A number of indices to classify and compare beach morphodynamic types have been derived from 
various metrics of these drivers (see Appendix 1 for equations), including: Dean's dimensionless fall 
velocity (Ω; Wright and Short, 1984); Beach State Index (BSI; McLachlan et al., 1993); Beach Index 
(BI; McLachlan and Dorvlo, 2005); Beach Deposit Index (BDI; Soares, 2003); Relative Tide Range (RTR; 
Masselink and Short, 1993). The most comprehensive classification scheme is provided by Short 
(1999), where beach morphodynamic types are considered in a two-dimensional space (Fig. 1.2). The 
vertical axis describes the interaction between tides and waves, based on the RTR index. For 
microtidal beaches, the influence of the waves on the beach is far greater than that of the tide, so 
these beaches are referred to as wave dominated (RTR < 3); whereas mesotidal beaches are tide 
modified (RTR = 3 - 15); and macrotidal (and megatidal) beaches are tide dominated (RTR > 15), 
although the latter tend to be tidal flats. The horizontal axis is based on Dean's dimensionless fall 
velocity, which describes the ability of waves to move sand, and the continuum is categorised into 
three broad beach morphodynamic types: reflective beaches (Ω < 2); intermediate beaches 
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(Ω = 2 - 5); and dissipative beaches (Ω > 5). Therefore, beaches can range from wave-dominated, 
microtidal reflective, through a variety of forms, to tide-modified, mesotidal ultra-dissipative, and 
then to tide-dominated, macrotidal tidal flats, each with different physical attributes. 
 
 
Figure 1.2. Sandy beach morphodynamics classification scheme based on Dean's dimensionless fall velocity (Ω; 
x-axis) and the dimensionless relative tide range index (RTR; y-axis). Wave-dominated beaches (RTR = 0 - 3) can 
be reflective (Ω = 0 - 2), barred-intermediate (Ω = 2 - 5) or barred-dissipative (Ω > 5); tide-modified beaches 
(RTR = 3 - 15) can be low tide terrace (Ω = 0 - 2), low tide bar/rip (Ω = 2 - 5), or ultra-dissipative (Ω > 5). There is 
a transition to tidal flats for tide-dominated beaches with RTR > 15. Images represent cross-sections of the 
beach, with the across-shore distance on the x-axis and vertical elevation on the y-axis. HT = high tide mark, 
and LT = low tide mark. Figure modified from Short (1999). 
 
The South African coast is microtidal because the tide range is an average of 1.7 m (up to 2 m on 
spring tides), and the sandy shores are generally exposed to very exposed, open-ocean beaches with 
wave heights ranging 0.5 - 4.0 m under normal conditions (although waves of up to 14 m have been 
recorded during storms; Smith et al., 2007a; Smith et al., 2007b). This means that the beach 
morphodynamic types are all wave-dominated, and range from reflective to barred dissipative 
(contracted to dissipative hereafter). Reflective beaches are narrow, with a steep-sloped shore-face, 
coarse sand (of > 750 μm), and plunging waves that break directly onto the beach. There are a 
variety of intermediate beach morphodynamic types that comprise medium-grained sand (around 
350 μm), and are characterised by the presence, location and configuration of sand bars and rip 
currents in the surf zone, and cusps on the beach (see Short, 2006; Short and Wright, 1983; Wright 
and Short, 1983; 1984 for details). Dissipative beaches are wide and flat with fine sand (< 200 μm) 
and broad surf zones of multiple spilling waves and bores rolling across the shore. The different 
physical conditions associated with each of these morphodynamic types are important. 
Consequently, beach morphodynamics is a key determinant of the biotic communities inhabiting the 
shore, and plays an important role in determining the relative rates of ecological processes at a local 
scale. 
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Biotic assemblages 
In spite of the seeming absence of life, sandy shores support diverse biotic assemblages. These 
include representatives from seven broad taxonomic grades (McLachlan and Brown, 2006): 
microbes; microphytobenthos; phytoplankton; zooplankton; meiofauna; macrofauna; and 
megafauna (vertebrates). The microbes comprise: free bacteria, flagellates, cilliates and micro-
zooplankton in the surf zone; and bacteria and protists in the sediment interstices (McLachlan and 
Brown, 2006). The surf-microbes play an important ecological role, forming one of the three discrete 
food webs of sandy beaches: the microbial loop (McGwynne, 1991; McLachlan and Romer, 1990). 
Sediment bacteria are exceptionally important in the interstitial food web, and have been estimated 
to account for as much as 87 % of the annual production on sandy shores (Koop and Griffiths, 1982). 
Microflora, as epipsammic microphytobenthos and surf-zone phytoplankton, similarly play a key role 
in sandy beach ecology as primary producers. Surf diatoms are particularly important in this regard 
because they can form dense accumulations under the right conditions (Campbell and Bate, 1997), 
consequently contributing a significant amount of organic carbon to beach food webs (Campbell and 
Bate, 1988), and even serving as a direct source of food for zooplankton and surf-zone fish, such as 
mullet (Romer and McLachlan, 1986; Vink, 2011; Webb et al., 1987). The surf-zone zooplankton are 
either resident plankton or benthoplankton (e.g., mysid shrimps), or non-resident holo- or 
meroplankton (e.g., copepods, jelly fish, and larval fish), and play a central role in the macroscopic 
food web. Meiofauna are diverse, with nematodes and harpaticoid copepods being the two key taxa, 
although there are also representatives from several other groups, e.g., oligochaetes, turbellarians 
and tardigrades. These species all play an important, tertiary-consumer role in the interstitial food 
web, which processes significantly more organic material than the macroscopic food web (e.g., Koop 
and Griffiths, 1982). Macrofauna have been most well studied, and much of the ecological theory 
has been developed from the patterns and environmental responses displayed in this group. 
Consequently, the macrofauna will be discussed specifically in more detail below. The final 
assemblage on sandy shores comprises a number of vertebrate species, including nesting sea turtles, 
breeding pinnipeds, migratory or resident shorebirds, and surf-zone fish. Several other wildlife are 
known to visit sandy beaches (see Kerley et al., 1996), including seals, otters, mongooses, gerbils, 
bushpigs and jackals. Most of these animals are either top predators in the macroscopic food web, 
or opportunistic scavengers of carrion that washes up onto the shore (Rose and Polis, 1998). Either 
way, they serve as key exporters of energy from the beach into terrestrial and marine food webs. In 
short, although they may appear to be devoid of life, sandy beaches actually support a diverse 
collection of species. 
 
Returning to the macrofauna, this assemblage primarily comprises species of: molluscs; amphipods; 
isopods; polychaetes; mysids; and decapods. These fossorial invertebrates are very well adapted to 
surviving the many challenges associated with life on sandy shores, e.g., displaying endogenous and 
exogenous rhythms (Alheit and Naylor, 1976; Jones and Hobbins, 1985; Scapini et al., 1996; Vanagt 
et al., 2008), having specialisations for chemo-reception and burrowing (Ansell and Trueman, 1973; 
Odendaal et al., 1992; Trueman and Brown, 1976), and exhibiting behavioural plasticity (Brown, 
1996; Scapini et al., 1996). In fact, beaches are such harsh environments to inhabit, that the 
autecological hypothesis, originally proposed for desert ecosystems (Noy-Meir, 1979), has been 
shown to apply to sandy shores as well. This was phrased as the swash exclusion hypothesis by 
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McLachlan et al. (1993). This hypothesis, together with the beach morphodynamics classifications, 
represent the most fundamental, and well-accepted paradigms in sandy beach ecology.  
 
The swash exclusion hypothesis suggests that, because beaches are such challenging environments 
to inhabit, they are physically dominated ecosystems. This means that the biotic communities 
associated with sandy shores are structured primarily (in most cases, exclusively) by the physical 
environment, with biological interactions apparently playing only a minor role. Reflective beaches 
have a faster swash period and much coarser sand compared to dissipative beaches. This means that 
animals have to exhibit rapid burrowing times, even in coarse sediment that generally impairs 
burrowing, if they are to persist on reflective beaches and not be swept out into the surf zone by the 
swash (Nel, 1995; Nel et al., 1999; Nel et al., 2001). Because beach morphodynamic types are a 
continuum (which we have categorized for simplification), the swash climate gets milder (longer, less 
turbulent swashes), and the sand gets finer as beaches become more dissipative. Consequently, 
there are only a few robust generalist species that can live on reflective beaches; many generalist, 
some intermediate and a few specialist species persist on intermediate beaches; and most 
generalist, intermediate and specialist species occur on dissipative beaches (Fig. 1.3; McLachlan and 
Brown, 2006). As the beach type progresses to the ultra-dissipative and tidal flat forms, the 
communities are dominated by specialist species. Therefore, if species richness is plotted as a 
function of beach morphodynamic type, a clear positive relationship results: species richness 
increases as beaches become more dissipative (Fig. 1.4). In addition to the swash climate arguments 
above, because reflective beaches are much narrower than dissipative beaches (almost an order of 
magnitude difference in beach width), they can support fewer individuals (McLachlan and Dorvlo, 
2007). Similar to the species richness trends, species abundance increases as beaches become more 
dissipative (Fig. 1.4). The greater densities of species at the dissipative to tidal flat end of the beach 
morphodynamics continuum means that biological interactions play an increasing role in structuring 
the communities (e.g., Dugan et al 2004). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1.3. Schematic diagram indicating the broad groups of sandy beach macrofauna found along the 
continuum of beach morphodynamic types, ranging from reflective beaches to tidal flats. Animals can be 
generalists (e.g., Emerita), intermediate (e.g., Donax), or specialists (e.g., Scolelepis), with photographs of 
examples. Figure modified from McLachlan and Brown (2006). 
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Figure 1.4. The physical control of sandy beach communities diminishes along the continuum of beach 
morphodynamic types (from reflective beaches to tidal flats). This influence is replaced with greater biological 
control as the species richness and abundance/biomass increases along the continuum. Figure modified from 
Defeo and McLachlan (2005). 
 
One other pattern evident in sandy beach macrofaunal communities that is important in this Thesis 
is across-shore zonation. In contrast to the very discrete zones evident in rocky shore communities 
(e.g., Branch & Branch 1981), those displayed by sandy beach species are less distinct. Several 
zonation schemes have been previously proposed by (Dahl, 1952), (Salvat, 1964) and Brown (see 
McLachlan and Jaramillo, 1995; Fig. 1.5), which were later reviewed by McLachlan and Jaramillo 
(1995). While all three proposed schemes agreed on a zone-break at the highshore (specifically, at 
the driftline), the various zone-breaks in the intertidal were different. Indeed, assigning fixed 
zonation boundaries in such a dynamic system is probably a futile exercise, particularly because 
many of the physical factors driving the zonation patterns are gradients across the shore (McLachlan 
and Brown, 2006). Notwithstanding this, sandy beach fauna position themselves in a fairly 
predictable fashion between the dunes and the surf.  
 
 
Figure 1.5. Illustration of the three zonation schemes proposed for sandy beaches, indicating the relative 
positions of the boundaries and names of the zones suggested by each author. S = four-zone scheme proposed 
by Salvat (1964); D = three-zone scheme proposed by Dahl (1952); and B = two-zone scheme proposed by 
Brown (see McLachlan and Jaramillo, 1995). Figure modified after McLachlan and Brown (2006). 
 
After a review of the available data, McLachlan and Jaramillo (1995) concluded that Dahl's (1952) 
three-zone scheme was correct; a conclusion which has also been supported by more recent studies 
(e.g., Janssen and Mulder, 2005; Nel, 2002; see also Defeo and McLachlan, 2005). However, zonation 
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appeared to differ among beach morphodynamic types, and Salvat's (1964) four-zone scheme can 
apply on dissipative beaches (McLachlan and Jaramillo, 1995; Fig. 1.6). It must be emphasised, 
though, that these boundaries overlap, and should be viewed more as heuristic than definitive 
breaks. That said, the supralittoral zone tends to be dominated by air-breathing species that are 
scavengers, or wrack-associates, such as: talitrid amphipods (e.g., Talorchestia, Talitris, 
Africhorchestia and Orchestia), ocypodid crabs (e.g., Ocypode), oniscid ispods (e.g., Tylos), and 
insects (e.g., Bledius, Coleopa, Acanthoscelis, and Pachyphaleria). The species dominating the littoral 
zone include: haustoriid and other amphipods (e.g., Urothoe), isopods (e.g., Excirolana and 
Eurydice), and a few polychaete species (e.g., Scolelepis). Macrofaunal communities in the sublittoral 
comprise many marine-associated species, many of which either have a pelagic larval phase or can 
occur subtidally, sometimes preferring to reside in the surf zone to escape harsh conditions in the 
intertidal during storms (e.g., Tamaki and Suzukawa, 1997). These invertebrates include: molluscs 
(e.g., Bullia, Donax, and Tellina); haustorid, phoxocephalid and other amphipods (e.g., Griffithsius, 
Bathyporeia); mysid shrimps (e.g., Gastrosaccus); polychaete worms (e.g., Glycera, Goniadopsis, 
Lumbrineris, and Nephtys), isopods (e.g., Eurydice), and anomuran crabs (e.g., Hippa and Emerita). 
Examples of these macrofauna found commonly on South African sandy shores are presented in 
Fig. 1.7. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1.6. Conceptual diagram of the generalised zonation scheme for sandy beaches suggested by McLachlan 
and Jaramillo (1995), showing the differences in the position and number of zones among beach 
morphodynamic types. At one extreme, narrow reflective beaches show three zones: supralittoral, littoral and 
sublittoral, corresponding to the zonation proposed by Dahl (1952); and at the other extreme, wide dissipative 
beaches can show four types: supralittoral; littoral; and an upper and lower sublittoral, divided by the effluent 
line, corresponding to the zonation proposed by Salvat (1964). Figure modified from McLachlan and Jaramillo, 
1995. 
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Figure 1.7. Examples of macrofauna commonly found on South African sandy shores. Species include: isopods: 
(a) Eurydice, (b) Excirolana (Pontogeloides) and (c) Tylos; molluscs: (d) Donax and (e) Bullia; polychaetes: (f) 
Goniadopsis and (g) Scolelepis; amphipods: (h) Urothoe and (i) Talorchestia; insects: (j) Acanthoscelis; crabs: 
(k) Ocypode and (l) Emerita; and mysid shrimps: (m) Gastrosaccus (gravid female). Note that the plates are not 
scaled proportionately to the animals' relative sizes. Most adult macrofauna are about 1 - 15 mm in length (a, 
b, h, i, m); some average 20 - 70 mm long (c, d, e, f, g, j, l), and few get relatively large, averaging 100 mm (k). 
 
Ecological processes and services 
Ecosystem services are defined here as “the benefits people derive from functioning ecosystems, the 
ecological characteristics, functions, or processes that directly or indirectly contribute to human well-
being” (Costanza et al., 2011), where the latter comprises: access to basic necessities (e.g., food and 
shelter); good health; good social relations; safety and security; and freedom of choice and action 
(Millennium Ecosystem Assessment, 2005). While there are many different classification schemes for 
ecosystem services (De Groot et al., 2002; Fisher et al., 2009; Wallace, 2007), that used in the 
Millennium Ecosystem Assessment (2005) is most widely applied (Fisher et al., 2009). Consequently, 
the ecosystem goods and services provided by sandy beaches are tabulated according to this latter 
classification scheme (Table 1.1); and the key services (processes) associated with sandy beaches will 
be elaborated on in the text below.  
 
Tourism (including all associated recreational activities) and the provision of nesting and breeding 
sites for endangered species, such as turtles, shorebirds and seals, are probably the flagship services 
provided by beaches. Certainly, from an economic perspective, these services have the highest 
direct financial return, and can contribute substantially to both local and national economies. For 
example, annual beach-related expenditure in southern California amounts to more than 
US$3.5 billion, of which US$2.5 billion is spent at the beach (Dwight et al., 2012). Sites where 
charismatic species nest or breed on the beach provide key opportunities for ecotourism, and in one 
R. Nel 
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example, gate fees to visit a colony of penguins on a single beach (Boulders Beach, South Africa) 
were US$2 million in a single year (Lewis et al., 2012). 
 
Table 1.1. Ecosystem services provided by sandy beach ecosystems, tabulated from Barbier et al. (2011), 
Costanza et al. (1998), Defeo et al. (2009), the Millennium Ecosystem Assessment (2005), and (Schlacher et al., 
2008b). 
Ecosystem services provided by sandy beaches 
P
ro
vi
si
o
n
in
g 
Fish (food) 
Invertebrates (food, bait) 
Macrophytes – kelp, seaweed, sea grasses (commercial products, food, medicine, fertilizer) 
Biochemicals / pharmaceuticals 
Ornamental resources (shells, spoils from fossiking, jewelry) 
Water supply (storage in dune aquifers) 
Hydro-energy (tidal and wave) 
Raw materials for construction (sand and aggregate) 
Mining (diamonds and minerals) 
R
e
gu
la
ti
n
g 
Biological control (trophic relations / prey provision for higher trophic levels) 
Pest and disease regulation 
Carbon sequestration (phytoplankton, microphytobenthos, dune plants, wrack) 
Climate regulation 
Gas and air quality regulation 
Water quality regulation (filtration and purification) 
Water quality regulation (breakdown of xenic compounds and pollutants) 
Disturbance regulation and coastal protection (storms and natural hazards) 
Dynamic response to sea-level rise (within reason) 
Erosion control/sediment retention 
C
u
lt
u
ra
l 
Tourism and ecotourism 
Recreation (sport and leisure activities) 
Knowledge systems / cognitive development / education / research 
Spiritual and religious 
Cultural (diversity and heritage) / social relations 
Human health and well-being (thalassotherapy) 
Sense of place / inspirational value / aesthetic 
Bequest value 
Su
p
p
o
rt
in
g 
Photosynthesis 
Nutrient cycling and productivity 
Water cycling (water filtration and purification) 
Pollination of coastal dune plants 
Dispersal of larvae (connectivity of (meta)populations) 
Linkages with other ecosystems (connectivity of seascapes) 
Refugia (overwintering grounds, nurseries) 
Nesting grounds (turtles, shorebirds) and rookeries (pinnipeds) 
Biodiversity / genetic resources / resistance (resilience) 
Sand formation 
Transport (roads, boat launch sites) 
 
In terms of ecological value, though, it is likely that water filtration and nutrient recycling are more 
important. This is because: the process purifies sea water (Pugh, 1976); the regeneration of nutrients 
supports all three discrete food webs on sandy shores (McLachlan and Brown, 2006), including 
exports to the marine and terrestrial environments (Barreiro et al., 2012; Dugan et al., 2011); and 
the remineralisation of organic nutrients drives primary productivity, chiefly in the surf zone 
Chapter 1 
14 
 
(Campbell and Bate, 1996). The latter is most important, because this in turn fuels pelagic food webs 
by promoting zooplankton abundance, thereby supporting juvenile fish (in surf-zone nurseries) that 
are often commercially important species in fisheries (McLachlan and Brown, 2006). One also cannot 
exclude the role that surf-zone phytoplankton play in carbon sequestration (e.g., Campbell and Bate, 
1988), and therefore in gas and climate regulation.  
 
This key ecological function of water filtration and nutrient recycling by sandy beaches has been 
recognised in the literature for decades. The ecosystem has been highlighted as: a “great digestive 
and incubating system” (Pearse et al., 1942); a “cleansing filter of sea water” (Pugh, 1976); “sites of 
accelerated organic matter turnover” (Rocha, 2008); and a “biogeochemical reactor” (Anschutz et 
al., 2009). Indeed, Coupland et al. (2007) found that the metabolism of sandy beaches in wrack piles 
(beach-cast kelp and seaweed) at the strandline (measured as carbon dioxide (CO2) efflux rates) can 
be as much as twice that of rainforests; CO2 efflux rates even for bare sand can be as high as that in 
rainforests (Fig. 1.8). Presumably, it is the sandy beach bacteria that are driving this high metabolism 
(see Koop and Griffiths, 1982). Therefore, although bacteria and meiofauna have received 
comparably far less research attention by the sandy beach scientific community, they play a vital 
role in ecosystem functioning. McLachlan and colleagues demonstrated that reflective beaches filter 
more water per unit area (10 - 91 m3 m-1 d-1; McLachlan et al., 1985) than intermediate 
(3 ‑ 15 m3 m-1 d-1; McLachlan, 1979) or dissipative beaches (0.1 ‑ 7 m3 m-1 d-1; McLachlan, 1989). 
Combining results from field- and laboratory-based experimental studies (e.g., Koop and Griffiths, 
1982; McLachlan et al., 1981; Stenton-Dozey, 1983) and theoretical modelling exercises (McLachlan, 
1982), it is suggested that reflective beaches outperform the other beach morphodynamic types in 
terms of water filtration and nutrient recycling services, the latter of which can be particularly 
substantial if these beaches have a wrack-lined strandline. 
 
 
Figure 1.8. Mean ± SE CO2 efflux rates from various terrestrial and marine communities. The superscript letter a 
refers to the CO2 efflux rates measured by Coupland et al (2007); b and c are from other studies. Figure taken 
from Coupland et al (2007); readers are referred to this paper for full details. 
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Another key ecosystem service provided by sandy beaches is sediment storage in dune cordons 
(Tinley, 1985) and associated buffering functions that protect the hinterland from periods of 
accentuated wave-energy, e.g., large storms (Harris et al., 2011; Lucrezi et al., 2010; Revell et al., 
2011). Erosion and accretion are natural, antagonistic processes that are inherent to sandy beach 
ecosystems (McLachlan and Brown, 2006; Pilkey et al., 2011). In order to maintain an equilibrium, 
however, there needs to be sufficient replenishment of sediment following periods of erosion. This 
highlights the importance of maintaining sediment dynamics in the coastal zone, and not impeding 
the natural flow of sand across the shore (from the beach and dunes to off-shore sand bars, and vice 
versa), and along the shore (longshore transport). Other key sources of sand to beaches include: 
terrigenous supplies from rivers and estuaries (Pilkey et al., 2011); and aeolian supplies through 
mobile active sand dunes, particularly those forming headland bypass systems (La Cock and 
Burkinshaw, 1996; McLachlan and Burns, 1992; McLachlan et al., 1994). If any of these sediment 
pathways are blocked, beaches erode (La Cock and Burkinshaw, 1996; McLachlan and Burns, 1992). 
Depending on the local coastal geomorphology, this can cause either relatively rapid loss of the 
beach if the underlying bed-rock is fairly shallow, or gradual loss of the beach over longer time 
periods. 
 
Sandy beaches also provide important linkages between and among adjacent terrestrial and marine 
systems in terms of nutrients and energy flow through food webs (e.g., Campbell and Bate, 1991; 
Dugan et al., 2003; Dugan et al., 2011; Heymans and McLachlan, 1996; McLachlan, 1990; Schlacher 
and Connolly, 2009). These systems include: the pelagos, nearshore reefs, kelp beds and seagrass 
meadows, surf zones, subtidal benthos, mixed shores, rocky shores, estuaries and rivers, mangroves, 
aquifers and groundwater, dunes, and coastal forests. Exchanges between beaches and adjacent 
systems can be driven by the biota, e.g., shorebirds preying on macrofauna, or exports from wrack 
and carrion (dead animal material) by insects and other animals to terrestrial systems (McLachlan, 
1990; Polis and Hurd, 1996); or by physical processes, e.g., wind-blown exchanges of sediment and 
organics between beaches and dunes, or flow of nutrients via estuaries or groundwater 
hydrodynamics (Cooper and Jackson, 1999; McKenzie et al., 2011; McLachlan, 1990; Ortega Cisneros 
et al., 2011; Pilkey et al., 2011; Schlacher and Connolly, 2009). As much as phytoplankton - 
particularly accumulations of surf-zone diatoms - are an important source of primary productivity 
(Campbell and Bate, 1988), sandy beach ecosystems are generally dependent on allochthonous 
inputs in the form of wrack and carrion (Heck et al., 2008; Ince et al., 2007). 
 
It is important to note that the value of ecosystem goods and services provided by coastal systems is 
significantly greater than that of other ecosystems (Barbier et al., 2011; Costanza et al., 1998). And 
certainly, the goods and services provided by sandy beaches make a key contribution to the overall 
value of the coast; if not directly, then indirectly in supporting roles through functional linkages with 
the adjacent ecosystems. The key point here is that the people relying most heavily on ecosystem 
goods and services for meeting their basic needs are those in developing countries, generally living 
below the poverty line (Millennium Ecosystem Assessment, 2005). Consequently, goals for reducing 
poverty and conserving biodiversity (which in turn confers sustainable delivery of ecosystem 
services) can be met simultaneously. Because coastal ecosystems provide disproportionately greater 
ecosystem goods and services compared to marine or terrestrial systems, securing a sufficient 
amount of each ecosystem for conservation should therefore be a high priority on any political 
agenda.  
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Threats to beaches, a legacy of mismanagement, and the need for a new way forward 
Sandy beaches are at the interface between land and sea, and consequently are exposed to threats 
from both their landward and seaward sides. As a result of their exposure to a multitude of stressors 
and their inherently vulnerable position as narrow, linear ecosystems lining continental margins, 
sandy beaches are said to be among the most threatened ecosystems, worldwide (Defeo et al., 
2009; Schlacher et al., 2007a; Schlacher et al., 2006). The threats to beaches range from low-impact 
stressors, such as recreation, to high-impact stressors, such as diamond and mineral mining (Defeo 
et al., 2009). However, it is broadly recognised that the threat of most concern for sandy shores is 
coastal squeeze: the synergistic interaction between inappropriately-located coastal development 
and sea-level rise. The natural response beaches show during periods of sea-level rise is a gradual 
landward retreat, without any loss or decoupling of ecosystem processes and functioning. But, 
shorelines that are constrained by seawalls and development (industry, housing, amenities and 
transport infrastructure) cannot realign as they naturally would: the beaches are trapped. The result 
is a slow loss of each across-shore zone starting with the back beach and high shore (Dugan et al., 
2008; Fish et al., 2008), until eventually the ecosystem is completely inundated (more than likely also 
resulting in failure of the infrastructure backing the beach). 
 
Defeo et al. (2009) present a comprehensive review of threats to sandy beach ecosystems. However, 
these authors did not discuss the potential interactions among stressors (see Fig. 1.9), probably 
because there is currently insufficient information on this subject for sandy beaches (see Chapter 4). 
Nevertheless, threats such as coastal development are intuitively recognised as having a tremendous 
impact. But what if the disregarded, seemingly low-impact stressors have a cumulative or additive 
effect over time, and interact in synergistic ways (Fig. 1.9; see also Crain et al., 2008; Darling and 
Côte, 2008; Folt et al., 1999)? For example, the impacts from trampling (Lucrezi et al., 2009; Santoro 
et al., 2012; Schlacher and Thompson, 2012), beach driving (Groom et al., 2007; Hosier et al., 1981; 
Melvin et al., 1994; Schlacher and Lucrezi, 2010a; Schlacher and Lucrezi, 2010b; Schlacher et al., 
2008a; Schlacher et al., 2007b; Schlacher et al., 2008c; Sheppard et al., 2009; Van der Merwe and 
Van der Merwe, 1991; Wolcott and Wolcott, 1984), harvesting invertebrates (Brazeiro and Defeo, 
1999; Clark et al., 2002; Defeo, 2003; Defeo, 2011; Defeo and De Alava, 1995; Kyle et al., 1997; 
Schoeman, 1996), and beach grooming and wrack removal (Dugan and Hubbard, 2010; Gilburn, 
2012) might jointly suppress faunal communities below a critical threshold; because these species 
are generally fossorial, the impact may go undetected. Therefore, quantifying the cumulative 
impacts of potential threats - particularly for beaches that have so many stressors acting in concert - 
in a spatial manner must be one of the fundamental components of a sandy beach conservation and 
management strategy (discussed further in Chapters 4 and 5). Failure to do this could see beaches 
slipping into a "tyranny of small decisions" (Kahn, 1966; Odum, 1982).  
 
Odum (1982) describes this "small decision effect" as follows: "A series of small, apparently 
independent decisions are made, often by individuals or small groups of individuals. The end result is 
that a big decision occurs (post hoc) as an accretion of these small decisions: the central question is 
never addressed directly at the higher decision-making levels. Usually, this process does not produce 
an optimal, desired, or preferred solution for society." This very aptly describes the legacy of poor 
coastal zone management, globally. The best example, to my knowledge, is a case study of the  
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Figure 1.9. Impacts from an activity can either interact (a) with multiple events of the same activity, or (b) with 
other activities. The coloured bars represent three theoretical activities that impact beaches: red, blue and 
yellow; the total impact in each case is indicated with a black arrow; and a theoretical ecological threshold is 
plotted as a dashed green line. In (a), there are three events of each activity (e.g., three passes of a vehicle on 
the beach), and the total impact from these is presented in three scenarios: repeat events of the activity have 
(1) no further impact after the first event; (2) a cumulative impact; and (3) an additive impact which is beyond 
the theoretical ecological threshold. In (b), the three different activities are present on the same beach. Here 
the overall impact may (1) partly cancel out; (2) be dominated by the impact from a single activity; (3) be 
additive; or (4) have an impact that worse than the sum of each threat in isolation. Figure modified after 
Halpern et al. (2008). 
 
beaches at Cape St Francis, tucked inside a log-spiral bay on the South African south-east coast, 
which was once supplied with sand by a large headland bypass system (McLachlan and Burns, 1992; 
McLachlan et al., 1994). The following account is paraphrased from La Cock and Burkinshaw (1996). 
 
Previously, access to Cape St Francis (see Fig. 1.10) was limited and development was 
sporadic. Sand was wind-blown across the headland in large mobile dunes (20 m high on the 
western side), which shifted about 15 m east, annually. In 1960, a prestigious marina was 
constructed just south of the Kromme River, at the point where the Oyster Bay-St Francis 
Bay headland bypass dunefield would have entered the river. Construction of roads and 
bridges followed, which were completed by 1979. With better access to the area, the St 
Francis Bay village began to grow southwards along the coast towards Cape St Francis. 
Mobile sand was stabilized with the Australian invasive tree, Acacia cyclops, to prevent 
roads from being inundated with sand, and to allow more residential developments to be 
established. This effectively blocked the dynamic, aeolian transport of sand across the 
headland (Fig. 1.11). 
 
a. 
b. 
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Figure 1.10. Map indicating the location of St Francis Bay in South Africa (insert), and details of the headland 
bypass system between Oyster Bay (west) and St Francis Bay (east), including salient features mentioned in the 
text. Figure taken from La Cock and Burkinshaw (1996). 
 
 
Figure 1.11. A comparison of the Oyster Bay-St Francis Bay headland bypass system in 1960 (from La Cock and 
Burkinshaw, 1996) and 2005 (from Google Earth imagery), showing stabilization of the Oyster Bay, Tysbaai and 
Santareme dunefields, and the extensive coastal development in Cape St Francis and St Francis Bay. Today, the 
beaches south of the Kromme River are severely eroded, and many of the houses are at imminent risk of failure. 
 
In spite of the coastal erosion problems, which are particularly severe in the area immediately south 
of the Kromme River, coastal development is still underway in Francis Bay - and at considerable cost 
to the home owners (pers. obs.). Emergency measures have included dumping rocks onto the beach 
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to prevent the dunes from collapsing, and the houses from failing; the waves lap up against these 
rock walls on the high tide. As said before: "Usually, [the "small decisions effect"] does not produce 
an optimal, desired, or preferred solution for society" (Odum, 1982).  
 
Ironically, many of the management interventions previously applied in the coastal zone were 
thought to be best practice at the time, e.g., dune stabilization (McLachlan and Burns, 1992; 
McLachlan et al., 1994); we now know that those interventions are the worst possible actions to 
take. Although a harsh way to have learnt, our historical mismanagement practices have taught us 
how dunes function (McLachlan et al., 1994; see also Tinley, 1985), and how not to manage the 
dynamic coastal zone; they have also provided insights for guiding best-practice. A new paradigm of 
integrated coastal zone management (ICZM) has been established in the last few decades. It is based 
on principles of working with the dynamic processes associated with the shore, aiming to be 
participatory, and to include all stakeholders in resolving coastal management issues and 
contributing to sustainable utilization of natural coastal resources (e.g., Bower and Turner, 1998; 
Campuzano et al., 2011; Cicin-Sain and Belfiore, 2005; Glavovic, 2006). In addition, several, very 
useful tools have been developed to guide decision-making (e.g., Celliers et al., 2004; McLachlan et 
al., 2012), which go hand-in-hand with the ecosystem-based management and marine spatial 
planning approaches (discussed below). Unfortunately, though, ICZM and related tools tend to focus 
on site-based management, and do not address sandy beach conservation proper at larger, more 
appropriate scales (e.g., at a bioregional level).  
 
Distinction between conservation and management 
In this Thesis, a clear distinction is made between management and conservation. Management 
primarily involves dealing with or controlling human activities in an environmental context, 
particularly where activities overlap and/or have negative impacts on ecosystems. Conservation, on 
the other hand, explicitly concerns protecting natural systems, the species they contain, and the 
processes that maintain their functioning. Notwithstanding this distinction, piece-wise, local-scale 
actions can work, but only if they contribute to a greater, co-ordinated conservation and 
management plan; otherwise each local site could slip into a "tyranny of small decisions" (Odum, 
1982), or perhaps worse, collapse into "the tragedy of the commons" (Hardin, 1968). Consequently, 
some areas need to be set aside deliberately for conservation, either formally in protected areas, or 
informally in biodiversity stewardship programmes or similar, as appropriate. These areas need to be 
selected explicitly to ensure the persistence, in perpetuity, of biodiversity in all its forms.  
 
To overthrow the "tyranny of small decisions", Odum (1982) noted that "… we must have at least a 
few scientists who study whole systems and help us to avoid the consequences of small decisions." 
This Thesis is a response to Odum's call. It seeks to contribute to a new paradigm for sandy beach 
conservation and management that takes a holistic, ecosystem-based approach, and to provide a 
framework to maximize use of sandy shores, whilst still ensuring that the ecosystem persists in 
perpetuity, and continues to provide goods and services. It draws on three existing frameworks for 
conservation and/or management that seem to exist in the literature as discrete entities, or with 
partial overlap, but actually have a number of fundamental, cross-cutting principles (Klein et al., 
2009b; see also Agardy et al., 2011; Halpern et al., 2010). These frameworks are: ecosystem-based 
management; marine spatial planning; and systematic conservation planning. 
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Spatial approaches to conservation and management 
Ecosystem-based management 
In 2005, more than 200 scientists and policy experts from recognised institutions in the United 
States of America signed a consensus statement on marine ecosystem-based management (EBM; 
McLeod et al., 2005). In this statement they defined EBM as: "an integrated approach to 
management that considers the entire ecosystem, including humans. The goal of ecosystem-based 
management is to maintain an ecosystem in a healthy, productive and resilient condition so that it 
can provide the services humans want and need. Ecosystem-based management differs from current 
approaches that usually focus on a single species, sector, activity or concern; it considers the 
cumulative impacts of different sectors." The definition above is adopted in this Thesis. 
 
There are four key attributes of EBM that need to be highlighted (summarized from McLeod and 
Leslie, 2009; and McLeod et al., 2005). First, EBM acknowledges linkages and connections. This 
connectivity can be either within or among ecosystems, and takes into account the relationships 
between both target and non-target features (e.g., a target species in a fishery, and the non-target 
species that the former depends on). Also, it explicitly includes the link between humans and the 
environment, and highlights that EBM must focus on "coupled social-ecological systems", where the 
link between social systems and ecosystems is through ecosystem services (McLeod and Leslie, 
2009). Second, EBM seeks to achieve multiple objectives. These could include ecological, social, 
economic or institutional objectives, additionally acknowledging that these may not be mutually 
exclusive, or may need to be traded off against one another. Third, EBM is place-based, and 
considers cumulative impacts to ecosystems from the myriad of potentially-threatening activities 
affecting them. Fourth, EBM recognises that systems are dynamic (including dynamism in ecological 
systems, and human cultures, economies and institutions), embraces change, and consequently, 
focuses strongly on building ecosystem resilience in order to adapt to and persist through change. 
This necessitates protecting ecosystem structure and function to ensure that key ecological 
processes (which in turn confer services) are maintained.  
 
Marine spatial planning 
Marine spatial planning (MSP) is defined as, "a practical way to create and establish a more rational 
organization of the use of marine space and the interactions between its uses, to balance demands 
for development with the need to protect marine ecosystems, and to achieve social and economic 
objectives in an open and planned way" (DEFRA 2008, cited in Ehler and Douvere, 2009). In other 
words, it is "a public process of analyzing and allocating the spatial and temporal distribution of 
human activities in marine areas to achieve ecological, economic, and social objectives that are 
usually specified through a political process" (Ehler and Douvere, 2009). The key characteristics of 
MSP overlap or align well with those of EBM and ICZM; essentially, MSP is a tool that can be used to 
achieve EBM/ICZM. 
 
In zoning activities in the marine environment, MSP additionally seeks to reduce conflict across 
seascapes. These conflicts could arise between competing users, or they could arise between 
humans and the environment (Grantham et al., 2012; Klein et al., 2009b). Central to this zoning 
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analysis is a spatial, cumulative threat assessment that aims to identify areas under particularly high 
stress, and seeks to alleviate some of the pressure by excluding some of the threats (Halpern et al., 
2008). The benefits of zoning activities are far-reaching, and have shown to mitigate economic losses 
and generate substantial economic gains (White et al., 2012). There is also a strong focus on 
guidelines for governance and integrating MSPs into policy and legislation. Further, it is recognised 
that MSP does not replace single-sector planning, but that there is significant value in taking an 
integrated, multi-sectoral approach (Douvere, 2008; Ehler and Douvere, 2009). 
 
It is important to emphasize, though, that EBM, MSP and ICZM all focus on managing human 
activities in socio-ecological systems rather than managing ecosystems themselves (Ehler and 
Douvere, 2009; McLeod and Leslie, 2009). However, because a key outcome of these strategies is 
sustainable delivery of ecosystem goods (natural-resource use) and services, conservation of the 
biodiversity that underpins these has to be taken into account (Foley et al., 2010), where biodiversity 
here refers to the structure (from genes to landscapes) and processes driving ecological function, at 
multiple spatial and temporal scales. In other words, conservation agencies must be primary 
stakeholders in the EMB/MSP/ICZM process so that conservation goals can be listed among those 
from other sectors (e.g., industry), and priority areas for each can be aligned and traded off in an 
integrated, participatory, transparent, and fair way (Klein et al., 2009b). 
 
Systematic conservation planning 
Systematic conservation planning (SCP) is the tool to identify sites of ecological importance that 
need to be prioritized for biodiversity conservation; a process that is underpinned by the principles 
of representation and complementarity (Margules and Pressey, 2000; Moilanen et al., 2009; see 
Box 1.1 for an illustration). Because it is based on constrained optimisation algorithms, it seeks to 
achieve conservation targets efficiently: computing reserve configurations that require the least 
area, and avoiding competing activities (input as costs) to minimise conflict with other sectors in the 
planning domain (Sarkar et al., 2006). There are two fundamental objectives in SCP: first, reserve 
networks must contain a sufficiently representative collection of biodiversity (at all levels); and 
second, reserve networks must promote long-term persistence of biodiversity by securing key 
ecological processes that maintain ecosystems, and excluding threats (Margules and Pressey, 2000; 
Sarkar et al., 2006). This robust approach far surpasses other previous approaches to reserve 
selection. For example, selecting reserves based on the "hot spot" approach tends to select the most 
species-rich areas that often included redundant suites of species, and biasing against species-poor 
areas that may in fact contain a greater number of rare or unrepresented species (see Box 1.1). 
Alternatively, ad hoc proclamation of reserves is generally confined to remote, unproductive areas, 
comprising suboptimal land for conservation (Pressey, 1994). In both cases, biodiversity is 
insufficiently represented, reserve networks are more expensive in the long term, and the reserves 
likely will not contribute to the persistence of biodiversity in the future (Pressey, 1994). 
 
There are several programmes available for running the automated selection of sites as part of the 
SCP process. I focus here on the Marxan algorithm (Ball et al., 2009) because it is most widely used, 
worldwide (Ball et al., 2009; Watts et al., 2009), and is also used in this Thesis. Marxan stands for 
"marine reserve design using spatially explicit annealing", although it is broadly applied in terrestrial 
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reserve design as well (Ball et al., 2009). The minimum set problem formulation, in its simplest form, 
is defined in Equations 1 - 3 (from Possingham et al., 2009): 
          min  

sN
i
ii xc
1
        (1.1) 
 given the constraints that 
  j
N
i
iji Trx
s

1
 for all features j      (1.2) 
   and   1,0ix    for all sites i       (1.3) 
where sN is the number of sites, i
c is the cost of site i , ijr is the occurrence level of feature j in site 
i , and jT is the target level for each feature j . The Boolean control variable ix  has value 1 for 
selected sites, and value 0 for sites not selected. 
 
The Marxan algorithm aims to select the fewest sites (from all the available sites) to comprise a 
reserve network that must meet the conservation targets for each feature (e.g., select enough sites 
so that 20 % of the extent of a habitat is protected in the reserve network; see Chapter 6 for details), 
and for the least cost. In this case, the cost of selecting any particular site is measured by the degree 
of conflict with other sectors for that site. For example, an easily accessible, highly productive fishing 
ground would have a high cost (because of the interest in the site from the fishing industry), so 
Marxan would try to avoid selecting that site for inclusion in the reserve network, preferentially 
choosing equivalent sites with lower costs to meet the conservation targets for each feature. 
Box 1.1. Fundamental principles of systematic conservation planning 
Consider a landscape (planning domain) with five sites 
(I - V) and eight species (A - H, coloured red to pink), where 
1 denotes species presence at a site, and 0 denotes its 
absence. The scenario is this: two of the five sites may be 
selected as reserves, only which two? The "hot-spot" 
approach would tally species richness per site, and select 
Sites IV and V because they have the comparatively 
highest species richness values (species richness = 6 and 5, 
respectively). However, there is no conservation gain 
(apart from achieving redundancy) by selecting Site V 
because all the species represented there are also found in 
Site IV. Therefore, the total number of species represented 
in this reserve network would be six out of eight; Species A 
and E would not be conserved. In the SCP approach, Site IV 
would also be selected because it has the greatest number 
of species in a single area. But, Site II would be selected as 
the second site, even though it has the lowest species 
richness. This site is selected because it has the highest 
number 
 
number of species that are not already in the reserve network. Therefore, for the same conservation effort 
(two sites as protected areas), the reserve network selected using SCP represents more species, in fact, all 
eight species. This example illustrates the principles of representation and complementarity underpinning 
SCP, and how this approach can be used to design reserve networks most efficiently. Modified after 
Possingham et al. (1993). 
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Similarly in terrestrial planning, land that is zoned for future urban development would have a high 
cost. There are no prescriptions for what the cost layer must be, and it will depend on the objectives, 
constraints and location of the specific project (see Chapter 7). The Marxan output is binary, where 
each available site is coded with a value of 1 if it is selected in the reserve network, or a value of 0 if 
it is not selected. 
 
Marxan is based on the simulated annealing heuristic (see Moilanen and Ball, 2009 for a 
mathematical explanation, and also Ball et al., 2009; Ball and Possingham, 2000; Game and 
Grantham, 2008), and is computed as follows. Initially, a user-defined proportion of available sites is 
selected at random, representing an initial, theoretical reserve network. Sites are then iteratively 
added to and removed from the initial reserve network at random, retaining "good moves" 
(iterations that improve the overall score), and rejecting "bad moves" (iterations that worsen the 
overall score). However, some bad moves are allowed during computation to prevent the algorithm 
from falling into a local minimum early on in the routine (see Fig. 1.12). As the annealing 
temperature decreases (during the course of the routine), fewer and fewer bad moves are allowed, 
until a solution is achieved that cannot be improved (ideally, the global minimum). The algorithm 
runs through this routine a user-defined number of times; and site irreplaceability can be 
determined from the number of times it is selected to be part of the reserve network across all of 
these runs.  
 
 
Figure 1.12. Illustration of how the Marxan score (0 - x; blue line) could change over time (where time is 
measured as the number of iterations in the routine; 0 - n). The Marxan score decreases with every "good 
move", and increases with every "bad move". Early in the routine (when the annealing temperature is high), 
bad moves are accepted to prevent the algorithm from slipping into a local minimum, but fewer of these are 
allowed as the annealing temperature cools (coloured arrow). If the routine duration is long enough (user-
defined number of iterations), then the solution should come close to achieving the global minimum. 
 
The objective function was originally formulated as a simple static problem (Possingham et al., 1993; 
Possingham et al., 2009). Since then, it has expanded as more complex problems were formulated, 
and as the need for dynamic conservation planning emerged (Meir et al., 2004). Reserve design can 
now account for: different aspects of connectivity (Beger et al., 2010a; Beger et al., 2010b; Edwards 
et al., 2010; Kininmonth et al., 2011); zoning of activities (Edwards et al., 2010; Grantham et al., 
2012; Klein et al., 2009b; Watts et al., 2009); vulnerability and uncertainty (Visconti et al., 2010a; 
Wilson et al., 2005); site degradation over time, i.e., dynamic threats, and implications for scheduled 
reserved implementation (Possingham et al., 2009; Visconti et al., 2010b); and the probability that 
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biodiversity features will persist in reserves through time based on current or predicted threats 
(Game et al., 2008; Watts et al., in prep), including vulnerability to global change (McLeod et al., 
2012). Further, reserve design has moved on from simply representing features at a coarse 
resolution (often ecosystems or habitats, umbrella species, or other broad surrogates of biodiversity 
at coarse spatial scales), to including fine-scale biodiversity data (Banks and Skilleter, 2007), fixed 
and flexible processes that maintain biodiversity features (Grantham et al., 2011; Klein et al., 2009a; 
Lombard et al., 2007), and ecosystem services (Chan et al., 2006). Although these are more complex 
reserve-design problems, they are more comprehensive and better represent real-life scenarios. 
Consequently, they result in more robust reserve networks with a greater probability of protecting 
biodiversity in the future; at least in theory (explored further in Chapter 7). 
 
Opportunities for coastal conservation initiatives in South Africa 
A country of rich diversity 
South Africa is a country of rich diversity in terms of its people, landscapes and biota. The abundant 
natural resources have supported and continue to support many cultures, and are particularly 
important in rural communities. Furthermore, the magnificent land- and seascapes, fauna and flora 
attract numerous tourists, worldwide. As a result, South Africa takes great pride in the natural assets 
(including 20 Ramsar and 8 World Heritage Sites) contained in its borders, and (generally) has a 
strong ethos of conservation and biodiversity stewardship, which is reflected in the national 
legislation. The following section relies strongly on Cadman et al. (2010), which comprehensively 
outlines the biodiversity conservation and management strategy in South Africa. 
 
Key legislation and policy tools for biodiversity conservation and management 
The rise of democracy in 1994 brought with it a complete reform of the national legislation. First and 
foremost, the importance of biodiversity and of conservation was reflected in Constitution of South 
Africa (No. 108 of 1996; Section 24): 
 "Everyone has the right- 
(a) to an environment that is not harmful to their health or well-being; and 
(b) to have the environment protected, for the benefit of present and future generations, 
through reasonable legislative and other measures that - 
(i) prevent pollution and ecological degradation; 
(ii) promote conservation; and 
(iii) secure ecologically sustainable development and use of natural resources while 
promoting justifiable economic and social development" 
South Africa then ratified the Convention on Biological Diversity (CBD) in 1997, and began 
mainstreaming biodiversity conservation into the national legislation. The following year, the Marine 
Living Resources Act (MLRA No. 18 of 1998) and National Environmental Management Act (NEMA, 
No 107 of 1998) were promulgated. Since then, several other Regulations and Acts have been 
promulgated under NEMA, including (among others): Government notice 1399, 21 December 2001: 
Regulations in terms of NEMA: Vehicles in the coastal zone; the Protected Areas Act (No. 57 of 
2003); Biodiversity Act (No. 10 of 2004); Integrated Coastal Management Act (No. 24 of 2008); and 
most recently, a Green Paper on the National Environmental Management of the Ocean (NEMO), 
which is currently out for comment (General Notice No. 828 of 2012). (Note that the Integrated 
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Coastal Management Act (ICMA) is of particular relevance to the current research, but will rather be 
discussed in more detail at the end of the Thesis.) 
 
In addition to the legislation, there are four key policy tools that guide biodiversity conservation, 
three of which fall under the Biodiversity Act, and one under the Protected Areas Act (see Fig. 1.13). 
As a signatory state to the CBD, South Africa is required to produce a National Biodiversity Strategy 
and Action Plan (NBSAP; DEAT, 2005) that provides the long-term framework for biodiversity 
conservation and the equitable sharing of arising benefits. Associated with this is a National Spatial 
Biodiversity Assessment (Driver et al., 2004; Driver et al., 2012), revised every five years, that 
provides spatial priorities for biodiversity conservation action. These two jointly inform the National 
Biodiversity Framework (NBF; NEMA: Biodiversity Act (No. 10 of 2004): Government Notice No. 813, 
2009: National Biodiversity Framework) also revised every five years, which in turn informs other 
policies that are both within and outside of the biodiversity sector, including policies relating to 
poverty alleviation in rural areas and sustainable development. Importantly, the NBF prioritizes 
actions that are most urgent, and where they will have the greatest returns for biodiversity 
conservation. South Africa is unique in that it gives its NBSAP legal status through the NBF (Cadman 
et al., 2010). Under the Protected Areas Act there is the National Protected Areas Expansion Strategy 
(NPAES; Government of South Africa, 2010), which documents the amount of land and sea 
additionally required in the existing protected-area network to meet the CBD targets, and identifies 
the areas that are most appropriate for this expansion. In short, under NEMA, the Protected Areas 
Act and NPAES inform biodiversity conservation and management inside protected areas, and the 
Biodiversity Act and associated policies guide biodiversity conservation and management outside of 
protected areas. 
 
 
Figure 1.13. Hierarchical structure of and relationships among the key legislation and policies guiding 
biodiversity conservation management in South Africa, both within and outside of protected areas, and how 
these policies inform other policies from other sectors. Refer to text for abbreviations. Figure adapted from 
Cadman et al. (2011). 
 
Application of systematic conservation planning in South Africa 
Biodiversity conservation and management in South Africa is rooted in systematic conservation 
planning (see Balmford, 2003). However, the South African frameworks and policy documents rather 
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refer to systematic biodiversity planning. This is deliberate in attempt to move away from the 
associations of biodiversity conservation being restricted to actions inside formal protected areas, 
and replacing them with associations of an integrated strategy that also includes changes in resource 
use (Government of South Africa, 2010). Whilst acknowledging, aligning with, and supporting this 
paradigm shift, this Thesis still refers to "systematic conservation planning" because SCP is referred 
to in terms of its role as a tool in designing a conservation and management strategy, rather than 
being the strategy itself.  
 
The Biodiversity Act calls for Provincial Biodiversity Plans to be formulated (e.g., for the Eastern 
Cape). These plans identify critical biodiversity areas (CBAs) and ecological support areas (ESAs) 
which, respectively, are the minimum areas required to meet biodiversity targets (discussed further 
in Chapter 6), and areas that support ecosystem processes and function, and deliver services 
(Cadman et al., 2010). What is of significance here is that spatial prioritization of CBAs and ESAs 
across the landscape is required to be determined by SCP. These plans are usually informed by 
spatial data derived in the National Spatial Biodiversity Assessments (including, for example, 
freshwater ecosystem priority areas: FEPAs (Nel et al., 2009) and priority estuaries (Turpie et al., 
2012; Van Niekerk and Turpie, 2012) contained within the respective provincial boundaries), and 
vice versa, ensuring the messaging by the biodiversity sector on spatial priorities for conservation is 
aligned. The focus areas in the NPAES are also incorporated, again to align spatial priorities. Once 
compiled, these Provincial Biodiversity Plans are split at the district-municipality level (e.g., Nelson 
Mandela Bay Municipality) to form Bioregional Plans, which, once Gazetted, are known as 
Biodiversity Sector Plans. These tend to be finer-scale plans with better-resolution data than the 
Provincial Biodiversity Plans, and have an important influence in land-use planning. This is 
particularly in relation to the Integrated Development Plans and Spatial Development Frameworks 
for each district municipality, as well as environmental management tools and assessments, which 
can affect decision-making at a site level (Cadman et al., 2010). Although it has taken some time, a 
significant milestone was reached at the National Biodiversity Planning Forum 2012, where it was 
noted that by the end of that meeting, all nine provinces had presented their Provincial Biodiversity 
Plans in one form or another. 
 
The process described above relates primarily to terrestrial planning. In the marine realm, however, 
there are no governance boundaries in the territorial waters (i.e., the exclusive economic zone; EEZ), 
so the biodiversity conservation planning process is different. The Offshore Marine Protected Area 
(OMPA) project has been running for several years, and recently has identified a network of ten 
priority areas that "aims to represent offshore biodiversity, protect vulnerable marine ecosystems, 
contribute to fisheries sustainability, support the management of bycatch, and provide for research 
and monitoring" (Sink et al., 2011). In addition to those for the mainland EEZ, priority areas have also 
been identified for the Prince Edward Islands EEZ in the Southern Ocean, which also falls under 
South Africa's jurisdiction (Lombard et al., 2007). Although only 0.4 % of the South African mainland 
EEZ and 0 % of the Prince Edward Islands EEZ is currently formally conserved in marine protected 
areas (MPAs; Government of South Africa, 2010), South Africa now stands in a strong position to 
implement reserve networks that have been scientifically determined, that will contribute to 
conserving biodiversity, promoting sustainable use of natural resources, and achieving both the 
NPAES and CBD targets. 
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What, then, of the coast? Being on the outskirts of both the terrestrial and marine planning domains 
means that the coastal ecosystems can potentially "slip through the net". Notwithstanding this, 
coastal protection in South Africa initially looks good: 23.17 % of the shoreline length is formally 
conserved in MPAs, of which, just less than half is no take, i.e., resource extraction is prohibited (Sink 
et al., 2012). This exceeds the CBD target of 17 % of coastal and marine systems by 2020. However, 
proclamation of reserves has tended to be opportunistic or for resource-management purposes. 
Because there has been no national plan guiding the placement or configuration of coastal MPAs to 
date, criteria such as representation and connectivity have been poorly accounted for. For example, 
there are no MPAs in the Namaqua bioregion on the west coast of South Africa, compared to 100 % 
protection of the Delagoa bioregion on the east coast, which includes more than 20 % of the 
bioregional shoreline length designated as no take (Lombard et al., 2004). From a sandy beach 
perspective, the lack of a coast-specific biodiversity conservation plan is of particular concern. Like 
other intertidal systems, their representation in MPA networks is calculated based on the length of 
sandy beach habitat in a protected area (see Sink et al., 2012). However, by definition (in South 
Africa), MPAs extend only as far inland as the high water mark, meaning that the supralittoral zone 
behind an MPA theoretically could be completely urbanized. As was demonstrated above, beaches 
cannot be separated from the supralittoral if the ecosystem is to be conserved, and consequently, an 
MPA with a transformed supralittoral zone would offer very little conservation protection to the 
beach. Consequently, in spite of seemingly being sufficiently protected, the reality is that beaches 
could end up being under-represented in MPA networks unless these conservation areas are 
designed properly, with the unique attributes of beach ecosystems explicitly taken into account. 
There is therefore strong motivation to have a dedicated coastal conservation plan, and legal 
instruments supporting implementation and enforcement. 
 
Thesis outline 
After this introduction to the fundamental paradigms addressed in the Thesis (Chapter 1), the 
research content is divided into three parts, comprising two chapters each (Fig. 1.14). In Part 1 the 
patterns and processes associated with the South African sandy shores are mapped using a variety 
of traditional and novel techniques, and spatial trends are analyzed and quantified. More 
specifically, Chapter 2 provides a new solution to the challenge of mapping sandy beach habitats at a 
national scale with limited resources. Chapter 3 quantifies the spatial patterns of diversity and 
endemism of sandy beach biota (vertebrates, macrofauna, microflora and dune plants) around the 
South African shoreline, showcasing the first national maps of beach diversity generated using niche 
modeling techniques. Part 2 of this Thesis comprises two chapters that consider cumulative threats 
to sandy beach ecosystems. The first of these, Chapter 4, tailors an existing methodology to be 
applicable to sandy beach ecosystems specifically. The second, Chapter 5, applies this methodology 
to generate a map of cumulative threats to beaches in South Africa, testing whether or not coastal 
development truly is the biggest threat to sandy shores. The final section, Part 3, focuses on SCP. 
Chapter 6 reviews the target-setting process, proposes a framework for completing this exercise for 
sandy beaches, including which features need to be accounted for when setting targets, and 
recommended methods for different scenarios of data availability. Chapter 7 is the SCP. Also in this 
chapter, one of the recent extensions of the Marxan algorithm (Marxan with threat probabilities) is 
tested to determine what the trade-offs are of including threats during reserve design. A final 
discussion chapter, Chapter 8, is presented in conclusion and as the crux of the Thesis, proposing 
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ecosystem-based spatial conservation planning as the ideal way to approach sandy beach 
conservation and management in the future.  
 
 
 
 
 
 
 
Figure 1.14. The outline and structure of this Thesis, comprising an introduction, six content chapters presented 
in three parts, and a discussion. 
 
As technical notes, each chapter is written as a stand-alone paper, formatted for Estuarine, Coastal 
and Shelf Science. Also, some of this research has been published (peer-reviewed article), is in press 
(book chapter), or has formed part of unpublished technical or contract reports, either as whole 
chapters or part thereof. Where relevant, this is indicated at the start of the chapter. 
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Mapping beach morphodynamics remotely: novel application to the 
South African sandy shores 
 
Abstract 
Sandy beaches have been identified as threatened ecosystems. Yet in spite of the need to conserve 
them, beaches have been generally overlooked. Systematic conservation planning (SCP) has 
emerged as an efficient method of selecting areas for conservation priority. However, SCP analyses 
require digital shapefiles of habitat and species diversity. Mapping these attributes for beaches from 
field data can take years, and requires exhaustive resources. This study thus sought to derive a 
methodology to classify and map beach morphodynamic types from satellite imagery. Since beach 
morphodynamics is a strong predictor of macrofauna diversity, they could be considered a good 
surrogate for mapping beach biodiversity. A dataset was generated for 45 microtidal beaches (of 
known morphodynamic type) by measuring or coding for several physical characteristics from 
imagery acquired from Google Earth. Conditional inference trees revealed beach width to be the 
only factor that significantly predicted beach morphodynamic type, giving four categories: 
dissipative; dissipative-intermediate; intermediate; and reflective. The derived model was tested by 
using it to predict the morphodynamic type of 28 other beaches of known classification. Model 
performance was good (75 % prediction accuracy), but misclassifications occurred at the three 
breaks between the four categories. For beaches around these breaks, consideration of surf zone 
characteristics in addition to beach width ameliorated the misclassifications. The final methodology 
yielded a 93 % prediction accuracy of beach morphodynamic type. Overlaying other considerations 
on this classification scheme could provide additional value to the layer, such that it also describes 
species’ spatial patterns. These could include: biogeographic regions; estuarine-backed versus 
ocean-exposed beaches; and short versus long beaches. The classification scheme was applied to the 
South African shoreline as a case study. The distribution of the beach morphodynamic types was 
partly influenced by geography. The majority of the long, dissipative beaches are found along the 
west coast of the country, the south coast beaches are mostly dissipative-intermediate, and the east 
coast beaches range from short, estuarine pocket and embayed beaches in the former Transkei 
(south east), to longer intermediate and reflective beaches in KwaZulu-Natal (in the north-east). 
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Once combined with the three biogeographic regions, and distinguishing between estuarine and 
sandy shores, the South African coast comprised 24 different beach types. Representing shorelines 
in this form opens up potential for numerous spatial analyses that can not only further our 
understanding of sandy beach ecology at large spatial scales, but also aid in deriving conservation 
strategies for this threatened ecosystem. 
 
Introduction 
Sandy beaches have been identified as threatened ecosystems (Brown and McLachlan, 2002; Defeo 
et al., 2009), particularly in the face of global climate change (Schlacher et al., 2006; Schlacher et al., 
2008). This is largely a synergistic consequence of being a system with a low public and scientific 
profile (Dugan et al., 2010), multiple sources of stress, and historically poor management. Yet in 
spite of their threatened status, sandy beaches have very little representation in marine 
conservation initiatives (Defeo et al., 2009). This is cause for concern because there is a unique suite 
of biota associated with sandy beaches that, by implication, is not included in conservation plans 
(Schlacher et al., 2007). Furthermore, beaches provide a myriad of ecosystem goods (Martínez et al., 
2007) and services (Defeo et al., 2009) that support both natural processes and human use of coastal 
systems, often with direct, lucrative economic benefits (e.g., from tourism, Coombes et al., 2009; 
Davenport and Davenport, 2006). However, many of these goods and services are similarly under 
threat (Defeo et al., 2009) and not formally protected. Thus, improving the conservation status of 
beaches is not only warranted, but arguably, urgent.  
 
Systematic conservation planning (SCP, Margules and Pressey, 2000) has become well-established as 
an effective and efficient tool to design reserve networks that maximize the efficacy of conservation 
efforts. The process requires a geographic information system (GIS), and conservation planning 
software (e.g., Marxan; Ball et al., 2009; Leslie et al., 2003; Watts, et al., 2009) that runs algorithms 
to find solutions to the reserve design problem. The selected planning units comprising the reserve 
network need to meet user-defined conservation targets, e.g., they need to be sufficiently 
representative of the local biodiversity, whilst minimising the cost associated with selecting those 
sites. Each planning unit is assigned an irreplaceability score by the SCP algorithms, based on its 
percentage selection frequency. Areas are then prioritized for protection based on these scores. 
Thus, any area subjected to SCP needs to be spatially represented in digital form, with GIS shapefiles 
of biodiversity, among other descriptors.  
 
The problem in the marine environment, however, is that there is a paucity of the type of 
biodiversity data required to generate these shapefiles (Gladstone and Alexander, 2005; Thompson 
et al., 2002). Planners are thus forced to use surrogate measures of diversity, of which habitat type is 
often the default proxy. However, the coarse scales at which this is done, e.g., using bioregions or 
broad ecosystem types such as “sandy beach” or “rocky shore”, is not at a fine enough resolution to 
capture the true variation in species distributions. The risk, then, is that certain biota or assemblages 
will not be represented/reflected in the reserve network. Conversely, the inclusion of fine-scale 
habitat data will improve the likelihood that the selected sites will achieve conservation targets, as 
has been shown for rocky shores (Banks and Skilleter, 2007). Thus, if habitat type is an appropriate 
surrogate for biodiversity in the planning area, it needs to be mapped at a scale that is fine enough 
to be effective in the reserve design process, and ultimately, in conservation. 
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Since sandy beaches have such a low public and scientific profile as ecosystems (Dugan et al., 2010), 
it is hardly surprising that there are too few biodiversity data to generate a GIS layer that could be 
used in SCP. However, beach ecological theory teaches that habitat type, comprising a continuum of 
morphodynamic states (Short 2006; Wright and Short, 1984), is a particularly good predictor of 
macrofaunal diversity (e.g., Defeo and McLachlan, 2005; McLachlan and Dorvlo, 2005), as per the 
swash exclusion hypothesis (McLachlan et al., 1993). Furthermore, beaches are understood to be far 
more physically controlled than they are biologically controlled, sensu the autecological hypothesis 
(McLachlan et al., 1993; Noy-Meir, 1979). Thus, mapping beaches according to morphodynamic 
types should make an excellent surrogate for a GIS biodiversity layer. 
 
Dissipative and reflective beaches mark the two extremes of this morphodynamic continuum, with a 
series of intermediate types in between (Short 2006; Wright and Short, 1984). Dissipative beaches 
have a flat and wide fine-sand littoral component, with multiple lines of breakers that dissipate the 
majority of their wave energy in the very wide surf zone. Reflective beaches, in contrast, are narrow 
and steeply sloped, comprising usually coarser sand. They have a limited surf zone with waves 
surging directly onto the shore. The intermediate forms are defined by the presence (or absence), 
nature and form of sand bars and rip currents in the surf (Short, 2006). As beach conditions tend 
towards the dissipative end of the morphodynamic spectrum, species richness and abundance of 
macrofauna increases (McLachlan and Dorvlo, 2005).  
 
In contrast to terrestrial ecosystems where land-cover data are usually very good, marine and 
coastal systems are generally poorly mapped. Some efforts have gone into shoreline classification 
and mapping (e.g., Banks and Skilleter, 2002; Howes, 2001), but beach habitat diversity still tends to 
be coded at a very coarse scale. As an extreme example, the most recent South African National 
Biodiversity Assessment (Lombard et al., 2004) coded beaches simply as “sand”. The Australian 
coastline, in stark contrast, has been mapped in detail according to morphodynamic type (Short, 
2006). There are no other examples in the primary literature (that we are aware of) where beach 
morphodynamic types have been mapped at a national scale. As described above, if habitat type is 
to be used as a surrogate for biodiversity, the data should be collected at spatial scales reflecting the 
processes that control biodiversity if they are to contribute effectively to the achievement of species 
conservation goals. In short, without more comprehensive shapefiles of habitat type (and/or 
biodiversity), beaches cannot be subjected to SCP. 
 
Mapping sandy shores at a national scale in the field, however, can be an enormous task. The 
classification of only the physical habitats in Australia, for example, was a 14-year project. This 
entailed analysis of multiple sets of aerial imagery, and visits to each beach site – including boat-
access to areas that were otherwise inaccessible (Short, 2006). Large-scale studies on intertidal 
systems take so long partly because a major constraint to intertidal programmes is the time available 
for field work. The entire intertidal zone is exposed only for a few hours fortnightly on the spring 
tide. Given: the limited number of hours available for work; the extent of national coastlines (often 
with limited accessibility to some areas); the amount of sampling that is required to accurately 
estimate simple statistics such as species richness and abundance (Schoeman et al., 2003, 2008; 
Schlacher et al., 2008); and the resources required for the extensive field work, a desktop approach 
to mapping beaches at a national scale, at least as a first step, would make this task easier, and far 
more efficient and cost effective. 
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Remote mapping would require a suite of beach characteristics, easily measured or coded-for from 
aerial imagery, which are definitive of the respective beach morphodynamic types. However, all of 
the available indices that describe beach morphodynamics conventionally require input variables 
such as sand grain size that are impossible features to map without field data. A novel approach is 
therefore required. 
 
The aims of this paper are firstly to establish a methodology whereby sandy beach habitat types can 
be mapped remotely, from Google Earth or other satellite imagery sources, and secondly to apply 
this classification scheme to the South African sandy shores. The objectives are: to indentify physical 
attributes of beaches that are appropriate to use in remote mapping; to group these attributes 
statistically into a classification scheme, and verify the model using ground-truthed data; to include 
biological spatial patterns and other biota-related considerations relevant for habitat mapping, such 
that the final map reflects sandy beach biodiversity; and finally to digitize a shapefile of the South 
African sandy beaches, following the derived classification scheme, that can subsequently be used in 
GIS-based analyses such as SCP. 
 
Methodology 
Deriving a classification scheme 
Candidate input variables: characteristics of beach morphodynamic types 
Habitat characteristics that are good candidates for inclusion in a desktop-based beach classification 
scheme need to be both distinct per each beach type and easily identifiable from aerial or satellite 
imagery. Based on the current paradigm of sandy beach morphodynamics, the following features 
were considered (see Fig. 2.1). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.1. A comparison between the features of a dissipative beach and a reflective beach from SPOT5 aerial 
imagery, showing that dissipative beaches are wider, with a wider surf zone comprising more waves and bores 
compared to reflective beaches. The unclear position of the effluent line is also indicated. 
 
Dissipative Beach Reflective Beach 
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1. Surf zone width – a variable that should represent a continuum, narrowing as beaches become 
more reflective. This was measured as the distance between the average landward position of 
the swash edge in the image, and the seaward-edge of the white water from the outermost 
breaker at the backline.  
2. Exposure – simply considering surf zone width was insufficient, because surf zone width also 
depended on the exposure of the beach. An exposure rating was therefore developed, where 
beaches were first coded in a binary fashion: bays = 1; open ocean beaches = 0. Bays were 
defined as a segment of the shoreline from the tip of a rocky headland up until the prevailing 
swell intersected the coast directly. Beaches were then coded on a second scale: 
0 = completely sheltered (e.g., blocked by a rocky reef or breakwater) 
1 = sheltered 
2 = semi-exposed, more sheltered than exposed 
3 = semi-exposed, more exposed than sheltered 
4 = fully exposed 
Exposures could also be assigned in halves (i.e., a beach that was almost completely sheltered 
could score 0.5, or a beach that was semi-exposed and neither more sheltered nor more 
exposed would score 2.5). We recognise that this is a fairly subjective estimate of exposure. 
However, the idea was to test this attribute relatively coarsely first, with the intention of refining 
it should it be selected by the model. 
3. Number of waves and bores in the surf zone – an alternative method of including surf 
characteristics, while taking exposure into account. Further, the number of waves and bores 
combined with surf zone width would give some measure of wave/swash period. 
4. Surf zone type – based on the six characteristic types from Short (2006), coded from 1 to 6 as 
conditions scale from reflective to dissipative. These types took into account the presence of 
offshore sand bars, and rips, visible as patterns in the surf zone. 
5. Beach width – wider beaches are more dissipative; narrower beaches tend to be more 
reflective. It is acknowledged that not all the imagery was taken at spring low tide, and that 
there are currently no official shapefiles of the national high or low water marks. The best 
estimate of intertidal beach width was thus the distance between the portion of the beach site 
with the lowest position of the swash, and the estimated driftline. The latter was invariably 
visible along the coastline, often as a line of washed-up debris presumably along the high water 
mark. 
6. Beach slope – estimated using a proxy of the distance between the position of the swash edge 
and the effluent line (i.e., the width of the saturation zone). Although this seems like an 
obviously useful measure, this feature had to be abandoned in the analysis, because the effluent 
line could not always be easily distinguished on the satellite imagery. 
 
Even though these physical characteristics are highly variable over time and will not always be 
representative of modal conditions, the aim is to derive a model that is generally applicable and is 
therefore insensitive to such variability. This is particularly important because not all available 
satellite or aerial images have metadata, such as date and time of image capture, from which the 
state of the tide or prevailing weather conditions could be determined. The dataset used to derive 
the classification model thus comprised a large and representative sample of beaches from around 
the South African coastline, which would include variation in these coding and measurement errors 
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a. 
 
b. 
 
c. 
 
that would be typical of an aerial or satellite imagery dataset. The model was derived and 
implemented (the case study) using only Google Earth to maintain as much consistency as possible. 
 
In comparison to the physical features used in the indices of beach morphodynamics (below), the 
only features that are not considered specifically are wave height and sand grain size (sediment fall 
velocity (in cm s-1) is a direct function of sand grain size and hence an alternative measure of the 
same variable (Gibbs et al., 1971)). The beach morphodynamic indices are represented by the 
following formulae: dimensionless fall velocity (Ω; Gourlay, 1968), which measures the ability of 
waves to move sand (Wright and Short, 1984); the beach state index (BSI), which measures the 
ability of waves and tides to move sand (Defeo and McLachlan, 2005); the beach index (BI), which 
allows beaches of different widths to be compared (McLachlan and Dorvlo, 2005); the beach deposit 
index (BDI), which measures the slope and sand properties of a beach (Soares, 2003).  
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Where: bH = wave height (cm); sW  = sediment fall velocity (cm s
 -1); wT
 
= wave period (s); TR  = tide 
range (m); zM  = sand grain size (mm; φ +1 for BI, to avoid negative values); S
 
= average intertidal 
slope; a  = 1.03125 mm and is the median grain size of the sediment classification scheme (see also 
Appendix 1) 
 
In our opinion, excluding wave height and sand grain size does not weaken the classification. 
Consider that on any day there are a number of factors that could influence the size of waves. By 
implication, snapshot readings of wave height are a weakness in those formulations dependent on 
that value. With this in mind, we considered it an acceptable omission in this study. Sand grain size is 
a far more stable, important driver of sandy beach morphodynamic types, but this is not applicable 
for inclusion in the classification model because it cannot be measured or observed from aerial 
images. Sand grain size is known to be significantly correlated with beach slope (Fig. 2.2a: 
r = -0.6381, p < 0.01, n = 174; see also Bascom, 1951; McLachlan and Dorvlo, 2005; McLachlan and 
Brown, 2006), but slope is also not a feasible feature to measure from two-dimensional imagery. 
However, both slope (Fig. 2.2b: r = 0.7533, p < 0.01, n = 187) and sand grain size (Fig. 2.2c: 
r = -0.4869, p < 0.001, n = 195) are significantly correlated with beach width, which can be measured 
off an aerial image. Although these correlations are weak, they show that our selected proxies 
reflect at least some aspects of these two variables that could not be included in the classification 
routine. 
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Figure 2.2. Significant correlations between (a) sand 
grain size (μm) and beach slope; (b) sand grain size 
(μm) and intertidal width (m), and (c) beach slope 
and beach intertidal width (m). (Data used in this 
analysis are taken from our collated database of 
previously sampled beaches in southern Africa.) 
 
 
 
 
 
Statistical application: conditional inference trees 
There are a number of statistical applications in studies of ecology that can be used to define 
meaningful categories or groups from a single dataset comprising multiple input variables. Of these, 
we selected conditional inference trees, a type of non-parametric regression tree. We made this 
selection because input variables can comprise all kinds of data (nominal, ordinal, numeric, censored 
and multivariate), and do not have to satisfy any assumptions of normality or homoscedacity 
(Hothorn et al., 2006, 2007, 2009; Olden et al., 2008). Furthermore, conditional inference trees are 
extremely flexible in identifying statistically significant patterns (both linear and non-linear) from 
potentially confounded or interacting predictor variables because they classify samples (beaches) 
according to a hierarchical set of quantitative criteria using pragmatic selections from all available 
input variables (Venables and Ripley; 2002, Zuur et al., 2007). This has the additional benefit that 
samples (beaches) can be explicitly classified on the basis of quantitative, statistically significant 
metrics.  
 
The underlying analysis relies on recursive binary partitioning to estimate regression relationships by 
assessing groups of data (nodes) for independence between input variables and the response 
(Hothorn et al., 2009). Where input variables (single or multiple) are associated with the response, 
the response variable is split (partitioned) at a specific value of the most significantly associated 
predictor (as indicated by p-values) in a binary fashion to produce two child nodes (classes of the 
response variable). This process is repeated recursively for each node until it can no longer be split 
into groups that differ significantly. This is then defined as a terminal node, or a leaf of the tree. 
Predefining the stopping criterion (e.g., only allowing splits where p < 0.05, or defining a minimum 
number of samples in a node) can avoid having to prune the tree at a later stage by preventing 
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overfitting of the data (Hothorn et al., 2009). Bonferroni-adjusted p-values at  = 0.05 were used in 
this study to control tree growth, thus accounting for biases that may be introduced by multiple 
hypothesis tests. 
 
Statistical analysis: classification scheme derivation 
A dataset of 45 beaches of known beach morphodynamic types (based on field-sampling) from 
around southern Africa was constructed, including nine dissipative beaches, nine dissipative-
intermediate beaches, eight intermediate beaches, nine reflective-intermediate beaches and ten 
reflective beaches (Fig. 2.3). The intermediate beaches were split into three categories to capture 
some resolution in the beach morphodynamics continuum. For each of these sites, the features 
described above were measured or coded-for from Google Earth imagery. A conditional inference 
tree was constructed from this dataset in R version 2.8.0 (R Development Core Team, 2008), using 
the ctree function in the party (Hothorn et al., 2006) package. 
 
 
Figure 2.3. A map of southern Africa, showing the location and morphodynamic type of the sandy beaches used 
to derive the habitat classification scheme. Beaches used in each category cited west to east. Dissipative: 
Elizabeth Bay, Grossebucht, Silwerstroomstrand, Paternoster, Yzerfontein, Melkbos, Strandfontein, Strand, 
Msikhaba; Dissipative-intermediate: Mossel Bay, Oyster Bay, Maitlands, Sardinia Bay, Kings Beach, Sundays, 
Wavecrest, Hole in the wall, Central Rocktail Bay; Intermediate: Huisklip, Marie's Cottage, Southbroom, Battery 
Beach, Richards Bay, St Lucia, Beacon 3 at Bhanga Nek, Beacon 12 at Bhanga Nek; Reflective-intermediate: 
Milnerton, Annerley, Doonside, Amanzimtoti South, Isipingo, Garvies, La Lucia South, Mtunzini, Black Rock 
North; Reflective: Port Shepstone, Umdloti, Blythedale, La Lucia, Southern Rocktail Bay, Northern Rocktail Bay, 
Southern Black Rock, Northern Black Rock, Castle Rock, Beacon 0 - 1 at Bhanga Nek. 
 
Other biota-related implications to include in the South African classification scheme 
Sandy beach biogeography 
A previous assessment of South African coastal biogeography concluded with a five-region scheme 
(Lombard et al., 2004). This was derived from rocky shore data and was simply assumed also to 
apply to other coastal ecosystems, and has since been generally accepted in South African marine 
ecology (Griffiths et al., 2010). However, there is strong evidence to suggest that the sandy beaches 
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comprise only three bioregions. This is based on assessments of South African intertidal macrofauna 
(McLachlan et al., 1981), shorebird communities (Hockey et al., 1983) and, although their 
distribution extends beyond the surf zone to the continental shelf, coastal fish (Turpie et al., 2000). 
These three bioregions include a cool-temperate west coast, a warm-temperate south coast and a 
subtropical east coast. The boundaries between these bioregions are difficult to define because they 
are transition zones rather than discrete breaks, and often the spatial distribution of sampling sites 
underpinning the biogeographic studies does not facilitate the precise location of the change-over. 
Nevertheless, Cape Point is recognised as the break between the cool- and warm-temperate 
bioregions (Lombard et al., 2004; McLachlan et al., 1981). The break between the warm-temperate 
and subtropical bioregions appears to be associated with a much longer transition zone compared to 
that at Cape Point, with the likely extent of this comprising the full length of Transkei coast (see 
Fig. 2.8). McLachlan et al. (1981) suggested that Port St Johns is the northern boundary of the 
transition zone for beach macrofauna, and that the greatest changeover is at Cebe. However, trends 
in surf zone phytoplankton communities indicate that Port St Johns should be included in the warm-
temperate bioregion (E. Campbell, pers. comm.). Without current empirical evidence to define (and 
defend) the extent of these transition zones for beaches, Cape Point and Port St Johns were used to 
define discrete bioregional boundaries in the GIS beach habitat layer. 
 
Beach length 
Previous studies have indicated a potential relationship between macrofauna community structure 
and beach length, although results have never been conclusive (Brazeiro, 1999; Deidun and 
Schembri, 2008; Short, 1996). The lengths of 125 previously sampled South African beaches were 
measured in ArcGIS 9.3 from a GIS layer of coast type (sand, mixed shores and rock) that was 
generated and used in this study. There was no significant correlation between either macrofauna 
species richness (r = -0.0002, p = 0.999, n = 125) or macrofauna density (r = -0.0187, p = 0.836, 
n = 125) with beach length (Fig. 2.4). Previous research has indicated that once beaches become 
shorter than 2 km, there is a change in surf-zone circulation to cellular circulation (Short, 1996). In 
this case, “longshore flow dominates within the embayment, with strong seaward-flowing 
topographic rips occurring at one or both ends of the embayment” (McLachlan and Brown, 2006). An 
 
Figure 2.4. There is no correlation between beach length (km) and either (a) macrofauna species richness or (b) 
macrofauna density (no. m
-2
); n = 125. 
 
a. b. 
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independent study showed that, taking morphodynamics into account, macrofauna species richness 
decreases once beaches become shorter than 2 km (Brazeiro, 1999). Analysis of the beaches less 
than 2 km long in our database did not support this finding, and neither species richness (r = 0.0773, 
p = 0.659, n = 35) nor macrofaunal density (r = -0.0300, p = 0.864, n = 35) was significantly correlated 
to beach length. How beach length is defined when interspersed with patches of mixed shores as 
opposed to more obvious boundaries such as rocky headlands, however, is debatable. Given the 
current lack of evidence, beach length was disregarded as a factor.  
 
Estuarine beaches  
There are differences in macrofaunal communities with increasing distance from estuaries (Lercari 
and Defeo, 2006; Ortega-Cisneros, 2009; Ortega-Cisneros et al., 2011; Schoeman and Richardson, 
2002). This is largely attributed to salinity changes, with lower salinities around the mouths of 
estuaries, and varying tolerances of macrofauna to this. Furthermore, for temporarily open-closed 
estuaries, the sandy beach in front of the mouth is not stable (or rather, less stable than already 
dynamic sandy beaches). This area experiences periodic scouring of the sand as the estuary 
breaches, flooding of the beach face, and thus rapid changes in the localised salinity, all with 
implications for beach biota. For this reason, distinguishing between estuarine and purely sandy 
beaches was considered necessary. Beaches were coded such that, if the estuary had to flood, the 
portion of sandy beach that would be flooded was recorded as estuarine. 
 
Results 
Classification Model 
The predictive classification tree (with only significant partitioning) was based solely on beach width 
(Fig. 2.5). None of the other input variables were stronger, more significant predictors of beach 
morphodynamic type. However, the model could not distinguish between intermediate and 
reflective-intermediate beaches because there was no significant split between these two states (for 
microtidal beaches in South Africa). This forced the merging of these categories into a single 
“intermediate beach type” category. When the tree was reconstructed after this merger, it made no 
difference to the tree structure or cut-off values. Based on this classification model, the estimated 
minimum beach width for each of the beach morphodynamic types is 64.11 m for dissipative 
beaches, 47.04 m for dissipative-intermediate beaches, 27.49 m for intermediate beaches, and any 
beach narrower than 27.49 m is reflective (Fig. 2.5).  
 
Classification model verification 
The model was verified by creating a confusion matrix for a separate set of 28 beaches of a variety of 
known (from field sampling) beach morphodynamic types (Fig. 2.6) and that were not previously 
used in the model derivation. The accuracy of model predictions was 75 %. The beaches that were 
misclassified had beach widths close to those of the breaks between the four categories. In all but 
one case, these misclassified beaches were predicted to be in a category that was adjacent to the 
observed category. For example, dissipative-intermediate beaches were recorded as dissipative, or 
as intermediate.  
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Figure 2.5. Conditional inference tree showing the significant (p < 0.05) groupings of sandy beaches based on 
beach width. Node 3 = reflective beaches; Node 5 = intermediate beaches; Node 6 = dissipative-intermediate 
beaches; Node 7 = dissipative beaches. The bar charts indicate the proportion of each of the beach types (1 = 
dissipative; 2 = dissipative-intermediate; 3 = intermediate (combined intermediate and reflective intermediate); 
4 = reflective) falling in that node. 
 
 
Figure 2.6. A map of southern Africa, showing the location and known morphodynamic type of the sandy 
beaches used to verify the habitat classification scheme. Beaches cited from west to east: Dernburg Bay, 
Dwaskersbos, Slipper Bay, Stompneusbaai, Veldrift, Blouberg, Transhex site C, Transhex site C1, Transhex site 
FI2, Muizenberg, Macassar, Cotton, Still Bay, Sedgefield, Plettenberg Bay, Jeffreys Bay, Van Staadens, Boknes, 
Port Alfred, Anstees, Thompsons Bay Ballito, , Mlalazi, Mapelane launch site, Mapelane control site, Cape Vidal 
control site, Cape Vidal launch site, Sodwana, Island Rock control site, Island Rock launch site. 
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Beaches with a beach width that is approximately 5 m either side of the cut-off value defining the 
breaks between groups (i.e., a 10-m “transition band” between categories) evidently require coding 
of other habitat features in addition to beach width for correct classification. The misclassified 
beaches were thus rerun through the classification tree algorithms, but no significant nodes were 
identified from this smaller dataset. It was observed, however, that a more applied consideration of 
surf zone type corrected six of the eight previous misclassifications, and resulted in a ~20 % 
improvement of the overall model accuracy (to 93 %). Application of surf zone type in the 
classification model is described below.  
 
Beaches with a beach width that fell into one of the three transition zones (between the four 
categories) could be classified as one of two possible beach morphodynamic types. One of these is 
more reflective and the other, more dissipative. For example, intermediate beaches are more 
reflective than dissipative-intermediate beaches. For the transitions involving the extreme South 
African beach states, dissipative beaches vs. dissipative-intermediate, and reflective beaches vs. 
intermediate, the extreme surf zone types (dissipative or reflective) had to be present to force the 
beach into the respective extreme category. If this was not the case, the alternative, more 
intermediate state of the two options in the transition was selected. For the break between 
intermediate and dissipative-intermediate beaches: if the surf zone was of a more reflective nature 
(types 1-3 sensu Short (2006), see section 2.1.1), then the intermediate category was selected; 
conversely if the surf zone was of a more dissipative nature (types 4-6 sensu Short (2006), see 
section 2.1.1), then the dissipative-intermediate type was selected. 
 
Given the 93 % accuracy of the classification model, it is considered a tool with sufficient predictive 
power to classify the South African sandy beaches from a purely desktop approach. Finally, the 
“predict” and “verify” datasets were combined (total of 73 beaches), and the conditional inference 
tree was re-run in R, with the intent that the larger dataset would inform a more accurate estimate 
of the cut-off beach width values that define the breaks between categories. However, this final 
model (Fig. 2.7) was nearly identical to the original classification tree (Fig. 2.5): the cut-off values 
describing the breaks differed by only 0 - 2.2 m; a range which is well within the 5-m transition band 
on each side of the breaks. This result further confirmed the validity of our approach. 
 
Final habitat classification scheme and application to the South African coastline 
Mapping methodology 
The final classification scheme of South African sandy beaches involved four morphodynamic types 
(dissipative, dissipative-intermediate, intermediate and reflective) nested within two beach types 
(sandy or estuarine), in turn nested within three biogeographic regions (cool-temperate west coast, 
warm-temperate south coast, subtropical east coast), yielding 24 different beach habitats. These 
were classified and mapped in ArcGIS 9.3 according to the following rules (note that rock and mixed 
shores were also coded for and mapped, and that the shapefile was digitized onto SPOT5 satellite 
imagery): 
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Figure 2.7. Conditional inference tree showing the significant (p < 0.05) groupings of sandy beaches based on 
beach width. Node 3 = reflective beaches; Node 5 = intermediate beaches; Node 6 = dissipative-intermediate 
beaches; Node 7 = dissipative beaches. The bar charts indicate the proportion of each of the beach types (1 = 
dissipative; 2 = dissipative-intermediate; 3 = intermediate (combined intermediate and reflective intermediate); 
5 = reflective) falling in that node. 
 
1. If the intertidal beach width measured on Google Earth was: 
>66 m = dissipative beach. 
47 - 66 m = dissipative-intermediate beach. 
29 - 47 m = intermediate beach. 
< 29 m = reflective beach. 
2. Beaches with a beach width that fell in the 10-m transition zone between the categories (i.e., 
beach width = 61-71 m; 42-52 m; or 24-34 m) also required an assessment of the local surf zone: 
3. If the surf zone category tended towards being reflective (see Short, 2006), the more reflective 
of the two possible morphodynamic types in the transition zone was selected and assigned to 
the beach. 
4. If the surf zone category tended towards being dissipative (see Short, 2006), the more 
dissipative of the two possible morphodynamic types in the transition zone was selected and 
assigned to the beach. 
5. Classification was not pedantic: breaks were made alongshore only where the beach 
morphodynamic type made a consistent change. Furthermore, alongshore units were coded 
only if they were longer than the beach was wide.  
6. A beach was coded as estuarine where, if the estuary/river mouth breached, the beach would be 
scoured out, or flooded with estuarine water. 
7. Superimposed on the above were the empirically derived biogeographic zones: 
Subtropical: Ponta do Ouro to Port St Johns 
Warm-temperate: Port St Johns to Cape Point 
Cool-temperate: Cape Point to Orange River mouth 
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South African shoreline 
Although sand, mixed shores and rock are represented in approximately equal proportions along the 
national shoreline, sandy beaches are the dominant coast type in South Africa. Based on the 
classifications describe above, more than 80 % of these beaches are of the intermediate 
morphodynamic state (intermediate and dissipative-intermediate combined), with dissipative-
intermediate beaches being most common. This is so, because nearly three quarters of the south 
coast (the bioregion that accounts for half the national coastline) comprises dissipative-intermediate 
beaches. The two morphodynamic extremes, dissipative and reflective beaches, make up only a 
small proportion of the coastline (approximately 12 % and 7 %, respectively). This is partly because 
they are both truly represented in only two of the three bioregions – there is virtually no dissipative 
beach along the east coast (< 2 km of 671.2 km), and hardly any reflective beach on the south coast 
(< 4 km of 1544.2 km). From a conservation planning perspective, it is an important result that the 
distribution of beach morphodynamic types is partly influenced by geography (Table 2.1, Fig. 2.8).  
 
Table 2.1. Synopsis of the South African coastline, citing the lengths of the coast types and sandy beach 
morphodynamic types per bioregion, and for the national shoreline. Values are given in km, and as a 
percentage of the total sand beaches per region in curly brackets {}, of the bioregional coastline in round 
brackets (), and of the national coastline in square brackets [], where appropriate. 
Region Coast Types
a
 Sandy Beaches
b
 
Location Length Category Length Morphodynamic type Length 
West 
Coast 
Bioregion 
897.33 
[28.83] 
Sand 315.61 (35.17) [10.14]  Dissipative 58.73 {18.91} (6.54) [1.89] 
Mixed 289.32 (32.24) [9.29] Dissipative-Intermediate 109.74 {35.33} (12.23) [3.53] 
Rock 285.53 (31.82) [9.17] Intermediate 109.17 {35.15} (12.17) [3.51] 
Other 6.87 (0.77) [0.22] Reflective 32.96 {10.61} (3.67) [1.06] 
South 
Coast 
Bioregion 
1544.23 
[49.61] 
Sand 527.92 (34.19) [16.96] Dissipative 74.41 {15.27} (4.82) [2.39] 
Mixed 478.86 (31.01) [15.38] Dissipative-Intermediate 342.27 {70.26} (22.16) [11.00] 
Rock 530.29 (34.34) [17.04] Intermediate 66.54 {13.66} (4.31) [2.14] 
Other 7.16 (0.46) [0.23] Reflective 3.96 {0.81} (0.26) [0.13] 
East Coast 
Bioregion 
671.23 
[21.56] 
Sand 360.88 (53.76) [11.59] Dissipative 1.86 {0.56} (0.28) [0.06] 
Mixed 235.63 (35.10) [7.57] Dissipative-Intermediate 118.92 {35.68} (17.71) [3.82] 
Rock 72.69 (10.83) [2.34] Intermediate 166.91 {50.08} (24.87) [5.36] 
Other 2.03 (0.30) [0.07] Reflective 45.61 {13.68} (6.79) [1.47] 
National 
Coastline 
3112.79 
[100] 
Sand 1204.4 [38.69]  Dissipative 135.01 {11.94} [4.34]  
Mixed 1003.8 [32.25]  Dissipative-Intermediate 570.93 {50.48} [18.34]  
Rock 888.51 [28.54]  Intermediate 342.62 {30.29} [11.01]  
Other 16.07 [0.52]  Reflective 82.52 {7.30} [2.65]  
a
Sand includes: sandy beach; estuarine beach. Mixed includes: all forms of mixed shores. Rock includes: boulder 
beach, breakwater, cliff, cliff with rocky base, estuarine boulder beach, estuarine rock, estuarine mouth boulder 
beach, rock. Other includes: harbour mouth, estuary/river mouth. 
b 
Values exclude estuarine beaches 
 
Discussion 
The methodology developed here for mapping sandy beaches remotely was shown to be a very 
successful tool. Further, it has the potential to be applied to other regional or national coastlines 
with ease. It must be borne in mind, however, that the South African coastline is uniformly 
microtidal (tide range of 1.6 - 1.7 m). Thus the beach widths used to define the morphodynamic 
types in this case study will not be necessarily applicable to meso- or macrotidal systems where 
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shorelines may be up to several hundred meters wide at low tide. It is recommended that the model 
is re-trained based on country- or region-specific data, and preferably ground-truthed locally, before 
its application.  
 
One issue that was not explored here is the well-known dynamic nature of sandy beaches. Sandy 
beaches with low-lying rocks that become periodically exposed and covered during natural erosion-
accretion cycles, for example, may be more appropriately coded as “intermediate sandy beach, 
temporary mixed shore”. Although mapping at this resolution was not our aim, the option to include 
a temporal component does exist if the model is applied to multiple sets of images. This highlights 
one of the tremendous benefits of mapping beach morphodynamic types remotely rather than from 
field-based assessments: if there is sufficiently clear historical imagery, beach morphodynamic types 
can even be mapped for periods long before the morphodynamics paradigm existed.  
 
The most unexpected result was the geographic distribution of beach morphodynamic types along 
the South African coastline. Previous work in Northern Ireland showed that underlying geology was 
the most important determinant of the spatial distribution of beach morphodynamic types (Jackson 
et al, 2005). In light of the results in our study, their finding could very likely apply to South Africa as 
well. Furthermore, while not captured specifically in the numerical data, general shoreline 
morphology is also geographically distinct per each bioregion.  
 
The west coast is an extremely heterogeneous portion of the national coastline, with stark contrasts 
between rugged rocky cliffs and long sandy beaches, extremely sheltered, deep bays and highly 
exposed, straight, open coasts. There are approximately equal proportions of rock, mixed shores and 
sandy beaches in this bioregion. The west coast beaches are wave-dominated and microtidal, with 
representation from the full spectrum of beach morphodynamic types. In southern Western Cape, 
rocky sections are interspersed with small reflective and intermediate beaches. The long beaches in 
northern Western Cape primarily comprise dissipative and dissipative-intermediate beaches. The 
coastline is predominantly rocky in the Northern Cape, becoming intermediate and reflective 
towards the Orange River. Thus, overall, the dominant beach morphodynamic types in this bioregion 
are dissipative-intermediate and intermediate beaches.  
 
The largest coastal bioregion in South Africa is the south coast, making up nearly half of the national 
shoreline. It comprises numerous, consecutive log-spiral (half-heart shaped) bays, e.g., Vlees Bay, 
Mossel Bay, Plettenberg Bay, Oyster Bay, St Francis Bay, and Algoa Bay, with exposure increasing 
from west to east within each bay. These log-spiral bays are generally interspersed with cliffs or 
rocky stretches of coastline. In most of these cases, sand is blown over the rocky headland through 
mobile dunes, in the form of a series of headland-bypass dune systems. In cases where these dunes 
have been stabilised, and sand movement has been retarded, the beaches inside the bay are 
eroding, e.g., St Francis Bay (La Cock and Burkinshaw, 1996). The beach morphodynamic type in this 
region is almost exclusively (approximately 70 %) dissipative-intermediate, with equal proportions of 
dissipative and intermediate beaches (approximately 15 % each) comprising the rest of the 
shoreline. There are hardly any reflective beaches in the region. Interestingly, the south coast has 
the longest continuous stretches of both sand (Alexandria) and of rock (Tsitsikamma). Of particular 
significance is the Alexandria dunefield, just north of Port Elizabeth in Algoa Bay. At 50 km long and 
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2.1 km wide, and with dunes over 150 m in height, it is one of the largest active coastal dunefields in 
the world (McLachlan et al., 1982).  
 
In contrast to the long sandy beaches along the south coast, the Transkei coast (transition between 
the south- and east-coast bioregions) is predominantly rock or cliff, interspersed with pocket and 
embayed beaches that are invariably associated with estuaries. These beaches tend to be 
intermediate to reflective. The beaches between Port Edward and Durban are predominantly 
reflective or intermediate and rocky, with numerous small temporary open-closed estuaries. Further 
to the north, beaches become more intermediate/dissipative-intermediate and estuaries become 
sparser, with the Tugela River and the two estuarine lake systems of Kosi Bay and St Lucia of 
significance in this area. There are virtually no truly dissipative beaches along the east coast. While 
not specifically protecting sandy beaches, the northern-most 200 km of the South African east coast 
comprises the iSimangaliso Wetland Park, which includes the Maputaland and St Lucia Marine 
Reserves. It is worth noting that the beaches in the Park are the only turtle nesting grounds in the 
country.  
 
In the context of our objectives for generating this shapefile (for conservation planning), this 
asymmetric spatial distribution of beach types per bioregion has significant implications for habitat 
representation in a conservation plan. This is particularly true for the dissipative and reflective 
beaches that comprise less than 1 % of the east and south coast, respectively. As a result, a beach 
that appears to be a comparatively inferior candidate site for conservation priority may actually rank 
as highly irreplaceable because it is a unique habitat with regionally rare species assemblages.  
 
The spatial trends in beach morphodynamic types and shoreline morphology also raise ecological 
questions. For example, it has implications for the potential isolation of populations on regionally 
rare beach types, and thus the heightened vulnerability of these populations to threats such as 
coastal squeeze (Dugan et al., 2008) and/or high-impact erosion events like extreme storms (Brown 
and McLachlan, 2002; Defeo et al., 2009; Schlacher et al., 2008; Smith et al., 2007). This is 
particularly important considering the biogeographic distribution of the fauna (McLachlan et al., 
1981): some are present in only a single bioregion, and have clear habitat preferences as per the 
swash exclusion hypothesis (McLachlan et al., 1993). Our current understanding of population 
connectivity among beaches is fairly speculative (Caddy and Defeo, 2003; Defeo & McLachlan, 2005); 
thus representing shorelines spatially on a regional or national scale has potential application in 
interrogating such issues. 
 
The number of GIS-based ecological applications available to researchers is rapidly escalating. Having 
a digitally represented shoreline, mapped per beach morphodynamic type, thus opens up a myriad 
of analyses at a range of spatial scales. These range in technicality from the simplest of exercises, to 
extremely complex, multivariate problems. For example, the shapefile could form part of a GIS-
based decision-support system where certain activities (e.g., beach driving or coastal development) 
are discouraged or banned from the beach morphodynamic types that show greater sensitivity to 
associated impacts. A slightly more advanced analysis could be large-scale quantification of 
ecosystem processes, like water filtration, for example. In this case, a few simple experiments could 
be extrapolated up to a regional or national scale using beach morphodynamic type as a proxy for 
sand grain size and swash climate. More sophisticated applications include SCP exercises, where the 
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beach morphodynamic type shapefile is only one of a number of input variables. As more spatial 
analyses and techniques become available, the number of potential applications for this tool 
motivate strongly for its implementation. 
 
This study successfully derived and implemented a novel methodology whereby sandy beach 
morphodynamic types can be mapped digitally. Its highly-adaptable nature allows for country- or 
region-specific training of the model, which means that it could be applied across a range of 
conditions world-wide. Where model training can be coupled with local ground-truthing, the model 
can be applied with confidence. The number of available applications once a beach morphodynamics 
shapefile has been created is extensive, and allows for the interrogation of numerous unexplored 
questions in beach ecological theory. 
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Spatial representation of sandy-beach biodiversity reveals surprising 
patterns in richness and endemism 
 
Abstract 
Many nations have committed to conserving biodiversity as signatories to international treaties, such as 
the Convention on Biological Diversity. Beyond this political obligation, however, are strong ecological, 
social and economic imperatives for maintaining biodiversity, including sustained delivery of ecosystem 
services that support basic human needs. While sandy beaches have comparatively low diversity, the 
species that are present form a unique collection that delivers invaluable ecosystem services, all of 
which warrants protection. While surrogates, such as bioregions or habitats, can serve as a good starting 
point for site-prioritization for conservation, individual species distributions are better data inputs. The 
aim of this paper is to quantify the spatial trends in species richness and endemism of the South African 
sandy shore biota by creating a comprehensive digital map of the species' distributions. Existing spatial 
information of coastal vegetation and focal vertebrate species (predominantly birds) was collated from 
various sources, and two databases (one each for macrofauna and microflora) of all sites that have been 
sampled in South Africa were compiled. The probabilistic distributions of all macrofauna (n = 30) and 
microflora (n = 60) species present at more than 10 sampled locations along the South African coast 
were modelled. Threshold probabilities were calculated, above which a species is predicted to be 
present, and below which it is predicted to be absent. Model prediction accuracy was then evaluated 
based on threshold-independent and threshold-dependent statistics. Models were also tested to 
determine whether they could predict the species' distributions better than a random classifier. Almost 
all models (89 %) performed very well, and the predicted species distributions were coded to a map of 
the South African shoreline, and summed per 100-km strip of the coast. Overall, 536 species across all 
taxa have been recorded on the South African sandy shores, although 140 "resident" species (including 
those present at 10 or more locations) is probably a better estimate of the national beach biodiversity. 
Diversity is greatest along the South African south coast, and endemism is highest along the west and 
south coasts. Notably, two-thirds of the resident macrofauna are endemic species, half of which (n = 8) 
are found only in one or two of the three South African coastal bioregions. Because these species also 
have specific habitat preferences (beach morphodynamic types and across-shore zones), the amount of 
habitat available to them is exceptionally limited. The concern is that the part of the shore that many of 
these species require for survival, and that threatened vertebrates use to nest on, is the driftline and 
supralittoral, which in turn is most vulnerable to transformation by coastal development and coastal 
squeeze. The outputs of the modelling exercise also provide testable hypotheses with potential 
applications including predicting range shifts under different scenarios of global change. Overall, 
beaches contain a unique suite of species, a large proportion of which are endemic, that deserve greater 
attention and conservation than they have been afforded to date. 
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Introduction 
While beaches may appear to be barren deserts of sand, their buried biota comprises a unique suite of 
highly-adapted species that are found nowhere else on earth. Furthermore, sandy beaches can have rich 
biotic assemblages: more than 60 species of macrofauna have been found during a single sampling 
event (Dugan et al., 2000), and abundances of a single species (of macrofauna) have been recorded in 
excess of 500 000 individuals per running meter of beach (Bally, 1981). The ecosystem goods and 
services supported by sandy beach biota are also severely underappreciated, with carbon efflux rates at 
the strandline that can surpass that of rainforests (Coupland et al., 2007), for example. Thus, while sandy 
beaches may not be the most diverse of all ecosystems, they still contain an important collection of 
species that provide essential services, and that are deserving of both greater attention and protection. 
 
Most countries have particular conservation targets that they are required to meet because they have 
ratified international treaties, such as the Convention on Biological Diversity (UNCED, 1992). The 
consequent commitments may include proclaiming a certain proportion of land or sea as "protected" to 
conserve natural systems and their associated diversity. While some progress has been made globally 
towards achieving these targets (Coad et al., 2009), protection levels for marine systems are still 
generally low, even for coastal ecosystems (Spalding et al., 2008). Beaches in particular are under-
represented in MPA networks, likely because they are poorly recognised as ecosystems (Dugan et al., 
2010). However, the importance of maintaining a rich biodiversity in natural systems is far greater than 
fulfilling national commitments at a political level. 
 
Recent studies have highlighted the key role biodiversity plays in enhancing the resilience of ecosystems 
in the face of global change, and in promoting the provision of goods and services associated with 
ecosystems (e.g., Balvanera et al., 2006; Costanza et al., 2007; Duarte, 2000; Elmqvist et al., 2003; Ieno 
et al., 2006; Millennium Ecosystem Assessment, 2005; Palumbi et al., 2009; Worm et al., 2006). Because 
humans, especially those in the developing world, depend heavily on these goods and services to meet 
their basic needs (Barbier, 2010), protecting biodiversity has prominent social and economic benefits 
(Turner et al., 2012; UNEP, 2011) that could contribute to achieving the United Nation's Millennium 
Development Goals. In this regard, coastal systems are particularly important because of the range and 
disproportionate value of their goods and services (Barbier et al., 2011; Costanza et al., 1998). Thus, 
conservation of biological diversity can be justified and motivated for by any and all sectors (ecological, 
social or economic), powered by legal instruments (conventions, memoranda of understanding, 
legislation or policy), with the summed profits shared among all, including future generations. Even so, 
there is a notable level of urgency with which we need to act because the current and predicted rates of 
biodiversity loss are unprecedented (Butchart et al., 2010; Pimm et al., 1995). 
 
The question of where to locate protected areas must consequently take the distributions of species 
into account in order to ensure that the full suite of biodiversity (and associated services) is represented 
in reserve networks. But, data on the distributions of marine taxa in particular are often very limited, 
forcing the use of surrogates or proxies for estimating species' distributions. Default surrogates include 
biogeographic regions, ecosystem types, habitat types, abiotic proxies of habitat types, or coarse 
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taxonomic groupings (e.g., Banks and Skilleter, 2002, 2007; Gladstone and Alexander, 2005; Pressey, 
2004; Shokri and Gladstone, 2012). Representation accuracy certainly improves with finer-resolution 
surrogates. For example, a taxon may not occur across the entire extent of a bioregion if it does not 
occupy all habitats within the bioregion equally; similarly, patches of habitats may be of unequal quality, 
and may not always contain the specific features required by a taxon to persist in a particular patch. 
Thus, while using surrogates certainly has its merits, provides a good starting point for spatial planning 
exercises (Pressey, 2004), and is widely practised, the ideal is certainly to know (at least with some 
degree of certainty) and map the spatial distributions of individual species. 
 
From a sandy beach perspective, our understanding of spatial biodiversity patterns is good, making the 
selection of biodiversity surrogates a fairly easy task. Most of the beach ecological theory has been 
based on observed patterns in macrofaunal biodiversity, and consequently, trends in macrofaunal 
species richness, abundance and community composition with latitude (Defeo and McLachlan, 2005; 
Dexter, 1992; McLachlan and Dorvlo, 2005), beach morphodynamic type (Defeo and McLachlan, 2005; 
McLachlan and Dorvlo, 2005; and many others; McLachlan et al., 1993), and across the shore (i.e., 
zonation; Alves and Pezzuto, 2009; Dahl, 1952; McLachlan and Jaramillo, 1995; Salvat, 1964) is well 
documented. In addition, the role of smaller-scale factors that can modify these patterns (often related 
to temporal trends) has been highlighted. These factors include: nutrient availability (Ortega Cisneros et 
al., 2011); salinity gradients (Barboza et al., 2012; Lercari and Defeo, 2006); presence of wrack (Dugan et 
al., 2003); beach length (Brazeiro, 1999; Deidun and Schembri, 2008; Rodil et al., 2006; Short, 1996); 
pulse disturbances (e.g., Harris et al., 2011b; Jaramillo et al., 1987; Jaramillo et al., 2012); and habitat 
transformation from coastal urban development or shoreline armouring (Dugan et al., 2008), among 
many others. Of the intertidal fauna, we know least about meiofauna and microbes, in spite of the 
critical role these species play in ecosystem processes and services (e.g., Koop and Griffiths, 1982). 
However, there are a few studies that have indicated no latitudinal trends in meiofaunal diversity 
(Kotwicki et al., 2005), but distinct patterns among beach morphodynamic types, across the shore and 
with depth (McLachlan and Brown, 2006; McLachlan et al., 1981). The vertebrates associated with 
beaches tend to have much wider distributions, and many are migrant species. However, there is some 
evidence that shorebird and coastal fish communities, for example, exhibit bioregional patterns (Hockey 
et al., 1983; Turpie et al., 2000). For microflora, the information is similarly sparse, although studies have 
shown that diatoms (broadly) can range from being cosmopolitan to narrow endemics (e.g., Mann and 
Droop, 1996; Vanormelingen et al., 2008). While there are no studies to date (that I am aware of) that 
evaluate the relationship between beach morphodynamics and surf-zone phytoplankton communities 
specifically, surf-zone diatom accumulations occur only in wide surf zones with well-developed rip 
currents, typical of dissipative or dissipative-intermediate beaches (Campbell and Bate, 1997). Thus, it 
seems that in the absence of data describing individual species distributions, beach biodiversity can be 
adequately represented (at least as a first step) by morphodynamic types, nested within bioregions. 
 
Given these well-documented patterns, it is surprising that there have been so few attempts to 
represent sandy beach diversity (either habitats or species) spatially. The South African sandy beach 
biodiversity map, the focus of the present study, has come a long way in recent years. One of the first 
national, spatial surveys of the coastline was by Tinley (1985) in his review of the coastal dunes in South 
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Africa, with annotated maps and drawings indicating where certain dune and vegetation types occurred 
along the shore. Sandy beaches specifically were initially represented in the 2004 National Spatial 
Biodiversity Assessment (Lombard et al., 2004) as "sand". Significant progress was made for the 
following National Biodiversity Assessment in 2011 (Driver et al., 2012; Sink et al., 2012), where beaches 
were represented as morphodynamic types per bioregion, also distinguishing between estuarine 
beaches and open-ocean beaches (Chapter 2; Harris et al., 2011a). While spatial planning could proceed 
based on this map (sensu the arguments above), the nuances of sandy beach biodiversity patterns 
would be missed in fine-scale analyses. The primary aim of this paper is therefore to quantify the spatial 
trends in species richness and endemism of the South African sandy shore biota by creating a 
comprehensive digital map of the species' distributions, which could also be used in spatial conservation 
planning exercises (among many other applications). Specifically, the objectives are to compile existing 
data on species distributions, to model the distributions of additional species, and to integrate the 
information into a single map. While other countries have mapped sandy shore habitats along the 
length of their national coastline (Short, 2006), this is the first time that beach biodiversity (biota) is 
represented as a digital map of their respective probabilistic distributions. 
 
Methodology 
Study site 
The South African shoreline extends about 3113 km along the southern edge of Africa, with 1204 km of 
sandy beaches, and the remainder comprising predominantly rocky and mixed shores in near-equal 
proportions (see Chapter 2 and Harris et al., 2011a for a more detailed description). At their seaward 
margin, beaches are bounded by the warm Agulhas current along the east and south coasts (although 
the current deflects offshore along the Agulhas banks, away from the shoreline along the south coast), 
and the cool Benguela current up the west coast. The thermal differences between these two currents 
divide the shoreline into three bioregions: the subtropical east coast; warm-temperate south coast; and 
cold-temperate west coast, separated by two transition zones along the Wild Coast (former Transkei) 
and between Cape Agulhas and Cape Point, respectively (Awad et al., 2002; Bustamante and Branch, 
1996; Emanuel et al., 1992; Griffiths et al., 2010; Hockey et al., 1983; Kensley, 1981; McLachlan et al., 
1981; Procheş and Marshall, 2002; Stephenson and Stephenson, 1972; Teske et al., 2011; Turpie et al., 
2000) 
 
In order to align with existing spatial products for the South African coast, the area coded to represent 
sandy beaches matches the habitat (planning) units used in the South African National Biodiversity 
Assessment 2011 (Driver et al., 2012; Sink et al., 2012). These habitat units span the coastal area, with a 
seaward boundary at the 5-m isobath and a landward boundary 500 m inland from the approximate 
midshore of the beach. These are divided alongshore by the habitat types mapped by Harris et al. 
(2011a; Chapter 2), and split across-shore into a landward (beach and dune) and a seaward (surf zone) 
portion of the littoral active zone at the approximate midshore. However, this latter delineation was 
improved for this study, so that the habitat units were divided into surf zone (area between the 5-m 
isobath and the low water mark), intertidal (low water mark to the driftline) and supratidal (drfitline to 
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500 m inland) components (see Appendix 2). Species distributions were evaluated by, and coded to 
these refined habitat units. 
 
Data collection and analysis  
Vertebrates 
Many of the vertebrates associated with sandy beaches are well studied, likely because they are large 
and conspicuous (compared to the microscopic phytoplankton and fossorial micro- and macrofauna), 
and thus relatively easy to study. Furthermore, these species attract much research focus because they 
tend to be: top predators that play important roles in food webs and coastal fisheries; threatened, 
endangered and/or migratory species that use beaches to support critical stages in their life histories; 
and popular among the public, with strong participation in citizen science initiatives, particularly by bird-
watchers. Consequently, data on the distributions of vertebrates associated with sandy beaches already 
exist, and maps representing these distributions were compiled from existing data sources. These 
included maps of: shorebirds, based on observations of birds made within a 5'-grid of southern Africa 
(Second Southern African Bird Atlas project (SABAP2), unpublished data, Animal Demography Unit, 
University of Cape Town); the intertidal area occupied by breeding colonies of Cape fur seals (Kirkman et 
al., 2012); and the beaches used by turtles for nesting (Nel et al., in review; Ezemvelo KwaZulu-Natal 
Wildlife, unpublished data). These distributions were coded to the habitat units in ArcGIS 10 (ESRI). 
Other vertebrates frequent sandy shores, including (among many others) monitor lizards, gerbils, honey 
badgers and jackals, but there are currently insufficient data available to map their occurrences 
nationally. Their omission here is (partly) justified because most of these species make opportunistic use 
of sandy beaches rather than being facultative beach species. 
 
Macrofauna 
A database of results from all previously published macrofauna sampling on South African sandy shores 
was compiled from peer-reviewed literature, contract reports, and student dissertations and theses; 
unpublished data were also included where they were determined to be reliable (Table 3.1). To 
supplement these data, geographic areas that were previously under-represented in the database were 
identified, and beaches within these areas were sampled. The key criterion for selecting which beaches 
to sample was representation of local beach types, targeting maximum diversity at each site (i.e., 
making an effort to sample towards the middle of the beach rather than at the terminal ends; see Donn, 
1987; Schoeman and Richardson, 2002). In total, data from 163 previous sampling events were compiled 
(from 112 sites - some beaches have been surveyed more than once), and supplemented with data from 
23 beaches sampled specifically for this paper, giving a total of 135 sites (186 sampling events) sampled 
for macrofauna in South Africa (Fig. 3.1, Table 3.1). In almost all cases the data have been collected 
using the standard sampling methodology (Schlacher et al., 2008): three 10-m spaced shore-normal 
transects spanning the intertidal zone at spring low tide, each transect with 10 equidistant across-shore 
stations, from which 0.1 m2 of sediment was excavated to a depth of 25 - 30 cm, and sieved through a 
1-mm mesh. Macrofauna were elutriated from the retained sediment in a small bucket half-filled with 
sea water (by swirling the sea water to suspend the macrofauna, and pouring the water through a small 
sieve thereby capturing the animals), preserved, and taken back to the laboratory for analysis. The 
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sampling for this study used an identical approach to that described above. Where the sampling 
methodology from previous studies deviated from the standard procedure (e.g., stratified random 
sampling; or sampling four 0.025 m2 cores at each station rather than 1 x 0.1 m2 core), the total sample 
area per site was similar (mean ± standard deviation of 3.3 m2 ± 0.6 m2 across the whole database). The 
original descriptions of the species, records in the Annals of the South African Museum, taxonomic keys 
and identification guides (chiefly: Branch et al., 2010; Day, 1967a, b; Griffiths, 1976; Kensley, 1978), and 
the online databases: WoRMS (Appeltans et al., 2012), OBIS (IOC, 2012) and Catalogue of Life (Bisby et 
al., 2012) were consulted to determine the distribution of each of the species to ascertain which species 
are regional endemics (i.e., endemic to the southern African region comprising coastal Namibia, South 
Africa and Mozambique), and which are South African bioregional endemics (i.e., endemic to one or two 
of the three coastal bioregions around South Africa). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.1. Map indicating the distribution of sampling sites (n = 135 sites and 186 sampling events, see Table 3.1 
for details) for beach macrofauna from the database (white points) and from this study (black points). The broad 
shoreline type (sandy beach versus not sandy beach) is shown to provide an indication of the sampling coverage 
relative to the distribution of sandy beaches in South Africa. Major coastal urban nodes are labelled. 
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Table 3.1. List of sites included in the macrofauna database, and references to the original studies, including the 
number of times each site was sampled (n). Those sites sampled specifically for this study are highlighted in grey.  
ID Site Name Latitude Longitude Author n 
1 Port Nolloth -29.245 16.866 This study 1 
2 Spoegrivier -30.377 17.31 Soares, 2003 1 
3 Platbaai -30.577 17.426 This study 1 
4 Groenrivier -30.697 17.48 Soares, 2003 1 
5 Groenriviersmond -30.847 17.576 This study 1 
6 Stompneus -31.368 17.919 Nel and Pulfrich, 2002; Nel et al., 2003; 
Pulfrich et al., 2004 
3 
7 Duiwegat -31.524 18.061 Nel and Pulfrich, 2002; Nel et al., 2003; 
Pulfrich et al., 2004 
3 
8 North-central geelwal -31.526 18.064 Nel and Pulfrich, 2002; Nel et al., 2003; 
Pulfrich et al., 2004 
3 
9 Dirkie Lutz / Lutzbaai -31.551 18.089 Nel and Pulfrich, 2002; Nel et al., 2003; 
Pulfrich et al., 2004 
3 
10 Rooiduin North -31.565 18.103 Nel and Pulfrich, 2002; Nel et al., 2003; 
Pulfrich et al., 2004 
3 
11 Rooiduin South -31.568 18.106 Nel et al., 2003; Pulfrich et al., 2004 2 
12 Chipbaai -31.576 18.111 Nel and Pulfrich, 2002; Nel et al., 2003; 
Pulfrich et al., 2004 
3 
13 Geelwal South / Scratchpatch -31.581 18.115 Nel and Pulfrich, 2002; Nel et al., 2003; 
Pulfrich et al., 2004 
3 
14 Bethel -31.609 18.128 Nel and Pulfrich, 2002 1 
15 Strandfontein -31.686 18.178 Soares, 2003 1 
16 Lamberts Bay -32.074 18.314 This study 1 
17 Elands Bay -32.309 18.34 This study 1 
18 Dwaskersbos -32.56 18.307 Soares, 2003 1 
19 Rocherpan -32.606 18.294 Bally, 1981 1 
20 Veldrif -32.669 18.25 Soares, 2003 1 
21 Veldrif -32.752 18.168 Nel, 2002 1 
22 Slipper Bay -32.781 18.092 Soares, 2003 1 
23 Brittania Bay -32.739 18.012 Soares, 2003 1 
24 Stompneus Baai -32.71 17.958 Soares, 2003 1 
25 Britannia Bay East -32.722 17.944 Nel, 2002 1 
26 Paternoster -32.806 17.895 Nel ,2002 1 
27 Yzerfontein North -33.32 18.155 Nel, 2002 1 
28 Yserfontein -33.336 18.16 Bally, 1981 1 
29 Yzerfontein Central -33.34 18.16 Nel, 2002 1 
30 Yzerfontein South -33.371 18.171 Nel, 2002 1 
31 Silverstroom -33.584 18.364 Soares, 2003 1 
32 Melkbosstrand -33.699 18.44 Bally, 1981 1 
33 Melkbos -33.711 18.442 This study 1 
34 Bloubergstrand -33.761 18.442 Soares, 2003 1 
35 Kommetjie -34.122 18.35 Stenton-Dozey, 1983 1 
36 Muizenberg -34.107 18.474 This study 1 
37 Muizenberg -34.105 18.481 Nel, 2002 1 
38 Macassar -34.079 18.751 Nel, 2002 1 
39 Cotton Beach -34.095 18.801 Nel, 2002 1 
40 Strand -34.105 18.815 Nel, 2002 1 
41 Hermanus -34.527 19.375 This study 1 
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Table 3.1. continued 
ID Site Name Latitude Longitude Author n 
42 Struis -34.696 20.167 McLachlan et al., 1981 1 
43 De Hoop -34.484 20.495 This study 1 
44 Still Bay -34.371 21.438 McLachlan et al., 1981 1 
45 Mossel Bay -34.161 22.111 This study 1 
46 Sedgefield 1 -34.033 22.8 Hutchings and Clark, 2010 1 
47 Sedgefield 2 -34.035 22.803 Hutchings and Clark, 2010 1 
48 Sedgefield 3 -34.035 22.804 Hutchings and Clark, 2010 1 
49 Sedgefield 4 -34.037 22.809 Hutchings and Clark, 2010 1 
50 Wilderness -34.048 22.843 McLachlan et al., 1981 1 
51 Plettenberg Bay 1 -34.098 23.376 Wooldridge, 1988 1 
52 Plettenberg Bay 2 -34.095 23.374 Wooldridge, 1988 1 
53 Plettenberg Bay 3 -34.086 23.371 Wooldridge, 1988 1 
54 Plettenberg Bay 4 -34.073 23.374 Wooldridge, 1988 1 
55 East of Keurbooms River -34.017 23.417 Wooldridge, 1988 1 
56 Keurboomstrand -34.038 23.387 McLachlan et al., 1981 1 
57 Huisklip -34.13 24.431 This study 1 
58 Oyster Bay -34.174 24.652 This study 1 
59 Jeffreys Bay -34.055 24.925 This study 1 
60 Van Staadens -33.966 25.186 Nel, 2002 1 
61 Maitlands -33.982 25.27 Nel, 2002 1 
62 Sardinia Bay 1 -34.034 25.492 Harris et al., 2011b 5 
63 Sardinia Bay 2 -34.035 25.502 Harris et al., 2011b 5 
64 Kings Beach -33.973 25.647 Nel, 2002 1 
65 Sundays -33.714 25.9 Nel, 2002 1 
66 Sundays 1 -33.709 25.962 Wendt and McLachlan, 1985 1 
67 Sundays 2 -33.706 26.07 Wendt and McLachlan, 1985 1 
68 Sundays 3 -33.719 26.153 Wendt and McLachlan, 1985 1 
69 Boknes -33.726 26.588 This study 1 
70 Port Alfred -33.581 26.937 This study 1 
71 Marie's Cottage -33.411 27.281 This study 1 
72 Gulu Beach -33.167 27.668 Wooldridge et al., 1981 1 
73 Orient Beach -33.025 27.916 McLachlan, 1984 1 
74 Eastern Beach -33.008 27.927 McLachlan, 1984 1 
75 Point Beach -32.999 27.946 McLachlan, 1984 1 
76 Nahoon Beach -32.988 27.951 McLachlan, 1984 1 
77 Quinera Beach -32.974 27.968 McLachlan, 1984 1 
78 Wavecrest -32.578 28.535 Nel, 2007, unpublished data 1 
79 Cebe Beach -32.518 28.59 Wooldridge et al., 1981 1 
80 Hole in the Wall -32.03 29.116 This study 1 
81 Mpande Beach -31.76 29.357 Wooldridge et al., 1981 1 
82 Port St Johns -31.623 29.556 This study 1 
83 Msikhaba -31.323 29.966 This study 1 
84 Thompson's Beach -31.092 30.18 Wooldridge et al., 1981 1 
85 Trafalgar -30.951 30.301 Harris, 2008 1 
86 Southbroom -30.908 30.335 Harris, 2008 1 
87 Port Shepstone -30.731 30.463 Harris, 2008 1 
88 Kelso -30.418 30.675 Dye et al., 1981 1 
89 Amanzimtoti -30.075 30.874 This study 1 
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Table 3.1. continued 
ID Site Name Latitude Longitude Author n 
90 Garvies Beach -29.913 31.031 Govender, 2009 1 
91 uShaka Beach -29.866 31.047 Govender, 2009 1 
92 Battery Beach -29.841 31.037 Govender, 2009 1 
93 Thekwini Beach -29.823 31.038 Govender, 2009 1 
94 La Lucia -29.752 31.072 Govender, 2009 1 
95 Blythedale -29.378 31.345 Dye et al., 1981 1 
96 Blythedale Launch Site -29.378 31.345 Nel, 2004, unpublished data 1 
97 Blythedale Control Site -29.376 31.348 Nel, 2004, unpublished data 1 
98 Umlalazi Launch Site -28.965 31.767 Nel and Bezuidenhout, 2008 1 
99 Umlalazi Control Site -28.961 31.775 Nel and Bezuidenhout, 2008 1 
100 Mlalazi 900m North -28.948 31.811 Ortega Cisneros et al., 2011 3 
101 Mlalazi 400m North -28.946 31.816 Ortega Cisneros et al., 2011 3 
102 Mlalazi 150m North -28.945 31.82 Ortega Cisneros et al., 2011 3 
103 Mlalazi 25m North -28.945 31.819 Ortega Cisneros et al., 2011 3 
104 Mlalazi 25m South -28.945 31.821 Ortega Cisneros et al., 2011 3 
105 Mlalazi 150m South -28.946 31.817 Ortega Cisneros et al., 2011 3 
106 Mlalazi 400m South -28.944 31.825 Ortega Cisneros et al., 2011 3 
107 Mlalazi 900m South -28.944 31.83 Ortega Cisneros et al., 2011 3 
108 Richards Bay -28.714 32.199 This study 1 
109 Mapelane Control Site -28.419 32.427 Harris, 2010; Harris and Bezuidenhout, 
2011; Nel and Bezuidenhout, 2008 
3 
110 Mapelane Launch Site -28.407 32.425 Harris, 2010; Harris and Bezuidenhout, 
2011; Nel and Bezuidenhout, 2008 
3 
111 St Lucia -28.336 32.45 Dye et al., 1981 1 
112 Cape Vidal Launch Site -28.126 32.56 Harris, 2010; Harris and Bezuidenhout, 
2011; Nel and Bezuidenhout, 2008 
3 
113 Cape Vidal Control Site -28.127 32.559 Harris, 2010; Harris and Bezuidenhout, 
2011; Nel and Bezuidenhout, 2008 
3 
114 Sodwana Bay Sanctuary 1 -27.762 32.614 Kruger and Nel, 2005, unpublished data 1 
115 Sodwana Bay Sanctuary 2 -27.737 32.622 Kruger and Nel, 2005, unpublished data 1 
116 Sodwana Bay Sanctuary 3 -27.733 32.622 Kruger and Nel, 2005, unpublished data 1 
117 Sodwana Control Site 2010 -27.573 32.669 Harris, 2010; Harris and Bezuidenhout, 
2011; Nel and Bezuidenhout, 2008 
3 
118 Sodwana Launch Site 2010 -27.54 32.678 Harris, 2010; Harris and Bezuidenhout, 
2011; Nel and Bezuidenhout, 2008 
3 
119 Sodwana Bay Launch Site 1 -27.538 32.676 Kruger and Nel, 2005, unpublished data 1 
120 Sodwana Bay Launch Site 2 -27.536 32.675 Kruger and Nel, 2005, unpublished data 1 
121 Sodwana Bay Launch Site 3 -27.533 32.674 Kruger and Nel, 2005, unpublished data 1 
122 Sodwana Bay RUA 1 -27.528 32.673 Kruger and Nel, 2005, unpublished data 1 
123 Sodwana 2 km -27.523 32.675 McGwynne, 1986 1 
124 Sodwana Bay RUA 2 -27.519 32.674 Kruger and Nel, 2005, unpublished data 1 
125 Sodwana Bay RUA 3 -27.509 32.676 Kruger and Nel, 2005, unpublished data 1 
126 Sodwana Bay CUA 1 -27.501 32.674 Kruger and Nel, 2005, unpublished data 1 
127 Sodwana Bay CUA 2 -27.478 32.687 Kruger and Nel, 2005, unpublished data 1 
128 Sodwana 9 mile -27.463 32.694 McGwynne, 1986 1 
129 Sodwana Bay CUA 3 -27.459 32.695 Kruger and Nel, 2005, unpublished data 1 
130 Sodwana north -27.416 32.718 Dye et al., 1981 1 
131 Island Rock Control Site -27.308 32.76 Nel and Bezuidenhout, 2008 1 
132 Island Rock Launch Site -27.265 32.774 Nel and Bezuidenhout, 2008 1 
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Table 3.1. continued 
ID Site Name Latitude Longitude Author n 
133 Rocktail Bay -27.176 32.807 This study 1 
134 Bhanga Nek -26.993 32.868 McGwynne, 1986 1 
135 Bhanga Nek -26.992 32.868 This study 1 
 
Species-accumulation curves were constructed in R 2.15.0 (R Development Core Team, 2012) using the 
specaccum function (random method) from the vegan package (Oksanen et al., 2012) to confirm 
whether or not there has been sufficient sampling to represent the full suite of sandy beach macrofauna 
in South Africa. Because the data were compiled from a range of sources (Table 3.1), not all 
identifications have been made to species level, with a variety of specimens recorded only to a coarse 
taxonomic resolution. Note here that the term "morphospecies" is used to refer to a group of animals 
that look the same as one another, but sufficiently different from other taxa to be judged as being 
different a species, even if the formal scientific name was not assigned to the group. Polychaetes and 
insects in particular have been poorly identified by many researchers, most likely because of limited 
taxonomic expertise (by beach ecologists) in these groups, time constraints, and because specific 
community composition was not the focus of their studies (as opposed to more general metrics such as 
species richness). Consequently, species-accumulation curves were compared for the full dataset of 
morphospecies, and for a subset of specimens where formal identifications had been made to species 
level.  
 
Species recorded on 10 or more beaches in South Africa were then subjected to species distribution 
modelling. However, Eurydice longicornis and Eurydice kensleyi were excluded from this analysis 
because of the taxonomic confusion in this genus, which is currently under revision (M. Hawkins, pers. 
comm.). Although a number of potential methods were considered for constructing the distribution 
models (see Elith and Leathwick, 2009 for a comprehensive review), the programme MaxEnt (Elith et al., 
2011; Phillips et al., 2006; Phillips and Dudík, 2008; Phillips et al., 2004) was selected, for several 
reasons. First, studies have shown that the current beach sampling design (described above) captures 
only about 70 % of species present per site (Schoeman et al., 2003). Thus, failure to record a species at a 
site does not imply its absence. Second, sandy beach communities can be dynamic (e.g., Albuquerque et 
al., 2007; Harris et al., 2011b; Jaramillo et al., 1987; Jaramillo et al., 1996; Ortega Cisneros et al., 2011), 
and failure to detect a species in one sampling event, again, does not imply its absence. Therefore, one 
strength of using MaxEnt for the current analysis is that it requires presence-only data. Finally, the 
sample sizes (number of presence localities per species) in this study were relatively small, and MaxEnt 
is relatively insensitive to small sample sizes (where n = 10 - 30; Wisz et al., 2008). 
 
The environmental data that served as potential predictors of macrofaunal distributions included the 
continuous variables: sea-surface temperature (decadal average of mean monthly temperatures as a 
continuous measure of biogeography; see Acker and Leptoukh, 2007; NASA GES DISC, 2012), and 
chlorophyll-a (decadal average of mean monthly chlorophyll-a as a measure of productivity; Acker and 
Leptoukh, 2007; NASA GES DISC, 2012), and the categorical variables: beach morphodynamic type 
(sensu Harris et al., 2011a; Chapter 2) and bioregion (as an ordinal measure of biogeography, sensu Sink 
et al., 2012). Note that the five-bioregion scheme used here is a finer-scale representation of the three-
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bioregion scheme, with the Namaqua and Southwestern-Cape bioregions being nested within the cold-
temperate bioregion, the warm-temperate bioregion being equivalent to the Agulhas bioregion, and the 
Natal and Delagoa bioregions being nested within the subtropical bioregion. While sandy beach 
communities appear to match the three-bioregion scheme (as described above), some species may 
reflect subsets of the five-bioregion scheme. The sea-surface temperature and chlorophyll-a data were 
converted from point shapefiles (in a 4-km grid) into raster surfaces using the krig function in ArcGIS 10 
(ESRI). These predictors were tested for collinearity using a pairs plot in R 2.15.0 (R Development Core 
Team, 2012). Sea surface temperature and bioregions were the only two predictors that were collinear 
(r2 = 0.89), because in essence they are two different metrics for the same factor (Fig. 3.2). The values 
for each of the four predictors were coded to a point shapefile of the individual species locations 
(species data), and to a shapefile of centroids of the planning units (background data) using the extract 
multi values to points function (Spatial Analyst) in ArcGIS 10 (ESRI). Data were therefore entered into 
MaxEnt in the samples with data (SWD) format. If a species was recorded more than once at a single site 
(because the beach was sampled multiple times), then the duplicate entries were removed. Note that 
the four input variables were initially considered a preliminary suite, with intentions to investigate and 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.2. Pairs plot to show the relationship among the predictors used to generate the species distribution 
models for macrofauna and microflora. Lower panels show scatterplots with LOESS smoothers, and upper panels 
show the coefficient of determination (r
2
) for each pair of predictors. SST = sea surface temperature (°C); Chl.a = 
chlorophyll-a concentration (mg m
-3
); BMT = beach morphodynamic type, where 1 = dissipative beach, 2 = estuarine 
dissipative beach, 3 = dissipative-intermediate beach, 4 = estuarine dissipative-intermediate beach, 5 = 
intermediate beach, 6 = estuarine intermediate beach, 7 = reflective beach, 8 = estuarine reflective beach; 9 = 
mixed shore, 10 = other; Bioregions are given west to east: 1 = Namaqua, 2 = South-western Cape, 3 = Agulhas, 4 = 
Natal, and 5 = Delagoa; Recharge = groundwater recharge (mm yr
-1
). (Note that groundwater recharge was 
included as a predictor only for microflora distributions - see text below). 
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add other variables after testing the methodology. However, the models performed so well (see results 
below) that it was considered unnecessary to include additional predictors.  
 
The species distribution models were run in MaxEnt version 3.3.3k (Phillips et al., 2006; Phillips and 
Dudík, 2008; Phillips et al., 2004), with data randomly partitioned into a 75 % training set, and a 25 % 
testing set. Using a subset of the primary dataset for testing model performance has been criticised 
previously, often on the basis of spatial autocorrelation violating the assumption of independence 
among cases (Fielding and Bell, 1997). Collecting an independent data set, either in space or time, for 
model testing is therefore recommended (Fielding and Bell, 1997). But, because the data in the current 
study were sampled at a reasonably coarse resolution, and because the samples were collected over a 
30-year period, it is assumed that randomly partitioning the data into model training and model testing 
subsets is appropriate and will not violate the assumptions of independence. The models were run so 
that the sample and background predictions were created as output files that could be subjected to 
statistical evaluation of model performance in R 2.15.0 (R Development Core Team, 2012). 
 
Models were evaluated using the R packages ROCR (Sing et al., 2005; Sing et al., 2009) and boot (Canty 
and Ripley, 2012; Davison and Hinkley, 1997) to plot receiver operating characteristic (ROC) curves: 
model sensitivity (true positive rate) versus model specificity (false positive rate), calculate the area 
under the curve (AUC), and bootstrap the latter to give an estimate of the standard error (following 
Phillips, 2006). These analyses were repeated using the model training and testing data separately (see 
Phillips et al., 2006 for an explanation of constructing ROC curves with presence-only data). While the 
AUC statistic has proven to be a robust measure of model performance, partly because it is independent 
of both thresholds and species prevalence (Fielding and Bell, 1997; Manel et al., 2001; McPherson et al., 
2004), Allouche et al. (2006) point out that in cases where distribution models are reduced to a binary, 
presence-absence output (for use in conservation planning exercises, for example), it is preferable to 
evaluate the models using a threshold-dependent method. Selecting a threshold in itself is a complex 
decision because it can influence the outputs of reserve-selection procedures (Wilson et al., 2005). 
Ultimately, threshold selection depends on the research objectives that, in turn, will require a trade-off 
between risk and efficiency of the reserve network (Wilson et al., 2005). A posteriori threshold selection 
is a more risk-averse approach because it ensures that only probabilistically suitable habitat patches are 
included as occupied habitat, and thus as candidate areas to conserve a species during reserve-site 
selection (Wilson et al., 2005). In the present study, there is no motivation to select any one of the many 
potential thresholds over the others. Therefore, 11 of the 12 thresholds (excluding the a priori default 
threshold of 0.5) were determined using the optimal.thresholds function in the PresenceAbsence 
package (Freeman, 2012; Freeman and Moisen, 2008) in R 2.15.0 (R Development Core Team, 2012). 
From these results, the median threshold value was calculated. This value was used to construct a 
confusion matrix, from which the threshold-dependent statistics: model sensitivity; model specificity; 
Cohen's kappa statistic (Cohen, 1960); and the true skill statistic (TSS; Allouche et al., 2006) were 
calculated, as per the equations in Allouche et al. (2006). Since these latter analyses require presence-
absence data, a dataset was created, comprising the presence data and n pseudo-absence records, 
where n = the number of presence localities for each respective species. The latter data were generated 
by randomly selecting uninhabitable (for beach biota) rocky shore sites as pseudo-absence locations. 
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Finally, a one-tailed binomial test was performed to determine if the model predicted the test data 
significantly better than random (following Phillips, 2006). 
 
Once model performance was evaluated and accuracy was verified, the models were reconstructed 
using all of the data (Rencher, 1995). This was because some of the sample sizes were fairly small (as 
few as n = 10) and using all the data in the training set would generate the most robust species 
distribution models (Fielding and Bell, 1997). The outputs generated in MaxEnt for these latter models 
were coded back into the habitat units in ArcGIS 10 (ESRI) for display, and further analysis (see 
Integration of beach biodiversity layers below, and Appendix 2). Species presence was assigned in a 
binary fashion: present or absent if the probability of occurrence was respectively greater or less than 
the optimum threshold probability that was calculated, per species, during model evaluation.  
 
Microflora 
A database was compiled of all previous phytoplankton and microphytobenthos sampling, primarily 
comprising data from a national survey of the South African shoreline (Bate and Campbell, 1990; 
Campbell and Bate, 1991a, b), and some recent unpublished data (Table 3.2). These data were 
supplemented with additional data collection during the sampling trips for macrofauna, described 
above, which similarly served to improve national coverage of the microflora sampling (Fig. 3.3). 
Altogether, there are 510 sampling events from 73 sites around South Africa (most sites have been 
sampled multiple times), with 24 sites added specifically for this study. Phytoplankton samples dominate 
the database, with 442 samples (from all 73 sites) taken from the surf; microphytobenthos are less well 
represented, with 43 sampling events (from 29 sites).  
 
All samples included in the database have been collected and analysed using a consistent methodology. 
Phytoplankton were collected by taking three sweeps of a 45-μm mesh net in waist-deep surf water, in 
triplicate. Each of the triplicate samples was taken at a different location along the shore (spaced 
50 - 100 m apart), with samples taken both within and outside of surf diatom accumulations if these 
patches were present. In some cases, samples of surf foam were taken in the patches as well. 
Microphytobenthos were collected by taking sediment samples along three 10-m spaced transects 
spanning the intertidal zone at spring low tide. Each transect had 10 equidistant across-shore stations, 
from which a small sample of sand was taken (10 cm diameter core down to 10 cm depth). Both 
phytoplankton and microphytobenthos samples were preserved in 10 % glutardialdehyde, and taken 
back to the laboratory for extraction and identification of the microflora cells. Species distributions were 
checked against the online database, AlgaeBase (Guiry and Guiry, 2012), to determine which microflora 
species are endemic to South and Southern Africa, as per the definitions above. 
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Figure 3.3. Map indicating the distribution of sampling sites (n = 73 sites and 510 samples, see Table 3.2 for details) 
for beach microflora. Black points represent sites where both phytoplankton and microphytobenthos samples have 
been taken, and white points represent sites where only phytoplankton samples have been taken. The broad 
shoreline type (sandy beach versus not sandy beach) is shown to provide an indication of the sampling coverage 
relative to the distribution of sandy beaches in South Africa. Major coastal urban nodes are labelled. 
 
Table 3.2. List of sites included in the microflora database, number of samples taken (n), and references to the 
original studies. Those sites sampled specifically for this study are highlighted in grey. 
ID Site Name Latitude Longitude Author n 
1 Port Nolloth-H 16.866 -29.245 This study 3 
2 Port Nolloth-C 16.864 -29.248 Bate and Campbell, 1990 5 
3 Platbaai 17.426 -30.577 This study 3 
4 Groenriviersmond 17.576 -30.847 This study 3 
5 Strandfontein 18.225 -31.752 Bate and Campbell, 1990 2 
6 Lamberts Bay 18.314 -32.074 This study 3 
7 Elandsbaai 18.342 -32.307 Bate and Campbell, 1990 2 
8 Elands Bay 18.340 -32.309 This study 3 
9 Dwarskersbos 18.231 -32.693 Bate and Campbell, 1990 2 
10 Paternoster 17.892 -32.808 Bate and Campbell, 1990 2 
11 Yzerfontein-90 18.155 -33.322 Bate and Campbell, 1990 2 
12 Yzerfontein-12 18.155 -33.322 Campbell, 2012, unpublished 
data 
3 
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Table 3.2. continued 
ID Site Name Latitude Longitude Author n 
13 Melkbosstrand 18.426 -33.673 Bate and Campbell, 1990 2 
14 Melkbos 18.442 -33.711 This study 3 
15 Noordhoek 18.353 -34.108 Bate and Campbell, 1990 2 
16 Muizenberg-H 18.474 -34.107 This study 3 
17 Muizenberg-C 18.489 -34.104 Campbell and Bate, 1991a 44 
18 Macassar 18.731 -34.077 Campbell and Bate, 1991a 9 
19 Walker Bay 19.342 -34.480 Campbell and Bate, 1991a 4 
20 Hermanus 19.375 -34.527 This study 1 
21 Struisbaai 20.049 -34.771 Campbell and Bate, 1991a 6 
22 De Hoop-C 20.446 -34.517 Campbell and Bate, 1991a 4 
23 De Hoop-H 20.495 -34.484 This study 1 
24 Duiwenhoks 21.036 -34.371 This study 1 
25 Stillbaai 21.436 -34.374 Campbell and Bate, 1991a 6 
26 Vleesbaai 21.971 -34.224 Campbell and Bate, 1991a 6 
27 Mossel Bay 22.111 -34.161 This study 1 
28 Glentana 22.288 -34.053 Campbell and Bate, 1991a 6 
29 Wilderness 22.582 -33.997 Campbell and Bate, 1991a 9 
30 Sedgefield 22.800 -34.037 Campbell and Bate, 1991a 6 
31 Buffelsbaai 22.975 -34.084 Campbell and Bate, 1991a 16 
32 Noetzie 23.128 -34.081 Campbell and Bate, 1991a 2 
33 Plettenberg Bay 23.378 -34.062 Campbell and Bate, 1991a 5 
34 Beacon Bay 23.400 -34.029 Campbell and Bate, 1991a 2 
35 Keurboomstrand 23.447 -34.007 Campbell and Bate, 1991a 20 
36 Huisklip 24.431 -34.130 This study 1 
37 Oyster Bay 24.652 -34.174 This study 1 
38 Oesterbaai 24.652 -34.177 Campbell and Bate, 1991a 2 
39 Jeffrey's Bay 24.925 -34.055 This study 1 
40 Maitlands-C 25.214 -33.973 Campbell and Bate, 1991a 3 
41 Maitlands-W 25.214 -33.973 (Wolmarans, 2012) 22 
42 Cape Recife 25.665 -34.026 Wolmarans, 2012 24 
43 Pollock 25.673 -33.986 Wolmarans, 2012 26 
44 Kings Beach 25.647 -33.970 Wolmarans, 2012 26 
45 Bluewater Bay 25.638 -33.856 Wolmarans, 2012 26 
46 Brighton Beach 25.651 -33.838 Wolmarans, 2012 24 
47 St Georges 25.670 -33.817 Wolmarans, 2012 26 
48 Sundays River 25.907 -33.718 Campbell and Bate, 1991a 81 
49 Boknes 26.588 -33.726 This study 1 
50 Port Alfred-C 26.901 -33.605 Campbell and Bate, 1991a 2 
51 Port Alfred-H 26.937 -33.581 This study 1 
52 Marie's Cottage 27.281 -33.411 This study 1 
53 Orient Beach 27.916 -33.026 Campbell and Bate, 1991a 4 
54 Bonza Bay 27.964 -32.977 Campbell and Bate, 1991a 4 
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Table 3.2. continued 
ID Site Name Latitude Longitude Author n 
55 Cintsa 28.121 -32.828 Campbell and Bate, 1991a 6 
56 Hole in the Wall 29.116 -32.030 This study 1 
57 Port St Johns-C 29.547 -31.639 Campbell and Bate, 1991b 3 
58 Port St Johns-H 29.556 -31.623 This study 1 
59 Msikhaba 29.966 -31.323 This study 1 
60 Ifafa 30.655 -30.454 Campbell and Bate, 1991b 3 
61 Amanzimtoti-H 30.874 -30.075 This study 1 
62 Amanzimtoti-C 30.887 -30.055 Campbell and Bate, 1991b 2 
63 Tongaat 31.175 -29.588 Campbell and Bate, 1991b 3 
64 Blythedale 31.350 -29.376 Campbell and Bate, 1991b 3 
65 Tugela Mouth 31.519 -29.215 Campbell and Bate, 1991b 2 
66 Mtunzini 31.829 -28.946 Campbell and Bate, 1991b 2 
67 Richard's Bay-C 32.067 -28.833 Campbell and Bate, 1991b 2 
68 Richard's Bay-H 32.199 -28.714 This study 1 
69 St Lucia 32.426 -28.389 Campbell and Bate, 1991b 3 
70 Cape Vidal 32.558 -28.117 Campbell and Bate, 1991b 3 
71 Sodwana 32.681 -27.492 Campbell and Bate, 1991b 3 
72 Rocktail Bay 32.807 -27.176 This study 1 
73 Bhanga Nek 32.868 -26.992 This study 1 
 
Species-accumulation curves were constructed based on the full data set. This was possible because all 
data have been collected and analyzed by the same researchers at a single institution, and 
consequently, species identifications have been consistent over time (even among unknown 
morphospecies). This analysis was performed as for macrofauna, to confirm that there has been 
sufficient sampling to represent both surf zone phytoplankton and benthic intertidal microphytobenthos 
diversity in South Africa.  
 
In order to ensure comparative outputs, all species recorded from 10 or more beaches were subjected 
to distribution modelling in MaxEnt, as described above. The SWD input files were therefore compiled in 
the same way, but the variables used as predictors of microflora distributions differed slightly from 
those used for macrofauna. An additional continuous variable, groundwater recharge, was included 
because previous studies have shown that subsurface water flow to the surf zone via aquifers is an 
important determinant of surf diatom communities (Campbell and Bate, 1991c; Campbell and Bate, 
1996; Campbell and Bate, 1997). Groundwater recharge was coded to the background and sample 
datasets as for the other predictors above, and was tested for collinearity with the other predictors 
(Fig. 3.2), with results showing that it is an independent predictor (r2 < 0.05 in all cases). MaxEnt models 
were constructed, evaluated and mapped as for macrofauna above, with phytoplankton morphospecies 
coded to the surf zone, microphytobenthos morphospecies coded to the intertidal beaches, and those 
morphospecies recorded in the surf and sand coded to both the surf zone and intertidal beach. 
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Coastal/dune vegetation 
A recently-created map of vegetation types (including coastal dune vegetation) is available for South 
Africa (Mucina and Rutherford, 2006). However, the resolution along the shoreline was too coarse for 
the purposes of the fine-scale analysis in the present study, and simply using the vegetation type 
categories would not meet the objective of mapping individual species distributions. Furthermore, 
including species comprising coastal dune thicket or forests would not be representative of sandy beach 
biodiversity proper. Consequently, polygons representing primary dunes and hummocks (defined as 
areas of sand backing the beach that are only partly vegetated) were created as a shapefile in ArcGIS 10 
(ESRI). Mapping was digitized based on a series of georeferenced images that were exported from 
Google Earth 2012 using the Shape2Earth plugin for the open-source programme MapWindow GIS 
(available at: http://shape2earth.com/shp2e.aspx). Coastal dune plants that are considered pioneer 
species occurring in Zone I, the strand plant zone (sensu Tinley, 1985), were coded to the primary dune 
polygons as far alongshore as their known individual extent of occurrence (from Fig. 14.17 in Mucina et 
al., 2006, p. 674). 
 
Integration of beach biodiversity layers 
In order to compare results in this study specifically with those recorded for South(ern) African intertidal 
algae (Bolton and Stegenga, 2002), marine invertebrates (Awad et al., 2002; Emanuel et al., 1992), 
coastal fish (Turpie et al., 2000), and all currently-known coastal and marine taxa (Griffiths et al., 2010; 
Scott et al., 2012), the species richness and endemism data were coded into 100-km long segments of 
shoreline. These sections were constructed from the co-ordinates tabulated in Bolton and Stegenga 
(2002), summing the 50-km long segments into 100-km long portions because the latter gave better 
representation of the national trends in beach diversity.  
 
Results 
Vertebrates 
There are 21 species of birds in South Africa that have a direct link to sandy beaches, either for feeding, 
roosting or nesting (Table 3.3). Ten of these are resident, three are endemic, and one (the African 
Penguin, Spheniscus demersus) is endangered (BirdLife International, 2012). Overall, avian species 
richness is highest in the south-western Cape region (from Elands Bay to Cape Agulhas), with up to 17 
species per habitat unit (Fig. 3.4b). Diversity generally tapers off to the north and east, with a few "hot 
spots" along the south coast that relate mainly to the sandy portions of the log spiral bays. The most 
notable of these are St Francis Bay and Algoa Bay, with as many as 19 species represented in the latter. 
Diversity is also reasonably high along the wild coast, at Durban Bay, and along the Mtunzini dunefield 
up the east coast, with up to 14 - 15 species recorded per 5'-grid cell in each of these three areas.  
 
Other vertebrates that nest on sandy beaches in South Africa include two species of sea turtles: 
loggerheads (Caretta caretta) and leatherbacks (Dermochelys coriacea) that are endangered and 
critically endangered, respectively (IUCN, 2012). Every summer, females of both species haul out onto 
the beaches along the north-east coast to lay their eggs in well-concealed sandy nests above the high 
Chapter 3 
74 
 
water mark. While neither species is endemic to South Africa, the populations of both species nest only 
in northern KwaZulu-Natal and southern Mozambique and are genetically isolated from other 
populations of their respective species (Wallace et al., 2010). Thus to some extent, these two species 
could be considered endemics at a population level.  
 
Cape fur seals (Arctocephalus pusillus pusillus) haul out on the opposite (west) coast for resting, mating 
and pupping (see Kirkman, 2010). Their use of sandy beaches is fairly limited, though, with apparent 
preferences for the rocky shores and islands in the area. Cape fur seals are present along the South 
African west coast, Namibia and southern Angola (Kirkman, 2010) and are therefore included here as a 
southern African endemic species.  
 
Table 3.3. List and sources of GIS layers compiled to represent beach-associated vertebrates. Species denoted with 
a star represent southern African endemics. 
Common Name (Scientific Name) Beach use Residency Source 
SHORE BIRDS 
*African Penguin (Spheniscus demersus) Roosting  Resident 
SABAP2 (ADU, 
UCT), unpublished 
data 
 
*African Black Oyster Catcher (Haematopus moquini) Nesting / feeding  Resident 
Ruddy Turnstone (Arenaria interpres) Feeding  Palearctic migrant 
White fronted plover (Charadrius marginata) Nesting / feeding  Resident 
Grey plover (Pluvalis squatarola) Roosting / feeding  Palearctic migrant 
Red Knot (Calidris canutus) Feeding Palearctic migrant 
Sanderling (Calidris alba) Feeding  Palearctic migrant 
Terek Sandpiper (Xenus cinereus) Feeding Palearctic migrant 
Southern African Kelp Gull (Larus [dominicanus] vetula) Roosting / feeding Resident 
Grey-headed Gull (Larus cirrocephalus poiocephalus) Feeding  Resident 
*Hartlaub's Gull (Larus hartlaubii) Roosting / feeding Resident 
Caspian Tern (Sterna caspia caspia) Roosting  Resident 
Common Tern (Sterna hirundo) Roosting  Palearctic migrant 
Antarctic Tern (Sterna vittata) Roosting  Palearctic migrant 
Roseate Tern (Sterna dougallii) Roosting  Resident 
Arctic Tern (Sterna paradisaea) Roosting Palearctic migrant 
Sandwich Tern (Sterna sandvicensis) Roosting  Palearctic migrant 
Lesser Crested Tern (Sterna bengalensis) Roosting  Palearctic migrant 
Swift Tern (Sterna bergii) Roosting  Resident 
Little Tern (Sterna albifrons) Roosting  Palearctic migrant 
Damara Tern (Sterna balaenarum) Nesting Resident 
PINNIPEDS 
*Cape Fur Seal (Arctocephalus pusillus pusillus) Breeding Migrant 
Kirkman et al., 
2012 
TURTLES 
Loggerhead (Caretta caretta) Nesting Migrant Nel et al., in 
review / EKZNW, 
unpublished Leatherback (Dermochelys coriacea) Nesting Migrant 
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Figure 3.4. Summarized results indicating the alongshore trends in sandy beach species richness and endemism in 
(a) 100-km sections of the South African coast, for the (b) vertebrates, (c) "resident" macrofauna, (d) "resident" 
microflora , (e) foredune pioneer plants, and (f) all taxa combined. Light grey represents cosmopolitan species; 
intermediate grey, southern African endemics; and dark grey, South African endemics, as per the definitions in the 
text above. 
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Macrofauna 
A total of 199 morphospecies of macrofauna have been recorded on the South African sandy shores, 
although half of these (n = 102) are singletons (present only once) or doubletons (present only twice). Of 
these 199 morphospecies, 110 have been fully identified to species level. Even still, half of these fully-
identified species (n = 56) have been recorded as singletons or doubletons, and only 31 species 
(excluding Eurydice longicornis and Eurydice kensleyi) have been recorded from 10 or more sampling 
events; 30 species from 10 or more beaches. However, had the numerous morphospecies been properly 
identified, this latter number of "resident" sandy beach macrofauna would likely be higher. 
Nevertheless, the prevalence of rare or migrant species in beach macrofaunal communities is evident 
when examining the species-accumulation curves, which after nearly 200 sampling events (covering 
more than 600 m2) still has not reached an asymptote (Fig. 3.5). 
 
 
 
Figure 3.5. Permutational species-accumulation curves representing the cumulative number of species observed 
(black line) ± 95 % CL (grey band) from 186 sampling events for (a) all macrofauna recorded to morphospecies level 
(n = 199); and (b) all macrofauna recorded to species level (n = 110). 
 
Of the 110 macrofauna species that have been fully identified, nearly half are endemic to southern 
Africa (44 %), and almost one fifth (19 %) can be found in just one or two of the three South African 
coastal bioregions. The results are similar for the "resident" macrofauna: more than half are endemic to 
southern Africa (58 %) and almost a quarter (23 %) are found in one or two of the three South African 
coastal bioregions. Most of these endemic species are confined to the west coast (cold-temperate) 
and/or south coast (warm-temperate) bioregions. Interestingly, only one species (Bullia natalensis) has 
been recorded more than 10 times exclusively in the east coast (subtropical) bioregion.  
 
a. 
b. 
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The 30 "resident" beach macrofauna species (present on more than 10 beaches) were eligible for 
species distribution modelling. In general, beach morphodynamic type was the strongest predictor, 
invariably providing the greatest contribution to the models (Table 3.4). Overall, model performance 
was excellent, with high AUC values (mostly over 0.9) for ROC curves constructed from both the training 
and testing datasets (models with AUC > 0.75 are considered to predict distributions accurately; Phillips 
and Dudík, 2008), and high values (mostly over 0.8) for the threshold-dependent statistics (Table 3.5). 
The latter results indicate that there are few omission (false negative) and commission (false positive) 
errors when the calculated thresholds are applied to the data, suggesting that the models and 
associated thresholds will have a high probability of accurately predicting the species' distributions. 
Landis and Koch (1977) suggest that models with kappa statistics (value range: -1 to 1) between -1.0 and 
0.4 are poor, between 0.4 and 0.75 are good, and above 0.75 are excellent. For 21 (70 %) of the 30 
macrofauna distribution models created in this study, the kappa statistic was above 0.75, again 
confirming the good performance of the models at the calculated threshold values. It is hardly 
surprising, then, that the results from the one-tailed binominal tests were highly significant (p < 0.001 in 
almost all cases), indicating that the models predict the distribution of the respective species 
significantly better than random. However, distribution models for three of the species (Bullia pura, 
Lumbrineris tetraura and Perioculodes longimanus) performed poorly; no better than if the distributions 
had been predicted from a random classifier (one-tailed binomial test: p > 0.05; Table 3.5). In each of 
these cases, the number of presence values that the models were constructed from was very low (n = 11 
or 12), and the poor model performance is most likely due to the limited number of data points, possibly 
also combined with indiscrete habitat preferences, rather than inappropriate predictor selection. Given 
that these species could not be modelled with sufficient confidence, they were excluded from further 
analyses. As a final note on the model evaluations, the kappa and TSS statistics were virtually identical in 
all cases. This is most likely because the sample sizes among species were similar, and therefore, 
prevalence did not introduce a statistical artefact in the kappa statistic. 
 
Table 3.4. Table of the relative variable importance in modeling species distributions, quantified by the estimated 
percentage contribution of each variable to the training models, per species. BMT = beach morphodynamic type; 
SST = sea surface temperature; Chl-a = chlorophyll-a concentration. The most important predictor per species is 
highlighted in bold print. 
Species BMT Bioregion SST Chl-a Recharge 
MACROFAUNA      
Africorchestia quadrispinosa 63.1 5.4 20.9 10.6 - 
Bullia digitalis 72.1 8.1 8.5 11.3 - 
Bullia natalensis 23.8 42.0 31.8 2.4 - 
Bullia pura 92.0 4.1 3.9 0.0 - 
Bullia rhodostoma 71.6 10.2 8.3 9.9 - 
Cerebratulus fuscus 72.4 12.6 2.2 12.9 - 
Donax madagascariensis 34.7 13.3 40.4 11.5 - 
Donax serra 80.3 0.1 7.9 11.6 - 
Donax sordidus 70.5 9.5 7.0 13.1 - 
Emerita austroafricana 27.5 36.3 30.4 5.8 - 
Excirolana (Pontogeloides) latipes 84.8 3.7 2.0 9.5 - 
Excirolana natalensis 79.3 1.1 16.2 3.3 - 
Gastrosaccus bispinosa 31.4 24.1 40.0 4.5 - 
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Table 3.4. continued 
Species BMT Bioregion SST Chl-a Recharge 
Gastrosaccus longifissura 39.1 7.2 52.4 1.2 - 
Gastrosaccus psammodytes 77.6 1.6 16.3 4.4 - 
Glycera tridactyla 26.5 48.7 10 14.8 - 
Griffithsius latipes 58.2 40.9 0.9 0.0 - 
Lumbrineris tetraura 99.4 0.6 0.0 0.0 - 
Mandibulophoxus stimpsoni 60.7 0.0 39.3 0.0 - 
Nephtys capensis 79.5 0.0 4.7 15.8 - 
Ocypode ryderi 44.4 11.7 24.1 19.7 - 
Perioculodes longimanus 96.0 0.2 3.8 0.0 - 
Pisionidens indica 28.2 34.1 35.5 2.2 - 
Scolelepis squamata 70.2 13.9 5.2 10.7 - 
Sigalion capensis 92.0 0.0 8.0 0.0 - 
Talorchestia capensis 96.5 0.0 3.5 0.0 - 
Tylos capensis 73.5 23.6 2.9 0.0 - 
Tylos granulatus 39.4 48.5 10.3 1.8 - 
Urothoe coxalis 95.3 3.0 0.9 0.8 - 
Urothoe grimaldii 49.7 34.7 6.6 9.1 - 
MICROFLORA      
Anaulus australis 92.4 4.8 0.8 0.8 1.2 
Asterionella glacialis 100.0 0.0 0.0 0.0 0.0 
Asterionellopsis glacialis 93.4 5.6 0.0 0.1 0.9 
Asteromphalus flabellatus 77.0 15.9 6.9 0.1 0.0 
Aulacodiscus johnsonii 81.8 17.0 0.1 0.1 1.0 
Aulacodiscus petersii 90.4 3.6 4.2 0.1 1.8 
Biddulphia aurita 93.2 0.0 6.1 0.7 0.0 
Biddulphia pulchella 82.5 5.8 4.8 6.5 0.8 
Biddulphia tuomeyi 79.1 10.8 8.4 1.7 0.0 
Blue-Green 92.2 7.8 0.0 0.0 0.0 
Campylosira cymbelliformis 87.6 0.9 11.4 0.0 0.1 
Chaetoceros debilis 88.9 8.5 0.8 1.8 0.1 
Chaetoceros decipiens 90.4 5.3 1.2 2.8 0.2 
Chaetoceros spores 82.5 6.6 0.6 9.5 0.8 
Climacosphenia moniligera 88.4 4.7 0.0 6.6 0.4 
Cocconeis scutellum 95.7 3.9 0.3 0.1 0.0 
Cocconeis sp. 83.1 1.3 15.0 0.0 0.6 
Coscinodiscus radiates 81.8 7.1 0.1 0.7 10.4 
Cylindrotheca closterium 93.8 4.1 0.1 0.2 1.8 
Ditylum brightwellii 96.2 3.8 0.0 0.0 0.0 
Eucampia zoodiacus 92.2 7.8 0.0 0.0 0.0 
Fragillaria spiculatus 97.5 2.3 0.0 0.0 0.2 
Grammatophora marina 88.7 1.9 7.5 0.2 1.8 
Guinardia delicatula 79.3 20.7 0.0 0.0 0.0 
Haptophyta 85.0 7.8 6.5 0.2 0.4 
Hemiaulus hauckii 70.8 27.5 0.0 1.7 0.0 
Leptocylindrus danicus 91.3 0.2 0.7 4.3 3.5 
Licmophora hyaline 81.8 5.5 2.0 0.7 9.9 
Navicula 1 96.0 1.2 1.6 1.1 0.0 
Navicula 2 90.8 4.0 5.2 0.0 0.0 
 
Sandy beach biodiversity 
79 
 
Table 3.4. continued 
Species BMT Bioregion SST Chl-a Recharge 
Navicula 3 83.5 16.5 0.0 0.0 0.0 
Navicula 4 94.0 5.1 0.3 0.4 0.2 
Navicula 5 96.0 4.0 0.0 0.0 0.0 
Navicula 6 79.9 10.5 9.3 0.0 0.3 
Navicula 7 92.6 7.4 0.0 0.0 0.0 
Navicula 8 94.2 3.2 2.5 0.0 0.1 
Navicula 9 68.8 31.1 0.1 0.0 0.0 
Neoceratium furca 88.6 7.6 2.6 0.5 0.7 
Neoceratium pulchellum 64.6 23.3 0.0 9.4 2.8 
Nitzschia delicatissima 88.6 7.3 3.1 0.7 0.3 
Nitzschia longissima 87.4 10.3 0.1 0.9 1.2 
Nitzschia sp. 89.8 9.2 0.2 0.7 0.1 
Noctiluca miliaris 89.9 8.5 0.0 0.0 1.6 
Odontella mobiliensis 85.4 5.7 0.0 5.4 3.5 
Paralia sulcata 93.1 3.5 0.5 2.2 0.6 
Peridinium sp. 88.6 4.9 0.0 6.5 0.0 
Plagiogrammopsis vanheurckii 85.0 0.5 2.7 11.9 0.0 
Pleurosigma sp. 95.4 4.6 0.0 0.0 0.0 
Proboscia alata 76.5 18.7 0.1 0.9 3.9 
Prorocentrum micans 86.4 10.6 0.6 2.0 0.5 
Pseudonitzschia seriata 89.0 5.2 0.2 0.5 5.1 
Rhizosolenia formosa 90.0 1.8 0.0 7.3 0.9 
Skeletonema costatum 89.4 1.1 0.6 4.9 4.1 
Stephanopyxis turris 86.9 4.6 0.0 0.0 8.5 
Thalassionema nitzschioides 93.9 1.1 3.9 1.0 0.1 
Thalassiosira angulata 87.8 12.2 0.0 0.0 0.0 
Thalassiosira rotula 81.5 13.1 5.1 0.0 0.3 
Thalassiosira sp. 79.0 12.8 7.0 1.2 0.0 
Thalassiothrix sp. 83.2 16.8 0.0 0.0 0.0 
Triceratium favus 91.3 4.8 1.0 1.8 1.2 
 
The binary distribution maps conformed neatly to the known distributions of the macrofauna. For some 
species, though, the models predicted additional habitat at the ends of the known ranges as being 
probabilistically suitable. Overall, the map of summed species richness shows beaches (from west to 
east) with relatively low diversity (mostly fewer than 10 species, although note that this comprises 
about 30 % of the species modelled), but interspersed with more diverse beaches (up to 16 species) in 
the north west, high diversity between Elands Bay and Cape Agulhas (up to 21 species per beach), fairly 
high diversity (14 to 18 species) in the log-spiral bays along the south coast and pocket beaches along 
the Wild Coast, and low diversity through southern KwaZulu-Natal (fewer than 9 species), which 
increases again north of Mtunzini (to 10 - 15 species). The South African and southern African endemic 
species are mostly located on the south and west coasts, with fewer represented along the east coast 
(Fig. 3.4c). 
 
 
  
  
Table 3.5. Statistics evaluating the performance of the species distribution models, based on n presence records per species. AUCTRAIN and AUCTEST
 
= area under 
the ROC curve of the model created using the training and testing data, respectively, ± standard error (SE). Sensitivity, specificity, kappa and true skill statistic 
(TSS) scores (as defined in the text) are presented for the optimal, median threshold probability (Threshold). The significance (p) values of the one-tail binominal 
test are also given, with models performing significantly better than random (at alpha = 0.05) indicated with an asterisk. 
Species n AUCTRAIN (±SE) AUCTEST (±SE) Threshold Sensitivity Specificity Kappa TSS p 
MACROFAUNA          
Africorchestia quadrispinosa 33 0.948 (0.013) 0.964 (0.023) 0.190 0.909 0.969 0.877 0.878 < 0.001* 
Bullia digitalis 30 0.972 (0.010) 0.956 (0.013) 0.145 0.833 0.967 0.800 0.800 < 0.001* 
Bullia natalensis 11 0.983 (0.009) 0.992 (0.005) 0.185 0.909 1.000 0.909 0.909 0.004* 
Bullia pura 12 0.944 (0.010) 0.938 (0.002) 0.535 0.500 0.750 0.250 0.250 0.171 
Bullia rhodostoma 41 0.963 (0.013) 0.967 (0.010) 0.265 0.854 1.000 0.854 0.854 < 0.001* 
Cerebratulus fuscus 45 0.938 (0.023) 0.889 (0.038) 0.240 0.800 0.822 0.622 0.622 < 0.001* 
Donax madagascariensis 24 0.984 (0.003) 0.964 (0.013) 0.340 0.875 0.875 0.750 0.750 < 0.001* 
Donax serra 44 0.961 (0.006) 0.977 (0.006) 0.205 0.932 1.000 0.932 0.932 < 0.001* 
Donax sordidus 26 0.979 (0.006) 0.980 (0.003) 0.295 0.962 1.000 0.962 0.962 < 0.001* 
Emerita austroafricana 51 0.977 (0.005) 0.975 (0.007) 0.115 0.961 1.000 0.961 0.961 < 0.001* 
Excirolana (Pontogeloides) latipes 76 0.943 (0.008) 0.923 (0.016) 0.223 0.908 0.947 0.855 0.855 < 0.001* 
Excirolana natalensis 123 0.937 (0.009) 0.892 (0.032) 0.160 0.927 0.992 0.919 0.919 < 0.001* 
Gastrosaccus bispinosa 50 0.976 (0.004) 0.946 (0.023) 0.125 0.940 1.000 0.940 0.940 < 0.001* 
Gastrosaccus longifissura 10 0.958 (0.012) 0.949 (0.031) 0.270 1.000 0.700 0.700 0.700 0.012* 
Gastrosaccus psammodytes 57 0.959 (0.006) 0.967 (0.008) 0.194 0.912 0.965 0.877 0.877 < 0.001* 
Glycera tridactyla 22 0.977 (0.008) 0.954 (0.027) 0.080 0.955 1.000 0.955 0.955 0.002* 
Griffithsius latipes 16 0.974 (0.011) 0.959 (0.032) 0.492 0.688 0.688 0.375 0.375 < 0.001* 
Lumbrineris tetraura 12 0.802 (0.079) 0.872 (0.021) 0.576 0.500 0.667 0.167 0.167 0.298 
Mandibulophoxus stimpsoni 13 0.955 (0.009) 0.895 (0.068) 0.320 0.846 0.846 0.692 0.692 0.030* 
Nephtys capensis 27 0.973 (0.007) 0.977 (0.010) 0.140 0.963 1.000 0.963 0.963 < 0.001* 
Ocypode ryderi 19 0.962 (0.009) 0.899 (0.060) 0.235 0.947 0.895 0.842 0.842 0.008* 
Perioculodes longimanus 11 0.960 (0.010) 0.943 (0.006) 0.550 0.273 0.909 0.182 0.182 1.000 
Pisionidens indica 31 0.977 (0.005) 0.975 (0.009) 0.150 1.000 0.900 0.901 0.900 < 0.001* 
Scolelepis squamata 79 0.948 (0.011) 0.940 (0.016) 0.155 0.924 0.975 0.899 0.899 < 0.001* 
Sigalion capensis 12 0.973 (0.009) 0.772 (0.145) 0.570 0.500 0.923 0.430 0.430 0.043* 
Talorchestia capensis 12 0.964 (0.007) 0.978 (0.013) 0.210 1.000 1.000 1.000 1.000 0.002* 
Tylos capensis 16 0.956 (0.005) 0.966 (0.005) 0.482 0.875 0.438 0.313 0.313 < 0.001* 
Tylos granulates 23 0.972 (0.010) 0.992 (0.005) 0.165 0.957 0.913 0.870 0.870 < 0.001* 
Urothoe coxalis 14 0.927 (0.027) 0.941 (0.006) 0.580 0.857 0.929 0.788 0.788 < 0.001* 
Urothoe grimaldii 29 0.974 (0.006) 0.939 (0.039) 0.155 0.931 1.000 0.931 0.931 < 0.001* 
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Table 3.5. continued          
Species n AUCTRAIN (±SE) AUCTEST (±SE) Threshold Sensitivity Specificity Kappa TSS p 
MICROFLORA          
Anaulus australis 43 0.922 (0.029) 0.867 (0.072) 0.155 0.907 1.000 0.907 0.907 < 0.001* 
Asterionella glacialis 10 0.954 (0.014) 0.919 (0.043) 0.160 1.000 1.000 1.000 1.000 < 0.001* 
Asterionellopsis glacialis 37 0.904 (0.030) 0.928 (0.026) 0.125 0.892 1.000 0.892 0.892 < 0.001* 
Asteromphalus flabellatus 19 0.982 (0.004) 0.965 (0.007) 0.165 1.000 1.000 1.000 1.000 < 0.001* 
Aulacodiscus johnsonii 37 0.960 (0.011) 0.870 (0.061) 0.135 0.865 1.000 0.865 0.865 < 0.001* 
Aulacodiscus petersii 32 0.953 (0.017) 0.863 (0.066) 0.165 0.844 1.000 0.844 0.844 < 0.001* 
Biddulphia aurita 11 0.887 (0.049) 0.898 (0.020) 0.289 0.909 1.000 0.909 0.909 0.030* 
Biddulphia pulchella 15 0.925 (0.026) 0.943 (0.015) 0.265 0.867 1.000 0.867 0.867 0.001* 
Biddulphia tuomeyi 17 0.917 (0.042) 0.838 (0.084) 0.310 0.765 1.000 0.765 0.765 0.061 
Blue-Green 12 0.955 (0.010) 0.919 (0.013) 0.375 0.917 1.000 0.917 0.917 0.037* 
Campylosira cymbelliformis 29 0.936 (0.012) 0.886 (0.063) 0.190 0.862 1.000 0.862 0.862 < 0.001* 
Chaetoceros debilis 24 0.966 (0.009) 0.857 (0.003) 0.080 0.833 1.000 0.833 0.833 0.036* 
Chaetoceros decipiens 29 0.900 (0.043) 0.903 (0.060) 0.275 0.828 1.000 0.828 0.828 < 0.001* 
Chaetoceros spores 20 0.974 (0.007) 0.889 (0.061) 0.155 0.950 1.000 0.950 0.950 0.001* 
Climacosphenia moniligera 10 0.939 (0.033) 0.723 (0.053) 0.160 0.700 1.000 0.700 0.700 1.000 
Cocconeis scutellum 13 0.891 (0.046) 0.903 (0.058) 0.320 0.769 1.000 0.769 0.769 0.029* 
Cocconeis sp. 13 0.982 (0.005) 0.976 (0.009) 0.275 1.000 1.000 1.000 1.000 < 0.001* 
Coscinodiscus radiates 30 0.875 (0.040) 0.910 (0.033) 0.178 0.800 1.000 0.800 0.800 < 0.001* 
Cylindrotheca closterium 28 0.964 (0.006) 0.865 (0.053) 0.255 0.893 1.000 0.893 0.893 < 0.001* 
Ditylum brightwellii 10 0.965 (0.016) 0.409 (0.269) 0.175 0.700 1.000 0.700 0.700 1.000 
Eucampia zoodiacus 10 0.943 (0.011) 0.949 (0.000) 0.355 1.000 1.000 1.000 1.000 0.020* 
Fragillaria spiculatus 10 0.960 (0.010) 0.510 (0.280) 0.310 0.900 1.000 0.900 0.900 0.193 
Grammatophora marina 26 0.894 (0.029) 0.949 (0.012) 0.185 1.000 1.000 1.000 1.000 0.007* 
Guinardia delicatula 10 0.944 (0.012) 0.938 (0.000) 0.435 0.900 1.000 0.900 0.900 0.005* 
Haptophyta 16 0.977 (0.006) 0.951 (0.009) 0.225 1.000 1.000 1.000 1.000 < 0.001* 
Hemiaulus hauckii 16 0.908 (0.048) 0.891 (0.057) 0.285 0.875 1.000 0.875 0.875 0.013* 
Leptocylindrus danicus 26 0.911 (0.047) 0.777 (0.144) 0.155 0.846 1.000 0.846 0.846 0.008* 
Licmophora hyaline 31 0.918 (0.025) 0.750 (0.101) 0.218 0.806 1.000 0.806 0.806 < 0.001* 
Navicula 1 12 0.858 (0.068) 0.902 (0.054) 0.370 0.750 1.000 0.750 0.750 0.028* 
Navicula 2 10 0.910 (0.051) 0.953 (0.001) 0.420 0.900 1.000 0.900 0.900 0.001* 
Navicula 3 11 0.876 (0.077) 0.803 (0.098) 0.440 0.818 1.000 0.818 0.818 0.239 
Navicula 4 44 0.915 (0.031) 0.804 (0.099) 0.160 0.840 1.000 0.840 0.840 < 0.001* 
Navicula 5 11 0.821 (0.097) 0.995 (0.000) 0.445 0.818 1.000 0.818 0.818 0.013* 
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Table 3.5. continued          
Species n AUCTRAIN (±SE) AUCTEST (±SE) Threshold Sensitivity Specificity Kappa TSS p 
Navicula 6 25 0.922 (0.017) 0.938 (0.016) 0.265 0.800 1.000 0.800 0.800 < 0.001* 
Navicula 7 17 0.968 (0.008) 0.651 (0.185) 0.105 0.882 1.000 0.882 0.882 0.071 
Navicula 8 28 0.926 (0.020) 0.851 (0.086) 0.130 0.893 1.000 0.893 0.893 < 0.001* 
Navicula 9 11 0.976 (0.007) 0.983 (0.010) 0.275 1.000 1.000 1.000 1.000 0.005* 
Neoceratium furca 20 0.943 (0.030) 0.949 (0.033) 0.160 0.900 1.000 0.900 0.900 < 0.001* 
Neoceratium pulchellum 13 0.904 (0.042) 0.847 (0.081) 0.270 0.846 0.846 0.692 0.692 0.207 
Nitzschia delicatissima 28 0.905 (0.044) 0.902 (0.029) 0.155 0.788 1.000 0.788 0.788 0.015* 
Nitzschia longissima 25 0.950 (0.016) 0.927 (0.017) 0.150 0.880 1.000 0.880 0.880 < 0.001* 
Nitzschia sp. 20 0.924 (0.029) 0.784 (0.148) 0.315 0.800 1.000 0.800 0.800 < 0.001* 
Noctiluca miliaris 14 0.967 (0.009) 0.972 (0.007) 0.185 1.000 1.000 1.000 1.000 0.001* 
Odontella mobiliensis 13 0.861 (0.049) 0.949 (0.010) 0.325 0.923 1.000 0.923 1.000 0.021* 
Paralia sulcata 20 0.920 (0.042) 0.930 (0.017) 0.240 0.850 1.000 0.850 0.850 < 0.001* 
Peridinium sp. 19 0.977 (0.008) 0.750 (0.184) 0.145 0.947 1.000 0.947 0.947 0.005* 
Plagiogrammopsis vanheurckii 20 0.900 (0.046) 0.711 (0.151) 0.330 0.750 1.000 0.750 0.750 0.008* 
Pleurosigma sp. 14 0.875 (0.060) 0.956 (0.004) 0.325 0.857 1.000 0.857 0.857 < 0.001* 
Proboscia alata 30 0.926 (0.025) 0.816 (0.098) 0.175 0.833 1.000 0.833 0.833 < 0.001* 
Prorocentrum micans 22 0.939 (0.028) 0.979 (0.006) 0.265 0.909 1.000 0.909 0.909 < 0.001* 
Pseudonitzschia seriata 40 0.937 (0.014) 0.919 (0.034) 0.175 0.875 1.000 0.875 0.875 < 0.001* 
Rhizosolenia Formosa 10 0.952 (0.015) 0.959 (0.016) 0.330 0.900 1.000 0.900 0.900 0.013* 
Skeletonema costatum 25 0.951 (0.001) 0.870 (0.072) 0.130 0.920 1.000 0.920 0.920 < 0.001* 
Stephanopyxis turris 15 0.918 (0.041) 0.951 (0.016) 0.330 0.867 1.000 0.867 0.867 < 0.001* 
Thalassionema nitzschioides 33 0.925 (0.025) 0.930 (0.015) 0.185 0.879 1.000 0.879 0.879 < 0.001* 
Thalassiosira angulata 14 0.849 (0.066) 0.943 (0.000) 0.465 0.857 1.000 0.857 0.857 0.001* 
Thalassiosira rotula 18 0.982 (0.004) 0.987 (0.006) 0.245 1.000 1.000 1.000 1.000 < 0.001* 
Thalassiosira sp. 12 0.982 (0.005) 0.988 (0.004) 0.315 1.000 1.000 1.000 1.000 < 0.001* 
Thalassiothrix sp. 11 0.931 (0.020) 0.895 (0.055) 0.315 0.909 1.000 0.909 0.909 0.033* 
Triceratium favus 20 0.913 (0.032) 0.808 (0.129) 0.310 0.750 1.000 0.750 0.750 < 0.001* 
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Microflora 
The microflora associated with beaches in South Africa are more diverse than the macrofauna, with 287 
morphospecies recorded to date. This includes 29 morphospecies of microphytobenthos, 191 
morphospecies of phytoplankton, and 67 morphospecies present in both the sand and surf. However, in 
contrast to the high level of endemism recorded for the macrofauna, not a single morphospecies of 
microflora occurs solely in South or Southern Africa. The number of "resident" morphospecies is much 
smaller than the total species richness. Of the 287 microflora morphospecies, 107 have been recorded 
as singletons or doubletons, and 60 have been recorded on 10 or more beaches and are considered to 
be the resident suite in South Africa. Almost two thirds of the resident micoroflora morphospecies are 
exclusively phytoplankton (n = 38), nearly a third are present in both sand and surf (n = 17), and the 
remainder (n = 5) are exclusively microphytobenthos. It must be noted, though, that the sampling effort 
for microphytobenthos is considerably less than that for phytoplankton, and that the number of 
resident microphytobenthos morphospecies will very likely rise as more sampling is undertaken. This is 
confirmed when analysing the species-accumulation curves. Asymptotes appear to be reached for all 
microflora morphospecies when pooled, all phytoplankton, and surf-sand morphospecies, but not for 
microphytobenthos (Fig. 3.6). Note also that a species-accumulation curve was plotted by the number of 
sites sampled (Fig. 3.6a). This was because sampling effort has varied per sampling event, over time, and 
among sites; plotting the species-accumulation curves in this latter form thus provided a different way 
of evaluating whether or not microflora diversity has been captured sufficiently. Because this plot also 
reached an asymptote, it is concluded that microflora are adequately represented at a national level in 
this assessment.  
 
Species distribution models were created for the 60 resident sandy beach microflora morphospecies. 
Interestingly, beach morphodynamic type was also the predictor that contributed the most to all these 
models (generally 80 - 90 %), with bioregion being the second greatest contributor overall (around 
10 %), and sea-surface temperature, chlorophyll-a concentration and groundwater recharge 
contributing the rest, if featuring at all (Table 3.4). Statistical evaluation of the microflora distribution 
models produced similar results to those of the macrofauna distribution models, with high AUC values 
(generally 0.8 - 0.9) for the model training and testing data, and high values (also around 0.8 - 0.9) for 
the threshold-dependent statistics (Table 3.5). Interestingly, model specificity was perfect (1.000) in all 
but one case, suggesting no commission errors in the models. Apart from seven morphospecies for 
which model performance was no better than random (again, likely due to small sample sizes), the 
microflora distribution models performed very well, and the calculated threshold values split the data 
appropriately into species presence and absence. As above, the microflora morphospecies that could 
not be modelled with sufficient confidence were excluded from further analyses. 
 
The summed species richness for microflora is moderate along the South African north-west coast 
(generally fewer than 15 morphospecies), but with some beaches supporting up to 47 morphospecies 
(Fig. 3.4d). Species richness increases south of the Langebaan lagoon (Yzerfontein beaches) to Cape 
Agulhas, with several beaches in this region containing all 53 morphospecies of microflora. The log-spiral 
bays along the south coast, and the shoreline between Port Elizabeth and East London have similarly 
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Figure 3.6. Permutational species-accumulation curves representing the cumulative number of morphospecies 
observed (black line) ± 95 % CL (grey band) (a) by the number of sites sampled for all microflora; and by the number 
of samples taken for (b) all microflora; (c) phytoplankton, (d) microphytobenthos, and (e) microflora morphospecies 
recorded in both the surf and sand. 
 
 
a. 
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high diversity. Microflora communities are moderately diverse throughout the Wild Coast, but decline to 
fewer than 20 morphospecies along southern and central KwaZulu-Natal. Further north up the east 
coast, the beaches between Mtunzini and Richard's Bay, and between St Lucia and Cape Vidal support 
up to 45 morphospecies of microflora; most beaches north of Sodwana support 26 species, although 
some can be as diverse as 42 morphospecies. 
 
Coastal/dune vegetation 
There are 26 species of dune pioneer plants that were included in this study, of which 11 are listed by 
the South African National Biodiversity Institute as South African endemics (see: 
http://redlist.sanbi.org). One other species occurs in South Africa and Namibia, and is considered a 
southern African endemic. Diversity is highest along the south-east to south-west coasts (Fig 3.4e), with 
as many as 17 species present in a single habitat unit in this region, and less than half of that in the 
north-eastern and north-western sections of the South African coast.  
 
Integration of beach biodiversity layers 
Altogether, 536 morphospecies of vertebrates, plants, macrofauna and microflora have been recorded 
on the South African sandy beaches. Even if the number of macrofauna and microflora species is 
reduced to only those that have been recorded at 10 or more beaches, i.e., the resident biota, the total 
species richness is still fairly high, at 140 species (see Table 3.6). Overall (Fig. 3.4f), beach diversity is 
higher along the south coast, but this is largely due to the alongshore trends in the floral communities 
(both microflora and foredune plants). In contrast, macrofauna and vertebrates have a much more 
consistent number of species making up their respective communities, regardless of their position along 
the shoreline.  
 
Remarkably, two-thirds of the resident macrofaunal communities comprise endemic species. About half 
of these are found only in southern African (n = 10 species), and the other half are confined to just one 
or two of the South African coastal bioregions (n = 8; Table 3.6). If the suite of macrofauna is broadened 
to include all species that have been found on the South African beaches and identified to species level 
(n = 110 species), then the number of southern African endemics increases to 36 species, and the 
number of South African endemics increases to 22 species. 
 
 
 
 
 
 
 
  
 
Table 3.6. List and distribution of all "resident" species recorded on the South African sandy shores, where shorebirds, pinnipeds and turtles are given as 
observed distributions, macrofauna and microflora are given as modelled distributions, and foredune plants are are given as the observed extent (refer to text 
for references to the relevant data sources). Numbers 1 - 29 represent the 29 100-km long coastal segments following Figure 3.4a. Species endemism (E) is 
denoted as: * = southern African endemics; # = South African endemics. 
Species E 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 
SHORE BIRDS                               
Arenaria interpres                               
Calidris alba                               
Calidris canutus                               
Charadrius marginata                               
Haematopus moquini *                              
Larus [dominicanus] vetula                               
Larus cirrocephalus poiocephalus                               
Larus hartlaubii *                              
Pluvalis squatarola                               
Spheniscus demersus *                              
Sterna albifrons                               
Sterna balaenarum                               
Sterna bengalensis                               
Sterna bergii                               
Sterna caspia caspia                               
Sterna dougallii                               
Sterna hirundo                               
Sterna paradisaea                               
Sterna sandvicensis                               
Sterna vittata                               
Xenus cinereus                               
PINNIPEDS                               
Arctocephalus pusillus pusillus *                              
TURTLES                               
Caretta caretta                               
Dermochelys coriacea                               
MACROFAUNA                               
Africorchestia quadrispinosa #                              
Bullia digitalis *                              
Bullia natalensis #                              
Bullia rhodostoma *                              
Cerebratulus fuscus                               
Donax madagascariensis                               
Donax serra *                              
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Species E 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 
Donax sordidus #                              
Emerita austroafricana                               
Excirolana (Pontogeloides) latipes *                              
Excirolana natalensis *                              
Gastrosaccus bispinosa *                              
Gastrosaccus longifissura                               
Gastrosaccus psammodytes *                              
Glycera tridactyla                               
Griffithsius latipes *                              
Mandibulophoxus stimpsoni *                              
Nephtys capensis *                              
Ocypode ryderi                               
Pisionidens indica                               
Scolelepis squamata                               
Sigalion capensis                               
Talorchestia capensis #                              
Tylos capensis #                              
Tylos granulatus #                              
Urothoe coxalis #                              
Urothoe grimaldii                               
MICROFLORA                               
Anaulus australis                               
Asterionella glacialis                               
Asterionellopsis glacialis                               
Asteromphalus flabellatus                               
Aulacodiscus johnsonii                               
Aulacodiscus petersii                               
Biddulphia aurita                               
Biddulphia pulchella                               
Blue-Green                               
Campylosira cymbelliformis                               
Chaetoceros debilis                               
Chaetoceros decipiens                               
Chaetoceros spores                               
Cocconeis scutellum                               
Cocconeis sp.                               
Coscinodiscus radiates                               
                               
Table 3.6. continued 
8
7 
  
 
                               
Species E 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 
Cylindrotheca closterium                               
Eucampia zoodiacus                               
Fragillaria spiculatus                               
Grammatophora marina                               
Guinardia delicatula                               
Haptophyta                               
Hemiaulus hauckii                               
Leptocylindrus danicus                               
Licmophora hyaline                               
Navicula 1                               
Navicula 2                               
Navicula 4                               
Navicula 5                               
Navicula 6                               
Navicula 8                               
Navicula 9                               
Neoceratium furca                               
Nitzschia delicatissima                               
Nitzschia longissima                               
Nitzschia sp.                               
Noctiluca miliaris                               
Odontella mobiliensis                               
Paralia sulcata                               
Peridinium sp.                               
Plagiogrammopsis vanheurckii                               
Pleurosigma sp.                               
Proboscia alata                               
Prorocentrum micans                               
Pseudonitzschia seriata                               
Species E 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 
Rhizosolenia formosa                               
Skeletonema costatum                               
Stephanopyxis turris                               
Thalassionema nitzschioides                               
Thalassiosira angulata                               
Table 3.6. continued 
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Thalassiosira rotula                               
Thalassiosira sp.                               
Thalassiothrix sp.                               
Triceratium favus                               
FOREDUNE PLANTS                               
Arctotheca populifolia                               
Canavalia rosea                               
Carpobrotus acinaciformis #                              
Cladoraphis cyperoides                               
Cyperus crassipes                               
Dasispermum suffruticosum #                              
Didelta carnosa var. tomentosa *                              
Ehrharta villosa var. maxima #                              
Eragrostis sabulosa #                              
Gazania rigens var. leucolaena #                              
Gazania rigens var. uniflora                               
Hebenstretia cordata                               
Ipomoea pes-caprae                               
Launaea sarmentosa                               
Manulea tormentosa                               
Oncosiphon sabulosum #                              
Phylohydrax carnosa                               
Scaevola plumeri                               
Scaevola sericea                               
Senecio elegans #                              
Senecio litorosus #                              
Senecio maritimus #                              
Silene crassifolia #                              
Tetragonia decumbens                               
Thinopyrum distichum                               
Trachyandra divaricatum #                              
Table 3.6. continued 
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Discussion 
It is well documented that marine species richness tends to increase from west to east along the South 
African coast (community biomass tends to decrease along the same gradient), with greatest endemism 
along the south coast (Bustamante and Branch, 1996; and more specifically - coastal fish: Turpie et al., 
2000; coastal and marine invertebrates: Awad et al., 2002; Scott et al., 2012; decapod crustaceans: 
Kensley, 1981; intertidal acari: Procheş and Marshall, 2002; and polychaetes: Day, 1967a, b). However, 
some groups show exception to this broad trend, with highest diversity along the south coast (see Awad 
et al., 2002). Sandy beach taxa align with these latter groups, having greatest species richness along the 
south coast, and highest endemism along the west and south coasts. The contrasting spatial patterns in 
species richness and endemism of sandy shore communities compared to those of other coastal and 
marine systems is because the widespread Indo-Pacific species (driving higher species richness on the 
north east coast; e.g., Scott et al., 2012) tend to be associated more with rocky shore and coral reef 
communities than with sandy beach communities. Furthermore, the distribution of beach 
morphodynamic types along the South African coastline (Chapter 2; Harris et al., 2011a) also plays an 
important role in determining spatial trends in the beach communities at a national scale. 
 
Dissipative beaches and dissipative-intermediate beaches with broad surf zones support accumulations 
of surf diatoms (Campbell and Bate, 1997) and much richer assemblages of macrofauna, including more 
specialist species, compared to reflective or intermediate beaches (e.g., Defeo and McLachlan, 2005; 
McLachlan and Brown, 2006; McLachlan and Dorvlo, 2005, 2007). While the west coast is relatively 
rocky and has representatives from all beach types, the long dissipative beaches in South Africa are 
located in this region. The south coast comprises predominantly dissipative-intermediate beaches in log-
spiral bays, and the east coast has a greater proportion of reflective and intermediate beach forms 
(Chapter 2; Harris et al., 2011a). Beach microflora, particularly phytoplankton diversity is thus variable 
on the west coast, highest along the south coast, and least along the east coast - the latter also likely 
because productivity on the east coast is much lower compared to that on the west coast. Macrofauna 
show a fairly consistent range in species richness that peaks along the Wild Coast, which is a transition 
area between the subtropical and warm-temperate bioregions, and hence raises the local diversity. The 
peak in species richness suggested to occur around Mtunzini and St Lucia is probably an overestimation 
that arose because the models predicted beaches in this region to be suitable for a number of the south 
coast macrofauna, which have not (yet) been recorded that far north. The shorebirds are likely 
responding more to coastal features than beach morphodynamics per se. For example, their greatest 
diversity is associated with the Langebaan lagoon region and the Alexandria dunefield, and least 
diversity is associated with shoreline segments that are predominantly rocky and/or have a narrow 
supratidal component that is also transformed by development. Foredune plants show the most marked 
differences among the west, south and east coasts. These species are more likely responding to 
terrestrial abiotic drivers, such as rainfall, wind and soil type, which are largely beyond the scope of this 
study. 
 
It was remarkable that two-thirds of the resident sandy beach macrofauna species are endemic either to 
South or southern Africa. It was also surprising to see how many additional (n = 40) species have been 
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recorded in the database, which are also endemic to South(ern) Africa, but have been captured in less 
than 5 % of the sampling events and thus are also relatively rare species (e.g., Glycera natalensis, Bullia 
mozambicensis, Eurydice barnardi and Bathyporeia cunctator). In terms of both conservation and 
general awareness, the South African endemic species certainly need greater attention. Considering that 
these species, by definition, occur in just one or two of the South African bioregions, and that they likely 
have a preferred beach morphodynamic type and an across-shore zone that they inhabit (e.g., Dahl, 
1952; Lercari and Defeo, 2006; McLachlan and Brown, 2006; McLachlan and Dorvlo, 2005, 2007; 
McLachlan and Jaramillo, 1995; McLachlan et al., 1993; Salvat, 1964; Soares, 2003), the amount of 
available habitat is incredibly limited for these species. The high-shore species are further imperilled by 
habitat transformation and loss from coastal development and coastal squeeze, and from management 
actions due to tourism pressures, such as beach grooming or wrack removal (Dugan et al., 2008). Tylos 
capensis and Tylos granulatus, for example, need dunes and supralittoral habitat to survive; Talorchestia 
capensis and Africorchestia quadrispinosa need supralittoral habitat and wrack piles on the strandline. 
To make matters worse for these species, dispersal is limited because they are terrestrial invertebrates, 
without a pelagic larval phase. Brown (2000) noted that Tylos granulatus may be an endangered species. 
This hypothesis has yet to be tested, but it and the other three high-shore endemic species are strong 
candidates for Red Data listing because of their severely restricted distributions, and ever-expanding 
habitat threats, which makes them likely candidates for the risk of extinction. 
 
After considering the high level of endemism in sandy beach macrofauna, it was paradoxical that there 
were no endemic microflora species. However, it is unlikely that a country like South Africa will support 
endemic surf phytoplankton species. This is because the South African shoreline is exposed, with open-
ocean beaches and strong currents that hug the coast on all ocean-bounded sides, which likely 
contributes to strong connectivity in phytoplankton communities. It is therefore not surprising that 
many of the species had widespread distributions, with bioregional predictors contributing hardly any 
predictive power to the species distribution models. The perceived biogeography in these species (Harris 
et al., 2010) is more likely to be related to the distribution of beach morphodynamic types in South 
Africa, which affects the relative abundances of the species. For example, the south and south-west 
coasts are favourable for the formation of surf diatom accumulations, which separates the 
phytoplankton communities found along this part of the shoreline from the rest of the communities, 
thereby, suggesting three bioregions. However, this would need to be tested formally to be a conclusive 
result. 
 
To my knowledge, this is the first time species distribution modelling techniques have been applied to 
sandy beach species anywhere in the world. The tight relationships between the biota and descriptors of 
their habitats, particularly for the macrofauna, make them very amenable to this kind of analysis, and as 
was shown, can produce very good results with relatively small sample sizes and just a few predictors. In 
addition, the resulting models are more likely to be accurate for beach species than for organisms from 
most other ecosystems, for the following reason. Fielding and Bell (1997) describe two origins of 
prediction errors: algorithmic errors arising from the model algorithms; and biotic errors arising from 
the ecology of the species being modelled (e.g., competitive exclusion). They argue that individuals are 
constrained in their decisions across landscapes, being influenced by intra- and inter-specific 
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interactions. Because these are often difficult to integrate into species distribution models, they, in turn, 
lead to omission and commission errors (see also Anderson et al., 2002; Fielding and Bell, 1997). 
However, because sandy beach ecosystems are so physically dominated (McLachlan et al., 1993), beach 
biota appear to be an exception to Fielding and Bell's arguments, except in the most extreme cases (see 
Defeo and McLachlan, 2005; Dugan et al., 2004; Van Tomme et al., 2012). Consequently, one of the 
strengths of doing species distribution modelling for sandy beach biota is that the number of prediction 
errors is likely to be restricted to algorithmic errors (which can be explicitly quantified) rather than biotic 
errors, resulting in relatively better-performing models.  
 
These benefits notwithstanding, one possible source of biotic errors in the current models lies in the 
connectivity of habitats and populations of species, which was not taken into account here because it is 
currently one of the conspicuous knowledge gaps in sandy beach ecological theory. It is possible that, 
while some beaches may meet the criteria for being suitable to support a population of a certain 
species, some of these beaches may be located too far from other suitable (source) beaches to sustain a 
viable population. In other words, the models might accurately predict alongshore-distribution 
component of a species' fundamental niche, but not that of the realized niche. (Hereafter, for 
simplification, these are referred to as the fundamental and realized distributions, respectively, 
recognizing that distribution is only one aspect of ecological niches, as defined in classic texts by Grinnell 
(1917), Elton (1927) and Hutchinson (1957)). Given how well the models predicted the test data, though, 
excluding connectivity processes in the models is not considered to be a significant shortcoming at this 
time. Further, including parts of the whole fundamental distribution in conservation planning exercises, 
for example, might well serve to be a proactive strategy in keeping potentially suitable habitat in a good 
state that could be colonized as local conditions change and species ranges are required to shift. For 
example, the model predicted the distribution of the ghost crab, Ocypode ryderi, to extend (in patches) 
southwards along the Eastern Cape coast. Megalopa larvae certainly do arrive on the Eastern Cape 
shores from KwaZulu-Natal, but they (currently) do not survive the cold winters, so adults are rarely 
observed (McLachlan, 1980). However, there is evidence to suggest that the Agulhas current is warming 
(Rouault et al., 2009), and perhaps we will see a southward extension in the O. ryderi range in time.  
 
While the species distribution models constructed in this study did perform well, and confirmed the 
assumption that beach morphodynamic type and bioregion are good initial proxies for representing 
beach biodiversity, there are several shortcomings that need consideration. Firstly, the map of 
distributions from which the models were constructed is based on snap-shot sampling across four 
decades; there are no data (apart from a few cases where beaches have been sampled multiple times, 
e.g., Harris et al., 2011b; Ortega Cisneros et al., 2011) on the persistence/residency of species on 
beaches or in the surf. While local residency may be a valid assumption for the dominant species, it may 
not be the case for rarer species, or for those that have less resistance to wave force, e.g., polychaetes 
(Tamaki, 1987), and are more easily dispersed. Similarly, phytoplankton communities are likely to be 
dynamic in space and time. The assumption is that if a species is recorded on a beach, then that beach 
construes suitable habitat. Secondly, the distribution models are largely based on the presence of 
individuals, but presence does not imply fitness (or abundance), which may have implications for the 
selection of beaches in a conservation planning context. It certainly would not be an optimal strategy to 
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protect only sink habitat (see Caddy and Defeo, 2003; Celentano et al., 2010) for any of the species. The 
only solution to this is to increase the sample size on which the models are based, thereby reducing the 
relative importance of any one data point and thus increasing the probability that source (and sink) 
habitats are represented. The choice of 10 data points in this study was a pragmatic decision, based on a 
trade-off of having sufficient data to generate suitable model outputs, and including as many species as 
possible. Mitigating against these shortcomings is the fact that these spatial analyses are easily updated 
as more information becomes available. Information about population connectivity is likely to be the key 
area where analyses of this nature can be improved, particularly with regards to our understanding of 
metapopulation dynamics and hypothesized source-sink dynamics (Caddy and Defeo, 2003; Celentano 
et al., 2010). In the interim, invoking the precautionary principle is advocated until beach population 
dynamics are better understood. 
 
While the distribution models are good starting points for conservation planning analyses, they are also 
neat hypotheses to test. For example, a species’ fundamental distribution could be modelled, and then 
that species could be targeted for sampling throughout its predicted range to establish its realized 
distribution. The rest of the probabilistically suitable habitat (fundamental distribution) could be flagged 
as key habitat that the species could potentially move into. Subsequent investigation could include why 
the fundamental distribution is not occupied in entirety, either by a priori factors, such as barriers to 
dispersal, or a posteriori factors, such as habitat transformation. Naturally, the next step would be 
predictive modelling, to include effects from global change (which could include expansion of coastal 
urban development nodes) explicitly in modelling likely distributions under various future scenarios.  
 
In conclusion, sandy beach ecosystems as a whole contain many more species than expected. 
Importantly, the species richness tallied in this study is a conservative estimate because there are 
several other taxa (e.g., meiofauna and zooplankton) that were not included in the analyses because of 
low sampling effort. The level of endemism in macrofauna was also impressive. This high degree of 
specialization should be anticipated, to some degree, because beaches are such dynamic, physically-
dominated ecosystems, and species would need to be highly adapted to survive. The corollary, given 
these species' additional distinct habitat preferences, is that their habitats are extremely small in an 
absolute sense. It is therefore important that efforts are made to ensure the protection of these species, 
particularly because they play key ecological roles, e.g., links between marine and terrestrial systems as 
prey items to both shorebirds and fish. Also, conservation measures should be implemented quickly 
because there are so many threats to sandy shores, and the species of greatest concern (highly endemic, 
limited available habitat, and most threatened) on beaches, including vertebrates, macrofauna and 
foredune plants, tend to require features associated with the high shore/supralittoral to complete their 
life histories, where habitat degradation and risk of loss are greatest. This study has highlighted the 
value of representing sandy beach data in a comprehensive, spatial manner and has revealed interesting 
biodiversity trends. Sandy beaches truly are unique ecosystems with unique biota, and are thoroughly 
deserving of more attention and protection. 
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A methodology for evaluating and comparing cumulative threats to 
sandy beaches 
 
Abstract 
Ecosystems provide goods and services that support human health and well-being. Currently, 
however, there are substantial impacts to the environment from multiple, interacting anthropogenic 
stressors, such that most ecosystems are deteriorating and service provision is reduced. Sandy 
beaches, specifically, are exposed to stressors from both land and sea, and are said to be among the 
most threatened ecosystems, globally. Consequently, efforts to curtail these effects need to be 
prioritized to ensure the greatest return on investment. A tool to guide this process could therefore 
make an important contribution sandy-beach management. The aim of this study was to modify an 
existing, expert-based framework for evaluating cumulative threats to ecosystems to suit fine-scale 
analyses for sandy beaches specifically. Expert opinion was sought at a workshop during the VIth 
International Sandy Beach Symposium. Scores (ranging 0-10; least to worst) were provided by 
general consensus in an open forum, describing the functional impact (severity measured by the 
proportion of species and ecological processes affected by each stressor) and recovery time (how 
long the beach would take to recover following the removal of each stressor) of the maximum 
theoretical intensity for each contemporary threat to beaches. To guide application and downscaling 
of these benchmarked scores into local contexts, a description was provided with each score. 
Generally, threats to beaches have fairly substantial impacts, affecting multiple species or processes, 
with moderate effects on foodwebs. Consensus is that coastal squeeze, coastal development, and 
diamond, mineral and sand mining have the greatest impact to beaches. Recovery times are context 
dependent. For the most part, expert opinion is that beaches would recover following the removal 
of most threats within 10 years or less (except in the case of coastal development and coastal 
squeeze), but recovery is greatly prolonged if threats extend into the dunes. Recommendations for 
applying this cumulative threat assessment (CTA) are provided, which could include: performing 
spatial CTAs to guide sites-prioritization for management actions; performing spatial CTAs to 
contribute to ecosystem/habitat status assessments; or using CTAs to compare candidate sites for a 
proposed activity in an environmental impact assessment. Two key research priorities emerged from 
this study: first, elucidating how multiple stressors interact to produce synergistic, additive, or 
antagonistic impacts; and second, quantifying ecological thresholds for threats, although thresholds 
in the context of multiple, interacting threats will probably be more useful. Developing an 
understanding in these two areas will improve future application of the CTA for beaches. In turn, this 
will have far-reaching implications for guiding management to promote sustainable utilization and 
avoid the "tyranny of small decisions", thereby contributing to maintaining sandy beach goods and 
services in perpetuity.  
  
Cumulative threat assessment methodology 
102 
 
Introduction 
There is a growing awareness of the current severity of anthropogenic impacts to all ecosystems, 
particularly where these are superimposed on the effects of global change (Halpern et al., 2008; 
Hoegh-Guldberg and Bruno, 2010; Malmqvist and Rundle, 2002; Smetacek and Nicol, 2005; 
Vӧrӧsmarty et al., 2010). This is of concern because we rely heavily on the goods and services 
provided by natural systems for our own health and well-being. Rural communities in developing 
nations are especially reliant on natural resources for meeting their basic needs for survival, and 
therefore, are most vulnerable to the loss of goods and services associated with degrading 
ecosystem states (Barbier, 2010; Millennium Ecosystem Assessment, 2005). Furthermore, addressing 
these concerns is a matter of urgency: land is being, and is projected to be transformed at a rapid, 
accelerated rate (Beaumont and Duursma, 2012; Waycott et al., 2009); in turn, the current rates of 
biodiversity loss are unprecedented (Butchart et al., 2010; Pimm et al., 1995); and consequently, the 
provision of ecosystem goods and services is deteriorating (Millennium Ecosystem Assessment, 
2005; Worm et al., 2006). But not all is lost. We are still in a strong-enough position to alter existing 
practices in ways that can make a difference (Turner et al., 2007). 
 
To a large extent, ecosystems are in their current state for two reasons. First, because areas for use 
and conservation have not been properly planned a priori, often falling prey to "the tragedy of the 
commons" (Hardin, 1968); and second, because management (in the past) tended to focus on a 
single-sector approach, not accounting for the effects of multiple stressor activities, their potential 
interactions, or spill-over and downstream impacts (La Cock and Burkinshaw, 1996; McLachlan and 
Burns, 1992). As a result, ecosystems have been pushed past invisible ecological thresholds, 
suddenly exhibiting drastic changes that have been referred to as "ecological surprises" (e.g., 
Christensen et al., 2006; Paine et al., 1998). Odum (1982) called the large, unintended and 
undesirable ecological impact resulting from a series of seemingly trivial decisions, the "tyranny of 
small decisions" or "small decisions effect" (Kahn, 1966). Consequently, the contemporary approach 
to management aims to be ecosystem-based, integrated, participatory, multi-sectoral, and well co-
ordinated (McLeod et al., 2005). 
 
Because the area available for conservation and the resources for management both tend to be 
limited, sites and actions need to be prioritized in ways that will be most efficient and have the 
greatest ecological returns on investment. Key to this is a place-based (spatial) assessment of 
cumulative impacts to ecosystems accruing from multiple stressor activities across land- or 
seascapes, hereafter: a cumulative threat assessment (CTA). This can guide decision-making by 
determining which sites are too transformed to be worth investment in terms of rehabilitation 
efforts, which sites to target for mitigative and ameliorative actions, and which sites to protect with 
the precautionary principle by pre-empting and preventing future threats and impacts. The optimal 
approach to the CTA would be empirically-based. However, in virtually all cases there is simply 
insufficient information to do this given the data-hungry nature of a threat-ecosystem interaction 
matrix: a moderate example of ten ecosystems exposed to ten stressors requires a minimum of 100 
empirical studies (excluding evaluations of threat interactions, per ecosystem). Consequently, 
scientists have defaulted to an expert-based approach. 
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A CTA methodology based on expert opinion has been proposed (Halpern et al., 2007), refined 
(Neslo et al., 2010), and widely applied (Grech et al., 2011; Halpern et al., 2009; Halpern et al., 2008; 
Selkoe et al., 2009; Selkoe et al., 2008a; Sink et al., 2012; Teck et al., 2010). The advantages of this 
expert-based CTA are that it is transparent, easily applied to any area at any scale, and readily 
repeatable, making it particularly useful for adaptive management (Halpern et al., 2007). In this CTA, 
experts are required to score threats to ecosystems under five criteria (Halpern et al., 2007): 
functional impact (if the threat impacts individual species, assemblages, or the entire 
community/ecosystem); scale (the spatial extent of a single event of the activity/threat); frequency 
(how often discrete activity/threat events occur); resistance (the tendency of the ecosystem to resist 
change when exposed to the threat); and recovery time (how long it would take the ecosystem to 
recover to its pre-threat state following the removal of the threat). The scores for each threat-
ecosystem combination under the five criteria are averaged among experts, and summed using a 
weighting scheme among the five criteria (Halpern et al., 2007; Neslo et al., 2010) to give a single, 
overall threat-ecosystem score. In a spatial analysis, these scores are assigned to sites where the 
threats overlap with ecosystems. From this point, scores can be summed per site, per ecosystem or 
per threat to respectively determine the areas and ecosystems that are most threatened, and the 
greatest or most widespread threats (Halpern et al., 2007). 
 
In the original application of CTAs, Halpern et al. (2008) note that global applications are best used 
for comparing cumulative threats broadly among areas and ecosystems, and for setting global 
priorities. Further, the CTA provides a basic framework that can be modified and applied at finer 
scales, using better-quality data, tailored expert scoring, and different collections of locally- or 
regionally-relevant threats (Selkoe et al., 2008b). Given that sandy shores are understood to be 
particularly threatened ecosystems (Brown and McLachlan, 2002; Defeo et al., 2009; Schlacher et al., 
2007a; Schlacher et al., 2006); that the list of threats to beaches is relatively uniform, worldwide; 
and that there are generally limited resources for management, which tends to operate at local 
scales, tailoring the CTA to sandy beach ecosystems could provide a useful tool for setting local or 
regional management priorities. It could also be used in marine spatial planning exercises in 
attempts to improve the sustainability of human use of the shore, and contribute to securing 
ecosystem goods and services in perpetuity. 
 
The aim of this paper is therefore to modify the CTA method proposed by Halpern et al. (2007) so 
that it is applicable at a fine scale to sandy beach ecosystems specifically. The objectives are: to 
modify the scoring system so that it captures more detailed information about habitat-stressor 
effects (where habitat refers to types of beaches, not just the broad ecosystem); to publish scores 
for threats to beaches based on the expert opinion of the scientific community studying sandy 
beaches; and to investigate interactions (e.g., synergistic, additive and antagonistic) among threats 
to beaches. Note that the aim of this paper is not to review threats to sandy beaches; readers are 
referred to Defeo et al. (2009) for that discussion. 
 
Methodology 
A list of threats to beaches was compiled by reviewing the literature, with key texts including Brown 
and McLachlan (2002), Schlacher et al. (2008), Defeo et al. (2009). Initially, an online survey was 
constructed: expert-based scores were required for each threat in the list, under the five criteria 
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(functional impact, scale, frequency, resistance and recovery time) sensu Halpern et al. (2007), with 
a section on how the five criteria should be weighted when computing the final score, and on 
interactions among the stressors in the list (see Appendix 3). A group of sandy beach experts were 
identified from recent publications on sandy beaches, and from participation in recent International 
Sandy Beach Symposia, and were invited to participate in the survey, with an open invitation to 
forward the survey to relevant colleagues. However, the results from this exercise (n = 65 responses) 
were too variable to be used for evaluating cumulative threats to beaches: both very low and very 
high scores were assigned in all cases by different experts (see Appendix 4 for details). Also, it 
became apparent from the responses that interactions among stressors cannot be evaluated at this 
time because there are insufficient empirical data for beach ecosystems on which to base expert 
judgement.  
 
An opportunity to repeat the threats-scoring exercise as an interactive expert workshop was 
provided at the VIth International Sandy Beach Symposium (23-28 June 2012, Mpekweni, South 
Africa), where the misconceptions and shortcomings from the online survey could be addressed, and 
any arising issues could be discussed in an open forum. In addition, the scoring criteria were revised: 
the intended fine-scale application of the CTA for beaches means that the scale and frequency of 
each threat will form part of the detailed information associated with the digital map of the extent 
and intensity of each threat. Also, resistance to a threat was seen to be accounted for in the  
 
Table 4.1. Scoring reference tables for functional impact (Fi) and recovery time (Ri), used to guide expert 
opinion. Modified after Halpern et al. (2007). 
Score Description  Example  
FUNCTIONAL IMPACT: the extent of the impact of a threat on the integrity of the ecosystem (measured by the 
number of species and/or ecological processes affected) 
0 No impact   
1 Single species impact; limited effects on beach food webs Turtle poaching  
2  
3 
Multiple species affected; moderate effects on beach food 
webs; OR one or two processes compromised, but with 
limited effect on ecosystem functioning  
Commercial fishing activities 
4 
5 
6 
7   
8 Multiple species affected; severe effects on beach food webs; 
OR multiple processes compromised, with severe effects on 
ecosystem functioning; entire community impacted 
 
9 Coral bleaching 
10 
RECOVERY TIME: how long the ecosystem would take to recover following complete removal of the threat 
0  Immediate recovery   
1    
2  <1 year  Harmful algal bloom 
3  
  
4   
Short-lived species recovery from 
overharvesting 
5  1-10 years  
6   
7  10-100 years  Deforestation 
8  
  
9   Deep sea coral recovery after bottom 
trawling 10  >100 years  
[20]  TOTAL SCORE 
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functional impact and recovery time scores. Therefore, threats to beaches were evaluated under 
only two criteria (sensu Sink et al., 2012): functional impact and recovery time (Table 4.1). In order to 
ensure that all participants clearly understood the task at hand, a presentation was given to outline 
the background to the study, show the results from the online survey, and explain the revised 
approach.  
 
It was suspected that one of primary reasons why the scores were so varied in the online-survey was 
because experts did not have the same frame of reference of either the intensity of each threat or 
the type of beach (sheltered/exposed, micro-, meso- or macrotidal, different morphodynamics, 
urban or rural setting, etc.) when scoring. Therefore, scores solicited at the workshop were based on 
the theoretical maximum intensity of each threat, taken to be impacting a pristine beach as a base-
case scenario. This pristine beach (Fig. 4.1) featured an intact littoral active zone comprising a 
vegetated foredune, and undisturbed intertidal sandy beach and adjacent surf zone; and the 
photograph depicting the pristine beach (Fig. 4.1) was displayed adjacent to the scoring reference 
table (Table 4.1) during the exercise. The workshop was then opened to the floor, and the threat 
matrix was populated with scores through lively debate and general consensus.  
 
 
Figure 4.1. Photograph of the pristine beach that was taken to represent the base case because it comprises an 
intact littoral active zone with untransformed dunes, intertidal and surf zone components. 
 
Providing a description for the theoretical maximum intensity and assigning scores for functional 
impact )( iF  for each threat ,i  proved to be fairly simple tasks. However, providing a single score for 
recovery time )( iR  was often impossible because not all beaches respond equally, and the score 
would depend entirely on local conditions. Consequently, a score range was provided for this 
criterion, with a description of the conditions determining the different recovery times (e.g., 
sheltered versus exposed beaches; dissipative versus reflective beaches). Also, it was difficult to 
assign scores to some threats relating to global climate change, such as ocean acidification, sea-
surface temperature change, and increased storminess. Because the effects of these phenomena 
will be pervasive, they will be difficult to mitigate through local management actions. Further, the 
available spatial data tend to be too coarse in resolution to apply in fine-scale analyses. For these 
reasons, and because we do not have empirical data to guide scoring, these threats were excluded 
from the present analysis. Provided there is sufficiently connected, intact habitat available to sandy 
beach biota, it is expected that they will be able to persist through these changing conditions. Due to 
time constraints, the threats matrix was not completed during the workshop, so all conference 
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participants were emailed a link to the threats matrix and supporting information, and were invited 
to complete the task online. Seven people provided input for the outstanding scores. All information 
was summarised, and used to complete the threats matrix. From the functional impact, )( iF  and 
recovery time )( iR  scores, the threat score )( iμ  for each threat i  was calculated as: 
iii RFμ       (4.1) 
 
Results 
Based on the scores given by experts, four threats stood out in the matrix as those with the greatest 
impact to sandy beaches (Table 4.2): coastal squeeze; coastal development; diamond/mineral 
mining; and sand mining. These threats, at their extreme, can cause complete obliteration of sandy 
beach ecosystems. In contrast, recreational activities (causing trampling impacts) and solid waste 
(litter) were indicated as having the least impact on sandy beaches. Overall, most threats have fairly 
substantial impacts to beaches (most scores of iF  > 5), meaning that they affect multiple species, 
have moderate effects on food webs, and/or affect several coastal processes. 
 
Recovery times following the theoretical removal of a threat are largely context dependent. Under 
the best scenario, recovery can be rapid - even for the high-impact threats (< 10 years in almost all 
cases, barring coastal development and coastal squeeze); but, recovery could take centuries under 
the worst-case scenario. Two key trends emerged from the contextual descriptions of the scores 
that broadly describe the best- and worst-case scenarios (based on expert opinion): long, exposed 
and well-connected sandy beaches generally recover quickest; and recovery is greatly prolonged if 
dunes are affected by a threat because of how long it takes for secondary and tertiary dune 
communities to re-establish (Table 4.2). 
 
Discussion 
One of the key problems associated with beaches falling to the "tyranny of small decisions" (Odum, 
1982) is that the eventual impacts tend to be substantial and have long-lasting inertia. McLachlan et 
al. (1994) and La Cock and Burkinshaw (1996) both describe case studies of gradual stabilization of 
headland bypass dune systems along the South African south coast. Today, the beaches downstream 
of these systems are continuously eroding (to the point that infrastructure failure is imminent in 
several areas), and entire cities and towns, comprising expensive real estate and even a university 
have been built in place of the mobile, transgressive dunefields. Consequently, there is simply no 
opportunity to re-mobilize the headland bypass systems, and local coastal management is thus a 
persistent challenge. Taking a holistic approach, and evaluating how management actions (which 
cause unintended threats to beaches) or multiple stressors can act in concert could help to avoid the 
small-decisions effect (Odum, 1982). However, in light of the above, it is important that a proactive, 
precautionary approach is taken. The CTA for beaches proposed in this study could provide a useful 
tool to aid this processes, and its potential application and opportunities for future refinement are 
discussed below. 
 
The scores given by experts could be applied in a CTA in several ways. First, the recommended 
application (following Halpern et al., 2007) is to perform a spatial CTA, as described in Box 4.1, 
where CTA scores are calculated based on the number, types and relative intensities of multiple
  
Table 4.2. Descriptions and scores (out of 10) for the functional impact (Fi ) arising from the maximum realistic intensity of a threat, and the time taken for the beach to 
recover to its pre-threat state following complete removal of the threat (Ri ), based on expert opinion, and the overall score (sum of the functional impact and recovery time 
scores) per threat (μi ). 
Threat / 
Disturbance 
Maximum Realistic Intensity 
iF  Context for recovery scores iR  Overall 
score (μi) 
Diamond/mineral 
mining 
Total obliteration of dunes and beach (and seaward movement of the surf 
zone), with the addition of subsurface sediment; and elimination of 
groundwater flow. 
10.0 Entire mined area would have to be reworked by 
waves and winds during major storms to re-create 
natural conditions. Long, exposed intermediate 
(cyclic) beaches would recover fastest, and active 
rehabilitation would speed up the process. Sheltered 
beaches without active rehabilitation and 
established dune communities would take longest to 
recover. On human-rehabilitated dunes, the 
subsurface would be permanently changed. 
5.0 - 10.0 15.0 - 20.0 
Sand mining 
(including mining 
in estuaries) 
Obliteration of mid to upper beach, including dunes, complete 
transformation of the beach, with effects on sediment budgets. 
9.0 Time to recovery would depend on how much sand 
was removed and the rate of sediment delivery to 
replace what was lost. The further the mining 
extended into coastal dune forests, the longer the 
shore would take to recover. 
5.0 - 10.0 14.0 - 19.0 
Groundwater 
extraction (e.g., for 
desalinization 
plants) 
Local land subsidence with increased potential for flooding and erosion of 
beaches and dunes; change in growing conditions where water is 
extracted from dunes - particularly dune slacks; reduced delivery of 
nutrients to the intertidal and surf and increased nutrient concentrations 
in the subterranean mixing zone, reducing primary productivity, and 
potentially limiting formation of surf diatom accumulations; salinization 
of the groundwater table and precipitation of dissolved compounds. 
6.5 Recovery should be fairly uniform among beach 
types, but could depend on subsurface conditions, 
including soil type, groundwater flow and nutrient 
concentrations. 
5.0 - 6.0 11.5 - 12.5 
Reduced estuarine 
flow (due to dam 
construction, etc) 
Reduction in sediment supply to the beach leading to increased erosion; 
reduction in nutrient supply to the beach and surf causing changes in 
microalgal communities and decreases in biological productivity, with 
bottom-up effects on foodwebs; potential reduction in nursery function 
at the beach-estuary interface with effects for fisheries. 
7.0 Pocket beaches on high-relief coasts most 
vulnerable. Rivers supply little sediment to beaches 
on low-relief coasts, especially barrier island coasts. 
Recovery rates should be fairly uniform among 
beach types.  
4.0 - 6.0 11.0 -13.0 
Coastal 
development  
Complete obliteration of the dunes and backshore, with potential 
development in the intertidal and surf zone, including (potential) 
pollution impacts, port development would obliterate the whole system. 
9.5 Recovery time would depend on the extent of 
development in the dunes, and would require 
expropriation of buildings and active rehabilitation 
for full recovery. 
8.0 - 10.0 
 
17.5 - 19.5 
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Table 4.2. continued     
Threat / 
Disturbance 
Maximum Realistic Intensity 
iF  Context for recovery scores iR  Overall 
score (μi) 
Coastal squeeze Complete obliteration of the ecosystem. 10.0 Beaches will probably not recover if the 
shoreline/infrastructure is defended well enough. 
10.0 20.00 
Piers, breakwaters 
and groynes 
Shore normal structures - downdrift erosion and updrift accretion, 
changing sediment dynamics. 
5.0 Exposed beaches will recover faster than sheltered 
beaches. 
3.0 - 5.0 8.0 - 10.0 
Beach nourishment Bury the (foredune), intertidal and surf zone (full profile nourishment), 
with mismatched sediments - especially fines and ash for increased 
turbidity OR coarse sand/shell fragments changing beach morphodynamic 
type; done rapidly; repeated at a high frequency (cumulative impacts); 
taking sand from the borrow site in the same sediment cell. 
8.0 Long, exposed, well-connected beaches that have 
been nourished with fill that has similar 
characteristics to that of the native sand will recover 
fastest. 
3.0 - 10.0 11.0 - 18.0 
Inorganic pollution Persistent discharge of toxic chemicals into the intertidal in large 
volumes; could include radioactive or thermal pollution from accidents at 
nuclear plants. Oil spills are considered rare events and are excluded here 
- but it must be borne in mind that a beach affected by an oil spill would 
score 9, and the effects would persist in the ecosystem for a long time. 
7.0 Long, exposed, dynamic beaches with strong water 
movements will recover fastest; high-energy 
reflective beaches would probably flush faster than 
other morphodynamic types; sheltered pocket or 
embayed beaches comprising fine sand would take 
longest to recover. 
5.0 - 10.0 12.0 - 17.0 
Organic pollution Persistent discharge of large volumes of organic pollution into the 
intertidal, drastic altering of water and sediment physicochemistry, 
formation of harmful algal blooms and anoxic sediments, and changes 
in/simplification of food webs; increased risk of disease. 
6.0 Sheltered, oligotrophic beaches would be worst 
impacted and take the longest to recover. 
2.0 - 4.0 8.0 - 10.0 
Solid waste (litter) Accumulation of litter (buried and surface) left by people and washed up 
by tides. Loss of hedonic value and sense of place; impacts to some 
species causing changes in communities (direct and indirect); creates 
exotic habitat; supplements natural litter in creating micro-topographic 
obstacles for trapping wind-blown sand; changes to microbial 
communities and increasing risk of disease. 
3.5 Once litter is removed, the beach has essentially 
recovered from this threat. 
1.0 - 2.0 4.5 - 5.5 
Alien invasives Invasive dune species could create monospecific habitat; change dune 
morphology, physical characteristics of microhabitats, and likelihood of 
overwash; lead to stabilization of mobile dunes and headland bypass 
systems. Invertebrate invasives could cause loss of native species by 
competition or altering the habitat by formation of massive biogenic reefs 
(e.g., Sabellaria sp.); microflora invasives could change local community 
composition; alien invasive pathogens could cause disease, loss of species 
and changes in communities. 
6.0 Long, well-connected beaches would recover fastest 
by re-colonising native species; dune communities 
would take longest to recover. Active invertebrate 
removal could prove to be very difficult, particularly 
over large areas. 
5.0 - 10.0 11.0 - 16.0 
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Table 4.2. continued     
Threat / 
Disturbance 
Maximum Realistic Intensity 
iF  Context for recovery scores iR  Overall 
score (μi) 
Rock and surf 
fishing (linefishing) 
Overexploitation of target species leading to recruitment failure and 
collapse of target species, with knock-one effects on foodwebs. Collateral 
impacts for other species (e.g., shorebirds) from lost gear. 
4.0 Surf zones of high-energy dissipative beaches are 
probably the most resilient and will recover fastest; 
recovery time will also depend on the supply of new 
recruits to the impacted sites and the age to 
maturity of the target species. 
5.0 - 8.0 9.0 - 12.0 
Harvesting of 
invertebrates (in 
any form) 
Overexploitation of target species, leading to recruitment failure and 
collapse, with collateral damage to other species, and severe disturbance 
to sediment. 
4.5 Fastest recovery on long, exposed, well-connected 
beaches, and slowest on small, sheltered, isolated 
pocket beaches. 
5.0 - 8.0 9.5 - 12.5 
Kelp/wrack/ 
seaweed 
harvesting 
Disturbance to the mid to upper beach, supratidal and gradually into the 
foredunes using mechanical groomers, with knock-on effects to nutrient 
cycling, up and down the food chain, destabilization of dune surface, with 
impacts from tractors. 
7.0 Exposed beaches will recover faster than sheltered 
beaches because wrack delivery to the shore will be 
quicker. Recovery will be slower the higher up the 
shore the harvesting machinery impacted. 
2.0 - 5.0 9.0 - 12.0 
Beach 
grooming/cleaning 
Reworking of mid- to upper beach, supratidal and gradually into the 
foredunes using mechanical groomers, with knock-on effects to nutrient 
cycling, up and down the food chain, destabilization of dune surface, 
twice per day, with impacts from tractors 
8.0 Exposed beaches will recover faster than sheltered 
beaches. Recovery will be slower the higher up the 
shore the grooming impacted. 
2.0 - 5.0 10.0 - 15.0 
Beach driving Severe disturbance to fauna and potential flattening of dunes; crushing of 
dune flora; loss of sense of place; increased erosion; compaction of 
sediment; health effects from reduce air quality; leaking of oil etc onto 
beaches; introduction of alien species (vegetation); entire beach is a 
parking lot/highway. 
6.0 Recovery will be quickest on exposed, dynamic 
beaches; the greater the impacts to dunes, the 
longer the recovery. Species with strong fidelity to 
nesting sites may take a while to re-establish if they 
have been displaced. 
3.0 - 7.0 9.0 - 13.0 
Recreational 
activities 
(trampling etc) 
Destruction of dune vegetation by trampling causing remobilization of 
sand and creation of blowouts; disruption of species nesting on beaches, 
reduced parental care of chicks; reduced feeding by birds; crushing of 
some burrowing species. 
4.0 Sheltered and pocket beaches would be most 
affected and take longest to recover; recovery time 
would also depend on the extent of dune 
destruction. Species with strong fidelity to nesting 
sites may take a while to re-establish if they have 
been displaced. 
1.0 - 6.0 4.0 - 9.0 
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threats per site (beach). Site CTA scores can then be compared to determine which beaches are 
most impacted, and where management actions should be targeted. In some instances, if the site 
CTA scores are above a threshold limit, it may not be worth investing in rehabilitation and 
restoration initiatives (discussed further in Chapters 5 and 8). Second, alternative or additional 
analyses that could follow the spatial CTA could include: determining which threats have the 
greatest impact in a local context by summing the scores (see Steps 5 and 6 in Box 4.1) for each 
threat across all sites (Chapter 5); determining which beach morphodynamic types are most 
threatened by summing the site CTA scores by beach morphodynamic type and comparing among 
the groups (Chapter 5); or, following on from this, using the CTA to determine ecosystem or habitat 
status, e.g., endangered, vulnerable, threatened, near threatened or least concern (see Sink et al., 
Box 4.1. Application and worked example of the cumulative threat assessment  
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2012 for an example). Third, the CTA could be part of an environmental impact assessment, for 
example, where only a few candidate sites need to be compared to determine which is better suited 
for a proposed activity, e.g., installation of a stormwater-outfall pipe. The same approach should be 
applied as per Box 4.1; however, the spatial mapping component would not be necessary.  
 
It must be emphasised that the functional-impact and recovery-time scores determined by experts 
in this study are based on the maximum theoretical intensity of each threat, so the scores are likely 
to be very high relative to the conditions actually experienced at any local beach. In fact, several 
experts raised concern that the scores were too high, and should be lowered. As much as these 
concerns are recognised, it was necessary to score the maximum scenario as benchmark values, 
against which the pressures experienced at specific beaches (likely much less than the maximum 
theoretical intensity) can be scaled. Providing the theoretical maximum conditions that studies can 
benchmark local conditions against also allows for comparison among studies from different regions 
in a standardized way. 
 
The sandy beach CTA approach described above could be improved in two ways, pending future 
research. First, the threat scores per site are summed to give an overall score (see Step 7 in Box 4.1). 
This step proceeds on the assumption that, at relatively similar threat intensities, beaches exposed 
to more threats should have higher scores than beaches with fewer threats, and thus the former will 
be ranked as worse (more impacted) than the latter. However, it is clear from the literature that 
there can be interactions among stressors, where the overall impact from a single threat can be 
exacerbated (synergistic effects) or ameliorated (antagonistic effects) in the presence of another 
threat, or produce additive effects (e.g., Crain et al., 2008; Darling and Côte, 2008; Folt et al., 1999; 
see Chapter 1). Including interactions among stressors has been suggested to improve the accuracy 
and applicability of CTAs (Crain et al., 2009; Crain et al., 2008; Vinebrooke et al., 2004). However, it 
has also been recognised that identifying the nature, prevalence and magnitude of stressor 
interactions is often difficult (Darling and Côte, 2008), and therefore, has led to "ecological 
surprises" (e.g., Christensen et al., 2006; Paine et al., 1998). 
 
Recognising that the CTA proposed in this study cannot assume to be the simple sum of impact 
footprints, we (the scientific community working on beaches) simply are not in a position to include 
interactions among stressors for sandy shores because of the current paucity of relevant empirical 
data from case studies (see Appendix 4). It is well known that individual stressors to beach 
ecosystems range from pulse (e.g., storms) to press (e.g., sea-level rise) disturbances, acting at local 
(e.g., trampling) to global (e.g., ocean acidification) scales (Defeo et al., 2009). While interactions 
among these stressors may be antagonistic (Pascal et al 2010) or additive (Lucrezi et al., 2010), some 
are certainly synergistic. Of these synergistic interactions, coastal squeeze is a classic example: sea-
level rise on its own it not a threat to beaches, but if the shoreline is constrained by coastal 
development, the entire ecosystem could be inundated and lost at that site (e.g., Dugan et al., 2008; 
Fish et al., 2008). Therefore, investigating interactions among stressors is presented to sandy beach 
scientists as a research challenge, with the following working hypothesis suggested: threats that 
have the same effect (e.g., by causing erosion) are additive, while threats belonging to different 
groups (e.g., those that cause erosion, as opposed to those that reduce the abundance of biota) 
could be synergistic, additive or antagonistic. If support for this heuristic principle can be 
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demonstrated, it would go a long way in simplifying research in this field, and in the application of 
interactions among stressors in CTAs. 
 
The second way that the CTA method proposed in this study can be improved is to have ecological 
thresholds for threats to beaches against which the site CTA scores can be compared. For example, 
what score should act as a ceiling above which beaches may be considered "sacrifice" areas because 
they are too impacted or transformed to be worth rehabilitating? Alternatively, at what scale and 
intensity does each threat push beaches beyond an ecological threshold, or in other words, what is 
the acceptable, sustainable limit of each activity before it becomes a threat? One of the very few 
attempts to address these issues is by Schlacher et al. (2007b), who modelled how many vehicles it 
would take to cause 50 % direct mortality of ghost crab populations under different mortality 
scenarios. But, what happens when multiple pressures that impact ghost crabs, such as trampling 
(Lucrezi et al., 2009), beach driving (Hobbs et al., 2008; Schlacher et al., 2010; Schlacher and Lucrezi, 
2010; Schlacher et al., 2007b), and coastal development (Noriega et al., 2012) are all present at the 
same site: how does this affect the ecological threshold of each activity, and what are the trade-offs 
among activities? Therefore, while determining these thresholds for each threat independently will 
contribute to our understanding, it is predicted that these thresholds will be strongly dependent on 
interactions among stressors. Evidently, this is a complex research field, but it has far-reaching 
implications for sustainable management of sandy shores, and is presented to sandy beach scientists 
as a second research challenge. In the interim, heuristic principles (that could serve as hypotheses to 
test) could be used as a proxy for the cumulative ecological threshold. A suggested approach is to 
consider thresholds of threats in two classes: first from threats that cause transformation (e.g., 
coastal development); and second from threats that impact but do not necessarily transform sandy 
beaches (e.g., invertebrate harvesting). A threshold for the former could be scores that indicate 50 % 
transformation of the littoral active zone; a threshold for the latter could be the 75th or 80th 
percentile of the maximum theoretical score. Beaches with scores above these thresholds should 
probably be considered "sacrifice" areas from an ecological perspective (although they could still 
support a lucrative tourism industry, for example). 
 
From the speculative and predictive nature of this discussion (and the interesting results from the 
online survey; Appendix 4) it is clear that there is still much to learn about how threats affect sandy 
beaches, both as independent stressors and as interacting stressors. Admittedly, the CTA proposed 
in this study still has much room for improvement. However, it is a useful tool that can be easily 
applied to address a variety of questions, and provides a good initial model, from which predictions 
can be made and tested in the field. Elucidating the interactions among threats to beaches, and 
quantifying the corresponding ecological thresholds are two significant contributions that scientists 
can make to support sustainable use of sandy shores, worldwide. This in turn could contribute to 
maintaining delivery of beach ecosystem goods and services in perpetuity, thereby - most notably - 
helping to secure the livelihoods of rural, coastal communities who are dependent on natural 
resources for meeting their basic needs for survival (see Turner et al., 2012). 
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Quantifying cumulative threats to sandy beaches: a tool to guide site prioritization 
and coastal spatial planning for management 
 
Abstract 
It has been suggested that marine protected areas are not enough to conserve marine ecosystems, 
and that additional measures are required. These measures could include managing ecosystems 
outside reserves in ways that promote natural ecological functioning, and provide for use in ways 
that are sustainable and not in conflict with the environment. While sandy beaches are particularly 
threatened, they are poorly recognised as ecosystems, and thus have been poorly managed in the 
past, and are conspicuous by their absence from conservation initiatives. This study proposes a 
framework and decision-support tool to guide managers on how to prioritize beaches (outside of 
reserves) for social goals, conservation goals, or both based on a spatially-explicit cumulative threat 
assessment, using the South African coastline as a case study. Maps of 15 threats affecting the 
beaches in South Africa (e.g., coastal development, invertebrate harvesting, and diamond mining) 
were developed from numerous existing data sources or digitized from Google Earth imagery. Each 
map included data on the spatially-variable intensity of the threat (e.g., proportion of the 
supralittoral that is transformed by development; number of harvesters per km shoreline; presence 
or absence of mining), which were scaled 0 - 1. These were multiplied by expert-based scores of the 
relative severity of each threat, and summed: per site (to determine the most impacted beaches); 
per beach morphodynamic type (to determine which - if any - is most impacted); and per threat (to 
determine which is the greatest threat to beaches in South Africa). The most impacted beaches were 
in Durban (KwaZulu-Natal) and Cape Town (Western Cape), with a general match between the most 
impacted beaches and key coastal economic nodes (associated with ports and coastal metropolitan 
areas). Consequently, the geographic position of beaches relative to these economic nodes is a more 
important driver of threats to sandy shores than are features of the beaches themselves, such as 
their morphodynamic types. Paradoxically, chronic, low-impact threats (such as recreation and 
extraction of biota and groundwater) are widespread, and therefore emerged as the greatest threats 
to the South African beaches overall. Conversely, threats that are most detrimental to sandy shores 
(coastal development, coastal squeeze and mining) are currently restricted geographically and 
therefore contribute less to the overall impacts to South African beaches. But, coastal development 
was shown to be a key driver of additional threats to beaches, and therefore, represents the 
greatest threat to beaches at any given site. Prioritization of management goals at each site can be 
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determined by first considering the degree of permanent transformation (by coastal development), 
and then secondarily by the cumulative impact of all other stressors. Most transformed beaches 
have little value for conservation-related priorities, and could be "sacrificed" to achieve purely social 
goals, primarily relating to tourism and recreation. Least transformed beaches should be prioritized 
for conservation-related goals, whereas both social and conservation goals can be achieved on 
moderately transformed beaches. Guidelines for reducing user-user and user-environment conflicts 
are given by suggesting spatial or temporal separation of conflicting activities. While beaches 
globally are among the most threatened ecosystems, the South African sandy shores are in good 
condition, which puts South Africa in a strong position to implement proactive conservation and 
management measures.  
 
Introduction 
Traditionally, conservation of ecosystems has taken place in reserves only. However, it has been 
suggested that while protected areas are useful, they are not enough to ensure that biodiversity will 
persist (Allison et al., 1998). This is particularly the case for marine systems because there are no 
structural boundaries to the reserves, meaning that they cannot be isolated from potentially 
catastrophic threats (such as oil spills or other chemical pollutants), and the scales at which basic 
ecological processes operate (such as metapopulation connectivity or population replenishment) are 
often far larger than reserves can feasibly be (Allison et al., 1998). Therefore, the current approach, 
both on land and in the sea, is to designate dedicated conservation areas, supported by additional 
biodiversity stewardship programmes outside of these areas (e.g., Cadman et al., 2010; Chapin III et 
al., 2010). Indeed, managing ecosystems to be as natural, healthy and resilient as possible is listed as 
one of the main aims of ecosystem-based management (McLeod et al., 2005) and of coastal zone 
management (McLachlan and Brown, 2006). This comes with the added benefits of promoting 
provision of ecosystem goods and services in areas where (sustainable) use is provided for, that in 
turn support human health and well-being (Millennium Ecosystem Assessment, 2005). 
 
Unfortunately, however, beaches are poorly regarded as ecosystems (Dugan et al., 2010), and are 
consequently conspicuous by their absence in conservation initiatives. Furthermore, historical (and 
in many cases, contemporary) mismanagement has disregarded the ecology of the system, which 
has compromised the provision of key ecosystem services, such as shoreline buffering (Mendoza-
González et al., 2012), and has eroded the natural resilience of beaches through the "tyranny of 
small decisions" (La Cock and Burkinshaw, 1996; McLachlan and Burns, 1992; Odum, 1982). This 
exacerbates the effects of the multiple sources of contemporary stressors, on top of which climate-
change related impacts are superimposed (Brown and McLachlan, 2002; Defeo et al., 2009; 
Schlacher et al., 2007; Schlacher et al., 2008; Schlacher et al., 2006). Furthermore, the distinctive 
narrow and linear nature of sandy beaches, as well as their position along continental margins, 
means that many of the threats challenge not only individual species, assemblages, or processes, but 
the ecosystem in its entirety, e.g., through coastal squeeze (Defeo et al., 2009; Schlacher et al., 2007; 
Schleupner, 2008). This translates into the potential for exacerbated habitat fragmentation and 
population isolation of the resident biota. The result is that sandy shores are said to be among the 
most threatened ecosystems, globally (Schlacher et al., 2007; Schlacher et al., 2006), which is of 
concern because they provide a number of invaluable goods and services that, in particular, support 
the livelihoods of coastal, rural communities. With pressures like sea-level rise accelerating (Church 
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and White, 2006; Church and White, 2011; Nicholls et al., 2011; Rahmstorf, 2012), and coastal 
development booming (McGranahan et al., 2007; Mendoza-González et al., 2012; Seto et al., 2011; 
Small and Nicholls, 2003), implementation of appropriate conservation and management measures 
for beach ecosystems is urgent. 
 
Designing networks of conservation areas for sandy beaches is considered elsewhere (Chapter 7). 
This chapter focuses on how to approach management outside of reserves in ways that will facilitate 
human use, but also will promote maintaining natural ecosystem functioning and contribute to 
informally conserving biodiversity. Given the vast, linear extent of coastlines, and the often-limited 
financial resources available to managers, methods must be sought to target and prioritize key sites 
and key actions that maximize the returns on invested efforts. This is also important because some 
areas are currently so transformed that investing in restoration and informal conservation will not 
be economical. One tool to support this site prioritization is a cumulative threat assessment (CTA). 
This entails determining the spatial, temporal, intensity and impact attributes of all current stressors 
to the ecosystem(s) in the study area, and integrating the information to evaluate which sites are 
more stressed than others. From this point, both key threats and sites worth/not worth investing in 
can be identified. Previous studies have proposed (Halpern et al., 2007), refined (Neslo et al., 2010), 
and applied (Grech et al., 2011; Halpern et al., 2009; Halpern et al., 2008; Selkoe et al., 2009; Selkoe 
et al., 2008; Teck et al., 2010) a method to evaluate cumulative threats to marine systems. Although 
this CTA methodology provided a useful model for evaluating cumulative threats to sandy shores, 
the approach and application needed to be tailored to suit beaches specifically (see Chapter 4). 
Consequently, the CTA methodology was re-evaluated during an expert workshop at the VIth 
International Sandy Beach Symposium (Mpekweni, South Africa: 23-29 June 2012), providing a new 
tool for analysing threats to sandy shores (Chapter 4). 
 
The aim of this chapter is to test the CTA methodology for beaches, and the proposed applications 
thereof (from Chapter 4), chiefly as decision-support tool to guide ecosystem-based management. 
The South African shoreline is used as an instructive case study because it is a developing country, 
and there is significant use of the coast for a variety of potentially threatening activities, including: 
diamond mining; extraction of natural resources for commercial, recreational and subsistence 
purposes; as well as recreation and tourism. In addition, there are also long stretches of near-
pristine beaches that experience very few threats. Specifically, the objectives are first to pilot the 
CTA methodology, and thereby quantify the spatial trends in threats to beaches in South Africa, 
identifying which sites and which beach morphodynamic types are most stressed. Second, to 
determine which threats have the greatest impact - particularly focussing on the overall footprint of 
(perceived) high-impact stressors such as coastal development and coastal squeeze compared to 
(perceived) low-impact stressors such as recreation. And third, to contribute to deriving a basic 
framework for ecosystem-based management for sandy beaches, and a related decision-support 
tool for managers. The aim of this framework is to provide for maximised use of the coast in a way 
that is sustainable, promotes natural ecological function and thereby provision of ecosystem goods 
and services in perpetuity.  
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Methodology 
Testing the CTA method for sandy beaches 
Of the 18 global threats to beaches listed in Chapter 4, 16 were considered applicable to South 
African sandy beaches; the remaining two threats, beach nourishment and alien invasives, were 
disregarded (Table 5.1). Beach nourishment occurs to a very limited extent in South Africa, related 
primarily to sand by-pass schemes associated with the harbours (designed to maintain longshore 
sediment-transport processes in spite of the interruption by long, shore-normal breakwaters), and in 
a few other ad hoc cases. The current beach nourishment regime is therefore not considered a 
threat to sandy beaches. In terms of alien species, there are only two known invertebrate 
bioinvaders of the South African sandy shores, Orchestia gammarella (European shore hopper) and 
Cafius xantholoma (European rove beetle; Mead et al., 2011), but the distribution of these species is 
unknown, and they are thought not to pose a significant threat to the South African sandy beaches 
(Mead et al., in review). There are also several invasive plant species in the dune communities (e.g., 
Hertling and Lubke, 2000), but the precise distribution of these species is also unknown, so they are 
not included here. Further, inorganic pollution could not be distinguished from organic pollution on 
the basis of available data, so these were pooled into a single threat layer, leaving 15 threats for 
consideration in this study. Note that most climate-change related pressures, such as increased 
storminess, ocean acidification, and sea-surface temperature change are not included here. This is 
partly because they present pervasive impacts that are beyond immediate management control, and 
partly because beaches should be able to withstand these impacts (e.g., Harris et al., 2011b), 
provided there is a sufficiently-connected network of intact habitat in place. Furthermore, the coarse 
resolution of currently-available data for most of these pressures is unsuitable for fine-scale 
analyses, as applied here. 
 
Following Chapter 4, the threat score )( iμ  for each threat i  is calculated as: 
iii RFμ      (5.1) 
where: iF  
is the score (out of 10) representing the severity of the functional impact the posed by 
threat i  to sandy beaches, and iR  is a score (out of 10) representing the duration of the recovery 
time by the beach ecosystem following the complete removal of threat ,i  where higher scores 
indicate more deleterious threats. Because the nature of both threats and beaches vary globally, a 
standard set of theoretical maximum scores for functional impact and recovery time was given in 
Chapter 4, with the intent that these maxima should be down-scaled to appropriate values for the 
study area when applied. This down-scaling was done for the 15 threats to the South African sandy 
beaches, based on expert opinion, and the two values were summed to give the threat score )( iμ  for 
each threat i  (Table 5.1). 
 
Digital maps reflecting the intensity )(d  of each threat were created in ArcGIS 10 (ESRI). Data were 
collated from a variety of sources, and transformed such that the intensity of each threat was 
recorded on a 0 - 1 scale )( iD , as a continuous variable or as presence-absence, as appropriate (see 
Table 5.1 for details). In many instances, data transformation required the following calculation, 
  
 
Table 5.1. Tabulation of the data inputs (with sources) for each threat, and descriptions of how the data were processed to normalise them into a 0 - 1 threat intensity 
score, iD . Functional impact ( iF ) and recovery time ( iR ) scores are given per threat, with the theoretical maximum of these scores from Chapter 4 in brackets for reference. 
The threat score ( iμ ) for each stressor is calculated as the sum of the impact and recovery time scores. Threats are listed in order of decreasing impact to the South African 
sandy beaches, as ranked by the threat scores ( iμ ). 
Threat / 
Disturbance 
Description of data inputs and sources Data-scaling process to derive iD  iF  iR  iμ  
Coastal 
development  
Coastal development layer (Harris, 2010; Sink et al., 2012) created from 
a property parcels layer (obtained from the Surveyor General) and 
National Land Cover 2009 data (obtained from South African National 
Parks) used in the South African National Biodiversity Assessment 2011 
(Sink et al 2012, Driver et al 2012), supplemented with roads (lines 
buffered by 8 m to create road areas), railway lines (lines buffered by 
5 m to create railway areas), and air transport areas (obtained from the 
Directorate of Surveys and Mapping) and from a layer of seawalls 
digitized from Google Earth 2012 as a line and buffered by 1 m to 
create an area (mapped for this study).  
Continuous variable: proportion (0.0 - 1.0) of the 
supratidal area transformed by coastal 
infrastructure. 
9.5 
(9.5) 
10.0 
(8.0 - 10.0) 
19.5 
Coastal 
squeeze 
Coastal development layer (Harris, 2010; Sink et al., 2012) created from 
a property parcels layer (obtained from the Surveyor General) and 
National Land Cover 2009 data (obtained from South African National 
Parks) used in the South African National Biodiversity Assessment 2011 
(Sink et al., 2012), supplemented with a layer of seawalls digitized from 
Google Earth 2012 (mapped for this study). Roads and railways 
assumed to be more easily relocated than buildings, and therefore not 
included directly here. A map of the intertidal area was also used, and 
was taken extend from the approximate high watermark digitized from 
Google Earth 2012 (mapped for this study), and a buffer of 100 m 
seaward of the coastline mapped by Harris et al. (2011a; Chapter 2). 
Only beaches that had more than 40 % of the 
supratidal area transformed (as per coastal 
development above) were considered for analysis 
to prevent assigning coastal squeeze status to 
beach with a single building behind it. Beaches 
were then scored from 0 - 1 depending on how 
close development and seawalls were to the 
approximate high water mark: 0.0 = > 200 m; 0.1 = 
150 m; 0.2 = 100 m; 0.3 = 80 m; 0.4 = 70 m; 0.5 = 
60 m; 0.6 = 50 m; 0.7 = 40 m; 0.8 = 30 m; 0.9 = 20 
m; 1.0 = 10 m.  
9.0 
(10.0) 
10.0 
(10.0) 
19.0 
Diamond/ 
mineral 
mining 
Layers of current coastal diamond and mineral mining activities 
(obtained from De Beers, Transhex, Namagroen and Alexkor), including 
mined areas from the National Land Cover 2009 map (obtained from 
South African National Parks). 
Mining presence = 1.0; absence = 0.0. 10.0 
(10.0) 
6.5 
(5.0 - 10.0) 
16.5 
Sand mining  Selection of beaches from the coastal habitat map (Harris et al., 2011a; 
Chapter 2) within 500 m of estuaries that are mined (Van Niekerk and 
Turpie, 2012). The only beach-sand mining happening in South Africa is 
small-scale illegal operations in the wild coast, not mapped here. 
Selected beaches = 1.0; unselected beaches = 0.0. 5.0 
(9.0) 
7.0 
(5.0 - 10.0) 
12.0 
1
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Threat / 
Disturbance 
Description of data inputs and sources Data-scaling process to derive iD  iF  iR  iμ  
Groundwater 
extraction 
5 km of coast selected (from Harris et al., 2011a; Chapter 2; Sink et al., 
2012) around points along the coast with large-scale groundwater 
extraction, digitized from DWA (2010; Figure 3-3, p.10). 
Intensity scaled based on the amount of 
groundwater extracted. 0.0 = all unselected coast; 
0.2 = coast selected around points with extraction 
of 100 000 - 1 million m
3
 yr
-1
; 0.4 = 1 - 2 million 
m
3
 yr
-1
; 0.6 = 2 - 5 m
3
 yr
-1
; 0.8 = 5 - 10 million 
m
3
 yr
-1
; 1.0 = > 10 million m
3
 yr
-1
. 
6.0 
(6.5) 
5.0 
(5.0 - 6.0) 
11.0 
Rock and surf 
fishing 
(linefishing) 
Beaches (from Harris et al., 2011a; Chapter 2) selected within 1 km of 
the coastal access points layer (Harris, 2010; created by L. Harris and 
Anchor Environmental). For this analysis, boat-based fishing is excluded 
because it does not take place in surf zones, and generally not 
immediately behind the backline. Beaches coded with fishing effort 
(number of angler days.yr
-1
 from Brouwer et al. (1997) and (Mann et 
al., 2003). 
Fishing effort scaled to 0.0 - 1.0 using the d/d80 
method described in the text. 
4.0 
(4.0) 
6.0 
(5.0 - 8.0) 
10.0 
Reduced 
freshwater 
flow 
Freshwater flow-reduction map (Sink et al., 2012). Pressure already scaled 0.0 - 1.0. 5.0 
(7.0) 
4.0 
(4.0 - 6.0) 
9.0 
Kelp/wrack/ 
seaweed 
harvesting 
Kelp harvesting intensity layer (Sink et al., 2012), supplemented with a 
seaweed harvesting layer (mapped for this study) created by scaling 
the number of harvesters per section of the coast relative to the 
proportion that collect seaweed (Clark et al., 2002), and assigning those 
values to areas that are within 1 km of a beach access point (Harris, 
2010; Sink et al., 2012), per region. 
Kelp harvesting intensity pressure already scaled 
0.0 - 1.0. Number of seaweed harvesters scaled 
0.0 - 1.0 using the d/d80 method described in the 
text. Where activities overlapped, the greater 
score was retained. 
4.0 
(7.0) 
5.0 
(2.0 - 5.0) 
9.0 
Inorganic 
pollution 
Data for pollution were not easily separable into organic and inorganic 
pollution, and were therefore combined into a single layer (Harris, 
2010; Sink et al., 2012; data obtained from CSIR, 2010), which was 
considered appropriate because the threat scores for both organic and 
inorganic pollution are similar. Beaches within 2.5 km of a wastewater 
discharge point were considered to be affected by pollution, and were 
selected from the coastal habitat map (Harris et al., 2011a; Chapter 2). 
Selected beaches = 1.0; unselected beaches = 0.0. 4.0 
(7.0) 
5.0 
(5.0 - 10.0) 
8.5 
Organic 
pollution 
4.0 
(6.0) 
4.0 
(2.0 - 4.0) 
Piers, 
breakwaters 
and groynes 
Selection of beaches from the coastal habitat map (Harris et al., 2011a; 
Chapter 2) within 500 m of all piers, breakwaters and goynes that were 
digitized from Google Earth 2012 (mapped for this study). 
Selected beaches = 1.0; unselected beaches = 0.0. 5.0 
(5.0) 
3.0 
(3.0 - 5.0) 
8.0 
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Threat / 
Disturbance 
Description of data inputs and sources Data-scaling process to derive iD  iF  iR  iμ  
Harvesting of 
invertebrates  
Map of the Donax commercial fishery (Harris, 2010; permit areas 
obtained from www.feike.co.za), supplemented with a layer of 
subsistence harvesting based on the number of people harvesting 
within eight regions around South Africa, scaled to the percentage of 
fishers that harvest beach invertebrates (Clark et al., 2002). That 
number of fishers was assigned to sections of the coast that were half 
the mean distance of shoreline utilized by fishers in each region (Clark 
et al 2002) on either side of the beach access points (Harris, 2010; Sink 
et al., 2012), per region. 
Commercial fishery present = 1.0; absent = 0.0, 
with presence of a commercial fishery overriding 
the subsistence score. Number of fishers 
harvesting beach invertebrates scaled 0.0 - 1.0 
using the d/d80 method described in the text. 
2.0 
(4.5) 
5.0 
(5.0 - 8.0) 
7.0 
Beach 
grooming/ 
cleaning 
Selection of urban beaches from the coastal habitats layer (Harris et al., 
2011a; Chapter 2) that are also popular recreational beaches (Harris, 
2010; created by L. Harris and Anchor Environmental) 
Selected beaches = 1.0; unselected beaches = 0.0. 5.0 
(8.0) 
2.0  
(2.0 - 5.0) 
7.0 
Beach driving Data layer created based on the issued beach driving permits (Harris, 
2010; S. McDonald, pers. comm., data obtained from DEAT: MCM, 
2010). 
Number of vehicles scaled 0.0 - 1.0 using the d/d80 
method described in the text. 
3.0 
(6.0) 
3.0  
(3.0 - 7.0) 
6.0 
Recreational 
activities  
Recreational beaches layer (Harris, 2010; created by L. Harris and 
Anchor Environmental) and areas within 1 km of a coastal access point 
(Harris, 2010; created by L. Harris and Anchor Environmental), 
supplemented with coastal population density per habitat unit 
(calculated from census 2004 data, obtained from Statistics-South 
Africa). 
Coastal population density scaled 0.0 - 1.0 using 
the d/d80 method described in the text. 
Recreational beaches and areas within 1 km of an 
access point scored 1.0, with this value overriding 
the coastal population density score. 
3.0 
(3.0) 
3.0  
(1.0 - 6.0) 
6.0 
Solid waste 
(litter) 
Selection of urban beaches from the coastal habitats layer (Harris et al., 
2011a; Chapter 2) that are also popular recreational beaches (Harris, 
2010; created by L. Harris and Anchor Environmental) used as a proxy 
to represent highest levels of pollution on beaches. 
Selected beaches = 1.0; unselected beaches = 0.0. 1.0 
(3.5) 
2.0  
(1.0 - 2.0) 
3.0 
Beach 
nourishment 
Few nourishment activities on an ad hoc basis that are currently not considered a significant threat to beaches, or are 
widespread with very limited impacts (like the harbour-related sand bypass schemes) 
N/A 
(8.0) 
N/A  
(3.0 - 10.0) 
N/A 
Alien 
invasives 
Two alien invertebrate species known for beaches (Mead et al., 2011) but insufficient data to map their distribution, and 
their impact is assumed to be minimal (Mead et al., in review). Some dune plants are alien invasives, but data for their 
distributions are not available.  
N/A 
(7.0) 
N/A  
(5.0 - 10.0) 
N/A 
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because there were a few very high (outlier) values in the set, that would have suppressed the 
intensity score for the majority of the data:   
80d
d
Di 
    (5.2)
 
Where d  is raw threat intensity datum for a specific location and 80d  is the 80
th percentile of the 
raw intensity data across all locations, with all resultant values greater than 1 being assigned the 
maximum value of 1, following Sink et al. (2012). These normalised values )( iD  were coded into 
segmented polygons (habitat units) of the shoreline rather than to a rigid grid, with the segments 
extending across-shore from the 5-m isobath to a distance of 500 m inland of the shoreline, divided 
alongshore by habitat types (as mapped by Harris et al., 2011a, Chapter 2; Sink et al., 2012).  
 
The cumulative threat-impact score for each habitat unit ( CI ) was calculated from the equation 
(modified from Halpern et al., 2008):  
ii
n
i
C μDI 
1     (5.3) 
where: iD  is the normalised intensity score per habitat unit for each threat i , for n = 15 threats, 
and iμ  
is the threat score (from Table 5.1) for each threat i . A map of the South African shoreline 
was then created, displaying these cumulative threat-impact scores spatially. Threat-impact scores 
were also summed per habitat type ( jI ), where a habitat type is each beach morphodynamic type, 
per bioregion (sensu Harris et al., 2011a, Chapter 2), following the equation: 
C
m
j
j II 


1     (5.4)
 
where: jI  is the cumulative threat-impact score for each habitat unit ( CI )  summed per each habitat 
j , with m  = 15 habitat types. This was also repeated per bioregion ( BI  for each of three bioregions), 
and per beach morphodynamic type ( mI  for each of five beach morphodynamic types). Each set of 
threat-impact scores - for habitats, beach morphodynamic types and bioregions - were tested for 
significant differences among groups using an analysis of variance (ANOVA) test followed by a Tukey 
HSD test where relevant. These and all other statistics were performed in R version 2.15.0 (R 
Development Core Team, 2012). 
 
Relative severity and footprint size of threats to beaches 
The threat footprint score ( iI ) for each threat i  
was calculated to determine which threat has the 
greatest impact to beaches in South Africa, from the equation: 
ii
s
C
i DI 
1     (5.5)
 
where: iD  is the normalised intensity score per habitat unit C , for each threat i , and iμ  
is the 
threat score (from Table 5.1) for each threat i , for s = 1694 habitat units. In addition, a Pearson 
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product-moment correlation was used to determine whether pressure on beaches increases as 
beaches are more transformed by coastal development. 
 
Management framework and decision-support tool 
If sandy beaches are to be considered social-ecological systems, as a fundamental part of adopting 
an ecosystem-based management approach (McLeod and Leslie, 2009; see Chapter 1), then the 
goals for the ecosystem can be divided into two groups: social goals that relate to human use and 
other social issues such as public health and safety; and ecological goals that relate to maintaining 
natural features, biodiversity, and processes of ecosystems. Given the distinction between 
management and conservation outlined in Chapter 1, social and ecological goals are hereafter 
referred to as management-centred goals and conservation-centred goals, respectively, noting that 
conservation-centred goals can be achieved in a management context (discussed further in Chapter 
8). The underlying premise of the management framework and decision-support tool proposed in 
this Thesis is that prioritization of sites is based on the cumulative threat-impact scores ( CI ). 
 
Because the CI  
scores are on a continuous scale, there needs to be a set of these scores that serve as 
thresholds, where an CI  score above or below these thresholds triggers different management 
prioritization scenarios. In Chapter 4 it was suggested that this should be a two-step process: first 
considering permanent transformation of beaches by unstoppable threats; and second, the 
cumulative impact from all stoppable threats. Unstoppable threats are those that will be continue to 
impact the ecosystem regardless of how much effort is spent trying to curtail the impacts (in this 
case, coastal development and coastal squeeze), and stoppable threats are those that can be 
mitigated (or at least ameliorated) by conservation or management interventions (Moilanen, 2012). 
The reason for this two-step process is that, apart from coastal development and coastal squeeze, 
beaches can recover relatively quickly (within a decade) from threats following their removal 
(Chapter 4; Table 5.1), which could be the result of a management action. This rapid recovery is 
particularly evident if the beaches are long, well-connected and exposed - which is generally the case 
in South Africa, and provided the impacts do not extend into the dunes - which is also generally the 
case in South Africa. Therefore, the suggested thresholds are: first, beaches with an unstoppable 
threat score that is > 50 % of the theoretical maximum score of 40 (i.e., > 20) are too transformed to 
be worth rehabilitating, and management-centred goals can take precedence. Second, the rest of 
the decision space (as a biplot) is divided into thirds along both the x-axis (unstoppable threat score) 
and y-axis (stoppable threat score), to determine the least impacted beaches (for conservation-
centred goals), and moderately impacted beaches where both conservation- and management-
centred goals can be achieved. In this latter case, the less-transformed beaches could prioritize 
conservation-centred goals, and the more transformed beaches could prioritize management-
centred goals.  
 
Results 
Testing the CTA method: cumulative threats to sandy beaches in South Africa 
Overall, the beaches in central and southern KwaZulu-Natal (KZN) and around False Bay in Cape  
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Town are under the most cumulative pressure (Fig. 5.1). This is because there are many individual 
threats of relatively high intensity that overlap in these areas, particularly the threats that have the 
most severe impacts, such as coastal development and coastal squeeze (Fig. 5.2; see also Table 5.2). 
It appears that these trends relate more to geographical factors than to characteristics or features of 
the beaches themselves. For example, the beaches in the Natal-Delagoa bioregion experience 
significantly more severe pressures than those in the other two bioregions (Tukey HSD test: 
p < 0.001 in both cases; Fig. 5.3a). In contrast, there does not appear to be a trend in threat levels in 
the context of beach morphodynamic types, because there was no significant difference in 
cumulative threat scores among beach morphodynamic types (Tukey HSD test: p > 0.05; Fig. 5.3b), 
except that dissipative-intermediate beaches were significantly less threatened than the rest (Tukey 
HSD test: p < 0.05 in all cases). (Note, though, that their prevalence is low in the Natal-Delagoa 
bioregion, particularly around south and central KZN (Harris et al 2011; Chapter 2) where threats in 
South Africa are greatest - see Fig. 5.1). That the Natal-Delagoa reflective and intermediate beaches 
are significantly more threatened than virtually all other beach morphodynamic types per bioregion 
(Tukey HSD test: p < 0.05 in almost all cases; Fig. 5.3c) is therefore probably due to the geographical 
location more than the beach morphodynamic type specifically. It is important to note that the 
threats within the Natal-Delagoa bioregion are concentrated in central and southern KZN, matching 
the location of the major economic infrastructure: the port and associated railway line, respectively. 
 
 
Figure 5.1. Spatial representation of cumulative threats to sandy beaches in South Africa. Scores are presented 
relative to a theoretical maximum score of 151.5. 
 
The median severity of threats to beaches across all three bioregions is 22 - 24 for the west 
(Southern Benguela) and south (Agulhas) coasts, and 37 for the east (Natal-Delagoa) coast (Fig. 5.3). 
These values are low compared to the theoretical maximum cumulative threat score of 151.5. 
However, it would probably be impossible to ever attain this theoretical maximum score because 
mining will always exclude other activities from the coastal zone, e.g., recreational activities in the 
intertidal, and/or development in the supratidal. Realistically, then, the maximum theoretical score 
for any one beach is more likely 135 in South Africa. Even against this value, the threat levels are 
relatively low. Notwithstanding this broad trend, there are a few beaches that are exceptions, with  
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Figure 5.2. Maps of the threats to sandy beaches in South Africa, scaled to represent relative pressure: (a) 
coastal development; (b) coastal squeeze; (c) diamond/mineral mining; (d) sand mining; (e) groundwater 
extraction; (f) rock and surf fishing; (g) reduced freshwater flow; (h) kelp/seaweed harvesting; (i) pollution; (j) 
piers, breakwaters and groynes; (k) invertebrate harvesting; (l) beach grooming; (m) beach driving; (n) 
recreational activities; (o) solid waste. Note that the threat-score bubble radius varies among panels, and that 
the figure continues on the facing page. 
b. Coastal squeeze a. Coastal development 
d. Sand mining c. Diamond/mineral mining 
f. Rock and surf fishing e. Groundwater extraction 
h. Kelp/seaweed harvesting g. Reduced freshwater flow 
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Figure 5.2 continued 
very high threat scores. For example, the beaches on the Durban Golden Mile coast (in KZN) are the 
most impacted, nationally, with cumulative threat scores of up to 110. In fact, the only threat (of 
those considered here) that does not influence these beaches is mining. The most impacted beach in 
the Western Cape is Muizenberg (Surfer's Corner) in False Bay, with a cumulative threat score of just 
more than 90. Generally, apart from a few cases where the threat scores are particularly high (which  
i. Pollution j. Piers, breakwaters and groynes 
k. Invertebrate harvesting l. Beach grooming 
n. Recreational activities m. Beach driving 
o. Solid waste 
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Figure 5.3. Comparison of cumulative threats to beaches among (a) South African coastal bioregions ( BI ); (b) 
habitat types ( MI ); and (c) beach habitat types per bioregion ( jI ). Beach types are abbreviated as: Diss = 
dissipative; DissInt = dissipative-intermediate; Est = estuarine; Int = intermediate; and Ref = reflective. Data are 
presented as the median cumulative threat score per beach in each group (thick black line), with the 
interquartile range (box), 25
th 
and 75
th 
percentiles (whiskers), and outliers (dots) also indicated. 
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Table 5.2. List of threats to the South African beaches, ranked by the sum of the scores of each threat ( iI ) across the entire national network of sandy shores, with a brief 
description of each threat as currently occurring in South Africa. 
Threat  Summed 
Score 
Summary 
Recreational 
activities 
7057.1 Beach recreation is a popular activity in South Africa, and consequently is the most widespread threat (Fig. 5.1n). All types of 
experiences visitors prefer (see De Ruyck et al., 1995) are catered for, ranging from urban beaches with related amenities adjacent to 
the shore, to near-pristine, wilderness beaches.  
Invertebrate 
harvesting 
7022.4 Harvesting sandy beach invertebrates (Fig. 5.1k) is widespread across South Africa, although to a lesser extent compared to harvesting 
of rocky shore-associated invertebrates (Clark et al., 2002). This is likely due to the much greater effort required to extract the buried 
biota out of sandy shores, with less guarantee of return. Targeted species, requiring permits and with catch and gear restrictions, 
include: beach clams, Donax serra; blood worms, Arenicola sp.; ghost crabs, Ocypode sp.; mole crabs, Hippa sp. and Emerita 
austroafricana. These invertebrates are collected for bait by recreational and subsistence fishers, and for food by subsistence 
harvesters. There are seven licenses for Donax (white mussel) fisheries on the west coast, but these are fairly small-scale operations, 
and it is not clear what the effect is on the local populations of Donax. While invertebrate harvesting is fairly widespread, these 
activities have been shown to be sustainable in the regions they have been studied (Kyle et al., 1997). 
Reduced 
freshwater flow 
6831.6 There has been a reduction in flow (Fig. 5.1g) of more than 11 333 million
 
m
3
 fresh water.yr
-1
 in the 20 largest catchments in South 
Africa (those contributing 1 % or more to the total national mean annual runoff; Sink et al., 2012). Reductions in the Orange River drive 
the effects on the west coast; the Breё River on the south coast; and Thukela and Mzimvubu Rivers on the east coast. While the 
impacts to marine ecosystems are numerous (Sink et al., 2012), the two key impacts to beach ecosystems include a reduction in 
sediment and nutrient supply to the coast.  
Beach-cast kelp 
and seaweed 
harvesting 
6277.2 There are 23 concession areas around South Africa where harvesting of kelp and seaweeds is permissible (DEAT: MCM, Anderson et al., 
1989; 2005). Kelp harvesting (Fig. 5.1h), primarily of Eklonia maxima, takes place only along the western coast of South Africa. This is 
mainly for commercial purposes to feed abalone in aquaculture plants, and for other kelp-based products. Red seaweeds, Gelidium and 
Gracilaria are also harvested for commercial products (mainly agar) and by subsistence fishers, although it is not considered a 
substantial resource for the latter (Clark et al., 2002). The map generated in this study probably under-represents collection in the 
south-eastern Cape, because data for commercial seaweed harvesting were unavailable and not included here. 
Rock and surf 
fishing 
6234.4 Shore-based fishing is a popular recreational activity in South Africa, and is widespread along the national shoreline (Fig. 5.1f). Greatest 
effort is on the KZN coast, and along the south coast between Cape Town (west) and the Kei River (east; Brouwer et al., 1997; Dunlop 
and Mann, 2012; Mann et al., 2003). However, the overall pressure presented by this fishery has decreased in the last decade due to 
the beach driving ban because it effectively restricted fishing effort to places of easy foot access (Dunlop and Mann, 2012).  
Coastal 
development 
5164.0 Coastal development (Fig. 5.1a) in South Africa is concentrated in major urban nodes (metropolitan areas), mainly associated with 
ports. The broadest areas affected by development include central and southern KZN on the east coast (associated with the Durban 
Harbour, and the railway line built along the KZN south coast from the harbour), and the City of Cape Town and surrounds in the south-
western Cape (associated with the Cape Town Harbour).  
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Coastal squeeze 5016.0 Key areas at risk of coastal squeeze (Fig. 5.1b) include the central and southern coasts of KZN, several beaches along the Wild Coast and 
south coast, and many areas around the City of Cape Town. Notable nodes along the south coast include Port Elizabeth (driven largely 
by the port development), and Cape St Francis - notorious for coastal erosion problems following stabilization of the local headland 
bypass system (La Cock & Burkinshaw 1996). Theoretically, the beaches at risk of coastal squeeze on the South African east coast are 
more vulnerable to impacts, because the observed sea-level rise in this region is currently faster (2.75 mm.yr
-1
) than that observed on 
the west (1.87 mm.yr
-1
) and south (1.48 mm.yr
-1
) coasts (Mather et al., 2009).  
Beach grooming 2898.0 Beach grooming or cleaning (Fig. 5.1l) does take place on the urban beaches in South Africa, generally by people hand-picking refuse, 
gathering wrack, and hand-raking the sand, and only occasionally by mechanical graders. The latter has been observed on popular 
tourist beaches in Durban, Port Elizabeth and Cape Town, but may occur elsewhere as well.  
Diamond/Mineral 
Mining 
1782.0 Diamond mining (Fig. 5.1c) takes place off the north-west coast of South Africa (and extends up into Sperrgebiet in southern Namibia). 
Mining occurs on the beach and in the surf zone using large earth-moving equipment, and diver-operated suction sampling. (Mining 
also occurs in mid- and deep water, but this falls outside of the study area.) There are other parts of the country where dunes and the 
hinterland are mined for heavy minerals. Along the coast, the most notable sites are in northern KZN around Richards Bay, where the 
dunes are mined for their titanium and zirconium deposits, and several other heavy minerals. There are also emerging operations 
further south on the east coast, including at Pondoland and Wavecrest. 
Pollution 1377.0 Waste-water discharge into the surf is associated with the main urban nodes around the country (Fig. 5.1i), and comprises a variety of 
pollutants, including industrial, domestic and municipal waste, fish offal, heated seawater and brine. However, levels of pollution in 
South African coastal waters are relatively low. Furthermore, the shoreline is exposed to the ocean, which disperses the pollutants 
quite rapidly. It is of concern that the daily discharge of waste water has increased by 62 % in 5 years. There are 67 discharge points 
and 1.3 million m
3
 of waste water being released daily (DEAT, 2006). More than 50 % of these pipelines discharge into the surf zone.  
Solid waste 1242.0 Solid waste is present in some form on virtually all sandy beaches in South Africa. In remote locations this is largely from debris washed 
up from the sea, generally in small quantities relative to the other flotsam and jetsam. In urban areas, however, it is left by visitors or 
gets blown onto the shore from the hinterland, and is consequently present in greater abundance (Fig. 5.1o). 
Sand Mining 708.0 Sand mining (Fig. 5.1d) in South Africa (e.g., De Lange et al., 2009; Garland and Moleko, 2000) is restricted primarily to operations in 
estuaries in KZN (both legal and illegal). Some sand mining occurs in dunes, and a few illegal, small-scale operations take place on 
beaches along the Wild Coast, which were not included here because no data were available. 
Piers, 
breakwaters and 
groynes 
552.0 The use of piers, breakwaters and groynes (Fig. 5.1j) is generally restricted to ports and the associated sediment by-pass schemes (e.g., 
Durban Bay), although others are related to waste-water discharge points and/or function as recreational amenities. This is not a 
widely-used erosion management tool in South Africa, and the effects are consequently very limited. 
Groundwater 
extraction 
385.0 South Africa is a fairly arid country. Rainfall (> 2000 mm) is concentrated on the east coast and around Cape Town. Consequently, there 
are a number of groundwater extraction sites around the country (Fig. 5.1e). There are two sites close to Durban on the east coast, and 
several sites along the south coast and along the south-western Cape coast, and one site on the north-western Cape coast.  
Beach driving 240.5 There is a ban on beach driving in South Africa, although permits can be issued for a few, regulated activities in designated areas 
(Government Notice 1399, 21 December 2001: Regulations in terms of NEMA: Vehicles in the coastal zone). Consequently, beach 
driving currently does not present a significant threat to the beaches at this time (Fig. 5.1m), and since the ban, there have been 
several accounts of positive ecological responses, including an increase in the abundance of shorebirds (Williams et al., 2004).  
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are related to urban areas surrounding key ports and associated infrastructure), the South African 
beaches are in good condition under the current threat regimes. 
 
Relative severity and footprint size of threats to beaches 
It was surprising to note that the apparently less-severe pressures (those with the lowest threat 
scores in Table 5.1) emerged as being the greatest threats to the South African beaches overall. 
These pressures include recreational activities, and extraction of natural resources (invertebrates, 
kelp and seaweed, fish, and groundwater). In comparison, pressures with the greatest severity, like 
coastal development, coastal squeeze and diamond mining, featured in the middle of the ranked list 
of overall threats to South African beaches (Table 5.2). This is due to the fact that less severe 
pressures have a large footprint because they are widespread, whereas more severe pressures have 
a small footprint because they are restricted to discrete areas. Consequently, the former have a 
greater total threat value when summed over a large spatial scale than that of the latter. 
 
Notwithstanding this apparent paradox, coastal development is a strong driver of threats to beaches 
because the coastal-development threat-impact score was significantly correlated to the sum of all 
the other threat-impact scores per beach (Pearson's product-moment correlation: t1692 = 46.25; 
r = 0.558; p < 0.001). This suggests that threats to beaches increase significantly with increasing 
urbanisation. 
 
Management framework and decision-support tool 
The thresholds informing the management decision-support tool appear to work well. The analysis 
highlighted key urban beaches (chiefly in the vicinity of Durban and Cape Town) as being most 
transformed, and most suitable to prioritize for meeting management-centred goals, which was 
expected (Fig. 5.4a). The remaining beaches were split into three categories (Fig. 5.4b). Beaches are 
least transformed and least impacted are suggested to be prioritized for meeting conservation-
centred goals (as a precautionary approach to supplement conservation efforts in reserves). And 
finally, beaches that are moderately transformed and impacted should be prioritized for meeting 
both conservation-centred and management-centred goals simultaneously, in an integrated 
approach. 
 
Discussion 
While international trends show that beaches are among the most threatened of ecosystems (Brown 
and McLachlan, 2002; Defeo et al., 2009; Schlacher et al., 2007; Schlacher et al., 2006), the South 
African sandy shores are currently in good condition. This is supported by the recent evaluation of 
marine ecosystem threat status in the South African National Biodiversity Assessment 2011 (Sink et 
al., 2012) that showed only three sandy beach habitat types to be vulnerable1 (Agulhas dissipative; 
Natal-Delagoa intermediate; and Natal-Delagoa reflective sandy coast types), and the remaining 13  
 
                                                          
1
 "Vulnerable: These are habitat types where the remaining area in good condition is greater than the 
identified biodiversity threshold plus 15% (i.e., are not Critically Endangered or Endangered), but where the 
remaining area of habitat type in good or fair condition is less than 80%. Conceptually, these are habitat types 
where there are sufficient areas of intact biodiversity of this type to meet the biodiversity target, but outside 
of these areas there has been habitat degradation and some loss of ecosystem processes." (Sink et al., 2012) 
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Figure 5.4. Graphical representation of the decision-support tool based on an assessment of cumulative threats 
to beaches. In a first step, (a) beaches with an unstoppable threat (coastal development and coastal squeeze) 
score that is > 20 (shaded dark red) are placed into class D, which are prioritized as sites for achieving social, 
management-centred goals. In a second step, (b) the decision space is divided into three groups along the x-
axis (unstoppable threat score) and y-axis (stoppable threat score - sum of all other threats). Those beaches 
with the least transformation (lowest unstoppable threat score) and least impact from stoppable threats are 
grouped into class A, and prioritized as sites where conservation-centred goals must take precedence. The 
remaining sites are separated into class B or C. Both conservation-centred and management-centred goals can 
be achieved at these sites, although class C sites should be preferred where social, management-centred goals 
need to be met - particular with regards to future threats (e.g., installations of pipelines, or future development 
behind setback lines). Shading from green to yellow indicates the relative prioritization of conservation-centred 
to management-centred goals across the decision space. 
 
 
 
a. 
b. 
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types to be least threatened2. To a large extent, the good status of the beaches can be attributed to 
the fact that South Africa is a developing country, and only a small proportion of the shoreline has 
been irreversibly transformed by coastal development. Further, access to some parts of the coast is 
challenging (owing to rugged terrain and poor transport infrastructure), which contributes to 
maintaining near-pristine portions of the shoreline. Moreover, the future for the shoreline is 
promising. Recently, strong environmental legislation (National Environmental Management Act 
(NEMA), No. 107 of 1998) governing the exploitation of marine living resources (Marine Living 
Resources Act, No. 18 of 1998), protection of biodiversity and natural landscapes (NEMA: 
Biodiversity Act, No. 10 of 2004; NEMA: Protected Areas Act, No. 57 of 2003), and management of 
the coast (NEMA: Integrated Coastal Management Act, No. 24 of 2008; Government notice 1399, 21 
December 2001: Regulations in terms of NEMA: Vehicles in the coastal zone) has been promulgated. 
There is also a growing ethos of biodiversity stewardship, respect for the natural environment and 
sense of pride in the wealth of our natural resources, which (generally speaking) contributes to 
responsible interactions between people and nature. Jointly, this puts South Africa in a strong 
position to implement proactive conservation and management of the coastal zone that will protect 
sandy beach ecosystems as a national asset, in perpetuity. This will have direct economic benefits 
because tourism is one of the largest sectors in the national economy, and beach-visiting is listed as 
one of the most popular activities by tourists (e.g., Tourism-KZN, 2007). Further, well-designed 
conservation and management schemes will contribute to the conservation of the largely endemic 
suite of fauna associated with the beaches in South Africa, including numerous vertebrate species 
nesting or breeding on beaches, such as turtles and shorebirds (Chapter 3). 
 
The most surprising outcome of this study was the fact that the threats to beaches thought to pose 
the least impacts (e.g., recreation and harvesting) presented the greatest pressures overall, because 
they are the most widespread threats. The implications are of concern: these threats may appear to 
have limited impacts, but could interact to have cumulative effects that jointly have a far greater 
impact than expected, which in turn could lead to a case of the "tyranny of small decisions" (Odum, 
1982). This reiterates the need for research to elucidate the effects of interactions among 
cumulative threats to beaches (see Chapter 4). 
 
Although it was not the most widespread stressor, coastal development is the most severe and 
intense threat, and was shown to be a key driver of other threats to beaches. This is also supported 
by the results that suggested geographic position relative to key economic centres (such as coastal 
metropolitans and ports) was a stronger driver of beach threat status than any inherent property of 
the beach itself, e.g., different beach morphodynamic types. The reasons why coastal development 
drives other threats are as follows. Development (including tourist amenities) is generally located 
immediately behind the beach, and often protected with sea walls - heightening the risks and effects 
of coastal squeeze. Pollution, solid waste (and consequently beach grooming), and recreational 
activities (including trampling, disruption of species nesting or feeding on the shore, fishing, and 
                                                          
2
 "Least threatened: These are habitat types where the area that is estimated to be in good condition is greater 
than the identified biodiversity target plus 15% (i.e., they are not Critically Endangered or Endangered), and 
where the area of habitat type in good or fair condition is greater than 80%. Conceptually, there are sufficient 
areas of intact biodiversity of this habitat type to meet the biodiversity target, and it is anticipated that there 
has been little broad modification of ecosystem processes. Relatively large portions of the habitat type are 
perceived to be in a relatively pristine or natural state based on the available pressure data." (Sink et al., 2012) 
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beach driving in some countries) are concentrated on these shores because of their ease of access. 
Because the supratidal is highly transformed, the littoral active zone is disrupted. This causes 
problems of erosion, with construction of piers, breakwaters and/or groynes often employed to 
combat this erosion, sometimes in combination with beach nourishment schemes. That coastal 
development drives all of these additional stressors is of concern given the current rates of coastal 
development, globally (McGranahan et al., 2007; Mendoza-González et al., 2012; Seto et al., 2011; 
Small and Nicholls, 2003). Therefore, it cannot be stressed strongly enough that any construction 
along the coast must not disrupt the littoral active zone, and must be located behind scientifically-
determined setback lines. Importantly, ribbon development along the shore should be strongly 
discouraged. 
 
Notwithstanding these suggestions, concentrating pressures onto existing urban beaches may prove 
to be a strategic approach to management. The ecological integrity and resilience of these beaches 
has already been (at least semi-permanently) compromised, and they can offer little as sites for 
conservation. However, they serve as excellent sites to meet social, management-centred goals 
related to tourism, recreation and the like. If these activities, and associated threats, can be 
concentrated on already-developed shores, this would reduce their prevalence and concomitant 
impacts on undeveloped shores. It is probably inevitable that user-user conflicts will consequently 
arise on urban beaches. Management at very local levels could strive to minimize these conflicts by 
following principles central to integrated coastal zone management and marine spatial planning, and 
separating activities/threats either spatially (zoning of activities) or temporally (seasonal closures). 
Likewise, on semi-urban and rural beaches where both management-centred and conservation-
centred goals need to be met, it is likely that user-environment conflicts will arise. Similarly, spatial 
or temporal zoning of activities could make provision for the activity/threat, but in ways that are 
least detrimental to the ecological condition of the beaches. This in turn could additionally lead to 
improved provision of ecosystem goods and services, and informal conservation of biodiversity. 
 
Cases where spatial or temporal zoning of activities have been recommended to support 
conservation and management goals for beaches, by reducing user-environment and user-user 
conflicts, are scattered in the literature. A few are presented here as examples for managers to 
follow. (1) Watson et al. (1996) showed that peak ORV use on sandy beaches in South Africa (prior to 
the beach-driving ban) coincided with the peak bird-nesting season. They suggested scheduling key 
ORV-use activities, such as fishing competitions, outside of this period (temporal zoning), or limiting 
ORV-use to a few kilometres of the 50 km-long beach (spatial zoning). However, depending on the 
local conditions and management/conservation priorities at the local site, it may be more 
appropriate to close the beach to driving during the nesting season, particularly if the nesting 
species is/are threatened or endemic. (2) Similarly, Weston et al. (2012) showed that, where birds 
nest on beaches popular for human recreation, temporary closures (creates by placing ropes, fences 
and signs) around nests on the high shore contributed to reduced rates of egg-crushing. (3) Defeo 
(2003) provides examples where spatially-explicit management has been applied to support sandy 
beach invertebrate fisheries, including MPAs to serve as reproductive refugia, and rotating areas for 
open-fishing and closed seasons. (4) Schlacher and Thompson (2012) note that humans tend to 
participate in recreational activities on beaches close to access points, life-saving facilities and 
amenities, and consequently, impacts from recreation are centred on these sites. They suggest 
making use of this predictable behaviour, and placing access paths only on beaches that have sparse 
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fauna, thereby limiting the ecological impact. (However, they incorrectly suggest that systematic 
conservation planning is the tool to drive the process; marine spatial planning is the more 
appropriate term because it relates specifically to management activities and not to reserve design 
to ensure representation and persistence of biota (sensu Margules and Pressey, 2000)). Other 
examples of localised zoning observed on beaches in South Africa include: wrack clearing in 
alternating patches along the shore to cater for tourist preferences (those who prefer not to have 
rotting wrack on the shore) and conservation of strandline species; delineations in the surf with 
marker-buoys to separate water-craft use (e.g., jet-skis) areas from bathing areas; and delineations 
on the beach and into the surf to separate boat launching areas from bathing areas (pers. obs.). As 
outlined in the results of this study, the CTA tested in this study can be used as a decision-support 
tool to guide managers as to which sites to prioritize for management-centred and/or conservation-
centred goals. 
 
One shortcoming of this study is that there was no ground-truthing of the comparative validity of the 
threat scores. Fundamentally, though, ground-truthing is a challenge, particularly for sandy beach 
ecosystems where a visual assessment is very difficult and can be misleading, and baseline 
information is generally lacking. Unlike rocky shore communities, for example, where effects of 
overexploitation are obvious, there is no way to easily detect similar effects on beaches because the 
biota are fossorial, and their communities can be dynamic in both space and time. Essentially, the 
only way to determine a cause-and-effect impact from overharvesting, for example, would be 
through well-designed, long-term monitoring programmes (Defeo, 2003). The same holds true for 
many of the other threats. This conundrum is presented to the sandy beach scientific community as 
a challenge for further investigation. In addition, the establishment of long-term monitoring 
programmes, from which empirical principles can be demonstrated and applied elsewhere, is 
strongly encouraged. 
 
In conclusion, the methodology for assessing cumulative threats to beaches proposed in Chapter 4 
appears to work well, and can be used to highlight important spatial patterns in the distribution of 
threats to sandy beaches. It also proved to be useful to identify key threats to beaches, and is 
proposed as a good decision-support tool to guide managers as to which beaches are appropriate 
sites to prioritize for achieving conservation-centred goals, management-centred goals, or both. In 
addition to identifying ways to ground-truth the results, further improvements to the current study 
could be to incorporate interactions among stressors in the cumulative threat assessment, and this 
field is emphasized again as a key research priority for the sandy beach scientific community. 
Although it is well established that beaches are threatened ecosystems (Defeo et al., 2009), the 
beaches in South Africa are currently in good condition. This puts the country in a strong position to 
implement proactive conservation and ecosystem-based management for sandy beaches, both 
inside and outside of reserves. In turn, this will go a long way to conserving the unique, endemic 
biota associated with the South African sandy shores, securing the key ecological processes that 
contribute to valuable ecosystem service provision, and to the national economy (chiefly through 
tourism), and protecting a national asset for generations to come. 
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Setting Conservation Targets for Sandy Beach Ecosystems 
 
Abstract 
Reserve networks are key tools to conserving biodiversity. This begs the question: how much of 
what features need to be placed in protected areas? Setting specifically-derived conservation targets 
for most ecosystems is common practice; however, this has never been done for sandy beaches. Yet, 
this is a particularly important exercise given how threatened beaches are, and that they require 
proactive conservation if they are to persist in perpetuity. The aim of this chapter is thus to propose 
a methodology for setting conservation targets for sandy beach ecosystems, using data describing 
biodiversity patterns and processes from microtidal beaches in South Africa as a case study. First, a 
classification scheme of valued features of beaches is constructed, including: biodiversity features - 
habitats, biota, and genetic diversity; unique features - critical habitats, outstanding habitat features, 
important species assemblages, and sites of cultural importance; and important processes - beaches 
that are pristine/highly-resilient, and beaches that have greatest biogeochemical recycling. Second, 
methodologies for setting targets for each feature under different data-availability scenarios are 
described. From this framework, targets are set for features characteristic of microtidal beaches in 
South Africa, as follows. 1) Targets for dune vegetation types were adopted from a previous 
assessment that was based on species-area relationships (SARs), and ranged 19 - 100 %. 2) Targets 
for beach morphodynamic types (habitats) were set using SARs. These were derived from species 
richness data from 142 sampling events around the South African coast, extrapolated to total 
theoretical species richness estimates using previously-established species-accumulation curve 
relationships, and plotted against the area of the beach, which had been calculated from Google 
Earth imagery. The species-accumulation factor (z) was 0.22, suggesting a baseline habitat target of 
27 % is required to protect 75 % of the species. This baseline target was modified by heuristic 
principles, based on habitat rarity and threat status, with final values ranging 27 - 40 %. 3) Species 
targets were fixed at 20 %, modified using heuristic principles based on endemism, threat status, 
and whether or not beaches play an important role in the species' life history (e.g., nesting grounds), 
with targets ranging 20 - 100 %. 4) Targets for processes and 5) important assemblages were set at 
50 %. 6) Finally, a target for the only outstanding feature (the Alexandria dunefield in Algoa Bay) was 
set at 80 % because of its national, international and ecological importance. The greatest shortfall in 
the current target-setting process is in the lack of empirical models describing the key beach 
processes, from which robust ecological thresholds can be derived. As for many other studies, this 
paper illustrates that the conservation target of 10 % for coastal and marine systems proposed by 
the Convention on Biological Diversity is too low to conserve sandy beaches and their biota.  
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Introduction 
A rich biodiversity, in all its forms, is fundamental to the life and functioning of the biosphere. It 
provides the basis for ecological processes, ecosystem resilience (including resistance, recovery and 
reversibility), and thus the sustainability of ecosystem-service delivery on which human livelihoods 
depend (e.g., Balvanera et al., 2006; Díaz et al., 2006; Duarte, 2000; Millennium Ecosystem 
Assessment, 2005; Palumbi et al., 2009; Turner et al., 2012; Worm et al., 2006; and many others). It 
therefore seems paradoxical that our understanding of this critical role that biodiversity plays has 
unfolded only relatively recently. In the interim, escalating human population growth rates have 
driven large-scale habitat transformation for food production, housing and associated infrastructure, 
with unsustainable exploitation of natural resources to support these activities (Millennium 
Ecosystem Assessment, 2005; Pimentel et al., 2010; Vitousek et al., 1997). The resulting impacts to 
natural systems have contributed to a substantial loss of biodiversity (e.g., Gaston et al., 2003; 
Perfecto et al., 1997; Waycott et al., 2009), and unfortunately, carry considerable inertia. We 
recognise now that conserving biodiversity and protecting ecosystems and the ecological processes 
driving their functioning is more than just a moral obligation: our quality of life and existence in the 
long term depends on it (Barnosky et al., 2012; Cardinale et al., 2012; Díaz et al., 2006; Millennium 
Ecosystem Assessment, 2005).  
 
The challenging questions that follow, then, are: how do we conserve biodiversity; how much of 
what should we protect; where; and how do we measure the achievement or even success of 
conservation efforts? As a starting point to addressing these questions, organisations, countries and 
intergovernmental agencies have taken the approach of establishing visions and/or goals for 
biodiversity conservation (Margules and Pressey, 2000), which could be for species representation 
(Rodrigues et al., 2004), species persistence (Cowling et al., 1999; Nicholson et al., 2006), and/or 
ecosystem function (the latter including ecosystem service provision because it implies maintained 
ecological processes; e.g., Chan et al., 2006; Klein et al., 2009; Kremen et al., 2004). Under these 
goals are several targets that may or may not be time bound, where their achievement would, in 
turn, achieve the conservation goal (Tear et al., 2005). Perhaps the most prominent example is that 
of the Convention of Biological Diversity (CBD; UNCED, 1992). The vision of the most recent Strategic 
Plan for Biodiversity 2011-2020 (adopted in 2010 at the 10th CBD Convention of Parties, available at: 
http://www.cbd.int/sp/) is this: "By 2050, biodiversity is valued, conserved, restored and wisely used, 
maintaining ecosystem services, sustaining a healthy planet and delivering benefits essential for all 
people.” There are also 20 targets in this plan, known as the Aichi Biodiversity Targets, which are 
listed under five conservation goals. Some of these targets are quantitative, whereas others are 
abstract. For example, under Strategic Goal C: Improve the status of biodiversity by safeguarding 
ecosystems, species and genetic diversity, Target 11 is quantitative: "By 2020, at least 17 per cent of 
terrestrial and inland water, and 10 per cent of coastal and marine areas, especially areas of 
particular importance for biodiversity and ecosystem services, are conserved through effectively and 
equitably managed, ecologically representative and well connected systems of protected areas and 
other effective area-based conservation measures, and integrated into the wider landscape and 
seascapes." By comparison, Target 14 under Strategic Goal D: Enhance the benefits to all from 
biodiversity and ecosystem services, is abstract: "By 2020, ecosystems that provide essential services, 
including services related to water, and contribute to health, livelihoods and well-being, are restored 
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and safeguarded, taking into account the needs of women, indigenous and local communities, and 
the poor and vulnerable."  
 
While the sentiment expressed in abstract targets is good, perhaps even imperative, it is hard to 
measure progress towards their achievement. Ideally, the purpose of setting conservation targets 
should be to ensure that there is an amount of a feature in a protected state that exceeds a critical 
ecological threshold, in order to prevent its complete demise and expiration (Huggett, 2005; 
Rondinini and Chiozza, 2010). For example, the critical threshold for a certain species could be 
calculated on the basis of its minimum abundance or extent of distribution (Kerley et al., 2003; 
Rhodes et al., 2005; Traill et al., 2010). Ultimately, quantitative targets (preferably time bound) must 
comprise the fundamental core of targets required to achieve the overarching conservation goal; 
abstract targets should be seen as being ancillary to the core, serving as complementary targets 
rather than being paramount to achieving the conservation goal. 
 
Requiring quantitative targets reiterates the question of: how much of what do we need to 
conserve? In terms of "how much to conserve", there are currently two approaches, relating to the 
two broad types of quantitative conservation targets. Fixed targets are generally policy driven, like 
those codified in international agreements (e.g., Aichi Biodiversity Target 11 stated above) or in 
national legislation or policy, and are completely detached from case-specific data. Flexible targets, 
on the other hand, are data driven and, ideally, should relate specifically to empirically-derived 
ecological thresholds. Methods used to derive flexible targets include population viability analyses 
(PVAs), species-area relationships (SARs), empirical models and/or heuristic principles. Because 
flexible targets are scientifically determined, transparent and defensible, they are certainly the 
preferred approach. In comparison, fixed targets have been strongly criticised by the scientific 
community, largely because they have no ecological substantiation (Agardy et al., 2003; Soulé and 
Sanjayan, 1998), and tend to be too low to sufficiently conserve biodiversity (Desmet and Cowling, 
2004; Metcalfe et al., 2012; Pressey et al., 2003; Solomon et al., 2003; Soulé and Sanjayan, 1998; 
Svancara et al., 2005). Nevertheless, fixed targets can serve as a good starting point in the reserve 
design process, and they can facilitate faster proclamation of protected areas, first because the 
process is not delayed for data collection and analysis, and second, because the targets themselves 
can be easily communicated to governments, making support for reserve implementation more 
likely (Porter et al., 2011). It has also been pointed out that using 10 % as an initial target means that 
habitats are never over-represented in first-phase MPA networks (Metcalfe et al., 2012), and the 
target is particularly useful if the habitats or species in question have very little, if any, existing 
protection, so that any interim protection would be better than none (Porter et al., 2011). In these 
cases, the targets could always be refined as data are made available, and reserves extended or 
added at a later stage (Meir et al., 2004), consistent with the adaptive management principle that is 
a key characteristic of systematic conservation planning (SCP; Margules and Pressey, 2000). Further, 
because the codified fixed targets are generally time-bound, they can strengthen motivation to 
governments to implement reserves and expand existing protected-area networks (Metcalfe et al., 
2012). Certainly, flexible targets are the ideal, but if sufficient data are not available to compute 
them, fixed targets can be useful starting points that can be improved later. 
 
In terms of "what to conserve", both fixed and flexible targets can be applied to a variety of 
biodiversity features, including: genetic diversity or subpopulations (Neel and Cummings, 2003; see 
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Table 6.1. Classification of valued features of beaches that warrant conservation protection, with listed 
examples of each from the South African sandy shores that are included in this study. Note that only one target 
is set per feature, even if it is listed twice. 
Important features and processes Features available in this study 
Biodiversity features  
Habitat types 
The different beach habitat types per bioregion present in the 
study area could include: morphodynamic types; exposed and 
sheltered beaches; long and short/pocket beaches; open-ocean 
and estuarine beaches; source (dissipative) and sink (reflective) 
beaches, depending on what is relevant in the local context. 
Different dune vegetation types can also be included here. 
Beach types per bioregions: 
 - Dissipative beaches 
 - Dissipative-intermediate beaches 
 - Intermediate beaches 
 - Reflective beaches 
 - Estuarine beaches 
Dune vegetation types 
Biota 
Biota should be ideally represented by the distributions of 
individual species. If such information is not available, suitable 
surrogates (most likely habitat) should be used. 
Shorebirds 
Turtles 
Macrofauna 
Microflora 
Foredune flora 
Secondary- and tertiary-dune flora (dune 
vegetation type as a surrogate) 
Genetic diversity 
Areas where beach-associated biota have rich genetic diversity.  
Data currently unavailable, but investigation is 
underway 
Unique features  
Critical habitat areas 
Areas that support critical stages in animal life histories, such as 
nurseries, nesting sites and breeding grounds. 
Fish nurseries (surf zones and estuary mouths) 
Turtle nesting grounds 
Shorebird nesting grounds 
Outstanding features 
Features of the coast that are of national or international 
importance, e.g., large, mobile dunefields, headland bypass 
systems, or areas with large aggregations of birds. (Note that sites 
with existing protection, e.g., World Heritage sites, Ramsar sites 
and marine/terrestrial protected areas, receive 100 % protection 
by default, and need not be included here.) 
Alexandria mobile active dunefield 
 
Unique/important assemblages 
Beaches supporting unique assemblages, including communities 
of particularly high abundance or richness, especially if they 
contribute to driving important ecological processes, e.g., high 
productivity or biogeochemical recycling. 
Beaches supporting surf diatom accumulations 
Sites of significant cultural importance 
Sites that are important archaeological areas, or places where 
cultural or religious practices are a feature of the area. 
Data currently unavailable 
Natural processes  
Pristine/highly-resilient beaches 
Untransformed beaches that have fully intact littoral active zones 
and/or a large accommodation space (supralittoral zone), with 
intact natural sediment dynamics and a strong sense-of-place. 
Intact littoral active zone (including pristine 
beaches) 
Accommodation space 
Beaches associated with free-flowing rivers 
Greatest biogeochemical recycling 
Beaches that have rich subsidies from kelp wrack, carrion, and/or 
high groundwater recharge.  
High groundwater recharge 
Beaches with kelp wrack 
 
also May et al., 2011; von der Heyden, 2009); species and communities (Drummond et al., 2009; 
Kerley et al., 2003; Pressey et al., 2003; Turpie et al., 2000); habitats and ecosystems (Airamé et al., 
2003; Leslie et al., 2003; Lombard et al., 2003; Metcalfe et al., 2012; Pressey et al., 2003); fixed and 
flexible/dynamic processes (Grantham et al., 2011; Lagabrielle et al., 2009; Lombard et al., 2007); 
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and ecosystem services (Chan et al., 2006). Naturally, the features included (and methods used to 
derive their targets) will depend on the data available, the conservation goal, and the objectives of 
the specific conservation plan (Rondinini and Chiozza, 2010). Generally, targets can be set for 
individual species (considered as fine-scale targets), for higher-order surrogates of biodiversity or 
ecological processes, such as habitat types (considered as coarse-scale targets), or in a 
complementary combination of fine- and coarse-scale targets.  
 
The question and usefulness of surrogacy is a complex discussion in itself: some studies have found 
surrogates to work well; (e.g., Dalleau et al., 2010; Lombard et al., 2003; Ward et al., 1999), while 
others have not (e.g., Januchowski-Hartley et al., 2011; Shokri and Gladstone, 2012). This disparity in 
the effectiveness of surrogates probably reflects the relationship between the lower-order feature 
(e.g., species) and higher-order surrogate (e.g., habitat), which could be scale dependent, and the 
extent to which this can be modified by other features or factors (e.g., competitive exclusion). It is 
beyond the scope of the current study to provide a comprehensive review of the subject (but see 
Grantham et al., 2010; Rodrigues and Brooks, 2007), although two key points are noted. First, 
biodiversity surrogates can provide a good starting point for reserve design in the absence of fine-
scale data. But, second, planners should be aware of the shortcomings of this approach, seek the 
most appropriate and representative feature as a surrogate for conservation planning by testing for 
efficacy, and make precautionary adjustments to the targets in the case of high uncertainty and/or 
low predictability. 
 
While the practice of setting conservation targets is common, particularly in the terrestrial realm, it 
has not been formally considered for sandy shores specifically. It is imperative that the sandy beach 
scientific community engage with this topic, because beaches are threatened ecosystems (Brown 
and McLachlan, 2002; Defeo et al., 2009; Schlacher et al., 2007; Schlacher et al., 2006) and require 
proactive conservation. The vision for sandy beach conservation, both in South Africa and globally, is 
to have an adequate, representative network of beaches and dunes maintained in a near-pristine 
state, supporting fully diverse, functional ecosystems, and sustainable low-impact human uses 
(Schlacher et al., in press). The conservation goal, very broadly, is thus to achieve ecosystem 
persistence. Selecting appropriate conservation targets is a pivotal step towards achieving this goal, 
and ultimately, in achieving our vision for sandy beaches. This paper proposes the first suite of 
conservation targets for sandy beach ecosystems. Specifically, a classification scheme of valued 
features of beaches is constructed, and methodologies for setting targets for each feature under 
different data-availability scenarios are described. Finally, targets are proposed for biodiversity 
features and processes that are characteristic of microtidal sandy beaches, using the South African 
shoreline as an example. 
 
Methodology 
Target-setting premise 
The premise underlying the approach adopted here is that persistence can be achieved by ensuring 
sufficient representation of biodiversity features and of the processes or associated features that 
maintain them. Accordingly, the proposal is that targets should be set hierarchically: first for habitats 
and species as a proportion of their respective distributions, and second for an amount of the 
processes and features required to maintain the proportion of habitat or species distributions 
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calculated in the first step, as appropriate (Fig. 6.1). To do this, a categorical list of the important 
biodiversity features comprising sandy beach ecosystems was tabulated (Table 6.1), drawing (in 
part) from group-discussion notes compiled during the VIth International Sandy Beach Symposium 
2012 Workshop I: Valued Features of Sandy Beaches. Targets were then set (as per methods below) 
for features that were appropriate for the South African sandy shores, and for which data were 
available. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6.1. Hierarchical approach to deriving conservation targets for sandy beaches, under the conservation 
goal of ecosystem persistence. Targets for habitats and species are set first, and targets for the processes and 
features required to support and/or maintain the target proportion of the habitat or species distribution is set 
second. Targets for unique biodiversity features (e.g., special species assemblages) and outstanding physical 
features (e.g., landscape features of international importance) are set as for species and habitat targets, 
respectively. As noted by Rondinini and Chiozza (2010), the final targets can be traded off with reserve size 
(dotted box; optional step). Black arrows show the recommended hierarchical target-setting process, and grey 
arrows show additional relationships among components. 
 
Targets for habitats 
There are two groups of habitat types included in this study: beach morphodynamic types 
(representing the intertidal beach and surf zone), and dune vegetation types. Flexible targets for the 
latter have been calculated previously in a national assessment based on species-area curves 
(Rouget et al., 2004; Rutherford et al., 2012), and were thus included here directly without 
additional modification. However, there were three freshwater and estuarine features that were not 
given targets in the vegetation type assessment: Freshwater Lakes, Cape Coastal Lagoons, and 
Subtropical Coastal Lagoons. These three features comprise a small fraction of the South African 
coast, are not the focus of this study, and so a simple fixed target of 20 % was applied to them. If the 
conservation goal extended beyond sandy beaches to include all coastal systems, then it would be 
important to investigate setting flexible targets for these features as well. 
 
Habitat targets thus needed to be derived only for beach morphodynamic types. These were 
calculated using species-area curves (Desmet and Cowling, 2004; MacArthur and Wilson, 1967). The 
area of each beach that had been sampled previously (see Chapter 3) was calculated from the 
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coastal habitat layer (Chapter 2; Harris et al., 2011) in ArcGIS 10, and tabulated with the species 
richness recorded at each site (n = 142). However, because beaches were all sampled using a (more 
or less) standard area of 3 m2 regardless of the length of the beach, shorter (in length) beaches will 
have experienced proportionately greater sampling effort per unit area of the entire beach. The 
same holds true for reflective beaches, which are narrower (across-shore) than other 
morphodynamic types (increasing in width as they are more dissipative-like): proportionately more 
of the across-shore area will have been sampled. These data were standardized after Schoeman et 
al. (2003), who showed a relationship between sampling area and the number of species captured 
(species accumulation curves): sampling 3 m2 captures approximately 60 - 70 % of the species, 
whereas 20 m2 is required to sample the entire species pool. This relationship was used here to 
estimate the total theoretical species richness for each sampling site in the database, allowing 
creation of a standardized dataset containing "total" species richness and beach area. 
 
It must be noted, however, that this relationship (Schoeman et al., 2003) relates to the number of 
species accumulated in only an across-shore direction, and does not account for accumulation of 
species along the shore. To date, the relationship between species richness and beach length has not 
been particularly conclusive. Previous studies have found only a weak decline in species richness 
when beaches are less than 2 km long (Brazeiro, 2001), or no relationship between species richness 
and beach length even for short (< 2 km) beaches (Deidun and Schembri, 2008). In Chapter 2 of this 
Thesis, it was shown that there is no relationship between species richness and beach length (from 
the South African data), even for beaches that are at most 2 km long. However, those calculations 
were based on the length of sandy shore rather than the length of different beach morphodynamic 
types (i.e., one very long sandy shore may comprise several different morphodynamic types as local 
conditions change along the shore).  
 
Therefore, to determine whether nuances in the data had any effect, an analysis of covariance 
(ANCOVA) was performed in R version 2.15.0 (R Development Core Team, 2012), testing whether 
there is a relationship between the theoretical maximum species richness (from calculations above) 
and beach length (calculated per beach morphodynamic type from the map generated in Chapter 2; 
Harris et al., 2011), and if this varied among beach morphodynamic types (also from Chapter 2; 
Harris et al., 2011). Tests were performed on the full data set, and on subsets of the data based on 
beach length (e.g., beaches < 1 km long, < 2 km long, etc) in case there was a relationship for shorter 
beaches that is possibly masked by using the full dataset. Linear models were built and simplified 
using standard model-building techniques. For the full dataset, there was no relationship between 
species richness and beach length (p > 0.05), but there was a relationship between species richness 
and beach morphodynamic types (p < 0.05). The results were similar for the subsets of data. 
However, where beach length was significant (for beaches shorter than 4 - 17-km long), this was 
only the case when the interaction with beach morphodynamic type was included in the model. This 
suggests that the perceived relationship with beach length relates more to beach morphodynamics 
than to length, especially because species richness was significantly related to beach 
morphodynamics in all cases (p < 0.05). Previously, Short (1996) related the decline in species 
richness on beaches less than 2-km long to the effect of rip currents at the terminal ends of the 
beaches, which were driven largely by headlands. This observation is not relevant here, because very 
few beaches included in the analysis are actually bounded by headlands. Based on the current 
results, and for the purposes of the following analyses, it is determined that there is no direct 
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relationship between beach length and species richness, and extrapolating theoretical maximum 
species richness in an across-shore direction only is appropriate.  
 
The precise form of SARs (Scheiner, 2003) has been a fairly contentious point of discussion in the 
literature: a number of functions have been compared, with different results and conclusions (e.g., 
Dengler, 2009; Tjørve, 2009; Tjørve and Tjørve, 2008); and certain features - such as whether or not 
the curve should reach an asymptote or not - have been strongly debated (e.g., Lomolino, 2000; 
Lomolino, 2002; Williamson et al., 2001). Generally, the power function is said to give the best 
representation of SARs, is most widely used, and is supported in the literature as one of the best 
available methods for setting targets for conservation-planning exercises (e.g., Dengler, 2009; 
Desmet and Cowling, 2004; Simaiakis et al., 2012; Triantis et al., 2012). Further, fitting a power curve 
using the bootstrap estimator (versus the ICE, Chao2, Jacknife1 and Jackknife2 estimators) is 
preferred (Desmet and Cowling, 2004; Metcalfe et al., 2012) because it gives more conservative 
targets, and requires smaller sample sizes to reach stability than other estimators (Metcalfe et al., 
2012). 
 
The ideal approach would be to determine SARs for each beach morphodynamic type per bioregion. 
However, the sample sizes available were too small to do this. When SARs were plotted based only 
on beach morphodynamic type (sensu Harris et al., 2011 classifications), the points were extremely 
scattered (which is typical for sandy beach data) and the power relationships were very weak, even 
when plotted in a log-log or semi-log space. Similar results were attained when all data were plotted 
together and fitted with a single power curve. (This is most likely because of the lack of relationship 
between beach length and species richness). After much debate, it was decided that beach area 
could be crudely related to beach morphodynamic type (also in agreement with the ANCOVA results 
above): dissipative beaches are generally longer and wider relative to other beach morphodynamic 
types, and the shortest beaches tend to be narrow, and more reflective (Fig. 6.2). Therefore, the 
 
 
Figure 6.2. Boxplot (excluding outliers) showing that beach area (km
2
) decreases as the beach morphodynamic 
type becomes more reflective, based on data from the beaches in South Africa that have been sampled for 
macrofauna. Note that the sample size for reflective beaches is an order of magnitude less than the other 
categories. D = dissipative (n = 21), DI = dissipative-intermediate (n = 88), I = intermediate (n = 30), and R = 
reflective (n = 3). 
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data were binned per morphodynamic type. From these bins, the minimum area for reflective 
beaches was selected to represent the lowest end of the species-area relationship, and the 
maximum area of dissipative beaches to represent the highest end; the median areas for 
intermediate and dissipative-intermediate beaches were calculated to represent points on the curve 
between these extremes. A power curve was fitted to these data (Fig. 6.3), and the species 
accumulation factor (z) was determined from the equation describing the function, following: 
S = cAz     (6.1) 
Where: S is the number of species, c is a species-specific constant, A is the area and z is the species 
accumulation factor (MacArthur and Wilson, 1967). 
 
 
Figure 6.3. Species-area curve for the South African sandy beaches, plotted as a single data point per beach 
morphodynamic type. Points represent (from left to right): reflective (minimum area), intermediate (median 
area), dissipative-intermediate (median area) and dissipative (maximum area) beaches, with error bars 
indicating the standard deviations in both species richness and area. Data points are fitted with a power curve 
(y = 26.313 x
0.22
, r
2
 = 0.98). 
 
Based on this z value, a trade-off curve (Fig. 6.4) was plotted from a derivation of the equation above 
(Desmet and Cowling, 2004): 
Log A' = Log S'.z-1     (6.2) 
Where A' is the proportion of protected habitat area, and S' is the proportion of protected species. It 
has been suggested that it is best to set the percentage-area target for habitats at 75 % of species 
protected (Desmet and Cowling, 2004). Before accepting this level of protection by default here, it 
was evaluated based on the trade-off curve described above, which confirmed its appropriateness. 
Above this value, the returns (percentage species protected) on additional investment (percentage 
area protected) start to diminish, particularly above 80 - 85 % (Fig. 6.4). Consequently, on the basis 
of protecting 75 % of beach species, the baseline target for sandy shore habitats is 27 %. 
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Figure 6.4. Trade off between the percentage sandy-beach area protected and the corresponding percentage 
species protected. The plot is an exponential curve where the exponent is the sandy-beach species 
accumulation factor: y = 36.887x
0.22
. A tangent to the curve is plotted at y = 75 % species protected (black 
point), showing that the rate of change beyond this value is much less; in other words, the returns (percentage 
species protected) on investment (percentage area protected) is reduced. To protect 75 % of the species 
requires 27 % of the habitat area to be conserved (dashed lines). 
 
Previous studies have used heuristic principles based on expert opinion (Cowling et al., 2003) to 
account for attributes of biodiversity features that affect their conservation requirements during 
target setting. Carwardine et al. (2008) list several examples of these attributes, including: rarity, 
compositional distinctiveness, and biological heterogeneity. Consequently, the baseline habitat 
targets calculated above were modified using two heuristics. First, additional protection is 
considered important to secure the persistence of rare habitats, which are defined here as 
comprising less than 10 % of the extent of sandy beaches present in a bioregion. After examination 
of the species-area trade-off curve (Fig. 6.4), 13 % of the habitat area was considered reasonable 
addition to the baseline target (i.e., a total habitat target of 40 %), because the relative species-
protection gain for the amount of area conserved decreases above this value. The second heuristic 
created here relates to habitat threat status, as per results from the recent South African National 
Biodiversity Assessment 2011 (Sink et al., 2012), where the following represent minimum 
percentage-area targets for each threat category. Critically endangered = 100 %; endangered = 80 %; 
threatened = 60 %; near-threatened = 40 %; vulnerable = 30 %; and no minimum target set for least 
threatened or data deficient habitats. In other words, if the baseline target was already more than 
the values listed above, then the target was not increased. However, if it was less than the above, it 
was increased to the minimum target value for the respective category.  
 
Targets for species 
There are insufficient data for a PVA of most of the species present on the South African sandy 
shores. For those species where such an analysis may be possible (with likely candidates being 
among the birds and turtles), it is beyond the scope of this study to complete them. Therefore, the 
fixed base-line target of 20 % was used as a starting point, subsequently modified by several 
heuristic principles. First, the targets for species that were listed as southern African endemic 
species or South African endemic species (see Chapter 3) were increased by 10 % and 20 %, 
Chapter 6 
151 
 
respectively. Second, targets for shorebirds that nest on South African beaches were increased by 
20 %. Finally, the same threat status targets applied to habitats were also applied to all species. 
 
Targets for unique features, and important assemblages and processes 
Setting targets for the unique features and important assemblages and processes proved to be most 
difficult because, while their value is recognized, it is not clear how much of each is required to 
maintain the process or feature, let alone the other biodiversity features that depend on them. 
Ideally, this process should be based on empirical models, but in the absence of such models, some 
very simple heuristics were applied. First, only one truly outstanding, iconic feature was mapped for 
the South African sandy beaches: the Alexandria dunefield in Algoa Bay. This is one of the largest 
active coastal dunefields in the world (McLachlan et al., 1982), and it was therefore considered to be 
of great ecological, national and international importance. Consequently, a high conservation target 
of 80 % was set for this feature. Second, in the absence of better information, a conservative 50 % 
target was set for the important assemblages and processes (a level that has been applied elsewhere 
as an ecological threshold or process target, e.g., Auster, 2001; Ferraro, 2003; Rivers-Moore et al., 
2010), with a disclaimer that this is an area that needs further research. 
 
Results 
Altogether, targets were set for 220 sandy-beach biodiversity features present along the South 
African shoreline (Table 6.2), including: 12 beach morphodynamic types; 27 macrofauna species; 53 
microflora species; 26 foredune plant species; 69 vegetation types; 21 bird species; two turtle 
species; one important species assemblage; one unique habitat feature; and eight important 
processes or features. Targets ranged from 20 - 100 % of the extent of the features, with 91 % of the 
targets being in the range of 19 - 40 %, more than half of which were at the lower end of that range 
at 19 - 20 %. Only five features had targets that were 80 % or more.  
 
Table 6.2. Breakdown of the conservation targets for all valued features characteristic of the South African 
sandy shores. The base target is increased by five heuristic principles (see text for details), to give the final 
target for each feature. 
Conservation Feature Base 
Target 
Southern 
African 
Endemic 
(+10 %) 
South 
African 
Endemic 
(+20 %) 
Rarity 
 
 
(+13 %) 
Nesting 
Bird 
 
(+20 %) 
Threat 
Status 
 
** 
Final 
Target 
Habitat Types        
Southern Benguela Dissipative 27      27 
Southern Benguela Dissipative-Intermediate 27      27 
Southern Benguela Intermediate 27      27 
Southern Benguela Reflective 27      27 
Agulhas Dissipative 27     V 30 
Agulhas Dissipative-Intermediate 27      27 
Agulhas Intermediate 27      27 
Agulhas Reflective 27   13   40 
Natal-Delagoa Dissipative 27   13   40 
Natal-Delagoa Dissipative-Intermediate 27      27 
Natal-Delagoa Intermediate 27     V 30 
Natal-Delagoa Reflective 27     V 30 
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Table 6.2. continued        
Conservation Feature Base 
Target 
Southern 
African 
Endemic 
(+10 %) 
South 
African 
Endemic 
(+20 %) 
Rarity 
 
 
(+13 %) 
Nesting 
Bird 
 
(+20 %) 
Threat 
Status 
 
** 
Final 
Target 
Macrofauna        
Africorchestia quadrispinosa 20  20    40 
Bullia digitalis 20 10     30 
Bullia natalensis 20  20    40 
Bullia rhodostoma 20 10     30 
Cerebratulus fuscus 20      20 
Donax madagascariensis 20      20 
Donax serra 20 10     30 
Donax sordidus 20  20    40 
Emerita austroafricana 20      20 
Excirolana (Pontogeloides) latipes 20 10     30 
Excirolana natalensis 20 10     30 
Gastrosaccus bispinosa 20 10     30 
Gastrosaccus longifissura 20      20 
Gastrosaccus psammodytes 20 10     30 
Glycera tridactyla 20      20 
Griffithsius latipes 20 10     30 
Mandibulophoxus stimpsoni 20 10     30 
Nephtys capensis 20 10     30 
Ocypode ryderi 20      20 
Pisionidens indica 20      20 
Scolelepis squamata 20      20 
Sigalion capensis 20      20 
Talorchestia capensis 20  20    40 
Tylos capensis 20  20    40 
Tylos granulatus 20  20    40 
Urothoe coxalis 20  20    40 
Urothoe grimaldii 20      20 
Microflora        
Anaulus australis 20      20 
Asterionella glacialis 20      20 
Asterionellopsis glacialis 20      20 
Asteromphalus flabellatus 20      20 
Aulacodiscus johnsonii 20      20 
Aulacodiscus petersii 20      20 
Biddulphia aurita 20      20 
Biddulphia pulchella 20      20 
Blue-Green  20      20 
Campylosira cymbelliformis 20      20 
Chaetoceros debilis 20      20 
Chaetoceros decipiens 20      20 
Chaetoceros spores 20      20 
Cocconeis scutellum 20      20 
Cocconeis sp. 20      20 
Coscinodiscus radiates 20      20 
Cylindrotheca closterium 20      20 
Eucampia zoodiacus 20      20 
Grammatophora marina 20      20 
Guinardia delicatula 20      20 
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Table 6.2. continued        
Conservation Feature Base 
Target 
Southern 
African 
Endemic 
(+10 %) 
South 
African 
Endemic 
(+20 %) 
Rarity 
 
 
(+13 %) 
Nesting 
Bird 
 
(+20 %) 
Threat 
Status 
 
** 
Final 
Target 
Haptophyta  20      20 
Hemiaulus hauckii 20      20 
Leptocylindrus danicus 20      20 
Licmophora hyaline 20      20 
Navicula 1 20      20 
Navicula 2 20      20 
Navicula 4 20      20 
Navicula 5 20      20 
Navicula 6 20      20 
Navicula 8 20      20 
Navicula 9 20      20 
Neoceratium furca 20      20 
Nitzschia delicatissima 20      20 
Nitzschia longissima 20      20 
Nitzschia sp. 20      20 
Noctiluca miliaris 20      20 
Odontella mobiliensis 20      20 
Paralia sulcata 20      20 
Peridinium sp. 20      20 
Plagiogrammopsis vanheurckii 20      20 
Pleurosigma sp. 20      20 
Proboscia alata 20      20 
Prorocentrum micans 20      20 
Pseudonitzschia seriata 20      20 
Rhizosolenia formosa 20      20 
Skeletonema costatum 20      20 
Stephanopyxis turris 20      20 
Thalassionema nitzschioides 20      20 
Thalassiosira angulata 20      20 
Thalassiosira rotula 20      20 
Thalassiosira sp. 20      20 
Thalassiothrix sp. 20      20 
Triceratium favus 20      20 
Foredune Plants        
Arctotheca populifolia 20      20 
Canavalia rosea 20      20 
Carpobrotus acinaciformis 20 10     30 
Cladoraphis cyperoides 20      20 
Cyperus crassipes 20      20 
Dasispermum suffruticosum 20 10     30 
Didelta carnosa var. tormentosa 20      20 
Ehrharta villosa var. maxima 20 10     30 
Eragrostis sabulosa 20 10     30 
Gazania rigens var. leucolaena 20 10     30 
Gazania rigens var. uniflora 20      20 
Hebenstretia cordata 20      20 
Ipomoea pes-caprae 20      20 
Launaea sarmentosa 20      20 
Manulea tormentosa 20      20 
Oncosiphon sabulosum 20 10     30 
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Table 6.2. continued        
Conservation Feature Base 
Target 
Southern 
African 
Endemic 
(+10 %) 
South 
African 
Endemic 
(+20 %) 
Rarity 
 
 
(+13 %) 
Nesting 
Bird 
 
(+20 %) 
Threat 
Status 
 
** 
Final 
Target 
Phylohydrax carnosa 20      20 
Scaevola plumeri 20      20 
Scaevola sericea 20      20 
Senecio elegans 20 10     30 
Senecio litorosus 20 10     30 
Senecio maritimus 20      20 
Silene crassifolia 20 10     30 
Tetragonia decumbens 20 10     30 
Thinopyrum distichium 20      20 
Trachyandra divaricatum 20 10     30 
Vegetation Types        
Agulhas Limestone Fynbos 32     LT 32 
Agulhas Sand Fynbos 32     V 32 
Albany Coastal Belt 19     LT 19 
Albany Dune Strandveld 20     LT 20 
Albertinia Sand Fynbos 32     V 32 
Alexander Bay Coastal Duneveld 28     LT 28 
Algoa Dune Strandveld 20     LT 20 
Algoa Sandstone Fynbos 23     E 23 
Arid Estuarine Salt Marshes 24     LT 24 
Atlantis Sand Fynbos 30     V 30 
Blombos Strandveld 36     LT 36 
Buffels Thicket 19     V 19 
Canca Limestone Fynbos 32     LT 32 
Cape Coastal Lagoons 20      20 
Cape Estuarine Salt Marshes 24     LT 24 
Cape Flats Dune Strandveld 24     E 24 
Cape Inland Salt Pans 24     V 24 
Cape Lowland Freshwater Wetlands 24     LT 24 
Cape Seashore Vegetation 20     LT 20 
Cape Winelands Shale Fynbos 30     E 30 
Central Coastal Shale Band Vegetation 27     LT 27 
Coega Bontveld 19     LT 19 
De Hoop Limestone Fynbos 32     LT 32 
Eastern Coastal Shale Band Vegetation 27     E 27 
Eastern Valley Bushveld 25     LT 25 
Freshwater Lakes 20      20 
Gamtoos Thicket 19     LT 19 
Garden Route Granite Fynbos 23     E 23 
Garden Route Shale Fynbos 23     E 23 
Groot Brak Dune Strandveld 36     E 36 
Hangklip Sand Fynbos 30     V 30 
Knysna Sand Fynbos 23     E 23 
Kogelberg Sandstone Fynbos 30     LT 30 
KwaZulu-Natal Coastal Belt 25     E 25 
Lambert's Bay Strandveld 24     V 24 
Langebaan Dune Strandveld 24     V 24 
Leipoldtville Sand Fynbos 29     E 29 
Lourensford Alluvium Fynbos 30     CR 30 
Mangrove Forest 100     CR 100 
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Table 6.2. continued        
Conservation Feature Base 
Target 
Southern 
African 
Endemic 
(+10 %) 
South 
African 
Endemic 
(+20 %) 
Rarity 
 
 
(+13 %) 
Nesting 
Bird 
 
(+20 %) 
Threat 
Status 
 
** 
Final 
Target 
Maputaland Coastal Belt 25     V 25 
Namaqualand Coastal Duneveld 26     LT 26 
Namaqualand Seashore Vegetation 26     LT 26 
Namaqualand Strandveld 26     LT 26 
North Langeberg Sandstone Fynbos 30     LT 30 
Northern Coastal Forest 43      43 
Overberg Dune Strandveld 36     LT 36 
Overberg Sandstone Fynbos 30     LT 30 
Peninsula Granite Fynbos 30     E 30 
Peninsula Sandstone Fynbos 30     LT 30 
Peninsula Shale Renosterveld 26     CR 26 
Pondoland-Ugu Sandstone Coastal Sourveld 25     V 25 
Potberg Sandstone Fynbos 30     LT 30 
Richtersveld Coastal Duneveld 26     LT 26 
Saldanha Flats Strandveld 24     E 24 
Saldanha Granite Strandveld 24     E 24 
Scarp Forest 40      40 
South Outeniqua Sandstone Fynbos 23     V 23 
Southern Afrotemperate Forest 34     LT 34 
Southern Cape Dune Fynbos 36     LT 36 
Southern Cape Valley Thicket 19     V 19 
Southern Coastal Forest 40     LT 40 
Subtropical Coastal Lagoons 20      20 
Subtropical Dune Thicket 20     LT 20 
Subtropical Estuarine Salt Marshes 24     LT 24 
Subtropical Freshwater Wetlands 24     LT 24 
Subtropical Seashore Vegetation 20     LT 20 
Sundays Thicket 19     LT 19 
Transkei Coastal Belt 25     V 25 
Tsitsikamma Sandstone Fynbos 23     V 23 
Birds        
African Penguin 20 10    E 80 
African Black Oystercatcher 20 10   20 NT 50 
Ruddy Turnstone 20      20 
White fronted plover 20    20  40 
Grey plover 20      20 
Red Knot 20      20 
Sanderling 20      20 
Terek Sandpiper 20      20 
Southern African Kelp Gull 20      20 
Grey-headed Gull 20      20 
Hartlaub's Gull 20 10     30 
Caspian Tern 20      20 
Common Tern 20      20 
Antarctic Tern 20      20 
Roseate Tern 20      20 
Arctic Tern 20      20 
Sandwich Tern 20      20 
Lesser Crested Tern 20      20 
Swift Tern 20      20 
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Table 6.2. continued        
Conservation Feature Base 
Target 
Southern 
African 
Endemic 
(+10 %) 
South 
African 
Endemic 
(+20 %) 
Rarity 
 
 
(+13 %) 
Nesting 
Bird 
 
(+20 %) 
Threat 
Status 
 
** 
Final 
Target 
Little Tern 20      20 
Damara Tern 20    20 NT 40 
Turtles        
Loggerhead 20     E 80 
Leatherback 20     CR 100 
Important Assemblages        
Surf diatom beaches 50      50 
Unique habitat features        
Mobile Dunes 80      80 
Important Processes        
Pristine beaches 50      50 
Kelpy beaches 50      50 
Beaches associated with free-flowing rivers 50      50 
Beaches with large accommodation space 50      50 
Beaches with high groundwater recharge 50      50 
Agulhas Estuarine shore 50      50 
Natal-Delagoa Estuarine shore 50      50 
Southern Benguela Estuarine shore 50      50 
** LT = least threatened, minimum target of 0 %; V = vulnerable: 30 %; NT = near threatened: 40 %; T = threatened: 
60 %; E = endangered: 80 %; CR = critically endangered: 100 %. 
 
Discussion 
Species-area relationships are a significant component of island biogeography theory (MacArthur 
and Wilson, 1967), and have been used widely to set conservation targets for other ecosystems 
(e.g., Desmet and Cowling, 2004; Rondinini, 2011; Rouget et al., 2004; Smith et al., 2008). There has 
been only one study to date that has considered SARs for sandy beach ecosystems, by McLachlan 
and Dorvlo (2007). The species accumulation factor that they calculated (z = 0.49), however, is more 
than double the value calculated here (z = 0.22), and there are several reasons for this large 
discrepancy. First, McLachlan and Dorvlo (2007) accounted for species accumulation in only an 
across-shore direction by performing all calculations using beach width as the proxy for area. 
Because species accumulate much faster across the shore compared to along the shore, it is very 
likely that the z value of 0.49 based on beach width rather than area is an overestimate. Second, 
because beach width is one of the key predictors of beach morphodynamic type, the relationships 
McLachlan and Dorvlo (2007) showed between species richness and area were probably more 
related to species richness and beach morphodynamic type than species richness and beach area 
proper, although they do recognize that the relationships between species richness and area and 
morphodynamics needs to be separated. Finally, they did not account for the fact that sampling 
effort per unit area would have been proportionately greater on reflective beaches (which are 
narrower than other beach morphodynamic types) because of the current sandy beach sampling 
design that tends to comprise three shore-normal transects, with ten equidistant stations along each 
of these. Because mainland habitats tend to have a species-accumulation factor around 0.2 and 
islands, 0.3 (MacArthur and Wilson, 1967), McLachlan and Dorvlo (2007) concluded that sandy 
beaches must be more isolated than islands, and consequently questioned the meta-population 
model assumed to apply to beaches. The species-accumulation factor calculated in this study, 
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however, appears to be a much more reasonable estimate, and is within the range that would be 
expected for a mainland (or island) ecosystem (MacArthur and Wilson, 1967; Triantis et al., 2012). 
Although it is low compared to other estimates for invertebrates (Triantis et al., 2012), it is similar to 
the species-accumulation factor determined for other intertidal systems (Rondinini, 2011). In 
addition, evidence from genetic and experimental studies suggests that the meta-population model 
does hold true (Celentano et al., 2010; Laudien et al., 2003), and it is very unlikely that beaches are 
indeed more isolated than islands.  
 
Using SARs to set targets for sandy beaches proved to be an appropriate method, with 27 % being 
well within the range of percentage-area targets used for other habitats (Airamé et al., 2003; Beckley 
and Lombard, 2012; Rivers-Moore et al., 2010; Rondinini, 2011). Given that macrofaunal species 
richness is much higher on dissipative beaches compared to that on reflective beaches (e.g., 
McLachlan and Brown, 2006; McLachlan and Dorvlo, 2005; McLachlan et al., 1993), and that the 
former are likely to function as sources of biodiversity while the latter are sinks (e.g., Caddy and 
Defeo, 2003; Celentano et al., 2010), it could be argued that targets for reflective beaches should be 
less than those for dissipative beaches. However, biodiversity is just one aspect of sandy beach 
conservation. In terms of ecological processes, reflective beaches have been shown to outperform 
dissipative beaches by orders of magnitude in some respects (McLachlan, 1979, 1989; McLachlan et 
al., 1985; see also Chapter 1). Therefore, it is likely that their ecological value is probably equivalent 
overall, and as much as the initial intent was to develop individually-determined SARs and targets, 
providing all beach morphodynamic types with the same level of protection is probably a more 
appropriate approach. Further, it is hypothesized that, in spite of the differences in species richness, 
the species accumulation rate is equal across beach morphodynamic types, with species 
accumulating faster on the across-shore axis, and correspondingly slower on the alongshore axis. In 
other words, SARs constructed per beach morphodynamic type should be very similar to the global 
beach SAR (and consequently the corresponding targets should be similar), analogous to SARs for 
constituent islands largely conforming to that of the entire archipelago (Santos et al., 2010). 
 
While SARs were useful, the applicability of the power curve itself deserves discussion. Lomolino 
(2000; 2002) argues against fitting the power curve, suggesting that it means 100 % of the area is 
required to meet 100 % of the species, which is probably never true. The validity of this argument 
was evident in the results of the present study, and certainly it would not require the entire sandy 
beach area (at either a national or bioregional scale) to protect all resident beach biota. Rather than 
seeing this as a criticism of using the power curve, however, it can conversely been seen as a benefit. 
This is because the power curve essentially serves as a conservative function that will likely result in 
a greater proportion of the biodiversity protected for any given area than is expected. Nevertheless, 
the comparison of a variety of different SAR models (e.g., Dengler, 2009; Tjørve, 2003) for beaches 
would make an interesting exercise, and is recommended for future studies. 
 
Another key aspect that merits interrogation and future work is: what features we should set targets 
for? Particularly, is it really necessary to set biodiversity targets for all of the phytoplankton species, 
none of which are endemic to the region? This is also a valid question in light of Laitila and 
Moilanen's (2012) argument that conservation effectiveness is diminished if too many low-level 
biodiversity targets are included. Whether or not this holds true for the present study would require 
formal analyses to make conclusive remarks. However, it is predicted that in this case, the species-
Setting conservation targets for beaches 
158 
 
level targets will probably not drive the reserve-design process for two reasons. First, beach 
morphodynamics was one of the key predictors of these species' distributions (see Chapter 3), and it 
is likely that the species targets will be met by default by the habitat targets. Second, the species 
targets were deliberately set lower than the habitat targets (and process targets), in an attempt to 
minimize the concerns expressed by Laitila and Moilanen (2012). Plans for future work on this 
subject include determining whether all sandy beach biodiversity can be represented using only 
beach morphodynamic types, per bioregion, as a surrogate because of the tight relationship 
between beach biota and beach morphodynamic types (McLachlan and Dorvlo, 2005; McLachlan et 
al., 1993). Should this prove to be true, it will make systematic conservation planning for sandy 
beaches a much simpler and more efficient process, requiring far fewer input data. 
 
Perhaps the greatest limitation of this study was the lack of empirical models and computed 
ecological thresholds for sandy beach processes from which targets could be set (see also 
discussions in Chapter 4). As a scientific community we recognize the importance of beach processes 
and services, and even motivate for beach conservation because of them (Barbier et al., 2011; 
Coupland et al., 2007; Defeo et al., 2009; Dugan et al., 2011; Martínez et al., 2007), but we still have 
a long way to go in terms of modelling and probably even understanding them. For example, it is 
well-established that accumulations of surf diatoms require high levels of nutrients, with delivery 
largely provided by groundwater inputs (Campbell and Bate, 1991; Campbell and Bate, 1996; 
Campbell and Bate, 1997). However, the aquifers driving this process are seen as a key resource in 
water-limited areas, with social pressures to extract water from this underground source to the 
point that these freshwater resources are over-exploited in some regions (Green et al., 2011). But, 
we do not know what the threshold quantity of water and rate of extraction is so that agricultural, 
industrial and domestic needs can be met and sandy beach ecological functioning can be 
maintained. Our understanding of what the knock-on implications could be of breaking down these 
processes could be formulated as hypotheses, which will probably be very difficult to test in the 
field. Nevertheless, pressures to extract groundwater are likely only to become stronger as climate 
patterns shift, and droughts become prolonged and more intense (IPCC, 2007; Kundzewicz and Döll, 
2009; Kundzewicz et al., 2008), and thus the motivation to understand and model these ecological 
processes and thresholds should be even more urgent than before. The processes and functions 
related to surf-diatom accumulations are just one example; coastal sediment budgets are a second 
key example. Ultimately, though, it is the interaction of all ecological processes that drive resilient 
sandy beach ecosystems; understanding and modelling these, and integrating that information into 
conservation initiatives are goals our discipline should be looking to achieve. 
 
An easily-attainable next step in setting conservation targets for beaches is to expand the current 
suite to include meso- and macrotidal systems. There are sufficient species-richness data from these 
habitats in the literature to extend the existing analyses (e.g., McLachlan and Dorvlo, 2005), and 
beach areas can be digitized and calculated from Google Earth aerial imagery (Chapter 2; Harris et 
al., 2011) or similar (which would probably need to be guided by ancillary data in the literature on 
beach width at spring low tide because the imagery will not always have been captured at this time). 
Further, data from other microtidal beaches globally (e.g., Dexter, 1992; Hacking, 1998; Soares, 
2003) could be included in the datasets interrogated here, or plotted separately and compared. 
Publishing conservation targets that include all forms of sandy beaches will provide a well-informed 
starting point for scientists without sandy beach expertise to apply appropriate targets for beaches 
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rather than the default fixed target of 10 %, which is shown here to be too low for beaches. 
Hopefully, formally including beaches in coastal and marine conservation planning initiatives will in 
turn contribute to elevating the currently poor profile beaches hold as ecosystems (Dugan et al., 
2010). 
 
In the South African context, the next step is very positive for several reasons. First, there is political 
will: South Africa has a time-bound National Protected Areas Expansion Strategy (NPAES; 
Government of South Africa, 2010) that the government has committed to. This requires 
proclamation, within the next 20 years, of an additional 9.6 % (to get a total of 25 %) of the shoreline 
into the national MPA network, of which 6 % (to get a total of 15 %) must be no take. In order to 
achieve this, the current 5-year target is to place 2.5 % of the shoreline under formal protection, 
including 1.5 % in no-take reserves. Note that proportion of the shoreline that is protected must be 
distributed equitably among the coastal bioregions. In addition, the country has a terrestrial and an 
offshore marine systematic biodiversity (conservation) plan, and is in the process of motivating for a 
fine-scale coastal biodiversity (conservation) plan (Driver et al., 2012; Sink et al., 2012). Moreover, 
there is good reason to be optimistic about the future of coastal conservation in South Africa, 
especially (in this context) of beaches, because the likelihood of implementation and enforcement is 
high. This is because a dedicated coastal conservation plan would contribute to meeting South 
Africa's NPAES and CBD commitments, and would be consistent with the requirements in the 
recently promulgated Integrated Coastal Management Act (No. 24 of 2008). Importantly, there is 
also evidence of political will. Implementation of scientifically-determined reserves for sandy shores 
specifically would be the first of their kind, globally. No doubt the phase following implementation 
will be to demonstrate the progress towards the achievement of the conservation targets and 
ultimately the conservation goal, and the concomitant benefits of the reserves to society. 
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What are the reserve-design trade-offs when using Marxan with threat 
probabilities: conservation planning for South African sandy beaches as a case 
study 
 
Abstract 
In spite of the shift toward more ecocentric management of shorelines, conservation goals still tend 
to be largely neglected in integrated coastal zone management (ICZM) initiatives, especially for 
sandy beaches. Given the intensive utilization of coastal systems, almost any area proposed for 
biodiversity conservation will be met with conflict. Reserve networks therefore need to be designed 
in a defensible and efficient way, which can be achieved using Marxan. Currently, solving dynamic 
reserve-design problems - with more complex Marxan algorithms, such as Marxan with threat 
probabilities - is of interest to systematic conservation planners. However, the effects of including 
these additional mathematical complexities on reserve design have not been formally quantified. 
Based on the premise that including threat probabilities results in more robust reserve design, this 
chapter first aims to determine which characteristics of reserve networks are traded off against one 
another when including threat probabilities in the Marxan algorithm, additionally providing an 
opportunity to explore the use of multivariate statistics in evaluating Marxan solutions. Further, 
while the South African sandy beaches are used as a case study to determine the above, the second 
aim is to identify beaches of ecological importance along the South African shoreline that need to be 
protected in coastal reserves. Twelve scenarios were run through Marxan in a hierarchical 
experimental design comprising three levels: threat probabilities (two levels: with and without); cost 
scenarios (two levels: coastal population and stoppable threats); and pre-existing conservation 
status (three levels: locking in all existing protected areas; locking in only existing terrestrial 
protected areas; and not locking in any protected areas). Solutions from each scenario were 
compiled into a single data matrix, and were subjected to a variety of multivariate statistics to 
determine which scenarios produced similar results, and how the attributes of reserve solutions 
compared between those scenarios that included and those that excluded threat probabilities. 
Dissimilarity among solutions and scenarios was driven mostly by the number of protected areas 
locked into the solutions, and secondarily by which cost metric was used. Solutions were finally split 
on the presence or absence of threat probabilities, but this factor was not significantly correlated 
with the pattern of distribution of points on the nMDS biplot. Overall, the results suggest that 
including threat probabilities is probably not associated with any significant trade-offs during reserve 
design; what matters more is the configuration of existing reserves. However, it is not clear whether 
this result will apply more broadly to non-linear marine or terrestrial systems. The statistical 
methods used here worked well to evaluate and compare Marxan solutions, and further exploration 
of these tools and their application in future projects is recommended. Finally, the reserve network 
for the South African beaches includes sites along most of the shoreline, matching the fragmented 
nature of sandy beach ecosystems. However, three key areas for prioritization include: the south-
western Cape for the Benguela bioregion; Algoa and St Francis Bays for the Agulhas bioregion; and 
the iSimangaliso Wetland Park for the Natal-Delagoa Bioregion. Implementation of generous setback 
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lines and proclamation of coastal reserves (where they do not exist already), will be key to securing 
these critical biodiversity areas for sandy beach conservation.  
 
Introduction 
Integrated coastal zone management (ICZM) is currently the accepted approach to managing coastal 
systems. The strengths of ICZM lie in its recognition that coastal systems are driven by inherently 
dynamic processes and that coasts need to be viewed as a social-ecological systems of which 
humans are an integral part (Cicin-Sain and Belfiore, 2005). While this is a vast improvement on the 
traditionally anthropocentric approach to coastal management (which, incidentally, has a legacy 
riddled with examples of poor decision-making, e.g., La Cock and Burkinshaw, 1996; McLachlan and 
Burns, 1992), it often fails to include conservation goals explicitly, most notably for sandy beach 
ecosystems. So in spite of the movement towards an ecosystem-based approach (McLeod and 
Leslie, 2009; McLeod et al., 2005), management still primarily involves dealing with or controlling 
human activities in an environmental context, particularly where activities overlap and/or have 
negative impacts on ecosystems. Conservation, on the other hand, explicitly concerns protecting 
natural systems, the species they contain, and the processes that maintain their functioning. Thus, 
management and conservation are neither synonymous, nor mutually exclusive, and if ICZM is to be 
a truly ecosystem-based strategy, it needs to deliberately incorporate conservation-related goals as 
well (see Cicin-Sain and Belfiore, 2005).  
 
The first step, then, is to identify what is to be achieved through the conservation action. If the 
conservation goal for sandy beaches, for example, is to ensure ecosystem persistence in perpetuity, 
then an adequate, representative network of beaches and dunes maintained in a near-pristine state, 
supporting fully diverse, functional ecosystems, and sustainable low-impact human uses is needed 
(Schlacher et al., in press). Achieving this goal would require identification of areas of key ecological 
importance that can comprise this network, which have sufficient representation of biodiversity, 
habitats, key processes and unique features. However, the sites should be selected in a way that 
minimizes competition with existing (or proposed) land-use. This is a particular challenge in the 
coastal zone because population density is far higher on the coast compared to that in the 
hinterland (McGranahan et al., 2007; Mendoza-González et al., 2012; Seto et al., 2011; Small and 
Nicholls, 2003). In addition, societies have strong links with the seashore because of the exceptional 
ecosystem goods and services associated with this land-sea interface (Barbier et al., 2011; Beaumont 
et al., 2007; Costanza et al., 1998; Martínez et al., 2007), including natural resources and recreational 
opportunities in particular. As a result, any configuration of coastal conservation areas is likely to 
conflict with existing land-use patterns, so the process of selecting the ecologically important sites 
needs to be science-based, transparent, robust and defensible. 
 
Systematic conservation planning (SCP; Margules and Pressey, 2000; Moilanen et al., 2009b) is based 
on the principles of representativeness and complementarity, and provides an efficient way to 
design reserve networks that can meet biodiversity and conservation goals in the smallest area. By 
minimizing cost and reserve size, while offering multiple reserve solutions, SCP reduces potential 
conflict with existing activities across land- and seascapes. Consequently, it has been used 
extensively over the past two decades to design reserve networks for terrestrial (Cowling et al., 
2003; Kerley et al., 2003; Smith et al., 2008) and marine (e.g., Grantham et al., 2011; Klein et al., 
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2009; Lombard et al., 2007; Sink et al., 2011) systems. Of the SCP programmes available to solve this 
optimization problem, Marxan (Ball et al., 2009) is currently the most widely-used (Ball et al., 2009; 
Watts et al., 2009). The minimum-set algorithm is based on simulated annealing, which is a heuristic 
that allows “bad moves” to be made during computation (particularly near the beginning of the 
routine), preventing the algorithm from falling into a local minimum before the solution is found. 
This means that it achieves multiple near-optimal solutions, from which a global optimization can be 
derived. The classic Marxan objective function (Possingham et al., 1993) solves a static problem, but 
studies have pointed out that dynamic planning is more appropriate in changing world where 
decisions have to be made under uncertainty (Possingham et al., 2009; Pressey et al., 2007; Visconti 
et al., 2010a; Wilson et al., 2005), and modifications to Marxan now allow for this (Possingham et al., 
2009). Because Marxan is so flexible, the resulting complexities are almost endless, allowing the user 
to formulate tailored problems that can take into account multiple uses by zoning activities 
(Grantham et al., 2012; Klein et al., 2009; Watts et al., 2009), dynamic processes (Grantham et al., 
2011; Lombard et al., 2007), and dynamic threats and scheduled reserve implementation (Game et 
al., 2008; Possingham et al., 2009; Pressey and Taffs, 2001; Visconti et al., 2010b; Watts et al., in 
prep). However, many of these additions to the original objective function are fairly new, and few 
studies have investigated their implications for reserve design explicitly.  
 
This paper seeks to explore one of these complexities: Marxan with threat probability (Watts et al., 
in prep), which includes a term in the Marxan objective function that accounts for the probability 
that a feature is/will be exposed to threats that could potentially remove it from the site (Game et 
al., 2008; Watts et al., in prep). This means that reserves can now be designed with additional 
threat-avoidance targets (Watts et al., in prep). Here, two types of threats are distinguished: 
stoppable threats - those that can be mitigated (or at least ameliorated) by conservation or 
management interventions; and unstoppable threats - those that will be detrimental to the 
ecosystem regardless of the amount of effort expended in trying to curtail their impacts (Moilanen, 
2012). Given that the objective of implementing reserve networks is to mitigate the effects of 
stoppable threats within the boundaries of protected areas means that it is the unstoppable threats 
across land- and seascapes that should be preferentially avoided. Consequently, the threat-
probability term (prob in the pu file) should be informed by the probability that features within each 
of the planning units are exposed to unstoppable threats specifically, rather than all threats 
indiscriminately.  
 
In this context, sandy beaches are an excellent model system because they are exposed to both 
stoppable and unstoppable threats that can very easily be distinguished dichotomously. Because 
beaches are generally such resilient systems, coastal development in combination with the 
associated threat of coastal squeeze are the only two truly unstoppable threats this ecosystem is 
exposed to (see also Chapter 4). Other threats (see Brown and McLachlan, 2002; Defeo et al., 2009) 
could be considered unstoppable in some contexts, e.g., diamond mining, but for the most part, 
particularly on exposed, open-ocean beaches, even these impacts can be ameliorated (see Chapter 
4). It is also worth mentioning that there has been a recent interest in applying multivariate statistics 
to Marxan-solution evaluations (Airamé et al., 2003; Linke et al., 2011). Formally testing the effects 
of including additional terms in the objective function, in this case threat probabilities, provides an 
additional opportunity to explore the use of these statistical tools further. 
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The first aim of this chapter is to quantify the effects of including threat probabilities in the Marxan 
objective function on the selected reserve network using a variety of multivariate statistics. The 
second aim is to identify focus areas (critical biodiversity areas) for sandy beaches in South Africa, 
based on the irreplaceability of ecologically important sites. Working on the premise that Marxan 
with threat probabilities computes more robust solutions for biodiversity conservation than the 
more traditional approaches, this study investigates whether these benefits require additional trade-
offs. Specifically, how are the following attributes affected when threat probabilities are included 
during reserve design: reserve representation (number of features not meeting their targets in the 
reserve network solutions; minimum proportion-target-met; total area still required to meet the 
targets for these under-represented features); reserve size/efficiency (number of planning units 
selected; total boundary length of the reserve network); and the cost of the reserve network. These 
effects are also considered in the context of including different proxies for cost, and using different 
conservation-status scenarios (i.e., locking in different combinations of existing protected areas). In 
performing these analyses, this study also illustrates how a range of multivariate statistics can be 
used to evaluate and compare Marxan solutions. Finally, a reserve network for the South African 
sandy beaches is proposed. 
 
Methodology 
Experimental design 
The analysis was designed hierarchically (details of each level follow this explanation of the design 
outline). The hierarchy started with a split between scenarios that include the threat probability 
term in the Marxan algorithm, and those that do not. Within these groups were two cost levels (i.e., 
two different cost metrics): coastal population size; and stoppable threats. These were each split 
into three levels of conservation-status, locking in: all existing protected areas (both marine and 
terrestrial reserves that intersect the coast); existing terrestrial protected areas that intersect the 
coast; and none of the existing protected areas, into the solutions. This gave a total of 12 scenarios 
(Table 7.1). 
 
Table 7.1. The hierarchical experimental design adopted in this study, illustrating the 12 scenarios that were  
tested. 
Scenario Threat Probability Cost Conservation Status 
S1 Included Stoppable threats All protected areas locked in 
S2 Included Stoppable threats Terrestrial protected areas locked in 
S3 Included Stoppable threats No protected areas locked in 
S4 Included Coastal population All protected areas locked in 
S5 Included Coastal population Terrestrial protected areas locked in 
S6 Included Coastal population No protected areas locked in 
S7 Excluded Stoppable threats All protected areas locked in 
S8 Excluded Stoppable threats Terrestrial protected areas locked in 
S9 Excluded Stoppable threats No protected areas locked in 
S10 Excluded Coastal population All protected areas locked in 
S11 Excluded Coastal population Terrestrial protected areas locked in 
S12 Excluded Coastal population No protected areas locked in 
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Threat probabilities 
The probability of exposure (prob) to each unstoppable threat (coastal development and coastal 
squeeze) was calculated from the intensity of the threats per planning unit ( iD ), multiplied by their 
respective functional impact scores ( iF ; see Chapters 4 and 5 for details), and divided by 10 to obtain 
a probability value between 0 - 1. Although this is a fairly simple approximation of threat probability, 
the results gave reasonable, representative estimates. The overall, unstoppable threat probability 
per planning/habitat unit ( UTP ) was calculated as: 
)1)(1(1 CSQDEVUT PPP     (7.1) 
Where: DEVP  = coastal development threat probability, and CSQP  = coastal squeeze threat probability. 
 
This field was included in the input file, with a probability weighting of 100, to place the cost and 
prob values in the same order of magnitude, i.e., to ensure the algorithm applies the same weight to 
avoiding cost and (the probability of) exposure to threats in the solutions. The threat avoidance 
target was set to 0.9, i.e., 90 % confidence that the areas selected to represent each feature in the 
reserve network solution will persist into the future (because they have limited exposure to 
unstoppable threats). 
 
Cost metrics 
Cost, in the context of systematic conservation planning, relates to the relative demand on each site 
by competing sectors: the more interest or investment in a site by competing sector(s), the greater 
the cost to secure that site for conservation. Two metrics for cost were considered in this study: 
coastal population (number of people living adjacent to the beach); and stoppable threats. For the 
former cost, it is presumed that the more people there are living adjacent to a site (beach), means 
more people are utilizing that site (beach), and thus the site should have a greater the relative cost. 
Raw data of the number of people living in the supralittoral zone per planning unit (calculated from 
the South African Census 2004 data; Statistics-South Africa) was scaled to a 0-100 value, and all zero 
values replaced with a value (1x10-8) that was an order of magnitude lower than the lowest value. 
The data transformation was to set up cost metrics that were of directly comparable magnitude, and 
the replacement of zeros was to avoid offering sites with absolutely no cost to Marxan.  
 
The stoppable threats on sandy beaches are all anthropogenic, and often associated (directly or 
indirectly) with recreational activities. This means that an integrated score representing all stoppable 
threats in each planning unit could also serve as a very good proxy for cost. To generate the 
stoppable-threat cost data, the threat-impact scores ( iμ ) for all appropriate threats (as calculated in 
Chapter 5) were summed per planning unit, and scaled between 0 - 100 so the values were 
comparable to those of the population cost metric.  
 
Conservation-status scenarios 
In South Africa, marine protected areas extend as far inland as the high water mark. However, the 
supralittoral is the more sensitive component of the littoral active zone, and it is more likely that 
terrestrial protected areas are of greater benefit to sandy shores. To test if locking in different 
configurations of existing protected areas would affect reserve design, three conservation-status 
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scenarios were compared: locking in all existing protected areas (both marine and terrestrial); 
locking in only existing terrestrial protected areas; and not locking in any protected areas into the 
solutions. A planning unit was locked in if it intersected an existing reserve, regardless of the 
proportion of the planning unit that was covered by the protected area. The data layers (maps) used 
to assign conservation status to the planning units included the following, all of which were obtained 
from the South African National Biodiversity Institute (available at: http://bgis.sanbi.org): formal and 
informal terrestrial reserves; priority areas identified in the National Protected Areas Expansion 
Strategy (Government of South Africa, 2010); and marine protected areas. The focus areas identified 
in the Offshore Marine Protected Areas Project (Sink et al., 2011) were not included here because 
they fell outside of the coastal planning domain of this study. Note that coastal ecosystems that are 
not sandy beaches (e.g., mixed shores, rocky shores, lagoons and estuaries) were locked out of the 
solutions for all scenarios (i.e., excluded from the analyses entirely).  
 
Input data and parameters 
Digital maps of sandy beach habitats (from Harris et al 2011, Chapter 2), biodiversity (Chapter 3), 
unique biodiversity and habitat features, and areas supporting key ecosystem processes (Appendix 
2) were coded to a set of planning units that covered the 3113-km long South African shoreline. The 
planning units extend across-shore from 500 m inland of the beach to the 5-m isobath, split 
alongshore every time the beach morphodynamic type (and other coastal habitat types) changed 
(sensu Harris et al., 2011a; Chapter 2). Note, though, that very long beaches (which were rare) were 
split into 4-km long sections because 4 km has been shown to be the minimum length that supports 
certain beach biodiversity features along the shore (Campbell and Bate, 1997). These delineations 
are currently used in the South African marine and coastal biodiversity and ecosystem assessments 
(Sink et al., 2012), and align with the planning units used in the national Offshore Marine Protected 
Areas Project (Sink et al., 2011); adopting them here therefore facilitates seamless integration into 
the existing marine and coastal biodiversity and conservation initiatives in South Africa.  
 
Marxan input datasets were constructed using the Save to Marxan Matrix function in Zonae Cogito 
(the user-interface programme to Marxan; Segan et al., 2011); the boundary length file was created 
in ArcGIS 10 (ESRI) using the Marxan Boundary Tool for ESRI ArcGIS 10.X (ABPmer, 2011, available at: 
http://www.abpmer.co.uk/newsarticle/38/); and the input.dat file was created following the 
recommendations in the Marxan with Zones User Manual (Watts et al., 2008). All scenarios were run 
through Marxan with Zones version 2.01 64 bit Windows (Ball et al., 2009; Watts et al., 2009) in 
Zonae Cogito (Segan et al., 2011). 
 
Because sandy beaches are linear ecosystems that are highly fragmented alongshore (being 
interrupted by rocky promontories, rocky shores, mixed shores, estuaries, harbour breakwaters, and 
the like), having reserves as clustered as possible to try and co-ordinate conservation efforts is 
considered an optimal approach. Clustering sites selected as reserves can be accounted for in 
Marxan by manipulating the boundary length modifier (BLM) parameter. However, increasing 
reserve clustering means increasing the overall cost of the reserve network. Therefore, to determine 
the optimum BLM value (maximized reserve clustering for the least cost), the two simplest scenarios 
(Scenarios 9 and 12: the scenarios for each of the costs, neither of which include threat probabilities 
or existing reserves) were run several times, increasing the BLM by orders of magnitude each time 
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(from 0.1 - 10000, with additional values of 200 and 500), until a good trade-off between BLM and 
cost was found (Fig. 7.1; see Stewart and Possingham, 2005 for details on this method). The 
optimum BLM value was then selected. All scenarios were subsequently run with the following input 
parameters: BLM = 200; number of replications (NUMREP; how many solutions are created) = 100; 
and number of iterations (NUMITNS) = 1 x 107. The targets for each of the 220 biodiversity features 
associated with the South African sandy shores (including species, habitats and areas with key 
ecological processes) were taken from Chapter 6, and used consistently throughout the analyses.  
 
 
Figure 7.1. The trade off between the total cost of the solutions (in arbitrary units) and the degree of clustering 
in the reserve configuration (measured as the total boundary length, in km) for Scenario 9 (black dots; cost 
approximated by stoppable threats) and Scenario 12 (grey dots; cost approximated by coastal population), for 
different BLM values. Data are presented as the mean of n = 100 solutions per scenario ± standard deviation; 
the selected BLM value (200) is circled for each scenario.
 
 
Scenario integration, comparison and evaluation 
The statistical methods applied in this chapter are usually used to analyse trends in community 
ecology, but are tested here as potential tools to evaluate and compare Marxan solutions. 
Effectively, each solution is treated as a sample replicate of a biological community, where “species” 
(planning units) are either present (selected in the reserve network) or absent (not selected); each 
scenario is analogous to a sampling site or study area; and scenario-design inputs and solution 
results are analogously used as explanatory environmental variables. This allows computation of 
multivariate statistics based on dissimilarity matrices, and determination of which reserve-design 
parameters contribute most to the variability and differences among solutions. 
 
Following this premise, a complete hierarchical cluster analysis was performed in R version 2.15.0 (R 
Development Core Team, 2012), using the hclust function in the stats base package, to compare the 
(dis)similarity among solutions within scenarios and among scenarios, using solutions as replicates of 
each scenario. This builds from previous studies that used cluster analyses to determine if there are 
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multiple reserve network solutions that could be presented to decision-makers as equally efficient 
and effective alternatives (Airamé et al., 2003; Linke et al., 2011). The hierarchical cluster analysis in 
the present study was based on a Jaccard similarity matrix constructed using the vegdist function in 
the vegan package (Oksanen et al., 2012). Linke et al. (2011) suggest that this similarity matrix 
should be constructed using the Bray-Curtis method on the premise that this method excludes joint 
absences. However, the Jaccard method should be preferred, because it similarly ignores joint 
absences but is constructed explicitly for binary (presence/absence) data, which is the output format 
of Marxan solutions. A dendrogram of the complete hierarchical cluster analysis was constructed 
using the ColorDendrogram function in the sparcl package (Witten and Tibshirani, 2010, 2012). To 
visualise the data further, a non-metric multidimensional scaling (nMDS) plot of the solutions per 
scenario was drawn using the metaMDS function in the vegan package (Oksanen et al., 2012), based 
on the Jaccard similarity matrix of the data constructed above.  
 
An envfit analysis from the vegan package (Oksanen et al., 2012) was run on a dataset of metrics 
associated with the solutions to each scenario (including the factors: cost, conservation status and 
threat-probability scenario - i.e., the scenario-design categories; and the vectors: Marxan score, 
number of planning units selected in the solution; total boundary length of the reserve network; 
total cost of the solution; Marxan penalty value; area still required to meet all feature targets; 
minimum proportion-target-met out of all features; and the number of features not meeting their 
targets - i.e., the Marxan summary results for each solution). The significant variables (at 
alpha = 0.05) were plotted as centroids (factors) or isopleths (vectors) on the nMDS surface, also 
called from the vegan package (Oksanen et al., 2012). A pairs plot of the vectors was drawn from the 
graphics base package, displaying scatterplots with loess smoothers and corresponding correlation 
coefficients to determine if the variables that were significantly correlated to the nMDS biplot were 
collinear. 
 
Based on the results of the envfit test and pairs plot, a three-factor analysis of variance (ANOVA) was 
run from the stats base package to determine if there were significant differences among scenarios, 
repeated for each of the variables in the vector list above, excluding Marxan score. Initially, attempts 
were made to eliminate the higher-order interactions using the model building process and Akaike 
Information Criterion (AIC) to compare models. However, both main effects and interactions were 
significant in all cases and the models could not be simplified. Therefore, a univariate ANOVA was 
run from the stats base package, evaluating variables by a concatenated factor (i.e., comparing data 
among the 12 scenarios), and with planned contrasts fitted from the gmodels package (Warnes, 
2012) as a post-hoc analysis. This was preferred over a Tukey or Bonferroni post-hoc test, for 
example, because the intent was to explicitly compare the difference in solutions between scenarios 
that include threat probabilities, and those that exclude them; it would be incorrect to analyse all 
interactions and select only those of interest. 
 
The selection frequency of the planning units was summed across scenarios that had all existing 
protected areas locked in (Scenarios 1, 4, 7 and 10), those that had existing terrestrial PAs locked in 
(Scenarios 2, 5, 8, and 11), and those that had no protected areas locked in (Scenarios 3, 6, 9 and 12) 
to determine which beaches have the greatest irreplaceability. From these, and selection of the 
scenario that likely represents the optimal reserve network (for reasons discussed below), key focus 
areas for South African sandy beaches are determined. 
Chapter 7 
173 
 
Results 
Exploratory plots of Marxan solutions 
Clustering of solutions and scenarios 
The complete hierarchical clustering (represented as a dendrogram) and ordination (nMDS biplot) of 
the Marxan output solutions among scenarios proved to be very useful tools for data exploration 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7.2. Relationships among solutions for each of the 12 scenarios. Data are presented as (a) a dendrogram 
from a complete hierarchical cluster analysis, and (b) as an nMDS biplot based on a Jaccard dissimilarity matrix. 
S1...S12 refer to the 12 scenarios (see Table 7.1 for details). Solutions are coloured to represent the pairs of 
scenarios, with those that include threat probabilities (S1 - S6) coloured in a darker shade of the same colour 
than their counterpart solutions that exclude threat probabilities (S7 - S12). 
 
a. a. 
b. 
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and visualisation (Fig. 7.2). From these plots it was clear that the solutions clustered very neatly. In 
the dendrogram, the first split (at more than 70 % dissimilarity) separated solutions depending on 
whether the respective scenarios locked in reserves or not. The child-node for scenarios with 
reserves locked in was then split further in two (at 35 % dissimilarity), differentiating between 
scenarios with all existing protected areas locked in, and those with only existing terrestrial 
protected areas locked in. All nodes were then split based on the cost type, and all resulting child 
nodes were split based on whether or not threat probability was included in the scenario or not. In 
other words, conservation status had the greatest effect on the Marxan solutions, followed by cost, 
and finally, threat probability. Furthermore, conservation status also affected the variability of 
solutions within each scenario cluster, with increased variability (more scattered data clouds on the 
nMDS biplot and larger dissimilarity in the dendrogram; Fig. 7.3) as the conservation status was 
relaxed, i.e., fewer reserves were locked in. 
 
Vectors and factors driving the trends 
The greater contribution of conservation status to the dissimilarity of solutions among scenarios was 
confirmed in the envfit test (Table 7.2; Fig. 7.4b), because this factor had the strongest correlation 
with the nMDS biplot (r2 = 0. 745; p = 0.001), distantly followed by cost (r2 = 0. 126; p = 0.001); threat 
probability was not significantly correlated to the nMDS surface (r2 < 0.001; p = 0.632). All of the 
vectors from the solution summaries were significantly correlated to the nMDS biplot (p = 0.001), 
with four of these having particularly high correlation coefficients (Fig. 3a,c-d): reserve boundary  
 
Table 7.2. Results from the envfit test showing which of the vectors and factors were significantly correlated to 
the nMDS surface (in Fig. 7.2b). Variables are listed from best to worse fit with the nMDS surface, based on 
their correlation coefficient (r
2
) scores. 
 
VECTORS nMDS1 nMDS2 r2 p 
Reserve Boundary Length -0.9512 -0.3085 0.988 0.001 
No. PUs Selected -0.9587 0.2843 0.951 0.001 
Penalty 0.5044 -0.8635 0.944 0.001 
Shortfall 0.9379 -0.3470 0.707 0.001 
Score -0.4881 -0.8728 0.331 0.001 
Cost -0.4832 -0.8755 0.297 0.001 
No. Features Missing Targets 0.9990 -0.0440 0.264 0.001 
MPM -0.3999 -0.9166 0.129 0.001 
FACTORS 
    
ConsStatus 
  
0.745 0.001 
  ConsStatus:All -0.2218 0.0108 
  
  ConsStatus: Terrestrial -0.1687 -0.0243 
  
  ConsStatus:None 0.3904 0.0135 
  
CostType 
  
0.126 0.001 
  CostType: Population -0.0001 0.1142 
  
  CostType: Stoppable 0.0001 -0.1142 
  
ThreatProb 
  
< 0.001 0.632 
  ThreatProb: Included -0.0050 -0.0030 
  
  ThreatProb: Excluded 0.0050 0.0033 
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Figure 7.4. A non-metric multidimensional scaling (nMDS) plot of the solutions based on a Jaccard dissimilarity 
matrix. (a) Vectors and (b) factors that are significantly correlated with the nMDS surface (at alpha = 0.05) are 
plotted. Arrows indicate the direction in which the vector increases, with the length of the arrow representing 
the relative importance of the vector (i.e. longer arrows have higher correlation coefficients). Factors are 
represented as text labels on the respective centroids. Isopleths of the vectors most significantly correlated to 
the nMDS surface are plotted: (c) reserve boundary length (km; r
2
 = 0.988); (d) Marxan penalty score 
(r
2
 = 0.944); (e) number of planning units selected (r
2
 = 0.951), and (f) the area still required in order to meet all 
feature targets (m
2
; r
2
 = 0.707). 
 
length (r2 = 0.988), number of planning units selected (r2 = 0.951), Marxan penalty score (r2 = 0.944), 
and solution shortfall (the area still required to meet the targets for all features; r2 = 0.707). 
However, there are fairly strong correlations among these vectors (Fig. 7.4), suggesting that it is very 
likely that they are all reflecting slight variations of the same effect on the nMDS biplot, rather than 
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independent trends. Score and cost were perfectly correlated (r2 = 1.00; Fig. 7.4). Therefore, only 
cost was evaluated in further analyses because it was considered a metric of greater interest, even 
though score was better fitted with the nMDS biplot (Table 7.2). Although several variables showed 
relationships that were roughly monotonic, there were some data points that deviated from the 
primary trend, so all vectors were retained in the suite of variables that were tested further, in case 
these deviations were important. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7.5. Correlations among Marxan output values. Data plotted as scatterplots with a Loess smoother 
below the diagonal, and corresponding Pearson correlation coefficients given above the diagonal. Score = 
Marxan score; Cost = cost; No_PUs = number of planning units selected in the reserve network; Connectivity = 
reserve boundary length; Penalty = Marxan penalty score; Shortfall = area still required to meet conservation 
targets for all features; Missed_Sp = the number of features missing their targets; and MPM = the minimum 
proportion-target-met. 
 
Performance of Marxan with threat probabilities 
All variables tested were significantly different among scenarios (Table 7.3), with almost exclusively 
significant differences among scenario pairs in the planned contrasts post-hoc test (Table 7.4; Fig. 
7.6). Solutions from the scenarios that included threat probabilities had significantly higher costs, 
significantly more planning units included in the reserve networks and significantly less-compact 
reserve configurations than their respective counterpart scenarios that excluded threat probabilities. 
However, the area still required to meet targets and number of features missing their targets were  
Chapter 7 
177 
 
Table 7.3. Results from the one-way ANOVA testing for significant differences in: solution cost; reserve 
boundary length; area still required to meet feature targets; number of features missing their targets; number 
of planning units selected in the reserve network; and the minimum proportion-target-met, among scenarios. 
 Sum Sq Mean Sq F11,1188 p 
Cost 
Scenarios 63690000000.0 5790000000.0 11627207.0 < 0.001 
Residuals 591600.0 498.0     
Boundary Length of Reserve 
Scenarios 4468.0 406.2 367019.0 < 0.001 
Residuals 1.0 < 0.1     
Number of planning units selected for the reserve network 
Scenarios 33812217.0 3073838.0 269385.0 < 0.001 
Residuals 13556.0 11.0     
Area still required to meet feature targets 
Scenarios 2744.6 249.5 1145.0 < 0.001 
Residuals 258.9 0.2     
Number of features missing their targets 
Scenarios 48735.0 4430.0 4741.0 < 0.001 
Residuals 1110.0 1.0     
Minimum proportion-target-met 
Scenarios 138.6 12.6 325.0 < 0.001 
Residuals 46.05 < 0.1     
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7.6. Paired boxplots showing the differences in solution (a) cost (note: S1 - 3, 7 - 9 = cost x 10
2 
to get 
these values into the same scale as the others); (b) reserve boundary length, (c) number of planning units 
(PUs) selected in the reserve network, (d) the area still required to meet all feature targets, (e) the number 
of features that have not met their targets, and (f) the minimum proportion target met, between 
scenarios that include threat probabilities and those that exclude them. Scenarios are arranged in 
corresponding scenario pairs on the x-axis (see Table 7.1), and - although not always obvious - scenarios 
including threat probabilities are grey-filled, whereas those excluding threat probabilities are white-filled.  
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Table 7.4. Results from the planned contrasts post-hoc test, showing how scenarios with threat probabilities 
(TP) performed relative to counterpart scenarios that exclude threat probabilities. Ticks indicate scenarios 
including threat probabilities performed significantly better; crosses indicate they performed significantly 
worse, and equals signs indicate no significant difference. 
 Estimate Std Error t value p lower CI upper CI TP Performance 
Cost              
S1 v S7 514.94 3.16 163.17 < 0.001 508.74 521.13 
S2 v S8 529.92 3.16 167.91 < 0.001 523.73 536.11 
S3 v S9 639.42 3.16 202.61 < 0.001 633.22 645.61 
S4 v S10 14.08 3.16 4.46 < 0.001 7.89 20.27 
S5 v S11 11.94 3.16 3.78 < 0.001 5.75 18.13 
S6 v S12 11.39 3.16 3.61 < 0.001 5.19 17.58 
Boundary Length of Reserve   
S1 v S7 0.24 0.00 51.98 < 0.001 0.24 0.25 
S2 v S8 0.24 0.00 51.30 < 0.001 0.23 0.25 
S3 v S9 0.44 0.00 94.16 < 0.001 0.43 0.45 
S4 v S10 0.44 0.00 92.88 < 0.001 0.43 0.45 
S5 v S11 0.41 0.00 86.84 < 0.001 0.40 0.42 
S6 v S12 0.84 0.00 178.37 < 0.001 0.83 0.85 
Number of planning units selected for the reserve network   
S1 v S7 24.64 0.48 51.58 < 0.001 23.70 25.58 
S2 v S8 20.76 0.48 43.46 < 0.001 19.82 21.70 
S3 v S9 29.67 0.48 62.11 < 0.001 28.73 30.61 
S4 v S10 41.21 0.48 86.26 < 0.001 40.27 42.15 
S5 v S11 35.44 0.48 74.19 < 0.001 34.50 36.38 
S6 v S12 73.02 0.48 152.85 < 0.001 72.08 73.96 
Area still required to meet feature targets   
S1 v S7 -1.47 0.07 -22.21 < 0.001 -1.60 -1.34 
S2 v S8 -1.34 0.07 -20.36 < 0.001 -1.47 -1.21 
S3 v S9 -0.26 0.07 -3.93 < 0.001 -0.39 -0.13  
S4 v S10 -1.11 0.07 -16.81 < 0.001 -1.24 -0.98 
S5 v S11 -0.29 0.07 -4.33 < 0.001 -0.42 -0.16 
S6 v S12 -2.67 0.07 -40.42 < 0.001 -2.80 -2.54 
Number of features missing their targets   
S1 v S7 -8.11 0.14 -59.32 < 0.001 -8.38 -7.84 
S2 v S8 -6.64 0.14 -48.57 < 0.001 -6.91 -6.37 
S3 v S9 -15.43 0.14 -112.86 < 0.001 -15.70 -15.16 
S4 v S10 -8.56 0.14 -62.61 < 0.001 -8.83 -8.29 
S5 v S11 -6.51 0.14 -47.62 < 0.001 -6.78 -6.24 
S6 v S12 -16.31 0.14 -119.30 < 0.001 -16.58 -16.04 
Minimum proportion-target-met  
S1 v S7 0.86 0.03 30.94 < 0.001 0.81 0.92 
S2 v S8 0.71 0.03 25.32 < 0.001 0.65 0.76 
S3 v S9 0.28 0.03 10.10 < 0.001 0.23 0.34 
S4 v S10 0.76 0.03 27.30 < 0.001 0.71 0.81 
S5 v S11 0.59 0.03 21.10 < 0.001 0.53 0.64 
S6 v S12 0.05 0.03 1.70 0.089 -0.01 0.10 = 
 
both significantly less for scenarios including threat probabilities, and the minimum percentage 
target met also was significantly higher. It is possible, then, that these significant differences 
between scenarios including and excluding threat probabilities will ultimately cancel out once the 
input parameters (especially the species/feature penalty factor, s/fpf) are adjusted until all targets 
are met in every scenario. 
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Network of beaches of ecological importance in South Africa 
Based on the results above, the Marxan Best Solution from the reserve network designed in 
Scenario 2 (including threat probabilities, using stoppable threats as the cost and locking in all 
existing terrestrial reserves) was selected to represent the beaches of ecological importance in South  
Africa (Fig. 7.7). This scenario was selected because, as mentioned previously, marine protected 
areas in South Africa extend as far inland as the high water mark, and therefore it is possible to have 
complete transformation of the supralittoral zone adjacent to a marine protected area. 
Consequently, unless these MPAs are extended to include the supralittoral, they may actually offer 
very little protection to sandy beach ecosystems. Further, stoppable threats were considered a more 
appropriate cost layer, for several reasons. First, beaches experience high rates of tourism, with 
concomitant disturbance impacts that do not necessarily reflect coastal population trends; second, 
beaches in rural areas (low coastal population) may be subject to higher harvesting impacts; third, 
areas that are heavily impacted by diamond mining activities have small coastal populations because 
the public is largely excluded for security reasons; and finally, coastal population was included in the 
stoppable threats cost layer anyway.  
 
Given that beaches are linear ecosystems that are naturally very fragmented alongshore, the 
resulting reserve network is also very fragmented and includes beaches along most of the South 
African coastline. However, key focus areas based on site irreplaceability (estimated from selection 
frequency across scenarios) include the south-western Cape for the Benguela bioregion; Algoa and 
St Francis Bays for the Agulhas bioregion; and the iSimangaliso Wetland Park for the Natal-Delagoa 
Bioregion (Fig. 7.8). These areas are important because they had the highest selection frequency 
across all conservation-status scenarios. In particular, the selection frequency of these three areas 
was high in the conservation-status scenario that did not lock in existing reserves, and therefore 
represent the sites of true irreplaceability for sandy shores in South Africa. There are also several 
smaller beach clusters with high selection frequency, particularly along the south coast between 
Cape Town and Port Elizabeth, along the Wild Coast between East London and Port Edward, and 
between Durban and Richards Bay. 
 
Discussion 
Including threat probabilities in the Marxan algorithm had less of an effect on reserve-network 
solutions than did other scenario-design parameters. In fact, it is interesting to note that scenarios 
with all existing reserves locked into the solutions actually performed the worst: they had larger, 
more expensive reserves; greater fragmentation and areas still required to meet feature targets; 
fewer species with targets met; and lower proportions of the targets met compared to other 
scenarios. This shows that the legacy of ad hoc planning of protected areas is inefficient and actually 
more costly in the long term than if reserve networks had been designed a priori (Pressey, 1994; but 
see also Hansen et al., 2011). While scenarios that included threat probabilities were larger, more 
fragmented and more expensive than their counterpart scenarios that excluded threat probabilities, 
they also met more of the targets for more features. It is therefore likely that these trade-offs will be 
reduced, possibly even largely eliminated, once the input parameters are adjusted until all targets 
are met in all scenarios. Overall, it seems that including threat probabilities in the Marxan algorithm 
does not confer any significant trade-offs during reserve design; the configuration of existing 
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Figure 7.8. Relative site irreplaceability for scenarios with (a) all protected areas locked in; (b) terrestrial 
protected areas locked in; and (c) no protected areas locked in, based on site selection frequency. Each of the 
three groups comprises four scenarios, each with 100 solutions; maximum site selection frequency is thus 400 
times. 
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reserves is more important (at least in this case). However, it is not clear whether this result will 
apply more broadly to non-linear (i.e., not intertidal) marine or terrestrial systems, and testing this 
hypothesis in other case studies is recommended.  
 
The fact that cost also had a significant effect on the reserve solution is important to note when 
performing systematic conservation planning exercises. Use of a specific cost layer cannot be 
prescribed or calibrated because it will depend on what is relevant and appropriate to the study area 
and to objectives of the reserve network. However, planners should be aware that the cost type can 
have a significant influence on reserve selection, and it is recommended that scenarios are run using 
different costs and compared during the network-design phase. In this study it worked well to design 
the minimum-set algorithm such that it selected beaches to meet targets for features for the least 
stoppable-threat cost, whilst also meeting targets for unstoppable-threat avoidance; an approach 
that may be appropriate in other studies as well. In this context it is also worth noting how easily and 
successfully the multivariate statistics were used to evaluate and compare Marxan solutions, and 
their application in future studies is both recommended and encouraged. In addition, exploration 
and application of other related statistics that could aid reserve-design comparisons, and input-
parameters calibrations or validations are also encouraged. 
 
The reserve network proposed for the South African sandy shores is a good example of how the 
linear and fragmented nature of beach ecosystems means that their reserve networks will be 
similarly scattered along most of the coastline. This is not ideal from an implementation perspective, 
because instead of having several compact regions that are dedicated conservation areas, which is 
common in marine plans (e.g., Lombard et al., 2007; Sink et al., 2011), a lot of the shoreline length 
needs to be protected if feature targets are to be met. This suggests that a nation-wide 
precautionary approach of allowing coastal development only behind generously-buffered setback 
lines adjacent to sandy shores should be implemented. It would reduce the risks associated with the 
effects of this unstoppable threat (and simultaneously protect the long-term integrity of the 
infrastructure), with conservation focus aimed at eliminating or reducing the effects of stoppable 
threats in key selected areas.  
 
Consequently, if the South African beach-reserve network is reconsidered in terms of true 
irreplaceability (i.e., without locking in existing reserves), three key areas for conservation 
prioritization emerge; one for each of the three coastal bioregions. These are: the south-western 
Cape between Cape Town and Elands Bay for the Benguela bioregion on the west coast; Algoa and St 
Francis Bays for the Agulhas bioregion along the south coast; and the iSimangaliso Wetland Park for 
the Natal-Delagoa Bioregion on the east coast. As a Ramsar and World Heritage Site, comprising 
both marine and terrestrial reserves, iSimangaliso is well protected. Similarly, the Alexandria 
dunefields in Algoa Bay are part of the planned expansion of the terrestrial Greater Addo Elephant 
National Park to include coastal and marine ecosystems. However, a deep-water port (Coega 
harbour) has been built adjacent to this region, and management should be aware of limiting any 
potential downstream impacts to the Alexandria sandy shores. The beaches in the southwestern 
Cape focus area should therefore be prioritized highest when considering future conservation 
actions. It is also interesting to note that these three priority areas align very neatly with the 
independently-derived focus areas in the South African Offshore Marine Protected Area Project (Sink 
et al., 2011), with great potential for synergy and complementarity between the two reserve 
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networks, both in terms of implementation and ecological benefits. There are also several smaller 
areas of secondary priority, located predominantly along the South African south coast between 
Cape Town and Port Elizabeth, through the Wild coast (between East London and Port Edward) on 
the south-east coast, and north of Durban up to Richards Bay along the north-east coast. Those in 
the Agulhas bioregion (south coast) should probably be targeted as the priority focus areas, because 
the majority of the endemic sandy-beach species are distributed in this bioregion (Chapter 3). At the 
same time, those between Durban and Richards Bay should also be flagged as priorities, because 
coastal development in that area has increased substantially in recent years. Access to the Wild 
Coast beaches is limited at this time, which affords de facto protection to those beaches for the 
most part. However, emerging pressures from the mining industry (for minerals) have arisen in this 
area; conservation agencies and the mining industry should thus work together to ensure that the 
permitted sites are not irreplaceable sandy beaches (i.e., the critical biodiversity areas for sandy 
beaches). 
 
Phillips et al. (2010) note that successful conservation of many species can depend on the spatial 
distribution of sites comprising a network, where some may benefit from a network where sites are 
contiguous and well connected, and others are more appropriately protected by spreading risk of 
shared threats and having well-separated sites. Indeed, a well-connected reserve network is good 
for conserving metapopulations, but could ultimately be harmful if the network is so connected that 
single pulse disturbances could obliterate the reserve network (Moilanen et al., 2009a). Thus, when 
considering reserve configurations, the probabilistic effects of catastrophic events on the reserve 
network need to be taken into account (Allison et al., 1998; Game et al., 2008), as well as 
complexities of landscape and population connectivity. 
 
Certainly, the precise spacing between beach reserves is a key area for improvement in the beach-
reserve network proposed in this study. It was excluded as a consideration here because a thorough 
understanding of metapopulation dynamics is notable gap in beach ecological theory, but is 
receiving attention (e.g., Celentano et al., 2010; K. Bezuidenhout, pers. comm.). This means that 
sandy beach conservation plans cannot explicitly take population connectivity into account at this 
time, and only general heuristic principles can be applied in the interim. For example, one action 
taken to ensure maximized local connectivity was in planning unit construction: having a single 
planning unit across-shore treats the littoral active zone as a single geomorphic unit and ensures 
connectivity among the dunes, beach and surf zone; splitting planning units alongshore only at 
habitat-type breaks ensures that within site dynamics remain intact and edge effects are minimized. 
Once metapopulation dynamics and principles of population connectivity have been established for 
sandy shores, and the respective dispersal capabilities of species have been determined, the 
information can be integrated into the spatial planning framework using graph-theory-based 
programmes such as Conefor 2.6 (Saura and Torné, 2009), for example. However, it is reasonable to 
hypothesize that it is only the connectivity of high-shore and supralittoral species that really needs 
to be accounted for during reserve-network design, because it is these zones that are most at risk of 
fragmentation by transformation, and even complete loss due to coastal squeeze (Dugan et al., 
2008).  
 
The other aspect of reserve configuration that was not accounted for here is the probability of 
catastrophic impacts. For sandy beaches these catastrophes could include: earthquakes and 
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tsunamis (Jaramillo et al., 2012); large storms, cyclones or hurricanes (e.g., Smith et al., 2007a; Smith 
et al., 2007b); and oil spills (e.g., Junoy et al., 2005; McLachlan and Harty, 1982). A risk assessment of 
vulnerability to these kinds of threats to the South African sandy shores was beyond the scope of the 
current project. However, sandy beaches are probably least affected by the trade-off between well-
connected reserves to maximise metapopulation dynamics and well-spaced reserves as insurance 
against catastrophes because they are linear systems. Even well-connected reserve networks will 
consequently cover a broad extent along the shore, thereby minimizing the chance that a single 
catastrophe will destroy an entire reserve. Beaches are also very resilient systems, and provided the 
littoral active zone is intact, they and their associated species assemblages can persist through large 
storms (e.g., Harris et al., 2011b).  
 
In the context of coastal zone conservation and management, the primary action has to be exclusion 
of coastal development behind irreplaceable sandy beaches (critical biodiversity areas) by 
implementing and enforcing well-buffered setback lines. This is particularly important under the 
current regime of (mostly) sea-level rise (Church and White, 2006; Church and White, 2011; Nicholls 
et al., 2011; Rahmstorf, 2012). Setback lines are a well-utilized management tool in ICZM, and 
including additional buffers into the existing management framework for sensitive areas would not 
be difficult. This is particularly true if national legislation makes provision for these kinds of 
extensions, as in the South African National Environmental Management Act: Integrated Coastal 
Management Act (No. 24 of 2008), for example. Ideally, the area extending from the setback line, 
across the beach, up to the nearshore should be proclaimed as a coastal protected area, where 
conservation goals take precedence over social goals. Management actions should aim to eliminate, 
or at least ameliorate the impacts of stoppable threats in these focus areas (critical biodiversity 
areas), e.g., certain activities, such as invertebrate and beach-cast kelp harvesting could (and should) 
be excluded. This would be particularly important where overlapping activities have negative, 
synergistic impacts on sandy beaches (or other coastal ecosystems in the broader context of ICZM). 
It is also necessary to point out that beaches outside of focus areas are not available for 
overexploitation and transformation. Rather, management should be focussed on aiming to be 
ecosystem-based, and eliminate user-environment conflicts through marine spatial planning 
(discussed further in Chapter 8). 
 
It is unlikely that a coastal conservation plan will be implemented for a single ecosystem; all coastal 
ecosystems, such as rocky and mixed shores, estuaries, lagoons, mangroves, nearshore benthic 
ecosystems and surf zones should be represented in the plan, with comparable input data and 
targets. The reserve networks derived in those circumstances could probably alleviate some (or even 
most) of the reserve fragmentation issues inherent in single-coastal-ecosystem conservation plans. 
While the primary focus areas for the South African sandy beaches are clear, and should be 
addressed as proactively as possible, a national project that aims to compile a comprehensive, fine-
scale conservation plan for the entire shoreline is required, as is recommended by Sink et al. (2012). 
This study makes a key contribution to the theory and practice of SCP, particularly as applied to 
sandy beach ecosystems. In applying SCP to sandy shores for the first time, it is hoped that this study 
will serve as an example of both the process and benefits of spatial prioritization for beach 
conservation, and that it will encourage further development of these kinds of applications in other 
countries with different coastal challenges.  
 
Chapter 7 
185 
 
References 
Airamé, S., Dugan, J.E., Lafferty, K.D., Leslie, H., McArdle, D.A., Warner, R.R., 2003. Applying ecological criteria 
to marine reserve design: a case study from the California Channel Islands. Ecological Applications 13, 
S170-S184. 
Allison, G.W., Lubchenco, J., Carr, M.H., 1998. Marine reserves are necessary but not sufficient for marine 
conservation. Ecological Applications 8, 79-92. 
Ball, I., Possingham, H., Watts, M., 2009. Marxan and relatives: software for spatial conservation prioritization, 
in: Moilanen, A., Wilson, K., Possingham, H. (Eds.), Spatial Conservation Prioritization. Oxford 
University Press, Oxford. 
Barbier, E.B., Hacker, S.D., Kennedy, C., Koch, E.W., Stier, A.C., Silliman, B.R., 2011. The value of estuarine and 
coastal ecosystem services. Ecological Monographs 81, 169-193. 
Beaumont, N.J., Austen, M.C., Atkins, J.P., Burdon, D., Degraer, S., Dentinho, T.P., Derous, S., Holm, P., Horton, 
T., van Ierland, E., Marboe, A.H., Starkey, D.J., Townsend, M., Zarzycki, T., 2007. Identification, 
definition and quantification of goods and services provided by marine biodiversity: Implications for 
the ecosystem approach. Marine Pollution Bulletin In press,. 
Brown, A.C., McLachlan, A., 2002. Sandy shore ecosystems and the threats facing them: some predictions for 
the year 2025. Environmental Conservation 29, 62-77. 
Campbell, E.E., Bate, G.C., 1997. Coastal features associated with diatom disoloration of surf-zones. Botanica 
Marina 40, 179-185. 
Celentano, E., Gutiérrez, N., Defeo, O., 2010. Effects of morphodynamic and estuarine gradients on the 
demography and distribution of a sandy beach mole crab: implications for source-sink habitat 
dynamics. Marine Ecology Progress Series 398, 193-205. 
Church, J.A., White, N., 2006. A 20th century acceleration in global sea-level rise. Geophysical Research Letters 
33, 1-4. 
Church, J.A., White, N.J., 2011. Sea-level rise from the late 19th to the early 21st century. Surveys in 
Geophysics 32, 585-602. 
Cicin-Sain, B., Belfiore, S., 2005. Linking marine protected areas to integrated coastal and ocean management: 
a review of theory and practice. Ocean & Coastal Management 48, 847-868. 
Costanza, R., d'Arge, R., de Groot, R., Farber, S., Grasso, M., Hannon, B., Limburg, K., Naeem, S., O'Neill, R.V., 
Paruelo, J., Raskin, R.G., Sutton, P., van den Belt, M., 1998. The value of the world's ecosystem 
services and natural capital. Ecological Economics 25, 3-15. 
Cowling, R., Pressey, R., Rouget, M., Lombard, A., 2003. A conservation plan for a global biodiversity hotspot—
the Cape Floristic Region, South Africa. Biological Conservation 112, 191-216. 
Defeo, O., McLachlan, A., Schoeman, D.S., Schlacher, T.A., Dugan, J., Jones, A., Lastra, M., Scapini, F., 2009. 
Threats to sandy beach ecosystems: a review. Estuarine, Coastal and Shelf Science 81, 1-12. 
Dugan, J., Hubbard, D.M., Rodil, I.F., Revell, D., Schroeter, S., 2008. Ecological effects of coastal armouring on 
sandy beaches. Marine Ecology 29, 160-170. 
Game, E.T., Watts, M.E., Wooldridge, S., Possingham, H.P., 2008. Planning for Persistence in Marine Reserves: 
A Question of Catastrophic Importance. Ecological Applications 18, 670-680. 
Government of South Africa, 2010. National Protected Areas Expansion Strategy for South Africa 2008: 
Priorities for expanding the protected area network for ecological sustainability and climate change 
adaptation. Government of South Africa, Pretoria. 
Grantham, H.S., Agostini, V.N., Wilson, J., Mangubhai, S., Hidayat, N., Muljadi, A., Rotinsulu, C., Mongdong, M., 
Beck, M.W., Possingham, H.P., 2012. A comparison of zoning analyses to inform the planning of a 
marine protected area network in Raja Ampat, Indonesia. Marine Policy, 
http://dx.doi.org/10.1016/j.marpol.2012.1005.1035. 
Grantham, H.S., Game, E.T., Lombard, A.T., Hobday, A.J., Richardson, A.J., Beckley, L.E., Pressey, R.L., Huggett, 
J.A., Coetzee, J.C., van der Lingen, C.D., 2011. Accommodating dynamic oceanographic processes and 
pelagic biodiversity in marine conservation planning. PLoS ONE 6, e16552. 
Hansen, G.J.A., Ban, N.C., Jones, M.L., Kaufman, L., Panes, H.M., Yasué, M., Vincent, A.C.J., 2011. Hindsight in 
marine protected area selection: A comparison of ecological representation arising from opportunistic 
and systematic approaches. Biological Conservation 144, 1866-1875. 
Harris, L.R., Nel, R., Schoeman, D.S., 2011a. Mapping beach morphodynamics remotely: A novel application 
tested on South African sandy shores. Estuarine Coastal and Shelf Science 92, 78-89. 
Systematic conservation planning for beaches 
186 
 
Harris, L.R., Nel, R., Smale, M., Schoeman, D.S., 2011b. Swashed away? Storm impacts to sandy beach 
macrofaunal communities at Sardinia Bay, South Africa. Estuarine Coastal and Shelf Science 94, 210-
221. 
Jaramillo, E., Dugan, J.E., Hubbard, D.M., Melnick, D., Manzano, M., Duarte, C., Campos, C., Sanchez, R., 2012. 
Ecological Implications of Extreme Events: Footprints of the 2010 Earthquake along the Chilean Coast. 
PLoS ONE 7, e35348. 
Junoy, J., Castellanos, C., Vie´itez, J.M., de la Huz, M.R., Lastra, M., 2005. The macroinfauna of the Galician 
sandy beaches (NW Spain) affected by the Prestige oil-spill. Marine Pollution Bulletin 50, 526-536. 
Kerley, G.I.H., Pressey, R.L., Cowling, R.M., Boshoff, A.F., Sims-Castley, R., 2003. Options for the conservation of 
large and medium-sized mammals in the Cape Floristic Region hotspot, South Africa. Biological 
Conservation 112, 169-190. 
Klein, C.J., Steinback, C., Watts, M., Scholz, A.J., Possingham, H.P., 2009. Spatial marine zoning for fisheries and 
conservation. Frontiers in Ecology and the Environment 8, 349-353. 
La Cock, G.D., Burkinshaw, J.R., 1996. Management implications of development resulting in disruption of a 
headland bypass dunefield and its associated river, Cape St Francis, South Africa. Landscape and 
Urban Planning 34, 373-381. 
Linke, S., Watts, M., Stewart, R., Possingham, H.P., 2011. Using multivariate analysis to deliver conservation 
planning products that align with practitioner needs. Ecography 34, 203-207. 
Lombard, A., Reyers, B., Schonegevel, L., Cooper, J., Smith-Adao, L., Nel, D., Froneman, P., Ansorge, I., Bester, 
M., Tosh, C., 2007. Conserving pattern and process in the Southern Ocean: designing a Marine 
Protected Area for the Prince Edward Islands. Antarctic Science 19, 39-54. 
Margules, C.R., Pressey, R.L., 2000. Systematic conservation planning. Nature 405, 243-253. 
Martínez, M.L., Intralawan, A., Văzquez, G., Pĕrez-Maqueo, O., Sutton, P., Landgrave, R., 2007. The coasts of 
our world: Ecological, economic and social importance. Ecological Economics 63, 254-272  
McGranahan, G., Balk, D., Anderson, B., 2007. The rising tide: assessing the risks of climate change and human 
settlements in low elevation coastal zones. Environment and Urbanization 19, 17-37. 
McLachlan, A., Burns, M., 1992. Headland bypass dunes on the South African coast: 100 years of 
mismanagement, in: Carter, R.W.G., Curtis, T.G.F., Sheehy-Skeffington, M.J. (Eds.), Coastal Dunes. A.A. 
Balkema Publishers, The Netherlands, pp. 71-79. 
McLachlan, A., Harty, B., 1982. Effects of crude oil on the supralittoral meiofauna of a sandy beach. Marine 
Environmental Research 7, 71-79. 
McLeod, K., Leslie, H.M., 2009. Ecosystem-based Management for the Oceans. Island Press, Washington. 
McLeod, K.L., Lubchenco, J., Palumbi, S.R., Rosenberg, A.A., 2005. Scientific Consensus Statement on Marine 
Ecosystem-Based Management. Signed by 221 academic scientists and policy experts with relevant 
expertise and published by the Communication Partnership for Science and the Sea at 
http://compassonline.org/?q=EBM. 
Mendoza-González, G., Martínez, M.L., Lithgow, D., Pérez-Maqueo, O., Simonin, P., 2012. Land use change and 
its effects on the value of ecosystem services along the coast of the Gulf of Mexico. Ecological 
Economics 82, 23-32. 
Moilanen, A., 2012. Spatial Conservation Prioritization in Data-Poor Areas of the World. Natureza & 
Conservação 10, 12-19. 
Moilanen, A., Possingham, H., Polasky, S., 2009a. A mathematical classification of conservation prioritization 
problems, in: Moilanen, A., Wilson, K., Possingham, H. (Eds.), Spatial Conservation Prioritization. 
Oxford University Press, Oxford. 
Moilanen, A., Wilson, K., Possingham, H., 2009b. Spatial Conservation Prioritization. Oxford University Press, 
Oxford. 
Nicholls, R.J., Marinova, N., Lowe, J.A., Brown, S., Vellinga, P., de Gusmão, D., Hinkel, J., Tol, R.S.J., 2011. Sea-
level rise and its possible impacts given a ‘beyond 4°C world’ in the twenty-first century. Philosophical 
Transactions of the Royal Society A: Mathematical, Physical and Engineering Sciences 369, 161-181. 
Oksanen, J., Blanchet, F.G., Kindt, R., Legendre, P., Minchin, P.R., O'Hara, R.G., Simpson, G.L., Solymos, P., 
Stevens, M.H.H., Wagner, H., 2012. vegan: Community Ecology Package. R package version 2.0-4. 
http://CRAN.R-project.org/package=vegan. 
Phillips, S.J., Archer, A., Pressey, R.L., Torkornoo, D., Applegate, D., Johnson, D., Watts, M.E., 2010. Voting 
power and target-based site prioritization. Biological Conservation 143, 1989-1997. 
Possingham, H., Day, J., Goldfinch, M., Salzborn, F., 1993. The mathematics of designing a network of 
protected areas for conservation, Decision Sciences: Tools for Today. Proceedings of 12th National 
ASOR Conference, pp. 536-545. 
Chapter 7 
187 
 
Possingham, H., Moilanen, A., Wilson, K., 2009. Accounting for habitat dynamics in conservation planning, in: 
Moilanen, A., Wilson, K., Possingham, H. (Eds.), Spatial Conservation Prioritization. Oxford University 
Press, Oxford. 
Pressey, R., Taffs, K.H., 2001. Scheduling conservation action in production landscapes: priority areas in 
western New South Wales defined by irreplaceability and vulnerability to vegetation loss. Biological 
Conservation 100, 355-376. 
Pressey, R.L., 1994. Ad Hoc Reservations: Forward or Backward Steps in Developing Representative Reserve 
Systems? Conservation Biology 8, 662-668. 
Pressey, R.L., Cabeza, M., Watts, M.E., Cowling, R.M., Wilson, K.A., 2007. Conservation planning in a changing 
world. Trends in Ecology & Evolution 22, 583-592. 
R Development Core Team, 2012. R: A language and environment for statistical computing. R Foundation for 
Statistical Computing, Vienna, Austria. ISBN 3-900051-07-0. URL http://www.R-project.org/. 
Rahmstorf, S., 2012. Modeling sea level rise. Nature Education Knowledge 3, 4. 
Saura, S., Torné, J., 2009. Conefor Sensinode 2.2: a software package for quantifying the importance of habitat 
patches for landscape connectivity. Environmental Modelling & Software 24, 135-139. 
Schlacher, T.A., Jones, A., Dugan, J.E., Weston, M., Harris, L., Schoeman, D.S., Hubbard, D., Scapini, F., Nel, R., 
Lastra, M., McLachlan, A., Peterson, C.H., in press. Open-coast sandy beaches and coastal dunes, in: 
Lockwood, J.L., Maslo, B., Virzi, T. (Eds.), Coastal Conservation. Cambridge University Press (Series in 
Conservation Biology). 
Segan, D.B., Game, E.T., Watts, M.E., Stewart, R.R., Possingham, H.P., 2011. An interoperable decision support 
tool for conservation planning. Environmental Modelling & Software 26, 1434-1441. 
Seto, K.C., Fragkias, M., Güneralp, B., Reilly, M.K., 2011. A Meta-Analysis of Global Urban Land Expansion. PLoS 
ONE 6, e23777. 
Sink, K., Holness, S., Harris, L., Majiedt, P., Atkinson, L., Robinson, T., Kirkman, S., Hutchings, L., Leslie, R., 
Lamberth, S., Kerwath, S., von der Heyden, S., Lombard, A., Attwood, C., Branch, G., Fairweather, T., 
Taljaard, S., Weerts, S., Cowley, P., Awad, A., Halpern, B., Grantham, H., Wolf, T., 2012. National 
Biodiversity Assessment 2011: Technical Report. Volume 4: Marine and Coastal Component. South 
African National Biodiversity Institute, Pretoria. 
Sink, K.J., Attwood, C.G., Lombard, A.T., Grantham, H., Leslie, R., Samaai, T., Kerwath, S., Majiedt, P., 
Fairweather, T., Hutchings, L., van der Lingen, C., Atkinson, L.J., Wilkinson, S., Holness, S., Wolf, T., 
2011. Spatial planning to identify focus areas for offshore biodiversity protection in South Africa. Final 
Report for the Offshore Marine Protected Area Project. South African National Biodiversity Institute, 
Cape Town. 
Small, C., Nicholls, R.J., 2003. A Global Analysis of Human Settlement in Coastal Zones. Journal of Coastal 
Research 19, 584-599. 
Smith, A., Guastella, L., Bundy, S., 2007a. Marine Storm Along the KZN Coastline. African Wildlife 61, 34-35. 
Smith, A., Guastella, L., Bundy, S., Mather, A.A., 2007b. Combined Marine Storm and Saros Spring High Tide 
Erosion Events Along the KwaZulu-Natal coast in March 2007. South African Journal of Science 103, 
274-276. 
Smith, R.J., Easton, J., Nhancale, B.A., Armstrong, A.J., Culverwell, J., Dlamini, S.D., Goodman, P.S., Loffler, L., 
Matthews, W.S., Monadjem, A., Mulqueeny, C.M., Ngwenya, P., Ntumi, C.P., Soto, B., Leader-
Williams, N., 2008. Designing a transfrontier conservation landscape for the Maputaland centre of 
endemism using biodiversity, economic and threat data. Biological Conservation 141, 2127-2138. 
Stewart, R., Possingham, H., 2005. Efficiency, costs and trade-offs in marine reserve system design. 
Environmental Modeling & Assessment 10, 203-213. 
Visconti, P., Pressey, R.L., Bode, M., Segan, D.B., 2010a. Habitat vulnerability in conservation planning - when it 
matters and how much. Conservation Letters 3, 404-414. 
Visconti, P., Pressey, R.L., Segan, D.B., Wintle, B.A., 2010b. Conservation planning with dynamic threats: The 
role of spatial design and priority setting for species’ persistence. Biological Conservation 143, 756-
767. 
Warnes, G.R., 2012. Package gmodels: Various R programming tools for model fitting. R package version 
2.15.3. http://CRAN.R-project.org/package=gmodels. 
Watts, M., Klein, C., Stewart, R., Ball, I., Possingham, H., 2008. Marxan with Zones (V1.0.1): Conservation 
Zoning using Spatially Explicit Annealing, a Manual. 
Watts, M.E., Ball, I.R., Stewart, R.S., Klein, C.J., Wilson, K., Steinback, C., Lourival, R., Kircher, L., Possingham, 
H.P., 2009. Marxan with Zones: software for optimal conservation based land-and sea-use zoning. 
Environmental Modelling & Software 24, 1513-1521. 
Systematic conservation planning for beaches 
188 
 
Watts, M.E., Game, E.T., Klein, C.J., Carvalho, S.B., Possingham, H.P., in prep. Marxan with Threat Probability, a 
site destruction approach. 
Wilson, K., Pressey, R.L., Newton, A., Burgman, M., Possingham, H., Weston, C., 2005. Measuring and 
Incorporating Vulnerability into Conservation Planning. Environmental Management 35, 527-543. 
Witten, D.M., Tibshirani, R., 2010. A framework for feature selection in clustering. Journal of the American 
Statistical Association 105, 713-726. 
Witten, D.M., Tibshirani, R., 2012. Package sparcl: Perform sparse hierarchical clustering and sparse k-means 
clustering. R package version 1.0.2. http://CRAN.R-project.org/package=sparcl. 
CHAPTER 8 
 
189 
 
 
Ecosystem-based spatial conservation planning for sandy beaches: a coup d'état 
on the tyranny of small decisions 
 
The value of sandy shores 
Sandy beaches are valuable ecosystems, from any perspective. As has been highlighted throughout 
this Thesis, they support a unique collection of species, found nowhere else on earth, and many of 
these species are also endemic to very restricted areas (Chapter 3). These biota, coupled with the 
key ecological processes underpinning ecosystem function, jointly provide important ecosystem 
services, including water filtration (McLachlan, 1979, 1989; McLachlan et al., 1985) and nutrient 
recycling in biogeochemical cycling hotpots (Anschutz et al., 2009; Coupland et al., 2007; Rocha, 
2008). Additional services provided by beach ecosystems include buffering the hinterland from 
accentuated wave energy during large storms and tsunamis, and providing scenic vistas for tourism, 
recreation and other cultural activities (Defeo et al., 2009). Beaches therefore play a key role in the 
health and well-being of society, and together with other coastal ecosystems, can be vital to meeting 
the basic needs for survival in coastal rural communities (Millennium Ecosystem Assessment, 2005). 
Further, they can be significant contributors to both local and national economies, primarily through 
their role as tourist attractions (Dwight et al., 2012). In short, sandy beaches are national assets that 
are deserving of good governance and inclusion in well-designed conservation plans. 
 
The tyranny: Historical mismanagement of sandy beaches 
The legacy of poor management for sandy beaches was laid out at the start of this Thesis; how one 
small decision after another can compound, and can lead to a general demise of sandy beach 
ecosystems, sometimes with severe outcomes. Odum (1982) describes this phenomenon as the 
"tyranny of small decisions". One of the key reasons why beaches are vulnerable to the "tyranny of 
small decisions" is the mismatch in ecosystem stability, resistance and resilience within the littoral 
active zone: dunes are stable and vulnerable; beaches are dynamic and resilient (McLachlan and 
Burns, 1992), and yet the two function as a single geomorphic unit. Further, being poorly recognised 
as ecosystems has meant that sandy beaches have been only managed (and generally, not well), 
with little regard for their conservation. Where beaches are represented in marine protected areas, 
the reserve boundaries tend to stop landwards at the high water mark, leaving the primary dunes 
open to transformation, which in turn negates the attempts at conserving sandy shores. Because this 
fact is not recognised, beaches are assumed to be sufficiently protected. Therefore, to "overthrow" 
this "tyranny of small decisions" (Odum, 1982), I present ecosystem-based spatial conservation 
planning as the start of a paradigm shift, or coup d'état for sandy beach conservation and 
management. 
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The coup d'état: ecosystem-based spatial conservation planning 
A strategic approach: vision, objectives and goals for beaches 
A vision is key to a strategic approach for conservation and management. It should answer the 
question: what is the desired state of the system that we aim to achieve? For sandy beach 
ecosystems, the vision is this (Schlacher et al., in press): to have an adequate, representative 
network of beaches and dunes maintained in a near-pristine state, supporting fully diverse, 
functional ecosystems, and sustainable low-impact human uses. From this vision, four key objectives 
are listed (Schlacher et al., in press):  
1. To have a network of beaches that is of sufficient size and configuration that it is capable of 
maintaining natural connectivity processes among sandy beach habitats and their associated 
biota (i.e., sufficient to support metapopulations). 
2. To manage surf-zones, beaches and dunes as a single geomorphic unit: the littoral active 
zone. 
3. To ensure sufficient representation of beach diversity (from genetic to shorescape diversity) 
and function (at all spatial and temporal scales).  
4. To make provision for regulated activities by multiple users, and controlled access on sandy 
shores. 
To achieve each of these objectives, and thereby realize the vision for sandy beaches, governance of 
the shoreline needs to consider beaches as social-ecological systems. Consequently, the focus should 
be split to deliberately achieve conservation-centred goals, and management-centred goals in 
spatially explicit areas (see Table 8.1).  
 
Application of ecosystem-based spatial conservation planning: framework and tools 
Ecosystem-based spatial conservation planning is presented in this Thesis as the framework to 
achieve the strategy for sandy beach conservation and management, laid out above, in an efficient 
and defensible way. The dual approach ensures both conservation- and management-related goals 
are achieved, and provides guidance for when to prioritize each of these in a way that, most 
importantly, contributes to a greater, large-scale conservation and management plan. The 
framework and related tools are described below (see also Table 8.2 and Box 8.1). 
 
Step 1: Identify areas of ecological importance for conservation 
Systematic conservation planning (Margules and Pressey, 2000; Moilanen et al., 2009) is the key tool 
used in the conservation component. It is used to identify a sufficient proportion (Chapter 6) of 
ecologically important areas that are irreplaceable (Chapter 7), based on spatial patterns of: habitats 
and unique habitat features (Chapter 2; Appendix 2); biodiversity and important assemblages; and 
ecosystem processes/services (Chapter 3; Appendix 2). To put this in South African biodiversity-
planning terms, these irreplaceable beaches are the critical biodiversity areas (CBAs). It would be 
mandatory to proclaim generous setback lines for sandy beach CBAs (under NEMA: ICMA (No. 24 of 
2008)) in order to ensure their persistence in perpetuity (i.e., include an ecological support area 
(ESA) as a buffer between the CBA and coastal urban development), with strong application of the 
precautionary principle. To strengthen the approach, it is recommended that the area between the 
setback line and nearshore is declared a formal reserve across its full extent (see Box 8.1, Scenario 
4). Depending on the biodiversity features represented in the CBA, the protected area may need to 
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Table 8.1. Key goals for sandy beach conservation and management listed under an overarching goal for each. 
Adapted from coastal zone management aims for beaches listed in McLachlan and Brown (2006). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Table 8.2. Ecosystem-based spatial conservation as a strategy for sandy beach conservation and management. 
First, areas of key ecological importance are identified using systematic conservation planning (SCP) tools. Most 
importantly, the resilience of these beaches must be protected by conserving the dune-beach interface as an 
uninterrupted, intact littoral active zone, ideally in a no-take land-sea protected area. Second, the cumulative 
threat assessment (CTA) ranks beaches according to their relative levels of pressure, from which the 
appropriate management interventions are determined. Most importantly, as far as possible, multiple stressors 
at a single site should be disaggregated in space or time, particularly if the interacting threats have a 
synergistic impact. 
 
 
 
 
 
 
 
 
 
 
 
 
 
be designated as a no-take reserve, e.g., if it contained resource species such as clams (Donax), crabs 
(Ocypode, Hippa, or Emerita) or bloodworms (Arenicola), or wrack accumulations at the strandline. 
Alternatively, sandy beach CBAs could be aligned with existing terrestrial reserves or CBAs, e.g., the 
St Lucia and Maputaland Marine Protected Areas are contiguous with the terrestrial iSimangaliso 
Wetland Park in northern KwaZulu-Natal; and the Greater Addo Elephant National Park in the 
Eastern Cape is proposed to include the existing terrestrial Addo Elephant National Park, coastal 
Alexandria dunefield and shoreline, and extend into the ocean to include some of the inshore 
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islands. In addition, access to the beach should be regulated by constructing formal access paths, 
e.g., aerial boardwalks to avoid trampling effects in the dunes. As far as possible, the wilderness 
property of these sandy beach CBAs should be upheld, and efforts should be made to exclude as 
many existing and emerging/future threats to these beaches as possible. In CBAs, conservation goals 
must take precedence. 
 
Step 2: Determine management priorities for the remaining sites 
In a second step (Table 8.2), a cumulative threat assessment (CTA) is applied to determine the 
relative level of pressure on each of the beaches (Chapters 4 and 5). Based on the existing 
transformation from coastal development and the cumulative impact of other threats, at a site level, 
the extent of management interventions, and the relative importance of conservation- and 
management-related goals can be determined. Beaches that are highly transformed by 
development, i.e., urban beaches, can be prioritized and managed for social, management-related 
goals. Key priorities would include maintaining sufficient sandy beach habitat for recreation, 
Conceptual illustration of EBSCP along a hypothetical shoreline comprising foredunes (dark green), 
intertidal beaches (tan) and a surf zone (light blue), with the hinterland (light green) behind the dunes 
and the ocean (dark blue) beyond the surf. The local setback line is given as a dashed black line, and the 
boundaries of a shore protected area are given in yellow. Threats to beaches are represented as houses 
and as faces. 1-3 are management scenarios, and 4 is a conservation scenario. In (1), both management 
and conservation goals can be met, but because the threat level is so low, conservation goals should be 
prioritized. In (2), there are too many threats to make investment in ecological restoration worthwhile - 
the beach and foredune components have been eroded and transformed (denoted with thinner lines 
and inappropriately-located infrastructure inside the setback line), with little opportunity to 
rehabilitate either component. Here, management goals should take precedence, and should focus on 
maintaining the physical aspects of the beach and the water quality by controlling pollution, to support 
tourism. In (3), both management and conservation goals could be achieved, but management goals 
could be prioritized. Given that this site is adjacent to a protected area (yellow boundary), however, 
means that decisions in this area should be made with careful consideration of potential down-stream 
impacts. Key actions could include rehabilitating the foredunes, which have been degraded by use 
(represented as a thinner dark green line). In (4), this site is a beach of key ecological importance and 
should be protected with a shore (land-sea) protected area. This should include the littoral active zone 
as the critical biodiversity area (CBA) and the hinterland as far inland as the setback line as an 
ecological support area (ESA). Note that the setback line backing this site is much wider than elsewhere, 
to provide additional protection to the CBA. 
Box 8.1 Conceptual illustration of EBSCP in action 
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minimizing user-user conflicts by zoning activities (such as bathing, boat launching, surfing and 
fishing), and ensuring public health and safety requirements are met by controlling all forms of 
pollution. Given that these shores have little (if any) resilience to sea-level rise and storms because 
the dunes have been destroyed, management actions that can restore this habitat feature would be 
useful (e.g., Nordstrom et al., 2000). However, in most cases these would probably have to be, and 
function as artificial systems and serve little ecological function, e.g., constructing artificial foredunes 
with geofabric sand-bags (Fig. 8.1), because they are likely to be heavily impacted in every large 
storm. Any ecological benefits from urban beaches should be considered as "bonus" features, rather 
than relying on them specifically to achieve conservation-related goals. 
 
In contrast, beaches with the least transformation and least cumulative threats should be prioritized 
for conservation-related goals, and flagged as areas where high-impact threats and activities should 
be preferentially avoided as a precautionary approach. Beaches that are partly transformed and 
moderately impacted can serve as biodiversity stewardship areas, where both management-centred 
and conservation-centred goals can be achieved. In these areas, key priority actions to take include 
reducing user-environment conflicts by disaggregating stressors or threatening activities in either 
space or time (spatial or temporal zoning - see examples in Chapter 5, and Fig. 8.1). Zoning of 
activities to reduce either user-user conflicts or user-environment conflicts must take the needs of 
all stakeholders into account, and should be an integrated, fair and participatory process.  
 
Once the national or regional priority areas (CBAs) have been identified, and the CTA has been 
completed, conservation and management could then proceed at a local level (either provincial, 
state or municipal, as appropriate) based on the national or regional plan. While governance of the 
shoreline would still take place at relatively small scales, the contribution to a bigger conservation 
and management plan would be a big improvement on existing, piecemeal approaches. However, it 
is possible that in many countries, the only way to be able to undertake this process is if EBSCP (or a 
similar approach) is mainstreamed into the national legislation and policy. 
 
The role of legislation and policy 
The role of legislation and policy in ecosystem-based spatial conservation planning is to ensure that 
political or management responsibilities cater for ecological processes. This means that 
management at local, provincial/state and/or national/federal levels need to take bioregional scales 
and processes into account. Countries invariably do not have beach-specific legislation; beaches are 
presumed to be sufficiently represented under the banner of integrated coastal zone management, 
which tends (simply) to regulate activities along the coast. South Africa, as one of the few 
exceptions, has particularly good coastal legislation. The National Environmental Management Act: 
Integrated Coastal Management Act (NEMA: ICMA, No. 24 of 2008) governs coastal zone 
management, but the National Environmental Management Act (NEMA): Biodiversity Act (No. 10 of 
2004) takes effect as soon as either a habitat/ecosystem or species is recognised as threatened. In 
short, there is a strong need for beaches to be represented specifically in either policy or more 
ideally, in legislation in order to address beach-specific issues at all scales.  
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Figure 8.1. Examples from around South Africa, illustrating various management actions that could be applied 
in ecosystem-based spatial conservation planning. In (a) coastal development is protected with artificial dunes 
constructed using geofabric sand bags. (b) These artificial dunes usually get covered with sand, and are 
vegetated. (c) Dune rehabilitation programmes are supported by protecting dunes from trampling using semi-
permanent wooden fences and signs. (d) Similarly, access to the beach through dunes is facilitated by wooden 
boardwalks that allow dynamic movement of sand underneath them, also limiting trampling impacts. (e) 
Marker buoys (indicated by the black arrows) are place in the surf zone to separate bathing areas from water-
craft-use areas to reduce user-user conflicts. (f) Beach driving is banned in South Africa, except for permit-
regulated activities. The sign warns users that penalties for contravening the law includes arrest, seizure of the 
vehicle and a minimum fine of R2000 (approximately US$240) or six months imprisonment.  
 
 
a. b. 
c. d. 
e. f. 
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The way forward for conservation and management of beaches in South Africa 
The national zoning scheme derived through ecosystem-based spatial conservation planning is 
presented in Fig. 8.2, highlighting beaches in each of the categories as described above. The critical 
biodiversity areas, as discussed in Chapter 7, are focussed in three key areas; one for each of the 
three coastal bioregions. These include iSimangaliso along the north-east coast (Natal-Delagoa 
bioregion); the Greater Addo Elephant National Park (including the Alexandria dunefields) and 
Maitlands along the south-east coast (Agulhas bioregion); and the beaches between Cape Town and 
Elands Bay on the south-west coast (Southern Benguela bioregion). Important areas for 
management-centred goals are located predominantly in central and southern KwaZulu-Natal, 
around Durban. Urban beaches in Cape Town, Port Elizabeth, Cape St Francis and Mossel Bay are 
also flagged as sites for prioritization of management-centred goals. The majority of the sandy 
shoreline in South Africa is suited for achieving a combination of conservation- and management-
centred goals simultaneously, indicating that biodiversity stewardship and ecosystem-based 
management can be applied broadly, which is a very positive outcome. 
 
While this Thesis has singled out sandy beach ecosystems, they are only one of many coastal 
ecosystems represented along the South African shoreline. Thus, in terms of the way forward, the 
study should be extended to include all of these other ecosystems. A fine-scale coastal biodiversity 
plan has been proposed for the South African shoreline (Driver et al., 2012; Sink et al., 2012), and 
there appears to be keen interest from National Government to develop this further. The coastal 
biodiversity plan could be designed to align with the existing (formal and informal) reserves, CBAs 
and ESAs identified for both the terrestrial and offshore marine ecosystems. The associated 
prediction is that seamless integration from land to sea (where possible) will likely have 
synergistically greater ecological benefits overall, and thus a stronger contribution to securing 
biodiversity, ecological processes, and ecosystem goods and services in perpetuity. It would also 
contribute to achieving the reserve-network goals outlined in the National Protected Areas 
Expansion Strategy (Government of South Africa, 2010), and thus to our commitments, as a 
signatory state, to the Convention on Biological Diversity (UNCED, 1992). 
 
From an implementation, enforcement and management perspective, South Africa stands in a good 
position because of its strong environmental legislation and policy. While many of the acts and 
regulations have been promulgated only recently, and consequently, some of the processes and 
governance structures provided for in the various acts are still in the process of being established, 
this can also be seen as an advantage. If implementation of the legislation can occur alongside the 
development and implementation of the coastal biodiversity plan, the relevant laws and regulations 
can be tailored to suit the needs of the plan from the outset, and vice versa. In this light, it would be 
important to include dynamic threats and reserve-implementation schedules during the systematic 
biodiversity (conservation) planning process for the fine-scale coastal biodiversity plan (e.g., 
Possingham et al., 2009; Visconti et al., 2010). Moreover, NEMA: ICMA (No. 24 of 2008) is a key tool 
that can support implementation of the coastal plan, e.g., through appropriate setback-line 
proclamation, and expansion of the coastal protection zone in areas that are important for 
conservation-centred goals. Further, NEMA: ICMA (No. 24 of 2008) creates institutional structures 
for coastal governance, e.g., municipal, provincial and national coastal committees, and provincial 
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lead agencies, which provides the start of well-co-ordinated management of sandy beaches (and all 
other coastal systems), that can and must include all stakeholders. 
 
Strike while the biodiversity-conservation moment is hot 
Radeloff et al. (2012) suggest that, as much as conservation concerns where conservation will be 
most effective, it also concerns when conservation will be most effective. They show that protected-
area proclamation, globally, tends to be associated with changes in government. With the rise of 
democracy in South Africa nearly two decades ago, and the associated reform of the national 
legislation - which includes key environmental management acts and policies that are still being 
drafted and promulgated (see Chapter 1), it would seem that South Africa is in a "hot moment for 
biodiversity conservation" (sensu Radeloff et al., 2012). It is therefore important to take advantage 
of this moment, to ensure that sandy shores (and other coastal systems) are adequately protected in 
networks of reserves along the coast, and that the remaining beaches are managed in ways that 
provide for sustainable use and biodiversity stewardship. Not only will this bring long-lasting 
ecological benefits, but it will also contribute to securing a national asset that contributes directly to 
the national economy, and provides ecosystem goods and services that support our health and well-
being on a daily basis. This Thesis has presented a simple and practical way to achieve this. South 
Africa now stands poised to implement the ecosystem-based spatial conservation plan for sandy 
beaches, and to uphold its reputation as a country that implements ambitious biodiversity 
conservation plans (Balmford, 2003). 
 
Conclusion 
This Thesis sought to design a conservation and management strategy for sandy beach ecosystems 
that takes a holistic, ecosystem-based approach, and to provide a framework that allows for 
maximized use of sandy shores, whilst still ensuring that the ecosystem persists, and continues to 
provide goods and services in perpetuity. While this conservation and management strategy was 
designed and its application demonstrated using the South African sandy shores as a case study, the 
approach can be broadly and easily applied to any beaches, worldwide. Again, I encourage sandy-
beach scientists to take up the research challenges that were highlighted in this Thesis to fill the gaps 
in our knowledge - particularly with regards to developing our understanding of interactions among 
threats to beaches, and concomitant ecological thresholds. This in turn will provide robust guidelines 
for management regarding sustainable use of sandy shores. Finally, the work in this Thesis has made 
a contribution to sandy beach science and has developed and modified a number of tools such that 
they apply specifically to beaches. Further application, testing and development of these and other 
related tools is also encouraged. Given the growing pressures sandy beaches are exposed to in the 
face of global change, a proactive approach to ensure the conservation and persistence of beach 
ecosystems will be important. I believe that ecosystem-based spatial conservation planning can 
provide a key contribution to achieving this. 
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Equations used to classify, define and compare sandy beaches 
 
Dean's dimensionless fall velocity (Ω; Wright and Short, 1984) 
ws
b
TW
H

  
 
Beach State Index (BSI; McLachlan et al., 1993) 
TRBSI   
 
Beach Index (BI; McLachlan and Dorvlo, 2005) 





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TRM
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z
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Beach Deposit Index (BDI; Soares, 2003) 





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Relative Tide Range (RTR; Masselink and Short, 1993) 
bH
TR
RTR  
 
Exposure rating (McLachlan, 1980) 
A 20-point scale of exposure - see reference for details. 
 
Where: Hb = wave height (m); Ws = sediment fall velocity (m.s
 -1); Tw = wave period (s); Mz = grain size 
(mm; φ +1 for BI to avoid negative values); TR = tide range (m); S = average intertidal slope; a = 
1.03125 mm and is the median grain size of the sediment classification scheme. 
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Valued features of sandy beaches that were mapped and included in the 
systematic conservation plan 
 
Habitats 
Coastal habitat types 
The habitat/planning units from Sink et al. (2012) on which the assessments in this Thesis are based 
were refined to include fine-scale information about sandy beach habitats and features (Fig. A2.1). 
Within the habitat units, that extended across the shore from the 5-m isobath to 500 m inland from 
the beach were divided into supralittoral features (area inland of the estimated drift line); intertidal 
features (area between the driftline and the estimated low water mark); and surf-zone features 
(area between the estimated low water mark and the 5-m isobath). Altogether, the sandy beach 
habitat map comprises 148 habitat types, listed below (see Fig. A2.1). 
 
Supralittoral habitat features 
 Dune vegetation type for fully vegetated dunes (details below) 
 patches of partly-vegetated foredunes (to which foredune plant species distributions were 
coded) 
 Mobile or un-vegetated sediment (details below) 
 Estuary floodplains (see below) 
Intertidal habitat features 
 Beach morphodynamic types as per mapping in Chapter 2, however, the line mapped into 
Chapter 2 was transformed into a polygon that was delineated by the estimated driftline at 
the landward edge, and the estimated low water mark at the seaward edge. 
Surf-zone habitat features 
 Beach morphodynamic types as per mapping in Chapter 2, but delineations were refined 
here to be the area between the estimated low water mark and the 5-m isobath 
 
Details of the dune vegetation layer 
A shapefile representing coastal vegetation was created to represent broad vegetation types. The 
terrestrial portion of the habitat units covered by vegetation other than Zone I pioneer species was 
digitized as above. This shapefile was intersected with the South African Vegetation Map (Mucina 
and Rutherford, 2006) using the union function in ArcGIS 10, to code vegetation types to the 
polygons representing coastal vegetation. Habitat transformation was accounted for in two ways: by 
coding transformed land using the recent South African Landcover 2009 Map (obtained from South 
African National Parks); and erasing areas transformed by built infrastructure based on shapefiles of 
coastal development (data obtained from the Surveyor General; see Harris, 2010), roads and railway 
lines (data obtained from the Directorate of Surveys and Mapping). In essence, this process served 
to refine the resolution of the existing South African Vegetation Map so that the final shapefile 
represents intact, natural vegetation. Note that areas falling within the floodplains of estuaries 
(sensu the South African Estuaries Map, Van Niekerk and Turpie, 2012) were excluded because the 
vegetation in this zone is transient.  
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Legend to Figure A2.1 
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Legend to Figure A2.1 continued 
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Unique and important coastal features, and special assemblages of biota 
The Alexandria dunefield stands out as a unique coastal feature along the South African shoreline. It 
is one of the largest mobile active dunefields in the world (McLachlan et al., 1982), and so this area 
was selected out of the habitat maps as an outstanding feature. Other unique and important 
features include critical habitat areas, such as estuary mouths and estuarine beaches for coastal fish. 
Surf zones are also important nurseries for larval fish, but this critical habitat is already included in 
the biodiversity feature map as a habitat type. Shorebird, turtle, and pinniped nesting/breeding 
habitats were already mapped (Chapter 2); however, the former included a number of species that 
do not nest on beaches. A separate, subset layer of the distribution of the three bird species that do 
nest on beaches was created. For intertidal biota, it would be exceptionally resource-intensive to 
sample all beaches in South Africa in order to select sites where there are specific unique 
assemblages. However, there is one unique assemblage that warrants inclusion: all beaches where 
surf-zone diatom accumulations form were mapped to represent this special biodiversity feature 
(Fig. A2.2). This included modifying the map from Campbell (1996) to include two newly discovered 
sites (from sampling for this Thesis) where surf diatoms accumulate on the South African west coast: 
Melkbos beach and Elands Bay (E. Campbell, pers. comm..). 
 
Figure A2.2. Locations along the South African south coast where surf diatoms accumulate. Map from 
Campbell (1996), with additions of two new sites (circled in blue in the insert) that were discovered during 
sampling for this Thesis (E. Campbell, pers. comm..). 
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Important coastal processes 
A number of features of the coast that support important processes were also mapped. Sediment 
that occurred above the estimated high water mark, and around the foredune and vegetated dunes 
was digitized (as above) as an indicator of the amount of "accommodation space" available, i.e., the 
buffer area in the supralittoral should the beach retreat in a scenario of sea-level rise (avoiding 
coastal squeeze), and also as a proxy of sediment reserves for times of heightened erosion from 
extreme storms. Areas with a large accommodation space could therefore be considered to have 
particularly high resilience. Also, beaches with completely untransformed habitat units (from the 
habitat maps created above) were selected to represent pristine beaches, with the additional 
attribute of sense of place in most cases. Similarly, those beaches associated with the remaining 
free-flowing rivers (i.e., without dams) in South Africa were selected, because this natural source of 
sediment for the shore remains untransformed.  
 
Finally, coastal features associated with relatively higher biogeochemical recycling were mapped. 
Beaches with kelp wrack were digitized by selecting all rocky inshore habitat, nearshore rocky reefs, 
and nearshore hard grounds (less than 30 m deep) that are within the distribution of kelp species in 
South Africa, and assigning beaches within 500 m of the selected habitats as having kelp wrack. This 
was the best estimate available, because the subtidal benthic habitat map for South Africa does not 
include kelp beds specifically, and recognises that they are jointly coded with the above mentioned 
rocky habitats (Sink et al., 2012). In addition, beaches associated with a high groundwater recharge 
were selected because of the presumed naturally elevated nutrient inputs to these beaches. 
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First attempt to obtain expert scores for threats to beaches sensu methods 
developed by Halpern et al. (2007) 
 
The call to participate 
Initially, an online survey was created in Survey Monkey (www.surveymonkey.com; see Appendix 2) 
that required experts to score threats to beaches, following Halpern et al (2007). The link to this 
survey was emailed out to a list of 186 beach experts (compiled from the book of abstracts from 
previous sandy beach symposia and from recent sandy beach publications). A wide range of 
perspectives on the subject was targeted, and thus the experts included: ecologists, geologists, 
coastal engineers, bio-physical modellers, social scientists, and beach/coastal managers, all from a 
variety of academic institutes, consulting agencies, government agencies, and non-governmental 
organisations. Participants were also encouraged to forward the survey link to their appropriate 
colleagues who might not have been included in the original mailing list. Eight of the 186 email 
addresses bounced, leaving a total of 178 experts who were contacted directly. The first call went 
out in September 2011, followed by two reminders in October and November. The survey closed on 
15 November 2011, with a few experts making special arrangements to submit their responses by 
30 November 2011.  
 
The survey 
The survey comprised four sections: 
 
1. Expert details: Respondents were requested to fill in information regarding their expertise, 
regions they were familiar with, the country they were from, and what they thought the top five 
threats to beaches are in their country and globally. The purpose of this section was to test for 
biases in the results a posteriori, and to check whether the threats that scored the highest in the 
survey matched the threats that were ranked highest in this section. 
 
2. Threat-ecosystem scores: A brief explanation and reference score sheet for five criteria were 
given (sensu Halpern et al., 2007): extent of the threat; frequency of the threat; functional impact of 
the threat; the recovery time by the beach following exposure to the threat; and the resilience of the 
beach to the threat. Respondents were requested to score 26 threats to sandy beaches (list 
compiled from a literature review) in each of these five criteria, and were given a space to include 
any additional threats. 
 
3. Relative weights among criteria: Respondents were requested to provide relative weights for the 
five criteria that should be applied when calculating the final score for each threat, i.e., should all 
five criteria count the same, or should some be weighted more than others. 
 
4. Interactions among stressors: It was impossible to expect respondents to evaluate each threat 
combination; even a simple pair-wise evaluation would result in 650 combinations. Consequently, 
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the working hypothesis was that threats that have the same effect are additive, but that these 
different groups of threats could interact in any way (additive; synergistic; dominated; or 
antagonistic). A pair-wise matrix was constructed for the seven groups of threats, which respondents 
were requested to populate with one of the four threat interaction types above. The threats were 
grouped as follows: extraction of biota; acceleration erosion and habitat loss; reduced freshwater 
input; climate change; pollution; crushing and/or destabilising; and invasives. 
 
The (highly variable) responses 
In total, there were 65 complete responses that could be used for data analysis, including responses 
from 8 people who were not contacted directly. These data were collected in Survey Monkey, and 
exported into Excel. Preliminary data exploration revealed large variability in the data. Consequently, 
the median and 25th and 75th percentiles were calculated for each threat score per criterion (Table 
A4.1). In addition, the range of each of these scores was calculated. Surprisingly, the average of 
these ranges, i.e., across the entire threat matrix, was 9.7. This means that at least one expert scored 
every single threat-criterion score very low; another expert, very high, leaving little confidence in the 
final scores, and raising questions of possible biases in the data. 
 
Testing for biases in the data 
It was hypothesized that the suspected biases could possibly be attributed to the geographic 
location (countries, continents or hemispheres) of respondents, or to their expertise/experience 
(profession, field of expertise or qualification): information that respondents were requested to 
provide during the survey. I also considered regional coastlines that respondents were familiar with 
and, apart from a few exceptions where experts had world-wide experience, continent provided a 
good proxy to represent this information. The hypothesis was tested by performing an analysis of 
variance (ANOVA) on the data per each of the factors, followed by Tukey post-hoc tests where 
relevant, and constructing accompanying box-and-whisker plots to visualise the results. All these 
analyses were performed in R version 2.15.0 (R Development Core Team, 2012). No consistent 
biases were evident, leaving the simple conclusion that the data were highly variable; too variable to 
be meaningful or used with confidence. The proposed explanation is that threats are present on 
different types of beaches at different intensities, worldwide, and respondents will consequently 
have different perceptions of the level of impact caused by the same threat categories. Further, 
while every effort was made to provide sufficient background and context for the survey, it is 
possible that not all experts interpreted the survey instructions correctly. 
 
One additional, interesting observation was the confidence with which the sandy beach experts 
provided scores among the five criteria. To evaluate summed the number of "unsure" responses was 
summed per person for each criterion, and tested with an ANOVA and Tukey post-hoc test in R 
version 2.15.0 (R Development Core Team, 2012). Extent was the only criterion that respondents 
were confident to score; frequency to a lesser extent (Fig. A4.1), because the number of unsure 
responses in the impact, recovery and resistance criteria were all significantly higher than that of 
extent (p < 0.05 in all cases), but frequency was not significantly different from any of the other 
criteria (p > 0.05 in all cases). I tested whether this was due to respondent expertise, predicting that 
non-ecologists struggled to provide scores for these more ecologically-based criteria, but was proven 
incorrect; there was no significant difference among the factor levels (p > 0.05). The conclusion,
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Table A1.1. Summary scores for the extent, frequency, functional impact, recovery time and resistance of different threats to beaches, as evaluated by sandy beach experts 
(n = 65). Scores are presented as the median and 25
th
 and 75
th
 percentiles, with a theoretical minimum of 0 and maximum of 10. 
Threat 
Extent Frequency Functional Impact Recovery Time Resistance 
25% Median 75% 25% Median 75% 25% Median 75% 25% Median 75% 25% Median 75% 
Commercial harvesting (invertebrates) 2.0 4.0 6.0 4.0 7.0 7.0 3.0 5.0 7.0 3.0 5.0 5.0 4.0 5.0 8.0 
Bait collection/subsistence harvesting of invertebrates 2.0 3.0 5.0 3.0 5.0 7.0 2.0 3.0 5.4 2.0 4.0 5.0 3.0 4.5 7.0 
Beach grooming/cleaning 4.3 7.0 8.0 5.0 7.0 8.0 4.8 6.5 8.0 2.0 3.0 5.0 4.0 6.0 8.0 
Kelp/wrack/seaweed harvesting 3.0 5.0 7.0 2.0 5.0 7.0 3.3 6.0 8.0 2.0 3.0 5.0 3.0 6.0 7.0 
Fishing (linefishing, beach seine netting, etc) 2.0 3.0 6.0 4.0 7.0 8.0 3.0 4.0 7.0 3.0 4.0 6.2 3.0 5.0 7.0 
Diamond/mineral mining 5.0 8.0 9.0 1.0 6.0 10.0 7.0 9.0 9.0 5.0 7.0 7.5 7.0 9.0 10.0 
Groundwater extraction (e.g., for desalinization plants) 4.0 5.0 8.0 3.0 7.0 9.0 3.0 5.0 7.0 3.0 5.0 6.1 5.0 7.0 8.0 
Sand mining 5.0 8.0 10.0 4.0 7.0 8.0 5.0 8.0 9.0 4.0 6.3 7.1 6.5 8.0 9.0 
Beach driving 3.0 6.0 7.0 4.0 7.0 8.0 4.0 5.5 7.3 2.0 3.0 5.0 4.0 5.0 7.0 
Trampling 2.0 4.5 7.0 6.0 7.5 9.0 3.0 4.0 6.0 2.0 3.0 4.5 3.0 4.0 6.0 
Modification of animal behaviour (e.g., through 
ecotourism / recreational activities) 
2.0 5.0 6.0 3.0 6.0 7.8 3.0 4.0 6.0 2.0 3.0 5.0 3.0 5.0 6.0 
Coastal squeeze 7.0 8.0 10.0 7.0 9.0 10.0 6.5 8.0 10.0 6.0 7.0 8.0 7.0 8.0 9.0 
Sea-level rise (on shores without coastal development) 3.0 5.0 8.0 4.0 8.0 10.0 3.0 4.5 7.0 2.0 6.0 8.0 3.5 6.0 8.0 
Coastal development (e.g., urbanization) 8.0 9.0 10.0 8.0 10.0 10.0 8.0 8.0 10.0 6.0 8.0 9.0 7.0 8.0 10.0 
Beach nourishment 5.0 7.0 9.0 4.0 6.0 7.0 6.0 8.0 9.0 4.0 5.0 6.0 6.0 7.0 8.0 
Ocean acidification 3.3 6.0 8.5 2.0 8.0 10.0 3.0 6.0 9.0 4.0 6.0 7.4 3.8 7.0 8.0 
Rising sea temperature 4.0 6.0 8.3 3.0 8.0 10.0 4.0 5.0 9.0 4.0 6.0 8.0 5.0 7.0 8.0 
Increased storminess 5.0 8.0 9.0 4.0 6.5 8.0 4.0 6.0 8.0 3.0 5.0 6.8 4.0 6.0 8.0 
Reduced mean annual run-off 4.0 5.5 8.0 3.8 6.0 8.0 3.0 5.0 8.0 3.0 4.0 6.0 3.8 5.5 7.3 
Altered estuarine flow (due to dam construction, etc) 5.0 7.5 8.6 5.0 8.0 9.0 4.0 7.0 9.0 3.0 5.0 6.3 5.0 7.0 8.0 
Point-source organic pollution 4.0 6.0 8.0 5.0 7.0 9.0 5.0 6.0 8.0 3.0 4.0 5.0 4.0 5.5 7.0 
Point-source inorganic pollution 4.0 6.0 8.0 4.0 7.0 8.0 4.3 6.0 8.0 3.0 5.0 6.0 4.3 5.0 7.0 
Diffuse / non-point-source pollution 5.0 7.0 9.0 5.0 7.0 8.3 5.0 7.0 8.0 3.0 4.0 6.0 5.0 6.0 7.0 
Solid waste (litter) 4.0 6.0 8.0 7.0 8.0 10.0 3.0 4.0 7.0 2.0 3.0 5.0 2.0 4.0 6.0 
Alien invasives (if any known, please list in notes) 2.0 5.0 8.0 1.5 5.0 9.0 2.0 4.0 7.0 3.0 5.0 6.0 4.0 5.5 7.0 
Construction of breakwaters, piers or jetties 7.0 8.0 10.0 4.0 8.0 10.0 4.8 7.0 8.3 5.0 6.0 7.6 5.0 7.0 8.0 
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Figure A4.1. Comparison of the confidence with which experts scored threats in the different criteria, given by 
the number of unsure responses per person per criterion. Data are presented as the median (thick black line); 
25
th 
- 75
th
 percentiles (box); 75
th 
- 100
th
 percentiles (whisker); and outliers (open circles). 
 
then, was that these results suggest that there is insufficient empirical evidence on which experts 
could draw that explicitly demonstrates the impact of many of the threats to beaches, and the 
concomitant resistance and recovery by affected beaches. Consequently, it is suggested that only a 
few respondents were prepared to assign scores to these criteria. Another explanation could be that 
the scores for each criterion could vary greatly depending on local conditions and the site-specific 
intensity of the threat, making assigning a single score in each case a near-impossible task. 
 
Weights among criteria and interactions among threats 
Previous studies have indicated that scores listed under each criterion contribute differently to the 
cumulative threat score. Neslo et al. (2010), for example, used probabilistic inversion to show that 
the ecosystem's resistance to a threat contributes much more to the cumulative threat score 
compared to the other four criteria. In the present survey, experts were asked to provide a 
weighting scheme for the five criteria. These data were plotted as a box-and-whisker plot, and 
showed vastly different relative weights compared to Neslo et al. (2010). Most notably, resistance 
was the criterion that experts indicated should contribute least to the cumulative threat score, 
which is possibly a reflection of the limited confidence experts had in scoring this criterion (see Fig. 
A4.1, and explanation above).  
 
Experts were also very hesitant to fill in the section on interactions among stressors because of the 
limited empirical information on which they could base their answers, and added notes to this effect 
in the space provided for comments. Consequently it was decided that further analysis of the few 
responses that were offered would not be justified, and this should rather be identified as a key 
knowledge gap in our understanding of threats to beaches that requires future investigation. 
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Figure A4.2. The proposed relative weighting among the five criteria for the cumulative threat score, as 
suggested by experts (n = 65). Data are presented as the median (thick black line); 25
th
-75
th
 percentiles (box); 
0 - 25
th
 and 75
th
 - 100
th
 percentiles (whiskers); and outliers (open circles). 
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