Working on the daily closing prices and logreturns, in this paper we deal with the use of Hidden Markov Models (HMMs) to forecast the price of the EUR/USD Futures. The aim of our work is to understand how the HMMs describe different financial time series depending on their structure. Subsequently, we analyse the forecasting methods exposed in the previous literature, putting on evidence their pros and cons.
Introduction
Forecasting the behavior of the markets is a big issue in our society. In fact, during the last years the way of buying and selling on markets has completely changed. Since everyone can now easily access the market through an online broker, a new way of trading -called systematic trading -has rapidly spread. This trading method consists of a software which analyses the behavior of financial assets, takes decisions and then sends orders directly to the market. These new technologies led to an increasing interest in artificial intelligence tools applied in finance, e.g. Neural Networks and Hidden Markov Models (HMMs). Focusing on the latters, the first paper on HMMs applied to the forecasting of financial time series has been published by Md. R. Hassan and B. Nath in 2005 [10] . Subsequently, they studied an improved algorithm [11] and published other papers in this research field (see [9, 12, 15, 21] ). In our work we apply the different forecasting methods to our data and analyse them from a critical point of view. Our original data set consists of daily data (open, high, low, close) of EUR/USD FUTURE, starting from which we created two different data sets:
1. Daily closing prices. In particular, we use the real closing value and not the calculated one 1 ;
2. Daily logreturns. Let C t−1 and C t be yesterday's and today's closing prices 2 . Then today's logreturn can be defined as r t = log C t C t−1 .
1 The daily closing data given by the markets is not the price at which the last trade occurred but a calculated value. We have chosen to work on this data because it could be more useful for trading.
2 Even in this case we use the real closing price.
Each data set has been divided into a training set (from 2 nd January 2009 to 31 st December 2010, i.e. two years) and a test set (from 1 st January 2011 to 30 th June 2011, i.e. six months). We use the training set to build the model and the test set to evaluate the different forecasting methods (see Figure 1 and Figure 2 ). Looking at Figure 2 , the behavior of logreturns seems quite random. Thus, it will be not surprising that it is very difficult, if not impossible, to find a model to describe and predict these values. Let us show the organization of the paper in details. In Section 2, we give a brief description of Hidden Markov Models, while Section 3 is dedicated to the definition of the models. Firstly, we discuss the possible choices for the type of HMM and the issues related to its construction. Lastly, we focus on the different models obtained, in order to understand deeply how HMMs work on our data sets. The forecasting methods are explained with thorough details in Section 4, while the forecasting performance on our data and the conclusions on the mentioned techniques are described in Section 5. Finally, Appendix A groups together the different HMMs' structures and Appendix B focuses on forecasting methods and presents a graphical result of our application.
Hidden Markov Models
A Hidden Markov Model (HMM) is a first order Markov Chain, where each state is related to an observation of the data set via a conditional distribution. In general, what is unknown are the states, the transition matrix and the initial probabilities of the chain, but their values can be calculated with the use of the conditional distributions and the given data set; this fact makes the chain and its related stochastic process known as hidden 3 . In general, a HMM is characterised by the following parameters.
• N: number of states in the model;
• A: N × N transition matrix of the Hidden Markov Chain. By definition of Markov Chain, we have
where X t is the hidden process which describes the state visited at time t.
• b: a set of N emission probability density functions. Given the observation o at time t, we have
where Y t is the observable process at time t;
• π: initial state distribution, i.e.
Let us suppose that the hidden states are discrete while the observations are continuous and 1-dimensional. In particular, for each hidden state j the emission density function b j is a Gaussian Mixture Model (GMM), i.e.
where for all j = 1, . . . , N and for all k = 1, . . . , K j the function N (µ j,k , σ 2 j,k ) is a Gaussian distribution with mean µ j,k and variance σ 2 j,k and the constraint
Model definition
We use Hidden Markov Models with discrete and finite hidden states and Gaussian Mixtures as emission density functions. We suppose that the number of hidden states N is fixed and so are the numbers K 1 , . . . , K N of Gaussians of the GMMs. In our context, the observed process Y t are the daily closing prices or daily logreturns. Their distributions will be a mixture of Gaussians, whose parameter depend on the hidden process X t , which has not a physical interpretation. The first problem is to determine the parameters of the model λ using informations given by dataset. In particular, looking at the structure of the transition matrix, we have at least two ways to define different types of HMMs. The most common ones are called ergodic and left-to-right:
• Ergodic: we can move from one state to each other;
• Left-to-right: the only admitted movements are from one state into the same or the next one and we cannot turn back to visit older states.
For each data set, we build both an ergodic and a left-to-right model. The second one looks less flexible, since it puts a restriction on the transition matrix, but in a financial context not every jump of prices is so probable. The standard way to set the parameters λ of an HMM is using the Baum-Welch algorithm (BWa), an adaptation of the more general Expectation-Maximization algorithm.
Remark 3.1. A big issue of BWa is how to initialise the model before starting it. The standard method is using K-mean, a clustering algorithm. Let us describe how to initialise the ergodic and left-to-right models. The basic idea is the same but the implementation is a bit different at the first step.
• Initialisation for ergodic models: The K-mean algorithm is used at two levels. Firstly, we divide the data into N clusters (each cluster corresponds to a hidden state). Then, considering one of these classes, let us say the j-th class, we rerun the K-mean algorithm to divide it into K j classes (where K j is the number of Gaussians belonging to the mixture). The last step consists of estimating the means and variances of the K j groups and assigning these values to the corresponding Gaussian. It is worth noting that every time we use the K-mean algorithm, we obtain different clusters because of the random initialisation of the centers. The transition matrix and the initial state distribution are chosen uniform.
• Initialisation for left-to-right models: Instead of using the K-mean at the first step, we divide the data set into N temporally equal groups and then we estimate each Gaussian mixture using the K-mean algorithm. Since the BWa does not eliminate the zeros in the transition matrix, we initialise the transition matrix as an upper triangular one to have a left-to-right model.
It has been proved by J. Wu in [19] that the BWa converges to a stationary point of the loglikelihood and not necessarily to the global maxima 4 . Starting from different initial parameters, we can obtain different models. In order to improve the performances of the BWa, we have combined it to a Genetic Algorithm to maximize the loglikelihood by starting from the idea proposed in [20] .
Although we fixed the number of hidden states and of Gaussian in each mixture, their choice is actually difficult. In some fields, the hidden states have a particular meaning and so you have an idea of the prototype of the model you need. In our application, they are just an abstraction that allow us to build an HMM. There are numerous renowned methods to find the optimal number of clusters in data (e.g. Gap Statistic [17] or variational methods [7] ) within respect to different optimality concepts, but sometimes the best way is straightforward: try different values. Moreover, there are some criterions which are taken into account to choose between different models in machine learning: the Akaike's information criterion 5 and the bayesian inference criterion 6 . They evaluate the model considering both the loglikelihood and the number of free parameters; obviously, a good model has a reasonable cut-off between a high loglikelihood of the data and a small number of parameters.
After some experiments on our data, we set the number of states to N = 3 and the number of Gaussian per state to K 1 = K 2 = K 3 = 2. They are not necessarily the best parameters but by now we just want to deeply understand how HMMs work. After building them, we calculate the optimal state path using the Viterbi algorithm to find out the hidden features that have been recognized by the model. In the remaining part of this section we are going to have a deeper look to what happens when we build an HMM with one of our data sets.
Ergodic model
Let us start analyzing the ergodic model for closures. It is quite clear that different hidden states correspond to different price's levels. Moreover, if we divide the original data set into three groups depending on the Viterbi path and we create an histogram of each class, the Gaussian mixture of each state approximates that histogram. It seems that the HMM misses the temporal behavior of the time series (see Figure 3 and Figure 4 ). This is due to the K-mean algorithm used to cluster data. In fact, the K-mean is based on the Euclidean distance, so it tends to associate similar prices to the same cluster. In order to verify it, we have tried to initialize the model as a constant one, i.e. all parameters from different states are chosen equally. Even in this case, the BWa converges to a model which associates different states to different price's levels. The transition matrix has around one on the diagonal: the system is more likely to stay at the same price's level than changing it. Given different initialisations, we obtain different models but the shapes of the Gaussian mixtures are quite stable.
The ergodic model for the logreturn is similar to the previous one. The only big difference is that the transition matrix is quite uniform. This means that the model cannot find a rule for the transition between different logreturns' levels. There are some outliers on very low logreturns which are associated to the highest ones (see Figure 5 and Figure 6 ).
5 AIC = 2 · num parameters − 2 · loglikelihood. 6 BIC = −2 · loglikelihood + num parameters · log(num observations).
Left-to-right model
Regarding the closures, the Viterbi path is very similar to the initial cluster of the data. Approximately one third of the training period is associated to each hidden state. In Figure 7 , we can see that the last period is a bit longer. It can be due to the fact that the states are not enough. Changing the number of states, the periods are quite equally long.
The left-to-right model for logreturns is totally useless and uninformative. The model associates the firsts few data to the first two states, and all the other ones to the final state (see Figure 9 ). In this way, the emission density function of the third state is just a big Gaussian centered near zero (see Figure 10 ). We will not consider this model anymore.
Considerations on data set and associated models
The models created to describe the logreturns seem uninformative because the provided data is too noisy, but probably we could preprocess the data in some way. Since our aim is to study forecasting methods, we prefer to move on without focusing on any preprocessing step. We did not use the four dimensional data because it would be useless considering that the models divide the data depending on price's level. We could create a multidimensional data set for example including the volatility, but it will lead to a clustering depending again on the distance between the values of the features (for example high volatility and low prices will be associated to the same cluster and so to the same state). During the testing period, we do not recreate the model. A testing period of six months with the same model could be too long, but it is possible to rebuild the model more frequently.
Forecasting methods
We have studied three different forecasting methods, based on the previous literature.
1. Likelihood: we define similar days as the ones having similar likelihood [10, 11] .
2. Future density estimation: we estimate the density of the future observation given the previous ones. We calculate it into two different ways:
• likelihood evaluation;
• using an analytical formulae [7] .
3. Viterbi path: we evaluate the optimal path using Viterbi and then we make the model evolve from the last visited state [12] .
We evaluate the reliability of the methods using the mean absolute percentage error (MAPE). Let {y t } t=1,...,T be the real values and {ŷ t } t=1,...,T the predicted ones. Then the MAPE is defined as
We now analyze in detail the different results coming from the applications of the mentioned techniques.
Likelihood
This method has been proposed by Hassan and Nath in [10] and is based on the idea of defining similar days as the ones having similar likelihood (i.e. similar probability of happening). Let us assume we are at time T and denote the past observations with y t , t = 1, . . . , T − 1. We look fort = argmin t=1,...,T −1 |p(y T |λ) − p(y t |λ)|.
Then, the forecasted value for tomorrow will bê
where ∆ = yt +1 − yt. As we can see from the forecasted values shown in Figure 11 , sometimes the prediction is very accurate and sometimes completely wrong. At the top of Figure 12 are represented the closing values. The total period is divided into the training and test one by a vertical red dotted line. The second plot shows the likelihood of each day. Let us make some considerations about this approach. First of all, according to their definition of similarity, we assume that two days are similar if they are equally probable. In general, two events can have the same probability but they could be completely different in the values of the data. Secondly, this method does not seem very stable. Looking at the graph of the likelihood of the single observation (Figure 12 ), we can see that there can be lots of days with quite similar likelihood, and some days which have a likelihood value completely different from the others. How can we predict the future just using one day, which can be selected just because of some numeric error? Sometimes we really work with very small differences. In general, when we rebuild the model using BWa, we do not obtain exactly the same HMM. As we have already said, it is due to the random initialization of the centers in the K-mean algorithm. These small changes in the models lead to completely different forecasting values. Moreover, if we look at the plots of the likelihood of two different models, they have the same shape but different scales.
A simple way to try to limit this instability has been proposed in another article published by the same researchers [11] . They did not just look for the most similar day but for a set of past days which have a close likelihood. Then the predicted variation between today's observation and tomorrow's one is given by a weighted average of the closing changes of the days previously selected. The weight average gives grater importance to temporally near days. In this case, the different scales of the likelihoods' plot influence strongly the choice of the parameters used to define the close value of likelihood.
Future density estimation
Let Y = (y 1 , . . . , y T ) be the past observations. Then we have
The quantity p(y T +1 , Y |λ) can be estimated using the forward-backward algorithm [16] . Bishop gave a more complicated formulae in his book [7] with the application of simple properties of the probability density function:
where p(Y, x T |λ) can be calculated with the forward recursion [16] . How can we estimate a forecasted value given these densities? We can not choose the higher value because we are working with continuous densities and not discrete ones. We decide to use the mean values of the forecasted densities. Figures 13 -16 show the forecasted densities of four consecutive days up to the normalization constant 1 p(Y |λ) . We evaluated it with the two different algorithms explained and the result is the same.
Viterbi path
This method tries to replicate the evolution of the HMM. We calculate the optimal path using Viterbi Algorithm. Then, given the last state visited, we make the model evolve. We move from the last state to the most probable one and then we estimate the next observation as the mean value of the Gaussian mixture associated to this new state. The idea seems good, but what happens when we apply it to our data sets? If the model is ergodic, we simply recognize the price's level we are in and then we have to estimate the forecasted value from the Gaussian mixture. In particular, if we consider the data set which is based on closing value, the most probable state for tomorrow is the same as today's one because prices are quite continuous. If we consider the logreturns, the transition matrix is almost uniform, so there is not a most probable state to jump in. On the other hand, using a left-to-right model, the last visited state will probably be the last one, and so we will remain there without possibility of escaping.
Results and conclusions
Before making the conclusion, we report the results of the different forecasting methods. In the table below, we can see the MAPE. We do not consider the left-to-right model for logreturns because, as we have already said, it seems totally uninformative. Regarding the logreturns, we estimated them applying the different methodologies and then we calculated the forecasted closing value. The MAPE is referred to the time series of the predicted closures and not to the logreturns directly in order to make the results comparable. Let us start analyzing the forecasting methods on closing values. Density (1), density (2) and Viterbi path estimate the future value as the mean of a distribution covering a wide range of possible prices. We loose the hypothesis of continuity of prices: in general, their variations between two consecutive days are bounded. This is stressed in the left-to-right model because the range of the distribution is even wider. The error of the likelihood is smaller because we predict the future values replicating the difference in closures between two days, following the continuity of prices. The logreturns' distributions usually have a mean around zero, so the continuity kept. The random prediction is obtained by randomly generating both the sign and the amplitude of the variation (assuming that the variation can be at most 70 ticks). We can see that the error is very small, respect to the others.
CLOSING VALUE LOGRETURNS ERGODIC LEFT TO RIGHT ERGODIC
We have analyzed two different types of data, daily closes and logreturns. We looked at the advantages and disadvantages of working with them and we compared the different HMMs we can build. Logreturns have a noisy behavior, so the left-to-right model cannot find a rule that explains them and the erdogic system does not seem to describe the behavior of the logreturns. With reference to the other data set, we have understood which are the hidden features recognized in the ergodic model, i.e. the price's levels, and we have verified that the left-to-right model describes the temporal behavior of the closing values gathering each time period to a different hidden state. We tried three different approaches to forecast daily closes; the methods based on the likelihood are unstable and not mathematically founded. We reached to calculate the density distribution of the following observation given the previous ones, but the forecasting problem is still open. How can we predict future values from a density? The mean value does not give any help because gives an inaccurate estimation which does not respect the continuity of prices. Finally, we focused on the method based on the Viterbi path. Even if it seemed the more logical one, we analyzed its constraints which make it unusable for prediction. There are lots of improvements we could try to build more suitable models for our data, such as looking for a more adapt number of states and gaussians in each mixture, but the problem is that by now we do not have a good forecasting method.
A Model definition
In this appendix, we want to show the different models constructed in order to see graphically what has been explained in Section 3. Figure 3 shows the training data set divided into three classes, depending on the hidden state they have been associated to by the Viterbi algorithm. We can see that data belong to the same state if they have similar prices and it is more probable to remain in a class instead of jumping to another one. We divided the training data into the previously defined three classes and we have compared the histograms of the values with the Gaussian mixture per state in Figure 4 . We can see that the Gaussian mixtures try to approximate the histograms. 
A.1 Ergodic model, closures

A.2 Ergodic model, logreturn
As in the previous model, similar logreturns are associated to the same class (see Figure 5 ). There are also some outliers, with various low values which have been associated to the state describing the highest logreturns.n Figure 6 we can see that the Gaussian mixture in state 2 seems to be collapsed into a single Gaussian during the BWa, but there remains a low-peak gaussian with its mean around the logreturn −0.01. It is worth to note that the random-like behavior of the logeturns is reflected into the HMM structure. In fact, we can see how often the chain jumps between different states, without any informative feature. Each state seems to be as probable as each other and this makes our ergodic model for logreturns highly untrustworthy in a prediction framework. The careful readers will note the difference in value between histograms and gaussian mixtures, even if the shape is comparable. This is due to the fact that the histograms are not normalized. A.4 Left-to-right model, logreturn Figure 9 and Figure 10 clearly show that the left-to-right model for logreturns is totally uninformative. The BWa cannot sort out a temporal classification based on the data. The Viterbi path associates nearly all of the data to the last state and this is also evident from the mixtures. The first ones are very small and cover a small portion of the data while the last state has a big gaussian as observation density. The left-to-right model for logreturns is totally uninformative. The first two states collapsed on two observations, then the GMMs have singularities in these points (singularities can only be avoided with a variational formulation of the EM, that has the disasvantage to be difficult to handle with this kind of observations). The third state just covers all the remaining observations, considered as a single cluster on which the GMM is estimated, failing to assign a time structure to the logreturns. As it was mentioned before, the first to states are related to GMMs that collapsed into singularities, while the last mixture cover all the other logreturns.
A.3 Left-to-right model, closures
B Forecasting methods B.1 Likelihood
In this section we report some figures obtained using the forecasting method likelihood on the closing data and using the ergodic model. Figure 11 shows the forecasted values versus the real ones. In order to have a better understanding of how this method works, in Figure 12 we plot the closure values in the upper graph and the likelihood of the single observation in the other one. The vertical line divides the data set into the testing and training period. Figure 13 - Figure 16 show the forecasting density of four consecutive days up to a normalization constant using the ergodic model with closing data.
B.2 Future density estimation
We have already noticed that the states correspond to different price's levels. The graphs represent the densities of the days in which the prices move from one state to another. In Figure  13 the density is the one associated to the lowest prices. In Figure 14 and 15 the forecasting density is a mixture of the densities associated to the consecutive states and the transition is completed in Figure 16 . Density (1) and Density (2) Density (2) Density (1) real value Figure 13 : Forecasting density, day 13, ergodic model and closure data. 
