Fault diagnosis for fuel cell systems: A data-driven approach using high-precise voltage sensors or state space models, which are usually developed from the physical and be computed by comparing the process outputs and the outputs estimated 31 from the observer. The similar methods are also used in [10, 11] . Besides 32 designing a specific observer, the parity relation is also used for residual 33 generation procedure in a more straightforward way [12] . To carry out the 34 above mentioned three kinds of analytical model based approaches, an accu-35 rate process model of PEMFC systems is necessary. However, modeling the 36 PEMFC systems is a rather difficult task. Especially, the identification of 37 fuel cell inner parameters concerning the operation, the geometries as well 38 as the materials is difficult [13] . Even the parameters are identified, some of insufficiently suitable for wide practical applications [14] .
43
Another branch named data-driven diagnosis has been gaining increasing to be computationally efficient since it is usually implemented in some "on-
71
board" embedded system with limited computational power available [25, 26] . The proposed data-driven diagnosis strategy consists of offline and online 105 stages (see Fig. 1(a) ). The feature extraction (FDA) and the classification 106 models (SVM) are trained and tested offline. The objective of the test stage 107 is to optimize the parameters used for SVM. The trained models are imple-108 mented online to achieve the diagnosis goal. Moreover, based on the data 109 sampled online, the SVM model can be adapted online.
110
The realization process is shown in Fig. 1(b Fig. 2 ).
129
Suppose that the fuel cell stack in a concerned system is composed of M formed by the cell voltages can be determined as
The diagnosis procedure is the process of implementing this function online.
140
(a) Training data collection Fault detection and isolation is thus realized. In this case, the online sample is classified into fault 2 class.
A large dimensional number M , i.e. the single fuel cell number, may 141 9 cause a heavy burden of online computation and a reduced diagnosis power.
142
We therefore propose a two-step diagnosis procedure to solve the problem as 143 follows: a feature extraction stage to reduce the original data dimensional 144 number is carried out first, as
the classification is implemented in the feature space as
Such that the diagnosis procedure is transformed into a two-step proce- 
Principle of FDA

153
FDA is a supervised technique developed to extract the features from the 154 data in the hope of obtaining a more manageable classification problem [32] .
155
The objective of FDA is to project the data into a lower dimensional space 
178
To determine the class label of a sample z n , the following criterion is used
where G i is a smooth monotonous decreasing function, d i (z n ) is the distance 180 from z n to the ith sphere center and it can be calculated based on training original data are projected into high-dimensional space (3-dimension in this case). In the high-dimensional space, the class-specific spheres can be found through training. The class-specific spheres enclose the samples from a specific class, while excluding those from the other classes. These spheres can be seen as the class-specific boundaries in the original space.
i.e. a novel faulty mode in our case. In order to recognize the novel faulty mode, we propose to set boundaries for the spheres in high-dimension space.
187
The samples from a novel cluster can thus be detected if they are outside all 188 the closed boundaries. To realize this, the function
where R i is the radius of ith sphere, ζ 1 and ζ 2 are constants that satisfy
decreasing function with lim
It is considered that a sample z belongs more probably to the class with 194 the shortest distance from the sphere center to the sample. However, if this 195 distance is still larger than a threshold, we will consider the sample is from 196 a novel class (novel fault mode). Mathematically, the diagnosis rule is
where the threshold δ i is determined based on a calibration dataset with N i 198 elements, and a way to fix its value is to use the 3-sigma law :
with experiments the data were captured using the designed ASIC and saved into the disk of a PC. 
PEMFC platform
254
A 1 kW and a 10 kW experimental platform, which had been developed 255 in-lab, were employed to fulfill the experimental requirements (see Fig. 5 ).
256
In the hydrogen and air circuits, the temperatures, pressures, flow rates, and The platform enables us to emulate different faults artificially, and thus 
Concerned faults 269
Thanks to the home-made platforms in which a number of operating 270 parameters can be set flexibly, we experimentally simulated a variety of faults 271 that can potentially occur in different components of a PEMFC system.
272
In order to cover the possible fault types, 7 fault types involving different 273 subsystems or components were explored in this study. These faults and 274 corresponding operations are summarized in Table 3 . In addition to the Cooling water stopping fault; F 5 : High air stoichiometry; F 6 : Low air stoichiometry;
F 7 : Anode CO poisoning.
Online computational complexity
317
Since the diagnosis approach is implemented using the ASIC whose com- 
342
This results from the fact that the data in F 6 are too close to the normal 343 ones. They are mostly classified into the normal state class. state varies in the feature space ( Fig. 7(d) ). In this case, the initially trained 350 diagnosis approach may gradually lose its efficiency, i.e., the FAR increases.
351
25
To maintain the performance, we propose here an online adaptation method.
352
The online adaptation is realized via incremental learning of the SSM-SVM 
