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1. INTRODUCTION 
The purpose of this paper is to generalize a Max-Min theorem due to 
Lazer et al. [4]. Their theorem is as follows: 
THEOREM 1. Let X and Y be two closed subspaces of a real Hilbert 
space H such that X is finite dimensional and H = X @ Y (X and Y not 
necessarily orthogonal). Let f: H + R be a C2 functional and let Vf and D2f 
denote the gradient and Hessian off, respectively. Suppose that there exist 
two positive constants m, and m2 such that 
(Dff(u)h, h) < -m, II h II2 
#fWk 9 > m2 II kl12, 
for all u E H, h E X, and k E Y. Then f has a unique critical point, i.e., there 
exists a unique v0 E H, such that, Vf(v,) = 0. Moreover, this critical point is 
characterized by the equality 
In this paper we generalize this result to the case where X and Y are not 
necessarily finite dimensional. Also our conditions on the Hessian off are 
less restrictive. We obtain the existence of a unique critical point off which 
is characterized by 
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In [2], using a method which differs from ours, a certain generalization of 
Theorem 1 was given. Their results give conditions under which the existence 
of a unique critical point off can be ascertained for the case when X and Y 
are not necessarily finite dimensional. Their conditions on the Hessian off, 
however, are not as weak as those given here. Furthermore in [2] this critical 
point is not characterized as a min-max point off: 
2. THE MAIN THEOREM 
We shall present our main theorem. First, we introduce some notation. If 
H and F are two real Hilbert spaces and T: H+ F is a differentiable 
mapping, then T’(x) denotes the derivative of T at x E H. Iffy Zf + IF? is C*, 
then Vf (x) and D’f (x) denote respectively the gradient and the Hessian off 
at x E H. In this case Vf: H+ H is a C’ mapping and (Of)'(x) = D’f(x) is a 
bounded self-adjoint linear operator on Z-Z. 
The next two propositions are used in this work. For a proof of 
Proposition 1, see [6, p. 18). The proof of Proposition 2 follows from 
Proposition 1 and from [5, Theorem 2.81. 
PROPOSITION 1. Let H be a real Hilbert space and let L be a bounded 
linear operator on H. Suppose that 
(Lx, x> 2 a 11412 (1) 
for all x E H, where a is a positive real number. Then L is an isomorphism 
onto H and [(L-‘I( <a-‘. 
PROPOSITION 2. Let H be a real Hilbert space and T: H -+ H a C’ 
mapping. Let y: [0, 00) + (0, a~) be a continuous nonincreasing function such 
that 
.m 
!  
y(s) ds = co, (2) 
I 
(T’(Yk k) G r(ll YII) PII (3) 
for all y E H and all k E H. Then T is a C’ dtfleomorphism of H onto itseg 
Next we shall present our main theorem. 
THEOREM 2. Let H be a real Hilbert space and let f: H -+ R be of class 
C2. Suppose that there exist two closed subspaces X and Y such that 
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H = X @ Y and two continuous nonincreasing functions a: [0, 00) + (0, co), 
p: [O, co) + (0, al), such that 
!Ta(s)ds=m, J‘m/?(s)ds=co, (4) 
<Pf<x + y)k k) > 4 N Ii~V (5) 
forallxEX,jrEY,andkEY;and 
(D’f(x + y)k k) Q -PtIIxll) IlklIz (6) 
for all x E X, y E Y, and k E X. Then 
(a) there exists a unique u,, E H, such that Vf(u,) = 0; 
(b) fW = yy ~2 J-(x + Y) = y;~ y:; f(x + Y). 
Proof: (a) For each x E X, let g,: Y-r R be defined by 
g,(y) = f(x + y). Then g, E C’( Y, R), and for k E Y 
(Vgx(y), k) = Pf(x + Y>, k) (7) 
and hence in view of (5), 
(D2gx(y)k k) = (@/lx + y)k k) > 411 ull) IlklIz. (8) 
Then from Proposition 2 it follows that Vg, is a C’ diffeomorphism from Y 
onto Y. Thus for each x E X there exists a unique y, E Y, such that 
Vg,(y,) = 0. Let us define 4: X -+ Y by y, = ((x); then Vg,(#(x)) = 0. We 
claim that ( E C’(X, Y). To see this, let P denote the orthogonal projection 
of H onto Y. Then it is easy to see that 
Y = 0) if and only if P V’(x + y) = 0. (9) 
Next let us define E: XX Y + Y by 
E(x, y) = P Vf(x + y). (10) 
Then E is of class C’ and given any pair x0 E X, y0 E Y such that 
E(x,, y,) = 0, it follows that y, = 4(x,). If E, denotes the partial derivative 
of E with respect to y and if k E Y, we have 
E,(xo, yolk = PD2f (xo + yolk. (11) 
Clearly, E,(x,, y,): Y + Y and is a bounded linear mapping and we have 
from (11) and (5) 
(E,(x,~ ydk k) = @./Xx, + ydk k) > a(ll Y~II> II kl12, (12) 
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for all k E Y. From Proposition 1, E,(x,, ~1~) is an isomorphism onto Y. 
Then from the implicit function theorem [3, p. 1151, there exists a C’ 
mapping I$ from a neighborhood U of x,, in X into Y, such that. 
E(x, J(x)) = 0, for all x E U. Moreover, from (9) and (lo), &x) = d(x), for 
all x E U. Hence since x, was arbitrarily chosen, it follows that 6 can be 
defined over all of X. This enables us to conclude that $ E C’ (X, Y). 
Next let us define G: X-r IR by 
G(x) = A-r + 4(x)). (13) 
Using the fact that 0 is C’, it follows that G is also C’. However, we shall, in 
fact, show that G is a C* functional from X into D. To accomplish this. note 
that for h E X 
!VG(x), h) = O’f(.~ + $(x)1, h + $‘(xM). (14) 
From (9) 
(Vf(-u + 4(x)), k) = 0 (15) 
for all k E Y. Since @(X)/I E Y, it then follows that 
(VG(x), h) = (V-(x + 4(x)), h). (16) 
Let S denote the orthogonal projection of H onto X. Then S is bounded 
linear self-adjoint operator on H. For h E X, Sh = h. Then from (16) 
(VG(x), h) = (SVf(x + 4(x)). hj. (17) 
for all h E X. Equivalently, 
VG(x) = SVf(x + 4(x)). (18) 
From here we have that VG: X-1 X is a C’ mapping and therefore G: X --$ b; 
is a C2 functional. 
For h E X. 
(D’G(x)h, h) = (@j-(x + #(x))h. h) + (@/Xx + @(x)) #‘(x)h, h). ( 19) 
Recalling (15) we obtain 
(Dtf(x + $(x))(h + $‘(x)h), k) = 0. (20) 
for all x E X and k (Z Y. For the special case when k = #‘(x)h, we can use 
the fact that for each u E H D’f(u) is a self-adjoint operator on H, to obtain 
@f-(x + #(x)) $‘(x)h, h) = -(@t-Cu + #ix)) $‘(x)k @‘(xW). (2 1) 
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for all x E X and h E X. Substituting (21) into (19) yields 
(D2G(x)k h) = (@j-C-x + q%d)h +(D2f(x + 4(x)) 4’(x)k #‘(x)h). (22) 
Then from (5) and (a), 
W2’XW h) ~P(II4l) IPl12 + 4ll#(x)ll) IIl’Wl12 >P(llxll) 11~112, (23) 
for all x E X and h E X. Therefore by Proposition 2 -VG is a C’ 
diffeomorphism from X onto X. Thus there exists a unique x,, E X, such that 
VG(x,) = 0. Then from (16) there exists a unique u0 = x,, + 4(x,,) such that 
w-@O)~ h) = 0 (24) 
for all h E X. In light of (15), 
for all h E X and for all k E Y. It follows that there exists a unique u0 E H, 
such that V’(v,) = 0. 
(b) Let k E Y and x E X, then by (15) and Taylor’s formula [ 1, 
p. 2111, there exists some t E (0, 1) such that 
j-(x + )(x) + k) - f(x + 4(x)> = +(@f(x + 4(x) + rk)k, k). (26) 
Then, from (5) 
Thus 
I-(X + 9(x) + k) -.I-@ + 4(x)) 2 f4tW + HI) ll’d12. (27) 
./lx + b(x)) G f(x + #(xl + k) (28) 
for all k E Y. Now given any k E Y, we notice that one can always write 
k=+(x)+y (2% 
for some appropriate y E Y. This implies that 
.m + d(x)) = y$ J-(x + r>- (30) 
Again from Taylor’s formula and using the fact that VG(x,) = 0, we have 
that for h E X 
G(x, + h) - G(x,) = f(D2G(x, + fh)h, h) (31) 
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for some t E (0, 1). Using (23), 
G(x, + h) - G&J < - fP(II x, + th II) II hII’, (32) 
for all h E X. Then 
(33) 
Thus 
f&J = WJ = T-y y% f(x + Y)- (34) 
From (5) and (6), 
we-(x + YM, h) >P(ll4l) IIW (35) 
and 
(-m-(x + Y)k k) < -4llYIO IIW (36) 
for all x E X, y E Y, h E X, k E Y. Repeating the same argument which was 
used to construct uO, it follows that, there exists a unique u,, E H, such that, 
-Vf(u,) = 0 and 
-..(u,) = y; :i; -f(x + y). 
Then we must have that u0 = u,. Moreover, from (37), 
f(q)) = -tyg Inn -j-(x + Y) = y$ y-i; j-(x + y). (38) 
(37) 
Thus, from (34) and (38) 
f(v,) = Iny Ipf: j-(x + y) = y$IJ y; J-(x + 4’). (39) 
Remark. If in Theorem 1 we set a(s) = m, and p(s) = m,, s E [0, co), 
then it is easy to check that the conditions of Theorem 1 (even excluding X 
finite dimensional) imply the conditions of Theorem 2. Thus Theorem 1 
follows from Theorem 2. Finite dimensionality of X is thus not needed by us. 
EXAMPLE. Let X and Y be two closed subspaces of a real Hilbert space 
H, such that, H =X @ Y. Let T be a bounded linear self-adjoint operator on 
H and V: H + IR a C* functional. Suppose there exist constants p,, ,uu,, v, , v, 
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such that pi > 0, i = 1, 2, v, ,< vz, and if r = mm@, ,ruz 1, then vi E (-I; r). 
i = 1, 2. Furthermore suppose that 
m z> < --PI 11412 for all z E X, 
m z> >P2 11412 for all z E Y, 
and 
v,I<D2V(u)<v21 for all u E H, 
I is the identity operator on H. Under these conditions. the equation 
Tz + V V(z) = b, 
has a unique solution for each b E H. Furthermore, if we define f: H 
f(z) = $(Tz, z) + V(z) - (b, z), 
thenf is a Cz functional and the solution c of (43) is characterized by 
(40) 
(41) 
(42) 
(43) 
R by 
(44) 
(45) 
In fact, we have that 
V.(z) = Tz - b + V V(z), (46) 
D’f(z) = T + D’V(z). (47) 
Let m, =,u, - v2 and m2 =,u, + vi, then m, and m2 are positive constants. 
From (40), (42), and (47) we obtain that for all z E H and h E X 
(Dlf(z)k h) < -m, llhl12 (48) 
and from (41), (42), and (47) we obtain that for z E H and k E Y 
(@f(z)k k) > mz II WI’. (49) 
Thus if we set a(s) = m,, p(s) = m,. s E [0, co), we have that all the 
conditions of Theorem 2 are satisfied. It follows from this theorem the 
existence of a unique c E H, such that 
V’(c)=Tc+VV(c)-b=O, 
and such that (45) is satisfied. 
AMINMAXTHEOREM 71 
ACKNOWLEDGMENT 
The author is grateful to the reviewer for his comments which resulted in an improvement 
of this paper. 
REFERENCES 
I. R. G. BARTLE, “The elements of Real Analysis,” Wiley, New York/London/Sydney, 1964. 
2. P. W. BATES AND I. EKELAND, A saddle point theorem in “Differential Equations” (S. 
Ahmad. M. Keener, and A. C. Lazer, Eds.), Academic Press, New York, 1980. 
3. M. S. BERGER, “Nonlinearity and Functional Analysis,” Academic Press. New 
York/London, 1977. 
4. A. C. LAZER. E. M. LANDESMAN AND D. R. MEYER. On saddle point problems in the 
calculus of variations, the Ritz algorithm and monotone convergence, J. Math Anal. Appl. 
52 (1975), 594-614. 
5. M. RADULESCU AND S. RADULESCU, Global inversion theorems and applications to 
differential equations, Nonlinear Anal. Theory, Meth. Appl. 4 (1980). 95 l-965. 
6. J. T. SCHWARTZ. “Nonlinear Functional Analysis,‘* Gordon & Breach, New York. 1969. 
