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Abstract
Biases in observational data of treatments pose
a major challenge to estimating expected treat-
ment outcomes in different populations. An im-
portant technique that accounts for these biases is
reweighting samples to minimize the discrepancy
between treatment groups. We present a novel
reweighting approach that uses bi-level optimiza-
tion to alternately train a discriminator to mini-
mize classification error, and a balancing weights
generator that uses exponentiated gradient descent
to maximize this error. This approach borrows
principles from generative adversarial networks
(GANs) to exploit the power of classifiers for mea-
suring two-sample divergence. We provide the-
oretical results for conditions in which the esti-
mation error is bounded by two factors: (i) the
discrepancy measure induced by the discrimina-
tor; and (ii) the weights variability. Experimental
results on several benchmarks comparing to previ-
ous state-of-the-art reweighting methods demon-
strate the effectiveness of this approach in estimat-
ing causal effects.
1. Introduction
Causal inference deals with estimating expected outcomes
for treatments or interventions. The gold standard for causal
inference studies is randomized controlled trials (RCTs), in
which treatment and control groups come from the same
data distribution, due to a randomized treatment assign-
ment process. However, RCTs are often costly, sometimes
impractical to implement, and may raise ethical questions.
An appealing alternative is to infer expected treatment out-
comes using the abundance of observational treatment data.
Alas, in such data treatment populations are likely to differ
from each other. This difference, or bias, between treat-
ment groups and the lack of knowledge on the treatment
assignment mechanism, hinder the inference of expected
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outcomes for the treatment in the entire population.
A common approach for inferring expected treatment out-
comes from observational treatment data is by balancing
the bias between treatment groups via reweighting of the
individuals in these groups. The challenging task of comput-
ing balancing weights has applications not only for causal
inference, but also for transfer learning, and is highly related
to the field of density ratio-estimation (see Related work
section).
Motivated by the immense success of generative adversarial
networks (GANs) in producing simulated data that highly re-
sembles real world samples, we propose a novel framework
that adapts the objective of GANs to the task of generat-
ing balancing weights. Similar to GANs, our framework is
based on a two-player game that involves a discriminator
that measures the bias, or discrepancy, between two data
samples, and a generator that aims to produce data indistin-
guishable, by the discriminator, from another given dataset.
The key difference from GANs is that our data generator
produces ”new” data by reweighting a given dataset, where
the weights are obtained by a simple step of exponentiated
gradient ascent step on the discriminator loss. Using this
framework allows us to harness the complete arsenal of
classification methods to the task of generating balancing
weights. We evaluated the performance of this algorithm
on a range of published causal-inference benchmarks, and
assessed the ability to select an appropriate classifier for the
input datasets in a standard cross-validation routine.
2. Problem setup
Consider a population where each individual received a sin-
gle treatment from a finite set of treatmentsA. The received
treatment and the resulting outcome for every individual
are indicated by the variables A and Y , respectively. For
every treatment a ∈ A , Y a denotes the potential outcome
for the treatment. The variable Y a is observed only when
A = a. Let X denote the vector of observed pre-treatment
covariates used to characterize the individuals. Let D be the
distribution over (X,A, {Y a}a∈A) in the population. The
expected outcome of a treatment a ∈ A in the population is:
EY a∼D [Y a] = EX∼D(X)
[
EY a∼D(Y a|X) [Y a|X]
]
. (1)
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For brevity, we denote E [Y a] ≡ EY a∼D [Y a].
The goal of many observational studies is to estimate E [Y a]
from a finite data sample from D. However, Y a is observed
only in the subpopulation that actually received treatment
a, where the distribution over X is D(X|A = a) 6= D(X).
To overcome this hurdle, we employ the standard assump-
tions of strong ignorability: Y a ⊥ A|X , and positivity:
0 < p(A = a|X = x) < 1, ∀a ∈ A (Rosenbaum & Ru-
bin, 1983). Strong ignorability, often stated as ”no hidden
confounders”, means that the observed covariates contain
all the information that may affect treatment assignment.
These assumptions allow rewriting Equation 1:
E [Y a] = EX∼D(X)
[
EY∼D(Y |X,A=a) [Y |X,A = a]
]
.
(2)
Equation 2 suggests that E [Y a] can be estimated by a sam-
ple from the subpopulation corresponding to A = a under
the condition that its distribution over X is D(X). A com-
mon approach to handle this sampling challenge is to use a
weighting function ωa(X) such thatD(X|A = a)ωa(X) =
D(X). The weighting function that satisfies this condition
is clearly ωa(X) = D(X)D(X|A=a) =
D(A=a)
D(A=a|X) and therefore
E [Y a] = EX∼D(X|a)
[
ωa(X)EY∼D(Y |X,A=a) [Y |X,A = a]
]
.
(3)
Given a finite sample S = {(xi, ai, yi)}Ni=1 from D we
would like to produce weights wi for each i ∈ {i : ai = a}
that approximate ωa(Xi). Following Equation 3, given such
weights we estimate E [Y a] by:
Ê[Y a] =
∑
i:ai=a
wiyi . (4)
3. Background on adversarial framework for
learning generative models
The adversarial framework, which was introduced by Good-
fellow et al. (Goodfellow et al., 2014), aims to learn a
generative model of an unknown distribution Ddata using
a class of discriminators that gauge the similarity between
data distributions. This framework can be described as a
game in which a generator simulates data and a discrimina-
tor tries to distinguish samples of true data from simulate
data samples. The generator employs generative models
with an input random variable Z from a predefined distribu-
tion DZ and a deterministic mapping g(z) to the data space
X . Simulated data are generated by sampling data from DZ
and transforming them through g. At the end of each round
of the game, the generator observes the predictions of the
discriminator and updates the model for g(z). Given the
generator model g(z) the prediction model of the discrimi-
nator, d(x), attempts to minimize the expected classification
error in the real and simulated samples :
L(g, d) = Ex∼Ddata [l(d(x), 1)] + Ez∼DZ [l(d(g(z)), 0)]
(5)
where l is the loss function. Given the prediction model,
d(x), the generator attempts to maximize the expected error,
and its objective is to find
g∗ = arg max
g
(
min
d
L(g, d)
)
(6)
Examples for loss functions are the Log-loss
l(d(x), c) = c · log d(x) + (1− c) · log(1− d(x)) , which
was used in (Goodfellow et al., 2014); and the 0-1 loss 1,
l0-1(d(x), c) = 1
[
1
[
d(x) > 12
] 6= c], which was used in
(Gutmann et al., 2014; Mohamed & Lakshminarayanan,
2016) for likelihood-free inference and in (Lopez-Paz &
Oquab, 2016) for classifier two-sample tests. In the next
section we adapt the adversarial framework and its key
principle of maximizing the discrimination loss to the task
of generating balancing weights.
4. Adversarial balancing weights
In this section we present our adversarial framework for
generating balancing weights, and a novel algorithm that
applies it. Similar to GAN, our goal is to generate a sample
that resembles data coming from a distributionD(X). How-
ever, while in the original GAN framework the generated
sample is simulated by applying a transformation on unlim-
ited random data, our balancing framework is constrained
to reweight a finite samples from the distribution D(X|a).
More generally we consider the problem of reweighting a
data sample coming from a source distribution DS on X
such that it becomes indistinguishable from a sample of a
target distribution DT . The input to our problem are two
finite samples from the two distributions:
S = {xi}ni=1 ∼ (DS)n; T = {xi}n+n
′
i=n+1 ∼ (DT )n
′
.
This is a general framework for balancing with respect to
any target population; therefore, it can be used to estimate
different types of causal effects. For example, the average
treatment effect (ATE) is defined as EX∼D(X)
[
Y a=1
] −
EX∼D(X)
[
Y a=0
]
. In this case we estimate EX∼D(X) [Y a]
using DS := D(X|a) and DT := D(X). Another example
is the average treatment effect in the treated (ATT), which is
defined as EX∼D(X|A=1)
[
Y a=1
]−EX∼D(X|A=1) [Y a=0].
In the latter example, we estimate EX∼D(X|A=1)
[
Y 0
]
by reweighting a sample from the distribution DS :=
D(X|A = 0) and using D(X|A = 1) as the target dis-
tribution.
1
1 [c] is the indicator function which is 1 is predicate c if true,
and 0 otherwise.
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Figure 1. Illustration of the adverasarial balancing algorithm. The thick blue line represents the density ratio w∗(x) ≡ DT (x)DS(x) . The thin
orange line represents the estimated weights in different iterations. The bottom strip is a scatter plot of samples drawn from the target
distribution (the density in the x-axis is DT and uniform in the y-axis for visualization purpose). This strip is constant in all iterations.
The top strip shows a scatter plot of the source distribution where the size of point is proportional to its weight, thereby visualizing Sw.
The algorithm starts by uniform weights and a high bias. At each iterations the weights are updated according to a classifier that minimizes
Ln to maximize the loss in the next iteration.
4.1. Discrepancy objective
Let w(X) be a non-negative function that reweights sam-
ples from DS resulting in a new distribution, DSw(X) =
w(X)DS(X). For DSw to be a valid distribution, w(X)
must satisfy the constraint
EX∼DS [w(X)] = 1 . (7)
Using a similar loss to the one in Equation 5 and replacing
the generator distribution by DSw(X), we obtain
L(w, d) = EX∼DT [l(d(X), 1)]+EX∼DS [w(X)l(d(X), 0)]
(8)
We can confine the representation of w(X) to a family of
models and optimize the loss with respect to this family.
However, for the estimation problem defined in Equation
4, it suffices to infer point estimates of w(X) for the given
sample from DS . We denote such point estimates by wi ≡
w(xi) and use them in Equation 7 to obtain the following
normalization constraint:
1
n
n∑
i=1
wi = 1 . (9)
Similar to the constraint in 7. The discriminator error be-
comes
Ln(w, d) =
1
n′
n+n′∑
i=n+1
l(d(Xi), 1) +
1
n
n∑
i=1
wil(d(Xi), 0) ,
(10)
where w ≡ (w1, . . . , wn). Note that Equation 10 is the
empirical error of the discriminator, when the samples from
DS and DT are given the same importance. The aim of
the discriminator is to minimize the error in Equation 10.
Weights w leading to large errors of the discriminator imply
its inability to distinguish between the sample T and the
weighted samples S. We formulate the objective of the
adversarial balancing framework as solving the following
optimization problem:
w∗ = arg max
w
n ∈∆
(
min
d
Ln(w, d)
)
(11)
where ∆ be the unit simplex ∆ = {u ∈ Rn : u ≥
0,
∑n
i=1 ui = 1}.
4.2. Weight learning algorithm
To search for a solution to the max-min objective in Equation
11, we propose the following iterative process. At each step
we train a discriminator to minimize the empirical loss of
Equation 10. We then update the weights wi to increase this
loss using a single step of exponentiated gradient descent
(Kivinen & Warmuth, 1997), which maintains the weight
normalization constraint. Figure 1 illustrates this process.
We define the augmented labeled dataset by assigning a
class label 0 and weights to DS , and a class label 1 and
uniform weights to DT :{
(xi, 0;wi)
}n
i=1
⋃{
(xi, 1;wi = 1)
}n+n′
i=n+1
. (12)
Note that the uniform weights we assigned to DT will not
be modified by our algorithm. The discriminator predicts
the class label, C, of the samples in DT using a classifier
d(x) ∈ F , where F is a predefined classifier family. Recall
that the final objective of the adversarial framework is to find
w that maximizes the objective in Equation 11. Following
Equation 10, for a fixed classifier d, the generator’s loss is
linear in w and ∂Ln∂wi = l(d(xi), 0) is constant. To maximize
the objective in Equation 11, which refers to any classifier
from the considered family, we update the weights using a
single step of exponentiated gradient ascent:
wt+1i = n
wti exp
(
α · l(d(xi), 0)
)∑
j w
t
j exp
(
α · l(d(xj), 0)
) (13)
Algorithm 1 shows the complete details of the adversar-
ial framework for non-parametric generation of balanc-
ing weights. Only the weights for DS are updated, while
weights for the sample units inDT are constantly set to 1. In
each iteration the sum of weights in DS equals n, ensuring
the same importance with respect to the discriminator loss.
The predictions of the discriminator (Step 6 in Algorithm
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Algorithm 1 Adversarial balancing weights
input S = {xi}ni=1, T = {xi}n+n
′
i=n+1
parameters classifier family H, update rule for learning
rate α, number of iterations niter, loss function l
output Balancing weight vector w for DS
1: c← [ 0, 0, . . . , 0︸ ︷︷ ︸
n-times
, 1, 1, . . . , 1︸ ︷︷ ︸
n′-times
]
2: w← [ 1, 1, . . . , 1︸ ︷︷ ︸
n-times
, 1, 1, . . . , 1︸ ︷︷ ︸
n′-times
]
3: wi ← nn′wi ,∀i > n {equal class importance}
4: for niter iterations do
5: ĉ← get predictions(H, [S, T ] , c,w)
6: wi ← wi exp
(
αi · l(ĉi, 0)
)
,∀i ≤ n
7: wi ← n wi∑
j∈Ia wj
,∀i ≤ n
8: end for
9: return w[i ≤ n]
1) should preferably be obtained with cross validation, to
better approximate the generalization error in Equation 8.
The choice of the classifiers family and its hyper parameters
is important to enable us to approximate the minimal loss
defined in Equation 8 with the empirical loss in Equation
10. On the one hand, we would like to reduce the estima-
tion error of Ln due to over-fitting of the classifier. On the
other hand, the family of classifiers should be rich enough to
distinguish between ”non-similar” (weighted) datasets. In
Section 7, we describe our experiments with different classi-
fication algorithms, ranging from the low-capacity logistic
regression to the large-capacity class of neural networks.
We test the ability of our framework to tackle the challenge
of bias-variance trade-off by applying a preliminary step of
hyper-parameter selection using cross-validation, prior to
running Algorithm 1.
5. Theoretical results
In this section we provide theoretical results for the 0-1 loss
function, formulating the link between the classifier family
and the estimation error. We start with introducing the two-
sample divergence measure induced by the discriminator
error, namely the H-divergence. We use this divergence
measure in the bound we provide for the estimation error.
5.1. The two-sampleH-divergence
LetH denote the family of binary classifiers h : X → 0, 1
considered by the discriminator. Similar to (Kifer et al.,
2004; Ben-David et al., 2007; 2010) we define the H-
divergence between Sw and T as:
dH(w) = 2 max
h∈H
∣∣∣∣∣∣ 1n
n∑
i=1
wh(xi)− 1
n′
n+n′∑
i=n+1
h(xi)
∣∣∣∣∣∣ . (14)
That is, the H-divergence relies on the capacity of the hy-
pothesis classH to distinguish between examples from Sw
and T . Adapting a result from (Ben-David et al., 2007), the
following lemma links the H-divergence between Sw and
T , with the minimal error of the discriminator that attempts
to classify them, as defined in Equation 10.
Lemma 1. IfH is symmetric, that is, for every h ∈ H, the
inverse hypothesis 1− h is also inH, and the loss function
l in is the 0− 1 loss, then
dH(w) = 2
[
1−min
h∈H
Ln(w, h)
]
Proof. See appendix.
In the following we assume thatH is symmetric.
5.2. Bounds for estimation error
Suppose that DS are assigned with labels {yi}ni=1 corre-
sponding to the observed treatment outcomes Y a. Denote
fY (X) ≡ EDT [Y a|X]. In this section we provide a bound
for the estimation error for the case where fY (x) is bounded,
with MY = supx |fY (x)|. The estimation error can be de-
composed to two sources of error by adding and subtracting
terms, using EDT [Y a] = EDT (X) [fY (X)] and the triangle
inequality:∣∣∣∣∣ 1n
n∑
i=1
wiyi − EX∼DT [Y a]
∣∣∣∣∣ ≤ (15)∣∣∣∣∣ 1n
n∑
i=1
wiyi − 1
n′
N∑
i=n+1
fY (xi)
∣∣∣∣∣
+
∣∣∣∣∣ 1n′
N∑
i=n+1
fY (xi)− EX∼DT [fY (X)]
∣∣∣∣∣
The second term, which does not depend on the weights
w, relates to the approximation of the expected value of
fY (X) by a sample mean of fY (x). Following Hoeffding’s
inequality it is bounded by 2MY
√
ln 2δ
2n with probability
1−δ. For the remaining of this section we focus on bounding
the first term, which involves the weights w. We start by
decomposing this term using the triangle inequality∣∣∣∣∣ 1n
n∑
i=1
wiyi − 1
n′
N∑
i=n+1
fY (xi)
∣∣∣∣∣ ≤
∣∣∣∣∣ 1n
n∑
i=1
wi(yi − fY (xi))
∣∣∣∣∣
+
∣∣∣∣∣ 1n
n∑
i=1
wifY (xi)− 1
n′
N∑
i=n+1
fY (xi)
∣∣∣∣∣ (16)
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The first term in Equation 16 depends on the variability of
the outcome Y a given X , as well as on the weights w. We
will address this term in Theorem 1 below. The second
term in this equation depends on the difference between
the weighted average of fY (X) on S and the unweighted
average of fY (X) on T . Following Equation 14, if fY ∈ H
then this term is smaller or equal to half of theH-divergence.
The following lemma extends this observation for a larger
family than H, noted as C(H), which contains all func-
tions that can be represented by a bounded linear combi-
nation of members in H. More formally we define this
larger family as C(H) = {f : f = ∑j αjhj(x) s.t. hj ∈
H and ∑j |αj | ≤MY }.
Lemma 2. Suppose that fY ∈ C(H). Then for every S
and w,∣∣∣∣∣ 1n
n∑
i=1
wifY (xi)− 1
n′
N∑
i=n+1
fY (xi)
∣∣∣∣∣ ≤ MY2 dH(Sw, T )
Proof. See appendix.
Lemma 2 leads to the following bound:
Theorem 1. Given w and S = {xi}ni=1, If fY ∈ C(H)
then for any δ ∈ (0, 1), with probability of at least 1− δ we
have∣∣∣∣∣ 1n
n∑
i=1
wiyi − 1
n′
N∑
i=n+1
fY (xi)
∣∣∣∣∣ ≤
MY
2
dH(Sw, T ) + 2MY
√
2
∥∥∥w
n
∥∥∥2
2
ln
2
δ
Proof. Define a set of random variables Zi ∼ D(wi(Y a −
fY (xi))|xi). Each Zi is bounded by 2wiMY . Applying
Hoeffding’s inequality (Mohri et al., 2018) yields that for
any δ ∈ (0, 1), with probability at least 1− δ∣∣∣∣∣ 1n
n∑
i=1
wiyi − 1
n
∑
i=1
wifY (xi)
∣∣∣∣∣ < 2MY
√
2
∥∥∥w
n
∥∥∥2
2
ln
2
δ
See appendix for details. Following Equation 16, this
inequality together with Lemma 2 provides the desired
proof.
The first term in the bound given in Theorem 1 corresponds
to theH-divergence, which is the objective that our weights
generator aims to minimize. This implies a tradeoff induced
by selection of the discriminator. Using a rich family of clas-
sifiers allows to have a good approximation of the function
family C(H). On the other hand a compact family leads to
lowH-divergence and allows to avoid overfitting. Note that
the empiricalH-divergence can be examined after running
the algorithm and thus provide an indication of potential
errors.
The second term in this bound is dominated by
∥∥w
n
∥∥2
2
, indi-
cating the variability in the weights. Observe that wn ∈ ∆
and that minu∈∆ ‖u‖22 = 1n . This minimum is obtained
for u∗ = en , where e = (1, . . . , 1). Therefore, when the
weights are close to uniform this term converges at the rate
of
√
n. Therefore it is desirable to maintain low variabil-
ity of weights. Note that this variability is bounded by
‖u‖22 ≤ KL(u, en ), where KL is the Kullback-Leibler di-
vergence (Shalev-Shwartz et al., 2012; Beck & Teboulle,
2003) (see supplemental material). The exponentiated gra-
dient ascent, which maintains the normalization constraint
of the computed weights, has a desired property of generat-
ing weights with minimal Kullback-Leibler divergence to
previous weights (Kivinen & Warmuth, 1997). Therefore,
our algorithm is expected to produce weights that remain as
close as possible (in an entropy sense) to the initial uniform
weights.
In the supplemental material we provide a bound for the
general case in which fY is not necessarily in C(H). In this
case the bound includes an additional term corresponding
to a proximity measure of fY to C(H).
6. Related work
Inverse propensity weighting (IPW) (Rosenbaum, 1987) is
a widely-used balancing method that models the conditional
treatment probability given pre-treatment covariates. If the
model is correctly specified, then the computed weights
are balancing (Horvitz & Thompson, 1952). However, a
misspecified model may generate weights that fail to bal-
ance the biases, potentially leading to erroneous estimations.
In recent years, various methods were developed to gener-
ate weights that directly minimize the different objectives
used to measure the discrepancy between compared popula-
tions (e.g., (Hainmueller, 2012; Graham et al., 2012; Imai &
Ratkovic, 2014; Zubizarreta, 2015; Chan et al., 2016; Kallus,
2017; Zhao, 2016)). Each of these methods provides alterna-
tive solutions to the following elementary problems: (i) how
to measure the bias between two distributions, and (ii) how
to generate weights that minimize it. Some of the methods,
(e.g., (Graham et al., 2012) and (Imai & Ratkovic, 2014)), fit
propensity score models with balance constraints, to guaran-
tee that even if the propensity model is misspecified, these
balancing constraints are met. The other algorithms, in-
cluding the one presented here, are designed to minimize a
selected imbalance measure without considering the related
propensity scores.
A widely used criterion for assessing the imbalance be-
tween two treatment groups is the standardized difference
in the mean of each covariate (Rosenbaum & Rubin, 1985).
Many of the algorithms, such as (Hainmueller, 2012; Imai &
Ratkovic, 2014; Chan et al., 2016), focus on minimizing the
difference between the first-order moments of the covariates
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or their transformations. The algorithm in (Kallus, 2017)
uses the maximum mean discrepancy (MMD) measure (see
(Gretton et al., 2007) for definition), which can account for
an infinite number of higher order moments based on ker-
nel methods. Very recently, an independent study (Kallus,
2018) presented a similar idea of using GANs to generate
balancing weights. However, the discrepancy objective, the
weights model, and the entire algorithm in this study differ
from the ones we introduce in this paper.
The problem of finding balancing weights has been studied
in the field of density ratio estimation (Sugiyama et al.,
2012a;b; Mohamed & Lakshminarayanan, 2016). A similar
problem has also been studied in the context of transfer
learning under the assumption of covariate shift, where the
task is to learn a prediction model from a labeled training
data drawn from a source domain different from the target
domain (Huang et al., 2007; Sugiyama et al., 2008; Mansour
et al., 2009).
Our algorithm, and the other weighting methods we re-
viewed above, balance covariates without using outcome
data. The resulting balanced data may be used for sub-
sequent causal inference analysis involving multiple out-
comes. Other state-of-the-art methods for causal inference,
such as BART (Chipman et al., 2010) and Causal Forests
(Wager & Athey, 2017) focus on training outcome models
that allow causal inference for a specific outcome. Finally,
there are causal inference methods that combine a treat-
ment assignment model with an outcome model, such as the
augmented inverse probability weighting (AIPW) (Robins
et al., 1994; Scharfstein et al., 1999; Robins, 2000; Glynn &
Quinn, 2010). Recent works in causal inference that took
this approach use deep neural networks for learning a new
representation of the data that improves outcome prediction
on one hand, and on the other hand minimizes the discrep-
ancy between the source and target data (Johansson et al.,
2016; Shalit et al., 2017). The approach of learning a rep-
resentation that minimizes the discrepancy between source
and target domains in an adversarial manner, while optimiz-
ing label prediction, has recently become very popular in
transfer learning, with vast applications in computer vision
(Ganin et al., 2016; Tzeng et al., 2017).
7. Experiments
We evaluated our adversarial weighting method on three
previously published benchmarks of simulated data by
”plugging-in” various classifiers. We compared our method
to IPW with the same classifier, and tested against more re-
cent methods for balancing weights. We focused on methods
that do not use information on the outcome for estimating
the weights.
7.1. Experimental setting
The results reported in this section are based on the zero-
one loss function. We considered the following ”plug-in”
classifiers as the discriminator: LR: Logistic regression
(default parameters by Scikit-learn); SVM: a support
vector machine with RBF kernel (default parameters by
Scikit-learn); MLP: a multilayer perceptron with 1-3
internal layers. The number of nodes in each internal layer
is set to twice the number of variables in the input layer.
The exact number of internal layers is selected as the one
that minimizes the zero-one prediction error (generaliza-
tion error) evaluated in a 5-fold cross-validation procedure;
LR/SVM/MLP: a classifier that is selected from the previ-
ously described classifiers as the one minimizing the zero-
one prediction error evaluated in a 5-fold cross-validation
procedure.
Note that for the classifiers MLP and LR/SVM/MLP, the
configuration is set once before running the weighting al-
gorithms. We used a decaying learning rate α in Algorithm
1: αt+1 = 11+0.5·t and limited the number of iterations T
to 20. Finally, to speed running times we configured the
function get predictions in Step 5 of Algorithm 1 to return
train predictions.
We compared the results of Algorithm 1 to the results
obtained by the following weighting methods: IPW:
The straightforward inverse propensity weighting, with-
out weight trimming or other enhancements. We tested
IPW with the same classifiers we used for the adversarial
algorithm; CBPS: Covariate Balancing Propensity Score
(CBPS) (Imai & Ratkovic, 2014), using its R package
(Fong et al., 2014); EBAL: Entropy balancing (Hainmueller,
2012), using its R package (Hainmueller & Hainmueller,
2014); MMD-V1, MMD-V2: An algorithm for minimizing
the maximum mean discrepancy (MMD) measure using an
RBF kernel (Kallus, 2016; 2017). In MMD-V1 the RBF
scale parameter was set to 1. MMD-V2 includes a prelimi-
nary step for selecting the RBF scale and a regularization
parameter (Kallus, 2016). We implemented MMD-V1 and
MMD-V2 using the quadprog Python package.
7.2. Benchmarks
We evaluated and compared the different weighting methods
on the following benchmarks:
Kang-Schafer benchmark (Kang & Schafer, 2007): The
data includes four independently normally distributed co-
variates: X1, X2, X3, X4 ∼ N(0, 1). The outcome covari-
ate Y is generated as Y = 210 + 27.4X1 + 13.7X2 +
13.7X3 + 13.7X4 +  where  ∼ N(0, 1). The true propen-
sity score is p(A = 1|X1, X2, X3, X4) = expit(−X1 +
0.5X2 − 0.25X3 − 0.1X4) . The outcome Y is observed
only for A = 1. The simulation includes two scenar-
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(a) Kang-Schafer benchmark (b) Circular benchmark
Figure 2. Comparison of weighting algorithms: CBPS, EBAL, MMD and the adversarial algorithm. We compare the adversarial algorithm
with two different classifiers: logistic regression (LR) and LR/SVM/MLP. The latter corresponds to the adversarial algorithm with
a preceding step of model selection from (i) logistic regression (LR), (ii) support vector machine with RBF kernel (SVM), and (iii)
multi-layer perceptrons MLP. MLP corresponds to MLPS with 1/2/3 layers, respectively chosen by cross-validation. Horizontal lines
represent 95% confidence intervals computing using bootstrapping.
Figure 3. Comparison on ACIC benchmark
ios. In the first, the covariates (X1, X2, X3, X4) are ob-
served, while in the second the covariates actually seen,
(X ′1, X
′
2, X
′
3, X
′
4), are generated as: X
′
1 = exp(X1/2),
X ′2 = X2/(1+exp(X1))+10,X
′
3 = (X1∗X3/25+0.6)3,
and X ′4 = (X2 + X4 + 20)
2. As Y is observed only for
a biased selection of the data, the task in this benchmark
is to estimate the expected potential outcome E(Y1) for
the entire population. In this case we apply Algorithm 1
once to balance the subpopulation of A = 1 with the en-
tire population. We generated 5 paired datasets, where
each pair corresponds to the 2 scenarios, for data size
n = 200, 500, 1000, 2000, 5000. Each of the datasets in-
cludes 100 random replications. Paired datasets are based
on the same randomized covariates (X1, X2, X3, X4).
Circular benchmark: These simulations are based on
the example given in (Kallus, 2016) with a minor mod-
ification to accommodate estimation of ATE. The sim-
ulations follow a scenario with two covariates X1 and
X2 independently drawn from a uniform distribution on
[−1, 1]. The true propensity score is p(A = 1|X1, X2) =
0.95/(1 + 3√
2
‖(X1, X2)‖2). The potential outcomes Y 0
and Y 1 are independently normally distributed with means
‖X‖22 − X1/2 − X2/2 and ‖X‖22, respectively, and with
a standard deviation of
√
3. We generated 5 datasets, each
with 100 random replications, for this scenario with data
size n = [200, 500, 1000, 2000, 5000].
ACIC benchmark: The Atlantic Causal Inference Con-
ference (ACIC) benchmark (Dorie et al., 2017) includes
77 datasets, simulated with different treatment assignment
mechanisms and outcome models. All the datasets use the
same 58 covariates with 4802 observations derived from
real-world data. These simulations accounted for various
parameters, such as degrees of non-linearity, percentage
of patients treated, and magnitude of the treatment effect.
Each of the 77 datasets includes 100 random replications
independently created by the same data generation process,
yielding 7700 different realizations in total. For a complete
description of this benchmark, see (Dorie et al., 2017).
7.3. Results
For all considered classifiers, the adversarial algorithm out-
performed its counterpart IPW in most of the tests, in par-
ticular on the large sample size (see Figure A.1 in the sup-
plemental material ).
Figure 2 shows the results of Algorithm 1, CBPS, EBAL,
MMD-V1 and MMD-V2 on the Kang-Schafer and Circular
benchmarks. As a reference, we selected two classifiers
for the adversarial algorithm: LR being the simplest clas-
sifier and LR/SVM/MLP for its ability to adapt to the data.
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As shown, in the Kang-Schafer benchmark, ADV-LR out-
performs CBPS, EBAL, and both versions of MMD. In
the Circular benchmark, MMD-V1 and ADV-SVM outper-
formed all compared methods, possibly because it employs
Gaussian kernels that can handle the circular contours of the
propensity function. Note that the performance of all classi-
fiers improves with data size, and becomes more similar in
the final point (n=5000).
Figure 3 presents the results on the ACIC benchmark. These
results also support our previous observation that the adver-
sarial framework is better at exploiting classifiers than the
IPW method. This plot also provides some evidence for
the robustness of the cross-validation procedure, as ADV-
LR/SVM/MLP steadily remains one of the top-performing
methods. Finally, even our weakest variant ADV-LR exhib-
ited performance superior to CBPS and EBAL, and results
comparable to MMD-V2.
We see that each benchmark had a different classifier that
obtained the best results in the adversarial framework, with
ADV-LR excelling in the Kang-Schafer benchmark, ADV-
SVM in the Circular benchmark, and ADV-MLP in ACIC.
However, in all three benchmarks, LR/SVM/MLP was the
second-best performing classifier, suggesting that it is more
robust in unknown scenarios.
8. Discussion
We introduced an adversarial framework for generating bal-
ancing weights, which uses a classifier family for measuring
the discrepancy between two data samples, and exponen-
tiated gradient ascent, to compute weights that minimize
this divergence. Our theoretical results for the estimation
error provide further motivation for (i) obtaining weights
that maximize the minimal classification error with 0-1 loss
for the two samples; and (ii) using exponentiated gradient
descent for generating normalized weights that optimize this
objective while keeping themselves close to uniform. Our
experimental results provide additional support for the ef-
fectiveness of exponentiated gradient descent in generating
weights that lead to estimates with smaller variance. This
setup allows us to easily plug-in a plethora of classifica-
tion algorithms, each corresponding to a different classifier
family, into our framework.
The selection of the classifier family clearly affects the sensi-
tivity of the discriminator in identifying biases between the
samples. Low capacity classifier families may weaken the
ability of the discriminator to distinguish important biases,
while higher capacity families will result in large discrep-
ancy measures even when the samples are balanced. Note
that a classification algorithm may use an objective different
than the discriminator’s error for selecting the best classi-
fier. In this case we assume it may still be used in practice
under the assumption that the selected classifier highly cor-
relates with the classifier that would have been selected by
the discriminator. In particular, classifiers that incorporate
regularization in their objective will have less over-fitting
for stronger regularization, yielding a reduced sensitivity
of the discriminator, and consequently smaller discrepancy
measures.
Selecting a classifier family with an appropriate sensitivity
level is a challenging task. We applied a heuristic that
uses cross-validation to select the classification algorithm
with the lowest estimated generalization error, under the
assumption that models with larger generalization error may
be either over-sensitive when the error is due to over-fitting,
or not sensitive enough when the error is due to large bias.
The experiments we conducted on different benchmarks
may provide a support for this approach, as the adversarial
algorithm with auto-select classifier always ranked second.
A future research direction is to improve classifier selection
so it reaches comparable results to the first ranked classifier.
The discrepancy measure induced by the discriminator is
determined not only by the choice of the classifier fam-
ily but also by the loss function. When the log loss is
used and the family of classifier has enough capacity, then
the induced discrepancy measure approximates the Jensen-
Shannon divergence (Goodfellow et al., 2014). The dis-
crepancy measures induced by the 0-1 loss, can be viewed
as integral probability metrics (IPMs) , which are defined
with respect to a family, F , of real-valued bounded func-
tions (Sriperumbudur et al., 2012): IPMF (DS ,DT ) ≡∣∣supf∈F EX∼DS [f(X)]− EX∼DT [f(X)]∣∣. Discrepancy
measures that can be presented as IPMs include the Wasser-
stein distance (also known as Earth-Mover distance) and
MMD (Sriperumbudur et al., 2012). There are extensions of
GANs where the discriminator is replaced by a two sample-
test corresponding to the Wasserstein distance (Arjovsky
et al., 2017) and the MMD distance (Li et al., 2015; Dzi-
ugaite et al., 2015; Li et al., 2017). A future work would
be to adapt our framework for estimating these discrepancy
measure and minimize them with exponentiated gradient
descent.
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A Appendix
A.1 Proof of lemma 1
Proof. Due to the symmetry of H and using ∑ni=1 wi = n we have
max
h∈H
 1n
n∑
i=1
wih(xi)− 1
n′
n+n′∑
i=n+1
h(xi)

= max
1−h∈H
−
 1n
n∑
i=1
wih(xi)− 1
n′
n+n′∑
i=n+1
h(xi)
 = maxh∈H
∣∣∣∣∣∣ 1n
n∑
i=1
wih(xi)− 1
n′
n+n′∑
i=n+1
h(xi)
∣∣∣∣∣∣
And on the other hand we have
1
n
n∑
i=1
wih(xi)− 1
n′
n+n′∑
i=n+1
h(xi)
=
1
n
n∑
i=1
wi − wi1 [h(xi) = 0]− 1
n′
n+n′∑
i=n+1
h(xi)
= 1−
 1
n
n∑
i=1
wi1 [h(xi) = 0] +
1
n′
n+n′∑
i=n+1
1 [h(xi) = 1]

= 1− Ln(w, h)
Combining the two results concludes the proof.
A.2 More details on Theorem 1
We can consider yi as a random variable whose expected value is fY (xi). There-
fore the random variable wiyi − wifY (xi) has an expected value of zero. Note
that wiyi−wifY (xi) ∈ [−2MY wi, 2MY wi]. Using Hoeffding’s inequality we get:
P
( |∑i wi(yi − fY (xi))|
n
≥ 
)
≤ 2 exp
(
− 2n
22∑n
i=0(4MY wi)
2
)
= 2 exp
(
− 
2
8M2Y
∥∥w
n
∥∥2
2
)
Suppose this probability to δ = 2 exp
(
−2
8M2Y ‖wn ‖22
)
and solving for  gives
−2
8M2Y
∥∥w
n
∥∥2
2
= ln
δ
2
=⇒ 2 = 8M2Y
∥∥∥w
n
∥∥∥2
2
ln
2
δ
=⇒  = 2MY
√
2
∥∥∥w
n
∥∥∥2
2
ln
2
δ
Then with probability of 1− δ
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1n
∣∣∣∣∣∑
i
wiyi −
∑
i
wifY (xi)
∣∣∣∣∣ < 2MY
√
2
∥∥∥w
n
∥∥∥2
2
ln(
2
δ
) (1)
Proof of Lemma 2
Suppose that fY (x) =
∑
j αjhj(x). Then
∣∣∣∣∣ 1n
n∑
i=1
w(xi)fY (xi)− 1
n′
N∑
i=n+1
fY (xi)
∣∣∣∣∣ =
∣∣∣∣∣∣ 1n
n∑
i=1
w(xi)
∑
j
αjhj(xi)− 1
n′
N∑
i=n+1
∑
j
αjhj(xi)
∣∣∣∣∣∣
=
∣∣∣∣∣∣
∑
j
αj
(
1
n
n∑
i=1
w(xi)hj(xi)− 1
n′
N∑
i=n+1
hj(xi)
)∣∣∣∣∣∣
≤
∑
j
|αj |
∣∣∣∣∣ 1n
n∑
i=1
w(xi)hj(xi)− 1
n′
N∑
i=n+1
hj(xi)
∣∣∣∣∣
≤
∑
j
|αj |max
h
∣∣∣∣∣ 1n
n∑
i=1
w(xi)h(xi)− 1
n′
N∑
i=n+1
h(xi)
∣∣∣∣∣
=
1
2
MY dH(w)
A.3 Proof of ‖u‖22 ≤ KL(u ‖ en) (for completeness)
Let ∆ be the unit simplex ∆ = {u ∈ Rn : u ≥ 0, ‖u‖1 = 1}. Let e =
(1, ..., 1). Note that en ∈ ∆. Let ψe be the entropy function defined by ψe(u) =∑n
i=1 ui lnui. The entropy function ψe is known to be 1-strong convex on ∆
(e.g., see [Shalev-Shwartz et al.(2012), Beck & Teboulle(2003)Beck and Teboulle]).
Additionally, en = arg minu∈∆ ψe(u) and ψ(
e
n ) = − ln(n).
Lemma 1. [Shalev-Shwartz et al.(2012), Beck & Teboulle(2003)Beck and Teboulle]
For every u ∈ ∆
ψe(u) + ln(n) ≥ 1
2
∥∥∥e
n
− u
∥∥∥2
1
We now show that the relative entropy, also known as the KL-divergence, of
u w.r.t. to the uniform vector en is an upper bound for L2 norm of u. Minimizing
one will minimize the other...
KL(u‖e
n
) ≡
n∑
i=1
ui log(ui) +
n∑
i=1
ui ln(n) = ψe(u) + ln(n) ≥ 1
2
∥∥∥e
n
− u
∥∥∥2
1
≥ 1
2
∥∥∥e
n
− u
∥∥∥2
2
2
A.4 Proof of
∣∣∣ 1n′ ∑Ni=n+1 fY (xi)− Ex∼DT [fY (X)]∣∣∣ ≤ 2MY√ ln 2δ2n
(for completeness)
Using Hoeffding’s equality:
P
(∣∣∣∣∣ 1n′
N∑
i=n+1
fY (xi)− EX∼DT [fY (X)]
∣∣∣∣∣ ≥ 
)
≤ 2 exp
(
− n
′2
2M2Y
)
Let compute  when this probability is δ:
2 exp
(
− n
′2
2M2Y
)
= δ =⇒ n
′2
2M2Y
= ln(
2
δ
) =⇒  = 2MY
√
ln( 2δ )
2n′
A.5 Relaxation of Theorem 1 for general response func-
tions
To explore the relationship between the discriminator family recall that C(H)
is the family of all functions that can be approximated by a bounded lin-
ear combination of members in H. More formally, let C(H) = {f : f =∑
j αjhj(x) s.t. hj ∈ H and
∑ |αj | ≤ MY }. Let UX be the union of the sup-
ports of D̂S and D̂T . For any function f(x) denote the difference of empirical
means by
∆E[Sw, T ; f ] =
∣∣∣∣∣ ∑
x∈UX
(
D̂Sw(x)− D̂T (x)
)
f
∣∣∣∣∣ .
Note that dH(Sw, T ) = maxh∈H∆E[Sw, T ;h]. Let f∗Y = arg minf∈C(H) ∆E[Sw, T ; fY−
f ], that is, f∗Y (x) is a member from C(H) having the closest ∆E[Sw, T ; ·] value
to that of fY (x). The crux of the adversarial objective is illustrated by a bound
on the difference between the weighted source mean and the target mean. This
bound depends on the distance between the outcome function and C(H) as well
as on the H-divergence. Specifically,
Lemma 2. For every S and w∣∣∣∣∣ 1n
n∑
i=1
wifY (xi)− 1
n′
N∑
i=n+1
fY (xi)
∣∣∣∣∣ ≤ ∆E[fY − f∗Y ] +MY dH(Sw, T )
3
Proof.∣∣∣∣∣ 1n
n∑
i=1
w(xi)fY (xi)− 1
n′
N∑
i=n+1
fY (xi)
∣∣∣∣∣
=
∣∣∣∣∣ ∑
x∈UX
(D̂Sw(x)− D̂T (x))fY (x)
∣∣∣∣∣
≤
∣∣∣∣∣ ∑
x∈UX
(D̂Sw(x)− D̂T (x))(fY (x)− f∗Y (x))
∣∣∣∣∣+
∣∣∣∣∣∣
∑
x∈UX
∑
j
(D̂Sw(x)− D̂T (x))hj(x)αj
∣∣∣∣∣∣
= ∆E[fY − f∗Y ] +
∣∣∣∣∣∣
∑
j
αj
∑
x∈UX
(D̂Sw(x)− D̂T (x))hj(x)
∣∣∣∣∣∣
≤ ∆E[fY − f∗Y ]+ ≤
∑
j
|αj |
∣∣∣∣∣ ∑
x∈UX
(D̂Sw(x)− D̂T (x))hj
∣∣∣∣∣
This lemma leads to the following bound:
Theorem 1. Given a sample S ≡ {xi}ni=1 and a corresponding weights vector
w, for any δ ∈ (0, 1), with probability of at least 1− δ we have∣∣∣∣∣ 1n
n∑
i=1
wiyi − 1
n′
N∑
i=n+1
fY (xi)
∣∣∣∣∣ ≤ 2MY
√
2
∥∥∥w
n
∥∥∥2
2
ln
2
δ
+∆E[fY−f∗Y ]+
MY
2
dH(Sw, T )
Proof. Combining Equation 16 with the Hoefdings inequality and Lemma 2
gives the desired result.
A.6 More experimental results
See figures for a comparison of Adversarial and IPW with the same classifier
family.
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(a) Kang-Schafer benchmark (b) Cirulcar benchmark
Figure A.1: Comparison of Adversarial and IPW with the same classifier fami-
lies. Horizontal lines represent 95% confidence intervals computing using boot-
strapping. Adversarial weighting algorithm versus IPW with different classifiers:
logistic regression (LR), support vector machine with RBF kernel (SVM), and
multi-layer perceptrons MLP. MLP corresponds to MLPS with 1/2/3 layers, re-
spectively chosen by cross-validation. LR/SVM/MLP indicate a preceding step
of model selection, prior to running IPW or ADV.
Figure A.2: Comparison of Adversarial and IPW on the ACIC benchmark
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