and Range =[0, ) or (e) l> lo, then the existence interval is finite and u(I/2, t)a as t T-for some 1. In [3] ,. Kawarada [1] , [2] , [5] have considerably sharpened and extended Theorem 1. Among other things, they have shown that for the more general equation (2.1) in the next section, there is a number 10 < such that (a) if < lo, the solution exists for all 0; and (b) if > 10, the solution is defined only on a finite interval [0, T), and u (1/2, t) 1-as T from below.
The behavior at lo was not determined, however, and it is the purpose of this paper to do so. The result appears in Theorem 3.
2. The equations are: (2.2) . In this case, u(., t) approaches uniformly from below the smallest weak stationary solution as c.
Proof. Suppose f is a weak stationary solution of (3.1) and (3.2) and w =f-u. Then w satisfies at x 1/2 (for some u0 between f and u):
w(x, 0) =f(x), w(0, t) 0, w(1, t) 0, and (5. 3) w(//2, t)-> 0.
It follows from the maximum principle (Theorem 4, p. 173 of [5] ) (applied for x (0,//2), and x (1/2, l)) that w -> 0.
We will first show that u must exist for all -> 0: Since w u is nonpositive and 4(f)-4(u) is nonnegative, it follows from (5.1) that wx(x, t)<=O except possibly at x 1/2. However, w exists and is continuous everywhere; furthermore, it follows from Lemma 1 (d) that Wx is zero at x 1/2. It is an amusing exercise in elementary calculus to Actually, for our choice of initial values, x =//2 if T < .
show that this implies that w is maximized at x I/2. If there is a T such that u is defined only for O<-t<T, then Lemma 1 implies that limt_.7--u(l/2, t)=a and the above argument implies that limt_7--u(x, t)=/(x) uniformly in x. We will show this cannot where we have set g(x) limt_, u(x, t) <= a. We claim that J(x) 0 for all x. In view of (6.1) and the fact that ut > 0, we have that J => 0. But if for some x, we have J(x) > 0, then it follows easily that F(x, t) would increase without bound as c, and examination of the definition of F reveals that u would reach a in finite time, contrary to assumption. Therefore, J(x)= 0. Rewriting this, we have that g is a solution of (3.1) and (3.2 Proof. Let f be a weak solution. It is easy to show that f must be symmetric about x 1/2, and that fx(l/2)= 0. On the interval where f satisfies (3.1) and (3.2), f must lie on a level surface of the Hamiltonian "energy" function associated with (3.1); that is, On the other hand, suppose there is a number c e R such that (10) holds. Let f be the unique solution of (3.1) with f(0) 0 and f(0) (2c) /. Then f is defined for all x such that f(x) < a, and f satisfies (7) (7) and is twice differentiable except at I/2, and therefore is a weak stationary solution of (2.1) and (2.2), but not a strong stationary solution.
Example 1 (Kawarada) . We examine (1.1)-(1.3), the case where b(u) ( follows that v reaches a in finite time.
