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MINKOWSKI VALUATIONS UNDER VOLUME CONSTRAINTS
JUDIT ABARDIA-EVE´QUOZ, ANDREA COLESANTI, AND EUGENIA SAORI´N GO´MEZ
ABSTRACT. We provide a description of the space of continuous and translation invariant
Minkowski valuations Φ : Kn → Kn for which there is an upper and a lower bound for
the volume of Φ(K) in terms of the volume of the convex body K itself. Although no in-
variance with respect to a group acting on the space of convex bodies is imposed, we prove
that only two types of operators appear: a family of operators having only cylinders over
(n − 1)-dimensional convex bodies as images, and a second family consisting essentially
of 1-homogeneous operators. Using this description, we give improvements of some known
characterization results for the difference body.
1. INTRODUCTION
An inequality between two geometric quantities associated to a convex body is called affine
isoperimetric inequality if the ratio of these two quantities is invariant under the action of
all affine transformations of the convex body. Affine isoperimetric inequalities have always
constituted an important part of convex geometry and have found numerous applications to
different areas, such as functional analysis, partial differential equations, or geometry of num-
bers (see [41]). Moreover, affine isoperimetric inequalities are usually stronger than their
Euclidean counterparts.
Three of the best known affine isoperimetric inequalities associated to operators between
convex bodies are: the Rogers-Shephard inequality, associated to the difference body; the
Busemann-Petty centroid inequality, associated to the centroid body; and the Petty projection
and Zhang inequalities, associated to the projection body. One of the first and most relevant
applications of these inequalities was given by Zhang [67], who obtained an affine version of
the Sobolev inequality from (an extension of) the Petty projection inequality. Ten years later,
Haberl and Schuster [26, 27] generalized it to an asymmetric affine Lp-Sobolev inequality by
using the characterization of the Lp-projection bodies previously obtained by Ludwig [35] in
the context of the so-called Lp-Minkowski valuations. For further results in this direction we
refer to [57, Section 10.15], [16, 28, 29, 39, 40, 42–44, 63], and references therein.
In the present paper, we initiate a study aiming at a deeper understanding of the rela-
tionship between affine isoperimetric inequalities and characterization results for Minkowski
valuations, by taking the converse direction of Haberl and Schuster [26] and classifying, given
an affine isoperimetric inequality, all continuous (and translation invariant) Minkowski valu-
ations by which it is satisfied. In this paper, we focus on the affine isoperimetric inequality
associated to the difference body operator.
We denote by Kn the space of convex and compact sets (convex bodies) in Rn. The differ-
ence body operator D : Kn −→ Kn is defined by
(1) DK := K + (−K),
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where −K := {x ∈ Rn : −x ∈ K} and + denotes the Minkowski or vectorial sum. Notice
that the ratio
Vn(DK)
Vn(K)
is invariant under affine transformations of Rn (here Vn denotes the n-dimensional volume).
The affine isoperimetric inequalities associated to the difference body read as follows
(RS) 2nVn(K) ≤ Vn(DK) ≤
(
2n
n
)
Vn(K), ∀K ∈ K
n.
For convex bodies with non-empty interior, equality holds in the upper inequality exactly ifK
is a simplex, and convex bodies symmetric with respect to the origin (i.e., K = −K) are the
only optimizers of the lower inequality. The lower bound follows from a direct application of
the Brunn-Minkowski inequality (see [57]) and the upper bound was proved by Rogers and
Shephard in [51] (see also [15, 52] for other proofs and related inequalities).
We study in this paper the operators Φ : Kn −→ Kn satisfying an (RS) type inequality,
that is, operators such that the volume of the image of a convex bodyK is bounded uniformly,
from above and from below, by a multiple of the volume of K (see Definition 1.1). We will
always assume these operators to be continuous and Minkowski valuations.
In the framework of convex geometry, an operator Z : Kn −→ (A,+) is a valuation if
(2) Z(K) + Z(L) = Z(K ∪ L) + Z(K ∩ L)
for every K,L ∈ Kn such that K ∪ L ∈ Kn. Here (A,+) denotes an Abelian semigroup.
Valuations have developed as particularly important objects in convex geometry since
Dehn’s solution to the Third Hilbert problem. Probably the best known result in the theory of
valuations is the characterization by Hadwiger [30] of the intrinsic volumes as a basis of the
space of continuous and motion invariant valuations taking values in R. The interested reader
is referred to [5, 8, 19, 46, 47] and [57, Chapter 6] for valuable and detailed surveys about the
state of the art of the theory of real-valued valuations. We refer also to [6, 9, 10, 38] for fur-
ther recent results in this area. Apart from the real-valued case, there has been an increasing
interest in valuations having other spaces as codomain. Examples of these are, among others,
the space of matrices, tensors, area and curvature measures, and various function spaces (see
e.g. [11, 25, 36, 37, 65, 66]).
Minkowski valuations are those taking values inKn endowed with the Minkowski addition.
In other words, Φ : Kn −→ Kn is a Minkowski valuation if (2) holds for every pair of convex
bodies K and L such that K ∪L ∈ Kn, and the Minkowski addition is taken on both sides of
the equality. As stated before, they will be the main object of study of this work.
One of the most pursued scopes in the theory of valuations amounts to characterize classical
and new objects from the realm of convex geometry, as valuations with specific additional
properties. These additional properties are usually of two types:
(i) topological: continuity or semi-continuity with respect to the standard topology on
Kn;
(ii) algebraic-geometrical: covariance or contravariance with respect to the action of
some group of transformations of Kn, such as the group of translations, GL(n) or
SO(n).
In this paper we aim to use a property of a different nature: a metric-geometrical property,
namely the fulfillment of the following volume constraint, recently introduced in [3] (see also
[4, 17]).
Definition 1.1. Let Φ : Kn −→ Kn be an operator. We say that Φ satisfies a volume con-
straint (VC) if there are constants cΦ, CΦ > 0 such that
(VC) cΦVn(K) ≤ Vn(Φ(K)) ≤ CΦVn(K), ∀K ∈ K
n.
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In [4], the following characterization result for the difference body operator was obtained,
based on (VC).
Theorem A ([4]). Let n ≥ 2. An operator Φ : Kn −→ Kn is continuous, GL(n)-covariant,
and satisfies the upper bound in the (VC) condition if and only if there are a, b ≥ 0 such that
Φ(K) = aK + b(−K) for every K ∈ Kn.
This theorem belongs to a very recent and rapidly developing theory of classification results
in convex geometry, without the notion of Minkowski valuation but under other natural, and
very general, properties such as symmetrization. Some of these general results yield as a
corollary a characterization of the difference body operator. We highlight in the following the
first of them and refer the reader to [12, 21, 22, 48] for more details.
Theorem B ([21]). Let n ≥ 2. An operator Φ : Kn −→ Kn is continuous, translation
invariant, and GL(n)-covariant if and only if there is a λ ≥ 0 such that Φ(K) = λDK for
every K ∈ Kn.
We would like to stress that Theorem B does not require the property of being a Minkowski
valuation, but requiresGL(n)-covariance. We recall thatΦ is said to be covariant with respect
to a group G of transformations of Rn if
Φ(g(K)) = g(Φ(K)), ∀K ∈ Kn, ∀ g ∈ G.
The first works about characterization of Minkowski valuations were obtained by Schnei-
der in [55] and [56]. He obtained significant classification results for a special type of
Minkowski valuations, called Minkowski endomorphism, which are defined as the continu-
ous Minkowski valuations that are homogeneous of degree 1, commute with rotations, and
are translation invariant. The difference body operator constitutes the fundamental example
of a Minkowski endomorphism.
Ludwig’s works [34,35] represent the starting point for a systematic study of characteriza-
tion results in the theory of Minkowski valuations. Concerning the difference body operator,
she obtained the following fundamental characterization result.
Theorem C ([35]). Let n ≥ 2. An operator Φ : Kn −→ Kn is a continuous, translation
invariant, and SL(n)-covariant Minkowski valuation if and only if there is a λ ≥ 0 such that
Φ(K) = λDK for every K ∈ Kn.
After the seminal results of Ludwig, an intensive investigation of Minkowski valuations has
been launched, which has led to characterization results, for other groups of transformations
or for certain subfamilies of Kn. The corresponding results can be found in [1, 2, 13, 24, 31,
59–62, 64] and references therein.
1.1. Results of the present paper. We denote by MVal the space of continuous and trans-
lation invariant Minkowski valuations and by MVals the subspace of MVal consisting of
Minkowski valuations with symmetric image. The Steiner point of K is denoted by s(K).
We refer the reader to Section 2 for further notation and definitions.
As described above, in the present paper, we consider the general question of describing
the operators in MVal satisfying the (VC) condition without any further hypothesis. Our
main result can be stated as follows:
Theorem 1.2. Let n ≥ 2 and consider Φ ∈ MVal satisfying (VC). Then exactly one of the
following possibilities occurs:
(i) there exist Φ1 ∈ MVal homogeneous of degree 1 and p : K
n −→ Rn continuous
and translation invariant valuation such that
Φ(K) = Φ1(K) + p(K), ∀K ∈ K
n;
4 JUDIT ABARDIA-EVE´QUOZ, ANDREA COLESANTI, AND EUGENIA SAORI´N GO´MEZ
(ii) there exist a segment S, an (n−1)-dimensional convex body L with dim(L+S) = n,
and p : Kn −→ Rn continuous and translation invariant valuation such that
Φ(K) = L+ Vn(K)S + p(K), ∀K ∈ K
n.
In Sections 4 and 5 the operator p : Kn −→ Rn is described more explicitly, as a sum of
valuations with fixed degree.
If we additionally assume that the operator Φ has symmetric images, then p(K) is the
origin, for every K ∈ Kn, and we obtain the following.
Theorem 1.3. Let n ≥ 2 and consider Φ ∈ MVals satisfying (VC). Then exactly one of the
following possibilities occurs:
(i) Φ is homogeneous of degree one;
(ii) there exist a centered segment S and an o-symmetric (n − 1)-dimensional convex
body L with dim(L+ S) = n such that
Φ(K) = L+ Vn(K)S, ∀K ∈ K
n.
We would like to remark that Theorem 1.2 constitutes, to the best of our knowledge, the
first characterization result in the theory of Minkowski valuations which does not assume the
operator to be invariant, covariant or contravariant with respect to some subgroup of GL(n).
A description of the 1-homogeneous Minkowski valuations appearing in Theorem 1.3(i)
was given in [3] in the context of Minkowski additive operators (i.e., continuous, 1-homogene-
ous, and translation invariant Minkowski valuations). There, the Minkowski endomorphisms
satisfying the (VC) condition, and the Minkowski additive operators that satisfy (VC) and are
monotonic were classified.
Theorem 1.2 allows us to improve these results by removing the homogeneity hypothesis
and obtain the following.
Theorem 1.4. Let n ≥ 2. An operator Φ ∈ MVal satisfies (VC) and is monotonic if and
only if exactly one of the following possibilities occurs:
(i) there are g ∈ GL(n) and p ∈ Rn such that Φ(K) = gDK + p for every K ∈ Kn;
(ii) there are L,S ∈ Kn with 0 ∈ S, dimS = 1, dimL = n − 1, and dim(L+ S) = n
such that Φ(K) = L+ Vn(K)S for every K ∈ K
n.
Theorem 1.5. Let n ≥ 3.
(i) An operator Φ ∈MVal satisfies (VC) and is SO(n)-covariant if and only if there are
a, b ≥ 0 with a+ b > 0 such that
Φ(K) = a(K − s(K)) + b(−K + s(K)), ∀K ∈ Kn.
(ii) An operator Φ ∈MVals satisfies (VC) and is SO(n)-covariant if and only if there is
a λ > 0 such that Φ(K) = λDK for every K ∈ Kn.
To prove our results we rely upon recent developments from the theory of real-valued
valuations, which will be recalled in Section 2 for the reader’s convenience. In addition,
we need to develop new techniques, since our assumption of satisfying (VC) is of a different
nature than typical covariance or contravariance with respect to some subgroup ofGL(n). For
Theorem 1.2 we perform a careful study of the image of zonotopes under Φ : Kn −→ Kn,
since the lack of covariance does not allow us to use the standard technique of exploiting the
image of few simplices. For the proof of Theorems 1.4 and 1.5, we use Theorem 1.2 and
classical results in the theory of real-valued valuations.
The paper is organized as follows. In Section 2 we collect the known results, especially
about valuations, that will be used along the paper, and we introduce the notation used
throughout. In Sections 3 to 5 we prove Theorem 1.2. More precisely, Section 3 is devoted
to show that we have actually a dichotomy under the hypotheses of Theorem 1.2. This leads
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to either the 1-homogeneous case, or to case (ii) of Theorem 1.2. In the next two sections we
study each case, giving the proof of Theorems 1.2 and 1.3 in Section 5. Finally, in Section 6,
we prove Theorem 1.4 and Theorem 1.5 together with its analogue for n = 2. We end the
paper with some examples to illustrate the necessity of our assumptions in Theorem 1.2.
2. PRELIMINARIES
2.1. Notation. As usual, we denote byRn the n-dimensional Euclidean space, equipped with
the standard scalar product 〈·, ·〉.
If A ⊂ Rn is a measurable set, Vn(A) denotes its volume, that is, its n-dimensional
Lebesgue measure. If A ⊂ Rn, the span of A, spanA, is the vector subspace of Rn par-
allel to the minimal affine subspace in Rn containing A. The dimension of A is defined as
dimA := dim(spanA).
The unit sphere of Rn is denoted by Sn−1 and we denote by Bn the Euclidean unit ball
with volume κn. For p, q ∈ R
n we write [p, q] for the line segment joining the points p and q,
and Sv := [−v, v], v ∈ R
n, for the line segment joining −v and v.
The general linear group in Rn is denoted by GL(n), the special linear group by SL(n),
the group of orthogonal transformations of Rn by O(n) and by SO(n) ⊂ O(n) the group of
the orthogonal transformations which preserve orientation.
2.2. Convex bodies. For the basics on convex geometry and on the theory of valuations, we
refer the reader to the books [7, 20, 23, 33, 57].
Let Kn denote the set of convex bodies (compact and convex sets) in Rn endowed with the
Hausdorff metric, and letKns denote the set of convex bodies in R
n which are symmetric with
respect to the origin. The elements of Kns are called o-symmetric convex bodies. We endow
Kn with the Minkowski addition:
K + L := {x+ y : x ∈ K, y ∈ L}.
The support function of a convex body K ∈ Kn, hK : R
n −→ R, is given by
h(K,u) = hK(u) = max{〈u, x〉 : x ∈ K}, u ∈ R
n,
and it determines K uniquely ([57, Theorem 1.7.1]). For every u ∈ Rn, the function K 7→
h(K,u) is linear with respect to the Minkowski addition and multiplication by non-negative
reals:
(3) h(αK + βL, ·) = αh(K, ·) + βh(L, ·), ∀K,L ∈ Kn, ∀α, β ≥ 0,
A zonotope is a convex body obtained as the finite sum of line segments and a zonoid
is a convex body that can be approximated, in the Hausdorff metric, by zonotopes (see e.g.
[57, p. 191]). Zonotopes will play a prominent role in the proof of Theorem 1.2.
2.3. Mixed volumes. We will thoroughly use the notion of mixed volumes of convex bodies,
for which we refer to Chapter 5 of [57]. The mixed volume of n convex bodies K1, . . . ,Kn
from Kn will be denoted by the usual notation:
V (K1, . . . ,Kn).
Mixed volumes are multilinear functionals (Kn)n −→ R. In each entry, they are continuous,
translation invariant, and satisfy the valuation property (see (4) for the definition).
Brackets [i] next to an entry of a mixed volume mean that the entry is repeated i times.
Mixed volumes can be extended to the vector space spanned by restrictions of support
functions on Sn−1 (see [57, p. 291]). For the proof of Theorem 1.2, we will use the existence
of this extension. In view of this, we will use both notations, K and hK , as arguments in a
mixed volume involving the convex body K . In other words, we write equivalently
V (K,K2, . . . ,Kn) or V (hK ,K2, . . . ,Kn)
and interpret the support function as a function restricted to Sn−1.
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Along the paper, and especially in Section 3, we will use the following result, containing
conditions for which a mixed volume does not vanish.
Theorem 2.1 (Theorem 5.1.8 in [57]). For K1, . . . ,Kn ∈ K
n, the following assertions are
equivalent:
(a) V (K1, . . . ,Kn) > 0;
(b) there are segments Si ⊂ Ki (i = 1, . . . , n) having linearly independent directions;
(c) dim(Ki1 + · · ·+Kik) ≥ k for each choice of indices 1 ≤ i1 < · · · < ik ≤ n and for
all k ∈ {1, . . . , n}.
2.4. Valuations. Let (A,+) be an Abelian semigroup. A map ϕ : Kn −→ (A,+) is called
valuation if
(4) ϕ(K) + ϕ(L) = ϕ(K ∪ L) + ϕ(K ∩ L),
for every K,L ∈ Kn such that K ∪ L ∈ Kn.
We say that ϕ is translation invariant if ϕ(K + t) = ϕ(K) for all K ∈ Kn and t ∈ Rn.
If A is a topological space, we say that ϕ : Kn −→ A is continuous, if it is continuous with
respect to the Hausdorff topology on Kn. If there is a multiplication between the positive real
numbers and the elements in A, then we say that ϕ : Kn −→ A is homogeneous of degree
j, if ϕ(λK) = λjϕ(K) for all λ ∈ (0,∞). If A is ordered, then ϕ is monotonic (increasing
with respect to set inclusion) if for all K,L ∈ Kn such that K ⊂ L, then ϕ(K) ≤ ϕ(L). A
valuation is called even if ϕ(−K) = ϕ(K) for all K ∈ Kn. If (−1) · ϕ(K) =: −ϕ(K) is
defined for allK , then we say that ϕ is odd if ϕ(−K) = −ϕ(K) for everyK ∈ Kn, and ϕ is
called an o-symmetrization if ϕ(K) ∈ Kns for every K ∈ K
n, that is,
ϕ(K) = −ϕ(K) for allK ∈ Kn.
Finally, if a group of transformations G acts on Kn and on A, we say that a valuation ϕ :
Kn −→ A is G-covariant if, for any K ∈ Kn,
Φ(gK) = gΦ(K) for all g ∈ G.
2.4.1. Real-valued valuations. These are the valuations µ onKn having (R,+), the real num-
bers with the usual addition, as target space. We denote by Val the space of real-valued val-
uations, which are additionally continuous and translation invariant; this is in fact a Banach
space. The subspace of valuations homogeneous of degree j, j ∈ {0, . . . , n}, is denoted by
Valj .
McMullen proved the following fundamental decomposition result of the space Val.
Theorem 2.2 ([45]). For every µ ∈ Val there exist unique µj , j = 0, . . . , n, with µj ∈ Valj
for every j, such that
µ =
n∑
j=0
µj.
In other words
Val =
⊕
j=0,...,n
Valj .
The next result provides useful information on the image of a homogeneous valuation in
Valj which vanishes on convex bodies of certain dimensions.
Theorem 2.3 ([32, 58]). Let µ ∈ Valj , j ∈ {0, 1, . . . , n− 1}.
(i) If µ(K) = 0 for every K ∈ Kn with dimK = j, then µ(−K) = −µ(K) for every
K ∈ Kn. In particular, µ is odd.
(ii) If µ(K) = 0 for every K ∈ Kn with dimK = j + 1, then µ ≡ 0.
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2.4.2. Minkowski valuations. An operator Φ : Kn −→ Kn is called aMinkowski valuation if
(4) holds for Φ and (A,+) = (Kn,+) with + the Minkowski addition of convex bodies.
The space of continuous and translation invariant Minkowski valuations is denoted by
MVal. By MValj ⊂ MVal (resp. MVal
s
j ⊂ MVal
s), we denote the j-homogeneous
Minkowski valuations (resp. that are o-symmetrizations).
We will often use the following construction to pass from Minkowski valuations to real-
valued valuations: Let Φ be a Minkowski valuation and fix u ∈ Rn. The map Φu : K
n −→ R
defined by
Φu(K) = h(Φ(K), u), ∀K ∈ K
n,
is a real-valued valuation which inherits the properties of Φ such as continuity, translation
invariance, j-homogeneity, and monotonicity.
Let Φ : Kn −→ Kn be a continuous and translation invariant Minkowski valuation, i.e.,
Φ ∈ MVal. Using the support function of Φ(K) as just described, the decomposition in
Theorem 2.2 yields
(5) h(Φ(K), u) =
n∑
j=0
fj(K,u), u ∈ R
n,
where every fj(K,u) is continuous in both variables and positively homogeneous of bi-degree
(j, 1), i.e., it satisfies
fj(λK,µu) = λ
jµfj(K,u), ∀λ, µ > 0.
Notice that, by the McMullen decomposition, each fj has the valuation property with respect
to K , for every fixed u. Moreover, K 7→ fj(K,u) is translation invariant for every u ∈ R
n.
Since we will use the above decomposition very often, we will refer to it as the McMullen
decomposition of Φ ∈ MVal instead of McMullen decomposition of h(Φ(·), u) ∈ Val. We
would like to remark that in the literature the term “McMullen decomposition of a Minkowski
valuation” has been used with a stronger meaning, namely, a Minkowski valuation Φ has a
McMullen decomposition if there exist Φj ∈MValj , 0 ≤ j ≤ n, such that
Φ =
n∑
j=0
Φj.
This turns out to be equivalent to the fact that every function u 7→ fj(K,u) in (5) is convex
for every 0 ≤ j ≤ n (cf. [18]) which is, in general, not the case. This was first shown in [50]
(see also [18]).
The following two results give conditions in order that some of the functions fj(K,u) are
support functions.
Lemma 2.4 ([58]). Let Φ ∈MVal. If a convex body K ∈ Kn satisfies
h(Φ(λK), ·) =
l∑
j=k
fj(λK, ·),
for λ > 0, with some k, l ∈ {0, . . . , n}, k ≤ l, then fk(K, ·) and fl(K, ·) are support
functions.
By Lemma 2.4 the functions f0(K, ·) and fn(K, ·) in the McMullen decomposition (5) are
always support functions. Moreover, since for every u ∈ Rn, the function f0(·, u) is a contin-
uous, translation invariant, and homogeneous of degree 0 real-valued valuation, it is a multiple
of the Euler characteristic and, hence, independent of the convex body K; notice, however,
that this multiple may depend on u. Analogously, fn(K,u) is a multiple of the volume of K
(see [30]), which may depend on u. In the following, we denote by L0 (resp. Ln) the con-
vex body with support function f0({0}, ·) (resp. fn(κ
−1/n
n Bn, ·) ) and write the McMullen
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decomposition of Φ as
(6) h(Φ(K), u) = h(L0, u) +
n−1∑
j=1
fj(K,u) + Vn(K)h(Ln, u).
Remark 2.5. Let Φ ∈MVal and let p ∈ Rn be a point. Then Φ({p}) = L0.
Another particular case, where the functions u 7→ fj(K,u) are known to be convex, was
given in [49]. Parapatits and Schuster proved there that restricted to zonoids Z ∈ Kn, each
function u 7→ fj(Z, u) in the McMullen decomposition for Φ ∈MVal is a support function.
Theorem 2.6 ([49]). Let Φ ∈ MVal and let Z ∈ Kn be a zonoid. Then there exist convex
bodies L0, Φ1(Z), . . . ,Φn−1(Z), Ln such that
(7) Φ(λZ) = L0 + λΦ1(Z) + · · ·+ λ
n−1Φn−1(Z) + λ
nVn(Z)Ln,
for every λ > 0.
In view of the previous result we fix the following notation.
Definition 2.7. Let Φ ∈MVal, let u ∈ Rn, and let Z ∈ Kn be a zonoid.
(i) For j ∈ {0, 1, . . . , n}, the function fj(·, u) : K
n −→ Rwill be called the j-homogeneous
function of the McMullen decomposition of Φ, in (5).
(ii) For j ∈ {1, 2, . . . , n− 1}, Φj(Z) ∈ K
n will be referred to as the convex body Φj(Z) of
the McMullen decomposition of Φ in (7).
To simplify the notation in this case, we also writeΦ0(Z) forL0 andΦn(Z) for Vn(Z)Ln.
For every 1 ≤ j ≤ n − 1, the function u 7→ fj(K,u) of the McMullen decomposition of
Φ ∈ MVal defined in (5) inherits many invariance properties of Φ. In particular, we easily
deduce the following.
Lemma 2.8. Let n ≥ 2, let j ∈ {0, . . . , n}, and let Φ ∈ MVals. Then the j-homogeneous
function of the McMullen decomposition of Φ, u 7→ fj(K,u), is even for every K ∈ K
n.
Proof. Let K ∈ Kn and let Φ ∈ MVals. Since Φ(K) ∈ Kns , for every K ∈ K
n, we have
h(Φ(K), u) = h(Φ(K),−u) for every u ∈ Rn. For λ > 0, the McMullen decomposition for
Φ in (5) with λK instead ofK and once with −u instead of u yields
f0(K,u) +
n∑
j=1
λjfj(K,u) = f0(K,−u) +
n∑
j=1
λjfj(K,−u).
By comparing the coefficients of the above polynomial expression in λ we get fj(K,u) =
fj(K,−u) for every 0 ≤ j ≤ n. 
In the next lemma we collect some facts about the functions involved in the McMullen
decomposition of Φ ∈MVal which will be used throughout the rest of the work.
Lemma 2.9. Let Φ ∈MVal,K ∈ Kn, u ∈ Rn, and j ∈ {0, 1, . . . , n}. Then:
(i) the function u 7→ fj(K,u) is a difference of support functions of convex bodies;
(ii) the function K 7→ fj(K,u) is a valuation homogeneous of degree j;
(iii) if dimK ≤ j − 1, then fj(K,u) = 0;
(iv) if dimK = j, then u 7→ fj(K,u) is a support function;
(v) if fj(K,u) = 0 for every K ∈ K
n with dimK = j + 1, then fj(·, u) ≡ 0.
(vi) if j0 ∈ {0, . . . , n − 1} and fj(K, ·) is linear for every j > j0, then fj0(K, ·) is a
support function.
Proof. The statement of item (i) was proved in [49]. Item (ii) follows directly from the Mc-
Mullen decomposition of Φ. Item (iii) follows, for instance, from Corollary 6.3.2 in [57].
Item (iv) is deduced from Lemma 2.4 and items (ii) and (iii). Item (v) follows from Theo-
rem 2.3(ii).
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For item (vi), we first note that since Φ(K) is a convex body for every K ∈ Kn, we have
0 ≥ h(Φ(λK), u + v) − h(Φ(λK), u) − h(Φ(λK), v) for every u, v ∈ Rn and λ > 0. By
the McMullen decomposition of Φ and the linearity of fj(K, ·) for j > j0, we have
0 ≥ λn(fn(K,u + v)− fn(K,u) − fn(K, v)) + . . .
· · · + λj0+1(fj0+1(K,u + v)− fj0+1(K,u) − fj0+1(K, v))+
+ λj0(fj0(K,u+ v)− fj0(K,u) − fj0(K, v)) +O(λ
j0−1)
= λj0(fj0(K,u + v)− fj0(K,u) − fj0(K, v)) +O(λ
j0−1).
If j0 ≥ 1, then as λ→∞, we get that the inequality can be satisfied only if
fj0(K,u + v)− fj0(K,u) − fj0(K, v) ≤ 0,
that is, fj0(K, ·) is a support function for every K ∈ K
n. If j0 = 0, we obtain the latter
directly. 
To finish this section, we state the following technical result, which can be obtained from
Theorem 6.3.6 in [57]. For completeness, we give a proof of the result, which will be essential
in Section 3.
Let C(n, k) denote the set of all ordered subsets of k elements among {1, . . . , n} and let
σj be the j-th element of σ, 1 ≤ j ≤ k.
Theorem 2.10 (Corollary of Theorem 6.3.6 in [57]). Let 1 ≤ k ≤ n, let Φ ∈ MValk, and
let S1, . . . , Sn be segments in R
n. Then
Φ(S1 + · · ·+ Sn) =
∑
σ∈C(n,k)
Φ(Sσ1 + · · ·+ Sσk).
Proof. Let Φ ∈ MValk and let S1, . . . , Sn be segments in R
n. Consider u ∈ Rn and define
the continuous and translation invariant real-valued valuation Φu(K) := h(Φ(K), u). From
Theorem 6.3.6 in [57], we have that there exists a continuous and translation invariant operator
Φu : (K
n)k −→ R that is Minkowski additive in each variable and such that
(8) Φu(S1 + · · · + Sn) =
k∑
r1,...,rn=0
(
k
r1 . . . rn
)
Φu(S1[r1], . . . , Sn[rn]),
with
∑n
j=1 rj = k.
Moreover, by Theorem 6.3.6 in [57], the mapping K 7→ Φu(K[r],Mr+1, . . . ,Mk) is a
continuous and translation invariant valuation, homogeneous of degree r for each fixed r ∈
{1, . . . , k} and for every fixed tuple of convex bodiesMr+1, . . . ,Mk. In particular, for every
r1, . . . , rn with r1 + · · ·+ rn = k, we have that
K 7→ Φu(K[r1], S2[r2], . . . , Sn[rn])
is a continuous and translation invariant real-valued valuation, homogeneous of degree r1.
Hence, if dimK < r1, then Φu(K[r1], S2[r2], . . . , Sn[rn]) = 0 (see [57, Corollary 6.3.2]).
Since in (8) we are taking K = S1, a segment, if r1 ≥ 2, the summand vanishes. Since the
same argument can be done for r2, . . . , rn, we obtain that ri ∈ {0, 1} for every 1 ≤ i ≤ n
and the sum in (8) can be taken over C(n, k). Hence,
Φu(S1 + · · ·+ Sn) =
k∑
r1,...,rn=0
(
k
r1 . . . rn
)
Φu(S1[r1], . . . , Sn[rn])
=
∑
σ∈C(n,k)
Φu(Sσ1 , . . . , Sσk) =
∑
σ∈C(n,k)
Φu(Sσ1 + · · ·+ Sσk).
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The last equality holds by applying the same argument as before but withΦu(Sσ1+ · · ·+Sσk)
instead of Φu(S1 + · · · + Sn). Since Φu(K) = h(Φ(K), u), by using (3), we have proven
that
h(Φ(S1 + · · ·+ Sn), u) = h(
∑
σ∈C(n,k)
Φ(Sσ1 + · · ·+ Sσk), u),
for every u ∈ Rn. Since the support function uniquely describes a convex body ([57, Theorem
1.7.1]), the statement of the theorem follows. 
2.5. Volume constraints. As described in the introduction, the main objective of this paper
is to describe Minkowski valuations satisfying certain volume constraints.
Definition 2.11. An operator Φ : Kn −→ Kn satisfies a lower volume constraint (LVC) if
there exists a constant cΦ > 0 such that
Vn(Φ(K)) ≥ cΦVn(K), ∀K ∈ K
n.
Analogously, we say that Φ satisfies an upper volume constraint (UVC) if there exists CΦ > 0
such that
Vn(Φ(K)) ≤ CΦVn(K), ∀K ∈ K
n.
Throughout the paper we will refer to these properties simply writing (LVC) and (UVC),
respectively. We will mostly consider valuations that satisfy both (LVC) and (UVC), which
corresponds to Definition 1.1. If Φ is of this type, we will say that Φ satisfies the volume
constraint, briefly, Φ satisfies (VC) or Φ satisfies the (VC) condition.
The identity operator on Kn trivially satisfies (VC), but a more interesting example, which
motivated the previous definition in [3], is the difference body operator, defined in (1), which
satisfies (RS).
The operators in Theorem 1.2(ii) are also examples of Minkowski valuations satisfying
(VC). Indeed, for a segment S and an (n−1)-dimensional convex body Lwith dim(L+S) =
n we have, by the linearity and positivity of mixed volumes (see Theorem 2.1),
Vn(L+ Vn(K)S) = V (L[n− 1], Vn(K)S) = Vn(K)V (L[n− 1], S) = Vn(K)Vn(L+ S).
Hence, the (VC) condition is satisfied with cΦ = CΦ = Vn(L+ S) 6= 0.
3. DICHOTOMY FOR THE IMAGE OF A POINT
The aim of this section is to prove that, if a Minkowski valuation Φ ∈ MVal satisfies the
(VC) condition, then the image of a point is either a point or an (n − 1)-dimensional convex
body. That is, we prove the following result.
Theorem 3.1. Let p ∈ Rn. If n ≥ 2 and Φ ∈ MVal satisfies the (VC) condition, then either
dim(Φ({p})) = 0 or dim(Φ({p})) = n− 1.
For the proof of Theorem 3.1, we need to exploit in a more specific way the information
given by the McMullen decomposition (6) of Φ, which we can use since Φ is a continuous
and translation invariant Minkowski valuation.
We consider Vn(Φ(λK)) for λ > 0. By (6), Lemma 2.9(i), and the extension of mixed
volumes to differences of support functions (see Section 2.3), we have
Vn(Φ(λK))=Vn(h(Φ(λK), ·)[n])=Vn
((
h(L0, ·)+
n−1∑
j=1
λjfj(K, ·)+λ
nVn(K)h(Ln, ·)
)
[n]
)
.
The multilinearity of the extension of mixed volumes to differences of support functions pro-
vides us with a polynomial expansion of Vn(Φ(λK)) in λ, which may contain terms of degree
from 0 until nn. Moreover, each of the coefficients of the polynomial is a sum of mixed vol-
umes of the support functions of L0 and Ln, and the functions fj(K, ·), 1 ≤ j ≤ n − 1,
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involved in the McMullen decomposition of Φ. As each of these functions depends only on
K , for the sake of brevity, we will write
(9) Vn(Φ(λK)) =
nn∑
j=0
vΦj (K)λ
j ,
and denote by vΦj (K) the coefficient of degree j in the above polynomial expansion of
Vn(Φ(λK)), 0 ≤ j ≤ n
n. We note that, in general, vΦj (K) may be negative.
Remark 3.2. Let Φ ∈ MVal satisfy (VC) and let fi, 0 ≤ i ≤ n, be the functions appearing
in its McMullen decomposition. Let K ∈ Kn and let vΦj (K) be as above. Then, for every
0 ≤ j ≤ nn, the mixed volumes involved in the coefficient vΦj (K) contain only fi(K, ·) with
0 ≤ i ≤ j.
We next state a fact whose proof is a simple observation, but which will play an important
role in the next.
If Φ ∈ MVal satisfies the (VC) condition, then there exist positive constants cΦ and CΦ,
independent ofK and λ, for which
cΦλ
nVn(K) = cΦVn(λK) ≤ Vn(Φ(λK)) ≤ CΦVn(λK) = CΦλ
nVn(K).
Comparing these inequalities with (9), we immediately get that the only possibly non vanish-
ing term in the sum in (9) is the one containing λn. In other words, Vn(Φ(λK)) is necessarily
a monomial of degree n. The following corollaries collect the important consequences of this
fact.
Corollary 3.3. Let Φ ∈MVal satisfy the (VC) condition. Then:
(i) if dimK < n, then vΦl (K) = 0 for all 0 ≤ l ≤ n
n;
(ii) if dimK = n, then vΦn (K) 6= 0;
(iii) if dimK = n, then vΦl (K) = 0 for every l 6= n.
Corollary 3.4. Let Φ ∈ MVal satisfy the (VC) condition and let K ∈ Kn be fixed. If for
every 1 ≤ j ≤ n− 1, the functions u 7→ fj(K,u) are convex, then a coefficient v
Φ
j (K) in (9)
vanishes if and only if each of the mixed volumes involved in its explicit expression does.
Proof. Let Φ ∈ MVal satisfy the (VC) condition and let K ∈ Kn. If each function u 7→
fj(K,u) is a convex function, 1 ≤ j ≤ n− 1, then the coefficients v
Φ
j (K) are sums of mixed
volumes of convex bodies. Thus, these summands are all non-negative and the statement
holds. 
We now proceed to prove Theorem 3.1.
Proof of Theorem 3.1. Let Φ ∈MVal satisfy the (VC) condition. We consider its McMullen
decomposition, as described in (6), and use the notation of Definition 2.7.
We first prove that dimL0 6= n. Indeed, since L0 = Φ({p}), by Remark 2.5 and (6), we
have that dimL0 = n implies Vn(Φ({p})) > 0, in contradiction with the (UVC) condition.
From now on, we assume 0 ≤ dimL0 ≤ n− 1.
Let Z be a fixed n-dimensional zonotope. By Theorem 2.6, u 7→ fk(Z, u) is the sup-
port function of a convex body Φk(Z), for every 1 ≤ k ≤ n − 1. On the other hand, by
Corollary 3.3(ii) we have vΦn (Z) 6= 0, where v
Φ
n (Z) is the coefficient of the degree n of the
polynomial Vn(Φ(λZ)), in λ, given in (9). Therefore, v
Φ
n (Z) is a sum of mixed volumes of
the form
V (Φ0(Z)[a0],Φ1(Z)[a1], . . . ,Φn−1(Z)[an−1],Φn(Z)[an]),
where a0, . . . , an ∈ {0, 1, . . . , n} and satisfy the following two conditions.
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• As the sum of the multiplicities of the entries of a mixed volume is n,
(10)
n∑
k=0
ak = n;
• by (9) and the fact that V (Φ0[a0],Φ1(Z)[a1], . . . ,Φn−1(Z)[an−1],Φn(Z)[an]) is a
summand of vΦn (Z),
(11)
n∑
k=0
kak = n.
Using the described notation, we prove the following claim.
Claim 1. vΦn (Z) has only one non-zero summand:
(12) V (Φ0(Z)[a0],Φ1(Z)[a1], . . . ,Φn−1(Z)[an−1],Φn(Z)[an]) > 0,
with a0, . . . , an ∈ {0, 1, . . . , n} satisfying (10) and (11). Moreover,
dim(Φk(Z)) = ak, ∀ k ∈ {0, . . . , n}.
We note that, a priori, ak, 1 ≤ k ≤ n− 1, may depend on the zonotope Z .
At the end of the proof, we will show that this summand is one of the following two:
(A) V (L0[n− 1], Ln),
(B) V (Φ1Z[n]),
and that this fact implies Theorem 3.1. We note that the mixed volume on (A) (resp. (B))
corresponds to a0 = n − 1, an = 1 and aj = 0, 1 ≤ j ≤ n − 1 (resp. a1 = n, a0 = 0 and
aj = 0, 2 ≤ j ≤ n), which are the trivial solutions of (10) and (11).
We next prove Claim 1. By Corollary 3.3(ii), there exist a0, . . . , an for which (12) holds.
We show that dim(Φk(Z)) = ak for every k ∈ {0, . . . , n}. This means, in particular, that
there is only one possible choice for the numbers (a0, a1, . . . , an), which implies the whole
claim.
For a0, . . . , an such that (12) holds, Theorem 2.1 yields that dim(Φk(Z)) ≥ ak and, hence,
there exist ak linearly independent segments S1, . . . , Sak ⊂ Φk(Z), for every k ∈ {0, . . . , n}.
Assume that for some k ∈ {0, . . . , n}, dim(Φk(Z)) > ak. Then, by condition (b) in Theo-
rem 2.1, there exists j 6= k such that aj ≥ 1 and
V (Φ0(Z)[a0], . . . ,Φk(Z)[ak + 1], . . . ,Φj(Z)[aj − 1], . . . ,Φn(Z)[an]) > 0.
However, this mixed volume is one of the summands of the coefficient vΦn+k−j(Z), which
has to be zero by Corollaries 3.4 and 3.3(iii). Thus, dim(Φk(Z)) = ak, which concludes the
proof of Claim 1.
In the second step of the proof, we will apply Claim 1 to cubes. To do so, we need to
introduce some notation. Let {w1, . . . , wn} be a fixed basis of R
n and define Si := [−wi, wi]
and
(13) Cn := S1 + · · ·+ Sn.
Clearly Cn is an n-dimensional zonotope and since Φ satisfies (VC) we have dim(Φ(Cn)) =
n.
We define ak := dim(Φk(Cn)). By Claim 1, ak coincides with the multiplicity of Φk(Z)
in the mixed volume appearing in (12), for Z = Cn.
Let C(n, k) denote, as in Theorem 2.10, the set of all ordered subsets of k elements among
{1, . . . , n} and for σ ∈ C(n, k) and j = 1, . . . , k, let σj denote the j-th element of σ. By
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Theorem 2.10, we have
Φk(Cn) =
∑
σ∈C(n,k)
Φk(Sσ1 + · · ·+ Sσk)(14)
=
∑
σ∈C′(n,k)
Φk(Sσ1 + · · · + Sσk) +
∑
σ∈C(n,k)\C′(n,k)
Φk(Sσ1 + · · ·+ Sσk),
where C ′(n, k) contains those elements σ ∈ C(n, k) for which dim(Φk(Sσ1 + · · ·+Sσk)) 6=
0. For every 1 ≤ k ≤ n, we can choose a subset Σk ⊂ C
′(n, k) which is minimal in the
following sense: first
(15) dim(Φk(Cn)) = dim

∑
σ∈Σk
Φk(Sσ1 + · · ·+ Sσk)

 ,
and, secondly, this equality fails to be true if we omit one of the terms from Σk in the sum on
the right-hand side. We note that the number of elements inΣk is at most ak, which is attained
if dim(Φk(Sσ1 + · · ·+ Sσk)) = 1 for every σ ∈ Σk. Moreover, for every σ ∈ C
′(n, k) there
exists a subset Σk which contains σ and is minimal. Equation (15) will be used to prove
Claim 2 below. For simplicity, we say that a segment Sj has index in Σk if there is a σ ∈ Σk
such that σl = j for some 1 ≤ l ≤ k.
Equation (14) together with the McMullen decomposition (6) yields
(16) Φ(Cn) = Φ0(Cn) +
n∑
k=1
Φk(Cn) = L0 +
n∑
k=1
∑
σ∈C′(n,k)
Φk(Sσ1 + · · ·+ Sσk) + q,
where q ∈ Rn is given by
∑n
k=1
∑
σ∈C(n,k)\C′(n,k)Φk(Sσ1 + · · ·+ Sσk).
We will next focus on the following sum of convex bodies:
(17)
n∑
k=1
∑
σ∈C′(n,k)
Φk(Sσ1 + · · · + Sσk).
Let τi be the number of subsets σ ∈ C
′(n, k), for all possible choices of k between 1 and
n, for which i is an element of σ. In other words, τi is the number of summands in (17) in
which the segment Si appears. We define I := (τ1, . . . , τn) ∈ N
n.
Claim 2.
(a) For every 1 ≤ k ≤ n and σ ∈ C ′(n, k),
(18) dim(Φk(Sσ1 + · · · + Sσk)) = 1.
(b) For every 1 ≤ k ≤ n, there are exactly ak elements σ ∈ C
′(n, k) for which (18)
holds.
(c) I = (1, . . . , 1).
First we prove that
(19) τk ≥ 1, 1 ≤ k ≤ n,
arguing by contradiction. Without loss of generality we assume that τ1 = 0, i.e.,
dim(Φk(S1+Sσ2 + · · ·+Sσk)) = 0, ∀σ = (1, σ2, . . . , σk) ∈ C(n, k), ∀ k ∈ {1, . . . , n}.
Then, by (14), we clearly have
0 < Vn(Φ(S1 + · · ·+ Sn)) = Vn(Φ(S2 + · · · + Sn))
which is a contradiction with (UVC) since Vn(S2+· · ·+Sn) = 0. Hence, τk ≥ 1, 1 ≤ k ≤ n,
and each segment appears at least in one summand in (17).
For the proof of (a) and (b) in Claim 2, we will repeatedly use the following argument: if
our claim is not satisfied, we construct, according to the given considerations in each case,
appropriate zonotopes so that (UVC) fails to hold for them.
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We prove next that (18) holds. If k = n, then (18) is directly satisfied. Indeed, if an 6= 0,
then an = 1 from (11) and, by Claim 1, dim(Φn(Cn)) = dim(Φn(S1 + · · · + Sn)) = 1.
For 1 ≤ k ≤ n−1, we prove (18) by contradiction. Assume that there are k ∈ {1, . . . , n−
1} and σ˜ ∈ C ′(n, k) such that
dim(Φk(Sσ˜1 + · · ·+ Sσ˜k)) ≥ 2.
Let Σk ⊂ C
′(n, k) be a minimal set containing σ˜, as defined in (15). In this situation, because
of the minimality of Σk and Claim 1, the number q of elements of Σk is at most (ak − 1). We
denote by s ≤ qk the number of linearly independent segments with index in Σk and by Ps
the zonotope sum of these s segments. For every 1 ≤ l ≤ n, l 6= k, let Σl be a fixed minimal
set. Denote by s′ the number of linearly independent segment with index in an element of the
set {Σl}1≤l≤n,l 6=k. Let Ps′ be the zonotope sum of these s
′ segments. We have
s′ ≤
∑
l=1,...,n; l 6=k
lal = n− kak.
Let P be the zonotope given by P = Ps + Ps′ . By construction
dimP ≤ s+ s′ ≤ qk + n− kak ≤ (ak − 1)k + n− kak = n− k < n
and, hence, Vn(P ) = 0. On the other hand, recalling (15), we have Vn(Φ(P )) 6= 0. This
contradicts (UVC). Thus, we have (18).
Hence, (19) and Claim 2(a) prove that each segment S1, . . . , Sn appears at least in one
summand of (17) and that each summand of (17) has dimension 1. This implies that, in the
sum in (14), there are at least ak summands in C
′(n, k) for every 1 ≤ k ≤ n−1. In particular,
any minimal set Σk contains exactly ak elements.
We show next Claim 2(b), i.e., we show that for every 1 ≤ k ≤ n there are exactly ak
subsets σ ∈ C ′(n, k) for which dim(Φk(Sσ1 + · · · + Sσk)) = 1 holds. For k = n, this
follows immediately since C(n, n) contains only one element and either an = 0 or an = 1.
Claim 1 yields the result. We prove the statement for 1 ≤ k ≤ n−1 arguing by contradiction.
For 1 ≤ l ≤ n − 1, let Σl be minimal and denote σ
1, . . . , σal ∈ Σl. Fix k ∈ {1, . . . , n − 1}
and assume that Claim 2(b) does not hold for k. Then there is σ ∈ C ′(n, k) such that σ 6= σj ,
j ∈ {1, . . . , ak}. Without loss of generality, since (18) holds, we may assume that
(20) dim(Φk(Sσ1+ · · ·+Sσk)+Φk(Sσ2
1
+ · · ·+Sσ2
k
)+ · · ·+Φk(Sσak
1
+ · · ·+Sσak
k
)) = ak.
Let Q be the sum of the n − kak segments whose index is in Σl, 1 ≤ l ≤ n, l 6= k (cf.
Claim 2(a)). Then dimQ = n− kak. Indeed, if these segments are not linearly independent,
i.e., if dimQ < n− kak, consider the zonotope
P :=
ak∑
j=1
k∑
i=1
S
σji
+Q.
Then dimP < n. On the other hand, by (15), Vn(Φ(P )) 6= 0. This contradicts the (UVC)
condition. Thus we assume next that dimQ = n− kak.
Consider the at most (k+1)ak segments Sσ1 , . . . , Sσk , Sσ1
1
, . . . , Sσ1
k
, . . . , Sσak
1
, . . . , Sσak
k
.
We will distinguish the following mutually excluding cases and define an appropriate zono-
tope P ′ in each case:
i) Some segment with index in Σk is already a summand of Q. We set
P ′ =
ak∑
j=1
k∑
i=1
S
σji
.
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ii) No segment with index in Σk is in Q but some segment Sσ1 , . . . , Sσk is already a sum-
mand of Q. In this case we set
P ′ = Sσ1 + · · · + Sσk +
ak∑
j=2
k∑
i=1
S
σji
.
iii) Otherwise, all segments Sσ1 , . . . , Sσk have index in Σk, that is,
dim(Sσ1 + · · · + Sσk +
ak∑
j=1
k∑
i=1
S
σji
) = kak.
Since σ 6= σ1, there is an l such that 2 ≤ l ≤ ak and for which Sσi = Sσlr for some
1 ≤ i, r ≤ k. We set
P ′ = Sσ1 + · · ·+ Sσk +
ak∑
l=2
k∑
i=1
Sσli
.
Define the zonotope P := P ′ + Q. By construction, we have dimP < n. On the other
hand, by (16), (15), and (20), dim(Φ(P )) = n. This contradicts the (UVC) condition and
Claim 2(b) holds also for 1 ≤ k ≤ n− 1.
Now, the assertion I = (1, . . . , 1), which completes the proof of Claim 2, follows im-
mediately from (11), Claim 2(a) and (b), and the fact that τi ≥ 1, 1 ≤ i ≤ n. Indeed, by
Claim 2(b), C ′(n, k) contains exactly ak elements, for every k = 1, . . . , n. This means that
there are exactly kak indices corresponding to C
′(n, k) and, in total, we have
∑n
k=1 kak = n
indices. As each τi is at least 1, we have that τi = 1 for every i = 1, . . . , n, and Claim 2 is
proved.
In the next claim we study the relation between the subset C ′(n, k) associated to a gener-
alized cube Cn and the subset C
′(n, k) associated to another generalized cube, P that differs
only in one segment with Cn; that is, we compare the distribution of the segments appearing
in (17) within the different Φk for the generalized cubes Cn and P .
Claim 3. Let Cn = S1 + · · · + Sn be as before and let S be a segment such that spanS 6=
spanSi for every 1 ≤ i ≤ n. Define P := S + S2 + · · · + Sn. Let j ∈ {1, . . . , n − 1}. If
dim(Φj(S1 + · · ·+ Sj)) = 1,
then
(a) dim(Φj(S + S2 + · · ·+ Sj)) = 1 and
(b) dim(Φk(S +Sσ2 + · · ·+Sσk)) = 0 for every k ∈ {1, . . . , n} and Sσ2 , . . . , Sσk such
that {2, . . . , j} 6= {σ2, . . . , σk}.
Let Cn = S1+ · · ·+Sn and let P = S +S2+ · · ·+Sn be as in the statement. Using (16)
for Cn and P , we can write
Φ(Cn) = L0 +
n∑
k=1
∑
σ∈C′(n,k,Cn)
Φk(Sσ1 + · · · + Sσk) + q, and
Φ(P ) = L0 +
n∑
k=1
∑
σ∈C′(n,k,P )
Φk(Sσ1 + · · ·+ Sσk) + q
′,
where C ′(n, k,Cn) (resp. C
′(n, k, P )) denotes the subset of elements σ ∈ C(n, k) for which
dim(Φk(Sσ1 + · · ·+Sσk)) 6= 0, for the above sum in Cn (resp. P ). For P , we make an abuse
of notation and denote also by 1 the index associated to S.
16 JUDIT ABARDIA-EVE´QUOZ, ANDREA COLESANTI, AND EUGENIA SAORI´N GO´MEZ
We compare the central sum
A =
n∑
k=1
∑
σ∈C′(n,k,Cn)
Φk(Sσ1 + · · · + Sσk)
with the sum
B =
n∑
k=1
∑
σ∈C′(n,k,P )
Φk(Sσ1 + · · · + Sσk).
First, using Claim 2(c), we split A and B as follows:
A = Φj(S1 + · · ·+ Sj) +
n∑
k=1
∑
σ∈C′(n,k,Cn)
σl 6=1,1≤l≤k
Φk(Sσ1 + · · ·+ Sσk) = Φj(S1 + · · ·+ Sn) +C,
B = Φi(S+Sβ2+· · ·+Sβi)+
n∑
k=1
∑
γ∈C′(n,k,P )
γl 6=1,1≤l≤k
Φk(Sγ1+· · ·+Sγk) = Φi(S+Sβ2 · · ·+Sβi)+D,
for 1 ≤ j, i ≤ n and β2, . . . , βi ∈ {2, . . . , n}.
By Claim 2(c), S1 does not appear in C , as well as, S does not appear in D. Thus, every
summand in C is a summand in D and vice versa, that is, the sums C and D are the same
and contain the same segments. Therefore, using again Claim 2(c), we obtain that βm ∈
{2, · · · , j} for 2 ≤ m ≤ i. Since every segment Sm, 2 ≤ m ≤ j appears exactly once in B,
we necessarily have i = j. Hence, the proof of (a) is completed. Now (b) follows directly
from (a) and Claim 2(c).
Claim 4. Let Cn = S1 + · · · + Sn be as in (13). Then the unique non-zero summand of
vΦn (Cn) (given by Claim 1) is necessarily one of the following:
(A) V (L0[n− 1], Ln)Vn(Cn),
(B) V (Φ1(Cn)[n]).
In the notation of Claim 1, this is equivalent to say that, for Cn, either
(A˜) (a0, . . . , an) = (n− 1, 0, . . . , 0, 1) or
(B˜) (a0, . . . , an) = (0, n, 0, . . . , 0).
Notice that this yields the statement of Theorem 3.1. Indeed, by Remark 2.5, L0 = Φ({p})
for every p ∈ Rn and, by Claim 1, dim(Φ0(Cn)) = dimL0 = a0. Hence, we have that either
dim(Φ({p})) = n− 1 or dim(Φ({p})) = 0.
First notice that the case n = 2 is trivial, since by (10) and (11), the only possibilities for
(a0, a1, a2) are (1, 0, 1) and (0, 2, 0). We assume in the following that n ≥ 3.
If an = 1, by (11), we obtain that aj = 0 for every 1 ≤ j ≤ n − 1. Furthermore, using
(10), a0 = n − 1 and we are in case (A˜). If an 6= 1, then (11) yields an = 0. Moreover,
either a1 = n and we are in case (B˜) or a1 6= n, what the following argument proves to be
impossible.
Let Cn = S1 + · · ·+ Sn and assume that we have an = 0 and a1 6= n. Define
k0 := min{k : ak 6= 0, 1 ≤ k ≤ n}.
Notice that, as proved at the beginning of the proof of Theorem 3.1, dimL0 = a0 < n. Hence
by (11), there exists k ≥ 1 such that ak 6= 0; in particular, k0 is well-defined. If k0ak0 6= n,
define k1 := min{k : ak 6= 0, k > k0}, while if k0ak0 = n, set k1 = k0. The existence of k1
is guaranteed by (11).
We claim that k1 > 1. Indeed, if k1 = 1, then 1 = k0 = k1 and thus, by the definition of
k1, k0ak0 = a1 = n, but this contradicts the assumption that a1 6= n.
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We claim also that k0 < n. Indeed, k0 = nmeans that an 6= 0, which by (11) is equivalent
to an = 1, but we are assuming an = 0.
We next claim that
(21) k0 + k1 ≤ n.
Indeed, if k0 < k1, by (11) we have k0+k1 ≤ k0ak0+k1ak1 ≤ n. Assume now that k0 = k1;
then we have k0ak0 = n. We study the quantity 2k0 = k0+k1, depending on ak0 . If ak0 = 1,
then k0 = n, but this is not possible, as we have an = 0. If ak0 = 2, then 2k0 = ak0k0 = n
and (21) holds. Finally, if ak0 > 2 then 2k0 < ak0k0 = n. Inequality (21) is proved.
Using (18), (21), and Claim 2(c), we may assume without loss of generality that
(22) dim(Φk0(S1 + · · · + Sk0)) = 1 and dim(Φk1(Sk0+1 + · · ·+ Sk0+k1)) = 1.
We will apply Claim 3 to the following generalized cubes to obtain the contradiction. Con-
sider the bases of Rn given by {w1, . . . , wk0 , wk0 + wk0+1, wk0+2, . . . , wn} and
{w1, . . . , wk0−1, wk0 + wk0+1, wk0+1, . . . , wn}, and the associated zonotopes
C˜n := S1 + · · · + Sk0 + Sk0,k0+1 + Sk0+2 + · · ·+ Sn
and
Cn := S1 + · · ·+ Sk0−1 + Sk0,k0+1 + Sk0+1 + · · ·+ Sn.
Here we denote Sk0,k0+1 := [−(wk0 +wk0+1), wk0 +wk0+1]. Observe that the choice of the
first basis cannot be done if k0 = n, i.e., an = 1, which corresponds to (A˜) of Claim 4.
By (22), we have
dim(Φk0(S1 + · · ·+ Sk0)) = 1.
Hence, if k0 ≥ 2, then Claim 3(b) yields
(23) dim(Φk0(S1 + · · ·+ Sk0−1 + Sk0,k0+1)) = 0.
If k0 = 1 and k1 ≥ 2, we obtain
(24) dim(Φk1(S1,2 + S3 + · · ·+ Sk1+1)) = 1 and dim(Φ1(S1,2)) = 0.
Applying Claim 3(a) to the cubes Cn and P = Cn, and using (22), we have that
dim(Φk0(S1 + · · ·+ Sk0)) = 1
implies
(25) dim(Φk0(S1 + · · ·+ Sk0−1 + Sk0,k0+1)) = 1,
which for k0 = 1 means
(26) dim(Φ1(S1,2)) = 1.
Hence, if k0 ≥ 2, (23) together with (25) yields a contradiction. If k0 = 1 and k1 ≥ 2,
then (24) with (26) yields also a contradiction. We note that there is no contradiction if
k0 = k1 = 1, which corresponds to case (B˜) of Claim 4, since in this case we have
dim(Φ1(S1)) = dim(Φ1(S1,2)) = dim(Φ(S2)) = 1.
Thus, we have proved Claim 4, which concludes the proof of the theorem. 
From the proof of the previous theorem, especially from Claim 1, and by approximation of
arbitrary zonoids by n-dimensional ones, we deduce the following result.
Corollary 3.5. Let n ≥ 2 and let Φ ∈MVal satisfy (VC).
(i) If dim(Φ{0}) = dimL0 = n− 1, then dimLn = 1 and dim(L0 + Ln) = n.
(ii) If dimL0 = n−1 andZ is a zonoid, then dim(Φj(Z)) = 0 for every j = 1, . . . , n−1.
(iii) If dimL0 = 0 and Z is a zonoid, then dim(Φj(Z)) = 0 for every j = 2, . . . , n. In
particular, Ln is a point.
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4. ON THE MCMULLEN DECOMPOSITION OF VALUATIONS SATISFYING (VC)
In this section we will investigate more deeply the properties of the homogeneous functions
in the McMullen decomposition in (6) for Minkowski valuations satisfying (VC). The two
next lemmas recall standard facts, which will be often used in the following.
Lemma 4.1. Let n ≥ 2 and j ∈ {0, 1, . . . , n}.
(i) If µ ∈ Valj vanishes on j-dimensional simplices, then µ vanishes on every j-dimen-
sional convex body.
(ii) IfΨ ∈MValj satisfies that dim(Ψ(T )) = 0 for every j-dimensional simplex T , then
dim(Ψ(K)) = 0 for every j-dimensional convex body K .
Proof. The proof of both statements follows by standard approximation arguments. Indeed,
each convex body can be approximated in the Hausdorff distance by polytopes [57, Theorem
1.8.16]. Moreover, each polytope can be decomposed in a finite number of simplices (simpli-
cial decomposition) whose intersection is either empty or a lower-dimensional simplex (see
e.g. [57, Proof of Theorem 6.3.1]). The statement follows by using the valuation property and
the continuity of the valuation. 
Lemma 4.2. Let n ≥ 2 and let T be a j-dimensional simplex, 2 ≤ j ≤ n. Then there exists
a convex polytope P such that T ∪ P is a convex zonotope and T ∩ P has dimension j − 1.
Proof. Let T be a j-dimensional simplex, 2 ≤ j ≤ n. Without loss of generality we may
assume that one vertex of T is the origin. Let g ∈ GL(n) be such that g(T ) is the standard
j-dimensional simplex of the hyperplane H = {(x1, . . . , xn) : xj+1 = · · · = xn = 0}.
Let Cj be the unit standard cube in H . The set Cj \ g(T ) is convex (as the intersection of
Cj with an open half-space of H) and its closure is a polytope P . Let P
′ = g−1(P ). Then
Cj = g(T ) ∪ g(P
′). This shows that the desired statement holds for g(T ). Applying now
g−1, we obtain it for T . 
Lemma 4.3. Let n ≥ 2, Φ ∈ MVal, and 1 ≤ j ≤ n − 1. Suppose that the mapping
u 7→ fj(Z, u), associated to Φ as defined in (6), is a linear function for every Z zonotope in
Kn. Then:
(i) u 7→ fj(K,u) is a linear function for every K ∈ K
n with dimK = j;
(ii) if u 7→ fj(K,u) is a support function for every K ∈ K
n with dimK = j + 1, then
u 7→ fj(K,u) is a linear function for every K ∈ K
n with dimK = j + 1.
Proof. Let Φ ∈ MVal, let 1 ≤ j ≤ n − 1, and let u 7→ fj(Z, u) be a linear function for
every Z zonotope in Kn. We note that, from Theorem 2.6, fj(Z, ·) is a support function for
every zonotope Z and hence we can write Φj(Z) for the convex body whose support function
is fj(Z, ·). Moreover, dimΦj(Z) = 0, since a convex body with linear support function is a
point.
(i) Let T be a j-dimensional simplex and let P be a polytope given by Lemma 4.2. Then
T ∪ P is a zonotope and, by hypothesis, dim(Φj(T ∪ P )) = 0. Furthermore, since
dim(T ∩P ) = j − 1, Lemma 2.9(iii) yields fj(T ∩P, ·) ≡ 0. Hence, fj(T ∩P, ·) is
the support function of Φj(T ∩ P ) = {0}. Moreover, from Lemma 2.9(iv), for every
j-dimensional convex body K , u 7→ fj(K,u) is the support function of a convex
body Φj(K). Thus, if fj(T, ·) and fj(P, ·) are the support functions of Φj(T ) and
Φj(P ), resp., we have
Φj(T ∪ P ) = Φj(T ∪ P ) + Φj(T ∩ P ) = Φj(T ) + Φj(P ).
Hence, dim(Φj(T )) = 0 for every simplex T of dimension j. The statement follows
by Lemma 4.1(ii).
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(ii) Similarly to the argument in (i), we let T be a (j + 1)-dimensional simplex and let P
be given by Lemma 4.2. Since dim(T ∩P ) = j, from the previous item we have that
dim(Φj(T ∩ P )) = 0. On the other hand, since T ∪ P is a zonotope, by hypothesis
we have dim(Φj(T ∪ P )) = 0. Using now that fj(K, ·) is a support function for any
K ∈ Kn with dimK = j + 1, we obtain
dim(Φj(T ∪ P ) + Φj(T ∩ P )) = dim(Φj(T ) + Φj(P )).
Therefore, dim(Φj(T )) = 0, and Lemma 4.1(ii) yields the result.

Lemma 4.4. Let n ≥ 2 and let Φ ∈MVal satisfy (VC) and dim(Φ({0})) = n− 1. Then:
(i) for every 1 ≤ j ≤ n− 1 and K ∈ Kn with dimK = j, fj(K, ·) is a linear function;
(ii) if further Φ ∈MVals, then fj(K, ·) ≡ 0 for every 1 ≤ j ≤ n− 1 and K ∈ K
n with
dimK = j.
Proof. Let Φ be as in the statement.
(i) By Corollary 3.5(ii), each function u 7→ fj(Z, u), 1 ≤ j ≤ n− 1, associated to Φ is
the support function of a point, and hence it is a linear function. Lemma 4.3(i) yields
the statement.
(ii) Let nowΦ be also an o-symmetrization. By Lemma 2.8, the function u 7→ fj(K,u) is
even for every 1 ≤ j ≤ n− 1 and K ∈ Kn. On the other hand, by item (i), we know
that u 7→ fj(K,u) is a linear function for every K ∈ K
n with dimK = j. Both
conditions imply that fj(K,u) = 0 for every u ∈ R
n and K ∈ Kn with dimK = j.

Lemma 4.5. Let n ≥ 2 and let Φ ∈ MVals satisfy (VC) and dim(Φ({0})) = n − 1. Then
fj(K,u) = 0 for every u ∈ R
n, 1 ≤ j ≤ n− 1, and K ∈ Kn.
Proof. Corollary 3.5(i) together with Lemma 2.8 yields dimLn = 1 and Ln ∈ K
n
s . Let
{e1, . . . , en} be a basis of R
n such that Ln = [−e1, e1] and denote by H the (n − 1)-
dimensional subspace orthogonal to span{e1}. We divide the proof in three steps.
Step 1. Let K ∈ Kn, 1 ≤ j ≤ n − 1, u′, v′ ∈ H , and u = ae1 + u
′ and v = be1 + v
′ with
ab ≥ 0. Then
fj(K,u + v) = fj(K,u) + fj(K, v).
Moreover, fj(K,w) = 0 for every w ∈ H .
We prove the claim by backward induction. First we prove it for j = n− 1. For simplicity,
we write f(K,u) instead of fn−1(K,u). For every a ∈ R
n,
(27) h(Ln, ae1 + u
′) = |〈e1, ae1 + u
′〉| = |a|‖e1‖ = h(Ln, ae1) + h(Ln, u
′).
Since Φ(K) ∈ Kn for every convex body K , for a fixed λ > 0 we can write, using (6) and
(27),
0 ≥ h(Φ(λK), ae1 + v
′)− h(Φ(λK), ae1)− h(Φ(λK), v
′)
= λn(h(Ln, ae1 + v
′)− h(Ln, ae1)− h(Ln, v
′))
+ λn−1(f(K,ae1 + v
′)− f(K,ae1)− f(K, v
′)) +O(λn−2)
= λn−1(f(K,ae1 + v
′)− f(K,ae1)− f(K, v
′)) +O(λn−2).
Thus, as λ→∞, we obtain
(28) f(K,ae1 + v
′) ≤ f(K,ae1) + f(K, v
′)
for every convex body K ∈ Kn. Since K 7→ f(K,u) is a continuous, translation invariant,
and (n − 1)-homogeneous real-valued valuation, and, by Lemma 4.4(ii), it vanishes when
restricted to (n− 1)-dimensional convex bodies, Lemma 2.3(i) yields
(29) f(K,u) + f(−K,u) = 0, ∀K ∈ Kn, u ∈ Rn.
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Combining this fact with (28), in which K is replaced by −K , we obtain
f(K,ae1 + v
′) = f(K,ae1) + f(K, v
′) for every K ∈ Kn, a ∈ R, v′ ∈ H.
From the fact that h(Ln, u
′) = 0 we also obtain
h(Ln, u+ v) = h(Ln, (a+ b)e1) = |a+ b|‖e1‖
and
h(Ln, u) + h(Ln, v) = h(Ln, ae1) + h(Ln, be1) = (|a|+ |b|)‖e1‖,
which yields, for a, b ∈ R with the same sign,
(30) h(Ln, u+ v) = h(Ln, u) + h(Ln, v).
Using, as above, that Φ(λK) ∈ Kn for everyK ∈ Kn and λ > 0 together with (30) and (29),
we obtain
f(K,u+ v) = f(K,u) + f(K, v).
If we apply this equality to u = e1 + w and v = e1 − w, w ∈ H , using (27) and that, by
Lemma 2.8, f is even, we have
2f(K, e1) = f(K,u+ v)
= f(K,u) + f(K, v)
= 2f(K, e1) + f(K,w) + f(K,−w)
= 2(f(K, e1) + f(K,w)),
which implies f(K,w) = 0 for every convex body K ∈ Kn and w ∈ H . Hence, we have
proved Step 1 for j = n− 1.
In order to proceed with the (backward) induction, we assume that the claim holds for
j > j0 and prove it for j = j0. By the induction hypothesis, and the McMullen decomposition
in (6), we can argue for fj0 as we have just done with f to prove the statement.
Step 2. For every K ∈ Kn and 1 ≤ j ≤ n − 1, either the function u 7→ fj(K,u) or
u 7→ fj(−K,u) is a support function and
(31) fj(K,u) = (−1)
εj(K)αj(K)h([−e1, e1], u) = (−1)
εj(K)αj(K)|〈e1, u〉|
where εj(K) ∈ {0, 1} and αj(K) ≥ 0.
Let u = ae1+u
′, v = be1+v
′ ∈ Rn with a, b ∈ R and u′, v′ ∈ H . Step 1 and the evenness
of u 7→ fj(K,u) yield
fj(K,u + v) = fj(K, (a + b)e1) + fj(K,u
′ + v′)
= |a+ b|fj(K, sign(a+ b)e1) = |a+ b|fj(K, e1) and
fj(K,u)+fj(K, v) = (|a|+ |b|)fj(K, e1).
LetK ∈ Kn be such that fj(K, e1) ≥ 0. As a consequence of the previous equalities,
fj(K,u+ v) ≤ fj(K,u) + fj(K, v), ∀u, v ∈ R
n.
This means that u 7→ fj(K,u) is a support function. If fj(K, e1) < 0, we can use Lem-
mas 4.4(ii) and 2.3(i) to obtain that fj(−K, e1) > 0. Now, applying the previous argument to
−K , we get that u 7→ fj(−K,u) is a support function.
Let 1 ≤ j ≤ n − 1 and let K ∈ Kn be such that u 7→ fj(K,u) is a support function.
Let Φj(K) ∈ K
n be such that fj(K, ·) = h(Φj(K), ·). From Step 1, Φj(K) lies on the line
orthogonal to H passing through the origin. Since Φj(K) ∈ K
n
s is a centered convex body, it
is a centered segment on the line spanned by e1. Thus, there exists αj(K) ≥ 0 (depending on
K and j) such that Φj(K) = αj(K)[−e1, e1]. Using fj(K,u) = −fj(−K,u), we get (31).
Step 3. For every K ∈ Kn and j ∈ {1, . . . , n− 1}, fj(K, ·) ≡ 0.
We prove it by induction on j. Let j = 1. LetK ∈ Kn be so that dimK ≥ 1 and f1(K, ·)
is a support function. By Corollary 3.3(i), the mixed volume V (L0[n− 1], f1(K, ·)) vanishes
MINKOWSKI VALUATIONS UNDER VOLUME CONSTRAINTS 21
since V (L0[n − 1], f1(K, ·)) = v
Φ
1 (K), that is, V (L0[n − 1], f1(K, ·)) is the coefficient of
the 1-homogeneous term of the polynomial in (9). On the other hand,
V (L0[n− 1], f1(K, ·)) = (−1)
ε(K)α1(K)V (L0[n− 1], [−e1, e1]),
which, by Corollary 3.5(i), vanishes if and only if α1(K) = 0. If dimK = 0, then
f1(K,u) = 0, for every u ∈ R
n, by Lemma 2.9(iii). Hence, we have f1(K, ·) ≡ 0 for
every K ∈ Kn.
Assume that fj(K, ·) vanishes for every j < j0 ≤ n − 1 and for every K ∈ K
n. Let
K ∈ Kn have dimK ≥ j0 and consider v
Φ
j0
(K), i.e., the coefficient of degree j0 in the
polynomial expansion (9). Remark 3.2 yields that the only possible entries of each mixed
volume summand of vΦj0(K) are fj(K, ·) with 0 ≤ j ≤ j0. Therefore, by the induction
hypothesis, vΦj0(K) is given only by the summand V (L0[n − 1], fj0(K, ·)). As j0 < n, by
Corollary 3.3(i),
vΦj0(K) = V (L0[n− 1], fj0(K, ·)) = 0.
The latter is true if and only if αj0(K) = 0, by a similar argument as for j = 1. Hence, the
statement of Step 3 and so, also Lemma 4.5 are proved. 
5. PROOF OF THEOREMS 1.2 AND 1.3
We start with the following theorem in which we give an explicit expression for the image
of an operator Φ ∈MVal satisfying (VC) and such that dim(Φ({0})) = 0.
Theorem 5.1. Let n ≥ 2. An operator Φ ∈ MVal satisfies (VC) and dim(Φ({0})) = 0 if
and only if
Φ(K) = p+Φ1(K) + p2(K) + · · ·+ pn−1(K) + Vn(K)q, ∀K ∈ K
n,
with p, q ∈ Rn, pj : K
n −→ Rn, 2 ≤ j ≤ n − 1, continuous, translation invariant, and
j-homogeneous valuations, and Φ1 ∈MVal1 satisfying (VC).
Proof. Assume first that Φ ∈ MVal satisfies the hypotheses of the statement. We show that
fj(K, ·) is a linear function for every K ∈ K
n and 2 ≤ j ≤ n, by backward induction on j.
By Corollary 3.5(iii), if K is a zonoid, then fj(K, ·) is a linear function for every 2 ≤ j ≤
n. Thus, Lemma 4.3(i), ensures that if K is a convex body with dimK = j, 2 ≤ j ≤ n− 1,
then fj(K, ·) is linear. Furthermore, since h(Ln, ·) is a linear function, Lemma 2.9(vi)
and Lemma 4.3(ii) yield dim(Φn−1(K)) = 0 for every K ∈ K
n of dimension n, that is,
fn−1(K, ·) in the McMullen decomposition of Φ(K) is also a linear function. We now pro-
ceed with a backward induction argument. Let us assume that fj(K, ·) is a linear function for
every j0 < j ≤ n− 1 andK ∈ K
n. By Lemma 2.9(vi) and Lemma 4.3(ii), fj0(K, ·) is linear
for every K ∈ Kn with dimK = j + 1. Theorem 2.3 yields that fj(K, ·) is linear for every
K ∈ Kn, 2 ≤ j ≤ n− 1. (Notice that in general f1(K, ·) is not linear since it is not linear for
zonotopes.)
Now, again by Lemma 2.9(vi), we have that u 7→ f1(K,u) is a support function for every
K ∈ Kn. We denote by Φ1(K) the convex body such that h(Φ1(K), ·) = f1(K, ·). The
mapK 7→ Φ1(K) is a continuous and translation invariant Minkowski valuation that satisfies
Vn(Φ(K)) = Vn(Φ1(K)). Therefore, Φ1 ∈MVal1 satisfies (VC).
The converse is clear. 
Next we give the explicit expression for the image of an operator Φ ∈ MVal satisfying
(VC) and such that dim(Φ({0})) = n− 1.
Theorem 5.2. Let n ≥ 2. An operator Φ ∈MVal satisfies (VC) and dim(Φ({0})) = n− 1
if and only if there exist L ∈ Kn with dimL = n− 1 and a segment S with dim(L+ S) = n
such that
(32) Φ(K) = L+ p1(K) + · · ·+ pn−1(K) + Vn(K)S, ∀K ∈ K
n,
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where pj : K
n −→ Rn is a continuous, translation invariant valuation, homogeneous of
degree j, 1 ≤ j ≤ n− 1.
In order to prove Theorem 5.2, we will first prove its symmetric version, namely, the fol-
lowing result.
Theorem 5.3. Let n ≥ 2. An operator Φ ∈MVals satisfies (VC) and dim(Φ({0})) = n− 1
if and only if there exist L ∈ Kns with dimL = n − 1 and a centered segment S with
dim(L+ S) = n such that
Φ(K) = L+ Vn(K)S, ∀K ∈ K
n.
Proof. By Lemma 4.5 and the McMullen decomposition (6), there exist L0, Ln ∈ K
n such
that
Φ(K) = L0 + Vn(K)Ln, ∀K ∈ K
n.
On the other hand, by Corollary 3.5(i) we have that dimL0 = n − 1, dimLn = 1, and
dim(L0 + Ln) = n.
The converse clearly holds since K 7→ L + Vn(K)S, with L,S as assumed, satisfies all
the conditions (cf. Section 2.5). 
Now we proceed with the proof of Theorem 5.2.
Proof of Theorem 5.2. Let Φ ∈ MVal satisfy (VC) and dim(Φ({0})) = n − 1. Define the
operator Ψ : Kn −→ Kns by
Ψ(K) := D(Φ(K)).
It is clear that Ψ is a continuous and translation invariant Minkowski valuation which satisfies
(VC) as a consequence of (RS) and the assumption that Φ satisfies (VC). Moreover, the image
of K under Ψ is an o-symmetric convex body, since the difference body operator has this
property. Notice also that dim(Ψ({0})) = dim(D(Φ({0}))) = dim(Φ({0})) = n − 1,
since the difference body operator preserves the dimension of any convex body. Hence, we
can apply Theorem 5.3 to Ψ and obtain the existence of an (n− 1)-dimensional o-symmetric
convex body L and a centered segment S such that
(33) Ψ(K) = L+ Vn(K)S, ∀K ∈ K
n.
If we write it in terms of the support function, and for a λ > 0, we have
(34) h(Ψ(λK), u) = h(L, u) + λnVn(K)h(S, u).
The support function ofΨ(K) can be also written in terms of the support function ofΦ(K).
By the homogeneity of each summand in the McMullen decomposition of Φ in (6), we have
h(Ψ(λK), u) = h(Φ(λK), u) + h(Φ(λK),−u)
= h(L0, u) + h(L0,−u) + λ(f1(K,u) + f1(K,−u)) + · · ·+
+ λn−1(fn−1(K,u) + fn−1(K,−u)) + λ
nVn(K)(h(Ln, u) + h(Ln,−u)),(35)
for every u ∈ Rn. Comparing the coefficients of the polynomials in (34) and (35), we obtain
that Ln is a segment in the same direction as S and that L0 is an (n− 1)-dimensional convex
body lying in a parallel hyperplane to spanL. Moreover,
(36) fj(K,u) + fj(K,−u) = 0, ∀ 1 ≤ j ≤ n− 1, u ∈ R
n, K ∈ Kn.
Our aim is to show
(37) fj(K,u + v) = fj(K,u) + fj(K, v), ∀ 1 ≤ j ≤ n− 1, u, v ∈ R
n,K ∈ Kn.
Once it is proved, we have that Φ(K) is given as in (32), since the functions u 7→ fj(K,u)
are linear functions, i.e., fj(K,u) = h({pj(K)}, u), as we want to show.
To prove (37), we use the following two claims.
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Claim 1. Let 1 ≤ j ≤ n− 1. Let T be a (j+1)-dimensional simplex and let P be a polytope
given by Lemma 4.2. Then u 7→ fj(T, u) + fj(P, u) is a linear function in R
n.
By Lemma 4.2, T ∪P is a zonotope. Thus, by Corollary 3.5(ii), dim(Φj(T ∪P )) = 0, that
is, u 7→ fj(T ∪P, u) = h(Φj(T ∪P ), u) is a linear function. By Lemma 2.9(iv), fj(T ∩P, ·)
is a support function. Now Lemma 4.4 yields dim(Φj(T ∩P )) = 0. Hence, asK 7→ fj(K,u)
is a valuation for every u ∈ Rn,
fj(T, u) + fj(P, u) = h(Φj(T ∪ P ), u) + h(Φj(T ∩ P ), u) = 〈qT,P , u〉,
for some q
T,P
∈ Rn. In other words, u 7→ fj(T, u) + fj(P, u) is a linear function.
Claim 2. Let {e1, . . . , en} be a basis of R
n such that S = [−e1, e1] and denote by H the
hyperplane orthogonal to S. Then, for every K ∈ Kn, u′, v′ ∈ H , and 1 ≤ j ≤ n− 1,
(38) fj(K,u
′ + v′) = fj(K,u
′) + fj(K, v
′)
and
(39) fj(K,ae1 + u
′) = fj(K,ae1) + fj(K,u
′), ∀ a ∈ R.
We prove (38) by backward induction on j. Assume first j = n− 1. We argue as in Step 1
of Lemma 4.5. Since Φ(K) ∈ Kn for every convex body K , for λ > 0, we have
0 ≥ h(Φ(λK), u′ + v′)− h(Φ(λK), u′)− h(Φ(λK), v′)
= λn−1(fn−1(K,u
′ + v′)− fn−1(K,u
′)− fn−1(K, v
′)) +O(λn−2).
As λ→∞, we obtain
(40) fn−1(K,u
′ + v′) ≤ fn−1(K,u
′) + fn−1(K, v
′), ∀K ∈ Kn, u′, v′ ∈ H.
In order to obtain equality in (40), we first apply (40) to a simplex T and a polytope P
satisfying the condition of the previous claim with j = n − 1 and add both expressions, to
obtain
(41)
fn−1(T, u
′+v′)+fn−1(P, u
′+v′) ≤ fn−1(T, u
′)+fn−1(T, v
′)+fn−1(P, u
′)+fn−1(P, v
′).
Now Claim 1 yields that both sides of the above inequality are the same linear function.
Hence, we have equality in (41), which together with inequality (40) yields
fn−1(T, u
′ + v′) = fn−1(T, u
′) + fn−1(T, v
′)
for every (n − 1)-dimensional simplex T . As K 7→ fn−1(K,u
′ + v′) − fn−1(K,u
′) −
fn−1(K, v
′) is a continuous and translation invariant real-valued valuation for every u′ ∈ H ,
Lemma 4.1(i) yields (38) for j = n− 1.
Assuming next that (38) holds for every j > j0, we show it for j = j0. In this case, we
obtain, similarly to the previous case, fj0(K,u
′ + v′) ≤ fj0(K,u
′) + fj0(K, v
′) for every
K ∈ Kn and u′, v′ ∈ H . Hence, applying again Claim 1, now for j = j0, and Lemma 4.1(i),
we get (38) for every 1 ≤ j ≤ n− 1.
The proof of (39) follows, similarly, by a backward induction argument on j. Indeed,
since we have proven that Ln is a segment in the same direction as S (see (33)), we have
h(Ln, ae1 + v) = h(Ln, ae1) + h(Ln, v). Since Φ(K) is a convex body,
fn−1(K,ae1 + u
′) ≤ fn−1(K,ae1) + fn−1(K,u
′)
for every K ∈ Kn, u′ ∈ H and a ∈ R (arguing as we did for (40)). Now, exactly in the same
way we performed the proof of (38), Claim 1 and Lemma 4.1(i) ensure (39). Thus, Claim 2
is proved.
Now we proceed to prove (37). Let u = ae1 + u
′ and v = be1 + v
′, a, b ∈ R, u′, v′ ∈ H .
We compute, by using (39),
fj(K,u+ v) = fj(K, (a + b)e1 + u
′ + v′) = |a+ b|fj(K, sgn(a+ b)e1) + fj(K,u
′ + v′)
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and
fj(K,u) + fj(K, v) = |a|fj(K, sgn(a)e1) + fj(K,u
′) + |b|fj(K, sgn(b)e1) + fj(K, v
′).
Assume that a + b > 0, a > 0, and b < 0. By using the above equations, (38), and (36), we
get
fj(K,u+ v) = (a− |b|)fj(K, e1) + fj(K,u
′ + v′)
= afj(K, e1)− |b|fj(K, e1) + fj(K,u
′) + fj(K, v
′)
= afj(K, e1) + fj(K,u
′) + |b|fj(K,−e1) + fj(K, v
′)
= fj(K,u) + fj(K, v),
for every 1 ≤ j ≤ n − 1 and K ∈ Kn. The equality for the remaining cases (different signs
of a, b) is obtained in a similar way. Hence, (37) is proved.
The converse is clear, as for anyK ∈ Kn,K 7→ L+ p1(K) + · · ·+ pn−1(K) + Vn(K)S,
satisfies all the stated conditions (cf. Section 2.5). 
Proof of Theorems 1.2 and 1.3. First we note that Theorem 1.3 follows from Theorem 1.2 and
the assumption that Φ is an o-symmetrization, since the only point which is o-symmetric is
the origin. The proof of Theorem 1.2 follows from Theorem 3.1, together with Theorem 5.1,
for the case (i), and Theorem 5.2, for the case (ii). 
We note that the operators in Theorem 1.3(ii) are SL(n)-invariant. It is well-known that
the continuous and translation invariant real-valued valuations, which are SL(n)-invariant,
are linear combinations of the Euler characteristic and the volume. From this fact, it easily
follows that the continuous and translation invariant Minkowski valuations, which are SL(n)-
invariant, are of the form K 7→ M1 + Vn(K)M2, whereM1,M2 ∈ K
n are fixed. The above
result characterizes the SL(n)-invariant Minkowski valuations satisfying (VC).
Corollary 5.4. Let n ≥ 2. An operator Φ : Kn −→ Kns is a continuous, SL(n)-invariant, and
translation invariant Minkowski valuation satisfying (VC) if and only if there exist a centered
segment S and an o-symmetric (n − 1)-dimensional convex body L with dim(L + S) = n
such that for every K ∈ Kn,
Φ(K) = L+ Vn(K)S.
6. PROOF OF THEOREMS 1.4 AND 1.5
In this section, we apply Theorem 1.2 to obtain Theorems 1.4 and 1.5. These are improve-
ments of the following results from [3], as the homogeneity hypothesis is removed.
Theorem 6.1 ([3]). Let n ≥ 2. An operator Φ ∈ MVal is 1-homogeneous, monotonic, and
satisfies (VC) if and only if there is a g ∈ GL(n) such that
Φ(K) = g(DK), ∀K ∈ Kn.
Theorem 6.2 ([3]). Let n ≥ 3.
(i) An operator Φ ∈ MVal is 1-homogeneous, SO(n)-covariant, and satisfies (VC) if
and only if there are a, b ≥ 0 with a+ b > 0 such that
Φ(K) = a(K − s(K)) + b(−K + s(K)), ∀K ∈ Kn.
(ii) An operator Φ ∈ MVals is 1-homogenous, SO(n)-covariant, and satisfies (VC) if
and only if there is a λ > 0 such that Φ(K) = λDK for every K ∈ Kn.
We consider first Theorem 6.1 and prove that the homogeneity property can be removed,
that is, we prove Theorem 1.4.
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Proof of Theorem 1.4. By Theorem 1.2, we have that Φ is either of the form
(42) Φ(K) = p+Φ1(K) + p2(K) + · · · + pn−1(K) + Vn(K)q, ∀K ∈ K
n,
with Φ1 ∈ MVal1, p, q ∈ R
n and pj : K
n −→ Rn, 2 ≤ j ≤ n − 1, continuous, translation
invariant, and j-homogeneous valuations; or
(43) Φ(K) = L+ p1(K) + · · ·+ pn−1(K) + Vn(K)S, ∀K ∈ K
n,
with S a non-degenerated segment, L an (n−1)-dimensional convex body such that dim(L+
S) = n and pj : K
n −→ Rn, 1 ≤ j ≤ n − 1, continuous, translation invariant, and j-
homogeneous valuations.
We observe first, that the monotonicity condition implies that for every K ∈ Kn and for
every λ ≥ 1, Φ(K) ⊂ Φ(λK), and that for every 0 < λ ≤ 1, we have Φ(λK) ⊂ Φ(K)
(notice that, by translation invariance we may assume that K contains the origin, so that
K ⊂ λK for λ ≥ 1 and K ⊃ λK for 0 < λ ≤ 1).
First we deal with the case of Φ being given as in (42). Let λ ≥ 1 and K ∈ Kn. Applying
the support function to both sides of (42), since h({p}, u) = 〈p, u〉 for any p ∈ Rn, the
monotonicity condition Φ(K) ⊂ Φ(λK) implies that
h(Φ1(K), u) +
n∑
j=2
〈pj(K), u〉 ≤ λh(Φ1(K), u) +
n∑
j=2
λj〈pj(K), u〉,
for any u ∈ Rn, λ ≥ 1, and K ∈ Kn. Following the notation in (42), we set pn(K) = q.
As λ → ∞, we obtain that 〈pn(K), u〉 ≥ 0 for every u ∈ R
n, which is possible only if
q = pn(K) = 0 for every K ∈ K
n. By backward induction, as λ → ∞, we obtain that
pj(K) = 0 for every K ∈ K
n and 2 ≤ j ≤ n − 1. Hence, Φ as given in (42) is monotonic
if and only if Φ = Φ1 + p, where Φ1 ∈ MVal1 is monotonic. Theorem 6.1 yields the first
statement of Theorem 1.4.
We now deal with the operators of the form (43). Again taking the support function, we
get, for every u ∈ Rn, 0 ≤ λ ≤ 1, and K ∈ Kn,
n−1∑
j=1
〈pj(K), u〉+ Vn(K)h(S, u) ≥
n−1∑
j=1
λj〈pj(K), u〉+ λ
nVn(K)h(S, u).
As λ→ 0+, we have 〈p1(K), u〉 ≥ 0 for every u ∈ R
n, which implies p1(K) = 0 for every
K ∈ Kn. Induction on j yields pj(K) = 0 for every 1 ≤ j ≤ n − 1. Hence, the above
inequality holds if λnh(S, u) ≤ h(S, u) for every u ∈ Rn and 0 ≤ λ ≤ 1. This is possible
only if h(S, u) ≥ 0 for every u ∈ Rn, that is, if S contains the origin. The result follows after
observing that K 7→ L+ Vn(K)S is monotonic if S contains the origin. 
Next we prove Theorem 1.5. For that we apply Theorem 6.2 and the following charac-
terization, by Schneider [54], of the Steiner point. We recall that the Steiner point s(K) of
K ∈ Kn is defined as
s(K) =
1
κn
∫
Sn−1
h(K,u)udu
and that an operator φ : K −→ Rn is translation covariant if φ(K+t) = φ(K)+t for every t ∈
R
n. We observe that the Steiner point is a continuous, translation covariant, SO(n)-covariant,
and 1-homogeneous vector-valued valuation (see [57, p. 50]). Schneider first proved in [53]
that this list of conditions characterizes the Steiner point. In [54], he removed the homogeneity
hypothesis and proved the following result.
Theorem 6.3 ([54]). An operator φ : Kn −→ Rn is a continuous, SO(n)-covariant, and
translation covariant valuation if and only if there is a λ ≥ 0 such that φ(K) = λ s(K) for
every K ∈ Kn.
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Proof of Theorem 1.5. We will show that every operator Φ ∈ MVal satisfying (VC) and
being SO(n)-covariant is also 1-homogeneous, so that we can apply Theorem 6.2.
By Theorem 1.2, we know that Φ is either of the form (42) or (43). We study which of
those operators are SO(n)-covariant.
Assume first that Φ is given as in (43). Applying (43) to λK, forK ∈ Kn and λ > 0, taking
support functions in (43), and using the SO(n)-covariance, we have for every g ∈ SO(n) and
u ∈ Rn,
h(L, u) +
n−1∑
j=1
λjh(pj(g(K)), u) + λ
nVn(K)h(S, u)
= h(g(L), u) +
n−1∑
j=1
λjh(g(pj(K)), u) + λ
nVn(K)h(g(S), u).
As λ→ 0+, we obtain h(L, u) = h(g(L), u) for every g ∈ SO(n), where L ∈ Kn is a fixed
(n − 1)-dimensional convex body. Since h(L, u) = h(g(L), u) holds for every g ∈ SO(n)
only if L = {0} or L = rBn, r > 0, and non of these are (n−1)-dimensional convex bodies,
we obtain that the case given by (43) does not contain any SO(n)-covariant valuation.
Similarly, from (42), we have, for every u ∈ Rn, g ∈ SO(n), λ > 0, and K ∈ Kn,
h({p}, u) + λh(Φ1(g(K)), u) +
n∑
j=2
λjh({pj(g(K))}, u)
= h({g(p)}, u) + λh(g(Φ1(K)), u) +
n∑
j=2
λjh({g(pj(K))}, u),
which implies
h({pj(g(K))}, u) = h({g(pj(K))}, u), ∀u ∈ R
n, g ∈ SO(n), K ∈ Kn, 2 ≤ j ≤ n.
Hence, since the support functions of pj(K) ∈ R
n and g(pj(K)) ∈ R
n coincide, we have
pj(g(K)) = gpj(K), 2 ≤ j ≤ n. By Theorem 6.3 applied to K 7→ pj(K) − s(K), which
is translation covariant, this is possible only if pj(K) = λj s(K) for every K ∈ K
n and
some λj ≥ 0. As K 7→ pj(K) is homogeneous of degree j, 2 ≤ j ≤ n, and K 7→ s(K) is
homogeneous of degree 1, this is the case only if λj = 0, for every 2 ≤ j ≤ n. Similarly,
h({p}, u) = h({g(p)}, u) for every g ∈ SO(n) and u ∈ Rn, implies p = 0. Therefore, the
only operators of the form in (42) which are SO(n)-covariant are 1-homogeneous.
We can now apply Theorem 6.2 to obtain the result. 
In a similar manner, we can use Theorem 1.2 and Theorem 6.1 in [3] to show the 2-
dimensional version of Theorem 1.5.
Theorem 6.4. Let n = 2. An operator Φ ∈ MVal satisfies (VC) and is SO(2)-covariant if
and only if there are g ∈ SO(2) and a, b ≥ 0 with a+ b > 0 such that
Φ(K) = ag(K − s(K)) + bg(−K + s(K)), ∀K ∈ Kn.
7. EXAMPLES
We provide some examples of operators satisfying all but one of the hypothesis of Theo-
rem 1.2 and hence showing that the result is best possible, in the sense that other operators
appear if one of the hypothesis is removed, except for the continuity. We are not aware of a
translation invariant Minkowski valuation satisfying (VC) which is not continuous.
Example 7.1. Let L be an (n−1)-dimensional convex body and let S be a segment such that
dim(L+ S) = n. Then
K 7→ DK + s(K)
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and
K 7→ L+ Vn(K)S + s(K)
are continuous Minkowski valuations which satisfy (VC). However, they are not translation
invariant, since the Steiner point is not.
Example 7.2. The operator
K 7→ conv ((K − s(K)) ∪ (−K + s(K)))
is continuous, translation invariant, and satisfies (VC). It is also an o-symmetrization. How-
ever, it is not a Minkowski valuation.
Example 7.3. Let L be an (n−1)-dimensional convex body and let S be a segment such that
dim(L+ S) = n. Then
K 7→ L+ Vn(DK)S
is a continuous and translation invariant operator satisfying (VC). However, it is not a Min-
kowski valuation.
Example 7.4. For n ≥ 2, the complex difference body introduced in [2],DC : K
2n −→ K2n,
with C an o-symmetric planar convex body provides a continuous and translation invariant
Minkowski valuation that satisfies (LVC) and is an o-symmetrization. However, it does not
satisfy (UVC).
Example 7.5. Let L be an (n − 1)-dimensional convex body and let S be a segment with
dim(L+ S) = n. Then the operator
K 7→ L+ Vn(K)S +DK
is a continuous and translation invariant Minkowski valuation satisfying (LVC). However, it
does not satisfy (UVC).
Example 7.6. Let L be an (n−1)-dimensional symmetric convex body and let S be a segment
with dim(L+ S) < n. Then the operator
K 7→ L+ Vn(K)S
is a continuous and translation invariant Minkowski valuation satisfying (UVC). However, it
does not satisfy (LVC).
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