High-speed optical communication systems may suffer from a combination of impairments such as memory effect and nonlinear behavior of the optoelectronic components. Nonlinear digital pre-distortion (DPD) is one of the well-known technique to alleviate these effects. As typical implementation of Volterra-based DPD is considered complex and consumes high power, more efficient orthogonal-based Volterra series representation has been proposed. Previous works offered ways to perform efficient grading of the most dominant dimensions based on the combination of the dimensions variances and the signal projection. Here, it is shown that normalization of the data dynamic range further improves this method and decreases significantly the number of required dimensions. Using normalization combined with the previous methods, maximizes the DPD performance by means of error vector magnitude (EVM) and bit error rate (BER), while minimizing the DPD complexity in the terms of required series dimensions. Extensive simulation and lab measurements indicate a potential saving of up to 87% in the number of dimensions with a negligible performance penalty.
Introduction
In recent years, the demand for faster information transfer rates has increased significantly. Attempts to accommodate faster rates using existing hardware have pushed opto-electronic components to their limits. One of the main approaches to increase data rates, is by using high order modulations. These approaches require transmission with larger amplitude swing, causing operation in a nonlinear regime. One of the main challenging segments that combines the demand for extremely high bandwidth together with extremely low cost solutions is data-center interconnects (DCI), which are focused on sub-100 km connections, usually with non-or a single optical amplified system. Consequently, the main challenge in such networks is) the band-limited nonlinear behavior rather than the OSNR, such as imposed by Mach-Zehnder modulators (MZMs) [1] and vertical-cavity surface-emitting lasers (VCSELs) [2] . Due to the components' bandwidth limitation, the nonlinear behavior is combined with memory effect which exacerbates the problem. Fig. 1 . Block diagram of a DPD system. Fig. 1(a) depicts a blocks diagram of DPD learning concept. Fig. 1(b) presents the equivalent linear relationship which is achieved using concatenation of a DPD and a real system. Widespread researches exist in the field of communication systems concerning linearization by digital pre-distortion (DPD) [3] , [4] . The nonlinear effect reduces the system' s possible optical modulation amplitude (OMA) and power budget, which can be mitigated with linearization processes [5] . The linearization uses digital filtering with inverse response to the physical system response, so that the cascade of the filter and the system has linear input-output relationship. In most cases, the inverse system is estimated using indirect methods [6] as illustrated in Fig. 1 .
The nonlinear DPD can be implemented based on any variant of Volterra series. However, Volterra series has a lot of dimensions (elements), depending on the nonlinear and memory orders [7] . Thus, a nave implementation of Volterra-based DPD is too expensive and complex for high-speed low-cost communication system which requires efficient and low-power units [8] , [9] . Thus, widespread researches look for efficient and low-complexity implementations for Volterrabased system [10] - [12] .
In recent publications [13] , [14] , we showed the significant advantages of using orthogonal basis to achieve complexity reduction. By grading the contributions of orthogonal dimensions, only the most dominant ones can be chosen, while the effect of the truncated elements is negligible. Using less dimensions, the complexity reduction can be achieved and the amount of required hardware resources decreases dramatically. However, the dimensions reduction process requires dimensions grading. The grading methods were based on the dimension's contribution and variance.
In this work the grading process is further optimized. It is shown that applying data normalization improves the grading process, and that applying grading using signal projection after data normalization yields improved results. The data normalization is a significant principle in variance-based grading method in Volterra systems, as it avoids higher impact of the high-power Volterra elements. In addition, it is shown that in a Wiener-dominant systems (where the memory effect precedes the non-linearity), higher-order modulation formats do not effect the amount of most dominant dimensions. This inclusive optimization is validated extensively both by simulations and by multiple sets of experiments.
The remaining parts of the paper are organized as follows. In Section 2, the basic grading method and its limitations are theoretically presented, and the information-projection approach is derived. Section 3 presents simulation analysis of a nonlinear band-limited MZM. Section 4 presents the compensation results of an MZM-based optical communication full-link based on the proposed method. This is followed by conclusions which are drawn in Section 5.
Theory of Dimensions Grading
The Volterra series is an expansion of multimodal Taylor series where each dimension is a memory element. For discrete-time real-valued cases, the series general form can be written as [9] , [12] :
where K is the nonlinearity order, M is the memory order,t = {t 1 · · · t k } is the times vector of the samples of the series' elements, x (n) is the series input samples and y (n) is the series output values. As shown in [15] , the major drawback of Volterra series is its number of elements which grows very fast depending on the series' nonlinearity and memory orders.
To reduce the series complexity, orthogonal Volterra series was proposed [9] , [11] . Based on orthogonal basis, the contribution of each dimension can be detect, and only the most significant dimensions are chosen. Due to the orthogonalization concept, this truncation algorithm has a negligible effect on the series accuracy, but can be a significant relief on the implementation complexity. The linear transformation from the original series to the orthogonal one is the eigenvectors of the auto-correlation matrix of the Volterra matrix [13] . Eq. (2) summarizes the orthogonal Volterra series representation:
where each projection θ j (n) consists of the non-orthogonal Volterra representation V (x (n)) projected on the orthogonal dimension by the rotation eigenvector A j , H or t hogonal is the orthogonal series kernels vector and ρ is the number of dimensions of the original non-orthogonal Volterra series.
Information' s Projection Impact
The basic and well-known grading method is the variance-based method. Due to the fact that there is no correlation between the orthogonal dimensions, the variance can be an indication of the amount of information which is included in each dimension [16] . This method is similar to principal component analysis (PCA) concept [17] . However, it was shown that different reasons may affect the dimensions variance [14] . In such case, dimension with high variance may include a small amount of signal information.
To optimize the grading method, both effects, variance and signal-projection on each dimension should be taken into account. This optimization can identify dimensions with high variance but small effect on the original signal, which can be indicated by small signal-projection value. The main highlights of the combined optimization (variance and signal projection) are presented below.
where H is the non-orthogonal series kernels [ρx1] vector, A is the rotation [ρxρ] matrix of the auto-correlation eigenvectors matrix and X is the Volterra [Nxρ] matrix [13] , where N is the number of samples, and ρ is the number of dimensions of the original non-orthogonal Volterra series. Using least squares (LS) estimation, the series kernels can be estimated:
where R is the auto-correlation [ρxρ] matrix of the orthogonal Volterra series. Using the orthogonal representation, the auto-correlation matrix is diagonal. Thus, each kernel, index j, can be estimated separately in a scalar manner:
where E [·] is the expectation operator. Using both, Eq. (2) and Eq. (5), the orthogonal Volterra form can be rewritten as:
Note that due to the orthogonalization concept, the contribution of each orthogonal element of Eq. (6) is orthogonal to other elements' contributions. Thus, under the assumption of ergodicity in the first moment, we can define the dimension' s "average-contribution" as:
The average-contribution value takes into account both components, the normalized dimensions variance,
j ] , and the signal projection on this dimension, E [yθ j ]. Using this weighted value, dimensions with high variance but low signal-projection (low contribution to the series accuracy) can be identified and neglected.
Dimension' s Dynamic Range Impact
Both of the mentioned above methods (variance-based and contribution-based) use the dimensions' variance. However, the Volterra series consists of high powers and low powers elements. The variance of the high power elements may be significantly higher than the variance of the low power ones. This attribute is further enhanced when the signal dynamic range is larger than [−1, 1], due to the fact that the power value affects the variance. Using power greater than one, numbers with values over one become greater and numbers below one become smaller, resulting in a total variance increase. Higher powers lead to higher variances which not necessarily indicate the real amount of information at these dimensions.
Consequently, any grading method associated with the dimension variance should take this effect into consideration. Therefore, a normalization procedure is proposed and applied to the signal by maintaining the dynamic range within the range [−1, 1]. This mitigates this problem due to the consistent variance behavior within the range [−1, 1], (all the numbers become smaller by high power).
It should be noted that the proposed dimensions reduction method is independent on the Volterra model type. Thus, it should work for any degenerated Volterra model, such as memory polynomial, which neglects the series' cross-terms. The memory polynomial is a common model for very bandwidth limited systems which require high memory order [18] , [19] . However, as explain in [20] , the memory polynomial model may be limited in systems with dominant cross-terms, e.g. nonlinear system with dominant reflections.
Another important note is that the algorithm is modulation format independent. The same algorithm applies for QPSK as well as high-order modulations such as QAM-16, and QAM-64 and higher, which are more sensitive to nonlinear component due to the requirement for higher operation range and higher resolution [21] . In cases where the system' s bandwidth limit occur prior to the nonlinear distortion (Wiener system [22] ), the signal becomes "analog-like" at the bandlimited portion output, thus experiencing, in turn, the nonlinear distortion effect as an 'analog' signal, thus essentially agnostic to the modulation format. Consequently, high order modulation formats do not require more dimensions compared to lower order modulated formats. This was indeed experimentally validated and further discussed in Section 3. It should be mentioned though, that when the system' s dominant bandwidth limited component exist after the nonlinear component (Hammerstein system [22] ), the higher-order modulation format may requires more dimensions due to the fact that the nonlinear distortion includes more optional levels.
Simulation
To evaluate the performance of the proposed method, standard MZM based nonlinear coherent transmitter was considered. The nonlinearity resulted from the inherent sinusoid conversion function of the MZM, which is introduced in the interferometric process. The non-linearity effect is highly pronounced in high-speed transmission, due to the bandwidth limitation of the opto-electronic infrastructure, i.e. digital-to-analog-converter (DAC), analog drivers and the MZM. The bandwidth limitation introduces memory effect into the non-linearity of the transmitter, and thus, significantly increases the complexity of the system. Furthermore, the limited bandwidth introduces high peak Fig. 2(a) presents the dimensions variances versus the dimension index for the orthogonal basis case. Fig. 2(b) presents the dimensions average contributions as defined in Eq. (7) when the dimensions were sorted by the variance as Fig. 2(a) .
to average power ratio (PAPR) of the signal, thus pushing the operation of the MZM deeper into its non-linear regime. In the simulations, the non-linear transmitter was modeled according to the Wiener-Hammerstein methodology [22] . In the common commercial systems, the electrical components are more narrow-band compared to the optical components. Thus, the dominant narrow-band filter was modulated before the nonlinear function. An extensive set of numerical simulations was obtained by transmitting QPSK symbols at symbol rate of 32 Gbaud. The symbols were processed by DSP, which included a root raised cosine (RRC) pulse shaping filter with roll-off factor of β = 0.2 and Volterra based DPD. This was followed by DAC, which operated at 64 Gsamples/sec, i.e. 2 sample-per-symbol (SPS), analog drivers and MZMs. The analog bandwidth of the electrical path was 10 GHz (−3 dB level), and was simulated using a 3rd order Bessel low-pass filter. The proposed algorithm was evaluated by transmitting analog signals through a system input-output transfer function and analyzing the resulting distorted signals.
In order to demonstrate the proposed dimension reduction effect, a reduced complexity DPD was applied to the system according to the various proposed dimensions grading methods presented in Section 2. Using the rotation matrix the original dimensions were rotated to the orthogonal base and were graded following the various proposed methods. The performance cost function was the error vector magnitude (EVM), which was analyzed versus the total number of orthogonal-Volterra series dimensions. All the four proposed grading methods were performed and compared: 1) Variance-based grading on the original data.
2) Variance-based grading after data normalization to the range [−1, 1].
3) Signal-projection based on the original data, as in Eq. (7). 4) Signal-projection as in Eq. (7), based on the normalized data to the range [−1, 1]. At first, the variance and the contribution of the dimensions were compared for both cases, with and without normalization before the grading process. Fig. 2(a) presents the variance of the dimensions after the variance-based grading process. Fig. 2(b) presents the average-contribution (Eq. (7)) of the dimensions which were graded by the variance-based process. The comparison between Figures 2(a) and 2(b) shows that for both cases, with and without data normalization, the contribution curves are not graded in an optimal way (they are not monotonically decreasing). Furthermore, for the non-normalized signal (samples' dynamic range was [−2, 2]), the non-monotonic behavior is further enhanced, introducing more and higher peaks (contributions). Thus, Fig. 2(b) leads to the conclusion that the contribution-based grading process after data normalization is a preferred grading method.
The efficiency of the different grading methods was analyzed and compared by means of EVM versus number of used dimensions. Fig. 3(a) presents the EVM for the 4 different grading methods proposed above. The baseline comparison EVM was defined as −21 dB which is the best result obtained in the simulations using the parameters that fits the experimental setup, thus forming an "EVM floor" of the analyzed system. This was achieved by using non-orthogonal Volterra series with polynomial order 5 and memory order 4, which yields 126 dimensions. The common variancebased method (case I) requires 106 dimensions to meets the −21 dB EVM target, saving 16% out of the total 126 original Volterra dimensions. The variance-based plus normalization method (case II) meets the EVM target by 47 dimensions -saving 63%. The contribution-based method (case III) requires 80 dimensions to achieve this bound -saving 37%. Finally, contribution-based plus data normalization meets the target using only 29 dimensions which is a dramatic saving of 77% of the number of required dimensions.
Comparison between Fig. 2(b) and Fig. 3 (a) reveals that dimensions with high contribution values ( Fig. 2(b) ) have strong EVM reduction ("steps" behavior) in the variance-based grading method (solid lines in Fig. 3(a) ). On the other hand, the contribution-based grading method eliminates the "steps" behavior (dashed lines in Fig. 3(a) ). In addition, a comparison between the dash black and the dash gray curves reveals that even though the "steps" are removed by the improved grading method (Eq. (7) ), the dynamic range scaling leads to an additional significant improvement of the EVM, which is in agreement with the results of Fig. 2(b) , where is observed that the normalized lines include less and weaker peaks.
The dimensions reduction process is generic for any type of Volterra series, and is valid for degenerated Volterra models, In particular, this method can be applied for the memory polynomial model, which is commonly used for narrow-band non-linear systems. Fig. 3(b) summarizes the simulation results when memory polynomial model is used with the same series parameters (polynomial order of 5 and memory order of 4), indicating similar conclusions as in the case of full orthogonal Volterra representation, yielding 60% saving in the number of dimensions.
Furthermore, the algorithm is modulation format independent, and works for high-order modulation too. Fig. 4 presents the BER curves versus E b /N 0 for QPSK, QAM-16, and QAM-64. For each modulation format, three DPD schemes were applied: linear DPD (noted as "linear" in the Fig. 5 . The experimental setup. Fig. 5(a) presents the experimental setup block diagram of PM-CD system with I/Q MZM. Fig. 5(b) presents the system channel response. legend), minimized DPD with only 29 most dominant dimensions based on our dimensions-reduced scheme (noted as "reduced"), and "full" Volterra series DPD with all the 126 dimensions (noted as "all"). As expected, 29 dimensions DPD achieves the performance of "all-dimensions" DPD, for all modulation formats. As explained in Section 2.2 above, due to dominant narrow-band filtering before the nonlinear distortion (Wiener system), the higher-order modulation formats (QAM-64 and QAM-16) require the same amount of dimensions (29) as the QPSK case to meet the best performance ("analog-like" signal at the input to the nonlinear distortion).
Experimental

Experimental Setup
Our proposed method was experimentally validated with an end-to-end coherent system. A block diagram of the phase-modulation coherent-detection (PM-CD) setup that was used is depicted in Fig. 5(a) . The TX generates 32 Gbaud QPSK signals, which are processed by a digital signal processing (DSP) block. The DSP implements RRC pulse shaping filter with roll-off factor β = 0.2, and Volterra based DPD, as discussed in the previous sections. The DSP block is followed by I/Q DAC that operates at rate of 64 Gsamples/sec, i.e. 2 SPS. The analog bandwidth of the DAC is ∼16 GHz (−3 dB level). The electrical signal is then amplified using drivers, and fed to dual-port MZMs modulator. The linewidth of the laser is 100 KHz. The receiver front-end consists of an integrated coherent receiver (ICR), and analog-to-digital converter (ADC) which transforms the optical signal into digital samples. The ADC operates at 64 Gsamples/sec, and has analog bandwidth of ∼16 GHz. The bandwidth of the electrical back-to-back setup, and the overall optical setup, including the drivers, MZMs and ICR is shown at Fig. 5(b) . The receiver DSP implements the required algorithms for detection (synchronization, carrier phase estimation (CPE) and frequency offset estimation).
Experimental Results
The nonlinear DPD enables improving the system's OMA. Initially, the MZM was derived by a signal swing of only 20% Vπ , in order to operate at the linear regime of the sine behavior of the MZM [23] , which led to a 2.2 dBm OMA. Increasing the signal swing to 50% Vπ yielded 5 dBm OMA at the MZM output. Therefore, operating the MZM with larger driving signal' s swing contributed additional 2.8 dB to the OMA at the transmitter output but on the coast of operation in the nonlinear regime [23] . This scheme, in turn, requires a nonlinear DPD.
As presented in Fig. 5(b) , the system is extremely bandwidth limited. Thus, due to the fact that the Volterra series should include high number of memory elements, a full Volterra series is too complex to implement. Hence, a memory polynomial model was used to describe the pre-distortion (inverse system). Fig. 6(a) presents the EVM absolute value as a 2-D function of the series' polynomial and memory orders. It can be observed that in our system the nonlinear DPD yields 1.5 dB improvement as compared to linear DPD. This results agree well with [9, 24] that show that the nonlinear effects introduces a penalty of 1 up to 3 dB.
Comparison analysis between the various suggested DPD methods was performed for memory order of 10 and polynomial orders of 7, which originally yields 77 dimensions. This series achieves a bound of −17.8 dB EVM. Similar to the process applied in the simulation, first the non-orthogonal Volterra series were built and rotated to the orthogonal base, using the rotation matrix based on the eigenvectors matrix of the correlation matrix. The orthogonal dimensions were graded using the four different methods which were presented in Section 3. The grading efficiency was extract for each method in terms of average contribution, EVM, and BER. Fig. 6(b) presents the overall dimension' s average-contribution, using variances grading methodology. Fig. 7(a) presents the EVM versus the total number of dimensions. The clear "steps" that are observed in the continuous lines in Fig. 7(a) are associated with the peaks of Fig. 6(b) that represent the most significant dimensions. Indeed, using these dominant dimensions leads to a significant improvement ("step") in the EVM curve. By applying the combined (contribution-based plus dynamic range normalization) grading method, the "steps nature" disappear (the dashed lines on Fig. 7(a) ), and the target of −17 dB was reached using only 10 dimensions -saving of 87% out of the total 77 original dimensions.
Finally, a dimension-reduced orthogonal Volterra-based DPD was applied using the ten most significant dimensions (for all the four methods which are presented in the paper). Fig. 7(b) presents the BER curves for the four grading methods and the BER curve of all-dimensions DPD. The curves were created by adding a synthetic AWGN noise to the received signal. It is clearly observed that only the new proposed grading method (method #4 summarized in Section 3) reaches the bound of all-dimensions DPD. Fig. 8 presents the constellation diagram of the received symbols with and without the dimensions-reduced (10 dimensions) DPD. It is observed that the proposed DPD achieves a significantly "cleaner" constellation diagram.
Conclusions
In this paper, we have shown that high polynomial and memory orders Volterra compensator may become implementable using orthogonalization process and dimensions grading. Using orthogonal Volterra series, only the most significant dimensions can be identified and selected, while the other dimensions contribute only a negligible penalty. Fewer dimensions lead to lower-power, lower cost, and reduced complexity hardware requirement. A novel inclusive dimensions reduction method, which combines a dynamic range normalization together with projection-based grading, is proposed. The latter considers both the normalized dimension variance and the information projection on each dimension. This grading method efficiency is demonstrated on both simulations and lab experiments. The experimental measurements indicates a potential savings of up to 87% of the required number of dimensions.
