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Abstract
A sequence bn is the binomial transform of the sequence an if bn =∑nk=0 (nk)ak . We derive a general
identity for such pairs of sequences. Various known identities are obtained as particular cases.
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1. Introduction
Given two sequences {an}n∈N and {bn}n∈N, where N = {0,1,2, . . .}. We say that the se-
quence bn is the binomial transform of the sequence an if
bn =
n∑
k=0
(
n
k
)
ak.
In 1995 M. Kaneko [9] found the following recursion formula for the Bernoulli numbers Bn:
k∑
j=0
(
k + 1
j
)
(k + j + 1)Bk+j = 0, for k  1, (1.1)
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text
et − 1 =
∞∑
n=0
Bn(x)t
n
n! ,
and the Bernoulli numbers Bn are defined by Bn = Bn(0). There are a lot of general formulae
obtained by many authors [7,10,12,14]. All these general formulae are related to the binomial
transform. In this paper, we obtain the following theorem.
Theorem 1.1. Let s be an arbitrary integer and bn be the binomial transform of an. Then for all
nonnegative integers m and n,
m∑
k=0
(
m
k
)
(n + k)!
(n + k + s)!an+k+s
=
n∑
k=0
(
n
k
)
(−1)n−k(m + k)!
(m + k + s)! bm+k+s
+
s−1∑
j=0
s−1−j∑
i=0
(
s − 1 − j
i
)(
s − 1
j
)
(−1)n+1+iaj
(s − 1)!(m + n + 1 + i)(m+n+i
n
) .
In the next section we will derive some basic properties of the generalized Seidel matrices.
Using these basic properties, we could give a detail proof of our main theorem in Section 3. In
Section 4, we derive a general form of [12, Theorem 1.1]. All the identities mentioned in [12]
are special cases of our theorem. This includes the general formula of Eq. (1.1).
In the last section, we apply our main theorems to quite a few known sequences (e.g. the
self-dual sequences, the Bernoulli polynomials, and the Stirling numbers of the second kind,
etc.).
2. Generalized Seidel matrices
Let α, β be any two nonzero complex numbers, and {an}n∈N be a sequence of complex num-
bers where N = {0,1,2, . . .}. We construct the generalized Seidel matrix (an,m)n,m∈N associated
with {an}n∈N and a parameter pair (α,β) as follows [2,3]:
1. The first row (a0,n = an)n∈N of the matrix is called the initial sequence of the matrix.
2. Each entry an,m of the nth row is defined as
an,m = αan−1,m + βan−1,m+1, for n 1, m 0. (2.1)
We denote this generalized Seidel matrix as GM(an;α,β). The first column (an,0)n∈N of this
matrix is called the final sequence. From Eq. (2.1) the element an,m can be expressed as
an,m =
n∑
k=0
(
n
k
)
αn−kβka0,m+k. (2.2)
If α = β = 1, then this matrix is the classical Seidel matrix [4–6].
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trix M . In particular, we have
n∑
k=0
(
n
k
)
αn−kβka0,m+k =
m∑
k=0
(
m
k
)
(−α)m−kβ−man+k,0. (2.3)
Proof. Let
A(x) =
∞∑
n=0
a0,nxn
n!
be the exponential generating function (egf) of the initial sequence a0,n = an and A¯(x) the egf of
the final sequence an,0. From Eq. (2.2) we have
A¯(x) = eαxA(βx) (2.4)
or
A(x) = e−αx/βA¯
(
x
β
)
.
We rewrite Eq. (2.1) as
an,m =
(−αβ−1)an,m−1 + (β−1)an+1,m−1, for n 0, m 1.
Then we can express an,m as a linear combination of an,0.
an,m =
m∑
k=0
(
m
k
)
(−α)m−kβ−man+k,0.
Let bm,n be the (m,n)-entry of GM(an,0;−αβ−1, β−1). Equation (2.2) implies
bm,n =
m∑
k=0
(
m
k
)(−αβ−1)m−k(β−1)kan+k,0
=
m∑
k=0
(
m
k
)
(−α)m−kβ−man+k,0.
Therefore bm,n = an,m. 
3. Proofs of main theorems
Theorem 3.1. If the sequence bn is the binomial transform of the sequence an, then for all
nonnegative integers
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k=0
(
m
k
)
(
n+k+s
s
) an+k+s =
n∑
k=0
(
n
k
)
(
m+k+s
s
) (−1)n−k bm+k+s
+
s−1∑
j=0
s−1−j∑
i=0
(
s − 1 − j
i
)(
s − 1
j
)
(−1)n+1+i saj
(m + n + 1 + i) · (m+n+i
n
) .
Proof. We use induction on the number s. For s = 0, the sequence bn can be viewed as the final
sequence of the general Seidel matrix GM(an;1,1). Applying Eq. (2.3), we have
m∑
k=0
(
m
k
)
an+k =
n∑
k=0
(
n
k
)
(−1)n−kbm+k.
Assume that the theorem is true for the number s. Then for all nonnegative integers m and n, we
have
m∑
k=0
(
m
k
)
(
n+k+s
s
) an+k+s =
n∑
k=0
(
n
k
)
(
m+k+s
s
) (−1)n−kbm+k+s
+
s−1∑
j=0
s−1−j∑
i=0
(
s −1− j
i
)(
s −1
j
)
(−1)n+1+i saj
(m+n+1+ i) · (m+n+i
n
) . (3.1)
Let a#n = an+1/(n + 1) and b#n be the binomial transform of a#n. Then
b#n =
n∑
k=0
(
n
k
)
a#k =
n∑
k=0
(
n
k
)
ak+1
k + 1 =
bn+1
n + 1 −
a0
n + 1 .
By the inductive hypothesis, Eq. (3.1) holds for these two sequences a#n and b#n. Changing a#n, b#n
to an, bn and multiplying (s + 1) into the resulted identity, we get the following identity:
m∑
k=0
(
m
k
)
(
n+k+s+1
s+1
) an+k+s+1
n + k + s + 1
=
n∑
k=0
(
n
k
)
(
m+k+s+1
s+1
) (−1)n−kbm+k+s+1 +
n∑
k=0
(
n
k
)
(−1)n−k+1a0(s + 1)!
(m + k + 1)(m + k + 2) · · · (m + k + s + 1)
+
s−1∑
j=0
s−1−j∑
i=0
(
s − 1 − j
i
)(
s
j + 1
)
(−1)n+1+i (s + 1)aj+1
(m + n + 1 + i)(m+n+i
n
) . (3.2)
Since Eq. (5.41) of [8]
n∑(n
k
)
(−1)k
x + k =
n!
x(x + 1) · · · (x + n),k=0
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s∑
i=0
(
s
i
)
(−1)n+1+i (s + 1)a0
(m + n + 1 + i)(m+n+i
n
) .
Changing the dummy variable j to k − 1, the fourth factor of Eq. (3.2) becomes
s∑
k=1
s−k∑
i=0
(
s − k
i
)(
s
k
)
(−1)n+1+i (s + 1)ak
(m + n + 1 + i)(m+n+i
n
) .
Now we collect the above information and rewrite Eq. (3.2):
m∑
k=0
(
m
k
)
(
n+k+s+1
s+1
) an+k+s+1 =
n∑
k=0
(
n
k
)
(
m+k+s+1
s+1
) (−1)n−k bm+k+s+1
+
s∑
j=0
s−j∑
i=0
(
s − j
i
)(
s
j
)
(−1)n+1+i (s + 1)aj
(m + n + 1 + i) · (m+n+i
n
) .
This completes our proof. 
Theorem 3.2. If bn is the binomial transform of the sequence an, then for all nonnegative integers
m, n, s:
m∑
k=0
(
m
k
)(
n + k
s
)
an+k−s =
n∑
k=0
(
n
k
)(
m + k
s
)
(−1)n−kbm+k−s .
Proof. The proof is similar to the proof of Theorem 3.1, but we use a#n = nan−1 and b#n =
nbn−1. 
4. Dual sequences
Lemma 4.1. Let bn(α1, β1) be the final sequence of GM(an;α1, β1) and cn(α1, β1, α2, β2) be
the final sequence of GM(bn(α1, β1);α2, β2). Then the sequence cn(α1, β1, α2, β2) is also the
final sequence of GM(an;α1β2 + α2, β1β2).
Proof. Let Θ(z), Ψ (z), and Φ(z) be the exponential generating functions of an, bn(α1, β1), and
cn(α1, β1, α2, β2), respectively. Applying Eq. (2.4) we have
Ψ (z) = eα1zΘ(β1z) (4.1)
and
Φ(z) = eα2zΨ (β2z). (4.2)
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Φ(z) = e(α1β2+α2)zΘ(β1β2z).
Hence cn(α1, β1, α2, β2) is also the final sequence of GM(an;α1β2 + α2, β1β2). 
The dual sequence a∗n of an is defined by
a∗n =
n∑
k=0
(
n
k
)
(−1)kak.
So a∗n is the final sequence of GM(an;1,−1). Z.-W. Sun [12] defined two related polynomial
sequences as
An(x) =
n∑
k=0
(
n
k
)
(−1)kakxn−k
and
A∗n(x) =
n∑
k=0
(
n
k
)
(−1)ka∗k xn−k.
In our viewpoint, An(x) is the final sequence of GM(an;x,−1) and A∗n(x) is the final sequence
of GM(a∗n;x,−1). Now we give a generalization of Theorem 1.1 in [12].
Theorem 4.2. Let m, n, s be nonnegative integers and x + y + z = 1. Then we have
m∑
k=0
(
m
k
)
(
n+k+s
s
) xm−kAn+k+s(y)
=
n∑
k=0
(
n
k
)
(
m+k+s
s
) (−1)n+m+sxn−kA∗m+k+s(z)
+
s−1∑
j=0
s−1−j∑
i=0
(
s − 1 − j
i
)(
s − 1
j
)
(−1)n+1+ixm+n+s−j sAj (y)
(m + n + 1 + i) · (m+n+i
n
) , (4.3)
and
m∑
k=0
(
m
k
)(
n + k
s
)
xm−kAn+k−s(y) =
n∑
k=0
(
n
k
)(
m + k
s
)
(−1)m+n+sxn−kA∗m+k−s(z). (4.4)
Proof. Since x + y + z = 1, A∗n(z) = A∗n(1 − x − y) is the final sequence of GM(a∗n;
1 − x − y,−1). a∗n is the final sequence of GM(an;1,−1). Applying Lemma 4.1, A∗n(z) is thus
the final sequence of GM(an;−x − y,1).
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un =
n∑
k=0
(
n
k
)
(−x)n−k(−1)kAk(y).
An(y) is the final sequence of GM(an;y,−1). We apply Lemma 4.1, then the sequence un is
the final sequence of GM(an;−y − x,1). Hence un = A∗n(z). Therefore A∗n(z)/(−x)n is the
binomial transform of An(y)/xn. Now we can apply Theorems 3.1 and 3.2. Then we get the
desired identities. 
Equation (1.4) of [12] is just the case s = 1 in Eq. (4.3). Equations (1.5) and (1.6) of [12] are
the cases s = 0 and s = 1 in Eq. (4.4), respectively. Hence all the identities mentioned in [12] are
special cases of Theorem 4.2.
5. More applications
The self-dual sequence a∗n = an is of particular interest [11–13]. It is known that [11]
2−n,
(
n + 2m − 1
m
)−1
, (−1)n
−1∫
0
(
x
n
)
dx, nFn−1, Ln, (−1)nBn
are all self-dual sequences, where Fn, Ln, and Bn are the Fibonacci numbers, Lucas numbers, and
Bernoulli numbers, respectively. If an is a self-dual sequence, then an is the binomial transform
of (−1)nan. Now we apply Theorems 3.1 and 3.2 to a self-dual sequence and we set m = n, to
obtain the following.
Theorem 5.1. Let an be a self-dual sequence. Then for n ∈ N, s, t ∈ Z+ with t odd,
n∑
k=0
(
n
k
)
(−1)k(
n+k+s
s
) (1 − (−1)s)an+k+s
=
s−1∑
j=0
s−1−j∑
i=0
(
s − 1 − j
i
)(
s − 1
j
)
s(−1)i+j aj
(2n + 1 + i)(2n+i
n
) , (5.1)
and
n∑
k=0
(
n
k
)(
n + k
t
)
(−1)kan+k−t = 0. (5.2)
Substituting the self-dual sequence (−1)nBn into Theorem 5.1, we have the following.
Corollary 5.2. Let n ∈ N, and t, s ∈ Z+. Then
n∑ (n
k
)
(
n+k+s)Bn+k+s =
s−1∑ s−1−j∑ (s − 1 − j
i
)(
s − 1
j
)
s(−1)i+n+sBj
2(2n + 1 + i)(2n+i) , (5.3)
k=0 s j=0 i=0 n
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n∑
k=0
(
n
k
)(
n + k
s
)
Bn+k−s =
2n∑
k=n
(
n
k − n
)(
k
s
)
Bk−s = 0. (5.4)
Since Eq. (23.1.7) of [1]
Bn(x + y) =
n∑
k=0
(
n
k
)
Bk(x)y
n−k, (5.5)
we know that Bn(x + y)/yn is the binomial transform of Bn(x)/yn. Applying Theorems 3.1 and
3.2, we get the following.
Theorem 5.3. Let m, n, s be nonnegative integers. Then we have
m∑
k=0
(
m
k
)
(
n+k+s
s
) ym−kBn+k+s(x)
=
n∑
k=0
(
n
k
)
(
m+k+s
s
) (−y)n−kBm+k+s(x + y)
+
s−1∑
j=0
s−1−j∑
i=0
(
s − 1 − j
i
)(
s − 1
j
)
(−1)n+1+i sym+n+s−jBj (x)
(m + n + 1 + i)(m+n+i
n
) , (5.6)
and
m∑
k=0
(
m
k
)(
n + k
s
)
ym−kBn+k−s(x) =
n∑
k=0
(
n
k
)(
m + k
s
)
(−y)n−kBm+k−s(x + y). (5.7)
There are many polynomial sequences satisfied the relation equation (5.5), for example, the
Euler polynomials En(x), the Genocchi polynomials Gn(x), the polynomial sequences An(x)
and A∗n(x) which are defined in Section 4, etc. Thus the analogue of Theorem 5.3 to these poly-
nomial sequences also hold.
The Stirling numbers of the second kind S(n,m) are defined by
(ex − 1)m
m! =
∞∑
n=m
S(n,m)
xn
n! .
Since we have the well-known identity
n∑
k=0
(
n
k
)
k!S(q, k) = nq,
it can be seen that nq is the binomial transform of n!S(q,n). Applying Theorems 3.1 and 3.2, we
get the following.
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m∑
k=0
(
m
k
)
(n + k)!S(q,n + k + s)
=
n∑
k=0
(
n
k
)
(m + k)!(−1)n−k (m + k + s)
q
(m + k + s)!
+
s−1∑
j=0
s−1−j∑
i=0
(
s − 1 − j
i
)
(−1)n+1+iS(q, j)
(s − 1 − j)!(m + n + 1 + i)(m+n+i
n
) , (5.8)
and
m∑
k=0
(n + k)!S(q,n + k − s) =
n∑
k=0
(
n
k
)
(m + k)!(−1)n−k (m + k − s)
q
(m + k − s)! . (5.9)
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