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Kurzfassung
Die vorliegende Arbeit befasst sich mit verschiedenen Untersuchungen organischer Moleku¨le
auf Oberfla¨chen. Diese wurden mit Hilfe der frequenzmodulierten Rasterkraftmikroskopie
(FM-AFM) durchgefu¨hrt, einer Rastersondenmethode, die auch die Abbildung von Isolator-
Oberfla¨chen mit hoher Ortsauflo¨sung erlaubt. Ein Schwerpunkt dieser Arbeit liegt auf dem
gleichzeitig mit der Topographie aufgezeichneten Da¨mpfungssignal. Die fu¨r die Da¨mpfung
verantwortlichen Mechanismen auf Grund einer nicht konservativen Wechselwirkung zwi-
schen Messspitze und Probe werden diskutiert. Die Messungen werden erga¨nzt durch Rech-
nungen und Simulationen mit Hilfe empirischer Potentiale.
Bei der Untersuchung eines prototypischen organischen Halbleitermoleku¨ls, 3,4,9,10-
Perylen-Tetrakarbonsa¨ure-Dianhydrid (PTCDA) auf KBr(001) wird Inselwachstum von Mo-
leku¨lkristalliten auf der Oberfla¨che festgestellt. Die Moleku¨le der obersten Kristalllage
ko¨nnen sowohl im Topographie- als auch im Da¨mpfungssignal einzeln aufgelo¨st werden.
Ein Mechanismus fu¨r die Da¨mpfung wird vorgeschlagen und durch Rechnungen belegt.
Fu¨r PTCDA wird mit Hilfe empirischer Potentiale die Ehrlich-Schwoebel-Barriere berech-
net, d.h. die zusa¨tzliche Diffusionsbarriere fu¨r ein Moleku¨l bei U¨berquerung einer Stufen-
kante. Diese Barriere ist ein wichtiger Parameter fu¨r die Kinetik des Kristallwachstums, die
gefundenen Energiebarrieren stehen im Einklang mit indirekten experimentellen Hinweisen,
die einen starken Ehrlich-Schwoebel-Effekt fu¨r PTCDA vermuten lassen.
Das Wachstum eines dem PTCDA a¨hnlichen organischen Moleku¨ls, N,N’-Dimethyl-
Perylen-3,4,9,10-bis(dicarboximid) (DiMe-PTCDI) wird auf KBr(001) und NaCl(001) unter-
sucht. Die Moleku¨le arrangieren sich auf diesen Substraten zu drahtartigen Strukturen, die
Dra¨hte folgen der [110]-Substratrichtung. Auf KBr sind die Dra¨hte sehr mobil, auf NaCl we-
sentlich stabiler. Rechnungen und Monte-Carlo-Simulationen werden pra¨sentiert, sie ko¨nnen
hier zum tiefergehenden Versta¨ndnis der experimentellen Beobachtungen beitragen.
Fu¨r PTCDA auf Ag(111) kann submolekularer Kontrast im Topographie- und Da¨mp-
fungssignal erzielt werden. Insbesondere fu¨r die erho¨hte Da¨mpfung an den funktionellen
Gruppen der Moleku¨le wird im Licht der Experimente und Rechnungen anderer Forscher-
gruppen eine u¨berzeugende Erkla¨rung gegegeben: Vorgeschlagen wird ein spitzeninduziertes
Aufbrechen der chemischen Bindung der funktionellen Gruppen zum Substrat und eine kurz-
fristige Bindung an die Spitze.
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Abstract
The thesis presents several studies of organic molecules on surfaces by means of frequen-
cy modulation atomic force microscopy (FM-AFM), a scanning probe technique enabling
especially the imaging of insulating surfaces with high lateral resolution. This work focuses
on the damping signal which can be recorded simultaneously with topography. The mecha-
nisms responsible for the damping due to non-conservative interaction of the measuring tip
and the sample are discussed. Additional information on the studied systems is achieved by
calculations and simulations based on empirical potentials.
For the prototypical organic semiconductor molecule, 3,4,9,10-perylene-tetra-carboxylic-
dianhydride (PTCDA), on KBr(001), island growth of molecular crystallites is found. Single
molecules of the topmost molecular layer can be resolved in topography as well as in the
damping signal. A mechanism for the damping is presented and supported by calculations.
For PTCDA, the Ehrlich-Schwoebel barrier is calculated by means of empirical potentials,
i.e., the additional energetic diffusion barrier for a molecule crossing a step edge. This barrier
is an important parameter for the kinetics of crystal growth. The energy barriers found are
consistent with indirect experimental evidence indicating a strong Ehrlich-Schwoebel effect
for PTCDA.
The growth of an organic molecule similar to PTCDA, N,N’-dimethyl perylene-3,4,9,10-
bis(dicarboximide) (DiMe-PTCDI), is studied on KBr(001) and NaCl(001). On these sub-
strates, the molecules form wire-like structures aligned with the [110] substrate direction.
The wires are very mobile on KBr and essentially more stable on NaCl. Calculations and
Monte-Carlo simulations are presented, helping to understand the experimental observati-
ons.
For PTCDA on Ag(111), sub-molecular contrast can be achieved in topography and
damping signal. In particular for the enhanced damping at the functional groups of the
molecules, a convincing explanation is given in the light of experiments and calculation of
other groups: A tip-induced breaking of the chemical bond of the functional groups to the
substrate and a temporary bond to the tip is proposed.
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Verzeichnis der Abku¨rzungen
STM scanning tunneling microscope
AFM atomic force microscope
FM-AFM frequency modulation atomic force microscope
KPFM Kelvin probe force microscope
OLED organic light emitting device
DFT Dichtefunktionaltheorie
NDO neglection of differential overlap
vdW van der Waals
LJ Lennard-Jones
AMBER assisted model building and energy refinement
MC Monte Carlo
PTCDA 3,4,9,10 Perylentetrakarbonsa¨ure-Dianhydrid
DiMe-PTCDI N,N’-Dimethylperylen-3,4,9,10-bis(dicarboximid)
NEB nudged elastic band
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MEP minimum energy path
UHV Ultrahochvakuum
ML Monolage
LEED low energy electron diffraction
EELS electron energy loss spectroscopy
DSP Digitaler Signalprozessor
PLL phase-locked loop
ES Ehrlich-Schwoebel
LUMO lowest unoccupied molecular orbital
LT low temperature
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1 Einleitung
Perhaps
”
because it is there“ is not a sufficient reason for climbing a mountain.
Spock, Star Trek V: The Final Frontier
”
Nanotechnologie ist [...] eine Art und Weise, die Forschung zu organisieren. Man hat
sich einen ganz kleinen gemeinsamen Nenner gegeben, also dass es irgendetwas mit dieser
Gro¨ßenordnung zu tun hat. Insofern ist Nanotechnologie ein gesellschaftliches Konstrukt,
was ja fu¨r Physik und Chemie nicht so offensichtlich ist. Die Frage ist: Wie kann sich dieses
Konstrukt langfristig halten? Es ist jetzt eingefu¨hrt, die Finanzierung ist ziemlich gut. Noch
wird ja auch die ethisch-philosophische Diskussion unter dem Vorzeichen gefu¨hrt, dieses
’zarte Pfla¨nzchen’ mu¨sse geschu¨tzt und erhalten werden. Ich halte es aber nicht fu¨r so
schutzbedu¨rftig. Es wird viel Geld dafu¨r ausgegeben, die o¨ffentliche Beurteilung ist vage,
aber positiv. Jetzt kann man doch konkreter nachfragen: Wofu¨r ist das eigentlich gut?“[1]
Diese Worte stammen von Alfred Nordmann, einem Wissenschaftsphilosophen von der TU
Darmstadt, aus einem Interview, das Ende 2007 unter dem Titel
”
Scho¨ne, neue Nanowelt“
in der Wochenzeitung
”
Die Zeit“ erschien. In diesem Interview (und nicht nur dort!) wird
immer wieder die Unbestimmtheit dieses Modewortes beklagt und die damit einhergehende
inflationa¨re Verwendung. Auch diese Arbeit bescha¨ftigt sich auf der Ebene der Grundla-
genforschung mit Nanotechnologie. Im Sinne Nordmanns mo¨chte ich in dieser Einleitung
das von mir bearbeitete Forschungsgebiet etwas genauer abstecken und mich auch seiner
letzten Frage widmen, die man gerade in der reinen Grundlagenforschung manchmal leicht
aus den Augen verliert: Wofu¨r ist das eigentlich gut?
Welche Aspekte der Nanotechnologie beru¨hrt diese Arbeit? Viele Entwicklungen
der so genannten Nanotechnologie sind durch die Entwicklung der Rastersondenmikroskopie
u¨berhaupt erst mo¨glich geworden. Alle diese Gera¨te erschließen einen wesentlichen Aspekt:
die Abbildung und Manipulation von Oberfla¨chen auf der Nanometer-La¨ngenskala. Dies
15
geschieht in allen Fa¨llen mit einer feinen Messspitze, mit der die Oberfla¨che abgerastert
wird. Schnell wurden die enormen Mo¨glichkeiten dieser Methode erkannt, und folgerichtig
wurden die Erfinder des Rastertunnelmikroskops (STM1), Gerd Binnig und Heinrich Roh-
rer, nur wenige Jahre nach der Vorstellung des ersten Gera¨tes 1981 mit dem Nobelpreis
fu¨r Physik bedacht. Seitdem ist eine Vielzahl weiterer a¨hnlicher Methoden hinzu gekom-
men; eine davon, die frequenzmodulierte Rasterkraftmikroskopie (FM-AFM), wurde in die-
ser Arbeit hauptsa¨chlich verwendet. Sie bietet zum einen (im Gegensatz zum STM) die
Mo¨glichkeit, auch nicht leitende Oberfla¨chen abzubilden. Zum anderen ko¨nnen mit ebenso
hoher Ortsauflo¨sung Energieverluste an Oberfla¨chen dargestellt werden. Orte mit hohem
Energieverlust markieren Stellen, an denen, induziert durch die Messspitze, Schaltprozesse
auf atomarer oder molekularer Skala stattfinden. In diesem Sinne ist Nanotechnologie im
Rahmen dieser Arbeit zu verstehen: Abbildung von Oberfla¨chen und Prozessen darauf mit
(Sub-)Nanometer-Ortsauflo¨sung.
Wofu¨r ist das eigentlich gut? Immer wieder muss die Informationstechnologie zur Mo-
tivation der nanotechnologischen Forschungsarbeit herhalten. Nicht zu Unrecht, dominieren
doch Computer und computergestu¨tzte Systeme mittlerweile jeden Bereich unseres ta¨gli-
chen Lebens. Noch aus der Steinzeit dieser Technologie (aus dem Jahr 1965) stammt das
Moore’sche Gesetz: Demnach verdoppelt sich alle 18 Monate die Zahl der Transistoren auf
einem handelsu¨blichen Prozessor. Inzwischen (im Herbst 2007) hat aber auch der Erfinder
dieses Gesetzes, Gordon E. Moore, vorausgesagt, sein Gesetz ko¨nne noch maximal 10 bis
15 Jahre Gu¨ltigkeit behalten. Es lohnt sich also, an die Zeit danach zu denken. Hier ist
die molekulare Elektronik zu einem wichtigen Stichwort geworden. Die Vision dahinter: Ein
einzelnes organisches Moleku¨l als elektronisches Bauteil. Dieses Ziel liegt allerdings noch in
weiter Ferne. Im Rahmen dieser Arbeit wurden drei wesentliche Bereiche auf dem Weg zu
diesem Ziel bearbeitet.
Moleku¨le auf nichtleitenden Substraten. Ein elektronisches Bauteil aus einem einzel-
nen organischen Moleku¨l kann nicht im leeren Raum schweben; es muss auf einem Substrat
verankert und elektrisch kontaktiert werden ko¨nnen. Hierzu ist es wichtig, das Verhalten
einzelner Moleku¨le oder kleiner molekularer Strukturen auf elektrisch isolierenden Substra-
ten zu studieren. Auf leitenden oder halbleitenden Substraten wu¨rde nicht das Moleku¨l,
sondern das Substrat die elektrischen Eigenschaften bestimmen, da die Leitfa¨higkeit der
1engl. scanning tunneling microscope
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Moleku¨le vergleichsweise schlecht ist. Zwei Kapitel dieser Arbeit (4 und 6) bescha¨ftigen
sich mit dem Wachstum prototypischer organischer Moleku¨le auf Isolator-Oberfla¨chen und
den hierbei auftretenden molekularen Nanostrukturen. Eng mit diesem Gebiet verknu¨pft ist
der na¨chste Bereich:
Selbstorganisation organischer Moleku¨le. Das Wachstum und die Morphologie mo-
lekularer Strukturen wird bestimmt durch die mikroskopische Energielandschaft eines Mo-
leku¨ls, bezogen auf ein gro¨ßeres Cluster. Wichtige Gro¨ßen sind hier die Diffusionsbarriere,
d.h. die Energiebarriere fu¨r ein Moleku¨l zwischen zwei a¨quivalenten Adsorptionspla¨tzen in-
nerhalb einer Moleku¨llage, und die Ehrlich-Schwoebel-Barriere, die Energiebarriere fu¨r den
Weg u¨ber eine molekulare Stufe hinweg. Mit der Berechnung dieser Gro¨ßen fu¨r ein proto-
typisches Moleku¨l im Rahmen eines vereinfachten Modells bescha¨ftigt sich Kapitel 5.
Molekulare Schalter. Hat man ein Bauteil, das aus einem organischen Moleku¨l besteht,
so mo¨chte man auch gezielt die elektronischen Eigenschaften des Moleku¨ls a¨ndern, salopp
gesagt,
”
schalten“ ko¨nnen. Rastersondenmethoden bieten, wie oben erwa¨hnt, die Mo¨glich-
keit der gezielten Manipulation von Atomen und Moleku¨len. Speziell das FM-AFM ist in
der Lage, Schaltprozesse auf der Oberfla¨che durch erho¨hten Energieverlust zu markieren.
Dies ist in zwei Kapiteln dieser Arbeit ausgenutzt worden, wobei vor allem in Kapitel 7
gezeigt wird, wie durch die Messspitze das
”
Schalten“ funktionaler Gruppen an den Enden
von Moleku¨len induziert werden kann.
17
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2 Grundlagen
Was ist das Schwerste von allem?
Was dir das Leichteste du¨nket.
Mit den Augen zu sehen,
Was vor den Augen dir lieget.
J. W. v. Goethe, Xenien
2.1 Rastersondenmikroskopie
In der Einleitung dieser Arbeit klang es schon an: Viele der heutigen Fortschritte auf dem Ge-
biet der Nanotechnologie wa¨ren ohne die Entwicklung der Rastersondenmikroskopie (SPM1)
niemals mo¨glich gewesen. In diesem Abschnitt sollen nun die grundlegenden Prinzipien die-
ser Technik beschrieben werden. Danach werden in chronologischer Reihenfolge die speziel-
len Gera¨te Rastertunnelmikroskop (STM2) und Rasterkraftmikroskop (AFM3) vorgestellt.
In Zentrum dieser Arbeit stehen Messungen mit einer speziellen AFM-Variation, dem fre-
quenzmodulierten AFM (FM-AFM), daher ist dieser Variante der darauffolgende Abschnitt
2.2 komplett gewidmet.
2.1.1 Allgemeine Prinzipien
Allen Rastersondenmethoden liegt dasselbe messtechnische Prinzip zu Grunde: Die Ober-
fla¨che einer Probe wird wird mit einer feinen Messspitze abgestastet. Dazu wird zuna¨chst
mit einem geeigneten
”
Motor“ (man spricht hier meist von einem Aktuator) Spitze und
Probe in einen solchen Abstand gebracht, dass eine bestimmte Wechselwirkung zwischen
1engl. scanning probe microscopy
2engl. scanning tunneling microscope
3engl. atomic force microscope
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Abbildung 2.1: Erste STM-Aufnahmen der Si(111)-7×7-Rekonstruktion. Links wird das
Konzept des Abtastens der Probe Linie fu¨r Linie sehr gut deutlich, das
rechte Bild zeigt die Wiedergabe der Messdaten in einem Graustufenbild.
Die Bilder stammen aus[2].
den beiden vorliegt. Hierzu ist eine Messelektronik erforderlich, die entweder die Wechsel-
wirkung direkt oder eine andere auf der Wechselwirkung beruhende Messgro¨ße M misst.
Die Art der Wechselwirkung ist hier absichtlich nicht na¨her spezifiziert, sie kann je nach
Methode ho¨chst unterschiedlich sein. Nun wird, wieder mit Aktuator, die Spitze relativ zur
Probe bewegt und so nach und nach ein ganzer Bereich abgefahren (
”
gerastert“). Wa¨hrend
des Rasterns wird mit einer Elektronik der Abstand zwischen Spitze und Probe so nach-
geregelt, dass zu jeder Zeit M dem Sollwert M0 entspricht. Ein Computer zeichnet die
Bewegung des Aktuators auf, und so kann ein dreidimensionales Bild der Probe, genauer
gesagt, die Fla¨che konstanter Wechselwirkung zwischen Spitze und Probe, aufgenommen
und in geeigneter Weise, z.B. in einem Graustufenbild, dargestellt werden.
Abb. 2.1 zeigt dieses Konzept am Beispiel zweier sehr fru¨her experimenteller Ergebnis-
se sehr scho¨n. Man erkennt einerseits die Aufnahme des Bildes einer Oberfla¨che Linie fu¨r
Linie, andererseits die Umsetzung dieses dreidimensionalen Datensatzes in einem Graustu-
fenbild. Die Bilder stammen aus der Vero¨ffentlichung, die der Rastersondenmikroskopie zum
Durchbruch verhalf. Erstmals konnte hier die 7×7 - Rekonstruktion der Si(111)-Oberfla¨che,
die Forschern lange Zeit Ra¨tsel aufgegeben hatte, in einer realra¨umlichen Abbildung (im
Gegensatz zu fru¨heren Beugungsbildern) wiedergegeben werden.
Noch einige Worte zu den oben angesprochenen
”
Motoren“: Zur Positionierung der Spit-
ze (oder der Probe) werden in fast allen Apparaturen Piezo-Aktuatoren verwendet. Diese
beruhen auf dem inversen piezoelektrischen Effekt: Legt man an bestimmte Materialien eine
Spannung an, verformt sich das Material. Piezo-Aktuatoren nutzen in der u¨blichen Bauform
20
Abbildung 2.2: Ro¨hrenpiezo mit segmentierter Kontaktierung (a) (b) zur Positionierung
einer SPM-Spitze. Wa¨hrend das Anlegen einer Spannung an die z-Elektrode
zu einer La¨ngena¨nderung der Ro¨hre fu¨hrt, bewirkt die Spannung an ±x bzw.
y eine Verbiegung, wie in (c) gezeigt. Die Abbildung stammt aus [3].
die La¨ngena¨nderung in transversaler Richtung zur angelegten Spannung. In Experimen-
ten werden meist sogenannte Ro¨hrenpiezos verwendet, wie in Abb. 2.2 dargestellt. Durch
Anlegen von Spannungen an die innere (z-Richtung) bzw. an die segmentierten a¨ußeren
(x-y-Richtung) elektrischen Kontakte la¨sst sich eine exakte Positionierung mit Picometer-
Genauigkeit erzielen, wie sie zur Abbildung einer Probe mit atomarer Auflo¨sung no¨tig ist.
2.1.2 Rastertunnelmikroskopie
Im Jahre 1982 stellten Gerd Binnig und Heinrich Rohrer vom IBM-Forschungszentrum in
Ru¨schlikon bei Zu¨rich das erste STM der wissenschaftlichen O¨ffentlichkeit vor.[4] Konn-
te schon in dieser ersten Vero¨ffentlichung die Abbildung von atomaren Stufenkanten und
Schraubenversetzungen auf Oberfla¨chen demonstriert werden, so pra¨sentierten dieselben
Forscher nur ein halbes Jahr spa¨ter den endgu¨ltigen Beweis der Ma¨chtigkeit ihrer neuen
Methode mit der Realraum-Abbildung der Si(111)-7×7-rekonstruierten Oberfla¨che.[2].
Das STM beruht auf dem quantenmechanischen Tunneleffekt. Dieser beschreibt fogen-
den Sachverhalt: Betrachtet man ein quantenmechanisches Teilchen der Energie E vor einer
Barriere der Ho¨he E0 > E und lo¨st die Schro¨dinger-Gleichung dieses Systems, so tritt
ein auf den ersten Blick u¨berraschender Effekt auf. Das Teilchen hat trotz der geringeren
Energie eine nicht verschwindende Wellenfunktion und damit eine gewisse Aufenthaltswahr-
scheinlichkeit jenseits der Barriere, die es im Sinne der klassischen Physik nicht u¨berwinden
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Abbildung 2.3: Schemazeichnung eines STM: Mittels eines Computers wird der xy–Scan
der Probenoberfla¨che gesteuert. Ein Strommessgera¨t misst den Tunnelstrom
zwischen Spitze und Probe, die feedback-Einheit vergleicht diesen Wert mit
einem Sollwert und gibt u¨ber den Hochspannungsversta¨rker eine entspre-
chende Spannung auf den z-Piezo, um diesen Sollwert zu erreichen. Dieses
Signal wird zusa¨tzlich als Topographie-Signal vom Computer aufgezeichnet.
ko¨nnte. Die Aufenthaltswahrscheinlichkeit fa¨llt mit steigender Barrierenbreite exponentiell
ab.
Dieser Effekt wird beim STM experimentell ausgenutzt. Bringt man eine metallisch leiten-
de Probe und eine ebensolche Spitze sehr nah zusammen (aber nicht in Kontakt), so ko¨nnen
Elektronen die Vakuumbarriere u¨berwinden. Durch Anlegen einer Vorspannung UBias kann
eine Vorzugsrichtung der tunnelnden Elektronen vorgegeben werden. So kann ein messba-
rer Tunnelstrom in der Gro¨ßenordnung von einigen Pico- bis Nanoampere erzielt werden.
Damit hat man, wie eingangs beschrieben, eine Messgro¨ße beruhend auf der Wechselwir-
kung zwischen Spitze und Probe, die zudem sehr empfindlich auf deren Abstand ist. Als
grobe Regel gilt: Verringerung des Abstandes um 0,1 nm erho¨ht den Tunnelstrom um eine
Gro¨ßenordnung.
STMs werden meist im so genannten constant current - mode betrieben. Abb. 2.3 zeigt
schematisch den Aufbau: Ein empfindliches Strommessgera¨t misst den Tunnelstrom zwi-
schen Spitze und Probe. Die hier mit
”
feedback“ bezeichnete Elektronik vergleicht diesen
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Wert mit einem Sollwert und gibt bei Abweichungen von diesem Sollwert u¨ber einen Hoch-
spannungsversta¨rker eine Spannung auf den z-Piezo, bis wieder der Sollwert vorliegt. Der
Computer, der das x-y-Rastern der Spitze relativ zur Probe steuert, zeichnet die Ausgabe
des feedback auf und weist so jeder x-y-Position eine der Auslenkung des z-Piezos ent-
sprechende Spannung zu. Diese (x,y,z)-Tupel lassen sich, wie in Abb. 2.1, als Grauwerte
darstellen. Diese Bilder werden oft als Topographie-Bilder bezeichnet, obwohl diese Bezeich-
nung irrefu¨hrend ist; dazu jedoch spa¨ter.
Die genaue Theorie des STM ist sehr viel komplizierter als die obige Diskussion des
quantenmechanischen Tunneleffekts, der in dieser Form schon in den Quantenmechanik-
Einfu¨hrungsvorlesungen behandelt wird.[5] Zu beru¨cksichtigen sind die elektronischen
Zusta¨nde der Festko¨rper-Oberfla¨che der Probe sowie der Spitze. Tunneln ko¨nnen Elek-
tronen nur aus besetzten Zusta¨nden der einen in unbesetzte der anderen. Der Tunnelstrom
ist also proportional zur Dichte der elektronischen Zusta¨nde in Spitze und Probe. Die Zu-
standsdichte der Spitze wird meist konstant angenommen, der Tunnelstrom It ist also, falls
eine Tunnelspannung U anliegt, proportional zur elektronischen Zustandsdichte (LDOS4)
der Probe ρS bei der durch diese Spannung festgelegten Energie:
It ∝ ρS(EF − eU) (2.1)
EF ist hierbei die Fermienergie der Probe. Die in einem constant current-Experiment
aufgezeichnete
”
Topographie“ gibt also die Oberfla¨che konstanter Zustandsdichte bei
der entsprechenden Energie wieder. Diese erste Theorie wurde von Tersoff und Hamann
vero¨ffentlicht[6, 7] und erkla¨rt die meisten Aspekte der Tunnelmikroskopie ausreichend ge-
nau; daher soll das Thema hier auch nicht weiter vertieft werden.
2.1.3 Rasterkraftmikroskopie
So genial und bahnbrechend die Erfindung des STM auch war, das Gera¨t hat einen ent-
scheidenden Nachteil: Alle Untersuchungen sind auf leitfa¨hige Proben beschra¨nkt. Dieses
Problem trieb auch die STM-Erfinder um, und sie ersannen ein Gera¨t, das Untersuchun-
gen auf atomarer Skala auch auf elektrisch isolierenden Oberfla¨chen erlaubte: das AFM.[8]
Wie der Name schon sagt, ist die Messgro¨ße hier die Kraftwechselwirkung zwischen Spitze
4engl. local density of states
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Abbildung 2.4: Messaufbau eines statischen AFM (ohne feedback-und Scaneinheiten). Beim
Rastern der Probe wird der Abstand zwischen dieser und der Cantilever-
Aufha¨ngung so eingestellt, dass die Verbiegung des Cantilevers konstant
bleibt. Echte atomare Auflo¨sung ist auf Grund der großen Wechselwirkungs-
fla¨che nicht mo¨glich: atomare Defekte ko¨nnen nicht aufgelo¨st werden.
und Probe, bzw. abgeleitete Gro¨ßen bei spezielleren Typen von AFMs. Zur Messung der
Kraft zwischen Spitze und Probe wird meist folgender experimenteller Trick benutzt: Die
Spitze wird an einem feinen Balken befestigt, dessen Verbiegung auf Grund von Kra¨ften
zwischen Spitze und Probe sich in geeigneter Weise messen la¨sst. Fu¨r diese Balken hat sich
der englische Begriff
”
Cantilever“, zu deutsch Auslieger, etabliert und auch im deutschen
Labor-Sprachgebrauch so durchgesetzt, dass diese Bezeichnung im Folgenden verwendet
wird. Diese Cantilever sind meist aus kristallinem Silizium gefertigt, bei der Fertigung las-
sen sich die Methoden der Halbleiterindustie verwenden. Das Silizium ist zumeist hoch
dotiert, um eine gute elektrische Leitfa¨higkeit des Cantilevers zu gewa¨hrleisten.
Abb. 2.4 zeigt einen typischen Messaufbau. Im einfachsten denkbaren Fall findet eine
Messung statisch statt: Probe und Spitze werden einander angena¨hert, bis die Spitze auf
Grund der Kra¨fte sich zur Probe hin verbiegt, bis beide in Kontakt kommen (engl.
”
snap
to contact“). Dann wird in bekannter Weise die Probenoberfla¨che gerastert, wobei die
Regelung hier den Abstand so einstellt, dass die Verbiegung des Cantilevers konstant bleibt.
Abb. 2.5 zeigt einige Mo¨glichkeiten, die Verbiegung des Cantilevers zu messen. Im er-
sten Experiment von Binnig und Rohrer wurde hinter dem Cantilever eine Tunnelspitze
angebracht. A¨nderte sich durch Verbiegung des Cantilevers der Abstand, so konnte dies
sehr empfindlich als A¨nderung des Tunnelstroms detektiert werden. Dieser Aufbau ist je-
doch sehr aufwendig und hat sich daher nicht durchgesetzt. An unserem Experiment ist
die Detektion durch einen Lichtzeiger realisiert: Die Ru¨ckseite des Cantilevers wird mit
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Abbildung 2.5: Verschiedene Mo¨glichkeiten zur Detektion der Verbiegung eines Cantilevers,
angelehnt an [9]: (a) elektronisches Tunneln, (b) Reflektion, (c) Interfero-
metrie, (d) Kapazita¨t, (e) Piezowiderstand, (f) Piezospannung
einer LED beleuchtet, der reflektierte Lichtspot wird auf eine segmentierte Photodiode
(
”
Vierquadranten-Detektor“) gebracht und so justiert, dass der Spot fu¨r den unverbogenen
Cantilever genau ins Zentrum trifft. Verbiegungen des Cantilevers sorgen nun fu¨r A¨nderun-
gen des Photostroms der einzelnen Quadranten.
Ein Nachteil dieser Methode, die man auch als Contact-AFM bezeichnet, ist, dass sich
mit diesen Gera¨ten keine echte atomare Auflo¨sung erzielen la¨sst: Punktdefekte auf atomarer
Skala ko¨nnen nicht abgebildet werden, weil die Fla¨che, mit der die Spitze auf der Probe
aufliegt, einige 100 Atome umfasst. So ko¨nnen Messungen zwar die atomare Periodizita¨t
einer Probe wiedergeben (siehe Abb. 2.4), einzelne Defekte werden aber einfach u¨berfahren.
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2.2 FM-AFM
Im vorigen Abschnitt wurde auf die Beschra¨nkungen der statischen Rasterkraftmikroskopie
hingewiesen. Um echte atomare Auflo¨sung einer Probenoberfla¨che auf Grund der Kra¨fte
zwischen Spitze und Probe zu erreichen, darf man nicht die Spitze durch die Probe pflu¨gen,
sondern muss dafu¨r sorgen, dass sie nicht oder nur sehr kontrolliert in Kontakt treten.
Eine gute Idee ist die Einfu¨hrung eines dynamischen Messbetriebs. Der Cantilever wird in
Schwingung versetzt; so ist dafu¨r gesorgt, dass einer attraktiven Kraft zwischen Spitze
und Probe die ru¨cktreibende Kraft der harmonischen Schwingung entgegenwirkt und einen
”
snap to contact“ mit den daraus resultierenden Problemen (große Wechselwirkungsfla¨che,
evt. dauerhafte Vera¨nderung der Oberfla¨chenbeschaffenheit) verhindert. Das neue Konzept,
das Albrecht et al. 1991 entwickelten,[10] erlaubt es, die Kra¨fte zwischen Spitze und Probe
durch Messung der Frequenzverschiebung eines vor der Probe schwingenden Cantilevers
zu bestimmen und zur Abbildung der Oberfla¨chentopographie zu verwenden. Vier Jahre
spa¨ter konnte dann Franz Giessibl durch die Abbildung der Si(111)-7× 7-Rekonstruktion
nachweisen: mit diesem frequenzmodulierten AFM (FM-AFM) ist tatsa¨chlich echte atoma-
re Auflo¨sung mo¨glich![11] Fu¨nf Jahre gelang demselben Forscher auf derselben Oberfla¨che
mit weiterentwickelter Messtechnik sogar die Detektion einer internen Struktur auf den
Si-Adatomen,[12] die sich als subatomare Auflo¨sung des vordersten Spitzenatoms interpre-
tieren la¨sst.
2.2.1 Theorie des FM-AFM
Die Schwingung eines Cantilevers la¨sst sich charakterisieren durch seine Resonanzfrequenz
f0, seine Schwingungsamplitude A und die Federkonstante k. Die hier gegebene Theorie
folgt der Argumentation aus Ref.[13]. Im folgenden Abschnitt soll gezeigt werden, wie ein
zusa¨tzliches Potential Vts mit zugeho¨riger Kraft Fts zwischen Spitze und Probe eine A¨nde-
rung der Resonanzfrequenz f0 bewirkt. Nimmt man eine effektive Masse m∗ des Cantilevers
an, so la¨sst sich die Bewegungsgleichung des Cantilevers in Hamiltonscher Mechanik ent-
wickeln. Fu¨r die Variablen q (siehe Abb. 2.6) und p = m∗dq/dt lautet der ungesto¨rte
Hamiltonian (d.h. die Schwingung findet weit weg von der Probe statt):
H0 =
p2
2m∗
+
kq2
2
(2.2)
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Abbildung 2.6: Schematische Darstellung eines schwingenden Cantilevers mit Spitze. Die z-
Achse hat ihren Ursprung auf der Probenoberfla¨che, der minimale Abstand
des Spitzenapex im unteren Umkehrpunkt der Schwingung liegt bei z = d.
Die Amplitude der Schwingung ist A. Fu¨r die theoretische Betrachtung des
Systems empfielt sich die Einfu¨hrung der symmetrisierten q-Achse, deren
Nullpunkt die Position des Spitzenapex in der Ruhelage der Schwingung
des Cantilevers ist.
Die ungesto¨rte Bewegung ist dann gegeben durch
q(t) = A cos(2pi f0t) mit f0 =
1
2pi
√
k
m∗
. (2.3)
Interessant wird es nun bei Sto¨rung dieses Hamiltonians mit einem Sto¨rpotential Vts. Um
dieses Problem zu behandeln, werden zuna¨chst durch kanonische Transformationen die
Variablen p und q in Wirkung J und Phasenwinkel β u¨berfu¨hrt:
q(t) =
√
2 f0 J
k
sin(2pi( f0t+ β)) (2.4)
p(t) =
√
kJ
2pi2 f0
cos(2pi( f0t+ β)). (2.5)
Vergleich von Gln. 2.3 und 2.4 ergibt J = kA2/2 f0 und β = 1/4 fu¨r den ungesto¨rten Fall.
Im Falle einer Sto¨rung gelten die Hamilton’schen Bewegungsgleichungen fu¨r J und β:
dJ
dt
= −∂H
∂β
,
dβ
dt
=
∂H
∂J
. (2.6)
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Im Falle einer kleinen Sto¨rung, d.h. die Kraft auf die Spitze im unteren Umkehrpunkt
Fts(−A) ist vom Betrag her viel kleiner als die ru¨cktreibende Kraft kA, so ist die Bewegung
noch immer harmonisch mit vera¨nderter Frequenz f = f0 + ∆ f und ∂H/∂J ≈ ∂Vts/∂J.
∆ f la¨sst sich identifizieren mit dem zeitlichen Mittelwert von dβ/dt u¨ber einen vollen
Oszillationszyklus:
∆ f =
〈
dβ
dt
〉
=
〈
∂Vts
∂J
〉
=
〈
∂Vts
∂q
∂q
∂J
〉
(2.7)
Differenziert man Gl. 2.4, so erha¨lt man
∂q
∂J
=
q
2J
=
f0
kA2
q (2.8)
und damit
∆ f = − f0
kA2
〈Ftsq〉 . (2.9)
Na¨herung fu¨r große Amplituden
Fu¨r große Amplituden (A  d) la¨sst sich durch weitere Rechnung folgende universale
Proportionalita¨t feststellen:
∆ f (z, A, f0, k) ∝
f0
kA3/2
. (2.10)
Es ist also sinnvoll, eine normalisierte Frequenzverschiebung γ zu definieren, die dann zu-
mindest unabha¨ngig von den experimentellen Parametern k und f0 wird:
γ(z, A) = ∆ f (z, A, f0, k) · kA
3/2
f0
. (2.11)
Weiterhin gilt:[13, 14] Ist das Potential zwischen Spitze und Probe durch ein Potenzgesetz
gegeben, so ist in guter Na¨herung die Frequenzverschiebung durch Kraft und Potential im
unteren Umkehrpunkt der Schwingung (z = d) bestimmt:
γ(z = d) ≈ 1√
2pi
∑
i
Fits(d)
√
Vits(d)
Fits(d)
. (2.12)
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Die Summe geht u¨ber die einzelnen durch Potenzgesetze gegebenen Anteile von Kraft
und Potential. Diese Formel wird in dieser Arbeit benutzt werden, wenn es darum geht,
FM-AFM Bilder zu simulieren und dadurch besser zu verstehen. Die SI-Einheit von γ ist
N×√m. Im Experiment treten Werte in folgenden Gro¨ßenordnungen auf:
• ∆ f ≈ -0,5 Hz – -20 Hz
• k ≈ 40 N/m
• f0 ≈ 150 kHz – 300 kHz
• A ≈ 10 nm – 30 nm
• d um 1 nm
Werte von γ liegen daher bei etwa 10−15N
√
m, daher wird als Einheit meist fN
√
m ange-
geben.
2.2.2 Relevante Kra¨fte im FM-AFM
Wie bereits angesprochen, wird die Kraftwechselwirkung zwischen einer AFM-Spitze und
einer Probe durch das Zusammenspiel einer ganzen Reihe von Kra¨ften bestimmt. Die wich-
tigsten sollen hier diskutiert werden.
Kurzreichweitige Kra¨fte
Kurzreichweitige chemische Kra¨fte kommen durch den U¨berlapp der Elektronen-
Wellenfunktionen der Atome in Spitze und Probe zustande sowie durch die Abstoßung der
Atomkerne. Die chemischen Kra¨fte ko¨nnen sowohl abstoßend als auch anziehend sein; so
kann es zum Beispiel zur Ausbildung bindender Orbitale von Spitze und Probe kommen, es
ko¨nnen aber auch nicht bindende Orbitale ausgebildet werden. Auch Pauli-Abstoßung kann
eine Rolle spielen. Insgesamt zeichnen sich die Kra¨fte, wie der Name schon sagt, durch ihre
geringe Reichweite mit Abklingla¨ngen deutlich unter 1 nm aus. Sie sind aber dadurch auch
fu¨r das Zustandekommen von Bildern mit atomarer Auflo¨sung verantwortlich. Auftretende
attraktive Kra¨fte liegen meist in der Gro¨ßenordnung von 1 nN.
Zur Modellierung dieser kurzreichweitigen Kra¨fte ko¨nnen Modellpotentiale wie Morse-
Potentiale oder Lennard-Jones-Potentiale herangezogen werden. Na¨heres dazu folgt im Ab-
schnitt 2.5. Um jedoch die Wechselwirkung zwischen Spitze und Probe in ihrer ganzen
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Abbildung 2.7: Modell einer AFM-Spitze im unteren Umkehrpunkt der Schwingung. Der
a¨ußerste Spitzenapex (verantwortlich fu¨r die kurzreichweitigen, chemischen
Kra¨fte) befindet sich im Abstand d zur Probe, der mesoskopische Teil der
Spitze, fu¨r Rechnungen na¨herungsweise als eine Kugel mit Radius R ange-
nommen, befindet sich im Abstand D. Dieser Teil ist fu¨r die langreichweiti-
gen vdW- und elektrostatischen Kra¨fte zusta¨ndig. Andere Modelle beru¨ck-
sichtigen die konische Form der Spitze durch zusa¨tzliche Korrekturterme;
darauf wird aber im Rahmen dieser Arbeit verzichtet.
Komplexita¨t zu erfassen, sind aufwendige ab initio-Rechnungen wie z.B. Dichtefunktional-
rechnungen no¨tig.
Van der Waals - Kra¨fte
Van der Waals (vdW)-Kra¨fte beruhen auf Dipol-Dipol-Wechselwirkung, und zwar nicht nur
fu¨r permanente, sondern auch fu¨r durch fluktuierende Ladungen induzierte Dipole. VdW-
Kra¨fte treten immer auf, sie bestimmen z.B. auch maßgeblich die Wechselwirkung zwischen
eigentlich chemisch inerten Edelgasatomen, und sind daher auch in der Rasterkraftmikro-
skopie immer zu beru¨cksichtigen. Die vdW-Kra¨fte sind, bis auf einige exotische Ausnahmen,
immer attraktiv. Die Reichweite ist groß, 1 nm – 100 nm, daher muss zur Modellierung der
vdW-Kra¨fte der mesoskopische Teil der Messpitze beru¨cksichtigt werden. Das ga¨ngigste
Modell betrachtet die Spitze als eine Kugel mit Radius R im Abstand D vor einer un-
endlich ausgedehnten Fla¨che, der Probe (siehe Abb. 2.7). Nun kann man alle vdW-Kra¨fte
aufintegrieren und erha¨lt insgesamt [15]
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FvdW = − HR6D2 (2.13)
Hierbei ist H die sogenannte Hamaker-Konstante, eine Materialeigenschaft. Werte fu¨r H
liegen in der Gro¨ßenordnung von 10−19 J. Es gibt Modelle, die die Spitzengeometrie durch
weitere Korrekturterme beru¨cksichtigen,[16], aber in den meisten Fa¨llen genu¨gt dieser ein-
fache Ansatz.
Elektrostatische Kra¨fte
Elektrostatische Kra¨fte ko¨nnen in zweierlei Form auftretenden:
• Zwischen lokalisierten (
”
gefangenenen“) Ladungen bei elektrisch isolierenden Spitzen
oder Proben; solche Ladungen ko¨nnen leicht durch die Oberfla¨chenpra¨paration, z.B.
durch Spalten eines Isolator-Einkristalls entstehen und ko¨nnen auf einer nicht leitfa¨hi-
gen Probe nicht abfließen. Falls die Experimente, wie in dieser Arbeit durchweg, im
Ultrahochvakuum (UHV) stattfinden, kann auch kein sich ansonsten schnell auf der
Probenoberfla¨che adsorbierender Wasserfilm beim Abtransport der Ladungen helfen,
so dass gefangene Ladungen manchmal tagelang auf der Probe verbleiben ko¨nnen.
• Fu¨r leitfa¨hige Spitzen und Proben ko¨nnen ebenfalls elektrostatische Kra¨fte auftre-
ten, falls diese auf unterschiedlichen elektrostatischen Potentialen liegen. Eine solche
sogenannte Kontaktpotentialdifferenz Ucpd tritt auf, falls Spitze und Probe unter-
schiedliche Austrittsarbeiten haben.
Auch in der ersten Situation ko¨nnen die gefangenen Ladungen na¨herungsweise durch eine
Kontaktpotentialdifferenz beschrieben werden. In beiden Fa¨llen entspricht das System aus
Spitze und Probe einem Kondensator mit Kapazita¨t C, und die elektrostatische Kraft ergibt
sich bei einer von außen angelegten Spannung UBias und einer Kontaktpotentialdifferenz
Ucpd zu
Fel = −12
∂C
∂z
(UBias −Ucpd)2 (2.14)
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Der Term ∂C/∂z ha¨ngt, wie auch vorher die vdW-Kra¨fte, von der Geometrie der Spitze ab.
Nimmt man dieselbe Geometrie an wie in Abb. 2.7 an, so ist
Fel = −pie0 RD (UBias −Ucpd)
2 (2.15)
Das scho¨ne an diesen Kra¨ften ist, das sie sich durch Anlegen einer geeigneten Spannung
UBias kompensieren lassen. In den in dieser Arbeit besprochenen Experimenten wird dies
global gemacht; es gibt aber auch die Mo¨glichkeit, einen zusa¨tzlichen Regelkreis einzubauen,
der dafu¨r sorgt, dass die Kontaktpotentialdifferenz in jedem Punkt ausgeglichen wird. Pro-
tokolliert man wa¨hrend des Scans die dazu no¨tige Biasspannung UBias(x, y) mit, so erha¨lt
man Informationen u¨ber lokale A¨nderungen der Austrittsarbeit der Probe. Diese spezielle
Variante des FM-AFM nennt sich Kelvin probe force microscopy (KPFM).[17, 18]
Weitere Kra¨fte
Es gibt weitere Kra¨fte, die aber in der vorliegenden Arbeit keine Rolle spielen und hier nur
der Vollsta¨ndigkeit halber kurz genannt werden.
Magnetische Kra¨fte spielen natu¨rlich eine Rolle, wenn Spitze und Probe magnetische
Eigenschaften haben. Eine ganze Community von Forschern bescha¨ftigt sich mit MFM5.
Hierzu werden meist ferromagnetische Spitzen verwendet, die dann empfindlich auf unter-
schiedliche magnetische Doma¨nen der Probe sind. Ebenfalls sehr interessant sind neuere
Experimente, die auf der magnetischen Austauschwechselwirkung zwischen Spitze und Pro-
be beruhen. Kaiser et al. ist es in Tieftemperaturmessungen gelungen, durch ein starkes
a¨ußeres Magnetfeld die Spins einer mit Eisen bedampften Spitze so auszurichten, dass diese
empfindlich auf die atomaren Spins des Antiferromagneten Nickeloxid wird. In FM-AFM-
Bildern erscheinen dann Ni-Atome der NiO(001)-Oberfla¨che je nach Spin-Ausrichtung heller
oder dunkler, obwohl sie ansonsten chemisch vo¨llig a¨quivalent sind.[19]
Kapillarkra¨fte sind fu¨r Messungen an Luft von Bedeutung. Die Proben sind dann meist
mit einem Wasserfilm bedeckt. Bringt man die Messspitze in die Na¨he, kann sich ein Me-
niskus aus Flu¨ssigkeit zwischen Spitze und Probe bilden, wodurch dann zusa¨tzlich Kapillar-
kra¨fte auftreten. Hier sind jedoch alle Messungen im UHV durchgefu¨hrt worden.
5engl. magnetic force microscopy
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Kra¨fte in Flu¨ssigkeiten fallen aus naheliegenden Gru¨nden ebenfalls nicht ins Gewicht.
Sie werden in [15] ausfu¨hrlich diskutiert, ebenso wie die Kapillarkra¨fte.
Fazit
Wie man aus der Diskussion der auftretenden Kra¨fte sieht, sind fu¨r diese Arbeit genau zwei
von entscheidender Bedeutung: die kurzreichweitigen Kra¨fte und die vdW-Kra¨fte. Die drit-
te Kraft, die elektrostatische, wird experimentell eliminiert. Beide relevanten Kra¨fte werden
durch unterschiedliche Teile der Spitze bestimmt: Die kurzreichweitigen Kra¨fte durch den
vordersten Spitzenapex, im Idealfall das vorderste Spitzenatom, und die vdW-Kra¨fte durch
die Geometrie des weiter entfernten Teiles der Spitze, man spricht auch vom
”
mesoskopi-
schen“ Teil. Die kurzreichweitigen Kra¨fte bestimmen jedoch die Auflo¨sung; man kann also
nicht sagen, dass eine stumpfe Spitze schlechte Auflo¨sung macht. Diese sorgt zwar fu¨r
einen großen Hintergrund an vdW-Kra¨ften zwischen Spitze und Probe, solange jedoch der
Spitzenapex
”
gu¨nstig“ beschaffen ist, kann trotzdem gute, d.h. atomare oder molekulare
Auflo¨sung der Probenoberfla¨che erzielt werden.
2.2.3 Topographische Abbildung
Nach all diesen Voru¨berlegungen bleibt noch zu zeigen, wie man jetzt tatsa¨chlich Bilder
aufnimmt. Neben der bei allen Rastersondenmethoden obligatorischen Soft- und Hardware
zur Steuerung des Scan-Vorgangs sind dazu im wesentlichen zwei Regelkreise notwendig.
• Der erste Regelkreis steuert die Schwingung des Cantilevers und ha¨lt vor allem des-
sen Schwingungsamplitude konstant. Die Aufnahme von Bildern ist zwar prinzipiell
auch ohne konstante Amplitude mo¨glich; es sollte jedoch klar geworden sein, dass
die Interpretation von Bildern, vor allem im Hinblick auf die beteiligten Kra¨fte, fu¨r
schwankende Amplituden sehr kompliziert ist, da ja die eigentliche Messgro¨ße, die
Freuquenzverschiebung ∆ f , wieder eine Funktion der Amplitude ist.
• Der zweite Regelkreis steuert den Abstand zwischen Spitze und Probe, so dass die
Frequenzverschiebung ∆ f immer gleich ihrem Sollwert ist.
Abb. 2.8 zeigt das Zusammenspiel der beiden Regelkreise im sogenannten Selbstanregungs-
betrieb. Man beachte, dass der Amplitudenregelkreis u¨ber das Anregungssignal, das no¨tig
ist, um die Amplitude konstant zu halten, wichtige Informationen u¨ber dissipative Prozes-
se liefert. Eine gewisse Anregung ist auf Grund der Eigenda¨mpfung des Cantilevers immer
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no¨tig; die Energie, die von der Regelung zusa¨tzlich bereitgestellt werden muss, gibt orts-
aufgelo¨st Auskunft u¨ber nicht konservative Wechselwirkungen zwischen Spitze und Probe.
2.2.4 Da¨mpfung und Energiedissipation
Theorie der Energiedissipation
Wie genau diese nicht konservativen Prozesse, die zur Da¨mpfung der Cantilever-Schwingung
fu¨hren, aussehen, hat der FM-AFM-Community la¨ngere Zeit Ra¨tsel aufgegeben. Seit ei-
nigen Jahren hat sich jedoch die Theorie der
”
Adha¨sionshysterese“[20, 21] durchgesetzt
Abbildung 2.8: Skizze des Mess-und Regelvorgangs beim FM-AFM im Selbstanregungs-
betrieb. Die Schwingung wird mit Hilfe eines Lichtzeigers gemessen und
um -90◦ phasenverschoben auf den Anregungspiezo (Exciter) gegeben. Der
Amplitudenregelkreis misst das RMS-Signal der aktuellen Amplitude und
vergleicht mit dem Sollwert. Nun wird die u¨ber einen variablen Versta¨rker
auf den Anregungspiezo gegebene Spannung so geregelt, dass die Amplitu-
de stets konstant ist. Diese Anregungsspannung la¨sst sich mit der Energie
verknu¨pfen, die durch Eigenda¨mpfung des Cantilevers und nicht konser-
vative Wechselwirkung zwischen Spitze und Probe dissipiert wird. Daher
wird dieses Signal auch als Da¨mpfungs- oder Dissipationssignal bezeichnet
und kann wichtige Informationen zusa¨tzlich zur Topographie liefern. Der
Topographie-Regelkreis misst die aktuelle Frequenzverschiebung und ha¨lt
wa¨hrend des Scans den Abstand zwischen Spitze und Probe so, dass stets
der Sollwert vorliegt.
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a) b)
Abbildung 2.9: Vorstellung der Energiedissipation durch Hysterese, hier gezeigt fu¨r eine
Temperatur von 0 K. (a) Energielandschaft des Systems Spitze-Probe,
projiziert auf eine Reaktionskoordinate, beim Heranfahren (approach) und
Zuru¨ckziehen (retract) der Spitze wa¨hrend eines Oszillationszyklus. Durch
das Heranfahren vera¨ndert sich die Energielandschaft, und das System (mar-
kiert durch den grauen Punkt) relaxiert im Abstand z = z1 in das neue Ener-
gieminimum. Auf dem Ru¨ckweg findet der U¨bergang in den alten Zustand
erst bei z = z2 statt. Das hat Konsequenzen fu¨r die Kraft zwischen Spitze
und Probe, Fts, wie in (b) gezeigt: Es ergibt sich eine Hysterese in der Kraft-
Abstandskurve, die Fla¨che zwischen den Kurven (schraffiert) entspricht der
dissipierten Energie ∆E. Die Abbildung stammt aus Ref. [20].
und konnte auch durch experimentelle Arbeiten mit theoretischer Unterstu¨tzung belegt
werden.[22, 23] In diesem Abschnitt soll eine U¨bersicht u¨ber diese Theorie gegeben werden.
Im Rahmen dieser Theorie werden Spitze und Probe als ein System betrachtet. Dieses Sy-
stem befindet sich, bis auf thermische Bewegung, die durch die Temperatur der Umgebung
verursacht wird, in einem energetischen Minimum. Kommt nun wa¨hrend eines Oszillati-
onszyklus’ die Spitze der Probe nahe, so kann es sein, dass sich die Energielandschaft des
Systems vera¨ndert. Andere Energieminima ko¨nnen auftreten, so dass das System in den
neuen Zustand relaxiert. Alle atomaren Prozesse sind sehr viel schneller als die Bewegung
des Cantilevers, so dass diese Relaxation, bezogen auf die Bewegung des Cantilevers, quasi
instantan stattfindet. Abb. 2.9, entnommen aus der ersten Vero¨ffentlichung zu diesem Mo-
dell von Sasaki und Tsukada[20], zeigt einen solchen Prozess, hier der Einfachheit halber fu¨r
eine Temperatur von 0 K. Die instantane Relaxation in ein neues Minimum bewirkt einen
Sprung in der Kraft zwischen Spitze und Probe, Fts. Schwingt nun der Cantilever zuru¨ck,
wird das System irgendwann wieder in den Ursprungszustand zuru¨ckkehren. Das passiert
aber nicht unbedingt im selben Abstand, so dass sich in der Kraft Fts eine Hysterese ergibt.
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Die zwischen den Kraft-Abstandskurven eingeschlossene Fla¨che entspricht der Energie, die
wa¨hrend eines Oszillationszyklus’ dissipiert wird.
Diese Idee wurde einige Zeit spa¨ter von Kantorovich und Trevethan aufgegriffen und ver-
feinert. Sie bezogen in ihre Berechnungen auch die Temperatur des Systems mit ein, die es
ermo¨glicht, durch die thermische Aktivierung Energiebarrieren zu u¨berwinden. Schließlich
zeigten sie anhand einer atomistischen Simulation, dass der vorgeschlagene Prozess sinnvoll
ist und dissipierte Energien in einer Gro¨ßenordnung liefert, die den experimentell beobach-
teten entspricht. Dazu na¨herten sie eine Spitze aus MgO einer atomaren Stufe auf einer
MgO(001)-Oberfla¨che an. Wie in Abb. 2.10(a) zu sehen, ergibt sich neben dem Ausgangs-
zustand A, hier aufgetragen fu¨r die Position eines Atoms an der Stufenkante ein zweites
Energieminimum, B. Teil (b) der Abbildung zeigt die Aufenthaltswahrscheinlichkeit PA des
Atoms an der Stufenkante im Zustand A aufgetragen gegen den Abstand der Spitze fu¨r
zwei verschiedene Temperaturen. 2.10(c) zeigt die entsprechende Kraft zwischen Spitze und
Probe. Man sieht, dass bei ho¨heren Temperaturen die Barriere T zwischen den Zusta¨nden A
und B thermisch aktiviert u¨berwunden werden kann, was zu einer kleineren Hysterese fu¨hrt.
Die interessante, weil experimentell noch unbewiesene Konsequenz aus diesem Modell lautet
also: Je ho¨her die Temperatur, desto geringer die dissipierte Energie!
Warum
”
Adha¨sionshysterese“? Der Begriff der Adha¨sionshysterese stammt aus der
etwas anschaulicheren Vorstellung der dissipativen Prozesse. Das abstrakte Bild der Dop-
pelmulde in der Potentialfla¨che ist zwar korrekt; intuitiver (und meist ebenso richtig) ist
aber die Vorstellung einer kurzfristigen chemischen Bindung zwischen dem Spitzenapex und
einem Atom in der Probe. Die Spitze
”
klebt“ im unteren Umkehrpunkt eines Oszillations-
zyklus’ kurz an der Probe; beim Aufreißen dieser Bindung wird Energie dissipiert.
Experimentelle Bestimmung der dissipierten Energie
Betrachtet man einen frei, also weit weg von der Probe, schwingenden Cantilever mit Ei-
genfrequenz f0, Federkonstante k und Gu¨tefaktor Q, so besitzt dieser z.B. durch interne
Reibung im Silizium-Balken eine intrinsische Energiedissipation. Dieser intrinsische Energie-
verlust E0 pro Oszillationszyklus ist fu¨r eine Schwingungsamplitude A gegeben durch[24]
E0(A) =
pikA2
Q
. (2.16)
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a) b)
c)
Abbildung 2.10: (a) Potentielle Energie eines Mg-Atoms an einer MgO-Stufenkante fu¨r ver-
schiedene Absta¨nde einer MgO-Spitze. Neben dem urspru¨nglichen Energie-
minimum im Zustand A ergibt sich ab einem bestimmten Spitzenabstand
ein zweites Energieminimum bei B. (b) Aufenthaltswahrscheinlichtkeit PA
des Systems im Zustand A in Abha¨ngkeit vom Spitzenabstand, berechnet
fu¨r zwei verschiedene Temperaturen. (c) Kraft auf die Spitze in Abha¨ngig-
keit vom Spitzenabstand. Die Hysterese und damit die dissipierte Energie
wird fu¨r ho¨here Temperaturen kleiner. Die Abbildung stammt aus Ref. [21].
Bringt man wa¨hrend der Messung die Spitze nahe an die Probe heran, so kann durch
Prozesse, wie sie weiter oben beschrieben wurden, zusa¨tzlich Energie dissipiert werden.
Statt der weit weg von der Probe beno¨tigten Anregungsamplitude Aexc,0 beno¨tigt man nun
die gro¨ßere Anregung Aexc, um die Schwingungsamplitude konstant zu halten. Benutzt
man den Selbstanregungsmodus zur Amplitudenregelung, so ist die Phasenverschiebung
zwischen Anregung und Schwingung stets -90◦. In diesem Fall berechnet sich die zusa¨tzlich
dissipierte Energie zu
Ets = E0(A)
[
Aexc
Aexc,0
− f
f0
]
≈ E0(A)
[
Aexc
Aexc,0
− 1
]
(2.17)
Die Na¨herung gilt, falls f ≈ f0, was in den hier pra¨sentierten Experimenten immer erfu¨llt
ist: Es gilt ∆ f 1 – 10 Hz, f0 100 kHz. Wichtig zur quantitativen Bestimmung der
dissipierten Energie ist also die mo¨glichst genaue Kenntnis der experimentellen Parameter.
Die Anregungsamplituden Aexc und Aexc,0 werden wa¨hrend der Messung mit einem relati-
ven Fehler von weniger als 1% aufgezeichnet, der Fehler ist also gering. Die Gu¨te Q und
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die Schwingungsamplitude A sind experimentell relativ leicht und mit guter Genauigkeit
messbar. Einzig die Federkonstante k konnte in dieser Arbeit nicht direkt gemessen werden,
wird aber fu¨r jeden Cantilever vom Hersteller angegeben. Diese Werte sind aber leider mit
einem relativen Fehler von 30% behaftet, alle Angaben fu¨r dissipierte Energien in dieser
Arbeit weisen also diesen Fehler auf.
2.2.5 Spektroskopie
Neben der u¨blichen Messmethode, durch Rastern der Probe ein topographisches Abbild der
Probenoberfla¨che zu erzeugen, gibt es die Mo¨glichkeit, punktuell sehr genaue Informatio-
nen u¨ber die Wechselwirkung zwischen Spitze und Probe zu sammeln: durch sogenannte
Kraft-Spektroskopie. Hierzu wird an einem Punkt (x, y) u¨ber der Probenoberfla¨che die
z-Regelung angehalten und eine Spannungsrampe auf den z-Piezo gegeben. Die oszillie-
rende Spitze fa¨hrt also auf die Oberfla¨che zu. Wa¨hrenddessen wird die sich einstellende
Frequenzverschiebung als Funktion des Abstandes z gemessen.
Abbildung 2.11: Aus ∆ f (z)-Daten berechnete Kraft zwischen Spitze und Probe, Fts(z). Die
Schulter in der blauen Kurve weist auf einen dissipativen Prozess hin, das
System wechselt zwischen zwei unterschiedlichen Konfigurationen mit un-
terschiedlicher Kraft-Abstands-Funktionalita¨t, wie im Inset gezeigt. Ga¨be
es die Konfigurationsa¨nderung nicht, wu¨rde die Kraft weiter der gestrichel-
ten Linie folgen. Die Abbildung stammt aus Ref. [25].
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Wie im Abschnitt 2.2.1 erla¨utert, ist die Funktion ∆ f (z) durch die Kraft zwischen Spitze
und Probe, Fts bestimmt. Dieser funktionale Zusammenhang ist invertierbar,[26, 27, 28]
so dass sich diese Kraft Fts(z) und damit auch das Potential Vts(z) zuru¨ckrechnen la¨sst.
Neuere Messungen, allerdings meist bei tiefen Temperaturen, nehmen entlang einer Linie
[29, 25] oder in einem ganzen Bereich der Probenoberfla¨che Spektren auf und ko¨nnen so
die komplette dreidimensionale Potentialinformation Vts(x, y, z) rekonstruieren.
Abb. 2.11 zeigt einen weiteren interessanten Aspekt der Spektroskopie: In den zuru¨ck-
gerechneten F(z)-Kurven (und natu¨rlich auch schon in den gemessenen ∆ f (z)-Kurven)
lassen sich dissipative Prozesse identifizieren. Diese fu¨hren zu einer Schulter in den Kurven,
nach einer A¨nderung der Konfiguration des Spitze-Probe-Systems a¨ndert sich die Kraft. Bei
T = 0 wu¨rde dies zu einer Unstetigkeit fu¨hren, fu¨r T > 0 wird diese Unstetigkeit zu einer
Schulter in der Kurve abgemildert.
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2.3 Substrate
2.3.1 Alkalihalogenide
Ein Schwerpunkt dieser Arbeit liegt auf der Untersuchung des Wachstums organischer
Moleku¨le auf nichtleitenden Substraten. Hier wurden zuna¨chst die einfachst denkbaren
Prototypen gewa¨hlt, Ionenkristalle, die sich sowohl durch einfache Oberfla¨chenpra¨paration
durch simples Spalten im UHV wie auch durch gute Beherrschbarkeit mit der Messme-
thode FM-AFM auszeichnen. Speziell wurden in den hier beschriebenen Experimenten
Alkalihalogenid-Oberfla¨chen verwendet. Alle Alkalihalogenide haben eine kubisch-fla¨chen-
zentrierte (fcc6) Gitterstruktur, die Basis des jeweiligen Gitters besteht aus einem Alkali+-
und einem Halogen−-Ion. Sie sind im allgemeinen leicht spaltbar entlang der (001)-Ebenen,
die (001)-Oberfla¨chen sind daher leicht zu pra¨parieren.
Kaliumbromid(001) besteht, wie der Name schon sagt, aus Kalium- und Bromionen
(K+ und Br−). Die Gitterkonstante des fcc-Gitters betra¨gt 658 pm. Entsprechend betra¨gt
die Stufenho¨he auf der (001)-Oberfla¨che 329 pm. Dieses Substrat war eines der ersten
6engl. face centered cubic
KBr NaCl
K
Br Na
Cl
658 pm 562 pm
Abbildung 2.12: Bilder der in dieser Arbeit verwendeten Alkalihalogenide Kaliumbromid und
Natriumchlorid. Die fcc-Einheitszelle ist jeweils markiert, KBr hat mit 658
pm eine etwas gro¨ßere Gitterkonstante als NaCl mit 562 pm.
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ausgiebig mit dem FM-AFM untersuchten.[30]
Natriumchlorid(001) ist sicherlich das bekannteste Alkalihalogenid, und zwar unter sei-
nem haushaltsu¨blichen Namen Kochsalz. Seine Gitterkonstante betra¨gt 562 pm, die Stu-
fenho¨he der (001)-Oberfla¨che entsprechend 281 pm. Diese Oberfla¨che stellt ebenfalls ein
beliebtes Modellsubstrat dar.[25] Abb. 2.12 zeigt beide Kristallstrukturen.
2.3.2 Silber(111)
Zur Untersuchung von Schaltprozessen auf molekularer Skala bot es sich an, ein Substrat
zu wa¨hlen, auf dem das untersuchte Moleku¨l stabil bindet. Da sich gezeigt hat (soviel kann
hier schon verraten werden), dass zumindest die hier untersuchten Moleku¨le auf Isolato-
ren nur schwach gebunden sind, wurde fu¨r diese Untersuchungen auf ein Metallsubstrat,
Ag(111), zuru¨ckgegriffen, das, wie aus anderen Arbeiten bekannt, eine wesentlich sta¨rkere
Bindung aufweist. Silber hat ebenfalls eine fcc-Struktur mit einer Gitterkonstante von 409
pm. Entsprechend betra¨gt die Stufenho¨he auf der Ag(111)-Oberfa¨che 236 pm.
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2.4 Moleku¨le
2.4.1 PTCDA
Das Moleku¨l 3,4,9,10-Perylentetrakarbonsa¨ure-Dianhydrid (PTCDA, siehe Abb. 2.13) mit
der Summenformel C24H8O6 ist ein roter Farbstoff (industriell bekannt als PIGMENT RED
224) mit einer Masse von 392,3 amu; es ist als Modellsystem fu¨r organische Halbleiter
a¨ußerst beliebt. PTCDA tritt in zwei kristallinen Modifikationen auf, α- und β-PTCDA
(siehe Abb. 2.14), innerhalb der (102)-Ebene dieser Kristalle liegen die Moleku¨le flach. Das
Moleku¨l selbst besitzt D2h-Symmtrie. Die Kristalldaten finden sich in Tab. 2.1.
Bringt man PTCDA auf ein Substrat auf, so ordnen sich die Moleku¨le meist flach in einer
der (102)-Kistallebene a¨hnlichen Struktur an. Die Wechselwirkung zwischen den PTCDA-
Moleku¨len in der (102)-Ebene ist im Wesentlichen durch die Elektrostatik bestimmt: PTC-
DA besitzt innerhalb des Moleku¨ls eine anisotrope Ladungsverteilung, die Elektronegativita¨t
der Sauerstoff-Atome bewirkt einen U¨berschuss negativer Ladung an den kurzen Seiten des
Moleku¨ls und zu entsprechend mehr positiver Ladung in der Mitte. Dies fu¨hrt in der Mehr-
zahl aller Fa¨lle zur Anordnung der Moleku¨le in einem Fischgra¨t-Muster, im Englischen (und
(a) (b)
Abbildung 2.13: (a)3,4,9,10-Perylentetrakarbonsa¨ure-Dianhydrid, C24H8O6 (Kalottenmo-
dell). Die gesamte Ausdehnung des Moleku¨ls (vdW-Radien) betra¨gt 0,92
× 1,42 nm2. (b) zeigt die Ladungsverteilung auf dem Moleku¨l: Die hohe
Elektronegativita¨t der O-Atome außen sorgt dafu¨r, dass sich Ladung aus
dem Perylenkern zum Rand verschiebt, was zu einem U¨berschuss negativer
Ladung (blau) fu¨hrt. An den H-Atomen u¨berwiegt dann positive Ladung
(rot).
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Abbildung 2.14: Kristallstrukturen von PTCDA (aus [31]): (a)α- und (b)β- Modifikation.
In beiden Modifikationen liegen die Moleku¨le flach in der (102)-Ebene.
α-Phase β-Phase
a [nm] 0,374 0,378
b [nm] 1,196 1,930
c [nm] 1,734 1,077
β[◦] 98,8 83,6
a* der (102)-Ebene [nm] 1,196 1,930
b* der (102)-Ebene [nm] 1,991 1,245
Abstand zweier (102)-Ebenen [nm] 0,322 0,325
Versatz zweier (102)-Ebenen [nm] 0,190 0,195
Tabelle 2.1: Daten fu¨r kristallines PTCDA in α- und β- Modifikation. Alle Angaben stam-
men aus [32].
daher auch im englisch gepra¨gten Wissenschaftsdeutsch) meist als herringbone bezeichnet.
Die Wechselwirkung zu (leitenden) Substraten ist meist eine chemische Bindung, die
durch den U¨berlapp des delokalisierten pi-Elektronensystems mit elektronischen Zusta¨nden
des Substrates zustande kommt. Dieser Bindungsmechanismus bestimmt im Festko¨rper
bzw. fu¨r mehrere Lagen PTCDA auf einem Substrat die Wechselwirkung senkrecht zur
(102)-Ebene.
Arbeiten an PTCDA
In unserer Arbeitsgruppe ist es gelungen, das Wachstum auf einer Isolator-Oberfla¨che,
KBr(001), mit Hilfe dynamischer Rasterkraftmikroskopie zu untersuchen[33]; weitere ex-
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perimentelle Arbeiten und theoretische U¨berlegungen[34] zu diesem System sind ebenfalls
Teil dieser Arbeit, siehe Kap. 4.
Das System PTCDA auf Ag(111) ist wohl eines der experimentell und theoretisch am
meisten untersuchten.[35, 36, 37, 38, 39] Aufgrund der zahlreichen experimentellen und
theoretischen Vorarbeiten schien dieses System gut geeignet, um hier Untersuchungen zu
Schaltprozessen an den funktionellen Gruppen von PTCDA-Moleku¨len durchzufu¨hren. Mit
diesen experimentellen Arbeiten bescha¨ftigt sich Kapitel 7.
PTCDA ist natu¨rlich nicht nur deshalb ein viel untersuchtes Forschungsobjekt, weil es so
scho¨n auf allen Oberfla¨chen wa¨chst: Abseits dieser Grundlagenforschung wird das Moleku¨l
auch fu¨r OLED’s (PTCDA hat eine Bandlu¨cke von 2.2 eV und leuchtet daher gru¨n) und or-
ganische Solarzellen verwendet; eine gute U¨bersicht gibt der Review-Artikel von Forrest[40].
Einige Prototypen fu¨r organische Leuchtdioden verwenden aktive Schichten aus PTCDA
(vgl. [41, 42]). Das Wachstum dicker Schichten von PTCDA ist jedoch, wie fu¨r viele ande-
re organische Moleku¨le auch, nicht gut verstanden. Als Beitrag hierzu ist das theoretische
Kapitel 5 zu sehen, hier werden wichtige Wachstumsparameter, die Diffusions- und die
Stufenkantenbarriere in einem Modell berechnet.[43]
2.4.2 DiMe-PTCDI
Das Moleku¨l N,N’-Dimethylperylen-3,4,9,10-bis(dicarboximid) (DiMe-PTCDI) ist gewisser-
maßen ein etwas gro¨ßerer und weniger polarer Bruder des PTCDA. Von diesem unterschei-
det es sich dadurch, dass die jeweiligen Anhydrid-Sauerstoffe an den kurzen Seiten des
Moleku¨ls durch Stickstoff-Atome ersetzt sind, an deren noch freier Bindung sich jeweils
eine Methylgruppe befindet (siehe Abb. 2.15). Entsprechend betra¨gt die atomare Masse
418 amu.
DiMe-PTCDI besitzt daher keine so ausgepa¨gte elektrostatische Polarita¨t wie PTCDA,
was auch die kristalline Struktur bzw. die Ordnung auf Oberfla¨chen beeinflusst: Die Struktur
ist zwar der von PTCDA sehr a¨hnlich (siehe Tabelle 2.2), die herringbone-Struktur der
Moleku¨le in der (102)-Ebene ist aber weniger ausgepra¨gt als fu¨r das PTCDA, bei dem die
beiden Moleku¨le der Einheitszelle fast senkrecht zueinander angeordnet sind.
Arbeiten an DiMe-PTCDI
DiMe-PTCDI ist als Modellsystem nicht ganz so stark verbreitet wie PTCDA; auf Grund der
weniger starken elektrostatischen Wechselwirkung zwischen den Moleku¨len ist die Ordnung
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Abbildung 2.15: N,N’-Dimethylperylen-3,4,9,10-bis(dicarboximid) C24H8O4 N2 2CH3 (Ka-
lottenmodell). Das Moleku¨l ist etwas gro¨ßer als das a¨hnlich aufgebaute
PTCDA, 0,92 × 1,76 nm2, die Polarita¨t ist etwas geringer.
a [nm] 0,387
b [nm] 1,558
c [nm] 1,460
β[o] 97,65
Abstand zweier (102)-Ebenen [nm] 0,321
Tabelle 2.2: Daten fu¨r kristallines DiMe-PTCDI.[44]
auf Substraten weniger langreichweitig, und es treten unter Umsta¨nden Doma¨nen auf, die
unterschiedliche molekulare Strukturen aufweisen, z.B. auf Cu(111)-Oberfla¨chen[45]. Wei-
tere experimentelle Arbeiten gibt es auf Cu(100)[46] und Ag-Oberfla¨chen.[47] Besonders
interessant ist DiMe-PTCDI fu¨r Photolumineszenz-Experimente,[48, 49] da es hier eine
ho¨here Ausbeute als PTCDA zeigt.
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2.5 Empirische Potentiale
2.5.1 Berechnung der Energie physikalischer Systeme
Die Berechnung der Physik komplexer Systeme birgt generell ein Problem. Die Schro¨dinger-
Gleichung, deren Lo¨sung eine vollsta¨ndige Beschreibung des gesamten Systems enthielte,
la¨sst sich zwar meist noch angeben, ihre analytische Lo¨sung ist aber nur fu¨r kleinste Syste-
me (H-Atom, H+2 -Moleku¨lion) mo¨glich. Es gibt jedoch approximative Verfahren, Lo¨sungen
auch fu¨r gro¨ßere System zu bestimmen – genannt sei hier das Hartree-Fock-Verfahren
(siehe z.B.[50]), das die exakte Schro¨dinger-Gleichung in ein System gekoppelter Integro-
Differentialgleichungen u¨bersetzt, die sich iterativ selbstkonsistent lo¨sen lassen.
Eine weitere Methode zur Berechnung der Energie gro¨ßerer Systeme ist die Dichtefunk-
tionalstheorie (DFT, fu¨r Details siehe [51]). Die fundamentale Idee dieses Verfahrens: Die
Energie eines Systems ist vollsta¨ndig bestimmt durch die Elektronendichte im Grundzustand.
Ausgehend von diesem Prinzip lassen sich Gleichungen finden (die sogenannten Kohn-Sham-
Gleichungen), deren selbstkonsistente Lo¨sung im Prinzip alle Informationen u¨ber das System
entha¨lt.
Der Nachteil dieser ab initio-Verfahren: Bei N Atomen im System wa¨chst die Anzahl der
zu berechnenden Integrale wie N4. Was also fu¨r kleinere Moleku¨le noch gut funktioniert,
erfordert bei gro¨ßeren Farbstoff-Moleku¨len mit 30 und mehr Atomen Rechenleistungen,
die mit einem handelsu¨blichen PC nicht zu erreichen sind. Damit hat man dann jedoch
auch nur die intramolekularen Wechselwirkungen beru¨cksichtigt. Betrachtet man nun nicht
nur ein einzelnes Moleku¨l, sondern zusa¨tzlich die Wechselwirkung mit seiner Umgebung,
beispielsweise mit einem Substrat, sowie mit vielen anderen Moleku¨len, die gleichzeitig
untereinander und mit dem Substrat wechselwirken, so kann man sich leicht vorstellen, dass
hier tiefgreifende Na¨herungen no¨tig sind, um u¨berhaupt in endlicher Zeit etwas berechnen
zu ko¨nnen.
Semiempirische Methoden
Die erste Stufe der Vereinfachung bilden hier die sogenannten semiempirischen Methoden:
Hier wird zwar auch mit Wellenfunktionen, also quantenmechanisch, gerechnet. Anders als
bei ab initio-Rechnungen werden jedoch die Zweielektronen-Austauschintegrale hier nicht
berechnet, sondern vernachla¨ssigt oder parametrisiert. Die Austauschintegrale heißen auf
Englisch
”
differential overlap“, weshalb sich im Namen aller dieser Methoden ha¨ufig die drei
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Buchstaben NDO finden:
”
Neglection of Differential Overlap“.
Die semiempirischen Methoden bieten die zeitsparendste Mo¨glichkeit, die interne Konfi-
guration gro¨ßerer Moleku¨le zu berechnen und Information u¨ber Moleku¨lorbitale mitzuneh-
men. Fu¨r Berechnungen von Wechselwirkungen zwischen mehreren Moleku¨len oder zwi-
schen Moleku¨len und einem Substrat sind auch sie wegen des großen Zeitaufwandes nicht
zu gebrauchen.
2.5.2 Paarpotentiale
Der gebra¨uchlichste Weg, das Wechselwirkungspotential zwischen zwei Moleku¨len zu be-
schreiben, ist die Atom-Atom-Potential-Na¨herung. Die intermolekulare Wechselwirkung
wird hier aufgeteilt in eine Wechselwirkung der einzelnen Atome jedes Moleku¨ls. Das ge-
samte Wechselwirkungspotential zweier Moleku¨le (1) und (2) la¨sst sich also schreiben als
VMol,Mol =
n1
∑
i=1
n2
∑
j=1
VAtom,Atom(r
(1)
i − r(2)j ) (2.18)
Hier bezeichnen n1 und n2 die Anzahl der Atome in Moleku¨l 1 bzw. 2; VAtom,Atom ist eine
noch na¨her zu bestimmende Funktion, die die potentielle Energie zwischen zwei Atomen
bescheibt (Paarpotential).
van der Waals-Wechselwirkung und Lennard-Jones-Potential
Einen wichtigen Beitrag zur Wechselwirkung zwischen zwei nicht gebundenen Atomen lie-
fern die sogenannten van der Waals (vdW)-Kra¨fte: Diese kommen dadurch zu Stande, dass
sich in benachbarten Atomen durch Fluktuationen der Elektronendichteverteilung tempora¨re
Dipole ausbilden. Diese Dipole wechselwirken miteinander, was zu einem attraktiven Po-
tential fu¨hrt (∼ 1/r6 fu¨r zwei Atome im Abstand r).
Neben dieser attraktiven Wechselwirkung gibt es fu¨r kleine Absta¨nde auch repulsive
Kra¨fte, z.B. durch Pauli-Abstoßung. Die gebra¨uchlichste Art, den repulsiven Teil des Poten-
tials zu modellieren, ist die Addition eines kurzreichweitigen abstoßenden Terms ∼ 1/r12,
die resultierenden empirischen Potentiale nennt man 12-6-Potentiale oder (nach John E.
Lennard-Jones (1929)) Lennard-Jones (LJ)-Potentiale. Also:
VLJ(r) =
C12
r12
− C6
r6
(2.19)
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Die Parameter C6 und C12 ha¨ngen von der Polarisierbarkeit der beteiligten Atome ab.
Eine alternative Notation ist die sogenannte r∗-e-Schreibweise:
VLJ(r) = e
[(
r∗
r
)12
− 2
(
r∗
r
)6]
(2.20)
Diese Parameter sind recht intuitiv: Fu¨r zwei gleichartige Atome gibt r∗ den Gleichgewichts-
abstand an, e die minimale potentielle Energie (siehe Abb. 2.16).
Die Kunst im Umgang mit LJ-Potentialen besteht in der Wahl der richtigen Parame-
ter. Die LJ-Na¨herung funktioniert dann besonders gut, wenn die Wechselwirkung zwi-
schen den Atomen tatsa¨chlich im Wesentlichen durch vdW-Kra¨fte bestimmt sind; dies
gilt jedoch nur fu¨r Edelgase bei tiefen Temperaturen. Glu¨cklicherweise bescha¨ftigt sich die
Computational-Chemistry-Community seit Langem damit, fu¨r alle mo¨glichen Elemente
”
gu-
te“ LJ-Parameter zu finden, sowie Kombinationsregeln, die die Wechselwirkung zwischen
Abbildung 2.16: Die einzelnen Beitra¨ge zum Lennard-Jones-Potential: Attraktiver (Dipol-
Wechselwirkung) und repulsiver (Pauli-Prinzip) Anteil addieren sich zum
Lennard-Jones-Potential mit einem Minimum der Tiefe e fu¨r r=r∗.
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verschiedenartigen Atomen realita¨tsnah modellieren.
In der vorliegenden Arbeit wurden in der Regel die LJ-Parameter des AMBER7-
Kraftfeldes[52, 53, 54] benutzt. AMBER benutzt ein LJ-Potential, die Energie ist gegeben
durch
VAMBERLJ = ∑
i,j
[
Aij
R12ij
− Bij
R6ij
]
; (2.21)
i und j bezeichnen alle Paare von Atomen im Abstand Rij, die fu¨r die Berechnungen der
jeweiligen potentiellen Energie relevant sind. Es ko¨nnten also z.B. mit i alle Atome eines
Moleku¨ls und mit j alle Substratatome durchgeza¨hlt werden. Aij und Bij ergeben sich aus
den Parametern r∗ und e, die AMBER fu¨r jeden Atomtyp8 angibt (siehe Tabelle 2.3). Die
Kombinationsregeln sind
Aij =
(
r∗i
2
+
r∗j
2
)12 √
eiej (2.22)
Bij = 2
(
r∗i
2
+
r∗j
2
)6 √
eiej (2.23)
d.h. es wird das arithmetische Mittel der Gleichgewichtsabsta¨nde sowie das geometrische
Mittel der Minimalenergien gebildet.
Noch ein Wort zu den Einheiten: In dieser Arbeit werden fu¨r La¨ngenangaben meist die
SI-Einheit Meter (m) (bzw. nm oder pm) verwendet sowie die bei Physikern u¨blichen Elek-
tronenvolt (eV) fu¨r Energien. Die Software, mit der die in dieser Arbeit behandelten Rech-
nungen ausgefu¨hrt wurden, rechnet mit der La¨ngenangabe A˚ngstro¨m (A˚) und der Energie-
einheit kcal/mol. Daher schien es an einigen Stellen sinnvoll, diese Einheiten beizubehalten.
Die Umrechnung ist wie folgt:
• 1 A˚= 10−10 m = 0,1 nm = 100 pm
• 1 kcal/mol = 0,0433 eV = 43,3 meV
7AMBER steht fu¨r
”
Assisted Model Building and Energy Refinement“
8AMBER unterscheidet die Atome innerhalb eines Moleku¨ls nicht nur nach Elementen, sondern auch nach
Bindungspartnern; jedem Atom wird ein Atomtyp zugewiesen.
49
Tabelle 2.3: r∗-e-Parameter des AMBER-Kraftfeldes fu¨r in dieser Arbeit behandelte Syste-
me. Die Atomtypen C und CA haben dieselben LJ-Parameter.
Atom AMBER Atomtyp r∗[A˚] e[kcal/mol]
C C/CA 1,85 0,12
N NA 1,75 0.16
H H 1,00 0,02
Si SI 2,135 0,27555
K K 2,658 0,000328
Br Br 2,22 0,32
Na Na 1,868 0,00277
Cl Cl 1,948 0,265
2.5.3 Elektrostatische Wechselwirkung
Neben den vdW-Kra¨ften, die auf induzierten Dipolen beruhen, ko¨nnen bei der Berechnung
der Wechselwirkung zwischen Moleku¨len auch Coulombkra¨fte (mit la¨ngerer Reichweite als
vdW-Kra¨fte) eine Rolle spielen, falls die Ladung auf dem Moleku¨l nicht homogen verteilt
ist. Das ist recht ha¨ufig der Fall, da es wegen der unterschiedlichen Elektronegativita¨t der
verschiedenen Elemente ha¨ufig polare Bindungen gibt, die (je nach Symmetrie) fu¨r ein
permanentes Dipol-, Quadrupol- oder auch ho¨heres Multipolmoment des Moleku¨ls sorgen
ko¨nnen.
Der gebra¨uchlichste Weg zur Modellierung der inhomogenen Ladungsverteilung sind die
Partialladungen qi, die an den Positionen der Atome des Moleku¨ls ”
angebracht“ werden. Mit
dieser Na¨herung kann man auch weiterhin im Bild der Atom-Atom-Paarpotentiale bleiben
und die elektrostatische Wechselwirkungsenergie zweier Moleku¨le (1) und (2) bescheiben
als
VMMCoul. =
1
4pie0er
n1
∑
i=1
n2
∑
j=1
q(1)i q
(2)
j
rij
(2.24)
Man beachte die statische Dielektrizita¨tskonstante er; diese muss in einer Moleku¨lschicht
natu¨rlich nicht 1 sein!
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2.5.4 HYPERCHEM
Hyperchem, kommerziell erha¨ltlich von der Firma Hypercube, ist ein umfangreiches
Software-Paket, das so ziemlich alle Werkzeuge entha¨lt, die man zur Berechnung von Mo-
leku¨len beno¨tigt. Es stellt zahlreiche Verfahren zur Optimierung der Struktur von Moleku¨len
zur Verfu¨gung, sowohl quantenmechanische (ab initio und DFT) als auch semiempirische
Methoden und empirische molekulare Kraftfeld-Verfahren. Moleku¨lorbitale ko¨nnen ebenso
berechnet und dargestellt werden wie Rotations- und Schwingungsspektren oder NMR-
Spektren. Ein Plug-In erleichtert die Erstellung von Kristallstrukturen.
Besonders praktisch ist, dass das Programm u¨ber eine Skriptsprache, die sich auch in den
meisten u¨blichen Programmiersprachen ansprechen la¨sst, ferngesteuert werden kann. So
lassen sich zum Beispiel Energieberechnungen fu¨r verschiedene Positionen eines Moleku¨ls
gezielt steuern und tabellieren. Eine weiteres scho¨nes Feature: Partialladungen, wie sie
fu¨r Berechnung von Coulomb-Wechselwirkungen mit Hilfe von Paarpotentialen unerla¨sslich
sind, lassen sich mit Hilfe von in Hyperchem implementierten Algorithmen berechnen.
Datenstrukturen: *.hin-Dateien
Hyperchem speichert die Moleku¨ldaten in einem verha¨ltnisma¨ßig leicht zu durchschauenden
Dateiformat, *.hin. In dieser Datei sind alle relevanten Informationen festgehalten, wie z.B.
welche Atome in einem Moleku¨l zusammengeho¨ren, Atomkoordinaten und Partialladungen,
Bindungen zu anderen Atomen, und Art der jeweiligen Bindung. Als Beispiel diene hier die
Datei H2O.hin, die Informationen u¨ber ein Wassermoleku¨l entha¨lt.
H2O.hin
forcefield mm+
sys 0 0 1
view 40 1 40 15 1 0 0 0 1 0 0 0 1 0 0 -40
seed 0
mol 1
atom 1 - H ** - 0.1793708 -1.161533 0.6675001 -3.325492e-014 1 2s
atom 2 - O ** - -0.3586926 -0.5757695 -0.08163789 2.105716e-014 2 3s 1s
atom 3 - H ** - 0.179322 -1.111437 -0.8673748 1.219776e-014 1 2s
endmol 1
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Die Informationen fu¨r Atom 1 finden sich noch einmal aufgeschlu¨sselt in Tab. 2.4.
Durch den relativ einfachen Aufbau der Dateien ist es mo¨glich, *.hin-files manuell selbst
zu erstellen und die so erzeugten Moleku¨le in Hyperchem darzustellen und zu bearbeiten.
Tabelle 2.4: Entschlu¨sselung der Daten zu Atom 1 der Hyperchem-Datei H2O.hin. Der
Dateiheader entha¨lt Informationen u¨ber das zuletzt verwendete Molekular-
Kraftfeld (MM+) sowie u¨ber die Lage des Moleku¨ls auf dem Screen und den
Blickwinkel des Betrachters.
H Element (Wasserstoff)
** Atomtyp (im Moment leer)
- nicht markiert, sonst stu¨nde hier ’s’
0.1793708 Partialladung
-1.161533 x-Koordinate [A˚]
0.6675001 y-Koordinate [A˚]
-3.325492e-014 z-Koordinate [A˚]
1 eine Bindung
2 zu Atom 2
s und zwar eine Einfachbindung (single bond)
2.5.5 POWERGRID
Powergrid, eine von Stefan Mannsfeld im Rahmen seiner Dissertation an der TU Dresden
erstellte Software, erleichtert speziell die bequeme Berechnung der Energie von Moleku¨len
und Moleku¨lschichten mit empirischen Potentialen und auf Grund elektrostatischer Wech-
selwirkung. In diesem speziellen Punkt ist die Handhabung von Hyperchem etwas mu¨hsam.
Die Software verwendet jedoch dasselbe *.hin-Format zur Speicherung der Daten von Mo-
leku¨len und Substraten. In der vorliegenden Arbeit sind alle Berechnungen von Energien
von Moleku¨len untereinander bzw. zwischen Moleku¨len und einem Substrat mit Hilfe von
Powergrid vorgenommen worden. Die Software bietet insbesondere ein spezielles Tool zur
besonders effizienten Energieberechnung und -Optimierung: Die GRID-Technik.
Die GRID-Technik
Selbst mit den im vorigen Abschnitt vorgestellten Vereinfachungen (Paarpotentiale statt
quantenmechanischer Verfahren) wa¨re die Berechnung der Energie großer Moleku¨ldoma¨nen
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auf kristallinen Oberfla¨chen immer noch a¨ußerst zeitaufwendig. Die hier vorgestellte GRID-
Technik[55, 56, 57] erlaubt unter gewissen Voraussetzungen eine Reduzierung des Pro-
blems: Statt die Energie fu¨r Hunderte oder Tausende von Moleku¨len einer Lage jedesmal
neu zu berechnen, werden zuna¨chst fu¨r die Moleku¨l-Substrat- und die Moleku¨l-Moleku¨l-
Wechselwirkung zwei Rasterdateien erstellt, aus denen dann die entsprechenden Werte fu¨r
eine Moleku¨llage (z.B. im Verlauf einer Optimierung) nur noch ausgelesen werden mu¨ssen.
Die Voraussetzungen sind:
• Die Moleku¨llage besteht nur aus einer Sorte von Moleku¨len.
• Die Orientierung eines Moleku¨ls zum Substrat ist durch die Angabe eines Azimutwin-
kels vollsta¨ndig beschrieben. Diese Voraussetzung ist insbesondere dann erfu¨llt, wenn
das Moleku¨l planar ist und flach auf der Oberfla¨che liegt.
• Der Abstand der Moleku¨le zur Oberfla¨che ist entweder konstant, oder die Unter-
schiede sind so gering, dass der Unterschied in der Ho¨he keinen Einfluss auf die
Wechselwirkung der Moleku¨le untereinander hat.
• Das kristalline Substrat ist starr, d.h. die Adsorption der Moleku¨le hat keinen Einfluss
auf das Substratgitter. Diese Annahme ist sicherlich nicht fu¨r alle Systeme organischer
Epitaxie erfu¨llt (z.B. gilt sie nicht fu¨r die Adsorption von PTCDA auf Cu(110)[58]),
in den meisten Fa¨llen kann man sie jedoch als gegeben ansehen.
• Das Moleku¨l ist starr, d.h. die internen Freiheitsgrade des Moleku¨ls werden ver-
nachla¨ssigt.
Unter diesen Voraussetzungen la¨sst sich die gesamte potentielle Energie einer Moleku¨llage
Vtot in zwei Beitra¨ge aufspalten: das Moleku¨l-Moleku¨l-Potential VMM,tot und das Moleku¨l-
Substrat-Potential VMS,tot.
Vtot = VMM,tot +VMS,tot (2.25)
Jeder dieser beiden Summanden la¨sst sich wiederum als Summe u¨ber alle Beitra¨ge der
einzelnen Moleku¨le VuMS beziehungsweise der Beitra¨ge aller Moleku¨lpaare V
kl
MM schreiben.
Jeder dieser Beitra¨ge ha¨ngt dann nur noch von einer sehr reduzierten Anzahl von Variablen
ab, na¨mlich von genau dreien.
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Das Moleku¨l-Substrat-Potential
Das Moleku¨l-Substrat-Potential VuMS la¨sst sich als Funktion dreier Parameter eindeutig
angeben:
• Die Position auf dem Substratgitter Ru. Diese Position la¨sst sich schreiben als Line-
arkombination der Substrat-Einheitsvektoren:
Ru = cu1s1 + c
u
2s2 (2.26)
Die Periodizita¨t dieses Gitters erlaubt es, nur die reduzierte Position R′u des Moleku¨ls
innerhalb der Einheitszelle, u¨ber der es sich befindet (grau unterlegt in Abb. 2.17), zu
s
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Abbildung 2.17: Skizze zur Verdeutlichung der reduzierten Koordinaten bei der Berechnung
von VMS mit Hilfe der GRID-Technik. Das Substratgitter ist bestimmt
durch die Einheitsvektoren s1 und s2. VMS eines Moleku¨ls am Ort Ru ist
nun eindeutig bestimmt durch seine auf die Einheitszelle reduzierte Position
R′u und den Azimutwinkel ζu.
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betrachten. Diese Position la¨sst sich parametrisieren durch zwei Substrat-Einheitszell-
Koordinaten:
R′u = cu∗1 s1 + c
u∗
2 s2 (2.27)
mit
cu∗i = c
u
i − bcui c , i = 1, 2 (2.28)
bxc bezeichnet die Bodenfunktion, die als Funktionswert den ganzzahligen Anteil von
x angibt. Beispiel: b5, 3c = 5.
• Den Azimuthwinkel ζu. Dieser definiert sich wie folgt: Fu¨r eine geeignete Moleku¨le-
achse m ist ζu = 6 (m, s1).
• Beachte: Die Ho¨he zu u¨ber dem Substrat wa¨re ein vierter Parameter! Fu¨r Moleku¨le an
verschiedenen Adsorptionspla¨tzen sollte auch die Ho¨he unterschiedlich sein! Man kann
jedoch annehmen, dass jedes Moleku¨l seine optimale Ho¨he zoptu findet, und diese ist
wieder eine eindeutige Funktion der drei u¨brigen Parameter: zoptu = z
opt
u (cu∗1 , c
u∗
2 , ζu).
Da per Voraussetzung auch ausgeschlossen ist, dass kleine Unterschiede in z einen
Einfluss auf das Moleku¨l-Moleku¨l-Potential haben, braucht man sich also (bis auf die
Bestimmung von zoptu fu¨r jede Position) keine weiteren Gedanken zu machen.
Fu¨r N Moleku¨le gilt also:
VMS,tot =
N
∑
u=1
V˜uMS
(
cu∗1 , c
u∗
2 , ζu, z
opt
u (cu∗1 , c
u∗
2 , ζu)
)
=
N
∑
u=1
VuMS (c
u∗
1 , c
u∗
2 , ζu) (2.29)
Das Moleku¨l-Moleku¨l-Potential
Die drei Parameter, als deren Funktion sich VklMM schreiben la¨sst, sind:
• Der Abstand der Moleku¨le Rkl = |Rk − Rl| (Alle Angaben beziehen sich auf den
Schwerpunkt der Moleku¨le, in Abb. 2.17 und 2.18 mit  gekennzeichnet).
• Die relative Orientierung der Moleku¨le, gegeben durch die beiden Winkel ζkl und ζlk.
Mit ζl (definiert wie oben) ist ζlk = ζl − 6 (Rl − Rk, s1) (ζkl entsprechend).
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Insgesamt ist also fu¨r N Moleku¨le
VMM,tot =
N−1
∑
k=1
N
∑
l=k+1
VklMM(Rkl, ζkl, ζlk) (2.30)
Und was bringt das?
Der enorme Vorteil dieser Parametrisierung liegt darin, dass im Vorfeld der eigentlichen
Rechnungen die Potentiale VMM und VMS fu¨r ein ausreichend feines Raster von Werten
s
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Abbildung 2.18: Skizze zur Verdeutlichung der reduzierten Koordinaten bei der Berechnung
von VMM mit Hilfe der GRID-Technik. Das Substratgitter ist bestimmt
durch die Einheitsvektoren s1 und s2. VMM zweier Moleku¨le an den Orten
Rk und Rl ist eindeutig bestimmt durch ihren Abstand Rkl und ihre relative
Orientierung, gegeben durch die Winkel ζkl und ζlk.
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ihrer Parameter berechnet (z.B. mit empirischen Potentialen) und in Rasterdateien (engl.
grid files) tabelliert werden ko¨nnen. Durch die Reduzierung auf jeweils drei Parameter ha¨lt
sich die Gro¨ße dieser grid files in Grenzen (∼ 100 MB), was fu¨r die schnellen Arbeitsspeicher
moderner PC’s kein Problem darstellt. Fu¨r eine große Lage Moleku¨le (hunderte oder tau-
sende) reicht es nun aus, fu¨r jedes Moleku¨l und fu¨r eine ausreichende Anzahl Moleku¨lpaare
(z.B. na¨chste und u¨berna¨chste Nachbarn o.a¨.) die entsprechend tabellierten Energiewerte
aus dem grid file auszulesen und zu summieren. Zwischenwerte lassen sich mit Hilfe trili-
nearer Interpolation schnell berechnen. Der Rechenzeitgewinn ist enorm, die Energie einer
Moleku¨llage la¨sst sich mit dieser Methode etwa 100000mal schneller berechnen als ohne.
Diese schnelle Energieberechnung ist Voraussetzung z.B fu¨r die Erstellung hochaufgelo¨ster
Potentialkarten fu¨r große Moleku¨ldoma¨nen oder fu¨r die Optimierung von Doma¨nen mit
Monte-Carlo-Methoden.
Simulated Annealing
Eine nu¨tzliche Monte-Carlo-Methode zur Energieoptimierung eines gegebenen Systems ist
das sogenannte
”
simulierte (thermische) Ausheilen“ oder englisch
”
simulated annealing“, ei-
ne Erweiterung des Metropolis-Algorithmus. Beide Algorithmen werden im Folgenden kurzu
beschrieben.
Man betrachte ein beliebiges physikalisches System (z.B. ein Gas oder Moleku¨le auf einer
Oberfla¨che). Die Wahrscheinlichkeit p(X), dass sich das System in einem Zustand X mit
Energie E(X) befindet, ergibt sich nach Boltzmann-Statistik:
p(X) =
1
Z
exp
(
−E(X)
kBT
)
(2.31)
Z ist hier die Zustandssumme (Normierung), kB die Boltzmann-Konstante. Unter der An-
nahme, dass jeder Folgezustand Y nur von dem direkten Vorga¨ngerzustand X abha¨ngt
(Markov-Prozess), la¨sst sich nun der folgende Algorithmus entwickeln:
Metropolis-Algorithmus
• Man macht einen Zustandsvorschlag Y, dieser wird zufa¨llig
”
ausgewu¨rfelt“.
• Man bestimme die Akzeptanzwahrscheinlichkeit des Zustandes Y:
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W(X → Y) = min
(
1,
p(Y)
p(X)
)
, (2.32)
also mit Gl. (2.31):
p(Y)
p(X)
=
1
Z exp
(
−E(Y)kBT
)
1
Z exp
(
−E(X)kBT
) = exp(− ∆E
kBT
)
(2.33)
⇒W(X → Y) = min
(
1, exp
(
− ∆E
kBT
))
(2.34)
•
”
Wu¨rfle“ nun also eine im Intervall [0,1[ gleichverteilte Zufallsvariable r und akzeptiere
den vorgeschlagenen Zustand Y, falls
r < min
(
1, exp
(
− ∆E
kBT
))
(2.35)
Man beachte: Falls E(Y)<E(X), wird der Zustand Y immer akzeptiert. Ist E(Y)>E(X),
wird der Vorschlag eventuell auch akzeptiert, jedoch mit der um den Boltzmannfaktor
exp
(
− ∆EkBT
)
reduzierten Wahrscheinlichkeit. So ist es mo¨glich, nicht nur das na¨chstgele-
gene lokale Energieminimum zu erreichen, sondern auch in der Energielandschaft
”
bergauf“
zu laufen und irgendwann das globale Minimum zu finden. Die Chance hierfu¨r erho¨ht sich
durch
”
simulated annealing“:
”
simulated annealing“-Algorithmus
1. Starte den Metropolis-Algorithmus mit einer Starttemperatur T0.
2. Fu¨hre eine bestimmte Anzahl MC-Schritte aus.
3. Falls T=0: Ende
4. Erniedrige die Temperatur um ∆T, und starte wieder bei 2.
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Mit diesem Algorithmus erreicht man, dass man am Anfang (bei hohen Temperaturen) in
die Umgebung des lokalen Minimums gelangt, dort aber wegen der sinkenden Temperatur
mit geringerer Wahrscheinlichkeit wieder herausspringt.
Der Vorteil dieser MC-Methode gegenu¨ber anderen Verfahren (z.B. Gradientenverfah-
ren) liegt auf der Hand: Die Laufzeit ist dimensionsunabha¨ngig, d.h. fu¨r hochdimensionale
Systeme verku¨rzt sich die Rechenzeit extrem.
59
60
3 Beschreibung der Anlage
Mehr Licht!
J. W. v. Goethe zugeschrieben
Alle in dieser Arbeit behandelten Experimente wurden im Ultrahochvakuum (UHV) durch-
gefu¨hrt. Nur bei solch niedrigen Dru¨cken, p < 10−10 mbar, bleibt eine einmal pra¨parierte
Probenoberfla¨che lange genug sauber, um darauf Experimente durchfu¨hren zu ko¨nnen.
Allein diese Voraussetzung bedingt jedoch einen großen technischen Aufwand. In diesem
Kapitel werden die Vakuumapparatur und das Herzstu¨ck der Anlage, das AFM/STM, mit-
samt des erforderlichen messtechnischen Umfeldes und der Modifikationen des kommerzi-
ell erha¨ltlichen Originalgera¨tes beschrieben. Weitere Hinweise zu experimentellen Details
entha¨lt der Anhang A.
3.1 Vakuumapparatur
Die Vakuumapparatur (siehe Abb. 3.1) besteht aus drei Kammern, die durch Ventile von-
einander getrennt werden ko¨nnen. Um UHV erzeugen zu ko¨nnen, muss die Anlage bei einer
Temperatur von etwa 130◦C fu¨r la¨ngere Zeit ausgeheizt werden. Zu diesem Zweck wird um
die gesamte Edelstahlkammer eine Ausheizbox aufgebaut. Darin kann durch Heizlu¨fter die
Temperatur erzeugt werden, die erforderlich ist, um das ansonsten nur sehr langsam desor-
bierende Wasser von den Kammerwa¨nden schneller aus der Kammer pumpen zu ko¨nnen.
3.1.1 Schleuse
Wie Eingangs beschrieben, ist das O¨ffnen der der gesamten Anlage etwas, was man nur
bei wirklich notwendigen Reparaturen in Kauf nimmt. Um Proben oder Cantilever in die
Anlage bringen zu ko¨nnen, ohne sie jedesmal komplett belu¨ften zu mu¨ssen, gibt es eine
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Drehdurchführung/
MagProbe
Wobblestick
Drehschieber-Vorpumpe
Titan-Sublimationspumpe
Ionengetterpumpe
Pneumatisches Ventil
Manuelles Ventil
Turbomolekularpumpe
Druckmessröhre
Anschluss von oben
Präzisionsmanipulator
Abbildung 3.1: Skizze der Vakuumanlage mit allen Durchfu¨hrungen, Ventilen und Pumpen.
Schleusenkammer mit vier Pla¨tzen fu¨r Proben- oder Spitzentra¨ger. Diese kann getrennt
vom Rest der Anlage belu¨ftet und wieder abgepumpt werden. Eingeschleust wird meist
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abends, die Pumpzeit wird also in die Nacht gelegt. Die Schleusenkammer wird zusa¨tzlich
mit Hilfe eines Heizbandes ausgeheizt und kann dann durch O¨ffnen des Ventiles wieder
an die Pra¨parationskammer angedockt werden, ohne dass der dort herrschende Druck sich
verschlechtert. Zum Spalten von Isolatorkristallen entha¨lt die Schleuse einen Spaltplatz ,
der durch einen Wobblestick mit daran befestigter Rasierklinge realisiert ist.
3.1.2 Pra¨parationskammer
Die Pra¨parationskammer entha¨lt, wie der Name schon sagt, alle erforderlichen Gera¨te zur
Pra¨paration der Proben, die dann in der Analysekammer mit verschiedenen Methoden stu-
diert werden ko¨nnten. Die Gera¨te sind im Einzelnen:
Pra¨zisionsmanipulator. Dieser dient zur genauen Positionierung der Probe in der Kam-
mer. So kann die Probe jeweils genau vor eine Sputter- oder Aufdampfquelle gebracht
werden. Außerdem kann die Probe auf dem Manipulator geheizt und mit Hilfe eines
Flu¨ssigstickstoff-Kryostaten auch geku¨hlt werden.
Sputtergun.
”
Sputtern“ bezeichnet das Reinigen einer Probenoberfla¨che durch den Be-
schuss mit Edelgasionen. Diese werden auf die Oberfla¨che beschleunigt, dringen dort ein und
lo¨sen Stoßkaskaden der Atome aus. So ko¨nnen Verunreinigungen der Oberfla¨che entfernt
werden. In der Sputtergun an der hier beschriebenen Anlage (ISE 5 der Firma Omicron)
wird der Zufluss des Edelgases (hier: Argon) durch ein Nadelventil von Hand eingestellt.
Das Gas wird ionisiert und auf die Probe beschleunigt, typische Werte fu¨r die Beschleuni-
gungsspannung liegen bei 1 - 2 kV.
Moleku¨lofen. Der Moleku¨lofen, ein Eigenbau,[59] erlaubt das thermische Sublimieren von
organischen Moleku¨len in drei voneinander getrennten Tiegeln. Damit lassen sich organische
Filme durch so genannte organische Molekularstrahlepitaxie (OMBE1) pra¨parieren.
Massenspektrometer. Ein Quadrupol-Massenspektrometer (QMS) vom Typ QMH 410
(Firma Balzers) dient zur Analyse des Restgases in der Kammer (falls doch mal ein Leck
auftritt) sowie zur genauen Bestimmung der Aufdampfrate der organischen Moleku¨le. Das
1engl. organic molecular beam epitaxy
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Aufdampfen der Moleku¨le geschieht u¨blicherweise folgendermaßen: Zuerst wird die Tempe-
ratur des Ofens so eingestellt, dass eine bestimmte Rate im QMS gemessen wird. Dann wird
der Ofen geschlossen, die Probe vor den Ofen gefahren und dieser fu¨r eine bestimmte Zeit
geo¨ffnet. Nach Entfernung der Probe wird nochmals die Rate kontrolliert, um A¨nderungen
derselben auszuschließen.
3.1.3 Analysekammer
Außer dem kombinierten Rasterkraft/Rastertunnelmikroskop, dem der folgende Abschnitt
gewidmet ist, entha¨lt die Analysekammer noch weitere Apparaturen zur Untersuchung von
Proben(-Obefla¨chen): Proben ko¨nnen zusa¨tzlich durch Beugung niederenergetischer Elek-
tronen (LEED2) und Elektronen-Energieverlust-Spektroskopie (EELS3) studiert werden. Im
Rahmen dieser Arbeit wurden diese jedoch nicht benutzt und werden daher auch nicht na¨her
beschrieben. In der Analysekammer befindet sich außerdem ein Karussell, in dem insgesamt
acht Proben- oder Spitzentra¨ger geparkt werden ko¨nnen. Mit einem Wobblestick ko¨nnen
Proben und Cantilever aus dem Karussell ins AFM gesetzt werden.
3.2 AFM
Das fu¨r alle in dieser Arbeit behandelten Studien benutzte Mikroskop ist ein kommerziell
erha¨ltliches AFM/STM der Firma Omicron. Es erlaubt sowohl den Betrieb als STM, als
statisches AFM wie auch als FM-AFM. Die letztere Betriebsart wurde in der vorliegenden
Arbeit benutzt.
Mit der mitgelieferten Hardware und der Software SCALA ist der Betrieb des Mikroskops
prinzipiell mo¨glich. Fu¨r die gewu¨nschten Untersuchungen waren jedoch zusa¨tzliche Mo¨glich-
keiten gewu¨nscht, daher wurde zur Scansteuerung, zur Schwingungs- und Abstandskontrolle
sowie zur Datenaufzeichnung jeweils zusa¨tzliche Elektronik und Software eingesetzt. Von
der urspru¨nglichen Konfiguration werden noch folgende Komponenten benutzt:
• Der Vorversta¨rker (auch leicht modifiziert), der die Signale des Vierquadranten-
Photodetektors versta¨rkt
• Die Hochspannungs-Versta¨rkereinheit zur Steuerung der Piezo-Scanner und der Spie-
gel zum Justieren des Lichtzeigers auf dem Vierquadrantendetektor
2engl. low energy electron diffraction
3engl. electron energy loss spectoscopy
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• Die SCALA-Software zur Justage des Lichtzeigers sowie zur Steuerung der Biasspan-
nung (vgl. Abschnitt 2.2.2)
Die sonstigen Komponenten, Modifikationen und Verbesserungen werden in den folgenden
Abschnitten beschrieben.
3.2.1 Mess-Software
Zur Steuerung des Scanvorgangs und zur Aufzeichnung der Messdaten wird die freie Soft-
ware GXSM [60] benutzt. Diese Software erlaubt die Aufzeichnung von bis zu acht Kana¨len
in Hin- und Ru¨ckrichtung, eine große Verbesserung gegenu¨ber der SCALA-Software (zwei
Kana¨le). Die Software la¨uft unter Linux, der Quellcode ist frei, so dass im Prinzip jeder Nut-
zer eigene Werkzeuge und Plug-Ins programmieren kann. In der Arbeitsgruppe Mo¨ller haben
sich vor allem Thorsten Wagner und Bastian Weyers um die Verbesserung der Software ver-
dient gemacht, ihnen sind zum Beispiel die verschiedenen Mo¨glichkeiten der Spektroskopie
zu verdanken. Die Kommunikation zwischen der digitalen Software und den analogen Si-
gnalen geschieht durch den SignalRanger DSP4 der Firma Soft dB.
3.2.2 Messelektronik
Die Signalqualita¨t des DSP ist leider nicht besonders gut, die maximale Amplitude der aus-
gegebenen Spannungen ist ±2 V; das macht einige Anstrengungen in Form von Eigenbau-
Elektronik no¨tig, um die ausgegebenen Signale zu filtern und zu versta¨rken.
Zur Steuerung der Schwingung des Cantilevers im Selbstanregungsmodus und zur Rege-
lung der Schwingungsamplitude wurde die EasyPLLplus-Elektronik der Firma Nanosurf und
die hierzu mitgelieferte Software benutzt. Das Gera¨t misst außerdem die aktuell vorliegen-
de Frequenzverschiebung und gibt eine dazu proportionale Spannung aus. Diese wird von
einem analogen Regelmodul (Eigenbau) zur Abstandsregelung benutzt. Auch alle anderen
Signale wie die aktuell gemessene Amplitude, die auf den Dither-Piezo gegebene Anregungs-
spannung und die momentan vorliegende Frequenzverschiebung ko¨nnen als Monitorsignal
ausgegeben und dann an anderer Stelle aufgezeichnet werden.
Zusa¨tzlich gibt es eine Vielzahl weiterer Elektronik-Module, die dabei helfen, die gemesse-
nen Signale in bestmo¨glicher Weise zu filtern, zu versta¨rken, la¨stiges Rauschen zu entfernen
und Signale sauber voneinander zu trennen.
4Digitaler Signalprozessor
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Abbildung 3.2: Frequenzgang des modifizierten Vorversta¨rkers. Der 3dB-Punkt (jetzt bei
1,25 MHz) lag vorher bei etwa 100 kHz, der Vorversta¨rker war also fu¨r die
typischen Cantileverfrequenzen von 150 – 300 kHz eigentlich nicht ausge-
legt.
3.2.3 Mehr Licht: Die Superlum-LED
Die wohl wichtigste Modifikation zur Verbesserung der Qualita¨t der Messungen war der
Austausch der LED, die zur Lichtzeiger-Detektion der Auslenkung des Cantilevers diente.
Diese wurde durch eine Superlumineszenz-Diode der Firma Superlum ersetzt. Die vorher
eingebaute LED konnte mit ausgeheizt werden; dies ist mit der neuen Superlum-LED nicht
mehr mo¨glich, sie befindet sich daher außerhalb des Vakuums. Ihr Licht wird u¨ber ei-
ne Singlemode-Glasfaser ins Vakuum eingekoppelt. Die Superlum-LED ist außerdem sehr
empfindlich gegen durch die Glasfaser zuru¨ck gestreutes Licht, daher wurde zusa¨tzlich ein
optischer Isolator eingebaut.
Durch diesen Umbau konnte das Signal-Rausch-Verha¨ltnis bei der Detektion der Schwin-
gung enorm verbessert werden. Auf Grund der etwa 50mal gro¨ßeren Intensita¨t am
Vierquadranten-Detektor konnte auch der Vorversta¨rker modifiziert und dessen Empfind-
lichkeit bei hohen Frequenzen stark verbessert werden. Abb. 3.2 zeigt den Frequenzgang
des Vorversta¨rkers nach dem Umbau. Im Gegensatz zu vorher konnten nun typische Canti-
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Abbildung 3.3: Blick auf die Vakuumanlage, mit allem, was so an Kabeln daranha¨ngt, und
einigem, was an zusa¨tzlicher Steuerungselektronik in der Na¨he steht. Das
Gestell der Anlage ist auf Luftfu¨ßen der Firma Newport gelagert, diese ent-
koppeln die Anlage von Geba¨udeschwingungen.
leverfrequenzen (150 – 300 kHz) ohne Verlust versta¨rkt werden.
Die ho¨here Intensita¨t bei einer Wellenla¨nge im sichtbaren Bereich (die urspru¨ngliche
LED emittierte im Infraroten) hat noch einen weiteren Vorteil: Vorher war es zwingend
erforderlich, Cantilever mit einer zua¨tzlichen Reflexionsschicht zu verwenden, da Silizium
im infraroten Bereich nicht gut reflektiert. Diese Mischung zweier Materialien (Silizium des
Cantilevers und Aluminium der Reflexionsschicht) fu¨hrte dazu, dass es nach dem Einschalten
der LED auf Grund des unterschiedlichen thermischen Verhaltens sehr lange dauerte, bis
sich eine konstante Resonanzfrequenz des Gesamtsystems einstellte. Dies passiert nun fu¨r
reine Siliziumcantilever innerhalb von Minuten.
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Wobblestick Cantilever
Probe
Wirbelstrom-
Dämpfung
Karussell
Abbildung 3.4: Blick von oben in die AFM-Kammer. Man erkennt die Halterungen fu¨r Canti-
lever und Probe, das Karussell, in dem insgesamt acht Proben- oder Spitzen-
tra¨ger Platz finden, und die Wirbelstromda¨mpfung: Das AFM ist an Federn
aufgeha¨ngt, zwischen den Kupferwinkeln, die an der Grundplatte des AFM
befestigt sind, sitzen Magnete.
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4 Energiedissipation an
Moleku¨lkristallen: PTCDA auf
KBr(001)
Crowds without company, and dissipation without pleasure.
E. Gibbon, Memoiren
4.1 Einleitung
Im Hinblick auf zuku¨nftige Anwendungen molekularer Elektronik ist die Untersuchung des
Wachstums organischer Moleku¨le auf Isolator-Oberfla¨chen von großer Wichtigkeit. Nur so
ko¨nnen die Eigenschaften der Moleku¨le unabha¨ngig von einem leitenden oder halbleitenden
Substrat auf ihre strukturellen und elektronischen Eigenschaften untersucht werden. Im
Zuge der Miniaturisierung elektronischer Bauteile sollte die Abbildung einzelner Moleku¨le
oder kleiner Cluster das Ziel sein; dies erfordert den Einsatz von Rastersondentechniken. Hier
haben sich zwei erfolgversprechende Ansa¨tze herauskristallisiert: Zum einen kann man durch
Aufbringen einer du¨nnen Isolatorschicht auf einem Metallsubstrat ein
”
beinahe“ isolierendes
Substrat erzeugen, das aber gerade noch so leitfa¨hig ist, dass man es mit dem STM abbilden
kann.[61, 62] Bringt man hierauf organische Moleku¨le auf, so sind deren elektronische
Zusta¨nde weitgehend entkoppelt von denen des Metalls.[63, 64]
Die andere Mo¨glichkeit ist die Untersuchung mit dem FM-AFM. Diese Methode ist
nicht auf leitfa¨hige Substrate beschra¨nkt, so dass man Experimente auf
”
echten“ Isolator-
Einkristallen durchfu¨hren kann. Nony et al. demonstrierten erstmals die Abbildung orga-
nischer Moleku¨le auf KBr(001),[65, 66] Burke et al. analysierten das Wachstum von C60-
Moleku¨len auf demselben Substrat.[67] Auch die Arbeitsgruppe Mo¨ller hat auf diesem Ge-
biet fru¨h ihre Spuren hinterlassen mit der Untersuchung eines der beliebtesten Modellmo-
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leku¨le fu¨r organische Halbleiter, PTCDA, auf KBr(001).[33] Insbesondere konnte hier der
molekulare Kontrast durch eine Simulation besser verstanden werden.
Alle vorher genannten Vero¨ffentlichungen beschra¨nken sich auf rein topographische Ab-
bildungen der jeweils untersuchten Systeme. In weiteren Experimenten an PTCDA auf KBr
hat sich herausgestellt, dass auch das Da¨mpfungssignal (siehe Abschnitt 2.2.4) in manchen
Fa¨llen molekularen Kontrast zeigt und zusa¨tzliche Information entha¨lt. In diesem Kapitel
werden nach einer kurzen Ru¨ckschau auf die vorherigen Ergebnisse aus [33] weitere experi-
mentelle Daten pra¨sentiert, die nicht nur im Topographie- sondern auch im Da¨mpfungssignal
molekularen Kontrast zeigen. Eine Modellrechnung mit Hilfe empirischer Potentiale konnte
auch hier zur Erkla¨rung beitragen.
Fu¨r alle Experimente wurden Cantilever vom Typ NCHR-PPP und NCH-PPP benutzt.
Typische Resonanzfrequenzen waren f0 = 270 - 300 kHz. Die Federkonstanten betrugen
30 - 40 N/m, es wurden Amplituden von 20-25 nm verwendet. Die Frequenzverschiebungen
sind in der normalisierten Form (vgl. Abschnitt 2.2.1) angegeben.
4.2 Experimentelle Ergebnisse
U¨bersichtsbilder von PTCDA auf KBr(001) zeigen ein reines Inselwachstum der Moleku¨le.
Je nach Aufdampfmenge sind die Inseln verschieden hoch, angefangen bei mindestens drei
molekularen Lagen. Es wurden aber auch Inseln mit einer Ho¨he von bis zu 30 Lagen be-
obachtet. Eine benetzende Lage PTCDA gibt es nicht, zwischen den Inseln kann atomare
Auflo¨sung des KBr-Substrates erzielt werden. Abb. 4.1 zeigt einen typische Aufnahme, hier
sind die PTCDA-Kristallite zwischen sieben und 15 Lagen hoch. Die Ho¨he einer molekula-
ren Lage betra¨gt je nach kristalliner Modifikation 0,322 nm bzw. 0,325 nm (vgl. Abschnitt
2.4.1). Dies entspricht in beiden Fa¨llen nahezu der Stufenho¨he von KBr(001) von 0,328
nm, so dass Substratstufen fast perfekt u¨berwachsen werden ko¨nnen. In ho¨heren Lagen
ist jedenfalls kein Einfluss der Substratstufen auf die Kristallite mehr sichtbar. Die Stu-
fenkanten scheinen jedoch als Nukleationszentren fu¨r die PTCDA-Inseln zu dienen: In den
U¨bersichtsbildern befanden sich die Inseln fast immer an Stufenkanten.
Beim Zoom auf die PTCDA-Kristallite lassen sich Moleku¨le der obersten Lage mit mo-
lekularer Auflo¨sung abbilden, sie zeigen die typische, auch fu¨r die meisten anderen Sub-
strate und auf Kristalliten[68] beobachtete herringbone-Anordnung. Abha¨ngig von der zur
Aufnahme der Topographiedaten eingestellten Frequenzverschiebung kann zusa¨tzlich ein
signifikanter Kontrast im Dissipationssignal auftreten. Hierbei wurde große Sorgfalt darauf
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Abbildung 4.1: U¨bersichtsbild (250× 250 nm2) von PTCDA-Inseln auf KBr(001). In diesem
Bild betra¨gt die insgesamt aufgedampfte Menge an PTCDA etwa 4 ML, die
Zahlen auf den PTCDA-Kristalliten geben ihre Ho¨he in Lagen an. Falls zwei
Zahlen angegeben sind, zeigt dies u¨berwachsene Substratstufen an z.B. links
im Bild eine KBr-Dreifachstufe.
verwendet, Artefakte und U¨bersprechen zwischen den Kana¨len auszusschließen. Beide Scan-
richtungen wurden ebenso sorgfa¨ltig u¨berpru¨ft wie die Fehlersignale der beiden Regelkreise,
das ∆ f - und das Amplitudensignal. Das Dissipationssignal weicht vom Topographiesignal
ab, die Art der Abweichung ist abha¨ngig von der Frequenzverschiebung, die zur Abbildung
benutzt wird: Je nachdem, ob eine große oder eine mittlere Frequenzverschiebung einge-
stellt wurde, a¨ndert sich die Korrelation zwischen Topographie- und Dissipationskontrast.
Man beachte, dass die hier pra¨sentierten Ergebnisse mit verschiedenen Cantilevern erzielt
werden konnten. Es war mo¨glich, zwischen beiden Bereichen der Frequenzverschienbung
reversibel hin- und her zu schalten, um Vera¨nderungen an der Spitze auszuschließen.
Abb. 4.2 zeigt Topographie und Dissipation fu¨r eine große Frequenzverschiebung. Die
normalisierte Frequenzverschiebung betra¨gt in diesem Fall γ = -8 fN m1/2. Im Topogra-
phiebild sind einzelne PTCDA-Moleku¨le in der typischen herringbone-Anordnung zu sehen.
Wa¨hrend der Messung wurde keine Inversion des Topographie-Kontrasts beobachtet, man
kann daher relativ sicher sein, dass die Maxima in der Topographie als Moleku¨le identifi-
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Abbildung 4.2: Molekulare Auflo¨sung der obersten Lage eines PTCDA-Kristalliten auf
KBr(001) in Topographie (links) und Dissipation (rechts). Die Gro¨ße der
Bilder betra¨gt 8 × 8 nm2, die normalisierte Frequenzverschiebung γ = -8
fN m1/2. Thermische Drift und Piezo-Kriechen sind nicht kompensiert, dies
fu¨hrt zu einer Verzerrung der eigentlich rechteckigen PTCDA-Einheitszelle.
Die Moleku¨le zeigen die typische herringbone-Anordnung. Das Dissipations-
bild zeigt einen invertierten Kontrast verglichen mit dem Topographiebild.
Dies verdeutlichen die Linienprofile unten: Die Maxima der Dissipation fallen
mit den Minima des Topographiesignals zusammen, und umgekehrt.
ziert werden ko¨nnen. In der Dissipation ist das Signal zwischen den Moleku¨len gro¨ßer. Dies
la¨sst sich intuitiv verstehen: Bei dieser großen Frequenzverschiebung (gro¨ßere fu¨hren in
den meisten Fa¨llen zu Crashs der Spitze) kommt die Spitze im unteren Umkehrpunkt ihrer
Schwingung der Probe sehr nah. Zwischen den Moleku¨len kann die Spitze mit allen umlie-
genden Moleku¨len wechselwirken. Dies fu¨hrt zu einer gro¨ßeren Zahl an Freiheitsgraden des
Spitze-Probe-Systems und somit zu einer gro¨ßeren Zahl an Mo¨glichkeiten, Energie zu dissi-
pieren als u¨ber einem Moleku¨l: Hier bestimmt nur dieses eine Moleku¨l die Wechselwirkung
mit der Spitze.
Bei moderaten Frequenzverschiebungen wird die Interpretation etwas komplizierter. Abb.
4.3 zeigt Topographie und Dissipation bei einer normalisierten Frequenzverschiebung von
γ = -4 fN m1/2. Die Bilder sehen auf den ersten Bilck sehr a¨hnlich aus; bei na¨herem
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Abbildung 4.3: Molekulare Auflo¨sung der obersten Lage eines PTCDA-Kristalliten auf
KBr(001) in Topographie (links) und Dissipation (rechts) fu¨r eine moderate
Frequenzverschiebung von γ = -4 fN m1/2, die Gro¨ße der Bilder betra¨gt 8
× 8 nm2. Thermische Drift und Piezo-Kriechen sind nicht kompensiert, dies
fu¨hrt zu einer Verzerrung der eigentlich rechteckigen PTCDA-Einheitszelle.
Die Moleku¨le zeigen die typische herringbone-Anordnung. Die roten und gel-
ben Linien sollen die wichtigen Features deutlich machen. Die gelben Linien
im linken Bild verbinden Maxima der Topographie, die roten Linien im rech-
ten Bild verbinden Maxima in der Dissipation. Eine vertikale Linie ist jeweils
ins andere Bild u¨bertragen, sie zeigen die klare Verschiebung zwischen den
Maxima. Fu¨r die horizontalen Linien ist keine Verschiebung sichtbar. Lini-
enprofile entlang der rot-gelb-gestrichelten Linie zeigen eine Verschiebung
um 0,2 nm entlang der langen Achse der PTCDA-Einheitszelle.
Hinsehen zeigt sich jedoch, dass die Maxima der Dissipation leicht gegenu¨ber den Maxima
in der Topographie verschoben sind, und zwar in Richtung der langen Achse der PTCDA-
Einheitszelle. In Richtung der kurzen Achse kann keine signifikante Verschiebung festgestellt
werden. Linienprofile zeigen eine Verschiebung von 0,2 nm zwischen den Peaks.
Diese asymmetrische Verschiebung zwischen den Signalen gibt Grund zu der Annahme,
dass sie durch die Anordnung der Moleku¨le im Kristallgitter zustande kommt. Kristallines
PTCDA gibt es in zwei Modifikationen, α- und β- PTCDA (vgl. Abschnitt 2.4.1). PTCDA
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wa¨chst auf den meisten Substraten in einer der (102)-Ebene der Kristallstruktur a¨hnlichen
Konfiguration. Die Moleku¨le liegen flach in dieser Ebene, parallel zur Oberfla¨che. Innerhalb
der (102)-Ebene besitzen beide Kristallphasen eine rechteckige Einheitszelle bestehend aus
zwei Moleku¨len in herringbone-Anordnung. Die Gro¨ße der Einheitszellen unterscheidet sich
kaum (α: 1,991 nm × 1,196 nm, β: 1,930 nm × 1,245 nm). Auch der Winkel zwischen
den Moleku¨len ist fast gleich, so dass sie beiden Phasen mit Rastersondenmethoden kaum
unterscheidbar sind. Der gravierendste Unterschied der beiden Kristallphasen ist die Stape-
lung der (102)-Ebenen: Fu¨r die α-Phase sind die Einheitszellen einer Lage gegenu¨ber der
darunter liegenden um 0,19 nm entlang der langen Seite der Einheitszelle verschoben, fu¨r
die β-Phase betra¨gt diese Verschiebung 0,195 nm entlang der kurzen Seite der Einheitszelle.
Abbildung 4.4: Spektroskopiedaten γ(z) und EDiss(z) u¨ber einem PTCDA-Kristalliten. Die
normierten Frequenzverschiebungen sind insgesamt betraglich kleiner als in
den vorher gezeigten Messungen, wahrscheinlich bedingt durch kleinere lang-
reichweitige vdW-Kra¨fte. Bei moderaten Frequenzverschiebungen (rot mar-
kiert) zeigt sich eine Schulter in der γ(z)-Kurve, das System springt zwi-
schen zwei verschiedenen Kurven, hier angedeutet durch die gestrichelten
roten Linien. Man erkennt in diesem Bereich auch ein deutliches Plateau in
der Dissipation. Bei großen Frequenzverschiebungen steigt die Dissipation
weiter an, hier kommen offenbar andere Prozesse zum Tragen, die nicht
mehr durch eine Adha¨sionshysterese beschreibbar sind.
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Spektroskopie
Zur weiteren Untersuchung bot sich der Einsatz der ∆ f (z)-Spektroskopie an. Sollte fu¨r
verschiedene Frequenzverschiebungen verschiedene Dissipationsprozesse zum Tragen kom-
men, so sollte sich diese Information auch in ∆ f (z)-Kurven und den simultan messbaren
EDiss(z)-Kurven wiederfinden. Speziell sollte sich ein Dissipationsprozess im Sinne einer
Adha¨sionshysterese (vgl. Abschnitt 2.2.4) durch eine Schulter in den ∆ f (z)-Daten a¨ußern,
wie in Abschnitt 2.2.5 gezeigt.
Ideal wa¨re es natu¨rlich, die Spektroskopie mit einem Cantilever durchzufu¨hren, mit dem
auch zuvor Bilddaten wie in Abb. 4.2 und 4.3 aufgezeichnet wurden. Um dies alles repro-
duzierbar mit einer einzigen Spitze hinzukriegen, geho¨rt leider sehr viel Glu¨ck, kurz gesagt:
Ein solch allumfassender Datensatz konnte nicht produziert werden. Immerhin aber konnten
mit verschiedenen Spitzen reproduzierbar Spektren auf PTCDA-Kristalliten aufgenommen
werden. Abb. 4.4 zeigt repra¨sentativ ein solches Spektrum mit simultan aufgezeicheten Da-
ten fu¨r ∆ f (z) (hier umgerechnet in normierte Frequenzverschiebungen) und EDiss(z). Die
beobachteten normierten Frequenzverschiebungen sind insgesamt kleiner als in den vor-
her gezeigten Messungen, das Minimum der Frequenzverschiebung liegt bei γmin = −3, 7
fN m1/2. Dies la¨sst sich durch einen geringeren Anteil an langreichweitigen vdW-Kra¨ften
erkla¨ren, der Radius der Spitze ist wahrscheinlich etwas kleiner. Bei moderaten Frequenz-
verschiebungen, hier zwischen -1,7 und -2,7 fN m1/2, zeigt sich eine Schulter in der γ(z)-
Kurve, die auf eine Adha¨sionshysterese hindeutet. Entsprechend flacht in diesem Bereich
EDiss(z) ab. Diese Kurve steigt fu¨r große Frequenzverschiebungen dann wieder sta¨rker an,
hier kommen offenbar weitere dissipative Prozesse ins Spiel.
4.3 Rechnungen
Um die Einflu¨sse der kristallographischen Eigenschaften auf die Bilder in Topographie und
Dissipation besser zu verstehen, wurden Rechnungen durchfu¨hrt, die, im Gegensatz zu
fru¨heren,[69, 33] zwei Lagen PTCDA beru¨cksichtigen. Diese Rechnungen basieren auf den
empirischen LJ-artigen empirischen Paarpotentialen des AMBER-Kraftfeldes[54, 52, 53]
(vgl. Abschnitt 2.5.2), da sich in den fru¨heren Arbeiten schon gezeigt hat, dass diese ge-
eignet sind, zumindest den Topographie-Kontrast zu reproduzieren. Mit einer modellierten
AFM-Spitze, einem Cluster aus 17 Si-Atomen, konnte unter Verwendung der Na¨herungs-
formel 2.12 die Fla¨che konstanter Frequenzverschiebung fu¨r eine Lage PTCDA-Moleku¨le
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Abbildung 4.5: (a) Skizze der rechteckigen Einheitszelle des PTCDA. (b) Skizze des Mo-
dells: Eine Spitze wird einer Doppellage PTCDA angena¨hert, das Moleku¨l
unter der Spitze kann sich in z-Richtung bewegen. Fu¨r die beiden kristallinen
Modifikationen werden je zwei Linienprofile simuliert, wie in (c) gezeigt. Man
erkennt die Verschiebung der Moleku¨le entlang der langen (α) oder kurzen
(β) Seite der Einheitszelle. Fu¨r beide Phasen ist die x-Achse parallel zur
langen Seite der Einheitszelle.
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berechnet werden, und zwar in sehr guter U¨bereinstimmung mit den experimentellen Da-
ten.
Um jetzt Ergebnisse bezu¨glich der Dissipation zu erzielen, muss die Dynamik des Sy-
stems beru¨cksichtigt werden. Da die Berechnung der vollen Dynamik zweier Lagen von
Moleku¨len selbst bei Verwendung empirischer Potentiale sehr zeitaufwendig wa¨re, wurden
die Simulationen auf das folgende, stark vereinfachte Modell beschra¨nkt (siehe Abb. 4.5):
Der PTCDA-Kristallit aus den Experimenten wird durch zwei starre Lagen starrer
PTCDA-Moleku¨le in α- bzw. β-Konfiguration modelliert. Jede Moleku¨llage besteht aus
100 Moleku¨len. Fu¨r jede Konfiguration werden zwei Linienprofile mit einer La¨nge von je-
weils 1,2 nm simuliert. Jedes Linienprofil fu¨hrt durchs Zentrum eines Moleku¨ls; sie sind
parallel zur langen Seite (x) bzw. zur kurzen Seite (y) der PTCDA-Einheitszelle. Weiterhin
wird die bewa¨hrte Modellspitze aus 17 Si-Atomen fu¨r die Simulation benutzt. Die Spitze
wird Schritt fu¨r Schritt an die Moleku¨le angena¨hert. Nach jedem Schritt wird die norma-
lisierte Frequenzverschiebung berechnet, bis ein Sollwert von γ = -5 fN m1/2 erreicht ist.
Die Dynamik des Systems wird in folgender Weise mit einbezogen: Dem Moleku¨l unter der
Spitze wird ein Freiheitsgrad gegeben, seine interne Struktur bleibt starr, aber es kann sich
in z-Richtung, d.h. senkrecht zu den Moleku¨llagen, bewegen. Nach jedem Schritt der Spitze
in Richtung der Moleku¨le wird die energetische gu¨nstigste z-Position des freien Moleku¨ls
mit Hilfe eines Polak-Ribie`re-Gradientensuchverfahrens[70] bestimmt. Auf diese Weise wird
fu¨r jede Position der Spitze die Bewegung des abgebildeten Moleku¨ls protokolliert. Man
nimmt hierbei an, dass die Bewegung des Moleku¨ls ein Maß fu¨r die Wahrscheinlichkeit der
Energiedissipation ist.
Abb. 4.6 zeigt die Ergebnisse der Simulation. In den Bewegungskurven ist die z-
Verschiebung des Moleku¨ls aufgetragen, d.h. die Differenz zwischen der aktuellen und der
”
relaxierten“ Position (weit entfernte Spitze). Fu¨r α-PTCDA gibt es keine Verschiebung
zwischen den Maxima in der simulierten Topographie und der z-Bewegung des Moleku¨ls.
In der β-Modifikation sieht das anders aus: Hier sind in der x-Richtung die Peaks deutlich
verschoben. In der y-Richtung gibt es keine signifikante Verschiebung.
4.4 Diskussion
U¨ber die Ergebnisse fu¨r große Frequenzverschiebungen la¨sst sich an dieser Stelle nicht viel
sagen. Das intuitive Modell macht Sinn: Je na¨her die Spitze den Moleku¨len kommt und
mit je mehr Moleku¨len die Spitze in Wechselwirkung tritt, desto gro¨ßer die Dissipation.
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Abbildung 4.6: Simulierte Linienprofile fu¨r eine normalisierte Frequenzverschiebung vonγ =
-5 fN m1/2 und z-Bewegung des abgebildeten Moleku¨ls unter der Spitze fu¨r
beide Kristall-Modifikationen von PTCDA. Fu¨r α-PTCDA (a) und (b) gibt
es keine Verschiebung zwischen den Maxima in der Topographie und der z-
Bewegung des Moleku¨ls, weder in x- noch in y-Richtung. (c) und (d) zeigen
die horizontalen und vertikalen Linienprofile fu¨r β-PTCDA. Hier zeigt sich
eine klare Verschiebung zwischen den beiden Maxima in x-Richtung um 0,3
nm. In der y-Richtung gibt es keine signifikate Verschiebung.
A¨hnliches wird fu¨r ein anderes molekulares System berichtet, fu¨r Kupfer-Phthalocyanin-
Moleku¨le auf MoS2.[71]
Fu¨r den weniger anschaulich versta¨ndlichen Konstrast bei moderaten Frequenzverschie-
bungen wurden Modellrechnungen durchgefu¨hrt. Im Rahmen dieses vereinfachten Modells
la¨sst sich eine Verschiebung der Maxima in Topographie und
”
Dissipation“ reproduzieren.
Fu¨r β-PTCDA spiegeln die simulierten Linienprofile die experimentellen Ergebnisse wieder.
Man muss jedoch zugeben, dass das vorgestellte Modell den Anspru¨chen auf eine hin-
reichend genaue Beschreibung des Systems nicht genu¨gt. Auch besteht ein recht großer
Unterschied zwischen der hier beru¨cksichtigten Bewegung eines Moleku¨ls in einer Richtung
und einer Bistabilita¨t in der Potentialfla¨che des Gesamtsystems, der etablierten Theorie der
Energiedissipation im FM-AFM entsprechend. Die beobachtete Verschiebung ko¨nnte auch
reiner Zufall sein, wie in einer a¨lteren Vero¨ffentlichung berichtet: Scha¨r et al. nahmen Topo-
graphiebilder einer Oberfla¨che in atomarer Auflo¨sung auf; sowohl im simultan gemessenen
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Tunnelstrom als auch in der Dissipation waren die Peaks leicht verschoben.[72] Die Autoren
erkla¨rten dies damit, dass offenbar verschiedene Regionen der Spitze fu¨r die verschiedenen
Wechselwirkungen verantwortlich sind. Gegen diese Zufalls-Erkla¨rung spricht, dass der Ef-
fekt fu¨r mehrere Spitzen beobachtet wurde. Immerhin: Ganz ausschließen kann man sie
nicht, und es gab auch genug Spitzen, die u¨berhaupt keinen Kontrast in der Dissipation
zeigten.
Die Spektroskopie-Daten stu¨tzen die These, dass fu¨r moderate Frequenzverschiebungen
ein isolierter Dissipationsprozess im Sinne einer Adha¨sionshysterese verantwortlich ist. Lei-
der war eine umfassende Messungen, die alle hier gezeigten Daten fu¨r eine einzige Spitze
zeigte, nicht mo¨glich. Die in der Spektroskopie beobachteten Frequenzverschiebungen und
dissipierten Energien (Abb. 4.4) liegen aber in der Na¨he der Werte aus den vorherigen
Messungen (Abb. 4.2 und 4.3)
Die strukturelle Information, die aus den Rechnungen gewonnen wurde, wurden inzwi-
schen durch weitere Messungen unterstu¨tzt: Mativetsky et al. konnten in einem FM-AFM-
Experiment gleichzeitig (d.h. im selben Bild) atomare Auflo¨sung des KBr-Substrates und
molekulare Auflo¨sung einer Monolage PTCDA-Moleku¨le erzielen, die in einer KBr-Grube[73]
”
gefangen“ waren. Dadurch konnten sie mit großer Pra¨zision die Maße der PTCDA-
Einheitszelle bestimmen und fanden Werte, die sehr nah an denen der β-Phase sind.[74] Es
scheint also sinnvoll, anzunehmen, dass auch die gro¨ßeren PTCDA-Inseln bevorzugt diese
Kristallinita¨t besitzen. Insofern wu¨rde dieses Ergebnis die aus den Dissipationsmessungen
und -Simulationen folgende strukturelle Information besta¨tigen.
Die in diesem Kapitel pra¨sentierten Ergebnisse sind zum Teil in [34] erschienen.
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5 Ehrlich-Schwoebel-Effekt fu¨r
organische Moleku¨le: PTCDA
Deutschland, es geht um Wachstum!
A. Merkel
5.1 Einleitung
Das Interesse an elektronischen Bauteilen aus organischen Halbleitermoleku¨len ist in den
letzten Jahren stetig gewachsen. Solche Bauteile bieten im Gegensatz zu heutiger Elek-
tronik hohe mechanische Flexibilita¨t bei niedrigeren Produktionskosten. So werden kleinere
Displays, z.B. in Mobiltelefonen und Autoradios, zum Teil aus organischen Leuchtdioden
(OLEDs) aufgebaut, auf Fachmessen werden immer wieder Prototypen gro¨ßerer OLED-
Monitore pra¨sentiert. Abb. 5.1 zeigt solche Displays. Dieses Forschungsgebiet sieht sich
aber noch mit vielen offenen Fragen und Herausforderungen konfrontiert. Eine davon ist
das tiefergehende Versta¨ndnis des Wachstums organischer Kristalle:[75] Es hat sich gezeigt,
dass die Qualita¨t der organischen Kristalle einen großen Einfluss auf die Eigenschaften des
Bauteils hat, z.B. die Mobilita¨t der Ladungstra¨ger.
Eine bestimmende Gro¨ße fu¨r die Wachstumskinetik inorganischer Kristalle ist der Ehrlich-
Schwoebel(ES)-Effekt.[78, 79] Gemeint ist hiermit die zusa¨tzliche Energiebarriere, die ein
Atom (oder Moleku¨l) erfa¨hrt, wenn es eine Stufenkante u¨berquert (siehe Abb. 5.2). Die
Ho¨he dieser Barriere kontrolliert den Massentransport zwischen verschiedenen Kristalllagen
und bestimmt so die Temperaturabha¨ngigkeit des kinetischen Wachstumsmodus (zweidi-
mensionales Lage-fu¨r-Lage-Wachstum oder dreidimensionales Kristallwachstum).[80]
Es lohnt, sich kurz die beiden Grenzfa¨lle vor Augen zu fu¨hren (siehe Abb. 5.3). Ist keine
zusa¨tzliche Stufenkantenbarriere vorhanden, ES = ED, so ergibt sich (fu¨r genu¨gend ho-
he Temperaturen) ein reines Lage-fu¨r-Lage – Wachstum. Atome oder Moleku¨le ko¨nnen,
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Abbildung 5.1: (a) Biegsames OLED-Display.[76] (b) Prototyp eines 40 Zoll - OLED-
Displays der Firma Samsung.[77]
aus einer ho¨heren Lage kommend, jede Stufenkante u¨berwinden und werden in die Stufe
eingebaut, da sie durch die ho¨here Zahl na¨chster Nachbarn Energie gewinnnen. Eine neue
Lage kann erst wachsen, wenn die alte komplett ist. Ist die Stufenkantenbarriere dagegen
so hoch, dass eine Stufenkante nicht u¨berwunden werden kann (ES  kBT ), so ergibt
sich reines Inselwachstum. Interlagentransport ist nicht mo¨glich, Atome oder Moleku¨le sind
auf der obersten Lage gefangen und nukleieren dort zu neuen Inseln. Fu¨r mittlere Stufen-
kantenbarrieren ergeben sich Mischformen aus Insel- und Lagenwachstum, so genanntes
Stranki-Krastanov – Wachstum.
ES-ED
EDEn
er
gi
e
Abbildung 5.2: Potentielle Energie des grau markierten Atoms. Zur Diffusion von einem
Gitterplatz zum na¨chsten muss die Energiebarriere ED, zur U¨berquerung
der Stufenkante die ho¨here Energiebarriere ES u¨berwunden werden.
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Abbildung 5.3: Verschiedene Wachstumsmodi (idealisierte Skizzen). (a) Perfektes Lage-fu¨r-
Lage – Wachstum (Frank-van der Merwe – Wachstum), entspricht dem
Grenzfall einer nicht vorhandenen Stufenkantenbarriere (ES = ED). (b) Rei-
nes Inselwachstum (Volmer-Weber – Wachstum) fu¨r eine
”
unendlich hohe“
Stufenkantenbarriere (kein Interlagentransport, ES  kBT). (c) Fu¨r ”mitt-
lere“ Barrieren ergeben sich gemischte Formen des Wachstums (Stranski-
Krastanov – Wachstum).
Es gibt zahlreiche indirekte experimentelle Hinweise, die auf eine Stufenkantenbarriere fu¨r
prototypische organische Halbleitermoleku¨le hinweisen, z.B. fu¨r PTCDA [68, 81, 82, 33, 74]
oder Pentazen.[83, 84, 85] Abb. 5.4 zeigt einige Beispiele dafu¨r, dass fu¨r PTCDA bevor-
zugt Inselwachstum auftritt, ein Hinweis auf einen starken ES-Effekt. Mehrere Simulationen
des Wachstums organischer Filme verwenden den ES-Effekt.[82, 85, 86] Zuletzt konnte ei-
ne quantitative Abscha¨tzung der Stufenkantenbarriere von Pentazen aus der Analyse der
experimentell beobachteten Lagenbedeckungen abgeleitet werden.[87]
Die Existenz von Stufenkantenbarrieren fu¨r organische Moleku¨le wird noch diskutiert, ent-
sprechende Modelle haben sich bis jetzt noch nicht in dem Maße etabliert, wie es fu¨r das
Wachstum inorganischer Kristalle der Fall ist. Das Problem bei theoretischen Studien ist der
hohe Rechenaufwand: Aufgrund der Gro¨ße der relevanten Systeme (ca. 50 Atome pro Mo-
leku¨l fu¨r die relevanten Moleku¨le, ca. 100 Moleku¨le oder noch mehr fu¨r einen modellierten
Moleku¨lkristall) sind ab initio-Methoden wie Dichtefunktionalrechnungen nicht anwendbar.
Empirische Potentiale bieten eine Mo¨glichkeit, diese Probleme zu vermeiden, man muss hier
allerdings Verluste in der Genauigkeit in Kauf nehmen. Immerhin konnte in einigen Publika-
tionen der letzten Jahre gezeigt werden, dass auch bei Verwendung empirischer Potentiale
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Abbildung 5.4: (a)
”
Klassischer“ ES-Effekt bei inorganischer Homoepitaxie: Inselwachstum
von Pt auf Pt(111). STM-Bild, 165 × 165 nm2.[80] (b) Inselwachstum
(Stranski-Krastanov) von PTCDA auf Cu(110). Die Bereiche zwischen den
Inseln sind mit 2 ML PTCDA bedeckt. STM-Bild, 1.4 × 1.4 µm2.[68] (c)
Inselwachstum (Stranski-Krastanov) von PTCDA auf Cu(111). STM-Bild,
1.4 × 1.4 µm2.[68] (d) Inselwachstum (Volmer-Weber) von PTCDA auf
KBr(001). Die Bereiche zwischen den Inseln sind nicht bedeckt. FM-AFM-
Bild, 2 × 2 µm2.[33]
sinnvolle Studien des Wachstums organischer Moleku¨le mo¨glich sind.[57, 56, 88]
In diesem Kapitel werden Rechnungen zur Diffusions- und Stufenkantenbarriere fu¨r ein
PTCDA-Moleku¨l auf einem PTCDA-Kristall vorgestellt. Alle Energien sind mit Hilfe empi-
rischer Potentiale berechnet worden. Die hier verwendete Methode sollte auch fu¨r andere
molekulare Systeme anwendbar sein.
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5.2 Rechnungen
Um eine PTCDA-Einkristalloberfla¨che zu modellieren, wurde eine starre Zelle aus drei Lagen
von PTCDA-Moleku¨len in α-Modifikation implementiert. Hierzu wurden die kristallographi-
schen Daten von Ogawa et al. benutzt.[32] Die optimale Position und Orientierung fu¨r ein
zusa¨tzliches, einzelnes, starres Moleku¨l auf der obersten Lage wurde mit Hilfe eines Gra-
dientensuchverfahrens [70] bestimmt. Hierzu wurden alle sechs Freiheitsgrade des starren
Moleku¨ls variiert (drei Translations- und drei Rotations-Freiheitsgrade.) Die Diffusionsbar-
riere ED wurde dann durch Bestimmung des Pfades niedrigster Energie (MEP1) fu¨r dieses
zusa¨tzliche Moleku¨l zwischen a¨quivalenten optimalen Positionen in benachbarten Einheits-
zellen berechnet. Hierzu wurde der
”
nudged elastic band“ - Algorithmus benutzt.[89]. Inter-
ne Freiheitsgrade wie Verbiegung des Moleku¨ls sind hier vernachla¨ssigt, ebenso wie denkbare
”
kooperative“ Mechnismen, die die Bewegung mehrerer Moleku¨le erfordern. Diese Verein-
fachungen waren no¨tig, um das Problem rechnerisch klein zu halten. Sie haben aber zur
Folge, dass alle Energiebarrieren, die im Rahmen dieser Rechnungen gefunden wurden, nur
eine obere Grenze fu¨r die Abscha¨tzung der wahren Werte sein ko¨nnen.
Alle potentiellen Energien wurden mit Hilfe empirischer, Lennard-Jones(LJ)-a¨hnlicher
Paarpotentiale berechnet. Die entsprechenden Parameter stammen aus dem Parametersatz
des AMBER-Kraftfeldes.[52, 54, 53] AMBER benutzt ein 6-12 LJ-Potential, die Energie ist
1engl. minimum energy path
H H H H
H H H H
O
O
OS
O
O
OS
Abbildung 5.5: PTCDA-Moleku¨l (C24O6H8, vgl. Kapitel). Die beiden mit OS bezeichneten
Sauerstoff-Atome haben etwas andere Parameter im AMBER-Kraftfeld als
die mit O bezeichneten. Alle hier nicht speziell mit Buchstaben versehenen
Atome sind Kohlenstoff-Atome, jeweils mit a¨quivalenten LJ-Parametern.
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Tabelle 5.1: Parameter der Atome im PTCDA-Moleku¨l, gegeben durch das AMBER-
Kraftfeld.
Atom AMBER Atomtyp r∗(nm) e(kcal/mol)
C C/CA 0.185 0.12
O O 0.160 0.20
O OS 0.160 0.15
H H 0.100 0.02
gegeben durch
ELJ = ∑
i,j
[
Aij
R12ij
− Bij
R6ij
]
; (5.1)
hierbei bezeichnen i und j alle Paare von Atomen im Abstand Rij im PTCDA-Substrat (i)
bzw. im einzelnen PTCDA-Moleku¨l obendrauf (j). Aij and Bij sind durch die Parameter r∗
und e spezifiziert, die AMBER jedem Atomtyp zuweist (siehe Tabelle 5.1). Abb. 5.5 zeigt die
Atomtypen der Atome auf einem PTCDA-Moleku¨l nach AMBER. Die Kombinationsregeln
fu¨r ein Atompaar sind
Aij =
(
r∗i
2
+
r∗j
2
)12 √
eiej (5.2)
Bij = 2
(
r∗i
2
+
r∗j
2
)6 √
eiej. (5.3)
PTCDA ist ein polares Moleku¨l, daher muss die elektrostatische Wechselwirkung ebenfalls
beru¨cksichtigt werden. Zur Berechnung der elektrostatischen Energie wurden den einzelnen
Atomen Partialladungen zugewiesen; hierzu wurde die Software Hyperchem benutzt. Die
Dielektrizita¨tskonstante wurde mit er = 3.2 angenommen, dieser Wert wurde experimen-
tell als Durchschnittswert fu¨r PTCDA bestimmt.[90] Die gesamte elektrostatische Energie
ergibt sich dann als Summe u¨ber alle Paare geladener Atome.
Fu¨r alle Rechnungen wurde die Software Powergrid[55] benutzt. Die hier beschriebene Me-
thode ist bereits benutzt worden, um Energiebarrieren fu¨r ein anderes System aus organi-
schen Moleku¨len zu berechnen.[91]
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5.3 Ergebnisse
Die Berechnung des MEP fu¨r ein PTCDA-Moleku¨l von seiner energetisch gu¨nstigsten Po-
sition innerhalb einer PTCDA-Einheitszelle zur a¨quivalenten Position in der benachbarten
ergibt eine Diffusionsbarriere von ED = 80 meV. Der MEP und die potentielle Energie des
Moleku¨ls entlang dieses Pfades sind in Abb. 5.6 gezeigt. Man beachte, dass die energetisch
gu¨nstigste Position des Moleku¨ls nicht der Position in der kristallinen Struktur entspricht.
Dies ist aber insofern leicht zu verstehen, als die Energielandschaft fu¨r ein einzelnes Moleku¨l
sich natu¨rlich von der einer kompletten molekularen Lage unterscheidet.
In einer zweiten Rechnung wurde die Stufenkantenbarriere fu¨r ein Moleku¨l bestimmt. Das
Modellsystem wurde um eine
”
halbe“ vierte Lage auf den bisherigen dreien erweitert. Wie-
der wurde der MEP berechnet, diesmal u¨ber die molekulare Einfachstufe hinweg. Diesmal
ergibt sich eine recht hohe Barriere, wie in Abb. 5.7 gezeigt. Kurz vor der Stufe fa¨llt die
Energie ab: Das Moleku¨l gewinnt Energie, wenn es in die Stufe eingebaut wird. Um die Stufe
Abbildung 5.6: MEP fu¨r den Schwerpunkt (oben) und potentielle Energie entlang dieses
Pfades (unten) fu¨r ein PTCDA-Moleku¨l auf drei Lagen PTCDA in der (102)-
Ebene der α-Kristallmodifikation. Die Moleku¨le der obersten Lage sind in
Grau dargestellt. Der MEP ergibt eine Diffusionsbarriere fu¨r das einzelne
Moleku¨l von ED = 80 meV.
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Abbildung 5.7: Potentielle Energie entlang des MEP eines PTCDA-Moleku¨ls u¨ber eine
PTCDA-Stufenkante. Die Stufenkantenbarriere betra¨gt ES = 750 meV.
Ebenfalls gezeigt ist der MEP fu¨r Diffusion innerhalb derselben moleku-
laren Lage (vgl. Abb. 5.6). Der untere Teil der Abbildung zeigt einige
Schnappschu¨sse des PTCDA-Moleku¨ls an drei wichtigen Positionen: (1) in
die Stufe eingebaut, (2) auf der Kante, (3) auf der oberen Terrasse (dun-
kelgraue Moleku¨le).
zu u¨berschreiten, muss das Moleku¨l eine Energiebarriere von ES = 750 meV u¨berwinden.
Die Zahl der Lagen fu¨r das Modell n = 3 wurde so gewa¨hlt, dass die Adsorptionsenergie
fu¨r ein Moleku¨l auf der (n+1)-ten Lage genauso groß war wie fu¨r ein Moleku¨l auf der n-ten
Lage; dies war fu¨r n < 3 nicht der Fall.
88
5.4 Diskussion
Um eine Anschauung der hier berechneten Energiebarrieren zu bekommen, ist es nu¨tzlich,
das Konzept einer Einsatztemperatur [80] einzufu¨hren. Fu¨r einen kinetischen Prozess la¨sst
sich diese definieren als die Temperatur, bei der ein Prozess einmal pro Sekunde stattfindet.
Setzt man ein Arrhenius-Verhalten der Frequenz ν(T), mit der ein thermisch aktivierter
Prozess stattfindet, an,
ν(T) = ν0 exp
(
− ∆E
kBT
)
, (5.4)
la¨sst sich diese Einsatztemperatur leicht berechnen. Nimmt man eine Standard-
Versuchsfrequenz [80, 91] von ν0 = 1012 s−1 an, berechnen sich aus den vorher gefundenen
Energiebarrieren Einsatztemperaturen von 33 K fu¨r die Diffusion und 315 K fu¨r die U¨berque-
rung einer Stufe. Dies impliziert eine hohe Mobilita¨t der PTCDA-Moleku¨le bei interessanten
Temperaturen (um 300 K). Dagegen findet Transport zwischen den Lagen fast gar nicht
statt: Sogar bei einer Temperatur von 500 K ist das Verha¨ltnis der Raten fu¨r Diffusion
innerhalb einer Lage zum Transport zwischen den Lagen 5 × 106. Mit anderen Worten:
Fu¨nf Millionen mal prallt ein Moleku¨l an einer Stufenkante ab, bevor es sie u¨berschreitet.
Diese Vorhersagen sind konsistent mit Wachstumsexperimenten: Dampft man PTCDA
auf nicht leitende KBr(001)-Oberfla¨chen auf,[33, 74] so zeigt PTCDA dreidimensionales
Wachstum. Schon bei kleiner Bedeckung wachsen kristalline Inseln mit einer Ho¨he von
mindestens drei Lagen; eine benetzende Lage von PTCDA kann nicht beobachtet werden.
Auf Metalloberfla¨chen ist das Verhalten anders:[68, 81] Dort findet man Stranski-Krastanov-
Wachstum, das dreidimensionale Wachstum von Inseln setzt erst ein, nachdem sich zwei
geschlossene Moleku¨llagen gebildet haben. Deren epitaktische Struktur deutet jedoch auf
eine starke Wechselwirkung mit dem Substrat hin, die in den hier besprochenen Rechnun-
gen nicht beru¨cksichtigt wird. Das anfa¨ngliche Lage-fu¨r-Lage-Wachstum widerspricht dieser
theoretischen Studie also nicht.
Die kleine Diffusionsbarriere von ED = 80 meV weist auch auf die Anwesenheit mobiler
PTCDA-Moleku¨le hin, falls die Experimente bei Raumtemperatur durchgefu¨hrt werden. Dies
findet sich z.B. in rastersondenmikroskopischen Untersuchungen wieder: Bei der Aufnahme
hochauflo¨sender Bilder der obersten Moleku¨llage werden diese Bilder oft
”
streifig“, wie in
der Arbeit von Mativetsky et al. [74] beschrieben. Die Autoren erkla¨ren dieses Verhalten
mit mobilen Moleku¨len, die auf der obersten Lage der Moleku¨lkristallite umher diffundieren.
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Trotz des zugegeben recht grob vereinfachenden Modells sind die Ergebnisse also mit
experimentellen Ergebnissen durchaus konsistent. Die Genauigkeit der errechneten Werte
fu¨r die Energiebarrieren ED und ES ist nur schwer abzuscha¨tzen, zumal Prozesse wie Ver-
biegung des Moleku¨ls, die die Barrieren verringern ko¨nnten, vernachla¨ssigt sind. Auch die
hier betrachtete U¨berquerung einer Stufenkante ist nur der einfachste denkbare Fall. Gerin-
ger wird die Barriere sicherlich fu¨r die U¨berquerung einer Kristallit-Facette. Man beachte
jedoch: Die Adsorptionsenergie fu¨r ein PTCDA-Moleku¨l, die sich aus dem in diesem Kapitel
vorgestellten Ansatz ergibt, betra¨gt Ethad ≈ 2.5 eV. Dies ist in guter U¨bereinstimmung mit
Experimenten aus unserer Arbeitsgruppe: Thermische Desorptionsspektroskopie [92] ergibt
eine Adsorptionsenergie von Eexpad = 2.2 eV.
Die hier vorgestellte Methode scheint also geeignet fu¨r molekulare Systeme. Effekte beim
Wachstum organischer Moleku¨le sollten sich so erkla¨ren und voraussagen lassen.
Die in diesem Kapitel pra¨sentierten Ergebnisse sind in [43] erschienen. Fast zeitgleich wur-
de eine Arbeit publiziert,[93] in der dieselben Energiebarrieren mit einem anderen Kraftfeld
berechnet wurden, mit vergleichbaren Ergebnissen von 0,71 eV bzw. 0,95 eV (die Autoren
unterscheiden zwei Typen von Stufenkanten) fu¨r die Stufenkantenbarriere.
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6 Organische Nanodra¨hte:
DiMe-PTCDI auf Alkalihalogeniden
Puppen sind wir, von unbekannten Gewalten am Draht gezogen.
G. Bu¨chner, Dantons Tod
6.1 Einleitung
Die Untersuchungen an organischen Halbleitermoleku¨len mit Rastersondenmethoden findet
seit Jahrzehnten zu einem großen Teil auf Metall- oder Halbleitersubstraten statt. Dies
kann zwar zur generellen Demonstration bestimmter Effekte und Mo¨glichkeiten dienen,
kann aber nicht der Weisheit letzter Schluss sein: Leitende oder halbleitende Substrate
beeinflussen maßgeblich die strukturellen und elektronischen Eigenschaften der Moleku¨le,
die man ja eigentlich untersuchen mo¨chte. Will man wirklich ein Bauteil aus einem einzigen
organischen Moleku¨l bauen, ein sogenannes
”
single molecule device“, wird man gezwungen
sein, die Bauteile und definierte elektrische Kontakte auf elektrisch isolierenden Substraten
zu verankern, an die die Moleku¨le nur schwach gekoppelt sind.
Dieses Ziel wird seit einigen Jahren von verschiedenen Gruppen auf der Welt verfolgt.
Der Ansatz ist zuna¨chst, wie immer in der Grundlagenforschung, einfache Modellsysteme
zu untersuchen, um daraus Ru¨ckschlu¨sse auf generelle Konzepte zu ziehen. Solche einfa-
chen Modellsysteme fu¨r isolierende Substrate sind die auch in dieser Arbeit untersuchten
Alkalihalogenid-Kristalle KBr und NaCl. Natu¨rlich wird kein vernu¨nftiger Mensch auf die
Idee kommen, ein elektronisches Bauteil auf einem Salzkristall bauen zu wollen. Um jedoch
generell das Verhalten organischer Moleku¨le zu untersuchen, bieten sich diese Substrate
auf Grund ihrer einfachen Struktur und nicht zuletzt auch wegen ihrer wenig aufwendigen
Pra¨paration dennoch an.
91
(a) (b)
Abbildung 6.1: Typische Inseln der prototypischen organischen Halbleitermoleku¨le C60 (a)
und PTCDA (b). C60 bildet fraktale Inseln mit einer Ho¨he von 2 Moleku¨lla-
gen, PTCDA zeigt dreidimensionales Wachstum und bildet hexagonale Kri-
stallite, die bis zu 30 Lagen hoch sind.
Obwohl mit dem FM-AFM eigentlich ein sehr gutes und ma¨chtiges Werkzeug zur Un-
tersuchung von Moleku¨len auf Isolator-Substraten zur Verfu¨gung steht, gibt es noch einige
Schwierigkeiten zu u¨berwinden: Die meisten bisher untersuchten organischen Moleku¨le sind
sehr mobil auf den Isolator-Oberfla¨chen. Es dauerte, selbst nachdem die Abbildung von
Isolatoren mit atomarer Auflo¨sung schon Standard war, noch mehrere Jahre, bis die Ab-
bildung von Moleku¨len auf Isolatoren mit dem FM-AFM u¨berhaupt gelang.[65, 66] In der
Folge wurde die Methode FM-AFM benutzt, und das Wachstum prototypischer organi-
scher Halbleitermoleku¨le auf KBr(001) zu studieren, z.B. von C60 [67, 94] oder PTCDA.
[33, 34, 74]
Fu¨r diese Systeme geben die Resultate zwar Einblick in die Wachstums-Mechanismen,
sind aber ansonsten nicht sehr viel versprechend, da das beobachtete Wachstum relativ
komplexe, dreidimensionale Strukturen zeigt. Abb. 6.1 zeigt typische FM-AFM-Bilder der
von diesen beiden Moleku¨len auf KBr(001) gebildeten Inseln. Bringt man die Moleku¨le bei
Raumtemperatur auf die Oberfla¨che auf, bildet C60 fraktale Inseln mit einer Ho¨he von meist
zwei molekularen Lagen, PTCDA-Inseln sind meist kompakte, hexagonale, oben abgeflachte
Pyramiden mit einer Ho¨he von bis zu 30 Lagen.
Eine gute experimentelle Kontrolle des Wachstums ist in beiden Fa¨llen nur schwer zu
erzielen. Fu¨r PTCDA kann das Wachstum beeinflusst werden,[74] indem man das KBr-
92
Substrat durch Elektronenbeschuss und Heizen nanostrukturiert.[73] Auch in diesem Fall
bleibt das Wachstum selbst fu¨r geringe Mengen an Moleku¨len dreidimensional. Im Hinblick
auf elektronische Bauteile wa¨re Wachstum in niedrigeren Dimensionen wu¨nschenswert, also
zweidimensional in einer (sub-) Monolage von Moleku¨len oder sogar eindimensional,[95] als
Moleku¨lkette.
Dieses Kapitel bescha¨ftigt sich mit dem Wachstum eines anderen Modell-Moleku¨ls fu¨r or-
ganische Halbleiter, DiMe-PTCDI. Das Moleku¨l ist dem PTCDA recht a¨hnlich, besitzt aber
etwas andere funktionelle Gruppen und daher eine weniger ausgepra¨gte interne Ladungsver-
teilung als dieses. Zum Vergleich: Die kurze Seite (Sauerstoffgruppen) der PTCDA-Moleku¨le
tragen insgesamt jeweils eine Partialladung (vgl. Abschnitt 2.5.3) von etwa -1 e, fu¨r DiMe-
PTCDI sind es nur -0,7 e (berechnet mit Hyperchem). Die Wechselwirkung zwischen zwei
Moleku¨len ist weniger stark als fu¨r PTCDA; die Hoffnung lag nahe, dass fu¨r dieses Moleku¨l
Strukturen wachsen ko¨nnten, die niedrigdimensional sind und nicht die dreidimensionale
Festko¨rperstruktrur aufweisen. Untersuchungen mit dem FM-AFM (in diesem Kapitel rein
topographisch) wurden daher auf zwei verschiedenen Substraten, KBr(001) und NaCl(001)
durchgefu¨hrt. Erga¨nzt wird das Kapitel durch Kraftfeld-Rechnungen, die weiteren Aufschluss
u¨ber die beobachteten Strukturen geben.
Fu¨r alle Experimente wurden Cantilever vom Typ NCL-PPP benutzt mit typischen Reso-
nanzfrequenzen von f0 ≈ 160 kHz. Die Federkonstanten betrugen 30 - 40 N/m, es wurden
Amplituden von 20-25 nm verwendet. Soweit nicht anders angegeben, wurden die hier ge-
zeigten Bilder bei kleinen Frequenzverschiebungen von ∆ f = −0, 5 Hz aufgenommen.
6.2 Experimentelle Ergebnisse
6.2.1 DiMe-PTCDI auf KBr(001)
In den ersten Experimenten mit DiMe-PTCDI auf KBr wurde die Probe wa¨hrend des Auf-
dampfens der Moleku¨le auf Raumtemperatur gehalten. Abb. 6.2 zeigt typische Aufnahmen
bei niedrigen (hier wurden etwa 0.1 ML Moleku¨le aufgedampft) und ho¨heren Bedeckungen
(etwa 1 ML). Die Moleku¨le scheinen auf dem KBr-Substrat sehr mobil zu sein; bei niedri-
gen Bedeckungen findet man nur selten Moleku¨le. Findet man welche, so formen sie du¨nne,
lange molekulare Dra¨hte. Der Draht in Abb. 6.2(a) ist fast 600 nm lang, weniger als 10 nm
breit und weniger als 1 nm und damit zwei Moleku¨llagen hoch. Er folgt der [11¯0]-Richtung
des KBr-Substrates. Der Draht ist zwischen zwei Stufenkanten der KBr(001)-Oberfla¨che
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Abbildung 6.2: Zwei Bilder von DiMe-PTCDI auf KBr(001). Zwischen den Inseln kann
KBr atomar aufgelo¨st abgebildet werden. (a) Niedrige Bedeckung, das Bild
ist 600 × 600 nm2 groß. 0,1 ML Moleku¨le wurden auf die Probe aufge-
dampft, der hier gezeigte Draht ist fast 600 nm lang. Der Draht ist zwischen
zwei KBr-Stufenkanten aufgespannt und folgt der [11¯0]-Richtung des KBr-
Substrates. (b) Ho¨here Bedeckung (1 ML), die Gro¨ße des Bildes ist 300 ×
300 nm2. Die Dra¨hte sind ho¨her und breiter als bei niedriger Bedeckung.
Die La¨nge ist auch hier oft durch KBr-Stufenkanten begrenzt. Diese laufen
hier meist in [11¯0]-Richtung, daher neigen die Dra¨hte offensichtlich dazu,
senkrecht zu den Stufen in [110]-Richtung zu wachsen. Nur auf der großen
Terrasse oben rechts im Bild la¨uft ein langer Draht in [11¯0]-Richtung. In
der rechten oberen Ecke ist ein hoher Moleku¨l-Kristallit zu sehen.
aufgespannt; dies war immer der Fall fu¨r Dra¨hte, die bei niedrigen Bedeckungen gefunden
wurden.
Bei ho¨heren Bedeckungen, wie in Abb. 6.2(b) gezeigt, treten viele dieser molekularen
Nanodra¨hte auf. Sie sind ho¨her und breiter als die bei niedriger Bedeckung gefundenen,
ihre La¨nge wird stark durch die Distanz zwischen den KBr-Stufenkanten beeinflusst. In
diesem Bild ist die Bevorzugte Wachstumsrichtung die [110]-Richtung. Dies ist insofern
recht intuitiv, als die meisten KBr-Stufen bei dieser speziellen Probe senkrecht dazu in [11¯0]-
Richtung laufen. Offenbar suchen die Dra¨hte den ku¨rzesten Weg u¨ber die KBr-Terrassen
zwischen den Stufenkanten. Nichtsdestotrotz werden in einigen Fa¨llen Stufenkanten von
Dra¨hten u¨berwachsen. Auch treten Dra¨hte auf, die der [11¯0]-Richtung folgen; diese sind
meist zwischen anderen, senkrecht dazu gewachsenen Dra¨hten aufgespannt. Lose Enden,
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Abbildung 6.3: Das Bild zeigt molekulare Dra¨hte aus DiMe-PTCDI, die Gro¨ße des Bildes
betra¨gt 400 × 400 nm2. Im Unterschied zu Abb. 6.2 wurde hier die Probe
wa¨hrend des Aufdampfens auf etwa 250 K geku¨hlt. Auf der kalten Probe
betra¨gt die Ho¨he der Dra¨hte meist nur eine Lage. Sie neigen immer noch
zum Wachstum senkrecht zu den KBr-Stufenkanten. Man sieht jedoch, dass
in Regionen, wo keine Richtung durch die Anwesenheit von Stufenkanten
bevorzugt ist, beide Richtungen gleich ha¨ufig auftreten. Dies sieht man z.B.
im linken, unteren Teil des Bildes; dort ist die Terrasse recht groß. Auch in
der rechteckigen Grube rechts im Bild wachsen Dra¨hte in beiden Richtungen.
Hier folgen die Ra¨nder der Grube der [100] und der [010]-Richtung, daher
ist weder die [110]- noch die [11¯0]-Richtung fu¨r das Wachstum der Dra¨hte
bevorzugt.
also Dra¨hte, die mitten auf einer Terrasse enden, sind sehr selten, die Stufenkanten scheinen
den Dra¨hten also Stabilita¨t zu geben.
Um das Wachstum der Dra¨hte auf seine Temperaturabha¨ngigkeit zu untersuchen, wurde
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die Probe wa¨hrend des Aufdampfens von Moleku¨len geku¨hlt. Im AFM selbst, also wa¨hrend
der Messung, kann die Probe unglu¨cklicherweise nicht geku¨hlt werden. Die Ergebnisse sind
daher nicht sehr pra¨zise, geben aber dennoch Aufschluss u¨ber das Verhalten der Molelu¨le
bei tieferen Temperaturen. Wa¨hrend der Pra¨paration wurde die Probe also bei etwa 250
K gehalten, etwa 0,3 ML DiMe-PTCDI wurden aufgedampft. Die Temperatur kann nicht
genauer angegeben werden, da sie an der Probenoberfla¨che selbst nicht gemessen werden
kann, sondern nur am Manipulator, auf dem sich die Probe wa¨hrend der Pra¨paration be-
findet. Nach der Pra¨paration wurde die Probe ins AFM gesetzt, stabile Messungen auf der
sich erwa¨rmenden Probe waren etwa 30 Minuten spa¨ter mo¨glich.
Abb. 6.3 zeigt ein sehr scho¨nes Netzwerk aus molekularen Dra¨hten; in diesem Fall wa-
ren die Dra¨hte meist nur eine Lage hoch. Das U¨berwachsen von Stufenkanten tritt bei
tieferen Temperaturen nur selten auf. Die [110]-Richtung ist fu¨r das Wachstum der Dra¨hte
immer noch bevorzugt. Auf einer gro¨ßeren Terrasse und in einer rechteckigen Grube wach-
sen die Dra¨hte in beiden Richtungen, da hier keine Richtung durch die Anwesenheit von
Stufenkanten favorisiert ist.
Die Serie der Bilder in Abb. 6.4 zeigt, wie stark die Orientierung und die Stabilita¨t der
DiMe-PTCDI-Dra¨hte auf KBr(001) durch die Anwesenheit von Stufenkanten des Substrates
beeinflusst wird. Die Substratpra¨paration ist bei diesen Experimenten sehr gut gelungen, die
KBr-Probe ist sehr flach und weist nur wenige Stufenkanten auf. Die Breite der Terrassen
lag hier typischerweise bei u¨ber einem µm.
Alle vier Bilder zeigen einen Bereich von 300 × 300 nm2, innerhalb dessen keine Stu-
fenkante zu sehen ist. Die Bilder sind nacheinander aufgenommen, das erste Bild etwa
30 Minuten nach Aufdampfen von etwa 0,3 ML DiMe-PTCDI, diesmal wieder auf eine
Probe bei Raumtemperatur. Die Dra¨hte in diesen Bilder scheinen sehr diffus, ein Zeichen
fu¨r die große Mobilita¨t der Moleku¨le auf der Oberfla¨che. Jeder hier gezeigte Scan dauer-
te etwa 20 Minuten. Innerhalb dieser Zeit bildet sich aus der hier gezeigten Gruppe von
Moleku¨len zuna¨chst ein geschlossenes Rechteck. Dann verschwinden nach und nach die an
das Rechteck angrenzenden Dra¨hte. Innerhalb des rechteckigen
”
Ka¨figs“ aus Moleku¨len ist
eines kleine molekulare Insel gefangen. Ihre Form ist in allen vier Bilder unterschiedlich,
zusa¨tzlich wandert sie innerhalb des Ka¨figs hin und her und scheint also auf der Oberfla¨che
sehr mobil zu sein.
Leider war es bei all diesen Messungen nicht mo¨glich, molekulare Auflo¨sung auf den
Nanodra¨hten zu erzielen. Bei Raumtemperatur waren selbst auf gestuften Oberfla¨chen die
Dra¨hte zu schmal, zu hoch und zu instabil, um ihrer interne Struktur mit hoher Auflo¨sung
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Abbildung 6.4: Die Serie von Bildern (a) bis (d) zeigt molekulare Dra¨hte aus DiMe-PTCDI
auf einer sehr wenig gestuften KBr(001)-Oberfla¨che. Die Gro¨ße jedes Bildes
ist 300 × 300 nm2; die Breite der KBr-Terrassen auf der Probe betra¨gt u¨ber
1 µm, innerhalb der Bilder sind keine Stufenkanten zu sehen. Die Bilder sind
kurz nach der Deposition von etwa 0,3 ML Moleku¨len aufgenommen, der
Scan eines Bildes dauerte etwa 20 Minuten. Die Verzerrungen im oberen
Teil des ersten Bildes sind durch Piezo-Kriechen kurz nach dem Anna¨hern
der Probe bedingt. Die Entwicklung des molekularen Drahtnetzwerkes la¨sst
sich hier gut verfolgen, auch mit Hilfe der eingezeichneten bunten Pfeile und
Kreise. Ein Pfeil markiert jeweils ein Feature, das im na¨chsten Bild (durch
den gleichfarbigen Kreis markiert) verschwunden ist. Der kleine Draht im
Innern des Rechtecks (schwarzer Doppelpfeil) ist innerhalb seines
”
Ka¨figs“
gefangen und a¨ndert von Bild zu Bild seine Position und Form. Alle Dra¨hte
erscheinen sehr diffus, auch dies ist ein Hinweis auf die hohe Mobilita¨t der
Moleku¨le.
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(2 x 2)
Abbildung 6.5: Modell des Monolagen-Wachstums von DiME-PTCDI-Dra¨hten auf
KBr(001). Das linke Bild zeigt die vermutete, energetisch gu¨nstigste Positi-
on eines einzelnen Moleku¨ls. Diese Position ist aus Gru¨nden der Elektrostatik
intuitiv, die dominierende Ladung auf dem Moleku¨l ist durch die Elektro-
negativita¨t der Sauerstoff-Atome gegeben. In der hier skizzierten Position
passt diese negative Ladung gut zur positiven der K+-Ionen. Aus dieser
Position, der klar bevorzugten [110]-Richtung der Dra¨hte und der Vermu-
tung einer mo¨glichst dichten Packung der Moleku¨le ergibt sich eine (2 ×
2)-U¨berstruktur, wie im rechten Bild gezeigt.
abzubilden. Mit den flachen etwas breiteren Dra¨hten, die sich auf der kalten Probe bildeten,
wa¨re dies vielleicht eher mo¨glich gewesen, hier waren jedoch schon die U¨bersichtsmessungen
auf der auftauenden Probe problematisch genug.
Dennoch konnte fu¨r das anfa¨ngliche Monolagen-Wachstum der Moleku¨ldra¨hte ein u¨ber-
zeugendes Modell gefunden werden, wie in Abb. 6.5 gezeigt. Die vermutete, energetisch
gu¨nstigste Position eines einzelnen Moleku¨ls auf der KBr(001)-Oberfla¨che ergibt sich aus
elektrostatischen U¨berlegungen. Diese Wechselwirkung sollte ohnehin fu¨r ein polares Mo-
leku¨ls auf der polaren Oberfla¨che eines ionischen Kristalls die dominierende sein. A¨hnlich
wie das verwandte Moleku¨l PTCDA hat auch das DiMe-PTCDI eine interne Ladungsver-
teilung, die wesentlich durch die Elektronegativita¨t der vier Sauerstoff-Atome bestimmt ist.
Der Abstand der negativen Sauerstoff-Atome korrespondiert sehr gut mit dem Abstand der
na¨chst-benachbarten, positiven Kaliumionen auf der KBr(001)-Oberfla¨che, was als energe-
tisch gu¨nstigste Position folgendes ergibt: Das Moleku¨l ist mit seiner La¨ngsachse entlang
der [110]-Substratrichtung ausgerichtet, sein Massenschwerpunkt befindet sich
”
on top“
98
auf einem Bromion. Ausgehend davon la¨sst sich nun fu¨r das molekulare Arrangement eine
einfache (2 × 2)-U¨berstruktur vermuten, innerhalb derer jedes Moleku¨l seine energetisch
gu¨nstigste Position einnimmt. Ansonsten sind die Moleku¨le dicht gepackt; die Ausrichtung
der einzelnen Moleku¨le bestimmt auch die Ausrichtung des molekularen Verbundes: als
Draht entlang der [110]-Richtung des Substrates.
Dieses Modell ist auch konsistent mit der Affinita¨t der Nanodra¨hte zu KBr-Stufenkanten.
Fu¨r KBr(001) zerbrechen alle Stufenkanten, auch wenn sie auf gro¨ßerer La¨ngenskala der
[110] oder einer anderen Substratrichtung folgen, mikroskopisch in [100]- und [010]-Kinken.
In der vorgeschlagenen Konfiguration passen die Moleku¨le perfekt in eine solche Kinke, die
K+-Ionen der Stufe sind nahe an den negativen Sauertstoff-Atomen des Moleku¨ls. Es scheint
also plausibel, dass der Draht durch die Bindung an Stufenkanten deutlich stabilisiert wird.
6.2.2 DiMe-PTCDI auf NaCl(001)
Die im vorigen Abschnitt beschriebenen Experimente fortzusetzen und das Wachstum von
DiMe-PTCDI auf einem anderen ionischen Substrat, NaCl(001), weiter zu untersuchen, er-
schien aus mehreren Gru¨nden interessant und sinnvoll. Zuna¨chst einmal ist es naheliegend,
dass auf einem dem KBr so a¨hnlichen Substrat auch das vorher beobachtete niedrigdimen-
sionale Wachstum von Dra¨hten auftreten sollte. Auf der anderen Seite muss man zugeben:
Die Dra¨hte auf dem KBr sind schon sehr instabil, insbesondere dann, wenn es einmal darum
gehen sollte, dieses System als Template fu¨r weitergehende Untersuchungen in Hinblick auf
das Fernziel
”
molekulare Elektronik“ zu verwenden.
Hier fa¨llt besonders ein Punkt auf: Erfahrungsgema¨ß sind molekulare Schichten insbe-
sondere dann stabil, wenn die Moleku¨le eine dicht gepackte Anordnung aufweisen. Die
im Modell fu¨r das Wachstum von DiMe-PTCDI auf KBr(001) vorgeschlagene (2 × 2)-
U¨berstruktur ist mit einer Einheitszellengro¨ße von 1,32 × 1,32 nm2 nicht besonders dicht
gepackt, der Fla¨chenbedarf pro Moleku¨l betra¨gt 1,742 nm2. Zum Vergleich: Auf Ag(110)
wachsen Monolagen von DiMe-PTCDI in einer a¨hnlichen, aber deutlich dichter gepackten
Brickwall-Struktur mit einem Fla¨chenbedarf von nur 1,41 nm2 pro Moleku¨l.[47] Die Idee ist
also, den Moleku¨len ein Substrat mit derselben elektrostatischen Bindungsmo¨glichkeit an-
zubieten, dessen Gitter aber eine kleinere Einheitszelle aufweist und so den Moleku¨len eine
dichtere Packung ermo¨glicht. Zur Erinnerung: Die Gitterkonstante von NaCl ist 562 pm,
im Gegensatz zu 658 pm fu¨r KBr (vgl. Abschnitt 2.3.1). Dies sollte die Stabilita¨t der mole-
kularen Nanodra¨hte erho¨hen und vielleicht auch die Aufnahme von Bilder mit molekularer
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Abbildung 6.6: Das Bild zeigt molekulare Dra¨hte aus DiMe-PTCDI auf NaCl(001) bei
niedriger Bedeckung von etwa 0,2 ML. Die Gro¨ße des Bildes betra¨gt 400
× 400 nm2, Stufenkanten des NaCl-Substrates sind nicht zu sehen. Alle
Dra¨hte sind zwei molekulare Lagen hoch und entlang der [110]- bzw. [11¯0]-
Substratrichtung orientiert. Die Dra¨hte sind sehr stabil, beim Scan dieser
Stelle u¨ber mehrere Stunden konnten keine Vera¨nderungen beobachtet wer-
den. Es gibt keine benetzende Moleku¨llage, zwischen den Dra¨hten la¨sst sich
das Substrat mit atomarer Auflo¨sung abbilden (siehe Inset, 3 × 3 nm2).
Auflo¨sung mo¨glich machen. So ko¨nnte auch experimentell gekla¨rt werden oder zumindest
Hinweise gesammelt werden, ob das intuitive Modell fu¨r das Wachstum der Moleku¨le auf
Alkalihalogeniden Sinn macht.
Im ersten Experiment wurde zuna¨chst wieder wenig DiMe-PTCDI aufgedampft, etwa 0,2
ML. Auch auf diesem Substrat zeigt das Moleku¨l das Wachstum von Nanodra¨hten (siehe
Abb. 6.6). Die Dra¨hte sind zwei molekulare Lagen hoch. Im Vergleich zu den Experimenten
auf KBr(001) fa¨llt auf, dass sie
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(a) (b)
Abbildung 6.7: Die Bilder zeigen jeweils 500 × 500 nm2 große Bereiche einer mit etwa 2
ML DiMe-PTCDI bedeckten NaCl(001)-Oberfla¨che. Die beiden Scans wur-
den im zeitlichen Abstand von etwa einer halbeb Stunde aufgenommen.
Die rechteckige, an den [110]- bzw. [11¯0]-Substratrichtungen ausgerich-
tete Struktur bleibt weiterhin erkennbar, im Unterschied zur niedrigeren
Bedeckung gibt es hier jedoch nur noch wenige zwei Lagen hohe Dra¨hte
(z.B. unten links in den Bildern) und mehr kompakte Inseln mit verschieden
hohen Bereichen, zwischen einer und vier Lagen. Die Monolagen-Bereiche
sind allerdings nicht stabil, von Bild (a) nach Bild (b) zeigt sich ein
”
De-
wetting“ dieser Bereiche (siehe Pfeile). Ein gro¨ßeres Cluster (markiert durch
den Kreis) verschwindet ebenfalls.
• auf NaCl(001) meist ku¨rzer sind
• ha¨ufiger
”
um die Ecke“ wachsen
• und offensichtlich nicht unbedingt an Stufenkanten angebracht sein mu¨ssen: Im Bild
sind alle Dra¨hte in der Mitte einer Terrasse.
Auch auf NaCl gibt es keine benetzende Lage von Moleku¨len, u¨berall zwischen den Dra¨hten
konnte atomare Auflo¨sung des Substrates erzielt werden. Die Dra¨hte sind sehr viel stabiler
als auf KBr: Konnten dort beim Scan derselben Stelle stets Vera¨nderungen an den Dra¨hten
beobachtet werden (vgl. Abb. 6.4), so blieb hier das Bild u¨ber Stunden das gleiche, selbst
kleinere Features bleiben erhalten. Wie auf KBr, so sind auch auf NaCl die Dra¨hte entlang
der [110] und [11¯0]-Substratrichtung orientiert.
Nach diesem vielversprechenden Experiment wurde die Bedeckung erho¨ht auf etwa 2 ML.
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Abbildung 6.8: Molekulare Auflo¨sung auf der obersten Lage einer drei Lagen hohen DiMe-
PTCDI-Insel auf NaCl(001). Die Gro¨ße des Bildes ist 25 × 25 nm2, die
verwendete Frequenzverschiebung ist ∆ f = -5 Hz. Molekulare Reihen sind
erkennbar, es gibt verschiedene Doma¨nen, deren Moleku¨lreihen jeweils senk-
recht stehen. In den parallelen Reihen einer Doma¨ne erscheint jede zweite
Reihe ku¨rzer, wie durch die Pfeile im Bild markiert; dies kann als Hinweis auf
eine Brickwall-Anordnung der Moleku¨le gedeutet werden. Einige Doma¨nen
weisen den doppelten Abstand der Moleku¨lreihen auf, wie unten rechts im
Bild markiert. Wahrscheinlich ist dies durch die darunterliegenden Reihen
bedingt, die vermutlich senkrecht dazu verlaufen.
Es zeigen sich beeindruckende Moleku¨linseln mit einer rechteckigen Grundstruktur, die fast
an Luftbilder von rechteckig angelegten Sta¨dten erinnern (siehe Abb. 6.7). Innerhalb dieser
Inseln tauchen mehrere Ho¨hen zwischen einer und vier Lagen von Moleku¨len auf. Allerdings
sind die Moleku¨le in der ersten Lage auf dem Substrat nicht u¨ber la¨ngere Zeit stabil,
zumindest bei Raumtemperatur-Experimenten. Bei mehrfachem Scan derselben Stelle zeigt
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Abbildung 6.9: Das linke Bild zeigt einen 100 × 100 nm2 großen Bildausschnitt mit drei
zusammengewachsenen, zwei Moleku¨llagen hohen Nanodra¨hten aus DiMe-
PTCDI. Der Bereich der Nahtstelle zwischen den einzelnen Dra¨hten ist groß
genug, um darauf zu scannen. Das rechte Bild zeigt den Zoom (12 × 12
nm2) auf den links markierten Bereich mit Auflo¨sung der molekularen Reihen
bei ∆ f = -5,5 Hz. Auf den Reihen lassen sich zum Teil durch eine zusa¨tzliche
Korrugation die einzelnen Moleku¨le erahnen. An der Nahtstelle erscheint,
wie auch in der dritten Lage, jede zweite Reihe verku¨rzt (Pfeile im Bild).
Dies stu¨tzt die These der im Modell vermuteten Brickwall-Wachstums von
DiMe-PTCDI auf Alkalihalogenid(001)-Oberfla¨chen.
sich, dass nach und nach die Monolagen-bedeckten Bereiche verschwinden und die Moleku¨le
in ho¨here Lagen wandern. Dieser als
”
Dewetting“ bezeichnete Effekt ist auch von C60 auf
KBr bekannt, auch hier ist die benetzende Lage instabil.[94]
Nachdem alle Bereiche mit Monolagen-Bedeckung verschwunden sind, sind die Inseln sehr
stabil und groß genug, um darauf mit molekularer Auflo¨sung scannen zu ko¨nnen, allerdings
sind alle lateral ausreichend ausgedehnten Bereiche mindestens drei Lagen hoch. Aussagen
u¨ber das initiale Wachstum sind also immer noch schwierig, da die dritte Lage sicherlich
deutlich weniger vom Substrat beeinflusst ist.
Abb. 6.8 zeigt einen Bereich der obersten Lage einer aus 3 Lagen bestehenden Insel
mit hoher Auflo¨sung. Dieses Bild stu¨tzt das vorgeschlagene Modell einer Brickwall-Struktur
aus molekularen Reihen. Wenn sich auch einzelne Moleku¨le nicht auflo¨sen lassen, so kann
man molekulare Reihen doch klar erkennen. Im Bild sind verschiedene Doma¨nen mit jeweils
senkrecht zueinander angeordneten Moleku¨lreihen erkennbar, hier sind offenbar einzelne
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Dra¨hte zu einer Insel zusammengewachsen. An den Grenzen dieser Doma¨nen lassen sich
zum Teil Hinweise auf eine Brickwall-Struktur erahnen: Die Reihen erscheinen abwechselnd
etwas la¨nger bzw. ku¨rzer, ein Hinweis, dass die Moleku¨le innerhalb der Reihe nicht genau
nebeneinander, sondern leicht versetzt angeordnet sind.
Einige Doma¨nen weisen den doppelten Abstand der Moleku¨lreihen auf. Dies ist erkla¨rbar
durch die darunterliegenden Moleku¨lreihen: Die Reihen mit doppeltem Abstand liegen wahr-
scheinlich senkrecht zu den darunterliegenden mit einfachem Abstand. Diese darunterlie-
genden Reihen lassen sich in einigen Bereichen ebenfalls erahnen.
Die Monolagen-bedeckten Bereiche sind, wie bereits erwa¨hnt, nicht stabil genug, um sie
mit molekularer Auflo¨sung abzubilden. Die drei oder mehr Lagen hohen Bereiche auf den
Inseln lassen andererseits weniger Ru¨ckschlu¨sse auf das initiale Wachstum der Moleku¨le auf
dem Substrat zu. Es wurde also versucht, einen der zwei Lagen hohen Dra¨hte zu finden,
dessen laterale Ausdehnung es erlaubte, darauf zu scannen.
Abb. 6.9 zeigt einen solche Draht (bzw. drei zusammengewachsene Dra¨hte). An der
Nahtstelle der Dra¨hte ist tatsa¨chlich ein ausreichend großer Bereich. Das rechte Bild zeigt
den Zoom auf diese Stelle. Man sieht auch auf molekularer Skala sehr scho¨n, wo die Dra¨hte
zusammengewachsen sind, wieder gibt es molekulare Reihen, die in zwei verschiedenen
Richtungen senkrecht zueinander verlaufen Auf den molekularen Reihen kann man eine
zusa¨tzliche Korrugation erahnen. Wie im Bild der dritten Lage erscheinen an den Nahtstellen
auch hier benachbarte Reihen verschieden lang, auch dies ein Hinweis auf die bereits im
Modell vermutete Brickwall-Struktur.
6.3 Rechnungen
Bis zu dieser Stelle ist so ziemlich alles, was experimentell zuga¨nglich ist, gezeigt worden.
Um nun weitere Informationen u¨ber das System
”
DiMe-PTCDI auf Alkalihalogeniden“ zu
sammeln, ist es no¨tig, u¨ber die Experimente hinauszugehen und zu versuchen, offene Fragen
durch Rechnungen zu kla¨ren. Wie immer im Rahmen dieser Arbeit handelt es sich hierbei um
Kraftfeldrechnungen, basierend auf den empirischen Potentialen des AMBER-Kraftfeldes.
Damit konnten zuna¨chst die optimalen Postionen eines einzelnen Moleku¨ls auf den jeweiligen
Substraten berechnet werden. Auch die GRID-Technik und
”
simulated annealing“-Methode
(siehe Abschnitt 2.5.5) kommen zum Einsatz, um die optimale Anordnung von Moleku¨len
in einer Doma¨ne auf dem Substrat zu bestimmen.
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6.3.1 Einzelne Moleku¨le
Die energetisch gu¨nstigste Postion eines einzelnen Moleku¨ls wurde in folgender Weise be-
stimmt: Fu¨r verschiedene Drehwinkel des Moleku¨ls um seine z-Achse wurde jeweils eine
Potentialkarte u¨ber einer Einheitszelle KBr(001) bzw. NaCl(001) erstellt, hierzu wurde fu¨r
jede (x,y)-Position die optimale Ho¨he in z mit der entsprechenden Energie bestimmt. Dies
geschah mit einer Winkelauflo¨sung von 5◦ und einer lateralen Auflo¨sung von 10 pm. Die
potentiellen Energien wurden mit Hilfe des AMBER-Kraftfeldes mit den LJ-Parametern
gema¨ß Tabelle 2.3 berechnet, dazu wurde die elektrostatische Wechselwirkung addiert. Die
Partialladungen der einzelnen Atome auf dem Moleku¨l wurden mit Hyperchem berechnet,
fu¨r die Ionen des Substrates wurden ± e als Ladungen angenommen.
Damit ergeben sich die energetisch gu¨nstigsten Positionen einzelner DiMe-PTCDI-
Moleku¨le auf den beiden Substraten wie in Abb. 6.10 gezeigt (und schon vorher vermutet,
vgl. Abb. 6.5). Die Moleku¨le liegen, jeweils mit ihrer La¨ngsachse um 45◦ gegen die [100]-
Substratrichtung gedreht,
”
on top“ auf einem Halogen-Ion. Fu¨r NaCl ergibt sich eine etwas
K
Br
Na
Cl
Abbildung 6.10: Mit Hilfe einer AMBER-Kraftfeldrechnung bestimmte, energetisch gu¨nstig-
ste Position eines einzelnen DiMe-PTCDI-Moleku¨ls auf KBr(001)(links)
und NaCl(001)(rechts). In beiden Fa¨llen ergibt sich eine entlang der [110]-
Substratachse orientierte Position
”
on top“ auf einem Halogen-Ion. So ha-
ben die leicht negativ geladenen Sauerstoff-Atome auf beiden Substraten
den kleinstmo¨glichen Abstand zu den positiven Alkali-Ionen. Die Adsorp-
tion auf NaCl ist fu¨r DiMe-PTCDI etwas gu¨nstiger, die Bindungsenergie
betra¨gt hier ENaCl = −1, 65 eV gegenu¨ber EKBr = −1, 35 eV.
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gro¨ßere Bindungsenergie, sie betra¨gt ENaCl = −1, 65 eV gegenu¨ber EKBr = −1, 35 eV.
Dies ist allein schon aus geometrischen Gru¨nden sinnvoll: Das von den vier leicht negativ
geladenen Sauerstoff-Atomen aufgespannte Rechteck ist 0,46 × 1,12 nm2 groß, das ent-
sprechende Rechteck auf der NaCl(001)-Oberfla¨che 0,40 × 1,19 nm2, was ein bisschen
besser passt als fu¨r KBr(001) mit 0,47 × 1,40 nm2.
6.3.2 Moleku¨ldoma¨nen
Zur Berechnung der Energie gro¨ßerer Moleku¨ldoma¨nen von DiMe-PTCDI auf Alkalihaloge-
niden wurde die GRID-Technik benutzt (vgl. Abschnitt 2.5.5). Zuna¨chst wurden Gridfiles
der Moleku¨le fu¨r die Moleku¨l-Moleku¨l und die Moleku¨l-Substrat-Wechselwirkung fu¨r die bei-
den Substrate berechnet. Dann wurde mit Monte-Carlo-Experimenten die optimale Struktur
der Doma¨nen bestimmt. Hierzu wurden zufa¨llig Moleku¨l-Doma¨nen mit einer Struktur nahe
der vermuteten (2 × 2)-U¨berstruktur erzeugt (also jedesmal eine etwas andere Ausgangs-
konfiguration) und anschließend durch
”
simulated annealing“ optimiert.
KBr(001). Hier erwies sich die Vermutung auf Grund der experimentellen Daten als
richtig: In fast allen Simulationen wurde die vermutete (2 × 2)-U¨berstruktur als gu¨nstigste
Doma¨ne gefunden. Die Energie pro Moleku¨l in einer solchen Doma¨ne betra¨gt EKBr,Dom =
−1, 4 eV, das Moleku¨l gewinnt also durch den Einbau in eine gro¨ßere Doma¨ne an Energie
gegenu¨ber der Einzel-Adsorption auf dem KBr.
NaCl(001). Hier erwies sich die vermutete (2 × 2)-U¨berstruktur als zu dicht gepackt.
Immerhin wurde auch fu¨r NaCl(001) eine eindeutige U¨berstruktur fu¨r die Doma¨nen gefun-
den, innerhalb derer die Moleku¨le Reihen entlang der [110]-Substratrichtung bilden. Auch
jedes einzelne Moleku¨l ist mit seiner La¨ngsachse entlang der [110]-Richtung orientiert. Die
Bindungsenergie pro Moleku¨l ist auf NaCl gro¨ßer, ENaCl,Dom = −1, 8 eV, und somit al-
so auch der Energiegewinn gegenu¨ber dem einzeln adsorbierten Moleku¨l. Die gefundene
U¨berstruktur ist nicht kommensurabel, ihre Epitaxiematrix C ist gegeben durch
C =
(
2, 08 0, 08
0, 08 2, 08
)
(6.1)
Freie Doma¨ne. Es lag natu¨rlich nahe, in der Simulation einmal das zu tun, was man im
Experiment nicht kann: Einfach mal das Substrat weglassen. Dies ergibt die (rechnerisch
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bestimmte) dichteste Packung der Moleku¨le. Es ergeben sich verschiedene Einheitszellen,
ein typischer Wert fu¨r die Fla¨che der Einheitszelle und damit fu¨r den Fla¨chenbedarf eines
Moleku¨ls liegt bei 1,35 nm2. Die hier bestimmten Einheitszellen der dichtesten Packung von
Moleku¨len in einer Lage sind schiefwinklig; fu¨r eine quadratische EZ mit derselben Fla¨che
erga¨be sich eine Kantenla¨nge von 1,16 nm, also etwas gro¨ßer als die Kantenla¨nge einer (2
× 2)-U¨berstruktur auf NaCl(001).
6.4 Diskussion
Insgesamt ergibt sich aus den hier beschriebenen Experimenten und Rechnungen ein recht
vollsta¨ndiges und und in sich schlu¨ssiges Gesamtbild des Wachstums von DiMe-PTCDI
auf Alkalihalogenid(001)-Oberfla¨chen. Die fu¨r die ersten Experimente auf KBr(001) noch
recht spa¨rlichen Informationen konnten experimentell (durch den Wechsel zum verwandten
NaCl(001)-Substrat) und durch Rechnungen erga¨nzt werden. Alle weiteren Hinweise deuten
darauf hin, dass das urspru¨nglich postulierte Modell fu¨r DiMe-PTCDI auf KBr(001) korrekt
ist. Interessant sind aber auch die Ergebnisse fu¨r NaCl(001): Die molekularen Nanodra¨hte
sind stabiler als auf KBr, was sich auch in den Rechnungen zeigt. Die Bindungsenergie,
wohlgemerkt fu¨r eine Monolage der Moleku¨le (die experimentell zumindest bei Raumtem-
peratur nicht stabil beobachtet werden konnte), betra¨gt fu¨r NaCl -1.8 eV pro Moleku¨l, fu¨r
KBr nur -1.4 eV. Aus den Rechnungen ergibt sich außerdem eine nicht kommensurable
Struktur, da die (2 × 2)-U¨berstruktur auf NaCl(001) offenbar eine zu dichte Packung der
Moleku¨le erfordert. Dies la¨sst sich zwar experimentell nicht nachweisen, Hinweise darauf
finden sich aber in der Literatur:[47] Bei Experimenten auf Ag(110) ergibt sich eine a¨hnli-
che Brickwallstruktur in einer quadratischen Einheitszelle mit einer Kantenla¨nge von 1,19
nm. Diese Struktur wird in der Publikation als komprimiert bezeichnet, die Autoren geben
an, dass sie nur durch die starke chemische Wechselwirkung mit dem Silbersubstrat zustan-
dekommt. Insofern hat das eher schwach wechselwirkende NaCl wohl keine Chance, eine
U¨berstruktur mit einer quadratischen Einheitszelle von 1,13 nm zu bilden (dies entspra¨che
der (2 × 2)-U¨berstruktur). Unter diesen Gesichtspunkten wa¨re es sinnvoll, nochmal das
Substrat zu wechseln: NaBr hat eine Gitterkonstante von 598 pm, eine (2 × 2)-U¨berstruk-
tur sollte hier also optimal passen und die stabilsten DiMe-PTCDI-Nanodra¨hte aller Zeiten
produzieren. Also los...
Die in diesem Kapitel pra¨sentierten Ergebnisse sind zum Teil in [96] erschienen.
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7 Energiedissipation auf molekularer
Skala: PTCDA auf Ag(111)
Here I am once more in this scene of dissipation and vice, and I begin already
to find my morals corrupted.
J. Austen, Brief (1796)
7.1 Einleitung
Nach den ersten Ergebnissen zur Energiedissipation auf molekularer Skala (siehe Kap. 4)
blieben leider noch einige Fragen offen. Der Dissipationskontrast auf PTCDA-Kristalliten
auf KBr(001) konnten nicht wirklich u¨berzeugend erkla¨rt werden; das letztlich zur Erkla¨rung
herangezogene Modell verzichtet auf eine tatsa¨chliche Berechnung der Adha¨sionshysterese.
Unbefriedigend ist außerdem, dass die aufgestellte These, der Dissipationskontrast sei ein
Multilageneffekt, nicht belegt oder widerlegt werden kann, da auf KBr keine Monolagen
PTCDA beobachtet werden konnten.
Um diese offenen Fragen zu kla¨ren und generelle Mechanismen bei der Energiedissipation
an organischen Moleku¨len zu finden, wurde im folgenden ein anderer Ansatz gewa¨hlt: Die
Untersuchungen wurden nun an PTCDA auf Ag(111) durchgefu¨hrt, eins der beliebtesten
Modellsysteme[35, 37] fu¨r alle Untersuchungen an organischen Halbleitermoleku¨len. Zu die-
sem System gibt es eine riesige Fu¨lle an experimentellen und theoretischen Daten. So sind
zum Beispiel die Adsorptionsgeometrie, die elektronische Struktur und die Bindungsmechnis-
men sehr gut untersucht. Die bisherigen Kenntnisse u¨ber das System legten die Vermutung
nahe, dass hier ein Dissipationskontrast auf Grund einer Adha¨sionshysterese mo¨glich wa¨re.
Zudem war es wegen des großen Interesses an diesem System leicht mo¨glich, Unterstu¨tzung
aus der Theorie zu bekommen, um experimentelle Ergebnisse besser einordnen zu ko¨nnen.
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Abbildung 7.1: Adsorptionsgeometrie von PTCDA auf Ag(111), entnommen aus Ref. [39].
Die Gro¨ße der nahezu rechteckigen Einheitszelle betra¨gt 1,896 × 1,261 nm2.
Die Einheitszelle entha¨lt zwei Moleku¨le in herringbone-Anordnung auf unter-
schiedlichen Adsorptionspla¨tzen A und B. Das Moleku¨l ist im wesentlichen
u¨ber das pi-Elektronensystem des Perylenkerns an das Substrat gebunden.
Eine zusa¨tzliche chemische Bindung der Karbonsa¨ure-Sauerstoffe (rot) fu¨hrt
zu einer internen Verbiegung des Moleku¨ls.
In diesem Kapitel werden die mit dem FM-AFM erzielten experimentellen Ergebnisse zum
System PTCDA auf Ag(111) pra¨sentiert. Sowohl in der Topographie als auch in der Dissi-
pation konnte sub-molekularer Kontrast erzielt werden. Zuvor sollen kurz die wesentlichen
bisherigen Ergebnisse anderer Forschergruppen dargestellt werden.
PTCDA auf Ag(111)
PTCDA wa¨chst auf Ag(111) in einer kommensurablen U¨berstruktur.[47] Die Epitaxiematrix
dieser U¨berstruktur ist
C =
(
6 1
−3 5
)
. (7.1)
Das PTCDA bildet also eine nahezu rechteckige Einheitszelle, die in etwa der Einheitszel-
le in der (102)-Ebene der β-Kristallstruktur entspricht. Die La¨ngen der Kanten betragen
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Abbildung 7.2: Verbiegung der funktionellen Gruppen des PTCDA bei Adsorption auf
Ag(111), vgl.[36]. Eine chemische Bindung ans Substrat verbiegt die Kar-
bonsa¨ure-Sauerstoffe zum Substrat hin. Die verbogene funktionelle Gruppe
ko¨nnte ein Kandidat fu¨r Energiedissipation durch Adha¨sionshysterese sein.
1,896 nm und 1,261 nm. Die Einheitszellen enthalten jeweils zwei PTCDA-Moleku¨le in der
bekannten herringbone-Anordnung. Die Moleku¨le sind mit ihrem Massenschwerpunkt auf
Bru¨ckenpla¨tzen adsorbiert, wobei die Adsorptionspla¨tze jedoch unterschiedlich sind.[97, 39]
Abb. 7.1 zeigt die Adsorptionsgeometrie schematisch.
Die Bindung des Moleku¨ls zum Substrat ist chemischer Natur, die niedrigsten unbe-
setzten Moleku¨lorbitale (LUMO1 und LUMO+1) mischen mit elektronischen Zusta¨nden
des Ag(111)-Substrates. Diese Bindung ist im wesentlichen am Perylenkern des Moleku¨ls
lokalisiert. Zusa¨tzlich gibt es eine chemische Bindung der Karbonsa¨ure-Sauerstoffe zum Ag-
Substrat, was zu einer internen Verbiegung des Moleku¨ls fu¨hrt. Diese konnte experimentell
mit großer Genauigkeit bestimmt werden (siehe Abb. 7.2).[36, 98, 99] Wa¨hrend die Distanz
der Kohlenstoff-Atome zum Substrat 286 pm betra¨gt, sind die vier Karbonsa¨ure-Sauerstoffe
auf 268 pm zum Substrat hingebogen. Die beiden Anhydrid-Sauerstoffe sind etwas weiter
entfernt, 297 pm. Die Vermutung liegt nahe, dass diese verbogene funktionelle Gruppe
ein mo¨glicher Kanal fu¨r Energiedissipation in FM-AFM-Experimenten sein ko¨nnte. Eine
Adha¨sionshysterese durch spitzeninduziertes
”
Schalten“ der funktionellen Grupppe scheint
mo¨glich.
1engl. lowest unoccupied molecular orbital
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7.2 Experimentelle Ergebnisse
In allen hier vorgestellten Experimenten wurden Sub-Monolagen PTCDA auf eine zuvor
pra¨parierte Ag(111) Oberfla¨che aufgedampft. Die Bedeckungen lagen meist bei 0,3 bis 0,5
ML. Zum Messen wurden Cantilever vom Typ NCL-PPP benutzt mit Resonanzfrequenzen
von f0 ≈ 160 kHz und Federkonstanten von k = 30 - 40 N/m. Diese wurden mit Amplituden
von A = 20 nm betrieben. Die Frequenzverschiebungen sind im folgenden jeweils angegeben.
7.2.1 Topographie
PTCDA auf Ag(111) ist nicht ohne Grund eines der beliebtesten Modellsysteme fu¨r or-
ganische Moleku¨le auf Oberfla¨chen: Das Moleku¨l bildet bei Bedeckungen unterhalb einer
Monolage große, stabile Inseln, auf einer einmal pra¨parierten Probe kann u¨ber Wochen ge-
messen werden, und die Moleku¨le lassen sich spielend leicht mit guter Auflo¨sung abbilden.
Abb. 7.3 zeigt eine solche PTCDA-Insel auf Ag(111). Auf der Insel la¨sst sich leicht
(a) (b)
Abbildung 7.3: (a) PTCDA-Insel auf Ag(111) bei ∆ f = -0,5 Hz. Die Gro¨ße des Scans
betra¨gt 200 × 200 nm2. Die Ra¨nder der Insel erscheinen etwas diffus, ein
Hinweis auf mobile Moleku¨le am Rand der Insel. (b) In der Mitte der Insel
kann das PTCDA mit molekularer Auflo¨sung abgebildet werden bei ∆ f =
-2,5 Hz. Die Gro¨ße des Scans betra¨gt 50 × 50 nm2. Die Orientierung der
Moleku¨le kann nicht aufgelo¨st werden. Man erkennt jedoch, dass die Reihen
der Moleku¨le abwechselnd hell und dunkel erscheinen, sicherlich ein Effekt
der unterschiedlichen Adsorptionspla¨tze in der herringbone-Einheitszelle.
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Abbildung 7.4: Aufnahme eines 20 × 20 nm2 großen Bereiches auf einer PTCDA-Insel
bei verschiedenen Frequenzverschiebungen: (a) ∆ f = -2,5 Hz, (b) ∆ f =
-3 Hz, (c) ∆ f = -3,4 Hz. In allen Fa¨llen ist der molekulare Kontrast sehr
gut, die einzelnen Moleku¨le und ihre Orientierung ist leicht erkennbar. Je
gro¨ßer die Frequenzverschiebung, desto deutlicher wird ein zusa¨tzlicher, sub-
molekularer Kontrast, der sich auch jeweils in den Linienprofilen u¨ber ein
Moleku¨l zeigt: Jedes einzelne Moleku¨l besteht aus drei Maxima entlang
seiner La¨ngsachse, Ausdruck einer lokal sta¨rkeren Wechselwirkung in diesen
Bereichen des Moleku¨ls.
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auch in einem großen Bereich molekulare Auflo¨sung erzielen. Zwar ist die Orientierung der
Moleku¨le noch nicht zu erkennen, einzelne Moleku¨le in der herringbone-Anordnung mit
rechteckiger Einheitszelle sind aber gut auflo¨sbar, auch bei noch verha¨ltnisma¨ßig kleinen
Frequenzverschiebungen.
Dieser schon jetzt gute molekulare Kontrast la¨sst sich aber noch weiter treiben: Wa¨hlt
man kleinere Scanbreiche und gro¨ßere Frequenzverschiebungen, so wird die Orientierung
der Moleku¨le innerhalb der Einheitszelle sichtbar, je nach Frequenzverschiebung mit sub-
molekularem Kontrast auf den Moleku¨len. Abb. 7.4 zeigt drei Bilder desselben Bereiches
auf einer PTCDA-Insel bei unterschiedlichen Frequenzverschiebungen. Die herringbone-
Anordnung und die Orientierung der Moleku¨le sind in allen Fa¨llen leicht erkennbar; zusa¨tzlich
erscheinen bei den gro¨ßeren Frequenzverschiebungen die Enden und die Mitte des Moleku¨ls
heller. An diesen Stellen ist die Wechselwirkung mit der Spitze also offenbar sta¨rker. Eine
mo¨gliche Erka¨rung fu¨r diesen zusa¨tzlichen Kontrast wa¨re eine elektrostatische Wechsel-
wirkung durch eine geladene Spitze. Wie bekannt, ist PTCDA ein polares Moleku¨l, die
Sauerstoff-Enden sind leicht negativ geladen, was zu einer erho¨hten Wechselwirkung mit
einer positiv geladenen Spitze fu¨hren ko¨nnte. Ein solcher Effekt wurde fu¨r PTCDA-Moleku¨le
in der zweiten Lage auf Cu(111) mit dem FM-AFM schon beobachtet.[100] Dies erkla¨rt
jedoch nicht den dritten Peak in der Mitte des Moleku¨ls.
Ein anderer Erkla¨rungsansatz bezieht die chemische Bindung ans Substrat mit ein. Diese
ist im wesentlichen in der Mitte (am Perylenkern) und an den Karbonsa¨ure-Sauerstoffen
lokalisiert. Durch die bessere elektronische Kopplung an das Substrat ko¨nnte es sein, dass
an diesen Stellen die Austrittsarbeit und damit die Kontaktpotentialdifferenz Ucpd lokal
vera¨ndert ist. In unseren Experimenten wird zwar eine Biasspannung angelegt, um die Kon-
taktpotentialdifferenz auszugleichen; dies geschieht jedoch global vor Beginn der eigentli-
chen Experimente, der eingestellte Wert wird wa¨hrend der Messung nicht mehr vera¨ndert.
Eine kleine, lokale A¨nderung der Kontaktpotentialdifferenz wu¨rde also an dieser Stelle zu
einer zusa¨tzlichen attraktiven Kraft fu¨hren, die einen zusa¨tzlichen Kontrast wie den beob-
achteten ermo¨glichen ko¨nnte.
Die ideale Methode, dies na¨her zu untersuchen, wa¨re die KPFM-Variante des FM-AFM
(siehe Abschnitt 2.2.2), bei der ein zusa¨tzlicher Regelkreis in jedem Punkt die Biasspannung
so einstellt, dass die Kontaktpotentialdifferenz abgeglichen ist. In der Tat konnte mit dieser
Methode schon sub-molekularer Kontrast im Kelvin-Signal erzielt werden, allerdings fu¨r
etwas gro¨ßere Lander-Moleku¨le.[101]
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7.2.2 Dissipation
All diese vorher gezeigten Topographie-Aufnahmen haben eines gemeinsam: In allen Mes-
sungen wurde zwar auch das Dissipationssignal mit aufgezeichnet, dort zeigte sich aber
nicht der geringste Kontrast. Warum nicht, wird spa¨ter noch diskutiert werden; zuna¨chst
aber sollen die Messungen pra¨sentiert werden, in denen tatsa¨chlich ein Kontrast in der
Dissipation festgestellt werden konnte.
Ab und zu konnte schon in U¨bersichtsbildern ein Kontrast in der Dissipation festge-
stellt werden, und zwar zwischen PTCDA-Inseln und Bereichen unbedeckten Silbers. Abb.
7.5 zeigt Topographie- und Dissipationssignal eines solchen U¨bersichtsbildes, das mit ei-
ner Frequenzverschiebung von ∆ f = -2,5 Hz aufgenommen wurde. Die PTCDA-bedeckten
Bereiche erscheinen im Dissipationskanal dunkler, die Dissipation ist also geringer. Welche
nicht konservative Wechselwirkung die Dissipation hervorruft, ist nicht klar; der Kontrast
zwischen Silber und PTCDA wa¨re aber dadurch erkla¨rbar, dass der Dissipationsprozess
durch die Wechselwirkung zwischen der Spitze und dem Silbersubstrat bestimmt ist. Die
”
Abschirmung“ durch den Moleku¨lfilm wa¨re fu¨r die geringere Dissipation auf den PTCDA-
Inseln verantwortlich.
Dissipationskontrast konnte aber auch in hochauflo¨senden Bildern auf den PTCDA-Inseln
(a) (b)
PTCDA
Ag
PTCDA
Ag
Abbildung 7.5: Topographie (a) und Dissipation (b) einer mit PTCDA bedeckten Ag(111)-
Oberfla¨che bei ∆ f = -2,5 Hz. Die Gro¨ße der Scans betra¨gt 200 × 200 nm2.
Es zeigt sich ein Materialkontrast zwischen PTCDA und Silber: U¨ber der
Moleku¨linsel ist die Dissipation geringer.
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(a) (b)
Abbildung 7.6: Topographie (a) und Dissipation (b) auf einer PTCDA-Insel bei ∆ f = -16
Hz. Die Gro¨ße der Scans betra¨gt 10 × 10 nm2. Die Bilder zeigen moleku-
laren Kontrast sowohl in der Topographie als auch in der Dissipation. Die
Auflo¨sung in der Topographie ist jedoch nicht gut, die Lage der Moleku¨le
innerhalb der Einheitszelle ist nicht genau zu bestimmen. Pro Einheitszelle
treten in der Dissipation vier Maxima auf, von denen eines (blau markiert)
etwas weniger ausgepra¨gt ist als die anderen drei (schwarz).
erzielt werden, wie in Abb. 7.6 zu sehen. Der Kontrast in der Topographie ist hier nicht
besonders gut, zumindest verglichen mit Abb. 7.4. Immerhin ist die herringbone-Einheitszelle
klar erkennbar, auch wenn hier nur das eine der beiden Moleku¨le deutlich sichtbar ist. Die
Lage der Moleku¨le ist jedoch allein aus dieser Abbildung nicht zu bestimmen.
Zeichnet man eine Einheitszelle im Topographiebild ein und u¨bertra¨gt sie ins Dissipati-
onsbild, so erkennt man dort insgesamt vier Maxima der Dissipation pro Einheitszelle, also
zwei pro Moleku¨l. Eines der vier erscheint hierbei etwas dunkler als die anderen.
Wie bestimmt man nun die Lage der Moleku¨le genauer? Der zuvor beobachtete Kontrast
tritt bei einer Frequenzverschiebung von ∆ f = -16 Hz auf. Bei kleineren Frequenzverschie-
bungen gibt es keinen Dissipationskontrast, dafu¨r aber zumindest etwas besseren Kontrast
in der Topographie, der es erlaubt, die Lage des einen Moleku¨ls der Einheitszelle mit einiger
Sicherheit anzugeben. In Abb. 7.7 wurde im Bild die Frequenzverschiebung zwischen ∆ f
= -12 Hz und ∆ f = -16 Hz umgeschaltet. Man zeichnet nun im Bereich der kleineren
Frequenzverschiebung die Moleku¨le ein, setzt die Einheitszelle periodisch fort und u¨bertra¨gt
sie ins Dissipationsbild. Es zeigt sich, dass Dissipation an den kurzen Enden der Moleku¨le
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Abbildung 7.7: Versuch der genaueren Bestimmung der Lage der Moleku¨le. (a) und (b) zei-
gen die Topographie, (c) die Dissipation. Hier wurde etwa nach der Ha¨lfte
des 10 × 10 nm2 großen Scans die Frequenzverschiebung von ∆ f = -12 Hz
auf ∆ f = -16 Hz umgeschaltet. Bei kleinerer Frequenzverschiebung (oben
in den Bildern) sind die Moleku¨le in der Topographie etwas besser zu unter-
scheiden, wenn auch in der Dissipation kein signifikanter Kontrast vorliegt.
Der Kontrast in der Topographie erlaubt es, die Moleku¨le einzuzeichnen,
wie in (b) gezeigt. Setzt man diese Struktur periodisch fort und u¨bertra¨gt
sie ins Dissipationsbild, so zeigt sich, dass die Dissipation an den kurzen
Enden der Moleku¨le maximal ist.
Abbildung 7.8: Einheitszellen-gemitteltes Bild (10 × 10 nm2) der Dissipation an PTCDA
bei ∆ f = -16 Hz. Die mutmaßliche Lage der Moleku¨le ist mit Rechtecken
markiert. Innerhalb des gru¨nen Rechtecks ist der eine Dissipationspeak we-
niger ausgepra¨gt. Die Linienprofile u¨ber die beiden Moleku¨le zeigen deutlich
diese Asymmetrie. Die pro Schwingungszyklus dissipierten Energien sind mit
mehr als 1 eV recht groß.
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maximal ist.
Zur genaueren Auswertung wurde nun ein Einheitszellen-gemitteltes Bild der Dissipati-
onsdaten bei ∆ f = -16 Hz erzeugt. Dies sorgt fu¨r ein besseres Signal-Rausch-Verha¨ltnis.
Abb. 7.8 zeigt dieses Bild und Linienprofile u¨ber die beiden verschiedenen Moleku¨le. Die
pro Schwingungszyklus dissipierte Energie ist mit etwa 1,5 eV in den Maxima recht groß,
verglichen zum Beispiel mit den Werten fu¨r PTCDA auf KBr(001) (vgl. Kap. 4); hier lagen
die beobachteten Energien unter 1 eV/cycle.
7.3 Diskussion
Die Lage der Maxima in der Dissipation passt zu der am Anfang dieses Kapitel gea¨ußerten
Vermutung, die verbogenen funktionellen Gruppen der Moleku¨le ko¨nnten einen Einfluss auf
den Dissipationkontrast haben. Inwiefern kann diese Erkla¨rung des Dissipationskontrastes
durch weitere U¨berlegungen und Daten gestu¨tzt werden?
Gro¨ßenordnung
Die Gro¨ßenordnung der dissipierten Energie passt zu einem Prozess, bei dem das Schaffen
und Zersto¨ren chemischer Bindungen eine Rolle spielt. A¨hnlich hohe Energien werden zum
Beispiel in Ref. [22] fu¨r die Energie angegeben, die durch die Adha¨sionshysterese einer
AFM-Spitze auf einer rekonstruierten Germanium-Oberfla¨che dissipiert wird. Ein Prozess,
bei dem die Spitze beim Anna¨hern wa¨hrend eines Oszillationszyklus’ chemisch an eines der
Sauerstoff-Atome bindet und diese Bindung beim Zuru¨ckfahren der Spitze wieder aufreißt,
scheint also mo¨glich.
Experimentelle Hinweise: Tieftemperatur-STM
Kurz nach Abschluss der Experimente zur Dissipation von PTCDA auf Ag(111) stellten
Temirov et al. eine Tieftemperatur(LT)-STM-Arbeit am selben System vor.[38] Durch die
große Stabilita¨t bei tiefen Temperaturen gelang es ihnen, die STM-Spitze genau platziert
u¨ber einem Karbonsa¨ure-Sauerstoff anzuna¨hern. Bei Unterschreiten einer kritischen Distanz
von etwa 0,22 nm steigt die gemessene Tunnelleitfa¨higkeit zwischen Spitze und Probe dra-
stisch an, was durch eine chemische Bindung zwischen der Silber-terminierten Tunnelspitze
und dem Sauerstoffatom des PTCDA-Moleku¨ls erkla¨rbar ist. Bei weiterer Anna¨herung der
Spitze bleibt die Leitfa¨higkeit auf unvera¨ndert hohem Niveau; zieht man die Spitze zuru¨ck,
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Abbildung 7.9: Hysterese der Tunnelleitfa¨higkeit bei LT-STM-Experimenten an PTCDA auf
Ag(111). Na¨hert man die Tunnelspitze u¨ber einem Karbonsa¨ure-Sauerstoff
an, so erho¨ht sich bei Unterschreiten einer kritischen Distanz die Leitfa¨hig-
keit drastisch, beim Zuru¨ckziehen der Spitze bricht sie dann bei einem an-
deren Abstand wieder ein. Erkla¨rt wird dies durch das Bilden und Aufreißen
einer chemischen Bindung zwischen dem Moleku¨l und der Ag-terminierten
Spitze u¨ber das Sauerstoff-Atom. Die Abbildung stammt aus Ref.[38].
so reißt bei einer anderen kritischen Distanz von etwa 0,33 nm die Bindung wieder auf, und
die Leitfa¨higkeit fa¨llt schlagartig auf den urspru¨nglichen Wert.
Abb. 7.9 zeigt diese
”
Hysterese“ der Leitfa¨higkeit. Dieses Experiment liefert eine sehr gute
Erkla¨rung des beobachteten Dissipationskontrastes. Eine solche Adha¨sionshysterese u¨ber
den Karbonsa¨ure-Sauerstoffen beim Anna¨hern und Zuru¨ckziehen der AFM-Spitze wu¨rde die
erho¨hte Dissipation in diesen Bereichen des Moleku¨ls erkla¨ren. Das Bilden und Aufreißen
einer chemischen Bindung wu¨rde in diesem Fall nicht nur einmal kontrolliert, wie im LT-
STM-Experiment, sondern 160000 mal pro Sekunde stattfinden.
Theorie: DFT-Rechnungen
Auch aus der Theorie gibt es Hinweise, die das aus den experimentellen Daten vorgeschlage-
ne Modell unterstu¨tzen. Hierbei gab es eine Kooperation mit den Theoretikern Rube´n Pe´rez
und Wojciech Kaminski von der Universidad Auto´noma in Madrid. Die beiden erstellten in
einer DFT-Rechnung zuna¨chst ein mo¨glichst realita¨tsnahes Modell der PTCDA-Moleku¨le
auf der Ag(111)-Oberfla¨che. Dann wurden in einer Simulation eine modellierte AFM-Spitze
an zwei verschiedenen Positionen auf die Moleku¨le zu- und wieder weg bewegt, wobei nach
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Abbildung 7.10: Adha¨sionshysterese einer Silizium-Spitze an zwei Positionen u¨ber einem
PTCDA-Moleku¨l, berechnet mit DFT. Wa¨hrend die
”
approach“- und
”
re-
tract“-Kurven u¨ber dem Kohlenstoffatom fast u¨bereinander liegen, weisen
die Kurven u¨ber dem Anhydrid-Sauerstoff eine deutliche Hysterese auf. Die
Fla¨che zwischen den Kurven, die der dissipierten Energie entspricht, be-
tra¨gt (grob abgescha¨tzt) etwa 2 eV, also etwas mehr als im Experiment
beobachtet. Aus [102].
jedem Schritt das gesamte System relaxieren konnte. Nach jedem Schritt wurde außerdem
die Kraft zwischen Spitze und Probe berechnet.
Abb. 7.10 zeigt die Ergebnisse dieser Simulation. U¨ber dem Anhydrid-Sauerstoff wird
eine deutliche Hysterese der Kraft-Abstands-Kurve sichtbar, wa¨hrend die Kurven u¨ber dem
Kohlenstoff-Atom fast u¨bereinander liegen. Die zwischen den Kurven eingeschlossene Fla¨che
betra¨gt grob abgescha¨tzt etwa 3×10−19 Nm, dies entspra¨che also einer dissipierten Energie
von fast 2 eV/cycle. Dies ist etwas mehr als im Experiment beobachtet, was aber dadurch
erkla¨rbar ist, dass die Simulation bei einer Temperatur von 0 K gerechnet ist. Ho¨here
Temperaturen sollten eine geringere Dissipation bewirken.
Weiterhin bemerkenswert ist, dass die Adha¨sionshysterese zu einem großen Teil im re-
pulsiven Bereich der Kraft zwischen Spitze und Probe liegt. Dies beinhaltet zugleich eine
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Abbildung 7.11: Beispiel fu¨r eine chemische Kraft zwischen Spitze und Probe und die daraus
resultierende Frequenzverschiebung. FM-AFM-Messungen sind im Bereich
positiver Steigung mo¨glich; ist die Kraft repulsiv, so befindet man sich im
entsprechenden Abstand in jedem Fall im falschen Bereich. Ga¨be es nur
die chemische Wechselwirkung, wa¨re es fu¨r PTCDA auf Ag(111) nicht
mo¨glich, Kontrast im Dissipationssignal zu beobachten.
mo¨gliche Antwort auf die Frage: Warum sieht man nur manchmal Kontrast in der Dissipa-
tion, und warum nicht auch mal dann, wenn der Kontrast in der Topographie so exzellent
ist, wie im ersten Teil des Kapitels gezeigt (vgl. Abb. 7.4)?
Zur Erkla¨rung dessen sollen noch einige U¨berlegungen und Skizzen helfen. Man muss sich
zuna¨chst noch einmal klar machen, dass die Simulation nur fu¨r ein kleines Silizium-Cluster
durchgefu¨hrt ist, sie beschreibt also nur die kurzreichweitigen chemischen Kra¨fte. Abb. 7.11
zeigt eine solche chemische Kraft und die daraus resultierende Frequenzverschiebung (siehe
Gl. 2.12). Eine repulsive chemische Kraft resultiert in jedem Fall in einer Frequenzverschie-
bung im
”
falschen“ Bereich der ∆ f (z)-Kurve, d.h. in dem Bereich, in dem die Regelung
nicht arbeiten kann. Tritt also Dissipation nur im repulsiven Bereich der Kraft auf, so ko¨nnte
sie, ga¨be es nur die kurzreichweitige chemische Kraft, in diesem Fall nicht beobachtet wer-
den. Die langreichweitigen vdW-KRa¨fte sind jedoch ebenfalls zu beru¨cksichtigen, sie sind
schließlilch immer vorhanden. Es kommt nun also darauf an, wie groß die attraktive Kraft
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Abbildung 7.12: Je nach mesoskopischer Form der Spitze ist auch der Anteil der vdW-Kra¨fte
verschieden groß. (a) ∆ f (z)-Kurve fu¨r eine scharfe Spitze, d.h. mit klei-
nem Spitzenradius. Der Punkt, an dem (im repulsiven Bereich) Dissipation
einsetzt, liegt nicht im messbaren Bereich. (b) Vergleich der Spitze aus
(a) mit einer stumpfen Spitze, der Spitzenradius ist hier 4,5 mal gro¨ßer.
Der Punkt, an dem Dissipation einsetzt, liegt nun im messbaren Bereich,
die Frequenzverschiebungen sind hier wesentlich gro¨ßer. Die
”
beliebigen
Einheiten“ fu¨r ∆ f sind so gewa¨hlt, dass sie in etwa den experimentell be-
obachteten Frequenzverschiebungen in Hz entsprechen.
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ist. Diese wird durch die mesoskopische Form der Spitze bestimmt; je scha¨rfer die Spitze,
desto geringer die vdW-Kraft.
Abb. 7.12 soll verdeutlichen, welchen Einfluss dies auf die Messung haben kann. Zuna¨chst
ist die Frequenzverschiebung auf Grund der vdW-Kraft einer scharfen Spitze gezeigt und
zur Frequenzverschiebung der chemischen Kraft addiert. Nimmt man nun an, dass ab einem
bestimmten Punkt im repulsiven Teil der ∆ fchem-Kurve Dissipation auftritt, so wird deut-
lich, dass bei Addition einer kleinen attraktiven Kraft dieser Punkt auf der im Experiment
beobachteten ∆ f (z)-Kurve immer noch in einem Bereich liegt, in dem die Regelung nicht
arbeiten kann.
Fu¨r eine stumpfe Spitze ist die Situation anders: Hier ko¨nnen die attraktiven vdW-Kra¨fte
tatsa¨chlich so groß sein, dass die Messung in einem Bereich mo¨glich wird, in dem auch die
Dissipation einsetzt. In den im Abschnitt
”
Dissipation“ beschriebenen Experimenten war die
Spitze offenbar stumpf genug, was sich auch in der deutlich ho¨heren Frequenzverschiebung
bei ansonsten gleichen experimentellen Parametern niederschla¨gt. Eine Frequenzverschie-
bung von -16 Hz ha¨tte in den unter
”
Topographie“ beschriebenen Experimenten unweiger-
lich zum Crash der Spitze gefu¨hrt. Man sieht aber auch, dass eine stumpfe Spitze nicht
unbedingt bedeuten muss, dass eine Abbildung der Oberfla¨che mit hoher Auflo¨sung nicht
mo¨glich ist: Fu¨r den Kontrast in der Topographie sind die kurzreichweitigen chemischen
Kra¨fte verantwortlich. Es hilft zwar, wenn diese Kra¨fte nicht durch einen riesigen Hinter-
grund langreichweitiger Kra¨fte u¨berlagert sind, eine Abbildung der Oberfla¨che mit halbwegs
guter Auflo¨sung in der Topographie kann aber dennoch mo¨glich sein.
Fazit
Insgesamt ergibt sich ein durchaus vollsta¨ndiges und u¨berzeugendes Gesamtbild der ver-
schiedenen Experimente am System PTCDA auf Ag(111). Die experimentellen Ergebnis-
se passen in den Kontext der zahlreichen experimentellen und theoretischen Vorarbeiten
anderer Forschergruppen. Auch die DFT-Rechnungen der kooperierenden Theoriegruppe
besta¨tigen das vorgeschlagene Erkla¨rungsmodell fu¨r den Dissipationskontrast und konn-
ten in der Frage, warum man manchmal auch gar keinen Dissipationskontrast sieht, zur
Kla¨rung beitragen. Einzig die Asymmetrie des Dissipationsbildes kann nicht abschließend
erkla¨rt werden; warum ein Dissipationspeak jeder Einheitszelle kleiner ist als die anderen,
bleibt unklar und ist wahrscheinlich ein Artefakt der Messung mit einer asymmetrischen
Spitze, ein generelles Problem aller Rastersondenmethoden.
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8 Zusammenfassung
Das ist ein bisschen mehr Information, als ich mir gewu¨nscht ha¨tte.
Mia Wallace, Pulp Fiction
Energiedissipation an Moleku¨lkristallen
Dampft man PTCDA-Moleku¨le auf KBr(001) auf, so zeigt sich reines Inselwachstum. Auf
U¨bersichtsbildern sind Moleku¨lkristallite mit einer Ho¨he von mindestens drei Moleku¨llagen
zu sehen, dazwischen la¨sst sich das KBr-Substrat mit atomarer Auflo¨sung abbilden. Auf der
obersten Lage der PTCDA-Kristallite ist die Abbildung der Moleku¨le mo¨glich. Molekulare
Auflo¨sung zeigt sich nicht nur im Topographiesignal, sondern auch in der Dissipation. Hier
ha¨ngt der beobachtete Kontrast kritisch von der gewa¨hlten Frequenzverschiebung ab.
• Bei großen Frequenzverschiebungen ist das Dissipationssignal zwischen den Moleku¨len
erho¨ht. Dies ist durch die erho¨hte Wechselwirkung der AFM-Spitze mit allen umlie-
genden Moleku¨len erkla¨rbar. Direkt auf einem Moleku¨l, d.h. auf einem Maximum in
der Topographie, ist die Spitze im Wesentlichen mit nur diesem Moleku¨l in Wechsel-
wirkung, daher ist die Dissipation an diesen Stellen geringer.
• Bei moderaten Frequenzverschiebungen ist der Kontrast im Dissipationssignal ge-
genu¨ber der Topographie nicht invertiert, sondern die Maxima sind gegeneinander
verschoben. Die Verschiebung betra¨gt etwa 0,2 nm entlang der langen Achse der
rechteckigen PTCDA-herringbone-Einheitszelle. Dies la¨sst sich durch den Einfluss der
na¨chstfolgenden PTCDA-Lage verstehen, die ebenfalls gegenu¨ber der unteren Lage
verschoben ist. Ein Effekt der na¨chstfolgenden Lage la¨sst sich durch eine Modellrech-
nung basierend auf empirischen Potentialen belegen.
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Ehrlich-Schwoebel-Effekt fu¨r organische Moleku¨le
Mit Hilfe empirischer Potentiale lassen sich die Energiebarrieren fu¨r die Diffusion und
die U¨berquerung von Stufenkanten fu¨r ein einzelnes PTCDA-Moleku¨l auf einer gro¨ßeren
PTCDA-Oberfla¨che, modelliert durch drei bzw. dreieinhalb molekulare Lagen in kristalliner
Anordnung, berechnen. Die entsprechenden Barrieren werden mit Hilfe des nudged ela-
stic band -Algorithmus zwischen a¨quivalenten, benachbarten Positionen minimaler Energie
berechnet. Im Falle der Diffusionsbarriere liegen Anfangs- und Endpunkt des elastischen
Bandes innerhalb derselben molekularen Lage, im Falle der Stufenkantenbarriere fu¨hrt der
Pfad zum Endpunkt u¨ber eine Stufenkante hinweg auf die na¨chstho¨here Lage. Es ergeben
sich Energiebarrieren von ED = 80 meV fu¨r die Diffusion und ES = 750 meV fu¨r die
U¨berquerung der Stufenkante. Diese Werte sind im Einklang mit indirekten experimentellen
Hinweisen.
Organische Nanodra¨hte
DiMe-PTCDI-Moleku¨le wachsen auf den Alkalihalogenid-Oberfla¨chen KBr(001) und
NaCl(001) zu drahtartigen Strukturen, die jeweils entlang der [110]-Richtung des Sub-
strates orientiert sind. Form und Erscheinungsbild dieser organischen Nanodra¨hte sind zwar
fu¨r beide Substrate recht a¨hnlich, im Detail gibt es jedoch Unterschiede.
• Auf KBr(001) sind die Dra¨hte sehr instabil und mobil auf dem Substrat. Sie wach-
sen meist zwischen Stufenkanten, welche die Strukturen stabilisieren, oder zwischen
anderen Dra¨hten. Eine Abbildung der Dra¨hte mit molekularer Auflo¨sung ist nicht
mo¨glich, aufgrund verschiedener U¨berlegungen wird eine (2 × 2)-U¨berstruktur mit
brickwall-Anordnung der Moleku¨le vermutet.
• Auf NaCl(001) sind die Dra¨hte deutlich stabiler, Stufenkanten zur Stabilisierung sind
hier nicht notwendig. Auf den drahtartigen Inseln ko¨nnen molekulare Reihen aufgelo¨st
werden.
• Mit Hilfe von Rechnungen und Simulationen auf Basis empirischer Potentiale und
elektrostatischer Wechselwirkung lassen sich weitere Erkenntnisse gewinnen. Opti-
miert man die molekulare Anordnung fu¨r gro¨ßere Doma¨nen auf beiden Substraten,
findet man fu¨r NaCl eine ho¨here Bindungsenergie pro Moleku¨l als fu¨r KBr (ENaCl =
-1,8 eV, EKBr = -1.4 eV). Auf beiden Substraten sind die einzelnen Moleku¨le parallel
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zur [110]-Substratrichtung orientiert. Es ergeben sich folgende Epitaxiematrizen:
CKBr =
(
2 0
0 2
)
und CNaCl =
(
2, 08 0, 08
0, 08 2, 08
)
(8.1)
Fu¨r KBr(001) besta¨tigen also die Simulationen die vermutete (2 × 2)-U¨berstruktur.
Fu¨r NaCl ist das Wachstum (laut Simulation) inkommensurabel, da eine (2 × 2)-
U¨berstruktur zu dicht gepackt wa¨re. Die experimentell beobachtete ho¨here Stabilita¨t
der organischen Nanodra¨hte auf NaCl spiegelt sich in der ho¨heren Bindungsenergie
wieder.
Energiedissipation auf molekularer Skala
Am System PTCDA auf Ag(111) lassen sich (leider nicht in derselben Messung!) Topogra-
phie und Energiedissipation im FM-AFM mit submolekularer Auflo¨sung messen.
• Unter bestimmten Bedingungen lassen sich extrem hochauflo¨sende Topographiebil-
der der Moleku¨le aufnehmen. Hier erscheinen die Mitte und die kurzen Enden der
Moleku¨le heller, weisen also eine gro¨ßere Kraftwechselwirkung mit der abbildenden
AFM-Spitze auf. Die wahrscheinlichste Erkla¨rung hierfu¨r ist eine lokal vera¨nderte
elektrostatische Wechselwirkung an diesen Stellen; wie aus anderen Untersuchungen
bekannt, ist dort auch die chemische Bindung zum Substrat lokalisiert, was eine solche
A¨nderung plausibel erscheinen la¨sst.
• Unter bestimmten Bedingungen erscheinen im Dissipationsbild die kurzen Enden der
PTCDA-Moleku¨le heller, die Dissipation ist also an den Sauerstoffgruppen erho¨ht.
Dies la¨sst sich einer Adha¨sionshysterese zuordnen, bei der beim Anna¨hern der Spitze
wa¨hrend eines Oszillationszyklus’ kurzzeitig eine chemische Bindung zu den Sauer-
stoffgruppen hergestellt und beim Zuru¨ckschwingen der Spitze wieder aufgebrochen
wird. Dieser nicht konservative Prozess, ein spitzeninduziertes
”
Schalten“ der funk-
tionellen Gruppe, sorgt fu¨r eine erho¨hte Energiedissipation.
Fazit
Im Rahmen dieser Arbeit konnten in verschiedenen Bereichen der Grundlagenforschung auf
dem Gebiet der molekularen Elektronik Ergebnisse erzielt werden, die diesen Forschungs-
zweig hoffentlich ein Stu¨ck weiterbringen. Durch das Zusammenbringen von FM-AFM-
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Messungen einerseits und einfachen molekularen Kraftfeldrechnungen andererseits konnte
in allen Fa¨llen eine halbwegs vollsta¨ndige Beschreibung des jeweiligen Systems gewonnen
werden.
Zum Schluss soll noch einmal der Wissenschaftsphilosoph Alfred Nordmann zu Wort
kommen, mit dessen Worten die Einleitung zu dieser Arbeit begann. Im weiteren Ver-
lauf des dort zitierten Interviews sagt Nordmann u¨ber die
”
Nanoforscher“:
”
Die sehen in
der Nanotechnologie eine enorme Chance, die eigene Arbeit fortzufu¨hren, aber auch neue
Arbeitsmo¨glichkeiten zu erschließen. Ich glaube, man darf nicht unterscha¨tzen, dass Nano-
technologie enorm viel Spaß macht. Das Gleichgewicht zwischen Experimentieren und dem
Generieren von Erkla¨rungen aus dem Schatz der schon zur Verfu¨gung stehenden Theorien
ist gerade richtig. Da kann man zu einem befriedigenden Abschluss kommen und zu einem
neuen Projekt u¨bergehen.“[1]
Dem bleibt wohl nichts hinzuzufu¨gen.
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A Anhang: Experimentelle Details
Nur wenn man das kleinste Detail im Griff hat, kann man pra¨zise arbeiten.
Niki Lauda zugeschrieben
In diesem Anhang sollen gesammelt noch einige experimentelle Details beschrieben wer-
den, deren genaue Erla¨uterung an anderer Stelle zu weit gefu¨hrt ha¨tte; dort ist die Darstel-
lung auf die wissenschaftlichen Ergebnisse beschra¨nkt.
A.1 Probenpra¨paration
A.1.1 Isolatorproben
Die Isolatorproben, KBr(001) und NaCl(001), werden durch Spalten im UHV hergestellt.
Hierzu werden kleine Klo¨tze des Materials an Luft abgespalten (etwa 4 x 6 x 10 mm3)
und auf einen Omicron-Probentra¨ger geklebt, der hierzu verwendete Kleber ist vom Typ
H21-D der Firma EpoTek. Die so vorbereitete Probe wird in die Schleuse gebracht und
diese u¨ber Nacht bei etwa 130◦C geheizt, um auf der Probe und dem Tra¨ger adsorbiertes
Wasser zu entfernen. Einer der Pla¨tze in der Schleuse ist als Spaltplatz ausgelegt, dort
gibt es ein Edelstahlpla¨ttchen zum Auflegen des Isolatorklotzes. Dann kann mit einer am
von oben kommenden Wobblestick befestigten Rasierklinge (Wilkinson) ein Stu¨ck des Kri-
stalls abgespalten werden. Die Probe wird anschließend noch einmal bei 150◦C auf dem
Pra¨zisionsmanipulator geheizt, um das Abfließen gefangener Ladungen zu erleichtern (siehe
Abschnitt 2.2.2).
Isolatorproben sind sehr empfindlich gegenu¨ber in der Kammer herumfliegenden Ladun-
gen. Daher sollte darauf geachtet werden, alle mo¨glichen Ionen- und Elektronenquellen
auszuschalten, wenn an Isolatorproben gearbeitet wird. Hierzu geho¨ren auch die Ionisati-
onsmanometer zur Druckmessung.
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A.1.2 Ag(111)
Saubere Ag(111)-Oberfla¨chen werden durch mehrere Zyklen des Sputterns und Annealens
(thermischen Ausheilens) eines Silber-Einkristalls mit entsprechender Orientierung pra¨pa-
riert. Folgende Parameter sorgen hier fu¨r eine ausreichend saubere Oberfla¨che:
• Sputtern fu¨r 5 min bei einer Beschleunigungsspannung von 2 kV und einem Ionen-
strom von 25 µA/cm2 auf der Probe
• Heizen der Probe fu¨r 1 h bei einer Temperatur von 800 K.
Diese Arbeitsschritte werden zwei- bis dreimal wiederholt.
A.2 Cantilever
In der vorliegenden Arbeit wurden Cantilever der Firma Nanosensors verwendet, und zwar
die Typen PPP-NCHR, PPP-NCH und PPP-NCL.
PPP steht hier fu¨r point probe plus, die Firma Nanosensors bezeichnet hiermit Cantilever
mit einem typischen Spitzenradius von R < 10 nm. Erha¨ltlich sind auch Cantilever vom
Typ SSS (super sharp silicon) mit Spitzenradien von R < 2 nm, hiermit konnte aber keine
bessere Performance festgestellt werden, so dass der gu¨nstigere Preis hier den Ausschlag
zugunsten der PPP-Cantilever gab.
NC steht fu¨r non-contact (anstatt der genaueren Bezeichnung FM-AFM ist auch die
Bezeichnung Non-contact-AFM, kurz NCAFM, gebra¨uchlich).
H steht fu¨r eine hohe Resonanzfrequenz, etwa 270 – 300 kHz,
L entsprechend fu¨r eine niedrige Resonanzfrequenz, etwa 140 – 170 kHz.
R steht fu¨r eine Reflexionsbeschichtung; diese war vor Einbau der Superlum-LED no¨tig,
um eine ausreichende Intensita¨t des Lichtzeigers am Vierquadranten-Detektor zu erzielen.
Die Cantilever wurden nach dem Einschleusen u¨ber Nacht bei etwa 130◦C geheizt, um
darauf adsorbiertes Wasser zu desorbieren; weitere spezielle Maßnahmen zur Pra¨paration
wurden nicht durchgefu¨hrt.
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A.3 Bestimmung von Gu¨te und Amplitude
Gu¨te und Amplitude sind wichtige experimentelle Parameter. Vor allem dann, wenn man
tatsa¨chlich quantitative Ergebnisse fu¨r dissipierte Energien erhalten will, ist die mo¨glichst
genaue Bestimmung dieser Werte notwendig.
Gu¨te Die Gu¨te eines getriebenen, harmonischen Oszillators ist gleich der Resonanzfre-
quenz geteilt durch die volle Halbwertsbreite der Lorentz-fo¨rmigen Energie-Frequenz-Kurve.
Zur experimentellen Bestimmung der Gu¨te gibt man eine bestimmte Anregungsspannung
auf den Anregungspiezo, fa¨hrt deren Frequenz in einem sinnvollen Bereich um die Resonanz-
frequenz durch und misst die Amplitude des Cantilevers in Abha¨ngigkeit von der Frequenz.
Die Amplituden-Werte mu¨ssen nun quadriert werden (die Energie ist proportional zum Qua-
drat der Amplitude), dann kann man eine Lorentzkurve anfitten (siehe Abb. A.1) und die
Gu¨te berechnen.
Amplitude Die Messung der Amplitude geschieht u¨ber die Messung der Photostro¨me auf
den Quadranten des Photodetektors, die durch Strom-Spannungs-Konverter in Spannungen
umgewandelt werden. Die EasyPLLplus-Elektronik gibt dann die Wurzel des Mittelwertqua-
161160 161180 161200 161220
0.00
0.02
0.04
0.06
0.08
0.10
0.12
0.14
0.16
A
²
(a
rb
.
u
n
it
s
)
Frequenz (Hz)
FWHM = 4,50 Hz
f = 161184 Hz0
Q = 35820
Abbildung A.1: Bestimmung der Gu¨te eines Cantilevers aus seiner Resonanzkurve.
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Abbildung A.2: Bestimmung der Amplitude nach Ref.[103]. In diesem Fall entsprechen also
0,6 V einer echten Amplitude von 12 nm, denn 1,6 V ≈ 22/3 · 1,0 V
drats der oszillierenden Spannung als Amplitude aus. Diese Spannung ist also proportional
zur echten Amplitude des Cantilevers, mit einem fu¨r jeden Cantilever neu zu bestimmenden
Proportionalita¨tsfaktor.
Die Bestimmung der echten Amplitude beruht auf der normalisierten Frequenzverschie-
bung (siehe Gl. 2.11).[103] Aus dieser Gleichung geht hervor: Fu¨r bestimmte Paare von
Frequenzverschiebung und Amplitude (∆ f1, A1) bzw. (∆ f2, A2) ist der untere Umkehr-
punkt der Schwingung des Cantilevers derselbe, zum Beispiel fu¨r
∆ f1 =
1
2
∆ f2 und A1 = 22/3A2
Die Bestimmung der Amplitude ist nun einfach: In einem leeren Scan (es wird keine Span-
nung auf den x-y-Piezo gegeben, die Software zeichnet nur die Bewegung des z-Piezos auf)
stellt man zuna¨chst die Parameter (∆ f1, A1) ein, dann stellt man um auf (∆ f2, A2). Der
z-Piezo muss dann um die Strecke A1− A2 fahren, damit der untere Umkehrpunkt der Os-
zillation der Spitze derselbe bleibt. Die Ho¨he der virtuellen Stufe im leeren Scan entspricht
also der Differenz der beiden Amplituden (siehe Abb. A.2).
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A.4 Bildbearbeitung
Zur graphischen Aufbereitung der Messdaten wurde die freie Software WSXM
verwendet.[104] Es wurden folgende Bildbearbeitungswerkzeuge verwendet:
• Ein globaler Ebenenabzug und/oder ein Linie-fu¨r-Linie – Offsetabzug
• Bei stark verrauschten Bildern ein Gaußscher Gla¨ttungsfilter
• Bei U¨bersichtsscans wurde in einigen Fa¨llen die Ableitung gebildet und mit dem
eigentlichen Bild u¨berlagert, um Stufenkanten besser hervorzuheben.
• Wa¨hrend der Messungen wurde manchmal manuell der z-Offset verstellt; die entspre-
chenden Scanlinien wurden nachtra¨glich entfernt.
• In einem Fall (Abb. 7.8) wurde eine Einheitszellenmittelung vorgenommen, um das
Signal-Rausch-Verha¨ltnis zu verbessern.
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