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1. INTRODUCTION 
1 
We consider the n-dimensional stochastic system which is described by the (quasi-) stationary 
Fokker-Planck (or forward Kolmogorov) equation: 
n a f n n a2 
0 = - ~a.[b;(x)Ps(x)] + 2 ~ ~~[a;j(x)Ps(x)], (1.1) 
i=l X, i=l j=l x, XJ 
in which b is the deterministic vector field, a the symmetric positive (semi-) definite diffusion matrix, 
and t: a small parameter. It is assumed that in a bounded region R of the state space x, the deter-
ministic system 
dx = b(x) (l.2) 
dt 
has a single stable equilibrium. Without loss of generality this equilibrium is positioned at the origin. 
With respect to the behaviour of the deterministic vector field at the boundary S of the region R, 
different cases can be distinguished: 
a) b . " :,.;;; 0, in which " is the outward normal at S. The asymptotic theory for small t: is set out in 
the paper [2]. 
b) b. " = 0 without critical points on S. The asymptotic theory can be found in [3]. 
c) b . " = 0 with critical points on S. For the asymptotic theory, see [4]. 
The asymptotic theories for small ~ yield expressions for the most probable exit point x * eS from the 
region R, and the expected time of exit from the region R. In the asymptotic theories the diffusion is 
not allowed to vanish at the boundary S. The asymptotic analysis for a simple one-dimensional sys-
tem in which both the deterministic vector field and the diffusion vanish at the boundary is given in 
[5]. 
To the solution of (1.1) a simple WKB-Ansatz [6] is made: 
...=.Qhl 
Ps(X) = Ce 
Substitution in (1.1) leads in largest order oft: to the eikonal equation: 
Note AM-N8602 
Centre for Mathematics and Computer Science 
P.O. Box 4079, 1009 AB Amsterdam, The Netherlands 
(1.3) 
2 
- N .l NN 0 - ~b;(x) ox; + ~ 2 aij(x) ox; oxj . 
l l,j 
(1.4) 
This is a Hamilton-Jacobi equation and can be written as H(x,p) = 0, in which His the Hamiltonian 
l 
H(x,p) = ~b;p; + ~2aijp;pj , (1.5) 
i,j 
withp;=oQ!ox;. The corresponding system of ordinary differential equations is: 
dx; oH . 
ds =a. =b; + ~aijpj, (z=l,2, ... , n) 
'P1 j 
(l.6a) 
dp; oH oh· 1 oa·k . 
ds =-a.=-~~ pj-~2~PjPk, (z=l,2, ... , n) 
x, j x, j,k x, 
(l.6b) 
.!!Q dx; l 
ds =-H(x,p) +~ ds p; =~2aijPiPj, (l.6c) 
I l,j 
in which s is a parameter along the characteristics. The projection of a characteristic on the x-space is 
called a ray. The system (1.6) is called the system of ray equations. It can be considered as a dynami-
cal system in which Q and the elements of x and p are the state variables. Q is passive in the sense 
that it depends on the other state variables, while the other state variables do not depend on Q. If 
desired, Q could be omitted from the system and be computed afterwards from the values of x and p 
along the characteristic. The dynamical system ( 1.6) is assumed to have the stable equilibrium 
x=p=O, 
Q=O. (1.7) 
The projection of this equilibrium point on the x-space coincides with the stable equilibrium point of 
the deterministic system. The value of Q is zero at the equilibrium point. All characteristics start in a 
close neighbourhood of the equilibrium point. As is seen from equation (l.6c), the value of Q along a 
characteristic is nondecreasing. The use of the function Q is in the following: 
i) In the construction of confidence contours. The confidence contour of probability z (O.;;;;z.;;;; l) 
encloses the smallest region in the x-space where with probability z the system can be found. By 
the assumption (1.3) the confidence contours are (n - I)-dimensional surfaces in the x-space on 
which Q has a constant value. It must be noted that for type c boundaries and for absorbing 
boundaries the WKB-Ansatz is not valid near the boundary. 
ii) For type a boundaries to find the most probable exit point and the expected exit time from the 
region R. The asymptotic theory in [2] shows that the point x • at S which has the lowest Q-value 
is the most probapte point of exit and that the expected exit time is expressed in the value of Q 
J&..l. 
at x* by T-e ( 
Various ways of solving the system of ray equations numerically are discussed below. 
2. THE INITIAL VALUE APPROACH 
The initial point x(s =O) of a ray is chosen close to the equilibrium (1.7). A local analysis in the 
neighbourhood of the equilibrium yields the values for p(s =O) and Q(s =O). In this local analysis, Q 
is approximated by a quadratic form 
I Q(x)~2x'Px, (2.1) 
in which t denotes the transpose and P is a symmetric matrix. It follows that 
p = <J;~Px. (2.2) 
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The deterministic vector field b is approximated by its linearization at x = 0 : 
bR:!BX, (2.3) 
in which B =(ob;(O)loxj). Substitution of (2.2) and (2.3) in the eikonal equation gives: 
PAP + PB + B 1 P = 0 , (2.4) 
in which the matrix A is given by A = (a;j(O)). Left and right multiplication of (2.4) ~ S=P- 1 
gives: 
A + BS + SB 1 = 0 . (2.5) 
If the matrices S and A are written colomnwise as vectors, a linear system with n
2 equations is 
obtained, which can be solved for S. The matrix P is obtained by inversion of S. All eigenvalues of B 
are negative because of the stability of the equilibrium of the deterministic system. Consequently, the 
last two operations can be carried out. The elements of the matrix P can be substituted in expressions 
(2.2) and (2.3), resulting in the approximations for p(s =O) and Q(s =O). 
The ray equations are solved numerically by a routine for solving a system of ordinary differential 
equations in first order form, with initial conditions. Such routines can be found for example in the 
NAG-library [7]. The solution x(s), p(s), Q(s) is obtained along the characteristic defined by the ini-
tial point x(s =O). In cases that one is interested in the ray starting from a particular point where the 
values of p , x and Q are known (or can be approximated), the initial value method performs well 
and by using an appropriate numerical routine, the solution can be obtained with a high accuracy. 
There is no control however, over the way the ray develops through the x-space. Generally, there is a 
strong dependence on the choice of the initial point. Thus, the method is not well suited for the con-
struction of confidence contours. This has been demonstrated for a two-dimensional stochastic model 
in [l, p. 17-18]. In some numerical integration routines there is the possibility of using a termination 
criterion based on the value of one of the state variables. If it is desired to terminate the computation 
at a specific value of Q, then the treatment of Q as a state variable is advantageous. 
3. THE BOUNDARY VALUE METHOD 
In this approach n + 1 conditions are imposed at the beginning of the ray and n conditions at the end 
of the ray: 
s~-oo: Q=O, x=O, 
s=O: x=e, 
(3.1) 
where e is the endpoint which can be chosen freely. In the numerical computations the limit s~ - oo 
is replaced bys= -s*, with s· a sufficiently large number. The problem is solved by using the NAG-
routine D02RAF, ment for a system of ordinary first order differential equations with boundary con-
ditions. The routine uses a deferred correction technique and Newton iteration. On a grid of s-values, 
an initial estimate to the solution has to be given, from which the routine iteratively tries to find the 
solution. The initial estimate for the x-coordinates on the grid follows from a linear interpolation 
between the coordinates of the equilibrium and the endpoint. The initial estimate for the correspond-
ing values of p and Q is based on the local analysis formulas (see section 2). An alternative way to 
obtain initial estimates is to use the known values along a characteristic close tot the desired charac-
teristic. 
For s ~ - oo the condition x = 0 has been imposed and not the condition p = 0. The motivation for 
doing this is explained by means of an example. 
EXAMPLE I. The one-dimensional stochastic system defined by 
b(x) = x(l-x), a(x) = 2x (3.2) 
is considered. The deterministic system has an unstable equilibrium at x = 0 and a stable equilibrium 
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FIGURE 1. Some trajectories of the system {3.3) in the x,p-state space. 
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at x = 1. A solution is sought in the form of the WKB-Ansatz, Q having a minimum at x = 1. The sys-
tem of ray equations yields: 
dx 
-;}; = x(l-x) + 2xp, 
! = (2x-l)p-p2' 
1; = xp2. 
The system (3.3ab) has the following equilibrium points: 
x=l, p=O, 
x=O, p=O, 
x=O, p=-1, 
1 1 
x=3,p=-3 · 
(3.3a) 
(3.3b) 
(3.3c) 
(3.4) 
Trajectories of the system (3.3ab) are depicted in fig. I. The local analysis in the neighbourhood of 
x = 1, p = 0 shows that the solution of this example is situated along the line p = x - 1. Linearization 
of this system at x = 1, p =O gives: 
[: ~ [-1 2] [x - Ii !!I!... ~ 0 1 p . (3.5) ds 
The matrix has the following eigenvalues and corresponding eigenvectors: 
.A1 = -1, Wt = [~] • (3.6a) 
.A2 =I, W2 = [!J . (3.6b) 
So in the neighbourhood of the equilibrium x = 1, p =O there is a stable manifold corresponding to 
the first eigenvalue and eigenvector and an unstable manifold corresponding to the second eigenvalue 
and eigenvector. In this example the end of the ray is for example specified by the condition: 
s=O: x=2. 
From fig. 1 it is apparent that by the condition 
s~-oo: p = 0 
(3.7) 
(3.8) 
the solution is not uniquely determined. Apart from the desired solution along the characteristic 
p =x-1, there is an infinite number of other solutions satisfying condition (3.7) as well as condition 
(3.8). In contrast, the condition 
s~-oo: x = 1 (3.9) 
together with condition (3.7) determine the solution uniquely. From this example we see that the con-
dition for s = - oo must not be such that it determines a surface in the x, p-space which coincides 
with the stable manifold at the equilibrium point. 
REMARK 
Apart from this, fig. 1 exhibits an interesting feature. The region enclosed by the trajectories connect-
ing the equilibrium points (x = 1, p =O), (x =O, p = -1) and (x =O, p =O) contains periodic orbits. 
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FIGURE 2. Construction of a ray 
(growing ray method). 
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FIGURE 3. Construction of a confidence contour. better estimates of next points 
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FIGURE 4. The rays used in the construction of a confidence contour. The 
confidence contour is obtained by connecting the end points 
of the rays. 
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Along such an orbits increases and by (3.3c) also Q increases. After every rotation, the value of Q 
takes a positive jump. In this region Q is a multivalued function of x. In the region O<p <x - 1 Q(x) 
is two-valued. 
The solution we are interested in is situated along p =x-1 (which is a straight line; generally in 
one dimensional stochastic systems we have to do with a curve). Small errors occur in the initial 
values of the ray variables and during the integration of the ray equations by the initial value me
thod. 
As a consequence the line p =x -1 is not followed exactly. In the limit s--;.oo, instead of ~roachin
g 
the point x =O, p = -1 asymptotically, a trajectory close top =x -1 is followed, which in the neigh-
bourhood of this point curves upward or downward along the p-axis. When this happens the comp
u-
tation can be terminated because the results have lost significance. We see that 1) the initial value 
method is not well suited for the construction of a characteristic connection two equilibrium p
oints 
and 2) the picture of the state space is helpfull in understanding the behaviour of the numerical solu-
tion of the ray equations. 
Let's go back to the original system of ray equations (1.6). Linearization of the equations (1.6ab) at 
the equilibrium x =O, p =O yields: 
dx 
_: = [! _AB'l ~l · (3.10) 
ds 
in which the matrices A and B are given by the values of (a;j} and (ab;1axj) at the equilibrium 
x = 0, p = 0. Let the eigenvalues of the linearized deterministic system at x = 0 be given by 
A; 
(i = 1, 2, ... , n) and the corresponding eigenvectors by w;. By the assumption of stability of the deter-
ministic equilibruim, the real parts of the eigenvalues are negative. The eigenvalues of the matr
ix in 
(3.10) are given by+>-..; (i=l,2, ... , n). There is a stable manifold at x=O,p=O of dimension n 
formed by the eigenvectors corresponding to the eigenvalues with negative real part, and an uns
table 
manifold of dimension n formed by the eigenvectors corresponding to the eigenvalues with po
sitive 
real part. The eigenvectors corresponding to the eigenvalues with negative real part are give
n by 
( wf, O')'. When the conditions for s--;. - oo are chosen as: 
s--;.-oo: x = 0 (3.11) 
(and of course ,Q = 0) 
then the surface (O', p ')' in the x, p-space is introduced which is perpendicular to the stable manifold 
at x =O, p =O. Thus, by this choice of the conditions, the kind of non-uniqueness as discussed in th
e 
example 1 does not occur. 
Construction of a single ray. 
The following discussion is based on the experience with the two-dimensional population m
odels 
described in [l]. Other applications may require slight adaptations. The ray to be constructed is deter-
mined by the boundary conditions (3.1). The NAG-routine D02RAF has been used without the con-
tinuation facility. The grid consisted of 64 equidistant (in the parameter s) points. Experience has 
shown that the performance of the boundary value method depends critically on a sufficient nu
mber 
of grid points. The magnitude of s * is less critical. The parameter tol, which expresses the max
imum 
absolute deviation of the computed value from the true value in each component of the solution
, was 
set equal to .01. The Jacobians which have to be computed were based on the exact anal
ytical 
expressions. However, at an early stage of programming, it may be convenient to use the facili
ty by 
which the Jacobians are approximated numerically. The initial estimate for the x-coordinates. o
n the 
grid was based on a linear interpolation between the coordinates of the equilibrium point an
d the 
endpoint. The initial Q- and p-values were derived by the local analysis. 
Only when the endpoint is close to the equilibrium point the solution is obtained. If not, the ini
tial 
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estimate is not sufficiently accurate and the routine fails. Rays with endpoints far from the equili-
brium point are constructed successfully by one of the following methods. 
i) Growing ray method 
A line is drawn from the equilibrium point to the endpoint. At point 1 on this line close to the 
equilibrium, the solution is obtained by applying the routine. The solution for the .~ to point 1 
is used as an initial estimate for the ray to point 2 on the line. The solution for the ray to point 2 
is used as initial estimate for the ray to point 3, etc. The procedure is repeated until the point 
x = e has been reached. See fig.2. 
ii) Neighbouring ray method 
An alternative method is to construct a ray passing close to x =e by the initial value method and 
using the values along this ray as initial estimate to the desired ray through x =e. 
Construction of a confidence contour. 
This is treated most easily for n = 2. The generalization to arbitrary n is straightforward. A single ray 
is constructed, for example by the initial value method. The precise course of the ray is immaterial, 
but the ray must contain the Q-value corresponding to the desired contour. The point on the ray at 
which this value is attained is the first point of the contour. Moreover, the values ofp 1 =oQlox 1 and 
p 2 =oQ!ox2 are known at this point. An arbitrary but small distance d is specified. Based on the 
values of p 1 and p 2 an estimate of a second point 2a of the contour can be made, lying a distance d 
away from the first point of the contour. The ray with endpoint 2a is then computed. The known 
values along the first ray are used as initial estimate to the solution corresponding to the second ray. 
From the solution of the second ray a better estimate can be made of the position of the second point 
of the contour, which will be close to the point 2a. By connecting this point with the first point we 
have obtained a small segment of the contour. The procedure is repeated for obtaining the following 
rays. See fig. 3. A mechanism must be built in to assure that a clockwise (or anti-clockwise) direction 
is followed. The procedure terminates after a complete rotation. A result of this procedure for a 2-
dimensional stochastic population model as treated in [ 1] is shown in fig. 4. 
Construction of the ray connecting equilibria. 
The ray connecting the stable equilibrium point of the deterministic system with another equilibrium 
point of the deterministic system is constructed as follows. First consider the one-dimensional stochas-
tic system of example 1. This system has the equilibrium point x = 0, p = - 1, which is connnected by 
the characteristic p =x-1 to the equilibrium x = 1, p =O. It is easily seen from fig. 1 that this charac-
teristic can be constructed by starting in a close neighbourhood of x = 1, p =O at the unstable mani-
fold and solving the system of ray equations (3.3) by the initial value method. The equilibrium 
x =O, p = -1 is then approached along its stable manifold. 
Next consider the two dimensional system: 
EXAMPLE 2 
b1(x) = x1(3-2x1 -x2), 
b2(x) = x2(1+x1 -2x2), 
a1(x) = x1(l +x1 +x2), 
a2(x) = x2(l+x1 +x2), 
which has the equilibrium points 
X1 = 1, X2 = l ' 
-
3 
= 0, X1 2' X2 
= 0, 1 X1 X2 = 2 ' 
X1 = 0, X2 = 0. 
(3.12) 
(3.13) 
9 
The equilibrium x 1 = 1, x 2 = I is stable. A WKB-Ansatz leads to the system of ray equations: 
dx1 
--;i;- =x1(3-2x1 -x2)+x1(l+x1 +x2)P1, 
dx1 
--;i;- =x2(l+x1 -2x2)+x2(l+x1 +x2)P2, 
dp1 1 2 1 2 
--;i;- = -(3-4x1 -x2)P1 -x2p2-20 +2x1 +x2)P1 -2x2p2 , 
dp2 1 2 1 2 
-a;- =x1p1 -(1 +x1 -4x2)p2-2x1p1 -2(1 +x1 +2x2)P2 , 
.!!Q_ 1 2 1 2 ds =1x1(l+x1 +x2)P1 +1x2(l+x1 +x2)P2. 
Suppose we are interested in the ray connecting the point x 1=1, x 2=1 with x 1 =3/2, x 2 =O. 
tution of the coordinates of the latter point in equations (3.14ab) gives: 
dx1 15 
~=4p1, 
dx1 
-=0 
ds 
dp1 - 2 
-a;--3p1 -2p1 ' 
dp2 _1.. 1.. 2 1. _1. 2 
ds - 2P1 - 4P1 - 2P2 4P2 · 
The corresponding nontrivial equilibrium for the ray equations is given by 
3 
x1=2, 
x 2 =0, 
p1=0' 
p2=-2. 
Linearization of the ray equations in the neighbourhood of this point gives 
dx1 
ds -3 3 15 0 2 4 
dx1 
ds 
dp1 
ds 
dp2 
ds 
= 
0 5 2 0 
0 0 3 
0 -12 ; 
The eigenvalues of the matrix are: 
i\1 = -3' 
5 
i\2 = -2' 
i\3 = 3' 
5 ~ =1· 
0 
0 
5 
2 
PI 
p2+2 
(3.14a) 
(3.14b) 
(3.14c) 
Substi-
(3.15) 
(3.16) 
(3.17) 
(3.18) 
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The eigenvectors .corresponding to the negative eigenvalues are: 
1 -3 
0 1 
VI 0 'V2 = 0 (3.19) 
0 12 
5 ~ 
They span the stable manifold at xI =312, x 2 =O, PI =O, p2 = -2. The equilibrium point 
xI =312, x 2 =O, p 1 =O, p 2 = -2, can be reached by trajectories only along this stable manifold. The 
endpoint of the ray is chosen close to x 1 =312, x 2 =O on the stable manifold: 
3 
2 xf 
x~ O 
pf 
p~ 
0 
-2 
(3.20) 
in which the superscript e refers to the endpoint and a and /J are small. The parameters a and /J can 
be eliminated from the equations (3.20), resulting in the two endpoint conditions: 
s~+oo: PI =O, 
12 (3.21) 
p2=-2+5x2. 
The conditions at the beginning of the ray are derived analogously. At the beginning of the ray the 
ray equations possess the equilibrium: 
X1 =l' 
x 2 =1, 
PI=O, 
p2=0. 
Linearization of the ray equations near this point gives: 
dx 1 
ds 
dx2 -2 -1 3 
ds I -2 0 
dpI 0 0 2 
ds 0 0 1 
dp2 
ds 
The eigenvalues of the matrix are: 
i\1 = 2-i ' 
i\2 = 2+i ' 
i\3 = -2+i' 
~ = -2-i. 
0 xI-1 
3 x 2 -l 
-1 PI 
2 P2 
The eigenvectors corresponding to the eigenvalues with positive real part (i\1 and i\2) are: 
(3.22) 
(3.23) 
(3.24) 
11 
3 3 
4 4 
3 . 3. 41 -41 
V1 1 'V2 = 1 (3.25) 
i -i 
The ray must leave the equilibrium point (1, 1,0,0)1 through the unstable manifold. The §tarting point 
is chosen close to the equilibrium on the unstable manifold: 
3 3 
xt 
4 4 
1 3. 3. 
x~ 1 41 -41 
pt 0 + C1 + C2 1 
(3.26) 
p~ 0 -i 
in which the superscript b refers to the begin point and c 1 and c2 are small complex numbers. Elim~ 
inating c 1 and c2 from (3.26) leads to the begin point conditions: 
3 s~-oo : x 1 = 1 +4P1 , 
3 
X2 = 1+4p2, (3.27) 
(and of course, Q = 0). 
The characteristic connecting the equilibrium points is determined by the conditions (3.21, 3.27). The 
problem is solved by the NAG-routine D02RAF. A good initial estimate to the solution is necessary 
in order for the routine to find the solution and can be obtained by constructing a growing ray or a 
neighbouring ray. 
An alternative less elegant way to specify the boundary conditions is: 
s~-oo: x 1 =x 2 =1, Q=O, 
s~+oo: x 1 =3/2, x2 =0. 
(3.27a) 
(3.2la) 
This formulation has the advantage that no eigenvalues/vectors need to be calculated. Both formula-
tions (3.21, 3.27) and (3.2la, 3.27a) lead to the same numerical results. 
REMARK. 
In the literature a classification of boundaries exists only for I -dimensional stochastic systems, ori-
ginating from Feller [8]. The one-dimensional analog of the two-dimensional system treated above has 
a boundary which is classified as an exit boundary. It can be reached from the interior of the state 
space within a finite time while the interior of the state space cannot be reached within a finite time 
from the boundary. A nontrivial stationary state does not exist. The equation (1.1) describes the 
quasi-stationary state, which often gives a good description of the stochastic process during some 
time. The WKB-Ansatz is not valid near the boundary. The two-dimensional system described above 
is related to a stochastic birth-death model with a discrete state space [ 1 ], which also has the property 
that the boundary can be reached but not be left again in a finite time. It is expected that for the 
problem above the WKB-Ansatz is not valid near the boundary and that statements based on the 
results can have only approximate validity. 
Exit for problems with type a boundaries. 
The determination of the most probable exit point x * and the value of Q at this point can be carried 
out in several ways. In a variant of the boundary value method for confidence contours, rays are 
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constructed to points a small distance away from each other on the boundary at which exit is studied. 
The solution along a ray serves as the initial estimate for the solution along the next ray. The point 
on the boundary where the lowest value of Q is found is an estimate for x * and the correspnding 
value of Q is an estimate for Q(x *). 
Another approach has been followed in [1]. For a two-dimensional system in which the confidence 
contours are convex curves, exit was studied at the boundaries x 1 =0.1 and x 2 =0.1. ~e, exit at 
x 2 =0.1 is treated in detail. To obtain the point at x 2 =0.1 which has the lowest Q-value the boun-
dary conditions are formulated by 
s~-oo: Q=O, x 1=x2 =1 (the equilibrium), 
s=O: X2 =0.1, P1 =O. (3.28) 
The condition p 1 =oQ!ox 1 =O indicates that we are looking for an extremum of Q as a function of 
x 1 • The initial estimate to the solution is a ray constructed by the initial value method which is 
believed to be close to the desired ray. Alternatively, first the problem is solved with x 2 =.9 instead 
of 0.1. The solution of this problem is used as initial estimate to the solution of the problem with 
x 2 =.8, etc. The procedure is repeated until the solution at x 2 =. l has been obtained. The boundary 
x 1 =0.1 is treated in the same way. The boundary which contains the lowest value of Q is the most 
probable exit boundary and the point on this boundary where the minimum value is attained is the 
most probable exit point. 
4. THE SHOOTING METHOD 
Shooting methods, in which the initial point of a characteristic is manipulated systematically in order 
to obtain the desired characteristic, have been used by LUDWIG [7] to find the most probable exit 
point for a problem with type a boundary (the boundary of the state space is a type c boundary, but 
the boundary at which exit was studied was taken in the interior of the state space close to the boun-
dary of the state space) and by H.E. DE SWART and J. GRASMAN [9] to find the characteristic connect-
ing equilibrium points in a stochastic model in meteorology. Results for these problems can be 
obtained easily by the boundary value method, while the use of shooting methods is rather elaborate 
because of the sensitivity to the choice of the initial point of the characteristic. 
5. INTERSECTING RAYS 
Rays starting in the neighbourhood of the equilibrium of a system of ray equations, with initial values 
chosen in accordance with the local analysis, may intersect. This leads to non-uniqueness of Q(x ). 
The global existence and uniqueness of solutions of ray equations is an important question which 
needs further theoretical investigation. In this section we confine ourselves to some remarks and a 
simple example. 
In the one-dimensional stochastic system of example 1 the line introduced by the local analysis was 
tangent to the unstable manifold of the system of ray equations (1.6 ab) at the equilibrium point (in 
fact, both are coincident in the x,p-space). Also in the two-dimensional system of example 2 it is 
easily verified that the plane (3.27), following from the local analysis, is tangent to the unstable mani-
fold at the equilibrium. Generally we have the following 
THEOREM. The plane p = Px in the x,p-space with P satisfying equation (2.4) is tangent to the unstable 
manifold of the system of ray equations (1.6 ab) at the equilibrium x =p =O. 
PROOF. It is shown that the linearized unstable manifold at x =p =O satisfies equation (2.4). Let the 
eigenvalues of B be given by A; (i = 1, 2, ... , n ). By the assumption of a stable deterministic equili-
brium the real parts of the A; are negative. The eigenvalues of the system (3.10), which is the lineariza-
tion of the system ( 1.6 ab) at x = p = 0, are given by the A; with the corresponding eigenvectors ( wi, O')' and -"'A; with the corresponding eigenvectors M ,zD', i = l, 2, ... , n. Let 
V=(v1>v2, ... , vn), Z=(z1>Z2, ... , Zn) and L be the diagonal matrix containing AJ.A2, ... , An. 
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With respect to the eigenvalues -A.; corresponding to the unstable manifold we have by the definition 
of eigenvalues/vectors: 
BV + AZ = -VL, 
- B'Z = -ZL. 
The unstable manifold is given by 
~] = ;~1"' [:] • 
(5.1) 
(5.2) 
in which generally the parameters a; and the elements of v; and z; are complex numbers. The last n 
equations in (5.2) are used to eliminate the a;: 
a = z-1p' (5.3) 
t 
in which a is the vecor (a1'a2, ... , an). Substitution in the first n equations in (5.2) gives: 
x = vz- 1p (5.4) 
and, by inversion, 
p = zv-1 x. (5.5) 
This is the equation for the unstable manifold of the system (1.6 ah) at the equilibrium point. With 
the equations (5.1) it is easily shown that zv-1 satisfies the equation (2.4) for P. So zv- 1 equals P. 
In the example I the unstable manifold is p = x -1, which is a single-valued function of x. For an 
n-dimensional stochastic system the characteristics, with initial values according to the local analysis, 
lie (approximately) on an n-dimensional hypersurface through the equilibrium point in the 2n-
dimensional x,p-space. On this hypersurface the characteristics do not intersect. From results in [6, 
10] which exhibit non-uniqueness in Q (x ), we conclude that apparently this hypersurface may be 
folded so that the projections of the characteristics on the x-space (the rays) do intersect. Regions in 
the x-space where Q is non-unique are bounded by caustics. Caustic points can be detected numeri-
cally at the cost of a large amount of extra computation by keeping up the value of a Jacobian along 
the rays [6, 10]. 
A demonstration of non-uniqueness is given in the following example. 
EXAMPLE 3. 
Consider the two-dimensional system 
b1(x)=x1(l-x1)+x2, 
b2(x)= -f3x2, (/3>0,~l) 
a1(x)= l , 
a2(x)= l. 
The deterministic system has the equilibrium points x 1 =O, x 2 =O 
equilibrium is stable. A WKB-Ansatz leads to the ray equations: 
dx1 
---;J;' = x1(l-x1)+x2 +p1 , 
dx2 
---;i;- = -fJx2 +p2 , 
dp1 
---;J;° = (2x I - l)p I , 
dp2 
---;J;° = -p I + /Jp2 ' 
(5.6) 
and x 1 =1, x 1 =O. The latter 
(5.7a) 
(5.7b) 
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FIGURE 5. Demonstration of intersecting rays. 
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!!Q ~ J..(p2 +p2) ds 2 I 2 • (5.7c) 
The system (5.7 ab) has the equilibrium points 
[
J_ -1 -ff -{J ]' 
2
' 4(1+/J2)' 4(1+/32)' 4(1+/32) ' 
(5.8) 
(0,0,0,0)' ' 
(l,O,O,O)' . 
The matrix P, following from the local analysis is given by 
p = 2(1+/3) [l+/3 -1 l 
p2 +2/3+2 -1 /32 +/J+l . 
(5.9) 
The system (5.7) has been solved numerically by the initial value method, in which the initial points 
were chosen on a circle with radius .Ol around x 1 =1, x 2 =O and the corresponding values of pi. p 2 
and Q were chosen according to the local analysis. Fig. 5 shows rays for /3=312. A number of rays 
were chosen very close to the ray connecting x 1 = l, x 2 = 0 with x 1 = 0, x 2 = 0. In the neighbourhood 
of x 1 =O, x 2 =O part of those rays tum away to the right and intersect other rays. The figure looks 
like the projection of a cusp manifold. In the region in the x-space between the caustics (the projec-
tion of the 'cusp edges') Q(x) is a 3-valued function. It is not clear whether the non-uniqueness is 
genuine or due to finite precision arithmetic c.f. the remark corresponding to example 1. 
6. REFORMULATION OF THE BOUNDARY VALUE METHOD 
The boundary value method can be reformulated as follows: 
s~-oo: i) Q=O 
ii) x and p must lie on the plane tangent the unstable 
manifold at the equilibrium x =p =O. 
s=O: x=e 
(6.1) 
The condition ii) leads to n linear relations between elements of x and p. See example 2 and the 
theorem in section 5. In a mathematical sense this formulation is better than the formulation (3.1). 
From the practical point of view the formulation (3.1 ), if applicable, is preferable to the formulation 
(6.1), because it doesn't require the computation of the eigenvalues/vectors to determine the unstable 
manifold at x =p =O. 
7. DISCUSSION 
In this technical note we discussed the initial value method, the boundary value method and the 
shooting method in relation to the solution of certain problems in stochastic systems described by the 
ray equations. The initial value method is the most appropriate method in the case that one is 
interested in the construction of a ray starting from a point at which the values of x,p and Q are 
known. Numerical integration routines for initial value problems exist, by which the solution can be 
obtained with a high accuracy. 
The boundary value method is a convenient method to construct a characteristic which has a 
specific point x as its endpoint. The numerical integration routine for boundary value problems, 
which has been discussed in this technical note, needs a good initial estimate in order to iterate to the 
solution. The initial estimate can be based on the known values of x,p and Q along a neighbouring 
characteristic. The accuracy of the numerical results with the boundary value method is not as high 
as the accuracy of the numerical results with the initial value method, but it is possible that a higher 
accuracy still can be achieved by optimizing the numerical procedure, for example by making the 
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interval between the grid points s variable, depending on the gradients of certain variables, or by 
using a larger number of grid points. For the present purposes, see [l], the accuracy was considered 
sufficient. In this technical note various examples have been given in which the boundary value 
method proved to be a convenient tool, specifically in the construction of confidence contours and in 
the construction of characteristics connecting equilibria (heteroclinic trajectories). A variety of other 
applications of the initial value method and the boundary value method is conceivableJor example 
the construction of a characteristic through a specific point x. 
A few purposes have been mentioned in which the shooting method was applied. In those cases 
results are obtained in a less elaborate way by the boundary value method. The shooting method 
should be used only in cases that a high accuracy is required. · 
The ray method may lead to a non-unique solution of Q in regions of the x-space. This should be 
kept in mind when the methods described in this technical note are used. 
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