Full-body CT segmentation using 3D extension of two graph-based methods: a feasibility study by Bajger, Mariusz et al.
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Archived at the Flinders Academic Commons: 
http://dspace.flinders.edu.au/dspace/ 
This is the published version of this article. The original is 
available from:  http://www.iasted.org/publications.html 
Bajger, M., Lee, G.N., & Caon, M., 2012. Full-body CT 
segmentation using 3D extension of two graph-based 
methods: a feasibility study. Proceedings of the IASTED 
International Conference on Signal Processing, Pattern 
Recognition and Applications, 43-50. 
DOI: 10.2316/P.2012.778-050 
© IASTED 2012. Published version reproduced here with 
permission from the publisher. 
FULL-BODY CT SEGMENTATION USING 3D EXTENSION OF TWO
GRAPH-BASED METHODS: A FEASIBILITY STUDY
Mariusz Bajger and Gobert Lee
Medical Device Research Institute, and
School of Computer Science, Engineering and Mathematics
Flinders University
Bedford Park, Adelaide, Australia
{mariusz.bajger, gobert.lee}@flinders.edu.au
Martin Caon
Medical Device Research Institute, and
School of Nursing and Midwifery
Flinders University
Bedford Park, Adelaide, Australia
martin.caon@flinders.edu.au
ABSTRACT
The paper studies the feasibility of using 3D extensions
of two state-of-the-art segmentation techniques, the Sta-
tistical Region Merging (SRM) method and the Efficient
Graph-based Segmentation (EGS) technique, for automatic
anatomy segmentation on clinical 3D CT images. The
proposed methods are tested on a dataset of 55 images.
The test is for segmentation of eight representative tissues
(lungs, stomach, liver, heart, kidneys, spleen, bones and
the spinal cord) which are vital for accurate calculation of
radiation doses. The results are evaluated using the Dice
index, the Hausdorff distance and the Ht index, a measure
of border error with tolerance t pixels addressing the un-
certainty in the ground truth. The outcome shows that the
3D-SRM method outperforms 3D-EGS and has a great po-
tential to become the method of choice for segmentation
of full-body CT images. Using 3D-SRM, the average Dice
index, the Hausdorff distance across the 8 tissues, and the
H2 were 0.89, 12.5 mm and 0.93, respectively.
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1 Introduction
Radiation dose from medical diagnostic radiology has the
potential to cause harm if the cumulative dose from suc-
cessive procedures adds to a significant amount. Hence ra-
diation protection guidelines aim to keep dose ”as low as
reasonably achievable” (the ALARA principle). In particu-
lar the dose to children (who are more susceptible to detri-
ment from radiation) needs to be kept ALARA. Detriment
is estimated by determining the effective dose (E) a quan-
tity that requires knowledge of the amount of energy de-
posited in each of the specific organs and tissues (the organ
doses) that are used to determine E. In theory, detriment
is minimised if organ doses are minimised and to ensure
that organ doses are minimised, they must be calculated. In
order to calculate organ doses to children, a model of pae-
diatric anatomy is coupled to a radiation transport code (a
Monte Carlo code) to determine the amount of energy that
is deposited in each organ/tissue.
Models of paediatric anatomy may be constructed by
segmenting medical images such as those available from
MR or CT imaging. Several models of paediatric anatomy
suitable for dosimetry exist such as ADELAIDE [1], a
torso, BABY and CHILD [2] and the University of Florida
series of phantoms [3], [4]. The latter series of models
have the limbs, heads and torsos from different individuals
scaled and assembled into composite models. Additional
anatomical models that span the body sizes and shapes of
children of all ages are required for dosimetry purposes but
their development is hindered by two problems: obtaining
a data set of images that span the entire anatomy from head
to foot; and segmenting in a timely fashion the 300 − 400
images in such data sets.
A fully automatic method of segmenting all of the
anatomy in a medical image has not yet been achieved,
in part because the range of gray scale values in the pix-
els of adjacent organs overlap. This makes automatically
detecting the boundaries of some organs problematic. Ex-
isting anatomy models have been constructed using semi-
automatic or supervised segmentation methods. However,
the process of segmenting all of the tissues in hundreds of
images is still extremely time-consuming.
Research directions on segmentation of CT images
can be divided into two major groups: full-body CT seg-
mentation, where contours of several organs are of interest
(e.g. [5], [6], [7]) and targeted region CT segmentation
focusing on selected organs often needed for an early diag-
nosis or an investigation of a pathology (e.g. [8], [9], [10]
(liver, kidneys and spleen), [11] (lungs), [12] (esophagus),
[13] (liver)). None of the reported full-body CT studies
segmented all of the tissues needed for dose calculation as
recommended by [14] (Table 1). Nevertheless, segmenta-
tion of multiple organs (in full-body or targeted region CT)
were published.
In [8] liver, spleen and kidneys were segmented using
4D extension of the well-known graph-cuts technique with
shape priors and a probabilistic atlas. Contrast-enhanced
two phases abdominal CT was used in their study. In [9]
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multi-organ hierarchically organized atlases were used to
improve segmentation of the liver and some peripheral or-
gans. In [5] six organs (heart, liver, kidneys, lungs, spleen
and pelvis) were segmented using random forest classifi-
cation. The probabilistic classifier required an extensive
training and tuning of several parameters. In [6] eight tis-
sues were segmented (heart, liver, aorta, lungs, femurs,
pelvis, kidneys). The method required significant number
of training cases to teach the classifier but achieved very
high voxel accuracy. In [7] a database-guided segmentation
is performed on five organs: heart, liver, kidneys, spleen,
bladder and prostate using organ specific landmarks. All of
the mentioned studies reported notably good results for the
selected organs but also indicated the significant amount
of time needed to set up the processes which incorporate
several complex steps, typically with many parameters re-
quired to be set.
In search for an easy to tune up (small number of
parameters) but time efficient and robust segmentation
method, two recent state-of-the-art techniques were inves-
tigated: the Statistical Region Merging (SRM) technique,
introduced in [15], and the Efficient Graph-based Segmen-
tation (EGS) method, proposed in [16]. Both methods were
successful in segmenting complex medical images in sev-
eral reported studies (e.g. [17], [18], [19], [20]).
The methods generally assume some sort of homo-
geneity property for components which in medical images
is hardly ever fully met even for healthy tissue, not to men-
tion pathological cases. Thus it is expected that they are
not going to produce the perfect final delineation of tis-
sues by themselves but will rather act as a first step towards
finding the boundaries. In [17] an active contour model is
used to refine the final contour, in [18] the level-set tech-
nique is applied and in [19] morphological dilation and a
majority filtering method are utilized upon the segmented
regions. The above are just a few examples of successful
post-processing of the segmented regions. A statistical at-
las or a database-driven classification can then be used to
accomplish the tissue classification process, as proved in
the above mentioned studies on CT segmentations. Both
methods are fast enough to process CT patient data in real
time and each requires only one parameter to be set up.
However, given three-dimensional volumetric data such as
CT scans, a direct segmentation in 3D voxel set is more de-
sirable than 2D (slice by slice) segmentation to overcome
overmerging issues reported in [20]. The 3D approach we
propose in this study allows for a simultaneous tracking
of boundaries of elongated objects allowing information
about boundaries to pass freely between slices. Figure 1
shows an example where 2D (slice) segmentation cannot
determine the organ (spinal cord) border due to strong sim-
ilarity to the surrounding tissue. In the neighbouring CT
slices the spinal cord is entirely enclosed within a bone tis-
sue and, hence, easy to segment. This information is read-
ily incorporated into our 3D technique and the spinal cord
is perfectly segmented (Figure 1 (d)). In dataset used in
this study 41 slices included the spinal cord and four of
them suffered from the above mentioned ’tissue leaking’
problem when 2D segmenation was performed. The 3D
techniques were able to recover the spinal cord shape suc-
cessfuly in all these cases.
Our ultimate goal in this study is to set the ground
for building an automatic image analysis system utilizing
3D-SRM or 3D-EGS method. Thus, the objective is not
necessarily to make it optimal or exact in terms of organ de-
lineation but rather evaluate its full potential towards both
accuracy and robustness of the results. The true measure
of the method performance would be a reliable anatomical
model of a child but this is an unrealizable criterion during
the development stage. Thus, the approach adopted here is
to compare segmented organs with those provided by an ex-
pert in human anatomy. To keep the outcome as generic as
possible we do not apply any image noise reduction (which
is always highly related to a particular set of images) and
allow for multiple (carefully optimized) segmented regions
within organs.
2 Methods and Materials
2.1 Data Set
The 55 images employed in this study are of the torso
of a 14-year-old female patient whose weight was about
48kg. The images were retrieved from the archive of nor-
mally scheduled procedures and patient identifying data
were deleted. The images have a field of view of radius
145mm from the scanners isocentre. This resulted in the
truncation of some of the anatomy at the shoulders and
hips. The images have a pixel size of 2.53 × 2.53mm and
slice separation of 10mm. The data set is referred to as
ADELAIDE [1].
2.2 Ground Truth
To validate the ability of our image segmenting algorithm
to produce an accurate segmentation, the automatically
segmented images are compared to images manually seg-
mented by one of the authors (MC) who has 20 years of
experience teaching human anatomy and physiology. For
feasibility of manual segmentation the images were resized
to 126×128 pixels. Subsequently the automatic segmenta-
tions using 3D-SRM and 3D-EGS (Section 2.3) were per-
formed on the resized images. To calculate effective dose,
the organ dose to 14 named tissues and 14 remainder tissues
must be known [14]. These includes heart, liver, spleen,
stomach, lungs, spinal cord and others. Consequently these
tissues must be identified by the segmentation.
2.3 3D Segmentation
Our three-dimensional graph model is built from indepen-
dent 2D graphs (4-connected) corresponding to each image
(CT slice). Nodes in this new graph correspond to pixels in
the images. Each (non-boundary) pixel is connected by an
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Table 1. List of tissues ([14]). Segmented tissues are in bold (bone surface was not fully segmented).
Named tissues Remainder tissues Other tissue
Red Bone-marrow Adrenals Sub-cutaneous fat
Colon Extra-thoracic region Internal Gas
Lung Gall bladder
Stomach Heart and great blood vessels Trachea
Breast Kidneys Soft tissue
Gonads Lymphatic nodes Spinal cord
Bladder Muscle
Oesophagus Oral mucosa
Liver Pancreas
Thyroid Prostate
Bone surface Small intestine
Brain Spleen
Salivary glands Thymus
Skin Uterus/cervix
(a) Original image (slice 59) (b) Segmented by an expert (slice 59) (c) 2D segmentation (slice 59)
(d) Our 3D segmentation (slice 59) (e) The preceeding slice (slice 58) (f) The following slice (slice 60)
Figure 1. Spinal cord segmentation in slice 59 using 2D standard SRM method and our 3D version. The figure shows (a) the
original CT image (slice 59) with ’tissue leaking’ problem for the spinal cord; (b) the expert delineation of the spinal cord
boundary; (c) 2D segmentation which fails to segment the spinal cord; (d) 3D segmentation that correctly determines the spinal
cord boundaries; (e) the preceeding slice (slice 58) with the spinal cord enclosed by bone tissue; (f) the following slice (slice
60), where again, the spinal cord is entirely enclosed by bone tissue.
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edge to six neighbouring pixels (four in the same plane, one
in the plane above and one in the plane below). Thus, each
node corresponds to possible location of boundary points
along the length of the elongated region. These straightfor-
ward extensions are fast to run and bring all the benefits of
3D allowing for accurate tissue delineations in each slice.
It is worth mentioning that by utilizing this 3D structure
segmentation of each single CT slice is effectively using
the information from the whole stack of available slices.
Hence the overall outcome is less sensitive to single slice
issues (as illustrated in Figure 1).
In the subsequent sections we briefly outline the un-
derlying principles of SRM and EGS. The reader will ob-
serve that both techniques can be readily extended to our
3D graph setting.
2.3.1 Statistical Region Merging
The Statistical Region Merging technique (SRM) ([15])
assumes that each pixel in I∗ is represented by a family
of distributions from which the observed intensity is sam-
pled. The optimal (statistical) regions in I∗ possess the ho-
mogeneity property: all pixels have the same expectation
across the region and the expectations of adjacent regions
differ. Thus, I is obtained from I∗ by sampling statistical
pixels for the observed intensity. More precisely, the inten-
sity of each pixel in I is realized as a sum of Q independent
random variables, each taking values in [0, g/Q], where g
is the number of image intensity levels.
The observation was made in [15] that the parame-
ter Q can be seen as a measure of statistical complexity
of the image I∗. Higher values of Q result in undermerg-
ing. Thus, it is desirable to consider the smallest Q value
sufficient for region separation. This can be fairly well esti-
mated in 2D setting with an analytical criterion ([20], [18])
but not in 3D contex due to the different image intensity
characteristics in larger number of adjacent tissues, thus,
an undermerging is unavoidable.
SRM technique is based on a merging predicate orig-
inating from the following Theorem (proved in [15]). For
any fixed couple (R,R′) of regions of I and any fixed
0 < δ ≤ 1, the probability is no more than δ that
∣∣(R¯ − R¯′)− E(R¯− R¯′)∣∣ ≥ g
√
1
2Q
(
1
|R|
+
1
|R′|
)
ln
2
δ
,
(1)
where R¯ denotes the average intensity across the region
R and E(R) is the expectation over all corresponding sta-
tistical pixels of I∗ of their sum of expectations of their Q
random variables for their intensity values, | · | denotes car-
dinality.
Assuming that regions R,R′ should be merged if
E(R¯ − R¯′) = 0 formula (1) yields the merging predicate
P (R,R′) =
{
true if |R¯− R¯′| ≤
√
b2(R) + b2(R′)
false otherwise
(2)
where
b(R) = g
√
1
2Q|R|
ln
2
δ
. (3)
The predicate will be satisfied with the high probabil-
ity p ≥ 1 − Nδ for N merging tests assuming δ is suffi-
ciently small (we follow [15] and use the value δ = 1
6|I|2 ).
The order of merging satisfies the invariant which im-
plies that if two parts of the true regions are tested then all
tests inside each of those regions have already being done.
Let SI be a set containing all pairs of adjacent pixels in I
(based on 4-connectivity) and let R(p) be the region con-
taining pixel p. The algorithm first sorts those pairs in in-
creasing order according to a function f(p, p′). Then the
order is traversed one time with the merging performed for
regions R(p) and R(p′) if the predicate P (R(p), R(p′))
holds true. A common choice for function f (utilized in
this study) is to use the pixel intensity difference
f(p, p′) = |pint − p
′
int| . (4)
2.3.2 Efficient Graph-based Segmentation
The EGS method ([16]) utilizes the Kruskal’s algorithm to
find Minimum Spanning Tree for each segmented compo-
nent. The components are merged based on a pairwise re-
gion comparison predicate.
To outline the major steps let G = (V,E) be
an undirected graph such that V (the set of vertices)
is the set of pixels in the image and E is the set of
edges that connect pixels to immediate neighbors. Each
edge is assigned a weight w defined as: w ((vi, vj)) =
|I(vi)− I(vj)| , (vi, vj) ∈ E, where I (vi) is the image
intensity at vi.
A segmentation is a partition of the set V in a graph
G′ = (V,E′), where E′ ⊆ E. For a component C ∈ V ,
the internal difference, Int(C) is defined as the largest
weight in the minimum spanning tree for C. For two com-
ponentsC1 and C2, their difference d(C1, C2) is defined as
the minimum weight edge connecting C1 and C2.
The segmentation process starts from the partition
where each pixel forms a component. The components C1
and C2 are merged if
d(C1, C2) ≤ min (Int(C1) + τ(C1), Int(C2) + τ(C2)) .
The threshold function τ is given by τ(C) = k|C| , where
|C| stands for the number of elements in component C,
and k is a constant.
Like in the SRM technique, there is only one param-
eter involved, the constant k, which makes the method tun-
able, and thus quite attractive for applications. The param-
eter k controls the degree of similarity between the compo-
nents and hence the granularity of the segmentation.
2.4 Evaluation Methodology
The goal of this study is to explore the full potential of
the proposed techniques. Accordingly, a suitable criterion
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for measuring the quality of the segmentation of tissues is
to compute how well the union of all relevant components
overlaps the expert annotated tissue. By a relevant compo-
nent it is meant a component with at least half of its area re-
siding within the annotated region. Thus a componentC is
said to overlap the annotated region T if |C∩T | > |C \T |,
where |A| indicates the number of pixels in the component
A. The accuracy of the segmentation is evaluated by us-
ing Dice index (Section 2.4.1), the Hausdorff distance (Sec-
tion 2.4.3) and the Ht metric (Section 2.4.2) by taking the
union of all relevant components for the given tissue.
2.4.1 Dice Index
Dice index is one of the most widely used similarity mea-
sure over sets and is given as
D(A,B) =
2 |A ∩B|
|A|+ |B|
,
where A and B are the two sets to be assessed and is sim-
ply twice the number of elements common to both sets di-
vided by the total number of elements in the two sets. The
Dice index takes on a value between 0 and 1. A value of 1
means that the segmentation result and the ground truth are
identical. A value of 0 indicates that the two sets have no
common elements.
2.4.2 Border Errors with Tolerance (Ht metric)
Border positioning errors are usually taken as the average
of the pixel deviation from the true border over the entire
length of the border. This gives an overall error measure-
ment but washes out the local deviation information. A
more sophisticated measure that retains the local deviation
information and takes tolerance into consideration is theHt
metric ([21], [22]). TheHt metric is the average of the frac-
tions of border A and border B correctly identified within a
certain tolerance. It is given as
Ht(A,B) =
1
2
(
NAt
NA
+
NBt
NB
)
where the parameter t is an interval of tolerance, NA and
NB are the number of pixels in boundary A and B, respec-
tively, andNAt andNBt are the number of pixels in bound-
ary A and B correctly identified with a tolerance t. The Ht
metric increases monotonically with t, and converges to 1.
For two borders that are exactly the same, the Ht is equal
to the unity with t set to zero.
2.4.3 Hausdorff Distance
The Hausdorff distance (see e.g. [23]) measures the extent
to which each point of a model set lies near some point of
a ground truth set and vice versa. Thus, this distance can
be used to determine the degreee of resemblance between
two boundaries. Given two sets A = {a1, a2, ..., am} and
B = {b1, b2, ..., bn} with m and n number of elements, the
Hausdorff distance is defined as
H(A,B) = max(h(A,B), h(B,A))
where
h(A,B) = maxa∈Aminb∈B||a− b||
and || · || is some underlying norm on the points of A and
B.
3 Experimental Results
Three-dimensional segmentation of eight tissue/organs in
CT torso images was performed using our 3D extension of
the EGS and SRM methods. The eight tissue/organs are
lungs, heart, liver, kidneys, spleen, stomach, spinal cord
and bones (including all bones and multiple-sites). They
represent different image complexities and challenges in
multi-organ/tissue segmentation. The segmentation of ab-
dominal organs such as spleen and stomach has always
been challenging. The 8 tissue/organs studied in this paper
can be largely grouped into two groups according to their
statistical complexities and sizes. The lungs, heart, liver,
kidneys and the spinal cord can be placed in one group
while spleen, stomach and bones in the other. This is re-
flected in the choice of the values of the paramenter in both
methods. For the SRM-based method, the Q value was set
to 128 for the first group and 512 for the other group. For
the EGS-based method, the k value was set to 3000 (except
kidneys with 2000) and 1000 for the other group.
Segmentation results were evaluated using the Dice
index, the Hausdoff distance measure and the Ht measure.
Tables 2 and 3 show the Dice index, theHt measure and the
Hausdoff measure of the segmentation results based on 3D-
SRM and 3D-EGS methods. The Ht measures of the eight
tissue/organs with the tolerance parameter values t ranging
from 1 to 6 (pixels) for both methods are shown in Figure 2.
The H1 and H2 values in Table 2 and 3 correspond to the
first and second markers for individual tissue/organ profile
in Figure 2 (a) and (b).
4 Discussion
Both of our 3D extension of the SRM and EGS methods
achieved good results as shown in Table 2 and 3. The ac-
curacy of the 3D-SRM segmentation is generally similiar
or higher than that of the 3D-EGS segmentation. It also re-
sults in smaller number of components in its final segmen-
tion which makes it preferable to the EGS method. Most
tissue/organ segmentation results in the literature are lim-
ited to one tissue/organ or a few tissue/organs in a region
such as the abdominal region in an abdominal CT scan as
whole-body CT segmentation is a rather new research area.
Nevertheless, [8] reported segmentation results of kidneys,
spleen and liver in contrast-enhanced two phases abdomi-
nal CT scan. The best reported results for the Dice index
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Table 2. Evaluation of 3D-SRM segmentation of eight tissues. The Dice index, the Ht measure and the Hausdorff Distance
measure are shown. Table entries are (mean ± standard deviation) over the relevant CT slices for the specific organ. H1 and
H2 are the Ht measure with the tolerance parameter t set to 1 and 2 (pixels), respectively.
Tissue Dice Index Ht Hausdorff Distance (mm)
H1 H2
Lungs 0.95 ± 0.06 0.96 ± 0.03 0.98 ± 0.02 8.65 ± 7.19
Heart 0.93 ± 0.06 0.86 ± 0.09 0.93 ± 0.07 10.61 ± 5.65
Liver 0.92 ± 0.05 0.80 ± 0.15 0.87 ± 0.13 18.30 ± 16.36
Kidneys 0.93 ± 0.04 0.88 ± 0.12 0.95 ± 0.07 10.45 ± 8.06
Spleen 0.87 ± 0.10 0.79 ± 0.14 0.88 ± 0.10 18.02 ± 13.80
Stomach 0.72 ± 0.20 0.74 ± 0.05 0.82 ± 0.06 17.20 ± 6.85
Spinal Cord 0.83 ± 0.09 0.95 ± 0.06 1.00 ± 0.02 3.67 ± 1.20
Bones 0.89 ± 0.04 0.98 ± 0.02 0.99 ± 0.01 12.93 ± 15.91
Table 3. Evaluation of 3D-EGS segmentation of eight tissues. The Dice index, the Ht measure and the Hausdorff Distance
measure are shown. Table entries are (mean ± standard deviation) over the relevant CT slices for the specific organ. H1 and
H2 are the Ht measure with the tolerance parameter t set to 1 and 2 (pixels), respectively.
Tissue Dice Index Ht Hausdorff Distance (mm)
H1 H2
Lungs 0.96 ± 0.05 0.97 ± 0.04 0.98 ± 0.03 7.95 ± 7.34
Heart 0.93 ± 0.06 0.85 ± 0.11 0.92 ± 0.09 11.74 ± 7.88
Liver 0.87 ± 0.09 0.70 ± 0.18 0.79 ± 0.15 28.49 ± 32.18
Kidneys 0.88 ± 0.06 0.77 ± 0.14 0.86 ± 0.10 16.02 ± 9.24
Spleen 0.76 ± 0.23 0.72 ± 0.14 0.83 ± 0.10 21.83 ± 19.90
Stomach 0.69 ± 0.21 0.74 ± 0.07 0.83 ± 0.06 19.32 ± 10.81
Spinal Cord 0.79 ± 0.13 0.91 ± 0.09 0.98 ± 0.06 3.65 ± 1.21
Bones 0.88 ± 0.05 0.96 ± 0.02 0.98 ± 0.02 17.90 ± 16.48
2 4 6
0.6
0.7
0.8
0.9
1
t
Ht
 
 
Lungs
Heart
Spinal Cord
Liver
Kidneys
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Bones
2 4 6
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0.7
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1
t
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Figure 2. The Ht plots for 3D-SRM (left) and 3D-EGS (right). Eight tissues are shown. The tolerance parameter t of the Ht
metric ranges from 1 to 6 (pixels). The 1st and 2nd markers of each Ht profile are reported in Table 2 and Table 3, respectively.
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were 0.93, 0.91 and 0.95, respectively.
In another study, [5] reported segmentation of six tis-
sue/organs (heart, liver, spleen, lungs, kidneys and pelvis)
in CT scans. The segmentation results were evaluated using
Dice index and Haursdorff distance but were given in plot
profiles. Due to the small plot area of the profiles, the Dice
indices for the 6 tissue/organs were best read out as 0.7,
0.8, 0.6, 0.9, 0.5 and 0.6, respectively, and that of Haus-
dorff distance as 12, 14, 18, 6, 19, and 15 mm, respectively.
Both our 3D-SRM and 3D-EGS results compare well with
the above two studies.
5 Conclusion
The experimental results showed the feasibility and effi-
cacy of the proposed 3D-SRM and 3D-EGS approach to
automatic anatomy segmentation. Using eight different
representative tissues, it was shown that the accuracy of
an expert segmentation can be well matched by both meth-
ods, with 3D-SRM generally outperforming 3D-EGS. Both
results also compare favorably to limited relevant results
found in the literature.
Results from both 3D-SRM and 3D-EGS segmenta-
tion are particularly promising since so far neither pre- or
post-processing nor prior knowledge was incorporated into
the process. The addition of those steps will certainly im-
prove the outcome for a specific application at hand. To
keep the results applicable to a wide range of medical im-
ages those steps were not performed in this study.
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