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Abstract--Recently, Murthy [1] Presented an efficient parallel solver for hyperbolic Partial Differ- 
ential Equations on a hypercube network. Furthermore, an expression for the speedup of the solver 
was derived. In this note, a new speedup expression of the solver is given to evaluate its performance 
more tightly. 
1. INTRODUCTION 
Solving Partial Differential Equations (PDEs for short) often arises in engineering and physical 
sciences. With the advances of the VLSI technology, there has been increasing interest in the use 
of parallel and pipeline machines for solving PDEs [2]. Recently, Murthy [i] presented a parti- 
tioned parallel algorithm for solving the hyperbolic PDE on a hypercube network. Furthermore, 
an expression for the speedup of the solver was derived. In this note, a new speedup expression 
of the solver is given to evaluate its performance more tightly. 
2. THE WORK BY MURTHY 
In this section, the work of solving a hyperbolic PDE on a hypercube network by Murthy [1] is 
briefly reviewed. Given the boundary conditions, we want to solve the following hyperbolic PDE 
which is fundamental to the study of vibrating systems: 
a2u d92u a2u 
~t 2 = ~X 2 "1- ~y2" (1) 
Using the finite difference method, the solution u(zi, yj,tt) of Equation (I) is approximated by 
u~j which is formulated by 
= 2(1-  o 2. 2f  .i -17) Zr )Ui, j -'1- r ~'Bi+I, j "l" Ui,j+ 1 "l" -- Ui, j , l J  (2) 
where r is the ratio of grid sizes in the time and space coordinate directions. This iterative 
process of Equation (2) is continued until some termination condition is satisfied. 
If the number of processors is unlimited, in time step k all variables uk,s at the grid points can 
be computed in parallel. Suppose that the number of processors in the hypercube network is n. 
Commonly, the number of grid points, say N x N, is much larger than n. In [1], the domain of 
grid points is partitioned into n tasks, which can be viewed as an n I12 x n I12 tasks, and each 
task is assigned to a processor. Naturally, each task contains N/n x N/n  grid points. Using 
the method of the embedding mesh network into the hypercube network [3], these n 1/2 x n I/2 
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mesh-like tasks can be assigned to a hypercube of n processor. Then, by Equation (2) each task, 
say T,, computes u~ if u~_. E T, for 1 < s < n, then check whether the norm tu- k• - u.k-ll is less 
_ • -w  - , J  • ~ I s , J  I I j  a 
than a speeffied tolerant value or not. If yes, we say that the state of the task reaches a local 
steady state. All tasks are performed in parallel until the global steady state is reached. 
In a time-honored convention, the speedup of one parallel algorithm is defined to be the ratio 
T(1)/T(n),  where T(1) is the sequential time complexity and T(n) is the parallel time complexity. 
Using the technique of overlapping the communication a d computation, the speedup in executing 
an iterative step of Equation (2) on the hypercube, S(n, N × N), is given by 
S(n, N x N)= T(1) 7N2to 
~(n) = 7(N~/n)to + 2a(N/nl/2)t, ' 
(3) 
where to denotes the time needed for one logic or arithmetic operation, ts denotes the time 
needed for transmitting a data from one processor to the adjacent one through the half-duplex 
channel, and a (0 < a < 1) denotes the average amount of overlap of the computation with the 
communication. 
3. SPEEDUP EXPRESSION WHEN CONSIDERING THE TERMINAT ION TEST 
It is observed that the speedup expression of Equation (3) cannot reflect he true performance 
since the time spent on testing the global steady state is ignored. The object of this note is to 
give a new speedup expression when considering the time spent on the termination test. 
For each task, it takes two operations (one arithmetic operation and one logic operation) to 
test the local steady state. It is well-known [4] that a tree-like operation can be performed in 
log n steps, so the global steady state can be determined in to log n + 2ts log n time. Assume that 
b (0 < b < 1) denotes the average amount of overlap of the computation of Equation (2) and 
the test of the local steady state with the test of the global steady state. Then, the speedup in 
executing an iterative step of the problem on the hypercube is given by 
7N~to 
S(n, N x N) = 7(N~/n + 2)t0 + 2a(N/nZl2)L + b(to log n + 2L log n)" (4) 
This new speedup expression is more tight than Equation (3) by Murthy. 
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