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Abstract: Credit migration or transition matrices, which characterize the expected changes in credit
quality of obligors, are cardinal inputs to applications such as asset pricing and risk management.  We
propose a new metric for comparing these matrices (a mobility index) by first subtracting the identity
matrix, focusing the analysis on the dynamics, and then taking the average of the singular values for
the resulting matrix.  This yields a metric which has an intuitively-appealing “size” related to the
average probability of migration of the original matrix.  We also propose a new mobility index
performance criterion which is particularly relevant for credit migration matrices, namely that it be
distribution discriminatory, i.e. sensitive to the distribution of off-diagonal probability mass.  We
demonstrate the advantages of the proposed metric over more traditional cell-by-cell distance metrics
and eigenvalue-based mobility indices.  We then apply these metrics to credit rating histories of S&P
rated U.S. obligors from 1981-2001.
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Credit migration or transition matrices, which characterize the expected changes in credit quality
of obligors (typically firms), are cardinal inputs to many risk management applications including portfolio
risk assessment, modeling the term structure of credit risk premia, and pricing of credit derivatives.
3  It is
often desirable to compare credit migration matrices, for example when investigating how the matrix
changes over time, or when assessing the statistical similarity between different matrices.  Assuming that
the matrices have been accurately estimated (see Schuermann and Jafry (2002) for a detailed discussion),
our goal is to devise a convenient “single-number” (scalar) metric, M(P), which captures (in some sense)
the overall characteristics of a given matrix, P, and contains sufficient information to facilitate meaningful
comparisons between different credit migration matrices.  In the literature, such metrics, applied to the
transition matrices for general Markov chains, are sometimes called mobility indices.  Geweke, Marshall
and Zarkin (1986), hereafter referred to as GMZ, present a systematic approach for their development,
building on the work of Shorrocks (1978) and others. 
Our central purpose is to develop a metric (or mobility index) specifically suited to credit
migration matrices taking into account the particular properties of such matrices.  One salient
characteristic is that these matrices are diagonally dominant: most of the probability mass is on the
diagonal, implying little overall migration.  For a given migration matrix our metric is evaluated in two
steps: first, the identity matrix is subtracted from the matrix under question, yielding what we refer to as
the mobility matrix which captures (in essence) the dynamic part of the original matrix; second, we then
compute the average singular value of the mobility matrix.  We demonstrate how the resulting value is
closely related to the average probability of migration (i.e. the average off-diagonal “mass”) of the
original matrix, thereby providing an intuitively appealing “calibration” for the metric.  We extend this
approach to the L
1 (absolute deviation) and L
2 (Euclidean) cell-by-cell distance metrics by analyzing the
distance between the migration matrix and the identity matrix – rather than between two migration
                                                     
3 For an overview of credit ratings and the credit rating industry, see Cantor and Packer (1995) and White (2001).-2-
matrices.  With this minor modification, the Euclidean formulation yields a useful metric with
characteristics broadly similar to those of the average singular value metric.  This confirms our first key
result, namely that it is essential to subtract the identity matrix before evaluating the metric, irrespective
of the algorithm used for the metric.
In addition to a set of performance criteria for mobility indices or metrics spelled out by
Shorrocks (1978) and GMZ, we propose a new criterion which is particularly relevant for credit migration
matrices and their use in valuation and risk management, namely that it be distribution discriminatory, i.e.
sensitive to the distribution of off-diagonal probability mass.
In developing our arguments, we present numerous examples involving simple (low-order)
matrices for which exact (closed-form) expressions are practical and instructive.  We then demonstrate
the use of our metric on (high order) migration matrices derived from actual market data.
The outline of the paper is as follows.  In Section 2 we establish notation and definitions, review
the well-known dynamical properties of Markov matrices using eigenvalues (and eigenvectors), and
summarize the existing techniques for comparing matrices.  In Section 3 we propose our new metric and
new performance criterion.  Here we motivate the subtraction of the identity matrix, develop a metric
based on singular values, and revisit the L
1 and L
2 metrics introduced in Section 2.  In Section 4 we apply
our metric to real data, namely, credit rating histories of U.S. firms.  Section 5 contains our concluding
remarks.
2.  Credit migration matricesEquation Section (Next)
2.1. Definitions
Consider the state vector, x(t), defined as a row-vector containing the discrete probability
distribution of the credit rating (say, for a given firm) at time t.  The number of elements of x, denoted N,
corresponds to the number of different possible credit ratings (usually arranged in the order from best to-3-
worst, with the "Default" rating as its last element).
4  Usually such matrices are evaluated at discrete
points in time separated by the sample period, ∆ t, in which case x(k) is then taken to represent the state at
time k∆ t (i.e. the time epoch with index k).  The row-vector x(k+1) describes the discrete probability
distribution of the credit rating (for the same firm or portfolio) at the next discrete point in time, (k+1)∆ t.
We assume that the discrete evolution of the state vector is governed by a Markov process such that
(1 )( ) kk +=   xx P , where P represents the migration matrix defining the transition of the state vector from
one epoch to the next.
5  Each row of P defines a discrete probability distribution describing the
probability of transitioning from a given credit rating at time k∆ t to any of the possible credit ratings at
time (k+1)∆ t. 
In keeping with the definition of probability, the sum of elements in the state vector must equal
















= ∑  for each row i (there
is no such requirement on the column-wise summations in P which can be numerically as large as the
dimension, N). 
2.2. Time-evolution: eigenvalue decomposition
Assuming that P is time homogeneous (or time invariant),
6 i.e. constant over time (unrealistic in
practice, but a useful mathematical simplification), the solution for the state vector at any future time can
be expressed in terms of the initial state vector, x(0), as follows:
23 (1) (0) ; (2) (1) (0) ; (3) (2) (0) =     = =     = = xx P xx P x P xx P x P
                                                     
4 Purely as a matter of convenience, we will follow the notation from Standard and Poors (S&P) which, from best to
worst, is AAA, AA, A, BBB, BB, B, and CCC.  Thus typically N = 8.
5 Note the sequence of the matrix multiplication is xP where x is a row-vector and, by convention, the rows of P
contain the probability distributions.  The alternate (more usual) multiplication sequence would be P′x, where x is a
column-vector and P′ (the transpose of P) contains the probability distributions in its columns.  This alternate form
is more familiar in linear algebra and dynamic systems analysis, but would entail the use of the transpose of P
throughout, thereby cluttering the notation.  We therefore persevere with the less-familiar row-wise form, enabling P
to be used directly, albeit with the need for more careful book-keeping of the linear algebraic results.  It should be
clear to the reader that both forms (with appropriate book-keeping) yield identical results. 
6 See Israel, Rosenthal and Wei (2001) for conditions under which credit migration matrices are Markov.-4-
and so forth, yielding for any k
(2.1) () ( 0 )
k k = xx P
Since the eigenvalues (and eigenvectors) of the transition matrix are intimately related to the
time-evolution of the state vector, we often express P in terms of its eigenvalue decomposition, i.e.:
1 − =Λ PS S
where Λ  represents the diagonal matrix containing the eigenvalues of P, and S contains the corresponding
eigenvectors (one per column).  Equation (2.1) becomes:
(2.2)
1 () ( 0 )
k k
− = Λ xx S S
2.3. Steady-state behavior
An important consequence of the fact that each row of P sums to unity is that the dynamical
system (describing the evolution of x(k)) is neutrally stable.  In other words, the solution for x(k) never
dies away to zero (as it would for a stable system) nor does it explode to infinity (as it would for an
unstable system): instead it reaches a steady-state solution,  ( ) k ∞ →∞ xx   , whereby the elements of x
eventually settle down to constant values, x∞ , constrained by the fact that their sum must equal unity (in
line with the probability definition).  This implies that (at least) one of the eigenvalues (elements of Λ )
must be identically equal to 1, such that when raised to the k
th power (in equation (2.2)) it persists
indefinitely, and that all the other (non-unity) eigenvalues have magnitudes less than 1 such that when
raised to the k
th power, they eventually decay away.  The steady-state probability distribution, x∞ , is given
by:
1 () ( 0 ) ( 0 )
∞∞ − ∞=  =   Λ xx P x S S
where P
∞  represents P raised to the infinite power, resulting in the limiting transition matrix (denoted P
†
in GMZ).-5-
In the most general case, only one eigenvalue will be equal to unity (with all others less than
unity).  In that case, x∞  is given by (some multiple of) the eigenvector (of the transpose of P)
corresponding to the unity eigenvalue.
7 
The rate at which the system decays towards x∞  is governed by the slowest-decaying term, i.e.
that which corresponds to the largest eigenvalue with magnitude below 1 – which we hereby refer to as
the 2
nd-largest eigenvalue (denoted λ 2), since, in the general case, there will be only one eigenvalue equal
to 1.
Consider the following 2-d example to make things clear.  Assuming a two-ratings system (say
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P
Appendix 6.1 presents the results of the eigenvalue analysis of this system.  The rate of decay in
the solution (equation (6.2)) is governed by the magnitude of λ 2.  For example, the time taken for the















k =≈  
In economic terms, this is a long time, especially when we consider that records of credit ratings
are available only over a couple of decades.  Moreover, the validity of the linear, time invariant, Markov
assumptions become more questionable over such long time periods.  
                                                     
7 These particular properties associated with the unity-eigenvalue (and its eigenvector) of a Markov matrix are a
consequence of the Perron-Frobenius Theorem in matrix theory.-6-
2.4. The absorbing "Default" state
The “Default” state is usually considered as absorbing, implying that any firm which has reached
this state can never return to another credit rating.
8  This is straightforward to introduce via a row-vector
where all elements are zero except for that entry corresponding to the Default state (which has a unity
entry).  By convention, the credit ratings are usually arranged left to right from “good” to “bad”, therefore
the Default state is conventionally the last state, and the Default row thereby occupies the last row of the
migration matrix.
9  
An important mathematical consequence of the inclusion of the absorbing state is that the steady-
state solution (i.e. the first eigenvector of (the transpose of) P) is identically equal to the absorbing row of
P.  In other words, for a general migration matrix which exhibits finite probabilities of default (i.e. with
some non-zero elements in the absorbing column) the probability distribution x(k) will always settle to the
default state.  Given sufficient time, all firms will eventually sink to the Default state.  Section 6.2 (in the
Appendix) demonstrates this for the 2-d example.  This behavior is clearly a mathematical artifact,
stemming from the idealized linear, time invariant assumptions inherent in the simple Markov model.  In
reality, the economy (and hence the migration matrix) will change on time-scales far shorter than required
to reach the idealized Default steady-state proscribed by an assumed constant migration matrix. 
2.5. Existing techniques for comparing matrices
2.5.1 Cell-by-cell distance metrics
Two common approaches for comparing two matrices (say PA and PB, each with dimension N× N)
are the L
1 and L
2 (Euclidean) distance metrics.
 10  The L
1 metric computes the average absolute difference
                                                     
8 There are exceptions, namely if a firm re-emerges from bankruptcy and then pays for a credit rating on a debt
instrument.
9 Note that the mathematics of the configuration matrix are unaffected by the choice of location for the Default state,
so, without loss of generality, we will follow convention here and use the last position in the state vector, and the
last row of the migration matrix, for the absorbing Default state.
10 The L
1 metric is used in Israel, Rosenthal and Wei (2001) for comparing migration matrices while the L
2 metric is
used in Bangia et al. (2002).-7-
while the L
2 (Euclidean) distance metric computes the average root-mean-square difference between






































Although appealing in their simplicity, these methods have the main drawback that they offer no
absolute measure for an individual matrix: they only provide a relative comparison between two matrices.
For example, if the Euclidean distance between two matrices turns out to be, say, 0.1, it is not clear if this
is a “large” or a “small” distance.  Neither is it possible to infer which matrix is the “larger” of the two.
2.5.2 Eigenvalue-based metrics
The mobility indices presented in GMZ for general transition matrices are all, in essence, based
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where tr(…) denotes the trace of the matrix (i.e. the sum of its diagonal elements), det(…) denotes the
determinant, and λ 2(…) denotes the i
th eigenvalue (arranged in the sequence from largest to smallest
absolute value, with λ 2 denoting the largest less than unity).  Note that when all the eigenvalues of P are
real and nonnegative, MP is identical to ME since the trace equals the sum of the eigenvalues.
2.5.3 Eigenvector distance metric
Since most credit migration matrices (derived from actual market data) incorporate an absorbing
state, they will have identical steady-state solutions (i.e. given by the absorbing state vector itself),-8-
meaning that the steady-state solution, or, equivalently, the first eigenvector of (the transpose of) the
migration matrix is ineffective as a basis for comparing matrices.  The remaining eigenvectors do
however contain useful information which can be used to construct a relative metric.  Arvanitis, Gregory
and Laurent (1999) (hereafter referred to as AGL) propose to assess the similarity of all eigenvectors
between two matrices by computing a (scalar) ratio of matrix norms.  Specifically, their approach was
motivated by the need to compare migration matrices with different horizons (i.e. sample intervals, ∆ t)
and test the first-order Markov assumption, but the mathematics are equally valid for comparing two













This quantity is bounded between zero and two; it is equal to zero if PA and PB have exactly the
same eigenvectors (regardless of their eigenvalues), and it increases the more dissimilar the eigenvectors
become.  AGL conclude that values for the metric ∆ MAGL of around 0.08 at an annual frequency (or
sampling interval) are sufficiently small to suggest that the eigenvectors vary by only small amounts and
can thus assumed to be similar.  However, they do not tell us why 0.08 is sufficiently small, nor what
would be sufficiently large to reject similarity.
3.  Devising a new metricEquation Section (Next)
3.1. Performance criteria 
GMZ (elaborating on the work of Shorrocks (1978)) present a set of criteria by which the
performance of a proposed metric (for arbitrary transition matrices) should be judged.  These are grouped
in three distinct areas: persistence criteria which stipulate that a metric should be consistent with some
simple, intuitively-appealing interpretations of the transition matrix P;  convergence criteria which
stipulate that a metric ought to establish an ordering among transition matrices P that is consistent with
the rate at which the multiperiod transition matrices P
k converge to the limiting transition matrix P
†; and-9-
temporal aggregation criteria which remove the influence of the length of the basic time period (∆ t) on
comparisons of mobility.
Of the persistence criteria, monotonicity (M) stipulates that M(P) > M(P
*) if  ij ij p p
∗ ≥  for all
ij ≠  and  ij ij p p
∗ >  for some ij ≠ .  Imposing, without loss of generality, that M(I) = 0 (i.e. metric is zero
if the matrix implies zero mobility), then the criterion of immobility (I) stipulates M(P) ≥  0, and under
strong immobility (SI) M(P) ≥  0 unless P = I.
Of the convergence criteria, perfect mobility (PM) requires that M(P
†) ≥  M(P) for all P, and
strong perfect mobility (SPM) requires that the inequality be strict unless P = P
†.
Of the temporal aggregation criteria, period consistency (PC)  is based on the idea that the
comparisons of rates of convergence should not be reversed by changes in ∆ t, which implies that if P and
P
* are two transition matrices and M(P) ≥  M(P
*), then M(P
k) ≥  M(P
*k) for all integers k > 0.
For the class of transition matrices with real nonnegative eigenvalues, GMZ show that all the
criteria are logically consistent (such that mobility indices can be found which satisfy all criteria).  That
does not mean to say that the mobility indices which they present (summarized in equations (2.7)) satisfy
all the criteria, even for the limited class of matrices (see GMZ for examples).  For general matrices (i.e.
which may violate the real nonnegative eigenvalue restriction), the criteria are logically inconsistent
across the persistence and convergence categories.
Credit migration matrices are generally diagonally dominant (or maximally-diagonal: within each
row, the diagonal term dominates).  This means that the non-unity eigenvalues are rather close to unity in
magnitude (since the trace equals the sum of the eigenvalues), which, in turn, implies that the decay rates
towards steady-state are generally rather slow (see Section 2.3, in particular, eq (2.5)).  We therefore
contend that it is appropriate to ignore the requirements of meeting the convergence criteria.  We likewise
neglect the temporal aggregation criteria because we are most often concerned with comparing credit
migration matrices evaluated for a fixed ∆ t (e.g. one year) considerably shorter than the natural decay--10-
time of the system.  We therefore focus on the persistence criteria only,
11 thereby removing the logical
inconsistencies of attempting to satisfy all categories.
Moreover, we propose to add an additional persistence criterion appropriate to the comparison of
credit migration matrices.  Namely, we would like our metric to be distribution discriminatory (DD), such
that it can discriminate between matrices which have the same row-wise probabilities of change (i.e. the
same element-by-element diagonal entries), but which have different distributions across each row.  For
example, consider the following two matrices:
(3.1) 12
0.8 0.1 0.1 0.8 0.2 0
0.2 0.7 0.1 0.3 0.7 0
0.3 0.1 0.6 0.4 0 0.6
 




A “good” metric should satisfy DD, i.e. it should yield different values for these two matrices.
This is important in the context of credit migration matrices (and may be important more broadly) since
far migrations have different economic and financial meaning than near migrations.  The most obvious
example is migration to the Default state (typically the last column) which clearly has a different impact
than migration of just one grade down (i.e. one off the diagonal).
3.2. Subtraction of the identity matrix
Since the migration matrix, by definition, determines quantitatively how a given state-vector (or
probability distribution) will migrate from one epoch to the next, we can reasonably posit that the central
characteristic of the matrix is the amount of migration (or “mobility”) imposed on the state-vector from
one epoch to the next.  This characteristic can be highlighted by simply subtracting the identity matrix
before proceeding with further manipulations.  This apparently trivial observation is the first key result of
this paper.  The identity matrix (of the same order as the state vector) corresponds to a static migration
matrix, i.e. the state vector is unchanged by the action of the matrix from one epoch to the next.  By
subtracting the identity matrix from the migration matrix, we are therefore left with only the dynamic part
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of the original matrix.  By devising a metric for this dynamic part, we will obtain an intuitively-appealing
result which reflects the “magnitude” of the matrix in terms of the implied mobility.  By definition, the
metric will satisfy SI.  Note that the metrics in GMZ (eqs (2.7)) have been constructed such that they also
satisfy SI.  However, we will go a step further by subtracting the identity matrix before computing the
metric, in contrast to GMZ where all the metrics are computed directly on P.
We will henceforth refer to the mobility matrix (denoted P   ) defined as the original (hereafter
referred to as the raw) matrix minus the identity matrix (of the same dimension), i.e.:
(3.2) − PPI    
Our task now is to devise a metric based on manipulations of the mobility matrix P    which
satisfies the persistence criteria of M and DD with respect to the raw migration matrix P.
3.3. A metric based on singular-values
At this point, it should be clear that the usual absolute deviation (L
1) or Euclidean (L
2) distance
metrics could be applied in a meaningful way to the mobility matrix.  In fact, we pursue this later (in
Section 3.5), but for now we will simply proceed in establishing a new metric based on singular values of
P   .
Recalling the state equation,  ( 1) ( ) kk +=   xx P , and substituting equation (3.2) for P, we obtain
(1 )( ) ( ) kk k +=  +   xx P x I  
Clearly, the greater the “magnitude” of P   , the greater the degree of migration applied to the state-vector
(and likewise, a zero value for P    implies zero migration).  Therefore, for our metric to satisfy M and DD
with respect to P, we need to capture the “magnitude” of P    with regard to its “amplifying power” on x .
This is precisely the question posed when defining the norm for a given matrix, as described in Strang
(1988, p366), whereby the norm of given matrix A (or equivalently of A′ ) is the scalar quantity defined
by:
                                                                                                                                                                          








such that  A  bounds the “amplifying power“ of the matrix:  ≤   Ax A x  for all column-vectors x (or
′′ ′ ′ ≤   xA A x  for all row-vectors x′ ).
The equality holds for at least one nonzero x (representing the specific direction(s) in which the
amplification is maximized).  Again following Strang (1988, p368), the solution for the norm is the
largest singular value of A, which, in turn, is identically given by the square-root of the largest eigenvalue
of A′ A.  The vector which is amplified the most is given by the eigenvector of A′ A corresponding to the
maximum eigenvalue.  However, this maximally-amplified vector is generally not representative of a
feasible state vector.
So, rather than using just the maximum singular value (as prescribed by the matrix norm), we
now propose to use the average of all of the singular values of  P   .  By incorporating all the singular
values, we can hope to capture the general characteristics of P    acting on a feasible state vector. 
We can summarize this section by stating the second key result of the paper, namely that we
















Note that we have not proven that this metric satisfies M and DD.  We will rather verify by example in
the following sections.
3.4. "Calibrating" the metric
In this section, we provide an intuitively appealing “calibration” for the magnitude of the metric.
For example, we can provide meaningful answers to questions such as “supposing the metric for a given
matrix has a value of, say 0.1, what does this tell us about the matrix ?” -13-
In order to calibrate the metric, we introduce a hypothetical “average” migration matrix, denoted
Pavg, which has been devised such that all diagonal elements are equal to (1 ) p −  and all off-diagonal
elements are equal to  /( 1) pN − , where  p  represents the probability that a given state will undergo a
migration (to any of the others) under the action of Pavg:
(3.5)
1/ ( 1 )
/( 1) 1 /( 1)

















    
  
    
We appreciate that this matrix is not literally representative of a real migration matrix – not least
because there is no absorbing state (in order to keep the algebra simple).  However, Pavg captures the
qualitative attributes of an “average” migration matrix in the sense that, on average, a given state has the
probability  p  of undergoing a migration rather than staying in its present state. 
The question of calibration now reduces to the following: “how does the value of our metric for
an arbitrary test matrix relate to the value for a hypothetical Pavg of the same dimension ?”  Or, stated
differently: “what hypothetical average matrix has the same metric value as our arbitrary test matrix?”
thereby indicating intuitively the “average amount of migration” contained in the test matrix.
From the definition of Pavg, the corresponding mobility matrix,  avg P   , can be expressed as:
(1 ) 1
1( 1 ) 1
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    -14-
We must now compute the eigenvalues of the matrix Aavg above.  To start with, note that each
column is linearly independent of any other.  However, by inspection it can be seen that the first column
is equal to the sum of all the others, for all N.  This means that the rank of the matrix Aavg is equal to
(N-1), implying that exactly one of the N eigenvalues is equal to zero (see Strang (1988, p250)).  Now,
from the properties of eigenvalues we know that the sum of the eigenvalues of any matrix is equal to the
trace of the matrix (i.e. the sum of the diagonal elements)).  Hence, for the matrix Aavg: 
123 tr( ) ( 1) Na v g NN λλλ λ ++++ ≡ = − A …
and incorporating the fact that exactly one eigenvalue equals zero (say λ 1 = 0, without loss of generality),
we obtain:
23 (1 ) N NN λλ λ +++ = − …
This equation is satisfied identically if all the (N-1) remaining eigenvalues are equal to N.
Consider first the 2-d case.  The characteristic equation (from the determinant) and the corresponding
eigenvalue solutions are given by:
2 20 ; [ 0 , 2 ] λλ λ −=     =
Likewise, for the 3-d and 4-d cases, respectively:
32 6 9 0; [0,3,3] λλλ λ −+ =     =
432 12 48 64 0; [0,4,4,4] λλλλ λ −+− =     =
Extending these findings to arbitrary order, we conclude that the remaining non-zero eigenvalues are all
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which yields the third key result of this paper, namely that our average-singular value metric is
numerically identical to the average probability of migration, p, for the hypothetical average matrix Pavg,
irrespective of dimension N.  This neatly satisfies our question of calibration. 
To return to our previous hypothetical question, if the value of the singular value metric for a
given arbitrary test matrix is, say 0.1, then we can now say that the matrix has an effective average





Recall that our singular value metric has been developed intuitively from the principles
underlying the idea of the matrix norm which captures the essence of the “amplifying power” of the
dynamic part of the migration matrix.  The development rests on the key idea of first subtracting the
identity matrix (to yield the dynamic part). 
For comparison, we can also evaluate the absolute deviation and Euclidean distance metrics


































We can “calibrate” these metrics against Pavg in order to provide meaningful comparisons of
magnitude with our singular value metric.  Specifically, evaluating the metrics between Pavg and I, yields
the following exact results:
                                                     
12 Note that this will generally be numerically different to the average probability of migration computed directly











































We can use the denominators of these results as modifying scale-factors on the respective metrics
(versus I) in order to yield the same numerical results as with the singular value metric applied to Pavg.  In
other words, we propose modified absolute deviation (L
1) and Euclidean (L



































It is straightforward to show that since each row of P must sum to unity, the quantity represented
by Mdev is exactly equal to the average (across all rows) of the sum of the off-diagonal elements (per row)
of  P.  Equivalently, Mdev is exactly  equal to (1 ) N −  multiplied by the average of all off-diagonal
elements of P.  This averaging effect of Mdev smoothes out the differences in the off-diagonal content,
thereby potentially violating DD, and diminishing the usefulness of Mdev as a metric for comparing
matrices with generally different off-diagonal distributions.  The same statement applies for the metrics
based on the eigenvalues of P, as we will now demonstrate. 
Let us compare Mdev and Meuc with MSVD and with the eigenvalue-based metrics in eq (2.7).  For
example, for the general 2-d matrix in eq (2.3) the closed-from expressions for the respective metrics are
given by:
22 22







M pp M pp M p p
MMMMp p
= +  ,      = +  ,      = +  ,
==== +    
It is clear that all metrics satisfy M and DD for this general 2-d case since any increase p1 or p2
will yield a larger M (thereby satisfying M), and any change in p1 or p2 will yield a different M (thereby-17-
satisfying DD, except for the special circumstance when either of p1 or p2 increases by the same amount
as the other decreases).
Note that MSVD and Meuc  are identical for this general 2-d case, and, moreover, are sensitive to the
square of each off-diagonal element, such that the largest will dominate the result.  By contrast, Mp, MD,
ME and M2 which are all identical for this general 2-d case (and differ from Mdev by only a constant scale-
factor) are sensitive to the linear sum of the off-diagonal elements, which, in effect, means they are
sensitive to the sum of the diagonal terms.














The exact expressions for the respective metrics are given by (recalling the MSVD result from eq (6.5)):
() ( ) ()
() ()
222 22 222
1231 23 e u c 123
dev 1 2 3 1 2 3
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Mp p p p
= + + + + ,       = + +       
= + +  ,     = + +                 
=− − − +  + + +
=+ − −+  =
() {} () {}
123 1 2 3
22 3 1 2 3 1 1 2 3
)  for small  , ,
1 max 1 ,1 min ,  for small  , ,
pp p p p
Mp p p p p p p p p
++
=− − + − = +
MSVD and Meuc are sensitive to the squares of each off-diagonal term and are thereby dominated by the
largest off-diagonal terms.  Although MSVD and Meuc are not generally identical, they are structurally
similar. 
Likewise, Mdev, MP, MD, ME and M2, though no longer identical, are structurally similar to one
another – especially for small p1, p2, p3 in which case the absolute-value delimiters in MD, ME, and M2 can
be eliminated, yielding simpler expressions.  Moreover, to first order, Mdev, MP, MD and ME are again
sensitive to the linear sum of the off-diagonal terms, i.e., in effect, to the sum of the diagonal terms (M2 is-18-
an exception, since, by definition, it uses only one of the eigenvalues, and hence encapsulates limited
information compared with the others).
The sensitivity of MSVD and Meuc to the squares of the off-diagonal terms (and Mdev, MP, MD, ME
and M2 to their linear sum) naturally extends to higher orders.  An important consequence of this is that
MSVD and Meuc generally satisfy DD in a strong sense, since by design, they “seek out” and amplify the
off-diagonal terms of P.  By contrast, Mdev, MP, MD, ME and M2 “seek out” and amplify the diagonal terms
of P which are generally of less interest for credit migration matrices.  
We therefore expect to favor MSVD (and Meuc) for comparing credit migration matrices since they
are particularly sensitive to off-diagonal concentrations – which are of economic interest, particularly if
they occur in the Default column.  This expectation is borne out in the next section when we consider 8-d
migration matrices from real data.  Also, see Appendix 6.4, where we present some numerical
comparisons on low-order matrices.
4.  Tests of the proposed metrics on real dataEquation Section (Next)
We shall now investigate how well the new metrics perform on real data.  Following Schuermann
and Jafry (2003), we will examine the behavior of the different metrics using credit migration data from
S&P.  Our analysis covers the period from January 1, 1981 to December 31, 2001 (Figure 1, left axis).
The universe of obligors is mainly large corporate institutions around the world.  Ratings for sovereigns
and municipals are not included, leaving the total number of unique obligors to be 9,178.  The share of the
most dominant region in the data set, North America, has steadily decreased from 98% to 60%, as a result
of increased coverage of companies domiciled outside U.S. (Figure 1, right axis).  The obligors include
both U.S. and non-U.S. industrials, utilities, insurance companies, banks and other financial institutions
and real estate companies.  The databases has a total of 55,010 obligor years of data, excluding withdrawn
ratings, of which 840 ended in default yielding an average default rate of 1.53% for the entire sample.
For our analysis we will restrict ourselves to U.S. obligors only; there are 6398 unique U.S. domiciled
obligors in the sample.-19-
4.1. Comparison over time
Schuermann and Jafry (2003) discuss different estimation methods for obtaining the empirical
estimates of the migration matrix P.  To illustrate the empirical applications of the metrics proposed here,
we compare the annual (∆ t = 1 year) migration matrices estimated via the cohort (frequentist) and time-
homogeneous duration methods for the years 1981-2001.
13  This yields 21 matrices for each migration
estimation method. Figure 2 contains the various metrics computed for the cohort matrices, and Figure 3,
for the homogeneous matrices.  From these figures, it is visually apparent that all the metrics except for
2 M are highly correlated, consistent with them satisfying M for the matrices in question.  To see this
quantitatively, refer to Table 1 and Table 2 which contain the correlation coefficients between the various
metrics from Figure 2 and Figure 3 respectively.  It can be seen that Mdev, MP and ME are perfectly
correlated, differing only by constant scale-factors.  
It is also clear from Figure 2 and Figure 3 that MSVD, Meuc, Mdev, MP and ME have roughly the
same magnitudes (with an intuitively-appealing sense of absolute size for MSVD,  Meuc, and Mdev, see
Sections 3.4 and 3.5) whereas M2 is consistently smaller (due to the fact that the matrices are maximally-
diagonal with 2
nd eigenvalues close to unity), and MD is consistently larger.
Figure 4 contains the differences between the metrics for the cohort and homogeneous matrices
(i.e. the results in Figure 3 subtracted from the results in Figure 2).  Also shown for comparison are the
respective relative distance metrics ∆ ML1, ∆ ML2 (from eqs (2.6)) and the relative eigenvector-based metric
∆ MAGL (from eq (2.8)).  The high degree of correlation between metrics disappears when we look at their
differences.
Table 3 contains the correlation coefficients computed for the data plotted in Figure 4.  Since
∆ Mdev, ∆ MP and ∆ ME  are perfectly correlated, they are grouped together.  Some metrics remain highly
correlated (around 0.99): ∆ MSVD, ∆ Meuc, ∆ Mdev, (∆ MP, ∆ ME) and ∆ MD.  By contrast, note the lack of
                                                     
13 For details on the estimations methodology, see Schuermann and Jafry (2003).  Very briefly, the cohort method
makes less efficient use of the data as it fails to capture multiple movements within a sample window. -20-
correlation of ∆ M2 with the others (resulting from the fact that M2  encapsulates limited information
compared with the others).  Also note that, of the relative distance metrics, ∆ ML1 is the most highly
correlated with ∆ MSVD etc. (correlation coefficient approximately –0.8), ∆ ML2 less so (correlation
coefficient approximately –0.6), and ∆ MAGL  considerably less so (correlation coefficient approximately –
0.3).  Since ∆ ML1, ∆ ML2 and ∆ MAGL  are purely relative, they are always positive and cannot determine
which matrix (within a pairwise comparison) is larger.  For the dataset used in the comparisons, it turns
out that the cohort matrices are generally “smaller” than the homogeneous matrices, hence the metric
differences ∆ MSVD, ∆ Meuc, ∆ Mdev, (∆ MP, ∆ ME), ∆ MD and ∆ M2 are generally negative.  Since ∆ ML1, ∆ ML2
and ∆ MAGL  are blind to this distinction, their correlations with the others are negative.
From the empirical results presented in this section so far, it is not immediately apparent which
metric is “best” for our application, namely, for the comparison of credit migration matrices.  However,
from the earlier discussions in the paper, we expect MSVD (and Meuc) to satisfy DD more strongly than the
others, and thereby represent the preferable metric.  We can see this by re-casting the results of Figure 4
in terms of percentage difference, as plotted in Figure 5.  By presenting the data in this manner, we can
more easily see which metric(s) exhibit the greatest variations.  In fact, for the data set under
consideration, Meuc shows the greatest variation, followed by MSVD, then ∆ Mdev, (∆ MP, ∆ ME), and finally
∆ MD (we omit ∆ M2 owing to its poor correlation, discussed above).  This ordering is corroborated by the
standard deviations of each metric, as shown in Table 4. (Even though Meuc exhibits greater variation than
MSVD for this data set, we generally prefer MSVD on the grounds that it satisfies DD more generally than
Meuc , as discussed in Section 6.4.)-21-
4.2. Deviation from average migration matrix
Despite having 21 years of migration data with nearly 7000 unique U.S. obligors, not all cells of
the migration matrix are estimated with high precision.
14  The matrix is diagonally dominant: most of the
time there is no migration at all.  Moreover, the further away from the diagonal, the fewer observations.
Most of the migrations are one to two grades.  As a result, practical applications of migration matrices
tend to make use of averages, namely averages of migration matrices over all years.
15  But how different
are particular years from that long-run average?  We shall apply our MSVD metric to demonstrate its
usefulness in making such comparisons.  Figure 6 depicts the deviation of each annual migration matrix
( hom P ) from its long-run average ( hom P ) using the more efficient homogeneous duration estimation
method. Specifically, the quantity plotted is given by (for each year):
hom hom () () SVD SVD SVD MM M ∆− PP  
The metric reveals that the amount of variation over time is substantial, with migration matrices
in recent years being consistently “larger” than the average (prior to 1988 they were consistently
“smaller”).  If nothing else it suggests that the underlying Markov process is unlikely to be time-
homogeneous.  In Schuermann and Jafry (2003) we use the metric to explicitly examine the impact of
relaxing the time homogeneity assumption.  There we find that the relative difference between the
inefficient cohort and homogeneous duration methods is far greater than the difference implied by
relaxing the assumption of time homogeneity. 
In Table 5, Table 6 and Table 7, respectively, we reproduce three of the migration matrices used
in the dataset from the previous plot, namely, the long-run average, P (omitting for brevity the ‘hom’
subscript), the maximum deviation from the long-run average, 
max




                                                     
14 See also Bangia et al. (2002) for some discussion on estimation precision by cell for the migration matrix.
15 This is sometimes called the unconditional migration matrix in that it does not condition on, say, a particular year
or point in the business cycle.-22-
The most natural place to look for similarities and differences is in the last column which depicts
the (annual) probability of default for each rating.  2001 was one of the worst years on record from the
perspective of corporate bond defaults.  Indeed, the probability of default for ‘CCC’ rated bonds was 62%
that year compared with 40% on average.
In Table 8 and Table 9 we compare various metrics for the three matrices.  Specifically, Table 8
contains MSVD, Meuc, Mdev, MP, MD, ME and M2 computed for each matrix.  All these metrics agree on the
magnitude ordering of the matrices i.e. P  is the “smallest”, 
max
2001 P  is the “largest”, and 
min
1988 P   is “in the
middle.”  This reflects the extent of the off-diagonal content of the matrices and is consistent with our
expectations when we inspect the matrix elements directly.  For example, 
max
2001 P  (Table 6) is seen to have
the largest off-diagonal content (particularly in the last column).
Also, MSVD and Meuc have similar spreads between their smallest and largest values (30% and
39%, respectively) whereas Mdev,  MP,  MD and ME have lower spreads (14%, 22%, 14% and 22%,
respectively).  This is consistent with the fact that MSVD and Meuc are more discriminating with regard to
detecting off-diagonal differences (and hence are better metrics for our purposes) than Mdev, MP, MD and
ME.
16  Table 9 contains the differences between matrices as computed from the difference between the
respective metrics from Table 8 (∆ MSVD, ∆ Meuc and ∆ Mdev only, since the others are qualitatively similar to
∆ Mdev).  Also for comparison we include the simple relative distance metrics (∆ ML1 and ∆ ML2 from eq
(2.6)) and the eigenvector distance metric (∆ MAGL from eq (2.8)).  All metrics agree that, based on
pairwise comparisons, there is a larger difference between 
max
2001 P and  P  than between 
min
1988 P  and P .
Moreover, the advantage of  SVD M ,  euc M , and  dev M  compared with  L1 M ∆ ,  L2 M ∆  and  AGL M ∆  lies in
the fact that, by definition, they are defined for individual matrices.  The differences between the values
for different matrices are conveniently obtained by simple arithmetic subtraction i.e. the third row of
                                                     
16 Note, for these examples,  2 M has larger percentage spread (73%), merely reflecting the fact that the numerical
values are significantly smaller, not that it is a better metric.-23-
Table 9 for MSVD, Meuc and Mdev is given by the first row minus the second.  This is not true for ∆ ML1,
∆ ML2 and ∆ MAGL.  These, by definition, perform non-linear operations on pairs of matrices.  It is therefore
generally impossible to recover (from the resulting metrics) any information about the individual matrices
within the pairs, and moreover, to infer anything about comparisons without the pairs.  For example, the
elements in the third row of Table 9 for ∆ ML1, ∆ ML2 and ∆ MAGL are consistently larger than in the first or
second rows.  Particularly striking are the ∆ MAGL results which yield 0.0281 and 0.0216, respectively, for
the differences between 
max
2001 P  and P , and 
min
1988 P  and P , respectively.  By contrast, the ∆ MAGL result for the
difference between 
max
2001 P and 
min
1988 P  is 0.0535, which bears no resemblance to 0.0281 or 0.0216 (nor, for
that matter, to their difference, 0.0065).
5.  ConclusionsEquation Section (Next)
We examine different metrics for comparing credit migration matrices: the L
1 (absolute
deviation) and L
2 (Euclidean) norms, the eigenvalue-based mobility indices (from previous work by
various authors), and a new metric based on singular values.  In addition to a set of performance criteria
for mobility indices or metrics spelled out by Shorrocks (1978) and Geweke, Marshall and Zarkin (1986),
we propose a criterion particularly relevant for credit migration matrices, namely that it be distribution
discriminatory, i.e. sensitive to the distribution of off-diagonal probability mass.  We emphasize the
importance of focusing on the dynamic part of the matrix, obtained by subtracting the identity matrix (to
yield the mobility matrix).  In the spirit of the definition of the matrix norm as the maximum
“amplification power” for an arbitrary matrix, we propose that the average singular value of the mobility
matrix yields a useful metric which captures the average “amplification factor” of the dynamic part of the
migration matrix.  We show that this metric approximates the average probability of migration which
provides a meaningful magnitude calibration for the metric.
While developing our metric, we demonstrate the limitations of eigenvalue-based metrics.  We
also show that the simple Euclidean distance measure, when applied to measuring the distance between-24-
the migration matrix and the identity matrix (rather than between two migration matrices), yields a useful
metric with broadly similar properties to the average singular value approach – the key point being that
the subtraction of the identity matrix is an essential starting point when devising a useful metric.
Using credit rating histories for S&P rated U.S. obligors from 1981-2001, we compare our
proposed metrics with existing ones.  While all metrics agree ordinally, they do not cardinally: the
existing eigenvalue-based mobility indices (MP, MD, ME and M2) and our modified absolute deviation
(Mdev) are less sensitive to detecting off-diagonal differences which, unfortunately, is precisely what is of
interest.  We conclude that our singular-value-based metric (MSVD) and our modified Euclidean distance
(Meuc) and are more appropriate for comparing diagonally-dominant credit migration matrices.  Of these,
we have a (slight) preference for MSVD over Meuc on the grounds that MSVD satisfies the distribution-
discriminatory criterion more generally.-25-
6.  AppendixEquation Section (Next)
6.1. Eigenvalue decomposition: simple 2-d example
Consider the 2-d example migration matrix in eq (2.3).  The exact (closed-form) eigenvalue





























The first eigenvalue is equal to 1, and the second,  21 2 1 p p λ =− − , has a magnitude less than 1
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The first term in the solution (corresponding to  1 1)
k λ ≡ is the steady-state term, x∞ , which, as we
will demonstrate, is identical to the first eigenvector of the transpose of P.  Note that the sum of the
elements of x∞  is equal to 1 (as it ought to be !).  The second term in the solution (corresponding to  2
k λ ) is
the transient decay term which dies out for large k.  It comprises a vector (denoted v2) multiplied by a
constant (denoted c).  Note that the sum of the elements of the second term is always equal to 0 (since
2 p − always cancels  2 p + ), thereby ensuring that unity-sum of x(k) (as determined by x∞ ) is preserved at
all times.  The constant c incorporates the appropriate combination of initial conditions (i.e. such that the
solution reduces to  () 12 () ( 0 ) kxx =( 0 )    x  for  0 k = ), and the vector v2, as we will demonstrate, is identical-26-
to the second eigenvector of the transpose of P.  To see this, consider rewriting the solution in terms of its
transpose, i.e., as a column-vector rather than a row-vector:
11 ( ) (0) ) (0) (0)
kk k
−− ′′ ′ ′ ′ ′ ′ == ( Λ= Λ xP x SS xV V x
where V denotes the matrix of eigenvectors of  the transpose of P, and is given by:
1)
− ′ =( VS
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where v1 and v2 represent the individual eigenvectors of the transpose of P, i.e., the individual columns of
V .  By comparison with the transpose of the respective row-vectors in eq (6.2), we verify the previous
claims, namely that the steady-state solution is given identically by v1 and that the direction of the
decaying term is determined by v2.  Note that the determinant of P is equal to  12 1 p p −−  (i.e. identical to
λ 2 for this simple example).
6.2. Eigenvalue decomposition: simple 2-d example with absorbing state
Now re-consider the 2-d example, this time with the second state “absorbing”, achieved by setting
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xx S S
thereby verifying that the steady-state solution (i.e. the first eigenvector of the transpose of P) is identical
to the Default (absorbing) state vector, () 0  1 . -27-
6.3. Matrix norm: 3-d example















Note that this is not a completely general 3-d example (otherwise the algebra would become unwieldy).
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PP P     
The eigenvalues of ′  PP     are given by:
(6.4)
222 4 4 4 2 2 2 2 2
123 1 2 31 2 3 2 3
222 4 4 4 2 2 2 2 2
123 1 2 31 2 3 2 3
++ (+) + 2
++ (+) + 2
0
p pp p p pp p p p p
p pp p p pp p p p p
 +++ − 
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 

Hence the norm of P    is given by (the square-root of the largest eigenvalue of  ′ PP    ):
222 4 4 4 2 2 2 2 2
123 1 2 31 2 3 2 3 ++ (+) + 2 p pp p p pp p p p p  =+ + + − P  
Now, the specific vector that is maximally-amplified by P    (i.e. such that  max max =   Px P x   ,
temporarily reverting to the equivalent but more familiar column-wise form) is in the direction (i.e. some
multiple of) the eigenvector of  ′  PP     corresponding to the largest eigenvalue, i.e.
222 4 4 42 2 2 2 2
123 1 2 31 2 3 2 3
22 4 4 42 2 2 2 2
max 2 3 1 2 3 1 2 3 2 3
++ (+) + 2
++ (+) + 2
1
p pp p p pp p p p p
pp p p pp p p p p
 −−+ − 




This maximally-amplified vector is generally not representative of a feasible state vector.  For
example, if  122 0.1 ppp ===, we obtain 
() max 0.01 0.02 1 ′ ≈ −        x-28-
which cannot correspond to a feasible direction (i.e. multiple of) a state vector since all state
vector elements must be non-negative (in line with the probability definition).  
Completing our 3-d example from (6.3), by taking the average of the square-roots of the
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6.4. Comparisons of metrics applied to simple test matrices
As appreciated from Section 3.5, closed-form expressions for the various metrics rapidly become
unwieldy, even for third-order matrices.  We will therefore consider some numerical trials to compare the
metrics. 
Recall first the 3-d examples in eq (3.1), whereby the matrices P1 and P2 are contrived to have the
same diagonal elements, but different off-diagonal distributions.  We demand that any proposed metric
should be able to distinguish between these matrices (i.e. should satisfy DD).  The corresponding results
for MSVD, Mdev, Meuc, MP, MD, ME and M2 are given by: 
12
dev 1 dev 2
euc 1 euc 2
12
1
( ) 0.3164; ( ) 0.3463;
()0 . 3 ; ()0 . 3 ;
( ) 0.3197; ( ) 0.3590;
( ) 0.45; ( ) 0.45;
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( ) 0.45; ( ) 0.45;
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Clearly MSVD (and Meuc) both exhibit the desirable DD behavior: namely a difference in value for
P1 and P2.  Also, both vary in the same direction, and show an increase when the off-diagonal probability
is concentrated (as in P2) rather than diluted (as in P1).  This observation is consistent with MSVD (and
                                                     
17 Note that for general credit migration matrices, closed-form solutions are completely intractable and the
metric must be computed numerically.  This can be achieved with a single line of MATLAB® code, as follows:
m=mean(svd(P-eye(size(P))))-29-
Meuc) being sensitive to the squares of the off-diagonal elements (discussed above).  By contrast Mdev, MP,
MD, ME and M2 give identical values for both matrices, thereby violating DD and making them less
desirable metrics (at least for this example).
Likewise for a more extreme 5-d example:
12
0.5 0.2 0.1 0.1 0.1 0.5 0 0 0 0.5
0.2 0.5 0.1 0.1 0.1 0 0.5 0 0 0.5
0.1 0.2 0.5 0.1 0.1 0 0 0.5 0 0.5
0.1 0.1 0.2 0.5 0.1 0 0 0 0.5 0.5










The corresponding metric values are given by: 
12
dev 1 dev 2
euc 1 euc 2
12
1
( ) 0.5028; ( ) 0.5785;
( ) 0.5; ( ) 0.5;
( ) 0.5060; ( ) 0.6325;
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Again, MSVD and Meuc discriminate between P1 and P2 (with a larger value for the more extreme
matrix, P2), whereas Mdev, MP and ME are “blind” to the variations in the distribution of the off-diagonal
“mass”.  MD and M2 do discriminate between the two matrices in this example, though they didn’t in the
last.  Also, M2 yields a larger value for P1 than for P2, inconsistent with the other metrics (MSVD, Meuc and
MD) which yield higher values for the more extreme matrix, P2. 
From the above examples, it is clear that MSVD and Meuc are preferable to the others from the DD
point of view.  However, it is not immediately apparent which is preferable between MSVD and Meuc.  To
answer this, consider the following two matrices which differ only in the permutation of the non-diagonal
entries within each row:
(6.6) 12
0.8 0.2 0 0.8 0 0.2
0.3 0.7 0 0 0.7 0.3
0 0.4 0.6 0.4 0 0.6
 




The corresponding MSVD and Meuc metric values are given by: -30-
12
euc 1 euc 2
( ) 0.3463; ( ) 0.3407;
( ) 0.3590; ( ) 0.3590;
SVD SVD MM
MM
=        =             
=         =
PP
PP
Since MSVD distinguishes between these matrices (i.e. satisfies DD ) whereas Meuc does not, we
therefore prefer MSVD over Meuc on the grounds that it satisfies DD more generally than does Meuc.  Note
that we would ideally prefer that our metric yielded larger values for matrices whose off-diagonal content
is distributed further from the diagonal since these intuitively represent greater mobility from one time
step to the next (we may refer to this criterion as strong-distribution-discriminatory, SDD).  For example,
a metric satisfying SDD would yield a larger value for P2 than for P1 (from eq (6.6)), rather than the
opposite behavior as exhibited by MSVD.  We have hitherto been unable to devise a suitable metric which
satisfies SDD without introducing ad hoc pre-weighting of matrix elements
18.
                                                     
18 for example, by pre-weighting each matrix element by  |i-j| (where i and j represent the row and column index,
respectively) representing the distance of the given element from the diagonal. -31-
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Figure 2: Comparison of Matrix Metrics: S&P, U.S.: Annual Cohort -34-





































 Figure 3: Comparison of Matrix Metrics: S&P, U.S.: Annual Homogeneous-35-
























































Figure 4: Comparison of Matrix Metrics for assessing the difference between Cohort and
Homogenous matrices (S&P, U.S., Annual) computed by subtracting the values in Figure 3 from
the values in Figure 2. Also shown are the relative distance metrics ( L1 M ∆ ,  L2 M ∆ ) and the
eigenvector-based relative metric ( AGL M ∆ ).-36-

































































∆  Mdev, ∆  MP, ∆  ME
∆  MD
Figure 5: Comparison of Matrix Metrics for assessing the difference between Cohort and
Homogenous matrices (S&P, U.S., Annual) expressed in percentages. The values are computed by
expressing each metric difference from Figure 4 as a percentage of the respective Cohort metric. -37-
Figure 6 Using differences in SVD M  to assess the time-evolution of the Deviation of the Annual








































SVD M euc M dev M P M E M D M 2 M
SVD M 1 0.88 0.99 0.99 0.99 0.96 0.57
euc M 1 0.85 0.85 0.85 0.92 0.28
dev M 1 1 1 0.98 0.55
P M 1 1 0.98 0.55
E M 1 0.98 0.55
D M 1 0.47
2 M 1
Table 1 Metric Correlations for the results in Figure 2
SVD M euc M dev M P M E M D M 2 M
SVD M 1 0.85 0.98 0.98 0.98 0.97 0.61
euc M 1 0.78 0.78 0.78 0.92 0.27
dev M 1 1 1 0.95 0.62
P M 1 1 0.95 0.62
E M 1 0.95 0.62
D M 1 0.49
2 M 1
Table 2 Metric Correlations for the results in Figure 3-39-
SVD M ∆ euc M ∆
dev M ∆ ,
P M ∆ , E M ∆
D M ∆ 2 M ∆ L1 M ∆ L2 M ∆ AGL M ∆
SVD M ∆ 1 0.99 0.99 0.98 0.07 -0.81 -0.60 -0.37
euc M ∆ 1 0.97 0.98 0.04 -0.83 -0.61 -0.39
dev M ∆ , P M ∆ ,
E M ∆
1 0.98 0.09 -0.79 -0.58 -0.33
D M ∆ 1 0.08 -0.83 -0.60 -0.36
2 M ∆ 1 0.06 0.18 0.03
L1 M ∆ 1 0.91 0.60
L2 M ∆ 1 0.62
AGL M ∆ 1
Table 3: Metric Correlations for the results in Figure 4.
mean σ detrend σ
euc M ∆ 18% 13%
SVD M ∆ 11% 9%
dev M ∆ , P M ∆ , E M ∆ 10% 8%
D M ∆ 8% 6%
Table 4: Standard deviations of the data presented in Figure 5 .  For each metric,  mean σ  is computed
relative to the mean value (in the usual manner), and   detrend σ  relative to the zero-mean de-trended
data (i.e. with the first-order linear fit removed)-40-
AAA AA A BBB BB B CCC D
AAA 94.328 5.015 0.551 0.062 0.040 0.004 0.001 0.0002
AA 0.516 92.337 6.410 0.569 0.089 0.062 0.013 0.0048
A 0.084 1.924 92.442 4.919 0.436 0.174 0.014 0.0082
BBB 0.040 0.265 4.378 89.990 4.376 0.747 0.090 0.1148
BB 0.027 0.091 0.607 5.439 84.497 8.015 0.766 0.5581
B 0.004 0.080 0.273 0.458 4.284 85.367 5.192 4.3420
CCC 0.082 0.011 0.350 0.536 1.131 7.358 50.278 40.255
D 0 0 0 0 0 0 0 100
Table 5: P  Average Annual Migration Matrix (in %), Homogeneous Duration, 1981-2001 (U.S.
Only)-41-
AAA AA A BBB BB B CCC D
AAA 97.533 1.585 0.851 0.028 0.003 0.000 0.000 0.000
AA 0.310 91.747 7.373 0.257 0.290 0.019 0.003 0.002
A 0.134 1.728 91.519 6.263 0.298 0.027 0.017 0.015
BBB 0.117 0.022 2.253 90.940 5.100 0.659 0.412 0.497
BB 0.002 0.006 0.652 3.042 82.611 10.782 1.561 1.343
B 0.000 0.001 0.131 0.037 1.775 77.592 9.084 11.379
CCC 0.000 0.000 0.005 0.001 0.068 5.263 32.518 62.144
D 0 0 0 0 0 0 0 100
Table 6: 
max
2001 P  Annual Migration Matrix for 2001 (in %), Homogeneous Duration, 1981-2001 (U.S.
Only)
AAA AA A BBB BB B CCC D
AAA 93.206 3.141 2.651 0.148 0.787 0.054 0.011 0.002
AA 1.423 83.897 10.875 3.009 0.402 0.359 0.028 0.007
A 0.011 1.340 91.987 4.874 0.953 0.622 0.168 0.045
BBB 0.004 0.552 7.770 84.555 4.210 2.275 0.495 0.139
BB 0.000 0.038 1.247 6.453 81.205 8.853 1.702 0.502
B 0.002 0.207 0.059 0.452 5.145 87.151 4.451 2.533
CCC 0.000 0.017 0.079 1.320 2.690 9.887 51.710 34.297
D 0 0 0 0 0 0 0 100
Table 7: 
min
















P 0.1623 0.2372 0.1385 0.1582 0.7428 0.1582 0.0109
max
2001 P 0.2113 0.3299 0.1694 0.1936 0.8489 0.1936 0.0189
min
1988 P 0.1791 0.2380 0.1578 0.1804 0.7837 0.1804 0.0154
Table 8 Numerical values of various metrics for selected migration matrices from the dataset  used
in Figure 6.
SVD M ∆
euc M ∆ dev M ∆ L1 M ∆ L2 M ∆
AGL M ∆
max
2001,  PP 0.0490 0.0927 0.0309 0.0143 0.0049 0.0281
min
1988,   PP 0.0168 0.0007 0.0194 0.0096 0.0023 0.0216
max min
2001 1988 ,  PP 0.0322 0.0919 0.0115 0.0211 0.0062 0.0535
Table 9: Numerical values of the difference between selected metrics from 
Table 8. Included for comparison are the simple relative distances ( L1 M ∆  and  L2 M ∆ from eq (2.6))
and the eigenvector distance metric ( AGL M ∆  from eq (2.8) ).