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Given a graph G, a 2-matching is an assignment of nonnegative integers to the edges of G 
such that for each node i of G, the sum of the values on the edges incident with i is at most 2. 
A triangle-free 2-matching is a 2-matching such that nc, cycle of size 3 in G has the value 1 
assigned to all of its edges. In this paper we describe explicitly the convex hull of triangle-free 
2-matchings by means of its extreme points and of its facets. We give a polynomially bounded 
algorithm which maximizes a linear function over the set of triangle-free 2-matchings. Finally 
we discuss some related problems. 
1. Introductisn 
Let G = (V, E, #) be a graph where V is the set of nodes, E is the set of edges 
and 9 is the incidence function. Thus for any j E E, J/(j) is the set of two nodes 
incident with j. We allow G to have multiple edges but disallow loops. For any 
SE V we let 6(S) denote the set of edges having exactly one end in S. We 
abbreviate 6((i)) by S(i) for i E V. 
Let RJ be the set of all real vectors x - (Xj : i E J) where .I is some finite set. For 
any x ER-’ and any KEJ we kt x(K) denote CjEK Xi. Thus, for example, if x is 
indexed by the edges of G then, for any node i, x@(i)) denotes the sum of the Xi 
over the edges j incident with i. 
A 2-matching of G is an assignment of nonnegative integers to the edges of G 
such that for each node i of G the sum of the values on the edges incident with i 
is at most 2. Thus each edge is assigned a 0, 1 or a 2 with the restriction that 
x@(i)) < 2 for all i E V. Such a constraint is called a degree constraint. We define 
P(G) to be the convex hull of the 2-matchings of G. The following ‘linear system 
sufficient to define P(G) is a special case of a more general theorem of Edmonds 
I31 . 
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Theorem 1.1. 
P(G)={xcR”: xi*Oforallj~E, 
x@(i)) S 2 for all i E V). 
A polygon in G is a connected subgraph of G in which each node is incident 
with 2 edges. We call a polygon odd (even) when the number of edges in the 
polygon is odd (even). 
For any nonnegative xcRE let G’(x) be the spanning subgraph of G whose 
edges are those Jo E for which Xj > 0. The following characterization of the 
vertices of I”(G) is well known. 
Theorem 1.2. x is a vertex of P(G) if and only if each connected component cf 
G *(x j cxwkz~ either of 
(i) an isolated node, or 
(ii) a single edge i joining two nodes and Xj = 2, or 
(iii) an odd polygon and xj = 1 for every edge j of the polygon. 
A triangle is the edge set of a polygon having exactly three edges. We let 9 
denote the set of all triangles in G. We say that a 2-matching x is triangle-free if 
every odd polygon in G’(x) contains at least five edges. We let T(G) be the 
convex hull of the set of triangle-free 2-matchings of G. Then clearly T(G) c_ 
P(G). A characterization of the vertices of T(G) is easily obtained. 
Theorem 1.3. x is a vertex of T(G) if and only if x is a vertex of P(G) and 
any odd polygon of G’(x) has at least five edges. (1.1) 
Proof. If x is a vertex of P(G) satisfying (1. l), then x E T(G) and so x is a vertex 
of T(G), since T(G) s P(G). Conversely let x be a vertex of T(G). Then x is a 
triangle-free 2-matching and all we need show is that no component of G’(x) is 
an even polygon or a path of length 2 or more. Suppose that such a component H 
existed. We can obtain a triangle-free 2-matching x’ by alternately adding and 
subtracting I from the values Xi, for the edges j in H and we can obtain a different 
triangle-free 2-matching x2 by alternately subtracting and adding 1 to the same 
values Xi. Then x1, x2 E T(G) but x = 0.5x’ + 0.5x2 contradictory to x being a 
vertex, 
Certainly every member x of T(G) will satisfy the constraints 
x(T)c2 for all TtiT. 
Thus we can add these inequalities to the system of Theorem 1.1 and obtain a 
polyhedron which contains T(G). Our main result is that this polyhedron is in fact 
equal to T(G). We have the following: 
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Theorem 1.4. 
T(G)={xeRE: Xi20 fOrali’jEE, (1.2) 
x@(i))S2 for all i E V, (1.3) 
x(T)<2 for all TET}. (1.4) 
In Section 2 we prove this result and show that all of the constraints (1.2) and 
(1.4) are necessary and “most” of the constraints (1.3) are required. 
In Sections 3 and 4 we describe a good (i.e., polynomially bounded) algorithm 
for finding a triangle-free 2-matching that maximizes a linear objective function. 
This can be used to give a second proof of Theorem 1.4. Finally in Section 5 we 
place these results in a more general setting and discuss several related problems. 
2. Polyhedral characterizations 
Our main purpose is to prove Theorem 1.4. V, e give a nonalgorithmic proof in 
this section; in Sections 3 and 4 we give an algorithmic proof. Both of these 
proofs are based on the following idea. Let A(G) be the polyhedron defined by 
(1.2)-( 1.4). Then since every triangle-free 2-matching satisfies (1.2)-( 1.4) we have 
T(G)c A(G). Moreover it is easily seen that every integer member of A(G) is a 
triangle-free 2-matching. Therefore to complete the proof of Theorem 1.4, it 
suffices to show that every vertex of A(G) is integer valued. In this section we 
prove it directly, by induction on the size of th.e graph. In Sections 3 and 4 we 
present an algorithm which for any vector c E RE finds an x* which maximizes the 
linear objective function cx subject to x E A(G). Moreover, X* is integer valued, 
thus a vertex of T(G). Since, for any vertex v of A(G), there exists a linear 
objective function which is maximized over A(G) only at u, this will prove the 
result. 
This latter approach was used by Edmonds [3] who first established the 
l-matching polytope by means of an algorithmic proof. Since then, Balinski [l] 
and more recently Lovasz [7], Hoffman and Oppenhe%n [6] and Seymour L11.5 
have discovered nonalgorithmic proofs of the Edmonds characterization. Our 
algorithm of Sections 3 and 4 is a variation on Edmonds’ blossom algorithm; our 
proof of this section is similar to that of Balinski. 
Proof of Theorem 1.4. Our objective is to show that 
every vertex of A(G) is integer valued. (2.1) 
Let G = (V, E, t,!~) be a graph for which A(G) contains a fractional vertex ZJ 
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and suppose that E is minimal with respect to this property. Let 
J=(jEE: vi =0}, 
W = (i E V: v(S( i)) = 2), 
SP=(TER v(T)=2}. 
Then, since v is a vertex of A(G), v is the unique solution to the linear system 
Xj = 0 for all j E J, 
x@(i)) = 2 for all i e W, 
x(7)=2 for all T&t 
(2.2) 
(2.3) 
(2.4) 
First we show 
J=$k (2.5) 
Suppose there exists k E J and consider the linear system obtained from 
(i .Zi_( 1.4) by de!eting the constraint (1.2) corresponding to k and deleting the 
variable xk from all other constraints. Then, if we let G’ denote the graph obtained 
from G by d,!W&, a p ina edge k, we see that these define A( G’). This is immediate for 
constraints of the form (1.2) and (1.3) and a constraint of the form (1.4) is either 
unchanged or else becomes X, + xl ~2 where k, h, 1 are the edges of a triangle. 
Then edges h and I meet at a node i so this constraint is implied by (or identical 
with) the constraint (1.3) corresponding to i. 
Now let v’ denote the vector obtained from v by dropping the kth component. 
Clearly v’ is the unique solution of the set cut ;quatigns obtained from (2.2)-(2.4) 
by elimination of & Moreover these equatrons are derived by imposing that a 
subset of the inequalities defining A(G’) be satisfied as equalities. So v’ is a vertex 
of A(G’). By the minimality of G, v’ is integer valued and so too is v, a 
c’.Dntradiction. Thus (2.5) is proved. 
If 9 7 $9, then v is a vertex of P(G) and hence is integer valued, a contradiction, 
‘,O 
SPf9. (2.6) 
We wow consider two cases. 
Case 1. There are m 22 triangles in 9 having some edge k in common. 
Summing the equations (2.4) for these gives 
mx, +x(S) = 2m (2.7) 
where S is i> subset of the set R of edges incident with exactly one end point of k. 
Since v satisfies (1.2)-(1.4) we can add the degree constraint inequalities corres- 
ponding to the ends of k and obtain 
2X, + x(R)s4. (2.8) 
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This together with (2.7) implies that u satisfies 
(m-2)v,-v(R-S)>2(m-2). (2.9) 
If m 3 3, then vk 22+v(R-S)/(m-2) so vk = 2 and Vj = 0 for each other edge 
j of the triangles that contain k. Thus JZ 0, contradicting (2.5). 
If m = 2, then (2.9) implies Vj =0 for all ~ER-S so by (2 5) we must have 
R = S, i.e., the only edges incident with the end points of k are the edges of the 
two triangles of Y’ containing edge k. We adopt the terminology of Fig. 1. 
t 
Fig. 1. 
Since Vj > 0 for all i E E, we can define S = min {vhl, vh, vl, qp} and have 6 > 0. We 
can construct v * from v by adding S to v,, and v1 and subtracting 6 from vh’ and 
vIs and similarly we can construct U* from o by subtracting 6 from ‘uh and vI and 
adding 6 to vh’ and vIP. Then U’ and v* satisfy (1.2)-(1.4) and so v’., V*E 
A(G)-(v). But v = 0.5~’ +0.5v2 which contradicts v being a vertex of A(G). 
Thus Case 1 cannot occur. 
Case 2. No two triangles in Sp have an edge in common. 
Since by (2.6) sP# 0, there is some triangle TE .Y having edge set {e, f, g) and 
node set {u, z, w}. We suppose 
(2.10) 
If at most one of u, z, w is in W, say u, then the variables xf and X, occur with 
identical coefficients in the constraints of (2.2)-(2.4). But this contradicts the 
uniqueness of v, so 
at least two of u, 2, w are in W. (2.11) 
Subcase 2a. (u, z, w} c W. (See Fig. 2.) 
Then v satisfies 
u@b)) = 2, (2.12) 
u@(z)) = 2, (2.13) 
v@(w)) = 2, (2.14) 
v(T) = 2. (2.15) 
If we add the equations (2.12)-(2.1~1) and subtract twice the equation (2.15) we 
obtain 
v(6(u))+v(S(z))+ v@(w))--2v(T)=2 
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or 
uoQb4 f, WI)) = 2. (2.16) 
Now let G’ be the graph obtained from G by “shrinking” T to a single node. That 
is, we delete the edges e, f, g and replace the nodes u, z, w with a new node t. We 
make 1 incident with every edge in E -{e, f, 8) which was incident with any one of 
u, 2. w. 
Let o’ be the vector obtained from u by dropping the components correspond- 
ing to e, f, g. Then, by (2.16), ZJ’ satisfies v’(S( t)) = 2. It is easily checked that U’ is 
the unique solution to the linear system 
x@(i)) = 2 for all iC W-{u, 2, w}, 
x(S)=2 for all SE!+{n, 
x(S(f)j = 2. 
Thus t” is a vertex of A(G’) and so by our minimality assumption, u’ is integer 
vzSued. Thus it is easily seen that u is integer valued, a contradiction. So Subcase 
2a cannot occur. 
Fig. 2. 
SuBcus~ 2k. Two of u, z, w are in W. Say O, z E W. (See Fig. 3.) 
Then t’ satishc:; 
O(S(U)) = 2, (2.17) 
u(S(r)j = 2, (2.18) 
u(T) = 2. (2.19) 
Adding (2.17), (2.18) and subtracting (:‘!. 19) gives 
&3(u))+ u(S(z))- u(T) = 2, 
u@WU, Z})-{e, fl) + u, = 2. (2.20) 
Let G’ be the graph ob’sined from G by deleting edges e and f, combining nodes 
u, z into a new node t and making g be incident with t and a new node t’. Then 
(2.20) is just the degree constraint for node t. Let u’ be obtained from u by 
dropping the components corresponding to e and f. Then u’ is the unique solution 
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of the linear system 
x@(i)) = 2 for all i E W-{u, z}, 
x(S) = 2 for all SE F-(T), 
x@(t)) = 2. 
Thus U’ is a vertex of A(G’) and so, by our minimality assumption, 
valued. Thus ZJ is integer valued and so Subcase 2b cannot occur. 
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U’ is integer 
Fig. 3. 
Thus both Case 1 and Case 2 lead to a contradiction, so (2.1) is established and 
the proof of Theorem 1.4 is complete. 
Note that the proof would still be valid if we replace 9 by any subset of Y in 
(1.4) and irr the proof of Theorem 1.4. Thus we have the following stronger 
theorem. 
Theorem 2.1. Let Y c_ 9. The polytope 
{XEWE:Xj 20 for all jeE, 
x@(i)) s 2 for all i E V, 
x(T)<2 for all TE Y’} 
has only ittteger uertices. 
Since the 1 El linearly LJdependent unit vectors (x6 j E E} (defined by xi = 1, 
xi = 0 for k E E -{j}) all belong to T(G), 
T(G) is of full dimension. (2.2 1) 
Therefore, there is a one-to-one correspondence between the facets of T(G) and 
the essential (up to a positive multiple) inequalities (1.2)-( 1.4). We now charac- 
terize the essential inequalities. 
Proposition 2.2. Each of the inequalities xj > 0 is essential. 
Proof. If we dropped such an inequality then the vector ui defined by 
0 if kf j, 
-lifk=j 
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:vouOd belong to the resulting polyhedron, but not to T(G), so the inequality is 
essential. 
Proposition 2.3. Each of the inequalities x(T) s 2 for T E F is essential, 
Roof. If we dropped an inequality x(T) s 2 for T E 3 then the vector U’ defined 
bY 
+Z 0 ifk&T, 
1 ifkET 
would belong to the resulting polyhedron, but not to T(G), so the inequality is 
essential. 
For the cast of degree constraints, the situation is slightly more complicated. A 
balanced edge is a component of G consisting of two nodes joined by an edge. 
Ropodtiars 2.4. An inequality x@(i)) s 2 is essential unless 
INi)J = 1 and i is not a node of a balanced edge (2.22) 
IS(i)1 = 2 and i is a node of a triangle. (2.23) 
Roof. II (2.22) holds, then x@(i)) s 2 is implied by the degree constraint for the 
other tnd of the edge j incident with i which must be diffxent from the degree 
constr5nt of i. If (2.23) holds, then the constraint x(T) s 2 for the triangle T 
containcng i imphies the constraint x(S(i))~2. Thus in either case the constraint is 
\*edundant. 
Conversely suppose that neither (2.22) nor (2.23) occurs. If i is a node of a 
balanced edge then this degree constraint (or the identical one corresponding to 
the other end) is the only upper bound on the value of the edge and SO is 
necessary. Otherwise we can construct IEl independent triangle-free 2-matchings 
:x’:jEE} all of h’ h w ic satisfy x@(i)) = 2. First for j E S(i) we define xi by 
ifk=j, 
if k E E--(j). 
For any j~E-s(i) there is some k(j)cE:Sli) such that t,b(j)nIJl(k(j))=@ We 
define x’ by 
2 fork=j? 
xl, = 2 for k = k(j), 
(1 for k E E -.- (j, k(j)). 
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Then the matrix (xi: j E E) is triangular and so the vectors are independent. Thus 
x@(i))~2 is a facet of T(G). 
3. Triangle clusters and alternating trees 
In the next section we describe an algorithm which will find a triangle-free 
2-matching that maximizes a given linear objective function. This algorithm is 
very similar to the blossom algorithm of Edmonds (see Edmonds [3] or Pulley- 
blank [lo]). However, there is one new structure used by the algorithm, the so 
called triangle cluster. These are introduced in this section, as is a special type of 
alternating tree used by the algorithm. 
A triangle cluster is a connected graph whose edges partition into disjoint 
triangles with the property that any two triangles have at most one node in 
common and if such a node exists, then it is a cut node of the cluster. (See Fig. 4). 
P . 
LL 
Fig. 4. Sample triangle clusters. 
Thus triangle clusters are treelike structures built up of triangles. ‘We can consider 
a graph consisting of a single node as a degenerate triangle cluster. However such 
clusters are of little interest in the present context so we require that every 
triangle cluster contains at least one triangle. 
We have the following analogue of the well known fact that a tree always has 
one more node than edges. 
Proposition 3.1. A triangle cluster with k triangles has 2k + 1 nodes. 
Proof. This follows by a straightforward induction on the number of triangles and 
the details are omitted. 
We say that a 2-matching x is perfect on G = (V, E, t,!~) if x@(u)) = 2 for every 
u e V. The following is an immediate consequence of Proposition 3.1. 
Proposition 3.2. 1~ tkmgle cluster does not have a triangle-free perfect 2- 
matching. 
Proof. Let C be a triangle cluster with edge set EC consisting of k triangles. If x 
is a triangle-free 2-matching of C then x(E,) s 2k. By Proposition 3.1 C has 
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Z& + 1 nodes so if x is a perfect 2-matching of C, then x(&) = 2k + 1. Hence no 
triangle-free perfect 2-matching can exist. 
T”r*e main properties of triangle clusters that we exploit in the algorithm are 
given in the following two propositions. They enable us to ignore the value of the 
2-maiching on edges in a triangle cluster until we have found a triangle-free 
2-matching of the rest of the graph. We can then fill in the 2-matching on the 
cluster in a consistent fashion. 
For any triangle T we let V(7J denote the three nodes incident with the edges 
in 9: 
Prqositim 3.3. if any node u is deleted from a triangle cluster C, then the resulting 
graph has a triangle-free perfect 2-matching x. 
PrQgf, We view C as a ‘“tree” of triangles rooted at u. Then for any triangle T, of 
C there exists a unique path in C from T,, to u of the following form: T,, u,, T,, 
fip’z* T 2T. , . , T,#, u. Euzh K is a triangle of C, each Ui is a cutnode of C joining 
triangles 7; I , and Tie Moreover, u E V( T,, ), and the Ti and Ui are all distinct. (See 
Fig, 5.1) 
Fig. 5. 
V4e now describe an algorithm for constructing X, which we in fact use as a 
subroutine in Section 4. 
Le? 9 be the set of triangles in C. Initially all triangles in Y are unprocessed. 
Initially x is the zero vector. 
Step I. Find an unprocessed triangle Tti 9. Let T, u,, TI, u2, . . . , T,, u be the 
“path” to u. There exists a unique edge i c T not incident with uI. We define 
x, = 2. 
Step 2. T is now processed. If ail triangles are processed, stop. Otherwise go to 
Step f. 
The correctness of this algorithm is easily verified by induction on 1.71. 
Imposition 3.4. For any distinct nodes u, tl of a triangle cluster C there exists a 
triangle-free 2-matching x of C satisfying 
xi S(u)) = x(8(0)) = 1 
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and 
x@(i)) = 2 for all nodes i of C distinct from u and o. 
Proof. As in the proof of Proposition 3.3 we give an algorithm for generating x. 
We define a “triangle path” from u to 2, of the following form: 
u, T1, ~1, Tzr ~29 . . . , T,, V. Each Ti is a distinct triangle of C, each vi is a distinct 
cutnode of C belonging to bath V(q) and V( Sal_. 1), u E V( T,) and v E V( T”). Of 
course, if u and v are nodes of the same triangle T, this triangle path would 
simply be u, T, v. 
Step 1. [Match the path]. For each T, there is a unique length two (edge) path 
from Vi t0 Vi+ 1 in Ti using edges j and k. (If i = 1 or n, read u for vi or v for v,,). 
Define Xj = Xk = 1 and X, = 0 where {e} = T - {j, k}. 
Step 2. iMatch the rest]. The triangles in C which are distinct from the q 
decompose into a number of smaller clusters, each rooted at some node w of the 
triangle path. Use the algorithm of Proposition 3.3 to complete the matching for 
these clusters, making w the deficient node. 
Again the correctness is easily verified. (See Fig. 6.) 
Fig. 6. 
In both Propositions 3.3 and 3.4 the matching x is unique. We can, in fact, 
prove the following stronger result. 
Proposition 3.5. Let C be a triangle cluster where V is the set of nodes and T is the 
set of triangles. Then for any vectors d = Cdi: i E V) and f = (fT: TE 3) the linear 
system 
x@(i)) = di for all i E V, 
(3.1) 
x(T)= fT for all TEE 
either has no solution or else has a unique solution. 
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Roof, Let u E V and let Ax = 6 be the linear system obtained from (3.1) by 
deleting the constraint #(S(u)) = d,. It is straightforward to show by induction on 
that the rows of A are linearly independent and in fact form a ‘basis for RE, 
whcrc E is the edge set of C. ’ Fhercfore, if the equation X@(U)) = d, is inconsis- 
tent with this system, no soktion to (3.1) will exist. If it is consistent with this, 
then a unique solution to (3.1) will exist. 
During the course of the algorithm we grow a certain type of alternating tree in 
an attempt to find an augmenting path. We now describe the structure of these 
trees. We assume we have a triangle-free 2-matching x defined on G such that x 
is a vertex of T(G), that is, x satisfies the sltructural properties of Theorem 1.3. 
WC also have a (possibly empty) set % of node disjoint triangle clusters in G. The 
ntrdcs of the alternating tree F may be of two types. A real node of F is simply a 
node of G, not contained in any cluster of %. A cluster node of F is a triangle 
cluster of %. The edges of F are simply edges of G where we consider an edge i to 
bc incrdcnt with a clutter node if one end of i is a node in the cluster. 
F is rooted at some node r (which may be a real node or a cluster node). The 
nodes of F arc designated as being odd (even) if the number of edges of F in the 
path in F to r is odd (even). Similarly we designate an edge of F as being odd 
kvcn) if it is the first edge in a path from an odd (even) node to the root r. 
The tree must satisfy the following properties relative to our matching x. 
For every odd edge j of F, Xj = 0. (3.2) 
For cvcry even edge i of r, Xj = 2. (3.3) 
otc that WC‘ do not require Xj to have any particular value for an edge i which 
belongs to a cluster node. (See Fig. 7 for an example of an alternating tree.) 
In addition, WC require 
each odd node of F is incident with exactly two edges of F, (3.4) 
every edge i having x, > 0, and which is incident with 
a node of F must be an edge of F. (3.5) 
Edge j for which x, = 0 
Edge j for which x, = 2 
Edge j kor which Xi is unspecified 0 
Even rsal Irode of F 0 
Odd rear node of F 0 
Even cluster node of F (Z, 
Odd cluster node of F c?3 
Fig. 7. Alternating tree. 
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It will be seen in the following section how we use ad alternating tree to search 
for an augmenting path which enables us to improve a matching. 
4. Optimum triangle-free 2=matchiqp 
We describe an algorithm for solving the following problem. Let c = (cj : j E E) 
be a vector of real edge costs. Find a triangle-free Z-matching k: which maximizes 
cx over all triangle-free 2-matchings. 
In Section 1 we defined T(G), the convex hull of the tfiangle-free 2=matchings, 
and in Section 2 we defined A(G), the solution set of the linear system 
f 1.2)-( 1.4), and showed T(G) = A(G). In this section we give an algorithm for 
solving the linear program: maximize 2 = cx where x GA(G). In every case, the 
solution produced will actually be a triangle-free Z-matching. Thus this will 
provide a second proof of (2.1) and hence Theorem 1,4, 
For any j E E let T(j) = {T c 9: j E 7’1. The dual linear pr0gra.s to maximizing cx 
for xeA(G) is 
minimize C (2yi : i E V) + C (2~~ : TE ST), 
yi 2 0 for all i E V, 
y+O for all 7% 3, 
y@(j))+ y(T(j))> Cj for all jE E. 
44.1) 
(4.2) 
(4.3) 
We call a solution y to (4.1)-(4.3) a dual soluZi0+ 
At each stage of the algorithm we have a (possibly empty) set % of node 
disjoint triangle clusters in G, a triangle-free 2-matching .X sod a dual solution y 
which satisfy several additional properties. 
Any triangle T for which yT > 0 belongs to a cluster of %:. (4.4) 
If we let E(y) = {jE E: y@(j))+ y(Y(j)) * ci}, then every edge of 
every triangle of every cluster of % belongs tw E(y), 
t4 5j 
. 
The triangle-free 2-matching pi is a vertex of T(G) (i.e. satisfies 
the conditiorrs of (1.3)). 
(4 6) 
. 
Every j for which xi > 0 belongs to E(p). 
For every triangle T belonging to a cluster of [e we have 
x(T) = 2. 
(4.7) 
(4.8) 
Feasible x and y are optimal if and only if they satisfy the following com- 
plementary slackness conditions. 
If Xj > 0, then y($(j)) + y(T(j)) = Cj; (4.9) 
if yT > 0, then x(T) = 2; (4.10) 
if yj > 0, thm x@(i)) = 2. (4.11) 
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We see that (4.7) is simply (4.9); (4.4) and (4.8) imply (4.10) but (4.11) is not in 
general satisfied. The algorithm wiE?r proceed to modify X, y and % as required 
until (4.11) is satisfied, when it will terminate. 
Note that the following gives suitable starting values: 
X, =0 forallj~E,%==@, 
yT = 0 for all TE 9, 
yi = ii.:; max ((0) U {Cj: i E 6(i)}) for i E V. 
We use the following notational convenience. For any CE %’ we let S(C) denote 
those edges of G that have exactly one endpoint in C, and say that an edge j is 
incident with CC % if j E 6(C). 
We require one additional lemma. 
Lemma 4.1. Let CE % and suppose P is an odd polygon such that Xj = 1 for all j E P 
and some node of P is a node of C. Then there is a single euen length path of P 
belonging to C 
Proof. (See Fig. 8.) Suppose C contains k triangles. Then by (4.8) x(C) = 2k so 
xU!(C)) s 2. Hence the segment of P belonging to C must consist of a single 
connected segment. Since x is triangle-free no! all of P can belong to C hence 
there is a simple path T of P belonging to C. Let E(n) denote the edge set of IX 
For every edge j of C not in E(n) we have Xj = 0 or 2. Since x(C) = 2k, we must 
thcreforc have IE(n)l even. (Note that E(r) may be empty.) 
Edge with xi = 0 - 
xi=1 W 
Xj=2 - 
Fig. 8. clusters and polygons. 
We also define a function su@~e(v) for any v E V. If v is a node of a cluster 
CE % then surface(c) = C, otherwise surface(v) = v. 
We now describe the algorithm. 
step 1. [optimality Check or Node Sekction]. If yi = 0 for every node i such 
that x(S(i)) = 0, then (4.11) is satisfied andr we terminate with an optin-urn feasible 
solution. Otherwise find a node i such thgt x@(i)) = 0 and yi > 0. Let r = surface 
(i) and commence growing an alternating tree F rooted at r. Thus F consists 
initially of a single even node. 
Step 2. [Edge Selection]. Let 
are srot edge2 of the tree F and 
E*(y) be the set of all those edges in E(y) which 
which are not members of triangles belonging to 
clusters in %, We search E”(y) for any edge i with the *following property. Let 
k’, v’) = G(i) and let u = surface and v = surface( II’). We require an edge i 
such that one of u, v is an even node of F and the other is not an odd node of F. 
If no such edge exists go to Step 7 where we make a dual variable change. 
Otherwise let i be such an edge and assume (where U, v, u’, v’ are defined as 
above) that u is an even node of F. There now are four cases. 
Case 1. v is not a node of F and there is an edge k E S(v) for which X, = 2. Go 
to Step 3 where we grow the tree. 
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Case 2. v is not a node of F and x@(v)) = 0. Go to Step 4 where we augment 
the matching. 
Case 3. v is not a node of F and there are edges h, 1 incident with u for which 
Xl, = XI = 1. Go to Step 5 where we augment. 
Case 4. v is an even node of F. Go to Step 6 where we augment or cluster. 
Step 3. [Tree Growth]. (See Fig. 9.) Let w’ be the real node incident with k 
which is different from v (if v is a real node) or not contained in v (if v is a 
cluster). Grow F by adjoining edges i, k and nodes v and w = surface (w’). Thus u 
becomes an odd node of F and w becomes an even node of F. Go to Step 2. 
r 
Fig. 9. Tree growth. 
Step 4. [Simple Augmentation]. (See Fig. 10.) S& Xj = 2 then traverse the path 
in F from u to the root r alternately lowering and raising by 2 the value x,, for 
each edge h of F encountered in this path. After this change, any cluster node K 
of F will have exactly one real node w E K incident with an edge k of F for which 
xk = 2. As required, use the procedure of Proposition 3.3 to correct xi1 for the 
edges of the cluster so that x’ will be a triangle-free 2-matching, Similarly if u is a 
cluster node correct x for u. We now “throw away” F and go to Step 1. 
Fig. 10. Simple augmentation. 
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Step 5. [Cycle Brealcing Augmentation]. (See Fig. 11.) By (4.6) and Theorem 
1.3, both h and I belong to an odd polygon P of G’(x). We now travel around P 
starting with h Setting xk = 0 or 2 alternately for each edge k until we reach edge 
J. Then xh and x1 will both be zero and by Lemma 4.1, x@(C))=2 for any 
% which contained a nlode of P and is different from v. Now 
x(S(v)) = I) so we go to Step 4 (after which we return to Step 1). 
Fig. 11. Cycle breaking augmentation. 
Step 6. [Augment or Cluster]. Edge i added to F creates an odd polygon P’ 
(which may be a loop if M = v). Edge j, together with edges of F and edges in 
clusters, forms a unique maximum length odd polygon P irn G. If P is a triangle 
then we go to Step 6a where we cluster. If P is not a triangle we go to Step 6b 
where we augment. 
Sfep 6a. [Cluster]. (See Fig. 12.) Create a new triangle cluster C containing P 
and the clusters making up its nodes, if any of them are not real nodes of G. Add 
c‘ to % and remove from %’ any clusters absorbed into C. Now C is an even node 
of F. C3o to Step 2. 
Fig. 12. CT Isterirlg. 
Step 6b. [Augment]. (See Fig. 13.) We have an odd polygon P’ joined by an 
even length path v from P’ to the root r. Set xi = 1 for every edge tn P’ and 
y set the edges of n to 0 or 2 until r is reached. If P’ contains any cluster 
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Fig. 13. Augmemtation. 
nodes, use the procedures of Proposition 3.4 to correct the matching in the cluster 
nodes. “Throw away” F and go to Step 1. 
Step 7. [Dual Change]. We now proceed to decrease the value of the dual 
solution by an amount oa 0 as follows. 
yi + yi - U if 
yi + yi + U if 
yT+yT+2~ 
yTcyT-20 
all the other 
surface(i) is an even node of F, 
surface(i) is an odd node of F, ’ 
if 7’~ 9 is contained in an even 
cluster node of F, 
if TE 9 is contained in an odd 
cluster node of F, 
dual variables are unchanged. 
The magnitude of u is bounded by the feasibility conditions of the dual: 
US yi for all i E V such that surface(i) 
is an even node of F; (4.12) 
2a s yT for all TE 9 where T is contained 
in an odd cluster node of F; (4.13) 
CT s y(#(i)) + y(S(j>! - Cj for all i E E 
joining an even node of F to a node 
not in F; (4.14) 
2a c y(JI(_i)) + y(T(_i)) - Cj for all i E E 
not in a triangle of a cluster, both 
of whose ends are even nodes of F. (4.15) 
Choose the largest 0 which satisfies (4.12)-(4.15). If CF > 0, then make the dual 
change. If a was bounded by (4.14) or (4.15), then a new edge has become 
available in E*(y). Go to Step 2. If u was bounded by (4.12), then a node i for 
which surface(i) is an even node of F has yi = 0. Go to Step 8 where we do a 
“pseudo augmentation”. Otherwise, CT was bounded by (4.13) and there is some 
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ST, contained in an odd cluster node of 6;, for which yT = 0. Go to Step 9 where 
WC “uncluster”. 
Step %. [Pseudo Augmentation]. (See Fig. 14.) There is a node i such that 
y, - 0 and u = surface(i) if an even node of F. If u # r, the root of F, alternately 
lowca and raise by two the values of Xj for the edges j in the (even length) path in 
F from 1) to 1. If u is a cluster node then apply the process of Proposition 3.3 so 
that x will be deficient at i. Also apply this process to any clusternodes in the path 
so that x will be a triangle-free 2-matching. Go to Step 1. 
Fig. 14. Pseudo augmentation. 
!%p 9. [Unclustcring]. For some triangle T in some odd cEuzter node C of F 
we have y,- = 0. By (3.4) C is incident with two edges h anJ k of F where x1, = 0 
and xk = 2. Let u and o be the real nodes of C incident with these. Deleting the 
cdgcs af T breaks C into three connected components C,, C,, C,. 
Srq Oa. (See Fig. 15.) If u and u belong to the same component, say C,, then 
C, is made an odd node of F. C is removed from % and each of Cl, C, and C, is 
added to % if it contains at least one triangle. Jt is easily checked that the edge j
of T joining C, and C3 will have x, = 2 and the other two edges of T will have the 
value 0. Go to Step 2. 
Fig. 15 Unciustering I. 
Step 5%. (See Fig. i6.) If u and u belong to different components, ay C, and 
C2 respectively, then C, and C, are made odd nodes of F and C, is made an even 
node of F. C is removed from % and those of C1, C,, C, containing a triangle are 
added to %?. It is easily checked that the edge j of T joining C, and C, will have 
the value 0. Thus we throw away j but keep the other two edges of 7’ to obtain a 
proper alternating tree. Go to Step 2. 
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Fig, 16. Unclustcring II. 
End of algorith: L 
Remarks on the algorithm. Every time a node i is selected in Step 1 we have 
x@(i)) = 0 and yi >O. The tree F is grown until either we augment and make 
x@(i)) = 2 or execute a dual change making y, = 0. The algorithm never increases 
y, for a node unless X@(U)) = 2 and never decreases x@(u)) for a node unless 
y, = 0. Therefore, after at must ! VI tree growings we must have (4.11) satisfied. 
The amount of work required to grow a tree can be bounded as follows. We go 
to Step 2 after Steps 3, 6a, 7 (in some cases) and 9. Step 3 can be performed at 
most IV! tines. Everytime we execute Step 6a (clustering) the new cluster 
obt;dined is In even node of the tree. Everytime we execute Step 9 (unclustering) 
the cluster tlnclustered is an odd node of the tree. Since, during the growing of a 
tree, a node can never change from even to odd, it follows that each of the Steps 
6a and 9 can be performed at most IV1 times. Any time we go to Step 2 after Step 
7 we immediately perform Step 3 or Step 6a so this is included in our count for 
these steps. 
Each of Steps 3,6a, and 9 can clearly be performed in time O(l VI). Steps 2 and 
9 can obviously be performed in time O(lEl). Thus the algorithm solves the 
problem in time O(lVl’lEl). Probably with careful implementation this could be 
reduced to O(l V13) as was done for weighted l-matching. 
As in Section 2, we could if desired restrict ourselves to a set Y’E: Y. The only 
change that we would have to make is in Step 6. When deciding whether to 
augment our cluster, we would augment unless P is a triangle in T’. Thus the only 
triangles we would cluster would be ones in 9’. 
We can modify the algorithm if desired to find an optimum triangle-free perfect 
2-matching if one exists. The only changes would be 
(1.3) now become 
x@(i)) = 2 for all i E V 
the corresponding dual variables yi are unrestricted 
that since our constraints 
in sign. In Step 1 when 
choosing a node from which to grow a tree, we choose any i for which x@(i)) = 0, 
irrespective of whether yi > 3. In Step 7, (4.~2) will no longer apply so Step 8 can 
never be performed. 
However, in this case it is possible for the algorithm to encounter an un- 
bounded u in Step 7. In this case the dual problem has feasible solutions which 
make the dual objective function arbitrarily small and hence no feasible primal 
soluticpn. i.e., triangle-free perfect 2-matching exists. Hence we stop with this 
information. 
This incidentally gives the following characterization of those graphs having a 
triangle-free perfect 2-matching. For any S c V we let G[S] denote the subgrzph 
of G induced by 5. 
Theorem 4.2. G has a triangle-free perfect 2-matching if and only if for every 
V the number of components of G[ V- X] which are isolated nodes and 
triarrgks clusters is no greater than IX!. 
Pro& Suppose x is a triangle-free perfect 2-matching of G and let XC_ V. By 
Proposition 3.2 we must have x@(C))22 for every component of G[ V- X] 
which is a cluster and obviously we require x@(i)) = 2 for any node i which is a 
component of G[ V- X]. Let 9y be the set of components of G[V- X] which 
are triangle clusters or isolated nodes. Since x@(u)) = 2 for all v E X, 
x(x(fi(K)):K~SC)s2]X( so 21xls2(X/, or ]%!+I as asserted. 
Conversely suppose G has no triangle-free perfect 2-matching. If we apply the 
Cmodificd) algorithm (with any objective function) we terminate in Step 7 with an 
unbounded dual change. Since (4.13) doesn’t apply all odd nodes of F are real; let 
X be the set of odd nodes of F. Since (4.14) and (4.15) do not apply every even 
node of F is a component of G[ V- X] and each is either an isolated node or a 
triangle clusicr. Since F has one more even ,lode than odd, the result follows. 
It is interesting to compare Theorem 4.2 with the characterization of those 
graphs having perfect 2-matchings. 
Theorem 4.3. C’Jktte [ 121). G has a perfect 2-matching if and only if for every 
X c V the number of components of G[ V- X] which are isolated nodes is no 
greater than IX]. 
5. Related problems 
A triangle-free binary 2-matching is a triangle-free 2-matching where each 
cdgc is assigned either the value 0 or I. The problem of maximizing a linear 
function cx over the set of triangle-free binary 2-matchings is of interest because 
of its relation to the travclling salesman pr~~blem. Let G be a graph on n nodes 
for which each edge j has a real weight Cj. A variation of the travelling salesman 
problem is the problem (P) of finding a maximum weight perfect binary 2- 
matching that contains no polygon of size Less than n. For k 2 3 let (P,J be the 
problem of finding a maximum weight binary 2-matching that contains no polygon 
of size k QT less. For 3 s Ic < n - 1, (Pk) is a relaxation of (PI). Two other 
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relaxations of (P) which have been extensively studied are the following: 
(&), the problem of finding a maximum weight binary 2-matching, 
(PI), the problem of finding a maximum weight 2-matching. 
All these relaxations of (P) are related by the property that for all k and h, 
l<kGh=%-1, (PJ is a relaxation of (I$). 
Chvatal [2] introduced the so-called comb inequalities 
for all families of sets of nodes (Wi : i = 0: 1,. . . , r) such that for i = 1,. . . , r, 
I Wil # 1 or n and I W, n WiI = 1 (Here y( Wi) denotes the set of those edges both 
of whose ends are in Wi.) Chvatal showed that these comb inequalities are valid 
inequalities for (P). As was observed by Nemhauser [8] the comb inequalities with 
IWiIsk, i=l,2,..., Y are valid inequalities for problem (I$ ), k a 2. The proof is 
similar to ChvGtal’s for (P). For k = 1, Theorem 1.1 gives the polytope for (I$). 
For k = 2 it is known from matching theory (Edmonds [3]) that the comb 
inequalities with 1 Wil s 2, i = 1,2, . . . , r together with the constraints 
O<xi<l for all jEE, 
x@(i))< 2 for all i E V 
(5.2) 
(5.3) 
are sufficient to define the polytope for (&). 
The problem of prescribing a sufficient set of inequalities to define the polytope 
for (PJ is still unsolved. It is known that the inequalities (5.2), (5.3), (1.4) and the 
comb inequalities (5.1) with I Wi I s 2, i = 1, . . . , r are not sufficient as is shown by 
the example of Fig. 17. Here every edge of the graph has a cost of 1. The 
numbers next to the edges comprise a feasible fractional solution x. 
Fig. 17. 
It is easily checked that x satisfies the constraints (5.2), (5.3), (1.4) and (5.1) 
with IWiIc2, i=l,2,..., n and has value 5;. But the maximum weight of a 
triangle-free binary 2-matching is at most 5 as can be seen from (5.1) with 
W,, = { 1,2,3}, W, = { 1,4,5}, W, = {2,6), W, = {3,7}. So more inequalities are 
needed. In this case the comb inequalities with 1 WiI < 3, i = 1, . . , r would be 
sufficient. (Note that triangle 
156 Ghard Cornut!jols, William Pulleyblank 
At present, it is not known whether or not the inequalities (5.2), (5.3), (1.4) and 
the comb inequalities (5.1) with 1 WiIs3, i = 1,2,. 
x, b 0 for all i e E, 
x@(i))<2 for all ie V, 
x(y(S))C ISI - 1 for all SC, V, ISI = 3 or 5. 
(5 04) 
Howcvcr, this is not 
costs are 1. 
sufficient as is shown by the example of Fig. 18. All edge 
Fig. 18. 
The numbers on the edges give a fractional solution to (5.4) with value 63, but the 
best integer solution gives value 6, Thus another open problem is to characterize 
the convex hull of the triangle and pentagon-free 2-matchings. 
Finally we conclude with several NP-completeness results. A question related 
to (P,) is 
(95) determine whether a graph contains a perfect binary 2-matching with no 
polygon of size 5 or less. 
Recently Papadimitriou [9] proved that (0,) is NP-complete. Thus it follows 
that (P,) is NP-hard. We will present the very ingenious and elegant proof of 
Papadimitriou since it is unpublished and can be adapted to other problems. In 
particular. we use its main construction to show the NP-completeness of the 
following question. 
(R,) Determine whether a graph G contains a perfect binary 2-matching with 
at most one edge in any triangic of G. 
Theorem 5.1. {Papadimitriou [9].) <@> is >dP-complete. 
Prmf* (Qs) is obviously in NP. To prove that it is NP-complete it suffices to find a 
polynomial reduction of a known NP-complete problem to (Q). We will reduce 
the 3-satisfiability problem to it. Consider M boolean variables x1,. . . , x, and the 
h~~olcan eeiprcssion F = C, A C, A l l l A C,, 1.vhere ach of the clauses Ci contains 
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Fig. 19. Graph J+. 
3 literals, i.e., Ci = yil v yi,A yi3 where for each k = 1,2 or 3, yik = x2 or &( = 1 - q) 
forsomel=l,..., n. The 3-satisfiability problem consists of determining whether 
F = 1 for some assignment of values to the boolean variables, and it is well-known 
to be NP-complete. For any boolean expression F as defined above we will 
construct a graph G that contains a perfect binary 2-matching with no polygon 
of size 5 or less if and only if F = 1. The construction is polynomial. G is 
constructed combining three types of graphs. 
(i) To each boolean variable X, we associate a copy of thr, graph of Fig. 19. We 
call ‘yl the copy associated with x1. Note that this graph contains two perfect binary 
2-matchings. One of them contains the edge erl, the other the edge ef,,. If eI 1 is 
in the matching, it will mean that x1 = 1, whereas if el, is this will be interpreted as 
xi = 0, i.e., 2, = 1. 
Fig. 20. Graph I’i. 
(ii) TO each clause Ci of the boolean expression we associate a copy of the 
graph of Fig. 20. We call ri the COPY associated with Ci. In I’i the edge jik will 
correspond to the literal yik, k = 1,2,3. A binary 2-matching of ri that contains 
edge jik will be interpreted as yi, = 1. It is easily checked that the following 
property holds. 
Property 5.2. Let K E { 1,2,3} and 41 = { 1,2,3} - K. There exists a perfect binary 
2-matching of fi with no polygon of size 5 or less that contains all the edges 
jik, k E K, but none of the edges ji,, r E R, if and only if K is nonempty. 
In other words I’i can be perfectly matched using a 2-matching with no polygon 
of size 5 or less if and only if Ci = 1. 
(iii) To guarantee that the values yik and x1 are consistent, we introduce a graph 
called a connector. (See Fig. 2 1.) The connector connects two edges j and e of the 
original graph. The edges j’, j”Y 9’, e” of the resulting graph satisfy the following 
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Fig. 21. Connector. 
properties. If a binary 2-matching with no polygon of size 5 or less perfectly 
matches the nodes of the connector and contains either j’ or j”, then it contairls 
both. Similarly, if it contains either e’ or e”, then it contains both. Furthermore, 
70 ’ * @@‘, I , .A binary 2-matching contains all four edges j’, j”, e’ and err. So, in terms 
of the original graph, the connector can be used to guarantee that the edges j and 
6 arc not in the matching simultaneously. In particular, for every literal yik we will 
construct a connector either between jik and el,, if yik = x1 or between jik and e,, if 
Y#k = q. 
The resulting graph is the graph G that we announced at the beginning of the 
proof. G corb:ains a perfect binary 2-matching with no polygon of size 5 or less if 
and only if 3s= 1. 
The pro.jf also shows that such problems as the following are NP-complete. 
(Q/4) Dctcrmine whether a graph contains a perfect pentagon-free binary 
‘,-matching. 
(01:) Dcterminc whether a graph contains a perfect pentagon and triangle-free 
binary 2-matching. 
Simple modificatio~*s of the graphs in Figs. 19-21 show that (&) is NP-hard for 
cvcry k arger than 5. However, problems (91) and (PJ are still open. 
Theorem 5.3. ( R-q 1 is NP-cortlplefe. 
Proof. (R,) is in NP. We describe a polynomial reduction of the 3-jatisfiability 
problem to (R,). As in the proof of Theorem 5.1, we associate a graph ‘y[ (see Fig. 
1% with each boolean variable and a graph ri (see Fig. 20) with each clause of the 
boolean expression. We use t!le connector of Fig. 22. Note that there are only two 
binary 2- matchings with at most one edge per triangle that perfectly match the 
nodc~ of this connector. One of them contains j’ and j”, but neither e’ nor e’ . The 
other one contains e’ and e”, but neither j’ nor j”. Thus in the original graph, 
exactly one’ of the two edges j or e is in the matching. Edge jik is connected to eIO 
if xlr, = xI and it is connected to e,, if yik -- &,, The resulting graph G has a perfect 
binary Lmatching with at most one edge per triangle if and only if the boolean 
cxprc’ssion ir; satisfiable, proving that (R,” is NR-complete. 
Finally, we conclude by showing that the following variation of our original 
problem is NP-complete: 
(R”J EMermine whether a graph G has a perfect 2-matching x satisfying 
xt7-p, f for every triangle T of G. 
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Fig. 22. Connector. 
Corollary 5.4. (R$) is NP-complete. 
Proof. We polynomially reduce (R3) to (R:). Let G’ be the graph obtained from 
G by adjoining a new node u adjacent to each non-isolated node of G and a new 
node w which is joined to v by a new edge. Then any solution x of (R:) for G’ 
must have the property that Xj E (0, 1) for every edge i of G. Therefore, we can 
solve (R,) for G if and only if we can solve (R’,) for G’. 
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