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The sum of the entropies of the components of a random vector minus the 
entropy of the whole vector is known to be a good measure of global interdepen- 
dence. This measure is used for selecting a relevant pair (or triple) of coordinates 
based on both the low degree of interdependence exhibited by them and their high 
degree of dependence on the omitted variables. When the characteristics are 
Gaussian, this global measure of interdependence has a simple formula, easily 
calculated from the information offered by MINITAB or SAS. The formalism is 
applied both to an example involving discrete coordinates and to the known 
“rabbit’s head” diabetes example where the coordinates have continuous 
range. B 1990 Academic Press, Inc. 
1. INTRODUCTION 
Projection pursuit deals with how to reduce the number of coordinates 
(characteristics) used for defining a set of entities without sacrificing the 
classification of these entities in distinct classes. Projections onto the 
spaces spanned by two or three of the coordinates are especially impor- 
tant because of the inherent limitations of the human perceptual system. 
A projection is interesting if the shadows of the data set separate into 
distinct, meaningful clusters. A review of the main results and an exten- 
sive bibliography may be found in Huber (1985), followed by a discussion 
involving 22 contributors. Roughly speaking, a projection is uninteresting 
if it is random or unstructured. As Shannon’s entropy is a standard mea- 
sure of randomness, according to Huber (1983, a projection is interesting 
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if it has small entropy relative to other projections, or, equivalently, if it is 
far from Gaussian (in the continuous case with fixed scale) or uniform (in 
the discrete case) distribution. Huber (1985) mentions some other projec- 
tion indexes (Fisher information, exponential Shannon entropy, and their 
standardized versions) that could be used in projection pursuit. The unify- 
ing viewpoint is that projections are interesting if they minimize indices of 
randomness. Commenting on Huber’s (1985) paper, J. H. Friedman men- 
tions that “as Huber points out, we know that the projection index we 
used [density squared; see Friedman and Tukey (1974)] is related to a 
form of entropy measure and that there may be better ones based on other 
entropy measures.” 
The objective of the present paper is to show how, not simply the 
entropy, but a global measure of interdependence of entropic kind, may 
be used in the selection of the most representative subset of coordinates. 
One chooses a best pair (or triple) of coordinates based on both the low 
degree of interdependence exhibited by them and their high degree of 
dependence on the omitted variables. This is a kind of minimax criterion: 
minimum internal interdependence among the selected coordinates and 
maximum external dependence on the omitted variables. In some special 
cases, selecting a subset of characteristics by minimizing the global mea- 
sure of inner interdependence is equivalent to Huber’s minimization of 
entropy. The global measure of interdependence allows us to select a 
subset of two or more coordinates, of small inner global interdependence 
between themselves, with respect to which we classify the given entities. 
An example, with real data, shows that three coordinates may be pairwise 
of minimum interdependence without having the same property as a tri- 
ple. Selecting a subset of coordinates which are “as independent as possi- 
ble” is a common aim in principal component analysis and we continue to 
adopt here such a natural viewpoint. But, as we are confined to two- or 
three-dimensional projections, we cannot simply ignore the eliminated 
coordinates. The selected pair (or triple) of coordinates must be not only 
as less dependent as possible, among themselves, but also they have to be 
significant representatives of the omitted coordinates. Thus, we select a 
pair (or triple) of characteristics that have a small inner interdependence 
and a large external dependence on the omitted characteristics. 
Generally, the expression “projection pursuit” carries the suggestion 
of optimizing over linear combinations of variables and pursuing the opti- 
mal linear combination. Here the focus is on a simple selection of an 
appropriate subset of variables, a proposal for seeking a “maximally inde- 
pendent” subset of a set of random variables while, at the same time, 
requiring that the chosen subset retains, in an appropriate entropic global 
sense, as much information from the original variables as possible. 
Diaconis and Freedman (1984) showed that most projections are nearly 
the same and approximately Gaussian, and the interesting projections 
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may even be the ones which are close to Gaussian. For Gaussian systems 
of coordinates, the global measure of interdependence has an elegant and 
simple expression which may be easily used in selecting the best subset of 
coordinates. In such a case, there are connections between the method 
based on the minimization of the global measure of interdependence and 
the classical methods of principal component analysis based on the vari- 
ance minimization or the selection of the directions corresponding to the 
maximum eigenvalues of the covariance matrix. 
The formalism of the paper is applied to two examples: (a) a simple 
binary O-l discrete example; and (b) the well known “rabbit’s head” 
example (Reaven and Miller, 1979) involving 145 human subjects classi- 
fied as normal, chemical diabetics, and overt diabetics. 
2. A GLOBAL MEASUREOF INTERDEPENDENCE AND ITS USE 
IN SELECTING THE BEST SUBSET OF COORDINATES 
Let us consider a data set given by an m x n numerical matrix called the 
initial matrix. Each row is a vector from the n-dimensional real space IF!“. 
The rows of the matrix are called entities and the columns characteristics 
(or coordinates). Let % = {X, , . . . , X,} be the set of entities and 3 = 
{Yl,. . * , Y,} the set of characteristics of the data set. The same letter Y 
is used both when we look at the jth characteristic as being a random 
variable in a given population and when it is thejth column in the data set, 
representing a sample of size m from such a random variable. Generally, 
m is much larger than n. The entities from % are not necessarily all 
different. 
Let H( rjl%) be the entropy of I; and H( Yi , . . . , Y,,(Z’) the entropy of 
the random vector (Yi , . . . , Y,), with respect to the set of entities %. 
Thus, 
Jf(yjlW = - 2 Pj(Yjl8 ln Pj(YjlW9 
YJ 
where {pj(yjl%)} is the probability distribution of the relative frequencies 
of the values taken on by the jth characteristic in the data set, when we 
look at q as being thejth column in the initial matrix. A similar formula, 
involving the joint probability distribution p(yi, . . . , y,l%), may be 
written for H( Y, , . . . , Y,(Z). The (entropic) global measure of interde- 
pendence between Y, , . . . , Y, with respect to the set of entities %2 is 
wY(%) = WY, ) . . . ) Ynl%e) = 2 Hug%) - H(Y,, . . . , Yrll~). 
j=l 
(2.1) 
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There is a large literature on statistical dependence measures, including 
the current entropy-based one. See Haberman (1982) and Jogdeo (1982) 
for details and references. 
PROPOSITION 2.1. W(Y,, . . . , Y,l%) L 0 with equality if and only if 
P(YI? . . . t Y$fe, = Pl(YlFf3. . * P,,(Y,@). 
Proof. The property is a direct consequence of Taylor’s formula ap- 
plied to the function t In t at t = 1, namely, 
t In f = (r - 1) + (t - 1)2/(2r) (2.2) 
true for any t > 0, where r is a number between 1 and t. n 
PROPOSITION 2.2. W(Y,, . . . , Y,,l%‘) is just the K&back-Leibler 
divergence Z(p : pI . . . p,,) of the joint probubilify distribution p = {p(y~ , 
. . . ( y,,\%‘)} from the direct (independent) product of the marginal prob- 
ability distributions pI . . . pn = {pI(yl(2E) . . . p,,(y,,lT)}. 
Proof. The proposition is immediate if we take into account that the 
Kullback-Leibler divergence of the discrete probability distribution q = 
{q(z); z E D} from the discrete probability distribution b = {b(z); z E D} is 
Z(q : b) = z q(z) In (q(zYb(zh 
ZBD 
where q is supposed to be absolutely continuous with respect to b. n 
Similarly, we can define W( YI , . . . , Y,$%‘) for any subset %’ c Z and, 
transposing the initial matrix, we can also define, as above, W@$!I’), or 
W(XI,. . . , X,1% ‘), for any subset (3 ’ c 3. The number W(XI , . . . , 
X,1%‘) gives the global interdependence between the entities X1, . . . , 
X,,, with respect to the subset of columns (characteristics, or coordinates) 
3’. Wedenote byp(xl, . . . , x, 1% ‘) the relative frequency of the vector 
(Xl,. . . , X,) in the submatrix of the initial matrix corresponding to the 
columns from 3 ’ . 
The fact that the sum of the individual entropies minus the entropy of 
the whole is a good measure of the global probabilistic interdependence 
was amply discussed in Watanabe (1969) (see also Guiasu (1977)). For 
m = 2, it reduces to the information rate introduced by Shannon (1948) for 
describing the interdependence between the input and the output of a 
communication channel. As a matter of fact, in his approach, Watanabe 
was interested in classifying the rows % of the initial matrix and not in the 
relationships between its columns. 
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Let%‘C Zand{%‘~, . . . , 22;) be a partition of FE’. The cost of 
ramification of 2X’ into %i, . . . , %‘; is measured by the amount of inter- 
dependence between %i, . . . , 2’; inside %‘, i.e., by 
k=l 
(2.3) 
Such an amount of interdependence is lost when %’ is decomposed into 
the subsets %‘;, . . . , 22;. An ideal branching point is characterized by a 
cost of ramification equal to zero. The following “conservation law” 
holds for W: 
PROPOSITION 2.3. For any sequential decomposition of % into subsets 
until the last components {Xl}, . . . , {A’,} are obtained, the sum of the 
costs of ramacation corresponding to the branching points of the decom- 
position is equal to W(%[%). 
Proof. The proof is a direct consequence of the fact that if {%‘I , . . . , 
%} is a partition of 2E then 
W@l,. . . , 2z$!.l) + W(%e,I%) + . . . + w(a,p) = W(%pa). H 
Watanabe’s classification criterion is the following one: Start with 8. 
Choose the partition of 2%’ corresponding to the minimum cost of ramifica- 
tion (ideally equal to zero). Continue the decomposition process for each 
subset of the partition. Stop the branching process when the cost of 
ramification becomes too high with respect to the total interdependence 
w(%(%) between the elementary components of 82. Any decomposition 
with a high ramification cost is unnatural, sacrificing too much from the 
total interdependence. 
The main difficulty here is the tremendous number of partitions that are 
supposed to be checked for selecting the best ones. Consequently, Wa- 
tanabe proposed a class$cation algorithm, according to which, at each 
step of the decomposition, only the possible dichotomies are taken into 
account. If, at one step, there are several optimum dichotomies, we take 
the partition whose subsets are the intersections of the subsets of the 
optimum dichotomies. But when the number of entities n is large, as it 
really happens in cases of interest, the number of possible dichotomies is 
still embarrassingly large which, partly, explains why Watanabe’s classifi- 
cation algorithm has not received enough consideration. 
In our approach, however, we are interested in the relationship be- 
tween the columns of the initial matrix. Generally, the number m of 
characteristics is small. In fact, for graphic intuitive reasons, we are inter- 
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ested almost exclusively in selecting relevant subsets of only two (pairs) 
or three (triples) characteristics. This considerably simplifies the matters 
and makes the application of the tool described above effective. But what 
do we mean by “relevant” subset of coordinates? 
In linear algebra we select a set of linearly independent vectors as 
coordinates. In analytical mechanics, the state of a system at a given 
moment is represented by a point in the phase-space defined by a system 
of independent coordinates. In factor analysis we derive a set of uncor- 
related variables for further analysis when the use of highly intercorre- 
lated variables may yield misleading results in regression analysis. In our 
context, it seems reasonable to select a subset of characteristics that are 
independent or, if there is no such subset, of minimum global inner inter- 
dependence. But this is only half of the story. In linear algebra we select 
all the linear independent vectors as the basis of the linear space and all 
the other vectors are referred to such a maximal independent subset. In 
our case, however, due both to the inherent limitations of the human 
perceptual system and to the existing computer graphics techniques, we 
are confined to selecting two or three coordinates while the others are 
omitted. In order to take, indirectly, into account the omitted coordinates 
too, it seems natural to ask from the selected pair (or triple) of characteris- 
tics to be not only the “most independent” (or better said, the least 
interdependent) pair (or triple), but also of high dependence on the omit- 
ted characteristics. 
DEFINITION 2.1. A subset 3’ of characteristics (coordinates) is opti- 
mal if the internal interdependence between the components of the subset 
is minimum and the external interdependence between $4 ’ and the subset 
of the omitted coordinates 3 - 3 ’ is maximum. 
Therefore, the optimality of a subset of coordinates is defined by a 
minimax criterion. The selected coordinates must be both “as indepen- 
dent as possible” among them and as dependent as possible on the omit- 
ted coordinates. 
Summarizing, a subset ?!J* of characteristics is optimal if 
W(??.J*l%) = min W(%‘l%) (2.4) 
and 
W@*, 94 - %*I%) = max W@‘, 3 - C3’\%), (2.5) 
where min and max are taken with respect to all the subsets ‘3 ’ c 9~ of two 
(if we are looking for an optimal pair) or three (if we are looking for an 
optimal triple) of characteristics. Obviously, we can have no optimal pair 
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(or triple) in the sense of Definition 2.1. Arranging the pairs (or triples) of 
characteristics in the increasing order of their W@‘(Z) and, separately, in 
the decreasing order of their I+‘(%‘, 9 - %‘l%), it is common to find 
different pairs, or triplets, on the top of each hierarchy. Consequently, we 
say that a pair, or triple, of characteristics is relevant if it has the best 
average position in the two hierarchies mentioned above. A pair (or triple) 
is optimal if it is on the top of both hierarchies. 
The referee of this paper has suggested the replacement of the average 
ranking method of combination of “inner dependence” and “outer de- 
pendence” measures by some sort of weighted average of the measures 
themselves. In such a case, the selection criterion would be 
max {wiW(?4’)I%) + w2W(%‘, % - ?!J’lX)}, (2.6) 
where max is taken with respect to all the subsets (pairs, or triples) 
0’ c 3, where wI < 0 and w2 > 0 are given weights. 
In Huber’s (1985) approach of projection pursuit, a projection is unin- 
teresting if it has a larger entropy than other projections. Is there any 
relationship between eliminating a projection of maximum entropy and 
selecting an optimal subset of coordinates in the sense of Definition 2. l? 
An answer in this direction is given by the following proposition. 
PROPOSITION 2.4. In the class of subsets 9’ C 9 for which H@‘(%‘) = 
H(9)%), which means that the selected subset is supposed to have the 
same degree of randomness as the whole set 91, condition (2.4) is equiva- 
lent to 
H@ - %*(%‘) = max H(9 - %‘I%), (2.7) 
where max is taken with respect to all the pairs (or triples) 9’ from 9~. 
Proof. This is a direct consequence of the equality 
The global interdependence between characteristics can only increase 
if we add a new coordinate. Indeed, 
PROPOSITION 2.5. If%” = {%‘, Y’} c 9, then W(~J”/%) 2 W(%‘j%). 
Proof. It is well known that the conditional entropy of 3 ’ given Y’, 
H(%‘JY’I%), cannot exceed the entropy of %‘, H(9’18). Thus, we have 
W(%“[%) = c H(q%) - H(%“l%) 
YEI" 
= ys, H(YJ%) + H(Y’l%) - {H(Y’I%) + H(~‘lY’)~)) 
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with equality if and only if 9 ‘, as a whole, is independent on Y’ , in which 
case H(%‘(Y’J%) = H(%‘\%?). W 
DEFINITION 2.2. The contribution of the subset 0’ c 94 to the global 
dependence between the characteristics (coordinates) of 9, with respect 
to the set of entities %, is defined as the difference 
A(%‘(%) = W(9$%) - W(% - ?!Vl%Y). 
3. A SIMPLE EXAMPLE INVOLVING DISCRETE COORDINATES 
Let us consider the initial matrix given in Table I. Dealing with a binary 
matrix, it is convenient to use 2 as the base of logarithm. The properties of 
H and W are the same for any base of the logarithm larger than 1. If all 
four characteristics are taken into account, then the optimum dichotomy 
is 
{x7), {xl , x2, x3 , x4, x5 , x6, x8), (3.1) 
corresponding to a cost of ramification equal to 0. If we want to reduce the 
number of characteristics, we can easily see that entropy alone is of little 
help. Indeed, all four characteristics have the same entropy, equal to 1, 
and we have no indication about what characteristic to eliminate. The 
measure W tells us, however, what subset 9’ to select. Table II gives the 
values of W(%‘l%‘) and W(%‘, 0 - Or\%) for all four possible triples. The 
last three triples in Table II are relevant in the sense of Definition 2.1. 
Selecting { Yi , Y2, Y4}, for instance, and classifying the entities only with 
TABLE I 
Yl y2 y3 Y4 
x, 1 1 0 0 
x2 1 1 0 1 
x3 1 0 1 0 
x4 1 0 1 1 
X5 0 1 1 0 
X6 0 1 1 1 
x7 0 0 0 0 
X8 0 0 0 1 
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TABLE II 
3' W(~'I8 Wp3', c!J - ?J'l%) 
cy,, Y2, Y31 1.0000 0.0000 
If-,, Y2, k-41 0.0000 1.0000 
IY,, Y3, y41 o.oooo 1.0000 
{Yz, Y3, y41 0.0000 1 .oooo 
respect to these characteristics, we get again (3.1) as the unique optimum 
dichotomy. Let us note that selecting the minimum entropy triple { Yi , YZ , 
Y3}, there are three optimum dichotomies, {{XT}, % - {XT}}, {{X8}, 9 - 
{X8}}, and {{XT, X8}, 9 - {XT, X8}}, but the last two partitions are improper 
for our data set and have appeared because an essential coordinate, Y4, 
independent on the triple { Yi , Y,, Y3}, has been eliminated. 
To give one more example of the same kind, for the initial matrix shown 
in Table III, if all eight characteristics are taken into account, the opti- 
mum dichotomy is {{Xi , X2, X3}, {X4}}. The same unique optimum dichot- 
omy is obtained if the relevant triple { Yj, YS , Y7} is selected and all the 
other five characteristics are eliminated. For the triple 9’ = { Yj, Ys , Y7} 
we have W(%‘(%‘) = 0, which is a minimum, and W(?Y’, 94 - 3’lE) = 2, 
which is a maximum. As in the previous example, a relevant triple is not 
unique. Thus, here, the triple { Y1 , Y, , Y7} is also relevant. Obviously, not 
any triple is relevant; for instance, for 3’ = {Y, , Y2, Y3}, we have W(?J’l%) 
= 0.9183 and W(%‘, 94 - %‘I%‘) = 2. 
4. GAUSSIAN CHARACTERISTICS 
Diaconis and Freedman (1984) have shown that for data sets in “gen- 
eral position” in UP, most projections would be close to Gaussian, When 
the characteristics are normally distributed, the global measure of interde- 
pendence W has a simple and easy to calculate expression which makes 
its use in selecting the best subset of coordinates very convenient. 
TABLE III 
Yl YZ Y3 Y4 Y5 Y6 Y7 YS 
XI 1 1 1 1 0 0 0 0 
X2 1 1 0 0 1 1 0 0 
x3 0 0 1 1 1 1 0 0 
X4 0 1 0 1 0 1 0 1 
SELECTINGRELEVANTSUBSETSOFCOORDINATES 33 
PROPOSITION 4.1. Let (Y,, . . . , Y,J be a Gaussisan random uector 
with the mean vector p and the covariance matrix C. Then, the entropic 
measure of global interdependence W( Y, , . . . , Y,,) between the compo- 
nents Y,, . . . , Y,, of the random vector (Y, , . . . , Y,) is equal to 
1 CT:. .  .  CT; 
W(Yl, .  .  .  ,  YJ = 5 In Al A  ,  
.  .  .  n 
where uj’ is the variance of the random variable yi and Al, . . . , A, are 
the eigenvalues of the covariance matrix C. 
Proof. If(Yi,. . . , Y,) is a Gaussian random vector then each com- 
ponent yi is a Gaussian random variable. The corresponding entropies 
(see Rao, 1965, pp. 449-450) are 
H(q) = 4 In (2rr) + 1 + In flj 
WYI,. . * , Y,) = i In (2~) + 5 + i In ICI. 
AsICI=hi. . .Xn,whereht,. . . A, are the eigenvalues of the covari- 
ante matrix C, supposedly of rank n, the above two expressions and the 
equality 
WYl,. * . , Y,) = 2 H(q) - H(Yl, . . . ) Y,) 
i=l 
give (4.1). n 
For other comments on Win the Gaussian case see Guiasu and Leblanc 
(1984). It is well known that the prevalent classical approach is to reduce 
dimensions by the method of principal components: calculate the eigen- 
values and eigenvectors of the covariance matrix and project the data 
orthogonally into the space spanned by the eigenvectors corresponding to 
the largest eigenvalues, or, perform the principal component analysis as a 
variation reducing technique. Expression (4.1) shows, at least in the 
Gaussian case, that such a strategy has as a consequence the selection of 
a subset of characteristics of minimum interdependence. 
From (4. l), we can also see that, in the Gaussian case, the contribution 
of the triple {Yi , Y,, Ys}, for instance, to the global interdependence 
between the characteristics of the set % is 
40’1, Yz, Y3H = WY,, . . . , Yn) - WY4,. . . , YJ 
(4.2) 
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where IC1,2,~) is the determinant of the covariance matrix of the Gaussian 
random vector (Yd, . . . , Y,). Similar expressions can be given for any 
other triple or subset of characteristics. 
5. “RABBIT’S HEAD” DIABETES EXAMPLE 
Reaven and Miller (1979) collected data from 145 nonobese adult sub- 
jects (this is the set of entities %, with m = 145) measuring five character- 
istics (n = 5), namely, Yi = relative weight, Y2 = fasting plasma glucose (a 
measure of glucose tolerance), Y3 = area under the plasma glucose curve 
for the 3-hr glucose tolerance test (OGTT; a second measure of glucose 
tolerance briefly called glucose area), Y4 = area under the plasma insulin 
curve for the OGTT (a measure of insulin secretion called insulin area), 
and Y5 = steady state plasma glucose response (SSPG; a measure of how 
glucose and insulin interact). The goal of the study was to investigate the 
interrelationships between these characteristics (coordinates) and to see 
what connection they had with classifying patients as normal, chemical 
diabetic, or overt diabetic. These data were visually inspected with the 
aid of the PRIM-9 program which permitted the selection of only three 
TABLE IV 
94’ W@ ‘1 W(%‘, 9 - 3’) 
1.4325 0.8572 
0.2033 1.6353 
0.6353 1.5941 
0.1813 1.7498 
0.7410 1.4633 
0.2003 0.7561 
1.4364 0.6821 
1.7987 0.3763 
0.5596 1.6399 
0.6226 1.5769 
0.0902 1.5769 
0.0902 1.6399 
0.1147 0.3763 
0.1712 0.6821 
1.3333 0.7561 
0.0854 1.4633 
0.3586 1.7498 
0.0603 1.5941 
0.4511 1.6353 
0.0000 0.8572 
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FIGURE 1 
variables, { Y3, Y4, Us}, with respect to which a “rabbit’s head with floppy 
ears” configuration of entities was revealed. This example was discussed 
by Symons (198 1)) Diaconis and Friedman (1983)) and by Miller again in 
his comments on Huber’s (1985) paper. Reaven and Miller’s raw data 
have been reproduced in Andrews and Herzberg (1985). Let us see what 
the W-formalism gives in this example. 
Analyzing the raw data by using the statistical packages MINITAB or 
SAS, we can see that while Yl may be considered as being normally 
distributed the other four characteristics are only approximately Gaus- 
sian. We shall apply here, however, the easy formulas from Section 4. 
The standard procedures (DESCRIBE, EIGEN, and COVARIANCE) of 
MINITAB give us directly both the variances and the eigenvalues of the 
covariance matrices of the system of random variables ?Y = {Yi , . . . , 
US}. Table IV summarizes the values of the global interdependence 
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W(?!J ‘1%) (abbreviated as W(‘% ‘)) between the components of the selected 
pair (or triple) of coordinates @Y’, and the interdependence W(%“, 91 - 
(?!I’[%) (abbreviated as IV(%‘, ?I - 0’)) between the selected pair (or triple) 
3’ and the omitted characteristics. Let us mention that the total interde- 
pendence between the five characteristics is W(9.J) = 2.2897. According to 
the selection criterion mentioned in Definition 2.1, the best pairs of coor- 
dinates are, inorder, (Y3, Y4), {YI, Y3}, (Y4, Ys}. The worstpair is{Y2, Y3}, 
which is not surprising at all if we take into account that both YZ and Y, are 
two very similar measures of glucose tolerance. We also can see that the 
only independent pair is { Y4, Ys} and it is indeed a good pair to select, but 
it is not the best because it is less dependent on the other coordinates and, 
consequently, represents the omitted characteristics not as well as {Y, , 
Y,}, for instance. The best triples of characteristics are, in order, { Yr , Y3, 
y4}, {Yz, Y4, Ys}, {YI, Y2, &I, (Y3, Y4, I’S), while the worst one is IY2, Y3, 
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YS}. Let us mention again that the triple used by Reaven and Miller (1979) 
in their analysis was { Y3, Y4, Ys}. The presence of YI in the best triple is in 
agreement with a remark of Diaconis and Friedman (1983), who noted the 
significance of this characteristic. Figure 1 contains the plot that uses the 
“good” pair { Ys , Yd}. In spite of the fact that three other coordinates have 
been omitted, the “rabbit’s head” configuration is visible. Figure 2 gives 
the “true” classification of the 145 patients with respect to the two coor- 
dinates { YJ, Yd}. Class 1 means overt diabetic, and class 2 means chemical 
diabetic, and class 3 means normal. 
Obviously, not any pair of coordinates offers such a clear clustering. 
Thus, by using Yt and Y4, as coordinates, for instance, we obtain a cha- 
otic, unstructured set of points. Figure 3 contains the plot using the 
“bad” pair {Yd, Yr}, and Fig. 4 gives the “true” classification of the 145 
patients with respect to these two characteristics. It is obvious that the 
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bad pair { YI , Y4} does not give a clear-cut grouping of the entities in three 
distinct classes. Let us note, by the way, that though both YI and Y, 
belong to the best triple, together with Y3, the pair {Y, , Y4} is the worst 
one after {Y2, Yj}. This shows that a pair from a relevant triple is not 
necessarily relevant. Also, both Y, and YJ are excellent characteristics, 
taken individually (indeed, A({Yl}) = 0.29,A({Y2}) = 1.38,A({Yj}) = 1.45, 
A({Y4}) = 0.20, A({Ys}) = 0.73), but as a pair, {Yz , YJ} is the worst because 
Y, = Yj. 
As a final remark, for this example, the criterion (2.6), with wI = -4 and 
w2 = t, gives similar results: {Y, , Yj}, (Y3, Y4), and { Yr , Yz} are the best 
pairs while { YZ , Y3) and { Yt , Y4} are the worst ones. The best triples are 
{Yr , Y3, Y4}, {Y, , Y2, Y4}, and { Y2, Y4, Y,}, while the worst one is again 
{Y2, Y3, Yd. 
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6. CONCLUSIONS 
The sum of the entropies of the components of a random vector minus 
the entropy of the whole vector, which is a good measure of the global 
interdependence between random variables, may be used for selecting a 
pair (or triple) of coordinates that are significant for clustering a set of 
entities in classes. When a data set is given, defining a set of entities with 
respect to the (numerical or alpha-numerical) values taken on by some 
characteristics, we select a pair (or triple) of characteristics (coordinates) 
of both low inner interdependence and a high external dependence on the 
omitted characteristics. For the common case when the characteristics 
are Gaussian, the global measure of interdependence has a simple formula 
which may be easily calculated by using the results given by the standard 
procedures of MINITAB or SAS. 
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