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Abstract
A 1-approximation of connected graph G = (V, E) is a tree T = (V, E ′) with the same vertex set such that for every two
vertices |dG(u, v)− dT (u, v)| 6 1. A polynomial time algorithm is designed for finding such a tree.
c© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
Many network design problems concern the task of substituting a network with its lighter version while keeping
similar communication cost to the original network. A typical approach is approximating a network (graph) by a
spanning tree as the simplest connected spanning subgraph.
In this paper we will define communication cost as a distance between vertices. To measure the similarity of
communication cost we will use the notion of a spanner.
Amultiplicative t-spanner of a graph is a spanning subgraph H in which the distance between every pair of vertices
is at most t times their distance in G, i.e. dH (u, v) 6 t.dG(u, v) [3]. If δ > 0 and dH (u, v) 6 dG(u, v) + δ for all
u, v ∈ V , then H is called an additive δ-spanner [7].
Cai and Corneil [3] showed that for a given graph G and integer t , the problem of deciding whether G has a tree
multiplicative t-spanner is NP-complete for t > 4 and it is linearly solvable for t = 1, 2. The NP-completeness result
for planar graphs (t > 5) was shown by Brandes and Handke [1]. Similar results are known for the additive tree
r -spanners [7,8].
For many applications the condition that H must be a spanning subgraph of G can be dropped. Let t ≥ 1, δ ≥ 0
be real numbers. Graph H = (V, E ′) is said to be a distance (t, δ)-approximating graph for graph G = (V, E) if for
every two vertices u, v ∈ V ,
dH (u, v) ≤ t.dG(u, v)+ δ
dG(u, v) ≤ t.dH (u, v)+ δ
hold. Note that G is a distance (t, δ)-approximating graph for H .
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Fig. 1. Cycle C4, its tree spanner – path P3 – and its approximating tree — star K1,3.
Table 1
Distance (1, δ)-approximating trees
λ(G) δ
<3 =0
=3 =2
∈{4, 5} 64
∈{2k, 2k + 1}, k > 3 6k + 1
For δ = 0 we get 1t .dG(u, v) ≤ dH (u, v) ≤ t.dG(u, v); this is similar to a multiplicative t-spanner.
For t = 1 we get |dG(u, v)− dH (u, v)| ≤ δ, a notion similar to that of an additive δ-spanner.
It is important to highlight the difference between distance approximating graphs and spanners. The distance
approximating graph must not be a subgraph of the given graph. For the cycle C4 there is only one spanning tree – it
is the path P3; we will compare it with the star K1,3 – not a subgraph of C4; see Fig. 1. The tree P3 is a multiplicative
3-spanner while K1,3 is a distance (2, 0)-approximating tree for C4. Similarly P3 is an additive 2-spanner while K1,3
is a distance (1, 1)-approximating tree for C4. Of course, it is not surprising that approximating by an arbitrary graph
(with the same vertex set) should provide better results than approximating by a spanning subgraph.
As is mentioned in [8], McKee showed that for every fixed integer t there is a chordal graph without tree t-spanners
(additive as well multiplicative). On the other hand, in [2] Brandsta¨dt et al. proved that for every chordal graph G there
exists a tree T such that T is a distance (3, 0)-approximating and a distance (1, 2)-approximating tree for G.
In [4] Chepoi and Dragan extended this result. They proved that for every graph G = (V, E) in which the longest
induced simple cycle has length λ(G) there exists a tree T = (V, F) such that T is a distance (1, δ)-approximating
tree, where δ is specified in Table 1.
For chordal graphs (λ(G) = 3) this result is optimal in the sense that a chordal graph may not have a distance
(1, 1)-approximating tree.
In this paper we will design a polynomial time algorithm giving a distance (1, 1)-approximating tree for a given
graph G whenever such a tree exists. This gives an answer to the question of how to recognize the graphs admitting
distance (1, 1)-approximating trees [4].
An example of a graph without a distance (1, 1)-approximating tree is the cycle C8. In Fig. 2 is a graph G and its
distance (1, 1)-approximating tree T ; note that λ(G) = 4.
2. Preliminaries
General notions and notation are according to [6] while the specific notions are defined here.
All graphs in this paper are connected, finite, undirected, without loops and multiple edges. In a graph G the length
of a path from a vertex u to a vertex v is the number of edges in the path. The distance dG(u, v) between the vertices
u and v is the length of a shortest u–v path. A shortest u–v path is called geodesic. A tree T has the unique u–v path
denoted by P(T, u, v).
The eccentricity of a point v in a graph G is max dG(u, v) for all u in G. The eccentricity of a point v related to a
subset S of G is max dG(s, v) for all s in S, denoted by eS(v).
For the sake of brevity we say that “a is a cutpoint of a block B” when the vertex a ∈ B is a cutpoint of a graph G,
B is a block of G. In Fig. 2 the vertex 4 is a cutpoint of the block B0 and it is also a cutpoint of the block B4.
If B1 6= B2 are blocks of a graph G then there are unique vertices b1 ∈ B1, b2 ∈ B2 such that every path starting in
the block B1 and ending in the block B2 contains b1 and b2. Clearly b1 is a cutpoint of B1 and we call it “the cutpoint
of B1 near to B2”. Analogously b2 is the cutpoint of B2 near to B1. In Fig. 2 vertex 4 is the cutpoint of B4 near to B1.
The vertex 61 is the cutpoint of B6 near to B8 and also it is the cutpoint of B8 near to B6.
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Fig. 2. A graph and its 1-approximation. Graph G contains nine cutpoints 3, 4, 5, 11, 20, 32, 40, 41, 61 and ten blocks B0 = {1, 2, 3, 4, 5, 6, 7},
B1 = {5, 10, 11}, B2 = {3, 20}, B3 = {20, 30, 31, 32}, B4 = {4, 40, 41}, B5 = {40, 50, 51, 52}, B6 = {41, 60, 61, 62}, B7 = {32, 70, 71, 72},
B8 = {61, 80, 81}, B9 = {11, 90}.
If B1, B2, B3 are three different blocks of G and every path starting in the block B1 and ending in the block B3
contains at least two vertices from B2 then we say that “the block B2 is between the blocks B1, B3”. In Fig. 2 the block
B4 is between the blocks B8, B2, while B5 is not between the blocks B8, B2.
A block B of a graph G is an end block if the vertex corresponding to the block B in the block–cutpoint graph of
G is a leaf. We split end blocks into two categories — small blocks and big blocks. Let a be the cutpoint of an end
block B. Then B is
• a small block, if eB(a) = 1,
• a big block, if eB(a) > 1.
In Fig. 2 are four end blocks B5, B7, B8, B9. The blocks B7, B8, B9 are small blocks, the block B5 is a big block.
A star is a tree with diameter equal to 2; a double star is a tree with diameter equal to 3. The vertices of a star
(a double star) that are not leaves are called centers.
Definition 1. A tree T = (V, E ′) is a 1-approximation of graph G = (V, E) if |dG(u, v) − dT (u, v)| 6 1 for each
pair of vertices u, v ∈ V . In this case we say that T 1-approximates G. If G has a 1-approximation then we say that
G can be 1-approximated.
Note that a 1-approximation of G is the same as a distance (1, 1)-approximating tree of G.
If T is a 1-approximation of graph G and S is a subset of G then denote by T (S) the image of S in T (smallest
connected subgraph of T containing all vertices of S).
The paper is organized as follows: Firstly we prove that a 1-approximation of a 2-connected graph has diameter
at most 3. This suggests working with the blocks of a graph. In Section 4 it is proved that the small end blocks are
not important if we want to decide whether a graph can be 1-approximated. Therefore in Section 5 we restrict our
attention to the graphs where all end blocks are big blocks. We will show that the image of almost every block of the
graph is a star. Finally Section 6 contains the desired algorithm.
3. Basic properties
Proposition 2. Let T be a 1-approximation of a graph G. Let (u = a0, a1, . . . , an = v) be the unique u–v path in T ,
n > 3. Then every u–v path in G contains ai or ai+1, where both ai , ai+1 are internal vertices of the path P(T, u, v).
Proof. Suppose that there is a path (u = y0, y1, . . . , ym = v) in G that contains neither ai nor ai+1 and 0 < i < n−1.
Let j > 0 be the smallest number such that the path P(T, u, y j ) contains the edge (ai , ai+1) (we know that j = m
fulfills the condition; therefore j is well defined). Since the path P(T, u, y j−1) does not contain the edge (ai , ai+1)
we get that d(P(T, y j−1, y j )) = d(P(T, y j−1, ai ) + (ai , ai+1) + P(T, ai+1, y j )) ≥ 3 but dG(y j−1, y j ) = 1, a
contradiction. 
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Fig. 3. The u–v paths X , Y in the graph G and the u–v path in tree T .
Theorem 3. Let G be a 2-connected graph. If T is a 1-approximation of G then diam(T ) 6 3.
Proof. Let dT (u, v) = 4 and P(T, u, v) = (u = a0, a1, a2, a3, a4 = v). Since G is 2-connected, in G there are at
least two internally disjoint u–v paths X = (u = x0, x1, . . . , xm = v) and Y = (u = y0, y1, . . . , yn = v). Denote
by Yt the subpath of the path Y starting in u = y0 and ending in yt , so Yt = (u = y0, y1, . . . , yt ). Denote by Y ′t the
subpath of the path Y starting in yt and ending in yn = v, so Y ′t = (yt , . . . , yn = v).
Clearly a1 6∈ X or a1 6∈ Y ; suppose that a1 6∈ Y . Since X and Y are internally disjoint paths, by Proposition 2 we
get the following chain of implications: a1 6∈ Y ⇒ a2 ∈ Y ⇒ a1, a3 ∈ X . Let a2 = y j for some j .
First we prove that y j 6∈ P(T, u, y j−1), see Fig. 3. If y j ∈ P(T, u, y j−1) then P(T, u, y j−1) = P(T, u, y j ) +
P(T, y j , y j−1) = (u, a1) + (a1, a2 = y j ) + P(T, y j , y j−1), so a u–y j path in T contains the edge (a1, y j ). But the
path Y j−1 in G contains neither the vertex a1 nor y j , a contradiction with Proposition 2.
Analogously a3 ∈ P(T, u, y j+1) since if not, then the path P(T, y j+1, v) contains the edge (y j = a2, a3), but the
path Y ′j+1 contains neither a3 nor y j .
Finally P(T, y j−1, y j+1) = P(T, y j−1, a1) + (a1, a2) + (a2, a3) + P(T, a3, y j+1) which implies that
dT (y j−1, y j+1) > 4 but dG(y j−1, y j+1) = 2, a contradiction. 
In view of the previous result we can say that the diameter of the image of a block B of a graph G is at most 3.
Therefore T (B) must be one of the following graphs:
• a double star (when diam(T (B)) = 3),
• a star (when diam(T (B)) = 2),
• a single edge (when diam(T (B)) = 1),
• a single vertex (when graph G contains exactly one vertex).
In the rest of this section we will discuss the structure of T (B) more precisely. Note that the case when the graph
G contains exactly one vertex is trivial; therefore in the following we suppose that G contains at least two vertices (so
T (B) could not be a single vertex).
Lemma 4. Let T 1-approximate a graph G, B be a block of G. If T (B) is a double star then T (B) contains only
vertices from B.
Proof. Only the centers c1, c2 of the double star could be outside of B. Let x, y be two arbitrary vertices from B such
that dT (x, y) = 3. If c1 or c2 (or both of them) does not belong to B, then there is an x–y path (in B) not containing
the vertex c1 or the vertex c2. But c1, c2 ∈ P(T, x, y); Proposition 2 gives a contradiction. 
Lemma 5. Let T 1-approximate a graph G, B be a block of G. If T (B) is a star, then T (B) contains only vertices
from B or eB(a) = 1, where a is a cutpoint of block B.
Proof. By the definition all leaves of T (B) lie in B. Suppose that the vertex c- the center of the star T (B)-
does not belong to B. Denote a cutpoint of block B by a; see Fig. 4. For every vertex b from B there holds
dG(b, a) = dG(b, c) − dG(a, c) 6 (dT (b, c) + 1) − dG(a, c) = 2 − dG(a, c) 6 1, so every vertex from B is
adjacent to the vertex a (in G). 
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Fig. 4. A graph G and the image of a block B in its 1-approximation T
Fig. 5. A block B and its image in T .
Lemma 6. Let G be a graph and T be its 1-approximation. Let B be a block of the graph G and a be an arbitrary
vertex from this block. If dT (a, b) 6 dG(a, b) for all b ∈ B, then T (B) is a single edge or a star. Moreover if T (B)
is a star then the vertex a is the central vertex of this star.
Proof. If block B contains only two vertices, then T (B) should be a single edge; otherwise the distance between these
two vertices is longer than their distance in B.
Let B contain at least three vertices. If G contains an edge (b, a), where b ∈ B, then T contains the edge (b, a);
otherwise dT (a, b) > dG(a, b). Since the vertex a has at least two neighbours, therefore the vertex a should be the
center of a star or a double star.
Let a be a center of a double star T (B). We show that the assumption leads to a contradiction. Denote the second
center of the double star by c. Let b be a vertex such that dT (a, b) = 2. Consider two internally disjoint a–b paths Px
and Py in G. Let x ∈ Px and y ∈ Py be the vertices adjacent to a; see Fig. 5. Now, at most one of the paths Px , Py
contains the vertex c; let c 6∈ Px , so x 6= c. Denote by Px the path Px without the edge (a, x), so Px is a b–x path in
G. Finally, the path P(T, b, x) contains the edge (a, c), but neither a nor c lies in the path Px , a contradiction with
Proposition 2. 
4. Small block removal
In Section 2 we defined big and small blocks. The main result of this section is that the small blocks are not
important if we want to decide whether a graph has a 1-approximation; see Theorem 9.
If B is a block of a graph G denote by B˜ the block B without all its cutpoints.
Proposition 7. Let B be a small block of a graph G with a 1-approximation T . If there are vertices x1, x2, b such that
x1 6∈ B˜, x2 6∈ B˜, b ∈ B˜ and b ∈ P(T, x1, x2) then tree T contains the edge (a, b), where a is the cutpoint of block B.
Proof. Since b ∈ P(T, x1, x2), we have b ∈ P(T, x1, a) or b ∈ P(T, x2, a); let b ∈ P(T, x1, a). Now
dT (x1, a) ≤ dG(x1, a) + 1 = dG(x1, b) ≤ dT (x1, b) + 1 ≤ dT (x1, b) + dT (b, a) = dT (x1, a); note that the
first and the last inequality hold since T 1-approximates G. From the chain of inequalities we have 1 = dT (a, b), so
T contains the edge (a, b). 
Lemma 8. Say a graph G can be 1-approximated, and let G contain at least two blocks. Let B be a small block of
G. Then there is a 1-approximation T of G such that at least one vertex b ∈ B˜ is a leaf of T .
Proof. Let T0 be a 1-approximation of G. Denote the cutpoint of block B by a. Suppose that there is no vertex in B˜
that is a leaf of T0. Then there should be a vertex b ∈ B˜ and vertices x1, x2 ∈ G − B˜ such that b ∈ P(T0, x1, x2).
By Proposition 7, we know that the tree T0 contains the edge (a, b), where a is the cutpoint of the block B. Denote
by
Ta = {x ∈ T0; dT0(x, a) < dT0(x, b)} − {a}
Tb = {x ∈ T0; dT0(x, b) < dT0(x, a)} − {b}
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Fig. 6. Tree T and its modification T ′.
the set of vertices that are closer to a than to b and vice versa; see Fig. 6.
We first state two simple observations and then we complete the proof of the lemma.
If a vertex x ∈ Tb and x ∈ B then dG(x, a) = 1⇒ dT0(x, a) = 2⇒ dT0(x, b) = 1.
If a vertex x ∈ Tb and x 6∈ B then dG(x, b) = 1 + dG(x, a) > 1 + dT0(x, a) − 1 = dT0(x, b) + 1 6 dG(x, b).
Therefore dG(x, b) = 1+ dG(x, a) = dT0(x, a) = dT0(x, b)+ 1.
Let T be the tree obtained from T0 by replacing all edges (b, x) by the edges (a, x). We have to prove that
|dT (x, y) − dG(x, y)| ≤ 1. Since T0 1-approximates G, it remains to prove the inequality for vertices x, y such
that dT (x, y) 6= dT0(x, y). There are now five cases to consider.
Case 1. y = a, x ∈ Tb, x ∈ B
dT (x, y) = dT (x, a) = dT0(x, b) = 1 = dG(x, a) = dG(x, y).
Case 2. y = a, x ∈ Tb, x 6∈ B
dT (x, y) = dT (x, a) = dT0(x, b) = dG(x, a) = dG(x, y).
Case 3. y = b, x ∈ Tb, x ∈ B
dT (x, y) = dT (x, b) = dT0(x, a) = 2 and dG(x, y) = dG(x, b) 6 2; therefore |dT (x, y)− dG(x, y)| 6 1.
Case 4. y = b, x ∈ Tb, x 6∈ B
dT (x, y) = dT (x, b) = dT0(x, a) = dG(x, b).
Case 5. y ∈ Ta , x ∈ Tb
dT (x, y) = dT0(x, y)− 1 6 dG(x, y)+ 1− 1 = dG(x, y); it remains to prove that dT (x, y) > dG(x, y)− 1. Now
by the triangle inequality, a 1-approximation and our observations we have dG(x, y)−1 6 dG(x, a)+dG(a, y)−1 6
dG(x, a)+ dT0(a, y)+ 1− 1 = dG(x, a)+ dT0(a, y) = dT0(x, a)− 1+ dT0(a, y) = dT (x, y).
To complete the proof, we note that the vertex b is a leaf of T . 
Theorem 9. Let B be a small block of a graph G 6= B. Then G can be 1-approximated if and only if G − B˜ can be
1-approximated.
Proof. Let a be the cutpoint of block B.
The proof that a 1-approximation T of G − B˜ can be extended to a 1-approximation T ′ of G is straightforward.
We construct the tree T ′ from T by adding all vertices lying in B˜ and joining each of them directly to the cutpoint a,
i.e. T ′ = T ∪ {b; b ∈ B˜}{(a, b); b ∈ B˜}. It is clear that T ′ 1-approximates G.
For the converse, by Lemma 8 there is a 1-approximation T of G such that at least one vertex b ∈ B˜ is a leaf of
T . Clearly T − {b} 1-approximates G − {b}; note that the graph G − {b} is connected since B is a small block. By
repeating this construction we can obtain the desired 1-approximation of G − B˜. 
5. Big blocks only
The following statement is an immediate consequence of Lemmas 4 and 5.
Corollary 10. If B is a big block of a graph G with a 1-approximation T , then T (B) is a star or a double star and it
contains only vertices from B.
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Fig. 7. The cutpoint of a big block separates the image of the big block from the rest of a 1-approximation.
On the basis of Theorem 9, we can deal with the graphs where all end blocks are big blocks only. There are two
cases - a graph contains at least two big blocks or the whole graph is a block. If the graph is a block, its 1-approximation
is a star or a double star and we can use the algorithms described in Section 6 to find it. So, it remains to discuss the
case when the graph contains at least two big blocks.
Definition 11. We say that a graph G is a big graph if it contains at least two end blocks and no small block.
Definition 12. Let G be a big graph and T be its 1-approximation. Let B be a big block of G and b be the cutpoint of
B. We say that B has a fast path if there is a vertex u ∈ B such that dT (b, u) < dG(b, u). Block B has a slow path if
there is a vertex u ∈ B such that dT (b, u) > dG(b, u).
Note that the definition of a slow (fast) path is strongly connected with a 1-approximation of a graph; therefore
whenever we want to talk about slow (fast) paths we have to specify not only a graph but also its 1-approximation.
By Lemma 6 it is clear that a big block B has a slow path or T (B) is a star with the cutpoint as the center and
therefore B has a fast path.
Corollary 13. Let G be a big graph and T be its 1-approximation. Every big block has a slow path or a fast path or
both.
By the definition, the cutpoint of a big block separates this big block from the rest of the graph. The following
result shows that the cutpoint of a big block separates the image of the big block from the rest of a 1-approximation
of G.
Lemma 14. Let G be a big graph, T be its 1-approximation and B1, B2 be big blocks with cutpoints b1, b2,
respectively. Then every path from B1 to B2 in T contains the path P(T, b1, b2).
Proof. It is sufficient to prove that the path P(T, b1, b2) does not contain any other vertices from B1, B2. By
Corollary 10 we get the desired result.
Let x1 ∈ B1, x2 ∈ B2 and say P(T, x1, x2) does not contain any other vertices from B1, B2. By Corollary 10
P(T, b1, b2) = P(T, b1, x1) + P(T, x1, x2) + P(T, x2, b2). If we denote the length of paths in G, T in accordance
with Fig. 7 we have 1 > dG(x1, x2)−dT (x1, x2) = d1+d2+(d−t) and 1 > dT (b1, b2)−dG(b1, b2) = t1+t2+(t−d).
If d > t , by the first inequality x1 = b1 and x2 = b2. If d < t by the second inequality x1 = b1 and x2 = b2.
If d = t by both inequalities x1 = b1 or x2 = b2 and the distance between xi and bi is at most 1 in G and also
in T . Let b2 = x2 and dG(x1, b1) = dT (x1, b1) = 1. Since B2 is a big block, it has a slow path or it has a fast path.
The two cases are very similar; we prove only the case when B2 has a slow path. Now, there is a vertex v ∈ B2 such
that dT (b2, v) > dG(b2, v), so dT (b1, v) = dT (b1, x1) + dT (x1, b2) + dT (b2, v) = 1 + dG(b1, b2) + dT (b2, v) >
1+ dG(b1, b2)+ dG(b2, v) = 1+ dG(b1, v), a contradiction. 
Let G be a big graph, T be its 1-approximation and B1, B2 be big blocks with cutpoints b1, b2, respectively. It is
clear that if dT (b1, b2) > dG(b1, b2) then the block B1 could not have any slow path b1–x , since otherwise the path
b2–b1–x in T is “too slow” (more exactly dT (b2, x) = dT (b2, b1)+ dT (b1, x) = dG(b2, b1)+ 1+ dG(b1, x)+ 1 =
dG(b2, x)+ 2). Similarly if dT (b1, b2) < dG(b1, b2) then B1, B2 could not have a fast path.
In view of this note, it is meaningful to define “slow” and “fast” big blocks.
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Definition 15. Let G be a big graph, T be its 1-approximation and B be a big block of G. Block B is a slow block if
B does not have a fast path. B is a fast block if B does not have a slow path.
Proposition 16. Let G be a big graph, T be its 1-approximation. Every end block is a fast block or a slow block.
Proof. Let B1, B2 be big blocks of G with the cutpoints b1, b2 respectively. If B1 is not a fast block or a slow block
then it contains a fast path and also a slow path. Denote vertices x, y ∈ B1 such that dT (b1, x) = dG(b1, x) + 1,
dT (b1, y) = dG(b1, y) − 1. Now dT (b1, b2) = dG(b1, b2) since otherwise dT (x, b2) > dG(x, b2) + 1 or
dT (y, b2) < dG(y, b2) − 1. Therefore dT (x, b2) = dG(x, b2) + 1 and dT (y, b2) = dG(y, b2) − 1, so for every
u ∈ B2, dT (b2, u) = dG(b2, u), but by Corollary 13, B2 contains a fast path or a slow path, a contradiction. 
In the following we prove that dT (b1, b2) > dG(b1, b2) and the path P(T, b1, b2) contains all vertices from every
b1–b2 geodesic in G. Note that b1, b2 are the cutpoints of big blocks B1, B2.
Proposition 17. Let u, v be two vertices of a graph G with a 1-approximation T and P = (u, x1, x2, . . . , xk, v)
be any u–v geodesic in G. If dT (u, v) = dG(u, v) + 1, then P(T, u, v) contains all vertices from P. Moreover,
P(T, u, v) = (u, x1, x2, . . . , xi−1, y, xi , xi+1, . . . , xk, v).
Note that P(T, u, v) = (u, x1, x2, . . . , xi−1, y, xi , xi+1, . . . , xk, v) means that the path P(T, u, v) is the same as the
path P in G with the inserted vertex y (there is no condition where the vertex y appears on the path P(T, u, v); it
could be inserted between any two adjacent vertices on the path P).
Proof. Let P be a u–v geodesic in G. We first prove that P(T, u, v) contains all vertices from P . Let x ∈ P , so
dG(u, v) = dG(u, x) + dG(x, v). If x 6∈ P(T, u, v), then dT (u, x) + dT (x, v) > dT (u, v) + 2 = dG(u, v) + 3 =
dG(u, x)+ dG(x, v)+ 3; therefore dT (u, x) > dG(u, x)+ 2 or dT (v, x) > dG(v, x)+ 2, but T 1-approximates G, a
contradiction.
It remains to prove that the ordering of vertices on the path P(T, u, v) is the same as the ordering of vertices
on the path P . Let i be the smallest number such that xi−1 6∈ P(T, u, xi ). The path P(T, u, xi−1) contains all
vertices x1, x2, . . . , xi−2, xi and maybe some more vertices, dT (u, xi−1) > i . Since dG(u, xi−1) = i − 1, we have
dT (u, xi−1) = i and moreover the path P(T, u, xi−1) contains only the vertices x1, x2, . . . , xi−2, xi . Therefore the
path P(T, xi , v) contains all vertices xi−1, xi+1, xi+2, . . . , xk and also the vertex y. Therefore dT (xi , v) > k − i + 3,
but dG(xi , v) = k − i + 1, a contradiction. 
Lemma 18. Let G be a graph, T be its 1-approximation. Let there be two big blocks B1, B2 with the cutpoints b1, b2
respectively. Then dT (b1, b2) > dG(b1, b2).
Proof. If dT (b1, b2) < dG(b1, b2), then both blocks B1, B2 are slow blocks, so there are u1 ∈ B1, u2 ∈ B2
such that dT (ui , bi ) = dG(ui , bi ) + 1, i = 1, 2. Since dT (u1, u2) = dT (u1, b1) + dT (b1, b2) + dT (b2, u2) =
dG(u1, b1)+1+dG(b1, b2)−1+dG(b2, u2)+1 = dG(u1, u2)+1, by Proposition 17, the path P(T, u1, u2) contains
all vertices from any u1–u2 geodesic in G.
The cutpoint bi separates the block Bi from the rest of the graph G; therefore every u1–u2 path in G contains at
least dG(b1, b2) − 1 vertices that do not belong to B1 ∪ B2. On the other hand, the path P(T, ui , bi ) contains only
vertices from Bi (see Corollary 10), so the path P(T, u1, u2) = P(T, u1, b1)+ P(T, b1, b2)+ P(T, b2, u2) contains
exactly dT (b1, b2)− 1 = dG(b1, b2)− 2 vertices that do not belong to B1 ∪ B2, a contradiction. 
Corollary 19. If B is not an end block of a big graph G with a 1-approximation T then dT (b, b′) > dG(b, b′), where
b, b′ are some cutpoints of B.
Lemma 20. Let G be a graph, T be its 1-approximation. Let there be two big blocks B1, B2 with the cutpoints b1, b2
respectively. If dT (b1, b2) = dG(b1, b2) then P(T, b1, b2) = PG , where PG is the b1–b2 geodesic in G.
Note that Lemma 20 implies that if dT (b1, b2) = dG(b1, b2) then there is only one b1–b2 geodesic in G.
Proof. If dT (b1, b2) = dG(b1, b2) then one of the blocks B1, B2 is a slow block, e.g. there is a vertex u1 ∈ B1 such
that dT (b1, u1) = dG(b1, u1)+1. By applying Proposition 17 to the paths u1–b1 and u1–b2 we get P(T, b1, b2) = PG ,
where PG is a shortest b1–b2 path in G. 
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In the following theorem we summarize the previous results about big blocks.
Theorem 21. Let G be a big graph with a 1-approximation T . If B1, B2 are big blocks with the cutpoints b1, b2,
respectively, then
• B1 is a fast block, B2 is a fast block and moreover the path P(T, b1, b2) is the same as a b1–b2 path in G with
inserted vertex, or
• B1 is a fast block, B2 is a slow block and P(T, b1, b2) = PG , where PG is the b1–b2 geodesic in G.
In the following we discuss two cases: when a big graph contains a slow block (from Theorem 21 it is clear that
there is at most one slow block), and the second case is when all big blocks are fast blocks. In both cases we prove
that the image of every block contains only vertices from the block. Moreover, the image of almost every block is a
star. Therefore a structure of a 1-approximation of a big graph is relatively simple and we can find a 1-approximation
in a polynomial time.
5.1. Structure of a 1-approximation with a slow block
In this section we investigate the properties of a big graph and its 1-approximation when the graph contains a slow
block. From Theorem 21 it is clear that there could be at most one slow block; therefore all other end blocks are fast
blocks.
Proposition 22. Let G be a big graph with a 1-approximation T such that there is a slow block. The image T (B) of
a block B contains only vertices from B.
Proof. If B is an end block then by Corollary 10 we have that T (B) contains only vertices from B.
Let B not be an end block. By Lemmas 4 and 5 we know that T (B) contains only vertices from B or T (B) is a star
with a center x 6∈ B. Assume that T (B) is a star with a center x 6∈ B.
Let S be the slow block of the graph G with the cutpoint s. Clearly, there is an end block B ′ with the cutpoint b′
such that the block B is between blocks S and B ′. Let b1 be the cutpoint of B near to S, b2 be the cutpoint of B near
to B ′. Since T (B) is the star with the center x , the path P(T, s, b′) = P(T, s, b1)+ (b1, x)+ (x, b2)+ P(T, b2, b′).
By Lemma 20 we have that the path P(T, s, b′) is the same as the s–b′ geodesic in G and therefore x ∈ B, a
contradiction. 
Lemma 23. Let G be a big graph with a 1-approximation T , let S be the slow block. An image of a block B 6= S is a
star with center b, where b is the cutpoint of B near to S.
Proof. If B is an end block, by Theorem 21 we have that B is a fast block and therefore it is a star with center b,
where b is the unique cutpoint of B.
Assume that B is not an end block. Clearly, there is an end block B ′ with the cutpoint b′ such that the
block B is between the blocks S and B ′. Let b be the cutpoint of B near to S. By Theorem 21 we have that
dT (s, b′) = dG(s, b′); this implies that dT (s, b) = dG(s, b). For every vertex u ∈ B, by Proposition 22 we have
P(T, s, u) = P(T, s, b)+ P(T, b, u), so dT (b, u) 6 dG(b, u) since S is a slow block. Lemma 6 completes the proof
of the lemma. 
5.2. Structure of a 1-approximation without a slow block
Since every end block of a big graph is a fast block, it is clear that between every two end blocks there is not an
end block.
Proposition 24. Let G be a big graph with a 1-approximation T such that there are only fast blocks. The image T (B)
of every block B contains only vertices from B.
Proof. If B is an end block then by Corollary 10 we have that T (B) contains only vertices from B.
Let B not be an end block. By Lemmas 4 and 5 we know that T (B) contains only vertices from B or T (B) is a star
with a center x 6∈ B. Assume that T (B) is a star with a center x 6∈ B.
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Let B1, B2 be end blocks of the graph G such that B is between the blocks B1, B2. Let bi be the cutpoint of the
block Bi , i = 1, 2. Let b′1 be the cutpoint of B near to B1, b′2 be the cutpoint of B near to B ′2. Since T (B) is the
star with the center x , the path P(T, b1, b2) = P(T, b1, b′1) + (b′1, x) + (x, b′2) + P(T, b′2, b2). Since x 6∈ B, by
Theorem 21, dT (b1, b′1) = dG(b1, b′1) and dT (b2, b′2) = dG(b2, b′2).
Let X be a block containing the vertex x . Since x 6∈ B the block B is between X and B1 or B is between X and B2.
Assume that B is between X and B1; then dT (b1, x) = dT (b1, b′1)+ 1 = dG(b1, b′1)+ 1 < dG(b1, b′1)+ dG(b′1, x) =
dG(b1, x). Since B1 is a fast block, T could not 1-approximate G. 
Lemma 25. Let G be a big graph with a 1-approximation T such that there are only fast blocks, let B not be an end
block of G and b1 6= b2 be cutpoints of B. If dT (b1, b2) = dG(b1, b2) then T (B) is a star and b1 or b2 is the center
of this star.
Proof. Let B1, B2 be the end blocks with the cutpoints b′1, b′2, respectively, such that the block B is between B1
and B2, b1 is the cutpoint of B near to B1 and b2 is the cutpoint of B near to B2. By Theorem 21 we have
that dT (b′1, b′2) = dG(b′1, b′2) + 1 and therefore dT (b′1, b1) = dG(b′1, b1) + 1 or dT (b′2, b2) = dG(b′2, b2) + 1.
Assume that dT (b′1, b1) = dG(b′1, b1) + 1; for every vertex u ∈ B, by Proposition 24 we have P(T, b′1, u) =
P(T, b′1, b1)+ P(T, b1, u), so dT (b1, u) 6 dG(b1, u). Lemma 6 completes the proof of the lemma. 
Lemma 26. Let G be a big graph with a 1-approximation T such that there are only fast blocks. There is S, not an
end block, with the cutpoints s1, . . . , sk such that dT (si , s j ) = dG(si , s j ) + 1. Moreover an image of block B 6= S is
a star with center b, where b is cutpoint of B near to S.
Proof. Recall that by Corollary 19, if B is not an end block of G then dT (b, b′) > dG(b, b′), where b, b′ are any
cutpoints of B. Let every block that is not an end block contain a pair of cutpoints such that their distance in T is the
same as their distance in G. By Lemma 25 the image of every block is a star and the center of this star is a cutpoint of
the block. Now there are end blocks B1, B2 with the cutpoints b1, b2 respectively such that dT (b1, b2) = dG(b1, b2),
a contradiction with Theorem 21.
Denote by S a block that is not an end block with the cutpoints s1, . . . , sk such that dT (si , s j ) = dG(si , s j )+1. Let
B 6= S be a block of G. There is an end block B ′ such that S is between B and B ′. Let b be the cutpoint of B near to
S, b′ be the cutpoint of B ′. For every vertex u ∈ B by Proposition 24 we have P(T, b′, u) = P(T, b′, b)+ P(T, b, u).
Since dT (b′, b) = dG(b′, b)+ 1 we have that dT (b, u) 6 dG(b, u). Lemma 6 completes the proof of the lemma. 
5.3. A 1-approximation of a big graph
Definition 27. Let G be a big graph with a 1-approximation T , S be a block of G. Let s1, . . . , sm be the cutpoints of
S and u1, . . . , un be the vertices of S that are not cutpoints of S. If for every si 6= s j and every uk
dT (si , s j ) = dG(si , s j )+ 1
dT (si , uk) ≥ dG(si , uk)
we say that S is a really slow block.
Using this general definition we can put Lemmas 23 and 26 together.
Theorem 28. Let G be a big graph with 1-approximation T . There is exactly one really slow block S and the image
of every block B 6= S is a star with center b, where b is a cutpoint of B near to S.
In Fig. 8 we display a big graph G and its 1-approximation T ; block B0 is a really slow block. Note that G in Fig. 8
is the same as graph G from Fig. 2 without small blocks.
6. Algorithms
In this section we present the polynomial time (O(n4)) algorithms solving the problem.
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Fig. 8. A 1-approximation of a big graph G with really slow block B0.
6.1. Main algorithm
Input Graph G
Output Tree T that is a 1-approximation of G, or the negative answer if G is not 1-approximable
Algorithm 1. The graph G contains less than three vertices. Since G is a tree, G 1-approximates itself.
(1) return G as 1-approximation of G
Algorithm 2. The graph G contains at least three vertices and G is a block. Theorem 3 implies that a 1-approximation
of G is star or double star.
(1) if diam(G) 6 3 and G contains a vertex v such that e(v) 6 2 then
(2) return star with the center v as a 1-approximation of G
(3) else
(4) find a double star that 1-approximates G (using Algorithm 5)
(5) end if
Algorithm 3. The graph G contains at least two blocks and at least one end block is a small block. We simplify the
graph G (Theorem 9) and call the main algorithm again.
Let B be a small block containing the vertices b1, . . . , bn , where b1 be the cutpoint of B.
1. G ′ = G − {b2, . . . , bn}
2. use algorithm 6.1 to find a 1-approximation of G ′
3. if G ′ is not 1-approximable then
4. return answer G is not 1-approximable
5. end if
6. let T ′ be a 1-approximation of graph G ′
7. T = T ′ ∪ {b2, . . . , bn} ∪ {(b1, b2), . . . , (b1, bn)}
8. return T as a 1-approximation of G
Algorithm 4. The graph G is a big graph with blocks B1, . . . , Bk, k > 2. By Theorem 28 we know that there is one
block Bi that is a really slow block and the images of other blocks are stars.
(1) for i = 1 to k
(2) try to find a “really slow” 1-approximation of the block Bi using Algorithm 5
(3) if a “really slow” 1-approximation of the block Bi was found then
(4) let T be a “really slow” 1-approximation of the block Bi
(5) for every block B 6= Bi
(6) add to T a star with center b, where b is the cutpoint of B near to Bi
(7) end for
(8) if T 1-approximates G then
(9) return T as a 1-approximation of G
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(10) end if
(11) end if
(12) end for
(13) return answer G is not 1-approximable
Note that the check performed on line 8 could not be omitted since Theorem 28 is only a necessary condition for
existence of a 1-approximation.
Before running the main algorithm, we count the distances between every pair of vertices; we find blocks and
cutpoints in O(|V |3) time.
The most expensive is Algorithm 4. Every block B is 1-approximated by a double star (Algorithm 5); this can be
done in O(|B|4) time. The construction of the tree T (lines (5)–(7)) costs O(|V |) time and checking that tree T is a
1-approximation could be done in O(|V |3) time. Therefore the whole Algorithm 4 requires
k∑
i=1
O(|Bi |4 + |V | + |V |3) = O(|V |4)
time.
6.2. Finding a 1-approximation of a block by a double star
Here we describe an algorithm for finding a 1-approximation of a block by a double star. This algorithm is called
from the main algorithm with two different contexts:
• from Algorithm 2, line 4 — we want to find a 1-approximation of a block without any other restriction (input
parameter U is the empty set)
• from Algorithm 4, line 3 — we want to find a 1-approximation of a block such that it is a really slow block (input
parameter U is the set of all cutpoints of the block).
Input Block B = (V, E), set U ⊆ V
Output A double star T that 1-approximates B, such that for every u1, u2 ∈ U and v ∈ V
dT (u1, u2) = dG(u1, u2)+ 1
dT (u1, v) > dG(u1, v).
If there is no such double star the algorithm returns the negative answer.
Algorithm 5. Algorithm Using the Proposition 29 we can simply answer the following questions:
• Could c1, c2 ∈ V be the centers of a double star?
• Could x ∈ V − {c1, c2) be adjacent to the center ci?
• Could x, y ∈ V − {c1, c2) be adjacent to the same center?
• Could x, y ∈ V − {c1, c2) be adjacent to the different centers?
Now it is easy to decide whether there is such a double star and to construct it.
This proposition follows directly from the definition of a 1-approximation.
Proposition 29. Let B = (V, E) be a block, U be a subset of V . Let T = (V, E ′) be a double star. The double star
T is a 1-approximation of B such that for every u1, u2 ∈ U and v ∈ V
dT (u1, u2) = dG(u1, u2)+ 1
dT (u1, v) > dG(u1, v)
if and only if all following statements are true:
(1) let c1 6= c2 be centers of double star T ,
(a) 1 6 dG(c1, c2) 6 2,
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(b) if dG(c1, c2) = 2 then c1 6∈ U and c2 6∈ U,
(c) if dG(c1, c2) = 1 then c1 6∈ U or c2 6∈ U,
(2) if u ∈ U is not a center of T , c ∈ U is a center of T then u is not adjacent to c,
(3) let u ∈ U not be a center of T , c 6∈ U be a center of T ,
(a) 1 6 dG(u, c) 6 2,
(b) if dG(u, c) = 2 then u is not adjacent to c,
(4) let u 6∈ U not be a center of T , c 6∈ U be a center of T ,
(a) 1 6 dG(u, c) 6 3,
(b) if dG(u, c) = 3 then u is not adjacent to c,
(5) let u not be a center of T adjacent to the center c in T ,
(a) 1 6 dG(u, c) 6 2,
(b) if dG(u, c) = 2 then u 6∈ U and c 6∈ U,
(c) if dG(u, c) = 1 then u 6∈ U or c 6∈ U,
(6) let u1 6= u2 not be centers of T , u1 6∈ U, u2 6∈ U,
(a) 1 6 dG(u1, u2) 6 4,
(b) if dG(u1, u2) = 4 then u1, u2 are adjacent to different centers of the double star,
(c) if dG(u1, u2) = 1 then u1, u2 are adjacent to the same center of the double star,
(7) let u1 6= u2 not be centers of T , u1 ∈ U, u2 6∈ U,
(a) 1 6 dG(u1, u2) 6 3,
(b) if dG(u1, u2) = 3 then u1, u2 are adjacent to different centers of the double star,
(c) if dG(u1, u2) = 1 then u1, u2 are adjacent to the same center of the double star,
(8) let u1 6= u2 not be centers of T , u1 ∈ U, u2 ∈ U,
(a) 1 6 dG(u1, u2) 6 2,
(b) if dG(u1, u2) = 2 then u1, u2 are adjacent to different centers of the double star,
(c) if dG(u1, u2) = 1 then u1, u2 are adjacent to the same center of the double star.
7. Conclusion
In this paper we considered distance (1, 1)-approximating graphs. We proved that for a given graph one can decide
in O(n4) time whether the graph is 1-approximable. If such a 1-approximation exists, it could be constructed within
the same time bound.
The result is already known; see [5]. Dragan and Yan claim (the proof is omitted in [5]) that the problem of deciding
whether a given graph has a distance (t, δ)-approximating tree is NP-complete for t ≥ 5.
The complexity for t = 2, 3, 4 and δ = 2, 3, 4 remains an open question.
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