The abelian sandpile model is a cellular automaton defined on a finite convex domain Γ ⊂ Z 2 of the standard square lattice Z 2 . Its recurrent configurations form an abelian group, the sandpile group. Little is known about the structure of this group, or the relationships between sandpile groups defined on different domains. In this article, we show that the sandpile group is isomorphic to the rational-valued discrete harmonic functions which take integer-values on the boundary ∂(Z 2 \ Γ) of the complement of the domain, modulo the integer-valued harmonic functions on the same domain. We use this isomorphism to derive unique coordinates for every recurrent sandpile configuration as well as an alternative formula for the order of the sandpile group. Furthermore, we derive several lemmata on the existence of cyclic subgroups for sandpile groups on N × N square domains. Finally, we show that there exist families of monomorphisms from each sandpile group on an N × M domain to all sandpile groups on ψ(N + 1) − 1 × ψ(M + 1) − 1 domains, with ψ ∈ N. The latter result can likely be extended to sandpile groups defined on certain other, nonrectangular domains of Z 2 , or on domains of higher dimensional lattices
Introduction
The abelian sandpile model was introduced by Bak, Tang and Wiesenfeld in 1987 [1] as the first example of a system showing self-organized criticality (SOC), a phenomenom which subsequently became important in several areas of physics, biology, geology and other fields (see [2] for a recent review). The sandpile model is a cellular automaton defined on a (typically rectangular) domain Γ ⊂ Z 2 of the standard square lattice Z 2 . Every vertex of the domain can carry between zero and three particles ("grains of sand"), and the number of particles for all vertices of the domain is referred to as the configuration of the sandpile. Given an initial configuration, the automaton progresses by adding additional particles to vertices chosen at random. If, during this process, a vertex happens to carry four or more particles, it becomes unstable and "topples": four particles are removed from the vertex, and one particle is added to each of its (four or less) direct neighbors. The toppling of one vertex can render other vertices unstable which are subsequently toppled in a process resembling an avalanche. Every avalanche eventually stops due to the loss of particles at the boundary of the domain [3] , and the "relaxed" configuration which is reached after the last unstable vertex toppled is independent of the order of the topplings [3] . Shortly after the publication of the sandpile model, Dhar [4, 5, 6] and Creutz [3] laid the theoretical foundation for its mathematical analysis. Dhar distinguished between transient and recurrent configurations [4] , i.e. between configurations appearing finitely and infinitely often, respectively, in the above described Markov process. Dhar then showed that the recurrent configurations form an abelian group, the sandpile group, which is isomorphic to Z Γ /∆Z Γ [4] . Furthermore, he introduced the "burning algorithm" which tests if a given configuration is recurrent [4] . Subsequently, this algorithm was used to define a bijection (in the category of sets) between the sandpile group and the set of spanning trees/forests on the same domain [5] (see also [7] for similar results). Creutz, on the other hand, was the first to analyze the identity of the sandpile group, and provided an algorithm for its construction [3, 8] . This sandpile identity is composed of self-similar fractal patterns [3] ; since these patterns are remarkably similar on domains with the same shape, scaling limits have been proposed for the sandpile identity (see e.g. [9] ). Creutz also showed that every recurrent configuration can be reached from every other configuration by only adding particles to the boundary of the domain and relaxing the sandpile [3] . Despite this remarkable initial progress and subsequent 30 years of intensive research, relatively little is known about the structure of the sandpile group as well as the relationship between sandpile groups defined on different domains. For example, while it is possible to calculate the order of the sandpile group on a given domain via the determinant of the reduced graph laplacian [4] , this formula only provides indirect information, on a per domain basis, of the decomposition of the sandpile group into the direct sum of cyclic groups of prime-power order which should exist according to the fundamental theorem of finite abelian groups. Similarly, while numeric studies indicated for a long time that there might exist scaling limits for the sandpile identity on certain domains [3, 9] , the orders of the sandpile groups on different domains were found to be in general "incompatible" in the sense that no group monomorphisms can exist between them. For example, the order of the sandpile group on a 3 × 3 square domain is 2 11 7 2 , while the order on a 5 × 5 domain is 2 18 3 5 5 2 11 2 13 2 . This lack of known relationships between the sandpile groups on different domains is in stark contrast to the role of the sandpile model as the archetypical example for self-organized criticality, given that the concept of criticality itself is based on the notion of scaling.
Recently, we introduced the extended sandpile group, a |∂Γ|-dimensional Lie group with the topology of a torus [9] , where ∂Γ denotes the set of boundary vertices of the domain. The elements of this Lie group correspond to the recurrent configurations of an extended sandpile model obtained by allowing all vertices at the boundary of the domain to carry a real-valued number of particles, while all vertices in the interior of the domain can still only carry an integer-valued number [9] . We have shown that the extended sandpile group is isomorphic to the space of real-valued harmonic functions modulo the space of integer-valued ones. We have then defined a natural renormalization of the extended sandpile group which corresponds to epimorphisms mapping recurrent configurations on a given domain to recurrent configurations on one of its sub-domains [9] . Since the usual sandpile group forms a discrete subgroup of the extended one, also the former possesses a natural renormalization. However, on the level of the usual sandpile group, this renormalization is defined in the category of sets, and only "approximates" a group homeomorphism for sufficiently large domains [9] . Furthermore, the renormalization does not distinguish between domains of different shape, and thus e.g. allows to map configurations on square domains onto configurations on circular domains. In contrast, several properties of the sandpile group, including the conjectured scaling limit for the sandpile identity [9] , are known or suspected to depend on the shape of the domain.
In this article, we study the relationship between sandpile groups and harmonic functions. We first derive a basis for the module of integer-valued harmonic functions on a given finite and convex domain, and then use this basis to define coordinates which uniquely identify each recurrent configuration. Based on this basis, we also derive an alternative formula for the order of the sandpile group. We then show that the sandpile group is isomorphic to the group of rational-valued harmonic functions which take integer-values on the boundary ∂(Z 2 \ Γ) of the complement of the domain, modulo the group of integer-valued harmonic functions on the same domain. We then formulate a problem statement concerning the extendability of such harmonic functions to larger domains, which directly asks for the existence of monomorphisms between the respective sandpile groups. Subsequently, we solve this problem statement for rectangular domains, and thereby directly construct families of monomorphisms from each sandpile group on a N × M domain to all sandpile groups on ψ(N +1)−1×ψ(M +1)−1 domains, with ψ ∈ N. Finally, we derive several lemmata on the existence of cyclic subgroups of certain order for N × N domains, which explain several experimentally observed regularities in the factorization of the order of the sandpile group.
Results

Notation
Throughout this article, we denote by Γ ⊆ Z 2 domains of the standard square lattice Z 2 , and by ∂Γ and Γ 0 = Γ\∂Γ their boundaries and interiors, respectively. 
Γ H, the potential of H (on Γ) [9] . Finally, we denote by H Γ R the module of all harmonic functions H : Γ → R over R (on Γ).
For a given domain Γ ∈ D D, we denote by G Γ the sandpile group (on Γ). Recall that G Γ is isomorphic to Z Γ /∆Z Γ [4] . Usually, the relaxation operator (.)
Γ is defined to correspond to a series of (allowed) topplings which stabilizes a given configuration [4, 3] . While intuitive, this definition has the disadvantage to be only applicable to non-negative configurations, and to not necessarily result in a recurrent configuration. In this article, we thus redefine the relaxation operator (.)
• : Z Γ → G Γ to map a (potentially negative) configuration to the respective recurrent configuration in the same equivalence class, according to the isomorphism
Motivation
Our initial interest in the research which lead to this article was sparked by several regularities we observed during a numeric study of the orders of the sandpile groups on different N × N square domains Γ ∈ D D (Supplementary Table S1 ). In the factorizations of these orders, we found that most factors appeared with even multiplicities, and only few with odd. Furthermore, the factor 2 always appeared with high multiplicities, while most other factors had low multiplicities-if they appeared at all. Our by far most surprising observation, however, was that the order of the sandpile group on a given N × N domain appeared to always divide the order of all sandpile groups on ψ(N + 1) − 1 × ψ(N + 1) − 1 domains, with ψ ∈ N ( Figure 1A) . We took the latter as an indication that monomorphisms between the respective sandpile groups might exist. Back then, the only handle we had to mathematically explain these phenomena was an observation we made during the writeup of our previous article, where we analyzed the continuous sandpile dynamics induced by integer-valued harmonic functions [9] . For a given finite convex domain Γ ∈ D D and a given -3  12 3 0 -3 -12   2 3 2 3 2  3 2 1 2 3  2 1 0 1 2  3 2 1 2 3  2 3 2 3 2   2 3 2 3 2  3 2 1 2 3  2 1 0 1 2  3 2 1 2 3  2 3 2 3 2   2 1 3 3 0  1 2 2 0 3  3 2 0 2 3  3 0 2 2 1  0 3 3 1 2   0 3 3 1 2  3 0 2 2 1  3 2 0 2 3  1 2 2 0 3  2 1 3 3 
with t ≥ 0 denoting the time, I the sandpile identity, and . the element-wise floor function [9] . Already while working on this article, we asked ourselves under which conditions configurations appear "exactly" in these harmonic dynamics, in the sense that, for a given harmonic function H ∈ H Γ Z , there exists a time 0 < t < 1 such that t∆
H (t) such a configuration appearing exactly at time t, also at multiples kt, k ∈ N, of this time, other configurations C
• will appear exactly. Assuming that the values of H are coprime, it is easy to see that a configuration can only appear exactly at time 0 < t < 1 if t = ( Figure 1B ). Since H = xy is coprime on Γ, this directly proves our first lemma:
2 . We note that for N = 1, this subgroup is the trivial group.
Our initial hope was that, by "guessing" other integer-valued harmonic functions defining non-trivial cyclic subgroups, we would eventually discover sufficient mathematical structure to derive a closed formula for the decomposition of the sandpile group into the direct sum of cyclic groups of prime-power order. While we ultimately failed in achieving this goal, the framework we developed, and explain in detail below, was at least powerful enough to explain (nearly) all of our initial observations. We provide this background on the history of our article in the hope that others might take up our work and succeed in deriving a closed formula for the decomposition. , the selection of appropriate basis functions is non-trivial. In this section, we thus provide an algorithm for the construction of such a basis.
We first define four families of harmonic functions from which the basis functions in B Γ Z will be drawn ( Figure 2A&B ). We denote by d Figure 2A ) with respect to d − 0 . In our experience, several computational aspects become simpler when using a basis formed out of such harmonic functions (see below). 
Corollary 4 For every
is maximal with respect to this property. . At least for the bases constructed below, the reverse is also true, which implies that we can map bases between every two domains
it has exactly two direct neighbors in Γ, and if all three vertices lie on the same line. We denote by lines(Γ) ⊂ Γ the set of all line-segments in Γ.
With these two definitions, we can finally state our algorithm for the construction of a basis B 
Lemma 7 Proof. It is easy to see that, in each step s of the algorithm, there is at least one vertex v s such that Γ s−1 ∪{v s } is convex and lines(Γ s−1 ∪{v s }) ⊆ lines(Γ). Since Γ is finite, all we have to show to prove termination is thus that, independent of the choice of v s , at least one of the harmonic functions B Proof. See construction in Figure 2C .
Since the potential of a harmonic function only has support on the boundary of the domain, we may, by a slight abuse of notation, interpret the potential X 
Unique coordinates for configurations and order of the sandpile group
In the previous section, we have constructed a basis B 
Proof. Recall that every recurrent configuration can be reached from the identity by only adding particles to boundary vertices of Γ [3] . Thus, for every C ∈ G Γ , there exists a X C ∈ Z Γ with X C | Γ0 = 0 and (I + X C ) • = C. Since the basis functions in B Γ Z are linearly independent, ∆B Γ Z has full rank, and thus there exists at least one (rational-valued) solution s = −(∆B
|∂Γ| . Finally, to show uniqueness of s in (Q/Z) |∂Γ| , it is sufficient to show uniqueness for the coordinates s = 0 of the identity, since every other configuration can be brought to the origin by an appropriate coordinate transformation. Assume the opposite, i.e. that the identity is also described by some coordinatess ∈ (Q/Z) ∂Γ with at least ones i = 0. With If we denote by s a , s b ∈ (Q/Z) ∂Γ the unique coordinates of two recurrent configurations C a , C b ∈ G Γ , it directly follows from (3) that s a + s b are the unique coordinates of the recurrent configuration (C a +C b )
• . Thus, Theorem 10 implies that σ Γ :
∂Γ is a group monomorphism, which corresponds to the exact sequence
This monomorphism cannot be surjective since the sandpile group on Γ ∈ D D is finite but (Q/Z) ∂Γ is not. However, every coordinate s ∈ (Q/Z) ∂Γ also directly defines a harmonic function φ
Γ Z (and vice versa), which corresponds to the exact sequence
From (3), it follows that the image of σ Γ contains exactly those coordinates 
We note that this isomorphism does not depend on the choice of the basis B Γ Z . It can also be directly derived by combining the facts that every recurrent configuration C ∈ G Γ can be reached from the identity I by only adding particles to the boundary of the domain [3] ; that, by the existence and uniqueness of solutions of the Dirichlet problem, for every such
Γ , which only differ by an integer-valued harmonic function correspond to the same recurrent configuration.
Due to this alternative derivation, the map from
, encode (any possible) set of particle additions to the boundary such that (I + X C )
• = C (see [3] for the construction of X C ). The map σ Γ is then given by
We conclude this section by stating an alternative formula for the order of the sandpile group, which is based on the isomorphism (5): 
, which extends (3) to all s ∈ (R/Z) ∂Γ . From the properties of the floor function, it follows that the pre-image f −1 (C) of a recurrent configuration C ∈ G Γ under this map is connected. Denote by vol(f −1 (C)) the volume of this pre-image, with vol((R/Z) ∂Γ ) = 1. Since, we can always make a coordinate transformations s →s such that a given configuration C has coordinatess = 0, we get
It is easy to see that f −1 (I) forms a |∂Γ|-parallelotope with edges g i given by (∆B Γ Z )g i = e i , with (e i ) j = δ ij the i th unit vector and δ ij the Kronecker delta. The volume of this parallelotope is vol(f
Corollary 12 Let Γ ∈ D D be a finite convex domain. Then,
with D Γ the reduced graph Laplacian of Γ.
Proof. See [3] for
This corollary is mainly stated to make the reader aware that this is not the first formula for the order of the sandpile group.
Extensions of harmonic functions
In the last section, we have shown that the sandpile group G Γ1 on a finite convex domain Γ 1 ∈ D D is isomorphic to the space of harmonic functions
Γ1 H is integer-valued. Furthermore, we have shown that each of these harmonic functions can be uniquely identified by its coordinates s ∈ (Q/Z) ∂Γ1 .
We begin our analysis by extending a harmonic function
, which is the result of augmenting Γ at the boundary by one vertex in each direction. We assume that the bases B Lemma 13 Let Γ ∈ D D be a finite convex domain, and Γ ext its extension as described above. Denote by
, the harmonic function corresponding to a given recurrent configuration C ∈ G Γ . Then, there exists a unique harmonic function
We denote by σ Γext : G Γ → (Q/Z) ∂Γext the function mapping a given recurrent configuration to its respective extended coordinates defined such that, for every
of rational-valued harmonic functions on Γ ext with integer-values on the boundary ∂Γ ext , modulo the integer-valued harmonic functions on the same domain.
Because
, the map σ Γext is a group monomorphism, and, by (5), φ Γext • σ Γext is a group isomorphism. The latter corresponds to the exact sequence
Remark 14 The extended coordinates of a given recurrent configuration C ∈ G Γ can be written as the product s ext = 
Γ of order t denom (compare Lemma 1), and t num as the position of C in this subgroup.
In the following, we denote by P P the category with objects obj(P P) . . .
By (7)
, the maps π Γi→Γi+1 in Problem Statement 15 directly correspond to monomorphisms G Γi → G Γi+1 between the respective sandpile groups. However, not every map π Γi→Γi+1 corresponding to a monomorphism G Γ1 → G Γ2 satisfies π Γ1→Γ2 (H)| Γext,1 = H and is thus part of the category P P. For example, the endomorphism corresponding to the rotation of recurrent configurations on an N × N domain by 90
• is not in P P.
A family of sandpile monomorphisms
In the following, we answer Problem Statement 15 for the full subcategories Figure 1A) . For these subcategories of domains, we explicitly construct the homomorphisms π Γ1→Γ2 and thus prove the following theorem: Figure 3 : Monomorphisms from the sandpile group on a 2 × 2 domain to the respective groups on 8 × 8 and 14 × 14 domains. For a given configuration C ∈ G 2×2 on the 2 × 2 domain, we first determine its extended coordinates s ext = (s We note that, by (7), these morphisms π Γ1→Γ2 directly define families of monomorphisms from each sandpile group on a given N ×M domain to all sandpile groups on ψ(N + 1) − 1 × ψ(M + 1) − 1 domains, with ψ ∈ N (Figure 3) .
For the subcategories D D 2n,2n,2t+1 , n, t ∈ N, with odd scaling factors ψ = 2t + 1 and only even sized domains, these monomorphisms take an especially simple form. Assume that B 
In the following proof of Theorem 16, we exemplary describe in detail the construction of the mononomorphisms π Γ1→Γ2 for a given subcategory D D
N1,M1,3
with scaling factor ψ = 3. As we shortly describe at the end of the proof, the construction of the corresponding monomorphisms for subcategories with other scaling factors is accordingly.
be an N × M , respectively a 3(N + 1) − 1 × 3(M + 1) − 1 domain, and let the harmonic function H 1 ∈ Π Γ1 be given by
with vertices in ∂Γ 1,ext highlighted by a gray background. Note that H 1 , by definition, takes integer-values at these boundary vertices. Now, consider the following function defined on Γ 2,ext : N,1 h N 
This function is harmonic everywhere except on the vertices directly next to one of the four "internal boundaries" at columns M + 2 and 2M + 3, and rows N + 2 and 2N + 3, which are also highlighted by a gray background.
We can "cure" the vertices to the left of the internal boundary at column 2M + 3 by adding the matrix
toĤ 2 . This integer-valued matrix is harmonic everywhere except on column 2M + 2, and defined as follows:Ĉ v 2M +2 is zero for all vertices left of column 2M +3, as well as for all vertices in the first and the last row. On column 2M +3, it takes the values of the last column of H 1 which correspond to the respective elements in column 2M + 2 directly next to them. Finally, the values ofĈ
in columns j > 2M + 3 are defined recursively by the formula (
The vertices on the right side (column 2M + 4) of the internal boundary at column 2M + 3 can be cured by adding the matrixĈ v 2M +4 , which is obtained by shiftingĈ v 2M +2 by two vertices to the right (padding zeros at the left), and multiplying the result by −1. In this way, it is possible to cure all vertices ofĤ 2 . WithĈ
h 2N +4 the corresponding matrices defined to cure the vertices next to the remaining three internal boundaries at column N + 2, row N + 2 and row 2N + 2, we obtain the function
which is harmonic everywhere. Since all matrices which we added toĤ 2 were integer-valued, it follows that H 2 ∈ Π Γ2 . If we chose the "direction" of each of these matrices such that they are zero in the central N ×N square of the domain, it follows that H 2 | Γ1,ext = H 1 . It is then easy to see that π Γ1→Γ2 (H 1 ) = H 2 is a group monomorphism from Π Γ1 to Π Γ2 . The other morphisms in the category D D N1,M1,3 can be obtained by appropriate function compositions π
,ψ with ψ = 3 can be constructed in a similar way, or by restricting the result of appropriate morphisms
More on cyclic subgroups
In the previous section, we have constructed families of monomorphisms from each sandpile group on an N × M domain to all sandpile groups on ψ(N + 1) − 1 × ψ(M + 1) − 1 domains, which explains our initial observation that the orders of the latter groups are divisible by the order of the former (Figure 1 ). In this section, we discuss our two other initial observations (Section 2.2), i.e. that the factor 2 appears with high multiplicities in the factorization of the order of all sandpile groups on N × N domains, and that most factors appear with even multiplicities (Supplementary Table S1 ).
Recall that, in the definition of a basis B Figure 2A&B . Then, define the harmonic function ( Figure 4B )
On the boundary ∂Γ ext of the extension of an N × N domain Γ with N = 2, 4 and 6, the values of H π are divisible by N + 1 = 3, 5 and 7, respectively (blue, green and red vertices in Figure 4B ). Since the values of H π are coprime, this implies that the corresponding sandpile groups on Γ possess cyclic subgroups of order N + 1. However, this pattern breaks down for N = 8, since N + 1 = 9 is not prime (yellow vertices in Figure 4C ).
In the following, we thus assume that N = 2n, n ∈ N, is even. The harmonic function H π is symmetric with respect to the main diagonals d Figure 4C ). We claim that, in this quadrant, (x − y)H + (x, y) = −(x + y)H + (x, −y). Since H + (x, y) = −H − (x, −y), this implies that
For |y| < x and x prime, since y = 0 and
For small enough values of x, it is possible to directly check our claim (Figure 4) . Furthermore, by induction, it is easy to validate, in this order, that
, and H + (x, −x + 4) = ∓(2x − 4), such that our claim also holds close to the diagonals d 
To prove that (x, y) = 0 is "a bit tedious", and can best be done with the help of a computer algebra system (Supplementary File 1) . In short, we utilize that
+ (x−4, y), and similarly for H + (x, y −2) and H + (x, y −2). We then utilize that, by the inductive assumption, (x, y) = 0 for allx < x to replace
4, y + 2), and similarly for H + (x − 2, y + 2) and H + (x − 2, y − 4), which also eliminates H + (x − 2, y − 2). The only remaining term in column x − 2 is then in H + (x−2, y), which we replace again by 4H
We then get that (x, y) = − x+y−6 x+y−2 (x − 4, y) = 0, which concludes our proof.
If Γ is an N × N domain for which N + 1 is not prime, Theorem 16 implies that there exist group monomorphisms from every sandpile group on an N 1 ×N 1 domain to the sandpile group on Γ for which N 1 + 1 divides N + 1. It directly follows that the sandpile group on every N × N domain (independently if N + 1 is prime or not) possesses a cyclic subgroup with an order given by the product of the factors of N +1 (with all multiplicities being one). The only open question is thus if also sandpile groups on N × N square domains, for which one or more factors of N + 1 appear with a multiplicity greater than one, possess cyclic subgroups of order N + 1. Our numeric results suggest that this is likely the case (Supplementary Table S1 ).
Finally, we note that the harmonic function H π is rotationally (anti-)symmetric, and that the same holds for every π • identify the same cyclic subgroup in the sense of Remark 14. Due to this rotational (anti-)symmetry, it is not surprising that the factors corresponding to numbers which divide N + 1 often appear with odd multiplicities in the factorizations of the order of the sandpile group. Indeed, our numeric results indicate that these might be the only factors which can appear with odd multiplicities (Supplementary Table S1 ). We note that, on N × N domains with N = 2n + 1, n ∈ N, it is possible to define one of the harmonic functions H i such that it is rotationally (anti-)symmetric. However, the corresponding subgroup has order 4 = 2 2 , and similar might hold for all other, eventually existing harmonic functions of this type with orders that don't divide N + 1.
Discussion
In this article, we have first derived a basis for the module of integer-valued harmonic functions on a given finite convex domain Γ ∈ D D. We have then used this basis to define unique coordinates for every recurrent configuration of the sandpile group on Γ, and we have shown that the order of this group is given by the determinant of the potential matrix of this basis. Since the potential matrix has dimension |∂Γ| × |∂Γ|, this formula might be numerically more efficient than the "conventional formula" via the determinant of the reduced graph laplacian [4] , a matrix of dimension |Γ| × |Γ|. Subsequently, we have constructed a family of group monomorphisms from each sandpile group on an N × M domains to all sandpile groups on ψ(N + 1) − 1 × ψ(M + 1) − 1 domains, with ψ, N, M ∈ N. Finally, we have proven the existence of several cyclic subgroups for the sandpile groups on N × N square domains, which explain several regularities experimentally observed in the factorization of the respective group orders.
While the focus of this article was on sandpile groups defined on rectangular domains of the standard square lattice Z 2 , our proof for the existence of sandpile monomorphisms (Section 2.6) is rather generic and can likely be extended to other families of domains of Z 2 having non-rectangular shapes, as well as of higher dimensional lattices Z k , k ∈ N. Specifically, we expect that this is possible whenever a given domain can be assembled from smaller copies of itself in a similar manner as shown in the proof of Theorem 16. For example, a quick numeric analysis of the orders of the sandpile groups on diamond-shaped domains (Supplementary Figure S1) , triangular-shaped domains (Supplementary Figure S2) and arrow-shaped domains (Supplementary Figure S3) showed similar regularities as observed for square domains ( Figure 1A) , directly indicating the existence of sandpile monomorphisms for such domains.
The formulation of Problem Statement 15 directly proposes that it might be possible to use such families of sandpile monomorphisms to derive injective limits for the sandpile group with respect to certain subcategories of domains, e.g. with respect to N k × N k domains with N k = 3 k − 1. Different to the limit for the extended sandpile group which we proposed recently [9] , the respective limiting process would explicitly depend on the shape of the domains (in the respective subcategory D D sub ), and thus the resulting limits might be different for domains with different shapes, too. Furthermore, the dependence of the limiting process on the shape of the domains might allow to not only derive a limit for the respective sandpile groups, but also for every recurrent configuration in these groups. For this, recall that numeric studies indicate that the sandpile identity on an sufficiently large N ×N domains possesses a central square-shaped region containing only (if N = 2n, n ∈ N) or nearly only (if N = 2n+1) vertices carrying two particles. If we consider that the harmonic functions corresponding to recurrent configurations are conceptually closely related to toppling functions (see e.g. [11, 12] ), and that the map π Γ1→Γ2 satisfies that π Γ1→Γ2 (H)| Γext,1 = H (Problem Statement 15), we might expect that, for D D 2n,2n,2s+1 , n, s ∈ N, such a limit might correspond to a vertex-wise convergence of particle numbers. Since our current computational implementation of the morphisms π Γ1→Γ2 does not scale well with the domain size and since thus our experimental analysis is restricted to rather small domains, it is however not clear to which extend experimental data (Figure 3 , top) supports this expectation. Finally, we want to state some observations we made during our experimental study of the order of the sandpile group on different domains. That we were able to computationally determine the factorizations of these orders for relatively large N × N square domains (Supplementary Table S1 ) already indicates that the involved factors are rather small. We observed similarly small factors for domains for which we also expect sandpile monomorphisms to exist (i.e. the ones in Supplementary Figures S1-S3 ), but we quickly run into computational problems when we tried to calculate the factorizations for other domains. These computational problems indicate that the respective factorizations contain some rather large factors, in agreement with our observations for those (smaller) domains for which a factorization was computationally still feasible. The apparent "avoidance" of large factors for N × N domains can only partially be explained by the constraints on the factorizations imposed by the respective sandpile monomorphisms (Theorem 16), since we also observed rather small factors when N + 1 was prime, i.e. when no such (known) constraints existed (e.g. N = 30 in Supplementary Table S1 ). We consider this as an indication that it might be possible to derive several other proofs for the existence of cyclic subgroups of certain order, similar to Lemmata 1, 18 and 19. Eventually, this might lead to a full characterization of the sandpile group on such domains in terms of a closed formula for their decomposition into the direct sums of cyclic groups of prime-power order. Figure S1 : Divisibility of the order of the sandpile group on diamond-shaped domains. A&B) Two examples of diamond-shaped domains with heights N = 5 (A) and a N = 6 (B), respectively. C) A green plus indicates that the order of the sandpile group on a diamond-shaped domain with height N , corresponding to the rows of the table, is divisible by the order of the respective group on a domain with height M , corresponding to the columns (compare Figure 1A) . Figure S2 : Divisibility of the order of the sandpile group on triangular-shaped domains. A&B) Two examples of triangular-shaped domains with heights N = 5 (A) and a N = 6 (B), respectively. C) A green plus indicates that the order of the sandpile group on a triangular-shaped domain with height N , corresponding to the rows of the table, is divisible by the order of the respective group on a domain with height M , corresponding to the columns (compare Figure 1A) . Figure S3 : Divisibility of the order of the sandpile group on arrow-shaped domains. A&B) Two examples of arrow-shaped domains with heights N = 5 (A) and a N = 6 (B), respectively. C) A green plus indicates that the order of the sandpile group on a arrow-shaped domain with height N , corresponding to the rows of the table, is divisible by the order of the respective group on a domain with height M , corresponding to the columns (compare Figure 1A ).
