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Abstract
This thesis develops two variant statistical models for count data based upon com-
pound models for contexts when the counts may be viewed as derived from two
generations, which may or may not be independent. Unlike standard compound
models, the variants model the sum of both generations. We consider cases where
both generations are negative binomial or one is Poisson and the other is negative
binomial. The first variant, denoted SVA, follows a zero restriction, where a zero
in the first generation will automatically be followed by a zero in the second gen-
eration. The second variant, denoted SVB, is a convolution model that does not
possess this zero restriction. The main properties of the SVA and SVB models
are outlined and compared with standard compound models. The results show
that the SVA distributions are similar to standard compound distributions for
some fixed parameters. Comparisons of SVA, Poisson hurdle, negative binomial
hurdle and their zero-inflated counterpart using simulated SVA data indicate that
different models can give similar results, as the generating models are not always
selected as the best fitting.
This thesis focuses on the use of the variant models to model citation counts.
We show that the SVA models are more suitable for modelling citation data than
other previously used models such as the negative binomial model. Moreover,
the application of SVA and SVB models may be used to describe the citation
process.
This thesis also explores model selection techniques based on log-likelihood
methods, Akaike Information Criterion (AIC) and Bayesian Information Crite-
rion (BIC). The suitability of the models is also assessed using two diagram-
matic methods, randomised quantile residual plots and Christmas tree plots. The
Christmas tree plots clearly illustrate whether the observed data are within fluc-
tuation bounds under the fitted model, but the randomised quantile residual
plots utilise the cumulative distribution, and hence are insensitive to individual
data values. Both plots show the presence of citation counts that are larger than
expected under the fitted model in the data sets.
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Chapter 1
Introduction
In recent years, the increasing volume of count data from economics and science
has emphasised the importance of statistical distributions to model counts. Count
data concern the number of events occurring for a fixed period of time. Poisson
and negative binomial count distributions are commonly used to model this type
of data. The Poisson model assumes the equality of mean and variance, but
violations of this assumption are common in real data. The negative binomial
and Poisson Inverse Gaussian (PIG) models have been used when the variance is
greater than the mean (Puig and Valero, 2006). It is also possible for the variance
to be less than the mean but this is rare (Cox, 1983).
This thesis focuses on citation counts, which are the number of citations re-
ceived by academic publications, such as journal articles. Citation counts have
been widely used as an indicator for the impact of research publications by those
funding, managing or conducting research. It is therefore important to identify
the most appropriate statistical model for citation data to maximise the power
and validity of future analyses, and to better understand the citation process
(Price, 1976).
The next section in this chapter discusses the use of citation counts for research
evaluation, including a discussion of bibliographic databases and previously used
statistical models in citation analysis. Section 1.2 presents the research gaps,
aims and research questions. Finally in Section 1.3, the structure of this thesis is
outlined.
1.1 Citation counts for research evaluation
Citation counts are used to support peer review judgements in some subject ar-
eas in the Research Excellence Framework (REF), which replaced the Research
Assessment Exercise (RAE) after 2008 (HEFCE, 2009). The REF is used by the
Higher Education Funding Council for England (HEFCE) in the United Kingdom
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to measure the quality of research in universities (Smith et al., 2011). Hence, fit-
ting a suitable statistical model will potentially maximise the predictive power of
citation counts. Citation counts also play a major role in university rankings (Liu,
2009; Rauhvargers, 2011). These rankings affect student and researcher recruit-
ment to institutions, which is vital for their continued prosperity. In addition,
some institutions use citation counts whilst formulating research policies (Vieira
and Gomes, 2010) and to evaluate individuals. An example is the h-index (or
Hirsch-index) (Hirsch, 2005; Radicchi and Castellano, 2013). A researcher has a
h-index of x, if x of the researcher’s papers each has at least x citations, where
x is the highest possible such integer. Citation counts have also been used to
evaluate departmental performance across different universities (Kinney, 2007).
On an individual level, citation counts may be used to evaluate the performance
of researchers for hiring or promotion purposes (Vieira and Gomes, 2010). Ci-
tation counts may also affect decisions about grant applications (Bornmann and
Daniel, 2006). Although the use of citation counts to support research evalua-
tion is controversial and also inappropriate in some disciplines (for example, arts,
humanities, perhaps also formal sciences), they are a widely used fact of life in
academia.
Citation patterns vary between disciplines; for example social science and hu-
manities fields tend to have lower citation counts than medicine (Rauhvargers,
2011). There are also vast differences in citation behaviours within science sub-
jects. For example, biology papers are typically more cited than physics papers
(Kinney, 2007). Hence, citation counts are only comparable within a field, but
not across fields. It would be advantageous to study and fit appropriate statis-
tical distributions to as many fields as possible to further enhance the general
understanding of the citation process.
1.1.1 Bibliographic databases
Citation data often consist of a list of publications with associated meta data,
such as authors, year, journal name and title. These can be obtained from bib-
liographic databases, which mainly hold collections of published literature such
as journal articles, review articles, conference proceedings, patents and books
(Feather and Sturges, 2003). Examples of bibliographic databases are the Web of
Science (previously known as the Web of Knowledge), Scopus and Google Scholar,
where the latter two are alternatives indexes introduced in 2004 (Leydesdorff and
Milojevic´, 2012). Unlike Web of Science and Scopus, Google Scholar does not
have a download feature that allows users to download a set of entries containing
publication details.
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Scopus has wider coverage than the Web of Science, especially for referenced
documents (Vieira and Gomes, 2009). Although Google Scholar has the most
comprehensive coverage amongst the three databases, it contains large numbers
of duplicate citations (Harzing and Alakangas, 2016). Google Scholar may also
include blogs or magazine articles because it lacks quality control (Harzing and
Alakangas, 2016). Therefore, the citation data in this thesis were obtained from
Scopus, based on specific subject areas and publication years.
1.1.2 Statistical models used for citation analysis
Various statistical models have been used for citation analysis, including Lotka’s
law for scientific productivity (Lotka, 1926) and the power law (Price, 1965).
Before fitting these, articles with small numbers of citations are often excluded.
This step is most frequently used to conform to the assumptions used by the power
law model. Recently, negative binomial models have also been used for citation
analysis (e.g. Bornmann and Daniel, 2008; Sud and Thelwall, 2016) as citation
data are often left skewed, with variance bigger than the mean (Bornmann and
Daniel, 2016), relative to a Poisson model. Other models such as the zero-inflated
and hurdle models have also been considered (Lee et al., 2007; Didegah and
Thelwall, 2013b). These models will be discussed in detail in Chapter 2. A
major advantage of these models is that publications with few citations do not
need to be excluded and so the models can be more realistic and have much
greater practical value.
1.2 Aims and research questions
This thesis introduces and tests new statistical models for count data, which are
variants of compound (also known as stopped sum) models. The motivation be-
hind this is that not enough attention has been paid to the selection and validation
of appropriate statistical methodologies for citation counts. Moreover, measure-
ments in information science are often ambiguous (Bookstein, 2001), highlighting
the challenges faced by any statistical analysis.
Although various statistical models have been fitted to citation count data,
such as those mentioned in Section 1.1.2, there is no consensus on which is “best”
and more studies are needed. This thesis aims to partly fill this gap by investi-
gating several new models.
Moreover, there has been a lack of emphasis on statistical methods when
fitting citation count data. This thesis aims to fill this second gap by introducing
a novel method for testing the fit of citation count data which also has a practical
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interpretation. Thus, this thesis focuses on model development and fitting. In
particular, it assesses whether compound models, such as the Neyman type A, and
variants of compound models are suitable for citation data sets. This includes
developing R code to fit the proposed variant models and investigating their
functionality.
Although model selection techniques such as the Akaike Information Criterion
(AIC) and Bayesian Information Criterion (BIC) provide good evidence, it may
be unwise to rely solely on single goodness of fit values because some models may
be too flexible (Einbeck and Wilson, 2016). Hence, apart from standard model
selection criteria, this thesis also includes the use of randomised quantile residual
plots (Dunn and Smyth, 1996) and Christmas tree plots (Einbeck and Wilson,
2016) to assess model fits. In summary, this thesis aims to:
(i) Assess a range of statistical distributions for modelling citation data.
(ii) Introduce variants of compound models and deduce their main properties.
(iii) Investigate the appropriateness of these variant models in modelling count
data with an emphasis on citation data.
(iv) Assess the effectiveness of diagnostic plots as a model validation technique
for citation count data.
Thus, our research questions are:
(i) Are compound models appropriate for modelling citation data?
(ii) Are the proposed variants of compound models suitable for citation analy-
sis?
(iii) Are randomised quantile residual plots and Christmas tree plots more useful
than AIC and BIC for model validation in citation analysis?
(iv) Can the proposed variants of compound models be extended to incorporate
covariates?
1.3 Thesis structure
This thesis consist of 7 chapters.
In Chapter 2, Preliminary concepts, some count models used in scientometric
and standard compound distributions are discussed in detail. Some common
model selection and validation techniques are also reviewed.
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Chapter 3, Variants of compound models, introduces the SVA and SVB vari-
ants of compound models. The properties of these variants, such as their moment
generating functions, probability generating functions, characteristic functions,
expectations, variances, skewness and kurtosis coefficients are discussed. The
code used to calculate the probabilities of the standard compound models and
the proposed variant models is also described. Given that the model fitting pro-
cess involves estimations of parameters, optimisation methods used when fitting
these models are also described.
Chapter 4, Simulation studies, is split into three main parts. The first part
describes simulation studies using standard compound distributions while the sec-
ond uses their variants. The third part compares one of the variant distribution,
SVA, with the hurdle and zero-inflated models.
Chapter 5, Applications, consists of three applications of the variant models.
First, the variant models are used to model citation counts without incorporating
any covariates. The second part extends the initial citation analysis by incorpo-
rating two covariates. The variant models are then used in biodosimetry analysis
and their fits compared to the standard compound models.
Chapter 6, Christmas tree plots for model validation, assesses an alternative
model checking technique. The plots are first applied to simulated data fitted to
their generating model. The Christmas tree plots are then used to illustrate the
suitability of some models used in the analyses in Chapter 5.
Chapter 7, Conclusion, concludes by discussing the novel contributions made
in this research, some limitations of this project and proposes future work.
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Preliminary concepts
2.1 Introduction
In this chapter, we provide some background knowledge on the concepts used in
this thesis. In Section 2.2, we review some count distributions that have been
used in scientometrics. In Section 2.3, we describe some standard compound
models that will be used in analyses in the subsequent chapters. Given a list of
models, it is important to select a suitable model for future prediction. Hence, in
Section 2.4, we discuss some model selection techniques, which include maximum
likelihood estimation and two commonly used model selection criteria, Akaike
Information Criterion (AIC) and Bayesian Information Criterion (BIC). In ad-
dition, we discuss other validation techniques used such as standard errors of
parameter estimates and the use of randomised quantile residuals.
2.2 Count models used in scientometrics
Scientometrics is the study of science from a quantitative perspective (Leydes-
dorff and Milojevic´, 2012). The most commonly used data type in this field is
citation counts, which is our focus in this thesis. The use of statistical models
in scientometrics dates back to the 1920s, with Lotka’s law on scientific produc-
tivity (Lotka, 1926). Since then, various models have been proposed. However,
the skewed nature of citation count data (Price, 1951, 1976), with a heavy right
tail, adds difficulty to the task of identifying and fitting appropriate statistical
models to citation counts (Clauset et al., 2009). In this section, we review some
distributions that are frequently used to model citation counts and discuss some
other recently used models.
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2.2.1 Lotka’s law for scientific productivity
Using an index containing Chemistry abstracts for the years 1907 to 1916 and a
historical index for Physics, which consists of the names of all important physics
contributions up to and including year 1900, Alfred J. Lotka deduced that the
number of people writing k scientific papers is proportional to 1/k2. Lotka had
originally assumed that the proportion of people who make k contribution(s) is
f(k), where:
f(k;α) =
C
kα
(2.1)
Here C is a constant, and α varies with the data (Kretschmer and Rousseau, 2001)
but Lotka found that α was usually 2. Equation (2.1) is also the general form of
a power law (see Section 2.2.2), where the probability of obtaining k is inversely
proportional to the power of k. For the special case of α = 2, Lotka found that
C = 6/pi2 (which is approximately 0.6). Hence, Lotka concluded that about 60%
of all contributors have made exactly one contribution. In other words, 60% of
all authors had written just one paper.
Bookstein (1990) concluded that Lotka’s law is generally applicable to scien-
tific productivity as this law will hold irrespective of the method used to assign
credits to authors when multiple authors contribute to one publication. How-
ever, Rousseau (1992) gave a counterexample by studying authors cited in the
bibliography of a review paper and a book. Rousseau showed in his example
that the law does not hold when using adjusted counts, that is when weights are
equally distributed among authors. For example, if a paper has 5 authors, then
authors of that paper will each have weights of 1/5, so they each are assumed to
have written 1/5 of a paper. Using the total count procedure, with each author
receiving full credit, Kretschmer and Rousseau (2001) concluded that the fit of
Lotka’s Law is only reasonable when articles have up to 40 co-authors.
2.2.2 Power laws
Whilst Lotka’s law is commonly used for author productivity distributions, a
more general power law has been used to investigate citation counts for sets of
publications. However, the power law is only suitable for modelling the tail of
citation distributions (Redner, 1998). The power law exists as both continuous
and discrete distributions (Clauset et al., 2009). In the continuous case, the
observed value, x, is a real number. In the discrete case, x is an integer value. Note
that the probability function for a continuous distribution is known as probability
density function (pdf) and for a discrete function it is known as probability mass
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function (pmf). The pdf and pmf of the power law is similar to Equation 2.1:
f(x;α) = Cx−α for x ≥ xmin (2.2)
where α is a parameter (also known as the power law exponent) that depends on
the data and there must exist a lower threshold, xmin for it to be valid. Since
we are interested in citation counts, which are discrete, we only consider the
discrete power laws where xmin is also an integer value. For example, for the
top 1, 200 most cited papers published in 1991 in journals that are catalogued
in the Institute for Scientific Information catalogue, Redner (1998) considered
a citation time frame from 1981 to 1997 and concluded that xmin = 85, and
α ≈ 3. However, this is based on visual inspections of the observed plots. Thus,
if N(x) is the number of papers which have been cited x times, then by plotting
logN(x) against log x, Redner was able to visually estimate the lower threshold
value, xmin. In addition, α was estimated based on a Zipf plot, that is a plot
of the number of citations of the kth ranked paper against rank k on a double
logarithmic scale. Hence, these observations are purely based on the author’s
perception, which may be unreliable. Similarly, Lehmann et al. (2003), observed
xmin = 50, and α ≈ 2.3 when analysing 281, 717 journal papers in the field of high-
energy physics, extracted from the SPIRES data base. Glanzel (2007) stressed
that the values of xmin and α differ across fields. Albarra´n and Ruiz-Castillo
(2011) found that although the power law typically models a small percentage of
articles, these articles generally receive a large percentage of all citations within
a field. A comprehensive guideline to estimate α and fit the power law using
maximum likelihood methods was given by Clauset et al. (2009). Nonetheless,
given the limitation that a lower threshold is required, it is doubtful that this
distribution can fully describe the whole citation range in many fields (Sangwal,
2013; Perc, 2010; Redner, 1998).
2.2.3 The Yule-Simon distribution
The Yule-Simon distribution:
f(x; g, s) =
g
s
· Γ(x) · Γ(
g
s
+ 1)
Γ(x+ g
s
+ 1)
(2.3)
was initially derived by Yule (1925) to describe species distribution in a family
of organisms, where g is the generic mutation rate (i.e. the rate of production of
new species of the same genus) and s is the specific mutation rate (i.e. the rate of
production of a new genus) (Garcia, 2011; Simon, 1955). Newman (2005) stated
that the tail of the Yule-Simon distribution follows a discrete power law.
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Brzezinski (2015) compared the Yule distribution with other discrete distribu-
tions, such as exponential, Weibull, Tsallis, digamma, lognormal and the power
law with exponential cutoff, and found that the latter two and Yule tends to fit
citation count data better than the other fitted models in terms of log-likelihood
values. However, similar to the power law, this model only fits above a threshold.
It is also common that if the Yule-Simon model, power law or hooked power law
(see Section 2.2.4) fit a data set well, then this suggests, but does not prove, that
the data may be generated by a preferential attachment process.
2.2.4 The hooked power law
The hooked power law is an extension of the power law, where the variable of
interest, say x, is inversely proportional to a power of (x + B), where B is a
constant:
f(x;α) =
A
(B + x)α
(2.4)
This was originally proposed by Pennock et al. (2002) for web links, but its
application has also been extended to citation counts (Eom and Fortunato, 2011;
Thelwall and Wilson, 2014a). Unlike the power law, the hooked power law does
not require a lower bound for citation count data, as deviations from a pure
power law for low values of x can be accomodated by B. The hooked power
law is equivalent to the power law if B = 0. Thelwall (2016b) stated that the
hooked power law is a discrete version of the Lomax distribution (Lomax, 1954),
or a special case of the Pareto type II distribution, which is also known as the
Pearson type VI distribution (Johnson et al., 1994, p.575).
2.2.5 The lognormal distribution
Rousseau (1992) suggested that the lognormal distribution could fit citation data
reasonably well. However, some adjustments need to be applied before the log-
normal model is used. The lognormal distribution has pdf:
f(x;µ, σ) =
1
xσ
√
2µ
exp
(
−(ln(x)− µ)
2
2σ2
)
for x > 0 (2.5)
Some authors (Evans et al., 2012; Radicchi et al., 2008) have used the lognormal
model to fit citation count data to cited articles only but others (Thelwall, 2016c)
included uncited articles by adding one to all citation counts.
Nonetheless, since the lognormal is a continuous distribution, it is necessary
to discretise the pdf before fitting it to discrete data, as the probability of obtain-
ing any integer value in a continuous distribution is zero. Thelwall and Wilson
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(2014b) simulated discretised lognormal data by rounding continuous real num-
bers to the nearest integer. Thelwall and Wilson (2014a); Thelwall (2016c) used
the following discretisation method:
g(x;µ, σ) =
f(x;µ, σ)∑i=∞
i=1 f(i;µ, σ)
for x = 1, 2, . . . (2.6)
where f(x;µ, σ) is as at Equation 2.5.
2.2.6 Poisson models
The Poisson distribution is the most commonly used count distribution. It has
only one parameter and it assumes an equal mean-variance relationship. The
Poisson pmf is:
f(x;λ) =
e−λλx
x!
for x = 0, 1, 2, . . . (2.7)
Vieira and Gomes (2010) used the Poisson, exponential-Poisson mixture (λ =
1
E
exp(−λ/E)), and double exponential-Poisson models (where λ is obtained by
the average of two exponentials) to model citation counts, and found that the
double exponential-Poisson fitted citation distributions examined well.
2.2.7 Negative binomial models
The negative binomial distribution is a two parameter distribution. The first pa-
rameter is the mean parameter and the second parameter is the size or dispersion
parameter. There are various parameterisations used for the negative binomial
model, including NB1, NB2, NB-H and NB-P, where each accounts for a different
variance function (Hilbe, 2011, p.285). The two most commonly used are NB1
and NB2.
The NB1 model has pmf:
f(y;µ, α) =
Γ(y + (µ/α))αy
Γ(µ/α)Γ(y + 1)(1 + α)y+(µ/α)
for y = 0, 1, 2, . . . (2.8)
and mean/variance relationship σ2 = µ+ µα.
On the other hand, the NB2 model has pmf:
f(y;µ, α) =
Γ(y + 1/α)
Γ(y + 1)Γ(1/α)
· (µα)
y
(µα + 1)y+(1/α)
for y = 0, 1, 2, . . . (2.9)
and mean/variance relationship σ2 = µ+ µ2α. Note that this NB2 pmf may also
be written as:
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f(y;µ, θ) =
Γ(y + θ)
Γ(y + 1)Γ(θ)
·
(
θ
µ+ θ
)θ
·
(
1− θ
µ+ θ
)y
for y = 0, 1, 2, . . .
(2.10)
with mean/variance relationship σ2 = µ + µ2/θ. Here θ is a reciprocal of α in
(2.9).
The negative binomial model is a Poisson-gamma mixture, that is, a Poisson
distribution with parameter λ, where λ is itself a random variable, following a
Gamma distribution with scale parameter α and shape parameter β:
x ∼ Poisson(λ) ⇒ f(x;λ) = e
−λλx
x!
x = 0, 1, 2, . . . (2.11)
λ ∼ Gamma(α, β) ⇒ g(λ;α, β) = β
αλα−1
Γ(α)
e−λβ λ > 0 (2.12)
The unconditional distribution of y is obtained using the joint density of x and
λ, that is:
f(x;λ, α, β) =
∫ ∞
0
e−λλx
x!
βαλα−1
Γ(α)
e−λβ dλ (2.13)
Solving this will result in Equation 2.9 (Hilbe, 2011, p.188-189).
2.2.8 Poisson inverse Gaussian models
The Poisson inverse Gaussian (PIG) models can be used as an alternative to the
negative binomial model in the presence of over-dispersed data (Willmot, 1987).
The PIG model has pmf:
f(y|µ, σ) =
√
2α
pi
µye
1
σ
Ky− 1
2
(α)
(ασ)yy!
y = 0, 1, 2, . . . (2.14)
where α2 = 1
σ2
+ 2µ
σ
; µ > 0; σ > 0; Kλ(t) =
1
2
∫∞
0
xλ−1e(−
1
2
t(x+x−1))dx, and Kλ is
also known as the modified Bessel function of the third kind (Dean et al., 1989;
Rigby et al., 2005).
This is also known as the inverse Gaussian-Poisson distribution, which was
introduced by Sichel (1974) to model sentence length.
2.2.9 Hurdle models
In the case of excess zeros in the model, that is, having a greater number of zeros
than expected from a given model, a hurdle or zero-inflated model is often used
(Mullahy, 1997). A hurdle model (also known as a two-part model (Heilbron,
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1994)) consists of two components. The first models the zero state, while the
second component models the non-zero state, which are usually positive counts
(Mullahy, 1986). The second component is often known as zero-truncated. The
idea of a hurdle comes from the need for the observed value to cross the zero
hurdle, before being modelled (Zuur et al., 2013). Cameron and Trivedi (1999)
used this model to describe the number of visits to a doctor, where whether a
person visits a doctor for the first time is based on his/her choice, and this is
classed as a ‘hurdle’ or the zero-state. After the first visit, the person goes to the
non-zero state, where he or she may need to revisit the doctor again depending
on whether their health condition improves.
If the probability of observing a zero is pi, and g(x) is the distribution function
of the non-zero state, then the pmf of a hurdle model is:
f(x; pi,Θ) =
pi if x = 01−pi
1−g(0;Θ) · g(x; Θ|x > 0) if x > 0
(2.15)
(Cameron and Trivedi, 1999). The Poisson and negative binomial distributions
are frequently used for the non-zero state. In general, Ridout et al. (1998) noted
that it is possible to use any distribution that will suitably model the non-zero
state, such as the logarithmic distribution.
Didegah and Thelwall (2013b) used the negative binomial hurdle models in
citation count analysis and found that they fitted better than the standard neg-
ative binomial and zero-inflated negative binomial models in terms of AIC (see
Section 2.4.2 for details about AIC).
2.2.10 Zero-inflated models
Like the hurdle models, zero-inflated models are commonly used in practice when
the data contain a large number of zeros. However, this is applicable even if few
zeros are present. This is because it depends on the number of zeros expected
by a fitted model. Hence, the presence of one zero where an occurrence is not
expected will also lead to zero-inflation.
Zero-inflated models classify the zeros into two categories, the ‘perfect zeros’
(also known as structural zeros) and the zeros observed as a result of the distri-
bution of interest (also known as count zeros) (Lambert, 1992). A ‘perfect zero’
sometimes refers to an event that is impossible. An example is when modelling
the number of pregnant people in a room, men will form the ‘perfect zeros’ as it
is naturally impossible to have a pregnant man.
In the example used by Zuur et al. (2009) when observing the number of
hippopotami, a ‘perfect zero’ could be due to observer error, whilst a count zero
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is obtained simply because no hippopotamus is present in that habitat. Zuur et al.
(2009) used the terms ‘true’ and ‘false’ zeros to represent count and perfect zeros
respectively but this is context specific, as in this case it is based on observations
made by scientists in a habitat.
The pmf of a zero-inflated model is:
f(x; pi,Θ) =
pi + (1− pi)f(0; Θ) x = 0(1− pi)f(x; Θ) x > 0 (2.16)
where f(x) is the probability function of the distribution of interest and pi is the
probability of obtaining a perfect zero.
Didegah and Thelwall (2013a) investigated the suitability of zero-inflated
models in citation analysis but no interpretation of perfect zero was given. Thel-
wall (2016a) investigated the use of zero inflated discretised lognormal and zero
inflated hooked power law in modelling citation counts by interpreting perfect
zeros in this context as uncitable articles, such as those in academic related
magazines available in the Scopus database. Some examples given include news
related industry-focused magazines in pharmaceutical science such as ‘Pharma-
ceutisch Weekblad’ and intellectual magazines in cultural studies such as ‘North
American Review’.
2.3 Standard compound distributions
Compound distributions (also known as generalised and stopped sums distribu-
tions (Johnson et al., 2005)) are discrete distributions that are used in a wide
range of applications, such as branching processes in ecology (Foster and Brav-
ington, 2013), damage processes (O’Keeffe et al., 2013), and risk assessments
(Zhang et al., 2014).
Compound Poisson models are commonly used to address over-dispersion in
data (Cox, 1983). Over-dispersion occurs when the variance is greater than the
mean relative to a distribution. In this thesis, the term over-dispersion is relative
to the Poisson distribution, that is, when the Poisson variance is greater than the
relative Poisson mean. A compound Poisson model may be interpreted as the
random sum of independent random Poisson variables:
SN = X1 +X2 +X3 + · · ·+XN (2.17)
where the number of terms N in the sum is Poisson distributed (Daley and Vere-
Jones, 2003; Zhang et al., 2014). It is clear that for N = 0, SN = 0.
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Previous research has used epidemiological scenarios to mimic the spread of
ideas in academia (Goffman and Newill, 1964). Using a similar approach, in this
thesis, we investigate several compound distributions which are commonly used
in branching processes.
2.3.1 Neyman type A
The Neyman type A distribution is a compound Poisson-Poisson distribution,
which was first introduced by Neyman (1939) to model the number of larvae
in a field. Neyman first assumed that the number of masses of eggs laid by
moths, indexed by i, follows a Poisson distribution, and that the number of egg
masses equalsN . Each individual egg mass i (first generation) then independently
hatches and gives rise to Xi larvae (second generation), which also follows a
Poisson distribution.
Suppose that the first generation has Poisson parameter λ and the second
generation has Poisson parameter φ, then the Neyman type A distribution has
pmf:
f(x;λ, φ) =
e−λφx
x!
∞∑
j=0
(
λe−φ
)j
jx
j!
(2.18)
(Johnson et al., 2005). The pmf of the Neyman type A may also be written
as a recurrence relation, using its mean µ and dispersion index δ as parameters
(Johnson et al., 2005; Oliveira et al., 2016):
f(x;µ, δ) = exp(−λ+ exp(−φ)λ)φ
xµx(exp(−φ)λ)
x!
x > 0 (2.19)
where
µx =
x∑
k=0
R(x, k)θk ; R(x, k) =
1
k!
k∑
j=0
(−1)k−j
(
k
j
)
jx ;
φ = δ − 1 and λ = µ
δ − 1
Dobbie and Welsh (2001) incorporated covariates into the Neyman type A
model and suggest the appropriateness of using the Neyman type A model in
contagious or clustered data.
2.3.2 Polya-Aeppli
The Polya-Aeppli distribution is a compound Poisson-shifted geometric distribu-
tion, with pmf:
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f(x; θ, p) =
e−θe−θpx∑xj=1 (x−1j−1) (θq/p)jj! (2.20)
This was first used for clusters of objects, where the number of clusters are
assumed to follow a Poisson distribution, and the number of objects per cluster
follows a shifted geometric distribution (Johnson et al., 2005, p.410-411).
2.3.3 Delaporte
The Delaporte distribution is a special case of the Poisson shifted generalised
inverse Gaussian distribution (Rigby et al., 2008), also known as a convolution of
Poisson and negative binomial distribution in the actuary field or Lu¨ders Formel
II distribution (Lu¨ders, 1934). The Delaporte distribution has three parameters,
λ (the Poisson parameter), α and β (shape and scale parameter), and pmf:
f(x;λ, α, β) =
x∑
i=0
Γ(α + i)
Γ(α)i!(n− i)! ·
βiλx−ie−λ
(1 + β)α+i
(2.21)
where x = 0, 1, 2, · · · and λ, α, β > 0 (Adler, 2014).
2.3.4 Other compound models considered
In this thesis, various standard compound models have been considered to allow
comparisons with the variant models developed. The models considered are:
(i) Compound Poisson-NB
(ii) Compound NB-Poisson
(iii) Compound NB-NB
The compound Poisson-NB is also known as the Poisson-Pascal or generalised
Polya-Aeppli distribution and was first introduced by Skellam (1952).
Some properties of these models, such as their probability generating functions
(pgf) are explored. For any compound A-B distribution, which can be viewed as
a random sum, its pgf G(z) can be obtained using G(z) = G1(G2(z)), where G1
is the pgf of distribution A, and G2 is the pgf of distribution B (Johnson et al.,
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2005, p.361). Hence, the pgf of the compound Poisson-NB distribution is:
G1(z) = exp(λ(z − 1)) (2.22)
G2(z) =
(
p
1− z + zp
)α
(2.23)
∴ G(z) = exp
(
λ
((
p
1− z + zp
)α
− 1
))
(2.24)
= exp(−λ) · exp
(
λ
(
p
1− z + zp
)α)
(2.25)
= exp(−λ) ·
∞∑
j=0
1
j!
(
λ
(
p
1− z + zp
)α)j
(2.26)
Using similar method, the pgf of the other compound models considered are:
(i) Compound NB-Poisson distribution(µ, α, λ)
Let p = α
µ+α
,
G(z) =
(
p
1− exp(λ(z − 1)) + p exp(λ(z − 1))
)α
(2.27)
(ii) Compound NB-NB distribution(µ1, α1, µ2, α2)
Let Z =
(
q
qt−t+1
)θ
, p = α1
µ1+α1
and q = α2
µ2+α2
,
G(z) =
(
p
pZ − Z + 1
)α
(2.28)
It is possible to obtain the probability mass function (pmf) of these models
from the pgf by:
f(x; Θ) =
Gn(0; Θ)
n!
(2.29)
However, for these models, the pmf obtained by this procedure are extremely
long and are not required. Thus, they are not reported here. The expectations
and variances of these models are given in Appendix B.
2.4 Model selection and validation techniques
2.4.1 Maximum likelihood estimation
Let Y1, Y2, · · · , Yn be n independent random variables with pdf/pmf f(yi; Θ).
Given a vector of parameters Θ, the likelihood function of the data, {yi}, is:
L(Θ; y) = Πni=1f(yi; Θ) (2.30)
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This is the probability that the data, {yi}, is from the distribution f(Θ), hence we
aim to maximise this probability, which is also the likelihood function, L(Θ;u).
The value of the vector of parameters, Θ∗, which maximises Equation 2.30 is the
maximum likelihood estimator and this process is known as maximum likelihood
estimation. Given that the numerical value of L(Θ∗; y) is usually very close to
zero, it is more convenient to use its natural log. This is commonly known as the
log-likelihood function:
logL(Θ; y) =
n∑
i=1
log (f(yi; Θ)) (2.31)
2.4.2 Akaike Information Criterion (AIC)
The Akaike Information Criterion (AIC) was proposed by Akaike (1973) and is a
commonly used model selection criterion. AIC is derived from Kullback-Leibler
(K-L) distance (Kullback and Leibler, 1951), which measures information lost
when the true model is replaced by an approximation (Burnham and Anderson,
2004). If the true model is f and we use model g to approximate f , then for the
continuous case, the K-L distance, I(f, g) is:
I(f, g) =
∫
f(x) log
(
f(x)
g(x; θ)
)
dx (2.32)
=
∫
f(x) log(f(x))dx−
∫
f(x) log(g(x; θ))dx (2.33)
= Ef (log(f(x)))− Ef (log(g(x; θ))) (2.34)
Since I(f, g) measures information lost, a smaller I(f, g) indicates a better model.
Although f is not known, in Equation 2.34, the term Ef (log(f(x))) is a constant,
which does not depend on sample size, n or parameters, θ. As the term suggests,
Equation 2.34 shows that the K-L distance can be interpreted as the ‘distance’
between models f and g. Akaike (1973) found that maximising the log-likelihood
is equivalent to a biased estimator, which is approximately equal to the number
of parameters used in the chosen model, k. Thus, the relative K-L distance is:
logL(θˆ)− k (2.35)
Here, k is the asymptotic bias correction term (Burnham and Anderson, 2004).
Akaike (1973) multiplies Equation 2.35 by −2 to give the Akaike Information
Criterion (AIC):
AIC = −2 logL(θˆ) + 2k (2.36)
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Although the choice of −2 is not explicitly justified by Akaike (1973), DeLeeuw
(1992) stated that this is somewhat mysterious, while others (Burnham and An-
derson, 2002, p.64) concluded that this could be due to historical reasons as doing
so will give an asymptotically chi-squared value under certain conditions. Vrieze
(2012) stated that AIC may not be consistent in selecting the true model and
AIC may be less efficient if the true model is not within the selection. Hurvich
and Tsai (1989, 1995) proposed a bias correction to the AIC for small samples
in normal regression and autoregressive models. They denote this AICc, which
includes an extra sample size penalty:
AICc = AIC +
2k(k + 1)
n− k − 1 (2.37)
2.4.3 Bayesian Information Criterion (BIC)
The Bayesian Information Criterion (BIC), also known as the Schwarz criterion
(SIC or SBC), was derived by Schwarz (1978) using a Bayesian procedure and
gives a rough approximation to the logarithm of the Bayes factor (Kass and
Raftery, 1995), where a larger posterior probability of a candidate model indicates
a better model.
Let Y = Y1, Y2, · · · , Yn be n independent random variables and suppose we
wish to test two hypothesis H1 and H2, then by Bayes theorem,
P (H1|Y )
P (H2|Y ) =
P (Y |H1)
P (Y |H2) ×
P (H1)
P (H2)
(2.38)
which is equivalent to:
Posterior odds = Bayes factor× Prior odds (2.39)
In the simplest case, if H1 and H2 are single distributions with no free param-
eters, then the Bayes factor is equivalent to the likelihood ratio, where for each
hypothesis, k:
P (Y |Hk) =
∫
P (Y |θk, Hk) · pi(θk|Hk) dθk (2.40)
where θk is the parameter under Hk, pi(θk|Hk) is the prior density and P (Y |θk, Hk)
is the probability density of Y given the value of θk (Kass and Raftery, 1995). The
advantage of the Schwarz criterion is that it does not require the prior distribu-
tions, pi(θk|Hk). If θ∗ is the maximum likelihood estimator H, d is the dimension
of θ and n is the sample size, then the Schwarz criterion uses:
S = log(P (Y |θ1∗, H1))− log(P (Y |θ2∗, H2))− 1
2
(d1 − d2) log(n) (2.41)
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If we let the Bayes factor of H1 against H2 be B12, Kass and Raftery (1995) also
stated that:
As n→∞, S − logB12
logB12
→ 0 (2.42)
and multiplying the Schwarz criterion by −2 gives the BIC:
BIC = −2 logL(θˆ) + k log(n) (2.43)
such that k is the number of parameters and n is the number of observations.
AIC versus BIC
Comparing Equations 2.36 and 2.43, BIC and AIC will only differ greatly when
there is a large number of observations. More specifically, BIC has a stronger
penalty on the number of parameters for n ≥ 8 (as log 8 ≈ 2) (Claeskens and
Hjort, 2008, p.70). Criteria can be classified as consistent or efficient as follows.
Assuming that a true model exists in the set of models used, a consistent criterion
is one which will select the true model with probability close to one as n increases,
but an efficient criterion will select the model which minimises the mean squared
error of prediction. It is known that AIC is asymptotically efficient but not
consistent, whereas BIC is not efficient but consistent (Claeskens and Hjort, 2008).
Kass and Raftery (1995) concluded that AIC tends to select models with a
large number of parameters when n is large (known as overfitting) but BIC favours
simpler models. However, BIC has the tendency to underfit when n is small
(Dziak et al., 2012). When comparing models with similar AIC/BIC, the simpler
model (also known as the parsimonious model), that is one with fewer number
of parameters, is often chosen (Claeskens and Hjort, 2008). For cases when they
disagree, that is when a different model is preferred by each criterion, judgement
should be made based on theory. Dziak et al. (2012) suggest to use the BIC
favoured model as a minimum (simplest model) and the AIC favoured model as
a maximum (model with most number of parameters). Kadane and Lazar (2004)
suggest using these criteria to eliminate clearly inappropriate models instead of
selecting the ‘best’ model.
In citation analysis, the number of observations is often very large. For
example, if n = 5000, an increase in k will lead to an increase of 8.52 (as
log(5000) = 8.52) in the BIC, but only an increase of 2 in AIC. Hence, perhaps
the BIC should be used in citation analysis to avoid over fitting. Nonetheless, it
is difficult to pinpoint which criteria to use (Dziak et al., 2012) and conclusions
should not be made solely based on a single criterion. Einbeck and Wilson (2016)
showed that a model favoured by AIC/BIC may still be too flexible, resulting in
19
2.4. Model selection and validation techniques
fits that are too good to be true. In addition, given that there are many factors
that affect citations, such as journal impact factor, international collaboration
and abstract length (Didegah and Thelwall, 2013b), obtaining a ‘true’ model
across all disciplines in citation analysis is not a realistic goal as citation patterns
are known to vary across disciplines.
2.4.4 Standard errors of parameter estimates
The standard errors of the parameter estimates can be calculated using the Hes-
sian matrix, which is a square matrix of the second order partial derivatives of
the log-likelihood function. Suppose l represents the log-likelihood function of a
distribution with two parameters, λ1 and λ2, then the Hessian matrix is:[
∂2l
∂λ21
∂2l
∂λ1∂λ2
∂2l
∂λ1∂λ2
∂2l
∂λ22
]
(2.44)
The above 2 × 2 matrix can be extended based on the number of parameters.
For example, the Hessian matrix of a function with 5 parameters will be a 5× 5
matrix. If the estimated parameters, λˆi, where i = 1, 2, · · · , n, in (2.44) are
the maximum likelihood estimators, then the negative of this is equivalent to
the observed information matrix. Since the inverse of the observed information
matrix is the asymptotic covariance matrix of λˆi, the i
th diagonal element will be
the variance of λˆi. Hence, the standard errors of parameters λ1, λ2, · · ·λn are the
square root of the main diagonal of the inverse of the negative Hessian matrix
(Hogg and Craig, 1995, p.384-385).
2.4.5 Randomised quantile residuals
Dunn and Smyth (1996) introduced randomised quantile residuals for model
checking, where the fitted distribution function is inverted at each response value
to find its equivalent standard normal quantile.
For the continuous cumulative distribution function F (yi;µ, φ), the randomised
quantile residual for yi is defined by:
rq,i = Φ
−1(F (yi; µˆi, φˆ)) (2.45)
where Φ() is the cumulative distribution of the standard normal distribution and
F (yi; µˆi, φˆ) is uniformly distributed on the unit interval (Dunn and Smyth, 1996).
This method introduced by Dunn and Smyth (1996) also allows the computa-
tion of continuous residuals from discrete responses. For the discrete cumulative
distribution function F (yi;µ, φ), the randomised quantile residual for yi is defined
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by:
rq,i = Φ
−1(ui) (2.46)
where Φ() is the cumulative distribution of the standard normal distribution,
and ui is a uniform random variable on the interval (ai, bi] (Dunn and Smyth,
1996). Although ai is defined as limy↑yi F (yi; µˆi, φˆ), for simplicity and following
Smyth et al. (2015), we obtain the intervals ai and bi using F (yi;µ, φ), such that
ai = F (yi − 1;µ, φ) and bi = F (yi;µ, φ).
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Variants of compound models
3.1 Introduction
Recall that the standard compound model can be viewed as two generations,
where the second is a consequence of the first. For example using the analogy
of aphids, the two generations could be viewed as winged parent aphids (first
generation), which fly in to a plot and give birth to their wingless offspring (second
generation), which will remain in situ. Here, the numbers of both parent and
offspring aphids follow a statistical distribution individually, and the compound
model will only model the total number of second generation offspring.
In this chapter, two variant models are introduced, in Sections 3.2 and 3.3.
Both models may be viewed as a sum of two generations and cases where both
generations are negative binomial distributed, or one is Poisson and the other is
negative binomial are considered. In Section 3.2, the first variant, SVB, which
is also equivalent to a convolution model is discussed. In Section 3.3, a second
variant, denoted SVA, is introduced. The notations SVA and SVB are used to
represent “stopped sum variant” A and B. This is because it is possible to regard
the SVA and SVB models as variants of compound (also known as stopped sum)
models (see Section 3.3.1).
We describe in detail the properties of these distributions in Section 3.4. We
show how the standard compound models and their variants are modelled in the
R software system in Section 3.5. In Section 3.6, we explain the methods used to
estimate parameters in the proposed models.
3.2 SVB distributions
We first investigate some convolutions of Poisson and negative binomial dis-
tributions. In this thesis, we denote the convolution models as SVB models.
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For example, if X and Y are two independent count random variables where
X ∼ Poisson(λ) and Y ∼ NB(µ, α), then we denote their convolution as a SVB
Poisson-NB distribution. Note that the SVB Poisson-NB is also known as the
Lu¨ders Formel II distribution (Lu¨ders, 1934), or in actuarial science the Dela-
porte distribution (Johnson et al., 2005, p.242). The pmf of the SVB Poisson-NB
distribution may be written as:
f(x;λ, µ, α) =
x∑
j=0
e−λλj
j!
(
x− j + α− 1
α− 1
)
pαqx−j x = 0, 1, 2, . . . (3.1)
where p = α/(µ+ α) and q = 1− p.
The other SVB distribution investigated is the SVB NB-NB distribution, with
pmf:
f(x;µ1, α, µ2, θ) =
x∑
j=0
(
j + α− 1
α− 1
)
pαqj
(
x− j + θ − 1
θ − 1
)
rθsx−j x = 0, 1, 2, . . .
(3.2)
where p = α/(µ1 + α), q = 1− p, r = θ/(µ2 + θ) and s = 1− r.
Since the convolution of two Poisson models is equivalent to a Poisson model,
it is not considered. The convolution of two negative binomial distributions is a
negative binomial distribution only if both NB generations have equal values of
the size parameter, that is:
X ∗ Y ∼ NB(µ1 + µ2, α)
if and only if X ∼ NB(µ1, α) and Y ∼ NB(µ2, α) (3.3)
where the convolution of distributions X and Y may be denoted as X ∗ Y . How-
ever, this is not necessarily the case with the SVB models proposed.
Here, the order of convolution of two generations is unimportant thus the mo-
ment generating function of the convolution is the product of the two generating
functions. For example, in general SVB D1-D2 and SVB D2-D1 are the same,
where D1 and D2 are any two distributions (Baglivo, 2005). As SVB Poisson-NB
and SVB NB-Poisson are equivalent (see proof in (3.17) in Section 3.4.1), only
SVB Poisson-NB is used in this thesis.
3.3 SVA distributions
We present a second variant, denoted SVA, which follow a zero restriction, that
is, a zero in the first generation will automatically be followed by a zero in the
second generation. In general, if D1 and D2 are discrete probability distributions
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with pmfs fD1 and fD2 respectively, then a SVA D1-D2 distribution will have
pmf:
f(x) =

fD1(0) x = 0
x∑
j=1
(fD1(j)× fD2(x− j)) x = 1, 2, 3, · · ·
(3.4)
If the first generation follows a Poisson distribution with parameter λ and the
second generation follows a negative binomial distribution with parameters µ and
α, then this SVA Poisson-NB distribution has pmf:
f(x;λ, µ, α) =

e−λ x = 0
x∑
j=1
e−λλj
j!
(
x− j + α− 1
α− 1
)
pαqx−j x = 1, 2, 3, · · ·
(3.5)
where p = α/(µ+ α) and q = 1− p.
Using similar principles, if the first generation follows a negative binomial
distribution with parameters µ and α, where p = α/(µ + α) and q = 1 − p, and
the second generation follows a Poisson distribution with parameter λ, then this
SVA NB-Poisson distribution has pmf:
f(x;µ, α, λ) =

pα x = 0
x∑
j=1
(
j + α− 1
α− 1
)
pαqj
e−λλx−j
(x− j)! x = 1, 2, 3, · · ·
(3.6)
The other case considered is SVA NB-NB distribution, where the first gener-
ation follows a negative binomial distribution with parameters µ1 and α, while
the second generation follows a negative binomial distribution with parameters
µ2 and θ, then this SVA NB-NB distribution has pmf:
f(x;µ1, α, µ2, θ) =

pα x = 0
x∑
j=1
(
j + α− 1
α− 1
)
pαqj
(
x− j + θ − 1
θ − 1
)
rθsx−j x = 1, 2, 3, · · ·
(3.7)
where p = α/(µ1 + α), q = 1− p, r = θ/(µ2 + θ) and s = 1− r.
Here, unlike SVB, in general the order of the distributions within the SVA
distributions does matter.
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3.3.1 Alternative interpretation of SVA and SVB distri-
butions
The notations SVA and SVB were initially used to represent “stopped sum variant
A” and “stopped sum variant B”. This is because, alternatively, they may be
viewed as variants of compound (also known as stopped sum) distributions. Given
a compound model of the form
SN = X1 +X2 + · · ·+XN (3.8)
where N represents the first generation and SN represent the second generation,
then the SVA distribution is the sum of the two generations, SN +N . It is clear
here that if N = 0, SN = 0. Consequently, the SVB distribution is a variant that
does not possess this zero restriction, that is, SN ≥ 0 when N = 0.
3.4 Properties of SVA and SVB distributions
3.4.1 Moment generating functions of SVA and SVB dis-
tributions
The moment generating function (mgf) of a random variable X is:
M [X; t] = E[etX ] (3.9)
=
∑
x
etx · P (X = x) if X is discrete; or (3.10)
=
∫ ∞
−∞
etx · f(x)dx if X is continuous (3.11)
(Kinney, 1997, p.267). Note that not all distributions have mgfs, for example the
Cauchy distribution. This is because the Cauchy distribution has infinite mo-
ments and thus the expected value does not exist (Grimmett and Welsh, 1986,
p.112).
Since the SVB distributions are convolutions, we use the convolution theorem
to obtain their moment generating functions. The convolution theorem states
that, if X and Y are independent random variables, such that Z = X+Y , where
P (Z = z) =
∞∑
k=−∞
P (X = k) P (Y = z − k) (3.12)
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(Baglivo, 2005, p.64), then Z has mgf:
M(Z, t) = M(X, t) M(Y, t) (3.13)
Moment generating functions of SVB distributions
Since our SVB distributions are convolutions of Poisson and negative binomial
distributions, we first need to obtain the mgf of the Poisson and negative binomial
distributions. In general, the Poisson distribution with parameter λ has mgf:
MPois(t) =
∞∑
j=0
etj P (X = j)
=
∞∑
j=0
etj
e−λλj
j!
=e−λ
∞∑
j=0
(etλ)j
j!
= e−λeλe
t
= eλ(e
t−1) (3.14)
and the negative binomial (NB2) distribution with parameters µ and α, where
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p = α/(µ+ α) and σ2 = µ+ µ2/α has mgf:
MNB(t) =
∞∑
x=0
etx
(
x+ α− 1
α− 1
)
pα(1− p)x
=pα
∞∑
x=0
(
x+ α− 1
α− 1
)(
et(1− p))x
=pα
∞∑
x=0
(
x+ α− 1
x
)(
et(1− p))x
=pα
∞∑
x=0
(−1)x
(−α
x
)(
et(1− p))x
=pα
∞∑
x=0
(−α
x
)(−et(1− p))x
=pα
(
1− (1− p)et)−α
=
(
p
1− (1− p)et
)α
(3.15)
Consequently, the mgf of the SVB distributions computed using (3.13) are:
(i) SVB Poisson-NB
M(X, t) = eλ(e
t−1)
(
p
1− (1− p)et
)α
where p =
α
µ+ α
(3.16)
(ii) SVB NB-Poisson
M(X, t) = eλ(e
t−1)
(
p
1− (1− p)et
)α
where p =
α
µ+ α
(3.17)
Note that this is the same as the mgf of SVB Poisson-NB in (3.16).
(iii) SVB NB-NB
M(X, t) =
(
p
1− (1− p)et
)α(
r
1− (1− r)et
)θ
(3.18)
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Moment generating functions of SVA distributions
The mgfs of SVA distributions can be computed indirectly, using those of the
SVB distributions. Let X and Y be random variables where X ∼ SVA and
Y ∼ SVB, then we can write the SVA distribution as:
fSVA(n) =

a0 n = 0
n∑
i=1
aibn−i = a1bn−1 + a2bn−2 + ...+ anb0 n 6= 0
(3.19)
where a and b represent the counts from the first and second generations with
distributions A and B respectively. In general, the SVB distribution is:
fSVB(n) =
n∑
i=0
aibn−i
=a0bn + a1bn−1 + ...+ anb0 (3.20)
So for n 6= 0, fSVA(n) = fSVB(n)− a0bn
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Therefore, the mgf of SVA distributions can be derived as follows:
M(X, t) =E(ext)
=
∞∑
x=0
P (X = x)etx
=P (X = 0) +
∞∑
x=1
P (X = x)etx
=P (X = 0) +
∞∑
x=1
(
P (Y = x)− a0bx
)
etx
=P (X = 0) +
∞∑
x=1
P (Y = x)etx − a0
∞∑
x=1
bxe
tx
=P (X = 0) +
∞∑
x=0
P (Y = x)etx − P (Y = 0)− a0
∞∑
x=0
bxe
tx + a0b0
=P (X = 0) + EY (e
tx)− a0EB(etx) since P (Y = 0) = a0b0
=P (X = 0) +M(Y, t)− a0M(B, t)
=a0 +M(Y, t)− a0M(B, t)
=a0(1−M(B, t)) +M(Y, t)
(3.21)
where M(B, t) is the moment generating function of the second generation dis-
tribution and a0 = fSVA(0). Hence, the mgf of the SVA distributions considered
are:
(i) SVA Poisson-NB
From (3.15), M(B, t) =
(
p
1− (1− p)et
)α
;
and from (3.16), M(Y, t) = eλ(e
t−1)
(
p
1− (1− p)et
)α
Thus, the mgf of SVA Poisson-NB is:
M(X, t) = e−λ
(
1−
(
p
1− (1− p)et
)α)
+ eλ(e
t−1)
(
p
1− (1− p)et
)α
(3.22)
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(ii) SVA NB-Poisson
From (3.14), M(B, t) = eλ(e
t−1);
and from (3.17), M(Y, t) = eλ(e
t−1)
(
p
1− (1− p)et
)α
Thus, the mgf of SVA NB-Poisson is:
M(X, t) = pα
(
1− eλ(et−1)
)
+
(
p
1− (1− p)et
)α
eλ(e
t−1) (3.23)
(iii) SVA NB-NB
From (3.15), M(B, t) =
(
r
1− (1− r)et
)θ
;
and from (3.18), M(Y, t) =
(
p
1− (1− p)et
)α (
r
1− (1− r)et
)θ
Thus, the mgf of SVA NB-NB is:
M(X, t) = pα
(
1−
(
r
1− (1− r)et
)θ)
+
(
p
1− (1− p)et
)α (
r
1− (1− r)et
)θ
(3.24)
3.4.2 Characteristic functions of SVA and SVB distribu-
tions
Suppose that the mgf exists for some discrete distribution, then we can obtain
the characteristic function (cf) of the distribution by modifying its mgf, since the
cf of a discrete distribution can be defined as:
φ(t) = E[eitX ] =
∞∑
j=0
eijt · P (X = j) (3.25)
(Johnson et al., 2005, p.57). Therefore, the characteristic functions, φ(t), of the
SVA and SVB distributions are:
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(i) SVA Poisson-NB
φ(t) = e−λ
(
1−
(
p
1− (1− p)eit
)α)
+ eλ(e
it−1)
(
p
1− (1− p)eit
)α
(3.26)
(ii) SVA NB-Poisson
φ(t) = pα
(
1− eλ(eit−1)
)
+
(
p
1− (1− p)eit
)α
eλ(e
it−1) (3.27)
(iii) SVA NB-NB
φ(t) = pα
(
1−
(
r
1− (1− r)eit
)θ)
+
(
p
1− (1− p)eit
)α (
r
1− (1− r)eit
)θ
(3.28)
(iv) SVB Poisson-NB
φ(t) = eλ(e
it−1)
(
p
1− (1− p)eit
)α
where p =
α
µ+ α
(3.29)
(v) SVB NB-NB
φ(t) =
(
p
1− (1− p)eit
)α(
r
1− (1− r)eit
)θ
(3.30)
3.4.3 Expectations and variances of SVA and SVB distri-
butions
The expectation and variance of a distribution can be derived from their mgf:
M(t) =
∞∑
x=0
etxP (X = x) (3.31)
M ′(t) =
∞∑
x=0
xetxP (X = x) (3.32)
∴M ′(0) =
∞∑
x=0
xP (X = x) (3.33)
= E(X) (3.34)
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V ar(X) =
∞∑
x=0
(x− µ)2P (X = x) (3.35)
=
∞∑
x=0
(x2 − 2xµ+ µ2)P (X = x) (3.36)
=
∞∑
x=0
x2P (X = x)− 2µ
∞∑
x=0
xP (X = x) + µ2
∞∑
x=0
P (X = x)
(3.37)
=
∞∑
x=0
x2P (X = x)− 2µ2 + µ2 (3.38)
=
∞∑
x=0
x2P (X = x)− µ2 (3.39)
= E(X2)− (E(X))2 (3.40)
Since M ′′(t) =
∞∑
x=0
x2etxP (X = x) (3.41)
and M ′′(0) =
∞∑
x=0
x2P (X = x) (3.42)
∴ V ar(X) = M ′′(0)− (M ′(0))2 (3.43)
The expectations and variances of the SVA and SVB distributions considered
are given in Tables 3.1 and 3.2.
Table 3.1: Expectations of the SVA and SVB distributions
Distributions E(X)
SVA Poisson-NB λ+ µ− e−λµ
SVA NB-Poisson λ+ µ− λ
(
α
µ+α
)α
SVA NB-NB µ1 + µ2 − µ2
(
α
µ1+α
)α
SVB Poisson-NB λ+ µ
SVB NB-NB µ1 + µ2
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Table 3.2: Variances of the SVA and SVB models
Distributions Var(X)
SVA Poisson-NB E(X) + µ
2
α
+ e−λ
(
2λµ+ µ2 − e−λµ2 − µ2
α
)
SVA NB-Poisson E(X) + µ
2
α
+
(
α
µ+α
)α [
λ2 + 2λµ−
(
α
µ+α
)α
λ2
]
SVA NB-NB E(X) +
µ21
α
+
µ22
θ
+
(
α
µ1+α
)α [
2µ1µ2 + µ
2
2 − µ
2
2
θ
−
(
α
µ1+α
)α
µ22
]
SVB Poisson-NB E(X) + µ
2
α
SVB NB-NB E(X) +
µ21
α
+
µ22
θ
Since the variances of the SVA and SVB models considered are always greater
than their expectations, these models are suitable for over-dispersed data.
3.4.4 Probability generating functions of SVA and SVB
distributions
If X is a random variable taking non-negative integer values, then its probability
generating function (pgf) is defined as:
Px(t) = E(t
X) =
∞∑
x=0
tx · P (X = x) (3.44)
Note that if a distribution X has mgf, MX(t) and pgf, GX(t), then
GX(e
t) = MX(t) (3.45)
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The convolution theorem in (3.12) also holds when computing the pgf. The
Poisson distribution has pgf:
Px(t) = E(t
X)
=
∞∑
x=0
tx P (X = x)
=
∞∑
x=0
tx
e−λλx
x!
= e−λ
∞∑
x=0
(λt)x
x!
= e−λeλt
= eλ(t−1) (3.46)
The negative binomial distribution has pgf:
Px(t) = E(t
X)
=
∞∑
x=0
tx
(
x+ α− 1
α− 1
)
pα(1− p)x
= pα
∞∑
x=0
(
x+ α− 1
α− 1
)
(t(1− p))x
= pα
∞∑
x=0
(
x+ α− 1
x
)
(t(1− p))x
= pα
∞∑
x=0
(−1)x
(−α
x
)
(t(1− p))x
= pα
∞∑
x=0
(−α
x
)
(t(1− p))x
= pα (1− t(1− p))−α
=
(
p
1− t(1− p)
)α
(3.47)
Note that the mean and variance can also be derived from the pgf:
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E(X) = P ′x(t) (3.48)
V ar(X) = P ′′x (1) + P
′
x(1)− (P ′x(1))2 (3.49)
The pgfs of the proposed SVA and SVB distributions are given in Table 3.3. The
expectations and variances here are similar to those given in Section 3.4.3.
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3.4.5 Skewness and kurtosis of SVA and SVB distribu-
tions
The skewness and kurtosis of distributions are aspects of their shape. Skewness
measures symmetry. For example, the skewness of a normal distribution is zero
as it is symmetric about its mean. The coefficient of skewness is determined using
the third moment:
γ1 =
E(X − µ)3
σ3
=
µ3
µ
3/2
2
=
1
(σ2)3/2
(
E(X3)− 3µE(X2) + 2µ3)
(3.50)
Here, µ3 is the third central moment of X, where µ3 = E(X−µ)3, and the second
central moment, µ2, is the variance. The skewness of some standard distributions
are:
(i) Poisson(λ)
γ1 =
1√
λ
(3.51)
(ii) Negative binomial, NB2(µ, α)
γ1 =
α + 2µ√
αµ(µ+ α)
(3.52)
(iii) Neyman type A(λ, φ)
γ1 =
φ2 + 3φ+ 1
(φ+ 1)
√
λφ (φ+ 1)
(3.53)
(iv) Compound Poisson-NB(λ, µ, α)
γ1 =
αµ(µ+ 3) + µ2(3 + 2α−1) + 3µ+ α
(αµ+ α + µ)
√
µλ(µ+ µα−1 + 1)
(3.54)
(v) Compound NB-Poisson(µ, α, λ)
γ1 =
λ2(α + 3µ+ 2µ2α−1) + 3αλ+ 3µλ+ α
(αλ+ µλ+ α)
√
µλ(1 + λ+ µλα−1)
(3.55)
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(vi) Compound NB-NB(µ1, α1, µ2, α2)
γ1 =
(
µ22
(
αθ + 3µ1θ + 3µ1 + 3α + 2θµ
2
1α
−1 + 2αµ2θ−1
)
+ 3µ2
(
αθ + θµ1 + α
)
+ αθ
)
·
(
αθµ2 + θµ1µ2 + αθ + αµ2
)−1
·
(
µ1µ2
(
1 + µ2 + µ2θ
−1 + µ1µ2α−1
))1/2
(3.56)
In all cases below, let K =
(
α
µ+α
)α
. For SVA NB-NB, T =
(
α
µ1+α
)
. The
skewness of SVA and SVB distributions are:
(i) SVA Poisson-NB(
e−2λαµ2
(−2e−λµ+ 6λ+ 3µ− 3)+ e−λµ(− 3e−λµ2 − 3αλ2
− 3αλµ− αµ2 + 6αλ+ 3αµ+ 3λµ+ 3µ2 − α− 3µ− 2µ2α−1
)
+ αλ+ αµ+ 3µ2 + 2µ3α−1
)
·(
µe−λ
(
e−λµ− 2λ− µ+ 1 + µα−1
)
−
(
λ+ µ+ µ2α−1
))−1/2
·(
λα + µα + µ2 − αµe−λ
(
e−λµ− 2λ− µ+ 1 + α−1µ
))−1
(3.57)
(ii) SVA NB-Poisson(
Kαλ
(
λ2 + 3λµ+ 3µ2 − 3λ− 6µ+ 1
)
+K2αλ2
(
2Kλ− 3λ
− 6µ+ 3
)
− 3Kλµ2 − λα− αµ− 3µ2 − 2µ3α−1
)
·(
Kλ
(
−Kλ+ λ+ 2µ− 1
)
+ λ+ µ+ µ2α−1
)−1/2
·(
Kλ
(
Kαλ− αλ− 2αµ+ α
)
− λα− αµ− µ2
)−1
(3.58)
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(iii) SVA NB-NB(
T 2αθµ22
(
2Tµ2 − 6µ1 − 3µ2 + 3
)
− Tαθµ2
(
− 3µ21 − 3µ1µ2
− µ22 + 6µ1 + 3µ2 − 1
)
− Tαµ22
(
− 3Tµ2 + 3µ1 + 3µ2 − 3
− 2θ−1µ2
)
− 3Tθµ1µ2 − αθ
(
µ1 + µ2 + 2θ
−2µ32 + 2α
−2µ31
)
+ 3αµ22 + 3θµ
2
1
)
·
(
Tµ2
(
Tµ2 − 2µ1 − µ2 + θ−1µ2 + 1
)
− µ1 − µ2 − θµ22 − µ21α−1
)−1/2
·
(
Tαµ2
(
2θµ1 − Tθµ2 + θµ2
− θ − µ2
)
+ αθ
(
µ1 + µ2
)
+ αµ22 − θµ21
)−1
(3.59)
(iv) SVB Poisson-NB
(
αλ+ αµ+ 3µ2 − 2µ3α−1
)
·
(
αλ+ αµ+ µ2
)−1
·
(
λ+ µ+ µ2α−1
)−1/2
(3.60)
(v) SVB NB-NB(
αθµ1 + αθµ2 + 3αµ
2
2 + 2αµ
3
2θ
−1 + 3θµ21 + 2θµ
3
1α
−1
)
·(
αθ
(
µ1 + µ2
)
+ αµ22 + θµ
2
1
)−1
·
(
µ1 + µ2 + µ
2
2θ
−1 + µ21α
−1
)−1/2
(3.61)
Kurtosis measures the heaviness of the tail of distributions. This is determined
using the fourth moment:
kurtosis =
E(X − µ)4
σ4
=
µ4
µ22
=
E(X4)− 4µE(X3) + 6µ2E(X2)− 3µ4
(σ2)2
(3.62)
The kurtosis of a normal distribution is 3 and the kurtosis of a distribution is
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often compared to that of a normal distribution, where the kurtosis coefficient is:
γ2 =
E(X − µ)4
σ4
− 3 (3.63)
A positive kurtosis coefficient imply that the distribution has a heavier tail or
sharper compared to the normal distribution, while a negative kurtosis coefficient
imply that the distribution is lighter tailed or flatter than the normal distribution
(Dodge, 2008). The kurtosis coefficients of some standard distributions are:
(i) Poisson(λ)
γ2 =
1
λ
(3.64)
(ii) Negative binomial, NB2(µ, α)
γ2 =
α2 + 6αµ+ 6µ2
αµ(µ+ α)
(3.65)
(iii) Neyman type A(λ, φ)
γ2 =
φ3 + 6φ2 + 7φ+ 1
λφ(φ+ 1)2
(3.66)
(iv) Compound Poisson-NB(λ, µ, α)
γ2 =
α2µ(6 + µ+ µ−2) + 6αµ(3 + µ+ µα−2) + µ(11µ+ 12) + 7α(α + 1)
λ(αµ+ α + µ)2
(3.67)
(v) Compound NB-Poisson(µ, α, λ)
γ2 =
7αλ(µλ2 + α + µ) + λ3(α2 + 12µ2 + 6µ3α−1) + 6λ2(α2 + 3αµ+ 2µ2) + α2
µλ(αλ+ µλ+ α)2
(3.68)
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(vi) Compound NB-NB(µ1, α1, µ2, α2)
γ2 =
(
α2θ2
(
7 + µ22 + 6µ2 + µ
−1
2
)
+ αθ2µ1
(
7 + 7µ22 + 18µ2 + 6µ
2
1µ
2
2α
−2
)
+ α2θ
(
7 + 18µ2 + 6µ
2
2 + 6µ
2
2θ
−2
)
+ 18αθµ1µ2
(
µ2 + 1
)
+ 12θ2µ1µ2
(
µ1µ2 + µ1
)
+ αµ2
(
11αµ2 + 11µ1µ2 + 12α
)
+ 12θµ21µ
2
2
)
·
(
µ1
(
αθµ2 + θµ1µ2 + αθ + αµ2
)2)−1
(3.69)
Hence these distributions are sharper than the normal distribution.
The kurtosis coefficients of the SVA and SVB distributions considered are:
(i) SVA Poisson-NB(
e−λµ
(
− 18αµ2 + 7αµ+ 12µ2 − α2µ3 + 6α2µ2 + 6αµ3 − 7α2µ
− 11µ3 + α2 − 4α2λ3 − 6α2λ2µ− 4α2λµ2 + 18α2λ2 + 18α2λµ
+ 6αλ2µ+ 12αλµ2 − 14α2λ− 8λµ2 − 18αλµ
)
+ e−2λαλµ
(
24αλµ+ 24αµ2 − 36αµ− 24µ2
)
+ e−2λαµ
(
7αµ3 − 18αµ2 − 18µ3 + 7αµ+ 18µ2
)
+ 11e−2λµ4
+ e−3λαµ
(
− 24αλµ2 + 12µ3 − 12αµ3 + 12αµ2
)
+ 6µ4
(
e−4λα2µ4 + e−λ − 1
)
+ α2λ− α2µ− 7αµ2 − 12µ3
)
·(
e−2λαµ2 − 2 e−λαλµ− e−λαµ2 + e−λαµ+ e−λµ2 − λα− µα− µ2
)−2
(3.70)
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(ii) SVA NB-Poisson(
Kαλµ
(
24K2λ2α− 24Kλ2α− 24Kλµα + 36Kλα + 12Kλµ− 6λµ
− 12µ2 − 18λα− 18µα + 4λ2α + 6λµα + 4µ2α + 14α + 18µ
)
+Kλα
(
12K2λ3α− 12K2λ2α + 18Kλ2α− 7Kλα− 7Kλ3α + λ3α
+ 7λα− 6λ2α− α
)
+ 6K4λ4α2 + 8Kλµ3 + α2µ+ α2λ+ 6µ4α−1
+ 7αµ2 + 12µ3
)
·
(
Kαλ
(
−Kλ+ λ+ 2µ− 1
)
+ λα + αµ+ µ2
)−2
(3.71)
(iii) SVA NB-NB(
12T 3µ32α
2θ
(
µ2 + θ − 2µ1θ − µ2θ
)
+ 12T 2µ1µ
2
2α
2θ2
(
2µ1 + 2µ2 − µ1α−1 − 2µ2θ−1 − 3
)
+ 6T 2µ32α
2θ
(
T 2µ2θ − 3µ2 − 3θ + 3
)
+ T 2µ22α
2θ
(
7µ22θ + 11µ
2
2θ
−1 + 7θ
)
+ 6Tµ1µ2α
2θ
(
µ1µ2 − 3µ2 − 3µ1α−1θ − µ1µ2θ + 3µ1θ
− µ1µ2α−1 + 3µ2θ + 2µ22 + 2µ21α−1θ + µ1µ2α−1θ
)
− 2Tµ1µ2α2θ2
(
2µ21 + 2µ1µ
2
2 + 4µ
2
1α
−2 + 4µ22θ
−2 + 7
)
+ 6Tµ32α
2θ
(
θ + µ2 + µ2θ
−2 + 2θ−1 − 3
)
− Tµ2α2θ
(
11µ32 + 7µ2θ + µ
3
2θ − 7µ2 − θ
)
− α2µ22
(
6µ22α
2θ−1 + 12µ2 + 7θ
)
− θ2µ21
(
6µ21θ
2α−1 + 12µ1 + 7α
)
− α2θ2
(
µ1 + µ2
))
·(
Tαθµ2
(
Tµ2 − 2µ1 − µ2 + µ2θ−1 + 1
)
− αθ
(
µ1 + µ2
)
− αµ22 − θµ21
)−2
(3.72)
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(iv) SVB Poisson-NB
(
α2λ+ α2µ+ 7αµ2 + 12µ3 + 6µ4α−1
)
·
(
αλ+ αµ+ µ2
)−2
(3.73)
(v) SVB NB-NB(
α2θ2
(
µ1 + µ2
)
+ α2µ22
(
7θ + 12µ2 + 6µ2θ
−1
)
+ θ2µ21
(
7α + 12µ1 + 6µ
2
1α
−1
))
·
(
αθ
(
µ1 + µ2
)
+ αµ22 + θµ
2
1
)−2
(3.74)
3.5 Model fitting algorithms
In this section, we discuss in detail how the pmf of the standard compound models
and their variants are computed in R (R Core Team, 2014).
3.5.1 Computation of standard compound pmf
Recall that in a standard compound distribution, the case X = 0 implies that
the second generation is zero, regardless of the values in the first generation. It
is necessary to take into account the number of zero(s) which are present in the
second generation when determining the probabilities. Hence, given X which
follows a compound A-B distribution, where the first and second generations
follow distributions with pmf a(x) and b(x) respectively, then in general:
P (X = 0) = a(0) +
∞∑
i=1
a(i) (b(0))i (3.75)
Suppose that compound models are labelled as in Table 3.4, then the com-
putation of P (X = k), where k > 0, can be obtained based on the reasoning in
Table 3.5.
Table 3.4: Generations in compound model
First generation i
Second generation k
Total k + i
In Table 3.5, each row in the second generation sums to k and the number of
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Table 3.5: Possible combinations in compound models
For X = 1:
First gen. 1 2 3 4 . . .
Second gen. 1 1 0 1 0 0 1 0 0 0 . . .
For X = 2:
First gen. 1 2 3 4 . . .
Second gen. 2 2 0
1 1
2 0 0
1 1 0
2 0 0 0
1 1 0 0
. . .
For X = 3:
First gen. 1 2 3 4 . . .
Second gen. 3 3 0
2 1
3 0 0
2 1 0
1 1 1
3 0 0 0
2 1 0 0
1 1 1 0
. . .
etc.
entries is based on the corresponding value in the first generation. The unique en-
tries in the second generation can be obtained using the restrictedparts command
in the package partitions (Hankin, 2006) in R. It is also necessary to consider
the number of distinguishable permutations when determining the probabilities
for each row in the second generation in Table 3.5. This is done by dividing the
factorial of the total number of entries for each row, by the frequency of each
number in that entry:
N !
(n1!)(n2!)(n3!) . . . (nk!)
(3.76)
For example, for the row containing (2 1 0 0) in P (X = 3), the distinguishable
permutation is 4!
1!1!2!
. Hence, using X = 3 as an example, the individual proba-
bility for each ith entry in the first generation is in Figure 3.1, and the sum of all
these probabilities will yield P (X = 3). These calculations can be performed in
R and an example will be discussed in the next section.
Neyman type A pmf
The R code in Listing 3.1 incorporates the steps of Figure 3.1 to compute the
pmf of the Neyman type A distribution. Some line comments are given after the
# symbol. Since the Neyman type A is a compound Poisson-Poisson, both A
and B are Poisson distributions, with parameters lam1 and lam2 respectively.
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Figure 3.1: Computation for P(X=3) in compound model
i P (X = 3|i)
1 a(1)× b(3)
2 a(2)× (b(3)b(0)× 2! + b(2)b(1)× 2!)
3 a(3)× (b(3)(b(0))2 × 3!
2!
+ b(2)b(1)b(0)× 3! + (b(1))3 × 3!
3!
)
4 a(4)× (b(3)(b(0))3 × 4!
3!
+ b(2)b(1)(b(0))2 × 4!
2!
+ (b(1))3b(0)× 4!
3!
)
· · · · · ·
Total P (X = 3) =
∑∞
i=1 P (X = 3|i)
1 NeyAfun = funct ion ( lam1 , lam2 , x ) {
2 i f ( x==0) {dpois (0 , lambda=exp ( lam1 ) ) + sum( dpois ( 1 : 5 00 , lambda=
exp ( lam1 ) ) ∗dpois (0 , lambda=exp ( lam2 ) ) ˆ ( 1 : 500 ) ) } e l s e
3 i f ( x==1) {sum( dpois ( 1 : 500 , lambda=exp ( lam1 ) ) ∗dpois (1 , lambda=
exp ( lam2 ) ) ∗dpois (0 , lambda=exp ( lam2 ) ) ˆ ( 0 : 499 ) ∗ ( 1 : 5 00 ) ) }
4 e l s e {
5 yy= l i s t (matrix ( ) )
6 Prob=numeric ( )
7 Prob2=numeric ( )
8 f o r ( i i n 1 : 50 ) { #we want to do t h i s from 1 to i n f t y
9 yy [ [ i ] ] = r e s t r i c t e d p a r t s ( x , i +1) #use i+1 so tha t i t a lways
s t a r t s w i th 2 p a r t i t i o n s
10 dim2 = funct ion ( s ) dim ( s ) [ 2 ]
11 dd = un l i s t ( l app l y ( yy , dim2 ) ) #number o f columns i n each mat r i x
12 f o r ( j i n 1 : dd [ i ] ) {
13 y y j = yy [ [ i ] ] [ , j ] #j t h column o f the mat r i x
14 Uniq e n t r i e s = unique ( y y j ) #l i s t o f un ique e n t r i e s i n the
column
15 No e n t r i e s fun =funct ion ( r ) length ( y y j [ y y j==r ] ) #fun c t i o n to
c a l c u l a t e number o f t imes each un ique e n t r y i n the
column occu r s
16 No e n t r i e s = mapply (No e n t r i e s fun , Uniq e n t r i e s ) #Number o f
t imes each en t r y occu r
17 Combi = f a c t o r i a l ( length ( y y j ) )/prod ( f a c t o r i a l ( mapply (No
e n t r i e s fun , Uniq e n t r i e s ) ) ) #number o f ways to ge t each
combo o f j t h column i n the mat r i x
18 Prob2 [ j ] = prod ( dpois ( Uniq e n t r i e s , lambda=exp ( lam2 ) ) ˆ(No
e n t r i e s ) ) ∗ Combi
19 }
20 Prob [ i ] = dpois ( i +1, lambda=exp ( lam1 ) ) ∗sum( Prob2 )
21 }
22 return (sum( c ( dpois (1 , lambda=exp ( lam1 ) ) ∗dpois ( x , lambda=exp ( lam2 ) )
, Prob ) ) )
23 }
24 }
Listing 3.1: R code to calculate the probabilities for the Neyman type A model
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The code in Listing 3.1 is separated into three parts, lines 2 and 3 compute
P (X = 0) and P (X = 1) respectively, whilst the following lines compute P (X ≥
2). Although theoretically this should be computed “up to infinity”, this is only
done up to 500 for X < 2, and up to 50 for X ≥ 2, as these should be sufficient
for small values of lam1 and lam2; this also reduces the computation time. Note
that the dpois command returns the Poisson probabilities based on the given
parameter.
Line 5 creates a list of empty matrices to accommodate all the possible parti-
tions (for each given x value) as of the examples in Table 3.5. Line 9 fills in the
list with each of the possible combinations as a matrix. For example, if X = 3,
then yy[[1]] is a 2× 2 matrix, yy[[2]] is a 3× 3 matrix and so on. i+1 is used in
line 9 as restrictedparts only splits numbers to two or more partitions. Line 10
creates a function dim2 to obtain the number of columns, and line 11 gives dd,
which is a vector consisting of number of columns in each matrix in the list.
Line 16 computes the number of times each unique entry in the matrix column
occurs. This is then used in line 17 which is equivalent to (3.76). Note that the
prod command returns the product of the given values.
Line 18 gives the probabilities of the second generation (right hand side of
Figure 3.1) while line 19 combines it with a(i) for i ≥ 2. Finally, line 23 sums all
the probabilities to return P (X = x).
Oliveira et al. (2016) proposed a different function to fit the Neyman type A,
where a recurrence relation is used. However, the code used here can be adapted
to fit any compound model using slight modifications, that is, by changing the
dpois command for the Poisson distribution to a function from the distribution
of interest for the first and/or second generation. Dobbie and Welsh (2001) also
highlighted that model fitting for the Neyman type A in particular is complicated
by infinite sums in its pmf.
3.5.2 Computation of SVA and SVB pmf
The computation of SVA models is more straight forward. For example, in the
case when there are no covariates, the pmf of the SVA Poisson-NB model is
obtained by running the code given in Listing 3.2, where a0 is the Poisson pa-
rameter, and b0 and c0 are the negative binomial parameters. Note that in all
cases, a log-link is used to fit the models.
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1 svaPoisNBfun = funct ion ( a0 , b0 , c0 , x ) i f ( x==0) {exp(−exp ( a0 ) ) } e l s e
{sum( dpois ( 1 : x , exp ( a0 ) ) ∗dnbinom ( ( x−(1: x ) ) , s i z e = exp ( c0 ) , mu =
exp ( b0 ) ) ) }
2 svaPoisNBden = funct ion ( a0 , b0 , c0 , x ) mapply ( svaPoisNBfun , a0 , b0 , c0 , x
)
Listing 3.2: R code to calculate the probabilities for the SVA Poisson-NB model
For SVB models, the ‘if’ function is not needed as SVB models do not follow
the zero restriction. Sample code for the SVB Poisson-NB model is given in List-
ing 3.3.
1 svbPoisNBfun = funct ion ( a0 , b0 , c0 , x ) sum( dpois ( 0 : x , exp ( a0 ) ) ∗dnbinom
( ( x−(0: x ) ) , s i z e = exp ( c0 ) , mu = exp ( b0 ) ) )
2 svbPoisNBden = funct ion ( a0 , b0 , c0 , x ) mapply ( svbPoisNBfun , a0 , b0 , c0 , x
)
Listing 3.3: R code to calculate the probabilities for the SVB Poisson-NB model
3.6 Methods of parameter estimation
3.6.1 Optimisation processes
Although previous research has emphasized the importance of having good initial
parameter estimates, it is also recognised that this is not always straightforward
(Dobbie and Welsh, 2001). In the case of zero-inflated models for biodosimetry
data, Oliveira et al. (2016) used the Poisson estimates as a starting point for
the estimation of mean of their various models, and the estimates obtained from
logistic regression for the zero parts of the zero-inflated models. Dobbie and
Welsh (2001) suggest that the Newton-Raphson method will work reasonably
well if the parameters are roughly uncorrelated. We use the general purpose
optimisation function (optim) in R to obtain parameters which minimise the
respective functions used. Although the minimisation procedure is the default
in optim and we wish to obtain the parameter estimates which maximise the
log-likelihood function of our models, this can be achieved by minimising the
negative of the log-likelihood function. Also, the optim function in R allows a
maximisation problem if control$fnscale is set to negative.
3.6.2 EM algorithm
The expectation maximisation (EM) algorithm is a two step iterative process
which was first introduced by Ceppellini et al. (1955). The EM algorithm is
commonly used to estimate parameters when there are missing data (Dempster
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et al., 1977; Do and Batzoglou, 2008). As the name suggest, this algorithm is
a two step iterative process to estimate parameters which will give a maximum
likelihood value.
Given an observed data set Y , and log-likelihood function f(X|φ) for the full
data set, we wish to estimate the set of unknown parameters θ, by maximising
Q(φ|φn) = E(log f(X|φ)|Y, φn) (3.77)
where φn is the estimate for the nth iteration.
(i) E-step: Using some initial parameter estimates (φn), compute the condi-
tional expectation, Q(φ|φn).
(ii) M-step: Choose φn+1 which maximises Q(φ|φn).
(iii) Repeat these steps until a convergence is achieved. (Becker et al., 1997)
Although the EM algorithm is easier to program, Lambert (1992) found that
the Newton-Raphson algorithm is faster when maximising log-likelihood for zero-
inflated Poisson models.
The EM algorithm was considered to estimate parameters whilst simulating
standard compound models. Nonetheless, the EM algorithm did not increase the
computation speed and hence was not used in further computation.
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Chapter 4
Simulation studies
4.1 Introduction
In this chapter, we present some simulation studies to assess the fits of standard
compound models and their variants using model selection criterion. In Section
4.2, we generated data using standard compound models and fitted the data
using Poisson models, standard negative binomial models, standard compound
models and variants of compound models. In Section 4.3, data is simulated using
SVA and SVB distributions. We discover some unique properties of the variant
models using probability plots, which include the SVA distributions having a
large P (X = 0). Hence, in Section 4.4, we compare the SVA models to hurdle
and zero-inflated models.
4.2 Simulation of standard compound models
In this section, we simulated data using standard compound models, with small
integer parameter values, of 1 to 3 in each case, as this will result in smaller
data points which will keep computation time at a minimum. For each case,
5,000 data points are simulated and a sample of 100 data points is used. The
sampled data is fitted using Poisson, negative binomial, standard compound and
variants of compound models. Their log-likelihood, AIC and BIC values are then
recorded. This process is repeated only 25 times to limit computation time. Since
computing P (X = x) for the standard compound models are slow, especially as x
increases (see Section 3.5.1), in the sampled data, only values of x when x < 13 are
considered to further reduce computation time. Table 4.1 shows the average time
taken to fit some simulated negative binomial data using models investigated.
This was carried out using a Windows 7, 64 bit desktop with Intel R© CoreTM i7
processor and 8 GB RAM. It is clear that the standard compound models are
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more time consuming to fit than the other models.
Table 4.1: Computation time taken to fit models using simulated negative binomial
data. The reported time is an average from 10 repetitions.
Models Average time (s)
Poisson 0.004
Negative binomial 0.013
SVA Poisson-NB 0.937
SVA NB-Poisson 1.565
SVA NB-NB 2.469
SVB Poisson-NB 1.262
SVB NB-NB 2.319
Neyman type A 838.272
Standard compound Poisson-NB 3, 102.870
Standard compound NB-Poisson 2, 638.072
Standard compound NB-NB 3, 346.793
In the simulation studies, the model which is favoured most (out of the 25
repetitions) is summarised in Table 4.2 based on the mean value of the first
generation distribution of the standard compound model.
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4.2. Simulation of standard compound models
Table 4.2 shows that for simulated Neyman type A data, the SVA NB-NB
model is favoured by the log-likelihood method when λ = 1 and λ = 3, but
the generating model is preferred by the AIC and BIC methods, as the extra
parameters in the SVA NB-NB model are penalised by these criteria.
For simulated standard compound Poisson-NB data, when λ = 1, the gener-
ating model is only preferred 2/9 times by the log-likelihood and AIC. Although
the Neyman type A is not favoured by the log-likelihood, the extra parameters in
the other models are penalised by both the AIC and BIC, hence the Neyman type
A is preferred a majority of the time. Similar observations are obtained when
λ = 2 and λ = 3. Figure 4.1 shows that both distributions are very similar for
some parameter values, and hence it is possible for the Neyman type A model to
be preferred by the AIC and BIC criterion even if it is not the generating model
as it also has less parameters.
Figure 4.1: Probability plots for Neyman type A and standard compound Poisson-NB
distributions, showing that some are similar to each other for specific parameter values.
For simulated standard compound NB-Poisson data, when µ = 1, the gen-
erating model is favoured in 1/9 and 2/9 cases by AIC and BIC respectively,
otherwise, the Neyman type A model is favoured most of the time. This may be
due to the similarities of the two distributions for some parameter values. Given
that for a fixed NB mean but larger NB size value, the NB distribution tends
to a Poisson distribution, the first NB generation in the compound NB-Poisson
distribution may be close to a Poisson distribution, hence it may be very similar
to the Neyman type A distribution (see Figure 4.2).
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Figure 4.2: Probability plots for Neyman type A and standard compound NB-Poisson
distributions, showing that they are similar for specific parameter values.
For simulated compound NB-NB data, the generating model is preferred by
the log-likelihood in 21/27 cases when µ1 = 1, however, the extra parameters
are again penalised by AIC and BIC. The compound NB-Poisson and standard
negative binomial models are preferred by AIC, but the latter is preferred by
BIC in most cases. When µ1 = 2, although the compound Poisson-NB model
is mostly preferred by the log-likelihood method, the Neyman type A model is
preferred by both AIC and BIC. Similar results also occur when µ1 = 3. This
scenario is illustrated in Figure 4.3. Since the two distributions are very similar
for some parameter values and the extra parameters in the standard compound
Poisson-NB are penalised, the simpler Neyman type A model is favoured by the
model selection criteria.
Figure 4.3: Probability plots for Neyman type A and standard compound NB-NB
distributions, showing their similarities for specific parameter values.
4.3 Simulated data from variants of compound
distributions and their preferred models
In this section, we investigate, using maximum log-likelihoods, AIC and BIC,
whether the generating model will be selected when data is generated from a
variant of compound distribution and refitted using the variant models. For
55
4.3. Simulated data from variants of compound distributions and their preferred
models
each of the SVA and SVB models, we generated data using varying parameter
values. For example, for the simulation of SVA Poisson-NB data, we began with
λ = 1, µ = 1 and α = 1, and then increase these by 1, up to 3, resulting in
27 different data sets. We used samples of size 1000, and refitted them to the
Poisson, NB, SVA and SVB models. Since the SVA/SVB NB NB models have
four parameters, 81 data sets are examined for these models. This procedure is
repeated 100 times, and the proportion of times when each model is chosen, using
AIC and BIC, is determined.
4.3.1 Simulation studies using SVA data
Table 4.3: Models selected by AIC and BIC for simulated SVA data sets, each with
100 repetitions. For each combination of parameter values, the model that is mostly
selected out of the 100 repetitions are recorded and the number in parentheses indicates
this proportion out of the possible combinations.
Model used to
simulate data
parameter
values
AIC BIC
SVA
Pois-NB(λ, µ, α)
(each λ is paired
with varying values
of µ and α, where
µ = {1, 2, 3} and
α = {1, 2, 3})
λ = 1 SVA Pois-NB (8/9);
NB (1/9)
SVA Pois-NB (8/9);
NB (1/9)
λ = 2 SVA NB-NB (7/9);
NB (2/9)
SVA NB-NB (6/9);
NB (3/9)
λ = 3 SVA NB-NB (7/9);
NB (2/9)
SVA NB-NB (4/9);
NB (5/9)
SVA
NB-Pois(µ, α, λ)
(each µ is paired
with varying values
of α and λ, where
α = {1, 2, 3} and
λ = {1, 2, 3})
µ = 1 SVA NB-NB (9/9) SVA NB-NB (9/9)
µ = 2 SVA Pois-NB (8/9);
SVA NB-NB (1/9)
SVA Pois-NB (9/9)
µ = 3 SVA Pois-NB (6/9);
SVA NB-NB (3/9)
SVA Pois-NB (7/9);
SVA NB-NB (2/9)
SVA NB-
NB(µ1, α1, µ2, α2)
(each µ1 is paired
with varying values
of α1, µ2 and α2,
where
α1 = {1, 2, 3},
µ2 = {1, 2, 3} and
α2 = {1, 2, 3},
giving 27 cases for
each µ1)
µ1 = 1 SVA NB-NB (24/27);
NB (3/27)
SVA NB-NB (20/27);
NB (6/27);
SVA Pois-NB (1/27)
µ1 = 2 SVA Pois-NB (20/27);
SVA NB-NB (4/27);
NB (3/27)
SVA Pois-NB (22/27);
SVA NB-NB (2/27);
NB (3/27)
µ1 = 3 SVA Pois-NB (15/27);
SVA NB-NB (8/27);
NB (4/27)
SVA Pois-NB (16/27);
SVA NB-NB (6/27);
NB (5/27)
For the simulated SVA Poisson-NB data, when λ = 1, the generating model is
selected most of the time. However, when λ = 2 and 3, SVA NB-NB is chosen as
56
4.3. Simulated data from variants of compound distributions and their preferred
models
the superior model. These results are supported by Figure 4.4, as the probability
functions of the two models are very similar for some parameter values.
Figure 4.4: Probability plots for SVA Poisson-NB and SVA NB-NB distributions,
showing that some are similar to each other for specific parameter values.
From Figure 4.4, if all parameters in both models are fixed, with the exception
of the size parameter, α1, of the first NB generation in SVA NB-NB in each plot,
then as α1 increases, this first NB generation converges to a Poisson distribution
as the variance of NB, µ+ µ2/α, converges to µ.
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Figure 4.5: Probability plots for SVA Poisson-NB and SVA NB-Poisson distributions,
showing that some are similar to each other for specific parameter values.
When data is simulated using the SVA NB-Poisson distribution, the SVA NB-
NB model is favoured when µ = 1, but the SVA Poisson-NB is favoured when
µ = 2 and µ = 3. Some of these observations are illustrated in Figure 4.5. In
these plots, the NB and Poisson generations in SVA Poisson-NB and SVA NB-
Poisson models are set to have equal parameter values. In addition, the first NB
generation in SVA NB-NB is also set to have equivalent parameter values with
the NB generations in SVA Poisson-NB and SVA NB-Poisson. The top, middle
and bottom plots represent the cases when µ = 1, 2, 3 respectively. Note that
the assumptions where one distribution is similar to the other by setting their
parameter values are only reasonable in the absence of covariates. From Figure
4.5, it is clear that when µ = 1, the SVA NB-NB distribution matches SVA NB-
Poisson more closely, but the SVA Poisson-NB distribution is closer to the SVA
NB-Poisson distribution when µ = 2 and µ = 3.
For simulated SVA NB-NB data, the generating model is favoured when µ = 1,
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otherwise, the SVA Poisson-NB is more likely to be chosen as the extra parameters
in SVA NB-NB are penalised. Figure 4.6 also shows that the SVB NB-NB and
NB distributions have very similar patterns for some parameter values. Thus,
the NB model is favoured in some cases as it has fewer parameters than the SVA
NB-NB model.
Figure 4.6: Probability plots for SVA NB-NB and NB distributions, showing that
they are similar for specific parameter values.
4.3.2 Simulation studies using SVB data
The simulation results for simulated SVB data are given in Table 4.4. Recall
that the SVB distributions are more flexible in general and resemble the negative
binomial distribution to some extent. For example, Figure 4.7 shows that the
SVB and NB distributions are very similar for the given parameter values.
Figure 4.7: Probability plots for SVB and NB distributions, showing that they are
similar for specific parameter values.
59
4.4. Comparison of SVA, hurdle and zero-inflated models
Table 4.4: Models selected by AIC and BIC for simulated SVB data sets, each with
100 repetitions. For each combination of parameter values, the model that is mostly
selected out of the 100 repetitions are recorded and the number in parentheses indicates
this proportion out of the possible combinations.
Model used to
simulate data
Parameter
value
AIC BIC
SVB
Pois-NB(λ, µ, α)
(each λ is paired
with varying values
of µ and α, where
µ = {1, 2, 3} and
α = {1, 2, 3})
λ = 1 NB (5/9);
SVB Pois-NB (3/9);
Poisson (1/9)
NB (9/9)
λ = 2 NB (6/9);
SVB Pois-NB (2/9);
Poisson (1/9)
NB (7/9);
SVB Pois-NB (2/9)
λ = 3
NB (4/9);
SVB Pois-NB (3/9);
Poisson (2/9)
NB (7/9);
SVB Pois-NB (2/9)
SVB NB-
NB(µ1, α1, µ2, α2)
(each µ1 is paired
with varying values
of α1, µ2 and α2,
where
α1 = {1, 2, 3},
µ2 = {1, 2, 3} and
α2 = {1, 2, 3})
µ1 = 1 NB (23/27);
SVB Pois-NB (4/27)
NB (27/27)
µ1 = 2 NB (21/27);
SVB Pois-NB (6/27)
NB (26/27);
SVB Pois-NB (1/27)
µ1 = 3 NB (21/27);
SVB Pois-NB (6/27)
NB (25/27);
SVB Pois-NB (2/27)
Table 4.4 shows that when data is generated using the SVB Poisson-NB dis-
tribution, the NB model is favoured most of the time. This may be due to its
resemblance to the standard NB model and the penalties on the extra parameters
in SVB Poisson-NB models by AIC/BIC. Similarly, for simulated SVB NB-NB
data, the NB model is favoured most of the time, followed by the SVB Poisson-
NB.
These results show that it is common that the generating model may not
be preferred by the model selection criteria used, and hence conclusions about
the most appropriate model for a data set should be made based on careful
interpretation and justification.
4.4 Comparison of SVA, hurdle and zero-inflated
models
Given that one of the main features of the SVA distributions is their ability to
model a large number of zeros without a zero-inflation parameter, in this section,
we simulated some SVA data and assessed their fit using SVA models, Poisson,
negative binomial hurdle models, ZIP and ZINB models.
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In the absence of covariates, the hurdle and zero-inflated distributions are
different parameterisations of the same distribution (Wilson, 2008). Hence, in
the absence of covariates, the ZIP log-likelihood matches that of the Poisson
hurdle, and the ZINB log-likelihood matches that of a negative binomial hurdle
model.
Simulations are carried out by:
(i) Simulating 5, 000 data points from a SVA distribution with no covariates.
(ii) Sampling 1, 000 data points and fit these to the Poisson hurdle, NB hurdle,
ZIP, ZINB and all SVA models.
(iii) Recording and comparing their log-likelihood, AIC and BIC.
(iv) Repeating steps (ii) and (iii) to obtain 100 repetitions for each SVA distri-
bution.
The results are presented in Table 4.5.
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4.5. Summary
From Table 4.5, for simulated SVA Poisson-NB data, the NB hurdle/ZINB
models are selected most of the time when λ = 1, otherwise, the generating model
is selected. When λ = 1 and λ = 2, the NB hurdle/ZINB models are selected all
of the time.
For simulated SVA NB-Poisson data, when µ = 1, the generating model is
favoured most of the time. However, when µ = 2 or µ = 3, SVA Poisson-NB
is preferred most of the time. Again, this can be explained using Figure 4.5, as
both models are very similar for some parameter values.
When data is simulated using the SVA NB-NB distribution, the NB hurdle/
ZINB models are preferred more than half of the time in all cases. Although SVA
NB-NB is preferred on some occasions by the log-likelihood when µ1 = 1, 2 and 3,
the extra parameters in SVA NB-NB are penalised by AIC and BIC. Hence, the
NB hurdle/ ZINB models are favoured instead.
4.5 Summary
In this chapter, we showed using simulation studies that the generating model may
not be preferred by AIC or BIC criterion all the time, especially in the presence
of simpler models, as the extra parameters are penalised. In the absence of
covariates, the probability plots show that some SVA distributions or compound
distributions may be similar to each other for some specific parameter values.
When SVA models are compared to hurdle and zero-inflated models, mixed results
are observed as the generating models are selected on some occasions, otherwise,
the other SVA models or the NB hurdle/ ZINB models are selected instead.
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Chapter 5
Applications
5.1 Introduction
In this chapter, variants of compound models are applied to three real data sets.
In Section 5.2, the relationship of citation counts for two time periods are investi-
gated. In Section 5.3, compound models and their variants are applied to citation
data without incorporating covariates. In Section 5.4, two relevant covariates are
added, using another citation data set. Given that the variants of compound
models are suitable for modelling data with a large number of zeros, Section 5.5
assesses their suitability using biodosimetry data (Oliveira et al., 2016), which
involves the counts of irregular chromosomes upon exposure to radiation. Part
of this chapter has been presented in conferences, published in, or submitted to
journals (see Appendix A).
5.2 Citation counts as two generations
Given that it is possible to interpret citation counts as the sum of two generations,
it is useful to investigate the relationship of the two generations, and check if
they are independent. This study was carried out using articles collected from
Scopus, within the field of psychology, which were divided into seven main subject
categories:
(i) Applied psychology
(ii) Clinical psychology
(iii) Developmental and educational psychology
(iv) Experimental and cognitive psychology
(v) Neuropsychology and physiological psychology
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(vi) Psychology (miscellaneous)
(vii) Social psychology
All articles were published in 2014 and their citation counts were collected in
two time periods, giving two sets of data for the same sets of articles. The first
set were gathered in November 2014, while the second were gathered in October
2016. Although articles published in November 2014 will have no time to attract
any citation in the first set, whereas articles published in January 2014 will have
up to 11 months to be cited, this is still a useful test to investigate the relationship
between early and late citations.
The relationships were inspected using conditional probabilities. If we let G1
represent the number of citations received in the first period, that is, the citation
counts in November 2014, and G2 be the number of citations received in the
second period, that is, the difference in citation counts between the second and
first set, then the relationship can be checked using:
(i) P (G2 > 0|G1 = 0)
(ii) P (G2 > 0|G1 > 0)
If these two conditional probabilities are equal, then it may be interpreted as
implying that early citations do not influence later citations. On the other hand,
if P (G2 > 0|G1 > 0) is greater than P (G2 > 0|G1 = 0), then this suggests that
early citations do influence future citations. Otherwise, if P (G2 > 0|G1 = 0) ≈ 0,
then this suggests that a zero in the first generation usually leads to a zero in the
second generation.
The results for this case study are given in Table 5.1. It is clear that in all
cases, P (G2 > 0|G1 > 0) are always greater than P (G2 > 0|G1 = 0), implying
that the generations are not completely independent. This supports the use of
SVA and SVB models in citation analysis in the following sections.
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Table 5.1: Conditional probabilities based on two time periods for all investigated
subjects.
Subject P (G2 > 0|G1 = 0) P (G2 > 0|G1 > 0)
Applied psychology 0.733 0.876
Clinical psychology 0.712 0.862
Developmental and educational psy-
chology
0.754 0.884
Experimental and cognitive psychology 0.811 0.889
Neuropsychology and physiological
psychology
0.799 0.881
Psychology (miscellaneous) 0.657 0.881
Social psychology 0.704 0.850
5.3 Citation models with no covariates
Variants of compound models, especially the SVA, might come from a two gen-
eration process, where the first generation represents citations received shortly
after a journal article has been published, and the second generation, perhaps
overlapping with the first to some extent, represents the citations received as a
result of scientists discovering an article because of its previous citations, either
directly by following citations or indirectly because more cited articles are ranked
more highly in some citation databases. SVB models may also be suitable due
to the limitations of the citation database used to analyse the citations. For ex-
ample, an article may be uncited in Scopus but cited in Google Scholar and its
Google Scholar citations could attract new second generation citations.
5.3.1 Data and methods
Data from 20 different subject areas were selected from Scopus in order to assess
the models for a wide range of different disciplines. This is important because
citation patterns are known to vary considerably between disciplines. Thelwall
and Wilson (2014a) analysed this data previously using the power law and dis-
cretised lognormal models. Each subject area is a single Scopus category and
consists of all documents of type article that were published in 2004, giving ten
years for the articles to attract citations. The total number of articles analysed
for each subject area ranged from 528 to 5, 000 (see Table 5.5). When fitting the
discretised lognormal model, one is added to all the counts as log(0) is undefined.
In this section, we investigate:
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1. Do PIG, ZIP, ZINB, Neyman type A, Polya Aeppli, and various SVA and
SVB distributions fit citation count data better than discretised lognormal
and negative binomial models?
2. If so, which model is preferable?
The models were fitted using R software (R Core Team, 2014), where the packages
gamlss (Rigby et al., 2005), MASS (Venables and Ripley, 2002), pscl (Zeileis
et al., 2008) were used to fit the PIG, negative binomial and zero-inflated models
respectively. The codes given in Section 3.5 were used to fit the SVA and SVB
models. We used an identity link and compared the models using AIC and BIC.
5.3.2 Model fitting results
The results (in terms of AIC and BIC) obtained when the models are fitted for
each subject area are given in Tables 5.5, 5.6 and 5.7. Overall, the variants of
compound models (SVA and SVB) produced a lower AIC and BIC compared to
the Neyman type A, Polya Aeppli and PIG distributions. The SVB NB-NB model
produced the lowest AIC for 13/20 subjects. The next most successful models
are the SVA NB-NB and the discretised lognormal model. The SVB Poisson-NB
and the SVB NB-Poisson each fitted best for only one subject (see Table 5.5).
Adding the zero-inflated parameter to the Poisson distribution lowered its AIC
for all subjects but this is not observed for the negative binomial model. The
zero-inflated negative binomial (ZINB) model produced a higher AIC compared
to the negative binomial model for all subjects except Ecology (see Table 5.6).
Similarly, the BIC also favoured the SVB NB-NB model as the BIC is lowest
for 9/20 subjects. This is followed by the discretised lognormal and SVA NB-NB
model, which has lowest BIC for 7/20 and 3/20 subjects respectively. Similarly
to the AIC, the SVB-Poisson-NB is favoured by BIC for one subject, which is
Rehab (see Table 5.7).
The estimated parameters for Tourism and Soil will be discussed because
they are examples of subjects which return parameter estimates and errors for
all the fitted distributions. From Table 5.2, when Tourism is fitted with the SVA
Poisson-NB model, one generation follows the Poisson distribution with mean
estimate λ = 3.22, whilst the other generation follows a negative binomial dis-
tribution with mean estimate µ = 18.77 and size estimate α = 0.57; thus the
negative binomial generation has a variance of 640.19. However, when fitted
with the SVA NB-Poisson model, the first generation follows a negative binomial
distribution with mean estimate µ = 21.53, size estimate α = 0.98, and hence
variance = 495.77, whilst the second generation follows a Poisson distribution
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with mean estimate λ = 0.01. This latter estimate in practice indicates a negli-
gible second generation. Moreover, the 95% confidence interval for λ2 in Tourism
contains zero, so the second Poisson generation here is insignificant. The esti-
mated means (µ) in both negative binomial generations are relatively larger than
the estimated means (λ) in the Poisson generations, suggesting that the major-
ity of citation counts for Tourism derive from the negative binomial generation.
This is consistent with the interpretation that the two generations occur simul-
taneously, instead of sequentially, as mentioned above. It is also interesting to
note that the sum of the estimated means from the Poisson generations and neg-
ative binomial generations of these SVA models are approximately equal to the
estimated mean when Tourism is fitted solely with the negative binomial model.
When fitted with the SVA NB-NB model, the estimated mean for Tourism in
the first NB generation (13.48) is larger than that of the second NB generation
(8.25), suggesting that the majority of citation counts for Tourism derive from
the first generation. Furthermore, the sum of the estimated means from the SVA
NB-NB model for Tourism is also approximately equal to the estimated mean
when Tourism is fitted with the negative binomial model only.
Similar results were obtained for Soil. When citation counts for Soil are fitted
with the SVA Poisson-NB model and SVA NB-Poisson model, the mean estimates
in the NB generations are much larger than those of the Poisson generations,
suggesting that the majority of citation counts from Soil derive from the NB
generation. Moreover, the sum of the estimated means for the SVA models are
approximately equal to the estimated mean for the negative binomial model only
(which is 16.93). It should be noted that the small estimates for λ2 in the case of
SVA NB-Poisson in Table 5.2 suggest that the second Poisson generation might
not exist.
Table 5.2: Estimated parameters for the negative binomial (NB), SVA Poisson-NB,
SVA NB-Poisson and SVA NB-NB models.
Sub.
NB SVA Poisson-NB SVA NB-Poisson SVA NB-NB
µ α λ1 µ2 α2 µ1 α1 λ2 µ1 α1 µ2 α2
Tourism 21.5 1.0 3.2 18.8 0.6 21.5 1.0 0.0 13.5 1.3 8.3 0.1
Soil 16.9 0.7 2.3 16.1 0.6 16.9 0.7 0.1 13.8 0.8 3.5 0.0
Table 5.3 compares estimated parameters for the NB model against those of
the SVB models. Similarly to the SVA distributions, Tourism and Soil depends
largely on the generation that derives from the NB distribution, as the λ estimates
are relatively smaller than the µ estimates. Furthermore, the sum of the two µ
estimates for the SVB NB-NB models (21.533 and 16.931) are also similar to the
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estimates from the NB distribution.
Table 5.3: Estimated parameters for the NB, SVB Poisson-NB and SVB NB-NB
models.
Sub.
NB SVB Poisson-NB SVB NB-NB
µ α λ1 µ2 α2 µ1 α1 µ2 α2
Tourism 21.5 1.0 1.4 20.1 0.8 14.8 0.4 6.8 1.2
Soil 16.9 0.7 0.1 16.8 0.7 4.9 0.1 12.0 0.8
Standard errors for SVA and SVB distributions
The associated standard errors for the estimated parameters for all subjects are
given in Appendix C. Figures 5.1 and 5.2 show the mean and size estimates for
the first and second generations of the SVB NB-NB model. Visual, Literature
and Rehab were excluded as standard errors could not be obtained as a result of
singular hessian matrices.
Although the SVB NB-NB model has the lowest AIC/BIC for most subjects,
the model returned very large standard errors, resulting in large confidence in-
tervals, as shown in Figures 5.1 and 5.2, indicating that this SVB NB-NB model
is impractical, as the parameter estimates will be less precise. This result could
possibly be due to the nature of citations differing from that of the larvae studied
by Neyman. With larvae and their offspring it is clear which generation of pop-
ulation a larvae originates from but this is not the case with citations. Usually
it will be far from clear cut which generation a given citation might belong to,
which in turn leads to difficulties estimating the mean number of citations for
that generation, and hence the large associated standard errors.
Figure 5.1: Mean (µ) estimates of the SVB NB-NB model for first and second
generations with 95% confidence intervals
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Figure 5.2: Size (α) estimates of the SVB NB-NB model for first and second gener-
ations with 95% confidence intervals
Further simulation studies were carried out using the SVA and SVB models
to check if similar error patterns are obtained. In each case, 1000 data points
are simulated using known fixed parameters, selected at random, and refitted to
the models. These cases are each repeated 2000 times. For each repetition, the
estimated parameters are recorded. The associated standard errors are obtained
using the standard deviation of the estimated parameters. A summary of the
results obtained is in Table 5.4.
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Table 5.4: Results obtained when simulated SVA or SVB data are refitted to the
simulation model. The presented estimated parameters are means from 2000 repetitions.
Simulation model Coefficients Standard errors
SVA Poisson-NB(2, 3, 1)
λ 2.003 0.079
µ 2.995 0.140
α 1.009 0.104
SVA NB-Poisson(3, 1, 2)
µ 2.99 0.139
α 1.003 0.067
λ 2.004 0.123
SVA NB-NB(10, 3, 8, 1)
µ1 10.234 1.879
α1 6.636 65.204
µ2 7.755 1.914
α2 1.200 4.289
SVB Poisson-NB(2, 3, 1)
λ 2.025 0.014
µ 3.039 0.039
α 1.048 0.025
SVB NB-NB(5, 3, 4, 2)
µ1 5.086 1.785
α1 97.414 925.658
µ2 3.913 1.788
α2 4.092 47.753
Table 5.4 shows that the α1 estimate of both the SVA NB-NB and SVB NB-
NB vary largely, with large associated error. Hence it can be concluded that both
the SVA NB-NB and SVB NB-NB are impractical when modelling data with no
covariates.
Figure 5.3: Log of the mean (µ) estimates for the discretised lognormal distribution
with 95% confidence intervals
On the other hand, the 95% confidence intervals for all subjects except Visual
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for the discretised lognormal distribution (Figure 5.3) are much narrower com-
pared to those for the SVB NB-NB model. This indicates that the discretised
lognormal distribution is more suitable in practice when there are no covariates.
Randomised quantile residual plots
The models are further examined using randomised quantile residual plots. In
this section, the plots for Tourism will be discussed in detail, the plots for the
other subjects are given in Appendix E. Dunn and Smyth (1996) suggest plotting
four realisations of the quantile residuals to account for the randomisation, in case
some inconsistent patterns are present, but only one realisation is presented here
as the patterns are preserved.
The randomised quantile residual plot obtained when the negative binomial
model is fitted to Tourism is given in Figure 5.4. The plotted points are roughly
on the line, indicating that the negative binomial model is a good fit. The last
outstanding point indicate that the largest observed count of 257, is bigger than
that expected under the negative binomial model. However, this is negligible as
it refers to the 99.9th percentile, since P (Z < 3) = 0.9987.
Figure 5.4: Randomised quantile residual plot for Tourism when fitted with the nega-
tive binomial model.
The randomised quantile residual plots for discretised lognormal, SVA and
SVB models are given in Figure 5.5. The plot for the discretised lognormal model
shows that for values that are approximately after the 97th percentile, (since
P (Z < 2) = 0.977), which refers to citation counts in the range of 108− 257, the
observed counts are less than the expected under the fitted discretised lognormal
model. However, since this only accounts for about the top 2% of data, the model
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is still adequate. Overall, the plots in Figure 5.5 indicate that the fitted SVA and
SVB models are also adequate.
Figure 5.5: Randomised quantile residual plots for Tourism when fitted with discretised
lognormal, SVA and SVB models.
5.3.3 Discussion and summary
The large standard errors in the SVB models could be due to the increased flex-
ibility of the model, because SVB models can have a zero in the first generation
followed on by a non-zero in the second generation, increasing the possible vari-
ation in the distribution. This scenario is possible for citations, albeit perhaps
rare. For example, ‘Sleeping Beauties’ attract many citations after a long period
without any (Van Raan, 2004). The variant models, especially SVA, replicate to
some extent the rich get richer or Matthew effect introduced by Merton (1968),
because more citations in the first generation tend to lead to more citations in
the second generation. However, whilst the Matthew effect is an ongoing process,
the SVA increase occurs only in a single leap, in the transition from the first to
second generation.
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Although the SVB NB-NB model produced the lowest AIC and BIC in many
cases, it is also associated with large standard errors of parameter estimates, and
it could be argued that the large standard errors render this model impractical.
On the other hand, the discretised lognormal model tends to have good AIC
and BIC (being the next most successful model), and the parameter estimates
nearly always have smaller errors. However, due to the nature of the different
models, this direct comparison of standard errors can be misleading. Given that
the use of SVB models in citation analysis is uncommon, and the property of
having large associated standard errors in the parameter estimates outweighs
the low AIC/BIC, this may be of limited interest to the community. On the
other hand, SVA models tend to have smaller standard errors than SVB, and
are more practical, and thus SVA models are recommended for future citation
analysis as a possible alternative to the discretised lognormal. On a theoretical
level, the good fits found for some of the proposed variants of compound models
give evidence that there may be (at least) two important and separate processes
that govern the citing practices of authors. For one of these processes, existing
citations are irrelevant for new citations, and for the other, they are relevant.
In both circumstances, a larger mean in the first generation will on average,
lead to a larger mean in the second generation. This property demonstrated
by the variants of compound models, which is a partial rich-get-richer effect,
indicates that an article might have low citation counts because it missed out
on the first generation. Therefore, the two processes highlight the importance of
early publicity for research. In other words, if authors publicise their research
during the early stage, then this initial interest may attract more citations in the
second generation.
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5.4. Citation analysis with covariates
5.4 Citation analysis with covariates
Motivations and factors that influence citing practises are of interest to help
understand the influences behind citations and hence how to interpret citation
counts (Case and Higgins, 2000; Didegah and Thelwall, 2013a). Vieira and Gomes
(2010) showed that the number of co-authors and affiliations has an effect on the
citation rate of a paper. Here, we incorporated two other covariates, number of
authors and number of affiliated countries (i.e., the number of countries listed
in the addresses of the authors, reflecting the degree of internationality of any
collaboration), into our models. Both were extracted from the Scopus records of
the articles. The correlation between the two covariates is low, hence there is no
problem with collinearity.
5.4.1 Data and methods
The citation data analysed in this section was extracted from Scopus in 2015,
and consists of counts of citations to journal articles published in 2009 from
24 different subject areas (see Table 5.8). The time frame, also known as a
citation window, gives articles six years to attract citations, allowing us to obtain
a more stable pattern. It is also vital to incorporate different areas as citation
behaviour varies across disciplines (Leydesdorff, 2013). For example, articles in
medical journals tend to receive more citations than the articles in social science
and humanities journals (Rauhvargers, 2011). Citation counts are therefore only
comparable within a field, but not between fields.
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Table 5.8: The subjects investigated and their name abbreviations
Original subject names
Abbreviated
subject names
No. of
articles
Applied Mathematics Applied maths 6, 411
Aquatic Science Aquatic 9, 123
Archeology (arts and humanities) Archeology 1, 212
Biochemistry (medical) Biochemistry 3, 279
Biomedical Engineering Biomedical 4, 796
Biophysics Biophysics 8, 601
Care Planning Care planning 266
Cellular and Molecular Neuroscience Neuroscience 7, 476
Chemical Health and Safety Chemical health 243
Computer Graphics and Computer Aided Design Computer 3, 537
Condensed Matter Physics Physics 5, 810
Developmental and Educational Psychology Developmental 7, 338
Earth Surface Processes Earth 6, 188
Education Education 6, 937
Electronic Optical and Magnetic Materials Electronic 4, 826
Environmental Chemistry Environmental 8, 839
Inorganic Chemistry Inorganic 9, 330
Management Information Systems Management 1, 830
Microbiology Microbiology 8, 701
Nuclear Energy and Engineering Nuclear 5, 300
Oral Surgery Oral surgery 389
Pharmacology Pharmacology 3, 769
Small Animals Small animals 1, 063
Statistics Probability and Uncertainty Statistics 5, 011
In this section, we compare the fits of negative binomial, Neyman type A,
Polya Aeppli, SVA and SVB models. We model all parameters using a log-link
and the quadratic model:
Citation count ∼ Number of authors + Number of affiliations (5.1)
The NB size parameter is assumed to be constant. All models were fitted using R
(R Core Team, 2014) and parameters were estimated using maximum likelihood
estimations via the optim function using code presented in Section 3.6. We fitted
the standard negative binomial models using the MASS (Venables and Ripley,
2002) and gamlss (Rigby et al., 2005) packages in R. Note that when fitting the
standard negative binomial model in gamlss, the variance function is µ + µ2α.
79
5.4. Citation analysis with covariates
We made slight modifications to the code used by Oliveira et al. (2016) to fit the
Neyman type A and Polya-Aeppli models. In addition, models were compared
using the Akaike Information Criterion (AIC) and Bayesian Information Criterion
(BIC).
5.4.2 Results
The results in terms of log-likelihood, AIC and BIC are presented in Tables
5.9, 5.10 and 5.11. We found that both AIC and BIC produced similar results by
selecting the same superior models for most subjects, except for 6 subjects, which
are Biophysics, Cellular and Molecular Neuroscience, Computer Graphics and
Computer Aided design, Inorganic Chemistry, Management Information Systems,
and Microbiology. Although the SVB models are more flexible, it is clear that the
SVA models are better in terms of log-likelihood, AIC and BIC. The SVA NB-
NB model was favoured by AIC and BIC in 12/24 and 8/24 subjects respectively,
while BIC also favoured the negative binomial model in 8/24 cases.
Whilst opinions differ about the minimum difference between AICs to be
significant, in 14/24 models, the AIC of the ‘superior’ model was at least 23 less
than the next best model, showing that the winner is clear cut.
The estimated coefficients for the fitted models are given in Appendix D.
Focusing on the estimated coefficients for the SVA NB-NB model (see Table
5.12), in most subjects, the number of affiliated countries has a greater impact on
the estimated mean than does the number of authors. The estimated coefficients
for the parameters of the SVA NB-NB model confirms the findings of Nomaler
et al. (2013) that the number of affiliated countries has a bigger impact on the
number of citations received compared to the number of authors.
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Randomised quantile residual plots
The models are further examined using randomised quantile residual plots. In this
section, the plots for Applied Mathematics and Aquatic Science will be discussed
in detail. The plots for the other subjects are given in Appendix F.
Applied Mathematics
The randomised quantile residual plot obtained when negative binomial model is
fitted to Applied Mathematics is in Figure 5.6. The plot shows that there are large
positive residuals, for values that are approximately after the 97th percentile (since
P (Z < 2) = 0.977), which refer to citation counts above 50, the observed quantile
residuals are larger than those expected under the standard normal distribution.
This indicates that the large citation counts (in the range of 50−743) for Applied
Mathematics are larger than expected under the fitted negative binomial model.
However, as this only applies for relatively small number of data thus this model
is still adequate.
Figure 5.6: Randomised quantile residual plot when Applied Mathematics are fitted
with the negative binomial model.
The randomised quantile residual plots for the SVA and SVB models are given
in Figure 5.7. Similar to the negative binomial model, all models, apart from SVA
NB-NB, produce large positive residuals. Comparing all the plots in Figure 5.7,
it is clear that the SVA NB-NB model is the most suitable.
It is noted that the randomised quantile residual plots compare the cumulative
distribution of the observed data against those expected from the null model. This
neglects the individual counts as an excess count may be counterbalanced if only
few are present thereafter. For example, under the null model, whilst an excess
number of zeros are present in the data, the observed number of ones are less than
expected, if the number of observations of the former counterbalances the latter,
then the cumulative distribution will still be consistent with the null model. It
is difficult to detect this using the randomised quantile residual plots. Hence an
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alternative method which take individual counts into consideration is discussed
in Chapter 6.
Figure 5.7: Randomised quantile residual plots for Applied Mathematics when fitted
with the SVA and SVB models.
Aquatic Science
When the negative binomial model is fitted to Aquatic Science, the associated
randomised quantile residual plot in Figure 5.8 is obtained. Here, the sample
and theoretical quantiles are consistent up to about the 97th percentile, which are
citation counts less that 42. Beyond this and up to 374, large positive residuals
are present, indicating that the observed counts (between 42 − 374) are greater
than the expected under the negative binomial model.
The randomised quantile residual plots for Aquatic Science when fitted with
the SVA and SVB models are given in Figure 5.9. Similar to the negative bi-
nomial model, large positive residuals are observed after approximately the 97th
percentile for all other models, except for SVA NB-NB, which is the most suitable.
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Figure 5.8: Randomised quantile residual plot when Aquatic Science are fitted with
the negative binomial model.
Figure 5.9: Randomised quantile residual plot when Aquatic Science are fitted with
the SVA and SVB models.
5.4.3 Discussion and summary
We compared our proposed variants of compound models to other standard mod-
els such as negative binomial, and obtained mixed results. In rare cases, “NA”
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is obtained, indicating that the model is inappropriate for that subject. Further
studies on the reasons for this occurrence may be beneficial, however this is not
performed in this thesis as the models provide a good fit in general.
The suitability of some of the proposed variants of compound models in our
results gave evidence that there are (at least) two important processes governing
the citing practises of authors. Our results also show that the number of affiliated
countries has a greater impact than that of number of authors, which is consistent
with previous findings. In addition, the estimated coefficients obtained in the
second NB generation are larger compared to those in the first NB generation in
SVA NB-NB models, which is consistent with the ‘rich get richer’ effect, as the
initial interest/citations leads to more second generation citations. Nevertheless,
due to the varying citation behaviour across different fields, it is important to
note that our results are subject specific, and thus cannot be used to directly
compare subjects across different fields.
5.5 Biodosimetry analysis
The field of biodosimetry is important especially in long term health risk studies,
as it involves measurements of biological markers, such as frequency of chromo-
some aberration, following radiation exposure (Simon et al., 2010). Research
generally focus on the identification of appropriate distributions for the cytoge-
netic dose-response curve (Oliveira et al., 2016), that is, to estimate the initial
response distribution, given some radiation doses. Often only the frequency of
abberrated chromosomes is observed, without the knowledge of exposed radia-
tion doses. Hence, having an adequately correct response distribution will aid in
assessing patients quicker in the case of large scale radiation accidents (Romm
et al., 2013). It is common for the response variable to be in the form of counts,
and hence count models such as compound models, and particularly compound
Poisson models are commonly used in this field. For example, Virsik and Harder
(1981) and Puig and Barquinero (2011) classed the first generation as the particles
traversing a cell nucleus, and the second generation as the number of dicentrics,
which are abnormal chromosomes with two centromeres, produced by each of
these particles.
The analysis in this section includes the application of SVA and SVB models to
biodosimetry data. Although there are no rationale interpretation when applying
these models, as a dicentric chromosome is unlikely to influence its neighbouring
chromosome, it may be useful to compare the use of compound models to their
variants. This analysis may still be used as an illustrative example, where models
are used without practical justification.
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5.5.1 Data and methods
Two biodosimetry data sets with different radiation exposure, which were previ-
ously analysed by Oliveira et al. (2016) are considered in this thesis.
The first is previously collected by Romm et al. (2013) and also analysed
by Oliveira et al. (2016). The data set contains the frequency of automatically
detected dicentric chromosomes, which were exposed to eight uniform doses of
Cobalt-60 gamma rays. The sample size of this data set is 15, 639.
The second data set is collected by Di Giorgio et al. (2004) and also analysed
by Oliveira et al. (2016) and Puig and Barquinero (2011). In the experiment,
peripheral blood samples were exposed to ten doses of 1480 MeV oxygen ions
and the frequency of dicentric chromosomes were recorded. This data set has
sample size 8, 160. In all cases, a log-link and the quadratic model:
Mean number of dicentric chromosomes ∼ dose+ dose2 (5.2)
is used, allowing us to obtain results that are comparable with those of Oliveira
et al. (2016).
5.5.2 Results
The results for the exposure of Cobalt-60 gamma rays are given in Table 5.13. The
Neyman type A gave the lowest AIC and BIC, followed by the standard compound
Poisson-NB and the compound NB-Poisson models. Athough the compound NB-
Poisson and the compound NB-NB models have similar AIC, the compound NB-
Poisson model has a lower BIC. However, the variant models have very similar
log-likelihoods as the compound models. Moreover, the difference in AIC/BIC
are very small, for example the AIC of the SVA Poisson-NB model is only 7 more
than that of the Neyman type A model. Hence we deduce that our proposed
variant models have similar fits to the standard compound models. Diagnostic
plots of distributions of residuals (see Figure 5.10) show that the variant models
and the standard compound models fit equally well.
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Table 5.13: Models fitted to biodosimetry data set one.
Models Parameters Log-likelihood AIC BIC
Neyman type A 6 −3, 738.2 7, 488 7, 534
Compound Poisson-NB 7 −3, 738.1 7, 490 7, 544
Compound NB-Poisson 7 −3, 739.4 7, 493 7, 546
Compound NB-NB 8 −3, 738.4 7, 493 7, 554
SVA Poisson-NB 7 −3, 740.5 7, 495 7, 549
SVA NB-Poisson 7 −3, 741.5 7, 497 7, 551
SVA NB-NB 8 −3, 740.5 7, 497 7, 558
SVB Poisson-NB 7 −3, 749.4 7, 513 7, 566
SVB NB-NB 8 −3, 749.4 7, 515 7, 576
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Table 5.14 shows that for the second data set, the Neyman type A is the
superior model, followed by the compound NB-NB model and the compound
NB-Poisson model. Nonetheless, our proposed variant models have similar fits to
previously used models, especially in terms of log-likelihoods. For example, the
log-likelihood of SVA NB-NB and SVB NB-NB is only about 6 more than that of
the compound Poisson-NB model. Further examination using randomised quan-
tile residual plots (see Figure 5.11) showed that the fits of the models, especially
SVA NB-NB and SVB NB-NB, are equally good.
Table 5.14: Models fitted to biodosimetry data set two.
Models Parameters Log-likelihood AIC BIC
Neyman type A 6 −2, 845.2 5, 702 5, 744
Compound Poisson-NB 7 −2, 850.9 5, 716 5, 765
Compound NB-Poisson 7 −2, 847.8 5, 710 5, 759
Compound NB-NB 8 −2, 843.5 5, 703 5, 759
SVA Poisson-NB 7 −2, 904.5 5, 823 5, 872
SVA NB-Poisson 7 −2, 904.5 5, 823 5, 872
SVA NB-NB 8 −2, 856.6 5, 729 5, 785
SVB Poisson-NB 7 −2, 904.5 5, 823 5, 872
SVB NB-NB 8 −2, 856.6 5, 729 5, 785
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5.5.3 Discussion and summary
We compared the fit of standard compound models and their variants to bio-
dosimetry data and found that their fits are quite similar especially in terms of
log-likelihood. Given that there is no obvious justification for the use of these
variants, as it is difficult to interpret the number of abberated chromosomes as
two generations, it is unsurprising that these variants are not selected by the
model selection criteria, whilst the standard compound models, which have ap-
propriate interpretations, are favoured instead. Thus, it is arguable that even if
the AIC/BIC of the variant models were superior, the standard compound models
should still be used.
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Chapter 6
Christmas tree plots for model
validation
In the previous chapter, randomised quantile residual plots were used for model
checking. In this chapter, we investigate the use of an alternative method for
model validation to see if similar results will be obtained. Wilson and Einbeck
(2015) have proposed a new test to check for number inflation or deflation relative
to a count model. For example, if data are fitted with a Poisson model, the
test examines the expected number of 0, 1, 2, . . . relative to the Poisson model
and compares these with the data. A diagnostic plot, referred as a “Christmas
tree plot” was also introduced to illustrate the results from the test so that the
suitability of a model may be assessed diagrammatically. Initial research by
Wilson and Einbeck (2015, 2016) focused mainly on testing the null hypothesis
of a Poisson model against the alternative hypothesis of a zero-modified Poisson
model. Einbeck and Wilson (2016) extended this by providing guidelines to assess
model fits for any count regression models. In this chapter, we investigate the use
of Christmas tree plots by extending this method to our proposed variant models
applied in citation analysis.
6.1 Background
Let Y = {y1, y2, . . . , yn} be n independent random observations, derived from a
count distribution, F (µi,Θ), where Θ is a vector of covariates, and µi = E(yi|θi).
Say c ∈ [0,max(Y )], and suppose we wish to investigate if the number of observed
c, N(c), in Y is consistent with a fitted distribution F .
Let pi(c) = P (Y = c|µˆi, θˆi), and Xc be a Bernoulli random variable with
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parameter pi(c) where:
Xc =
1 if Y = c0 otherwise (6.1)
In the presence of covariates, that is, when µi depends on covariates, pi(c)
varies, Xc is a Bernoulli random variable with varying pi, then the sum, N(c) =
X1 + X2 + . . . + Xc is a Poisson-Binomial random variable with parameters
p1(c), p2(c), . . . pn(c) and pmf:
P (N(c) = k) =
{
n∏
i=1
(1− pi(c))
} ∑
i1<...<ik
wi1 . . . wik (6.2)
where wi =
pi(c)
1− pi(c) , for i = 1, . . . , n, and the summation is over all possible
combinations of distinct i1, . . . ik from {1, . . . , n} (Chen and Liu, 1997). The R
package poibin (Hong, 2013) may be used for the computation of the Poisson-
Binomial distribution. Note that the Poisson-Binomial distribution is different
from a compound Poisson Binomial distribution. In the absence of covariates, all
the µi are equal, N(c) is the sum of n independent Xi Bernoulli random variables
with equal pi(c), and N(c) is therefore a binomial random variable.
This test enables the computation of upper and lower limits for the expected
values of N(c), known as fluctuation intervals, at some significance level α. The
fluctuation interval is a similar concept to the confidence interval. Whilst confi-
dence intervals are defined for an estimated statistical parameter, this is not the
case for fluctuation intervals. For instance, a (1− α)× 100% fluctuation interval
for N(k) has lower and upper limits, denoted lα(c) and uα(c) respectively. If
approximately (1 − α) × 100% of N(c) values are within the limits, then it is
consistent with the fitted distribution F .
The techniques of this test may be illustrated in diagnostic plots known as
“Christmas tree plots” for visualisation purposes. A median adjustment has been
proposed to obtain a clearer plot. Following Einbeck and Wilson (2016), these
plots are constructed for a chosen interval, C = [ca, cb], by:
(i) Fitting the model, F (µi, θi) to the data, Y and obtaining the estimates, µˆi
and θˆ from the fitted model.
(ii) Obtaining estimates of pˆi(c) for c in ca, . . . , cb. Using a Poisson-Binomial
distribution under count data model F , estimate the median, m(c) =
med(N(c)), lower, lα(c) and upper, uα(c) limits of the (1 − α) × 100%
fluctuation interval for N(c).
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(iii) Adjusting the limits by computing the median adjusted bounds, bα(c) =
lα(c)−m(c) and b¯α(c) = uα(c)−m(c).
(iv) Plotting the functions bα(c) and b¯α(c) against c. Adding the adjusted ob-
served counts, A(c) = N(c)−m(c) of the observed data Y to the same plot
to obtain reasonable comparisons.
Other possible further adjustments to the response variable, such as applying
the natural log or using the square root upon median adjustment have also been
investigated but these did not improve the clarity of the plots. Thus, only the
median adjustment is used here.
6.1.1 Example
We illustrate the test using the classical example of horse kicks data (von Bortkiewicz,
1898), which contains the number of deaths of soldiers in the Prussian army from
horse kicks. The soldiers were from 10 army corps and the deaths were observed
over 20 years. If the Poisson model is fitted to the data and 90% fluctuation
intervals are computed, then the observed number, lower and upper limits of the
fluctuation intervals relative to the Poisson model are given in Table 6.1.
Table 6.1: Horse kick data with lower and upper limits for 90% fluctuation intervals.
c N(c) l0.10 u0.10 m(c) b0.10(c) b¯0.10(c)
0 109 97 120 109 −12 11
1 65 55 77 66 −11 11
2 22 13 27 20 −7 7
3 3 1 8 4 −3 4
4 1 0 2 0 0 2
5 0 0 1 0 0 1
The results in Table 6.1 may be illustrated using Christmas tree plots, as
shown in Figures 6.1 and 6.2. Although the median adjustment is not used in
Figure 6.1, it is still clear that the observed counts are within the upper and lower
boundaries. Figure 6.2 shows the Christmas tree plot when a median adjustment
is applied to the boundaries and the counts. This is useful as it will give a clearer
illustration in cases when the boundaries are very close.
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Figure 6.1: A Christmas tree plot for the horsekick data, relative to a Poisson model.
The orange lines are the boundaries while the green crosses are the observed counts.
Figure 6.2: A Christmas tree plot for the horsekick data using median adjusted counts,
relative to a Poisson model. The orange lines are the adjusted boundaries while the green
crosses are the median adjusted counts.
Einbeck and Wilson (2016) have provided a comprehensive guideline to gen-
eralise this test to any count distribution, and applied this to biodosimetry data
which consist of small data values of 0 up to 7. We further extend the application
of this test using citation data, which spans a much larger range of data values,
relative to proposed distributions in this thesis.
6.2 Christmas tree plots for simulated SVA and
SVB data
The use of diagnostic plots are first investigated using simulated data from SVA
and SVB distributions. This is carried out using randomly selected fixed pa-
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rameter values for each distribution. In each case, data points are simulated and
refitted using the same distribution without incorporating any covariates. For ex-
ample, the diagnostic plot for simulated data using the SVA Poisson-NB(3, 2, 1)
distribution is given in Figure 6.3. As expected, the observations in Figure 6.3
are consistent with their probabilities. The median adjusted counts of the first
few numbers are zeros because the probabilities of those points are also close to
zero. The probabilities then increase for data values up to about 25, and then
decrease. Since the fitted model is also the simulation model, it is unsurprising
that the observed counts are scattered largely within the fluctuation intervals,
indicating a good fit.
Figure 6.3: A Christmas tree plot for 1000 data simulated from a SVA Poisson-
NB(3, 2, 1) distribution. The orange lines denote the 90% fluctuation intervals while
the green crosses are the observed median adjusted counts.
Similar plots are obtained for data simulated from SVA NB-Poisson and SVA
NB-NB distributions (see Figures 6.4 and 6.5), indicating suitable fits. In both
plots, approximately 90% of the median adjusted counts are within the bound-
aries, indicating that the models are adequate.
One puzzling feature of the plots is the presence of unexpected spikes in the
fluctuation bounds. This may be a consequence of estimating quantiles of discrete
data. Adoption of methods proposed by Ma et al. (2011) to formulate quantiles
of discrete distributions may remove this feature but this is not considered here
as it will further complicate the testing procedure.
Figures 6.6 and 6.7 show the Christmas tree plots when data are simulated and
refitted using the proposed SVB distributions. In both diagrams, approximately
90% of the observed median adjusted counts lie within the boundaries, indicating
a good fit.
Overall, this section gives evidence that if data are simulated from SVA and
SVB distributions and refitted with the generating model, then the Christmas
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tree plots indicate that the models are adequate, because approximately 90% of
the points are within the boundaries.
Figure 6.4: A Christmas tree plot for 1000 data simulated from a SVA NB-
Poisson(3, 1, 2) distribution. The orange lines denote the 90% fluctuation intervals
while the green crosses are the observed median adjusted counts.
Figure 6.5: A Christmas tree plot for 1000 data simulated from a SVA NB-
NB(3, 1, 2, 1) distribution. The orange lines denote the 90% fluctuation intervals while
the green crosses are the observed median adjusted counts.
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Figure 6.6: A Christmas tree plot for 1000 data simulated from a SVB Poisson-
NB(3, 2, 1) distribution. The orange lines denote the 90% fluctuation intervals while
the green crosses are the observed median adjusted counts.
Figure 6.7: A Christmas tree plot for 1000 data simulated from a SVB NB-
NB(3, 1, 2, 1) distribution. The orange lines denote the 90% fluctuation intervals while
the green crosses are the observed median adjusted counts.
6.3 Christmas tree plots for citation data with
no covariates
This section applies the Christmas tree plots to the citation data of Section 5.3.
The median adjustment is used for all plots to produce clearer diagrams and
the plots for Tourism are discussed in detail to allow comparison with the results
made from the randomised quantile residual plots in Section 5.3.2. The Christmas
tree plots for the other subjects are presented in Appendix G.
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6.3.1 Tourism
Using the procedures discussed in Section 6.1 and in Einbeck and Wilson (2016),
a Christmas tree plot is obtained. Figure 6.8 shows the Christmas tree plot when
a negative binomial model is fitted to Tourism data.
Figure 6.8: A Christmas tree plot for Tourism when fitted with the negative binomial
model. The orange lines denote the 90% fluctuation intervals while the green crosses
are the observed median adjusted counts.
In Figure 6.8, a few points are outside of the boundaries. For example, when
c = 0, A(0) = −13, but this is less than the lower boundary, as b0.1(0) = −8. The
other cases when the median adjusted counts are outside the boundaries of the
90% fluctuation intervals are given in Table 6.2. Nonetheless, this is still accept-
able as approximately 90% of the adjusted counts are still within the boundaries.
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Table 6.2: Cases when Tourism citation counts are outside the adjusted boundaries
for 90% fluctuation intervals when fitted with the negative binomial model.
c N(c) l0.10 u0.10 m(c) A(c) b0.10(c) b¯0.10(c)
0 15 20 37 28 −13 −8 9
4 34 15 31 22 12 −7 9
6 32 13 28 20 12 −7 8
11 24 10 23 16 8 −6 7
27 3 4 13 8 −5 −4 5
120 2 0 1 0 2 0 1
140 1 0 0 0 1 0 0
257 1 0 0 0 1 0 0
At about c = 140, the lines indicating the upper and lower boundaries merge.
This is because for c = 140, P (c ≥ 140) < 0.10. Hence, based on the Poisson-
Binomial distribution, P (N(c) = 0 | c ≥ 140) > 0.90. Thus, for any k ≤ 90, the
kth quantile is 0. We regard the point at which the upper and lower boundaries
intersect as a threshold. Consequently, c = 140 is used as the threshold and this
corresponds to the 99.8th quantile. In the observed data, a data value c = 140,
which lies on the threshold, was observed. The point c = 257 was also observed
that is greater than the threshold and thus this point is inconsistent with the
negative binomial model (as illustrated in Figure 6.8). This may occur because
there exist covariates which boost the citation counts of this particular article,
but are omitted in the model. Thus this point may escalate the mean or largely
influence the dispersion of the negative binomial model.
For the fitted discretised lognormal, SVA and SVB models, the number of
observations outside the boundaries, threshold and number of points beyond the
threshold are recorded (see Table 6.3). Although the threshold values differ for
different models, only one observed count (c = 257) lies beyond the thresholds
for all models considered here for Tourism.
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Table 6.3: Results for Tourism.
Models
Number of
observations
outside the
boundaries
Threshold
Number of
observations
beyond the
threshold
Discretised lognormal 2 c = 192 1
SVA Poisson-NB 5 c = 162 1
SVA NB-Poisson 8 c = 140 1
SVA NB-NB 4 c = 183 1
SVB Poisson-NB 3 c = 151 1
SVB NB-NB 2 c = 170 1
Prior to fitting the discretised lognormal model, one is added to all citation
counts in Tourism. The Christmas tree plot relative to the discretised lognormal
model in Figure 6.9 indicates a good fit.
If the SVA Poisson-NB model is fitted to Tourism data, five points lie out-
side the boundaries. The details of these 5 points are given in Table 6.4. The
associated Christmas tree plot in Figure 6.10 indicates that the SVA Poisson-NB
model is adequate.
Table 6.4: Cases when Tourism citation counts are outside the adjusted boundaries
for 90% fluctuation interval when fitted with the SVA Poisson-NB model.
c N(c) l0.10 u0.10 m(c) A(c) b0.10(c) b¯0.10(c)
0 15 17 32 24 −9 −7 8
1 27 6 16 10 17 −4 6
5 24 25 44 34 −10 −9 10
120 2 0 1 0 2 0 1
257 1 0 0 0 1 0 0
When the SVA NB-Poisson model is fitted to Tourism data, 8 data points
(c = 0, 4, 6, 11, 27, 120, 140, 257) lie outside the boundaries. When the SVA NB-
NB model is fitted to Tourism data, only 4 data points (c = 0, 4, 120, 257) lie
outside the boundaries. Both diagrams in Figures 6.11 and 6.12 indicate that the
respective models are suitable.
The Christmas tree plots for Tourism when SVB Poisson-NB and SVB NB-
NB models are fitted indicate that both models are adequate (see Figures 6.13
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and 6.14).
In all cases, approximately 90% of the median adjusted counts lie within
the upper and lower boundaries, indicating that overall, the negative binomial,
discretised lognormal and all the SVA and SVB models investigated are suitable.
The results obtained here are consistent with those from the randomised quantile
residual plots in Section 5.3.2.
Figure 6.9: A Christmas tree plot for Tourism when fitted with discretised lognormal
model. The orange lines denote the 90% fluctuation intervals while the green crosses
are the observed median adjusted counts.
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Figure 6.10: A Christmas tree plot for Tourism when fitted with SVA Poisson-NB
model. The orange lines denote the 90% fluctuation intervals while the green crosses
are the observed median adjusted counts.
Figure 6.11: A Christmas tree plot for Tourism when fitted with the SVA NB-Poisson
model. The orange lines denote the 90% fluctuation intervals while the green crosses
are the observed median adjusted counts.
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Figure 6.12: A Christmas tree plot for Tourism when fitted with the SVA NB-NB
model. The orange lines denote the 90% fluctuation intervals while the green crosses
are the observed median adjusted counts.
Figure 6.13: A Christmas tree plot for Tourism when fitted with the SVB Poisson-NB
model. The orange lines denote the 90% fluctuation intervals while the green crosses
are the observed median adjusted counts.
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Figure 6.14: A Christmas tree plot for Tourism when fitted with the SVB NB-NB
model. The orange lines denote the 90% fluctuation intervals while the green crosses
are the observed median adjusted counts.
6.4 Christmas tree plots for citation data with
covariates
This section applies diagnostic plots to the citation analysis in Section 5.4. The
plots for Applied Mathematics and Aquatic Science are discussed in detail so that
comparisons can be made with the results obtained from the randomised quantile
residual plots in Section 5.4.2. The Christmas tree plots for the other subjects
are given in Appendix H.
6.4.1 Applied Mathematics
When the negative binomial model is fitted to Applied Mathematics citation
data, the test shows that 30 points are outside the boundaries, of which 16 are
between 0 and 34. This exceeds the expected variation by the model, indicating
that the negative binomial model may be unsuitable. This is also illustrated in
Figure 6.16.
The results obtained for Applied Mathematics when fitted with SVA and SVB
models are given in Table 6.5, and their respective Christmas tree plots are given
in Figures 6.17 to 6.21.
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Table 6.5: Results for Applied Mathematics.
Models
Number of
observations
outside the
boundaries
Threshold
Number of
observations
beyond the
threshold
SVA Poisson-NB 20 c = 314 3
SVA NB-Poisson 30 c = 184 9
SVA NB-NB 33 c = 326 3
SVB Poisson-NB 30 c = 183 9
SVB NB-NB 24 c = 230 7
If the SVA Poisson-NB model is fitted to Applied Mathematics data, then the
results show that 20 points lie outside the boundaries. Amongst these points,
three (c = 384, 651, 743) are far beyond the threshold of c = 314. For the SVA
NB-Poisson model, the results show that 30 points are outside the boundaries
and 16 of these are in the range of 0 to 34. This indicates that the model did not
fit the data well, especially for small data values. Similar results are obtained for
the SVA NB-NB model. A total of 33 points are outside the boundaries and 25
of these points are between 0 and 48. The Christmas tree plots for the fitted SVA
models indicate that the SVA models are unsuitable for Applied Mathematics
(see Figures 6.17 to 6.19).
When the SVB Poisson-NB model is fitted to Applied Mathematics, the re-
sults show that 30 points lie outside the boundaries. The first 16 of these are
between 0 and 34, indicating that this model is unsuitable. This is also illustrated
in the Christmas tree plot in Figure 6.20. For the SVB NB-NB model, 14 out of
the 24 points which are outside the fluctuation bounds are between 0 and 35. The
plot in Figure 6.21 shows that the SVB NB-NB model is unsuitable for Applied
Mathematics.
Overall, the Christmas tree plots for Applied Mathematics suggest that the
negative binomial, SVA and SVB models fitted may be unsuitable, especially for
small data values (c < 48). Whilst the presence of large positive residuals in the
randomised quantile residual plots are consistent with the Christmas tree plots
due to the presence of observed counts beyond the threshold, the randomised
quantile residual plots seem to show no issue with small data values (see Figures
5.6 and 5.7). In fact, this discrepancy is false. If for example, the plot for
the negative binomial model is enlarged, as shown in Figure 6.15, then it is clear
that the points do not lie on the line. More specifically, majority of the points are
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above the line when z < −0.3, which is approximately the 38th or lower percentile
and represents c ≤ 2 in this case, indicating that the model underestimates the
number of observations for c ≤ 2.
Table 6.6: The first three observations for Applied Mathematics citation counts when
fitted with the negative binomial model, with their 90% fluctuation intervals.
c N(c) l0.10 u0.10 m(c) A(c) b0.10(c) b¯0.10(c)
0 1229 1336 1444 1390 −161 −54 54
1 793 680 764 722 71 −42 42
2 629 488 560 524 105 −36 36
Figure 6.15: An enlarged randomised quantile residual plot for Applied Mathematics
when fitted with the negative binomial model.
Here, a total of 6411 citation counts are observed, of which 19.2% are zeros and
12.4% are ones. However, under the fitted negative binomial model, we expect
21.7% zeros (since 1390/6411 = 0.217) and 11.3% ones (since 722/6411 = 0.113).
The respective N(c) and m(c) for the first three data values are given in Table 6.6.
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Using c = 0 as an example, P (Z < −0.87) = 0.192 but P (Z < −0.78) = 0.217,
thus the difference in quantiles are very small (0.09). Cumulatively, we observe
P (c ≤ 1) = 0.315, but under the negative binomial model, P (c ≤ 1) = 0.329.
As the cumulative probabilities for c ≤ 1 are very close, this difference is not
apparent in the randomised quantile residual plot.
Figure 6.16: A Christmas tree plot for Applied Mathematics when fitted with the
negative binomial model (top). The bottom plot magnifies the top plot for data values
greater than 50. The orange lines denote the 90% fluctuation intervals while the green
crosses are the observed median adjusted counts.
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Figure 6.17: A Christmas tree plot for Applied Mathematics when fitted with the SVA
Poisson-NB model (top). The bottom plot magnifies the top plot for data values greater
than 20. The orange lines denote the 90% fluctuation intervals while the green crosses
are the observed median adjusted counts.
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Figure 6.18: A Christmas tree plot for Applied Mathematics when fitted with the SVA
NB-Poisson model (top). The bottom plot magnifies the top plot for data values greater
than 20. The orange lines denote the 90% fluctuation intervals while the green crosses
are the observed median adjusted counts.
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Figure 6.19: A Christmas tree plot for Applied Mathematics when fitted with the SVA
NB-NB model (top). The bottom plot magnifies the top plot for data values greater
than 20. The orange lines denote the 90% fluctuation intervals while the green crosses
are the observed median adjusted counts.
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Figure 6.20: A Christmas tree plot for Applied Mathematics when fitted with the SVB
Poisson-NB model (top). The bottom plot magnifies the top plot for data values greater
than 50. The orange lines denote the 90% fluctuation intervals while the green crosses
are the observed median adjusted counts.
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Figure 6.21: A Christmas tree plot for Applied Mathematics when fitted with the SVB
NB-NB model (top). The bottom plot magnifies the top plot for data values greater
than 50. The orange lines denote the 90% fluctuation intervals while the green crosses
are the observed median adjusted counts.
6.4.2 Aquatic science
The results for Aquatic Science citation data when fitted with the negative bino-
mial, SVA and SVB models are given in Table 6.7.
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Table 6.7: Results for Aquatic Science.
Models
Number of
observations
outside the
boundaries
Threshold
Number of
observations
beyond the
threshold
Negative binomial 13 c = 167 3
SVA Poisson-NB 27 c = 168 3
SVA NB-Poisson 12 c = 171 3
SVA NB-NB 14 c = 202 2
SVB Poisson-NB 12 c = 178 2
SVB NB-NB 13 c = 169 3
The Christmas tree plot for the negative binomial model indicates that this
model is suitable for Aquatic Science (see Figure 6.23).
When fitted with the SVA Poisson-NB model, the results show that 27 points
are outside the boundaries and the Christmas tree plot given in Figure 6.24
indicates that this model is unsuitable for Aquatic Science.
The Christmas tree plots for the SVA NB-Poisson and SVA NB-NB in Figures
6.25 and 6.26 show that these models are suitable as approximately 90% of the
observed median adjusted counts are within the fluctuation boundaries. This is
also observed for the SVB Poisson-NB and SVB NB-NB models (see Figures 6.27
and 6.28).
The results obtained for Aquatic Science are consistent with those obtained
using randomised quantile residual plots in Section 5.4.2, except for the SVA
Poisson-NB model, as the Christmas tree plot for SVA Poisson-NB model clearly
shows larger variation in the data than expected from the null model.
The randomised quantile residual plot for the SVA Poisson-NB model gives
evidence of large positive residuals, which is consistent with the Christmas tree
plot as there are large observed counts beyond the threshold. If we enlarge the
randomised quantile residual plot for SVA Poisson-NB (see Figure 6.22), it is
clear that the points vary along the line. For instance, there is a slight dip
when −2 ≤ z ≤ 0 and slight ascent thereafter. This dip corresponds to the
cumulative distribution of the first 4 points, as we observed P (c ≤ 5) = 0.408
and the corresponding quantile, z=−0.23 but under the SVA Poisson-NB model,
P (c ≤ 5) = 0.44 and the corresponding quantile, z =−0.15. The slight ascent
at about 0 ≤ z ≤ 1 corresponds to the 50th to 84th percentile, as more counts
are observed than expected under the null model when 7 ≤ c ≤ 19. Whilst the
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differences for individual counts are apparent from a Christmas tree plot, this is
not the case in a randomised quantile residual plot as the cumulative distribution
functions of the observed counts are close to that under the fitted SVA Poisson-
NB model.
Hence, unlike the Christmas tree plots, the randomised quantile residual plots
are insensitive to individual data values, and the points will be close to the line
if the cumulative distribution is on target.
Figure 6.22: An enlarged randomised quantile residual plot for Aquatic Science when
fitted with the SVA Poisson-NB model.
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Figure 6.23: A Christmas tree plot for Aquatic Science when fitted with the negative
binomial model. The orange lines denote the 90% fluctuation intervals while the green
crosses are the observed median adjusted counts.
Figure 6.24: A Christmas tree plot for Aquatic Science when fitted with the SVA
Poisson-NB model. The orange lines denote the 90% fluctuation intervals while the
green crosses are the observed median adjusted counts.
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Figure 6.25: A Christmas tree plot for Aquatic Science when fitted with the SVA NB-
Poisson model. The orange lines denote the 90% fluctuation intervals while the green
crosses are the observed median adjusted counts.
Figure 6.26: A Christmas tree plot for Aquatic Science when fitted with the SVA
NB-NB model. The orange lines denote the 90% fluctuation intervals while the green
crosses are the observed median adjusted counts.
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Figure 6.27: A Christmas tree plot for Aquatic Science when fitted with the SVB
Poisson-NB model. The orange lines denote the 90% fluctuation intervals while the
green crosses are the observed median adjusted counts.
Figure 6.28: A Christmas tree plot for Aquatic Science when fitted with the SVB
NB-NB model. The orange lines denote the 90% fluctuation intervals while the green
crosses are the observed median adjusted counts.
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6.5 Summary
Christmas tree plots are used to indicate how well the full range of count data
scatter relative to a fitted distribution. These plots give evidence of whether the
observed counts are consistent with those expected from the null model (Wilson
and Einbeck, 2015). These plots illustrate an alternative model validation tech-
nique to AIC or BIC. Applying them to the citation models used in this thesis also
enables comparison with the conclusions obtained from the randomised quantile
residuals plots in the previous chapter. The Christmas tree plots for Tourism
show that all models fitted are suitable, while the plots for Applied Mathematics
indicate that they are unsuitable. For Aquatic Science, all models apart from the
SVA Poisson-NB models are suitable. The Christmas tree plots clearly illustrates
the observed citation counts, in particular they show the presence of large citation
counts, which are untypical and beyond the threshold value of the fitted models
in the subject areas investigated.
Randomised quantile residual plots versus Christmas tree plots
In this thesis, two diagnostic plots, randomised quantile residual plots and Christ-
mas tree plots, are used to assess model fits. Recall that the quantile residuals
are obtained by mapping the inverse of the fitted distribution function at each
observed value to the equivalent standard normal deviate (Dunn and Smyth,
1996), while the fluctuation intervals in the test proposed by Wilson and Einbeck
(2015) are computed here via the 5th and 95th quantiles of the Poisson-Binomial
distribution for each response value.
Both diagnostic plots are consistent in terms of the underestimation of larger
values by some fitted models. However, unlike the Christmas tree plots, the
randomised quantile residual plots are insensitive to the under or overestimation
of individual counts under the null model. This is because if the cumulative
distribution of the observed counts are approximately equal to those under the
null model, then the points will lie approximately along the reference line. In
addition, it is difficult to read the randomised quantile residual plots when the
difference in quantiles are very small or when the data set has very large sample
size. It has been recommended that four realisations should be presented for
the randomised quantile residual plots, where inconsistent patterns are ignored
thereafter (Dunn and Smyth, 1996), but this is not necessary for the Christmas
tree plots as randomisation is not used. Both diagnostic plots are suitable for
assessing model fits, but have very different methods of interpretation. Whilst
the randomised quantile residual plots may be interpreted using the analogies
with Q-Q plots, this may still be tricky for a novice, and hence it may be more
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straightforward to interpret the Christmas tree plots.
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Chapter 7
Conclusions
This chapter provides a summary of the key findings and details the novel contri-
butions of this thesis. The limitations of the research and suggestions for future
studies are also discussed.
7.1 Key findings
This thesis introduces two variants of compound models, SVA and SVB. The
variant models considered are generated from Poisson and negative binomial dis-
tributions. This thesis focuses on the development of these models. Detailed
descriptions of their properties and the method of computation of their probabil-
ities using the R software are given in Chapter 3. In Chapter 4, we used simulation
studies to compare simulated data from SVA, SVB and standard compound dis-
tributions. We found that the generating model is not always selected by AIC or
BIC. For example, for simulated data from SVA distributions, the AIC/BIC crite-
ria may select the NB hurdle/ZINB models. Moreover, for some fixed parameters,
SVA distributions are similar to standard compound distributions.
In Chapter 5, we showed that citation counts may be viewed as two generations
that are not completely independent. This justifies the application of the SVA and
SVB models in citation analysis. Moreover, both variant models have practical
interpretations in citation analysis. The SVB models may be associated with
the unusual ‘sleeping beauties’ in citation terms. The SVA models may be more
useful as they replicate the well known “rich get richer” effect in scientometrics
to some extent. The variant models were applied to citation data across various
fields. Analyses were carried out using two sets of citation data. The first is
covariate free while the second has two covariates: the number of authors and
the number of affiliated countries.
In this thesis, model fits were assessed using the standard AIC and BIC cri-
teria. Comparing the AIC and BIC criteria, since citation data often involve
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large counts, the BIC should be used to avoid over fitting. We fitted standard
compound models such as the Neyman type A model to citation data, but the
associated AIC/BIC are much larger than those for SVA/SVB models, indicating
that compound models are inappropriate for modelling citation data.
Apart from AIC/BIC, two diagrammatic methods were used to assess the ap-
propriateness of models. The first uses randomised quantile residuals, in which
the fitted distribution function is inverted at each response value to find its equiva-
lent standard normal quantile. This is then presented as a normal probability plot
of quantile residuals. However, the randomised quantile residuals are calculated
using cumulative distribution functions, and hence are insensitive to individual
values as the plotted points will still be very close to the reference line if the cu-
mulative distribution is consistent with that under the fitted model. The second
test uses fluctuation intervals to check for number inflation or deflation relative
to a count model, with a Christmas tree plot (see Chapter 6). Despite using very
different approaches, both methods lead to useful diagnostic devices to check the
adequacies of models. Although Christmas tree plots have a more straightforward
interpretation, especially for a statistical novice, they are more time consuming
compared to the randomised quantile residual plots in the presence of covariates
and large data values. However, unlike the randomised quantile residual plots,
the Christmas tree plots are able to show if each individual count is consistent
with that under the fitted model.
Referring back to the research questions listed in Section 1.2, the answers to
these are mainly presented in Chapters 5 and 6. The answers to the research
questions can be summarised as follows:
(i) Are compound models appropriate for modelling citation data?
In Section 5.3, the fits of various models, including two compound models,
Neyman type A and Polya Aeppli are assessed for covariate free citation
counts. In no case were these compound models selected by AIC/BIC, as
the discretised lognormal and variants of compound models are preferred.
Moreover the AIC/BIC of compound models are generally much larger than
the other tested models, indicating that the compound models may be
inappropriate for modelling covariate free citation data.
(ii) Are the proposed variants of compound models suitable for cita-
tion analysis?
This was investigated in Section 5.2. Citation counts of sets of articles
were collected in two consecutive time periods, so that the counts in these
two periods may be viewed as two generations. We found evidence that
these two generations are not completely independent, indicating that the
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proposed variants of compound models are suitable.
Further to the answers in (i), in Section 5.3, we found that amongst the
models analysed (including negative binomial, Neyman type A, Polya Aep-
pli, SVA and SVB models), the variant models, especially SVB NB-NB and
SVA NB-NB returned the lowest AIC/BIC for some subject areas, indi-
cating that they are suitable. In addition, the applications of the variant
models also provide practical interpretations in citation terms, thus are
suitable for modelling citation data.
(iii) Are randomised quantile residual plots and Christmas tree plots
more useful than AIC and BIC for model validation in citation
analysis?
Both diagrammatic methods are useful model validation techniques. In
particular, the presence of citation counts that are larger than expected
under the fitted model are detected in both plots. However, this is not the
case for smaller citation counts. Although the Christmas tree plots are able
to reveal cases where there are more or less counts than expected under
the fitted model for some smaller data values (see Section 6.4), randomised
quantile residual plots cannot, especially when the observed cumulative
distributions are close to those under the fitted model.
(iv) Can the proposed variants of compound models be extended to
incorporate covariates?
Examples of the code for fitting covariate free SVA or SVB models are
presented in Section 3.5. This may be extended by adding extra parameters
to incorporate covariates and an example is presented in Section 5.4, where
two covariates are added to the model for analysis of citation data sets.
7.2 Novel contributions
The first main contribution of this thesis is the introduction and development of
variants of compound models, with detailed descriptions of their properties.
This thesis also provides novel contributions to the scientometrics community,
by assessing the new SVA and SVB models (see Chapter 3 and 5), for citation
analyses. We showed that the variant models, especially SVA, are suitable to
model citation data, and their interpretation gives new insights into the citation
process.
We performed model assessment using randomised quantile residual plots and
Christmas tree plots. The randomised quantile residuals have been applied to
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generalised linear models (Smyth et al., 2015), but are further extended to vari-
ants of compound models in this thesis. In addition, we extended the application
of the test for number inflation and deflation to a much larger range, from zero to
hundreds. Previously, this test and its associated Christmas tree plots were used
when the relative fitted distribution is a Poisson or zero-modified Poisson model
(Wilson and Einbeck, 2015). Here, the test is extended to variants of compound
models.
7.3 Limitations and further work
In this thesis, the SVA and SVB distributions considered consist of two genera-
tions, where one is Poisson and the other is negative binomial, or both generations
are negative binomial. It may be extended by considering other count distribu-
tions, so that it may be applied to either under or over-dispersed data. The model
fitting algorithm is currently based on maximum likelihood estimation method
via the optim command, but in some cases the model fails to converge. Cur-
rently, the fitting of these models is only for covariate free data or data with two
covariates. Thus it is necessary to adjust the model fitting process manually for
other tasks. It may be beneficial to automate this process and to develop an R
package to ease future analysis.
Here, the citation analyses incorporates only two covariates (number of au-
thors and number of affiliated countries), but this could be extended to investigate
other factors affecting citation counts. Given the variability of citing practices
across different fields, future research could include the incorporation of an offset
term into the models to account for the differences in the mean number of cita-
tions across fields. The data sets used in this thesis are mainly citation counts
of journal articles, but it may be advantageous to apply the variant models to
other data types, such as citation counts of textbooks or readership counts from
reference managers like Mendeley.
Some of the Christmas tree plots showed the presence of citation counts that
are larger than expected under the null model. These are commonly far beyond
the point where the fluctuation intervals merge. These are extreme points for the
hypothesised model. Thus, it may be useful to incorporate extreme value theory
for citation data in future research or to otherwise seek to explain these values.
In this thesis, the variant models are mostly applied to citation data and briefly
applied to biodosimetry data. Although there is evidence that these models are
suitable for the former, they are not suitable for the latter. This is unsurprising
as applications of the variant models to biodosimetry data lack practical inter-
pretation. It may be beneficial to extend the application of these models to other
127
7.3. Limitations and further work
sources of count data, for which the SVA or SVB models may be suitable.
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Appendix B
Expectations and variances of
compound models
Since compound distributions can be viewed as the sum of a random number of
independent random variables, if we denote SN as a compound A-B distribution,
where SN = X1 + X2 + · · · + XN , where N,X1, X2, · · · are independent random
variables, where N is distributed by distribution A and X1, X2, · · · are identically
distributed with distribution B, then the expectation of S is:
E(S) = E(E(S|N)) by Adam’s law (B.1)
= E(E(X1 +X2 +X3 + · · ·+XN |N)) (B.2)
= E(NE(X)) (B.3)
= E(N) · E(X) (B.4)
Therefore expectations of the compound distributions considered are:
Table B.1: Expectations of the compound distributions considered.
Distributions E(X)
Neyman type A λφ
Compound Poisson-NB λµ
Compound NB-Poisson λµ
Compound NB-NB µ1µ2
The variance of S is:
V ar(S) = E(N)V ar(X) + V ar(N) (E(X))2 (B.5)
Hence the variances of the compound distributions considered are:
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Table B.2: Variances of compound distributions considered.
Distributions Var(X)
Neyman type A λφ(1 + λ)
Compound Poisson-NB µλ
(
1 + µ+ µ
α
)
Compound NB-Poisson µλ
(
1 + λ+ µλ
α
)
Compound NB-NB µ1µ2
(
1 + µ2 +
µ2
α2
+ µ1µ2
α1
)
As mentioned in Sections 3.4.3 and 3.4.4, the expectations and variances can
also be derived using the mgf or pgf and similar results to Tables B.1 and B.2
will be obtained. Note that if a distribution X has pgf, GX(t), and mgf, MX(t),
then
GX(e
t) = MX(t) (B.6)
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Appendix C
Results for citation analysis with
no covariates
Table C.1: Results obtained when fitted with negative binomial model.
Subject
Coefficients Standard error
µ θ µ θ
Visual 0.660 0.172 0.028 0.008
Tourism 21.535 0.978 0.903 0.054
Soil 16.930 0.743 0.304 0.016
Marketing 26.129 0.633 0.844 0.021
Literature 0.792 0.315 0.024 0.013
Horticulture 16.718 0.830 0.343 0.021
History 2.900 0.300 0.079 0.008
Genetics 39.234 0.610 0.716 0.011
Ecology 25.022 0.864 0.387 0.017
Developmental 35.448 0.930 0.553 0.018
Biochem 28.808 0.837 0.452 0.016
Accounting 25.894 0.644 0.952 0.025
AppliedMaths 11.715 0.499 0.239 0.010
Urology 19.391 0.513 0.388 0.010
StatsProb 16.931 0.538 0.332 0.010
Rehab 9.285 0.231 0.277 0.005
Oncology 40.234 0.547 0.803 0.011
Logic 13.404 0.526 0.280 0.011
Dermatology 8.074 0.646 0.185 0.017
Algebra 5.746 0.904 0.283 0.065
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Table C.2: Results obtained when fitted with SVA Poisson-NB model.
Subject
Coefficients Standard error
λ µ α λ µ α
Visual 0.275 1.605 0.336 0.009 0.098 0.027
Tourism 3.222 18.772 0.567 0.172 1.051 0.040
Soil 2.268 16.087 0.563 0.042 0.349 0.015
Marketing 2.627 24.968 0.430 0.082 1.009 0.018
Literature 0.401 1.185 0.332 0.010 0.059 0.024
Horticulture 2.522 15.146 0.539 0.057 0.399 0.017
History 0.748 4.081 0.273 0.015 0.158 0.011
Genetics 2.707 38.784 0.498 0.049 0.807 0.010
Ecology 2.520 24.168 0.792 0.046 0.407 0.018
Developmental 4.027 31.856 0.600 0.092 0.626 0.014
Biochem 3.210 26.598 0.613 0.063 0.499 0.014
Accounting 2.459 25.358 0.497 0.088 1.104 0.023
AppliedMaths 1.680 12.203 0.392 0.028 0.310 0.010
Urology 1.797 20.692 0.499 0.030 0.455 0.012
StatsProb 2.125 16.618 0.357 0.035 0.422 0.009
Rehab 0.828 14.562 0.368 0.016 0.451 0.011
Oncology 2.337 41.675 0.535 0.043 0.883 0.011
Logic 1.669 14.207 0.488 0.030 0.339 0.013
Dermatology 1.794 7.442 0.369 0.037 0.244 0.014
Algebra 1.904 4.458 0.368 0.096 0.368 0.041
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Table C.3: Results obtained when fitted with SVA NB-Poisson model.
Subject
Coefficients Standard error
µ α λ µ α λ
Visual 0.661 0.172 0.000 - - -
Tourism 21.525 0.977 0.008 0.930 0.061 0.228
Soil 16.874 0.737 0.065 0.310 0.017 0.064
Marketing 26.019 0.625 0.121 0.852 0.022 0.110
Literature 0.792 0.315 0.000 - - -
Horticulture 16.709 0.829 0.009 0.349 0.023 0.072
History 2.900 0.300 0.000 - - -
Genetics 38.965 0.598 0.279 0.722 0.011 0.080
Ecology 24.729 0.842 0.314 0.399 0.018 0.101
Developmental 34.564 0.864 0.900 0.574 0.019 0.132
Biochem 28.084 0.786 0.748 0.465 0.016 0.106
Accounting 25.661 0.628 0.259 0.964 0.026 0.141
AppliedMaths 11.715 0.500 0.000 - - -
Urology 19.469 0.510 0.000 - - -
StatsProb 16.933 0.538 0.000 - - -
Rehab 9.282 0.231 0.000 - - -
Oncology 39.938 0.536 0.328 0.810 0.011 0.089
Logic 13.366 0.526 0.000 - - -
Dermatology 8.063 0.645 0.012 0.189 0.018 0.045
Algebra 5.736 0.902 0.012 0.298 0.068 0.109
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Table C.4: Results obtained when citation data are fitted with SVA NB-NB model.
Subject
Coefficients Standard error
µ1 α1 µ2 α2 µ1 α1 µ2 α2
Visual 0.601 0.194 0.256 0.002 0.025 0.010 0.188 0.001
Tourism 13.482 1.299 8.255 0.103 2.052 0.139 2.300 0.046
Soil 13.777 0.825 3.460 0.039 0.712 0.024 0.788 0.014
Marketing 20.339 0.761 6.157 0.014 1.229 0.033 1.775 0.007
Literature 0.409 9.217 1.158 0.314 - - - -
Horticulture 14.267 0.937 2.615 0.020 0.625 0.032 0.694 0.009
History 1.257 0.748 3.119 0.118 0.116 0.123 0.279 0.023
Genetics 24.305 0.805 15.847 0.044 1.067 0.020 1.526 0.008
Ecology 22.606 0.762 2.596 0.315 0.471 0.018 0.319 0.043
Developmental 17.955 1.521 17.733 0.121 0.875 0.056 1.148 0.015
Biochem 22.858 1.119 6.089 0.009 0.483 0.026 0.991 0.002
Accounting 12.928 0.873 14.025 0.121 2.789 0.100 3.226 0.046
AppliedMaths 8.198 0.635 4.278 0.030 0.393 0.021 0.586 0.007
Urology 15.491 0.564 4.595 0.032 0.765 0.014 0.920 0.010
StatsProb 10.505 0.769 7.213 0.029 0.365 0.022 0.734 0.005
Rehab 0.831 89.545 14.556 0.367 0.016 60.776 0.451 0.011
Oncology 25.496 0.685 16.330 0.047 1.356 0.017 1.822 0.010
Logic 11.594 0.564 2.191 0.020 0.572 0.016 0.679 0.010
Dermatology 1.833 41.253 7.395 0.362 - - 0.239 0.011
Algebra 1.945 42.306 4.411 0.358 0.160 129.408 0.398 0.051
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Table C.5: Results obtained when citation data are fitted with SVB Poisson-NB model.
Subject
Coefficients Standard error
λ µ α λ µ α
Visual 0.037 0.623 0.138 0.012 0.031 0.012
Tourism 1.413 20.122 0.747 0.340 1.019 0.065
Soil 0.108 16.823 0.721 0.066 0.314 0.020
Marketing 1.020 25.109 0.504 0.140 0.918 0.023
Literature 11.819 11.995 0.000 - - -
Horticulture 0.499 16.239 0.728 0.102 0.369 0.027
History 0.197 2.703 0.212 0.020 0.088 0.009
Genetics 0.426 38.808 0.569 0.080 0.737 0.013
Ecology 0.000 23.597 0.906 - - -
Developmental 2.559 32.889 0.688 0.164 0.616 0.020
Biochem 0.688 28.120 0.761 0.128 0.479 0.020
Accounting 0.339 25.554 0.598 0.154 0.986 0.031
AppliedMaths 0.279 11.436 0.436 0.041 0.253 0.012
Urology 0.024 19.366 0.509 0.035 0.391 0.012
StatsProb 0.780 16.158 0.411 0.056 0.365 0.011
Rehab 0.092 9.193 0.205 0.014 0.291 0.006
Oncology 0.000 45.662 0.540 - - -
Logic 0.038 13.366 0.517 0.036 0.283 0.014
Dermatology 0.598 7.476 0.470 0.067 0.210 0.021
Algebra 0.837 4.909 0.546 0.204 0.364 0.082
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Table C.6: Results obtained when citation data are fitted with SVB NB-NB model.
Subject
Coefficients Standard error
µ1 α1 µ2 α2 µ1 α1 µ2 α2
Visual 0.598 0.191 0.063 0.001 - - - -
Tourism 14.748 0.353 6.785 1.168 2.907 0.138 2.737 0.184
Soil 4.919 0.079 12.012 0.751 1.542 0.041 1.534 0.036
Marketing 8.353 0.035 17.776 0.755 2.121 0.018 1.867 0.032
Literature 4.652 2.707 3.851 0.000 - - - -
Horticulture 3.816 0.045 12.902 0.914 1.062 0.023 1.041 0.030
History 1.078 0.379 1.823 0.072 0.130 0.021 0.160 0.013
Genetics 15.115 0.044 24.118 0.753 1.473 0.008 1.133 0.018
Ecology 3.355 0.022 21.666 0.926 0.741 0.009 0.742 0.021
Developmental 18.404 0.140 17.044 1.408 1.163 0.018 0.929 0.049
Biochem 5.789 0.008 23.019 1.106 0.998 0.002 0.466 0.025
Accounting 18.480 0.251 7.395 0.605 2.408 0.064 2.170 0.071
AppliedMaths 4.263 0.040 7.453 0.580 0.561 0.010 0.494 0.016
Urology 4.168 0.032 15.209 0.521 1.116 0.015 1.108 0.017
StatsProb 7.191 0.037 9.740 0.721 0.656 0.006 0.424 0.019
Rehab 5.710 0.000 25.741 0.197 - - - -
Oncology 11.428 0.021 28.806 0.638 1.526 0.005 1.131 0.014
Logic 2.521 0.031 10.883 0.528 1.088 0.022 1.091 0.021
Dermatology 3.223 0.812 4.851 0.161 0.422 0.048 0.470 0.031
Algebra 2.481 1.255 3.265 0.227 1.055 0.283 1.093 0.144
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Appendix D
Results for citation analysis with
covariates
The estimated parameters and their associated standard errors of the models
fitted in Section 5.4 are presented here.
Table D.1: Results obtained when citation data are fitted with the standard negative
binomial model. A dash ‘-’ indicates that the model is unsuitable.
Subject
Estimated coefficients Standard errors
µinter µauthor µcountries α µinter µauthor µcountries α
Applied maths 1.253 0.177 0.380 0.585 0.059 0.013 0.052 0.019
Aquatic 1.820 0.070 0.201 −0.087 0.027 0.005 0.019 0.016
Archeology 0.252 0.218 0.167 1.023 0.205 0.044 0.210 0.058
Biochemistry 1.649 0.089 0.316 0.383 0.057 0.007 0.035 0.025
Biomedical 1.843 0.100 0.312 0.818 0.072 0.010 0.053 0.021
Biophysics 2.363 0.045 0.124 0.090 0.034 0.005 0.023 0.015
Care planning 0.222 0.384 0.038 0.515 0.379 0.046 0.333 0.109
Neuroscience 2.539 0.035 0.162 −0.120 0.029 0.004 0.018 0.017
Chemical health 1.314 0.015 0.514 −0.106 0.232 0.030 0.178 0.103
Computer 1.464 0.076 0.441 0.696 0.093 0.017 0.080 0.025
Physics 1.768 0.097 0.326 0.597 0.056 0.009 0.045 0.018
Developmental 2.098 0.100 0.123 0.231 0.042 0.007 0.034 0.017
Earth 1.852 0.113 0.137 0.326 0.039 0.008 0.032 0.020
Education 1.310 0.177 0.217 0.721 0.093 0.013 0.088 0.019
Electronic 2.314 0.055 0.118 0.314 0.050 0.008 0.039 0.020
Environmental 2.510 0.062 0.121 0.089 0.033 0.006 0.024 0.015
Inorganic 2.206 0.039 0.154 0.207 0.039 0.006 0.030 0.015
Management 1.925 0.200 −0.057 0.691 0.135 0.034 0.126 0.034
Microbiology 2.254 0.050 0.168 0.022 0.029 0.004 0.019 0.016
Nuclear 1.879 0.018 0.109 0.767 0.047 0.005 0.041 0.021
Oral Surgery 1.865 0.018 0.266 −0.319 0.169 0.024 0.113 0.081
Pharmacology 1.562 0.076 0.288 0.435 0.062 0.008 0.044 0.025
Small Animals 0.656 0.232 0.202 0.656 0.138 0.023 0.102 0.054
Statistics 1.537 0.144 0.162 0.471 0.064 0.020 0.054 0.021
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Table D.2: Results obtained when citation data are fitted with the Neyman type A
model. A dash ‘-’ indicates that the model is unsuitable. Biochemistry and Condensed
Matter Physics are excluded as this model is unsuitable for these subjects.
Subject
Estimated coefficients Standard error
µinter µauthor µcountries d µinter µauthor µcountries d
Applied maths 14.635 −0.497 −0.991 3.603 - - - -
Aquatic 3.603 0.827 3.189 5.355 0.260 0.042 0.193 0.038
Archeology 0.220 0.606 1.056 3.617 0.493 0.086 0.513 0.081
Biomedical 9.071 −0.235 5.839 3.167 - - - -
Biophysics 11.104 0.451 1.729 5.470 - - - -
Care planning 0.722 1.902 −0.758 4.559 1.287 0.165 1.272 0.188
Neuroscience 9.798 0.717 3.433 3.885 - - - -
Chemical health 2.852 0.074 3.620 4.582 1.498 0.163 1.284 0.203
Computer 0.921 0.661 5.630 6.017 0.520 0.093 0.441 0.054
Developmental 5.372 1.982 1.540 6.554 0.429 0.066 0.408 0.044
Earth 3.201 1.442 2.913 6.160 0.276 0.062 0.273 0.048
Education 2.118 1.342 1.982 5.401 0.379 0.058 0.381 0.037
Electronic 10.457 0.401 2.233 6.074 - - - -
Environmental 10.473 1.054 2.191 4.189 - - - -
Inorganic 7.992 0.546 2.258 6.469 0.302 0.045 0.290 0.037
Management 6.066 1.860 0.114 6.618 0.847 0.190 0.814 0.078
Microbiology 7.326 0.811 3.236 7.201 0.381 0.047 0.257 0.047
Nuclear 11.144 −0.090 −0.419 4.926 - - - -
Oral Surgery 5.727 0.164 2.691 4.840 1.284 0.175 0.915 0.186
Pharmacology 9.988 0.026 0.440 3.936 - - - -
Small Animals 0.000 1.532 0.810 5.182 0.526 0.089 0.452 0.112
Statistics 3.899 1.048 1.419 5.232 0.367 0.093 0.330 0.041
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Table D.3: Results obtained when citation data are fitted with the Polya Aeppli model.
A dash ‘-’ indicates that the model is unsuitable.
Subject
Estimated coefficient Standard error
µinter µauthor µcountries d µinter µauthor µcountries d
Applied maths 1.297 1.212 4.096 11.457 0.576 0.093 0.577 0.208
Aquatic 3.725 0.823 3.102 8.488 0.288 0.049 0.227 0.104
Archeology 0.000 0.226 2.910 8.176 0.780 0.107 0.784 0.559
Biochemistry 9.925 0.308 4.829 4.164 - - - -
Biomedical 0.723 1.156 7.876 21.120 - - - -
Biophysics 9.692 0.658 2.170 13.430 0.306 0.072 0.235 0.126
Care planning 1.145 1.624 −0.340 7.955 1.389 0.206 1.396 0.612
Neuroscience 10.602 0.823 3.221 14.620 - 0.064 0.581 0.124
Chemical health 4.233 0.128 2.196 6.523 1.345 0.179 1.188 0.497
Computer 8.976 0.666 −2.812 7.898 0.172 0.060 0.118 0.110
Physics 9.980 0.499 4.993 4.019 - 0.000 - -
Developmental 5.521 1.898 1.649 12.461 0.424 0.071 0.401 0.122
Earth 3.014 1.545 2.776 11.530 0.344 0.072 0.347 0.215
Education 2.907 1.227 1.477 10.525 0.589 0.073 0.536 0.183
Electronic 10.097 0.647 1.735 15.008 0.417 0.096 0.471 0.175
Environmental 9.882 1.244 3.004 15.479 - 0.087 - -
Inorganic 7.271 0.722 2.197 12.266 - 0.045 - 0.157
Management 5.719 1.471 1.300 14.349 - 0.210 - 0.202
Microbiology 7.304 0.734 3.564 13.005 0.695 0.078 0.333 0.099
Nuclear 5.637 0.283 1.044 12.022 0.384 0.040 0.342 0.188
Oral Surgery 6.062 0.160 2.421 6.786 1.142 0.204 0.950 0.418
Pharmacology 2.027 0.913 3.106 11.737 0.469 0.065 0.400 0.231
Small Animals 0.002 1.648 0.443 8.795 0.642 0.105 0.568 0.422
Statistics 4.485 0.912 1.169 9.593 0.473 0.132 0.406 0.153
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Appendix E
Randomised quantile residual
plots for citation analysis with no
covariates
The randomised quantile residual plots for the negative binomial, discretised log-
normal and proposed variant models fitted in Section 5.3 are presented here.
158
E. Randomised quantile residual plots for citation analysis with no covariates
Figure E.1: Randomised quantile residual plots of models for Visual.
159
E. Randomised quantile residual plots for citation analysis with no covariates
Figure E.2: Randomised quantile residual plots of models for Soil.
160
E. Randomised quantile residual plots for citation analysis with no covariates
Figure E.3: Randomised quantile residual plots of models for Marketing.
161
E. Randomised quantile residual plots for citation analysis with no covariates
Figure E.4: Randomised quantile residual plots of models for Literature.
162
E. Randomised quantile residual plots for citation analysis with no covariates
Figure E.5: Randomised quantile residual plots of models for Horticulture.
163
E. Randomised quantile residual plots for citation analysis with no covariates
Figure E.6: Randomised quantile residual plots of models for History.
164
E. Randomised quantile residual plots for citation analysis with no covariates
Figure E.7: Randomised quantile residual plots of models for Genetics.
165
E. Randomised quantile residual plots for citation analysis with no covariates
Figure E.8: Randomised quantile residual plots of models for Ecology.
166
E. Randomised quantile residual plots for citation analysis with no covariates
Figure E.9: Randomised quantile residual plots of models for Developmental.
167
E. Randomised quantile residual plots for citation analysis with no covariates
Figure E.10: Randomised quantile residual plots of models for Biochemistry.
168
E. Randomised quantile residual plots for citation analysis with no covariates
Figure E.11: Randomised quantile residual plots of models for Accounting.
169
E. Randomised quantile residual plots for citation analysis with no covariates
Figure E.12: Randomised quantile residual plots of models for AppliedMaths.
170
E. Randomised quantile residual plots for citation analysis with no covariates
Figure E.13: Randomised quantile residual plots of models for Urology.
171
E. Randomised quantile residual plots for citation analysis with no covariates
Figure E.14: Randomised quantile residual plots of models for StatsProb.
172
E. Randomised quantile residual plots for citation analysis with no covariates
Figure E.15: Randomised quantile residual plots of models for Rehab.
173
E. Randomised quantile residual plots for citation analysis with no covariates
Figure E.16: Randomised quantile residual plots of models for Oncology.
174
E. Randomised quantile residual plots for citation analysis with no covariates
Figure E.17: Randomised quantile residual plots of models for Logic.
175
E. Randomised quantile residual plots for citation analysis with no covariates
Figure E.18: Randomised quantile residual plots of models for Dermatology.
176
E. Randomised quantile residual plots for citation analysis with no covariates
Figure E.19: Randomised quantile residual plots of models for Algebra.
177
Appendix F
Randomised quantile residual
plots for citation analysis with
covariates
The randomised quantile residual plots for the negative binomial and proposed
variant models fitted in Section 5.4 are presented here.
178
F. Randomised quantile residual plots for citation analysis with covariates
Figure F.1: Randomised quantile residual plots of models for Archeology.
179
F. Randomised quantile residual plots for citation analysis with covariates
Figure F.2: Randomised quantile residual plots of models for Biochemistry.
180
F. Randomised quantile residual plots for citation analysis with covariates
Figure F.3: Randomised quantile residual plots of models for Biomedical Engineering.
181
F. Randomised quantile residual plots for citation analysis with covariates
Figure F.4: Randomised quantile residual plots of models for Biophysics.
182
F. Randomised quantile residual plots for citation analysis with covariates
Figure F.5: Randomised quantile residual plots of models for Care Planning.
183
F. Randomised quantile residual plots for citation analysis with covariates
Figure F.6: Randomised quantile residual plots of models for Cellular and Molecular
Neuroscience.
184
F. Randomised quantile residual plots for citation analysis with covariates
Figure F.7: Randomised quantile residual plots of models for Chemical Health and
Safety.
185
F. Randomised quantile residual plots for citation analysis with covariates
Figure F.8: Randomised quantile residual plots of models for Computer Graphics and
Computer Aided Design.
186
F. Randomised quantile residual plots for citation analysis with covariates
Figure F.9: Randomised quantile residual plots of models for Condensed Matter
Physics.
187
F. Randomised quantile residual plots for citation analysis with covariates
Figure F.10: Randomised quantile residual plots of models for Developmental and
Educational Psychology.
188
F. Randomised quantile residual plots for citation analysis with covariates
Figure F.11: Randomised quantile residual plots of models for Earth Surface Pro-
cesses.
189
F. Randomised quantile residual plots for citation analysis with covariates
Figure F.12: Randomised quantile residual plots of models for Education.
190
F. Randomised quantile residual plots for citation analysis with covariates
Figure F.13: Randomised quantile residual plots of models for Electronic Optical and
Magnetic Materials.
191
F. Randomised quantile residual plots for citation analysis with covariates
Figure F.14: Randomised quantile residual plots of models for Environmental Chem-
istry.
192
F. Randomised quantile residual plots for citation analysis with covariates
Figure F.15: Randomised quantile residual plots of models for Inorganic Chemistry.
193
F. Randomised quantile residual plots for citation analysis with covariates
Figure F.16: Randomised quantile residual plots of models for Management Informa-
tion Systems.
194
F. Randomised quantile residual plots for citation analysis with covariates
Figure F.17: Randomised quantile residual plots of models for Microbiology.
195
F. Randomised quantile residual plots for citation analysis with covariates
Figure F.18: Randomised quantile residual plots of models for Nuclear Energy and
Engineering.
196
F. Randomised quantile residual plots for citation analysis with covariates
Figure F.19: Randomised quantile residual plots of models for Oral Surgery.
197
F. Randomised quantile residual plots for citation analysis with covariates
Figure F.20: Randomised quantile residual plots of models for Pharmacology.
198
F. Randomised quantile residual plots for citation analysis with covariates
Figure F.21: Randomised quantile residual plots of models for Small Animals.
199
F. Randomised quantile residual plots for citation analysis with covariates
Figure F.22: Randomised quantile residual plots of models for Statistics Probability
and Uncertainty.
200
Appendix G
Christmas tree plots for citation
analysis with no covariates
This section presents the Christmas tree plots for some models fitted to citation
counts in Section 5.3. In all cases, the orange lines denote the 90% fluctuation
intervals while the green crosses are the observed median adjusted counts.
201
G. Christmas tree plots for citation analysis with no covariates
Figure G.1: Christmas tree plots for Visual.
202
G. Christmas tree plots for citation analysis with no covariates
Figure G.2: Christmas tree plots for Soil.
203
G. Christmas tree plots for citation analysis with no covariates
Figure G.3: Christmas tree plots for Marketing.
204
G. Christmas tree plots for citation analysis with no covariates
Figure G.4: Christmas tree plots for Literature.
205
G. Christmas tree plots for citation analysis with no covariates
Figure G.5: Christmas tree plots for Horticulture.
206
G. Christmas tree plots for citation analysis with no covariates
Figure G.6: Christmas tree plots for History.
207
G. Christmas tree plots for citation analysis with no covariates
Figure G.7: Christmas tree plots for Genetics.
208
G. Christmas tree plots for citation analysis with no covariates
Figure G.8: Christmas tree plots for Ecology.
209
G. Christmas tree plots for citation analysis with no covariates
Figure G.9: Christmas tree plots for Developmental.
210
G. Christmas tree plots for citation analysis with no covariates
Figure G.10: Christmas tree plots for Biochemistry.
211
G. Christmas tree plots for citation analysis with no covariates
Figure G.11: Christmas tree plots for Accounting.
212
G. Christmas tree plots for citation analysis with no covariates
Figure G.12: Christmas tree plots for AppliedMaths.
213
G. Christmas tree plots for citation analysis with no covariates
Figure G.13: Christmas tree plots for Urology.
214
G. Christmas tree plots for citation analysis with no covariates
Figure G.14: Christmas tree plots for StatsProb.
215
G. Christmas tree plots for citation analysis with no covariates
Figure G.15: Christmas tree plots for Rehab.
216
G. Christmas tree plots for citation analysis with no covariates
Figure G.16: Christmas tree plots for Oncology.
217
G. Christmas tree plots for citation analysis with no covariates
Figure G.17: Christmas tree plots for Logic.
218
G. Christmas tree plots for citation analysis with no covariates
Figure G.18: Christmas tree plots for Dermatology.
219
G. Christmas tree plots for citation analysis with no covariates
Figure G.19: Christmas tree plots for Algebra.
220
Appendix H
Christmas tree plots for citation
analysis with covariates
This section presents the Christmas tree plots for some models fitted to citation
data sets in Section 5.4. In all cases, the orange lines denote the 90% fluctuation
intervals while the green crosses are the observed median adjusted counts.
221
H. Christmas tree plots for citation analysis with covariates
Figure H.1: Christmas tree plots for Archeology.
222
H. Christmas tree plots for citation analysis with covariates
Figure H.2: Christmas tree plots for Biochemistry.
223
H. Christmas tree plots for citation analysis with covariates
Figure H.3: Christmas tree plots for Biomedical Engineering.
224
H. Christmas tree plots for citation analysis with covariates
Figure H.4: Christmas tree plots for Biophysics.
225
H. Christmas tree plots for citation analysis with covariates
Figure H.5: Christmas tree plots for Care Planning.
226
H. Christmas tree plots for citation analysis with covariates
Figure H.6: Christmas tree plots for Cellular and Molecular Neuroscience.
227
H. Christmas tree plots for citation analysis with covariates
Figure H.7: Christmas tree plots for Chemical Health and Safety.
228
H. Christmas tree plots for citation analysis with covariates
Figure H.8: Christmas tree plots for Computer Graphics and Computer Aided Design.
229
H. Christmas tree plots for citation analysis with covariates
Figure H.9: Christmas tree plots for Condensed Matter Physics.
230
H. Christmas tree plots for citation analysis with covariates
Figure H.10: Christmas tree plots for Developmental and Educational Psychology.
231
H. Christmas tree plots for citation analysis with covariates
Figure H.11: Christmas tree plots for Earth Surface Processes.
232
H. Christmas tree plots for citation analysis with covariates
Figure H.12: Christmas tree plots for Education.
233
H. Christmas tree plots for citation analysis with covariates
Figure H.13: Christmas tree plots for Electronic Optical and Magnetic Materials.
234
H. Christmas tree plots for citation analysis with covariates
Figure H.14: Christmas tree plots for Environmental Chemistry.
235
H. Christmas tree plots for citation analysis with covariates
Figure H.15: Christmas tree plots for Inorganic Chemistry.
236
H. Christmas tree plots for citation analysis with covariates
Figure H.16: Christmas tree plots for Management Information Systems.
237
H. Christmas tree plots for citation analysis with covariates
Figure H.17: Christmas tree plots for Microbiology.
238
H. Christmas tree plots for citation analysis with covariates
Figure H.18: Christmas tree plots for Nuclear Energy and Engineering.
239
H. Christmas tree plots for citation analysis with covariates
Figure H.19: Christmas tree plots for Oral Surgery.
240
H. Christmas tree plots for citation analysis with covariates
Figure H.20: Christmas tree plots for Pharmacology.
241
H. Christmas tree plots for citation analysis with covariates
Figure H.21: Christmas tree plots for Small Animals.
242
H. Christmas tree plots for citation analysis with covariates
Figure H.22: Christmas tree plots for Statistics Probability and Uncertainty.
243
