Abstract. In a recent work, R. Pandharipande, J. P. Solomon and the second author have initiated a study of the intersection theory on the moduli space of Riemann surfaces with boundary. They conjectured that the generating series of the intersection numbers satisfies the open KdV equations. In this paper we prove this conjecture. Our proof goes through a matrix model and is based on a Kontsevich type combinatorial formula for the intersection numbers. The proof of this combinatorial formula will appear in the forthcoming paper of the second author.
Introduction
The study of the intersection theory on the moduli space of Riemann surfaces with boundary (often viewed, with the boundary removed, as open Riemann surfaces) was recently initiated in [PST14] . The authors constructed a descendent theory in genus 0 and obtained a complete description of it. In all genera, they conjectured that the generating series of the descendent integrals satisfies the open KdV equations. This conjecture can be considered as an open analog of the famous Witten's conjecture [Wit91] . A higher genus construction of the open descendent theory will appear in [STa] . A combinatorial formula for the open intersection numbers in all genera will appear soon in [T] .
In this paper, using the combinatorial formula from [T] , we present a matrix integral for the generating series of the open intersection numbers. Then applying some analytical tools to this matrix integral, we prove the main conjecture from [PST14] .
The introduction is organized as follows. In Section 1.1 we briefly recall the original conjecture of E. Witten from [Wit91] . In Section 1.2 we recall Kontsevich's combinatorial formula and Kontsevich's proof ( [Kon92] ) of Witten's conjecture. Section 1.3 contains a short account of the main constructions and conjectures in the open intersection theory from [PST14, STa, Bur14a, Bur14b, STb] . Section 1.4 describes the combinatorial formula of [T] for the open intersection numbers of [PST14, STa] .
1.1. Witten's conjecture. Notation 1.1. Throughout this text [n] will denote the set {1, 2, . . . , n}.
Intersection numbers.
A compact Riemann surface is a compact connected smooth complex curve. Given a fixed genus g and a non-negative integer l, the moduli space of all compact Riemann surfaces of genus g with l marked points is denoted by M g,l . P. Deligne and D. Mumford defined a natural compactification of it via stable curves in [DM69] in 1969. Given g, l as above, a stable curve is a compact connected complex curve with l marked points and finitely many singularities, all of which are simple nodes. The collection of marked points and nodes is the set of special points of the curve. We require that all the special points are distinct and that the automorphism group of the curve is finite. The moduli of stable marked curves of genus g with l marked points is denoted by M g,l and is a compactification of M g,l . It is known that this space is a non-singular complex orbifold of complex dimension 3g − 3 + l. For the basic theory the reader is referred to [DM69, HM98] .
In his seminal paper [Wit91] , E. Witten, motivated by theories of 2-dimensional quantum gravity, initiated new directions in the study of M g,l . For each marking index i he considered the tautological line bundles
denote the first Chern class of L i , and write
The integral on the right-hand side of (1.1) is well-defined, when the stability condition 2g − 2 + l > 0 is satisfied, all the a i 's are non-negative integers, and the dimension constraint
holds. In all other cases
is defined to be zero. The intersection products (1.1) are often called descendent integrals or intersection numbers. Note that the genus is uniquely determined by the exponents {a i }.
Let t i (for i ≥ 0) and u be formal variables, and put
be the generating function of the genus g descendent integrals (1.1). The bracket γ n c g is defined by the monomial expansion and the multilinearity in the variables t i . Concretely,
where the sum is over all sequences of non-negative integers {n i } with finitely many non-zero terms. The generating series
Witten's conjecture ( [Wit91] ) says that the closed partition function τ c becomes a tau-function of the KdV hierarchy after the change of variables t n = (2n + 1)!!T 2n+1 . In particular, it implies that the closed free energy F c satisfies the following system of partial differential equations:
(1.3)
These equations are known in mathematical physics as the KdV equations. E. Witten ([Wit91] ) proved that the intersection numbers (1.1) satisfy the string equation
for 2g − 2 + l > 0. This equation can be rewritten as the following differential equation:
E. Witten also showed that the KdV equations (1.3) together with the string equation (1.4) actually determine the closed free energy F c completely.
1.1.3. Virasoro equations. There was a later reformulation of Witten's conjecture due to R. Dijkgraaf, E. Verlinde and H. Verlinde ( [DVV91] ) in terms of the Virasoro algebra. Define differential operators L n , n ≥ −1, by
while for n ≥ 1,
The Virasoro equations say that the operators L n , n ≥ −1, annihilate the closed partition function τ c :
(1.6) L n τ c = 0, n ≥ −1.
It is easy to see that the Virasoro equations completely determine all intersection numbers. R. Witten' s conjecture consisted of two parts. The first part was to prove a combinatorial formula for the gravitational descendents. Let G g,n be the set of isomorphism classes of trivalent ribbon graphs of genus g with n faces and together with a numbering Faces(G) ≃ [n]. Denote by V (G) the set of vertices of a graph G ∈ G g,n . Let us introduce formal variables λ i , i ∈ [n]. For an edge e ∈ Edges(G), let λ(e) :=
, where i and j are the numbers of faces adjacent to e. Then we have
The second step of Kontsevich's proof was to translate the combinatorial formula into a matrix integral. Then, by using non-trivial analytical tools and the theory of tau-functions of the KdV hierarchy, he was able to prove that τ c is a tau-function of the KdV hierarchy and, hence, the free energy F c satisfies the KdV equations (1.3). In order to define gravitational descendents, as in (1.1), we must specify boundary conditions. Indeed, given a smooth compact connected oriented orbifold with boundary, (M, ∂M) of dimension n, the Poincaré-Lefschetz duality shows that
Thus, given a vector bundle on a manifold with boundary, only relative Euler class, relative to nowhere vanishing boundary conditions, can be integrated to give a number. The main construction in [PST14] is a construction of boundary conditions for
, which satisfy the following requirements, were defined. Suppose a 1 , . . . , a l are non-negative integers with 2 i a i = dim R M 0,k,l = k + 2l − 3, then (a) For any generic choice of multisections s ij ∈ S i , for 1 ≤ j ≤ a i , the multisection
For any two such choices s and s ′ we have 
where E is as above and s is canonical. In a forthcoming paper [STa] , J. Solomon and R.T. define a generalization for all genera. In [STa] a moduli space M g,k,l which classifies real stable curves with some extra structure is constructed. The moduli space M g,k,l is a smooth oriented compact orbifold with corners, of real dimension
The stability condition is 2g − 2 + k + 2l > 0. Note that naively, without adding an extra structure, the moduli of real stable curves of positive genus is non-orientable.
On M g,k,l one defines vector spaces S i = S i,g,k,l , for i ∈ [l], for which the genus g analogs of requirements (a),(b) from above hold. Write
e(E, s),
for the corresponding higher genus descendents. Introduce one more formal variable s. The open free energy is the generating function
where γ := i≥0 t i τ i , δ := sσ, and again we use the monomial expansion and the multilinearity in the variables t i , s. 
In [PST14] the authors conjectured the following equations:
They were called the open string and the open dilaton equation correspondingly.
Put
Conjecture 1 (Open analog of Witten's conjecture). The following system of equations is satisfied:
In 
where the operators L n were defined in Section 1.1.3. Although it was not clear at all that the open KdV and the open Virasoro equations are compatible, in [Bur14a] it was proved that they indeed have a common solution.
For g = 0 the conjectures were proved in [PST14] . In [STa] the conjectures are proved for g = 1 and the open string (1.13) and the open dilaton (1.14) equations are proved for all g.
The main result of this paper is the following theorem. 
It was called the half of the Burgers-KdV hierarchy. This system is obviously stronger than the system of the open KdV equations (1.15). In [Bur14a] it was actually shown that the half of the Burgers-KdV hierarchy is equivalent to the open KdV equations together with equation (1.19).
Denote by F o a unique solution of system (1.18)-(1.19) specified by the initial condition
In [Bur14a] it was shown that be a unique solution of it specified by the initial condition
We obviously have
In [Bur14b] it was proved that the function
satisfies the following extended Virasoro equations:
Here we, by definition, put
In [Bur14a] it was conjectured that, by adding descendents for boundary marked points, one can geometrically define intersection numbers which will be the coefficients of F o,ext . In [STb] J. Solomon an R.T. give a complete proposal for the construction in all genera, and it is proved to produce the correct intersection numbers in genus 0. 
It is proved in [STb] that the following equations hold
In becomes a tau-function of the KP hierarchy after the change of variables t n = (2n + 1)!!T 2n+1 and s n = 2 n+1 (n + 1)!T 2n+2 .
Combinatorial formula for the open intersection numbers. In [T] R.T. proves a com-
binatorial formula for the geometric models which were defined in [PST14, STa, STb] . He shows that all these intersection numbers can be calculated as sums of amplitudes of diagrams which will be described below. In this paper a matrix model is constructed out of this combinatorial formula. Using this matrix model we prove our main Theorem 1.3. A topological (g, k, l)-surface with boundary Σ, is a topological connected oriented surface with non-empty boundary, k boundary marked points {x i } i∈ [k] , and l internal marked points {z i } i∈ [l] , and genus g. By genus we mean, as usual in the open theory, the doubled genus, that is, the genus of the doubled surface obtained by gluing two copies of Σ along ∂Σ. We require the stability condition 2g − 2 + k + 2l > 0.
Definition 1.7. Let g, k, l be non-negative integers such that 2g − 2 + k + 2l > 0, A be a finite set and α : [l] → A a map. α, A will be implicit in the definition. A (g, k, l)-ribbon graph with boundary is an embedding ι : G → Σ of a connected graph G into a (g, k, l)-surface with boundary Σ such that
, where V (G) is the set of vertices of G. We henceforth consider {x i } as vertices.
where each D i is a topological open disk, with z i ∈ D i . We call the disks D i faces.
The genus g(G) of the graph G is the genus of Σ. The number of the boundary components of G or Σ is denoted by b(G) and v I (G) stands for the number of the internal vertices. We denote by Faces(G) the set of faces of the graph G, and we consider α as a map
by defining for f ∈ Faces(G), α(f ) := α(i), where z i is the unique internal marked point in f. The map α is called the labeling of G. Denote by V BM (G) the set of boundary marked points {x i } i∈ [k] .
, and an isomorphism of graphs φ :
, where α, α ′ are the labelings of G, G ′ respectively and f ∈ Faces(G) is any face of the graph G.
Note that in this definition we do not require the map Φ to preserve the numbering of the internal marked points.
A ribbon graph is critical, if
• Boundary marked points have degree 2.
• All other vertices have degree 3.
• If l = 0, then g = 0 and k = 3. Such a component is called a ghost.
Definition 1.8. A nodal ribbon graph with boundary is G = ( i G i ) /N, where
is a set of ordered pairs of boundary marked points (v 1 , v 2 ) of the G i 's which we identify. After the identification of the vertices v 1 and v 2 the corresponding point in the graph is called a node. The vertex v 1 is called the legal side of the node and the vertex v 2 is called the illegal side of the node.
• We also require the graph G to be connected.
We require that elements of N are disjoint as sets (without ordering).
The set of edges Edges(G) is composed of the internal edges of the G i 's and of the boundary edges. The boundary edges are the boundary segments between successive vertices which are not the illegal sides of nodes. For any boundary edge e we denote by m(e) the number of the illegal sides of nodes lying on it. The boundary marked points of G are the boundary marked points of G i 's, which are not nodes. The set of boundary marked points of G will be denoted by V BM (G) also in the nodal case.
A
• All of its components G i are critical.
• Any boundary component of G i has an odd number of points that are the boundary marked points or the legal sides of nodes.
• Ghost components do not contain the illegal sides of nodes.
A nodal ribbon graph with boundary is naturally embedded into the nodal surface Σ = ( i Σ i ) /N. The (doubled) genus of Σ is called the genus of the graph. The notion of an isomorphism is also as in the non-nodal case.
In Figure 1 there is a nodal graph of genus 0, with 5 boundary marked points, 6 internal marked points, three components, one of them is a ghost, two nodes, where a plus sign is drawn next to the legal side of a node and a minus sign is drawn next to the illegal side.
Denote by G g,k,l the set of isomorphism classes of critical nodal ribbon graphs with boundary of genus g, with k boundary marked points, l faces and together with a bijective labeling α : Faces(G) 
Matrix model
In this section we present a matrix integral that is a starting point in our proof of Theorem 1. The section is organized as follows. In Section 2.1 we give a slight reformulation of the combinatorial formula (1.22). In Section 2.2 we introduce an auxiliary function f o . This relation is given by Lemma 2.2. Section 2.3 contains a brief review of basic facts about the integration over the space of Hermitian matrices. In Section 2.4 we give a matrix integral for the function f o N . This is the subject of Proposition 2.4. The matrix integral in this proposition is understood in the sense of formal matrix integration. In Section 2.5 we discuss how to make sense of it as a convergent integral.
We fix an integer N ≥ 1 throughout this section and we set the genus parameter u to be equal to 1. and an edge e ∈ Edges(G), let
, if e is an internal edge between faces f 1 and f 2 ;
, if e is a boundary edge of face f and m(e) = m; 1, if e a boundary edge of a ghost.
Introduce formal variables λ 1 , . . . , λ N and consider the diagonal N × N matrix
From the combinatorial formula (1.22) it follows that
where c(G) := i c(G i ) and
Here e I (G i ) stands for the number of the internal edges of the graph G i .
Sum over non-nodal graphs.
Here we introduce an auxiliary function f • a labeling α :
such that on each boundary component of G the number of the boundary marked points v ∈ V BM (G) with β(v) = 1 is odd. Vertices v ∈ V BM (G) with β(v) = 1 will be called legal and vertices v ∈ V BM (G) with β(v) = 2 will be called illegal. The boundary edges of G are, by definition, the boundary segments between successive vertices of G which are not the illegal boundary marked points. We will use the following notations:
Introduce an auxiliary formal variable s − and define the following series of rational functions: 
where the sum is taken over all permutations p 1 q 1 p 2 q 2 . . . p k q k of the set of indices 1, 2, . . . , 2k such that p 1 < p 2 < . . . < p k and p i < q i .
We have
otherwise. 
Matrix integral for f
Therefore, the exponent e I B can be represented in the following way
Proposition 2.4. We have
Here the integral is understood in the sense of formal matrix integration. It means the following.
We express e Here the degree is introduced by putting , if m is even. Then the integral on the right-hand side of (2.5) is defined by
From Lemma 2.3 it follows that
Proof of Proposition 2.4. We begin by recalling the derivation of the matrix integral for τ c N from Kontsevich's combinatorial formula (1.7) ( [Kon92] ). Consider an arbitrary trivalent ribbon graph without boundary with a coloring of faces in N colors. It can be obtained by gluing trivalent stars (see Fig. 2 ) in such a way that corresponding indices on glued edges coincide. To a trivalent star we associate the polynomial
Then the Wick formula (Lemma 2.3) and Kontsevich's formula (1.7) imply that
This is the famous Kontsevich's integral ( [Kon92] ). We recommend the reader the book [LZ04, Sections 3 and 4] for a more detailed explanation of this techique.
Consider now a non-nodal critical ribbon graph with boundary G ∈ G cr,nn N
. Each boundary component is a circle with a configuration of vertices of degrees 2 and 3. Vertices of degree 2 are boundary marked points and they are of two types: legal and illegal. In Fig. 3 we draw an example of a boundary component. Legal boundary marked points are marked by + and illegal ones by −. Each graph from G cr,nn N can be obtained by gluing trivalent stars and some number of boundary components.
Consider a boundary component of some non-nodal critical ribbon graph with boundary G ∈ G cr,nn N . Recall that, by definition, the boundary edges are the boundary segments between successive vertices which are not illegal boundary marked points. Let e 1 , e 2 , . . . , e p be the edges of the boundary component, ordered in the clockwise direction. Moreover we orient each edge in the clockwise direction, so that any boundary edge points from a source vertex to a target vertex. Let bp(e i ) := H, if the source of e i is of degree 3, s, if the source of e i is of degree 2.
The combinatorial formula (2.2) suggests that to the boundary component we should assign the following expression:
where Aut denotes the automorphism group of the boundary component. An example is shown in Fig. 3 . For a moment we ignore the combinatorial coefficient (2.3). If we sum expressions (2.6) over all possible choices of a boundary component, we get
Let us deal more carefully with the combinatorial coefficient (2.3). Denote by v B3 (G) the number of the boundary vertices of degree 3 of the graph G and by e B (G) the number of the boundary edges. Since 3v
Therefore, we have to rescale expression (2.7) in the following way:
We immediately recognize here the function I B (H, Λ, s, s − ). Again, the Wick formula together with Kontsevich's formula (1.7) and the combinatorial formula (2.2) imply that
The proposition is proved. 
is absolutely convergent and determines a well-defined function of λ 1 , . . . , λ N , s and s − .
Formal Fourier transform of τ o
In this section we introduce a certain version of the Fourier transform. It happens that after this transformation formula (2.4) becomes much simpler. The main result of this section is Proposition 3.5.
We again fix an integer N ≥ 1 throughout this section and set the genus parameter u to be equal to 1.
Formal Fourier transform.
Here we define our version of the Fourier transform and describe its main properties. Section 3.1.1 is preliminary. The main definition is contained in Section 3.1.2. In Section 3.1.3 there is a slightly different version of it that will also be useful. Section 3.1.4 is devoted to the properties of our Fourier transform.
Fourier transform for C[[s]].
For an arbitrary positive real z ∈ R >0 and a non-negative integer m ∈ Z ≥0 , we have the following classical formula: tr
when 0 < z < λ i and z, λ i → +∞.
Analytical computations with the matrix integral
Let N be an arbitrary positive integer. Recall that the series τ
Let Λ z := diag(λ 1 , . . . , λ N , z). We set the genus parameter u to be equal to 1. The following proposition is the key step in the proof of Theorem 1.3.
Proposition 4.1. We have
Before proving the proposition let us make a remark about the right-hand side of equation (4.1).
. So, on the right-hand side of (4.1) we multiply a power series in z −1 and a power series in z. In general, the multiplication of two such series may not be well-defined. In our case, the issue is resolved as follows. We have
N ] is homogeneous of degree −m. Thus, the product on the right-hand side of (4.1) is well-defined.
Our proof of Proposition 4.1 uses a famous technique, that is sometimes called the averaging procedure over the unitary group. We recall it in Section 4.1. After that, in Section 4.2, we prove Proposition 4.1. Let t be an arbitrary non-zero complex parameter. The Harish-Chandra-Itzykson-Zuber (HCIZ) formula says that
Lemma 4.2. We have
The right-hand has no poles on the diagonals {a i = a j } or {b i = b j }, and so it defines a smooth function of 2N real parameters a 1 , . . . , a N , b 1 , . . . , b N . Formula (4.2) was originally found in [H-C57] and then was rediscovered in [IZ80] .
We will apply the HCIZ formula in the following way. Again, let D be a compact measurable subset of R N , invariant under permutations of the coordinates. Let f : H N → C be a smooth unitary invariant function: f (UHU −1 ) = f (H), for any U ∈ U N . Finally, consider pairwise distinct real numbers a 1 , . . . , a N and set A := diag(a 1 , . . . , a N ). 19) . In [Bur14b] it was obtained that the half of the Burgers-KdV hierarchy can be written in a very convenient form using the Lax formalism. Let us briefly recall this result. A pseudo-differential operator A is a Laurent series
Lemma 4.3. We have
where m is an arbitrary integer and a n are formal power series in t 0 , t 1 , . . .. We will always identify t 0 with x. Let
The product of pseudo-differential operators is defined by the following commutation rule: 
Virasoro equations
The derivation of the open Virasoro equations (1.17) from the open KdV equations (1.15) was given in [Bur14a] . Another derivation was obtained in [Bur14b] . In this section we want to show that the open Virasoro equations can be very easily obtained from Corollary 5.1. Again we can assume that u = 1.
By Corollary 5.1, Φ f orm s
