This paper considers the problem of recovering the delays and amplitudes of a weighted superposition of pulses. This problem is motivated by a variety of applications, such as ultrasound and radar. We show that for univariate and bivariate stream of pulses, one can recover the delays and weights to any desired accuracy by solving a tractable convex optimization problem, provided that a pulse-dependent separation condition is satisfied. The main result of this paper states that the recovery is robust to additive noise or model mismatch.
Introduction
In this paper we consider signals of the form
where K σ (t) := K(σ −1 t) and m |c m | < ∞. We assume that the kernel (pulse) K and the scaling σ > 0 are known, whereas the delays {t m } and the real amplitudes {c m } are unknown. The delayed versions of the kernel, {K σ (t − t m )} m , are often referred to as atoms. In Section 2 we discuss specific requirements for K.
An alternative representation of the signal in (1.1) is y(t) = (K σ * x) (t) =ˆR K σ (t − s)dx(s), where x(t) = m c m δ tm (t), (1.2) and δ t denotes a Dirac measure. This model is quite common in a number of engineering applications such as ultrasound [50, 53, 5] , radar [2] and more (see e.g. [51, 22, 42] ). In these applications, we transmit a pulse and measure the received echoes. This formulation 1 minimization problem. The continuous nature of our analysis guarantees that the results hold for any discretization of the parameter space, with no dependence on the dictionary coherence (see also [48] ). The behavior of the discrete optimization problem solution, when the underlying signal is defined on the continuum (as typically occurs in practical applications) is analyzed in detail in [24, 25, 45] . The outline of this paper is as follows. After this introduction section, Section 2 presents our main results. In Theorems 2.7 and 2.11 we show that a sufficient condition for a successful recovery is that the delays are sufficiently separated. We further establish in Theorem 2.12 that recovery via 1 minimization is robust to additive noise or model mismatch, and the error is proportional to the noise level. We note that we make no statistical assumptions on the noise so our results are quite general. Section 3, which is the main body of this paper, is dedicated to the presentation of proofs. In Section 4 we present the results of numerical experiments we have conducted, and in Section 5 we draw conclusions and discuss the implications of our results.
Main Results
In this section we present our main results. For the benefit of the reader we provide the formal definition of Total Variation (TV) norm (see [41] where the supremum is taken over all partitions of B into countable disjoint subsets. The total variation |v| is a non-negative measure on B(A), and the Total Variation (TV) norm of v is defined as v T V = |v|(A).
The TV norm of a signed measure can be interpreted as the generalization of 1 norm to the real line. For a discrete measure of the form of (1.2), it is easy to see that
Next we need the following definitions: Definition 2.2. A set of points T ⊂ R is said to satisfy the minimal separation condition for a kernel dependent ν > 0 and a given σ > 0 if ∆ := min t i ,t j ∈T,t i =t j |t i − t j | ≥ νσ.
Definition 2.3.
A kernel K is admissible if it has the following properties:
1. K ∈ C 3 (R), is real and even. 2. Global property: There exist constants C > 0, = 0, 1, 2, 3 such that K ( ) (t) ≤ C / (1 + t 2 ) , where K ( ) (t) denotes the th derivative of K. 3. Local property: There exist constants ε, β > 0 such that (a) K(t) > 0 for all |t| ≤ ε and K(t) < K(ε) for all |t| > ε, (b) K (2) (t) < −β for all |t| ≤ ε.
Remark 2.4. By the Taylor Remainder theorem, for any 0 < t ≤ ε, there exists 0 < ξ ≤ t such that K (1) (t) = K (1) (0) + tK (2) (ξ) = tK (2) (ξ) < 0.
Hence, the local property implies that K is monotonically decreasing in t ∈ (0, ε). Figure 2 ).
Remark 2.5. The global property in Definition 2.3 can be somewhat weakened to K ( ) (t) ≤ C /(1+|t| 1+s ) for some s > 0. In this case, the separation condition would become dependent on s.
Remark 2.6. Two prime examples for an admissible kernel are the Gaussian kernel, K (t) = e −t 2 /2 and the Cauchy kernel, K(t) = 1/ (1 + t 2 ). The reader can readily verify that both are admissible. Table 1 presents the numerical constants C , = 0, 1, 2, 3 for both kernels.
Our first theorem states that one can recover the unknown delays and amplitudes of a given stream of pulses (1.1) by simply minimizing the TV norm of (1.2).
Theorem 2.7. For any admissible kernel K, there exists ν > 0 such that for any σ > 0, the delays and amplitudes of any signal y of the form (1.1), with delays T := {t m } satisfying the separation condition of Definition 2.2, can be recovered as the unique solution of
where M(R) is the space of signed Borel measures on R.
Remark 2.8. We note that the feasible set of the optimization problem (2.1) is one-element if and only if the Fourier transform of K σ is not vanishing identically on an interval. In this sense, Theorem 2.7 is trivial for kernels whose Fourier transform does not vanish identically on an interval, such as the Gaussian and Cauchy kernels and the signal can be recovered linearly byŷ =K σx , wherex,ŷ andK σ are the Fourier transforms of x, y and K σ , respectively. In this manuscript, we use Theorem 2.7 as a step towards the main result, which is the robustness under noise or model mismatch as presented in Theorem 2.12. We emphasize that from practical point of view, the stability is of crucial importance as discussed later in this section and demonstrated in Figure 1 . Table 1 shows the numerical constants associated with the Gaussian and Cauchy kernels. Moreover, it presents the minimal empirical values of the separation constant ν (see Definition 2.2), as evaluated numerically (see Figure 2) . The proof in Section 3.2 reveals the dependence of ν on the nature of the admissible kernel. For instance, (3.15) shows that small |K (2) (0)| (that is, flatness near the origin) requires a larger separation constant ν (see also e.g. equations (3.20) , (3.21) ).
We want to emphasize that our model can be extended to other types of underlying signals, not necessarily a spike train as in (1.2). For instance, suppose that the underlying signal itself is a stream of pulses of the form m c mKσ (t − t m ). In this case, the measurements are given as y(t) = K σ * K σ * x (t), where x(t) is a signal of the form of (1.2). Therefore, our results hold immediately if the convolution kernelK(t) = K * K (t) meets the definition of admissible kernel and T satisfies the associated separation condition. For instance, if K andK are both Gaussian kernels with standard deviations of σ 1 and σ 2 , theñ K is also Gaussian with standard deviation of σ = σ The univariate result can be extended to bivariate signals. Consider a signal of the form
where Definition 2.9. A set of points T 2 ⊂ R 2 is said to satisfy the minimal separation condition for a kernel dependent ν > 0 and a given σ t , σ u > 0 if ∆ := min
Definition 2.10. A bivariate kernel K 2 is admissible if it has the following properties:
, is real and even, that is
2.
Global property: There exist constants
(t, u) < −β for all (t, u) satisfying |t|, |u| ≤ . Theorem 2.11. For any bivariate admissible kernel K 2 , there exists ν > 0 such that for any σ t , σ u > 0 and a signal of the form (2.2) with delays T 2 := {t m , u m } satisfying the separation condition of Definition 2.9, {c m } and {t m , u m } are uniquely defined by the solution of
where M(R 2 ) is the space of signed Borel measures on R 2 .
As in the univariate case, the bivariate separation constant ν depends on the parameters of the bivariate kernel K 2 . Again, flatness of K 2 at the origin implies the need for greater separation (see e.g. equations (3.39), (3.43) , (3.44) ).
In practice, the measured signal is contaminated by noise and does not fit exactly the above models. In this case, without a separation condition, the decomposition can not be stable by any method. To see this, consider some constants t ε , t 0 > 0 and a signal of the form y(t) = g(t 0 − t) − g(t 0 + t ε − t), where g(t) is a Gaussian kernel. Then, .
Clearly, as t ε → 0, y(t) decays rapidly to zero for any t 0 and t. Thus, even if the signal is contaminated with a minuscule amount of noise or model error, there is no hope to recover {t m } and {c m }.
As aforementioned in Section 1, there is no tractable algorithm solving (2.1). Therefore, in addressing the noisy case we consider the sampled version of the problem in which the TV norm reduces to 1 norm. For convenience, we focus here on the univariate model, however a similar result holds in the bivariate case.
Let us assume the sampling interval to be 1/N for a given integer N , and that the delays T lie on the grid k/N , k ∈ Z, i.e.
we obtain a discrete form of the stream of pulses
The discrete noisy model we consider is given by
where * denotes a discrete convolution, x[k] := x(k/N ) is the underlying true superposition of delays, and n := {n[k]} is an additive noise or model mismatch. The discrete system can be presented in a matrix notation as
where K is the convolution matrix. This matrix is guaranteed to be invertible in many cases, such as for the Gaussian kernel, and hence one may consider estimating x by solving the linear system of equations. However, as the stability of the linear system depends linearly on the condition number of K (see for instance Section 4.3 in [3] ), this method will be stable only if the sampling step is large and thus will suffer from severe restrictions on the attainable resolution. Figure 1 shows the recovery of a signal from (2.3) using 1 minimization and least-squares (LS) in a noise-free setting with Gaussian kernel with standard deviation of σ = 0.1 and sampling step of 0.01. As can be seen, while the 1 minimization perfectly recovers the signal according to Theorem 2.7, the LS approach fails totally. We emphasize that the experiment was performed in a noise-free setting (i.e. n = 0) and therefore the recovery failure of the LS is due to the amplification of the computer numerical errors. We further present the condition number of the convolution matrix K in the case of Gaussian kernel as a function of the discretization step. As can be seen, the condition number grows exponentially as the sampling interval gets smaller.
(a) (b) We suggest to estimate x by the relaxed 1 program
The following result shows that the error is proportional to the noise level δ.
Theorem 2.12. Consider the model (2.3) for an admissible kernel K. If T satisfies the separation condition of Definition 2.2 for σ > 0, then the solutionx of (2.4) obeys
Therefore, for sufficiently large ν, we obtain
As can be seen, high value of β results in small recovery error. So kernels which are flat near the origin will be less stable in a noisy environment.
In a consecutive paper, it was shown that the solution of (2.4) is also clustered around the true support [5] . The case of non-negative stream of pulses, i.e. c m > 0, was analyzed in [4] . In this work it was proven that the separation is unnecessary in this case and can be replaced by the notion of Rayleigh regularity.
Proof of main results
The main pillar of the forthcoming proofs is a duality theorem which is a variant of the 'dual certificate' theorems of [7] , [6] and [13] .
The duality theorem
then x is the unique real Borel measure solving
Proof. Letx be a solution of (3.4), and definex = x + h. The difference measure h can be decomposed relative to |x| as
where h T is supported in T , and h T C is supported in T C (the complementary of T ). If
which in turn leads to´R K ( ) (t − s)dh (s) = 0. Then, for any q of the form (3.1), since K is even, we get
By assumption, for the choice v m = sgn(h T (t m )), there exists q of the form (3.1), such that
If h T C = 0, then h T T V = 0, and h = 0. Alternatively, if h T C = 0, from the second property of q,
As a result, using the fact thatx has minimal TV norm, we get
which is a contradiction. Therefore, h = 0, which implies that x is the unique solution of (3.4).
Proof of Theorem 2.7
For simplicity and without loss of generality we will assume throughout the proof that σ = 1. To prove Theorem 2.7 we make use of the following result: Proposition 3.2. Let T satisfy the separation condition of Definition 2.2 and let {v m } be any set as in Theorem 3.1. Then, there exist coefficients {a m } and {b m } such that
satisfies:
Furthermore, The coefficients can be bounded by
where ν is the separation constant from Definition 2.2. If v m = 1, we also have
Proposition 3.2 suggests a candidate q to use in Theorem 3.1 and once proved, it will guarantee q satisfies (3.2). The next two results are needed to prove that q as in (3.5), satisfies (3.3) as well so as to complete the proof of Theorem 2.7.
Lemma 3.3. Under the separation condition of Definition 2.3 with ε < ν/2, q as in Proposition 3.2 satisfies |q(t)| < 1 for all t obeying 0 < |t − t m | ≤ ε for some t m ∈ T .
Lemma 3.4. Under the separation condition of Definition 2.3 with ε < ν/2, q as in Proposition 3.2 satisfies |q(t)| < 1 for all t obeying |t − t m | > ε for all t m ∈ T .
Proof of Proposition 3.2
Substituting the requirements (3.6) and (3.7) we get the set of equations
for all t k ∈ T , which can be written in a matrix vector form as
where (G ) k,m := K ( ) (t k − t m ), = 0, 1, 2, and a := {a m }, b := {b m }, v := {v m }. From standard linear algebra (see e.g. [54] ) we know that the matrix in (3.11) is invertible if both G 2 and its Schur complement S :
In such a case we have, 
It can be shown that
So, we readily get
Therefore, G 2 is invertible if 2C 2 E(ν) < K (2) (0) , which is equivalent to the condition
Remark 3.5. We see here that if K is relatively flat at the origin, a larger separation is required for unique recovery through TV minimization.
Next we consider
Using the same method leading to (3.14), we readily observe that
and since K (1) (0) = 0 we also have
Furthermore, using (3.12) and (3.14) we get
Substitution in (3.16) results in 19) where the last inequality holds for
Therefore, if further
and S is invertible. Hence, (3.11) has a unique solution. Furthermore, we conclude that a and b are given by
Hence, by (3.12) and (3.19) we get
Using (3.17) and (3.18) we also have
.
and using (3.19) we end up with
This completes the proof.
Proof of Lemma 3.3
Assume without loss of generality that t ∈ R, where t k < t ≤ t k + ε, for some t k ∈ T and that q(t k ) = v k = 1. The proof is similar for the case t k − ≤ t < t k or v k = −1. Since |t − t m | > ν/2 for m = k, we have, using the separation assumption, for = 0, 1, 2, 3,
Using this estimate, as well as (3.8), (3.9) and (3.10) we obtain
Thus, it can be shown that q (2) (t) < − β 2K(0)
for sufficiently large ν that depends on the parameters of K.
By Taylor Remainder theorem, for any t k < t < t k + ε, there exists t k < ξ ≤ t such that
Since by construction q (1) (t k ) = 0, we conclude that for sufficently large ν 25) implying that q(t) < 1, for t k < t ≤ t k + .
To complete the proof we need to show also that q(t) > −1. We then use again the properties of the kernel, (3.8), (3.9) and (3.10) to estimate
This implies that for sufficiently large ν, we have q(t) > −1, for t k ≤ t ≤ t k + . We therefore conclude
Proof of Lemma 3.4
Fix t ∈ R satisfying |t − t m | > ε for all t m ∈ T , and denote t k := min{|t m − t| : t m ∈ T }. This implies that |t−t m | > ν/2, for all m = k. Then, from (3.5), the properties of admissible kernel, (3.8) and (3.9),
By the Taylor Remainder theorem and the properties of K(t), one has 0 < K(ε) ≤ K(0) − βε 2 /2, which yields
Therefore, it is obvious that for sufficiently large ν, we get that
Proof of Theorem 2.11
For simplicity and without loss of generality we assume that σ t = σ u = 1. The proof follows the outline of the proof in the univariate case. We make use of the following result: Proposition 3.6. Let T 2 satisfies the separation condition of Definition 2.9 for the bivariate admissible kernel in Definition 2.10, and let {v m } be any set as in Theorem 3.1. Then, there exist coefficients {a m } , {b m } and {c m } such that
The coefficients are bounded by
30)
(3.32)
If v m = 1, we also have
Proposition 3.6 suggests a candidate q (t, u) to use in Theorem 3.1. Next, we define the sets
34)
where ε 1 ≤ ε is a sufficiently small constant to be chosen later. The following Lemmas complete the proof:
Lemma 3.7. Assuming the separation condition of Definition 2.9 and ε < ν/2, then q(t, u) as in Proposition 3.6 satisfies |q(t, u)| < 1 for all (t, u) ∈ S.
Lemma 3.8. Assuming the separation condition of Definition 2.9 and ε < ν/2, then q(t, u) as in Proposition 3.6 satisfies |q(t, u)| < 1 for all (t, u) ∈ S C .
Proof of Proposition 3.6
We begin the proof with a preliminary calculation. Fix (t k , u k ) ∈ T 2 . Let Ω n be the n th 'rectangular ring' about (t k , u k ) such that
where ν is the separation constant from Definition 2.9. The area of the n th ring is
By assumption, the set T 2 satisfies the separation condition of Definition 2.9. Hence, the points are centers of pairwise disjoint rectangles of area 4ν 2 . Also, the rectangle of any (t k , u k ) ∈ Ω n is contained in the ring
Therefore, we can bound the number of points of T 2 contained in the ring Ω n by
for n ≥ 1. Equipped with (3.35), we follow the outline of the proof of Proposition 3.2. We write (3.28) and (3.29) explicitly
This can be written in a matrix vector form as
where a := {a m } , b := {b m }, c := {c m }, v := {v m }, and G
. For convenience, we write (3.36) as
where
We begin by showing that the matrix G 2 is invertible for sufficiently large ν. G 2 is invertible if both G (0,2) and its Schur complement G 1) are invertible. Using the properties of the bivariate admissible kernel (see Definition 2.10), we observe that
According to (3.35) , the n th 'rectangular ring' with respect to (t k , u k ) contains at most 9n elements of T 2 . So under the separation condition of Definition 2.9, we get
Therefore, if ν is chosen such that
(0, 0) , and G (0,2) is invertible. The Schur complement of G (0,2) can be bounded by
Using the same considerations as in (3.37) we have
and since K
(0, 0) = 0, we also have
Substituting into (3.40) and using (3.12), we get
where the last inequality holds for,
Similarly to (3.39), if we impose,
(0, 0) , and the invertibility of G s 2 and G 2 follows. In order to show that the matrix in (3.36) is invertible, we need to show that the Schur complement of G 2
is invertible as well (see e.g. [54] ). We use the same considerations as before, and since
Substituting (3.12), (3.37), (3.41) and (3.47) into (3.46) leads to
where the last inequality holds for E 2 (ν) ≤
. Using the estimate
and substituting (3.12), (3.37), (3.42), (3.47) and (3.48) into (3.45) we obtain
where the last inequality holds for E 2 (ν) ≤ min
. Thus, for sufficiently large ν, K 2 (0, 0) I − G s ∞ < K 2 (0, 0), and hence G s is invertible. Combining this result with (3.37) and (3.42), we conclude that (3.36) has a unique solution. Going back to (3.36), we use the inversion formula to get [7]   a b c
, and
, where the last inequality holds for
. This proves (3.30),(3.31) and (3.32).
If v k = 1, similarly to (3.23) we conclude that
Proof of Lemma 3.7
Fix (t, u) ∈ S k with respect to (t k , u k ) ∈ T 2 (see (3.34)), and assume that q(t k ) = 1. The proof is similar for the case q(t k ) = −1. Since |t − t m | > ν/2 or |u − u m | > ν/2 for m = k, we have, using the separation assumption, that for 1 + 2 ≤ 3 (compare with (3.38)):
We start by proving that the Hessian of q(t, u) is negative definite. Recall that the Hessian of q(t, u) is given by
By (3.27) we have
Using the local convexity of the bivariate kernel, (3.30), (3.33) and (3.51) we get
Hence, using (3.31) and (3.32) it is evident that for sufficiently large ν we have q
. Plainly, similar argument holds for q (0,2) (t, u) as well.
Next, we consider |q (1,1) (t, u) |. By (3.27) we have
Consequently, we obtain
Hence, for sufficiently large ν and sufficiently small ε 1 ,
. Consequently, the determinant of the Hessian is positive
whereas the trace is negative
As a result, both eigenvalues of the Hessian are negative, so the Hessian is negative definite for any (t, u) ∈ S. Using the Taylor remainder theorem (similarly to (3.24)) we conclude that q(t, u) < 1 for all (t, u) ∈ S.
To complete the proof, we need to show that q(t, u) > −1. Recall that K 2 (t, u) decreases as function of both variables in 0 ≤ t, u < ε 1 (see Remark 2.4). So,
Thus it is clear that for sufficiently large ν, q(t, u) > −1. This completes the proof.
Proof of Lemma 3.8
Fix (t, u) ∈ S C (see (3.34) ), and denote (t k , u k ) := min{max{|t − t m |, |u − u m |} : (t m , u m ) ∈ T 2 }. Then, from (3.27), (3.51) and the properties of bivariate admissible ker-
By (3.31) and (3.32) and since max {K 2 (ε 1 , 0) , K 2 (0, ε 1 )} < K 2 (0, 0) we conclude that for sufficiently large ν, |q (t, u)| < 1 for all (t, u) ∈ S C . This completes the proof.
Proof of Theorem 2.12
Letx be the solution of the optimization problem (2.4) with x 1 ≤ x 1 and let
where h T is the part of the sequence h with support in T := {k m }. If h T = 0, then h = 0. Otherwise, h T C = 0 which implies the contradiction x 1 > x 1 . The discrete support of the delays is identified as {t m } = {k m /N } and it satisfies the condition |t j − t k | ≥ νσ, for j = k. Therefore, the set T σ := {t m /σ} = {k m /N σ}, satisfies a separation condition with ν. We have shown that under this separation condition, there exists q of the form (3.5), corresponding to the interpolating conditions q(t m /σ) = q(k m /N σ) = sgn(h T [k m ]) (see (3.2) ) and also satisfying |q(t)| < 1 for t / ∈ T σ (see (3.3) ). Therefore, we have that
satisfies the interpolation conditions
and
Observe that (2.3) and (2.4) give
Now, using (3.56) we have km∈T k∈Z
From the admissible kernel properties (see Definition 2.3) we get
Using the separation condition |k i − k j | ≥ νN σ, ∀k i , k j ∈ T , we can estimate for any k
where E(ν) := π 2 /6ν 2 (see (3.13)). Then,
Substituting in (3.55) we get
On the other hand, from (3.53) and (3.54) we get
Combining the two inequalities, we get
Assume |k − k m | ≤ εN σ, k = k m , for some k m ∈ T . By (3.25) we observe that
For the case |k − k m | > εN σ, for all k m ∈ T , we apply (3.26), to derive
Combining these last two estimates gives a uniform estimate for sufficiently large ν
where γ := max{N σ, ε −1 }. Substituting into (3.57) we get
We also have from (2.4)
Applying this with (3.58) yields
This gives
Then using (3.8),(3.9),(3.10) and (3.13) we get
Numerical Experiments
We performed extensive numerical experiments to validate the theoretical results. All experiments approximate the TV minimization by solving the appropriate 1 minimization using CVX [30] . The signals were generated in two steps. First, random locations were sequentially added to the signal's support in the interval [−1, 1] with discretization step of 0.01, while keeping the separation condition. Once the support was determined, the amplitudes were drawn randomly from an i.i.d normal distribution with standard deviation suits to the desired signal to noise (SNR) ratio.
The first experiment aims to estimate empirically the minimal separation constant ν (see Definition 2.2) in a noise-free environment for different admissible kernels. As can be seen in Figure 2 , for Cauchy kernel it suffices to set ν = 0.45, whereas Gaussian kernel requires separation constant of ν = 1.1 (see also Table 1 ). We mention that in order to achieve good recovery results we had to increase the separation constant. As can be seen, the solution in some cases misses the small delays of the signal, which are at the level of the noise, but manages to recover the larger delays with high accuracy.
Conclusions
In this paper, we have shown that a standard convex optimization technique can robustly decompose a stream of pulses into its atoms. The localization properties of the decomposition were derived in [5] . This holds provided that the distance between the atoms is of the order of σ (see (1.1)), and that the kernel satisfies mild localization conditions. In contrast to previous works, our method is stable and relies on theoretical results on the continuum, implying that there is no limitation on the discretization step. In a consecutive paper [4] , it was proven that the separation is unnecessary if the underlying signal is known to be positive (i.e. c m > 0). In this case, the separation can be replaced by a weaker condition of Rayleigh regularity.
Our results show that the minimal separation needed for the success of the recovery depends on the global and the local properties of the kernel. It seems that the degree of the kernel's concavity near the origin has a particular importance, i.e. a 'flat' kernel near the origin requires higher separation.
We have showed explicitly that our technique applies to univariate and bivariate signals. We strongly believe that this result holds in higher dimensions since parts of the proof can be easily generalized to any dimension. However, there are certain technical challenges which we hope to overcome in future work.
This work is part of an ongoing effort to prove and demonstrate the effectiveness of convex optimization techniques to robustly recover signals from their projections onto polynomial spaces [13, 8, 6] and from their convolution with known kernels. The projection of signals onto spaces generated by shifts of one function or shifts and dilations of one function were investigated extensively in the literature [52, 17, 16, 33, 29, 14, 38, 11, 39, 49] and found many applications (see for instance [35, 27] ). An interesting question is whether similar convex optimization techniques can be applied for the recovery of signals from these projections. We leave this question for a future research.
