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El motiu pel qual s’ha realitzat aquest Treball de Final de Grau és perquè actualment, el món de 
la enginyeria viu immers en un ambient que exigeix constantment prendre decisions de 
qualsevol índole; per això, els enginyers s’han d’ajudar de la intuïció, experiència, consells 
d’experts, etc. Però en tot cas sempre pretenen arribar a la millor decisió. L’ambient en el qual 
es desenvolupa un problema de decisió òptima acostuma a ser complex i difícil d’examinar 
directament, fet que obliga als especialistes a elaborar representacions simplificades de la 
realitat, o models que permetin analitzar els problemes que es plantegen d’una manera més 
senzilla. 
 
El bloc “La programació lineal com a mètode d’optimització”  del treball: “Aplicació dels mètodes 
de Programació Lineal (PL) per a l’optimització de recursos en projectes d’Enginyeria 
d’Edificació”, té la finalitat d’ajudar als enginyers de l’edificació, proporcionant elements 
necessaris per a desenvolupar els temes a un nivell adequat, a endinsar-se al camp dels 
mètodes de programació lineal d’optimització. L’objectiu principal del treball és despertar 
interès pel coneixement de la metodologia d’optimització, com a mitjà per tal d’aconseguir  la 
millor solució als problemes de decisió. 
 
Al nucli principal del bloc “La programació lineal com a mètode d’optimització”  es tractaran els 
aspectes generals dels problemes d’optimització, discutint qüestions sobre el procediment 
complet d’un estudi d’optimització, des de l’anàlisi del problema, la construcció del model 
matemàtic, la seva resolució numèrica i validació de la solució, fins a posar en pràctica la 
solució òptima. Aquesta part està plantejada a nivell introductori; no obstant això, s’ha de tenir 
en compte que és necessari utilitzar un llenguatge tècnic-matemàtic mínim per a l’exposició 
dels temes, amb la qual cosa és convenient familiaritzar-se amb el mateix. En principi, els 
coneixements obtinguts en una titulació de tipus científic a nivell introductori són suficients; en 
concret són útils els coneixements de matrius, àlgebra lineal i geometria analítica. En algunes 
aplicacions i exemples s’utilitzaran conceptes elementals d’estadística i càlcul de probabilitats, 
aleshores, és extremadament útil dominar les notacions i bagatge elemental de la matèria a 
nivell de primer curs del Grau en Enginyeria de l’Edificació. L’aparell matemàtic serà reduït al 
mínim imprescindible i es remetrà al lector interessat en els detalls matemàtics formals a la 
bibliografia corresponent, mantenint així, el cos del text lliure de demostracions.  
 
La finalitat de l’explicació de tots aquests conceptes és proporcionar al lector uns coneixements 
suficients per tal d’entendre la modelització de problemes de programació lineal que s’exposen 
a la part final del bloc. Aquests models són els que s’utilitzaran a la segona part del treball per 
tal de resoldre problemes de programació lineal aplicats a l’Enginyeria d’Edificació. En concret 
s’exposen el problema del transport, el problema de la dieta, el problema del transbord, el 
problema de l’assignació, el problema de la motxilla, el problema del flux de cost mínim, el 
problema de l’arbre d’expansió mínim, el problema de la ruta més curta, el problema del flux 
màxim i el problema de l’agent viatjant. Cadascun d’aquests models està relacionat amb algun 
algorisme o mètode matemàtic corresponent en el qual estan basats, que s’explica, en cas 
necessari. 
 
Finalment, a l’últim apartat del treball, s’adjunten la bibliografia i les referències consultades, 
que durant la redacció del document s’ha denotat amb la notació	[] a la referència  
corresponent. 
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Optimitzar suposa buscar la millor alternativa, entre vàries possibles, d’acord amb un criteri 
específic i subjecte a les limitacions existents entre aquestes alternatives. És a dir, l’ésser 
racional és un ésser optimitzador, en el sentit que sempre pretén buscar el millor curs d’acció 
en una activitat o procés en ordre per tal d’aprofitar al màxim les seves potencialitats.   
 
Dit d’una altra forma, el problema d’optimització es planteja quan un individu, o grup, ha 
d’escollir entre vàries alternatives, normalment limitades mitjançant algun tipus de condicions, 
disposant per a això d’un criteri de selecció que permeti ordenar-les, de manera que sigui 
possible comparar qualsevol parell d’alternatives i supòsit que no totes elles siguin iguals 
respecte del criteri. Si només hi ha una alternativa, si no es disposa d’una mesura de 
comparació, o si totes les alternatives es poden considerar equivalents respecte del criteri, 
aleshores no hi ha problema d’optimització. D’acord amb la terminologia clàssicament 
establerta, es parla de les variables que permeten definir cadascuna de les alternatives, de les 
restriccions, que limiten l’elecció i de l’objectiu que permet establir el criteri de comparació. Per 
exemple, un problema clàssic d’optimització és, entre d’altres, el problema del transport, 
(explicat a l’apartat 6.1) . En aquest problema l’objectiu és minimitzar el cost total del transport 
d’un producte des d’uns orígens a uns destins, satisfent la demanda de cada destí sense 
superar l’oferta disponible a cada origen. Ara bé, un problema del transport pot estar subjecte a 
la restricció que el transport de l’origen o font al destí estigui limitat, per exemple, per un vehicle 
que tingui una determinada capacitat de volum de transport. Aleshores, dins d’aquestes 
restriccions hi ha les variables, que en aquest exemple, poden ser la quantitat a transportar i el 




El context en el qual es desenvolupa un procés d’optimització és el de la teoria de sistemes. 
Per sistema s’entén un conjunt d’individus i màquines que interactuen. La paraula màquina té, 
en aquest sentit, un significat ampli, que va des del simple enginy mecànic fins a estructures 
socials complexes que responen a regles comunament acceptades, és a dir, un sistema és una 
estructura que funciona, com per exemple: una multinacional amb els seus centres de 
producció i distribució, que formen part d’un sistema de distribució de béns i serveis, o bé, les 
xarxes de carreteres, ferrocarrils, telèfons, les quals formen el sistema de comunicacions d’un 
país. 
 
Els elements del sistema són els recursos humans, financers, materials, etc. Cadascuna de les 
seves parts influeix directa o indirectament a les altres i algunes interaccions són controlables i 
les altres no. La informació entre cadascuna de les parts del sistema converteix l’estructura en 
un element viu. L’optimització interessa per la seva forma de decidir quina és la millor manera 
de dissenyar un sistema.  
 
El mètode emprat és el científic: observació del sistema, formulació de teories sobre el 
comportament del sistema, avaluació i obtenció de conseqüències per a poder prendre 
decisions que aprofitin al màxim els recursos del sistema. 
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Per exemple, a un sistema de distribució de béns, l’optimització del sistema podria consistir en 
la recerca dels millors canals o rutes de distribució, la construcció de nous centres de 
producció, el disseny d’una nova política de manteniment de l’inventari, etc. 
 
2.3. Models físics i models simbòlics 
 
L’anàlisi del comportament d’un sistema pot realitzar-se experimentant directament sobre el 
mateix. Això demostra els avantatges i els inconvenients derivats de l’observació en primer pla 
de l’objecte d’estudi: la situació examinada és la real, els resultats obtinguts són fiables, 
precisos i d’interpretació immediata.  
 
Un model, en essència, és una representació aproximada d’algun cas real que recull les 
característiques essencials del sistema real i es converteix en l’objecte d’estudi, per tant, s’ha 
de tenir en consideració que, si es contempla des de l’òptica d’un model d’aquest, el que 
s’observa realment no és només el propi sistema, sinó una simplificació del mateix. Sobre 
aquest model es poden elaborar noves teories i analitzar les seves conseqüències, arribant a 
conclusions teòriques sobre el comportament del sistema. Aquestes conclusions s’han 
d’interpretar i validar sobre el sistema real per tal d’arribar a decisions que optimitzin el seu 
funcionament. 
 
Els models poden classificar-se en dos categories: models físics i models simbòlics. Als models 
físics la representació del sistema és tangible, material; en canvi, als models simbòlics el 
sistema es representa mitjançant les eines que els homes han desenvolupat per a l’abstracció: 
dibuixos, descripcions verbals, lògica i matemàtiques. És el cas dels esquemes, els llenguatges 
de computador, etc. 
 
Treballar amb models és més econòmic i ràpid, permet avaluar millor el nombre d’alternatives i 
no comporta riscos al sistema. Com a contrapartida es perd precisió, fiabilitat, els resultats 
poden ser d’interpretació confusa i, com s’ha senyalat, el sistema observat és només una 
aproximació simplificada del sistema real, per la qual cosa els resultats seran tan rellevants 
com el model capti els aspectes claus del sistema estudiat. Per la seva banda, els models físics 
són més fàcils de comprendre que els models simbòlics; alternativament, els models simbòlics 
són més econòmics, versàtils i manipulables que els físics. 
 
2.4. Models matemàtics 
 
Els models simbòlics més interessants en l’optimització són els models matemàtics. Un model 
matemàtic representa el sistema mitjançant ens matemàtics com funcions, variables, 
equacions... i relacions entre ells. La conclusió que s’ha d’extreure és que la utilitat d’un model 
matemàtic per tal d’analitzar el comportament d’un sistema real, es troba en l’habilitat del 
dissenyador del model de saber captar al mateix, els aspectes rellevants del problema en 
qüestió.  
 
La major part de l’èxit en l’aplicació de mètodes matemàtics per a l’optimització a sistemes 
reals, descansa en la possibilitat de disposar d’un model adequat; per això, la perspectiva del 
creador del model és fonamental en la utilització del mateix, ja que construir models i en 
particular, models matemàtics requereix qualitats artístiques, a més de coneixements tècnics. 
Aquesta característica, sovint quasi oblidada als manuals, no s’ha de perdre de vista al moment 
d’endinsar-se al camp de l’optimització de sistemes. 
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2.5. Fases d’un estudi d’optimització 
 
La utilització d’un model matemàtic per tal d’optimitzar el disseny i el comportament d’un 
sistema real és un procés que porta incorporada l’aplicació successiva de diverses fases que 
puguin esquematitzar-se del model següent: 
 
A. Anàlisi i definició del problema 
B. Formulació del model 
C. Solució del model 
D. Validació del model 
E. Posada en pràctica de la solució 
 
Es poden fer unes consideracions generals sobre aquestes fases: 
 
A. Anàlisi i definició del problema 
 
El punt de partida és la constatació de l’existència d’un sistema susceptible de ser millorat en el 
seu funcionament i albirar les possibilitats d’actuació per tal d’aconseguir-ho. Als primers 
passos s’ha d’acotar el camp d’actuació; qualsevol sistema pot considerar-se un subsistema 
d’un altre més complex, la qual cosa ha de servir per a reflexionar fins a quin nivell es pot, o bé 
s’ha de fer arribar la intervenció. 
 
Això exigeix un sistema simplificat, que reculli, de manera esquemàtica, els aspectes del 
sistema real estrictament rellevants per al problema en qüestió. Aleshores, és de gran utilitat fer 
una llista d’allò que s’espera que faci el sistema, els mitjans dels quals es disposa per a 
aconseguir-ho,  analitzar la possibilitat de posar en pràctica les solucions trobades i preveure 
un calendari del desenvolupament del projecte per tal de contemplar la possible evolució del 
mateix durant el període de temps. 
 
B. Construcció del model 
 
Aquesta és una fase crítica que s’ha d’abordar amb compte perquè comporta una faceta 
artística on l’autor del model és capital de cara al futur projecte. És precís disposar de bons 
coneixements tècnics sobre els possibles mètodes de solució del problema en qüestió, per tal 
de no perdre’s en plantejaments que condueixin a vies sense solucions computables.  
 
És en aquesta fase on es prenen pràcticament totes les decisions tècniques que afectaran la 
viabilitat del model. En concret s’han de tractar aspectes com, per exemple, quin serà el criteri 
de comparació de les diferents alternatives, quantes i quines seran les variables (controlables i 
incontrolables), les constants, els paràmetres, quines seran les relacions entre variables, les 
dades del problema i com i on obtenir-les, el mètode de càlcul i, en el seu cas, els programes 
informàtics necessaris per tal de trobar les solucions numèriques, etc. En definitiva, el resultat 
final d’aquesta fase és l’ens matemàtic que serveix de model per al sistema. 
 
C. Solució del model 
 
La fase de solució del model és la fase tècnic-matemàtica. El model matemàtic s’ha de resoldre 
utilitzant algun mètode d’optimització desenvolupat per la teoria de l’optimització matemàtica. 
Segons el model, la solució es pot obtenir de manera analítica, o bé com a resultat d’un procés 
iteratiu.  
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Si el model és massa complex pot ser necessari recórrer a algun tipus de simulació o heurística 
per tal de resoldre’l. La solució obtinguda ha d’incorporar un posterior anàlisi de sensibilitat per 
a observar els canvis que es produeixen a la solució òptima quan es modifiquen algunes de les 
dades d’entrada del problema. 
 
D’aquesta manera se li incorpora a la solució una informació necessària per al cas. Aquesta 
informació és la qual permet saber fàcilment quins són els canvis que ocasiona sobre la solució 
final el fet de modificar alguns paràmetres del problema estudiat. Això és molt freqüent en 
problemes reals, en què les dades d’entrada procedeixin d’estimacions subjectes a un cert 
error, que continguin imprecisions, o bé s’hagi omès alguna condició que resulti ser bàsica per 
al sistema. 
 
D. Validació del model 
 
Un cop obtinguda la solució del model, aquesta s’ha de validar amb el sistema real considerat. 
Validar un model significa interpretar i comparar les solucions a les quals arriba el model amb 
les que corresponen al sistema real; així es pot decidir sobre la seva plausibilitat. Si es disposa 
d’informació sobre el funcionament real en anterioritat, es pot validar el model comparant el 
funcionament real al passat amb el comportament previst pel model i la seva solució.   
 
Aquesta comparació pot ser satisfactòria independentment de l’exactitud del model a 
representar el sistema real; en aquest cas el model es pot considerar vàlid. En cas que no es 
disposi d’informació sobre el passat del sistema, la seva validació és més complexa; es pot 
recórrer a realitzar diverses proves amb conjunts de dades diferents i decidir si els resultats 
obtinguts són satisfactoris. 
 
Si durant el transcurs d’aquesta fase s’observen discrepàncies importants entre el 
comportament real i el comportament previst per al model, s’han de replantejar les fases 
d’anàlisi i construcció del model, repassant els detalls que possiblement s’hagin obviat al 
model. 
 
E. Posta en pràctica de la solució 
 
Quan l’estudi ha superat totes les etapes anteriors arriba el moment de posar en pràctica la 
solució obtinguda. L’execució d’aquesta fase pot ser molt delicada i pot arruïnar un projecte 
exitós.  Una via de possible actuació, en cas que s’estigui analitzant un sistema que estigui ja 
en funcionament, passa pel manteniment del vell i nou mode de funcionament durant un 
període de temps transitori.  
 
Un altre aspecte a considerar a l’aplicació de la solució són les possibles conseqüències no 
previstes que poden derivar-se de la nova situació en la qual se situarà el sistema. Per 
exemple, l’optimització local del funcionament d’un subsistema pot ocasionar efectes no 
desitjats al sistema global. Aquestes consideracions sobrepassen els aspectes tècnic-
matemàtics de l’optimització, però s’ha d’insistir en la importància de tenir-los molt presents per 
a un bon final del projecte. 
 
2.6. Característiques dels problemes d’optimització 
 
Per a què un problema pugui ser resolt mitjançant un mètode d’optimització és necessari 
plantejar-lo en un format rígid que admeti un tractament teòric i algorítmic adequat.  
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No tots els problemes reals són susceptibles d’admetre aquest plantejament. Si no es pot, o no 
es té prou coneixement, no és possible simplificar un sistema real complex fins arribar al punt 
que pugui ser representat mitjançant un sistema simple, que admeti un model matemàtic 
d’optimització. Aleshores el problema s’ha de resoldre amb altres mitjans. Les característiques 








Als paràgrafs següents es fa una revisió per tal de poder fer un tractament i encaixar aquesta 








Un problema real acostuma a presentar d’entrada múltiples objectius, probablement un tant 
difusos i en conflicte entre sí. Un problema que pretengui arribar a múltiples òptims simultanis 
és un problema mal plantejat perquè poden existir alternatives no comparables.  
 
Per exemple, es torna a pensar en el problema del transport i es plantegen dos objectius, que 
són la velocitat i l’estalvi de combustible: un augment de la velocitat comportaria una disminució 
de  l’estalvi; és a dir, la millora d’un d’ells, provoca un empitjorament de l’altre. Llavors s’haurà 
d’arribar, per tant, a una situació de compromís, en la qual tots els objectius siguin satisfets en 
un grau acceptable. L’exigència d’una única funció criteri és un requisit de les tècniques de 
solució dels mètodes d’optimització, fet pel qual s’han desenvolupat teories d’optimització multi-
objectiu i optimització difosa. La solució d’un problema d’aquest tipus passa per la solució d’un 
o diversos problemes mono-objectiu.  
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La solució que es pot adoptar consisteix en construir a partir dels múltiples objectius una funció 
única, que inclogui una ponderació de cadascun dels objectius individuals. Mitjançant 
coeficients de ponderació es jerarquitza la importància relativa que cada objectiu parcial té per 
al decisor i es construeix una funció-índex que inclou tots els objectius. L’aspecte negatiu que 
presenta recórrer a un índex com a funció objectiu és que, amb freqüència, aquests nombres 
índex representen una quantitat mesurada en una escala únicament ordinal, per la qual cosa, 
les comparacions entre els valors poden o no esser útils per al problema. 
 
Una altra manera de reconciliar múltiples objectius en un únic criteri és l’optimització per metes. 
La idea consisteix en fixar uns nivells mínims acceptables per a tots els objectius menys un, i 
optimitzar aquest, sotmès a la condició que s’arribin als mínims exigits als demés. 
 
En definitiva, per tal d’aplicar els mètodes d’optimització és necessari en alguna fase disposar 
d’una única funció objectiu, que mesuri la utilitat del decisor. Una mesura normalment 
acceptada és el preu monetari, que costa o produeix, cadascuna de les alternatives. En primer 
lloc es tractarà de buscar l’alternativa de menor cost, plantejant un problema de minimització, i 





Les variables d’un problema d’optimització són una representació numèrica de cadascuna de 
les alternatives del model. L’elecció d’un determinat conjunt de variables defineix un aspecte 
clau del model. Unes variables són controlables pel decisor qui, tenint en compte les limitacions 
del model, pot fixar lliurement els seus nivells; altres, en canvi, són incontrolables per part del 
decisor, la qual cosa no significa que altres no les puguin controlar, per exemple, impostos i 
comissions. A un model també poden influir variables que ningú controla, com poden ser les 
situacions accidentals. 
 
El nombre de variables a considerar és una qüestió fonamental en la viabilitat d’un model. La 
dimensionalitat del problema, que no suposa una major complicació teòrica, pot condicionar de 
manera considerable la resolució numèrica del mateix. Teòricament, fins i tot és possible 
pensar en un problema amb infinites variables. Així doncs, s’hauria de considerar un problema 
amb infinites variables, matemàticament parlant, una funció que doni el nivell d’optimització 
d’un problema a un període de temps indefinit. Es pot, aleshores, plantejar un problema 
d’optimització infinita, la solució del qual pertany a un espai de dimensió infinita, és a dir, a un 
espai de funcions. No obstant, la resolució numèrica del problema passaria per una 
discretització del domini en el qual es troben definides aquestes funcions, convertint en finita, 
encara que possiblement molt gran, la dimensió del problema. 
 
Algunes variables poden prendre exclusivament valors enters. Es tracta dels problemes 
d’optimització entera. Això pot ser degut a què la variable representa una quantitat que, per la 
seva pròpia naturalesa, és entera; per exemple, que tan sols es tracti de conèixer l’interès 
sobre si s’ha d’efectuar o no una tasca, inversió, etc. Llavors, per exemple, pot utilitzar-se una 
variable restringida a prendre únicament el valor 0, significant aquest la no realització, o bé el 
valor 1, en el cas que es decideixi de forma afirmativa; és el que s’anomena programació lineal 
entera binària. També es pot donar el cas que, per exemple, una determinada empresa 
necessiti saber quants determinats productes ha de fabricar per tal d’obtenir un cert benefici, en 
aquest cas necessitarà saber les unitats de producte en nombres enters, perquè no té sentit 
fabricar productes fraccionats, això s’anomena programació lineal entera. Més endavant, a 
l’apartat 4.3, s’explicarà amb més detall la programació lineal entera. 
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Juntament amb les variables s’han de considerar les constants del model, és a dir, les 
quantitats que influeixen al model, però que ningú pot modificar perquè representen alguna 
condició natural, física o de definició inamovible. Per exemple, en un problema del transport, el 
cost del combustible, al menys a curt termini, es pot considerar constant. 
 
Finalment, a l’especificació del model hi intervenen els paràmetres. Els paràmetres són 
quantitats que el decisor fixa lliurement a un determinat valor quan es considera una aplicació 
concreta del model. Aleshores el decisor ha de donar un valor numèric per tal d’obtenir la 
solució. És a dir, si una empresa, un cop ha plantejat el seu problema d’optimització, tot i així, 
té diverses opcions per tal d’assolir l’objectiu mitjançant aquest plantejament, modificant els 
paràmetres i sense necessitat de modificar el plantejament del problema, pot efectuar un anàlisi 
de post-optimitat (apartat 5.5). És a dir, si es torna a considerar el problema del transport i, un 
cop aquest plantejat i elaborat, es vol saber si es poden obtenir més beneficis , per exemple, 
si s’incrementen les hores de treball d’un vehicle en  unitats. 
 
En un model d’optimització és important distingir les variables dels paràmetres. Mentre que, 
abans de resoldre el problema s’ha de decidir en quins valors es fixen els paràmetres, els 
valors de les variables s’obtenen com a producte de la solució. Les quantitats que s’han de 
considerar variables, o bé paràmetres, és una decisió subjectiva que atén al disseny del model i 
depèn de la utilització del mateix; es pot dir el mateix dels valors concrets en els quals s’han de 
fixar els paràmetres abans de resoldre el problema. En aquest sentit, s’ha d’insistir en què, un 
cop obtinguda la solució del problema, és indispensable realitzar un anàlisi de sensibilitat per 




La tasca més delicada durant la fase de construcció del model és la determinació de les 
restriccions. Aquestes són les condicions que descriuen el comportament del model. 
Matemàticament consisteixen en equacions i/o inequacions que relacionen les variables, les 
constants i els paràmetres del model. Les condicions poder ser de diversos tipus: 
 
a. Restriccions de definició: són les condicions que descriuen identitats físiques o 





 + Preu	de	compra  
 
b. Restriccions empíriques: són les condicions que descriuen relacions causa-efecte 
entre les variables constants i paràmetres. Aquestes restriccions estan basades en les 
dades històriques, l’anàlisi tècnica, l’evidència experimental, la normativa  legal, etc. 
Per exemple, la relació que lliga l’impost amb els beneficis pot ser del tipus següent: 
 
%	 = & 0,												) ≤ 1.000.0000.25	), 	1.000.000 < ) ≤ 10.000.0000.5	), 	) > 10.000.000  
 
c. Restriccions normatives: són les condicions que descriuen quin haurà de ser el 
comportament del sistema en el futur. Obeeixen les exigències del decisor sobre 
requisits mínims, inversions màximes, etc. Per exemple: 
 %ó	2 + %ó	3 + %ó	4	 ≤ 0.30		%ó	6	
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En la determinació de les restriccions del model s’han de tenir presents una sèrie 
d’observacions. En primer lloc, l’elecció de la funció que lliga, o vincula, les variables pot no ser 
evident, perquè no hi ha cap test matemàtic que informi sobre l’existència d’una relació causa-
efecte entre les quantitats involucrades al model i, per tant, descobrir aquestes relacions pot ser 
una tasca àrdua. No obstant, l’estadística proporciona diversos mètodes per tal de contrastar, 
amb un cert nivell de confiança, si la relació observada entre dos o més variables obeeix o no 
una determinada forma funcional postulada per l’observador, sempre i quan es disposi de 
dades històriques a les quals aplicar-les. 
 
En segon lloc, les relacions derivades de les dades històriques poden no descriure 
adequadament les relacions presents o futures. És a dir, com que aquestes relacions 
reflecteixen el comportament del sistema sota una situació de funcionament que no es 
considera òptima, les conseqüències extretes de les mateixes poden ser completament 
inadequades en l’òptim, això s’anomena Paradoxa de les dades o Paradoxa de Simpson. 
Aquesta paradoxa aplicada al problema del transport, per exemple, es pot plantejar com: si un 
propietari d’una empresa destinada al transport de terres, vol adquirir un camió per executar 
uns treballs que li han estat oferts. Aquest, va al concessionari oficial de dos determinades 
marques de vehicles de transport per tal d’informar-se de les prestacions i del preu d’ambdós 
vehicles i tria un d’ells en funció, únicament, de les dades facilitades pels concessionaris. 
Aleshores, cal saber si aquest haurà triat l’opció correcta, sense haver considerat més aspectes 
que les dades que li han estat proporcionades. 
 
En tercer lloc, les relacions utilitzades han de ser computables, és a dir, denotats uns valors de 
les variables, un computador ha de ser capaç de calcular el valor de la solució en un temps 
finit. A més, és desitjable que les funcions disposin de certes propietats tècniques, com la 
continuïtat, diferenciabilitat, convexitat, que facilitin la resolució numèrica del problema. 
 
Un tipus de condicions que acostumen a estar presents de manera natural en la gran majoria 
de models, són les restriccions que expressen que les variables només poden adoptar valors 
en un determinat interval, del tipus 7	 ≤ 		 ≤ 	8. Qualsevol problema real és un problema amb 
variables acotades inferior o superiorment pels valors que determinen el rang dinàmic del 
computador, en el qual es resol numèricament. La peculiaritat d’aquest tipus de restriccions, 
permet a la major part d’algorismes, explotar la seva estructura explícitament amb vistes a 
obtenir una major eficàcia computacional. 
 
En algun tipus de problemes les relacions poden tenir, per la seva pròpia naturalesa, un 
component aleatori. El mode més usual és definir una variable aleatòria com . Aleshores, es 
tracta de substituir la quantitat aleatòria , pel seu valor esperat ’, si es coneix o es pot 
calcular, i tractar ’ com a paràmetre del model. N’hi ha d’altres maneres d’incloure elements 
aleatoris als models d’optimització, no obstant, les possibilitats de tractament numèric dels 




Durant el disseny d’un model d’optimització s’ha de tenir present la possibilitat d’accedir a les 
dades necessàries, per tal de poder dur-lo a terme; determinar on i com es poden obtenir  és 
responsabilitat del dissenyador.  
 
                                                   
1 Quan les variables del problema (funció objectiu i/o restriccions) són variables aleatòries, el tipus d’optimització utilitzada és  l’optimització estocàstica. 
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Sovint, la impossibilitat de disposar d’algunes dades obliga a replantejar el model, perquè no 
s’ha de deixar de considerar que el model només reflexa una imatge simplificada de la realitat. 
Per tant, la incorporació o no d’una determinada dada respon a una major o menor complexitat 
del model.  
 
Els models d’optimització utilitzen dades quantitatives. Si algun aspecte del problema no és 
quantificable, els mètodes d’optimització no són adequats per tal de tractar-lo. La precisió en 
l’obtenció d’alguna de les dades pot ser una qüestió d’importància secundària en una primera 
aproximació al problema. En aquest sentit, cal recordar que l’anàlisi de sensibilitat de la solució 





Molts problemes d’optimització que admeten un plantejament senzill, no poden resoldre’s de 
manera eficient amb els algorismes dels quals es disposa actualment. Les tècniques 
d’optimització es troben encara lluny de poder resoldre, en temps i forma adequats, qualsevol 
problema d’optimització, fet que pot condicionar l’elecció del model; com per exemple, els 
problemes en els quals es requereix que, alguna o totes les variables, prenguin exclusivament 
valors enters.  
 
Normalment, aquests condueixen a un nombre molt elevat d’alternatives que no es poden 
examinar en un termini de temps raonable, sobretot si les restriccions imposades no disposen 
d’algunes propietats de suavitat, (continuïtat, diferenciabilitat, etc.) Aleshores els algorismes 
poden fallar en la recerca de l’òptim; el remei pot ser simplificar el model i modificar els requisits 
del mateix. 
 
S’ha de considerar que el desenvolupament d’un projecte d’optimització es produeix durant un 
període de temps. Aquest caràcter temporal fa que els objectius, variables, restriccions, etc. 
puguin variar dinàmicament: els objectius a curt termini poden no coincidir o inclús ser 
diametralment oposats als objectius a llarg termini; les variables controlables ho poden deixar 
de ser amb el pas del temps; les restriccions canvien amb l’adquisició de nous coneixements, 
desenvolupament de noves tecnologies o modificació de les condicions ambientals. Les dades, 
en definitiva, poden deixar de ser representatives. 
 
La influència del temps al model pot tenir-se en compte introduint variables i restriccions 
dependents del temps. Això arriba normalment a problemes de grans dimensions, per als quals 
s’han inventat estratègies de solucions específiques: la denominada optimització dinàmica2. 
 
2.7. Plantejament i formulació d’un problema  general d’optimització 
 
Un cop plantejats, de manera general, els aspectes que s’han de tenir presents per tal 
d’abordar l’estudi d’un sistema utilitzant la metodologia de l’optimització, es procedeix a explicar 
la forma teòrica del model matemàtic. 
 
El problema d’optimització matemàtica consisteix a trobar l’òptim (màxim o mínim) d’una funció 
numèrica ) de  variables reals, i sotmès al compliment d’un conjunt de restriccions d’igualtat i 
desigualtat, definides per un conjunt de funcions numèriques de n variables reals. 
                                                   
2 Un problema d’optimització dinàmica es resol en etapes, a partir de les quals es reconstrueix la solució òptima global. 
L’últim esglaó en la resolució d’un problema de cada etapa porta a l’aplicació d’una tècnica d’optimització estàtica. 
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Formalment, siguin (;, <, … , >)	un vector de variables, pertanyent a l’espai n dimensional Rn; 
siguin ): Rn  R1, @A : Rn  R1, 	 = 	1, . . . , , ℎA : Rn  R1 C	 = 	1, . . . ,  funcions definides en Rn, 












La funció ) es denomina funció objectiu i les funcions @A, ℎA, restriccions de desigualtat i igualtat 
del problema, respectivament. 
 
La paraula optimització pot substituir-se indiferentment per minimització o maximització, perquè 
ambdues formulacions poden ser equivalents. Així mateix, és possible convertir un problema 
amb combinacions de restriccions de desigualtat i igualtat en un problema equivalent amb 
restriccions d’un únic tipus. 
 
Qualsevol vector (;, <, … , >)  que verifiqui totes les restriccions del problema es considera 
solució factible o solució realitzable; la solució (o solucions) factible, si existeix, que proporciona 
l’òptim de la funció objectiu s’anomena solució òptima. 
 
Una terminologia establerta des dels primers temps de l’optimització, denominava la solució 
òptima com un programa d’acció a posar en pràctica. Aquesta és la causa per la qual un 
programa d’acció utilitzant mètodes matemàtics s’anomenés Programació Matemàtica. Aquest 
és el terme més comú a tota la bibliografia per tal de denominar els mètodes d’optimització 
matemàtica. Segons les característiques de les funcions del problema i de les variables es 
tenen diferents tipus de problemes de programació matemàtica. Així, per exemple, si totes les 
funcions del problema, objectiu i restriccions, són funcions lineals, ( si hi ha dos variables, la 
seva gràfica és una recta) aleshores es té un problema de programació lineal. Aquest problema 
serà l’objecte d’estudi detallat als capítols següents. No obstant això, hi ha casos en els quals 
la funció de l’objectiu és una funció quadràtica i les seves restriccions són lineals, en aquest 
cas, es tracta d’un problema de programació quadràtica, amb la qual cosa, si es considera 
aquest últim aspecte, es pot concloure dient que si alguna o totes les funcions del problema 
són no lineals (gràfica en forma de corba, en el cas de dos variables), es té un problema de 
programació no lineal.  
 
A més, si s’afegeix la condició d’integritat d’alguna variable, és a dir, s’exigeix que algunes 
variables només puguin prendre valors enters, s’obtenen problemes de programació entera, 
lineal, no lineal, etc. Si al plantejament del problema entren consideracions de probabilitat, 
llavors el problema és de programació estocàstica; si s’inclou el temps a la formulació del 
mateix, es tracta d’un problema de programació dinàmica. Com es pot apreciar, existeixen 
diversos models de programació matemàtica, en aquest treball però, només es presentarà el 
model de programació lineal, perquè és el model més senzill i de major aplicació pràctica, com 




 	)(;, <, … , >) 
 
@A(;, <, … , >)	≥ 0  	 = 	1, … , ℎG(x1, x2,…, xn) = 0 	C	 = 	1,… ,  
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3. El model de programació lineal[2] 
 
3.1. Definició del concepte de Programació Lineal  
 
El model matemàtic d’optimització més simple és el model de Programació Lineal Contínua 
(PLC). En aquest model totes les funcions del problema són funcions lineals. Encara que 
matemàticament és el model més simple, el seu camp d’aplicació és molt ampli, ja que bona 
part de les relacions existents entre les variables als problemes reals són lineals. També, en el 
cas no lineal, és possible treballar amb una aproximació lineal suficientment satisfactòria, al 
menys de manera local. 
La linealitat de les funcions del problema és la traducció matemàtica d’algunes característiques 
bàsiques que ha de presentar un problema d’optimització per a què admeti un model de 
programació lineal; aquestes són: 
 
a) Proporcionalitat: la contribució de cada variable a la funció objectiu i a cadascuna de 
les restriccions és directament proporcional al valor que pren la variable. 
b) Activitat: el valor total de la funció objectiu i de les restriccions és la suma algebraica 
de les contribucions de cadascuna de les variables. 
c) Divisibilitat: les variables de decisió es poden dividir en qualsevol part, és a dir, poden 
prendre un valor real qualsevol. 
 
Quan s’incompleix alguna d’aquestes condicions anteriors, el model de Programació Lineal 
Continua no és adequat per a resoldre el problema i és necessari recórrer a un altre tipus de 
model: programació entera, no lineal, etc. En aquest capítol s’introduirà la terminologia i notació 
matemàtica del model de PLC. La programació lineal consisteix a trobar l’òptim (màxim o 
mínim), d’una funció lineal de n variables sotmesa a un conjunt de restriccions lineals de 
desigualtat, igualtat o ambdues. Les variables poden prendre qualsevol valor real, és a dir, es 





Als segles XVII i XVIII, grans matemàtics com Newton, Leibnitz, Bernouilli i, sobretot, Lagrange, 
que tant havien contribuït al desenvolupament del càlcul infinitesimal, es van ocupar d’obtenir 
màxims i mínims condicionats de determinades funcions. 
 
Posteriorment, el matemàtic francès Jean Baptiste-Joseph Fourier (1768 – 1830) va ser el 
primer en intuir, tot i que de manera imprecisa, els mètodes del que actualment s’anomena 
programació lineal i la potencialitat que deriva dels mateixos. Si s’exceptua al matemàtic 
Gaspar Monge (1746 – 1818), qui al 1776 es va interessar pels problemes d’aquest gèneres, 
s’ha de remuntar fins al 1939 per tal de trobar nous estudis relacionats amb l’actual 
programació lineal. Aquell any, el matemàtic rus Leonodas Vitalyevich Kantarovitch publicà una 
extensa monografia titulada “Mètodes matemàtics d’organització i planificació de la producció”, 
en la qual, per primera vegada es fa correspondre a una gamma de problemes de teoria 
matemàtica, precisa i ben definida, anomenada avui dia programació lineal. 
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Al 1941-1942 es va formular per primera vegada el problema del transport, estudiat 
independentment per l’holandès Tjalling Charles Koopmans i per Kantarovitch, motiu pel qual 
aquest problema s’acostuma a conèixer amb el nom de problema de Koopmans-Kantarovitch.  
Tres anys després, G. Stigler plantejà un altre problema particular conegut amb el nom de 
règim alimentici optimal o problema de la dieta. 
 
Durant aquests anys posteriors a la Segona Guerra Mundial, als Estats Units es va assumir que 
la coordinació eficaç de totes les energies i recursos de la nació era un problema de tal 
complexitat, que la seva resolució i simplificació, passava necessàriament pels models 
d’optimització que resol la programació lineal. Paral·lelament a aquests fets, es van 
desenvolupar les tècniques de computació dels ordinadors, instruments que farien possible la 
resolució i la simplificació dels problemes que s’estaven creant. 
 
El problema de la resolució d’un sistema lineal d’inequacions es remunta, al menys, a Fourier, 
de qui va sorgir el mètode d’eliminació de Fourier-Motzkin. La programació lineal es planteja 
com a un model matemàtic desenvolupat durant la Segona Guerra Mundial per tal de planificar 
les despeses i els retorns, amb la finalitat de reduir els costos de l’exèrcit i augmentar les 
pèrdues de l’enemic. Es va mantenir en secret fins al 1947 i a la post-guerra, moltes indústries 
la van utilitzar en la seva planificació diària. 
 
Els fundadors de la tècnica són, l’americà George Bernard Dantzig, Dantzig un professor, físic i 
matemàtic reconegut per desenvolupar el mètode símplex i considerat com el pare de la 
programació lineal, qui al 1947 publicà l’algorisme Símplex; John von Neumann, que va 
desenvolupar la teoria de la dualitat al mateix any i Leonid Kantarovitch, que va utilitzar 
tècniques similars en economia abans de Dantzig i va guanyar el premi Nobel d’economia, 
juntament amb Koopmans, al 1975. Al 1979, un altre matemàtic rus, Leonid Khachiyan, va 
demostrar que el problema de la programació lineal era resoluble en temps polinomial. 
Finalment, al 1984, Narenda Karmarkar, un matemàtic indi, introduí un nou mètode del punt 
interior per a poder resoldre problemes de programació lineal, cosa que va constituir  un gran 
avenç als principis teòrics i pràctics en l’àrea. 
 
L’exemple original de Dantzig, es tractava sobre  la recerca de la millor assignació de 70 
persones per a 70 llocs de treball. La potència de computació necessària per tal d’examinar 
totes les permutacions, amb la finalitat de seleccionar la millor assignació, era immensa; el 
nombre de possibles configuracions excedeix al nombre de partícules en l’univers. No obstant 
això, només comporta un moment, trobar la solució òptima mitjançant el plantejament del 
problema com a una programació lineal i aplicació de l’algorisme símplex. La teoria de la 
programació lineal redueix dràsticament el nombre de possibles solucions òptimes que hauran 
de ser revisades. 
 
Al 1947, G.B.Dantzig, formulà, en termes matemàtics molt precisos, l’enunciat estàndard al 
qual es pot reduir qualsevol problema de programació lineal. Dantzig, juntament amb una sèrie 
d’investigadors del United States Department of Air Force, van formar el grup que s’anomenà 
SCOOP (Scientific Computation of Optimum Programs). Una de les primeres aplicacions dels 
estudis del grup SCOOP va ser el pont aeri de Berlín. Es va continuar amb infinitat 
d’aplicacions de tipus, preferentment, militar. Respecte al mètode de l’algorisme Símplex, el 
seu estudi va començar a l’any 1951 i va ser desenvolupat per Dantzig al United States Bureau 
of Standards SEAC COMPUTER, ajudant-se de diversos models d’ordinador de la marca IBM. 
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Les aplicacions inicials dels mètodes de la programació lineal es van dividir en tres categories 
principals: aplicacions militars creades pel Projecte SCOOP, de la Força Aèria, economies 
interindustrials basades en el model d’insumoproducte de Leontief i, finalment, problemes que 
involucren la relació entre jocs de suma zero per a dos persones i la programació lineal. 
L’èmfasi principal en les aplicacions de la programació lineal s’ha encaminat cap a l’àrea 
industrial, en general. 
 
3.3. El pont aeri de Berlín (1946) i aplicacions a la indústria[3] 
 
El pont aeri de Berlín va ser la primera batalla de la Guerra Freda, que va començar al 1946, 
entre l’antiga Unió Soviètica (URSS) i les potències aliades (principalment Anglaterra i els 
Estats Units). Un dels episodis més interessants d’aquesta guerra es va produir a mitjans del 
1948, quan la URSS va bloquejar les comunicacions terrestres des de les zones alemanyes en 
poder dels aliats, amb la ciutat de Berlín. Als aliats se’ls els van plantejar dos possibilitats: 
trencar el bloqueig terrestre per força, o bé arribar a Berlín per aire; aleshores, es va optar per 
la decisió de programar una demostració tècnica del poder aeri nord-americà. A tal efecte, es 
va organitzar un gegantesc pont aeri per tal d’abastir la ciutat; al desembre del 1948 s’estaven 
transportant 4.500 tones diàries; al març del 1949, es va arribar a les 8.000 tones, és a dir, 
tanta quantitat com es transportava mitjançant transport per carretera i ferrocarril abans del tall 
de les comunicacions. En aquesta planificació dels subministres es va utilitzar la programació 
lineal.  
 
Els aliats es van atrevir a realitzar una aventura arriscada i sense precedents en tota la història. 
Només hi havia una via de salvació: la provisió des de l’aire. Els americans juntament amb els 
anglesos van aconseguir una logística magistral, que permetia fer que aterrés cada tres minuts 
un avió en un dels tres aeroports de Berlín. Als 322 dies del bloqueig i gràcies a un pla operatiu 
sofisticat, els aliats van aconseguir augmentar la capacitat de 4.500 a 11.200 tones diàries. Van 
portar avions de tot el món; als dies de cúspide hi havia un total de 400 avions en ús constant. 
Enormes petrolers creuaven l’Atlàntic carregats de gasolina i querosè; segons un acord amb 
els soviètics, només es podien utilitzar tres corredors o camins aeris. Cinc diferents alçades 
aprofitaven els corredors al màxim; mitjançant aquest truc, van aconseguir establir la distància 
de seguretat entre els avions que volaven a la mateixa alçada en 15 minuts, malgrat que cada 




Imatge 2: El Pont Aeri de Berlín[1.2] 
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El pont aeri de Berlín ha estat, fins aleshores, l’exemple d’aplicació més important en tota la 
història de la programació lineal. L’operació “El Pont Aeri de Berlín” va costar 200 milions de 
dòlars, i s’ha de tenir en compte que 1 dòlar, dels anys 40, equival a 10€ actuals. 
 
Una altra aplicació de relativa importància de la programació lineal es va produir, al 1858. 
Aleshores, es van aplicar els mètodes de la PL a un problema concret. Es tractava de trobar el 
càlcul òptim de transport de sorra de construcció a les obres d’edificació de la ciutat de 
Moscou. En aquest cas, hi havia 10 punts de sortida i 230 d’arribada. El pla òptim de transport, 
calculat amb l’ordinador Strena en 10 dies del mes de juny, va rebaixar en un 11% els costos 
reals respecte dels previstos. 
 
A la indústria del carbó s’ha formulat un model que està compost per dos problemes de 
programació lineal interrelacionats. Les dades del model són demandes de carbó distribuïdes 
geogràficament i els costos d’entrega dels dipòsits als punts de consum. Els nivells d’entrega 
són les variables del primer problema de programació. Se seleccionen per tal de minimitzar el 
costos de satisfer les demandes subjectes a les restriccions de capacitat dels dipòsits de carbó. 
Les variables del segon problema de programació lineal són els preus del carbó entregat als 
punts de consum i les regalies unitàries guanyades pels diversos dipòsits. Els valors d’aquestes 
variables se seleccionen per tal de maximitzar l’ingrés total net dels pagaments. 
 
Les aplicacions a la indústria química han estat vinculades, sobretot, als camps de producció i 
control d’inventaris. Es va fer un estudi per tal de trobar la programació òptima de 25 màquines 
amb diverses capacitats, emprades per a la formació electrolítica de pel·lícules d’òxid d’alumini 
sobre fulles anoditzades del mateix metall. La fulla venia en unes 45 combinacions de capacitat 
de voltatge i ample, cadascuna amb les seves necessitats de corrent corresponent. La càrrega 
total de corrent està restringida per limitacions de les instal·lacions físiques de distribució de 
corrent de la companyia. Aquest problema de programació lineal, resulta ser un problema 
sense complicacions que involucra les capacitats, limitacions  de potència i altres restriccions. 
 
Per a la indústria del ferro i l’acer s’han formulat diversos models que tracten amb la planificació 
de la producció. Un d’aquests estudis deriva d’un programa de producció d’acer a cost mínim a 
partir d’un model de programació lineal que s’utilitza per tal de determinar el pla mensual òptim 
per al taller de forns de llar oberta, la velocitat de producció del metall calent pel departament 
de l’alt forn i la quantitat de ferralla que s’ha de comprar. El pla de producció mensual es 
converteix en una funció de la demanda d’acer per cada tipus d’acer (només els més 
importants), la quantitat i el tipus de la ferralla interna disponible i el preu i disponibilitat de 
diversos tipus de ferralla al mercat. 
 
El problema del transport i la programació del tall han estat dos aplicacions de la programació 
lineal a la indústria paperera. La programació del transport tracta sobre el problema que té una 
companyia que disposi de diverses plantes. Aquest tracta d’esbrinar la manera de com 
assignar les diverses ordres a les plantes per tal de reduir a un mínim els càrrecs per càrrega 
de mercaderies de tota la companyia. Aquí es tracta la qüestió de reduir la despesa per tall a 
les màquines talladores de paper.  
 
Per exemple, el fabricant fa rotlles de paper per a diaris per tal de satisfer les especificacions 
dels clients de l’amplada i el diàmetre. Quan talla aquests rotlles dels clients a partir de rotlles 
més grans, s’incorre en despesa per tall. En aquest cas, el fabricant ha de determinar en 
quines màquines i quines combinacions s’han de tallar les ordres per a què el resultat sigui una 
pèrdua total mínima per tall. 
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El camp de la indústria petrolera ha proporcionat moltes aplicacions importants i interessants 
de la programació lineal. La més antiga d’aquestes va ser el problema de barrejar benzines per 
tal d’obtenir els productes requerits amb un màxim d’utilitats.  
Els productes acabats han de satisfer una varietat d’especificacions, per exemple, el nombre de 
volatilitat, de tal forma que es maximitzin els ingressos nets. Altres estudis inclouen els 
problemes d’assignació òptima de crus a diverses refineries i l’inventari i velocitat de producció 
d’òptims per a productes estacionals. No obstant això, els models matemàtics de les 
operacions de la refineria i de la indústria del petroli, en general, han derivat a l’estudi i solució 
de molts problemes de programació no lineal. 
També s’han investigat amb tècniques de programació lineal els procediments d’anàlisi 
d’activitat en diversos casos. Alguns poden ser interessants per a l’aplicació de la programació 
lineal a l’Enginyeria d’Edificació, com per exemple: 
i. Assignació de personal 
ii. Planificació de la producció 
iii. Problemes del transport i teoria de xarxes 
iv. Programació de la producció i control d’inventaris 
v. Disseny estructural 
 
En quant a aquest últim, cal dir que la programació lineal presenta algunes limitacions, perquè 
el propi concepte de disseny estructural està vinculat a la resistència dels materials i la teoria 
d’estructures. Aquestes dos disciplines de l’enginyeria mecànica clàssica treballen amb una 
constant elàstica que relaciona esforços amb deformacions (Mòdul de Young o d’elasticitat), la 
gràfica de la qual no és lineal: 
 
Imatge 3: Gràfica del Mòdul de Young [1.3]  
 
Els problemes sobre el camp del disseny estructural involucren la linealització dels principis 
d’enginyeria relacionats amb la teoria del col·lapse plàstic i el disseny estructural.  El valor crític 
del paràmetre de càrrega en el qual es produeix el col·lapse plàstic a les estructures per a 
determinats tipus de càrrega, s’ha caracteritzat per mitjà dels principis d’un màxim o un mínim.  
El principi d’un màxim es pot reduir en diverses formes al problema de maximitzar una funció 
lineal subjecta a desigualtats lineals. També es pot formular com un model lineal, el problema 
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3.4. El model general 
 




















1. ;; 	+ <<	+. . . +	>> 	és la funció objectiu (o funció criteri) que s’ha d’optimitzar, és a 
dir, maximitzar-se o minimitzar-se. Als ;, <, . . . , > se’ls acostuma a denotar com 
coeficients de benefici o cost i formen un dels conjunts de dades d’entrada del 
problema, és a dir, se suposen coneguts i són nombres reals. 
2. ;,	<,...,	> són les variables de decisió (o nivells d’activitat), que s’han de determinar. 
3. La desigualtat (o igualtat) 
 
A;; 	+ 	
A<<	+. . . +	
A>< 	≤ 	 (=)	A 	
 s’anomena i-èssima restricció. 
4. Els coeficients 
AG  	 = 	1, . . . , ; 	C	 = 	1, . . . ,  s’anomenen coeficients tecnològics i 
formen un altre de conjunts de dades d’entrada del problema, és a dir, són nombres 
reals coneguts. 
5. El vector del membre dret  s’anomena vector de disponibilitats (requeriments) o terme 
independent i és el tercer conjunt de dades d’entrada del problema. 
6. Les restriccions G 	≥ 	0	s’anomenen restriccions de no negativitat. 
Aquesta formulació és la més general per als problemes de programació lineal. No obstant, de 
vegades és convenient utilitzar altres formats que presenten característiques útils en altres 
contextos. Per a això, es poden fer manipulacions sobre el problema, sense que variï la seva 
generalitat. 
a) Maximització i minimització 
 











     a11x1     + a12x2      + ... + a1nxn   ≤   b1 
     a21x1     + a22x2      + ... + a2nxn   ≤   b2 
            ⋮    																																						⋮ 
    ap1x1       + ap2x2    + ... + apnx    ≤   bp 
   ap+1,1x1    + ap+1,2x2 + ... + ap+1,nxn        =  b2 
    am1x1      + am2x2    + ... + amnxn           =  bm 
                                    x1,x2,...,xq ≥ 0 
 
                                    xq+1,xq+2,...,xn  qualsevol 
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és sempre verdadera, és possible canviar un problema de minimització per un de maximització 
i viceversa. Per tant, als desenvolupaments teòrics no es perd generalitat suposant que el 
problema de programació lineal és un problema de maximització. Per a poder treballar amb un 
problema de minimització, només cal canviar el signe dels coeficients de benefici i resoldre el 
problema de maximització resultant. El valor mínim buscat serà l’oposat del valor màxim 
obtingut. 
 
b) No negativitat de les variables 
 
A la majoria dels problemes reals, les variables G representen quantitats físiques i, per tant, 
han de ser no negatives de forma natural. Aleshores, és usual presentar explícitament aquest 
tipus de restriccions al format. Si una variable G no està condicionada a ser no negativa, pot 
reemplaçar-se sempre per dos variables no negatives definides de la manera següent: 
 R 	=  á			{0, } 		V	=  á			{0,−} 
 
o de forma equivalent: 
 R 		= 	W					 ≥ 00					 < 0 
 			V   = W−				 ≤ 	0	0								 > 0 
 
de forma equivalent: 
 R ≥ 0 V ≥ 0  = 	R − V 
 
Per tant, no es perd generalitat si es suposa que totes les variables són no negatives. 
 
c) Canvi d’equació a inequació 
 
Una equació de la forma: 
 ai1x1 + ai2x2 +⋯+ ainxn	 = bi 
 
es pot reemplaçar per dos inequacions de la forma següent: 
 ai1x1 + ai2x2 +⋯+ ainxn	 ≤ bi ai1x1 + ai2x2 +⋯+ ainxn	 ≥ bi 
 
o equivalentment: 
 ai1x1 + ai2x2 +⋯+ ainxn	 ≤ bi −ai1x1 − ai2x2 −⋯− ainxn	 ≤ −bi 
 
Per tant, el problema continua sent completament general si en la seva formulació apareixen 
únicament restriccions de desigualtat ≤. 
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d) Canvi d’inequació a equació 
 ai1x1 + ai2x2 +⋯+ ainxn	 ≥ bi 
 
pot convertir-se en una equació, si s’afegeix una nova variable n+1; restringida a ser no 
negativa: 
 ai1x1 + ai2x2 + ⋯+ ainxn	 − xn+1	 = bi 
 xn+1	 ≥ 0 
 
La variable introduïda s’anomena variable de folgança o variable de separació. Similarment: 
 ai1x1 + ai2x2 +⋯+ ainxn	 ≤ bi 
 
és equivalent a: 
 ai1x1 + ai2x2 + ⋯+ ainxn	 + xn+1	 = bi 
 xn+1	 ≥ 0 
 
Si ai1x1 + ai2x2 + ⋯+ ainxn	 ≤ bi		 	→ 	 ai1x1 + ai2x2 +⋯+ ainxn	 + xn+1	 = bi,	 amb xn+1	 ≥ 0 
 
aleshores xn+1	 s’anomena variable de folgança 
 
Si ai1x1 + ai2x2 + ⋯+ ainxn	 ≥ bi		 	→ 	 ai1x1 + ai2x2 +⋯+ ainxn	 − xn+1	 = bi,	 amb xn+1	 ≥ 0 
 
aleshores xn+1	 s’anomena variable d’excés 
 
Per tant, no es perd generalitat si no es considera el problema amb restriccions de igualtat 
únicament.  
 
Les consideracions anteriors permeten presentar el problema en diferents formats equivalents, 






















     a11x1     + a12x2      + ... + a1nxn   ≤   b1 
     a21x1     + a22x2      + ... + a2nxn   ≤   b2 
            ⋮    																																							⋮ 
    am1x1      + am2x2   + ... + amnxn           ≤   bm 
 
                                     x1,x2,...,xq      ≥   0 
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     a11x1     + a12x2      + ... + a1nxn   =   b1 
     a21x1     + a22x2      + ... + a2nxn   =   b2 
            ⋮    																																							⋮ 
    am1x1     +  am2x2   + ... + amnxn           =  bm 
 
                                     x1,x2,...,xq      ≥   0 
                                    
I	F
			F	 = 		]C		
	2	 ≤ 																						 ≥ 	0	
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Es pot observar que tot i utilitzar la mateixa notació per a la matriu 2, vectors , 			a les 
formes canòniques i Standard, quan un mateix problema es formula sota els dos formats 
s’obtenen, en general, matrius i vectors diferents. Seguint les consideracions anteriors és fàcil 
deduir, donat un format, quines són les matrius i vectors corresponent a l’altre format. 
 
• Propietats bàsiques del problema de programació lineal (PPL) 
 
Es pot considerar el problema sota el format estàndard que, com s’ha pogut veure, és 
suficientment general. Donat el PPL: 
 I	F
			F	 = 		]C		
				2	 = 																											 ≥ 	0 	
s’anomena programa, solució realitzable o solució factible, a un conjunt de valors  que satisfan 
totes les restriccions, incloses les de no negativitat. S’anomena programa òptim	a un programa 
que proporciona l’òptim per a la funció objectiu. 
 
Se suposarà que el sistema d’equacions lineals 2	 = 	, és no redundant i es té al menys una 
solució; en altres paraules, es suposarà que 2 és una matriu 		 amb 	 ≤ 	 i rang (2) 	=	. Des del punt de vista teòric, això no suposa cap limitació, perquè si existeixen equacions 
redundants, el sistema que s’obté eliminant-les és equivalent al de partida; d’altra banda, si les 
restriccions són incompatibles no existeix problema d’optimització. No obstant, des del punt de 
vista pràctic, no es pot garantir a priori, que un problema real verifiqui aquestes hipòtesis. 
 
Una matriu quadrada 3 de dimensió  i de rang  extreta de les columnes de 2 s’anomena 
base del sistema lineal o matriu bàsica La matriu residual ^ formada per les columnes de 2 que 
no es troben en 3, s’anomena matriu no bàsica. Les  variables  associades a les columnes 
de B s’anomenen variables bàsiques i es denotarà _, i les restants s’anomenen variables no 
bàsiques i es denotarà `. 
 
Si 3 és una base del PPL, aleshores, reordenant si és necessari les columnes de 2 i les 
components de , podem dividir 2 i  de la forma, 2	 = 	 [3	^]; 	 = a_`b  i, per tant, el sistema 
d’equacions 2	 = 	 es pot escriure: 
 
     [3				^] a_`b =  
o equivalentment: 




						2	 = 																																 ≥ 	0	
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Si es fa ` 	 = 0, el sistema d’equacions lineals que s’obté, 3_= , té solució única per ser 3 de 
rang màxim. Si 3V;	denota a la matriu inversa de 3, la solució del sistema anterior s’obté com: 
 ̅_= 3V; 
 
El vector a̅_0 b  s’anomena solució bàsica del PPL associada a la base B. 
 
Si a més ̅_  ≥	0, el vector a̅_0 b  verifica totes les restriccions del PPL, és a dir, és un programa 
per al PPL  i s’anomena @

	à associat a la base 3. 
 
Escrivint el vector c de la forma  = (_,	`), el valor de la funció objectiu en	a̅_0 b   és: 
  = (_,	`)	a̅_0 b  = _ ̅_ = F̅_ 
 
on l’última igualtat és una notació. 
 
Si resulta que F̅_ ≤ 	   ∀x  programa; el programa a̅_0 b és un programa bàsic òptim. 
 
Teorema: caracterització dels punts extrems: “Els programes bàsics corresponen als 
vèrtexs o extrems de la regió factible” 
 
Analíticament, els programes bàsics s’obtenen com la solució de sistemes d’equacions lineals 
que verifiquen, a més, les condicions de no negativitat. Evidentment, no tots els sistemes que 
s’obtinguin a partir de submatrius 3 de rang màxim, condueixen necessàriament a programes 
bàsics. Pot ocórrer que algun dels valors de les variables sigui negatiu, i per tant, la solució 
bàsica no sigui factible. 
 
Teorema fonamental de la programació lineal: “Donat un problema de programació lineal 
sota la forma Standard: 
 
a) Si existeix almenys un programa, aleshores existeix com a mínim un programa 
bàsic. 
b) Si existeix almenys un programa òptim, aleshores existeix com a mínim un 
programa bàsic òptim”. 
 
El teorema assegura que si un PPL és de tal manera que la seva regió factible és no buida, 
aleshores, com a mínim, ha de tenir un vèrtex. A més, si existeix algun programa òptim, 
aleshores per força ha d’existir un vèrtex de la regió factible en el qual s’arribi a aquest òptim. 
Ara bé, això resol teòricament el PPL, ja que el nombre de vèrtex de la regió factible és finit. En 
efecte, tal i com s’ha pogut observar, un vèrtex és la solució d’un sistema d’equacions lineals 
que es forma extraient una submatriu 3,		 de les columnes de la matriu 2,		.  
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Es recorda que ! denota el factorial de  i representa el producte de  per a tots els enters 
positius anteriors. Així 5! = 5 × 4 × 3 × 2 × 1 = 120. Aleshores, el nombre de vèrtexs de la regió 
factible és ab   i, per tant, finit. 
 
Conseqüentment, per tal de resoldre el PPL, l’única cosa que s’hauria de fer és trobar tots els 
programes bàsics, dels quals se sap que si el problema és factible i té òptim existeixen en 
nombre finit i s’obtenen com a solució de sistemes d’equacions lineals 		, i seleccionar 
aquell que proporciona a la funció objectiu, el millor valor. Ràpidament es comprèn que aquest 
mètode no és apropiat per a resoldre problemes grans, inclús d’envergadura moderada. El 
nombre combinatori  ab  creix ràpidament amb el nombre de variables i restriccions. Per tant, 
és necessari trobar un procediment sistemàtic o algorisme de recerca de l’òptim que investigui 
de manera intel·ligent els punts extrems, per tal d’arribar al vèrtex òptim amb els menor nombre 
de passos possibles. Un procediment d’aquestes característiques és l’algorisme símplex, que 
es podrà veure als capítols posteriors. 
 
La programació lineal és una part de la tècnica més general anomenada programació 
matemàtica, que es pot utilitzar per a poder determinar la millor assignació de recursos d’un 
projecte. La programació matemàtica, però, també aborda, a més de la programació lineal, la 
quadràtica, entera, dinàmica, estocàstica, etc.  
 
Per a poder aplicar la programació lineal a la solució d’un problema d’enginyeria, cal complir 
nou requisits: 
 
1. S’ha de definir clarament la funció objectiu. 
2. Hi ha d’haver cursos alternatius d’acció entre els quals s’haurà de determinar una 
solució que satisfaci la funció objectiu. 
3. Els objectius i les restriccions del projecte s’han d’expressar com a equacions i/o 
desigualtats lineals. 
4. El subministrament de recursos ha de ser limitat. 
5. Les variables del problema hauran d’estar interrelacionades com a conseqüència de la 
condició anterior. 
6. La solució òptima ha de contenir només variables amb valors finits. 
7. Les matèries primes (treball, capital, estocs, fluxos, etc.) hauran de ser divisibles. 
8. No hi ha d’haver interaccions entre processos i activitats, és a dir, el resultat total del 
procés ha de ser igual a la suma de les activitats que hi intervenen. Una mateixa 
proporció d’un recurs no pot ser utilitzada per a produir dos coses diferents. 
9. S’han de conèixer amb exactitud els “preus nets” (coeficients a les variables de la 
funció objectiu, que indiquen l’ingrés net de cada activitat en problemes de 
maximització, o bé el cost net en problemes de minimització), així com els coeficients 
de producció (coeficients de les variables en les restriccions que indiquen la quantitat 
necessària de cada recurs per a obtenir una unitat d’activitat); també s’ha de conèixer 
amb exactitud, la disponibilitat. Totes aquelles dades conegudes s’han de considerar 
constants durant el període d’anàlisi. 
 
En resum, la programació lineal és un mètode matemàtic que resol problemes d’optimització, 
és a dir: 
 E		F
 	)(;, <, … , >) C	
	
: (;, <, … , >) ∈	F	
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Això significa trobar els valors de les variables dins el conjunt j, per als quals la funció )	obté el 
seu valor òptim (màxim o mínim).  
 
La programació lineal (PL) estudia els problemes en els quals, tant la funció objectiu com les 
restriccions són no lineals. Per tant, un problema de programació lineal (PL) consisteix a 
optimitzar una funció lineal subjecta a un conjunt de restriccions lineals. La naturalesa del 
conjunt factible determina, a grans trets, la solució d’un problema de PL.  
 
Aquest conjunt factible j està definit per un sistema d’equacions i/o inequacions lineals que 
expressen les restriccions i condicions de no negativitat. Les solucions d’un sistema 
d’inequacions lineals són els valors de les variables que verifiquen totes les inequacions. Donat 
que les solucions de cada inequació són els punts d’un semiespai, les solucions del sistema 
seran els punts que pertanyen a la intersecció de tots els semiespais. A una intersecció de 
semiespais se l’anomena polítop, del qual s’hi ha de destacar dos propietats: 
 
1. La seva frontera està continguda a una unió d’hiperplans. 
2. És convex (donats dos punts qualsevol del polítop, el segment que els uneix està 
totalment contingut en ell). Per tant, el conjunt factible del problema de PL és un 
poliedre. 
 
Si el conjunt factible j	 = 	∅,	aleshores el problema de PL no té solució. Si el conjunt factible és 
afitat, el problema de PL sempre té solució, com a conseqüència del Teorema de Weierstrass3.  
I pot passar que tingui una solució única (vèrtex del poliedre) o que tingui una solució múltiple 
(aresta del poliedre). Si el conjunt factible és no acotat, el problema de PL pot tenir: solució 
única (vèrtex del poliedre), infinites solucions (aresta del poliedre o il·limitada) o cap solució. 
 
La naturalesa de les variables del problema de PL determina els procediments de resolució. 
Així, les variables poden adoptar valors reals restringits o no en signe; en aquest cas es dirà 
que es tracta d’un problema de programació lineal continua (PLC) i per a resoldre’l s’aplicarà el 
mètode símplex. Si les variables prenen valors enters positius, es dirà que es té un problema 
de programació lineal entera (PLE) i per a la seva resolució s’aplicarà el mètode de ramificació i 
acotació (Branch and Bound).  
 
3.5. Avantatges i limitacions de la programació lineal 
 
El fet de tenir en compte les condicions exposades a l’apartat anterior dóna una petita idea de 
la gran quantitat d’anàlisi prèvia que es requereix, abans de decidir si un problema es pot 
solucionar mitjançant la programació lineal; perquè s’ha de destacar que existeixen altres 
mètodes d’optimització, entre els quals destaquen l’Anàlisi Marginal, aplicable quan no hi ha 
restricció explícita de recursos; i el mètode dels Multiplicadors de Lagrange. Aquest sí que 
contempla la restricció de recursos i té l’avantatge de poder-se utilitzar amb funcions de 
producció i restriccions no lineals. 
 
La programació lineal, tot i que es limita a funcions lineals, té l’enorme avantatge de poder ser 
utilitzada per tal d’analitzar problemes molt gran i complexos. 
 
 
                                                   
3 El teorema de Weierstrass[20] diu que, si una funció ) de vàries variables és continua en un conjunt compacte (tancat 
i afitat) [
, ], aleshores existeixen, almenys, dos punts ;,	< pertanyents a aquest compacte on ) assoleix valors 
extrems absoluts, és a dir )(;) ≤ )() ≤ )(<), per a qualsevol  ∈ [
, ].  
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• Avantatges de la programació lineal 
 
Són diversos els avantatges que presenta la programació lineal. Es pot assenyalar que alguns 
d’ells són més evidents que els altres, a continuació s’enumeren els principals: 
 
1. Permet comparar un ampli rang de solucions alternatives i analitzar les seves 
conseqüències, requerint per a això poc temps. 
2. Indica al calculista com ha d’utilitzar, de manera més eficaç, els seus factors 
seleccionant-los i distribuint-los adequadament. 
3. Fa que el calculista sigui més objectiu a l’hora de prendre decisions quan ha obtingut 
totes les dades, que puguin ser útils per a la formulació matemàtica del problema. 
4. Permet fer modificacions a la seva solució matemàtica a favor de la conveniència, 
mitjançant la inclusió de restriccions formulades adequadament. 
5. La programació lineal permet identificar els “colls d’ampolla”4 a les operacions actuals. 
 
• Limitacions de la programació lineal 
 
Qualsevol mètode, per eficaç que resulti, està lligat a limitacions. La programació lineal no és 
una excepció i entre les limitacions principals d’aquest mètode es troben les següents: 
 
1. La programació lineal no pot ajudar al calculista a formular expectatives de preu; sinó 
que aquests han de ser coneguts per tal d’aplicar el procés. 
2. És de poca utilitat per tal d’estimar relacions de matèria prima/producte. El planificador 
ha de comptar amb estimacions de la quantitat i distribució de recursos necessaris per 
a produir. Estimacions d’aquest tipus resulten difícils; especialment quan no es tenen 
registres adequats. 
3. La programació lineal es basa en el supòsit que els preus i les expectatives de matèria 
prima/producte formulades, foren igualment confiables a tots els productes, és a dir, 
que no es tenen en consideració situacions de risc a les decisions. 
4. Sovint, resulta difícil especificar les restriccions. 
5. No es tenen en compte els rendiments marginals-físics5 decreixents, sinó que es 
treballa com si només es donés el cas de rendiments constants a escala, situació 
moltes vegades errònia a la realitat. 
6. Tampoc es poden controlar adequadament les activitats que involucren costs 
decreixents. 
7. Es requereix un equip de computació i rutines de solució ben provades, per tal de tenir 
èxit en l’aplicació de la programació lineal en la planificació, ja que aconseguir resultats 
realistes requereix utilitzar un gran nombre d’activitats i restriccions, que serien 
pràcticament impossibles de controlar amb una calculadora convencional.
                                                   
4 En producció i programació, els “colls d’ampolla” són obstacles que produeixen un retard o bloqueig de tot, o part del 
procés productiu. Aquests són factors límits que determinen la velocitat i el temps en la consecució d’un procés 
productiu.  
5 La llei del rendiment marginal decreixent estableix que, a mesura que s’intensifica el capital o la mà d’obra, el 
rendiment va sent cada vegada menor. Per exemple, si cinc treballadors produeixen cent determinats productes, el 
doble de treballadors en produirà menys de dos-cents. 
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4. Mètodes de programació lineal[4] 
 
4.1. El mètode de la representació gràfica 
 
El mètode de la representació gràfica consisteix a representar les restriccions sobre un sistema 
de coordenades, per tal de definir la regió on es troben les regions factibles. Les solucions 
òptimes es trobaran al perímetre del polígon resultant. El resultat és un polígon perquè només 
s’utilitzen 2 variables. 
 
És a dir, amb aquest mètode es poden resoldre problemes de programació lineal que només 
tenen 2 variables: problemes bidimensionals. Per a sistemes de més variables, el procediment 
no és tan senzill i es resolen mitjançant l’algorisme Símplex. Aquests problemes, en els quals hi 
intervenen moltes variables, s’implementen en ordinadors; en aquest capítol, s’explicarà quin 
és el procediment més simple de la programació lineal: el mètode de la representació gràfica. 
 
• Inequacions lineals amb 2 variables 
 
Una inequació lineal amb dos variables és una expressió de la forma:  
 
	 + 		 ≤ 	 	
On el símbol ≤ pot ésser també ≥, < o bé >; i 
,  i  són nombres reals i  i , les incògnites. 
Per a la resolució de les inequacions, s’ha de recórrer a la representació gràfica, és a dir, 
representar al pla la recta obtinguda per la corresponent equació lineal i marcar una de les dos 
regions en què aquesta recta divideix el pla.  
 




La recta divideix el pla en dos regions, una de les quals és la solució de la inequació. Per tal de 
saber quina part és existeixen dos procediments: 
 
1. S’aïlla la  de la inequació, tenint la consideració que si en una inequació multipliquem 
o dividim per un nombre negatiu, la desigualtat canvia de sentit. En aquest cas es 
tindria que: 
  H 3  23  
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Observant el dibuix s’aprecia que la recta divideix l’eix de coordenades () en dos 
parts. La solució de la inequació serà aquella en la qual la y sigui més gran que la 
recta, és a dir, la part superior. 
 
 
2. S’agafa un punt qualsevol que no pertanyi a la recta, per exemple el (1,2). Per a què 
aquest punt sigui considerat solució, haurà de fer complir la desigualtat, per la qual 
cosa es substitueix a la inequació lineal el (1,2): 
 2	 l 	1	  	3 l 2	 H 	3, és a dir, 8	 H 	3 
 
Com que aquesta última desigualtat és certa, es conclou dient que (1,2) és solució i per tant el 
semiplà que el conté és la solució, és a dir, el semiplà superior, com també s’havia vist amb el 
procediment anterior. Qualsevol dels dos procediments és vàlid si es realitza amb correcció. 
 
• Sistemes d’inequacions lineals amb 2 variables 
 
Un sistema d’inequacions lineals, per tant, és un conjunt d’inequacions del tipus anterior i 
resoldre’l consistirà en representar gràficament cada inequació i la seva solució en un mateix 
gràfic (com en el cas anterior); la solució total serà la part comú a totes les solucions. Per 
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Aquest triangle ratllat del gràfic, és la solució del sistema. A més, per als problemes de 
programació lineal és necessari el càlcul dels vèrtexs de la regió solució. El seu càlcul, però, és 
bastant senzill perquè es redueix a resoldre sistemes d’equacions lineals amb dos incògnites, 
que provenen d’igualar les equacions de les rectes corresponents. En aquest cas, si volem el 




Sumant 4	  	12			  	3 i substituint, que dóna 2	  	3	:3? 	 	3, és a dir, 2x – 9 = -3, 
aleshores 	  	3. Això significa que r i t es tallen al punt (3, 3). 
 
En alguns casos, en aquests sistemes, apareixen inequacions del tipus 	 H 	n, o bé, 	 H 	n, on 
hi falta alguna de les dos incògnites. Aquestes inequacions, en realitat corresponen a 
semiplans, la frontera dels quals són rectes verticals i horitzontals respectivament, i la seva 
representació és senzilla; per exemple, la inequació 	 * 	2, és el conjunt de punts a l’esquerra 




El mateix passa amb 	 * 	1, que serà en aquest cas la part inferior a la recta horitzontal 	  	1, 




Al cas particular de 	 H 	0, o bé, 	 H 	0, les rectes coincidiran amb els eixos de coordenades. 
 
• Problemes d’optimització d’una funció subjecta a restriccions 
 
A un problema de programació lineal de dos variables x i y, es tracta d’optimitzar (fer màxima o 
mínima, segons el cas) una funció (anomenada funció objectiu), de la forma: 
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Els punts del pla que compleixen el sistema de desigualtats formen un recinte convex acotat 
(poligonal) o no acotat, anomenat regió factible del problema. Tots els punts d’aquesta regió 
compleixen el sistema de desigualtats; aleshores, es tracta de buscar, entre tots aquests punts, 
aquell o aquells que facin el valor j:, ? màxim o mínim, segons sigui el problema.  
 
Els punts de la regió factible s’anomenen solucions factibles. De totes aquestes solucions 
factibles, les que fan òptima (màxima o mínima) la funció objectiu, s’anomenen solucions 
òptimes. En general, un problema de programació lineal pot tenir una, infinites o cap solució. El 
que es verifica és la següent propietat: “si existeix una única solució òptima, aquesta es troba 
situada a un vèrtex de la regió factible, i si existeixen infinites solucions òptimes, es trobaran a 
un costat de la regió factible”. 
 
És possible que no hi hagi solució òptima, perquè quan el recinte és no acotat, la funció 
objectiu pot créixer, o bé decréixer, indefinidament. Per a resoldre el problema, es pot abordar 
de dos formes diferents, però abans d’aplicar qualsevol de les dos, sempre s’ha de dibuixar la 
regió factible, fent la resolució del sistema d’inequacions lineals corresponents, com s’ha vist 
als paràgrafs anteriors, (la regió factible pot estar acotada o no) i es calculen els vèrtexs 
d’aquesta regió. 
 
• Forma geomètrica 
 
En aquest cas es representa el vector director de la recta que ve donada per l’equació de la 
funció objectiu, j:, ? 	 	2 l 	  	3 l , que s’ha de maximitzar o minimitzar. El vector director 
d’aquesta funció objectiu és o  :3,2?. A més, com que l’única cosa que interessa és la 
direcció del vector i no el seu mòdul (longitud), es poden dividir les coordenades del vector si 
els nombres són molt grans, degut a què els vectors amb coordenades proporcionals tenen 
sempre la mateixa direcció. 
 
Posteriorment, es tracen rectes paral·leles a aquest vector que passen pels vèrtex de la regió 
factible (si aquesta és acotada), o bé, per tot el perímetre de la regió factible (quan no és 
acotada), i s’observa en quin vèrtex la funció j es fa màxima (o mínima), només tenint en 
compte quina de les rectes té major (o menor) ordenada a l’origen, és a dir, quina recta talla en 
un punt menor o major l’eix .  
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El següent pas es tracta de traçar rectes paral·leles al vector i que passin pels vèrtexs 




S’observa gràficament que, de les tres paral·leles traçades, la que talla l’eix  a un punt major, 
és la que passa pel punt (5,1) que, per tant, serà la solució òptima del problema de màxims 
plantejat. Per tal de saber quin és aquest valor màxim, es substitueix a la funció: 
 j:5,1? 	 	2000 l 5	  	5000 l 1	  	10000	  	5000	  	15000 	
Així, la funció té la seva solució òptima al punt :5,1?, on pren el valor 15000. 
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• Forma algebraica  
 
Consisteix, simplement, a substituir cadascun dels vèrtexs de la regió en la funció objectiu. La 
solució òptima vindrà donada per aquell vèrtex que agafi el major (o menor) valor. Per exemple, 




Amb la mateixa regió factible, en la qual els vèrtex eren els punts :0,1?, :5,1?		:3,3?. 
D’aquesta forma, substituint:  
 
 j:5,1? 	 	2000 l 5	  	5000 l 1	  	10000	  	5000	  	15000	j:0, 1? 	 	2000 l 0	  	5000 l :1? 	 	0	– 	5000	  	5000	j:3, 3? 	 	2000 l 3	  	5000 l :3? 	 	6000	– 	15000	  	9000 	
Es pot observar que el valor màxim s’obté al punt (5,1), i que aquest valor és 15000; la mateixa 
solució obtinguda abans. 
 
• Exemples de casos extrems 
 
Pot ocórrer que la solució òptima no sigui òptima, no sigui única, o bé, que no existeixi, com als 
exemples següents: 
 
Regió factible no afitada 
 




La regió factible serà: 
 
Els vèrtexs seran:  
 
 
Es pot observar que la regió factible és NO afitada superiorment. 
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Si s’aplica el mètode geomètric, s’haurien de traçar paral·leles al vector director pels vèrtexs, 
però com que la regió és no acotada, aquestes rectes són cada cop més grans quan es tracen 
sobre els punts de la recta 	, que són solucions factibles. Per tant, el problema no té solució. 
 
 
En general, un problema de màxims no té solució si la regió factible no és acotada 
superiorment; així com un problema de mínims no té solució si la regió factible no és acotada 
inferiorment. El problema també pot tenir infinites solucions; aleshores el màxim és no finit, els 
valors de les variables es poden fer tan grans com vulguin, sense abandonar la regió factible, al 
mateix temps que el valor de l’objectiu augmenta. 
 
La no acotació de la regió factible, no implica necessàriament òptim infinit. També es pot 
produir que la funció objectiu obtingui l’òptim a la zona acotada de la regió factible. 
 
  
Gràfica d’un problema de PL no acotat amb òptim finit Gràfica d’un problema de PL no acotat amb òptims finits i òptim infinit 
 
Regió factible amb múltiples òptims 
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Els vèrtexs respectius són:  2  :1,4?, 3  :2,5?, 4  :6,4?, s  :7,2?	i u  :4,1?.	Si s’utilitza el 




És a dir, com el que s’està buscant és el valor mínim, tots els punts que es troben entre 2 i u 
serveixen, és a dir, hi ha múltiples solucions.  
 
Utilitzant el mètode gràfic: @:, ? 	 	3	  	3, aleshores: 
 2:	@:1,4? 	 	3	  	12	  	15	3:	@:2,5? 	 	6	  	15	  	21	4:	@:6,4? 	 	18	  	12	  	30	s:	@:7,2? 	 	21	  	6	  	27	u:	@:4,1? 	 	12	  	3	  	15 	
S’observa que el valor mínim es produeix en 2 i en u i, per tant, a tots els punts existents entre 
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Regió factible buida 
 
El conjunt de restriccions d’un problema pot ser incompatible, conduint a una regió factible 




Aquesta figura demostra que, a un problema real, es pot obtenir una regió factible buida, en la 
qual es pot apreciar que no hi ha cap punt que verifiqui simultàniament totes les restriccions. 
Això, evidentment, només vol dir que les condicions imposades al sistema han estat massa 
exigents i, per tant, no es poden complir de manera simultània. Si el problema continua sent 
interessant, es pot procedir a rebaixar una de les condicions, preferentment la menys 
restrictiva, fins que s’assoleixi alguna solució factible 
 
4.2. El mètode símplex 
 
El teorema fonamental de la programació lineal assegura que si un problema de programació 
lineal té solució òptima finita, aleshores necessàriament existeix un vèrtex en el qual es 
produeix aquesta solució òptima. Com s’ha pogut observar, aquest resultat resol teòricament el 
problema de programació lineal, perquè la solució es pot trobar examinant el valor de la funció 
objectiu en un nombre finit de punts identificats, algebraicament, com a solució de sistemes 
d’equacions lineals. El nombre de vèrtexs d’un problema pot esdevenir molt alt, per la qual 
cosa, és necessari idear una estratègia que els examini de manera “intel·ligent”, descartant 
ràpidament els vèrtexs “no prometedors” en el sentit de millorar la funció objectiu. 
 
Una estratègia d’aquest estil és la posada en pràctica del mètode o algorisme símplex de G.B. 
Dantzig. El nom del mètode procedeix del fet que en una de les primeres aplicacions, la regió 
factible estava formada per un “símplex”, és a dir, un poliedre convex generat per :  1?	punts 
de Rn, no situats dins d’una mateixa varietat lineal :  1?	dimensional. L’esquema de 
l’algorisme és el següent:  
 
Es parteix d’un vèrtex inicial qualsevol; a continuació, mitjançant regles clarament definides, es 
procedeix a saltar iterativament a un vèrtex adjacent, al menys “tan bo” com el vèrtex actual. 
Amb certes precaucions, el mètode assoleix el vèrtex òptim en un nombre finit de passos o 
iteracions. Les qüestions tècniques que s’han de resoldre són diverses, és a dir: cóm es 
selecciona el vèrtex inicial, cóm es salta d’un vèrtex a un altre, cóm es pot saber quan s’ha 
arribat a l’òptim, o alternativament es té en evidència que l’òptim és no finit o el problema no té 
solucions factibles.  
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Totes aquestes qüestions es resolen observant els fonaments teòrics o ingredients bàsics de 
l’algorisme símplex, que són els següents: 
 
1. Una solució bàsica factible (SBF) inicial per a començar les iteracions. 
2. Un criteri per a decidir si una solució bàsica factible és una solució òptima. 
3. Un criteri d’entrada per a determinar quina és la variable que ha d’entrar en una base 
no òptima. 
4. Un criteri de sortida per tal de determinar quina és la variable que ha d’abandonar una 
base no òptima. 
5. Determinació d’una solució bàsica factible inicial quan no se’n disposa trivialment 
d’una. 
6. Disposar d’una regla computacional per tal d’actualitzar els valors de les variables i 
coeficients del problema després de la realització d’un canvi de base. 
7. Detectar situacions especials al problema, tals com: múltiples òptims, no acotació, no 
factibilitat del problema. 
 
La programació lineal continua (PLC) estudia la manera de resoldre els problemes 















És a dir, es tracta de trobar al menys un vector de Rn,   :;, <… , >?	que compleixi les  
condicions imposades a la definició del problema i, a més, minimitzi o maximitzi el valor de la 
funció . La primera exigència del mètode símplex és redefinir un problema de forma canònica 
a manera estàndard. Per tal de reescriure el problema en la seva nova formulació cal tenir en 
compte: 
 
1. Una restricció del tipus 
A;;. . .	
A>> 	* 	 A es transforma en igualtat afegint una 
nova variable, Aw 	> 0 denominada variable de folgança, de cost zero, tal que  
A;;. . .	
A>>  Aw 	 	 A . 
2. Una restricció del tipus 
A;;. . .	
A>> 	H A es transforma en igualtat afegint una 
nova variable, ℎ	 > 0  denominada igualment de folgança o d’excés, també de cost 
zero, tal que 
A;;. . . 	
A>>  Aw 	 	 A . 
3. Si la variable C	pogués prendre valors negatius, aleshores es convertiria en dos 
variables GR	≥ 0 i GV 	≥ 0, mitjançant el canvi G= R  V. 
 I		á F	  	 x	]C	
	
 2  	 A 	> 	0, 	  	1,2, . . . ,  
 




     a11x1     + a12x2      + ... + a1nxn    =   b1 
     a21x1     + a22x2      + ... + a2nxn    =   b2 
            ⋮    																											⋮ 
    am1x1    +  am2x2    + ... + amnxn   =  bm 
 
                                     x1,x2,...,xq  ≥ 0 
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Se suposa que 2 és una matriu 		, amb 	 < 	 i rang ; això no suposa cap limitació 
teòrica. A la pràctica, no sempre es pot donar aquest cas, però més endavant, es veurà de 
quina manera es pot solucionar aquest problema. Denotarem amb 
G al - vector que forma la C-èssima columna de 2, de forma que 2 = (
;, 
< … , 




submatriu de 2,		, formada per  columnes de 2, de rang màxim, és a dir, 3 és una 
submatriu bàsica. Es denota també % = {C;,	C<,...,	Cz}, | = {1,2,… , } – %. Donada 3, es pot 
separar la matriu 2 i els vectors  i  de la forma 2 = [3		^],  = a_`b,	 = (_,	`) i reescriure 
el sistema com: 
 3_ +^`	 =  
 
Fent ` = 0 s’obté: 
 3_ =  
 
Com que el rang de 3 = , el sistema lineal anterior té una solució única, que és: 
 ̅_  = 3V; 
 
Se suposa que 3	és tal que 3V;		 ≥ 0, de forma quea̅_0 b , és un programa bàsic. El valor de la 
funció objectiu en aquest programa és: 
 F̅ = (_, `)	a̅_0 b  =	_ ̅_+`0 = _3V;	 
 
Si multipliquem a l’esquerra per 3V; el sistema inicial resulta: 
 _ +3V;^`	 = 3V; 
 
El sistema anterior és el propi sistema de restriccions del problema escrit també en forma 
matricial, en el qual s’han aïllat les variables bàsiques. Es pot comprovar que les components 
de _ porten els índexs corresponents a les columnes de 2 que han entrat a formar part de 3, 
que són exactament els mateixos que els índexs de les files de 3V;. Es denota: 
 3V;^ = } 
 
i per això, s’anomenarà G,	C ∈	 |	 	a la C-èssima columna de }, ~G,  ∈	%, C ∈	 |,	a la -èssima 
component del vector G, o sigui, l’element genèric de la matriu }, de forma que } = (G)j∈J	=	 (~G)	s∈I,j∈J. Segons aquesta notació es pot escriure G =	3V;
G 	∈	 |,	 on 
G és una de les 
columnes de la matriu no bàsica ^. Utilitzant aquestes notacions el sistema es pot escriure 
com: _ + 	}`	= ̅_ 
 






jx + = ̅_ 
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Aquest últim sistema escrit per files és de la forma: 




jx  = ̅s 	 ∈ 	% 
 
S’expressa F en funció de les variables fora de la base: 
 F = __	 + ``	 
 






jx = _ ̅_ 











jx  = F − _ ̅_ 
 














j xycc )( −∑
∈
= F − _ ̅_ 
I denotant F = _
j
y 		F̅ = 	 _ ̅_, resulta l’expressió: 
jj
Jj
j xzc )( −∑
∈
= F − F̅ 
Que també es pot escriure com: 
jj
Jj
j xcz )( −∑
∈
+	F = F̅ 
Els nombres yFG − G{		C ∈ | s’acostumen a anomenar costos reduïts de les variables no 








j xcz )( −∑
∈
+	F = F̅ 
Són l’expressió del sistema de restriccions i funció objectiu respecte a les variables no bàsiques 
i formen el que s’anomena sistema explícit. A partir d’elles es poden extreure les conclusions 
teòriques necessàries per tal de trobar els criteris de l’algorisme símplex. A continuació, 
s’enuncien una sèrie de resultats que segueixen directament del sistema explícit. Per tal de 
simplificar els resultats, se suposa que es tracta d’un problema de maximització. 
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• Resultat 1: Donat un programa de base associat a una base 3, si existeix un n ∈ | tal 
que (F − ) < 0 i a més existeix s ∈ % tal que ~ > 0, aleshores la solució bàsica 
associada a la base 3′ deduïda de la base 3 per substitució de la columna 
 per la 
columna 
, essent  l’índex definit per: 
 ̅ = Ií{ ̅~~ ; ~ > 0		 ∈ %} 
 
És un nou programa bàsic que li dóna a la funció objectiu un valor: 
 F = F̅ − (F − ) ̅ ≥ F̅ 
 
• Resultat 2: Donat un programa bàsic associat a una base 3, si existeix un n ∈ | tal que 
(F − ) < 0 i a més el vector  ≤ 0, és a dir ∀ s ∈ % ~ ≤ 0, aleshores la regió factible 
és no acotada i la funció objectiu creix indefinidament per la zona no acotada de la 
regió factible, no existint, per tant, un programa màxim finit. 
 
• Resultat 3: Donat un programa bàsic associat a una base	3 una condició necessària i 
suficient per a què aquest programa sigui un programa màxim és: 
 ∀	C ∈ |	yFG − G{ ≥ 0 
 
• Resultat 4: Donat un programa bàsic màxim associat a una base 3 i els coeficients 
(F − )≥ 0 associats a les variables fora de la base, una condició necessària i 
suficient per a què un altre programa sigui un programa màxim és que: 
 G 	> 0 → (F − )	= 0			C ∈ | 
 
• Resultat 5: Una condició necessària i suficient per a què un programa bàsic màxim 
sigui l’únic programa màxim és: 
 (F − )	> 0				∀	C ∈ | 
 
Aquests cinc resultats constitueixen l’esquelet teòric de l’algorisme símplex. Com es pot 
observar cobreixen totes les possibilitats i permeten decidir algebraicament en quin moment 
ens trobem al vèrtex, possiblement no únic, òptim, o alternativament obtenir l’evidència de la no 
acotació de la regió factible i el creixement de la funció objectiu per la zona no acotada. 
Com a conseqüència dels resultats anteriors s’obtenen els següents criteris: 
 
A) Criteri d’entrada 
 
Si existeix n ∈ | tal que (F − ) < 0, un increment des del seu nivell nul de la variable no 
bàsica  produeix un valor de la funció objectiu millor o igual que l’anterior. Quan existeixen 
diverses variables verificant aquesta condició, en principi, qualsevol d’elles pot millorar la funció 
objectiu.  
 
Com s’ha vist, es podria prendre qualsevol decisió al respecte, com per exemple agafar una 
qualsevol a l’atzar, escollir la de menor índex, escollir la de major índex, etc.  
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No obstant, el criteri adoptat normalment per les versions pràctiques de l’algoritme, escull com 
a variable entrant, la variable  decretada per la condició de màxim següent: 
 
kk cz − = Iá{ kk cz −    ;   (F − )	< 0} 
 
És a dir, s’escull n tal que (F − ) és el coeficient de major valor absolut d’entre els negatius. 
Si hi ha més d’un índex en el qual s’assoleix aquest màxim, l’empat es trenca arbitràriament. El 
criteri anterior es denomina criteri d’entrada de l’algorisme símplex i	  és la variable entrant. 
 
B) Criteri de sortida 
 
Un cop decidit, mitjançant el criteri d’entrada que  és la variable entrant, la variable que surt 
de la base ve determinada pel següent criteri del quocient mínim o criteri de sortida de 
l’algorisme símplex: 
 ̅ = Ií{ ̅~~ ; ~ > 0		 ∈ %} 
 
L’aplicació d’aquest criteri, mantenint la no negativitat de totes les variables del problema, 
permet assegurar que no s’abandona la regió factible quan s’efectua un desplaçament al llarg 
d’una aresta des d’un vèrtex a un altre adjacent.  
 
C) Criteri d’optimitat  
 
La condició: (F − )	> 0				∀	C ∈ |; impedint que cap variable no bàsica entri a formar part de la 
base és clarament la condició de programa òptim. 
 
D) Criteri de no afitament  
 
La condició:  
 ∃n ∈ |						|				(F − )	< 0,  ≤ 0 
 
que portaria incorporada, segons el criteri d’entrada, a augmentar la variable  i, segons el 
criteri de sortida, no existeix cap variable que hagi de sortir de la base, significa que la regió 
factible és no acotada, la variable  pot créixer sense límit, al temps que la funció objectiu 
augmenta amb , és a dir, té un òptim no finit. 
 
E) Condició de múltiples òptims 
 
Si a un programa bàsic òptim, succeeix que per a alguna variable fora de la base (F − ) = 0, 
aquesta variable pot considerar-se com a candidata a esser introduïda a la base. Recordant la 
fórmula:  
 F = F̅ − (F − ) ̅ ≥ F̅ 
 
Aquesta introducció no suposa cap modificació del valor de la funció objectiu, per la qual cosa, 
el programa que s’obtingui seguirà sent òptim.  
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Poden passar dues coses: 
 
a) Si  ≠ 0, aplicant el criteri de sortida de l’algorisme existirà una variable bàsica que 
hagi de sortir de la base quan entri . S’arriba així a una nova base, és a dir, a un nou 
vèrtex, en el qual la funció objectiu pren el mateix valor que en l’anterior. Resulta, 
aleshores, que hi ha dos vèrtexs òptims, anomenats ; i <. Qualsevol punt de l’aresta 
de la regió factible compresa entre ambdós vèrtex, que ve definit algebraicament per 
l’expressió ; + (1 − )<,  ∈ [0,1], és també un punt òptim. Estem a la situació de 
múltiples òptims, amb més d’un vèrtex extrem. 
b) Si  ≤ 0 es té evidencia de no acotació de la regió factible. Això vol dir que , pot 
créixer indefinidament sense abandonar la regió factible al mateix temps que el valor de 
la funció objectiu no es modifica, és a dir, la regió factible posseeix una aresta no 
acotada formada tota ella per punts òptims. En particular aquesta aresta té un vèrtex 
òptim que és el punt òptim actual del qual s’havia partit. 
 
De manera resumida: 
 
El mètode o algorisme símplex parteix des d’un problema inicial de programació lineal del tipus: 
 Iá			 ]C	
	
 2	 = 	  ≥ 0 
 
On 2 és la matriu de  files (restriccions) i  el nombre de variables, essent  ≥ . 
Generalment les restriccions apareixen en forma de desigualtat i són convertides en igualtats, 
introduint les variables de folgança; fet que justifica la suposició de  ≥ . A més, es suposarà 
que la matriu 2 té rang ; la qual cosa significa que es poden seleccionar  columnes de 2 de 
manera que la matriu que formen tingui el determinant no nul.  
El fet d’exigir que el rang de la matriu 2 sigui , implica evitar que hi apareguin al problema 
restriccions redundants o contradictòries. Les restriccions redundants es poden eliminar de la 
formulació del problema i les contradictòries provoquen que l’espai de solucions factibles sigui 
buit i el problema no tingui solució. 
 
Cadascuna de les submatrius de 2 amb determinant diferent a 0 (invertibles), formades 
seleccionant  columnes de 2, s’anomena matriu bàsica o matriu de base. Si 3 és una 
d’aquestes matrius, es diu que és una matriu bàsica factible, si el vector resultant de multiplicar 
la seva inversa pel vector  té totes les seves components majors o iguals a 0. 
 
Cada matriu bàsica 3 del programa porta associat un vector que s’anomena solució factible; el 
procés de construcció és el següent: 
 
1. Es divideixen les variables de decisió en dos blocs:  
 
- Variables bàsiques: les corresponents a les columnes de 2 que formen la matriu 
bàsica 3. 
- Variables no bàsiques: les restants. 
 
2. A les variables no bàsiques se’ls hi dóna el valor de 0. 
3. Es resol el sistema 3 = , on  és el vector format per les variables bàsiques i 
s’assignen a aquestes variables la solució obtinguda. 
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Les solucions bàsiques es classifiquen en: 
 
- Factibles: les seves components són totes positives o nul·les. 
- No factibles: alguna component té valor negatiu. 
 
El nombre de solucions bàsiques d’un problema lineal és sempre finit i és, com a molt ab, on  és el nombre de restriccions d’igualtat i  el nombre de variables en la seva forma estàndard. 
Aquest és el nombre de possibles combinacions per tal d’escollir  columnes entre les  
columnes existents. Evidentment, aquestes combinacions no sempre donen matrius amb 
determinant no nul. 
 
• Forma pràctica de l’algorisme símplex 
 
En primer lloc cal explicar que el mètode símplex és un model matemàtic que representa un 
sistema de desigualtats lineals mitjançant un poliedre que defineix la regió factible: un símplex. 
L’algorisme o mètode símplex comença en un vèrtex i es mou al llarg de les arestes del 
poliedre fins que arriba a la solució òptima del sistema. 
 
 
Imatge 4. Descripció gràfica d'un símplex [1.4] 
 
Aquest procés, que es repeteix successivament, comença en un punt o vèrtex extrem (starting 
vertex) de la regió factible que normalment és l’origen. A cadascuna de les iteracions es mou a 
un altre punt extrem adjacent fins a trobar el punt òptim (optimal solution). Els passos del 
mètode símplex són els següents: 
 
1) Utilitzant la forma estàndard, determinar una solució bàsica factible inicial igualant les  − variables no bàsiques a zero. 
2) Seleccionar la variable d’entrada de les variables no bàsiques de tal manera que quan 
s’incrementi el seu valor, pugui millorar el valor a la funció objectiu. Quan aquesta 
situació no existeixi es té que la solució actual és la solució òptima. 
3) Seleccionar la variable de sortida de les variables bàsiques actuals. 
4) Determinar la nova solució quan es faci la variable d’entrada bàsica i la variable de 
sortida no bàsica, tornar al pas 2 (actualitzar). 
 
Com s’ha vist, l’algorisme símplex requereix que el problema de programació lineal estigui en la 
forma augmentada de la programació lineal. El sistema d’equacions contretes és típicament no 
determinat, des de que el nombre de variables excedeix del nombre de restriccions. La 
diferència entre el nombre de variables i el nombre d’equacions dóna els graus de llibertat 
associats amb el problema. Qualsevol solució, òptima o no, inclourà un nombre de variables de 
valor arbitrari. L’algorisme símplex utilitza el zero com a valor arbitrari i el nombre de variables 
amb valor zero és igual als graus de llibertat. Aleshores, com s’ha explicat, els valors diferents 
de zero són variables bàsiques, i els valors de zero són variables no bàsiques.  
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Això simplifica trobar una solució factible bàsica inicial, ja que totes les variables de la forma 
estàndard poden ser escollides per ser no bàsiques (zero), mentre que totes les noves 
variables introduïdes a la forma augmentada, són bàsiques (diferents de zero), ja que el seu 
valor pot ser calculat trivialment. 
 
A cadascuna de les desigualtats que es plantegen al model matemàtic de programació lineal, 
es plantegen desigualtats de <,	>, ≤, ≥ o =; aquestes desigualtats es converteixen en igualtats 
completant amb variables de folgança si es tracta de menor o igual que, o menor que. En cas 
que sigui major o igual o major que, es completa amb variables d’excedent, amb signe negatiu 
com el seu nom indica, és a dir, una quantitat que està d’excedent i s’ha de treure per tal de 
convertir-la en igualtat. En el cas que s’utilitzi el signe =, s’utilitzen les variables artificials. 
Després de l’anàlisi teòric-pràctic efectuat, es pot procedir a veure de forma esquemàtica 
l’algorisme símplex. A continuació, es detalla l’esquema dels passos a seguir per tal de resoldre 
un problema de maximització; es pot expressar, però, l’esquema anàleg per al cas de 
minimització: 
 
a) Denotar el sistema amb la forma estàndard. 
b) Determinar un programa inicial de base ̅_ associat a una base 3. Siguin % els índexs 
de les columnes de 2 que formen 3 i: 
 | = {1,2,… , } − % 
c) Calcular: 
 
- La matriu: 
 } = 3V;	^ = (G)G∈  :~G?~∈,G∈ 
 
- Els valors: 
 FG  _G						C ∈ | yFG	  G{					C ∈ | 
 
d) Comprovar els valors de yFG	  G{, C ∈ |	: 
 
d.1)  Si:  yFG	  G{ 	H 0				∀C ∈ |	, aleshores FINALITZAR. El programa actual ̅_ és un 
programa bàsic òptim. 
d.2)  Sinó, definir |;  C ∈ |		yFG	  G{ < 0. 
 
e) Comprovar els vectors G , C ∈ |;. 
 
e.1) Si ∃C ∈ |;	|	G * 0, aleshores FINALITZAR. No existeix programa màxim finit. 
e.2) Si ∀C ∈ |;  G > 0, aleshores: 
 
- Determinar n per la relació: FG	 − G = IáFG	 − G; C ∈ |;	 Criteri d’entrada 
 
- Determinar  per la relació: ̅  Ií{ ̅ ; ~ > 0		 ∈ %}	 Criteri de sortida 
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f) Calcular la nova base 3′ deduïda de la base 3 per substitució de la columna 
 per la 
columna 
. Calcular el nou programa ̅_ associat a 3′, la nova matriu }′ i els nous 
valors F′G	  G. Repetir l’aplicació de l’algorisme des de l’etapa d). 
 
• Fórmules de canvi de base 
 
A cada iteració, l’algorisme símplex ha de calcular el vector ̅_, la matriu } i els nombres FG. Al 
càlcul de tots ells hi intervé la matriu	3V;, inversa de la matriu bàsica 3. Les bases que va 
examinant l’algorisme símplex es diferencien d’iteració en iteració únicament en una columna. 
Això pot semblar suggerir que una bona part de la informació necessària a cada iteració pot 
obtenir-se de manera senzilla, a partir de la iteració anterior, no sent necessari reescriure 
novament a cada iteració el sistema d’equacions i resoldre’l. 
 
Les simplificacions es troben fàcilment, observant que a cada iteració de l’algorisme, una 
variable no bàsica, la variable entrant, passa a ocupar el lloc d’una variable bàsica; la variable 
de sortida. Això es pot dur a terme aïllant la variable entrant a l’equació del sistema 
corresponent a la variable bàsica de sortida, i substituint aquest valor aïllant a la resta de les 
equacions de les altres variables bàsiques.  
 
En aquesta operació hi ha un coeficient del sistema distingit: el coeficient de la variable entrant , a l’equació de la variable de sortida, l’equació de la variable , coeficient que s’ha denotat . Aquest coeficient s’acostuma a anomenar pivot i és necessàriament positiu, segons el 
criteri d’entrada de l’algorisme que el defineix. Al voltant d’ell pivota el procés d’actualització de 
les iteracions. 
 
Per tal d’obtenir la nova expressió del sistema quan s’efectua el canvi de base, són necessàries 
dos tipus d’operacions: una per tal d’actualitzar l’equació de les variables entrant-sortint, o 
l’equació del pivot, i una altra per tal d’actualitzar la resta de les equacions, inclosa l’equació 
corresponent a la funció objectiu. Tenint en compte les notacions utilitzades, aquestes dos 
operacions que permeten canviar de base venen descrites en forma simbòlica com: 
 
- Equació del pivot: inicialment és l’equació d’índex  i després del canvi de base es 
converteix en l’equació d’índex n. 
 ′G	  G 			C  1,… ,  
 ̅	 =	 ̅ 
 
- Resta de les equacions: 
 ′~G	 = ~G − G ~				 ∈ %  				C  1,… ,  
 ′ ~	 = ̅~	 ̅	 ~				 ∈ %  				 
 yF′G	  G{  yFG	  G{   :F	  ?  C  1,… ,  
 ̅ = F̅ − ̅	 (F	 − )   
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Una observació detallada de les fórmules anteriors revela que totes tenen una estructura comú 
que permet resumir-les en dos regles molt senzilles que són vàlides per a totes les equacions i 
totes les variables, inclosa la variable F de l’objectiu. 
 































• La taula símplex 
 
Una forma tradicional d’expressar el transcurs de les iteracions de l’algorisme símplex, és 
presentar el procés iteratiu en forma de taula o quadre, anomenat comunament taula símplex. 
Aquesta taula és una forma reduïda d’expressar el sistema d’equacions i la funció objectiu a 
cada iteració juntament amb la informació necessària per tal desenvolupar els criteris d’entrada, 
sortida i finalització de l’algorisme. La taula símplex es pot representar de moltes maneres, una 
d’elles és la que es mostra a continuació: 
 
 
Imatge 5. La taula símplex extreta del llibre [1.5] 
 
La primera fila de la taula simplement inclou els noms de les variables del problema. La segona 
fila, és la fila dels coeficients originals de la funció objectiu. Sota cada variable, s’inclou una 
columna amb els coeficients d’aquesta variable a les equacions del sistema explícit de cada 
iteració. Es pot observar que quan una variable es troba a la base, aquesta columna és un 
vector que té totes les seves components igual a zero, excepte la corresponent a la fila de la 
variable, que correspon al fet que aquesta variable estigui aïllada al sistema d’equacions.  
 
La taula inclou quatre columnes més. A la primera es posen els noms de les variables que es 
troben a la base a la iteració considerada i a la segona es posen els coeficients originals 
d’aquestes variables a la funció objectiu. A la penúltima columna, es col·loquen els valors 
actuals de les variables bàsiques, és a dir, els valors del programa bàsic corresponent al costat 
dret de les restriccions.  
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Es pot afegir una última columna, en la qual es posen els quocients entre la columna de valors 
de les variables bàsiques i els corresponents elements de la columna de la variable  entrant, 
suposant que aquests últims són positius; aquests quocients són necessaris per al criteri de 
sortida de l’algorisme símplex. 
 
Finalment, l’última fila de al taula és l’equació de la funció objectiu. En ella, es col·loca 
l’expressió de F en funció de les variables no bàsiques. Per tant inclou els coeficients yFG	  G{ a 
les columnes corresponents a les variables bàsiques. El valor actual de la funció objectiu F̅ es 
col·loca en aquesta fila a la columna corresponent als valors del programa. 
 
L’aplicació de l’algorisme símplex exigeix conèixer un programa bàsic inicial; en alguns casos, 
és senzill trobar aquest programa, per exemple quan totes les restriccions són del tipus * i el 
vector de termes independents és enterament no negatiu, es troba fàcilment un programa bàsic 
igualant les variables de folgança al terme independent de l’equació.  
 
No obstant, el cas general pot no ser tan simple. A un problema real, pot passar que les 
restriccions siguin incompatibles, degut a les exigències del problema, errors a les dades, etc., 
o bé, ser compatibles essent difícil determinar a primera vista un programa bàsic de partença. 
Això està relacionat amb la hipòtesi que s’ha fet als desenvolupaments teòrics, és a dir, que la 
matriu del sistema era de rang  i per tant contenia una submatriu 			de rang màxim. A 
partir d’aquí, s’abandona aquesta hipòtesi i s’analitza el problema general. 
 
Poden presentar-se dos situacions: o bé les restriccions del problema són incompatibles, amb 
la qual cosa la regió és buida, o bé existeix algun punt que verifiqui totes les restriccions, en 
aquest cas, segons el teorema fonamental de la programació lineal, existirà algun vèrtex 
factible. A partir d’aquí, es veurà com l’aplicació de l’algorisme símplex és capaç de detectar 
quina situació correspon a un problema determinat i proporcionar un programa bàsic inicial 
factible o, alternativament, decidir que el problema no té solucions factibles. A continuació 
s’exposen diverses variacions del mètode o algorisme símplex que permeten que l’algorisme 
detecti aquestes situacions. 
 
4.2.1 Mètode de la Base artificial 
 
La idea subjacent al mètode de la base artificial és molt simple: si no es disposa, a primera 
vista, d’un programa bàsic inicial factible, es crea artificialment i després es manipula 
convenientment per tal d’arribar a un programa bàsic del problema donat. Per a això s’han de 
realitzar els següents passos: 
 
a) Denotar el problema en la forma estàndard.  
b) Multiplicar, si és necessari, alguna de les equacions per	1 de manera que el vector 
del costat esquerre sigui, en la seva totalitat, no negatiu. 
c) Afegir a la matriu 2 el nombre necessari i suficient de vectors columna unitat, per tal de 
canviar-la a una matriu augmentada 2¡ que contingui una submatriu unitat d’ordre . 
d) El nombre màxim de columnes a afegir serà , i sovint serà inferior a ; en particular 
quan ha estat necessari introduir variables de folgança. 
 
L’efecte d’aquestes operacions al sistema és el següent. En primer lloc se suposa que per a  
posar el sistema en la forma estàndard ha estat necessari introduir  −  variables de folgança 
afectades amb el signe +.  
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És a dir, les variables necessàries per a poder convertir una desigualtat del tipus ≤ en una 
igualtat són  −  i, sense perdre generalitat, se suposa que es troben a les  −  últimes 
equacions. Prèviament s’han convertit tots els A del costat dret en no negatius. El sistema es 












      =  + 1, … , 

	A ≥ 0  
 
Les variables 1,2,… , −  són les variables de folgança que tenen signe positiu. Amb la 
finalitat d’obtenir una matriu unitat de dimensió  s’afegeixen  vectors unitat al sistema, 
cadascun d’ells associat a una variable ;¡ , <¡ , … , ¢¡ , que s’anomenen variables artificials. 











      =  + 1, … , 

	A ≥ 0  
 
Si es denota: 
 2 = (
zV¢R;, 
zV¢R<, … , 




























 2¡ ≡ [%z 			2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 = ;⋮z  
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Aleshores es pot escriure el sistema d’equacions de la següent manera: 
 2¡ a¡ b =  ¡ ,  ≥ 0 
 
La matriu 2¡ 	conté evidentment una submatriu de rang , per la qual cosa ja es compleix la 
hipòtesi que s’utilitza a la teoria sobre la matriu del sistema. A més, la solució constitueix un 





































































El problema original queda transformat en el següent problema augmentat: 
 I
	F
	F =  C		
	2¡ a¡ b = b ¡ ,  ≥ 0 
 
S’ha aconseguit, doncs, construir un problema que verifica totes les hipòtesis que s’havien 
exigit al mètode símplex. Aleshores, ara s’ha de veure com estan relacionades les solucions 
d’aquest problema amb les solucions del problema original. La relació és: 
“Un programa del problema augmentat a̅¡̅ b és un programa del problema original sempre que ̅¡ = 0”. 
Aleshores, es tracta d’idear algun procediment que ens condueixi a un programa del problema 
augmentat, en el qual totes les variables artificials tenen el valor 0. En aquest moment es tindrà 
un programa del problema original i es podran abandonar les variables artificials. Per tal 
d’aconseguir això, s’han d’estudiar dos mètodes: el mètode de la Gran M o mètode de les 
penalitzacions i el mètode de les dos fases. 
 
4.2.2 Mètode de la Gran M o mètode de les penalitzacions 
 
Per a resoldre un problema de programació lineal, el mètode de la Gran M o de les 
penalitzacions, es basa en la idea següent: degut a què cap variable artificial ha de tenir un 
valor estrictament positiu a l’òptim, ja que aleshores no es tindria una solució del problema 
original, se l’ha de forçar per a què prengui un valor nul al programa òptim. Per a això, a un 
problema de maximització, es pot realitzar la introducció de les variables artificials a la funció 
objectiu, afectades per un coeficient –I, on I és un nombre positiu, arbitràriament gran, que 
sempre és més gran que qualsevol altre nombre amb el qual se’l compari durant el transcurs 
dels càlculs de l’algorisme símplex.  D’aquesta manera, la presència en la base d’una variable 
artificial amb un valor estrictament positiu, produirà un valor per a la funció objectiu 
arbitràriament petit.  
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Si el que es pretén és la maximització de la funció objectiu, l’algorisme del símplex tendirà a 
expulsar de la base a les variables artificials, tant com sigui possible. Així doncs, el problema 
augmentat que considera el mètode és: 
 I
	F
	F = −IK A¡¢A­; +  C		
	2¡ a¡ b = b 
 ¡ ,  ≥ 0 
 
Els resultats següents són evidents: 
 
a) Si un dels problemes no té òptim finit, aleshores l’altre tampoc en té. 
b) Tots els programes del problema original són també un programa del problema 
augmentat, només cal imposar ¡ = 0. 
c) Si existeix un programa del problema inicial, aleshores el programa màxim del 
problema augmentat no pot contenir variables artificials a la base amb valor 
estrictament positiu 
d) Tots els programes del problema augmentat, que no continguin variables artificials 
estrictament positives, són programes del problema original. 
 
Segons els arguments anteriors, podem aplicar l’algorisme símplex al problema augmentat fins 
la seva finalització. Com que el que es pretén és expulsar les variables artificials de la base, 
una estratègia que estalviarà iteracions, és la de tenir la precaució que, al moment en el qual 
una variable artificial abandona la base, aquesta és exclosa del criteri d’entrada a les iteracions 
posteriors, impedint així, que torni a formar part de la base. Notant que, per construcció, el 
problema augmentat és sempre factible, les situacions que es poden presentar són: 
 
1. El problema augmentat és no acotat amb màxim no finit. Aleshores el problema inicial 
és també no acotat amb màxim no finit. 
2. S’ha arribat a l’òptim del problema augmentat, poden produir-se dos casos: 
 
(a) Si la base òptima del problema augmentat té variables artificials no nul·les, aleshores el 
problema original és no factible. El sistema de restriccions del problema és 
incompatible. 
(b) Si la base òptima del problema augmentat no conté variables artificials estrictament 
positives, aleshores es disposa d’un programa bàsic inicial per al problema original. 
Aquí també es poden distingir dos possibles situacions: 
 
i. La base no conté variables artificials: es disposa aleshores d’un programa 
bàsic del problema original. Es continua aplicant l’algorisme símplex al 
problema original fins la seva finalització. Les variables artificials es poden 
descartar en aquesta etapa. 
ii. La base conté variables artificials a nivell nul. Es disposa aleshores d’un 
programa bàsic del problema original amb menys de  variables 
estrictament positives. Recordant les fórmules de transformació, si es 
desitja descartar les variables artificials presents a la base, poden ser 
substituïdes per variables no bàsiques, les quals tinguin un coeficient nul a 
l’equació de la variable artificial.  
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Això simplement equival a aïllar una variable no bàsica a l’equació de la 
variable artificial present a la base i substituir-la a les equacions restants.  
Com que el valor de la variable artificial és nul, la variable que s’intercanvia 
amb ella entrarà també amb nivell nul a la base i el programa inicial del 
qual es disposa, continuarà essent el mateix. 
 
4.2.3 Mètode de les dos fases 
 
Un altre mètode que es pot utilitzar per a l’eliminació de les variables artificials de la base i 
obtenir un programa inicial bàsic per al problema original és el mètode de les dos fases. Aquest 
mètode és l’utilitzat, normalment, quan es programa l’algorisme símplex a una computadora, ja 
que evita haver d’assignar a priori un nombre I arbitràriament gran com al mètode anterior de 
la Gran M o penalitzacions. Numèricament, el mètode de la Gran M pot presentar dos 
inconvenients; per una banda, si s’assigna un nombre I massa petit, pot succeir que durant el 
transcurs de les comparacions que fa l’algorisme, resulti ser més petit que qualsevol altre dels 
nombres amb el quals es pugui comparar, possiblement conduint a seqüències errònies. D’altra 
banda, si s’utilitza un nombre I massa gran, poden produir-se durant el desenvolupament de 
les iteracions, errors d’arrodoniment que, acumulant-se, facin inexacta la solució obtinguda.  
 
Com el seu nom indica, el mètode de les dos fases resol el problema en dos fases: 
 
- Fase  1: Determinar si el problema original és factible i, en cas afirmatiu, 
calcular un programa inicial bàsic. 
- Fase  2: A partir del programa calculat en la fase anterior, trobar el programa 
òptim. 
 
• Fase 1 
 
Independentment que es tracti d’un problema de maximitzar o minimitzar, a la fase 1 la funció 
objectiu es reemplaça per una funció auxiliar que equival a la suma de les variables artificials i 
es minimitza aquesta funció. El problema que es considera és el problema auxiliar: 
 I	F
	® = K A¡¢A­;  C		
	2¡ a¡ b = b 
 ¡ ,  ≥ 0 
 
Es verifica que: 
 
1. Tots els programes bàsics del problema original són també un programa bàsic del 
problema auxiliar amb ¡ = 0. Per tant, si el problema original és factible i implica 
l’existència de, com a mínim, un programa bàsic, significa que el mínim del problema 
auxiliar val necessàriament 0, ja que per construcció ζ	≥ 0. 
 
2. Si es disposa d’un programa del problema auxiliar, en el qual ζ= 0, o equivalentment, 
en el qual totes les variables artificials són nul·les, aleshores es disposa d’un programa 
per al problema original. 
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La primera fase consisteix, en definitiva, a resoldre el problema auxiliar fins que s’arribi a una 
de les situacions següents: 
 
I. ζ	= 0 i la base actual no conté variables artificials: el programa bàsic actual és un 
programa bàsic per al problema original. Es passa a la segona fase. 
II. ζ	= 0 i la base actual conté variables artificials necessàriament nul·les: el programa 
actual és un programa, no necessàriament bàsic, del problema original. Es passa a la 
segona fase. 
III. ζ	> 0 i mínim: el problema original no té solucions factibles i es finalitza l’aplicació de 
l’algorisme. 
 
• Fase 2 
 




	F = KG>G­; G 
 
I s’utilitza la taula símplex tal i com s’ha obtingut al final de la primera fase. La part de la taula 
corresponent al sistema d’equacions s’utilitza tal com està. Si no es consideren necessàries les 
variables artificials per a anàlisis posteriors, es poden eliminar a les iteracions següents.  
 
Utilitzant els vectors de la taula G i considerant els coeficients bàsics ~ de la funció	F,es torna a 
calcular la filera de costos reduïts per a F, prenent l’algorisme les decisions corresponents a les 
iteracions posteriors en base a aquesta nova filera. En algunes ocasions, pot interessar 
simultaniejar des de l’inici els càlculs relatius a les funcions ® i F de manera que, al final de la 
primera fase, ja se’n disposi dels coeficients  FG − G. 
 
A continuació, es mostra l’aplicació de l’algorisme tenint en compte les següents observacions: 
 
a) Si al final de la primera fase s’ha arribat a la situació denotada amb I., s’aplica 
l’algorisme fins l’obtenció de l’òptim (finit o infinit). 
b) Si al final de la primera fase s’ha arribat a la situació denotada amb II., s’aplica 
l’algorisme sense considerar en cap cas com a candidates a entrar a la base, aquelles 
variables que essent no bàsiques al final de la primera fase, són tals que el seu cost 
reduït relatiu a la funció ® és estrictament negatiu, és a dir, mai es permetrà entrar a la 
base a una variable tal que al final de la primera fase tingui un nombre estrictament 
negatiu a la filera de la taula del símplex corresponent a la funció auxiliar ®. 
c) L’aplicació d’aquest criteri d’entrada restringit a les iteracions següents garanteix que 
cap variable artificial present a la base en un nivell nul, passi a prendre un valor positiu, 
la qual cosa significaria haver abandonat la regió factible del problema original. 
D’aquesta manera tots els programes obtinguts a les iteracions posteriors són 
programes del problema original. L’algorisme s’atura quan s’arriba a l’òptim (finit o 
infinit). 
 
4.2.4 Convergència: degeneració i cicle 
 
L’algorisme o mètode símplex és un procés que iterativament va examinant els vèrtexs de la 
regió factible, obtenint d’iteració a iteració, un programa bàsic que sigui almenys tan favorable 
com l’anterior. 
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El nombre de vèrtexs d’un problema de programació lineal és finit, per tant, si es pogués 
garantir que cada vèrtex li dóna a la funció objectiu un valor estrictament millor que l’anterior, es 
podria afirmar que cada vèrtex seria examinat una vegada i que, per tant, l’algorisme finalitzaria 
amb un nombre finit d’iteracions, és a dir, l’algorisme convergiria. 
 
No obstant, teòricament es pot produir una situació anòmala quan un programa bàsic és 
degenerat. Se’n diu que un programa és degenerat quan menys de  variables són 
estrictament positives, és a dir, hi ha variables amb valor nul.  
La raó per la qual s’ha d’analitzar el fenomen de la degeneració és perquè, en teoria, pot 
causar problemes de convergència a l’algorisme símplex. 
 
Si després de diverses iteracions les variables bàsiques són les mateixes, amb els mateixos 
valors es produeix un cicle (fenomen bastant improbable). 
 
4.2.5 El mètode símplex revisat 
 
El pas d’una iteració a una altra a l’algorisme símplex es duu a terme realitzant operacions 
algebraiques sobre les files de la taula símplex. Per consegüent, l’execució de l’algorisme a 
través d’un ordinador requereix anar guardant a cada etapa molts nombres que es necessitaran 
a la construcció de la taula següent, però potser la majoria d’ells no seran rellevants de cara a 
la solució final del problema.  
 
No s’ha d’oblidar que a cada etapa els únics valors rellevants són: 
 
a) Els associats a les variables no bàsiques a la fila corresponent a la funció objectiu. 
b) Els coeficients de la variable no bàsica que passa a ser bàsica a les equacions 
restants. 
c) Els de les variables bàsiques. 
 
El mètode símplex revisat segueix els mateixos passos que el mètode símplex, però de forma 
més eficaç per a la seva implementació a través de l’ordinador, ja que únicament calcula i 
emmagatzema la informació imprescindible a cada etapa.  Aquest mètode requereix una menor 
quantitat de càlculs, perquè realitza càlculs únicament als vectors d’aquelles variables no 
bàsiques i registra en memòria allò relatiu a les variables bàsiques	3V;, _3V;, _, i __ (així 
com tots els valors inicials G, 
AG i A). Els passos de l’algorisme símplex revisat són: 
 
1. Determinar les variables bàsiques i formar 3. 
2. Obtenir 3V;. 
3. Obtenir FG − G	 	≤ 0 per a un problema de minimització o FG − G	 	≥ 0 per a un problema 
de maximització, la solució és òptima i és la fi del procés. Si això no es compleix, es 
continua amb el procés. 
4. Determinar la variable que entra a la solució (sigui aquesta	 ) utilitzant ¯2− 4 per a 
tota la variable no-bàsica (°
G − G). 
5. S’analitza 
±² (per a tota ) per tal de determinar que la variable surt de la solució, sigui 
aquesta ³. Ara s’ha d’actualitzar la columna 
 per a què aquesta aporti la columna de 
la matriu identitat que aportava la variable ³. 
6. Retornar al començament del procés, realitzar els càlculs necessaris per tal de treure 
de la base a ³ i introduir la mateixa  (actualitzar la columna 
 per a què aporti la 
columna de la matriu identitat que aportava la variable sortint ³). 
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Si ´ = 	 _µ_ on µ_ =	3V;2, aleshores  ´ = 	 _3V;2 equival a FG = _3V;
G i si ¯ = _3V; 
aleshores ara ¯2 − 4 = ´ − 4 equival a °
G − G = FG − G	. 
 
Base de la inversa Costat dret ¶ 4_µ_ ·V¸ µ_ 
Taules al procés: 
 ¹º »¼ − ½¼	 ¾¸º¾¿º⋮  ¾Àº 
 
A continuació, i per tal de finalitzar l’apartat de l’algorisme o mètode símplex, s’adjunten les 
definicions dels seus conceptes i la seva terminologia principal: 
 
- Forma estàndard: és la igualació de les restriccions del model plantejat, així com 
l’augment de les variables de folgança, o bé la resta de variables d’excés. 
 
- Forma canònica: Un problema de Programació Lineal es troba en la forma canònica si 
es compleixen les següents condicions: 
 
  Per al cas de la forma canònica de maximització:  
 
- La funció objectiu ha de ser de maximització.  
- Les restriccions són del tipus ≤.  
- Les variables de decisió són majors o iguals a zero. 
 
 Per al cas de la forma canònica minimització:  
 
- La funció objectiu és minimitzada.  
- Les restriccions són de tipus ≥.  
- Les variables de decisió són majors o iguals a zero.  
 
- Variable de folgança: S'usa per a convertir en igualtat una desigualtat de tipus " ≤ ". 
La igualtat s'obté a l'addicionar en el costat esquerre de la desigualtat una variable no 
negativa, que representa el valor que li fa falta al costat esquerre per a ser igual al 
costat dret. Aquesta es coneix com variable de folgança, i en el cas particular en el qual 
les restriccions de tipus ≤ es refereixen al consum màxim d'un recurs, per exemple . La 
variable addicionada quantifica la quantitat sobrant de recurs (quantitat no utilitzada) al 
posar en execució la solució òptima. 
- Variable d’excés: S'usa per a convertir en igualtat una desigualtat del tipus ≥. Es 
realitza al restar en el costat esquerre de la desigualtat, una variable no negativa, que 
representa el valor en el qual el valor del costat esquerre excedeix al dret. A aquesta 
variable se l’anomena variable d'excés i en el cas particular en el qual les restriccions 
de tipus ≥ es refereixin al contingut mínim d'un ingredient en una barreja per exemple . 
La variable addicionada indica quant ingredient a l'excés sobre el mínim exigit contindrà 
la barreja. 
- Solució bàsica: Si hi ha  variables i  restriccions, una solució és bàsica si  −  
variables valen zero. Gràficament, qualsevol punt d'intersecció és una solució bàsica.  
¶ Â·Ã· 
·V¸ _;_<⋮  _z 
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- Solució òptima: Sempre està associada a un punt extrem de la regió factible i satisfà 
totes les restriccions si s'avalua en elles així com en el cas de maximització fa que el 
valor de z sigui el màxim (més gran) i en el cas de minimització sigui el mínim (més 
petit).  
- Variables bàsiques i no bàsiques: Es denominen variables bàsiques a les variables 
del vector _ 	format per les		 variables associades amb la solució bàsica i variables 
no bàsiques a les  −	restants variables que s'han igualat a zero. 
- Solució òptima múltiple: Existeixen problemes lineals que no tenen una solució 
òptima única, sinó que, tenen un nombre infinit de solucions. Per a detectar una solució 
múltiple en la taula òptima, s'haurà de tenir almenys una variable amb la seva FG − G = 0 
no bàsica. 
- Variable degenerada: una variable degenerada és una variable bàsica que val 0. 
Gràficament això pot ocórrer quan més de dues rectes es tallen en el mateix punt. 
- Base: és un conjunt de variables bàsiques. 
- Variable no restringida: és aquella que pot prendre tota classe de valors positius, zero 
i negatius. Pot escriure's com la diferència de dues variables no-negatives. 
- Funció objectiu: defineix l'efectivitat del model com a funció de les variables de 
decisió.  
- Variables d’entrada: Aquestes solen trobar-se en un criteri que es coneix com a 
“condició d’optimitat” en un model, ja sigui de maximització o minimització, i es refereix 
a la variable no bàsica a la línia de la taula símplex, “F” amb el coeficient més negatiu, 
si es tracta d'una maximització; o el coeficient mes positiu, si es tracta d'una 
minimització, la qual, a la taula de solució anterior, llevat de la primera taula, aquesta 
variable era una variable bàsica. 
- Variable de sortida: aquesta variable és un punt extrem que es troba en un criteri 
conegut com a “condició de factibilitat”, en un model, ja sigui de maximització o 
minimització, i es refereix a la variable bàsica associada amb la mínima raó no negativa 
amb el coeficient més negatiu, si es tracta d'una maximització; o el coeficient més 
positiu si es tracta d'una minimització, la qual a la taula de solució següent passarà a 
ser variable no bàsica. 
- Solució degenerada: la degeneració succeeix quan, en alguna iteració del mètode 
símplex existeix un empat en la selecció de la variable que surt. Aquest empat es 
trenca arbitràriament; en aquest cas es diu que la nova solució és degenerada. No 
obstant això, quan succeeixi això una o més vegades, el valor de les variables 
bàsiques, serà necessàriament igual a zero en la següent iteració. En el mètode 
símplex, la presència d'una variable bàsica igual a zero, no requereix cap acció 
especial; en tot cas, és necessari no descurar les condicions de degeneració. En 
termes geomètrics, la degeneració ocorre quan un vèrtex està definit per massa 
restriccions.  
- Variable artificial: s'utilitza quan l'origen o el vector  no és troba a dins de la regió 
factible, tractant de portar el model a una altra “dimensió” en la qual l'origen si existeixi 
en la regió. 
- Condició d’optimitat: La variable d'entrada en un problema de maximització és la 
variable que té el coeficient més negatiu a la línia FG − G 	i per al cas de minimització la 
variable d'entrada correspon al coeficient més positiu de FG − G. L’optimitat s'assoleix 
quan a FG − G  ja no hi ha valors positius (minimització) o negatius (maximització) 
segons el cas. 
- Condició de factibilitat: com a variable de sortida tant en minimització com en 
maximització es tria a la variable bàsica que té la raó no negativa més petita.  
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- Solució factible: és aquell vector columna,Æ = (;, <, … >) que satisfà les 
restriccions: 2 ≤ 	i  ≥ 0. 
- Solució factible bàsica: aquella solució factible amb no més de  components 
positives. La solució factible es troba a un punt extrem, és a dir, a un dels vèrtexs de la 
regió factible. 
- Model ampliat: es dóna quan s'introdueix a cada restricció una variable artificial que 
no contingui una variable de folgança: 
 
4.2.6 Exemple de resolució del mètode símplex[5]  
 
A continuació es planteja un exemple de resolució del mètode símplex: 
 
Una empresa dedicada a la fabricació de vàlvules per a instal·lacions de sanejament produeix 
quatre tipus, que s’han de mecanitzar, polir i muntar. L’empresa disposa setmanalment de 380 
hores per al mecanitzat, 260 hores per al polit i 260 hores per al muntatge.  
 
Les necessitats específiques de temps (en hores) per a cada tipus de vàlvula venen donades a 
la taula següent: 
 
 Mecanitzat Polit Muntatge 
Tipus 1 3 1 2 
Tipus 2 2 1 1 
Tipus 3 2 2 2 
Tipus 4 4 3 1 
 
L’empresa ha signat un contracte amb un distribuïdor, pel qual es compromet a entregar 
setmanalment un mínim de 50 vàlvules del tipus 1, un màxim de 100 unitats del total des tres 
primers tipus de vàlvules i un màxim de 25 vàlvules del tipus 4.  
 
Si els beneficis per cada tipus de vàlvula entregada són de 6,4,6 i 8 unitats monetàries 
respectivament, l’empresa desitja saber quantes vàlvules de cada tipus ha de fabricar 




Sigui A amb  ∈ {1,2,3,4}, la variable que denota el nombre de vàlvules del tipus  fabricades 
setmanalment per l’empresa. En aquest problema es calculen els valors de A, tals que la funció 
de quatre variables 6; 	+ 4< 	+ 	6Ç + 8È, assoleixi el màxim, sempre que els valors de A 
compleixin les restriccions establertes a l’enunciat, les quals són: 
 
1. Temps màxim de mecanitzat: 3; 	+ 2< 	+ 	2Ç + 4È 	≤ 380; 
2. Temps màxim de polit: ; + < + 2Ç + 3È 	≤ 260; 
3. Temps màxim de muntatge: 2; 	+ < 	+ 	2Ç + 3È 	≤ 260; 
4. Quantitat mínima de vàlvules del tipus 1: ; 	≥ 50; 
5. Quantitat màxima de vàlvules entre els tres primers tipus: ; +	< +	< ≤ 100; 
6. Quantitat màxima de vàlvules del tipus 4: È 	≤ 25 
7. Les variable han de ser enteres i no negatives 
 
Es tracta d’un problema de programació lineal entera, la formulació del qual és la següent: 
 I
	F
	6; 	+ 4< 	+ 	6Ç + 8È 
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 3; 	+ 2< 	+ 	2Ç + 4È 	≤ 380 ; + < + 2Ç + 3È 	≤ 260 2; 	+ < 	+ 	2Ç + 3È 	≤ 260 ; 	≥ 50 ; +	< +	< ≤ 100 È 	≤ 25 ;	, <, Ç, È 	≥ 0			 
 
El problema es resol mitjançant el mètodes símplex amb la tècnica de la gran M o de les 
penalitats, segons els passos explicats a l’apartat 4.2.2. Es converteix, per tant, el problema a 
la seva forma estàndard introduint les variables de folgança (una per restricció), com les 
variables artificials que siguin necessàries (una en aquest cas), per tal d’obtenir una base 
factible inicial 3 formada per les columnes de la matriu identitat. 
 Minimitzar	 −6; − 	4< − 	6Ç − 	8È +I;;			 3;	 +2<	 +2Ç	 +4È	 +Ì	 	 	     =380 ; +< +2Ç +3È  +Í      = 260 2; +< +2Ç +È   +Î     = 260 ;       −Ï   +;; = 50 ; +< +Ç      +Ð   = 100 È         +;Ñ  = 25 
 
A ≥ 0;  ∈ T1,2, … ,11U  	 
 
On, segons la notació presentada, és:  
 
1. x = (−6, −4, −6, −8,0,0,0,0,0,0, I); 
2. 2, la matriu de coeficients del sistema 
3. x = (380,260,260,50,100,25) 
 
La solució bàsica factible inicial és Ì = 380,Í = 260,Î = 260,;; = 50, Ð = 100,;Ñ = 25 i la 
resta de variables zero el cost de les quals és 50I. La taula següent mostra la situació de 
partida: 
 ; < Ç È Ì Í Î Ï Ð ;Ñ ;; 3
V; 
Ì 3 2 2 4 1 0 0 0 0 0 0 380 
Í 1 1 3 3 0 1 0 0 0 0 0 260 
Î 2 1 2 1 0 0 1 0 0 0 0 260 
;; 1 0 0 0 0 0 0 -1 0 0 1 50 
Ð 1 1 1 0 0 0 0 0 1 0 0 100 
;Ñ 0 0 0 1 0 0 0 0 0 1 0 25 
 −6 − I −4 −6 −8 0 0 0 M 0 0 0 −50I 
 
1. A la primera columna, les variables bàsiques 
2. A l’última  fila, els costos reduïts el vector dels quals ve donat per: 
 
Æ − _Æ 3V;2 
 
 
Escola Politècnica Superior    Treball Final de Grau – Bloc 1 
Grau en Enginyeria de l’Edificació  4 – Mètodes de programació lineal 
 
Bruno Moreno Cuesta 
 
59 
Així, per exemple, el cost reduït de la variable < és: 
 
<Æ − _Æ 3V;2 = < − _Æ 2< = −4 − (0,0,0, I, 0,0) · (2,1,1,0,1,0)Æ = −4 
 
On 2< és la columna 2 de la matriu 2. 
 
3. A la cantonada corresponent a l’última fila de l’última columna hi figura el cost de la 
solució actual, canviada de signe.  
 
El menor cost reduït és −6 − I, que és negatiu, per tant la variable no bàsica candidata a 










1 Ó = 50 
 
Als passos següents es realitzen les iteracions del mètode símplex. 
 
Iteració 1: desenvolupant les operacions de pivotació, les noves files de la taula són: 
 
 ; < Ç È Ì Í Î Ï Ð ;Ñ ;; 3
V; 
Ì 0 2 2 4 1 0 0 3 0 0 −3 230 
Í 0 1 2 3 0 1 0 1 0 0 −1 210 
Î 0 1 2 1 0 0 1 2 0 0 −2 160 
; 1 0 0 0 0 0 0 -1 0 0 1 50 
Ð 0 1 1 0 0 0 0 1 1 0 −1 50 
;Ñ 0 0 1 1 0 0 0 0 0 1 0 25 
 0 −4 −6 −8 0 0 0 −6 0 0 I + 6 300 
 
F’1=F1-3F4 F’2=F2-F4 F’3=F3-2F54 F’4=F4  F’5=F5-F4  F’6=F6    
 
L’última fila també es pot calcular sumant-li la quarta fila multiplicada per (6 + I). El cost reduït 
menor és −8 per la qual cosa la variable no bàsica candidata a entrar a la base és È. La 








1 , Ó = 25 
 
La solució actual és Ì = 230,Í = 210,Î = 160,;; = 50, Ð = 50,;Ñ = 25 i la resta de 
variables zero amb cost 300 (al problema de maximitzar; 6;  + 4<  +  6Ç + 8È) 
 
Iteració 2: desenvolupant les operacions de pivotació, les noves files de la taula són: 
 
 ; < Ç È Ì Í Î Ï Ð ;Ñ ;; 3
V; 
Ì 0 2 2 0 1 0 0 3 0 −4 −3 130 
Í 0 1 2 0 0 1 0 1 0 −3 −1 135 
Î 0 1 2 0 0 0 1 2 0 −1 −2 135 
; 1 0 0 0 0 0 0 −1 0 0 1 50 
Ð 0 1 1 0 0 0 0 1 1 0 −1 50 
È 0 0 0 1 0 0 0 0 0 1 0 25 
 0 −4 −6 0 0 0 0 −6 0 8 I + 6 500 
 
F’1=F1-4F6 F’2=F2-3F6 F’3=F3-F6 F’4=F4  F’5=F5  F’6=F6 
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L’última fila també es pot calcular sumant-li la quarta fila multiplicada per 8. El cost reduït menor 
és −6 per tant hi ha dos variables no bàsiques candidates a entrar a la base, Ç i Ï. S’escull Ç 








1 , Ó = 50 
 
La solució actual és Ì = 130,Í = 135,Î = 135,; = 50, Ð = 50,È = 25 i la resta de variables 
zero amb cost 500 (al problema de maximitzar; 6;  + 4<  +  6Ç + 8È) 
 
Iteració 3: desenvolupant les operacions de pivotació, les noves files de la taula són: 
 
 ; < Ç È Ì Í Î Ï Ð ;Ñ ;; 3V; Ì 0 0 0 0 1 0 0 1 −2 −4 −1 30 
Í 0 −1 0 0 0 1 0 −1 −2 −3 1 35 
Î 0 −1 2 0 0 0 1 0 −2 −1 0 35 
; 1 0 0 0 0 0 0 −1 0 0 1 50 
Ð 0 1 1 0 0 0 0 1 1 0 −1 50 
È 0 0 0 1 0 0 0 0 0 1 0 25 
 0 2 0 0 0 0 0 0 6 8 I 800 
 
F’1=F1-2F5 F’2=F2-2F5 F’3=F3-2F5 F’4=F4  F’5=F5  F’6=F6-F5 
 
L’última fila també es pot calcular sumant-li la quarta fila multiplicada per −2. Tots els costos 
reduïts són no negatius i, per tant, s’ha assolit la solució òptima del problema de programació 
lineal amb integritat de variables relaxada. La seva solució respecte a les variables originals, 
és: ; = 50, < = 0, Ç = 50 i È = 25, amb cost 800. Es pot comprovar que la solució és entera 
i no negativa. 
 
4.3. Programació lineal entera[6] 
 
Fins ara s’han comentat dos mètodes de programació lineal continua (PLC) amb el domini dels 
nombres reals. No obstant, a la majoria de les situacions que poden ser presentades amb 
models lineals, succeeix que només tenen sentit aquelles solucions del conjunt factible en les 
quals totes, o algunes, de les variables siguin nombres enters. Aquests problemes es resolen 
amb models matemàtics diferents. Es pot donar el cas que totes les variables hagin de ser 
enteres; aleshores es tractarà d’un problema de programació lineal entera (PLE); o només 
algunes de les variables hagin de ser enteres i la resta reals, que es tractaria d’un problema de 
programació lineal mixta; o també, es pot donar el cas que les variables només puguin prendre 
els valors 0 o 1; en aquest cas, es tractaria d’un problema de programació lineal binaria.  
 
En moltes situacions pràctiques els valors no enters, poden no tenir sentit; per exemple, per a 
una empresa que fabrica dos productes diferents, A i B, si necessita saber que per tal de 
maximitzar els guanys necessita fabricar setmanalment 38.4 unitats del tipus A i 42.7 unitats 
del tipus B, encara que constitueixi una solució òptima, no li resultarà una solució útil. 
Lògicament, l’empresa necessitarà tenir una solució expressada en nombres enters. 
 
A primera vista, podria semblar més fàcil resoldre problemes amb restricció d’enters, ja que 
transformen un problema continu en un problema discret.  
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No obstant, els algorismes que permeten resoldre els problemes de PLE són més complexos i 
requereixen molt més temps computacional. Aquesta complexitat es deu a què el raonament 
que es va utilitzar per tal de mostrar que la solució òptima es troba a un vèrtex del conjunt 
factible no és vàlid. S’ha de tenir en compte que aquests vèrtexs, no necessàriament han de 
ser nombres enters, per tant la solució òptima es pot trobar a l’interior del conjunt factible, per la 
qual cosa, el mètode símplex, utilitzat directament, no condueix a la solució òptima. D’altra 
banda, el nombre de solucions d’un problema de programació lineal entera és finit, si la regió 
factible és acotada, per això, es podria plantejar l’exploració de totes les solucions factibles. No 
obstant, aquest nombre pot ser molt elevat; per a un problema de  variables binàries s’han 
d’explorar un màxim de 2> solucions. 
 
Existeixen dos agrupacions diferents de mètodes de programació lineal entera: el mètode dels 
plans de tall, on hi destaquen l’algorisme fraccionari i l’algorisme totalment enter de Gomory i 
els mètodes enumeratius, és a dir, el mètode d’enumeració implícita i el mètode de ramificació i 
acotació (Branch and Bound) de A.H. Land i A.G. Doig, amb la posterior millora de l’algorisme 
de Dakin. La majoria de les estratègies que resolen els problemes de programació lineal entera 
utilitzen el mètode de la ramificació i acotació que, a més, en molts casos està incorporat als 
programes informàtics de resolució de models lineals. 
 
4.3.1. Mètode de la ramificació i acotació (Branch and Bound) 
 
Una de les raons de la utilització del mètode de la ramificació i acotació és que els altres dos 
mètodes, el mètode dels plans de tall i els mètodes enumeratius, és precís efectuar 
procediments diferents en funció de, si el problema a resoldre, és de programació lineal entera 
pura o mixta. El mètode de Branch and Bound, serveix tant per a uns com per als altres. El 
primer pas per al mètode de la ramificació i acotació és resoldre el problema de programació 
lineal mitjançant el mètode símplex. Es tracta del mateix problema lineal, amb la mateixa funció 
objectiu i les mateixes restriccions, però al qual se li ha imposat la condició que totes o algunes 
de les variables siguin enteres. Si la solució obtinguda és entera, s’haurà trobat la solució 
requerida; en cas contrari, la solució obtinguda és una primera aproximació a la solució entera. 
 
L’arrodoniment dels valors no enters a enters a la solució obtinguda per al problema lineal 
associat, només es pot efectuar si els valors de les variables són tan grans que l’arrodoniment 
no afecta excessivament el resultat final. En tot cas, s’ha de comprovar que la solució 
arrodonida sigui factible i que, per descomptat, no hi ha garantia que sigui òptima. Es tracta, 
doncs, d’afegir restriccions successivament fins a trobar la solució entera òptima. Inicialment, 
es pren una variable A que no sigui entera en la solució obtinguda pel mètode símplex i que 
hagi de ser entera; a continuació se li afegeix una de les restriccions següents: 
 
1. Arrodoniment per defecte: s’imposa una cota superior a la variable seleccionada 
restringint el seu valor de manera que sigui menor o igual que la part entera del seu 
valor actual. És a dir: 
 
A ≤ u(A′) 
 
2. Arrodoniment per excés: s’imposa una cota inferior a la variable seleccionada 
restringint el seu valor de manera que la part entera del seu valor actual més 1. És a 
dir: 
 
A ≥ u(A′) + 1 
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Òbviament cap d’aquestes dos restriccions és satisfeta pel problema actual. Es creen 
aleshores dos problemes nous de programació lineal (anomenats branques) i es resolen; un 
agrega la restricció de la cota superior i l’altre agrega la restricció de la cota inferior. A partir 
d’aquí, el procés iteratiu de ramificació i acotació va resolent successius problemes de 
programació lineal continua i que es denota genèricament per 7 (70 és el problema original 
amb la relaxació de la integritat de les variables), utilitzant les següents normes que 
garanteixen l’obtenció de la solució òptima entera: 
 
1. Si 7 té solució no entera, excepte el cas 4 (que s’especifica posteriorment), condueix 
a dos nous problemes que són el mateix que 7, però amb una única restricció 
afegida: escollint una variable no entera de la solució i introduint com a nova restricció, 
a un problema (branca), que aquesta variable sigui menor o igual que la part entera per 
defecte del seu valor a la solució i a l’altre problema, que aquesta variable sigui major o 
igual que la part entera per excés del seu valor a la solució. 
2. Si 7 té solució entera, no es ramifica i el cost d’aquesta solució serà una única cota 
superior al cost del problema original en el cas de minimització, o una cota inferior en el 
cas de maximització. 
3. Si 7 és impossible, òbviament tampoc es ramifica. 
4. Si 7 té solució no entera però el seu cost és major que en el cas de minimitzar, o 
menor en el cas de maximitzar que el de la millor solució entera trobada fins al 
moment, tampoc es bifurcarà, ja que, com que cada vegada que es genera un nou 
problema s’afegeix una restricció, la solució empitjora i, per tant, qualsevol solució 
entera que derivi de 7 tindrà un cost pitjor que el de la millor solució entera trobada 
fins al moment. 
 
Quan ja no quedi cap 7 a resoldre, aquell 70 amb solució entera i de millor cost (menor que 
en el cas de minimitzar i major en el cas de maximitzar) serà la solució òptima al problema de 
programació lineal entera. Resulta més convenient explicar els fonaments del mètode de 
ramificar i acotar mitjançant un exemple. A continuació s’exposa el mètode de Branch and 
Bound per a un problema de maximització.  
 
Sigui A una variable de decisió que ha de prendre un valor enter i ′A el valor òptim no enter 
obtingut mitjançant la resolució del problema de PLC associat, com que la regió: 
 
A ≤ A ≤ A + 1 
 
No conté valors enters factibles, es poden construir dos subproblemes de : ; i <, obtinguts 
quan s’afegeixen a  les restriccions A ≤ A ≤ A + 1 , respectivament. El primer pas que 
s’ha de realitzar a continuació és resoldre la qüestió sobre quina de les variables de decisió 
bàsiques s’ha de seleccionar, quan s’ha resolt el problema  mitjançant el mètode símplex, i 
n’existeixen diverses que no prenen valors enters. Posteriorment se’n donaran diversos criteris 
per tal d’ajudar a escollir la variable a partir de la qual s’ha de ramificar el problema inicial en 
dos subproblemes. De moment, s’escollirà la variable que tingui una major part fraccionària. Un 
cop obtinguts els subproblemes ; i <, es resolen. Quan s’han resolt, si els dos tenen solució 
òptima entera s’escull aquella que maximitzi la funció objectiu i el problema queda finalitzat. Si 
un d’ells, per exemple ; té solució òptima entera es guardarà aquesta solució i el valor de la 
funció objectiu representarà una cota inferior per al valor òptim del problema inicial de PLE. 
Evidentment, aquest subproblema ja no es ramificarà. Respecte a l’altre problema  <, si el seu 
valor òptim supera la cota inferior, aleshores se l’haurà de tornar a ramificar utilitzant, per a 
això, la variable de decisió bàsica que tingui la major part fraccionària.  
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En cas que cap dels dos subproblemes tingui solució òptima entera, s’escull un d’ells per a 
ramificar, en principi, aquell que tingui un valor major per a la funció objectiu. Posteriorment, se 
li donaran altres criteris per tal de seleccionar el nus a ramificar. El valor de la funció objectiu 
per a la primera solució factible del problema enter original que s’obtingui representa una cota 
inferior per al valor de la funció objectiu, corresponent a la solució òptima. Aquest valor s’haurà 
d’anar reemplaçant a mesura que es vagi obtenint un altre millor. Aquestes cotes inferiors 
permeten descartar aquells subproblemes que no les superin. El procediment de ramificació es 
continua, sempre que sigui possible, fins que cada subproblema tingui una solució entera, o bé, 
es tingui evidència que no es pot millorar la cota actual 
 
Imatge 6: Exemple del procés de ramificació i acotació [1.6] 
 
4.3.2 El mètode de ramificació i acotació per al problema relaxat [7]  
 
Una variant del mètode de ramificació i acotació més eficient es pot obtenir “relaxant” el 
problema, és a dir, eliminant algunes de les restriccions per tal de fer-lo més permissiu.  El 
problema relaxat és aquell on a les seves variables enteres se’ls hi permet adoptar valors reals; 
d’aquesta manera, si la seva solució compleix les condicions d’integritat, aleshores aquest és 
l’òptim enter.   
 
En definitiva, el problema de programació lineal obtingut eliminant totes les restriccions de 
valors enters o binàries per a les variables es denomina problema menys restringit o problema 
relaxat. A continuació, es proposa un exemple d’un problema relaxat: 
 
Una empresa és subcontractada per una constructora per a realitzar les tasques d’execució 
d’envans, paviments i enrajolats d’una determinada obra de construcció. Degut a problemes de 
liquiditat de la constructora, no hi ha garanties a priori d’acabar l’obra i l’empresa rebrà una 
quantitat fixa setmanal corresponent a la feina realitzada en aquest període, almenys, durant 
les primeres setmanes. 
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L’empresa té en nòmina a 8 obrers, per la qual cosa el nombre total d’hores setmanals de les 
quals disposa és de 400 (10 hores diàries per obrer). Després de molts anys d’experiència i 
treball en comú, tots els obrers poden realitzar les tres tasques indistintament, amb un 
rendiment similar mitjà de 2m2 per hora d’execució d’envans, 1,5 m2 per hora de terrazzo i 1 m2 
per hora d’enrajolat. Per problemes d’acopi, per tal de realitzar aquestes tasques els obrers 
disposaran d’un màxim setmanal de 2700 kg de ciment i de 6000 kg de sorra i se sap que 
aproximadament 1 m2 d’envà necessita 8 kg de ciment i 16 kg de sorra, 1 m2 de paviment 
precisa de 4 kg de ciment i 11 kg de sorra i 1 m2 d’enrajolat necessita 6 kg de ciment i 9 kg de 
sorra. D’altra banda, com a compromís de resultats amb la constructora, l’empresa està 
obligada a realitzar setmanalment un mínim de 150 m2 d’envà, 120 m2 de paviment i 75 m2 
d’enrajolat. Per últim, càlculs previs de l’empresa, indiquen que els seus beneficis nets, un cop 
descomptats els salaris, seran de 5 € per cada m2 d’envà, 7 € per cada m2 de paviment i 10 € 
per cada m2 d’enrajolat. Com que la periodicitat dels resultats és setmanal i sense garanties 
d’acabar l’obra, l’empresa desitja saber quants m2 de cada tipus interessa realitzar 
setmanalment, de manera que es compleixin els mínims establerts i que el benefici net obtingut 






1. ; la variable que indica el nombre de m2 d’envà realitzats setmanalment; 
2. < la variable que indica el nombre de m2 de paviment realitzats setmanalment; 
3. Ç la variable que indica el nombre de m2 d’enrajolat realitzats setmanalment. 
 
En aquest problema es calculen els valors de A, tals que la funció de tres variables 5; + 7< +
10Ç assoleixi el màxim, sempre que els valors de A compleixin les restriccions imposades a 
l’enunciat del problema. Aquestes restriccions són: 
 
1. Jornada laboral:  
Ô
<  + 
Ô
;.Ì +Ç  ≤ 400 
2. Màxim de ciment: 8; + 4< + 6Ç ≤ 2700 
3. Màxim de sorra: 16; + 11< + 9Ç ≤ 6000 
4. Mínima quantitat d’envà: ; ≥ 150 
5. Mínima quantitat de paviment: < ≥ 120 
6. Mínima quantitat d’enrajolat: Ç ≥ 75 
7. No negativitat i integritat de les variables (al final es farà un comentari al respecte) 
 











<  + 
Ô
;.Ì +Ç  ≤ 400  
8; + 4< + 6Ç ≤ 2700 
16; + 11< + 9Ç ≤ 6000 
; ≥ 150 
< ≥ 120 
Ç ≥ 75 
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Es pot comprovar que la no negativitat de les variables es troba implícita a les restriccions de 
mínima quantitat de cada tipus a realitzar i que s’exigeix la integritat de les variables, ja que una 
solució amb decimals implicaria segurament fraccions de maons o de rajoles. Aleshores, se 
suposa que els maons i rajoles són de tals mides, que 1 m2 implica un nombre enter d’ells (en 
un altre cas seria suficient canviar la unitat d’amidament de les variables). 
 
Aquest problema pot ser resolt mitjançant el mètode símplex, de la mateixa manera que a 
l’apartat 4.2.6. Llavors, si s’aplica el mètode símplex al problema resultant de relaxar les 
condicions d’integritat de les variables, després de 6 iteracions a un problema lineal amb 12 
variables (3 originals, 4 de folgança i 3 artificials), la solució òptima resultant és ; = 150, 
< = 262.5 i Ç = 75 amb cost 3337.5, que no és entera, per tant, s’ha de recórrer a un 




A la figura anterior es presenta el procés de ramificació i acotació, on PL0 és el problema de 
programació lineal inicial, en el qual es relaxa la condició d’integritat de les variables. L’ordre de 
resolució de dos problemes successius ve donat per l´índex  de PL; a cada branca se situa la 
desigualtat que s’afegeix al problema anterior i al costat de cada node, representant un 
problema, s’escriu la solució al problema amb el seu cost 4. És a dir, el procés que s’ha fet ha 
estat partir de la solució inicial, i arrodonir per defecte i per excés <, perquè és l’única variable 
no entera.  
 
Aleshores, als dos subproblemes que es generen PL1 i PL2, s’afegeixen les restriccions 
; = 150, < = 262 i ; = 150, < = 263 respectivament. Posteriorment es pot observar que 
PL2 és impossible, perquè amb aquest resultat per a la variable < s’incompleix alguna de les 
restriccions, per la qual cosa, es deixa de ramificar PL2. No obstant, per a PL1 s’obté un 
resultat per a Ç = 75.33 que no és enter, però en canvi, s’han obtingut els resultats ; = 150, 
< = 262, que són enters; per tant, s’ha de ramificar el subproblema PL2 arrodonint per defecte 
i per excés Ç. 
 
Un cop fet el mateix procés per a Ç, es pot notar que el resultat de totes les variables és enter i  
que en aquest cas es pot finalitzar abans que no hi existeixin problemes a resoldre, perquè a 
PL4 s’obté la primera solució entera amb cost igual a la part entera del cost de PL0; per tant 
aquesta solució és òptima i no cal ramificar PL3. 
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4.3.3 Algorisme de Dakin 
 
L’Algorisme Dakin procedeix de la següent manera: 
 
- Pas 1º - (Inicialització). Resoldre el problema de PLC, associat al problema de PLE (o 
relaxant el problema de PLE). Si no té solució factible s’ha de parar: el problema enter 
tampoc la té; si totes les variables G , C ∈  són enteres s’ha de parar: s’ha obtingut la 
solució òptima del problema enter. En cas contrari, s’ha de denotar F  ∞ (F, 
representa la cota inferior actual, això és, el valor de la funció objectiu en la millor 
solució entera obtinguda fins al moment). Seleccionar el nus inicial (únic en aquest 
moment) i continuar amb el Pas 2º. 
- Pas 2º - (Ramificació). Escollir una variable  , n ∈  el valor de la qual     ) 
al nus seleccionat, no és enter. Crear dos nusos a partir del nus actual: un definit per  * , i l’altre per  H   1. Resoldre els subproblemes als dos nusos. Si 
algun d’ells té una solució òptima entera amb valor objectiu major que F, es guarda 
aquesta solució, denotada per Ö, i actualitzar F = F(Ö). Si els dos tenen solució òptima 
entera s’ha d’escollir la millor de les dos. Continuar amb el Pas 3º. 
- Pas 3º. (Eliminació de nusos). Treure de la llista de nusos a analitzar tots aquells, el 
valor òptim dels quals, no superi a FG. (Els nusos que no tenen solució factible o que 
han estat ramificats o que tenen solució òptima entera, òbviament es treuen de la llista 
de nusos a analitzar). Continuar amb el Pas 4º. 
- Pas 4º. (Criteri de parada). Si la llista de nusos a analitzar és buida, s’ha de parar. Si F = −∞, el problema enter no és factible; si F = F(Ö); aleshores  Ö és una solució 
òptima entera. Si la llista és no buida, continuar amb el Pas 5º. 
- Pas 5º. (Selecció del nus a ramificar). Seleccionar un nus de la llista de nusos a 
analitzar, tornar al Pas 2º. 
 
Els dos punts essencials que comporta l’algorisme són: 
 
i) Selecció del nus a ramificar. 
ii) Selecció de la variable per tal de realitzar la ramificació. 
 
A continuació, s’analitzaran aquests dos punts: 
 
i) Per a la selecció del nus a ramificar, existeixen diversos criteris. Es pot prendre el 
nus amb major valor òptim continu, amb què es pretén trobar bones solucions 
factibles. No obstant, aquest criteri acostuma a conduir a l’emmagatzematge molts 
nusos i presenta problemes de memòria d’ordinador. Un altre criteri consisteix a 
escollir el nus més recentment creat. D’aquesta manera s’avança ràpidament fins 
sota l’arbre i encara que s’hagin d’examinar més nusos que amb el criteri anterior, 
és més fàcil poder eliminar nusos durant el procés. 
ii) Generalment la solució continua té diverses variables no enteres de les quals se 
n’ha d’escollir una per tal de crear dos subproblemes (dos nous nusos de l’arbre). 
La qüestió és quina d’elles s’ha d’escollir; una forma de fer-ho és seleccionant el 
valor obtingut amb l’arrodoniment per excés. Una altra possibilitat seria arrodonir 
cada vegada el subproblema a cadascun d’aquests parells de nusos i escollir la 
variable que produeix el nus amb major solució òptima lineal (condueix a trobar 
ràpidament una bona solució entera mixta). Si bé, aquest procediment tendeix a 
reduir el nombre de nusos a examinar explícitament, els càlculs addicionals que es 
necessiten fer són excessius. 
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4.4. El mètode de les xarxes de flux[8] 
 
L’anàlisi de xarxes, té els seus fonaments teòrics a la teoria de grafs, una branca de les 
matemàtiques que neix al 1736 amb la formulació per Leonhard Euler del problema conegut 
com els ponts de Königsberg. Els noms claus en el desenvolupament de la teoria i els mètodes 
són els de Kirchhoff, Hitchcook, Koopmans, Ford, Fulkerson, entre d’altres. 
 
Els models de xarxes han estat àmpliament utilitzats en investigació operativa per a diverses 
aplicacions, tals com: anàlisi i disseny de sistemes de transport, xarxes de comunicacions, 
xarxes de computadores, xarxes de televisió per cable, sistemes de reg a gran escala, xarxes 
d’enllaç entre satèl·lits espacials i la terra, etc. Així mateix, la metodologia de l’anàlisi de xarxes 
ha estat eficient per tal de resoldre problemes de la indústria tals com: distribució de béns, 
planificació de projectes, reemplaçament d’equips, equilibri de línies de muntatge, control 
d’inventaris, aquests són els exemples d’aplicacions amb major èxit.  
La utilització dels models de xarxes presenta, entre d’altres, els següents avantatges: 
 
1. Els models de xarxes permeten representar de forma simple i precisa moltes situacions 
del món real. 
2. Els models de xarxes acostumen a ser acceptats i compresos més fàcilment pels no 
analistes, que altres models d’investigació operativa. A més, molts models de xarxes 
estan relacionats amb problemes físics que poden ser explicats més fàcilment a 
persones que no posseeixen grans coneixements tècnics. 
3. Els algorismes de xarxes proporcionen solucions extremadament eficients per a alguns 
problemes de gran escala. 
4. Els algorismes de xarxes permeten resoldre problemes amb moltes més variables i 
restriccions que altres tècniques d’optimització, degut a què exploten convenientment la 
particular estructura del model. 
 
A continuació, es passarà revista a la terminologia i conceptes bàsics necessaris per a 
l’exposició dels models. 
 
4.4.1 Conceptes bàsics en xarxes 
 
Una xarxa o graf consisteix en un conjunt de vèrtexs i un conjunt d’arcs que connecten els 
vèrtexs. Formalment, el concepte de xarxa, es pot definir com un parell × = (Ø,Ù), on Ø és un 
conjunt de vèrtexs i Ù és un subconjunt del producte cartesià de Ø	 × 	Ø, el conjunt d’arcs. 
 
Els vèrtexs de la xarxa representen, per exemple, les interseccions de les carreteres, les 
centrals elèctriques, les estacions de ferrocarril, metro, terminals aèries, les terminals de les 
computadores, els intercanviadors telefònics, etc. Per la seva banda, els arcs de la xarxa 
representen, per exemple, les carreteres, les línies elèctriques, les línies de ferrocarril, metro, 
aèries, les connexions entre les computadores, les línies telefòniques, etc. 
 
Normalment, els vèrtexs s’acostumen a enumerar amb nombres naturals, de forma que un arc 
que utilitzi els vèrtexs , C es pot representar pel parell (, C). En alguns problemes, el sentit 
precís de l’arc, no és rellevant pel model pel qual el parell (, C) representa, ja sigui l’arc (, C), o 
bé sigui l’arc (C, ); en aquest cas es diu que són xarxes no dirigides. En cas contrari es parla de 
xarxes dirigides. 
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A les aplicacions, un arc pot considerar-se com a un canal pel qual hi circulen unitats d’un 
determinat bé, denominat clàssicament flux. Per exemple, a les aplicacions el flux pot ser: els 
vehicles que circulen per les carreteres, els bytes d’informació que circulen entre els 
computadors, els impulsos elèctrics que circulen a les xarxes telefòniques, etc. 
 
La quantitat neta de flux que flueix a través d’un vèrtex determinat és igual a la diferència entre 
la quantitat sortint del vèrtex i la quantitat entrant. Si aquesta quantitat neta és estrictament 
positiva el vèrtex és un vèrtex “font o source”, mentre que si és estrictament negativa el vèrtex 
és un vèrtex “embornal o sink”. Alguns models de xarxes necessiten considerar un vèrtex 
supersource, i/o un vèrtex “supersink” origen, respectivament receptor, de tot el flux present a 
la xarxa, existint així una única font, denotada usualment amb  i un únic “sink o embornal”, 
denotant usualment amb 	, a la xarxa. A més, freqüentment, un arc (, C), permet tan sols que el 
travessi una quantitat màxima de flux 8AG, denominada capacitat de l’arc. 
 
A) Definició de flux: formalment flux es pot definir de la manera següent: 
 
Sigui una xarxa Ú = (^,2); es denota amb ÛA el conjunt de vèrtexs que estan connectats amb 
el vèrtex  mitjançant arcs que surten de , i amb ÜA , el conjunt de vèrtexs connectats amb el 
vèrtex , que entren al vèrtex , és a dir:  
 ÛA = {C ∈ ^		|	∃:, C) ∈ 2} ÜA  {C ∈ ^		|	∃:C, ) ∈ 2} 
 
Siguin 8AG , , C ∈ ^		. S’anomena flux a una funció )AG 	definida en 2 i amb valors enters que 
verifiqui les propietats següents: 
 








    ∈ ^,  ≠ ,  ≠ 	 
iii) )AG ≤ 8AG   ∀	(, C) ∈ 2 
 
Les condicions de flux s’interpreten per elles mateixes. Les condicions i) iii)  imposen 
acotacions inferior i superior als valors del flux. La condició ii) imposa la conservació de la 
quantitat total de flux a través de tota la xarxa i acostuma a denominar-se llei de conservació de 
flux (Llei de Kirchhoff). 
 
En moltes aplicacions, cada arc porta associat freqüentment un pes AG que pot representar el 
cost de portar una unitat de flux a través de l’arc, una distància, la fiabilitat de les components 
del sistema, etc. 
 
Els següents conceptes són útils també als models de xarxes: 
 
- Bucle: un bucle o llaç és un arc, el vèrtex inicial i final del qual és el mateix 
- Camí: un camí que uneix els vèrtexs , C és una successió d’arcs amb origen al vèrtex  
i final al vèrtex C tal que el vèrtex  final d’un arc és l’inicial del següent. 
- Cadena: una cadena que uneix els vèrtexs , C és una successió d’arcs amb origen al 
vèrtex  i final al vèrtex C tal que dos arcs successius tenen un vèrtex comú, encara que 
no necessàriament el vèrtex final d’un arc és l’inicial del següent. 
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- Circuit: un circuit a una xarxa és un camí que comença i finalitza al mateix vèrtex. 
- Cicle: un cicle és una cadena que comença i finalitza al mateix vèrtex. 
- Xarxa cíclica: una xarxa és cíclica si té algun cicle. 
- Xarxa acíclica: una xarxa és acíclica si no conté cicles. 
- Xarxa connexa: una xarxa connexa és una xarxa tal que qualsevol dels dos vèrtexs 
poden ser units mitjançant un camí o cadena. 
- Arbre: un arbre, en una xarxa, és un subconjunt Ú̅ de Ú que és connex i sense cicles. 
- Arbre generador d’expansió: un arbre d’expansió és un arbre que conté a tots els 
vèrtexs de la xarxa. Per tant, si a una xarxa hi ha  vèrtexs, un arbre d’expansió ] ha 
de tenir   1 arcs. 
 
4.4.2 Representació de xarxes en forma matricial  
  
La forma matricial, és la manera d’introduir una xarxa a un ordinador. Sigui la xarxa Ú = (^,2), 
on el conjunt de vèrtexs ^ està numerat per 1,2, … , , el conjunt d’arcs 2 té mida 	i cada arc (, C) porta associat un nombre AG, cost generalitzat o longitud de l’arc. 
 
- Matriu de cost: la matriu de cost de la xarxa és la matriu 
 4 = yAG{		∀(, C) ∈ 2 
 
- Matriu d’adjacència: la matriu d’adjacència d’una xarxa dirigida es defineix com una 
matriu quadrada  ×  que: 
 µ  :AG? 
Sent: 
 
 AG 	1, si l’arc :, C) ∈ 2 va dirigit des del vèrtex  ∈ ^ al vèrtex C ∈ ^. AG 	0, en altres casos. 
 
Si la xarxa és no dirigida, cada arc		:, C) ∈ 2 es pot reemplaçar per dos arcs en direccions 
oposades. En aquest cas la matriu µ seria simètrica. 
 
 
- Matriu d’incidència vèrtex-arc: la matriu d’incidència vèrtex-arc d’una xarxa dirigida Ú 
és una matriu  × que: 




  FA  	1, si el vèrtex  ∈ ^ és el vèrtex inicial de l’arc 
 ∈ 2 
  FA  	1, si el vèrtex  ∈ ^ és el vèrtex final de l’arc 
 ∈ 2 
  FA  0, en altres casos 
 
Si la xarxa és no dirigida FA, es pot definir alternativament com: 
 
  FA =	1, si el vèrtex  ∈ ^ està connectat a l’arc 
 ∈ 2 
  FA  0, en altres casos 
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5. Dualitat i anàlisi de sensibilitat o de post-optimitat[9] 
 
La teoria de la dualitat va ser introduïda a la programació lineal per John von Neumann, un 
matemàtic nord-americà, d’origen austro-hongarès, el mateix any que G.B Dantzig, va publicar 
l’algorisme símplex, al 1947.  La dualitat permet, entre d’altres coses, relacionar cada problema 
de programació lineal amb un altre denominat problema dual i obtenir relacions sobre el tipus 
de solucions d’ambdós problemes. També proporciona eines alternatives a les ja conegudes, 
per tal de comprovar l’optimitat de les solucions, així com les condicions que es poden utilitzar 
pel desenvolupament de nous algorismes de resolució.  
 
5.1. Formulació matemàtica del problema dual 
 
De manera general, es pot establir que donat el problema de programació lineal: 
 I
	F
	F = 4′µ ]C	
	
 2µ	 ≤ 	3 µ ≥ 0 
 
El seu dual associat ve donat per: 
 I	F
	FÑ = 3′¯ ]C	
	
 2′¯	 ≤ 	4 ¯ ≥ 0 
 
PROBLEMA PRIMAL PROBLEMA DUAL 
• Maximització 
• Coeficients de la funció objectiu 
 
• Coeficients de la Ý-èssima restricció 
• Termes independents de les restriccions 
• Nombre de variables 
• La Ý-èssima restricció té un signe " ≤ ". 
• La Ý-èssima restricció té un signe " = ". 
 
 
• La Ý-èssima variable no està restringida 
en signe 
 
• La Ý-èssima variable és positiva 
 
 
• La Ý-èssima variable és negativa 
• Minimització 
• Termes independents de les 
restriccions 
• Coeficients de la -èssima restricció 
• Coeficients de la funció objectiu 
• Nombre de restriccions 
• La -èssima variable dual és positiva 
• La -èssima variable dual no està 
restringida en signe 
 
• La -èssima restricció és una igualtat 
 
 
• La -èssima restricció és una 
desigualtat del tipus " ≥ " 
 
• La -èssima restricció és una 
desigualtat del tipus " ≤ " 
 
Com que el dual del problema dual associat a un primal donat és el propi primal, la taula 
anterior es pot llegir de dreta a esquerra i d’esquerra a dreta. D’altra banda, la taula mostra com 
trobar el dual per a un problema de programació lineal, en el qual s’ha de maximitzar una funció 
objectiu que té restriccions del tipus " ≤ ", i del tipus " = ".  
 
Si per a un problema de maximització es presenten restriccions del tipus " ≥ ", es multipliquen 
per −1, amb la qual cosa es dóna la hipòtesi donada a la taula.  
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El mateix procediment s’utilitza en cas que es necessiti calcular el dual d’un problema de 
programació lineal, en el qual s’hagi de minimitzar la funció objectiu i alguna de les restriccions 
sigui del tipus " ≤ ". 
 
5.2. Relacions entre un problema primal i el seu dual associat 
 
En aquest apartat s’estudiaran, en primer lloc, diverses propietats relatives a les solucions del 
problema primal i dual per a, posteriorment, analitzar la forma d’obtenir la solució del dual 
mitjançant la taula símplex final. 
 
5.2.1 Propietats de les solucions dels problemes primal i dual 
 
La següent taula mostra les relacions existents entre les solucions factibles i no factibles per als 
problemes primal i dual, així com l’acotació o no acotació de les solucions. 
 
PROBLEMA PRIMAL PROBLEMA DUAL 
• Solució òptima (el valor de la funció 
objectiu coincideix en ambdós casos) 
• Solució no acotada 
• No té solucions factibles 
• No té solució factible 
 
 
• Solució no acotada o no té solucions 
factibles 
• Solució òptima (el valor de la funció 
objectiu coincideix en ambdós casos) 
• No té solucions factibles 
• Solució no acotada 
• Solució no acotada o no té solucions 
factibles 
 
• No té solució factible 
 
• Principi de folgança complementària 
 
El principi de folgança complementària és el concepte clau que permet resoldre un problema a 
partir d’un altre, i deriva de les relacions primo-dual, en el valor de la funció objectiu. Aquest 
principi s’enuncia als següents termes: 
 
(a) Si a una solució òptima d’un problema primal (dual), una restricció no es satisfà com a 
igualtat (la corresponent variable de folgança és diferent de zero), a la solució òptima 
del dual (primal), la corresponent variable dual (preu ombra), és zero. 
 
(b) Si a una solució òptima del problema primal (dual), una variable de decisió és positiva, 
a la solució òptima del dual (primal), la corresponent restricció se satisfà com a igualtat 
(la corresponent variable de folgança és igual a 0). 
 
Degut a la importància d’aquest principi, es prova de la manera següent: siguin µÑ i Ñ̄, 




	F = 4′µ ]C	
 a 2µ	 ≤ 	3 µ ≥ 0 
 
II.  I	F
	FÑ = 3′¯ ]C	
	
 2′¯	 ≥ 4 ¯ ≥ 0 
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I provant que: 
 GÑG = 0 C = 1, … ,  °AÑA = 0  = 1,… , 
 
Amb la qual cosa quedarà comprovat el principi de folgança complementària. En primer lloc, es 
provarà que les solucions factibles µÑi Ñ̄ són òptimes per als problemes de programació lineal 
I i II, respectivament, només si: 
 µÑ(2	 Ñ̄ − 4) + ¯ Ñ(3 − 2µÑ) = 0 
 
En efecte, si es denota per 8 i © les variables de folgança per al primal i el dual respecte de µÑ i Ñ̄, es té: 
   2µÑ + 8 = 3 2′ Ñ̄ − © = 4 
 
Amb: 
 8 ≥ 0,   © ≥ 0. 
 
Provar el resultat anterior és equivalent a provar que les solucions factibles µÑ i Ñ̄ són òptimes 
només si: 
 µÑ© +¯ Ñ8 = 0 
 
Si µÑ i Ñ̄són òptimes, aplicant el teorema fonamental de dualitat es té que: 
 4µÑ = 3 Ñ̄, o equivalentment µÑ4 = Ñ̄8 = 0 
 
Així doncs, l’equació µÑ© + µÑ4 = ¯ Ñ3− ¯ Ñ8	, es redueix a 	µÑ© = −¯′Ñ8, amb això es 
verifica µÑ© +¯ Ñ8 = 0. 
 
Si es verifica µÑ© +¯ Ñ8 = 0	, aleshores µÑ© + µÑ4 = ¯ Ñ3 −¯ Ñ8	 és equivalent a què: 
 4µÑ = 3 Ñ̄ 
 
Per consegüent µÑ i Ñ̄ són òptimes. Un cop provat, ja es tenen les condicions d’abordar el 
resultat enunciat. Com que: 
 µÑ, Ñ̄ , 8, © ≥ 0 
 
Es té: 
 µ′Ñ© ≥ 0 ¯′Ñ8 ≥ 0 
 
Per tant: GÑG ≥ 0   C = 1, … ,  °AÑA ≥ 0   = 1, … , 
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Ara bé, per µÑ© +¯ Ñ8 = 0	, s’ha de verificar que: 
 GÑG = 0   C = 1, … ,  °AÑA ≥ 0   = 1, … , 
 
Amb la qual, s’obté l’enunciat inicial. 
 
• Solució del problema dual a partir de la taula símplex final del problema primal 
 
En aquesta secció s’abordarà la forma de trobar la solució òptima del problema, mitjançant 
l’anàlisi de la taula símplex final del problema primal. És a dir, si es coneixen les variables que 
formen part de la solució bàsica factible inicial (variables de folgança), s’arriba directament a la 
solució del problema dual a partir de la taula òptima del problema lineal. Els passos a seguir 
són els següents: 
 
- Localitzar a la taula inicial del símplex del problema primal les variables bàsiques 
inicials. 
- Localitzar a la taula final del símplex del problema primal els coeficients, a la fila 
corresponent a la funció objectiu de les variables bàsiques inicials. Aquests coeficients, 
responen a la solució òptima del problema dual. 
- El valor òptim corresponent al problema dual, correspon al valor òptim del problema 
lineal. 
 
Aleshores, un cop vist això, s’ha de resoldre si és sempre cert i què pot passar si a la solució 
bàsica factible inicial hi intervenen variables artificials, o bé  quan a la solució bàsica factible 
inicial hi intervinguin variables de decisió del problema en qüestió. 
 
i) Totes les restriccions del problema primal original apareixen amb el signe " ≤ ". És 
a dir, el problema primal ve donat en la forma canònica. 
 I
	F
	F = 4′µ ]C	
	
 2µ	 ≤ 	3 µ ≥ 0 
 
 Sent el problema dual: 
 I	F
	F = 3′¯ ]C	
 a 2′¯	 ≥ 4 ¯ ≥ 0 
 
En primer lloc es provarà que donada una solució bàsica factible òptima corresponent a una 
base s, µÞ, aleshores: 
 ¯ = (sV;)′4Þ 
 
És una solució òptima per al problema dual. Per tal de comprovar-ho es veurà que ¯ és una 
solució factible i, a més, que: 
 4′ÞµÞ = 3′¯ 
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Amb la qual cosa, quedarà establert que ¯ és una solució òptima per al dual. Es començarà 


















′G¯ = G(sV;)4Þ = ′G4Þ = FG ≥ G  
 
On G són les coordenades del vector G a la base s. D’altra banda, FG − G ≥ 0 a una solució 
òptima. 
 
























 −G = °G − G 
 
Per a tots aquells vectors que inicialment formaven la solució bàsica factible inicial. A més, per 
a les variables que formen la solució bàsica factible inicial, que òbviament són de folgança es té 
que G = 0. Amb la qual cosa: 
 °G = yFG − G{ + G = FG ≥ 0 
 
Ja que a la solució òptima FG − G ≥ 0 i G = 0. 
 
Es comprova, finalment, que 4′ÞµÞ = 3′¯. En efecte: 
 4′ÞµÞ = 4′ÞsV;	3 = 3(sV;)4Þ = 3′¯ 
 
S’observa, a més, que °G = yFG − 0{ + 0. És a dir: 
 
Els valors de les variables duals coincideixen amb els coeficients que, a la fila corresponent a la 
funció objectiu, de la taula símplex, tenen les variables que havien estat bàsiques a la solució 
bàsica lineal. 
 
ii) Apareixen restriccions amb el signe " ≤ " i altres amb el signe " = ". S’introdueixen 
variables de folgança i artificials per tal d’obtenir una solució bàsica factible inicial. 
S’han de considerar dos casos segons s’hagi utilitzat el mètode de les dos fases, o 
el de penalitzacions per tal de trobar la solució òptima del problema primal. En cas 
d’utilitzar el mètode de les dos fases, les columnes corresponents a variables 
artificials no s’han de descartar al final de la fase I. S’ha de continuar amb elles a la 
segona fase i modificar-les a cada pas de l’algorisme símplex. No obstant, quan 
s’aplica el criteri d’optimitat no s’han de tenir en compte els valors FG − G  
corresponents a les variables artificials.  
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D’igual forma es prova que ¯ = 4′ÞsV; és una solució òptima i que: 
 °G = G + (FG − G) 
 
A més, A = 0 en cas que la -èssima variable que es troba a la solució factible inicial sigui 
artificial o de folgança. En cas d’utilitzar el mètode de les penalitzacions, s’haurà de tenir en 
compte que el coeficient associat a les variables artificials és de −I. Això comporta que les 
variables duals, vinguin determinades per: 
 °A = −I + (à +I) = à 
 
iii) Apareixen restriccions del tipus " ≥ ". Amb el supòsit que la restricció n-èssima 
apareix amb el signe " ≤ ".Segons es puntualitzava anteriorment, el primer que 
s’ha de fer és multiplicar aquesta restricció per (−1), però aquest canvi no es duu a 
terme quan s’utilitza l’algorisme símplex. Per consegüent, la coordenada °á 
corresponent a aquesta restricció s’ha de multiplicar per (−1), donant lloc a ° = −	°á, ja que si que és el valor corresponent a la n-èssima a la solució òptima 
del dual. En aquest cas, el primal es podrà resoldre utilitzant tant el mètode de les 
penalitzacions com el de les dos fases. 
 
Finalment, s’ha d’assenyalar que s’ha suposat que en cas de igualtat s’introdueix una variable 
artificial; en cas que aquesta no sigui necessària, tot això anterior continua sent cert. 
 
5.3. Interpretació econòmica del dual. Preus ombra 
 
En aquest apartat, es fa referència a la interpretació econòmica del problema dual. És a dir, si 
es considera que una determinada variable dual °A representa un increment a la funció 
objectiu, quan el determinat recurs de la -èssima restricció s’augmenta en una unitat; per tal de 
justificar aquesta afirmació de forma general, serà necessari realitzar la interpretació 
econòmica del problema dual. Aquesta interpretació no és tan òbvia com en el cas de la 
interpretació del primal, que per a un problema de programació lineal en forma estàndard és: 
“suposat un guany G a cada unitat de l’activitat j i donats uns recursos escassos A trobar els 
valors de les variables de decisió que maximitzen el guany total”. En quant a l’anàlisi del primal 





















































  ≥ 0						C = 1, … ,  
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  						C = 1, … ,  
 °A ≥ 0						 = 1, … ,							 
 
Per consegüent per a què el dual tingui sentit, la variable dual °A ha de presentar el valor de 
cada unitat del recurs -èssim. Amb la qual cosa, el problema dual, en els termes de les seves 
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		 − è   ≥ 0									 = 1, … ,							 
 
Dos observacions són òbvies: 
 
(a) La restricció C-èssima del dual indica que el valor total dels recursos consumits per tal 
d’elaborar una unitat de la C-èssima activitat, ha de ser al menys tan gran com el guany 
assignat a cada unitat de l’activitat C-èssima. 
(b) El valor òptim del primal Fò¢ÆAz , coincideix amb el valor òptim del dual, (FÑ)ò¢ÆAz =A°A +⋯+ >°>. Després si el recurs A s’incrementa en una unitat, es té que el valor 
òptim del primal passa a ser: yFò¢ÆAz{ = y(FÑ)ò¢ÆAz{ = A°A +⋯+ (A + 1)°A +⋯+>°> = A°A +⋯+ A°A +⋯+ >°> +°A =	Fò¢ÆAz +°A. 
 
És a dir, el valor de la variable dual °A representa el valor en el qual s’incrementa la funció 
objectiu quan el recurs -èssim s’incrementa en una unitat.  
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Aleshores, amb tot això vist anteriorment, es pot interpretar el problema dual en els següents 
termes:  
 
“Donats uns recursos A i un límit inferior per al guany A, assignat a cada unitat de l’activitat C-
èssima; quin valor °A s’ha d’assignar a cada unitat del recurs -èssim de forma que es minimitzi 
el valor total dels recursos?” 
 
• Definició de preu ombra  
 
El preu ombra és el preu de referència que tindria un bé en condicions de competència 
perfecta, incloent els costos socials, a més dels privats. Representa el cost oportunitat de 
produir o consumir un bé o servei. 
 
Un bé o servei pot no tenir un preu de mercat; no obstant sempre és possible assignar-li un 
preu ombra, que permet fer un anàlisi de cost-benefici i càlculs de programació lineal. És el 
significat del multiplicador de Lagrange, el qual representa la variació d’un objectiu donat, quan 
es compta amb una unitat addicional d’un cert recurs limitat. 
 
A més, cal esclarir que el preu ombra també és un dels estudis més importants de la 
programació lineal quan es tracta el mètode símplex dual. 
 
5.4. El mètode o algorisme símplex dual 
 
Si a l’hora de resoldre un problema de programació lineal (o el seu dual) mitjançant el mètode o 
algorisme símplex és necessari introduir variables artificials, pot ocórrer que el problema tingui 
una certa dificultat computacional. En aquestes situacions, l’algorisme símplex dual, proposat 
per C.E Lemke (1954), simplifica els càlculs. Aquest algorisme jugarà un paper important a 
l’anàlisi de sensibilitat o de post-optimitat, que es veurà a continuació, així com en la resolució 
de problemes de programació lineal entera. 
 
L’algorisme símplex, com s’ha vist anteriorment, parteix d’una solució bàsica factible, que és el 
mateix que un punt extrem del conjunt de solucions factibles i passa a un altre punt extrem, de 
forma que aquests punts extrems hagin de ser adjacents. A més, el valor de la funció objectiu 
al segon punt, ha de ser millor (més gran a un problema de maximització i més petit a un 
problema de minimització) que al primer. Aquest procediment es continua fins que,  o bé es 
troba una variable òptima FG − G ≥ 0	∀C en cas de maximització (FG − G ≥ 0	∀C en cas de 
minimització), o bé s’arriba a la conclusió que no existeix solució òptima que sigui finita. En 
conseqüència, amb el mètode símplex es van obtenint solucions factibles però no òptimes fins 
la iteració final. Aleshores, es pot arribar al dubte següent: 
 
“Donada una solució factible i no òptima corresponent a la iteració k-èssima de l’algorisme 
símplex, la solució del dual associada a aquesta solució factible i no òptima, de quin tipus 
serà?. Si es suposa que a la iteració k-èssima existeix un j, de forma que FG − G < 0, és a dir, a 
la iteració k-èssima es disposa d’una solució factible però no òptima, que passarà amb la 
restricció j-èssima del dual?”. 
 
Com que: 
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Es segueix amb: 
 
K
AG°AzA­; < G 
 
Aleshores, la solució del dual associada a una solució factible i no òptima del primal, no verifica 
la restricció C-èssima del dual, i en conseqüència és una solució no factible. Així doncs, 
associades a les solucions factibles i no òptimes que l’algorisme símplex va trobant en la 
recerca de la solució òptima per al primal, existeixen solucions no factibles per al dual.  
 
Finalment, com ja s’ha establert, la solució dual associada a la solució òptima per al primal, és 
tant factible com òptima. D’altra banda, el valor de la funció objectiu del problema dual 
corresponent a la solució no factible associada a una solució factible i no òptima del primal, és 
millor (més gran a un problema de maximització més petit a un de minimització) que el valor de 
la funció objectiu del problema primal corresponent a la solució òptima.  
 
Per tant, una solució que sigui factible per al problema primal, però no òptima, és en algun 
sentit “òptima dual”, si bé, no factible per al dual. Els passos que segueix l’algorisme símplex 
dual (problemes de maximització) són el següents: 
 
- Pas 1 – Expressar el problema de programació lineal en forma canònica i introduir 
variables de folgança. 
- Pas 2 – Trobar una solució factible inicial que sigui òptima però no factible i construir la 
taula inicial. Dit d’una altra manera, trobar una solució bàsica inicial per a la qual FG − G ≥ 0 per a tota la columna G de la matriu 2 i si aquesta solució bàsica és factible 
ja es té solució òptima. En cas contrari, anar al pas 3. 
- Pas 3 – Escollir, la variable més negativa, com a aquella que deixa d’estar a la solució 
bàsica inicial. 
- Pas 4 – Fer bàsica la variable , si es verifica que: 
  = F − A = jMàxim æFG − GAG ç		AG < 0è 
 
L’índex , es correspon amb la filera de la variable que surt. En cas de no existir A 	negatius, el 
problema no té solució. És necessari fer una breu reflexió sobre el pas 2, o de forma més 
precisa sobre la recerca d’una solució bàsica inicial òptima. Si es suposa que, un cop el 
problema està expressat en forma estàndard, s’arriba a què existeixen índexs C de forma que FG − G < 0. Per tal de fixar idees, se suposa que, la taula inicial, és de la forma: 
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Es considera una nova restricció sobre les variables no bàsiques del tipus: 
 ; + < +⋯+ > ≤ I 
 
(I és una constant, al menys, tan gran com la suma de tots els coeficients A), s’introdueix una 
variable de folgança ℎzR;, i s’escriu la taula anterior en la forma: 
 
 
Imatge 8:Taula símplex final [1.8] 
 
S’escull: 
 FG; − G; =
k
min {F − |F −  < 0} 
 
i es fa bàsica la variable G; deixant de ser-ho la ℎzR;. Així per tal de fer que FG; − G; sigui 
nul·la, es multiplica la fila corresponent a ℎzR; per FG; − G; i es resta de la fila corresponent a la 
funció objectiu, obtenint-se: 
 (F; − ;) − yFG; − G;{, (F< − <) − yFG; − G;{,⋯ , yFG;V; − G;V;{ − yFG; − G;{, 0, yFG;R; − G;R;{− yFG; − G;{,⋯ , (F> − >) − yFG; − G;{, 0,⋯ ,0,−yFG; − G;{ 
 
Que òbviament són tots positius. Un cop anul·lats els coeficients que apareixen a la columna 
de G;, excepte el pivot, es tindria que la solució bàsica inicial òptima estaria formada per les 
variables ℎ;, ⋯ , ℎz, G; i, els valors de la qual correspondrien als obtinguts després de pivotar a 
la columna de G;. Aquest procediment de trobar una solució bàsica òptima amb què començar 
l’algorisme simple dual rep el nom de la tècnica de la restricció artificial. 
 
En cas que es tracti d’un problema de minimització, l’únic canvi que és precís realitzar a 
l’algorisme símplex dual donat anteriorment, es refereix al pas 4. Ara s’escull per a fer bàsica la 
variable , si es satisfà que: 
  = F − A = jMínim æFG − GAG ç		AG < 0è 
 
Es pot observar que també en aquest cas, l’optimitat descrita al pas 2 s’assoleix quan FG − G ≤ 0 
per a tota la columna G.  
 
També s’ha de tenir present que a l’hora d’utilitzar la tècnica de la restricció artificial, en aquest 
cas, es fa sortir de la solució bàsica inicial a la variable ℎzR; i s’introdueix la variable G;, si es 
verifica: 
 FG; − G; =
k
máx {F − |F −  > 0} 
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5.5. Anàlisi de post-optimitat 
 
En aquest apartat s’abordarà una doble problemàtica: per una banda, s’examinarà la variació 
possible dels diversos paràmetres que hi intervenen al model de programació lineal de forma 
que no hi hagi canvis a les variables de la base de la solució òptima (anàlisi de sensibilitat). 
D’altra banda, l’evolució de la solució òptima d’un problema de programació lineal quan es 
realitzen canvis lineals tant als coeficients, A, de la funció objectiu com als coeficients, A, del 
costat dret de les restriccions (programació lineal paramètrica). Els dos enfocaments 
s’acostumen a denominar com “anàlisi de post-optimitat”.  
 
En realitat, es tracta de conferir al model de programació lineal una certa flexibilitat i no 
analitzar-lo, com fins ara, des d’una perspectiva estàtica, ja que, en moltes de les situacions 
reals amb les quals es tracta, no és cert que els coeficients, A, de la funció objectiu o les 
quantitats 
AG del recurs -èssim utilitzades a l’elaboració d’una unitat de l’activitat C-èssima o els 
coeficients A, del costat dret de les restriccions, siguin coneguts i fixos. És obvi que els guanys 
poden variar com a conseqüència dels canvis als costs de la matèria prima, dels salaris, del 
mercat, etc. I que d’altra banda també es poden produir canvis al llarg del temps tant en la 
producció com als recursos requerits. 
 
5.5.1 Anàlisi de sensibilitat 
 
Si es considera el problema de programació lineal: 
 I
	F
	F = 4′µ ]C	
	
 2µ	 ≤ 	3 µ ≥ 0 
 
I suposem que s’ha obtingut una solució òptima µÞ i a més es disposa de la taula símplex final. 
En aquestes condicions s’analitzaran les següents qüestions: 
 
i. Variació als coeficients A de la funció objectiu. 
ii. Variació als coeficients A del costat dret de les restriccions. 
iii. Incorporació d’una nova restricció. 
iv. Incorporació d’una nova variable de decisió. 
 
i) Variació als coeficients A de la funció objectiu 
 
A partir de la taula símplex final per al problema de programació lineal: 
 I
	F
	F = 4′µ ]C	
	
 2µ	 ≤ 	3 µ ≥ 0 
 
En termes generals el resultat que es segueix és: 
 
“Sigui G una variable no bàsica a la solució òptima; aquesta variable no passarà a formar part 
de la solució òptima sempre i quan el nou coeficient G de la funció objectiu difereixi del 
coeficient antic	, G, en menys de FG − G unitats per a problemes de maximització, i en més de FG − G unitats per a problemes de minimització”.  
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En efecte, sigui n l’índex tal que el coeficient  associat a  s’ha modificat per ̂. Per hipòtesi  no es troba a la base i com a conseqüència F = ′4 (′ és la n-èssima columna de la 
taula símplex final). L’optimitat de µÞ es mantindrà si F̂ − ̂ ≥ 0 (problemes de maximització). 
Ara bé: 
 F̂ − ̂ = F −  +  − ̂ = (F̂ − ̂) + ( − ̂) ≥ 0 
 
És a dir, es mantindrà l’optimitat sempre que: 
 F −  ≥ ̂ −  
 
Amb la qual cosa, queda provat el resultat enunciat anteriorment. A continuació s’estableix una 
regla general que permetrà, a partir de la taula símplex final d’un problema donat, analitzar 
quant es poden variar els coeficients corresponents a una variable bàsica per a què aquesta se 
segueixi mantenint a la solució òptima. 
Sigui n l’índex tal que el coeficient  associat a la variable  s’ha modificat per ̂. Si es 
suposa que n = , s’obté: 
 




, … ,0í = 4′Þ + (̂Aë − Aë)Aë 
 
Seguidament es calcula el valor F̂G − ̂G. Sigui C = ë, és a dir, es calcula el coeficient que a la fila 
corresponent a la funció objectiu té la variable bàsica Aë, variable el coeficient de la qual Aë a la 
funció objectiu s’ha modificat per ̂Aë. 
 F̂G − ̂G = F̂ − G = 4ê′ÞG − G = 4ê′ÞG + (̂Aë − Aë)AëG − G = FG − G + (̂Aë − Aë)ëG 
 
Per tant, la solució òptima µÞ, seguirà sent-ho quan es canviï el coeficient  per ̂ si per a 
totes les variables no bàsiques es verifica: 
 F̂G − ̂G = FG − G + (̂Aë − Aë)ëG ≥ 0 
 
O el que és el mateix, quan: 
 FG − G ≥ −ëG(̂Aë − Aë) 
 
Per a totes les variables bàsiques G. La desigualtat anterior mostra el següent: 
 
- Si ëG = 0, la desigualtat d’optimitat es compleix sigui quin sigui (̂Aë − Aë). 
- Si ëG > 0, s’ha de complir (̂Aë − Aë) ≥ − îVïëð 	 ;		sent l’índex C el corresponent a una 
variable no bàsica 
 




màxim Ò− îVïëð ñëG > 0Ó ≤ ̂Aë − Aë ≤ jmínim Ò− îVïëð ñëG < 0Ó 
 
sent C l’índex corresponent a una variable no bàsica. 
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Si el coeficient  es modifica pel ̂, la solució µÞ òptima es continuarà mantenint com a tal si 
es verifiquen les següents condicions: 
 
- Si n és tal que  és una variable bàsica, s’haurà de verificar: 
 F −  ≥ ̂ −  
 
- Si n = , és tal que  és una variable no bàsica, s’haurà de verificar, en cas que ëG ≠ 0 
(sent C un índex corresponent a una variable bàsica), que: 
 
j
màxim Ò− îVïëð ñëG > 0Ó ≤ ̂Aë − Aë ≤ jmínim Ò− îVïëð ñëG < 0Ó 
 
I en cas que ëG = 0, no hi ha cap restricció.  
 
Únicament s’ha abordat el problema de l’optimitat de µÞ, ja que la factibilitat queda assegurada 
perquè no s’ha modificat ni el vector 3 ni la matriu 2. 
 
ii) Variació als coeficients A del costat dret de les restriccions 
 
Ara es farà la suposició que el coeficient  corresponent a la restricció n-èssima, passa a ser: 
 ò =  + (ò − ) 
 
En aquest cas l’optimitat de la nova solució no es veu afectada, ja que el criteri d’optimitat és 
independent del vector 3. El problema podria residir en què aquesta nova solució µòÞ no fos 
factible. En conseqüència s’analitzaran condicions que garanteixin la factibilitat de µòÞ . Com 
que: 




,0,… ,0)′ = 3 + (ò − ) 
 
Es té: 
 µòÞ = sV;3	ó = sV;3 + yò − {sV; = µÞ + yò − {sV; 
 
Per tant la factibilitat queda assegurada imposant que: 
 µÞ + yò − {sV; ≥ 0 
 
Que és el mateix que: 
 µÞë + yò − {ë ≥ 0 
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S’ha d’observar que si ë ≥ 0, aleshores: 
 yò − { ≥ −µÞëë  
Mentre que si ë < 0 
 yò − { ≤ −µÞëë  
 





















iii) Incorporació d’una nova restricció 
 




A>> ≤ A 
 
El primer pas que s’ha de realitzar és comprovar si la solució òptima que ja es tenia  verifica la 
nova restricció. En cas afirmatiu, aquesta nova restricció es redundant; si la restricció no es 
verifica, la solució òptima del problema primitiu no és factible per al nou problema. En aquest 
cas, hi ha dos possibilitats: afegir la nova restricció al model original i resoldre el nou problema 
mitjançant l’algorisme símplex, o bé utilitzar la taula símplex final del problema primitiu, per tal 
de resoldre’l mitjançant l’algorisme símplex dual, un cop s’ha afegit a la taula una fila 
corresponent a la nova restricció. 
 
De vegades, el procediment d’afegir restriccions addicionals s’utilitza per tal de simplificar els 
càlculs a l’hora de resoldre un problema. S’ha de considerar que la dificultat al còmput es 
presenta precisament al nombre de restriccions; com a conseqüència, si es té la sospita que 
existeixen restriccions que són redundants, aquestes es poden menysprear i trobar la solució 
òptima amb les restants. Un cop obtinguda aquesta, es refusen totes les restriccions no 
utilitzades que se satisfacin per a la solució òptima trobada. Les que no se satisfacin 
s’afegeixen a les originals i es resol el problema, com s’ha indicat, per l’algorisme símplex, o bé 
per l’algorisme símplex dual. 
 
iv) Incorporació d’una nova variable de decisió 
 
Ara se suposa que es necessita introduir una nova variable de decisió, aleshores, sigui aquesta >R;, també se suposa que el guany que s’espera obtenir amb cada unitat de l’activitat  + 1 és 
de >R; unitats monetàries. Si es designa per 
G>R;	(C = 1, … ,) la quantitat del recurs C-èssim 
que es necessita a l’elaboració d’una unitat de l’activitat  + 1 (>R; = (
;	>R;, … , 
z>R;)), la 
qüestió òbvia que es planteja és la d’analitzar, sense necessitat de resoldre el nou problema, a 
partir de la taula símplex final del problema original, si convé considerar la nova activitat. A tal fi 
es calcula F>R; − >R;, si aquesta diferència és positiva o nul·la (per a un problema de 
maximització). Òbviament, la nova solució òptima s’obtindrà afegint a la solució òptima que ja 
es té, la variable >R; amb valor nul.  
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En cas que aquesta diferència sigui negativa, s’introdueix >R; a la base i es continua amb 
l’algorisme símplex per tal de trobar la nova solució òptima. 
 
5.5.2 Programació lineal paramètrica  
 
En aquest apartat s’estudiarà el comportament de la solució òptima d’un problema de 
programació lineal quan es realitzen canvis lineals, ja sigui als coeficients de la funció objectiu, 
o bé als coeficients del costat dret de les restriccions. 
 
i) Canvis lineals als coeficients de la funció objectiu 
 
En termes generals, se suposarà que () = G + ′G , −∞ <  < +∞ i el problema de 
programació lineal queda especificat en els següents termes: 
 I
	F
	F = 4′()µ 
 ]C		
	2µ	 ≤ 	3 µ ≥ 0 
On: 
 4() = (; + ;, … , > + >) 
 
El procediment que se seguirà per a la seva resolució serà fer  = 0 i resoldre el corresponent 
problema de programació lineal no paramètric. Seguidament s’analitzarà la forma de procedir 
en cas que s’obtingui per a  = 0 una solució òptima finita.  
 
Un cop trobada la solució finita per a   = 0, es verificarà: 
 FG − G = 4ÞsV;G − G = KAA∈ô AG  G H 0					C = 1,… , 
 
On: 
  = {C/G pertany a la solució òptima} i s és la base associada a la solució òptima. 
 
Les diferències anteriors, un cop substituïts els costos pels seus verdaders valors en funció de , venen donades per: 
 FG()− G() = K(A + A)AGA∈ô  yG  G{ K:AA∈ô AG  G?  :KAAG  G?  :FGA∈ô  G?  :FG  G? 
 
I òbviament ja no es pot afirmar que siguin positives. Per tant, la solució òptima obtinguda per   0, en general no ho serà per a tot . Les quatre situacions que es poden presentar són les 
següents: 
 
1.  > 0 i FG − G > 0		∀C. En aquest cas, FG() − G() ≥ 0 i la solució òptima obtinguda 
per a  = 0, ho continua sent per a qualsevol . 
2.  < 0 i FG − G < 0		∀C. En aquest cas, novament FG(λ)−G() ≥ 0 i la solució òptima 
obtinguda per a  = 0, ho continua sent per a qualsevol . 
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3.  > 0 i existeixen índexs "C" per als quals FG − G < 0. Sigui "" un índex tal que FA − A < 0. Aleshores FA() − A() serà positiu només si:  
 FA − A ≥ −(FA − A) 
 
Que és el mateix que: 
  ≤ − FA − AFA − A 
 
Per tant, quan  recorre tots els índexs corresponents a variables que no estan a la base i per a 
les quals es verifica: 
 FA − A < 0 
 
S’obtenen desigualtats anàlogues a l’anterior; en definitiva prenent: 
 ; =
i
mínim Ò− FA − AFA − AÓ 
 
Es té que la solució òptima trobada per a  = 0 ho continua sent per a  ∈ 0, ;]. Si  	∉[0, ;], 
es continua aplicant l’algorisme símplex i es busca una nova solució òptima bé per a  ≥ ;, bé 
per a  ∈ ;, <].  
 
En aquest segon cas es torna a aplicar l’algorisme símplex, obtenint-se una altra solució òptima 
bé per a  ≥ <, o bé per a  ∈ <, Ç]. Es continua el procés obtenint-se È,	Ì, fins a trobar un  de forma que la solució òptima trobada en aquesta etapa ho sigui per a  ≥ . 
 
4.  < 0 i existeixen índexs "C" per als quals FG − G > 0. La forma de processar és 
anàloga a la del cas anterior amb l’única diferència que ara: 
 ; =
i
màxim Ò− FA − AFA − AÓ 
 
La solució del problema pot ser no acotada quan s’intenti pivotar amb alguna variable  a  ≥ Æ. En aquest cas, per a  ≥ Æ la solució és no acotada. 
 
1. Canvis lineals als coeficients A 
 
En termes generals, se suposarà que G() = G + ′G , −∞ <  < +∞ i el problema de 
programació lineal queda especificat en els següents termes: 
 I
	F
	F = 4′µ ]C		
	2µ	 ≤ 	3() µ ≥ 0 
 
On: 
 3′() = (; + ;, … , z + z) 
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En primer lloc s’analitzarà el cas  ≥ 0. S’ha d’observar que el problema dual associat al 
problema primal anterior, ve donat per: 
 I
	F
	F = 3′()µ ]C		
 2µ	 ≤ 	4 ¯ ≥ 0 
 
Per tant, una primera forma de realitzar l’estudi a un problema de programació paramètrica en 
el qual els coeficients depenen linealment d’un paràmetre , seria passar al dual. S’ha de 
considerar que el dual es tracta d’un problema de programació lineal paramètrica, en el qual els 
coeficients de la funció objectiu depenen linealment d’un paràmetre , per la qual cosa, en 
aquest problema no cal més que aplicar-hi el que s’ha tractat a l’apartat anterior. En cas 
d’analitzar-lo directament, es procedeix en els termes següents: 
 
En primer lloc, es resol el problema per a  = 0. Pot passar que la solució sigui no acotada o 
que existeixi una solució òptima finita. En el primer cas, se seguirà mantenint la solució no 
acotada per a qualsevol valor de  ja que la variació dels A no afecta als coeficients AG, i per 
tant, si abans existia una columna amb tots els elements negatius, passarà el mateix sigui quin 
sigui el valor de . 
 
Així doncs, se suposa que: 
 (;, … , >) 
 
És una solució òptima finita.  Si se substitueixen els A per: 
 	A() = A + ′A 
 
S’obté una nova solució que serà de la forma: 
 ;∗ = ; + ;,… , >∗ = > + > 
 
Òbviament aquesta solució serà factible si es verifica que A∗ ≥ 0 per a tot  = 1,… , . En 
conseqüència es poden presentar els dos casos següents: 
 
1. Per a tot índex "", A∗ ≥ 0. En aquest cas la solució: 
 (; + ;,… > + >) 
 
És òptima per a tots els valors de . 
 
2. Existeixen índexs "" per als quals A∗ < 0. En aquest cas, s’haurà d’escollir  de forma 
que: 
  ≤ ²V² per a tot "" amb A∗ < 0 
 
Per tant, la solució: 
 (; + ;,… > + >) 
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Serà òptima per a tots els valors de  que verifiquin: 
 0 ≤  ≤ ;. 
 
Amb: 
 ; = í Ò−AA ñA < 0Ó 
 
Donat un  > ;, existeix un "C" per al qual: 
 G + A < 0 
I en conseqüència la solució: 
 (; + ;,… , G + G , … , > + > 
 
És no factible, però verifica la condició d’optimitat, per la qual cosa, és possible aplicar 
l’algorisme símplex dual per tal de recobrar la factibilitat. En conseqüència, es tindrà que la 
nova solució trobada: 
 (;Ñ + ;Ñ, … , GÑ + GÑ,… , >Ñ + >Ñ) 
 
Serà òptima per a tots els valors de  que verifiquin:  
 ; ≤  ≤ < 
 
Se seguirà el procés trobant una sèrie de valors Ç,	È,...,	 i les solucions òptimes associades 
per a A ≤  ≤ AR;. 
 
El procediment es finalitza quan es trobi una solució òptima per a  ≥ , o bé un  de forma 
que per a  ≥  no existeixi solució factible. Això últim passarà quan s’apliqui l’algorisme 
símplex dual i s’arribi a que la filera corresponent a la variable que deixa de ser bàsica, té tots 
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6. Modelització de problemes generals de programació lineal 
 
6.1. El model del transport[10] 
 
El model o problema del transport (PT) va ser plantejat i resolt per primera vegada per Frank L. 
Hitchcock (1941) a l’article: “The Distribution of a product from several sources to numerous 
localities” (Journal of Mathematical Physics 20, 224-230), i posteriorment, al 1942 estudiat 
desenvolupat pel matemàtic i economista soviètic Leónid Kantorovich i l’economista nord-
americà Tjalling Charles Koopmans, fet pel qual, el problema del transport també es coneix 
com el problema de Koopmans-Kantorovich.  
 
Aquest problema es pot definir com: sigui % = {}z un conjunt finit de punts origen i sigui | = {C}> un conjunt finit de punts destí (per exemple, constructores que demanden el producte). 
Cada origen  ∈ % produeix una quantitat de producte	
A ∈ ´R i cada destí C ∈ | demanda una 
quantitat de producte G ∈ ´R, de manera que: 
 K
A KGG∈A∈  
 
A més, transportar una unitat de producte des de l’origen  al destí C té un cost AG. Aleshores, el 
PT consisteix en determinar quina quantitat de producte cal transportar des de cada origen fins 
a cada destí, de forma que de l’origen  surtin exactament 
A unitats de producte, que al destí C 
arribin G unitats del producte i que el cost total del transport sigui mínim. 
 
Com es pot comprovar per la pròpia definició, el PT té innumerables aplicacions en el camp de 
l’enginyeria de l’edificació. Per exemple, si es pensa en la construcció d’un edifici alt, amb 
milers de m3 de tots els tipus de material que el composen, (formigó, maons, ciment, bigues, 
sanitaris, rajoles, finestres, etc.) que abans no hi eren i que han hagut de ser transportats des 
de les diferents fàbriques o magatzems, situats a varies desenes o centenars de quilòmetres de 
l’obra. Una bona planificació de tot el transport de material pot suposar un estalvi important en 
el cost final d’una edificació. 
 
Si es denota per AG el nombre d’unitats de producte transportades de l’origen  al destí C, el PT 
es pot formular en els següents termes: 
 IKKAGG∈A∈ l AG 
 
Subjecte a 
 KAGG∈  
A ,					∀ ∈ % KAGA∈  G ,					∀| ∈ | AG H 0 i entera 
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O en forma matricial: 
 IKKAGG∈A∈ l AG 
 ]C		
 	2  a




;, … , 
z), Æ = (;,… , >) i 2 la matriu de coeficients del sistema lineal de les 
condicions. Per tant, el PT és un problema de programació lineal entera, però donades les 
característiques de la matriu del seu sistema d’equacions, es pot demostrar que el mètode 
símplex proporciona la solució òptima entera del PT, amb la qual cosa, mai serà necessari 
recórrer a un procediment de ramificació i acotació, malgrat la integritat de les variables. 
Òbviament és poc probable que a un problema de transport real, coincideixi l’oferta amb la 
demanda. Normalment: 
 K
AA∈ >KGG∈  
O bé: 
 K
AA∈ <KGG∈  
 
Això, no és un obstacle des d’un punt de vista matemàtic, ja que en ambdós casos, el problema 
es redueix al PT original. Només cal afegir-li un nou punt destí (respectivament origen) amb 
demanda (respectivament oferta) igual a: 
 
÷K
A KGG∈A∈ ÷ 
 
De manera que els costs de transportar una unitat de producte de tots els punts origen 
(respectivament a tots els punts destí) a aquest nou punt destí (respectivament des d’aquest 
nou punt origen), siguin zero. Tots els PT tenen un graf associat: si es fa correspondre un 
vèrtex amb cada punt d’origen o destí, el primer subconjunt de vèrtexs del graf el formaran els 
vèrtexs origen i el segon subconjunt, els vèrtexs destí. Existeix un arc des de cada vèrtex 
origen  a cada vèrtex destí C amb cost associat AG. 
 
 
Imatge 9: Graf associat del problema del transport [1.9] 
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Si a la formulació del PT feta anteriorment, es multipliquen les igualtats ∑ AGA∈  G per 1, és 
fàcil veure que a la formulació en forma matricial, cada filera de la matriu 2 amb ( + ) files i (	)	columnes està associada a un vèrtex del graf i cada columna a un arc del graf, sent 
l’element (n, ) de la matriu igual a 1 si l’arc (, C) associat a la columna  surt del vèrtex associat 




Es pot demostrar que el rang de 2 és  +  − 1. A més, cada base de l’espai columna de la 
matriu 2	( +  − 1		
			) es correspon amb un arbre generador 
del seu graf associat. Aquí, el concepte d’arbre generador juga un paper important, per la qual 
cosa, recordar la seva definició és necessàri:  
 
Un arbre generador o d’expansió és un subgraf associat al PT que conté tots els vèrtexs, un 
nombre d’arcs igual al nombre de vèrtexs menys 1, tal que des de cada vèrtex es pot anar a 
qualsevol altre, a través dels arcs per un únic camí, sempre que s’obviï la direcció dels arcs. 
 
Per tal de solucionar el PT, s’adapta el mètode símplex. La clau és el que s’ha explicat 
anteriorment: tota solució possible bàsica (SPB) del mètode símplex al PT es correspon amb 
un arbre generador del seu graf associat.  
 
A la figura següent, es mostra un exemple de SPB en un PT a través del graf, cada vèrtex 
mostra l’oferta/demanda i cada arc (, C), el valor de la variable bàsica AG. 
 
 
Imatge 10: SPB d'un PT donada mitjançant un arbre d'expansió associat [1.10] 
 
En comptes de treballar sobre el graf, es treballa sobre una taula, que simplifica 
considerablement els càlculs del mètode símplex.  
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A cada PT s’associa una taula de  + 1 files, ( orígens més l’última, on la cel·la ( + 1, C) 
apareix la demanda del destí	C) i  + 1 columnes ( destins més l’última, on la cel·la (, + 1) 
apareix l’oferta de l’origen ); la cel·la (, C) amb 1 ≤  ≤  i 1 ≤ C ≤  de la citada taula es 
correspon amb la variable AG del PT (i, per tant, amb una columna de la matriu 2 del PT i un 
arc del graf associat) i, per últim, la cel·la ( + 1, + 1), conté l’oferta total. 
 
A més, si a cada cel·la (, C) d’aquesta taula, denominada taula del transport, a les seves 
cantonades superior esquerra i dreta, s’afegeixen respectivament el cost unitari i cost reduït (en 
el cas no bàsic) de cadascuna de les variables, aleshores contindrà tota la informació del 
problema i es podrà aplicar l’algorisme del mètode símplex sense necessitat de treballar en el 
seu format estàndard. 
 
 
Imatge 11: La Taula del Transport [1.11] 
 
Pas 1.  Càlcul d’una solució possible bàsica 
 
Existeixen diverses tècniques per tal de buscar una SPB inicial al problema del transport; se’n 
mostren dos molt senzilles: 
 
1. Regla de la cantonada nord-oest. 
 
Se selecciona ;; amb valor ;; = mín	{
;, ;} ( se li assigna el major valor possible, sense 
violar les restriccions d’oferta o demanda) i s’actualitzen 
; i ; restant-los-hi el valor de ;;. El 
procés iteratiu és: 
 
Sigui AG l’última variable seleccionada, la següent variable a seleccionar és A(GR;), si l’oferta de 
l’origen  encara no és zero, o és (AR;)G en cas contrari. El valor que agafaria la variable A(GR;) 
seria igual al mínim entre l’oferta en aquest moment del punt  i la demanda en aquest moment 
del punt C + 1, actualitzant aleshores aquestes dos quantitats, restant a ambdues el valor 
d’aquest punt. El valor que prendria la variable (AR;)G seria igual al mínim entre l’oferta en 
aquest moment del punt  + 1 i la demanda en aquest moment del punt C, actualitzant aleshores 
aquestes dos quantitats, restant a ambdues el valor d’aquest mínim. Continuar així, fins que 
totes les ofertes i demandes siguin igual a 0. 
 
2. Regla del cost mínim que queda 
 
Es busca ¢ù = mín	AG{AG} i se li assigna a la variable ¢ù el valor ¢ù  mín{
¢, ¢}. S’actualitza 
¢ i ù, restant-los-hi ¢ù. S’escull com a següent variable aquella AG tal que AG és el cost més 
petit entre els costs amb els dos valors 
A i G actualitzats que siguin positius. S’assigna a 
aquesta variable el mínim de ambdós valors, s’actualitzen i així successivament fins que totes 
les ofertes i demandes siguin zero. Aquesta segona regla proporciona una SPB al PT, encara 
que de vegades serà necessari completar la base (arbre generador) amb variables (arcs) de 
valor zero. 
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Pas 2.  Elecció de la variable que entra a la base 
 
Des d’un punt de vista teòric, per tal d’aplicar l’algorisme del mètode símplex al PT, s’hauria 
d’eliminar una filera de la seva matriu, de manera que el rang coincideixi amb el nombre de 
fileres. És preferible afegir una variable artificial ¡ al problema amb cost zero i que aparegui 
només amb coeficient 1 a l’última restricció. És a dir, s’afegeix una columna a la matriu amb 
totes les components nul·les excepte l’última, que val 1; aquesta variable estarà a totes les 
bases, amb la qual cosa no afectarà al raonament per tal de simplificar l’algorisme del mètode 
símplex per al PT. 
 
Segons l’algorisme del mètode símplex, la variable bàsica que entra a la base és aquella AG 
amb cost reduït A̅G = AG − _3V;2AG mínim i positiu (si tots són no negatius, la solució actual és 
òptima), sent _ el vector de costs de les variables bàsiques, 3 la matriu que conté la base 
actual formada per columnes de la matriu i 2AG, la columna de la matriu corresponent a la 
variable no bàsica AG . 
 
Se sap que }AG = 3V;2AG és la representació del vector 2AG a la base 3. Sigui 6 l’arbre generador 
del PT associat a la base 3. Com que cada arc (, C) que no pertany a 6 es correspon amb la 
variable no bàsica AG, afegint-hi (, C) a 6 es forma un únic cicle. El vector }AG queda determinat 
quan es construeix l’únic cicle format quan s’afegeix l’arc (, C) a 6; sigui 4 = {
;, −
<, … , 
}, 
amb n necessàriament imparell, el camí que va des de  a C en 6, el vector }AG tindrà un 1 a la 
component associada a l’arc 
~ amb  parell i 0 a la resta de components; s’estalvia, per tant, 
calcular 3V;. Així, per exemple, si a l’arbre generador anterior es considera variable no bàsica Ç<, com que a l’arbre generador es pot anar de l’origen 3 al destí 2, pel camí {(3,3), −(1,3), (1,2)} (que és únic), aleshores les components del vector }Ç< seran totes zero 




 A̅G = AG − _}AG 
 
On }AG és un vector, el qual les seves components són 1, −1, o bé zero, en funció del camí 4 
que uneix l’origen  amb el destí C. 
 
Per tant, amb l’ajuda del graf associat, es poden calcular tots els costs reduïts i determinar així 
la variable no bàsica que entrarà a la base (es pot realitzar directament sobre la taula del 
transport donada la relació entre cel·la i arc). 
 
Pas 3.  Elecció de la variable que surt de la base 
 
Un cop es té la variable no bàsica  que ha d’entrar a la base, com que  les ofertes i 
demandes estan servides, si s’envien unitats de producte n a , s’haurà de redistribuir el flux i 
com que la variable bàsica que surt de la base (que passa a ser zero) necessàriament es troba 
entre aquelles per a les quals la component del vector }AG, no és zero, és fàcil veure que la 
màxima quantitat que se li pot assignar a la variable  és ∆	= í{AG ; AG 	és variable bàsica i 
la seva component al vector } val +1}.  
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La variable on s’assoleix aquest mínim, serà la que surti de la base (només una d’elles), sent la 
nova solució: 
 
1.  = ∆,	amb ∆	= í{AG ; AG és bàsica i el seu component al vector } val +1}; 
2. AG =	AG − ∆, si AG és bàsica i la seva component al vector } val +1; 
3. AG =	AG + ∆, si AG és bàsica i la seva component al vector } val −1; 
4. AG =	AG, en altres casos. 
 
Seguint l’exemple de l’arbre generador anterior, si la variable no bàsica Ç< és la candidata a 
entrar a la base com a l’arbre generador, es pot anar de l’origen 3 al destí 2 pel camí {(3,3), −(1,3), (1,2)} amb Ç< = 5, ;Ç  13 i ;< = 7, ∆	= í{5,7}, i per tant, ÇÇ surt de la base, Ç< passa a valer 5, ;Ç  18 i ;< = 2. 
 
 
Imatge 12: Nou arbre generador al redistribuir el flux per entrar¹û¿ a la base [1.12] 
 
6.2. El model de la dieta[11] 
 
El model o problema de la dieta va ser proposat al 1945 per George Joseph Stigler, un 
economista, intel·lectual i professor de la Universitat de Chicago. El problema de la dieta va ser 
un dels primers problemes de programació lineal; el seu objectiu era trobar la manera més 
econòmica d’alimentar als soldats de l’exèrcit americà assegurant, al mateix temps, uns 
determinats nivells nutricionals. Aquest problema pot ser plantejat de diferents formes tals com: 
minimitzar les despeses de la compra, alimentació del bestiar, una dieta de pèrdua de pes que 
compleixi uns determinats nivells de calories, proteïnes, etc. És a dir, aquest problema 
consisteix a determinar una dieta de manera eficient, a partir d’un conjunt donat d’aliments, de 
tal manera que se satisfacin els requeriments nutricionals. La quantitat d’aliments a considerar, 
les seves característiques nutricionals i el seu cost, permeten obtenir diferents variants d’aquest 
tipus de model; per exemple: 
 
Existeixen tres vitamines diferents: ,  i F, i tres tipus d’aliments diferents: llet, carn i ous. A 
continuació es mostra una taula amb la quantitat de vitamines que conté cada tipus d’aliment: 
 








X 1 4 10 1 
Y 100 20 10 250 
Z 20 100 10 120 
Cost/unitat 1.2 1.8 0.8  
 
Amb aquestes dades s’ha de determinar quina quantitat de llet, carn i ous necessita prendre 
l’organisme per tal d’obtenir amb la mínima despesa possible una dieta que satisfaci les 
necessitats nutricionals. 
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6.3. El problema del transbord[12] 
 
El problema del transbord, intertransport o reembarcament és una variació del model original 
del transport que s’ajusta a la possibilitat comú de transportar unitats mitjançant nodes origen, 
destí i transitoris; mentre que el model tradicional només permet enviaments directes des dels 
nodes origen fins als nodes destí. 
Existeix la possibilitat de resoldre un model del transbord mitjançant les tècniques tradicionals 
de resolució de models del transport i aquest procediment es basa en la preparació del tabulat 
inicial utilitzant artificis, els quals han de ser iguals a la suma d’ofertes dels nodes d’oferta pura i 
de coeficient zero en matèria de costs. 
 
 
Per a poder resoldre el problema del transbord mitjançant programació lineal cal conèixer una 
nova família de restriccions, anomenada restriccions de balanceig. A un problema del transbord 
existeixen 3 tipologies de nodes, els nodes d’oferta pura, els nodes de demanda pura i els 
nodes transitoris que possibiliten el transbord i que s’han de balancejar per a fer que el sistema 
sigui viable, és a dir, que totes les unitats que ingressen a un node siguin iguals a les que surtin 
del mateix (unitats que surten + unitats que conserva el node). 
 
 
Imatge 13: Graf associat al problema del transbord [1.13] 
 
La figura anterior mostra una sèrie de nodes i les seves respectives rutes mitjançant les quals 
es preveu distribuir les unitats d’un producte.  
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El nombre que porta incorporat cada arc (fletxa) representa el cost unitari associat a la ruta 
(arc) i les quantitats que s’ubiquen als nodes inicials representen l’oferta de cada planta, així 
com les quantitats dels nodes finals que representa la demanda de cada distribuïdor.  
 
Les variables es defineixen de la següent manera: 
 
- XA,C = Quantitat d’unitats enviades des de A fins a C  
- XA,D = Quantitat d’unitats enviades des de A fins a D  
- XB,C = Quantitat d’unitats enviades des de B fins a C  
- XB,D = Quantitat d’unitats enviades des de B fins a D  
- XC,D = Quantitat d’unitats enviades des de C fins a D  
- XC,E = Quantitat d’unitats enviades des de C fins a E  
- XC,F = Quantitat d’unitats enviades des de C fins a F  
- XD,F = Quantitat d’unitats enviades des de D fins a F  
- XD,G = Quantitat d’unitats enviades des de D fins a G  
- XE,F = Quantitat d’unitats enviades des de E fins a F  
- XF,G = Quantitat d’unitats enviades des de F fins a G 
 
En aquest model existeixen 3 tipus de restriccions que estan estretament relacionades amb 
els tipus de nodes existents, per a un node d’oferta pura existeix la restricció d’oferta;  per a un 
node de demanda pura existeix la restricció de demanda i per a un node transitori i/o transitori 
de demanda existeix la restricció de balanceig. Cal recordar que els nodes transitoris són 
aquells que tenen rutes (arcs i fletxes) d’entrada i sortida, i si a més aquest presenta un 
requeriment d’unitats es denomina transitori de demanda. 
 
a) Restriccions d’oferta  
 
- xA,C + xA,D = 1000 
- xB,C + xB,D = 120 
 
b) Restriccions de demanda 
 
- xD,G + xF,G= 500 
 
c) Restriccions de balanceig per a nodes únicament transitoris 
 
- xA,C + xB,C – xC,D – xC,E – xC,F  = 0 
- xA,D + xB,D – xC,D – xD,E – xD,G  = 0 
 
d) Restriccions de balanceig per a nodes transitoris amb requeriments 
 
- xC,E + xE,F = 800 
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Finalment, cal definir la funció objectiu que, en aquest cas, es limita a la consignació de cada 
ruta amb el seu respectiu cost sota el criteri de minimitzar. 
 
- zmin = 3xAC +4xA,D + 2xB,C + 5xB,D + 7xC,D + 8xC,E + 6xC,F + 4xD,F + 9xD,G + 5xE,F + 3xFG, 
 
6.4. El model de l’assignació o model hongarès[13]  
 
Un problema d’assignació és un problema de transport balancejat, és a dir, el nombre de punts 
origen és igual al nombre de punts destí, i en els quals, totes les ofertes i totes les demandes, 
són iguals a u. Es pot resoldre eficientment mitjançant el mètode hongarès. 
 
La primera versió coneguda d’aquest mètode va ser publicada per Harold Kuhn al 1955, que va 
ser revisat al 1957 per James Munkres i ha estat conegut des d’aleshores com el mètode o 
algorisme hongarès, algorisme d’assignació de Munkres o l’algorisme de Kuhn-Munkres. 
L’algorisme desenvolupat per Kuhn es va basar en els treballs de dos altres matemàtics 
hongaresos: Dénes König i Jenö Egerváry.  
 
L'algorisme modela un problema d'assignació com una matriu de costos  ×, on cada 
element representa el cost d'assignar el  −èssim treballador al  −èssim treball. Per defecte, 
l'algorisme realitza la minimització dels elements de la matriu; per aquest motiu en cas de ser 
un problema de minimització de costos, és suficient amb començar l'eliminació de Gauss-
Jordan per tal de fer zeros (almenys un zero per línia i per columna). No obstant això, en cas 
d'un problema de maximització del benefici, el cost de la matriu necessita ser modificat perquè 
la minimització dels seus elements dugui a una maximització dels valors de cost originals. En 
un problema de costos infinit, el cost inicial de la matriu pot ser remodelat restant a cada 
element de cada línia el valor màxim de l'element d'aquesta línia (o anàlogament columna ). En 
un problema de cost infinit, tots els elements són restats pel valor màxim de la matriu  sencera. 
  
Els passos són els següents: 
 
1. Construir la matriu d’assignació o matriu de costs. 
2. Trobar l’element més petit a cada filera de la matriu de costs. 
Construir una nova matriu restant a cada filera el cost mínim de la seva filera. 
Trobar per a aquesta nova matriu el cost mínim a cada columna. 
Construir una nova matriu (la matriu de costs reduïts) restant a cada columna el cost 
mínim de la seva columna. 
3. Dibuixar el mínim nombre de línies (horitzontals i/o verticals) que es necessiten per tal 
de cobrir els zeros a la matriu de costs reduïts. 
Si el nombre de línies coincideix amb el nombre de fileres, aleshores s’ha assolit la 
solució òptima. 
Seleccionar un únic zero per cada filera i/o columna i aquesta serà l’assignació òptima. 
Si es requereixen menys línies que fileres per tal de cobrir els zeros, anar al pas 4. 
4. Trobar el menor element no nul (anomenar al seu valor n a la matriu de costs reduïts), 
que no està cobert per les línies dibuixades al pas 3. 
Restar n a cada element no cobert de la matriu de costs reduïts i sumar n a cada 
element de la matriu de costs reduïts cobert per dos línies. 
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1. Per tal de resoldre un problema d’assignació en el qual l’objectiu és maximitzar, s’ha de 
multiplicar la matriu d’assignació o de guanys per (−1), i resoldre aquest problema com 
un de minimització. 
2. Si el nombre de fileres i de columnes a la matriu de costs són diferents, el problema 
d’assignació no és balancejat. El mètode hongarès pot proporcionar una solució 
incorrecta, si no és balancejat. Aleshores, s’ha de balancejar: primer afegint fileres o 
columnes fictícies abans de resoldre’l amb un cost constant I, arbitràriament escollit 
amb la finalitat que s’anul·li durant el procés. 
 
6.5. El model de la motxilla[14]  
 
En algorítmica, el model o problema de la motxilla, comunament abreujat per KP (de l'anglès 
Knapsack Problem) és un problema d'optimització combinatòria. Modela una situació anàloga a 
omplir una motxilla, incapaç de suportar més d'un pes determinat, amb tot o part d'un conjunt 
d'objectes, cadascun amb un pes i valor específics. Els objectes col·locats en la motxilla han de 
maximitzar el valor total sense excedir el pes màxim. L’exemple en el qual es basa aquesta 
modelització de problema de programació lineal és: donada una motxilla amb una capacitat de 
15 kg que es pot omplir amb caixes de diferent pes i valor, quines caixes s’han de triar de 
manera de maximitzar els guanys i no excedeixin els 15 kg de pes permesos?.   
 
El problema de la motxilla és un dels 21 problemes NP-complets6 de Richard Karp, establerts 
per l'informàtic teòric en un famós article de 1972. Ha estat intensament estudiat des de mitjans 
del segle XX i es fa referència a ell en l'any 1897, en un article de George Mathews Ballard. Si 
bé la formulació del problema és senzilla, la seva resolució és més complexa.  
 
Alguns algorismes existents poden resoldre'l en la pràctica per a casos d'una gran grandària. 
No obstant això, l'estructura única del problema, i el fet que es presenti com un subproblema 
d'altres problemes més generals, ho converteixen en un problema freqüent en la investigació. 
 
En aquesta secció, es consideren  tipus de ítems, que van de l’1 al . Cada tipus d'ítem		té un 
valor A 	i un pes °A. Usualment s'assumeix que els valors i pesos no són negatius. Per a 
simplificar la representació, se sol assumir que els ítems estan llistats segons el seu pes en 
ordre creixent. El pes màxim o capacitat suportada per la motxilla és ¯. 
 
La formulació més comuna del problema és la de l’anomenat problema de la motxilla 0 − 1, que 
restringeix el nombre A 	de còpies de cada tipus de ítems a zero o un.  
 
Matemàticament, el problema queda formulat de la següent manera, com un problema de 






 K°A>A­; A ≤ ¯,				A ∈ {0,1}	 
                                                   
6 En teoria de la complexitat computacional, la classe de complexitat NP-complet és el subconjunt dels problemes de 
decisió en NP tal que tot problema en NP es pot reduir en cadascun dels problemes de NP-complet. 
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El problema de la motxilla fitat restringeix el nombre A de còpies de cada ítem a un valor enter 













A ≤ ¯,				A ∈ {0,1,… , A}	 
 
El problema de la motxilla no fitat, també conegut com UKP (de l'anglès Unbounded Knapsack 
Problem) no considera cotes superiors per al nombre de còpies de cada tipus d'ítem. 
 
Una altre mètode de resoldre el problema de la motxilla és mitjançant algorismes genètics. 
Aquests, consisteixen en mètodes adaptatius d’optimització que  es basen en el procés genètic 
dels organismes vius, perquè imiten aquest procés; i intenten trobar (A , … , >) tals que 
∑ A>A­; A 	sigui màxim. Poden ser utilitzats per a la resolució de problemes de recerca i 
optimització. Els algorismes genètics són capaços de crear solucions successivament per a 
problemes del món real i la evolució de les solucions fins als valors òptims depèn, en gran part, 
d’una adequada codificació de les mateixes. Per a poder utilitzar un algorisme genètic calen 
tres elements: 
 
- Descripció de la població d’objectes o individus: cada objecte o individu representa 
una solució factible a un problema donat i a cadascun d’ells se li assigna un valor o 
puntuació, relacionat amb la seva importància. 
- Funció d’avaluació: s’ha de trobar una expressió matemàtica que puntuï a cada 
objecte de forma que l’ideal sigui un màxim o bé, un mínim. 
- Selecció de mecanismes de reproducció: indica que cada objecte de la motxilla 
tindrà una probabilitat de ser seleccionat que dependrà de la relació que existeixi entre 
el pes que ocupa i els beneficis que genera. 
 
6.6. El model del flux de cost mínim. PERT-CPM[15]  
 
El problema de flux de cost mínim té una posició medul·lar entre els problemes d'optimització 
de xarxes; primer, abasta una classe àmplia d'aplicacions i segon, la seva solució és molt 
eficient. Igual que el problema del flux màxim, té en compte un flux en una xarxa amb 
capacitats limitades en els seus arcs: igual que el problema de la ruta més curta, considera un 
cost (o distància) per al flux a través d'un arc i igual que el problema de transport o el 
d'assignació, pot manejar diversos orígens (nodes font) i diverses destinacions (nodes destí) 
per al flux, de nou amb costos associats. De fet, aquests quatre problemes són casos especials 
del problema de flux de cost mínim. Amb aquest model és possible plantejar el problema del 
flux mínim, el problema del camí més curt i el model de l’arbre d’expansió mínim. 
 
A continuació es descriu el problema del flux de cost mínim: 
 
1. La xarxa és una xarxa dirigida connexa. 
2. Almenys un dels nodes és node font. 
3. Almenys un dels nodes és node demanda. 
4. La resta dels nodes són nodes de transbord. 
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5. Es permet el flux a través d'un arc només en la direcció indicada per la fletxa, on la 
quantitat màxima de flux està donada per la capacitat de l'arc. (Si el flux pot ocórrer en 
ambdues direccions, ha de representar-se per un parell d'arcs amb direccions 
oposades). 
6. La xarxa té suficients arcs com suficient capacitat per a permetre que tots el fluxos 
generats pels nodes font arribin als nodes destí. 
7. El cost del flux a través de l'arc és proporcional a la quantitat d'aquest flux, on es coneix 
el cost per unitat. 
8. L'objectiu és minimitzar el cost total d'enviar el subministrament disponible a través de 
la xarxa per a satisfer la demanda donada. (Un objectiu alternatiu és maximitzar el 
guany total de l'enviament). 
 
El model de flux de cost mínim a una xarxa es planteja de la manera següent: 
 
- AG 	: nombre d’unitats de flux a l’arc (, C). 
- AG : cost unitari de transport a l’arc	(, C). 
- A  : flux net al node  (entrada-sortida). 
- 7AG 	: cota inferior de capacitat a l’arc (, C). 
- 8AG 	: cota superior de capacitat a l’arc (, C). 
 




ijc ijx  
]C		
:		
 KAGG −KA = A 				
	







-  > 0 si  és un node origen o font 
-  < 0 si  és un node destí o embornal 
-  = 0 si 	és un node de transbord 
 
Una condició necessària per a què el model tingui solució factible és que Σ	A = 0, és a dir, que 
el flux total generat en els nodes origen sigui igual al flux total absorbit pels nodes destí.  Quan 
aquesta condició no es compleix (problemes de transport no balancejat en els quals l'oferta és 
diferent a la demanda) es generen nodes ficticis que generin o que absorbeixin flux. Els costs 
associats als arcs que parteixen o arriben a aquests nodes és zero.  
 
Amb freqüència, A i AG 	són valors enters. Les variables AG 		són variables enteres i no es 




El mètode PERT (Program Evaluation and Review Technique) i el mètode CPM (Critical Path 
Method), constitueixen les dos tècniques pioneres en el camp de la programació i control de 
projectes moderna. Tant el PERT com el CPM van fer la seva aparició aproximadament al 
mateix temps (1958).  
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Tot i que aquestes dos tècniques es van gestar a partir d’investigacions totalment 
independents, en les seves formes essencials són idèntiques, existint només lleugeres 
diferències en els seus aspectes formals i de notació. 
 
El mètode PERT, va ser un model per a l’administració i gestió de projectes inventat al 1958 
per l’Oficina  de Projectes Especials de la Marina de Guerra del Departament de Defensa dels 
EUA, com a part del projecte Polaris de míssil balístic mòbil llançat des d’un submarí.  
PERT és bàsicament un mètode per a analitzar les tasques involucrades a completar un 
projecte determinat, especialment el temps per a completar cada tasca i identificar el temps 
mínim necessari per tal de completar el projecte total. La part més famosa del PERT són les 
Xarxes PERT, és a dir, diagrames de línies de temps que s'interconnecten. El PERT està 
dissenyat per a projectes de gran escala, que s'executen d'una vegada, complexos i no 
rutinaris. 
 
El mètode PERT, igual que el seu predecessor, el diagrama Gantt, parteix de la descomposició 
del projecte en una sèrie d’obres parcials o activitats. Entenent per activitat l’execució d’una 
tasca, que exigeix per a la seva realització la utilització de recursos tals com: mà d’obra, 
maquinària, materials, etc. Així, per exemple, l’anivellament de terrenys, excavació de 
fonaments, col·locació de canonades, etc., són activitats al projecte de construcció d’un edifici. 
  
Després del concepte d’activitat, el mètode PERT estableix el concepte de succés. Un succés 
és un esdeveniment, un punt en el temps, una data en el calendari. El succés no consumeix 
recursos, només indica el principi o la fi d’una activitat o d’un conjunt d’activitats. Per tal de 
representar les diferents activitats en les quals es descompon un projecte, així com els seus 
corresponents successos, s’utilitza l’estructura del graf. Els arcs del graf representen les 
activitats, i els vèrtexs, els successos. Al 1957, l’empresa E.I. Du Pont, va voler desenvolupar 
un mètode que li permetés programar i controlar els projectes de manteniment a les seves 
plantes de fabricació. Amb aquest objecte, Morgan R. Walker, de la divisió d’Enginyeria de la 
Dupont i James E. Kelley, que treballava al Remington Rand-Univac, desenvoluparen el 
mètode de planificació de projectes conegut per CPM o mètode del camí crític.  
 
A continuació, es representen al quadre següent les diferències de notació més importants que 
existeixen entre aquests dos mètodes: 
 
Notació en el mètode PERT Notació en el mètode CPM 
Succés Node 
Activitat Treball 
Folgances Flotants  
Temps early Temps més baix d’inicialització  
Temps last Temps més alt d’inicialització 
 
Una altra distinció entre el mètode PERT i el mètode CPM consisteix en la diferent manera en 
la qual ambdós mètodes assignen els temps a les activitats. El PERT, treballa amb tres 
estimacions de temps; no obstant, al mètode CPM, es treballa amb una estimació única de 
temps. 
 
La diferència més important entre el PERT i el CPM, es deu a què un dels descobridors del 
CPM, James E. Kelley, va prolongar les investigacions inicials, introduint la relació entre cost i 
durada d’una activitat. Aquestes extensions del mètode CPM, van originar una de les variants 
de la tècnica CPM, que ha resultat ser més fructífera: la programació d’un projecte a cost 
mínim. 
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- Les Xarxes PERT 
 
Una malla PERT permet planificar i controlar el desenvolupament d'un projecte. A diferència de 
les xarxes CPM, les xarxes PERT treballen amb temps probabilístics. Normalment, per tal de 
desenvolupar un projecte específic, el primer pas que s’efectua és determinar, en una reunió 
multidisciplinària, quines són les activitats que s'hauran d'executar per a dur a bon terme el 
projecte, quina és la precedència entre elles i quina serà la durada esperada de cadascuna. Els 
principis que  s’han de respectar sempre a l'hora de dibuixar una malla PERT són els tres 
següents:  
 
- Principi de designació successiva: s’anomenen als vèrtex segons els nombres 
naturals, és a dir, no se'ls assigna nombre fins que han estat anomenats tots aquells 
dels quals parteixen arestes que van a parar a ells. 
- Principi d'unicitat de l'estat inicial i el final: es prohibeix l'existència de més d'un 
vèrtex inicial o final. Només existeix una situació d'inici i altra de finalització del 
projecte. 
- Principi de designació unívoca: no poden existir dues arestes que tinguin els 
mateixos nodes d'origen i de destí. Normalment, s’anomenen a les activitats mitjançant 
el parell de vèrtex que uneixen. Si no es respectés aquest principi, podria passar que 
dues arestes rebessin la mateixa denominació. 
 
Per tal d’estimar la durada esperada de cada activitat és també desitjable tenir experiència 
prèvia en la realització de tasques similars. En planificació i programació de projectes s'estima 
que la durada esperada d'una activitat és una variable aleatòria de distribució de probabilitat 
“Beta Unimodal” de paràmetres (
,, ), on: 
 	¡		:	Es defineix com el temps optimista al menor temps que pot durar una activitat.  	z	:	És el temps més probable que podria durar una activitat.  	ü	:	Aquest és el temps pessimista, o el major temps que pot durar una activitat.  	ý	:	Correspon al temps esperat per a una activitat (Aquest correspon al temps CPM, 
assumint que els càlculs són exactes). 
 
Se suposa que cada tasca, segueix una llei de distribució de	3 d’Euler. El valor (o temps) 
esperat en aquesta distribució s'expressa en la següent fórmula: 
 	ý = 	¡ + 4	z + 	ü6  
 
 
La variància de la qual està denotada per: 
 þ< = 	ü − 	¡6 < 
 
I una desviació estàndard: 
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Durant el dibuix d'una malla PERT es poden distingir nodes i arcs, els nodes representen 
instants en el temps. Específicament, representen l'instant d'inici d'una o diverses activitats i 
simultàniament l'instant de terme d'unes altres diverses activitats. Els arcs, per la seva banda, 
representen les activitats, tenen un node inicial i altre de finalització on hi arriba en punta de 
fletxa. La durada esperada de l'activitat està associada a cada arc. Més informació d'un 
diagrama d'activitats és representar aquestes amb una valoració de complexitat, per tal de 
minimitzar l'efecte de coll d'ampolla. Existeixen dues metodologies acceptades per a la 
representació gràfica d’una malla PERT, la “d'Activitat en l'Arc” i les “d'Activitat en el Node”, 
essent aquesta última la més utilitzada en l'actualitat perquè és aquella que utilitzen la majoria 
de les aplicacions computacionals especialistes en aquest tema. Cada node conté la següent 
informació sobre l'activitat: 
 
- Nom de l’activitat 
- Durada esperada de l'activitat (	) 
- Temps d'inici més primerenc (u]	 = Earliest Start) 
- Temps de termini més primerenc (uj = Earliest Finish) 
- Temps d'inici més tardà (7] = Latest Start) 
- Temps de terme més tardà (7j= Latest Finish) 
- Folgança de l'Activitat () 
 
Per convenció els arcs es dibuixen sempre amb orientació cap a la dreta, cap al node de 
finalització del projecte, mai retrocedint. El dibuix d'una malla PERT es comença en el node 
d'inici del projecte. A partir d'ell es dibuixen les activitats que no tenen activitats precedents, o 
sigui, aquelles que no han d'esperar que altres activitats acabin per a poder elles iniciar-se. A 
continuació, es dibuixen les restants activitats, anant amb compte de respectar la precedència 
entre elles. Quan s’acaba el dibuix de la malla preliminar, existiran diversos nodes cecs, nodes 
terminals als quals arriben aquelles activitats que no són predecessores de cap altra, és a dir 
aquelles que no influeixen en la data d'inici de cap altra, aquestes són les activitats terminals i 
concorren, per tant, al node de finalització del projecte; per a això no és necessari utilitzar-lo. 
 
 
Imatge 14: Exemple d'una malla PERT [1.14] 
 
- Càlcul dels temps d’inici i finalització més d’hora: el temps d'inici més primerenc “u]” (Early Start) i de terme més primerenc “uj” (Early finish) per a cada activitat del 
projecte, es calculen des del node d'inici cap al node de termini del projecte segons la 
següent relació: la durada esperada del projecte (6) és igual al major dels temps uj	de 
totes les activitats que desemboquen en el node de termini del projecte. 
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- Càlcul dels temps d’inici i finalització més tardans: El temps d'inici més tardà “7]” 
(Latest Start) i de terme més tardà “7j” (Latest finish) per a cada activitat del projecte, 
es calculen des del node de terme retrocedint cap al node d'inici del projecte segons la 
següent relació: 7] = 7j − 		. On (	) és el temps esperat de durada de l'activitat i 
on		7j	queda definida segons la següent regla: regla del temps de terme més tardà: 
 
- El temps de terme més tardà, 7j, d'una activitat específica, és igual al menor dels 
temps 7] de totes les activitats que comencen exactament després d'ella.  
- El temps de terme més tardà de les activitats que acaben en el node de terme del 
projecte és igual a la durada esperada del projecte (6). 
 
Folgances, activitats crítiques i rutes crítiques: la folgança d'una activitat, és el temps del 
qual aquesta disposa, per tal d’endarrerir-se en la seva data d'inici, o bé allargar-se en el seu 
temps esperat d'execució, sense que això provoqui cap retard en la data de finalització del 
projecte. La folgança d’una activitat es calcula de la següent manera: 
 j = 7j − uj    o bé;   ] = 7] − u] 
 
Activitats crítiques: es denominen activitats crítiques a aquelles activitats, la folgança de les 
quals és nul·la i, per tant, si es retarden en la seva data d'inici o s'allarguen en la seva execució 
més enllà de la seva durada esperada, provocaran un retard exactament igual en temps en la 
data de finalització del projecte. 
Rutes crítiques: es denominen rutes crítiques als camins continus entre el node d'inici i el 
node de finalització del projecte, els arcs components del qual són tots activitats crítiques. Les 
rutes crítiques s’anomenen per la seqüència d'activitats crítiques que la componen, o bé per la 
seqüència de nodes pels quals travessa. És a dir, un projecte pot tenir més d'una ruta crítica 
però, al menys, sempre en tindrà una. 
Variabilitat de la duració d’un projecte: la durada esperada del projecte (6) és una variable 
aleatòria provinent de la suma d'altres variables aleatòries, les durades esperades de les 
activitats de la ruta, o bé, les rutes crítiques del projecte i, per tant la seva variabilitat, dependrà 
de la variabilitat de totes les activitats crítiques del projecte. Aleshores, es pot afirmar que la 
variància (þx<) i la desviació estàndard þx de la durada esperada del projecte està donada per: 






Càlcul de probabilitats: assumint que la durada esperada d'una activitat és una variable 
aleatòria independent, es pot suposar també, que la durada (6) del projecte és una variable 
aleatòria que pot ser aproximada a la distribució de Gauss i per tant es poden calcular algunes 
probabilitats fent ús d'una taula de distribució normal, prenent en consideració les següents 
relacions. La probabilitat que el projecte s'acabi abans d'una durada donada 	Ñ	està donada 
per: 
 	{6 ≤ 	Ñ} = 	{´ ≤ FÑ} 
 
On FÑ és el valor d’entrada a una taula de distribució normal i que es calcula segons la 
tipificació: 
 FÑ = 	Ñ − 6þx  
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6.7. El model de l’arbre d’expansió mínim. Algorisme de Prim-
Kruskal[16]  
 
Abans d’explicar l’algorisme de Prim-Kruskal, cal recordar el concepte d’arbre d’expansió mínim 
per tal d’entendre millor el problema. Donat un graf connex, no dirigit	Ú. Un arbre d'expansió és 
un arbre compost per tots els vèrtex i algunes (possiblement totes) de les arestes de Ú. Al 
moment de ser creat un arbre, no existiran cicles, a més ha d'existir una ruta entre cada parell 






Imatge 15: Arbre d'expansió o generador mínim sense pesos i amb pesos; esquerra i dreta respectivament [1.15] 
 
A la imatge anterior es pot observar que el graf donat posseeix 3 arbres d'expansió, i que 
aquests arbres compleixen amb les propietats abans esmentades, com són unir tots els vèrtexs 
utilitzant algunes arestes.  
 
Donat un graf connex, no dirigit i amb “pesos” a les arestes, un arbre d'expansió mínim és un 
arbre composat per tots els vèrtexs, la suma de les arestes dels quals, és la de menor “pes”. A 
l'exemple anterior se’ls hi agreguen “pesos” a les arestes i s’obtenen els arbres d'expansió 
anteriors 
 
De la imatge anterior l'arbre d'expansió mínima (MST, Minimum Spanning Tree) seria el primer 
arbre d'expansió el pes total de la qual és 6. 
 
L’arbre d’expansió mínim és apropiat per a problemes en els quals la redundància és 
expansiva, o bé el flux al llarg dels arcs es considera instantani. El problema sorgeix quan tots 
els nodes d’una xarxa han de ser connectats entre ells sense formar un cicle. També se’l 
coneix amb el nom d’arbre generador mínim, és a dir, una xarxa connexa i ponderada, que es 
refereix a utilitzar els arcs de la xarxa per tal d’arribar a tots els nodes d’aquesta, de tal manera 
que es minimitza la longitud total. 
 
L’aplicació d’aquests problemes d’optimització s’ubica a les xarxes de comunicació elèctrica, 
telefònica, carretera, ferroviària, aèria, marítima, hidràulica o de gas, etc., on els nodes 
representen consum elèctric, telèfons, aeroports, computadores i els arcs podrien ser d’alta 
tensió, cable de fibra òptica, rutes aèries, aigua, gas, etc.   
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En definitiva, l'algorisme de l'arbre d'expansió mínima és un model d'optimització de xarxes que 
consisteix a enllaçar tots els nodes de la xarxa de forma directa i/o indirecta amb l'objectiu que 
la longitud total dels arcs o branques sigui mínima (entengui's per longitud de l'arc una quantitat 
variable segons el context operacional de minimització, i que pot bé representar una distància o 
unitat de mesura).  
 
El problema de trobar l'arbre d'expansió mínima pot ser resolt amb diversos algorismes, el més 
conegut és l’algorisme de Prim i Kruskal, que utilitza tècniques voraces7. 
 
6.7.1 Algorisme de Prim-Kruskal 
 
L’algorisme de Prim, va ser descobert al 1930 pel matemàtic txec Vojtêch Jarnik, i 
posteriorment, al 1957 i de manera independent, va ser dissenyat pel científic computacional 
estatunidenc Robert C. Prim, quan treballava com a director d’investigació matemàtica al Bell-
Labs Innovations, un laboratori destinat a la indústria telefònica dels EUA.  
 
Durant la seva carrera als laboratoris Bell, Robert C. Prim, juntament amb el seu company 
Joseph Kruskal, un matemàtic i estadístic, també estatunidenc, van desenvolupar dos 
algorismes diferents per tal de trobar els arbres generadors o d’expansió mínims en grafs 
ponderats. 
 
• Demostració de l’Algorisme de Prim 
 
Sigui Ú un graf connex i ponderat. A totes les iteracions de l'algorisme de Prim, s'ha de trobar 
una aresta que connecti un node del subgraf a altre node fora del subgraf. Ja que Ú	és connex, 
sempre hi haurà un camí per a tots els nodes. La sortida } de l'algorisme de Prim és un arbre 
perquè les arestes i els nodes agregats a }	estan connectats. 
 
Sigui	} l'arbre generador mínim de Ú, si		}; = }; 	}	és l'arbre d’expansió mínim. Si no és així, 
sigui 	la primera aresta agregada durant la construcció de }, que no es troba a 	}; i sigui © el 
conjunt de nodes connectats per les arestes agregades abans que . Llavors un extrem de  es 
troba a © i l'altre no. Ja que	}; és l'arbre generador mínim de Ú hi ha un camí a 	};	que uneix els 
dos extrems.  
 
Mentre que un es mou pel camí, s'ha de trobar una aresta ) unint un node en © a un que no 
troba en		©. A la iteració en la qual  s'agrega a }, ) també es podria haver agregat, i s'hagués 
agregat en comptes de  si el seu pes fos menor que el de . Com que no s’ha agregat, es 
conclou: ()) ≥ () 
 
Sigui }< el graf obtingut al remoure ) i agregant  ∈ 	};.  És fàcil mostrar que }<	és connex i té la 
mateixa quantitat d'arestes que	};, i el pes total de les seves arestes no és major que el de 	}; , 
llavors també és un arbre d’expansió mínim de Ú i conté a		, i totes les arestes agregades 
anteriorment durant la construcció de © .  
 
Si es repeteixen els passos esmentats anteriorment, eventualment s'obtindrà l'arbre generador 
mínim que Ú	és igual a }. Això demostra que } és l’arbre generador mínim de Ú. 
 
                                                   
7 Un algorisme voraç (també conegut com àvid, devorador o llaminer) és aquell que, per a resoldre un determinat 
problema, segueix una heurística consistent a triar l'opció òptima en cada pas local amb l'esperança d'arribar a una 
solució general òptima.  
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• Demostració de l’Algorisme de Kruskal 
 
L’algorisme de Kruskal es demostra de la manera següent: 
 
Sigui  un graf connex i validat i sigui } el subgraf de  produït per l'algorisme.	} no pot tenir 
cicles perquè cada cop que se li afegeix una aresta, aquesta ha de connectar vèrtexs de dos 
arbres diferents i no vèrtexs dins d'un subarbre. } no pot ser no connex, ja que la primera 
aresta que uneix dos components de } hauria d'haver estat afegida per l'algorisme. Per tant, } 
és un arbre d’expansió de . 
 
Sigui };	l'arbre expandit de pes mínim de , el qual té el major nombre d'arestes en comú amb 
}; si }; = }, llavors } és un arbre d'expansió mínim. D'altra banda, sigui  la primera aresta 
considerada per l'algorisme que està en } i que no està en };. Siguin 4; i 4< les components de 
	que connecta l'aresta . Ja que };	és un arbre, }; + 	té un cicle i existeix una aresta diferent 
)	en aquest cicle que també connecta 4; i 4<.  
 
Llavors }<=}; +  + ) és també un arbre expandit. Ja que i va ser considerada per l'algorisme 
abans que ), el pes de  és almenys igual que el pes de ) i ja que }; és un arbre expandit 
mínim, els pesos d'aquestes dues arestes han de ser, de fet, iguals. Per tant, }< és un arbre 
expandit mínim amb més arestes en comuna amb } que les quals té };, contradient les 
hipòtesis que s'havien establert abans para };. Això prova que } ha de ser un arbre expandit de 
pes mínim.  
 
L’algorisme de Kruskal busca un subconjunt d’arestes que, formant un arbre, inclouen tots els 
vèrtexs i on el valor total de totes les arestes de l’arbre és el mínim. Si el graf no és connex, 





Imatge 16: Arbre d'expansió mínim [1.16] 
 
Aquesta imatge mostra un exemple d’un arbre d’expansió mínim. Cada punt representa un 
vèrtex, el qual pot ser un arbre per si mateix. L’algorisme s’utilitza per tal de buscar les 
distàncies més curtes (arbre d’expansió) que connecten tots els punts o vèrtexs. 
 
A continuació, s’exposen dos taules que demostren els procediments, mitjançant un exemple, 
de l’Algorisme de Prim i de l’Algorisme de Kruskal, respectivament. 
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Algorisme de Prim 
 
Imatge Descripció No vist Al graf A l’arbre 
 
Aquest és el graf ponderat de partida. No és un arbre, ja 
que requereix que no hagi cicles i en aquest graf, n’hi 
ha. Els nombres prop de les arestes indiquen el pes. 
Cap de les arestes està marcada, i el vèrtex D ha estat 
triat arbitràriament com el punt de partida. 
C, G A, B, E, F D 
 
El segon vèrtex és el més proper a D: A es troba a 5 de 
distància, B a 9, E a 15 i F a 6. D'aquests, 5 és el valor 
més petit, així que es marca l'aresta DA. 
C, G B, E, F A, D 
 
El proper vèrtex a triar és el més proper a D o A. B es 
troba a 9 de distància de D i a 7 de  A,  E està a 15, i F 
està a 6. 6 és el valor més petit, així que marquem el 
vèrtex F i a l'aresta DF. 
C B, E, G A, D, F 
 
L'algorisme contínua. El vèrtex B, que està a una 
distància de 7 de  A, és el següent marcat. En aquest 
punt, els dos extrems de l'aresta DB,  ja estan en l'arbre 
i per tant, aquest no podrà ser utilitzat. 
nul C, E, G A, D, F, B 
 
Aquí cal triar entre C, E i G. C està a 8 de distància de 
B, E està a 7 de distància de B, i G està a 11 de 
distància de F. E està més prop, llavors marquem el 
vèrtex E i l'aresta EB.. 
nul C, G A, D, F, B, E 
 
Només queden disponibles C i G. C està a 5 de 
distància de E, i G a 9 de distància de E. Es tria C, i es 
marca amb l'arc EC. 
nul G A, D, F, B, E, C 
 
G és l'únic vèrtex pendent, i està més prop de E que de 
F, així que s'agrega EG a l'arbre. Tots els vèrtex estan 
ja marcats, l'arbre d'expansió mínim es mostra en verd. 
En aquest cas amb un pes de 39. 
nul nul A, D, F, B, E, C, G 
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Algorisme de Kruskal 
 
 
Aquest és el graf original. Els nombres de les arestes indiquen el seu pes. Cap de les arestes està 
ressaltada. 
 
AD i CE són les arestes més curtes, amb pes 5. AD s'ha triat arbitràriament, per tant es ressalta. 
 
No obstant això, ara és CE l'aresta més petita que no forma cicles, amb pes 5, per la qual cosa es 
ressalta com a segona aresta. 
 
La següent aresta, DF amb pes 6, ha estat ressaltada utilitzant el mateix mètode. 
 
La següents arestes més petites són AB i BE, ambdues amb pes 7. AB es tria arbitràriament, i es 
ressalta. L'aresta BD es ressalta en vermell, perquè formaria un cicle ABD, si s'hagués triat. 
 
El procés continua marcant les arestes, BE amb pes 7. Moltes altres arestes es marquen en vermell en 
aquest pas: BC (formaria el cicle BCE), DE (formaria el cicle DEBA), i FE (formaria el cicle FEBAD). 
 
 
Finalment, el procés acaba amb l'aresta EG de pes 9, i s'ha trobat l'arbre d’expansió mínim.  
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En definitiva i de manera general, els algorismes de Prim i Kruskal tenen un funcionament 
similar, el qual es pot descriure de la següent manera: 
 
- Es crea un bosc 3 (un conjunt d'arbres), on cada vèrtex del graf és un arbre separat. 
- Es crea un conjunt 4 que contingui a totes les arestes del graf. 
- Si aquesta aresta connecta dos arbres diferents s'afegeix al bosc, combinant els dos 
arbres en un sol arbre. 
- En cas contrari, es rebutja l'aresta. 
 
6.8. El model de la ruta més curta. Algorisme de Dijkstra[17]  
 
El problema de la ruta més curta inclou un joc de nodes connectats, on només un d’ells és 
considerat com a l’origen i un altre és considerat com a node destí. L’objectiu és determinar un 
camí de connexions que minimitzin la distància total de l’origen al destí. És a dir, es tracta de 
trobar la ruta o camí de menor distància entre el punt de partida o node inicial, i el destí o node 
terminal. Aquest problema es defineix de la manera següent: 
 
- Si es tenen  nodes, partint del node inicial 1 i concloent al node final . 
- Arcs Adireccionals connecten els nodes  i C amb distàncies majors que zero AG. 
- Es vol trobar la ruta de mínima distància que connecta el nus 1 amb el nus . 
 
És a dir: 
 
- L’origen és un node amb	; = 1. 
- El destí es un node amb > = −1. 
- Els nodes restants són nodes de transbord.  
 
Com que  la xarxa és no-dirigida cada arc se substitueix per un parell d'arcs dirigits en direcció  
oposada, excepte per al node origen i el node destí. La distància AG entre els nodes  i C, també 
pot ser denotada com a cost AG. Aquest és un exemple d’un graf ponderat: 
 
 
Imatge 19: Graf ponderat [1.19] 
 
Aleshores, els passos que s’han de seguir per a la resolució d’aquest problema són: 
 
- Pas 1: elaborar un quadre amb tots els nodes i tots els arcs que surten d’ell. 
- Pas 2: partint de l’origen, s’ha de trobar el node més proper a ell. 
- Pas 3: anul·lar tots els arcs que entrin al node més proper escollit. 
- Pas 4: començant a l’origen, s’ha de trobar el node més proper a ell, mitjançant, o a 
través del/s node/s escollit/s i retornar al pas 3 fins a arribar al destí. 
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En general, la formulació amb programació lineal d’aquest problema, des d’un origen  a un 










































=	 Ò − 1,  = −1,  ∈ ^ − {} 
 
AG ≥ 0,				∀C 
 
6.8.1 Algorisme de Dijkstra 
 
Al 1959, el científic de la computació holandès Edsger Wybe Dijkstra, va redescobrir l’algorisme 
de Prim, per tal de plantejar una solució per al problema de la ruta més curta, és a dir, el 
plantejament del seu treball es va basar en l’algorisme de Prim-Kruskal. La idea subjacent en 
aquest algorisme consisteix a anar explorant tots els camins més curts que parteixen del vèrtex 
origen i que duen a tots els altres vèrtex; quan s'obté el camí més curt des del vèrtex origen a la 
resta de vèrtexs que composen el graf, l'algorisme s’atura. L'algorisme és una especialització 
de la recerca de cost uniforme, i com a tal, no funciona en grafs amb arestes de cost negatiu (al 
triar sempre el node amb distància menor, poden quedar exclosos de la recerca nodes que en 
pròximes iteracions baixarien el cost general del camí al passar per una aresta amb cost 
negatiu). Tenint un graf dirigit ponderat de ^	nodes no aïllats; sigui	 el node inicial, un vector s 
de grandària ^ guardarà al final de l'algorisme les distàncies des de  a la resta de nodes. 
 
1. Inicialitzar totes les distàncies en s amb un valor infinit relatiu, ja que són 
desconegudes al principi, exceptuant la de	 que s'ha de col·locar en 0, degut què la 
distància de	 a  seria 0. 
2. Sigui 
 =  (es pren 
 com a node actual). 
3. Es recorren tots els nodes adjacents de 
, excepte els nodes marcats, aquests 
s’anomenen A. 
4. Si la distància des de  fins a A 	guardada en s és major que la distància des de  fins 
a 
, sumada a la distància des de fins a A; aquesta se substitueix amb la segona 
mencionada, això és:  si (sA 	>	s¡ + (
, A)), aleshores A= 	s¡  + (
,	A)	 
5. El node  
	es marca com a complet. 
6. Es pren com a pròxim node actual, el de menor valor en s (pot fer-se emmagatzemant 
els valors en una cua de prioritat) i es torna al pas 3 mentre existeixin nodes no 
marcats. Un cop finalitzat l’algorisme, s estarà completament ple. 
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Algorisme de Dijkstra 
 
 
El següent exemple es desenvoluparà amb la finalitat de trobar el camí més 




Vermell: arestes i vèrtexs pertanyents a la solució momentània. 




En aquest primer pas, es pot  apreciar que hi ha tres candidats: Els vèrtexs  b, c 
i d. En aquest cas, es fa el camí des del vèrtex a, fins al vèrtex d, ja que és el 
camí més curt dels tres. 
 





Ara, s'afegeix un nou candidat, el vèrtex e, i el vèrtex c, però aquesta vegada a 
través del d. Però el camí mínim sorgeix a l'afegir el vèrtex c. 
 




En aquest pas no s'afegeix cap candidat més ja que l'últim vèrtex és el mateix 
que en el pas anterior. En aquest cas el camí mínim trobat és el següent: 
 




Com es pot comprovar, s'han afegit dos candidats nous, els vèrtex f i g, ambdós 
a través del vèrtex b. El mínim camí trobat en tot el graf fins a ara és el següent: 
 




En aquest avant-penúltim  pas, s'afegeixen tres vèrtex candidats, els vèrtex g, z 
i e. Aquest últim ja estava, però en aquesta ocasió apareix a través del vèrtex f. 
En aquest cas el camí mínim, que canvia un poc pel que fa a l’anterior, és: 
 





En el penúltim pas, torna a aparèixer un altre candidat: el vèrtex e, però 
aquesta vegada a través del vèrtex  f. De totes maneres, el camí mínim torna a 
canviar per tal de reprendre el camí que venia seguint als passos anteriors: 
 






Per fi, s’arriba a l'últim pas, en el qual només s'afegeix un candidat, el vèrtex  z 
a través de e. El camí mínim i final obtingut, ni més ni menys, que k: 
 
SOLUCIÓ FINAL: camí: ADCBFEZ i distància: 23 
 
 
Imatge 20: Taula-exemple de la demostració de l'Algorisme de Dijkstra [1.20] 
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6.9. El model del flux màxim. Algorisme de Ford-Fulkerson[18] 
 
Com s’ha explicat anteriorment, en teoria de grafs, una xarxa de flux és un graf dirigit on 
existeixen dos vèrtexs especials, un anomenat font, al qual se li associa un flux positiu i altre 
anomenat embornal que té un flux negatiu i a cada aresta se li associa certa capacitat positiva. 
 
A cada vèrtex diferent als dos especials es manté la llei de corrents de Kirchoff, on la suma de 
fluxos entrants a un vèrtex ha de ser igual a la suma de fluxos que hi surten. Una xarxa de flux, 
pot ser utilitzada per tal de modelar el trànsit en un sistema d'autopistes, fluids transportats en 
canonades, corrents elèctrics en circuits elèctrics o sistemes similars pel que viatgi una mica 
entre nodes. 
 
Una xarxa de flux és, mitjançant una descripció matemàtica, un graf dirigit Ú = (©,u) on cada 
arc (, ) ∈ u té una capacitat no negativa  (, ) ≥ 0 i on es distingeixen dos vèrtexs: la font  
i el destí 	. Se suposa que cada vèrtex es troba en alguna ruta de  a 	. És a dir: 
 
Un flux en Ú és una funció ): © × © → , tal que: 
 
- ∀		,  ∈ ©, )(, ) ≤ (, ) (Restricció de capacitat) 
 
- )(, ) = −)(, ) (Simetria) 
 




vuf 0),(  (Conservació) 
- El valor del flux és |)| = ∑
∈Vv
vsf ),(  
 
El problema del flux màxim tracta de maximitzar aquest flux. El procediment per tal d’ obtenir el 
flux màxim d’una xarxa consisteix a, seleccionar de manera repetitiva, qualsevol trajectòria de 
la font al destí i assignar el flux màxim possible en aquesta trajectòria.  
 
En altres paraules, el problema consisteix a determinar la màxima capacitat de flux que pot 
entrar a través de la font i sortir pel node de destí. 
La capacitat residual és la capacitat addicional de flux que pot portar un arc: 
³(, ) = (, ) − )(, ) 
Els passos a seguir per a resoldre el problema del flux màxim són: 
- Pas 1: donada una xarxa de flux màxim, s’ha de plantejar la xarxa residual associada 
- Pas 2: trobar la trajectòria de la font al destí, amb capacitat de flux estrictament positiu 
(si no existeix algun, es perquè s’ha trobat l’òptim) 
- Pas 3: examinar aquestes trajectòries per tal de trobar la branca o arc amb la menor 
capacitat de flux restant; després incrementar, en aquest valor, la capacitat del flux en 
sentit contrari. 
- Pas 4: determinar totes les trajectòries estrictament positives, fins que no es permeti 
flux del node a un node destí. 
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6.9.1 Algorisme de Ford-Fulkerson 
 
Al 1962, els matemàtics estatunidencs Lester Randolph Ford, Jr. i Delbert Ray Fulkerson, autor 
i coautor respectivament, van desenvolupar un dels algorismes més utilitzats per tal de 
computar el flux màxim en una xarxa de flux, és a dir, l’algorisme de Ford-Fulkerson. Aquest, és 
un mètode genèric per tal d’augmentar la capacitat dels fluxos de manera incremental, al llarg 
dels camins que van de l’origen al destí. 
 
L’algorisme de Ford-Fulkerson, que també es pot anomenar Aumenting Path Method,  proposa 
buscar camins, en els quals es pugui augmentar el flux fins que s’assoleixi el màxim (flux 
màxim); és aplicable als fluxos maximals. La idea és trobar una ruta de penetració amb flux 
positiu net que uneixi als nodes origen, o font, i destí. És a dir, es considera un camí dirigit 
qualsevol de l’origen al destí d’una xarxa de flux.  
 
Es pot considerar un graf com una xarxa de flux. On un node origen produeix o introdueix a la 
xarxa una determinada quantitat d'algun tipus de material, que un node destí el consumeix. 
Cada arc, per tant, es pot considerar com un conducte que té una determinada capacitat de 
flux. De la mateixa  manera que a les xarxes elèctriques (Llei de Kirchhoff), la suma dels fluxos 
entrants a un node, ha de ser igual a la suma dels nodes sortints (principi de conservació de 
l’energia), excepte per al node font i el node destí. 
 
Una xarxa de flux és un graf dirigit Ú = (©,u), on cada arc (, ) pertanyent a u (nombre d’arcs 
o vèrtexs), té una capacitat no negativa. Es distingeixen dos nodes: origen  i destí 	. Si 
existeixen múltiples fonts i destins, el problema es pot simplificar afegint una font comú o un 
destí comú. Aquest algorisme depèn de tres conceptes principals: 
 
1.  Un camí d’augment, és una trajectòria des del node font  al node destí 	 que pot 
conduir més flux. 
2. La capacitat residual és la capacitat addicional de flux que un arc pot transportar 
c − f	(u, v) 	= 	c(u, v) 	− 	f(u, v). 
3. El Teorema de Ford-Fulkerson afirma que en qualsevol xarxa, el flux màxim que circula 
de la font al destí, és igual a la capacitat de tall mínim que separa la font del destí. 
 
Aquest algorisme és iteratiu; es comença amb f(u, v) = 0 per a cada parell de nodes, i a cada 
iteració s’incrementa el valor del flux buscant un camí d’augment; el procés es repeteix fins que 
no sigui possible trobar un camí d’augment. Aquest procés descriu la base per a l’algorisme 
clàssic de Ford-Fulkerson (Aumenting Path Method) per a problemes de flux màxim en xarxes.  
 
Aquest algorisme es pot utilitzar per a la resolució de models de transport de fluxos de líquids i 
gasos per canonades, transport de mercaderies, components o peces en línies de muntatge, 
corrent de les xarxes elèctriques, paquets d’informació en xarxes de comunicacions, trànsit 
ferroviari, sistemes de regadius, etc. 
 
Aleshores, sigui  la mínima de les capacitats de les arestes no utilitzades al camí. És possible 
incrementar el flux de la xarxa, al menys en , incrementant el flux de les arestes del camí; 
d’aquesta manera, s’obté el primer intent de flux a la xarxa. Després s’ha de trobar un altre 
camí, incrementar el flux en aquest i continuar fins que tots els camins de l’origen al destí 
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 Les següents figures il·lustren el funcionament d’aquesta estratègia sobre un graf determinat: 
 
 
 Capacitat Flux 
0-1 2 2 
0-2 3 0 
1-3 3 2 
1-4 1 0 
2-3 1 0 
2-4 1 0 
3-5 2 2 
4-5 3 0 
 
 
 Capacitat Flux 
0-1 2 2 
0-2 3 1 
1-3 3 2 
1-4 1 0 
2-3 1 0 
2-4 1 1 
3-5 2 2 
4-5 3 1 
 
 
 Capacitat Flux 
0-1 2 2 
0-2 3 2 
1-3 3 1 
1-4 1 1 
2-3 1 1 
2-4 1 1 
3-5 2 2 
4-5 3 2 
 
 
Imatge 21: Taula de 1ª estratègia de l'algorisme de Ford-Fulkerson [1.21] 
 
Tot i què aquesta estratègia calcula el flux màxim en diversos casos, també falla en molts 
altres. Per tal de millorar l’algorisme, de manera que sempre trobi el flux màxim, s’ha de 
considerar una manera més general d’incrementar el flux d’origen a destí, a través del graf no 
dirigit subjacent. Les arestes de qualsevol camí d’origen a destí avancen o retrocedeixen. 
 
Les arestes que avancen, van en el mateix sentit que el flux, mentre les que retrocedeixen van 
en sentit contrari. Ara bé, per a cada camí que no tingui arestes plenes que avancin, ni arestes 
buides (flux nul) que retrocedeixin, podem incrementar la quantitat de flux a la xarxa 
incrementant el flux a les arestes que avancin i reduint-lo a les arestes que retrocedeixin. La 
quantitat, en la qual un flux pot ser incrementat, està limitada per la mínima capacitat que no 
hagi estat utilitzada a les arestes que avancin i els fluxos de les arestes que retrocedeixin. Les 
següents figures il·lustren el funcionament d’aquesta nova estratègia, amb un nou graf com a 
exemple: 
 
 Capacitat Flux 
0-1 3 0 
0-2 1 0 
1-3 1 0 
1-2 1 0 
2-1 1 0 
2-3 3 0 
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 Capacitat Flux 
0-1 2 0 
0-2 3 1 
1-3 3 1 
1-2 1 0 
2-1 1 1 
2-3 1 0 
 
 
 Capacitat Flux 
0-1 2 1 
0-2 3 1 
1-3 3 1 
1-2 1 1 
2-1 1 1 
2-3 1 1 
 
 
Imatge 22. Taula de la 2ª estratègia de l'algorisme de Ford-Fulkerson [1.22] 
 
Fins al punt que no s’han tingut en compte les arestes en retrocés i es té que un flux, amb valor 
6.  Ara s’analitza el camí 0-1-2-3, però utilitzant l’aresta 2-1, que va en direcció contrària al flux: 
 
 
 Capacitat Flux 
0-1 3 2 
0-2 1 1 
1-3 1 1 
1-2 1 1 
2-1 1 0 
2-3 3 2 
 
 
Imatge 23. Taula final de l'algorisme de Ford-Fulkerson [1.23] 
 
Es pot observar que se li ha restat al flux que retrocedeix per tal de sumar-li als quals avancen. 
Aquí s’obté un flux de 7, que és el flux màxim per a aquesta xarxa. En aquest moment ja no hi 
ha més camins que no tinguin arestes plenes que avancin o arestes buides que retrocedeixin i 
l’algorisme culmina la seva execució.  
 
En resum:  
 
Es comença amb un flux nul a tot arreu. Després, aquest s’incrementa al llarg de qualsevol 
camí d’origen a destí que no tingui arestes plenes que avancin o arestes buides que 
retrocedeixin; es continua el procés fins que no hi hagi més camins com aquests a la xarxa.  
 
Aquest mètode sempre troba el flux màxim, independentment de com s’escullin els camins. 
Quan les capacitats són valors enters, el flux s’incrementa en, al menys, una unitat a cada 
iteració, així que la terminació és finita. Més encara, per a un graf amb © nodes i 2 arestes amb 
capacitats enteres positives, l’algorisme executa un màxim de © × 2 iteracions per tal de trobar 
el flux màxim.  
 
És a dir, es tracta d’un algorisme iteratiu, que comença amb j = (, ), per a cada parell de 
nodes i a cada iteració s’incrementa el valor del flux buscant un camí d’augment. 
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6.10. El model del viatjant. Cicles Hamiltonians[19] 
 
Per tal d’entendre el model del viatjant, en primer lloc, cal saber que és un cicle Hamiltonià. Al 
camp matemàtic de la teoria de grafs, un camí Hamiltonià en un graf és una successió 
d’arestes adjacents, que visita tots els vèrtexs del graf una sola vegada. Si a més l’últim vèrtex 
visitat és adjacent al primer, aquest camí és un cicle Hamiltonià.  
 
Els camins i cicles Hamiltonians van ser anomenats després que William Rowan Hamilton, un 
matemàtic, físic i astrònom irlandès, inventés el joc de Hamilton. Aquest es tractava d’una 
joguina que involucrava trobar un cicle Hamiltonià a les arestes del graf d’un dodecaedre. 
Hamilton va resoldre aquest problema utilitzant quaternions, tot i què aquesta solució no es 
generalitza a tots els grafs. 
 
 
Imatge 24: Cicle Hamiltonià [1.24] 
 
Un aspecte important a tenir en compte és que qualsevol cicle Hamiltonià pot ser convertit en 
un camí Hamiltonià si s’elimina qualsevol de les seves arestes, però un camí Hamiltonià només 
pot ser convertit en cicle Hamiltonià si els vèrtexs dels extrems són adjacents.  
 
Quan es parla de grafs ponderats, que posseeixen pesos o costs a les seves arestes, se sap 
que el cicle Hamiltonià de menor cost és, al mateix temps, la solució al problema del viatjant 
(TSP, de l’anglès Travelling Salesman Problem). Si un graf Ú té un vèrtex de pes o cost 1, 
automàticament es considera que no pot ser Hamiltonià. 
 
El 5 de febrer de 1930, a un col·loqui a Viena, el matemàtic austríac Karl Menger, plantejà per 
primera vegada el problema de l’agent viatjant en llenguatge matemàtic. Menger afirmava que 
el problema de determinar rutes de distància mínima entre dos localitats era una eina per tal de 
trobar cicles Hamiltonians de distància mínima. L’enunciat del problema del viatjant diu:  
 
“Si un viatjant parteix d’una ciutat A i les distàncies a totes les altres ciutats són conegudes, 
quina és la ruta òptima que ha d’escollir per tal de visitar totes les ciutats i retornar a la ciutat 
A?” 
 
Imatge 25: Enunciat del problema del viatjant [1.25] 
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El problema de l’agent viatjant o del venedor viatger consisteix en un agent de vendes, que ha 
de visitar  ciutats, començant i acabant a una mateixa ciutat, visitant només una vegada 
cadascuna de les ciutats i fent així el recorregut de cost mínim, aquest cost de recorregut pot 
estar expressat en termes de temps o distància, és a dir, recórrer el mínim de kilòmetres o bé, 
fer un tour en el menor temps possible. El problema de l’agent viatjant es pot modelar fàcilment 
mitjançant un graf complet dirigit, on els vèrtexs del graf són les ciutats i els arcs són els 
camins; aquests arcs han de tenir un pes, tal que representi la distància que hi ha entre idos 
vèrtexs connexos mitjançant aquest arc. Una solució del problema de l’agent viatjant es pot 
representar com una seqüència de  + 1 ciutats, on un tour comença i finalitza amb la mateixa 
ciutat. Aquest problema es pot formular considerant una xarxa, els vèrtexs de la qual (1, … , ), 
representin les ciutats i els seus arcs siguin les rutes entre parells de ciutats. La designació dels 
acrs es fa d’acord a l’ordre del viatge, de manera que el n −èssim tram estarà associat amb el 











Si AG representa el cost (o distància) del viatge de  a C, el problema es pot formular: 
 





∑ ∑ AG = 1G   ( = 1,… , )  
 
Que expressa que des de  es pot anar únicament a una altra ciutat. 
 
∑ ∑ AG = 1GA   (n = 1, … , )  
 
Es pot assignar una única ruta a un determinat n 
 
∑ ∑ AG = 1A   (C = 1, … , )  
 






Suposant que el n −èssim ar finalitza a C, el n + 1 ha de tenir el seu origen també a C. 
 
Aquesta formulació com a problema 0-1, que és senzilla, comporta no obstant a programes de 
mida molt gran inclús per a un nombre petit de ciutats. Si  = 10, el nombre de variables és 
1000 i el de restriccions 130, la qual cosa fa que la resolució del problema del viatjant amb 
aquest enfocament es consideri bastant qüestionable. Com a conseqüència, s’han proposat 
alguns mètodes de solució alternatius i degut a l’estructura especial del problema, s’han 
obtingut algunes heurístiques bastant eficients. Aquest problema és un exemple que mostra i 
analitza la problemàtica que apareix en alguns tipus de problemes matemàtics que, a priori, 
semblen tenir una solució relativament fàcil i a la pràctica presenten un gran problema. És a dir, 
es coneix la forma de resoldre’l només en teoria, a la pràctica la solució no és aplicable degut al 
temps que computacionalment es precisa per tal d’obtenir el seu resultat.  
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Des del punt de vista pràctic, el problema no està resolt i des del punt de vista teòric, les 
tècniques utilitzades són només aproximacions que no suposen una solució real del TSP i 
només ofereixen solucions aproximades suficientment acceptades. Per aquest motiu, els 
esforços s’han concentrat a donar algorismes aproximats i mètodes heurístics. Els mètodes 
heurístics podrien ser classificats entre aquells que construeixen una possible solució i els que 
proven sistemàticament de millorar una solució inicial.  
 
Un mètode de resolució d’aquest problema que es pot utilitzar de manera eficaç és el mètode 
de la força bruta. Aquest consisteix a realitzar l’operació  = ( − 1)!	, essent 	el nombre total 
de nodes o punts a visitar i   la quantitat de rutes finites que passen per cadascun d’ells. 
Aleshores, si es tenen 5 nodes, es tindran (5-1)!, és a dir; 4! = 4x3x2x1 = 24. Si es tracta d’un 
graf dirigit (només una direcció definida), en termes estrictament matemàtics, el nombre real de 
rutes finites serà de ( − 1)!/2; llavors, al cas anterior serà de 24/2 = 12 rutes possibles. 
 
No obstant, amb l’aplicació del mètode de la força bruta, a mesura que els nodes 
s’incrementen, serà cada vegada més complex determinar la ruta òptima; és a dir, si en 
comptes de 5 nodes fossin 6, s’hauria de calcular 5!, amb el resultat de 60 rutes possibles 
(5!/2 = 60	). 
 
Un altre mètode que es pot aplicar per tal de resoldre el problema de l’agent viatjant és el 
mètode de veí més proper. Aquest consisteix a començar des de l’origen (node 0) i anar al 
seu node immediatament més proper anomenat, per exemple, node 1.  
 
Aleshores, des d’aquest node 1 es continua al seu immediatament més proper i així 
successivament fins que es tanqui el cicle i es torni a l’origen; i s’hagi passat, com a mínim, una 
vegada per cada node del graf. Amb aquest mètode no s’aconsegueix directament la solució 
òptima però és possible, almenys, trobar una aproximació, és a dir, una solució factible. 
 
En l’actualitat, el Dr. Nigel Raine, de l’àrea de ciències biològiques del Royal Holloway de 
Londres, menciona al respecte: “les abelles resolen el problema de l’agent viatger tots els dies. 
Elles visiten flors en múltiples ubicacions i degut a què utilitzen molta energia per a volar, 
troben una ruta que els hi permeti mantenir el vol durant el menor temps possible. Malgrat els 
seus petits cervells les abelles són capaces de realitzar extraordinàries formes de conducta”. 
 
Les abelles, però, no són l´únic exemple que s’ha estudiat al llarg de la història per tal 
d’entendre el problema de l’agent viatjant. Anys enrere, l’italià Marco Dorigo, director de recerca 
del Belgian Funds for Scientific Research (FNRS) i professor del Departament de Ciència 
Computacional de la Universitat de Paderborn (Alemanya), va estudiar les habilitats 
d’optimització de les rutes de colònies de formigues. És a dir, les formigues creen camins 
gràcies a les molècules de feromona que deixen al seu pas i, amb el temps, les millors rutes 
són les que més feromona posseeixen.  
 
No obstant, a les investigacions fetes fins aleshores, no hi ha cap article publicat on es detalli 
com s’obtenen les rutes òptimes. Nomes s’ha dit, fins al moment, que a les investigacions es 
van utilitzar flors artificials controlades per ordinadors per tal de provar la conducta de les 
abelles. Els investigadors volien saber si els insectes seguirien una ruta simple definida per 
l’ordre en el qual es trobaven les flors. De forma inesperada i sorprenent, les abelles van 
aprendre a volar per la ruta més curta per tal d’estalviar-se feina i energia. Aleshores, el Dr. 
Raine ha arribat a la conclusió que: “necessitem entendre com les abelles poden resoldre el 
problema de l’agent viatger sense la necessitat d’una computadora” 
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En aquest bloc es posarà en pràctica tot allò que s’ha explicat anteriorment, és a dir, s’aplicaran 
els mètodes d’optimització basats en la programació lineal en situacions en les quals es pretén 
identificar i resoldre dificultats, per tal d’augmentar la productivitat respecte als recursos 
(principalment limitats i costosos), incrementant així els beneficis en projectes d’Enginyeria 
d’Edificació. Els resultats i el procés d’optimització es converteixen en un reforç quantitatiu de 
les decisions davant de les situacions plantejades. 
 
L’optimització com a habilitat bàsica de l’Enginyer d’Edificació, engloba moltes variables en les 
quals el tècnic ha d’estar molt pendent per tal de millorar-les, per la qual cosa, en aquest bloc, 
s’estudiaran els problemes típics que un Enginyer d’Edificació pot trobar durant la seva carrera 
professional. Aquests són: els problemes econòmics per falta de pressupost, els problemes per 
falta de personal capacitat per a dur a terme una activitat i els problemes de disponibilitat dels 
materials necessaris per tal d’executar l’obra. 
 
En referència als problemes econòmics, l’optimització pot ajudar a fer que el pressupost donat, 
sigui suficient per tal de cobrir totes les despeses previstes de la millor manera possible.  
Respecte als problemes de personal, l’enginyer pot optimitzar escollint al personal més apropiat 
per a executar les diferents tasques que siguin necessàries per a finalitzar el projecte. I 
finalment, respecte als problemes de disponibilitat dels materials, l’enginyer ha d’assegurar que 
el material hi sigui complet i a temps, a l’obra o a l’empresa. La programació lineal aplicada a 
l’Enginyeria de l’Edificació també pot ajudar a: la planificació de la producció, el transport de 
materials per a l’obra i el control d’estocs i inventaris d’aquests materials. 
 
La finalitat d’aquest bloc és explicar mitjançant tres plantejaments de problemes diferents i 
independents, com poden ajudar els mètodes de programació lineal a prendre decisions a un 
Enginyer d’Edificació en l’execució d’obres. Els tres problemes plantejats estan vinculats a la 
direcció d’execució d’obres. Per una banda, al primer problema, s’haurà de resoldre la 
problemàtica d’assignar personal a una maquinària d’obra, optimitzar el control d’inventaris i 
planificar la producció per tal d’assolir els temps estimats a l’obra. D’altra banda, al segon 
problema, s’haurà d’optimitzar el cost del transport de material de construcció a diverses obres i 
planificar una ruta òptima per a un tècnic supervisor de material, que representarà a l’agent 
viatjant.  
 
Per últim, es proposarà un problema en el qual s’haurà de minimitzar, mitjançant dos dels 
models de grafs explicats al bloc 1 la quantitat de material per a executar una xarxa de 
clavegueram i un altra d’aprofitament d’aigües pluvials. No obstant, per a l’obtenció de resultats 
de problemes de programació lineal d’una manera precisa, és molt important conèixer algun 
tipus de software que sigui capaç de resoldre’ls en poc temps computacional i amb un marge 
d’error molt petit. Per això, s’utilitzaran dos programes de software lliure destinats a la resolució 
problemes d’optimització mitjançant programació lineal. Es tracta del mòdul “Linear and Integer 
Programming” del programa WinQSB i de l’eina Solver de Microsoft Excel, que serviran per tal 
d’ajudar a resoldre tots els exercicis de programació lineal plantejats. 
 
Finalment, a l’últim apartat, es farà una valoració i s’extrauran unes conclusions on es justificarà 
l’elecció dels problemes plantejats i resolts, i s’explicaran les limitacions de la programació 
lineal en Enginyeria de l’Edificació.  
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2. Software d’optimització amb programació lineal 
 
2.1. Solver d’Excel[1] 
 
L’opció Solver d’Excel serveix per a resoldre problemes d’optimització lineal i no lineal; també 
es poden indicar restriccions enteres sobre les variables de decisió. Amb Solver és possible 
resoldre problemes que continguin fins a 200 variables de decisió, 100 restriccions explícites i 
400 simples (cotes superior i inferior o restriccions enteres sobre les variables de decisió). Per a 
accedir a Solver, s’ha de seleccionar , al 	
	
, i després .  
 
2.1.1 Informes de Solver 
 
Solver genera tres informes per a programes lineals: 	, 	 i 	. Si s’ha seleccionat l’opció 		 a la finestra de resultats de 
Solver, la solució òptima es manté a la pròpia fulla Excel.  
 
El 	 proporciona el valor inicial i final de la cel·la de destí 	 i de totes 
les cel·les ajustables  	, així com un llistat de cada restricció i del seu estat. 
Una consideració que s’ha de fer és que el terme divergència ! , que s’utilitza per tal de 
descriure tant les variables de folgança com les de benefici.  
 
El 		proporciona el valor òptim de cada cel·la ajustable, el seu cost reduït, el 
coeficient de funció objectiu i l’augment i la disminució d’aquest per al qual la solució en curs 
roman òptima; la resta roman fixa.  
 
El 		dona els límits superior i inferior de cada cel·la ajustable mantenint la resta 
de cel·les ajustables amb el seu valor actual i complint les restriccions. 
 
Per tal de descriure una restricció com a un nombre enter, s’ha d’accedir a la finestra 	,	seleccionar la cel·la ajustable al camp 	#, i escollir el tipus ; 
per a variables binàries, escollir  .  
 
L’eina Solver descrita és totalment lliure, sempre i quan es disposi d’alguna versió de Microsoft 




El programa WinQSB és un sistema interactiu d’ajuda a la presa de decisions que conté eines 
molt útils per tal de resoldre diferents tipus de problemes  de mètodes quantitatius als diferents 
camps de la investigació operativa. El principal avantatge de WinQSB és el seu fàcil 
funcionament, perquè utilitza els mecanismes típics de la interfície de Windows, és a dir, 
finestres, menús desplegables, barres d’eines, etc. Per tant, el seu funcionament és similar a 
qualsevol altre que utilitzi l’entorn Windows. 
 
El sistema està format per diferents mòduls; un per a cada tipus de model o problema. A 
cadascun d’aquests mòduls s’accedeix directament des de l’entrada de WinQSB al menú 
principal, seleccionant respectivament les opcions corresponents a cada mòdul.  
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En aquest cas, es destacarà el Linear Programming (LP) and Integer Linear Programming 
(ILP). Aquest inclou els programes necessaris per a la resolució de problemes de programació 
lineal mitjançant el mètode gràfic, o bé utilitzant el mètode símplex. A més, també pot resoldre 
els problemes de programació lineal entera utilitzant el procediment de ramificació i acotació 
(Branch & Bound). 
 
2.2.1 Resolució d’un problema de PLC amb WinQSB 
 
A continuació es resoldrà mitjançant el mòdul Linear and Integer Programming de WinQSB 
l’exemple de problema que s’ha explicat a l’apartat 4.3.2 del bloc 1. En aquest cas es proposa 
un problema de programació lineal continua relaxat, és a dir, s’han eliminat les restriccions 
d’integritat de les variables. El plantejament del problema era el següent: 
 
Una empresa és subcontractada per una constructora per a realitzar les tasques d’execució 
d’envans, paviments i enrajolats d’una determinada obra de construcció. Degut a problemes de 
liquiditat de la constructora, no hi ha garanties a priori d’acabar l’obra i l’empresa rebrà una 
quantitat fixa setmanal corresponent a la feina realitzada en aquest període, almenys, durant 
les primeres setmanes. L’empresa té en nòmina a 8 obrers, per la qual cosa el nombre total 
d’hores setmanals de les quals disposa és de 400 (10 hores diàries per obrer). Després de 
molts anys d’experiència i treball en comú, tots els obrers poden realitzar les tres tasques 
indistintament, amb un rendiment similar mitjà de 2m2 per hora d’execució d’envans, 1,5 m2 per 
hora de terrazzo i 1 m2 per hora d’enrajolat. 
 
Per problemes d’acopi, per tal de realitzar aquestes tasques els obrers disposaran d’un màxim 
setmanal de 2700 kg de ciment i de 6000 kg de sorra i se sap que aproximadament 1 m2 d’envà 
necessita 8 kg de ciment i 16 kg de sorra, 1 m2 de paviment precisa de 4 kg de ciment i 11 kg 
de sorra i 1 m2 d’enrajolat necessita 6 kg de ciment i 9 kg de sorra. D’altra banda, com a 
compromís de resultats amb la constructora, l’empresa està obligada a realitzar setmanalment 
un mínim de 150 m2 d’envà 120 m2 de paviment i 75 m2 d’enrajolat. 
 
Per últim, càlculs previs de l’empresa, indiquen que els seus beneficis nets, un cop 
descomptats els salaris, seran de 5 € per cada m2 d’envà, 7 € per cada m2 de paviment i 10 € 
per cada m2 d’enrajolat. Com que la periodicitat dels resultats és setmanal i sense garanties 
d’acabar l’obra, l’empresa desitja saber quants m2 de cada tipus interessa realitzar 
setmanalment, de manera que es compleixin els mínims establerts i que el benefici net obtingut 
per l’empresa sigui màxim. 
 
Aleshores, la formulació era la següent: 
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Aleshores s’han d’introduir les variables, les restriccions, el criteri de la funció objectiu i la 
tipologia de variables que s’utilitzaran; en aquest cas seran continues (). Al quadre 




Es pot observar que s’ha fet 
;<0 	+	 ;<-.=	+&3		≤	400		3&-	+	4&0 + 6&3		≤	2400,		perquè el programa 
no entén que una restricció hagi de tenir valors reals; han de ser enters, per aquest motiu s’ha 
multiplicat la restricció 1 pel denominador comú 6. La solució obtinguda es mostra al quadre 
següent: 
 
És exactament la mateixa solució no entera que s’ha adjuntat a l’exemple de problema relaxat 
(sense la restricció que les variables siguin enteres) resolt amb el mètode de la gran M o de les 
penalitzacions1, el qual ha estat explicat a l’apartat 4.3.2 del bloc 1,: &- = 150, &0 = 262.5 i &3 = 75 i amb un cost I = 3337.5 [4]. 
 
2.2.2 Resolució d’un problema de PLE amb WinQSB 
 
WinQSB també és capaç de resoldre un problema de programació lineal i proporcionar una 
solució amb nombres enters.  
 
 
                                                 
1 Si s’han d’afegir variables artificials, WinQSB uti litza el mètode de la gran M o de les penalitzacions 
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Llavors, el programa mostra el quadre amb la següent solució: 
 
Es pot comprovar que és exactament la mateixa solució que l’obtinguda a l’apartat 4.3.2 del 
bloc 1 amb el mètode de ramificació i acotació per al problema relaxat; és a dir, &- = 150, &0 = 261 i &3 = 75, amb un cost I = 3337.  
 
Si se substitueixen els valors enters de la solució òptima al costat esquerre de les restriccions, 
es comprova que el màxim enter s’assoleix ocupant 325 hores de treball setmanals, que el 
ciment s’esgota en la seva totalitat, que sobren 45 kg de sorra, que es realitza el mínim nombre 
de m2 de tancaments sol·licitat (el menys rentable), que es realitza gairebé el mínim nombre 
d’enrajolats i que allò que més es realitza són m2 de paviment, ja que, encara aparentment no 
és el més beneficiós, és el que menys ciment consumeix  (que és el material que s’esgota), per 
la qual cosa es poden executar més m2.  
 
Així, per exemple, amb 12 kg de ciment es produirien 3 m2 de paviment, amb un benefici de 
21€, davant de 2 m2 d’enrajolat, amb un benefici de 20€. 
 
Com a conseqüència, si l’empresa desitja mantenir a tots els treballadors, la seva jornada 
laboral haurà de ser al voltant de les 8 hores diàries de mitjana, i no les 10 hores previstes 
inicialment, degut a l’esgotament de material setmanal; particularment del ciment. 
 
2.2.3. Anàlisi de sensibilitat del problema 
 
Si, per exemple, l’empresa volgués saber el nombre de treballadors dels quals pot prescindir, 
per minimitzar les despeses, sense deixar de complir les condicions establertes, s’ha de fer un 
anàlisi de sensibilitat.  
 
En aquest cas, se suposa que, en principi l’empresa  vol prescindir de la meitat dels operaris 
que té en plantilla, per tant, si anteriorment en tenia 8, amb la reducció en tindrà 4, els quals 
mantindran la jornada laboral inicial de 10 hores. 
 
És a dir, 5 dies laborables per setmana, 10 hores per dia laborable i per treballador i 4 
treballadors; aquestes dades proporcionen un total de 200 hores setmanals. 
 
Aleshores, la restricció corresponent al nombre d’hores treballades setmanalment, quedarà:  
 ;<0 	+	;<-.=	+&3		≤	200	
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I, per tant, el plantejament del problema serà el següent: 









Es pot comprovar que també s’ha multiplicat la restricció 1 pel denominador comú 6. Si se 
selecciona l’opció 	J	 , apareix un quadre de diàleg el qual informa que el 
problema ha estat resolt, però que és infactible o no practicable; perquè s’incompleix alguna o 




Aquest quadre indica que per tal d’acomplir les restriccions imposades, cal incrementar el 
terme del costat dret J	K		(K) entre els valors de 180 i 750; això vol dir que 
són necessàries més hores de treball setmanals.  
 
Per això, s’incrementa la plantilla en un operari, és a dir, un nombre total de 5 treballadors; que, 
si la jornada laboral es manté en 10 hores diàries durant 5 dies a la setmana, suposen un total 
de 300 hores.  
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Llavors el plantejament del problema quedaria: 




Si s’introdueixen aquestes dades novament al programa, on també s’ha multiplicat la restricció 








Es pot observar que es compleixen totes les restriccions amb uns valors per a les variables de &- = 150, &0 = 150 i &3 = 75; amb uns guanys de 2250. També es pot comprovar que les 
quantitats de material consumit són de 2250 kg de ciment i 4725 de sorra, és a dir, no es 
consumeix tot el material; per tant la jornada laboral pot romandre en 10 hores.  
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Lògicament, amb menys hores laborals setmanals dels treballadors, es produeixen menys m2 
de paviments (&0 = 150), per tant s’obtenen menys beneficis (I = 2250). 
 
D’aquesta manera, l’empresa podrà decidir sobre si és més adequat reduir personal, renunciant 
a obtenir més beneficis; o bé si aquests poden ser compensats estalviant-se la nòmina de 3 
treballadors. 
 
2.2.4. Models de xarxes de WinQSB (Network modeling) 
 
A més del mòdul Linear and integer Programming, una altra aplicació de la qual disposa el 
programa WinQSB és L!	
, En el qual es pot escollir entre els diferents models 
de problemes explicats a la part teòrica.  
 
Un cop s’ha escollit el problema, només cal introduir les dades necessàries i el programa 
WinQSB, fent clic sobre el botó 	J	 , resol el programa automàticament. Al 
plantejament de problemes que hi ha a continuació s’explicarà la resolució dels problemes amb 
resultats numèrics. WinQSB descriu aquesta modelització de problemes com a modelització de 
xarxes, perquè tots els models tenen una xarxa associada. 
 
Un inconvenient important que s’ha de destacar del programa WinQSB, és que no és 
compatible amb totes les versions del Sistema Operatiu Microsoft Windows, en concret, amb la 
versió Microsoft Windows 7 64 bits. Per tant, cal tenir instal·lada una versió anterior.
La versió del programa WinQSB utilitzada en el desenvolupament d’aquest treball és la 2.0, la 
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3. Problemes aplicats a l’Enginyeria d’Edificació 
 
En aquest apartat es proposen tres problemes; per una banda, el problema 1, es tracta d’una 
obra fictícia amb problemes que es podrien donar, i que de fet s’han donat, els quals es podrien 
resoldre amb mètodes de programació lineal senzills.  
 
D’altra banda, al problema 2, es parla d’una altra problemàtica que podria tenir una empresa, 
per tal d’optimitzar temps i combustible, en el cas que hagués de ser l’encarregada de 
subministrar material de construcció a diferents punts de demanda, que en aquest cas seran 
obres.  En aquest problema 2, també es tractarà del cas que el tècnic supervisor d’aquesta 
empresa, hagués de visitar cadascuna de les diferents obres, en un període de temps 
determinat, de la manera que sigui més ràpida i amb el menor cost possible.  
 
Per últim, al problema 3, s’haurà de minimitzar la despesa de material per a executar les 
connexions d’unes arquetes d’aigües residuals i unes arquetes d’aprofitament d’aigües pluvials. 
 
3.1. Plantejament del Problema 1 
 
Un promotor vol construir un habitatge unifamiliar a una parcel·la on actualment hi ha una 
edificació  de PB+1 que ha estat declarada ruïna tècnica i, per tant, ha de ser enderrocada en 




Degut a la poca amplada del carrer de l’edifici, durant l’execució de les obres, serà necessari 
tallar el trànsit d’alguns carrers i s’ha demanat permís a l’ajuntament del municipi on es troba 
situat l’immoble. Aquest el concedeix, però necessita saber exactament quant de temps durarà 
l’execució de l’enderroc i demana al director d’obra un calendari d’execució d’obres amb 
l’objectiu que el carrer estigui tallat el menor temps possible.  
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Es disposa de la llista d’activitats d’execució d’enderroc que seran necessàries, la seva relació 
de precedència i, segons els amidaments i el nombre de treballadors, s’estableixen les 
següents durades de les mateixes: 
 
ACTIVITAT PREC. DESCRIPCIÓ DURADA 
(Dies) 
A - Col·locació de bastides i d’elements de seguretat d’enderroc 6 
B A Desmuntatge i arrencada d’instal· lacions elèctriques i de lampisteria 2 
C A Desmuntatge i arrencada de fusteries 4 
D B,C Enderroc total de coberta inclinada 5 
E D Enderroc d’envans de la planta 1 4 
F D Enderroc d’escales planta 1 2 
G D Enderroc de murs de càrrega de la planta 1 10 
H G Enderroc total de forjat 1 5 
I H Enderroc d’envans de la planta 0 8 
J H Enderroc d’escales planta 0 5 
K H Enderroc de murs de càrrega de la planta 0 12 
L K Desmuntatge i enderroc de solera 9 
M L Excavació i enderroc de fonamentacions i moviment de terres 12 
N M Anivellació del terreny sobre rasant 11 
 
Aquest propietari, només està disposat a construir en aquesta parcel·la, sempre i qual el cost 
de l’enderroc no superi el cost de compra d’un terreny als afores del municipi, però la seva 
prioritat és edificar sobre aquest terreny, perquè es troba al centre de la seva localitat i l’altre, 
en canvi queda molt apartat. Aleshores es posa en contacte amb una empresa d’enderrocs i 
informa als tècnics encarregats d’efectuar el projecte d’execució d’enderroc, els amidaments i 
el  pressupost. 
 
Els tècnics fan un estudi de l’edificació actual, així com de la parcel·la i arriben a la conclusió 
que la maquinària a utilitzar ha de ser de dimensions petites perquè els accessos a la parcel·la 
són molt limitats. 
 
Amb aquestes dades, un altre aspecte a tenir en compte és que, per a què l’enderroc sigui una 
opció més viable que la compra de l’altre terreny de menor valor de repercussió, s’ha 
d’optimitzar al màxim el factor temps d’execució. Per a aquest enderroc es necessiten 6 
màquines que han de ser manipulades per 6 operaris especialitzats: 
 
1. Retroexcavadora petita 
2. Piconadora petita 
3. Ripadora petita 
4. Camió ploma de menys de 3.5 tones 
5. Dúmper autobolquet 
6. Martell pneumàtic 
 
L’empresa fa una prova per a poder efectuar un estudi sobre quin operari és més adequat per a 
la manipulació de cada màquina. Els 6 operaris saben manipular qualsevol de les 6 màquines, 
però durant la seva experiència professional, cadascun d’ells s’ha especialitzat més en la 
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A la prova s’obtenen els següents temps, en segons, per a dur a terme una determinada 
activitat amb cada màquina manipulada per cadascun dels operaris: 
 
 Operari 1 Operari 2 Operari 3 Operari 4 Operari 5 Operari 6 
Màquina 1 500 1500 1200 1000 1100 900 
Màquina 2 200 1200 1700 700 900 1300 
Màquina 3 1500 2500 3000 2000 2200 2400 
Màquina 4 1000 2000 1500 1500 1800 1900 
Màquina 5 1100 2300 2000 1700 1000 1500 
Màquina 6 1200 2100 2200 1600 1500 1800 
 
Amb aquestes dades, es necessita determinar la forma d’assignar una màquina a cada operari, 
de tal manera que es minimitzi el temps total d’execució d’enderroc.  
 
La futura edificació que el propietari vol construir es tracta d’una vivenda unifamiliar de PB+1 
amb una tipologia constructiva com la que es descriu al croquis que hi ha adjunt. Les partides 
d’obra es descriuen a continuació:  
 
PARTIDES D’OBRA 
TANCAMENTS I DIVISÒRIES 
Paret estructural d'una cara vista de 11,5 cm de gruix, de maó calat hidrofugat, HD, R-20, de 
240x115x50 mm ref. 4AC5 de la serie Amalfi d'ALMACELLES , cares vistes, categoria I, segons norma 
UNE-EN 771-1, col·locat amb morter de ciment CEM II, de dosificació 1:0,5:4 (10 N/mm2) i amb una 
resistència a compressió de la paret de 7 N/mm2 
Tancament d'obra de fàbrica ceràmica per a revestir de dos fulls, full principal exterior de paret 
recolzada de 14 cm de gruix de maó calat de 290x140x100 mm, col·locat amb morter elaborat a l'obra, 
cambra d'aire, aïllament amb planxes de poliestirè expandit EPS, de tensió a la compressió 50 kPa, de 
50 mm de gruix i full interior format per envà amb morter elaborat a l'obra de 4 cm de gruix de maó 
foradat senzill de 290x140x40 mm, en tram central. C1+J1+B2/B3 segons CTE/DB-HS 
Envà d'obra de fàbrica ceràmica formada per un full de gruix 70 mm de peça ceràmica de gran format 
de 700x500x70 mm col·locada amb adhesiu a base de guix per a unió de peces ceràmiques, aplacat 
amb placa de guix laminat de 12,5 mm de gruix adherida amb adhesiu a base de guix extés a tota la 
superfície amb llana dentada, a una cara 
COBERTA 
Coberta inclinada convencional amb cambra d'aire ventilada, amb un pendent del 30%, de teula plana 
de ceràmica de 12 peces/m2 col·locada sense adherir, formació de pendents amb paredons de 
sostremort, bigueta de formigó pretesat, solera de placa prefabricada de formigó, aïllament amb argila 
expandida abocada en sec sobre el sostre 
 
En un principi, els materials ceràmics de l’obra, havien de ser subministrats per una empresa 
ubicada a un municipi, que es troba a una distància de 15 km. Degut a la situació econòmica, 
aquesta empresa ha fet fallida, i s’han hagut de contractar els serveis d’una altra de similars 
característiques, però que es troba a un polígon industrial a 90 km de la parcel·la.  
 
Dels amidaments i el pressupost del projecte d’execució, s’extreuen les dades següents: 
 
PARTIDA D’OBRA AMIDAMENT/planta UNITATS 
Tancaments exteriors 42 m2 
Tancaments interiors 35 ml 
Parets de càrrega 14 ml 
Coberta inclinada 30% 60 m2 
 
Amb aquestes dades, es vol saber quants palets de cada tipus de material ha de carregar 
l’empresa subministradora per viatge al camió de transport, el qual té un pes màxim autoritzat 
de 7.5 tones 
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A més, a cadascun dels viatges s’ha d’optimitzar la càrrega de transport, en funció del pes i la 
necessitat o demanda de cadascun dels materials i sense que l’obra s’aturi durant cap de les 
seves partides. D’aquesta manera, els operaris sempre han de tenir material disponible a la 
zona d’emmagatzematge per a poder treballar.  
 
Per emmagatzemar els palets, el propietari de l’immoble contigu, cedeix un pati que té lliure en 
el qual es poden emmagatzemar fins a 12 m3 de palets, i aproximadament un palet fa 1 m3. 
S’ha de tenir en compte que l’obra ha de ser executada en el menor temps possible. 
 
L’empresa contractada proporciona el catàleg del material necessari que té en estoc: 
 
 MATERIAL DIMENSIONS/cm Kg/PEÇA PECES/m2 PECES/PALET 
 
Totxana 10 29x14x10  2.625 34 250 
 
Super 4 4x21x42.5 3.05  11 236 
 
Super 7 7x21x43 4.8 11 146 
 
Gero 10 24x11.5x5  3.35 34 210 
 
Taulell 80 4x30x80 6.75 4 120 
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3.2. Resolució del problema 1 
 
El primer que s’ha de resoldre al problema 1 és un model del flux de cost mínim o PERT-
CPM, la taula d’activitats, precedències i durades del qual és la següent: 
 
ACTIVITAT PREC. DESCRIPCIÓ DURADA (Dies) 
A - Col·locació de bastides i d’elements de seguretat d’enderroc 6 
B A Desmuntatge i arrencada d’instal·lacions elèctriques i de lampisteria 2 
C A Desmuntatge i arrencada de fusteries 4 
D B,C Enderroc total de coberta inclinada 5 
E D Enderroc d’envans de la planta 1 4 
F D Enderroc d’escales planta 1 2 
G D Enderroc de murs de càrrega de la planta 1 10 
H G Enderroc total de forjat 1 5 
I H Enderroc d’envans de la planta 0 8 
J H Enderroc d’escales planta 0 5 
K H Enderroc de murs de càrrega de la planta 0 12 
L K Desmuntatge i enderroc de solera 9 
M L Excavació i enderroc de fonamentacions i moviment de terres 12 
N M Anivellació del terreny sobre rasant 11 
 
El primer que s’ha de decidir és si s’aplicarà el mètode PERT, o bé el mètode CPM. Es recorda 
que les diferències entre els dos mètodes (vegeu l’apartat 6.7 del bloc 1) són: 
 
Mètode PERT 
- Mètode probabilístic. 
- Considera que la variable del temps és una variable desconeguda de la qual només es tenen dades 
estimatives. 
- El temps esperat de finalització d’un projecte és la suma de tots els temps esperats de les activitats 
sobre la ruta crítica 
- Suposant que les distribucions dels temps de les activitats són independents (una suposició fortament 
qüestionable), la variància del projecte és la suma de les variàncies de les activitats de la ruta crítica. 




- Mètode determinístic; ja que considera que els temps de les activitats es coneixen i es poden variar 
canviant el nivell de recursos utilitzats. 
- A mesura que el projecte avança, aquests estimats s’utilitzen per tal de controlar i monitoritzar el 
progrés. Si es produeix algun retard al projecte, s’han de fer esforços per a aconseguir que aquest 
quedi executat en el temps programat, assignant més recursos. 
- Considera que les activitats són contínues i interdependents, és a dir, que segueixen un ordre 
cronològic i ofereix paràmetres del moment oportú de l’inici de l’activitat. 
- Considera temps normals i accelerats d’una determinada activitat, segons la quantitat de recursos 
assignats sobre ella. 
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La ruta crítica és el camí  que passa pels nodes A-C-D-G-H-K-L-M-N, amb una durada de 74. Als nodes restants es produeixen les folgances; si es calcula la 
diferència entre els nombres de la casella superior i inferior s’obté el resultat corresponent. Això significa que, per exemple al node B, 10M8 = 	2, l’activitat B 
es pot demorar 7 dies sense repercutir sobre l’execució total de l’enderroc.
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El flux de cost mínim d’una xarxa CPM també pot ser determinat amb el programa WinQSB; 
utilitzant el mòdul N M N
, on s’ha d’introduir el nom del problema, el nombre d’activitats i 
la unitat de temps amb la qual es desitja obtenir el resultat. I també s’ha de seleccionar quin 
serà el camp de dades amb el qual es treballarà; en aquest problema interessa treballar amb el 









S’observa que el programa ha obtingut la mateixa solució que amb la resolució manual, és a 
dir, una sola ruta crítica que passa pels nodes A-C-D-G-H-K-L-M-N i té una durada total de 74 
dies. Es pot observar que el programa li assigna a cada node 4 caselles amb 4 nombres 
diferents i en posicions diferents; 2 nombres a una filera superior i 2 nombres a una filera 
inferior. Els nombres de la filera superior representen els temps més optimistes (earliest) per tal 
de començar l’activitat, i els inferiors, representen els més pessimistes (latests), els quals estan 
descrits a la taula obtinguda amb la resolució del problema que ha realitzat el programa.  
 
Aquesta és una altra manera de trobar les folgances (slacks), però es pot comprovar que el 
resultat del problema no s’altera.  
 
D’aquesta manera es pot donar per finalitzada la resolució de la primera part del problema 1
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A continuació, per tal d’assignar els operaris a les màquines s’ha d’aplicar el mètode 
d’assignació o hongarès. Aquest mètode, es tracta d’un mètode del transport balancejat, és a 
dir, hi ha el mateix nombre de màquines i d’operaris. La taula que es dóna a l’enunciat, és la 
matriu de costos: 
 
 Operari 1 Operari 2 Operari 3 Operari 4 Operari 5 Operari 6  
Màquina 1 500 1500 1200 1000 1100 900 500 
Màquina 2 200 1200 1700 700 900 1300 200 
Màquina 3 1500 2500 3000 2000 2200 2400 1500 
Màquina 4 1000 2000 1500 1500 1800 1900 1000 
Màquina 5 1100 2300 2000 1700 1000 1500 1000 
Màquina 6 1200 2100 2200 1600 1500 1800 1200 
 
El primer pas que s’ha de realitzar és identificar l’element més petit a cada fila de la matriu de 
costos, que estan marcats en vermell, i es col· loquen a una columna addicional a al dreta. 
Posteriorment, es construeix una nova matriu, restant a cada fila el cost mínim de la seva fila, 
és a dir, el nombre assenyalat en vermell, es resta a tots els elements de les seves respectives 
fileres o renglons, quedant la taula següent: 
 
 Operari 1 Operari 2 Operari 3 Operari 4 Operari 5 Operari 6  
Màquina 1 0 1000 700 500 600 400 500 
Màquina 2 0 1000 1500 500 700 1100 200 
Màquina 3 0 1000 1500 500 700 900 1500 
Màquina 4 0 1000 500 500 800 900 1000 
Màquina 5 100 1300 1000 700 0 500 1000 
Màquina 6 0 900 1000 400 300 600 1200 
 0 900 500 400 0 400  
 
Finalitzat aquest pas, cal trobar l’element mínim de cadascuna de les columnes de la matriu. 
Aquests es marquen, en color blau, a una rengló addicional a la part inferior de la matriu de 
costos. Un cop s’ha trobat, es resta el mínim element de les columnes a la resta. Amb aquest 
pas, queda el resultat següent, que es tracta de la matriu de costos reduïts: 
 
 Operari 1 Operari 2 Operari 3 Operari 4 Operari 5 Operari 6  
Màquina 1 0 100 200 100 600 0 500 
Màquina 2 0 100 1000 100 700 700 200 
Màquina 3 0 100 1000 100 700 500 1500 
Màquina 4 0 100 0 100 800 500 1000 
Màquina 5 100 400 500 300 0 100 1000 
Màquina 6 0 0 500 0 300 200 1200 
 0 900 500 400 0 400  
 
El següent pas que ha calgut realitzar ha consistit a tatxar columnes i files o renglons, dibuixant 
el mínim nombre de línies (horitzontals i verticals) que es necessiten per eliminar tots els zeros 
de la matriu de costos reduïts. Les línies, en aquest cas, han estat representades acolorint les 
columnes i files amb color verd. 
 
Aquestes s’han dibuixat a: Columna 1, Columna 3, Columna 5, Columna 6 i Fila 6. A 
continuació, cal buscar el menor element, que no sigui 0, i que es troba cobert per aquestes 
línies; aquest element, en aquest cas, és 100. Aleshores, es resta el valor 100 a cada element 
no cobert de la matriu de costos reduïts i, anàlogament, se suma 100 a cada element de la 
matriu de costos reduïts cobert per dos línies, que poden ser denominats com a interceptats.  
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La taula que s’obté és la següent: 
 
 Operari 1 Operari 2 Operari 3 Operari 4 Operari 5 Operari 6 
Màquina 1 0 0 200 0 600 0 
Màquina 2 0 0 1000 0 700 700 
Màquina 3 0 0 1000 0 700 500 
Màquina 4 0 0 0 0 800 500 
Màquina 5 100 300 500 200 0 100 
Màquina 6 100 0 600 0 400 300 
 
Si el nombre de línies per tal de cobrir els zeros coincideix amb el nombre de files o renglons, 
s’ha assolit l’òptim, com succeeix en aquest cas, per tant, el següent pas és, com s’explica a la 
part teòrica, seleccionar un únic zero per columna. Aquest és el pas, en el qual més es precisa 
de la intuïció; en aquest problema, l’assignació es raona de la següent manera: 
 
• La màquina 1 ha de ser assignada a l’operari 6 perquè és l’únic zero de la columna 
corresponent a l’operari (M1-O6; 900 segons) 
• La màquina 5 ha de ser assignada a l’operari 5 perquè és l’únic zero de la columna 
corresponent a l’operari (M5-O5; 1000 segons) 
• La màquina 4 ha de ser assignada a l’operari 3 perquè és l’únic zero de la columna 
corresponent a l’operari (M4-O3; 1500 segons)  
 
A partir d’aquí, la resta de màquines s’assignen als operaris restants arbitràriament, ja que no 
hi ha cap altra columna que només tingui un únic valor 0. Això significa que hi ha múltiples 
assignacions òptimes i que indiferentment de com s’assignin la resta de màquines als operaris, 
aquesta assignació no tindrà repercussió sobre el resultat final. És a dir, la màquina 2 la 
màquina 3 i la màquina 6 es poden assignar tant a l’operari 1 com a l’operari 2, com a l’operari 
4, arbitràriament, de tal manera que, independentment de la combinació escollida, el valor de la 
suma de segons sigui 3400; en aquest exemple s’adopta l’assignació arbitrària M2-O1 i M3-O2 
i M6-O4. 
 
Aquesta és l’assignació òptima, la qual té un valor, segons la suma  els valors assignats de la 
taula inicial, de 7700 segons. 
 
El problema d’assignació també es pot resoldre mitjançant el Solver d’Excel. El primer pas que 
s’ha de fer és crear una nova fulla de càlcul i afegir-hi la taula inicial o matriu de costs: 
 
L’algorisme que s’ha de plantejar amb Excel és el corresponent a un model d’optimització amb 
programació lineal entera binària; per això, en primer lloc cal definir quines seran les variables 
de decisió : 
 
&PQ = R10'
S'	T%	(àV5'W%	'	éS	%SS'YW%Z%	%	T[\]8+%+'	7S'	T%	(àV5'W%	'	W\	éS	%SS'W%Z%	%	T[\]8+%+'	7= $-,$0,$3,$^, $=,$_				7 = `-,`0, `3, ^̀, `=, `_ 
 
 
A continuació es descriu la funció objectiu: 
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On bPQ és el temps, en segons, que triga cada operari a efectuar cadascuna de les tasques amb 
les respectives màquines. Per exemple, Operari 3 – Màquina 6 = 2200 segons. 
 
Per últim, cal assignar les restriccions al problema: 
 
- Cada operari només pot manipular una i només una màquina:  
 





- Cada màquina, com a mínim, ha de ser conduïda per un operari, i no pot ser conduïda 
per més de dos, aquesta és la restricció que permet obtenir múltiples òptims: 
 










Caldrà assignar també les restriccions de no negativitat de les variables, i que aquestes siguin 
binàries. 
 &PQ = 6'W 
 
El procediment que s’ha de fer es detalla a continuació: 
 
: 
Per últim, cal denotar la condició de no nul·litat de les variables, tot i què aquesta opció ja ve 
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Com es pot observar, l’eina Solver d’Excel proporciona el mateix resultat que s’ha obtingut fent 
el problema amb el procediment explicat a la teoria. I si es canviessin els valors 0 o 1 a les 
caselles que proporcionen múltiples solucions, el resultat seria el mateix. 
 
Una altra eina útil, eficaç i més pràctica per tal de resoldre el problema d’assignació és el mòdul L!	
 del programa WinQSB, que s’ha comentat a l’apartat anterior. Aquesta 
eina, té l’avantatge respecte a Solver que els algoritmes per tal d’efectuar el càlcul i obtenir el 
resultat, els quals a Excel s’han de denotar un per un, aquí ja estan introduïts a la modelització 
dels problemes i l’usuari només ha de seleccionar el model de problema que vol resoldre, 
introduir les dades necessàries i donar la ordre al programa per a què resolgui.  
 
En aquest problema d’assignació s’han d’introduir les dades de la matriu de costs. Per defecte 
els noms de les files i les columnes són el de  i  respectivament; però 
a la pestanya  > L	L es poden canviar els noms, que en aquest cas són 
màquines i operaris. 
 
Un cop s’han introduït les dades corresponents a la matriu de costs, es pot comprovar que el 




Escola Politècnica Superior    Treball Final de Grau – Bloc 2 
Grau en Enginyeria d’Edificació   3 – Problemes aplicats a l’Enginyeria d’Edificació 








Finalment, com que es té constància que el problema té múltiples òptims, es pot fer clic sobre 
el botó J		, i en aquest cas mostra la solució que es veu a 




D’aquesta manera es pot donar per finalitzada la resolució de la segona part del problema
Finalment s’ha d’esbrinar quants palets dels diferents materials ceràmics s’han de carregar a 
un camió limitat a 7.5 tones de pes màxim autoritzat, per a què es maximitzi el benefici de cada 
viatge, en funció de la necessitat de cadascun dels materials. 
 
Això ha de permetre optimitzar al màxim cadascuna de les càrregues de transport de material, 
per tal d’aconseguir que l’obra sigui executada en el menor temps possible. Això es pot 
resoldre mitjançant el model de la motxilla, explicat a la part teòrica. 
 
El primer pas que s’ha de realitzar és calcular el nombre de palets total que caldrà transportar, 
en funció del material necessari per partida d’obra i de l’amidament que es dóna a l’enunciat. 
Un cop s’hagin calculat, s’haurà d’establir un nombre mínim de palets emmagatzemats a obra, 
en funció del volum d’emmagatzematge que es té disponible.  
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A cada planta, P0 i P1, es necessiten totxanes i supermaó 4 per a la façana, maó calat “gero” 
per a un tipus de divisòries i supermaons 7 per a altres tipus de divisòries. Posteriorment, a 
l’execució de la coberta, es necessitaran maons calats, taulells de 80 cm i teules mixtes; per 
tant, s’ha de consultar el catàleg que es mostra a l’enunciat i classificar els materials que es 
necessiten: 
 
 MATERIAL DIMENSIONS/cm Kg/PEÇA PECES/m2 PECES/PALET 
 
Totxana 10 29x14x10  2.625 34 250 
 
Super 4 4x21x42.5 3.05  11 236 
 
Super 7 7x21x43 4.8 11 146 
 
Gero 10 24x11.5x5  3.35 34 210 
 
Taulell 80 4x30x80 6.75 4 120 
 
Teula mixta 46,1x27.5 3.8 11 192 
 
Una dada necessària és el mínim nombre de palets que es necessitaran en funció del volum 
que es pot emmagatzemar a l’espai cedit de 12 m3. En aquest cas es farà segons la necessitat 
del material, és a dir, fent una proporcionalitat la qual obtingui un nombre enter. Ara, amb 
l’amidament, cal saber quantes unitats de cada material ceràmic seran necessàries per unitat 
de mesura, sabent la quantitat necessària per metre quadrat d’element constructiu que es pot 
executar amb cada palet. Aquesta es detalla a la taula següent: 
 
 MATERIAL PECES/m2 PECES/PALET AMIDAMENT/ m2 Nº DE PALETS 
 
Totxana 10 34 250 126 18 
 
Super 4 11 236 126 6 
 
Super 7 11 146 120 9 
 
Gero 10 34 210 45 8 
 
Taulell 80 4 120 60 2 
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Una altra dada a determinar és el pes total de cada palet, tenint en compte que el pes de cada 
palet buit és de 15 kg; 
 
 MATERIAL Kg/PEÇA PECES/PALET PES/PALET PES CÀRREGA 
 
Totxana 10 2.625 250 15 + (2.625x250) 670 kg 
 
Super 4 3.05  236 15 + (236x3.05) 735 kg 
 
Super 7 4.8 146 15 + (4.8*146) 715 kg 
 
Gero 10  3.35 210 15 + (3.35*210) 720 kg 
 
Taulell 80 6.75 120 15 + (6.75*210) 1430 kg 
 
Teula mixta 3.8 192 15 + (3.8*192) 745 kg 
 
Un cop calculat el nombre de palets de material, es pot establir la prioritat de necessitat o 
demanda de material, ja que el que es vol optimitzar és el valor de la quantitat d’objectes 
carregats al camió i per això es necessita saber el valor unitari de cadascun d’ells, que en 
aquest cas serà anomenat necessitat.  
 
Un aspecte molt important a tenir en compte per a la resolució d’aquest problema, és que 
WinQSB només deixa plantejar el problema de la motxilla Knapsack problem com a problema 
de programació dinàmica; cosa que no interessa, perquè no deixa afegir la restricció que, com 
a mínim, hi ha d’haver un nombre determinat d’unitats de cadascun dels objectes o individus.  
 
Això vol dir que WinQSB dóna el resultat del problema sense la necessitat d’haver agafat un 
article de cada, és a dir, que l’optimització de la càrrega pugui assolir-se agafant només unes 
determinades unitats d’un sol article. Això significa que aquest problema s’haurà de resoldre 
amb un algorisme genètic, que es pugui computar amb Solver, ja que la resolució del problema 
de la motxilla sense l’ajut d’un ordinador, pot arribar a ser molt complex de resoldre i pot donar 
lloc a l’obtenció d’un resultat incorrecte i inefectiu. Per tant, amb les dades que s’han obtingut 
fins al moment amb les taules anteriors, s’ha de crear un nou full de càlcul Excel, que ajudi a 
prendre una decisió sobre la càrrega i transport de material. És a dir, Solver no trobarà la 
solució directament, sinó que proporcionarà una sèrie de dades importants per la interpretació 
de resultats.  
 
Amb Excel s’ha de crear un algorisme d’aquest tipus: si es disposa d’una sèrie 
d’articles	(j-,j0, … ,jl), dels quals es coneix el seu pes (m-, m0, … ,ml), el seu volum (n-, n0, … , nl) i el seu valor o necessitat (+-,+0, … , +l), per unitat; quina quantitat d’articles del 
tipus	jP(' = 1,… , W) s’han de carregar en un vehicle de transport del qual es coneix el pes 
màxim que està autoritzat a transportar b, i del volum màxim que es pot transportar a cada 
viatge o, per tal de maximitzar el valor de la càrrega transportada?.  
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El plantejament serà el següent: 
 















&P ≤ o 
 
L’objectiu d’aquest algorisme és ajudar a trobar el nombre de viatges totals que s’hauran de fer 
per tal de subministrar tot el material ceràmic necessari a l’obra, de tal manera que sempre hi 
hagi una mínima quantitat disponible de palets emmagatzemats, per a què no s’aturi en cap 
moment l’execució dels tancaments. En aquest cas, l’objectiu és establir inicialment un criteri 
de subministrament de material, ja que l’espai d’emmagatzematge és limitat; per tant, s’haurà 
de fer per partides d’obra, és a dir: 
 
Tancaments planta 0  Tancaments planta 1  Execució de coberta inclinada 
 
En aquest cas, es considera que les dos plantes tipus de l’edifici són idèntiques, és a dir, 
necessitaran la mateixa quantitat de material. 
 
Aleshores, s’han d’introduir les dades inicials del problema, en aquest cas seran els palets 
necessaris inicials, el pes de cadascun dels palets, el valor o necessitat i la quantitat mínima a 
emmagatzemar en funció de la necessitat i el volum. 
 
Com que l’espai d’emmagatzematge té un volum de 12 m3 i cada palet ocupa 1 m3, s’estableix 
que, com a mínim, a l’espai d’emmagatzematge hi pugui haver sempre disponible un 
determinat nombre de palets de qualsevol tipus de material ceràmic, que serà equivalent a la 
necessitat. Aquesta, en funció dels palets necessaris de cadascun d’ells és: 
 
MATERIAL Nº DE PALETS NECESSITAT PES/PALET 
Totxana 10 18 4 670 kg 
Super 7 9 3 715 kg 
Super 4 8 2 735 kg 
Gero 10 6 1 720 kg 
 
Aleshores, quan els tancaments verticals hagin finalitzat, caldrà transportar els materials de la 
coberta inclinada, però tenint en compte que de maons calats “gero”, ja se n’hauran transportat 
palets anteriorment i, potser, es podran aprofitar. 
 
Teula mixta 4 2 1430 kg 
Taulell 80 2 1 745 kg 
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Si s’introdueix tot això a un full de càlcul d’Excel quedarà una taula com la que es mostra a 




1ª Iteració  
Aquests nombres són les quantitats de palets que cal transportar al primer viatge per tal 
d’optimitzar al màxim la càrrega total del camió, per a què en funció de la necessitat, arribin 
més palets del material més sol·licitat, que en aquest cas seran les totxanes del full exterior de 
la paret façana. Llavors, aquests resultats obtinguts es restaran a la  quantitat de palets inicials, 
és a dir, si inicialment es necessitaven 18 palets de totxanes i a la primera comanda n’han 
arribat 5, la quantitat restant per a la propera comanda serà de 13 palets.  
 
Amb aquestes noves dades, s’ha de generar un nou full de càlcul, idèntic al primer, que 
resolgui de nou el mateix problema però amb les dades de la quantitat de palets necessaris 
modificades, cosa que es podria anomenar també iteració. Aleshores, quan el nombre de 
palets no sigui suficient per tal de carregar al màxim el camió, s’han d’afegir els palets de la 
següent partida d’obra. Aquest procés s’ha d’anar repetint fins que s’acabi la demanda de 
material en la seva totalitat. En aquest problema, es fan un total de 9 comandes (fulls de càlcul 
fins arribar a 0) de material i a l’última no es possible carregar el camió al màxim, perquè ja no 
hi ha prou demanda; però com a mínim, s’ha optimitzat al màxim el transport durant tota 
l’execució dels tancaments. 
 
Aquest procés és el que es mostra a les següents il·lustracions: 
 
 
2ª Iteració  
 
3ª Iteració  
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9ª Iteració i finalització del procés 
Es pot concloure dient que, el que s’ha fet, és un procés d’algorisme genètic perquè al 
començament es tenia un problema amb unes determinades dades, i el procediment ha 
consistit a fer evolucionar aquest problema amb unes dades successivament, fins que s’ha 
obtingut un resultat favorable.  
 
Aquest algorisme pot arribar a ajudar al director d’execució d’obra a fer les comandes d’una 
manera ràpida i eficaç; per exemple, quan s’ha fet la primera comanda i el material ja ha estat 
quasi consumit totalment, aleshores, aquest tècnic fent una supervisió periòdica, ja pot 
demanar la següent comanda sabent quina quantitat de palets necessitarà, en funció de la 
partida d’obra que s’estigui executant i per a què no s’aturi en cap moment l’execució de l’obra 
per falta de material.  
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3.3. Plantejament del Problema 2 
 
Una empresa especialitzada el la fabricació de pretesats disposa de dos plantes de producció 
diferents: F1 i F2. Actualment, és l’encarregada del subministrament de semibiguetes a 5 obres 
diferents: A, B, C, F i G a les quals ha de fer el primer lliurament de material. 
 
La planta F1 té en estoc 492 semibiguetes i la planta F2 en té 686. El cost dels pretesats és 
constant perquè a totes les obres es construeix la mateixa tipologia de forjat, però la demanda 
de semibiguetes de cadascuna de les obres és: 
 
A B C F G 
185 221 144 269 219 
 
Degut a l’increment del preu del combustible l’empresa ha decidit establir un control per a què 
es minimitzi el cost total del transport. Per a això, se sap que la distància, en km, de cada 
planta de producció a cada obra és la que es mostra a la taula següent: 
 
 A B C F G 
F1 42.4 28.5 36.2 56.4 104 
F2 34.9 42.5 50.8 48.3 118 
 
Aquesta empresa té un tècnic de control de qualitat per tal de revisar les obres amb les quals 
treballa i assegurar-se de què els materials han estat manipulats adequadament. El tècnic 
treballa a l’oficina de l’empresa, que es troba a la planta de producció F1, degut a què és la 
planta central.  
 
Aleshores, també necessita saber quina és la ruta òptima per tal de recórrer totes les obres en 




GRAF TRAÇAT SOBRE MAPA DE CARRETERES GRAF HAMILTONIÀ DE DISTÀNCIES 
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3.4. Resolució del Problema 2 
 
• Pas 1 
 
En primer lloc, es tracta de resoldre un problema del transport mitjançant la següent taula del 
transport: 
 
 A B C F G Oferta 
Fàbrica 1 42.4 28.5 36.2 56.4 104 492 
Fàbrica 2 34.9 42.5 50.8 48.3 118 686 
Demanda 185 221 144 269 219  
 
La suma de la oferta total i la suma de la demanda total han de ser iguals, en aquest cas: 
 ` = 492 + 	686	 = 	1178; q = 	185 + 221 + 144+ 269+ 219	 =	 1038 → s = ttuv	 ≠ x = tyzv 
 
Com que això no succeeix, s’ha d’afegir una demanda fictícia de valor 140 per tal d’equilibrar el 
problema. 
 
 A B C F G Fict Oferta 
Fàbrica 1 42.4 28.5 36.2 56.4 104 0 492 
Fàbrica 2 34.9 42.5 50.8 48.3 118 0 686 
Demanda 185 221 144 269 219 140 1178 
 
• Pas 2 
 
A continuació, es resol el problema mitjançant el mètode de la cantonada nord-oest i el mètode 
símplex per al problema del transport (explicats al bloc teòric). El primer pas que s’ha de 
realitzar és satisfer totes les demandes, començant per la cantonada nord-oest 
 
 A B C F G Fict Oferta 
Fàbrica 1 185 424 221 285 86 362  564  1040  0 0 
Fàbrica 2  349  425 58 508 269 483 219 1180 140 0 0 
Demanda 0 0 0 0 0 0  
 
El que s’ha fet amb aquest pas és afegir quantitat de material d’oferta a la demanda sol·licitada; 
per exemple, amb l’oferta de la fàbrica 1 de 492, s’ha anat restant 492–185, que és la demanda 
A, quedant un resultat provisional de 307 unitats d’oferta a la fàbrica 1 i la demanda A, 
satisfeta. Posteriorment, a aquestes 307 unitats se li han restat les 221 que sol·licita la 
demanda B, quedant un resultat de 86 unitats d’oferta a la fàbrica 1; i finalment aquestes 86 
unitats se li resten a la demanda C. Com que no són suficients per satisfer la demanda C, la 
qual té un valor de 144, s’han d’agafar unitats de la fàbrica o oferta 2, és a dir, s’han de prendre 
58 unitats, que són les necessàries restants per tal d’arribar a les 144; aleshores, a les 686 
inicials els en quedaran 628. Aquest procés es repeteix amb la resta de demandes fins que se 
satisfan totalment, és a dir, quan la demanda total és 0; aquesta és la solució factible bàsica 
inicial. 
 
Els nombres que apareixen en cursiva és el cost unitari de transport de cada element 
(distància). Un aspecte a tenir en compte és que s’han multiplicat per 10 perquè és 
recomanable treballar amb nombres enters. 
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• Pas 3 
 
El cost total inicial s’obté multiplicant les unitats enviades des de cada fàbrica a cada obra 
(oferta – demanda) pel cost unitari, i posteriorment, fent el sumatori: 
 * = (185	 × 424) + (221 × 285) + (86 × 362) + (58 ×508) + (269 ×483) + (219 × 1180) = 	|}yz~v	
 
Aquesta solució inicial obtinguda s’ha de revisar per a saber si és o no degenerada; això es 
comprova amb la següent operació: 
 9\T5(W8S	 + 	'T8S M 1 ≤ 9%S8TT8S	5)'T')*%Z8S, 
en aquest problema: 6 + 2M 1 ≤ 7; es compleix. 
 
• Pas 4 
 
Aleshores, el problema no és degenerat, i es procedeix amb el càlcul dels multiplicadors: 
 
  414  275  352  -327  -1024  156 
10 185 424 221 285 86 362 -317 564 1034 1040 166 0 
156 570 349 431 425 58 508 269 483 219 1180 140 0 
 
El primer que s’ha de fer és inventar un nombre, que es col·loca a la part esquerra de la cel·la 
nord-oest (en vermell), el qual pot ser arbitràriament 10, o bé 0; en aquest cas s’escull 10, tot i  
què amb 0 s’obtindria el mateix resultat. A continuació, per a les caselles o cel·les utilitzades 
(amb replè gris), es farà el següent procediment: 
 
Partint de la casella nord-oest, s’agafa el seu cost unitari (424), i se li resta el 10 que s’ha 
escollit arbitràriament, obtenint un valor de 414, i es fa el mateix per a les caselles utilitzades 
restants de la fila 1. Aleshores, quan s’arriba a la columna 3, es pot comprovar que no hi ha 
més caselles utilitzades en la fila o rengló 1, per tant es baixa a la fila 2, és a dir, a la cel·la de 
la fila 2, columna 3, la qual té un cost de 508.  
 
Llavors, es comprova quin és el nombre vermell que representa aquesta columna, en aquest 
cas 352, i aquest valor se li resta a 508, obtenint un resultat de 156, que es col· loca a la part 
esquerra de la fila 2. Aquest valor de 156 representa a la fila o rengló 2, per tant ara es fa 
exactament el mateix procediment que abans, però amb les caselles utilitzades de la fila 2; per 
exemple, per a la columna 4 s’ha de fer 156 – 483 = M327, i aquest resultat s’afegeix a la part 
superior de la columna 4, i així successivament. 
 
A continuació, a les caselles buides (sense replè) s’ha de fer la suma del nombre en vermell 
que hi ha escrit a la part superior de la columna corresponent i el de la part esquerra de la fila 
corresponent.  
 
Així, per exemple, a la casella de la fila 2 i columna 1, s’ha de sumar 156+414, obtenint el 
resultat de 570; aquest s’escriurà a la casella 2:1, també en color vermell. Un cop  s’han 
calculat tots, s’han de restar pels seus respectius valors del cost unitari inicial, per exemple, a la 
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• Pas 5 
 
- Iteració 1 
 
En aquest pas, s’han de mirar tots els resultats obtinguts amb l’última operació indicada; per 
exemple, a la casella 1:2, 156+414M349 = 221 i agafar la casella amb el valor positiu més gran 
obtingut. 
 
Llavors, en aquesta es farà un increment de la producció, és a dir, se li assignarà material. El 
que s’ha de realitzar, és dibuixar un circuit tancat, com el que descriuen a continuació les 
fletxes vermelles, el qual formi un cicle. Aquest cicle que es forma, ha d’estar envoltat 
necessàriament per caselles plenes (grises).  
 
Aleshores, els signes + i – que hi ha a la part superior o inferior de la taula (en funció de la fila 
superior/inferior) indiquen que sobre les corresponents caselles, se sumarà o es restarà 
material. La quantitat de material que s’ha de restar/sumar (segons signes) ha de ser sempre la 
mínima de les dos caselles, a les quals se’ls hi resta material; 58 en aquest cas.  
 
Finalment, aquest valor de 58 se sumarà a les dos caselles amb signe +. 
 
 - 414  275 + 352  -327  -1024  156 
10 185 424 221 285 86 362 -881 564 -2054 1040 166 0 
156 221 349 6 425 58 508 269 483 219 1180 140 0 
 +    -        
 
 127 424 221 285 144 362  564  1040  0 
 58 349  425  508 269 483 219 1180 140 0 
             
 
El cost total s’obté multiplicant les unitats enviades des de cada fàbrica a cada obra (oferta – 
demanda) pel cost unitari, i posteriorment, fent el sumatori: 
 * = (127	 × 424) + (58 × 349) + (221 ×285) + (144 ×362) + (269 ×483) + (219 × 1180) = 		|uu||y	
 
El cost total ha disminuït respecte la solució inicial, la qual cosa significa que la iteració ha estat 
correcta, però aquesta no necessàriament ha de ser la solució òptima. Aquesta solució també 
s’ha de revisar per a saber si és o no degenerada: 
 9\T5(W8S	 + 	'T8S M 1 ≤ 9%S8TT8S	5)'T')*%Z8S, 
en aquest problema: 6 + 2M 1 ≤ 7; es compleix. 
 
- Iteració 2 
 
Es fa exactament el mateix procediment que anteriorment, és a dir, amb aquestes dades es 
realitzen totes les operacions dels passos 3 i 4. En aquest cas, el màxim positiu obtingut, fent 
l’operació anterior a les caselles buides, es troba a la casella 1:5, amb un valor de 195. 
 
 - 414  275  352  548 + 1245  65 
10 127 424 221 285 144 362 -6 564 195 1040  0 
-65 58 349 -215 425 -221 508 269 483 219 1180 140 0 
 +        -    
 
Escola Politècnica Superior    Treball Final de Grau – Bloc 2 
Grau en Enginyeria d’Edificació   3 – Problemes aplicats a l’Enginyeria d’Edificació 
Bruno Moreno Cuesta 
 
154 
  424 221 285 144 362  564 127 1040  0 
 185 349  425  508 269 483 92 1180 140 0 
             * = (185 × 349) + (221 × 285) + (144 × 362) + (269 ×483) + (92 ×1180) + (127 ×1040) = 	||y|	
 
El cost total ha disminuït respecte la solució anterior la qual cosa significa que la iteració ha 
estat correcta, però aquesta no necessàriament ha de ser la solució òptima. Aquesta solució 
també s’ha de revisar per a saber si és o no degenerada: 
 9\T5(W8S	 + 	'T8S M 1 ≤ 9%S8TT8S	5)'T')*%Z8S, 
en aquest problema: 6 + 2M 1 ≤ 7; es compleix. 
 
- Iteració 3 
 
Es tornen a realitzar totes les operacions dels passos 3 i 4.  
 
  199  275  352  333  1030  -150 
10 -215 424 221 285 144 362 -81 564 127 1040 0 0 
150 185 349 0 425 -6 508 269 483 92 1180 140 0 
             
En aquest cas es pot comprovar que els nombres obtinguts a les caselles buides (en vermell), 
els quals han estat calculats amb el procediment anterior, tenen un valor de 0 o bé un nombre 
negatiu. Això vol dir que no es pot continuar fent iteracions amb el mètode símplex del 
transport, és a dir, no es poden continuar creant cicles de sumar i restar producció a les 
caselles; la qual cosa significa que aquesta és la solució òptima, la qual té un valor de 550245.  
 
En resum, el mètode de la cantonada nord-oest i el mètode símplex per al problema del 
transport, consisteixen a trobar inicialment una solució factible o possible bàsica, mitjançant el 
primer i, a continuació fer les iteracions oportunes (mètode símplex per al problema del 
transport) per tal de saber si es pot reduir el  seu resultat o cost. Això significa que, en un 
principi es troba una solució que satisfà totalment la demanda de material, sense excedir-se de 
la quantitat total de material ofert.  
 
Aquesta solució és correcta, per la qual cosa s’anomena solució factible inicial, però el seu 
resultat podria ser millorat, és a dir, que potser existeix la possibilitat de satisfer tota la 
demanda, amb un cost total del transport més baix, per aquest motiu s’han de realitzar les 
iteracions del mètode símplex per al problema del transport.  
 
Com s’ha pogut comprovar, aquestes iteracions consisteixen a crear cicles entre determinades 
caselles plenes i una determinada casella buida, de tal manera que a aquesta última se li 
assigni quantitat de material demandat, que s’ha restat prèviament de les caselles plenes.  
 
El motiu pel qual s’ha de crear un cicle és perquè d’aquesta manera s’assegura que no es 
modificarà la oferta dels nodes font ni la demanda dels nodes destí, perquè independentment 
de les iteracions que es realitzin, la quantitat demandada i la oferta, han de romandre iguals. És 
a dir, si a una casella buida se li vol assignar producció o material, s’ha de considerar que 
aquesta cel· la està connectada amb una fila i una columna, i que la suma de la totalitat de les 
seves respectives caselles, correspon a  la oferta i a la demanda respectivament, per tant, el 
valor que s’ha afegit a la cel·la buida, s’ha d’afegir a altres caselles de la seva fila i columna 
equitativament, amb l’objectiu de no modificar la quantitat demandada ni la oferta total. 
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Aquest problema també pot ser resolt mitjançant l’eina Solver d’Excel. El primer que s’ha de fer 
és introduir totes les dades inicials en dos taules. A Excel, és recomanable introduir-li nombres 
enters, perquè així aquest no ha de realitzar arrodoniments i, per tant, el resultat serà més 
precís. Per la qual cosa, com es veu a la imatge següent, s’han tornat a multiplicar els 




Com es pot  observar a la imatge següent, el resultat és exactament igual a l’obtingut 





El problema del transport, també pot ser resolt d’una manera més fàcil i ràpida mitjançant el 
mòdul L!	
 de WinQSB. Es recorda que si se selecciona aquest mòdul apareix 
la finestra següent, en la qual s’ha d’escollir l’opció 	
, on s’han 
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D’aquesta manera es pot donar per finalitzada la resolució de la primera part del problema 2. 
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La taula de distàncies entre tots els nodes del graf és la següent: 
 
DISTÀNCIA ENTRE ELS NODES (MUNICIPIS) 
  O A B C F G 
O - 42,4 28,5 32,6 59,4 104 
A 42,4 - 41,4 92 17 97,5 
B 28,5 58,4 - 47,8 58,4 80,2 
C 32,6 92 47,8 - 32 128 
F 59,4 17 58,4 92 - 103 
G 104 97,5 80,2 128 103 - 
 
Cal recordar que el problema de l’agent viatjant pot ser resolt de dos maneres diferents: pel 
mètode de la força bruta i per la heurística del veí més proper. Com s’ha explicat a la part 
teòrica cap dels dos mètodes és prou eficaç per tal de trobar una solució adequada; en primer 
lloc, el mètode de la força bruta, si el graf està compost per molts nodes, requereix un temps 
computacional molt elevat i, en segon lloc, el mètode del veí més proper només dóna una 
aproximació a la solució, és a dir, potser existeix un resultat millor i aquest mètode no és capaç 
de trobar-lo. Per tant, cal programar un algorisme capaç de crear un cicle hamiltonià en un graf 
connex; capaç de sortir del node inicial O, passar per tots els nodes un i només un cop i 
retornar a l’inici, havent recorregut la mínima distància possible.  
 
És a dir, es denota amb I-, I0,...,	Il un nombre W de nodes (municipis) diferents. Es coneix la 
distància 9PQ d’un municipi a qualsevol dels restants, és a dir, distància d’anar de IP a IQ. 
 
Aleshores, s’ha de determinar la forma menys costosa, tenint en compte que a més distància 
més despesa de combustible, de recórrer tots els municipis de tal manera que partint d’un d’ells 
es passi una i només una vegada per la resta, i es retorni a l’origen. L’algorisme capaç de 
resoldre aquest problema és el que s’ha explicat a l’apartat “El model de l’agent viatjant” (6.10) 
del bloc 1, en el qual es considera una xarxa, els vèrtexs de la qual (1,… ,W), representin les 
ciutats i els seus arcs siguin les rutes entre parells de ciutats. La designació dels arcs es fa 
d’acord a l’ordre del viatge, de manera que el  −èssim tram estarà associat amb el  −èssim 
arc.  
 






Si 9PQ representa el cost (o distància) del viatge de ' a 7, el problema es pot formular: 
 




∑ ∑ &PQ = 1Q   (' = 1, … , W)  
 
Que expressa que des de ' es pot anar únicament a una altra ciutat: 
 
∑ ∑ &PQ = 1QP   ( = 1, … , W)  
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Es pot assignar una única ruta a un determinat tram : 
 
∑ ∑ &PQ = 1P   (7 = 1, … , W)  
 






Suposant que el  −èssim arc finalitza a 7, el  + 1 ha de tenir el seu origen també a 7.  
 
&PQ = 0 
∀P= 1,2, … , W 
∀= 1,2, … , W 
 




El primer que s’ha de dur a terme en el primer pas ha estat introduir les dades del problema a 
una taula o matriu inicial, on a la diagonal s’hauria d’imposar la restricció que a les cel·les 
corresponents, el valor sigui necessàriament 0. Això és degut a què si es denota amb valor 0, 
Excel interpretarà que és una distància factible i òptima, perquè no té cap cost, cosa que faria 
incoherent el procediment de resolució. Però es pot apreciar que si s’utilitza aquest 
plantejament es tenen W3  variables; en aquest cas, de 6 municipis es tindrien 63 = 216 
variables (&PQ = 0).  
 
A fi que es pugui programar la resolució amb Solver, s’ha utilitzat una solució alternativa vàlida, 
utilitzant només 36 variables, desfent els subcicles que s’han generat. És a dir on coincideixen 
tots els nodes, s’ha introduït un valor arbitrari molt gran (1000); perquè aquesta distància no 
existeix, ja que del node O al node O no pot haver-hi desplaçament.  
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Aquesta taula proporciona una solució factible, però s’ha de comprovar si és vàlida, per tant 
s’ha d’observar en quines caselles ha aparegut el valor de 1, per tal de saber si Solver ha 
utilitzat tots els nodes una i només una vegada. En aquest cas, el valor de 1 apareix a les 
caselles: 
 
 I16: del node O al node C  
 J17: del node A al node F  
 K18: del node B al node G  
 F19: del node C al node O  
 G20: del node F al node A  
 H21: del node G al node B  
 
Es pot afirmar que no és una solució vàlida, perquè el que ha fet Excel, és generar 3 subcicles; 
és a dir, no ha passat per tots els nodes realitzant un cicle hamiltonià sencer. El que ha fet 
realment ha estat agafar les distàncies més curtes entre nodes per, posteriorment, sumar-les 
dos vegades, és a dir, el que ha fet ha estat anar i tornar, per tant, ha passat 2 vegades per 





Es pot comprovar que s’han trencat tots els subcicles i que la solució final és: O-C-B-G-F-A-O, 
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El problema de l’agent viatjant també pot ser resolt correctament mitjançant l’eina 
L!	
 del programa WinQSB. Per a això, se selecciona l’opció 
		N , es designa el criteri de minimitzar la funció objectiu, s’assigna 




On s’han d’introduir els valors de les distàncies entre nodes, de la mateixa manera que a la 
resolució amb Excel. Es pot apreciar, que en aquest problema s’han introduït els valors amb 
nombres no enters; WinQSB trobarà la solució perfectament, tot i què en alguns casos no és 
recomanable introduir al programa nombres reals.  
 




I si es tria l’opció OJ	
, es pot observar que és exactament el mateix cicle que 




D’aquesta manera es pot donar per finalitzada la resolució de la segona part del problema 2. 
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3.5. Plantejament del Problema 3 
 
Un enginyer d’edificació és el director d’execució de les obres d’urbanització d’un solar en el 
qual es vol construir una zona residencial. En el moment d’executar els col· lectors que 
connectaran les diferents arquetes de la xarxa clavegueram de la futura urbanització, es troba 
amb el problema que la quantitat de tubs per connectar les arquetes és molt escassa i no se 
sap amb exactitud si serà suficient per tal de dur a terme totes les connexions necessàries.  El  




El director d’execució de l’obra ha de resoldre el problema per a què sigui possible realitzar les 
connexions en la seva totalitat optimitzant al màxim el material de tubs d’evacuació d’aigües 
residuals. 
 
Posteriorment, s’ha d’executar la construcció d’un col· lector de recollida d’una instal·lació 
d’aprofitament d’aigües pluvials, que travessi tota la urbanització. Per això, s’ubicaran arquetes 
contigües, però independents a les de clavegueram; que seran les que recolliran l’aigua pluvial 
per tal d’enviar-la al col·lector. Aquest, finalment, estarà connectat a un dipòsit que 
emmagatzemarà tota l’aigua recollida, la qual s’utilitzarà pel reg del jardí comunitari de la futura 
zona residencial.  
 
L’objectiu és que el col·lector recorri tota la urbanització, amb la menor longitud possible. La 
finalitat de col·locar arquetes contigües, és per aprofitar l’excavació feta per a la instal·lació 
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3.6. Resolució del Problema 3 
 
En aquest problema, en primer lloc, s’ha de resoldre un problema de l’arbre d’expansió mínim 
sobre el graf següent, on els nodes o vèrtexs representen les arquetes i els arcs la distància 




S’ha de determinar l’arbre d’expansió mínim degut a què una xarxa de clavegueram ha de tenir 
connectades totes les seves arquetes per a què es pugui realitzar la connexió amb la xarxa 
general. En aquest cas, se suposa que aquesta xarxa estarà situada al carrer general, ubicat al 
sud del plànol de situació i emplaçament; per tant el pendent dels tubs de la instal·lació anirà 
en direcció nord-sud. D’aquesta manera els nodes més propers a aquest carrer són els nodes 
A i B; arbitràriament, però, s’escollirà el punt de partida des del node A. Cada node representa 




El problema de l’arbre d’expansió mínima es pot resoldre d’una manera bastant directa, perquè 
es tracta d’un dels pocs problemes d’investigació operativa en el qual ser ambiciós a 
cadascuna de les etapes del procediment condueix, al final, a una solució òptima. Així, amb 
l’inici a qualsevol node, la primera etapa consisteix a escollir la branca més curta possible a un 
altre node, sense preocupar-se de l’efecte que aquesta elecció pugui tenir a les decisions 
posteriors. 
 
A la segona etapa es tracta d’identificar el node no-connex que estigui més a prop de qualsevol 
dels dos nodes que s’acaben de connectar, i posteriorment, s’ha d’agregar la lligadura (arc) 
corresponent a la xarxa.  Aquest procés es repeteix segons el que s’ha explicat a l’apartat 6.7 
“Algorisme de Prim-Kruskal” del bloc 1, fins que s’hagin connectat tots els nodes. 
 
En resum, l’algorisme per al problema de l’arbre d’expansió mínima es divideix en els següents 
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1. Se selecciona, de manera arbitrària, qualsevol node i es connecta, és a dir, se li afegeix 
una lligadura o arc, al node diferent més proper. 
2. S’identifica el node no-connectat més proper a un node connex i es connecten aquests 
dos nodes, és a dir, se li agrega una lligadura o arc entre ells. Aquest pas es repeteix 
fins que tots els nodes estan connectats. 
3. Empats: els empats per al node més proper diferent (pas 1) o per al node no connectat 
més proper (pas 2), es poden trencar de forma arbitrària i l’algorisme ha d’arribar, 
igualment, a una solució òptima. No obstant, aquests empats signifiquen que poden 
existir, però no necessàriament, solucions òptimes múltiples. Totes aquestes solucions 
es poden identificar si es treballa amb les diferents formes de trencar els empats fins al 
final. 
 
La manera més ràpida d’executar aquest algorisme de forma manual, amb la qual es garanteix 




De la mateixa manera que s’ha explicat a l’apartat 6.7 
del bloc 1, s’escull un node de partida; el node A. Els 
nodes candidats són els que hi ha marcats en color 
blau. Aquests nodes són els que es podrien 
comunicar amb el node A, però s’ha d’escollir el que 
tingui la distància més curta; en aquest cas és el 
node B. La lligadura o arc té una longitud de 34.1 
metres. 
 
Es torna a repetir el mateix pas. Del node A, s’escull 
el node C, perquè és el qual té la distància menor: 
35.8 metres. 
 
Del node C, s’escull el node F. Distància 33.7 metres. 
 
Del node F, s’escull el node I. Distància 33.7 metres. 
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Del node I, s’escull el node L. Distància. 33.7 metres. 
 
Del node L, s’escull el node O. Distància 33.7 metres;  
 
Del node O, s’escull el node P. Distància 33.8 metres. 
 
Del node P, s’escull el node Q. Distància 27.9 metres;  
 
Del node P, s’escull el node M. Distància 33.7 metres. 
aquest ha estat escollit de forma arbitrària perquè es 
pot observar que es produeix un empat amb el node 
N, que també té una lligadura o arc de distància 33.7 
metres, respecte del punt Q. 
 
Del node M, s’escull el node N. Distància 27.9 metres 
 
Del node M, s’escull el node Q. Distància 33.7 
metres; aquest ha estat escollit de forma arbitrària 
perquè es pot observar que es produeix un empat 
amb el node K, que també té una lligadura o arc de 
distància 33.7 metres, respecte del punt N. 
 
Del node J, s’escull el node K. Distància 27.9 metres 
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Del node J, s’escull el node G. Distància 33.7 metres; 
aquest ha estat escollit de forma arbitrària perquè es 
pot observar que es produeix un empat amb el node 
H, que també té una lligadura o arc de distància 33.7 
metres, respecte del punt K. 
 
Del node G, s’escull el node H.. Distància 27.9 
metres. 
 
Del node G, s’escull el node D. Distància 33.7 metres; 
aquest ha estat escollit de forma arbitrària perquè es 
pot observar que es produeix un empat amb el node 
E, que també té una lligadura o arc de distància 33.7 
metres, respecte del punt H. 
 
Del node D, s’escull el node E. perquè és l’únic node 
no-connex més proper. Distància 27.9 metres 
 
Es retorna al node Q, perquè és el node no connex 
més proper als restants connexos i s’escull el node S. 
Distància 41.9 metres. 
 
Del node S, s’escull el node R; l’últim node no 
connex. Distància 33.8 metres.  
 
Es pot observar que s’ha obtingut una xarxa connexa 
mitjançant un arbre d’expansió de longitud total 588.5 
metres, passant pels nodes A-B-C-F -I-L-O-P-Q-M-N-
J-K-G-H-D-E-S-R. 
 
Com es pot comprovar, tots els nodes han quedat connectats, per la qual cosa, aquesta és la 
solució òptima que es buscava, amb una longitud total de tub de 588.5 metres. Si se 
substituïssin els vèrtexs: P-M per Q-N; M-J per N-K; J-G per K-H i D-G per E-H, s’obtindria la 
mateixa longitud de branques de l’arbre d’expansió, per tant, es pot afirmar que existeixen 
diversos òptims. 
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El problema de l’arbre d’expansió mínim també pot ser resolt correctament amb el mòdul 
L!	
 del programa WinQSB. Aquest, també ofereix l’opció d’introduir les dades 
d’una xarxa de manera gràfica, és a dir, dibuixant els nodes i agregant les distàncies entre ells, 
d’aquesta manera dibuixa automàticament els vèrtexs o arcs.  
 
En aquest cas, s’opta per denotar les dades en forma matricial i obtenir la resolució de l’arbre 
d’expansió mínim, iteració per iteració, de la següent manera:   
 
 
Iteració 1: Node A – Node B: 34.1 metres Iteració 2: Node A – Node c: 35.8 metres 
  
Iteració 3: Node C – Node F: 33.7 metres Iteració 4: Node F – Node I: 33.7 metres 
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Iteració 7: Node C – Node D: 33.8 metres Iteració 8: Node D – Node E: 27.9 metres 
  
Iteració 9: Node D – Node G: 33.7 metres Iteració 10: Node G – Node H: 27.9 metres 
  
Iteració 11: Node G – Node J: 33.7 metres Iteració 12: Node J – Node K: 27.9 metres 
  
Iteració 13: Node J – Node M: 33.7 metres Iteració 14: Node M – Node N: 27.9 metres 
  
Escola Politècnica Superior    Treball Final de Grau – Bloc 2 
Grau en Enginyeria d’Edificació   3 – Problemes aplicats a l’Enginyeria d’Edificació 





Iteració 15: Node M – Node P: 33.7 metres 
 
Iteració 16: Node P – Node Q: 27.9 metres 
  
Iteració 17: Node Q – Node S: 41.9 metres Iteració 18: Node R – Node S: 33.8 metres 
  
 
Es pot comprovar a la taula següent de resultats que la solució obtinguda té exactament el 
mateix resultat que la resolució manual. En aquest cas l’arbre d’expansió mínim queda 
comprès entre els nodes A-B-C-D-E-F-H-I-K-L-N-O-P-Q-S-R, amb una longitud de 588.5 
metres; que correspon a la solució alternativa comentada anteriorment, cosa que justifica 




D’aquesta manera es pot donar per finalitzada la primera part de la resolució del problema 3 
 
Escola Politècnica Superior    Treball Final de Grau – Bloc 2 
Grau en Enginyeria d’Edificació   3 – Problemes aplicats a l’Enginyeria d’Edificació 




La segona part del problema 3 es tracta d’un problema del camí mínim, del graf anterior, el 




L’objectiu és esbrinar la longitud mínima que hi ha des del node A (origen), fins al node S 
(destí), per tal de saber quin ha de ser el recorregut que ha de realitzar el col·lector de recollida 
d’aigües pluvials, de tal manera que es puguin ubicar arquetes paral·leles, però independents, 
a les de clavegueram, amb la finalitat d’aprofitar l’excavació feta inicialment. Les arquetes de 
recollida d’aigües pluvials són com la que es mostra al croquis següent: 
 
 
És a dir, l’aigua pluvial que s’acumuli a la superfície total de la futura urbanització, es recollirà 
en un sol col·lector que serà l’encarregat d’enviar-la a un dipòsit acumulador. És a dir, tota la 
superfície tindrà un pendent del 2%, que estarà encarat a la posició de les arquetes que 
comuniquen amb el col·lector; de forma que es pugui evacuar tota la zona residencial amb un 
sol col·lector, el qual tingui les dimensions suficient per a poder transportar tot el cabal d’aigua 
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Un problema del camí mínim es pot resoldre, com s’ha explicat a l’apartat 6.8 del bloc 1, amb 
l’algorisme de Dijkstra: 
 
 
De la mateixa manera que s’ha explicat a 
l’apartat 6.8 del bloc 1, s’escull un node de 
partida; el node A. Aleshores, s’estudien tots 
els nodes que comuniquen amb ell; els quals 
són anomenats nodes candidats. D’aquests 
nodes candidats, s’ha d’escollir el que tingui 
la distància menor al node A; és a dir, el node 
B. Distància 34.1 metres;  A-B 
 
Aquest pas s’ha de repetir, estudiant tots els 
nodes candidats contínuament; són les 
iteracions. En aquesta iteració s’escull, des 
del node B, el node E. Distància 45.3 metres: 
A-B-E 
 
Del node E, s’escull el node D; amb una 
distància de 27.9 metres. No obstant, es pot 
comprovar que la distància més curta del 
node A, al node D, és accedir-hi directament; 
és a dir, A-D; amb una distància de 44.4 
metres. 
 
Aleshores, des del node D, es continua el 
mateix procediment, i s’escull el node E, amb 
una distància de 27.9 metres. A-D-E. 
 
Del node E, s’escull el node H, amb una 
distància de 33.7 metres. A-D-E-H. 
 
Del node H, s’escull el node G, amb una 
distància de 27.9 metres. No obstant, es 
comprova que la distància més curta per 
arribar al node G, és accedir-hi des del node 
D, amb una distància de 33.7 metres; A-D-G. 
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Aleshores, des del node G, es continua el 
mateix procediment, i s’escull el node H, amb 
una distància de 27.9 metres. A-D-G-H. 
 
 
Des del node H, s’escull el node K, amb una 
distància de 33.7 metres. A-D-G-H-K. 
 
Des del node K, s’escull el node J, amb una 
distància de 27.9 metres. No obstant, es 
comprova que la distància més curta per 
arribar al node J, és accedir-hi des del node 
G, amb una distància de 33.7 metres; A-D-G-
J. 
 
Des del node J, s’escull el node K, amb una 
distància de 27.9 metres. A-D-G-J-K. 
 
Del node K, s’escull el node N, amb una 
distància de 33.7 metres. A-D-G-J-K-N. 
 
Des del node N, s’escull el node M, amb una 
distància de 27.9 metres. No obstant, es 
comprova que la distància més curta per 
arribar al node M, és accedir-hi des del node 
J, amb una distància de 33.7 metres; A-D-G-
J-M. 
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Del node M, s’escull el node N, amb una 
distància de 27.9 metres. A-D-G-J-M-N. 
 
Del node N, s’escull el node Q, amb una 
distancia de 33.7 metres 
 
Des del node Q, s’escull el node P, amb una 
distància de 27.9 metres. No obstant, es 
comprova que la distància més curta per 
arribar al node P, és accedir-hi des del node 
M, amb una distància de 33.7 metres; A-D-G-
J-M-P. 
 
Del node P, s’escull el node Q, amb una 
distància de 27.9 metres. A-D-G-J-M-P-Q. 
 
Del node Q, s’escull el node S, amb una 
distància de 41.9 metres. No obstant, es 
comprova que la distància més curta per 
arribar al node P, és accedir-hi des del node 
M, amb una distància de 44.4 metres; A-D-G-
J-M-P-Q-S. 
 
El camí més curt és: A-D-G-J-M-P-Q-S, amb 
una distància total de 223.6 metres. 
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El problema del camí més curt també pot ser resolt mitjançant el mòdul L!	
 de 
WinQSB. De la mateixa manera que al problema de l’arbre d’expansió mínim, la resolució es 
pot efectuar iteració per iteració; el procediment que fa WinQSB és agafar el punt origen i 
comprovar la seva distància respecte de cada node de la xarxa. Llavors agafa el camí més curt 
des del node A, al node S. 
 
Iteració 1: Node A  Nodes candidats: B,C i D Iteració 2: Node B  Nodes candidats: A,C i D 
  
Iteració 3: Node C  Nodes candidats: D,F i G Iteració 4: Node D  Nodes candidats: E,F,G i H 
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Iteració 7: Node G  Nodes candidats:  H, I, J i K Iteració 8: Node H  Nodes candidats: J i K 
  
Iteració 9: Node I   Nodes candidats: J, L i M Iteració 10: Node J  Nodes candidats: K, L, M i N 
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Iteració 13: Node M   Nodes candidats: N, O, P i Q Iteració 14: Node N  Nodes candidats: P i Q 
  
Iteració 15: Node O   Nodes candidats: P, R i S Iteració 16: Node P  Nodes candidats: Q, R, i S 
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És a dir, el pendent d’evacuació d’aigües pluvials de la xarxa de recollida s’haurà d’encarar cap 
al centre de la urbanització. A més, també mostra una taula amb les distàncies unitàries 
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4. Conclusions i valoracions 
 
El desenvolupament de la Programació Lineal (PL) està classificat entre els avenços científics 
més importants de mitjans del segle XX. Actualment, és una eina comú que ha estalviat moltes 
despeses a diverses companyies i negocis, incloent-hi indústries mitjanes de diferents països 
del món. Expressat breument, el tipus més comú d’aplicació avarca el problema general 
d’assignar recursos limitats entre activitats competitives de la millor manera possible; és a dir, 
de forma òptima.  
 
Com s’ha pogut observar durant tot el desenvolupament del treball, la varietat de situacions a 
les quals se’ls hi pot aplicar aquesta descripció és, per descomptat, molt gran; no obstant, 
l’element comú de totes aquestes situacions és la necessitat d’assignar recursos a les 
activitats. Amb freqüència, seleccionar una alternativa inclou satisfer diversos criteris al mateix 
temps; aquests poden ser dividits en dos categories: restriccions i objectiu. Les restriccions són 
les condicions que han de satisfer una solució que està sota consideració. Si diverses 
alternatives satisfan totes les restriccions, l’objectiu s’utilitza per a seleccionar entre totes les 
alternatives factibles. 
 
Un altre aspecte important a tenir en compte és que la PL, és una tècnica determinista, és a dir, 
no inclou probabilitats i utilitza un model matemàtic per tal de descriure el problema. En primer 
lloc, la paraula programació no es refereix a la programació en computadores; en aquest cas, 
és un sinònim de planificació.  
 
D’altra banda, l’adjectiu lineal significa que totes les funcions matemàtiques del model han de 
ser, necessàriament, funcions lineals. D’aquesta manera, es pot dir que la PL tracta la 
planificació de les activitats per tal d’obtenir un resultat òptim; això significa que el resultat, el 
qual millor assoleixi l’objectiu especificat (segons el model) entre totes les opcions de solució. 
Tot i què l’assignació de recursos a les activitats és l’aplicació més freqüent, la PL, disposa de 
moltes altres possibilitats. De fet, i com s’ha vist, qualsevol problema, el model matemàtic del 
qual, s’ajusti al format general del model, és un problema de PL. Existeix un nombre de 
suposicions realitzades a cada model; la utilitat d’un model està directament relacionada amb la 
realitat dels supòsits.  
 
Lògicament, és difícil que un problema compleixi amb totes les suposicions de manera exacta, 
però aquest fet no negarà la factibilitat d’ús del model. Llavors, un model pot ser útil encara que 
difereixi de la realitat, sempre i quan se sigui consistent amb els requeriments més estrictes a 
dins del model i es tenen clares les seves limitacions a l’hora d’interpretar els resultats.  
 
Com s’ha explicat al bloc 1 del treball, existeixen limitacions pràctiques per a l’ús de la PL. Una 
d’elles es relaciona amb els càlculs; generalment es necessita una computadora. 
Desafortunadament, les calculadores,  incloent-hi les programables són poc útils, perquè la PL 
necessita una gran quantitat de memòria d’emmagatzematge; per tant, si no es té accés a una 
computadora, es romandrà limitat a problemes molt senzills.  
 
L’altra limitació es refereix al cost de formular un problema de PL. En teoria, es podria utilitzar 
la PL, per exemple, per a realitzar les compres setmanals d’aliments. No obstant, seria 
necessari conèixer totes les compres possibles que es poden realitzar (variables), a més de 
cada restricció.  És obvi que el cost d’obtenir totes aquestes dades excedeix d’allò que es 
podria estalviar si s’efectuessin les compres òptimes.  
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La part més difícil de la PL, és reconèixer quan aquesta pot ser aplicada i formular el problema 
matemàticament. Un cop efectuada aquesta part, la resolució del problema sempre és fàcil. 
 
L’estructura del treball ha estat dividida en dos blocs. Al primer, en primer lloc, s’ha fet una 
recerca bibliogràfica suficient per tal de poder explicar la modelització de problemes de 
programació lineal que han estat creats i aplicats al llarg de tota la història de la PL. Com s’ha 
explicat al prefaci inicial, els coneixements matemàtics per a dur a terme i entendre aquesta 
metodologia de treball, són els que s’han assolit a les assignatures de Càlcul i Estadística i 
Àlgebra Lineal, de primer curs d’Enginyeria d’Edificació. 
 
Si es consulta, l’apartat 3 (pàgines 1 i 2) de la ORDEN ECI/3855/2007, de 27 de diciembre es 
pot comprovar que la PL contribueix en el compliment de tres dels objectius establerts per a la 
titulació d’Enginyer d’Edificació; aquests són: 
 
1. Dirigir l’execució material de les obres d’edificació, de les seves instal·lacions i 
elements, portant a terme el control qualitatiu i quantitatiu del construït mitjançant 
l’establiment i gestió dels plans de control de materials, sistemes i execució d’obra, 
elaborant els corresponents registres per a la seva incorporació al Llibre de l’Edifici. Dur 
el control econòmic de l’obra elaborant les certificacions i la liquidació de l’obra 
executada. 
2. Assessorar tècnicament en els processos de fabricació dels materials i elements 
utilitzats en la construcció dels edificis 
3. Gestionar el procés immobiliari en el seu conjunt. Ostentar la representació tècnica de 
les empreses constructores en obres d’edificació. 
 
Durant el desenvolupament dels problemes de PL aplicats a l’Enginyeria d’Edificació del bloc 2, 
s’ha pogut comprovar com s’han seguit els passos dels models de problemes explicats a 
l’apartat 6 del bloc 1 (el model del transport, el model de l’assignació, el model de l’agent 
viatjant, etc.).  
 
Això ha estat degut a què l’objectiu del treball no ha consistit, en cap moment, a crear 
algorismes, demostracions matemàtiques, o tasques similars, sinó en seguir algorismes ja 
creats i verificats, amb el convenciment que utilitzant-los es pot arribar a resultats molt 
aproximats a la realitat.  
 
L’avantatge més significatiu dels models de problemes és que aquests ja tenen un procediment 
o algorisme assignat, per tant, la comprensió i assimilació dels seus algorismes és fàcilment 
assequible. Aleshores, la tasca principal de l’analista consisteix a identificar les variables, les 
restriccions i els objectius, aplicar-los i resoldre el problema seguint els passos que indica 
l’algorisme del model corresponent.  
 
L’aplicació de la modelització de problemes de PL a l’Enginyeria de l’Edificació, com a totes les 
seves altres aplicacions, té el principal benefici que existeixen molts casos i supòsits en els 
quals es poden utilitzar gairebé tots els models, obtenint resultats que podrien ser vàlids en 
casos reals. Cal destacar que en aquest treball s’han exposat 10 modelitzacions, de les quals 
se n’han aplicat 7; que són les quals fan més referència a problemes d’enginyeria. 
 
No obstant, en Enginyeria d’Edificació en alguns casos no és assequible l’aplicació d’un model 
de problema de PL, perquè, en casos reals, els resultats no podrien ser aplicats; com per 
exemple, els supòsits que es comenten a continuació. 
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• Supòsit 1 
 
Pensar en la possibilitat de minimitzar els costos de producció del formigó; essent els seus 
materials components les variables i les quantitats mínimes necessàries de material, les 
restriccions: 
 
Un promotor vol construir una edificació a un solar llunyà. Per a l’execució de l’estructura 
necessita produir el formigó “in situ”, però aquest ha de ser produït a quatre llocs diferents a 
l’obra, ja que el formigó es produeix a partir de la barreja de diversos materials (ciment, grava, 
etc.).  
 
La següent taula mostra les quantitats màximes disponibles per a cadascun dels materials i els 
costos de transport (arbitraris) de cada origen de producció a l’obra: 
 
Tipus de material Quantitat disponible (m
3
) Cost del transport (€/m
3) 
A 8000 5.2 
B 16000 7.5 
C 9000 3.9 
D 6000 5.1 
 
Per a la construcció de l’estructura s’utilitzaran dos tipologies de formigó, que es produiran amb 
diferents barreges dels quatre materials amb els següents requisits: 
 
 Barreja 1: com a molt, pot contenir un 50% d’ingredients de A i B simultàniament; com 
a mínim ha de contenir un 10% d’ingredients de C. Els ingredients de A, B, C i D han 
de suposar, almenys, el 98% de la barreja. 
 
 Barreja 2: l’ingredient A ha d’estar present en, almenys, el 20% de la barreja; C i D han 
de suposar almenys la meitat de A i B. Els ingredients de A, B, C i D han de suposar, 
almenys, el 99% de la barreja. 
 
La següent taula mostra els costos de cada barreja i les quantitats mínimes requerides: 
 
Tipus de formigó Cost de la barreja (€/m
3
) Quantitat mínima requerida (m
3
) 
A 5.7 9000 
B 6.3 15000 
 
L’objectiu és produir la quantitat necessària de formigó amb el menor cost possible; per tant el 
problema a plantejar seria el següent: 
 
- &- denota la quantitat en m3 de material A utilitzat a la barreja 1.  
 
- &0 denota la quantitat en m3 de material D utilitzat a la barreja 2. 
 
- A més, - denotarà la quantitat en m3 de formigó produït per la barreja 1 i 0  la 
quantitat en m3, de formigó produït per la barreja 2. 
 
La funció objectiu seria: 
 





Escola Politècnica Superior    Treball Final de Grau – Bloc 2 
Grau en Enginyeria d’Edificació   4 – Conclusions i valoracions 
Bruno Moreno Cuesta 
 
180 
Subjecta a les següents restriccions: 
 
 &-	+	&0 > 8000  
 &-+ &0 	> 16000 
 &-+ &0 	> 9000 
 &-+ &0 	> 6000 
 - D 9000 
 0 D 15000 
 &- + &-− 0,5- > 0 
 &-− 0,1- D 0 
 &- + &-+ 	&- + &-− - > 0 
 &- + &-+ 	&- + &-− 0,98- D 0 
 &0 − 0,20 D 0 
 &0+ &0 − 0,5(&0 + &0) D 0 
 &0 + &0+ 	&0 + &0− 0 > 0 
 &0 + &0+ 	&0 + &0− 0.990 D 0 
 &-, … , &0,-, 0 D 0 
 
Es pot comprovar que aquest problema es tracta d’un model de la dieta, i podria ser resolt 
perfectament. No obstant, si es consulten els apartats 37.3.1 i 37.3.2 de la EHE 08, referents a 
la dosificació adequada del formigó, es podrà donar per suposat, que independentment dels 
costos de producció que aquest tingui, les quantitats dels seus components, no es poden 
minimitzar més enllà del que indica la corresponent Instrucció. 
 
• Supòsit 2 
 
Es vol saber quina és la capacitat màxima de recollida d’aigües d’una una infraestructura 
d’aprofitament d’aigües pluvials, d’aigües subterrànies, etc. El graf d’aquesta instal·lació és el 








Croquis de la instal·lació d'aprofitament d'aigua del Campus de Cappont [1.1] 
Aquesta instal·lació està dissenyada per a recollir aigua pluvial, aigua subterrània, aigua 
provinent d’una sèquia de reg, etc. És a dir, existeixen diverses fonts i si, a més, s’observa la 
figura es pot apreciar que l’aigua recollida està destinada a abastir 6 punts de reg, que serien 
els nodes destí.  
 
 
Escola Politècnica Superior    Treball Final de Grau – Bloc 2 
Grau en Enginyeria d’Edificació   4 – Conclusions i valoracions 
Bruno Moreno Cuesta 
 
181 
Aleshores es tractaria de determinar el flux màxim d’una xarxa, mitjançant l’algorisme de Ford-
Fulkerson, explicat a l’apartat 6.9 del bloc 1. 
 
No obstant, la metodologia d’aquest algorisme consisteix a trobar la capacitat màxima de 
transport de flux d’una xarxa connexa i dirigida, la qual té només un node origen, diversos 
nodes de transbord i un node destí, essent les restriccions la quantitat de flux que pot ser 
transportada entre cadascun dels vèrtexs o connexions (canonades, en aquest cas). Amb la 
qual cosa, aquest algorisme no proporcionaria el resultat de la quantitat d’aigua recollida total, 
degut a què aquesta és una dada que prèviament hauria de ser coneguda per a resolució del 
problema. Aquesta resolució consistiria a escollir el camí pel qual hi pot circular el màxim cabal 
o flux d’aigua, coneixent tots els camins possibles del graf o xarxa, les seves capacitats i la 
ubicació del node destí. 
 
En qualsevol cas, en Enginyeria d’Edificació la Programació Lineal, que només utilitza 
restriccions lineals i moltes variables, pot contribuir a reduir el consum i la despesa de recursos, 
tant materials com econòmics. Per aquest motiu, també podria resultar útil i de gran ajut a les 
empreses promotores i constructores, l’estudi d’aplicació d’altres mètodes d’optimització, no 
lineals, amb poques variables i restriccions més complexes, els quals potser tindrien menys 
limitacions que la Programació Lineal.  
 
En definitiva aquest mètode d’optimització és capaç de resoldre múltiples situacions de 
l’Enginyeria d’Edificació en les quals és necessari minimitzar la despesa o maximitzar els 
beneficis. Per la qual cosa i degut a la situació econòmica actual del món de la construcció, 
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