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Resumen 
 
La reconstrucción y el modelado de caras 3D son áreas de investigación 
actualmente muy activas debido a su implicación en gran número de 
aplicaciones como son la vídeo conferencia en 3D, reconocimiento facial en 
3D, modelado de caras en video juegos, etc… Por este motivo, el objetivo 
principal de este proyecto está enfocado en el ajuste de un modelo genérico 
3D (Candide) mediante las características faciales de un individuo a partir de 2 
imágenes de su cara. 
 
El modelo genérico se modifica a través de unos parámetros faciales que 
permiten variar las características de la cara, así como las expresiones de 
esta. Estos parámetros están basados en las FAP (Facial Animation 
Parameters) y las FAU (Facial Animation Units) del Estándar MPEG 4. 
 
Las modificaciones que deben aplicarse sobre este modelo genérico, 
denominado Candide, vienen determinadas por las propias características 
faciales del individuo. Para conocerlas es necesario extraer las coordenadas 
de una serie de puntos que determinan la forma y tamaño de los ojos, la nariz, 
la boca y la cara. Estos puntos se extraen de dos imágenes ortogonales, una 
muestra la cara frontal y la otra el perfil. 
 
Conocidas las características faciales del individuo se calculan, mediante un 
algoritmo, las transformaciones que deben aplicarse sobre el modelo para 
ajustarlo a los puntos faciales más relevantes del individuo. Obtenida esta 
información, las modificaciones se aplican sobre el modelo facial Candide y los 
resultados se visualizan gracias a la utilización de las librerías de gráficos 
OpenGL. 
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Overview 
 
At the moment the reconstruction and the modeling of 3D faces are very active 
investigation areas due to their implication in great number of applications as 
video conferences, facial recognition, modeling of faces in video games, etc…. 
For this reason, the main objective of this project is focused in the adjustment 
of a generic model 3D (Candide) using the facial characteristics of a person 
extracted from two images of their face. 
 
The generic pattern modifies through some facial parameters that allow varying 
the characteristics of the face, as well as the expressions of this. These 
parameters are based on FAP (Facial Animation Parameters) and FAU (Facial 
Animation Units) of MPEG-4 standard. 
 
The modifications that should be applied on this generic model, called 
Candide, come determined by the individual's facial own characteristics. To 
know them it is necessary to extract the coordinates of a series of points that 
determine the form and size of the eyes, the nose, the mouth and the face. 
These points are extracted of two orthogonal images one shows the front face 
and the other one the profile. 
 
Well-known the man's facial characteristics are calculated, using an algorithm, 
the transformations that should be applied on the pattern to adjust it to the 
individual's facial more outstanding points. Obtained this information, the 
modifications are applied on the facial pattern Candide and the results are 
visualized thanks to the use of the bookstores of graphic OpenGL. 
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INTRODUCCIÓN 
 
 
El objetivo de este proyecto es la definición, la implementación software y el 
análisis de un procedimiento que nos permita ajustar un modelo facial 
tridimensional genérico a las características faciales específicas de un individuo 
a partir de dos imágenes de su rostro, una que muestre su cara vista desde el 
frente y otra desde el perfil derecho. De esta manera, a partir de dos imágenes 
2D, se puede obtener un modelo 3D de una persona en concreto. Esto es muy 
útil para realizar algoritmos de reconocimiento en 3D, que presentan una mayor 
robustez a problemas como la iluminación o la pose debido a que se incorpora 
la información de profundidad. 
 
Este proyecto está estructurado de la siguiente manera: en el primer capítulo 
se hace una pequeña introducción al mundo del procesado de caras en la que 
se explican las ventajas y desventajas de la utilización de algoritmos 2D y 3D y 
la evolución del modelo facial tridimensional más difundido en el campo de la 
visión computacional denominado Candide, así como las unidades de 
animación facial utilizadas para su modelado. 
 
El segundo capítulo trata sobre como se ha hecho la adquisición de las 
imágenes y se realiza una análisis detallado de los puntos más característicos 
que se utilizan para la caracterización de un individuo. Puntos que se utilizan 
para el ajuste del modelo facial Candide. 
 
En el tercer capítulo se hace un análisis detallado de la filosofía utilizada para 
el modelado del Candide a partir de las imágenes, empezando por la 
adquisición y procesado de los puntos más relevantes de la cara del individuo, 
pasando por el algoritmo para obtener los valores de las modificaciones y 
ajustes a realizar sobre el modelo y terminando con el visionado por pantalla de 
los resultados obtenidos. 
 
En el cuarto capítulo se realiza una breve introducción del funcionamiento del 
software CandideFitter 1.0 así como de algunas de las aplicaciones más 
interesentes para llevar a cabo este proyecto como puede ser el KLT Feature 
Tracker. También hay un apartado destinado a explicar la filosofía del OpenGL 
que se utiliza para tratar y visualizar por pantalla los objetos tridimensionales. 
Por último, una breve explicación de cómo deben cargarse las imágenes en el 
software para poder ser tratadas. 
 
En el quinto y último capítulo se encuentran las conclusiones extraídas de las 
distintas simulaciones realizadas y las futuras líneas de investigación 
relacionadas con la mejora del modelado facial y de algunas de las 
herramientas utilizadas con este fin. 
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CAPÍTULO 1. PROCESADO DE CARAS 
 
 
1.1. Introducción. 
 
Durante los últimos 10 años, aproximadamente, el reconocimiento de caras se 
ha convertido en un área de investigación muy popular y en una de las 
aplicaciones con más éxito en el análisis de imágenes y su interpretación.  
 
El rostro es una de las partes del cuerpo humano más relevante, puesto que 
participa en las interacciones sociales humanas. Además, aparece en un gran 
porcentaje de escenas visuales adquiridas por cámaras para transmisión, 
almacenamiento o comunicación. 
Como consecuencia, las investigaciones desarrolladas en este campo 
interesan tanto a informáticos como a neurólogos y sociólogos, puesto que se 
cree que los avances en las investigaciones de visión artificial proporcionarán 
una nueva percepción del funcionamiento del cerebro humano tanto en el 
campo de la neurología como en el de la psicología. 
 
Una de las áreas del procesado de caras más importante, es la del 
reconocimiento o identificación de personas. En el reconocimiento de caras 2D 
a partir de imágenes, ya sean en color o en blanco y negro, los valores 
proporcionados al sistema no sólo dependen de la identidad de la persona, sino 
también de parámetros como la posición y la iluminación. Las variaciones de 
posición e iluminación pueden producir cambios mucho más significativos que 
los que puede haber entre imágenes de dos personas distintas. Estos 
parámetros son el principal desafío del reconocimiento de caras. 
 
La meta de los algoritmos de reconocimiento 2D es separar las características 
faciales, que son determinadas por formas intrínsecas y el color o textura de la 
superficie facial, a partir de las condiciones aleatorias en las que se generó la 
imagen. Los resultados obtenidos por la mayoría de algoritmos 2D pueden 
considerarse relativamente buenos en entornos controlados, donde las 
condiciones de iluminación y las variaciones de posición de la cara son 
mínimas. Un ejemplo típico de entorno controlado es el control de acceso a una 
zona restringida. El principal problema viene en entornos no controlados ya que 
la información de textura no parece ser suficiente para resolver problemas 
como la iluminación o la pose de una cara. Por este motivo, actualmente, existe 
una tendencia hacia el reconocimiento facial 3D, en el que se incluye una 
nueva variable además de la textura: la profundidad. 
 
Mediante la utilización de modelos 3D, además de conocer la forma y la textura 
de una cara, también conseguimos información de su profundidad, por tanto, 
conocemos la apariencia de un individuo desde todos los posibles ángulos 
facilitando así su reconocimiento en una imagen. 
Si a todo esto añadimos la posibilidad de aplicar algoritmos, como los utilizados 
en las investigaciones de Vetter y Blanz [12] para separar la forma de la 
orientación del rostro y también para diferenciar la textura de las condiciones 
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de iluminación, los resultados de reconocimiento en entornos fuera de control 
mejoran considerablemente.  
Además de estas condiciones aleatorias, otro problema a tener en cuenta en el 
reconocimiento o identificación de caras consiste en la necesidad de una base 
de datos muy amplia que contenga imágenes de rostros humanos para poder 
extraer los modelos 3D y, de este modo, identificar o verificar la aparición de 
una o más personas en una imagen estática o en la escena de una grabación 
de vídeo. La mayor base de datos que almacena imágenes de este tipo es la 
de la policía. Por este motivo, en este proyecto, se utilizan imágenes del perfil y 
la parte frontal de caras humanas. 
 
En el siguiente apartado se hace un pequeño resumen de algunos de los 
sistemas de adquisición de datos 3D utilizados en la actualidad. 
 
 
1.2. Adquisición de datos tridimensionales. 
 
Existen distintos sistemas de captación para la adquisición de informaición 3D. 
Estos sistemas son los más utilizados actualmente por los grupos de 
investigación en el campo del reconocimiento de caras tridimensionales. 
 
 
1.2.1. Sistema multicámara. 
 
En esta técnica se pueden utilizar 2, 3, 4 o tantas lentes como se considere 
necesario. En el caso de utilizar sólo dos lentes el sistema se conoce con el 
nombre de sistema estereoscópico y surge de la idea de simular el sistema 
visual humano compuesto por dos ojos. 
 
 
 
Fig.1.1 (a) Cámara HDV utilizando dos lentes, (b) Esquema de captación 
referenciado a los dos puntos de colocación de las lentes. 
 
  
Partiendo del conocimiento de la colocación de las lentes en el espacio se 
conoce la posición de los puntos para cada uno de los objetivos. Al comparar 
ambas imágenes surge cierta disparidad. Hay algunos algoritmos que intentan 
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mejorar estas diferéncias existentes entre las imágenes. La figura 1.1.b 
muestra el esquema de captación de las mismas. 
 
 
1.2.2. Sistema de luz estructurada 
 
Este sistema permite obtener una nube de puntos tridimensional a partir de la 
proyección de una parrilla, utilizando un proyector, sobre el objeto que 
captamos con la cámara.  
 
   
 
 
Fig.1.2 (a) Captura del objeto mediante la utilización de la parrilla, (b) Captura 
filtrada y transformada a sistema binario, (c) Muestra de la parrilla con los 
puntos encontrados, (d) Reconstrucción en relieve del objeto muestreado. 
 
 
Lo más importante de este sistema es detectar los puntos de intersección de la 
parrilla proyectada sobre el objeto. La profundidad se extrae a partir del tamaño 
de los cuadrados de la parrilla. Aquellos que se proyectan sobre el objeto son 
más pequeños y, por tanto, están más próximos que el resto. 
 
Para la adquisición de datos de rostros humanos se utiliza una parrilla de rayos 
infrarrojos. Esto resulta menos molesto para la persona sobre la que se 
proyecta. 
 
Existen muchos tipos de parrillas para esta aplicación. Dependiendo de la 
cantidad de puntos necesarios, las líneas de infrarrojos estarán más juntas o 
más separadas. También varía el color de las líneas con la finalidad de poderse 
distinguir con mayor facilidad e incluso su grosor. 
 
 
1.2.3. Cámaras de rango. 
 
Son cámaras capaces de adquirir imágenes con profundidad. Para ello se 
necesita de un proyector LCD que proyectará las matrices de calibrado y una 
cámara especial capaz de captar imágenes en relieve. 
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Fig.1.3 Figura del rostro de la escultura de la Magdalena de Donatello 
adquirida utilizando esta técnica. 
 
 
1.2.4. Sistema de escáner 3D. 
 
Es uno de los sistemas más utilizados por los grupos más punteros dedicados 
al reconocimiento tridimensional y también uno de los métodos más caros. 
 
Concretamente, para la generación de modelos faciales 3D se necesita una 
velocidad de escaneo elevada ya que el objeto del que se pretende obtener la 
información está vivo y por tanto se mueve. La máxima velocidad con la que se 
puede captar una imagen escaneada va entre 40 y 50 segundos si se trata 
solamente de la cabeza. 
 
 
 
Fig.1.4 Muestra de una cabeza escaneada 
 
 
Todos estos sistemas de adquisición de datos tridimensionales necesitan de 
hardware en ocasiones muy costoso. En este proyecto lo que se pretende 
realizar es la reconstrucción de un modelo tridimensional sin necesidad de 
equipos tan complejos. Tal y como se ha explicado en la introducción, se 
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VARIACIONES EN IMÁGENES  
DE ROSTRSO HUMANOS: 
PARÁMETROS INTRÍNSECOS:  
( Apariencia Individual ) 
- Forma  
-  Textura 
PARÁMETROS EXTRÍNSECOS: 
- Posición 
- Expresión Facial 
- Iluminación 
- Envejecimiento 
utilizan imágenes 2D para obtener la información necesaria para generar un 
modelo 3D. Pero además de adquirir los datos de dos imágenes ortogonales 
también se necesita un modelo 3D para poder trabajar sobre él. 
 
 
1.3.  Modelos 3D para el reconocimiento de caras 
 
Los modelos de caras 3D se utilizan para superar la gran cantidad de 
variaciones presentes en imágenes de rostros humanos como pueden ser la 
iluminación, la posición o la expresión facial entre otras. En el siguiente 
esquema se muestra una clasificación de las mismas:  
 
 
 
 
Durante la última década, CANDIDE ha sido el modelo facial más popular en 
los laboratorios de investigación de todo el mundo. 
Una de las razones es porque se trata de un modelo público, que se encuentra 
a disposición de todo el mundo, y relativamente sencillo de utilizar.  
Sin embargo también presenta una serie de inconvenientes, la mayor parte de 
ellos debidos a su simplicidad. La aparición del estándar MPEG-4 para la 
animación facial ha creado unas nuevas necesidades que han forzado su 
actualización, haciendo que el modelo sea compatible con los FAPs (Facial 
Animation Parameters) y los FDPs (Facial Definition Parameters) definidos en 
el propio estándar. 
 
 
1.3.1. Evolución del CANDIDE 
 
Candide es una máscara facial parametrizada que se ha desarrollado 
específicamente para la codificación de modelos basados en caras humanas. 
Su reducido número de polígonos permite una rápida reconstrucción utilizando 
una capacidad computacional moderada. 
 
El Candide original, descrito en el artículo de M. Rydfalk [10] contiene 75 
vértices y 100 triángulos, y fue creado bajo la motivación del primer intento de 
comprimir imágenes a través de la animación. Actualmente esta versión se 
utiliza en contadas ocasiones. 
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La versión más extendida es una ligera modificación del modelo que consiste 
en 79 vértices, 108 superficies y 11 Action Units. Este modelo fue creado por 
Mårten Strömberg y se llamó Candide-1. 
 
 
 
 
Fig.1.5 Candide-1 
 
 
Más tarde, Hill Welsh de British Telecom [22] creó otra versión con 160 vértices 
y 138 triángulos cubriendo toda la parte frontal de la cabeza incluyendo el pelo, 
los dientes y los hombros. Esta versión se conoce como Candide-2 y sólo 
trabaja con 6 Action Units. 
 
 
 
 
Fig.1.6 Candide-2. 
 
 
La tercera versión del Candide fue creada a partir de la original. El propósito 
principal radicaba en la simplificación de animaciones MPEG-4 “Facial 
Animation Parameters”. Por este motivo se añaden unos 20 vértices que 
corresponden a puntos característicos definidos en MPEG-4. Este modelo se 
llama Candide-3 [23], consta de 113 vértices y 168 superficies y es la versión 
del modelo más utilizado en la actualidad.  
 
 
 
 
Fig.1.7 Candide-3 
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1.3.2. Action Units1 
 
El concepto de Action Unit fue descrito por primera vez hace unos 30 años por 
el investigador suizo Carl-Herman Hjortsjö [20]. Su trabajo fue ampliado 
posteriormente por Paul Ekman y Wallac V. Friesen del Departamento de 
Psiquiatría de la Universidad de California [21]. 
 
Las Action Units tienen un valor comprendido entre -1 y 1. Cada AU tiene 
asociada una lista con los vértices del modelo a los que afecta y, a su vez, 
cada vértice tiene asociado un vector que describe su desplazamiento.  
 
El modelo facial CANDIDE-3 se controla a través de Action Units (AUs) que a 
su vez se dividen en Shape Units y Animation Units globales o locales.  
 
Con las Shape Units se describe la forma estática de la cara, son invariantes a 
lo largo del tiempo pero específicas para cada individuo. Las Animation Units 
describen la forma dinámica del rostro que varia con el tiempo y se pueden 
utilizar para animar diferentes caras.  
 
Las coordenadas de los vértices del modelo se pueden ver como un vector g~  
3N-dimensional (donde N es el número de vértices) que contiene las 
coordenadas (x, y, z) de los vértices: 
 
 
 ++= asas A  S   ~),( gg     (1.1) 
 
 
el vector g resultante contiene las nuevas coordenadas (x, y, z) del vértice. 
 
Los vectores columna S y A son las Shape y las Animation Units 
respectivamente, y los vectores σ y α contienen los parámetros de forma y 
animación.  
Para conseguir un movimiento global se necesitan parámetros de rotación, 
escala y traslación. Aplicando estas modificaciones la ecuación que se obtiene 
es la siguiente: 
 
 
tASgRDg +++= )~(),( asas   (1.2) 
 
 
donde ),,( zyx rrrRR =  es la matriz de rotación, ),,( zyx dddDD =  es la escala en 
tres dimensiones y ),,( zyx ttttt = es el vector de traslación. 
 
 
                                            
1 Consultar el Anexo 1 para ver algunas de las Action Units utilizadas para controlar el modelo facial 
Candide 3. 
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1.3.3. Facial Animation Parameters2.  
 
Las animaciones faciales han sido estudiadas durante las últimas décadas. El 
estándar ISO MPEG-4 es el primer estándar de codificación audiovisual que 
trata una escena visual como una composición de objetos visuales. Estos 
objetos visuales pueden ser de origen natural o sintético, en 2D o 3D. 
 
Para habilitar el estándar con opciones de animación facial se han creado dos 
grupos de parámetros.  
 
En primer lugar están los FAPs (Facial Animation Parameters) que representan 
un grupo de acciones o movimientos faciales relacionados con algunos puntos 
faciales clave, es decir, puntos que poseen la posibilidad de movimiento como 
son los labios, los ojos, la cabeza o la barbilla, permitiendo así la animación del 
modelo en 3D. 
Los FAPs son puntos importantes que se irán modificando a lo largo de toda la 
animación. Cada FAP tiene asociado un vector de movimiento traslacional 
denominado FAPU (Facial Animation Parameter Unit). 
 
Por otro lado están los FDPs (Facial Definition Parameters) que permiten 
configurar o adaptar cualquier modelo 3D facial a una cara concreta. Los FDPs 
son un conjunto de puntos 3D característicos que definen la geometría básica 
del rostro y su textura. 
Los valores de dichos puntos asociados a la geometría pueden tratarse 
independientemente de los valores de textura asociados a los mismos puntos. 
Se supone, salvo variaciones muy importantes, que la información referente a 
los FDPs se procesa  sólo una vez al inicio de la sesión.  
 
Estos puntos son de gran importancia en el reconocimiento de caras 3D, pues 
de alguna manera codifican la información específica de cada persona, 
pudiendo así, diferenciar o reconocer personas. 
 
                                            
2 Consultar el Anexo 1 para ver algunos FAPs, que se utilizan en este software, extraídos del estándar 
MPEG-4. 
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Fig.1.8 Puntos faciales definidos en el estándar MPEG-4 
 
 
 
 
 
Fig.1.9 Puntos faciales de las distintas partes de la cara descritos en el 
estándar MPEG-4. 
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CAPÍTULO 2. ADQUISICIÓN Y EXTRACCIÓN DE LA 
INFORMACIÓN 3D 
 
 
2.1. Adquisición de las imágenes. 
 
Para obtener la información necesaria del individuo y modelar la malla del 
Candide acorde con las características faciales del mismo, se necesitan dos 
cámaras. Estas cámaras se colocan de manera que los ejes ópticos sean 
perpendiculares. De esta manera se captan dos imágenes ortogonales de la 
cara del individuo. La distancia desde la que se toman las fotografías no varia y 
por lo tanto, tampoco lo hace la distancia focal. Esto implica que el tamaño de 
las caras adquiridas en ambas imágenes es el mismo.  
 
Mientras se cumpla la condición de ortogonalidad no importa cual sea el perfil 
utilizado para la generación del modelo 3D. De todos modos, el software ha 
sido diseñado para trabajar con el perfil derecho ya que los markers que se 
dibujan sobre el mismo hacen referencia a la parte derecha de la cara. 
 
 
Fig.2. 1 Captación de imágenes desde distintos ángulos. 
 
 
2.1.1. Proyección sobre dos planos 
 
Con el sistema de adquisición de imágenes planteado en el apartado anterior 
se pretende descomponer las coordenadas tridimensionales del objeto 
fotografiado en dos grupos de coordenadas. Estos grupos de coordenadas son  
plasmados en dos planos bidimensionales distintos con la finalidad de poder 
tratar la información adquirida utilizando el software para generar el modelo 3D. 
 
En este proyecto, los objetos fotografiados son rostros humanos, por tanto, el 
primer grupo de coordenadas corresponde a las coordenadas X e Y del rostro 
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del individuo que, a su vez, representa la imagen frontal de la cara. El segundo 
grupo de coordenadas Y y Z corresponde a la imagen del perfil. 
 
Como ambos grupos de coordenadas 2D surgen de un mismo grupo de 
coordenadas 3D, y ambas imágenes han sido tomadas desde la misma 
distancia, en ambos planos deben aparecer los mismos valores de las 
coordenadas Y de los distintos puntos. 
 
Tal y como muestra la figura 2.4, los puntos 3D son proyectados a través de las 
líneas de perspectiva que atraviesan los dos centros de proyección (C1 y C2) 
que corresponden al centro de las cámaras separadas una distancia “b” la una 
de la otra. Estos puntos 3D corresponden a la cara del individuo. 
 
La distancia focal “f” es la distancia entre cada uno de los planos de las 
imágenes con su correspondiente centro de proyección. 
 
 
 
Fig.2. 2 Proyección de los puntos de las imágenes ortogonales. 
 
 
En el centro de cada una de las imágenes están los puntos de intersección del 
eje óptico de la cámara con el plano de la imagen. Estos son los puntos 
principales o de referencia de la imagen frontal (XF0, YF0) y de la imagen del 
perfil (ZP0, YP0).  
 
Finalmente, (Xf, Yf) y (Zp, Yp) son las proyecciones de los puntos faciales de la 
vista frontal y del perfil, respectivamente. 
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2.2. Extracción de las características faciales. 
 
Los puntos más interesantes para caracterizar un rostro dependen de la utilidad 
que se le quiera dar al modelo facial que se va a crear a partir de los mismos. 
En principio, lo más importante es determinar el tamaño y la forma de la cara y 
caracterizar los objetos más destacados como son los ojos, la nariz y la boca. 
 
 
2.2.1. Los vértices del modelo 3D. 
 
Con la finalidad de conseguir un ajuste del modelo suficientemente realista 
como para identificar al individuo, es necesario determinar cuales serán los 
vértices más importantes para llevar esta implementación a buen término. 
 
Tal y como se ha comentado anteriormente, el modelo Candide utilizado en 
esta aplicación consta de 113 vértices3, de los cuales se han escogido 21 para 
representar las características faciales estimadas como las más relevantes.  
 
 
 
 
 
6 puntos para caracterizar el 
contorno de la cara. 
 
3 puntos de referencia para corregir 
los posibles errores de distancia 
entre las cámaras y el individuo (no 
corresponden a ningún vértice del 
modelo). 
 
8 puntos para determinar la forma, 
el tamaño y la disposición de los ojos 
 
 3 puntos para la nariz 
 
 4 puntos para representar la boca 
___________________________
  24 puntos  
 
 
Fig.2.3 Vértices del modelo facial Candide-3 
 
 
Además de los 21 vértices del modelo, se han generado 3 puntos para 
reescalar las coordenadas de las imágenes y solucionar posibles errores en la 
posición y distancia de las cámaras o en el ajuste manual de los puntos sobre 
las imágenes. 
                                            
3 Consultar el Anexo 3 para ver las coordenadas de cada uno de los vértices del Candide-3. 
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2.2.2. Los Markers. 
 
Los markers son puntos que el KLT Feature Tracker4 coloca sobre la superficie 
de las imágenes y que posteriormente son reubicados de manera manual sobre 
los puntos faciales escogidos. Estos markers se colocan de manera que su 
ubicación se corresponde a la de los vértices del modelo más significativos 
para caracterizar un rostro. En consecuencia, existen 21 markers sin añadir los 
3 markers para el reescalado de las coordenadas entre ambas imágenes. De 
estos 3 markers se hablará con más detalle en apartados posteriores. 
 
Una vez realizada la reubicación de los markers, el valor y las coordenadas de 
cada uno de estos se almacena en unas listas o tablas propias de cada imagen 
o frame. 
 
En la siguiente tabla se muestra un listado de todos los markers con sus 
correspondientes nombres abreviados y extendidos y el número del vértice del 
modelo Candide con el que se corresponden: 
 
 
Tabla 2.1 Listado de markers y sus características. 
 
Nº MARKER NOMBRE VÉRTICE 
0 RER right eye - right (extremo derecho del ojo derecho) 53 
1 REU right eye – up (extremo superior del ojo derecho) 52 
2 RED right eye - down (extremo inferior del ojo derecho) 57 
3 MR mouth – right (extremo derecho de la boca) 64 
4 C0 (extremo superior del rostro) 0 
5 C1 (extremo superior derecho del rostro) 47 
6 C2 (extremo inferior derecho del rostro) 61 
7 C3 (extremo inferior del rostro) 10 
8 TN top nose (punta de la nariz) 5 
9 RN right nose (extremo derecho de la nariz) 59 
10 MD mouth down (extremo inferior de la boca) 8 
11 M mouth (punto central de la boca) - 
12 MU mouth up (extremo superior de la boca) 7 
13 RE right eye (punto central del ojo derecho) - 
14 REL right eye-left (extremo izquierdo del ojo derecho) 56 
15 LER left eye-right (extremo derecho del ojo izquierdo) 23 
16 LEL left eye - left (extremo izquierdo del ojo izquierdo) 20 
17 LEU left eye-up (extremo superior del ojo izquierdo) 19 
18 LED left eye-down (extremo inferior del ojo izquierdo) 24 
19 ML mouth left (extremo izquierdo de la boca) 31 
20 C4 (extremo inferior izquierdo del rostro) 28 
21 C5 (extremo superior izquierdo del rostro) 14 
22 LN left nose (extremo izquierdo de la nariz) 26 
23 LE left eye (punto central del ojo izquierdo) - 
                                            
4 Esta aplicación se explica más detalladamente en el apartado 4.1.1. 
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2.2.2.1. Markers del perfil. 
 
En primer lugar hay que recordar que trabajamos con dos imágenes, una 
imagen frontal y otra imagen donde se representa el perfil derecho, por tanto, 
no podemos trabajar con el mismo número de markers en ambas imágenes. 
 
En la imagen frontal se utilizan los 24 markers (21 markers representando las 
características faciales y 3 markers para el reescalado) pero en la imagen del 
perfil todos aquellos markers que definen la parte izquierda de la cara son 
innecesarios ya que ese perfil no es visible, por lo que tan sólo se trabaja con 
los 14 primeros de la lista (12 markers para las características faciales visibles 
y 2 markers para el reescalado). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.2.4  Markers ajustados a la vista frontal y a la vista del perfil del rostro. 
 
 
En el perfil, algunos de los puntos faciales utilizados para ajustar el modelo 
quedan ocultos, por lo tanto, no pueden extraerse sus coordenadas 
directamente de la imagen. Por este motivo se utilizan menos markers y se 
asume que la cara humana es simétrica. De esta manera se obtienen las 
profundidades de los puntos del lado oculto a partir de las profundidades del 
lado conocido. 
 
 
C1(Z,Y) = C5(Z,Y) 
 
C2(Z,Y) = C4(Z,Y) 
 
RER(Z,Y) = REL(Z,Y) 
 
RER(Z,Y) = LEL(Z,Y) 
 
RER(Z,Y) = LER(Z,Y) 
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REU(Z,Y) =LEU(Z,Y) 
 
RED(Z,Y) = LED(Z,Y) 
 
RN(Z,Y) = LN(Z,Y) 
 
MR(Z,Y) = ML(Z,Y) 
 
RE(Z,Y) = LE(Z,Y) 
 
 
En las ecuaciones anteriores se muestra la correspondencia de cada uno de 
los puntos o markers del lado conocido (perfil derecho) con los puntos del lado 
oculto (perfil izquierdo). 
 
A continuación se muestran las mismas correspondencias de manera gráfica: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.2. 5 Eje de simetría facial 
 
 
2.2.2.2. Markers de escala.  
 
Para calcular las coordenadas 3D de cada uno de los markers primero se  
comprueba que las imágenes de la cara se tomaron desde la misma distancia. 
Con esta finalidad se utilizan los tres markers ubicados en el centro de los ojos 
y de la boca. 
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En la imagen frontal se calcula el valor medio de la coordenada Y de los 
markers RE y LE que representan el centro de los ojos y a ese valor se le resta 
la coordenada Y del punto M que caracteriza el centro de la boca. 
 
 
frontalescalayMyLEyRE _)(
2
)()(
=-÷
ø
ö
ç
è
æ +   (2.1) 
 
 
En la imagen del perfil, los cálculos son más sencillos ya que se supone que el 
rostro es simétrico. Se asume que las coordenadas del marker LE (centro del 
ojo izquierdo) son las mismas que las del RE (centro del ojo derecho). Por 
tanto, hay que restarle a la coordenada Y del marker RE el valor de la 
coordenada Y del marker M, cuyo valor nos indica la posición en ese eje del 
centro de la boca.  
 
 
perfilescalayMyRE _)()( =-    (2.2) 
 
 
 
Fig.2.6 Cálculo de la escala de la cara en cada una de las imágenes. 
 
 
2.3. Vértices del modelo y puntos faciales (markers). 
 
A continuación se muestra la caracterización del modelo a partir de las 
coordenadas de los vértices considerados como los más representativos y su 
correspondencia con los puntos faciales o markers utilizados.  
La información aparece ordenada según la numeración establecida para los 
markers. 
 
 
Tabla 2.2 Puntos utilizados del modelo 3D.  
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PUNTOS MÁS RELEVANTES DEL MODELO 3D CANDIDE 
Nº MARKER VÉRTICE MARKER Coord X Coord Y Coord Z 
0 53 RER  -0,47 0,148 -0,111 
1 52 REU -0,304 0,225 -0,002 
2 57 RED -0,304 0,104 0 
3 64 MR -0,246 -0,461 0 
4 0 C0 0 1,061 -0,371 
5 47 C1 -0,61 0,539 -0,328 
6 61 C2 -0,55 -0,25 -0,328 
7 10 C3 0 -0,852 0,063 
8 5 TN 0 -0,222 0,21 
9 59 RN -0,174 -0,244 0,037 
10 8 MD 0 -0,526 0,15 
11 - M - - - 
12 7 MU  0 -0,417 0,142 
13 - RE - - - 
14 56 REL -0,13 0,148 0 
15 23 LER 0,13 0,148 0 
16 20 LEL 0,47 0,148 -0,111 
17 19 LEU 0,304 0,225 -0,002 
18 24 LED 0,304 0,104 0 
19 31 ML 0,246 -0,461 0 
20 28 C4 0,55 -0,25 -0,328 
21 14 C5 0,61 0,539 -0,326 
22 26 LN 0,174 -0,244 0,037 
23 - LE - - - 
 
 
Como existen 3 markers o puntos faciales generados únicamente para calcular 
las posibles diferencias de escala entre los rostros de ambas imágenes, se 
carece de información referente a su correspondencia con alguno de los 
vértices del modelo. Este es el motivo por el cual aparecen tres líneas de la 
tabla pintadas de verde y sin ningún tipo de dato en las columnas 
pertenecientes a información propia del modelo facial Candide-3. 
 
Representando las coordenadas X e Y se obtienen los puntos escogidos para 
caracterizar un rostro desde una visión frontal. Si se representan los 14 
primeros markers de las coordenadas Z e Y aparece el perfil derecho del 
modelo facial neutro. 
 
En la siguiente imagen se representa la distribución espacial de los distintos 
vértices del modelo. Si se observa la figura 2.4 puede verse como la 
distribución espacial de los markers es muy parecida a la de los vértices. 
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Fig.2. 7 (a) Distribución espacial de los vértices del modelo considerados como 
los más relevantes para la representación de la imagen frontal, (b) Distribución 
espacial de los vértices del modelo que caracterizan el perfil derecho. 
 
 Sistema de reconstrucción de caras 3D basado en modos y multicámara 20 
CAPÍTULO 3. PROCESO DE GENERACIÓN DE UN 
MODELO 3D 
 
 
3.1. Obtención de las coordenadas de los markers. 
  
Para extraer las coordenadas de los markers, primero es necesario colocarlos 
sobre las características faciales pertinentes. Para ello, se cargan las imágenes 
frontal y del perfil del rostro y se inicializa el KLT Feature Traker para que se 
muestren los distintos markers por pantalla. Una vez ajustados manualmente, 
se guardan los valores y las coordenadas 2D de cada uno de los puntos 
faciales en un fichero .txt distinto para cada frame. 
 
 
 
 
3.2. Transformación del sistema de coordenadas 
 
Para poder ajustar el modelo utilizando los valores de los puntos marcados 
sobre las imágenes es necesario que ambos, tanto los vértices del modelo 
como los puntos de las imágenes, estén en ese mismo sistema de 
coordenadas. 
 
 
 
 
 
Las coordenadas del modelo Candide son coordenadas del mundo y las 
coordenadas de los puntos marcados sobre las imágenes están en píxeles, por 
tanto antes de calcular las coordenadas 3D de dichos puntos se modifica su 
sistema de coordenadas mediante un algoritmo que las transformará en 
coordenadas del mundo. 
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Fig.3. 1 Transformación de coordenadas. 
 
 
Este algoritmo utiliza las coordenadas 2D en píxeles de los puntos marcados 
sobre la imagen y las coordenadas de profundidad del modelo.  
Para transformar las coordenadas (X, Y) de la imagen frontal se utilizan las 
coordenadas Z de los vértices del modelo que se corresponden a los puntos 
marcados sobre la imagen.  
 
En la trasformación del sistema de coordenadas de los puntos marcados sobre 
el perfil del individuo, el proceso es el mismo sólo que las coordenadas en 
píxeles son las coordenadas (Z5, Y) y se utilizan las coordenadas X del modelo 
como coordenadas de profundidad para transportar los puntos al nuevo 
sistema de coordenadas. 
 
En las coordenadas del mundo los valores que pueden adquirir los puntos en 
los ejes de coordenadas están comprendidos entre -2’071 y 2’071 que es el 
tamaño del plano sobre el que se proyectan los resultados. 
 
                                            
5 Se trata de las coordenadas (X,Y) de la imagen del perfil, pero las coordenadas X’s de esta imagen son 
las coordenadas Z de los puntos 3D extraídos a partir de la combinación de las coordenadas de los puntos 
marcados sobre ambas imágenes, la frontal y la del perfil. 
 Sistema de reconstrucción de caras 3D basado en modos y multicámara 22 
  
Fig.3. 2 Trasformación de coordenadas en píxeles a coordenadas del mundo. 
 
 
3.3. Cálculo de las coordenadas 3D. 
 
Para calcular las coordenadas 3D de los puntos colocados sobre las imágenes 
se asume que el eje de coordenadas Y es común para ambos frames tal y 
como se muestra en la figura 3.2 y se considera que las coordenadas X de los 
puntos representados en el perfil se corresponden a las coordenadas Z de los 
puntos 3D. 
 
 
 
 
Fig.3. 3 La imagen frontal y la del perfil comparten un único eje de 
coordenadas Y. 
 
 
Una vez almacenadas las coordenadas de los puntos faciales para cada uno 
de los frames, se comprueba que las imágenes ortogonales fueron tomadas 
y y 
x z 
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desde la misma distancia. Para ello se calcula la escala tal y como se explica 
en el apartado 2.2.2.2. 
 
 
 
 
 
Lo más probable es que las escalas frontal y de perfil no coincidan debido a 
posibles errores humanos tanto al tomar las fotografías como al ajustar 
manualmente los distintos puntos faciales. Por esta razón se reescalan las 
coordenadas intentando que los valores de los puntos en ambos ejes de 
coordenadas Y coincidan. 
 
Para minimizar la aparición de errores siempre se utilizará la escala menor ya 
que cuanto menores sean los valores de las coordenadas de los puntos, menor 
será el posible error introducido. 
 
Si obtenemos una escala frontal menor, entonces suponemos que las 
coordenadas obtenidas a partir del primer frame (X, Y) son las correctas y se 
deben ajustar las coordenadas del segundo frame (Z, Y) en función de las 
primeras. 
 
Si, por el contrario, la escala frontal es mayor que la escala del perfil, entonces 
suponemos que las coordenadas Y con menor error son las coordenadas del 
perfil. Por tanto se reajustan todas las coordenadas (X, Y) de la imagen frontal 
a partir del valor de la escala obtenido.   
 
El valor de escala utilizado para el reajuste del valor de las coordenadas se 
obtiene de la división entre la escala menor y la escala mayor, por tanto, será 
siempre un valor inferior a 1. 
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Una vez recalculados los valores con el fin de ajustar los dos grupos de puntos 
para que los valores del eje Y coincidan, se asume que ambos lados del rostro 
son simétricos y se calculan los puntos de los cuales no se tiene información en 
esta imagen a partir de los que ya se conocen. 
 
En este punto ya se conocen las coordenadas 3D de los 21 markers necesarios 
para ajustar el modelo con valores propios del sistema de coordenadas de 
mundo. 
 
 
3.4. Algoritmo. 
 
El objetivo es deformar las coordenadas 3D de los vértices del modelo según 
las coordenadas 3D de los puntos marcados. Para ello podemos representar 
dicho ajuste como una fórmula en la que se calculan las coordenadas de los 
puntos de las imágenes a partir de una serie de modificaciones aplicadas sobre 
los puntos del modelo 3D. Por tanto, el objetivo del algoritmo es calcular la 
matriz que contiene los valores de la deformación a aplicar.  
 
 
 
 
 
A través del algoritmo se obtiene una matriz que contiene todas las 
modificaciones que deben afectar a las coordenadas 3D de los vértices del 
modelo seleccionados para hacer el ajuste en función de las coordenadas 3D 
extraídas de las imágenes frontal y del perfil del individuo que se desea 
caracterizar: 
 
 
ii MTm ·=       (3.1) 
 
 
donde im  son las coordenadas 3D que definen la identidad del individuo, T es 
la matriz que contiene las modificaciones de rotación, traslación y escalado que 
afectan a los puntos del modelo y iM  son las coordenadas 3D del modelo. 
 
Para calcular la matriz T hay que resolver un sistema lineal de ecuaciones en el 
que se ven implicados tanto los puntos 3D extraídos de las imágenes como las 
coordenadas 3D del modelo facial Candide que se corresponden con dichos 
puntos. 
DETECCIÓN 
DE LOS 
PUNTOS 
AJUSTE 
MANUAL DE 
LOS PUNTOS 
TRANSFORMACIÓN 
DE LAS 
COORDENADAS 
CÁLCULO DE LAS 
COORDENADAS 3D 
DETEC IÓN 
DE LOS 
PUNTOS 
AJUSTE 
MANUAL DE 
LOS PUNTOS 
REAJUSTE 
DE LA 
ESCALA 
PROYECCIÓN 
POR PANTALLA 
CÁLCULO DE LA 
MATRIZ DE 
PROYECCIÓN 
(ALGORITMO) 
Proceso de generación de un modelo 3D     25
 
 
i
i
i
i
z
y
x
i
i
i MTZ
Y
X
trrr
trrr
trrr
s
w
vi
u
m ×=
÷
÷
÷
÷
÷
ø
ö
ç
ç
ç
ç
ç
è
æ
×
÷÷
÷
÷
÷
ø
ö
çç
ç
ç
ç
è
æ
=
÷÷
÷
÷
÷
ø
ö
çç
ç
ç
ç
è
æ
=
11000
·
1
'
'
'
333231
232221
131211
  (3.2) 
 
 
El valor T obtenido después de resolver la ecuación (3.2) incluye los valores de 
todas las posibles transformaciones. 
 
· Rotación à la matriz que representa las transformaciones relacionadas 
con la rotación tiene el siguiente aspecto: 
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· Translación à La matriz asociada a esta transformación es una 
translación en función de un vector específico: 
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· Escalado à Consiste en aplicar un escalado general a lo largo de los 
ejes x, y, z. La matriz que corresponde a dicha transformación es la 
siguiente: 
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Al trabajar con coordenadas tridimensionales cabe la posibilidad de que cada 
uno de los ejes de coordenadas se vea afectado por un ángulo de rotación 
distinto. Así pues, la matriz de rotación se puede descomponer a su vez en 
otras tres matrices, cada una de las cuales afecta a uno de los ejes de 
coordenadas: 
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donde 1q  es el ángulo de rotación sobre el eje de las X’s, 2q  es el ángulo que 
afecta al eje de las Y’s y, por último, 3q  afecta al eje de las Z’s. 
Lo mismo sucede con la escala. Si por un momento olvidamos la traslación de 
los puntos y nos centramos en los coeficientes restantes que forman una matriz 
3x3, su descomposición sería la siguiente: 
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El orden en que se han multiplicado todas estas matrices para generar la matriz 
de transformación T determinará el orden en el que se aplicarán las 
transformaciones sobre el modelo:  
 
 
  (3.9) 
 
Pf T4 Pi T3 T2 T1 = 
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donde Pf es el punto transformado final (los puntos faciales), Pi el punto inicial 
(los vértices del modelo), T1 la primera transformación que se aplica, T2 la 
segunda, etc. 
 
La matriz de transformación T puede simplificarse quedando: 
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A continuación se explica como obtener los valores de la primera línea del 
sistema de ecuaciones (el segundo y tercer sistema de ecuaciones lineal se 
obtiene reemplazando iu  por  iv  o iw  y  ( )Tdcba 0000 por 
( )Tdcba 1111  o ( )Tdcba 2222 respectivamente. 
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3.5. Proyección de los resultados por pantalla. 
 
Una vez calculada la matriz de trasformación T deben aplicarse las 
modificaciones sobre los vértices del modelo y visualizar por pantalla los 
resultados. Por este motivo el CandideFitter 1.0 trabaja con OpenGL.  
 
 
 
 
 
Las distintas trasformaciones que sufren los puntos se representan en matrices 
4x4 y se van cargando en una pila o buffer donde se van multiplicando con las 
transformaciones ya acumuladas en ella. Utilizando el algoritmo descrito en 
este proyecto ya obtenemos la matriz que contiene todas las modificaciones, es 
decir, la matriz resultante de la multiplicación del escalado, rotación y traslación 
DETECCIÓN 
DE LOS 
PUNTOS 
AJUSTE 
MANUAL DE 
LOS PUNTOS 
TRANSFORMACIÓN 
DE LAS 
COORDENADAS 
CÁLCULO DE LAS 
COORDENADAS 3D 
DETEC IÓN 
DE LOS 
PUNTOS 
AJUSTE 
MANUAL DE 
LOS PUNTOS 
REAJUSTE 
DE LA 
ESCALA 
PROYECCIÓN 
POR PANTALLA 
CÁLCULO DE LA 
MATRIZ DE 
PROYECCIÓN 
(ALGORITMO) 
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del modelo. Por tanto, sólo hay que cargar esta matriz en la pila y visualizar los 
resultados en la pantalla del programa.  
Los comandos de las librerías OpenGL no permiten cargar matrices, los datos 
tienen que introducirse con vectores de 16 posiciones en el siguiente orden: 
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CAPÍTULO 4. HERRAMIENTAS DE MODELADO 
 
 
4.1. Introducción al Software 
 
El software CandideFitter 1.0 trabaja con secuencias de video y modelos 3D, 
permitiendo al usuario modificar manualmente los parámetros. También 
presenta funcionalidades básicas para la búsqueda automática de parámetros 
gracias a la integración de la aplicación KLT Feature Tracker. 
 
El software ha sido desarrollado en el lenguaje de programación C++ utilizando 
Visual Studio .NET. Aunque el lenguaje de programación Java facilitaba 
algunas fases del proceso de modelado facial, no presenta tan buenos 
resultados en lo que se refiere al tiempo de ejecución y presenta carencias a 
nivel de bibliotecas de objetos disponibles para procesamiento gráfico. 
Por estos motivos se utiliza C++ con OpenGL, ya que se trata de una 
plataforma más estandarizada y con mayor desarrollo en el área. 
 
El programa carga secuencias de vídeo y permite ajustar el modelo facial a 
cada uno de los frames o de las imágenes.  
En la implementación que se va a desarrollar tan sólo se necesitan dos frames 
que se corresponden a una imagen frontal y una del perfil de la cara que se 
pretende modelar. 
 
 
4.1.1. KLT Feature Tracker 
 
KLT es la implementación, desarrollada en leguaje C de programación, de un 
rastreador de características o puntos destacados. 
En esta implementación empezaron a trabajar Lucas y Kanade [25] y 
continuaron su desarrollo Tomasi y Kanade [26], de aquí le viene el nombre 
(KLT (Kanade-Lucas-Tomasi) Feature Tracker), pero es en la publicación de 
Shi y Tomasi [27] donde puede encontrarse una explicación más esclarecedora 
del funcionamiento de esta implementación de dominio público.  
 
Una breve explicación del funcionamiento de esta implementación, sin entrar 
mucho en detalle, sería la siguiente: 
 
Se trata de un algoritmo que detecta una serie de puntos y realiza un 
seguimiento de dichos puntos a lo largo de las distintas escenas de una 
secuencia de imágenes. 
En los pequeños desplazamientos que pueden aparecer entre frames 
correlativos, el algoritmo es capaz de realizar un seguimiento de los puntos y 
un mejor ajuste de la traslación y la deformación lineal que afecta a la imagen 
con una ventana de tamaño adaptable. 
 
En el caso concreto de este proyecto, como no se trabaja con secuencias de 
imágenes correlativas, se han realizado una serie de modificaciones en la 
aplicación. El KLT Feature Tracker se utiliza única y exclusivamente para 
marcar lo puntos sobre las imágenes y almacenar las coordenadas de dichos 
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puntos o markers en una serie de listas exclusivas para cada frame. Además 
se ha conseguido que su funcionamiento sea independiente para cada una de 
las imágenes permitiendo utilizar una cantidad de puntos distinta en cada una.  
 
En lo referente a la detección de puntos, esta herramienta no es del todo fiable, 
por lo que el ajuste final de la ubicación de los puntos se realiza de forma 
manual. 
 
 
4.1.2. CandideFitter 1.0 
 
Como ya se ha dicho, este programa carga secuencias de vídeo y permite 
ajustar el modelo de forma manual en cada uno de los frames.  
Existen una serie de parámetros, denominados Action Units y FAPs (explicados 
en los apartados 1.3.2 y 1.3.3 respectivamente), que modifican el modelo a 
través de las barras de desplazamiento situadas a la izquierda de la pantalla 
(ver Fig. 4.1) y que permiten realizar este ajuste.  
 
Estos parámetros se agrupan en dos listas: una que consta de 14 Shape Units 
y otra lista con 65 Animations Units y FAPs propios del estándar MPEG-4, que 
a su vez está dividida en otras 3 listas: (General, Mouth and Eyes)6. Además 
aparecen una serie de palancas que permiten controlar el desplazamiento del 
modelo facial por la escena que no se han clasificado como Action Units o 
FAPs. Por lo tanto se asume que son parámetros propios del software. 
  
Los parámetros ajustados pueden guardarse en cualquier momento en 
archivos “.can”. Este archivo también contiene toda la secuencia de vídeo, por 
lo tanto, cuando se carga un archivo “.can” se obtiene la secuencia de vídeo en 
la que se estaba trabajando con los parámetros que se habían tratado hasta el 
momento. 
 
Una vez creado un ajuste adecuado pueden ejecutarse diversos tipos de 
experimentos y en todo momento se visualiza en la parte inferior de la pantalla 
el valor de PSNR (ver Figura 4.1), haciendo posible una continua evaluación de 
la precisión con la que se está ajustando el modelo. El valor de PSNR se 
obtiene de la comparación del modelo facial tridimensional con la imagen de la 
secuencia mostrada por pantalla. Cuanto mayor sea este valor mayor será la 
similitud entre el rostro de la imagen y el modelo facial. 
 
Uno de los experimentos, tal y como se denomina en el menú de aplicaciones 
del software, más relevante para este trabajo, es la aplicación de textura. Con 
ello se consigue proyectar sobre el modelo 3D, ajustado a las características 
faciales del individuo, la parte de la imagen donde está situado. 
Por tanto, al realizar el ajuste de la cara de una persona, el modelo queda 
ubicado encima de la imagen de la cara de dicha persona, y por tanto, al 
aplicar la textura, se proyectará sobre el modelo 3D la imagen 2D del rostro del 
individuo. 
 
                                            
6 En el Anexo 1 pueden verse las Shape Units y las Animation Units agrupadas en los 4 campos descritos.  
Herramientas de modelado     31
 
 
Fig.4. 1 Interficie del software CandideFitter 1. 
 
 
4.1.3. OpenGL. 
 
OpenGL es un lenguaje de programación formado por una serie de librerias y 
funciones que permiten trabajar con ventanas y objetos 3D.  
El procesado de la información para después ser mostrada por pantalla es muy 
similar al desarrollado a lo largo de este proyecto. 
A continuación se muestra un esquema con todos los pasos a seguir antes de 
visualizar los resultados. 
 
 
 
 
Fig.4. 2 Modificaciones sobre un vértice antes de ser mostrado por pantalla. 
 
 
Para poder representar por pantalla un objeto, es necesario previamente 
modificar una serie de parámetros y ejes de coordenadas.  
vertex 
X 
Y 
Z 
W 
MODELVIEW 
MATRIX 
PROJECTION
MATRIX 
PERSPECTIVE 
DIVISION 
VIEWPORT 
TRANSFORMATION 
eye 
coordinates 
clip 
coordinates 
normalized 
device 
coordinates 
window 
coordinates 
object 
coordinates 
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El objeto a modelar está en un sistema de coordenadas 3D que se corresponde 
con el sistema de coordenadas del mundo. En este caso serían las 
coordenadas 3D calculadas a partir de los valores extraídos de los puntos 
faciales de las imágenes y convertidas de píxeles a coordenadas de mundo. 
Después, estas coordenadas son tratadas para llevarlas al sistema de 
coordenadas del observador. Para ello se utiliza la matriz de modelado en la 
que se definen los parámetros de calibración de la cámara. Para visualizar los 
resultados del algoritmo no es necesario modificar dicha matriz ya que el 
sistema de adquisición de imágenes es fijo y los parámetros no varían. 
 
En el siguiente paso se llevan a cabo las modificaciones en la proyección del 
objeto. Concretamente, esta matriz de proyección es la que se obtiene a partir 
de la resolución del algoritmo y es la matriz que se carga para visualizar las 
modificaciones de traslación, rotación y escalado aplicadas sobre el modelo. 
Una vez proyectado el modelo, las coordenadas de los puntos están en un 
sistema de definición. En este punto es donde se puede modificar la 
disposición de los objetos en la escena o generar visiones parciales de ellos. 
Para ello se trabaja con planos de definición donde se proyectan todos los 
objetos, incluidos los que quedan fuera del plano, que, por supuesto, no van a 
visualizarse.  
 
Posteriormente se pasa a un sistema de coordenadas normalizado donde 
todos los puntos tienen valores comprendidos entre -1 y 1. En el momento en 
que se realiza la transformación del sistema de coordenadas pasando de 
píxeles a coordenadas del mundo, ya se realiza esta normalización de los 
valores. Pero estos valores quedan comprendidos entre -2,071 y 2,071 que es 
el tamaño del plano donde se va realizar la proyección. 
 
Y finalmente, se define el tamaño y la forma de la ventana de visualización 
permitiendo ensanchar, encoger y distorsionar el objeto proyectado. Este punto 
también se trata cuando se transforman a coordenadas del mundo las 
coordenadas de los puntos marcados sobre las imágenes, ya que la calibración 
de la cámara escogida no varía. 
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Fig.4. 3 Distancia entre la cámara y el plano de proyección de las imágenes. 
 
 
Como las coordenadas con las que trabaja el algoritmo de este proyecto ya han 
sido normalizadas, sólo trabajamos con un objeto y la ventana de visualización 
no necesita de ningún tipo de modificación al igual que el sistema de modelado 
ya que han sido ajustados debidamente y serán constantes a lo largo de la 
ejecución del software. El único paso importante de la representación gráfica 
de objetos por pantalla es la proyección de los vértices. 
 
 
4.1.4. Características de las imágenes. 
 
Como el software fue diseñado para trabajar con frames de vídeo, para poder 
trabajar con imágenes deben almacenarse en el mismo lugar y con el mismo 
nombre pero añadiendo al final una numeración que se corresponde con el 
orden en que van a ser cargadas. 
Y 
Z Z=-2 Z=3 
Y 
2’071 
2’071 
-2’071 
-2’071 
Plano de proyección 
de las imágenes 
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Fig.2.8 Nombre asignado a las imágenes en función del orden con el que 
deben ser cargadas. 
 
 
En el momento en que se guardan las simulaciones realizadas con imágenes, 
se crea un fichero “.can”, tal y como se ha explicado en el apartado del 
CandideFitter 1.0. Este fichero contiene toda la información referente a la 
simulación que se ha estado llevando a cabo antes de ser guardada. Cuando 
se recupera este fichero, el software carga las imágenes de forma consecutiva. 
El tratamiento es como si de un vídeo se tratara. 
 Toni000.bmp  Toni001.bmp 
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CAPÍTULO 5. CONCLUSIONES 
 
 
5.1. Resultados de las pruebas 
   
En este trabajo se ha propuesto una implementación del software CandideFitter 
1.0 para generar modelos faciales en tres dimensiones a partir de dos 
imágenes ortogonales. El modelo se genera de forma automática después de 
marcar una serie de puntos representativos del individuo sobre las imágenes. 
 
 
 
 Fig.5. 1 Modelo Candide ajustado a los valores de los puntos marcados sobre 
las imágenes. 
 
 
El objetivo de las pruebas es conseguir que el modelo facial tridimensional se 
ajuste al máximo a las características faciales del individuo y por tanto, se 
obtenga la máxima PSNR posible. Para ello se han seleccionado 217 puntos 
3D que se utilizan para modelar y modificar los correspondientes vértices del 
modelo. 
 
La colocación de los puntos sobre la imágen frontal es inmediata y sencilla. El 
problema viene cuando se colocan los puntos en la imagen del perfil. Los 
puntos más problemáticos son los puntos del contorno de la cara. Estos puntos 
determinan la profundidad del modelo y su colocación es bastante arbitraria. 
Por ello, quizás sea necesario recolocarlos unas cuantas veces antes de 
obtener un resultado satisfactorio. 
 
 
 
 
 
                                            
7 Como ya se ha explicado en apartados anteriores, se ajustan 24 puntos sobre la imagen frontal, de los 
cuales 3 sólo se utilizan para reajustar la escara de las coordenadas Y de ambas imágenes.  
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Fig.5. 2 Variación de la profundidad del modelo en función de la colocación del 
punto C3. 
 
 
Una vez realizado el ajuste automático del modelo facial Candide se aplica la 
textura de la imágen sobre la máscara para conseguir una máxima semejanza 
con el individuo. La textura se extrae de la imagen frontal. 
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Fig.5. 3 Modelos 3D ajustados sobre los que se ha aplicado textura. 
 
 
5.2. Nuevas líneas de investigación 
 
Una vez realizado el ajuste automático del modelo es interesante introducir el 
valor de las modificaciones que afectan a cada uno de los vértices o a un grupo 
de ellos de manera que se vea reflejado como un valor variable en las barras 
de desplazamiento que representan cada una de las Action Units o FAPs 
aplicadas sobre el modelo facial Candide. 
 
Para ello se deben tener en cuenta las características tridimensionales del 
mismo. Por tanto, es necesario descomponer la matriz de rotación en tres 
matrices de rotación que afecten a cada uno de los ejes de coordenadas de 
forma independiente. 
 
En el momento en el que se aplica la descomposición de ángulos de Euler, 
además de aparecer 3 matrices de rotación para cada uno de los ejes 
tridimensionales, también aparece una tercera matriz que representa la escala 
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y que está formada por tres coeficientes distintos, uno para cada eje de 
coordenadas.  
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El diseño del software y más concretamente de las Action Units y FAPs no 
permite tratar 3 escalas distintas, tan sólo existe un factor de escala que afecta 
a todos los ejes de coordenadas del modelo por igual. Esto implica serias 
dudas acerca de la dirección a tomar. Caben dos posibilidades. Descomponer 
la escala en 3 escalas distintas y reflejarlo así en las Action Units, tema sobre 
el cual todavía no se ha implementado ningún tipo de variables estándar, o 
calcular la media de todas las escalas una vez calculadas, lo que generará 
variaciones en los parámetros de modificación del modelo y en los distintos 
ángulos de rotación calculados. 
 
 
5.2.1. Cálculo de la matriz escala 
 
Para calcular los coeficientes de la matriz de la escala, primero hay que tener 
en cuenta que para cada uno de los ejes de las coordenadas 3D hay un factor 
de escala diferente.  
 
 
5.2.2. Cálculo de las matrices de rotación 
 
Una vez extraída la escala, los coeficientes de la matriz 3x3 contienen el valor 
de las rotaciones aplicadas sobre cada uno de los 3 ejes. Aplicando la Teoría 
de Euler se extraen los valores de los ángulos de rotación de cada eje. 
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5.3. Futuras mejoras. 
 
Con el fin de conseguir un sistema mucho más automatizado, una de las 
mejoras a realizar es la detección de puntos sobre las imágenes. Para ello se 
necesita modificar y reajustar los parámetros de calibración del KLT Feature 
Tracker de manera que al realizar la disposición automática de los puntos 
sobre las imágenes, estos quedaran ubicados en la posición que les 
corresponda, otorgándole así una mayor robustez a la aplicación.
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ANEXOS 
 
 
Anexo 1: Action Units 
 
Shape Units 
 
Las Shape Units son el grupo de Action Units que ayudan a determinar las 
características faciales propias del individuo como pueden ser el tamaño de la 
cabeza, la posición y separación de los ojos y de las cejas, la posición y 
longitud de la nariz, … entre otras. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Animation Units globales8 
 
Las Animation Units globales controlan la posición y rotación del modelo en los 
tres ejes de coordenadas.  
 
 
                                            
8 En el software se han incluido en este grupo algunas FAPs que por definición están más asociadas al 
concepto de Shape Unit. 
Nº SHAPE UNITS 
1 Head height 
2 Eyebrows vertical position 
3 Eyes vertical position 
4 Eyes width 
5 Eyes height 
6 Eye separation distance 
7 Cheeks z 
8 Nose z-extension 
9 Nose vertical position 
10 Nose pointing up 
11 Mouth vertical position 
12 Mouth width 
13 Eyes vertical difference 
14 Chin width 
Nº ANIMATION UNITS: General Type 
1 Horizontal Position -- 
2 Vertical Position -- 
3 Head Nod -- 
4 Head Spin -- 
5 Head Roll -- 
6 Scale -- 
7 Nose wrinkler AUV8 (AU9) 
8 Depress Chin FAP18 
9 Puff_l_cheek FAP39 
10 Puff_r_cheek FAP40 
11 Lift_l_cheek FAP41 
12 Lift_r_cheek FAP42 
13 strecth_l_nose FAP61 
14 strecth_r_nose FAP62 
15 Raise_nose FAP63 
16 Bend_nose FAP64 
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Animation Units locales9 
 
Las Animation Units locales controlan la mímica del rostro permitiendo 
diferenciar distintas expresiones faciales.  
En el software CandideFitter1.0 están divididas en dos grupos: 
 
Animation Units que afectan a los ojos donde además de tener en cuenta los 
movimientos de los párpados y de las pupilas también se contemplan una gran 
variedad de movimientos que afectan a las cejas. 
 
 
                                            
9  La mayoría de variaciones de la expresión facial que afectan al modelo de forma local son FAPs 
extraídas del estándar MPEG4. 
 
Nº ANIMATION UNITS: Eyes Type 
1 brows lowerer AUV3 (AU4) 
2 Outer brow raiser AUV5 (AU2) 
3 eyes closed AUV6 (AU42/43/44/45) 
4 lid tightener AUV7 (AU7) 
5 upper lid raiser  AUV10 (AU5) 
6 Close_t_l_eyelid FAP19 
7 Close_t_r_eyelid FAP20 
8 Close_b_l_eyelid FAP21 
9 closer_b_r_eyelid FAP22 
10 yaw_l_eye_ball FAP23 
11 yaw_r_eye_ball FAP24 
12 Pitch_l_eyeball FAP25 
13 Pitch_r_eyeball FAP26 
14 thrust_l_eyeball FAP27 
15 thrust_r_eyeball FAP28 
16 Dilate_l_pupil FAP29 
17 Dilate_r_pupil FAP30 
18 Raise_l_i_eyebrow FAP31 
19 Raise_r_i_eyebrow FAP32 
20 Raise_l_m_eyebrow FAP33 
21 Raise_r_m_eyebrow FAP34 
22 Raise_l_o_eyebrow FAP35 
23 Raise_r_o_eyebrow FAP36 
24 squeeze_l_eyebrow FAP37 
25 squeeze_r_eyebrow FAP38 
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Animation Units que afectan al movimiento de la boca y de los labios. 
 
Nº ANIMATION UNITS: Mouth Type 
1 upper lip raiser AUV0 (AU10) 
2 jaw drop  AUV11 (AU26/27) 
3 lip stretcher AUV2 (AU20) 
4 lip presser AUV9 (AU23/24) 
5 lip corner depresor AUV14 (AU13/15) 
6 open_jaw FAP3 
7 lower_t_midlip FAP4 
8 raise_b_midlip FAP5 
9 stretch_l_cornerlip FAP6 
10 stretch_r_cornerlip FAP7 
11 lower_t_lip_lm FAP8 
12 lower_t_lip_rm FAP9 
13 raise_b_lip_lm FAP10 
14 raise_b_lip_rm FAP11 
15 raise_l_cornerlip FAP12 
16 raise_r_cornerlip FAP13 
17 thrust_jaw FAP14 
18 shift_jaw FAP15 
19 push_b_lip FAP16 
20 push_t_lip FAP17 
21 lower_t_midlip_o FAP51 
22 raise_b_midlip_o FAP52 
23 stretch_l_cornerlip_o FAP53 
24 stretch_r_cornerlip_o FAP54 
25 lower_t_lip_lm_o FAP55 
26 lower_t_lip_rm_o FAP56 
27 raise_b_lip_lm_o FAP57 
28 raise_b_lip_rm_o FAP58 
29 raise_l_cornerlip_o FAP59 
30 raise_r_cornerlip_o FAP60 
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Anexo 2: Numeración de los vértices del Candide10. 
 
 
                                            
10 Los vértices azules son los que se utilizan en la caracterización de los rostros. 
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Anexo 3: Coordenadas de los vértices del modelo 3D 
Candide. 
 
En la siguiente tabla se muestran los 113 vértices del modelo y sus 
coordenadas tridimensionales. 
 
Vértice X Y Z Vértice X Y Z Vértice X Y Z 
0 0 1,061 -0,371 38 0 -0,222 0,21 76 -0,08 -0,22 0,15 
1 0,174 0,8 -0,024 39 0 -0,265 0,124 77 0,022 0,213 0,063 
2 0 0,539 0,085 40 0 -0,461 0,124 78 -0,022 0,213 0,063 
3 0 0,278 0,107 41 0 -0,526 0,15 79 0,123 -0,41 0,063 
4 0 0,213 0,085 42 0 -0,591 0,107 80 -0,123 -0,41 0,063 
5 0 -0,222 0,21 43 0 -0,852 0,063 81 0,1 -0,461 0,05 
6 0 -0,265 0,124 44 -0,217 1,039 -0,371 82 -0,1 -0,461 0,05 
7 0 -0,417 0,142 45 -0,457 0,909 -0,328 83 0,1 -0,461 0,05 
8 0 -0,526 0,15 46 -0,435 0,626 -0,111 84 -0,1 -0,461 0,05 
9 0 -0,591 0,107 47 -0,61 0,539 -0,328 85 0,123 -0,508 0,063 
10 0 -0,852 0,063 48 -0,522 0,278 -0,111 86 -0,123 -0,508 0,063 
11 0,217 1,039 -0,371 49 -0,391 0,374 0,03 87 0 -0,461 0,124 
12 0,457 0,909 -0,328 50 -0,13 0,278 0,107 88 0,2 -0,461 -0,024 
13 0,435 0,626 -0,111 51 -0,391 0,322 0,03 89 -0,2 -0,461 -0,024 
14 0,61 0,539 -0,328 52 -0,304 0,225 -0,002 90 0,357 -0,461 -0,05 
15 0,522 0,278 -0,111 53 -0,47 0,148 -0,111 91 -0,357 -0,461 -0,05 
16 0,391 0,374 0,03 54 -0,304 0,204 0 92 0,065 0,028 0,05 
17 0,13 0,278 0,107 55 -0,304 0,122 0 93 -0,065 0,028 0,05 
18 0,391 0,322 0,03 56 -0,13 0,148 0 94 0 0,068 0,1 
19 0,304 0,225 -0,002 57 -0,304 0,104 0 95 0,387 0,201 -0,056 
20 0,47 0,148 -0,111 58 -0,109 -0,157 0,037 96 -0,387 0,201 -0,056 
21 0,304 0,204 0 59 -0,174 -0,244 0,037 97 0,387 0,186 -0,056 
22 0,304 0,122 0 60 -0,387 -0,1 -0,045 98 -0,387 0,186 -0,056 
23 0,13 0,148 0 61 -0,55 -0,25 -0,328 99 0,387 0,126 -0,056 
24 0,304 0,104 0 62 -0,609 0,148 -0,328 100 -0,387 0,126 -0,056 
25 0,109 -0,157 0,037 63 -0,47 -0,6 -0,328 101 0,387 0,117 -0,067 
26 0,174 -0,244 0,037 64 -0,246 -0,461 0 102 -0,387 0,117 -0,067 
27 0,387 -0,1 -0,045 65 -0,174 -0,809 0 103 0,217 0,201 -0,013 
28 0,55 -0,25 -0,328 66 -0,043 -0,396 0,15 104 -0,217 0,201 -0,013 
29 0,609 0,148 -0,328 67 0,348 0,2 -0,03 105 0,217 0,186 -0,013 
30 0,47 -0,6 -0,328 68 0,348 0,115 -0,03 106 -0,217 0,186 -0,013 
31 0,246 -0,461 0 69 -0,348 0,2 -0,03 107 0,217 0,126 -0,013 
32 0,163 -0,809 0 70 -0,348 0,115 -0,03 108 -0,217 0,126 -0,013 
33 0,043 -0,396 0,15 71 0,265 0,2 -0,03 109 0,217 0,117 -0,024 
34 -0,174 0,8 -0,024 72 0,265 0,115 -0,03 110 -0,217 0,117 -0,024 
35 0 0,539 0,085 73 -0,265 0,2 -0,03 111 0,12 -0,265 0,1 
36 0 0,278 0,107 74 -0,265 0,115 -0,03 112 -0,12 -0,265 0,1 
37 0 0,213 0,085 75 0,08 -0,22 0,15  
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Anexo 4: Markers 
 
En la siguiente imagen se muestra la correspondencia de cada uno de los 
markers con los distintos vértices del Candide que se utilizan para ajustar el 
modelo a las coordenadas extraídas de las imágenes del individuo sobre las 
que se están trabajando. 
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