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Abstract
The distribution of matter in the Universe contains a wealth of information about
the energy content in the Universe, its properties, and evolution. It can be studied
in two very different regimes. First, in gravitationally bound systems like galaxies,
cluster of galaxies etc.; second, in the large scale structure (LSS) of the Universe.
Each of these regimes have specific applications and they collectively improve the
understanding of the theory of structure formation and cosmology. Firstly, clusters
of galaxies are the largest gravitationally bound structures in the Universe, consist-
ing of hundreds of galaxies and intra-cluster gas moving in the potential well of the
large dark-matter component. Becasue of their deep potential well, high density and
high temperature of their gas, the clusters can be studied with probes like gravita-
tional lensing, X-ray observations etc., and provide cosmic laboratories to study the
interactions of baryons and dark-matter, or non-standard properties of dark-matter,
if any. Secondly, the LSS is formed due to the evolution of tiny perturbations in the
initial density field via gravitational instability and many baryonic processes. By
studying the distribution of matter in the LSS, it is possible to constrain the initial
conditions and/or the cosmological parameters.
In this PhD dissertation, I focussed on these two aspects and successfully con-
cluded five scientific papers, which are attached in this manuscript:
We studied the distribution of matter in three clusters of galaxies and recon-
structed their mass distribution using a non-parametric technique in strong grav-
itational lensing. In two of these clusters, we found significant offset between the
density peaks and the nearest galaxy. We discussed weather these offsets could have
an astrophysical origin or be an indication of self-interactions of dark-matter par-
ticles. Continuing in the same vein, we studied the effect on time delay, between
different images of the same source, of the mass distribution of the lensing clusters.
We found that in clusters where the steepness degeneracy is already broken by mul-
tiple background sources at different redshifts, time delay information can be used
to constrain the lopsidedness of the cluster core.
In other work, we built an analytical model for the matter power spectrum that
describes the matter density fluctuations statistically (only to second order). The
model is computationally inexpensive and predicts the matter power spectrum to a
percent level accuracy up to k ∼ 0.7h−1Mpc.
Furthermore, we studied the effects of baryons on the sky-projected weak lensing
shear power spectrum. We argued that these effects become significant at small scales
` ∼ 5000 and if ignored, it will bias the interpretation of the cosmological parameters
to many sigma.
Finally, we reconstructed the mass maps of six Hubble Frontier Field clusters.
Their mass distribution shows elongation, multiple-cores, and many sub-structures
indicating a recent major merger. We also quantified their clustering properties with
the power spectrum of the mass field and compared them with ΛCDM simulated
clusters.
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Zusammenfassung
Die Verteilung der Materie im Universum entha¨lt eine Fu¨lle von Informationen u¨ber
die Eigentschaften, den Energieinhalt und die zeitliche Entwicklung des Universums.
Sie kann in zwei sehr unterschiedlichen Gro¨ssenordnungen untersucht werden, einer-
seits in gravitativ gebundenen Systemen oder Subsystemen wie zum Beispiel Galax-
ien und Galaxienhaufen und andererseits in den gro¨ssten Strukturen (Large Scale
Structures, LSS) des Universums. In jedem dieser beiden Regime finden man spez-
ifische Anwendungen und zusammen bilden sie ein Werkzeug fu¨r das Versta¨ndnis
der Strukturbildung und der Kosmologie im Allgemeinen. Galaxienhaufen sind die
gro¨ssten gravitativ gebundenen Strukturen im Universum und bestehen von Hun-
derten von Galaxien. Das Gas im Inneren bewegt sich in der Potentialtopf welche
von der dunklen Materiekomponenten des Systems erzeug wird. Wegen der Tiefe des
Potentialtopfs und der hohen Gasdichte und Temperatur kann ein solcher Haufen
mit Techniken wie Gravitationslinsen, Ro¨ntgenbeobachtungen usw untersucht wer-
den. Es bietet eine Art kosmisches Labor, in dem die Wechselwirkungen zwischen
Baryonen und dunkler Materie zu studiert oder Abweichungen der dunklen Materie
vom Standartmodell untersucht werden ko¨nnen. Die Gro¨ssstrukturen andererseits
entstehen aus dem gravitativen Kollaps winziger Fluktuationen im urspru¨nglichen
Dichtefeld. Das Studium der Materieverteilung in LSS ermo¨glicht es, die Anfangs-
bedingungen und/oder kosmologischen Parameter einzuschra¨nken.
Im Rahmen dieser Doktorarbeit habe ich mich mit diesen beiden Aspekten au-
seinandergestetzt und erfolgreich fu¨nf wissenschaftliche Arbeiten publiziert welche
in dieser Doktorarbeit in gebundener Form vorliegen.
Als erstes untersuchten wir die Verteilung der Materie in drei Galaxienhaufen
und rekonstruierten ihre Massenverteilungen mit Hilfe einer parameterfreien For-
mulierung des starken Gravitationslinseneffekts. In zwei dieser Haufen fanden wir
signifikante Abweichungen zwischen den Dichtemaxima der Messungen und der
na¨chsten Galaxie. Wir untersuchten, ob diese Abweichungen einen astrophysikalis-
chen Ursprung haben oder Hinweise auf Selbstinteraktionen zwischen dunkler Ma-
terie sind.
Als na¨chstes haben wir — einer a¨hnlichen Richtung folgend — die Auswirkun-
gen der Massenverteilung des beobachteten Haufens auf die Zeitverzo¨gerung zwis-
chen den verschiedenen Bildern der selben Quelle untersucht. Wir fanden, dass in
Galaxienhaufen die Zeitverzo¨gerung zwischen Bildern Informationen liefert, welche
verwendet werden ko¨nnen um die Kugelsymmetrie des Kerns des Haufens zu
beschra¨nken.
In den anderen Arbeiten haben wir ein analytisches Modell fu¨r das Materieleis-
tungsspektrum entwickelt, das die Materiedichtefluktuationen statistisch bis zur
zweiten Ordnung beschreibt. Das Modell ist rechnerisch kostengu¨nstig und kann
das Materieleistungsspektrum bis auf einen Prozent Genauigkeit von k ∼ 0.7h−1Mpc
voraussagen.
Daru¨ber hinaus untersuchten wir die Auswirkungen der Baryonen auf das
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schwache Linsen Scherleistungsspektrum. Wir argumentierten, dass diese Effekte
auf kleinen Skalen ` ∼ 5000 signifikant werden und bei Vernachla¨ssigung einen sys-
tematischen Fehler in die Messung und Interpretation der kosmologischen Parameter
von einigen Sigma Abweichung einfu¨hrt.
Schliesslich rekonstruierten wir die Massenkarten von sechs Hubble Frontier Field
Haufen. Ihre Massenverteilung zeigt Dehnung, mehrere Kerne und viele Substruk-
turen, welche einen Hinweis auf eine ku¨rzliche grosse Fusion liefern. Wir messen auch
deren Klumpigkeit mit dem Leistungsspektrum des Massenfeldes und vergleichen sie
mit Simulationen welche dem ΛCDM Model folgen.
“There are only certain intervals of time when life of any sort is
possible in an expanding universe and we can practise astronomy only
during that habitable time interval in cosmic history.”
– John D. Barrow
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1
INTRODUCTION
Our understanding of the Universe has advanced significantly in last two decades
with the development in our theoretical, observational, and computational abili-
ties. While we are confident about the flatness of the Universe from Cosmic Mi-
crowave Background (CMB) experiments, the indicative accelerating Universe from
Supernovae-Ia surveys which is well supported by a cosmological constant. Finally,
a non-interacting, collision-less dark matter is essential to explain the kinematics
of galaxies within clusters, light-curves of galaxies, and gravitational lensing etc..
A comprehensive model, called ΛCDM, is very successful in explaining most of the
observations independently and their combined constraints tells us that our Uni-
verse is composed of about 70% dark-energy in the form of cosmological constant
Λ, about 25% non-interacting cold dark-matter (CDM) and only 5% of the ordinary
(baryonic) matter [60].
1.1. An expanding Universe
1.1.1. Cosmological principle
Most of the observables in cosmology are statistical in nature. The fact that we have
only one Universe to observe, makes it more interesting albeit challenging to test the
physical laws. Also because of finite speed of light, we can only observe the current
state of the Universe locally. This also gives us the ability to look back into the
past stages of the Universe. We cannot observe the past of the Milky Way, we can
however observe similar galaxies and draw a typical evolutionary picture. Studying
the distribution of galaxies is interesting in many other ways too. The distribution
of galaxies clearly indicates that the Universe is highly inhomogeneous around us,
but if we go at sufficiently large scales, galaxy distribution is very isotropic [2, 3].
Observations of the CMB also indicates that the Universe is isotropic up to 1 part in
105 [59]. If we combine the isotropic principle with the assumption that our place in
the Universe is not a special one and any other observer at any other location in the
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Universe will also see the similar isotropic Universe, homogeneity follows. Therefore,
we have good reasons to assume the isotropy and homogeneity in the Universe at
sufficiently large scales, also popularly known as Cosmological Principle.
The models of the Universe based on the cosmological principle form the simplest
solution to the Einstein’s field equation of General Relativity, which relates the
Einstein tensor (geometrical object) to the Energy-Momentum tensor, and lead to
the Friedmann-Lemaitre-Robertson-Walker (FLRW) metric,
ds2 = c2dt2 − a2(t) [dχ2 + f 2K(χ) (dθ2 + sin2 θdφ2)] (1.1)
where,
• a(t) is the cosmic scale factor which increases with the cosmic time (t) and
normalised to unity today (a(t0) = 1). Hence, the cosmic scale factor (or
scale factor henceforth) parametrizes the size of the Universe at cosmic time t
relative to today. The cosmic time, and the scale factor characterise an epoch
in the cosmic history.
• c is the speed of light.
• χ is the radial comoving coordinate.
• θ, φ are the angular coordinate on a unit sphere.
• fK(χ) relates the distance to the circumference that depends on the curvature
parameter K as,
fK(χ) = K
−1/2 sin(K1/2χ) (K > 0)
= χ (K = 0)
= (−K)−1/2 sinh((−K)1/2χ) (K < 0).
(1.2)
This metric is written in co-moving coordinate such that the coordinates of
the observer are expanding with the Universe and therefore, it does not feel any
acceleration.
1.1.2. Cosmological redshift
Consider a source at time t in the cosmic history emitting light which is reaching us
today. Due to the expansion of the Universe, the wavelength of the light observed
(λobs) will be different (stretched or redshifted) from the wavelength at which it was
emitted (λemit) by a factor determined by the rate Universe expanded during the
travel time of the photons, i.e.,
(1 + z) ≡ λobs
λemit
=
aobs
aemit
(1.3)
and as per convention, we define aobs = at0 = 1, we have,
(1 + z) =
1
a(t)
⇒ dz = da
a2
(1.4)
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where z is known as the cosmological redshift (or hereafter redshift) of the source
which also describes an epoch in the cosmic history of the Universe similar to the
scale factor a and the cosmic time t. In many texts, the terms scale factor a, redshift
z and cosmic time t are used interchangeably to characterize an epoch in the cosmic
history of the Universe. The redshift of a source is a direct observable and has a
wide variety of applications in cosmology.
1.1.3. Kinematics
Consider an expanding sphere. A small element on this sphere is marked by its
position x. Because the expansion is expected to be radial, the position of the element
at a later time t is r(t) = a(t)x. Differentiating this equation with respect to the
time, we get,
v(r, t) = r˙ = a˙x =
a˙
a
r(t) (1.5)
We define the Hubble parameter or the expansion rate as,
H(t) ≡ a˙
a
; H0 ≡ H(t0) = a˙(t0) (1.6)
Hubble parameter today, i.e. H0, is referred to as Hubble constant.
1.1.4. Cosmic time and distances
It is now straightforward to calculate the age of the Universe at time t (scale factor
a(t)) after the big bang,
H(a) =
a˙
a
=
1
a
da
dt
, (1.7)
which gives,
t(a) =
∫ a
0
da′
a′H(a′)
. (1.8)
This equation gives the age of the Universe when its size was scaled to the scale
factor a with respect to the present. Hence, both t and a define an epoch in the
cosmic history of the Universe. At a = 1 (i.e., today), we define the age of the
Universe t0.
As light rays follow null geodesics (ds2 = 0), using equation 1.1 we have,
c2dt2 = a2dχ2 ⇒ cdt = −a(t)dχ (1.9)
where the negative sign indicates that we are looking in our backward light cone.
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We can calculate the comoving distance to the source whose photons reach us today
by integrating equation 1.9,
−dχ(a) = cdt
a
=
cda
a2H(a)
⇒ χ(a) =
∫ a
1
da
a2H(a)
(1.10)
Thus, one can use t, a, z and χ as variables to characterize the radial distance of a
source that we see today or the epoch at which the light was emitted by the source.
Suppose one knows the size (d) of a source at redshift z, then she can measure
its distance by measuring the angle subtending to the observer (θ), this distance is
referred to as Angular Diameter Distance and is defined as,
Dang(z) =
d
θ
= χa =
χ
1 + z
(1.11)
the multiplicative factor a is due to the fact that the Universe was smaller by a
factor of a when the light was emitted. Angular diameter distance is the distance to
the source that we observe today if the Universe had stopped expanding when the
photons were emitted from the source.
Similarly, if one measure the flux (S) from a source and model its luminosity (L),
it is possible to infer the distance to the source, referred as Luminosity Distance,
and given by,
Dlum(z) =
√
L
4piS
=
χ
a
= (1 + z)χ (1.12)
The luminosity scales as 1/a2 where one a is the contribution due to the redshift of
the photons and the other comes from time dilation. Hence, the luminosity distance
scales as 1/a.
The era of modern cosmology began with an observational breakthrough by
Edwin Hubble in 1928 stating that the galaxies move away from us with a ra-
dial velocity (v) which is proportional to their distance from us(r) [28]. The pro-
portionality constant is known as the Hubble constant (H0) i.e., v = H0r is also
known as Hubble’s law. The measurement consists of the redshift of the galaxies,
that Hubble referred to as nebulae, and their luminosity distance. For local Uni-
verse, it follows a linear relation. This breakthrough along with the homogeneity
accounts as the observational evidence for the expansion of the Universe and puts
an end to the static world models. The Hubble constant H0 usually parametrized as,
H0 = h 100 km s
−1 Mpc−1 ≈ h/1010 year−1, where, h is a dimensionless number of
the order unity which gives the Hubble constant in units of 10 billion years inverse.
To measure the luminosity distance to a source, we need to know its intrinsic
luminosity. One class of such objects are the Supernovae-Ia, these are also known as
the standard candles in the Universe [9, 16]. They don’t really have same intrinsic
luminosity, as the name can be misleading, but empirically the relation between
their peak luminosity and width of the light-curves has a very tight correlation and
therefore it is possible to infer the peak-luminosity of such objects by looking at their
light-curves. Two teams, lead by Saul Perlmutter [56] and Brian P. Schmidt [67],
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independently measured these distances along with their redshift and concluded that
the observed fluxes of the high redshift Supernovae-Ia require expansion of Universe
at an accelerated rate. In 2011, Saul Perlmutter, Brian P. Schmidt and Adam G.
Riess shared a Nobel prize in physics for this remarkable breakthrough.
1.2. The concordance model
Plugging FLRW metric (equation 1.1) into the Einstein’s field equation, we get an
independent dynamical equation for the scale factor a,
H2(a) ≡
(
a˙
a
)2
=
8piG
3
ρ− Kc
2
a2
, (1.13)
where
• ρ and p are the density and pressure respectively for the matter content of the
Universe that must follow a homogeneous and perfect fluid dynamics.
• K is the curvature parameter and follows K = 0 for a flat Universe.
• G and c are the Gravitation constant and speed of light respectively.
Equation 1.13 is also popularly known as the first Friedmann equation.
ρ may contain more than one component which change with time as the Uni-
verse expands. One can distinguish three main components: matter, radiations and
vacuum energy. In order to determine the evolution of the densities of these compo-
nents, let’s start with the first law of thermodynamics in an adiabatically expanding
Universe, i.e., dU = −pdV , which can be written in comoving framework using scale
factor as,
d(ρc2a3) = −pd(a3). (1.14)
One can also relate ρ and p with an equation of state:
w =
p
ρc2
(1.15)
w is known as the equation of state variable for the respective component of the
energy density of Universe. For pressure-less matter, wm = 0, for radiation wr = 1/3
where for vacuum energy wv = −1. Using these values in equation 1.15 and combin-
ing with equation 1.14, we derive the evolution of densities of various components
as,
ρm(t) = ρm0a
−3
ρr(t) = ρm0a
−4
ρΛ(t) = ρΛ0
(1.16)
where, ρm0, ρr0 and ρΛ0 are the respective densities today. These results are very
intuitive as well. The matter density decreases with the volume of the Universe (a3)
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as the total matter in the Universe remains constant. Similar behaviour applies for
radiation plus an additional factor of a due to the redshift of the photons, hence
radiation density decreases with a factor of a4. Finally, the energy density of the
vacuum (Λ) stays constant, as more and more vacuum is created with the expansion
of the Universe. Therefore, we can write the evolution of the total density of the
Universe as,
ρ(t) = ρm(t) + ρr(t) + ρΛ(t) =
ρm0
a3
+
ρr0
a4
+ ρΛ (1.17)
The curvature parameter K in equation 1.13 changes sign with the expansion
rate, K = 0 is a limiting case. Employing equation 1.13 today, with K = 0 yields,
ρcr ≡ ρ0 = 3H
2
0
8piG
(1.18)
ρcr is defined as the critical density of the Universe. It characterises the total density
that is needed to keep the Universe spatially flat. One can normalise the densities
of various components of the Universe with critical density to define dimensionless
density parameters of the order unity,
Ωm ≡ ρm0
ρcr
; Ωr ≡ ρr
ρcr
; ΩΛ ≡ ρΛ
ρcr
; (1.19)
It also follows that for a spatially flat Universe, total normalised density param-
eter Ω0 is unity,
Ω0 = Ωm + Ωr + ΩΛ = 1 (1.20)
Any deviation of this parameter from unity is the indication of spatial curvature
of the Universe. Finally, we can re-write the first Friedmann equation in terms of
these parameters as,
E2(a) ≡ H
2(a)
H20
=
[
Ωr
a4
+
Ωm
a3
+ ΩΛ − Kc
2
a2H20
]
(1.21)
This equation is extremely important in cosmology, it gives the evolution of the
Hubble parameter. It is also used to compute cosmic time, distances, volumes etc.
at an epoch based on the scale factor or redshift for given cosmological parameters.
This is called the concordance model. The current constraints on the cosmological
parameters indicates: Ωm ∼ 0.3, ΩΛ ∼ 0.7 and h ∼ 0.7 [60].
1.2.1. Equation of state of dark-energy
Differentiating equation 1.13 and making use of equation 1.14, we get the equation
of motion of the Universe, also referred as the second Friedman equation,(
a¨
a
)
= −4piG
3
(
ρ+
3p
c2
)
, (1.22)
Employing this equation, it is clear that in order to have an accelerated expansion of
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the Universe a¨ > 0, there must be a component of the energy density of the Universe
that follows,
p < −ρc
2
3
(1.23)
Such a component resembles the so-called Dark-Energy. It exhibits negative pressure
large enough to support the accelerated expansion of the Universe. The cosmological
constant Λ or the vacuum energy is a special case of the dark-energy where p = −ρ.
If we describe in terms of equation of state (equation 1.15), it indicates that for
dark energy, wDE < −1/3, whereas for cosmological constant it’s -1. In the rest of
the text and also in the subsequent chapters, w indicates the equation of state of
dark-energy, unless stated otherwise.
It is also not necessary to assume that equation of state of dark-energy is constant
over time. Many different parametrizations were proposed for an evolving equation
of state with cosmic time w(a). A popular and widely used parametrization is the
so-called CPL (Chavallier and Polarski 2001 [13]; Linder 2003 [40]) parametrization,
w(a) = w0 + (1− a)wa (1.24)
where, w0 is the equation of state today and wa is the derivative with the scale
factor.
1.2.2. Thermal History of the Universe
Our current understanding of the Universe from various cosmological probes indi-
cates that h ∼ 0.7 that gives the age of the Universe ∼13.7 Gyr, Ωm ∼ 0.3 which is
dominated by the cold dark-matter that interacts only gravitationally, and ΩΛ ∼ 0.7,
with w = −1, which is the dominant component of the energy content of the Universe
and applies negative pressure, and hence is responsible for the accelerated expansion
of the Universe. Finally, Ωr ∼ 10−4 and is mainly dominated by a background radi-
ation at temperature ∼ 2.7 K that can be observed at microwave wavelength in all
directions in the sky. This radiation is known as the Cosmic Microwave Background
(CMB) radiations and shows a nearly perfect black-body spectrum.
Using equation 1.17 it can be seen that in the past matter were dominated over
the vacuum energy and if we go long back in the past, radiations were the dominant
component. Also radiation loses energy due to the redshift, the CMB photons in
the past must be very energetic and therefore hot (as the expansion of the Universe
preserves the black-body spectrum). Therefore the temperature of the CMB photons
(and hence that of the Universe) drops linearly with the scale factor or the redshift,
TCMB(z) = T0(1 + z) (1.25)
At very early times in the history of the cosmic expansion, the scale factor
was very small, close to zero, and hence the Universe must have been very hot.
Just after the Big Bang, the temperature was so high that the kinetic energy of
protons would be large enough to overcome the Coulomb barrier and fuse with
other protons, whereas the neutrons had no such barrier. So, it is expected that
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light nuclei were synthesised during the early times in the Universe, this process
is also known as Big-Bang Neucleosynthesis (BBN). As the Universe expanded, it
cooled down rapidly and thus the process of BBN could have only happened up to
certain time scale. During the first three minutes of the cosmic evolution, all the
light mass nuclei were formed and then the temperature dropped below the binding
energies of the lightest nuclei and thus no further BBN could happen. During this
time, 4He were formed and its mass fraction reached to about 25 percent and only a
small fraction Deuterium, Lithium and Beryllium were formed. The BBN is a very
important aspect of standard model of cosmology, however, we are not discussing
it here in more details. For a thorough review on BBN see [18, 86]. The abundance
of these light elements can be calculated with a nuclear reaction network and can
be well matched with the current observations putting strong constraints on the
physical baryon density in the Universe. This successful comparison is one of the
major achievements of the ΛCDM model.
As the time passes, the Universe cooled down further and the temperature
dropped enough (∼ 3000 K) such that electrons and protons could combine together
to form neutral hydrogen atoms. This process is called Recombination. During the
recombination, the CMB photons scattered for the last time, sometime it is also re-
ferred as the last scattering surface. After recombination photons get decoupled from
the baryon-photon fluid and stream freely which can be observed today as the CMB.
This happen ∼380,000 years after the big bang or at redshift ∼1100. It was not an
instantaneous process, the Universe became neutral in a short interval of time. When
we look at the CMB sky, we actually see this ionization front. In 1965, A. Penzias
and R. Wilson discovered the CMB accidentally when they noted an excess antenna
temperature of about 3K that they could not remove from any known source [18].
They were given a Nobel prize in physics in 1978. In 1992, Cosmic Background
Explorer (COBE) satellite which scanned the full CMB sky, found fluctuations in
CMB temperature of the order 10−5 [19, 75]. These anisotropies originate from the
matter density fluctuations at the time of the recombination. COBE also observed
a perfect black-body spectrum in CMB. In 2006, when another CMB all sky sur-
vey Wilkinson Microwave Anisotropy Probe (WMAP) [32] confirmed the findings of
COBE with much higher signal to noise ratio, COBE team leaders George Smoot
and John Mather were awarded with a Nobel Prize in physics. Very recently these
anisotropies were studied with much better signal to noise ratio and up to much
smaller scales by Planck satellite, putting tightest constraints on the cosmological
parameters.
After recombination, the Universe became neutral. However, current observations
show that the Universe is fully ionized up to redshift ∼ 6. Therefore, sometime
between redshift ∼ 1100 and ∼ 6, the Universe must have been re-ionized either
by the first stars or the quasars. As it is not an instantaneous phenomenon, the re-
ionization of the Universe must have started much earlier redshift 6. The most recent
results from CMB observations indicates that the redshift of the re-ionization is ∼ 8
[60]. The period between the recombination (redshift ∼ 1100) and the re-ionization
(redshift ∼ 8) is called the Dark Ages.
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1.2.3. Cosmic inflation
Despite the success of the ΛCDM model of cosmology, there are few caveats. Two
major conceptual problems in the framework comprise its main drawbacks:
• Flatness problem: It is also referred as fine tuning problem. It states that in
order to have the Universe spatially flat today, i.e. the curvature density close
to zero (maybe within a margin of few percent), the curvature parameter in
the early Universe (say z ∼ 1010) must be extremely close to zero, of the order
10−15. If this condition is not satisfied, the Universe would have re-collapsed
long ago that there would have been no time for the stars or planetary systems
to form or it would have expanded significantly faster than the Universe we
live in such that it would have prevented the formation of the structures in the
Universe. In both cases, it wouldn’t be possible for life of any form to exist to
study the flatness of the Universe. Hence an extreme fine tuning of the density
parameters is needed at early times for life to exist today. For a review see
[33].
• Horizon problem: Due to the finite speed of light, we can only observe a finite
part of the Universe, only those regions from where the light can reach us
in time t0. So, there is a part of the Universe beyond which we cannot see,
this boundary mark the size of the observable Universe and known as the
horizon. This also implies that the horizon size must have been smaller in the
past. If one calculates the size of the horizon at the time of recombination
within ΛCDM framework and divides it by the angular diameter distance to
the CMB, the angular size of the horizon at the time of the recombination
comes out to be ∼ 1◦. This means that the regions in the sky (or CMB sky)
which are separated by more than a degree were never causally connected.
Still as we observe in the CMB temperature fluctuations, the temperature of
whole CMB sky is almost the same and relative difference is of the order 10−5.
How come the regions in the sky are so isotropic when they never exchanged
information? For a review see [33].
One can always assume the initial condition to be such that the above two
conditions follow. But this does not explain anything and is highly unlikely. In
1980’s a new model was developed known as the inflationary model (or inflation; for
a review see [6, 10, 84]). It presumes that at a very early time the vacuum energy
was much higher than today and dominated the Hubble expansion, resulting in
an exponential expansion of the Universe. This inflationary phase ended when the
vacuum energy transformed into matter and radiation via a process referred to as
reheating [6].
The theory of cosmic inflation solves the flatness and horizon problem ( and
few others as well). Due to the very fast exponential expansion in early times, the
regions which were not causally connected got connected. This immediately solves
the horizon problem. Also due to such rapid expansion, any initial curvature which
was not fine tuned could have been straightened out and it got highly flat. This
solves the flatness problem.
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The scenario of the inflation, the exponential expansion of the Universe at an
early time, solves many problems in ΛCDM, yet the physical mechanism is unknown.
A very big problem is that how and when the inflationary phase came to an end
and why not at any other time. Nevertheless, inflation is one of the important
and plausible scenario in the framework of ΛCDM model. Because inflation follows
spatial flatness of the Universe, we can drop the K terms in the Friedmann equations
in the rest of the text. For most recent constraints on the inflationary models, see
[58].
1.3. Structure Formation in the Universe
An absolutely homogeneous Universe would be very easy to describe mathematically,
but it would be devoid of any interesting physical phenomenon that we observe
around us. Thanks to the inhomogeneities in the Universe, we exist! The Universe
shows these inhomogeneities or structures on various scales up to ∼ 200 h−1Mpc.
The seeds of these inhomogeneities were the tiny quantum fluctuations [70] , which
as per our concordance model, are amplified up by the inflation and are transformed
into small density perturbations which can be observed in the CMB. During the early
dark ages, these perturbations were still very small and as a result of gravitational
instability, these small perturbations grew and formed the large-scale structures of
the Universe. So, the history of the structure formation in the Universe, as described
in the concordance model, can be studied in two parts: (i) Linear theory, when
the size of the perturbation were small and higher order perturbation terms can
be ignored and (ii) Non-linear theory, when the size of the perturbations grows
significantly larger that higher order terms cannot be ignored.
1.3.1. Linear theory
The earliest perturbations we see in nature are the fluctuations in the CMB due to
the perturbations in the matter density field. Because these perturbations are tiny
(∼ 10−5), the higher order perturbation terms can be neglected and hence, linear
theory can describe growth of structures at very high redshift (early dark ages).
Secondly, the local Universe is homogeneous at scales larger than ∼ 200 h−1Mpc
and therefore, if we smoothen the distribution of matter at scales larger than this, it
looks homogeneous and hence the perturbations are small. Therefore, linear theory
can also be applied at large scales. So, linear theory of the structure formation and
evolution can be applied to the large scales at all redshift and to small scales only
during early stages of the dark ages. Within these regimes, the theory of structure
formation can be described analytically.
We start by defining the density contrast parameter which is the relative devia-
tion of the density from the mean background density of the Universe,
δ(r, t) =
ρ(r, t)− ρ¯(t)
ρ¯(t)
, (1.26)
where, ρ¯(t) is the mean matter background density of the Universe at that epoch.
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Assuming a matter dominated Universe (or the pressure due to radiations is
zero), which is a good approximation at the high redshift, with dark-matter as
the dominant component being collision-less. So, we can approximate the matter
as a pressure-less fluid which is fairly valid at large scales. The fluid equations
for vanishing pressure are: (i) Continuity equation, describing the conservation of
matter; (ii) Euler equation, describing the equation of motion for the fluid and
finally (iii) Poisson equation describing the gravitational field. Solving the system
of these equations in linear regime (i.e., neglecting all higher powers of δ) in the
comoving coordinates will give the so-called Growth Equation:
∂2δ
∂t2
+
2a˙
a
∂δ
∂t
− 3H
2
0 Ωm
2a3
δ = 0 (1.27)
This equation is a reasonable approximation at large scales, where the perturbations
are small, it and completely describes the distribution and evolution of perturbations
δ. It is valid for both real and Fourier space δ˜ where we use the convention,
δ˜(k, t) =
∫ ∞
−∞
δ(r, t) exp(−2piıkr)dr. (1.28)
In equation 1.27, δ is a function of both space and time, but the derivative is
only with respect to the time and there is no space term in the coefficients, it’s an
ordinary second order differential equation. The solution to this equation can be
separated in spatial and temporal components, where the temporal part gives the
growth of the structures, D+(t), and therefore,
∂2D+(t)
∂t2
+ 2H(a)
∂D+(t)
∂t
− 3H
2
0 Ωm
2a3
D+(t) = 0 (1.29)
D+(t) is also known as the Growth Factor. It describes the evolution of the linear
density fluctuations with cosmic time. Once the initial conditions are defined, this
equation can be used to calculate the growth of linear perturbations.
If we also include the contribution from the fluid pressure etc., these equations
remains the same except for the last term,
¨˜δ + 2H(a) ˙˜δ =
(
3H20 Ωm
2a3
− c
2
sk
2
a2
)
(1.30)
where, the second term on the right is the pressure term with cs as the speed of
sound. This term is only important for large values of the wave-vector (k) and hence
for the small scales. Therefore, at large scales pressure is not important, and hence
gravity will dominate and vice-versa. This defines a characteristic length scale below
which pressure becomes important, Jeans length λj ≡ cs
√
pi/Gρ. As the Universe is
expanding, the density of the Universe and also the speed of sound is changing and
so does the Jeans length.
Now that we have described the evolution of density field with cosmic time, with
and without pressure term, one can predict the fluctuations at any time given the
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initial conditions. Describing the initial conditions for the density fluctuations im-
mediately raises the question: how to characterize a function describing the density
field δ in space at any time in cosmic history? One cannot expect any physical theory
to do that, as the density field in initial conditions is a random field, at best one
can hope is to describe its statistical properties.
The simplest of the statistics is the two-point function. Suppose there is a com-
pletely random distribution of galaxies in the Universe without any deterministic
force. Now, given a galaxy at origin, what is the probability of finding a galaxy at a
distances r1 and r2; it must be the same. However, due to the Gravitational force,
galaxies attracts each other, and hence there is this an excess probability to find a
galaxy closer to another galaxy. So to say, the probability of finding another galaxy
at r1 is larger than at r2 if r1 < r2.
This excess probability can be modelled as the two-point correlation function
(2PCF) C(x, y) which is defined as,
〈δ(x)δ?(y)〉 = C(|x− y|) (1.31)
The 2PCF is a function of the distance separation between two points in the space.
It is more convenient to work in Fourier space and hence we define the Fourier trans-
form of the 2PCF as the power spectrum (P (k)) of the density field or commonly
known as matter power spectrum,
P (k) = 〈|δ˜(k)|2〉 (1.32)
where, k is the wave-vector at the corresponding scale. If we define the matter power
spectrum of the initial density field and combine it with the growth factor, we have
a complete description of the evolution of linear density field in the Universe.
To define the initial power spectrum we have two important facts to take into
account:
• First: at very early times, all relevant length scales were larger than the size of
the horizon, there were no characteristic scales in the units of which k could
be measured. The only mathematical function for length that does not require
a characteristic length scale is the power law. Therefore we expect the initial
power spectrum to be a power law with some index (say ns), i.e., P (k) ∝ kns .
ns is also known as the spectral index.
• Second: the growth of the density fluctuations depends on their length-scale
as compared to the horizon size at that epoch. Also the growth of various
perturbations would be different had they entered the horizon in a radiation-
dominated phase or a matter dominated phase etc.. Therefore, a transfer func-
tion T (k) is defined that accounts for the fact that the growth of small-scale
perturbations is suppressed relative to those which enter the horizon only after
matter domination. Therefore, we have P (k) ∝ T 2(k)
Thus we can define an initial power spectrum, which is also linear in nature as,
PLin(k) = Ak
nsT 2(k) (1.33)
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where, A is the normalisation factor. Therefore, we can re-write the linear power
spectrum at any epoch or redshift z as,
PLin(k, z) = PLin(k)D
2
+(z) (1.34)
The shape of the linear power spectrum is determined by the parameter ns and
transfer function. There is a different form of normalisation in practice such that if
one counts galaxies in a sphere of radius 8 h−1Mpc, then the average relative error
is close to unity, i.e.,
〈δ2(8h−1Mpc)〉 ≈ 1 (1.35)
So, we define the variance of the smoothened density field as,
σ2(R) =
∫
d3k
(2pi)3
|W˜ (k,R)|2P (k) (1.36)
where, W˜ (k,R) is the Fourier transform of the top-hat function smoothened at scale
R and is given by,
W˜ (k,R) = 3
sin(kR)− kR cos(kR)
(kR)3
(1.37)
and therefore we have,
σ2(8h−1Mpc) ≡ σ28 ≈ 1 (1.38)
σ8 is the parametrisation in practice to normalize the power spectrum. σ8 along with
the spectral index ns completely describe the power spectrum for the initial density
field.
1.3.2. Non-Linear theory
At late times, the approximation δ  1 is not valid at small scales. So, the analyt-
ical description for the structure formation and evolution becomes impossible. The
solution then would have to rely on higher order perturbation theory (PT), physi-
cal approximations to the distribution of the matter in the Universe (e.g., the halo
model), semi-analytic approaches (e.g., fitting functions, modified halo model etc.;
see [74, 80]), or simulations. The higher order PT are quite useful for many applica-
tions but it also starts to fail as δ becomes of order unity (for a comparatively old
but thorough review see [17]). The physical approximation methods turn out to be
very powerful in predicting the observables approximately but since they are based
on strong assumptions which are certainly not always true, they either become un-
reliable when precision is required, or have to be calibrated on simulations. Finally,
simulations are the ultimate solution but they are limited by the volume factor and
resolution, and are computationally expensive.
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1.3.2.1. N-body simulations
With advancement in the computational power in the last decade, it is now possible
to simulate the Universe at cosmological volumes to an accuracy up to the scales
where only gravity is important in structure formation. These scales are highly
non-linear and are very difficult to describe by other methods. The smaller scales,
where the baryonic interactions become important, have only limited success, but
the progress has a very steep slope. For simplicity, in this section, I shall restrict
the discussion about dark-matter only (DMO) simulations, also popularly known as
N−body simulations. Baryonic processes in structure formation will be discussed in
section 1.3.4.
An N-body simulation characterizing a Universe consists of only dark-matter
(and no baryons) which interacts only gravitationally. Such a simulation is useful
in studying the structure formation at scales large enough that baryonic processes
are not important and small enough that the clustering processes are non-linear
and difficult to describe analytically. The basic principles of such simulations are
described below.
It is not possible (or at least very expensive) to simulate a volume equivalent to
the observable Universe at high enough resolution to study the evolution of individ-
ual halos. Assuming that the Universe is homogeneous at cosmological scales (or the
scales of the largest structures), the simulation volume must at least include these
structures. So a cube with side length ∼ 200h−1Mpc or larger is needed to simulate
a true representative of the Universe. Further, the particles close to the boundaries
of the cube must also feel the gravitational pull from outside the box and hence
one cannot consider the space outside the box to be empty. Since the Universe is
homogeneous at scale larger than the size of the box defined, one can assume the
periodic boundary conditions. For example if a particle leaves the box from left side,
it re-enter the box from the right side. Also, the particles close to the left boundary
will feel the gravitational pull towards left similar to as if the distribution of the
particle towards the left is similar to the right side boundary.
One very important ingredient of a simulation is the initial conditions which are
set to very high redshift. Let the particles evolve with gravity up to redshift zero.
The best way to set the initial condition is to put all the particles in a uniform 3D
grid and then displace each particle with a displacement field to match the initial
power spectrum (linear).
Another important aspect of a simulation is its resolution. This depends on the
number of particles or the mass of each dark-matter particle (at least one of them is
free parameter to be fixed at the beginning). The smaller the mass of the individual
dark-matter particle, the larger will be the total number of particles in order to match
the critical density of the Universe today and hence, one can resolve smaller scale
structures. There is always a trade-off between large volumes and higher resolutions.
Recently, Skillman et al. [73] has made available a very ambitious N-body sim-
ulation of box size 8h−1Mpc with a billion particles. The total size of the output is
close to 55 TB. Schneider et. al. [68] studied various cosmological N-body simulation
codes (RAMSES,PKDGRAV and GADGET2) and computed power spectrum giv-
ing full analysis of volume and resolutions required for a precise measurement of the
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matter power spectrum. Heitmann et al. [23–25, 34] has made a available an accurate
matter power spectrum emulator based on 38 cosmological N-body simulations.
Analysing the output of an N−body simulation is a fun exercise and a lot can be
learnt from it. First, merely the visualisation of the evolution of particle positions
gives us an insight and a better understanding of the formation of cosmic web and
large scale structures of the Universe. Also, one can calculate the non-linear matter
power spectrum and its evolution using equation ?? and constrain the theory of
structure formation. One very important application is to search for dark-matter
halos in the simulations and compare it with other physical theories to put con-
straints on their parameters and also to compare with observations. However, the
relation between dark-matter halos and luminous galaxy distribution needs further
considerations like galaxy bias etc. and is beyond the scope of this work.
1.3.2.2. The halo model
The halo model [43, 45, 55, 71] is one of the more successful, analytic and physical
frameworks to describe the clustering and growth of structures in the Universe. In
this framework, all the matter in the Universe is assumed to be in the form of
spherical halos whose radius are defined by a density threshold. Generally R200,
which is the distance from the centre of the halo where the density inside the sphere
drops to 200 times the mean matter density of the Universe, is used. The distribution
of mass inside the halos are assumed to follow a radial density profile, which depends
on its mass, truncated at R200 or at virial radius (Rvir).
The assumptions of the halo model don’t hold in details but are well approxi-
mated and hence the estimators for the matter power spectrum are well in agreement
(nearly 20% at non-linear scales) to the more accurate simulations. However, due to
these invalid approximations, it is not possible to achieve sub-percent level accuracy
with this estimator.
There are particularly four ingredients to model the power spectrum in the halo
model framework:
• Linear power spectrum PLin(k).
• Radial density profile of the halos. Usually for dark-matter only Universe,
the so-called Navarro-Frenk-White (NFW; [53]) is used as a Universal profile,
which is completely characterized by the mass of the halo,
ρ(r) =
ρs
(r/rs)(1 + r/rs)2
(1.39)
where, rs and ρs are the scale radius and characteristic density at scale radius
respectively.
• Halo mass function f(ν): a functional form defining the number of halos as a
function of halo mass that follows:∫ ∞
0
f(ν)dν = 1 (1.40)
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where, ν is called the peak-width of the density peak of the halo characterizing
its mass. This condition implies the assumption of the halo model that all the
mass in the Universe is inside the halos.
• Halo bias b(ν): As the halos are biased tracers of the matter, one important
ingredient is the description of the bias. This term is important while evaluat-
ing the correlation between different halos. In the halo model framework, halo
bias follows, ∫ ∞
0
f(ν)b(ν)dν = 1 (1.41)
Once these four ingredients are defined, it is very straightforward to model the
power spectrum. In this framework, the total matter power spectrum is split into
two main contributions,
P (k) = P1h(k) + P2h(k) (1.42)
The first term on the right is referred to as the one-halo term (P1h(k)) and gives
the correlations of the dark-matter particles inside the halo and is computed as
the auto-convolution of the halo profile which dominates at the smaller scales. The
second term is known as the two-halo term (P2h(k)) and gives the correlation between
different halos. As the dark-matter halos are biased tracers of the mass distribution,
this term has a contribution from the halo bias and it dominates over the larger
scales.
The halo model is discussed in much more details in chapter 3 and 4 but for a
more extensive review see [14].
1.3.3. Covariance matrix of matter power spectrum
As the 2PCF and power spectrum are statistical quantities, there is a statistical
limit to which it can be measured in cosmological surveys or simulations. This limit
is expressed as the covariance matrix, defined as,
Ck,k′ = 〈P (k)P (k′)〉 − 〈P (k)〉〈P (k′)〉 (1.43)
The estimator for the full covariance matrix of the matter power spectrum can
be modelled as the contributions from three broad parts:
C(k, k′) = CG(k, k′) + CNG(k, k′) + CSSC(k, k′) (1.44)
where, the three terms on the right are the Gaussian, Non-Gaussian and super-
sample covariance contributions respectively.
• Gaussian part CG(k, k′): The matter power spectrum is computed by averaging
over the modes in spherical shells in the Fourier space. It is understood that if
one averages over more number of modes, the underlying error on the average
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will be smaller and vice-versa. So, the Gaussian part of the covariance matrix
gives this contribution and has Poissonian structure.
CG(k, k′) =
2
N(k)
δk,k′P
2(k) (1.45)
where, N(k) is the number of modes corresponding to the wave-vector k. One
can either count the number of modes while averaging over the power spectrum
or can compute this as,
N(k) = 4pik2dk
(
L
2pi
)3
(1.46)
where, L is the box size and dk is the bin width. The Gaussian part contributes
only to the diagonal elements of the covariance matrix and provides no infor-
mation about the correlated errors between different modes. As we have only
one Universe to observe, large scale modes are very few, and hence the co-
variance of the matter power spectrum is dominated by the Gaussian part for
small k. It is also popularly known as cosmic variance or sample variance.
• Non-Gaussian part, CNG(k, k′): The non-Gaussian covariance term is induced
by the non-linear growth of the density perturbations and arises from the
connected 4-point function or the trispectrum due to the fact that the phases
of δ˜(k) are not random. This term gives the correlated errors between different
wave-vectors and also contributes to the off-diagonal terms of the covariance
matrix. This contribution is vanishing in the early times if the initial density
field is Gaussian and so all modes evolve independently. So, when the non-
linearity enters and modes become correlated, the dispersion of the power
spectrum increases [47].
• Super-sample covariance (SSC), CSSC(k, k′): The SSC is the sampling error
due to the coupling to the modes larger than the size of the survey or simula-
tion. It was first reported by [22]. Because this contribution appears constant
at all the survey scales, it can be viewed as a curvature term to the survey
which can further be mimicked by the change in background density. There-
fore this term can be modelled completely by the response of the matter power
spectrum to the change in background density [36, 77],
CSSC(k, k′) = σ2b
∂P (k)
∂δb
∂P (k′)
∂δb
(1.47)
where, σb is the linear variance.
The accurate quantification of all these terms is crucial in order to perform any
likelihood analysis based on observables modelled on the matter power spectrum. As
we advance in the quality of data, the smaller scales give more constraining power
over cosmological parameter space, the contributions from non-Gaussian part and
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SSC become very important and ignoring them may overestimate the constraints on
the cosmological parameters and mislead the interpretation by adding biases to the
cosmological parameters [30, 35, 72, 79, 92]. In order to estimate the full covariance
matrix correctly, matter power spectrum need to be estimated from large sample of
cosmological simulations [8, 81, 82].
1.3.4. Baryonic contributions
It is relatively easy to model and describe the clustering of matter that interacts with
only one force (gravity). But we exist and are not made up of dark-matter, instead
by the ordinary matter which interacts via other forces, in addition to gravity and
exhibit pressure. Even the Universe with baryons and dark-matter would behave
very similar at large scales, but at small scales where the baryonic processes are
important, dark-matter only Universe is not a good description. Many recent works
demonstrate different scales at which the baryonic contributions are significant in
the matter power spectrum. These scales vary between k ∼ 0.3− 0.6hMpc−1 which
transform into a physical scales smaller than ∼ 10−15h−1Mpc (see [87, 88]). Future
generation surveys like Euclid1 [5, 63] and LSST2 [42] are expected to provide data
with very high resolution and are expected to probe scales k ∼ 10h−1Mpc or physical
scales of about 0.5h−1Mpc where the baryonic contribution are very significant.
To model the structure formation with baryons is rather a messy task. Analytic
calculations can be very complicated and not-reliable. However, computer simula-
tions provide a much better tool to study the formation of structures including
baryonic physics. One can always put baryonic matter along with dark matter in
the simulations and evolve with governing gravity and baryonic processes which are
known to be important. Some of the processes are: Star formation, Feedback pro-
cesses from AGN or Supernovae etc., Radiative transfer, Adiabatic contraction or
expansion of dark-matter due to baryons.
There is very little understanding of star formation processes, other processes
can be modelled with some approximations. But carrying out these calculations in
big cosmological volumes are very expensive and may still be out of the reach of the
current computational abilities. Different hydrodynamical simulations have found
a remarkable agreement with various observations. For example, quasar absorption
line observations of the Ly-α forest [11, 15, 83], properties of high-column density
HI absorbers [46, 61, 62], sizes of disc galaxies [1, 20, 21, 44, 89], intergalactic gas
[54, 76] etc.. An example of a state of the art hydrodynamical simulation is the
EAGLE project [66].
Another way to include the baryonic processes is to perturb the density profile
of the halos with baryonic processes and model the power spectrum using the halo
model framework [50]. This approach can be calibrated with simulations or obser-
vations but still remains analytical with some free parameters to be measured by
data directly. For a similar approach see chapter 4
1http://www.euclid-ec.org
2http://www.lsst.org/lsst/
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1.4. Gravitational Lensing
The bending of light due to the gravitational field of the intervening matter is known
as the gravitational lensing (or lensing hereafter). If the deflection in the light path
is strong enough, an observer will observe multiple images of the same source (also
referred as strong gravitational lensing or SL), if it is not strong enough, only the
distortion in the shape of the source (also referred as weak gravitational lensing
or WL) will be observed. It is a powerful technique to obtain information about
the intervening matter, also known as the gravitational lens (lens hereafter). The
quantitative description of the lensing phenomenon was formulated only after the
description of Einstein’s General Relativity (GR), however, it was suspected long
before that. Based on Newtonian theory of gravitation, in 1784 John Mitchell men-
tioned to Henry Cavendish the possibility of bending of light through a gravitational
field by an angle 2GM/(c2ξ), where M is a spherical mass like a star and ξ is the
impact parameter. GR finds that this number is larger by a factor of 2,
4GM
c2ξ
= 1.75′′
(
M
M
)(
ξ
R
)−1
(1.48)
A measurement of this kind was made for background stars during a total solar
eclipse in 1919 with sufficient accuracy which made it clear that the GR prediction
is indeed correct. This was a tremendous success of Einstein’s theory.
In 1924, Chwolson considered a simple geometry where the source is exactly
behind the lens and concluded that instead of multiple images, the sources will
be seen as a ring around the lens. These are referred to as Einstein Rings. In 1936,
Einstein considered lensing by a star and concluded that the separation between two
images would be of the order of milli arc-seconds and there is no possibility to resolve
it. However, more optimistic view was shared by Fritz Zwicky, who, in 1937, proposed
to look for lensing phenomenon in galaxies that he called extragalactic nebulae and
that the image separation to be of the order 10 arc-seconds and certainly be resolved
by a telescope. If the source which is multiply imaged by a lens is variable, it is also
possible to calculate the difference in the light travel time between two images of
the same source. In 1960 Refsdal made such a calculation and pointed out that it
depends on the mass of the lens and the distance between lens, observer and source;
if they are known it can be used to measure the Hubble constant and infer other
cosmological parameters [64].
In 1979, for the very first time CCD detectors replaced the traditional photo-
graphic plates which provided high resolution images and thus it is now possible to
observe the lensing multiple images which has been theorized for a long time. [90]
marked the discovery of first multiply imaged system when they discovered a pair
of quasars separated by nearly 6 arc seconds having identical colour, redshift and
spectra. This system is known as QSO 0957+561. One year later, another lensing
system was observed by [91]. In this system the quasar was lensed into three images,
triple quasar (PG 1115+080). In 1986, a giant luminous arc was discovered in the
galaxy cluster named Abell 370. The arc was a highly distorted image of a high
redshift galaxy. Finally in 1988, an Einstein ring was observed in MC 1131+0456
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by [26]. By now, more than 400 multiple-image lens systems have been discovered
where a bright galaxy or a galaxy cluster is the main lens.
1.4.1. Lensing theory
Consider a gravitational lens at a comoving distance χ (redshift zl) with sky-
projected surface mass density Σ(θ), where θ is a 2D vector to the angular coordinate
perpendicular to the line of sight. Due to the gravitational field of the lens, different
light rays from a background source will travel different distances before reaching
the observer. Therefore, the time delay due to different travel distances between two
images of the same source can be split into two main contributions and written as,
t(θ) =
χ
c
(
χ′
2(χ′ − χ)(θ − β)− 2∇
−2
θ κ¯(θ)
)
(1.49)
where, χ′ is the comoving distance from the observer to the source and β is the
angular positions of the source perpendicular to the line of sight. The first term on
the right is due to the geometry of the system and the second term is due to the
gravitational potential of the lens. As the total time delay is proportional to the
comoving distance to the lens, it is inversely proportional to the Hubble constant.
Also, κ¯(θ) = κ (χ′/(χ′ − χl)) and κ is the surface mass density of the lens defined
as,
κ(θ) =
4piG
c2
χ
1 + zl
(
χ′ − χ
χ′
)
Σ(θ) (1.50)
t(θ) is a continuous function and can be visualised as contours of constant time
delays in the lens plane. For a source at infinity, κ¯ = κ. Images cannot form ev-
erywhere, because not every light ray reaches the observer, they will form only at
coordinates where t(θ) has a minima, maxima or a saddle point. These extrema
positions can be calculated by finding the roots of the equation,
∇t = 0 ⇒ β = θ − α(κ, θ) (1.51)
This equation, also known as the lens-equation, relates the true position of the source
to the observed position of its images with a deflection angle α that depends on the
surface mass density of the lens and position. If this equation has more than one
solution, there will be multiple images of the source.
The second derivative of equation 1.49 gives the deformation matrix (or the
inverse magnification matrix),
∇2t =
(
1− κ+ γ1 γ2
γ2 1− κ− γ1
)
(1.52)
where, γ1 and γ2 are the two components of the shear (or the tidal gravitational
force). If this matrix is singular, it gives the curves of the infinite magnifications,
also known as caustics. For an extensive review on the theory of gravitational lensing
see [48, 57, 69].
1.4. Gravitational Lensing 
1.4.2. Applications
Now a days, lensing is a very active field of research which finds application in variety
of problems in cosmology and astrophysics. There are various observables due to
the lensing phenomenon. For example multiple-images of the source, time delays
amongst the multiple-images, shape distortion of the source, change in brightness
of the source etc. Each of these observables can be utilised to infer or model various
aspects: from the mass distribution of the lens to cosmology. Some of the main
applications of lensing are as follows,
• Mass distribution of lens: the deflection of light when passing through the
gravitational field of the lens depends on the total mass or the mass distribution
of the lens and hence it is independent of the nature of the matter of the lens
or its state. Therefore, the deflection is equally sensitive to the dark-matter,
non-luminous baryons or the luminous galaxies. It doesn’t matter at all if the
lens is a virialised structure or a recent merger. This gives an opportunity
to study the total mass distribution of the lens, no matter how complex the
distribution is. Hence it is an ideal tool for measuring the total mass of the
lens, whether dark and luminous, or the exact 2D mass distribution.
• Estimating cosmological parameters: Employing Refsdal’s idea, the Hubble
constant can be constrained using the time delay measurements between two
images of the same source. Weak lensing (WL) by large scale structures can
also be used in order to put strong constraints on cosmological parameters.
According to the Dark Energy Task Force (DETF; [4]), weak gravitational
lensing is the most powerful tool in order to put constraints on the cosmologi-
cal parameter given the controlled systematics of the WL observables. This will
be discussed in more details in section 1.4.4. Furthermore, WL has found ap-
plication in constraining bias parameters which describe the statistical studies
of the distribution of galaxies and dark-matter.
• Natural telescopes: since the gravitational lenses can magnify the sources, it
can be used as a natural telescope to study high redshift galaxies and the
Universe in general which is otherwise does not lend itself to observation. One
of the example of a very ambitious project is the Hubble Frontier Fields (HFF;
[41]).
There are a lot of other applications , e.g. - constraining the number density of
dense objects, searches for exo-planets etc., these are not discussed in details in this
manuscript.
1.4.3. Strong Gravitational Lensing
Strong gravitational lensing (or SL henceforth), refers to the lensing phenomenon
where the strength of the gravitational field of the lens is sufficiently strong and
the alignment between the source, the lens, and the observer is optimal enough to
produce multiple images of the source. From equation ??, SL regime marked by
κ > 1 and relatively small values of θ. So, the multiple images of a background
sources contains information about the projected mass distribution of the lens.
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Given the mass distribution of a lens (κ) and position of the source (β), it is
straightforward to find out the position of the multiple images (θ), this process is
called forward modelling. But given a set of multiple images, which are the main
observables in SL, it is a highly degenerate process to reconstruct the mass distri-
bution of the lens. The procedure is referred as lens inversion or lens modelling and
mainly consist of reconstructing κ and β (as in equation 1.49).
There are several methods for lens inversion. Many of those procedures put strong
constraints on the mass distribution of the lens and assume a functional form and
hence are called parametric methods. These methods mainly involve to find the
optimal values of the free parameters of the functional form of the mass distribution
of the lens. For example LENSTOOL3 [31].
There are some methods which invert the lens with minimal assumptions and
without assuming any prior form of the mass distribution of the lens, and are referred
as non-parametric methods. In these methods, the number of free parameters are
often too large, usually some building block of the total mass maps, and hence larger
statistical consideration is needed. For example, Pixelens4 [65], GRALE5 [37].
Where as parametric models are more efficient, non-parametric models are more
accurate and unbiased. In this work we used a non-parametric lens inversion library
called as GRALE [37–39] to trace the mass distribution of some very massive galaxy
clusters. The building blocks of the mass map are the Plummer spheres, where other
choices such as squares and Gaussian spheres are also available in the library, and
the total mass map is the super position of these building blocks. GRALE uses a
genetic algorithm (for a review see [12]) to find optimal solution to the weights of
the building blocks and the resolution of the mass maps is adaptively increased (or
decreased) For more detailed documentation see [39].
Another observable in SL is the time delays between multiple images of the
source. The light rays from the same source travel different directions and due to
the curvature of space time, depending upon the mass distribution of the lens, they
travel different distances before they reach the same observer. Because the distances
in cosmology depends on the Hubble constant or the expansion rate of the Universe,
one can calculate the value of the Hubble constant given measured time delays and
mass distribution of the source [64]. However, it is also possible to have the Hubble
constant given and put additional constraints on the mass distribution of the lens
using measured time delays [51].
1.4.4. Weak Gravitational Lensing
Weak gravitational lensing (or WL henceforth) refers to the phenomenon when the
lensing is not strong enough to produce multiple images but strong enough to distort
the shape of the source. In WL, deformation matrix is close to unitary matrix. The
deformation of the shape of the observed galaxies due to the intervening matter is
referred to as cosmic shear. This signal is very small, nearly 1-2% of the intrinsic
ellipticity of the source and can only be measured statistically under the assumption
3http://projets.lam.fr/projects/lenstool/wiki
4http://www.physik.uzh.ch/~psaha/lens/pixelens.php
5http://research.edm.uhasselt.be/~jori/page/index.php?n=Physics.Grale
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that the intrinsic ellipticity of the background galaxies do not have a preferred
direction. If one measures the cosmic shear of all background sources behind a lens
or mass concentration, it tends to align tangentially towards the centre of the mass
concentration.
As the signal of the weak lensing cosmic shear is very small compared to the
intrinsic ellipticity of the galaxies, this study did not come into play until the recent
observational and technical advancements. Soon after the detection of the giant
luminous arc in Abell 370, it was observed that few more objects that are not as
stretched as the giant arc but still show high axis-ratio and are aligned tangentially
towards the centre of the cluster. They termed it as arclets and it was clear that
the alignment is due to the gravitational field of the cluster. It was also expected
that there are only a few very strong distortion of the shapes could happen like
the giant arc, many more smaller distortions can be observed in the background
galaxies. [85] reported the first statistical detection of the WL cosmic shear in two
lensing clusters. The theoretical framework was further formulated by [29] and it
evolved as an active field to study the mass distribution of lensing clusters in the
outskirts.
In addition to just studying the local mass concentrations, like galaxies or galaxy
clusters, WL can also be used in order to study the statistical distribution of matter
in an inhomogeneous Universe. Light rays coming from all redshift are continuously
distorted from the matter on its path (figure 1.1). For example, light from high
redshift sources are deflected many times as they might witness more mass con-
centrations in its path, as compared to low redshift sources. If the cosmic shear
can be measured for a large ensemble of sources spread over redshift, the statistical
properties of these shears can be used in order to study the statistical properties of
the cosmological matter distribution and hence infer cosmological parameters. The
theory and its application was first formulated by [7]. One basic requirement of the
underlying theory is to give up the geometrically thin lens approximation and look
at the 3D distribution of matter which is then projected onto 2D sky. The theory
of weak lensing and its applications has been reviewed many times, for a thorough
review see: [].
Lets first try to model the statistical properties of the convergence field κ(θ).
In cosmological context, the convergence field can be expressed as the weighted
projection of the mass distribution integrated along the line of sight,
κ(θ) =
∫ χH
0
g(χ)δ(χθ, χ)dχ (1.53)
where, δ is the 3D relative density contrast as defined in the previous section. χH
is the comoving distance to the horizon and g(χ) is the lensing weight. Under the
assumption that largest scale structure in δ are much smaller than the effective range
∆χ of the projection (also known as the Limber’s approximation), one can write the
lensing weights as,
g(χ) =
3H20 Ωm
2c2
χ
a(χ)n¯
∫ χ(H)
χ
n(χ′)
(χ′ − χ)
χ′
dχ′ (1.54)
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Figure 1.1.
where, n(χ) gives the distribution of sources as a function of comoving distance or
redshift and n¯ is the number of sources per unit area. These quantities depends on
the experiments like Euclid [5], LSST [42] etc..
As mentioned earlier too, the density field δ is assumed to be a random field and
only its statistical properties can be modelled, not the individual realisations. In the
previous chapter, we modelled the second order statistics of this random field as the
matter power spectrum, it is interesting to model similar quantity in lensing, the
power spectrum of the convergence field and relate it to the matter power spectrum.
Pκ(`) ≡ 〈|κ˜|2〉 =
∫ χH
0
g(χ)2
χ2
P
(
k =
`
χ
, χ
)
dχ (1.55)
where, ` = 180/θ, is the multipole and give the angle in the sky.
If the power spectrum of the convergence field Pκ(`) is observable, it can be used
to constrain the 3D matter power spectrum and hence the cosmological parameters.
Further, the same quantity can also be calculated in different redshift bins (instead
of just one) and auto and cross spectra can be obtained. This process is known as
lensing tomography and it has extra constraining power over cosmological parameters
[27, 78].
Now the last problem is to relate the Pκ(`) to something that is observable,
possibly the cosmic shear. This is rather direct, as in the complex plane Fourier
transform of the comic shear and that of the convergence can be related with a
phase,
˜γ(`) = exp(2iβ) ˜κ(`) (1.56)
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and therefore we have,
〈|γ˜(`)|2〉 = 〈|κ˜(`)|2〉 = Pκ(`) (1.57)
i.e., the power spectrum of the cosmic shear is the same as the cosmic shear of the
convergence field. Therefore, cosmic shear can be measured in a wide survey and
the power spectrum is calculated which can be used in order to put constraints on
cosmology.
1.5. Motivation
The theory of structure formation is partially understood – at large scales or during
early dark ages when the perturbations are tiny or only linear order is important.
However, for small scale clustering processes, when the higher order in perturbations
become important, the analytic solutions are not possible, and we rely on simula-
tions and approximations. Also, as baryons play a vital role at small scale clustering
and galaxy formation, it is also important to quantify these effects and understand
various baryonic processes. The main motivation of this work is to model the dis-
tribution of matter in high dense regions like lensing clusters and in the large scale
structures of the Universe. This information is useful in two ways:
First, the accurate modelling of the matter distribution in individual clusters
give information about the properties of dark-matter. On large scales, dark-matter
is known to be collision-less and non-interacting except for its gravitational effects,
but it is important to quantify and test the hypothesis in high density regions, like
at the centre of clusters. A small but finite cross section of dark-matter particles
can be well tested in high density regions, this may have stronger implications for
our understanding of the properties of dark-matter and the Universe at large. Also,
as the baryonic processes and theory of galaxy formation is poorly understood, the
central regions of the galaxy clusters can be used as laboratories to study these
processes. It can be done only if the matter distribution in the individual systems is
well constrained. Further, following the hierarchical structure formation, many small
halos interacts and merge to form large collapsed virialised structures; the study of
the distribution of matter in lensing clusters at high redshift give information about
the merging stage of the cluster.
Modelling of the distribution of matter in the large scale structures of the Uni-
verse is very important in order to model the cosmological observables. Statistically,
the modelling of the matter power spectrum or 2PCF is important if one wants to
do cosmology because the matter power spectrum underlies many cosmological ob-
servables like Baryon Acoustic Oscillations (BAO), weak lensing, galaxy clustering,
redshift space distortions etc.. Also, the modelling of the covariance matrix of the
matter power spectrum is vital in order to do correct likelihood analysis and test-
ing cosmological models. Finally baryonic physics also changes the power spectrum
at small scales, if neglected, it will add biases in the cosmological parameters and
mislead the interpretations.
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1.5.1. Challenges
There are certain challenges in order to accurately model the mass distribution in
clusters and in the Universe.
• Distribution of matter in clusters: Mass is not an observable, what we observe
is the light in different frequency bands. We can derive redshift, velocity dis-
persions etc. from this. To relate these observables to mass distributions, we
have approximations and various models which are often rich in systematics,
i.e., the incomplete understanding and biases. Gravitational lensing is far the
most unbiased technique in order to trace matter in lenses. However, even
in lensing the inversion of the lens is a highly degenerate process. Often and
very much in practice, people assume that mass follows light, which is a good
approximation but may not be true everywhere. So, this is essential that the
mass reconstruction techniques are independent of such assumptions in order
to learn about intrinsic properties of the dark-matter and baryonic process in
the high dense regions of the lensing clusters.
• Modelling matter power spectrum and its covariance matrix: In order to model
the matter power spectrum at non-linear scales, simulations are by far the best
solution as all other analytic approaches are difficult. But this is limited by
the volume and resolution of the simulation. Also a good simulation can be
very expensive computationally. So, it is possible to simulate a big volume at
very good resolution for a cosmological realization, but in order to carry out a
likelihood analysis on some cosmological data, simulations are very expensive
and often impossible to do. So, we rely on semi-analytic models, which can
model the matter power spectrum with some function of cosmology and are
more accurate than the perturbation theories etc. at non-linear scales. Sim-
ilarly, in order to get good covariance matrix of the matter power spectrum
from simulation, we need to simulate a volume of the order 1000 (h−1Gpc)3
cube, which again is very expensive specially when small scale modelling is
necessary.
• Modelling baryonic physics in two-point functions: Finally baryonic effects are
important at small scales statistically. If these effects are not present in the
model of the power spectrum, it will bias the whole exercise and the recovered
cosmology might be very precise but not accurate.
The main goal of this work is to target these challenges. I performed and com-
pleted a number of projects in order to achieve these goals, As a result, I successfully
completed five scientific papers that are attached with this manuscript.
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2
PAPER1: MASSGALAXY
OFFSETS IN LENSING
CLUSTERS
In the concordance model of cosmology, cold dark matter (CDM) provides the major
budget for the matter content in the Universe, nearly 80%. It interacts only gravi-
tationally and provides a large potential well that attracts low mass halos to form
high mass halos through a series of mergers. Baryons follow these potential wells
and cool down to form stars and galaxies. Therefore, it is safe to assume that light-
follows-mass in these giant halos. However, there could be a number of astrophysical
and/or cosmological scenarios where light-follows-mass does not hold. For example,
if the dark matter interacts with baryons or with itself. This kind of non-standard
properties of the dark-matter can be tested in dense regions like the centre of the
galaxy clusters. Strong gravitational lensing is an ideal tool to obtain this informa-
tion as it is sensitive to the total mass of the lens, and does not differentiate between
dark-matter or luminous galaxies.
In this paper, we studied the mass-galaxy offsets in three lensing clusters of galax-
ies: Abell 3827, Abell 2218 and Abell 1689. These three clusters are very different in
their morphology, total mass, redshift, and lensing data. We used GRALE, a strong
gravitational lens inversion library, to model the mass maps of these clusters given
the position of the multiple images of the background sources and their redshift. No
information from the lensing clusters was used, except for their redshift. The mass
models are completely form free. We also provide the uncertainty maps that show
high-confidence in the region where lensing images were present.
Because of the free-form and high certainties of the mass maps, it is possible
to compare the distribution of matter in these clusters with luminous galaxies com-
pletely on the basis of statistical uncertainties. In Abell 3827 and Abell 2218 we found
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small offsets between the local mass peaks and the position of a nearby galaxy. Par-
ticularly, in Abell 3827 this offset is nearly 6 kpc, and is statistically significant. We
also discussed the possible origin of these offsets, which can be either astrophysical
like dynamical friction or the non-standard properties of the dark-matter compo-
nent like self-interactions. The offset in Abell 3827 is further studied by Massey et
al. 2015 with new HST data where the offset was found to be robust. With a sim-
plified model, we argued that to explain this offset, the cross-section of dark-matter
particles σ/m must be of the order 10−4.
In Abell 1689, no significant offsets were found. However, we found a line of sight
sub-structure behind the cluster at redshift ∼ 3.
Role: Under the supervision of Dr. Prasenjit Saha, I started this project by mod-
ifying some parts of GRALE library for an optimised fitness function, and resolution
scheme using two simulated cluster lenses: (i) a simple circular lens, and (ii) a lens
with similar morphology as that of Abell 3827. I proposed the idea of reconstructing
three clusters, two of which are known for mass-galaxy offsets in previous studies,
and a third one without it. The motivation was to set examples of clusters having
large offsets, small offsets, and no offset, which we found in Abell 3827, Abell 2218
and Abell 1689 respectively. I accumulated the lensing data for the three clusters,
and reconstructed their mass maps using GRALE. In Abell 3827, I quantified the
offsets statistically by locating the centre of mass in a circle around the galaxy clos-
est to the local sub-peak. I also proposed the idea to find a line of sight substructure,
if any, by using sources in bins of redshift.
This paper has been published in Monthly Notices of the Royal Astronomical
Society (MNRAS).
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ABSTRACT
We have made mass maps of three strong-lensing clusters, Abell 3827, Abell 2218 and Abell
1689, in order to test for mass–light offsets. The technique used is GRALE, which enables
lens reconstruction with minimal assumptions, and specifically with no information about
the cluster light being given. In the first two of these clusters, we find local mass peaks
in the central regions that are displaced from the nearby galaxies by a few to several kpc.
These offsets could be due to line-of-sight structure unrelated to the clusters, but that is very
unlikely, given the typical levels of chance line-of-sight coincidences in  cold dark matter
simulations – for Abell 3827 and Abell 2218 the offsets appear to be intrinsic. In the case of
Abell 1689, we see no significant offsets in the central region, but we do detect a possible line-
of-sight structure: it appears only when sources at z & 3 are used for reconstructing the mass.
We discuss possible origins of the mass–galaxy offsets in Abell 3827 and Abell 2218: these
include pure gravitational effects like dynamical friction, but also non-standard mechanisms
like self-interacting dark matter.
Key words: gravitational lensing: strong – galaxies: clusters: individual: Abell 1689 –
galaxies: clusters: individual: Abell 2218 – galaxies: clusters: individual: Abell 3827 –
galaxies: haloes.
1 IN T RO D U C T I O N
Our current understanding of the Universe and its dynamics indi-
cate that its major components are dark: cold dark matter (CDM)
and the so-called dark-energy. Unlike baryons, dark matter interacts
only gravitationally and provides the deep potential wells which are
followed by the baryons. The baryons form clumps at these poten-
tial wells and cool down to form stars. The standard CDM model
explains a range of observed processes pretty well, from the angu-
lar power spectrum of the cosmic microwave background (Planck
Collaboration et al. 2013) to the baryonic acoustic oscillations
(Sa´nchez et al. 2013) in the large-scale structure and the num-
ber counts of clusters. However, the intrinsic properties and be-
haviour of dark matter and dark energy remain an open problem in
cosmology.
In the picture of hierarchical structure formation in CDM
model, galaxy clusters are the most recently formed structures that
are gravitationally bound. They are cosmic laboratories to test the
laws of gravity, structure formations and the interaction of different
species of particles. A galaxy cluster contains lots of galaxies – tens
to thousands, hot intracluster plasma visible in X-rays, a variety
of relativistic particles and finally dark matter which dominates its
 E-mail: irshad@physik.uzh.ch
mass budget. Measuring the mass of the galaxy cluster is an essen-
tial aspect of using the cluster to study many other things. There are
several physical processes that enable one to measure the mass: the
kinematics of cluster galaxies (Saro et al. 2013), the hydrodynamics
of hot gas emitting X-rays (Vikhlinin et al. 2009), and gravitational
lensing. Lensing is particular interesting, because it relies only on
gravity and does not itself require any luminous objects in the cluster
being studied. One of the questions that lensing can address is how
well the luminous matter traces the distribution of total mass. Devi-
ations, or lack thereof, from the mass-follows-light hypothesis will
provide important information about the physical processes going
in within clusters. The first lensing-based detection of deviations
from mass-follows-light goes back to the late 1990s (Abdelsalam,
Saha & Williams 1998) but the observation that generated a wide
interest in these deviations was that of the Bullet Cluster (Clowe
et al. 2006), which showed unambiguously that dark matter is quite
collisionless compared to the gas phase baryonic matter (Randall
et al. 2008). While the properties of dark matter are probably not
the only reason for deviations from mass-follows-light in galaxy
clusters, dark matter self-interaction cross-section and how to opti-
mally extract it from observations is an exciting avenue of research
(Harvey et al. 2013a,b).
This work uses strong gravitational lensing to look for devia-
tions from mass-follows-light, i.e. it explores the correspondence
on the sky between the dark-matter peaks with the galaxies in the
C© 2014 The Authors
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central parts of three galaxy clusters, Abell 3827, 2218 and 1689.
These clusters are very different from each other in morphology
and redshift. As we discuss in Section 4, some deviations we find
may be due to the non-standard properties of dark matter, but others
could be the result of superimposed substructure, or hydrodynamics
within the cluster.
We use GRALE (Liesenborgs, De Rijcke & Dejonghe 2006;
Liesenborgs et al. 2007), a strong-gravitational lensing tool to re-
construct the mass map of the clusters. There is no overall para-
metric form for the mass distribution, but rather an adaptive grid.
Other than the redshift, no information about the cluster is required
as input, not even its location or morphology. This makes GRALE
well suited to reconstruction of mass maps before comparison with
light.
2 T H E L E N S - R E C O N S T RU C T I O N T E C H N I QU E
GRALE has been applied to other strong-lensing clusters
(Liesenborgs et al. 2008, 2009) and compared with other techniques
(Zitrin et al. 2010, 2011), so here we just give a general description
and then some tests.
2.1 GRALE
The data given to GRALE consist of the identified multiple-image
systems and their redshifts, along with possible regions where ad-
ditional images are guessed to be likely. No information about the
light from the lens is given. The mass maps in GRALE are free-
form, being made up of a superposition of many components. In
this work, each component is taken as a Plummer lens, that is, the
usual Plummer sphere
ρ = 3M
4π
a2
(r2 + a2)5/2 (1)
projected to two dimensions. Other choices of lens component, such
as square tiles, are also possible.
Any mass distribution in GRALE is assigned a fitness with respect
to the given data. The fitness has two components, as follows.
(i) For a given mass map, the input images are ray-traced back
to the source, using the lens equation. The more nearly these back-
projected images coincide for any multiple-image system, the fitter
the mass map. If the fitness measure were simply the source-plane
distance between the back-projected images, that would favour ex-
treme magnification (tiny sources); accordingly, the fitness measure
is scaled to the source size.
(ii) There could be further places in the image plane that, when
ray-traced back to the source, coincide with the sources correspond-
ing to the observed images. These correspond to extra images, and
would be favoured by the above fitness measure. There may indeed
be undiscovered extra images in certain regions, but in most of the
image plane, extra images can be ruled out with high confidence.
The area of no images present is referred to in GRALE as the null
space. For each image system, the user specifies a null space, which
is simply the image plane with the images themselves cut out, and
(optionally) further cut-outs where incipient images could poten-
tially be present. Images in the null space lead to a fitness penalty
for the mass map.
It is possible to have other components to the fitness, such as
time delays for quasar source (Liesenborgs et al. 2009), but this
work uses these two. The null space, item (ii) above, is a unique
aspect of GRALE. There are other techniques that allow the mass
distribution to be very general in form, as with GRALE, but they
make additional assumptions in order to suppress extra images,
such as constraining local density gradients (Saha, Read & Williams
2006) or applying smooth interpolation schemes Coe et al. (2008).
Only GRALE incorporates the absence of images as useful data.
The computational part of GRALE is optimizing the fitness func-
tion for the given data, using a genetic algorithm. The basic idea,
inspired by Darwinian evolution, is to generate a population of trial
solutions. A fitness measure is assigned to each trial solution and
then these solutions are combined, cloned and mutated to get the
next generation of populations supported by a better fitness function.
Genetic algorithms have long been used in astrophysics for hard op-
timization problems (for a somewhat old but readable review, see
Charbonneau 1995). They tend to be computationally expensive,
but are often effective on otherwise intractable problems. GRALE
uses a multi-objective genetic algorithm, meaning that the differ-
ent components of the fitness function are compared individually,
not just combined into a single function. Only the fitness ranking
matters in genetic algorithms, not the actual values of the fitness. In
terms of likelihoods and posterior probabilities, models with better
fitness are considered more probable, that is, the fitness components
are monotonic in the posterior probability, but there is no known or
assumed functional relation between likelihood and fitness.
The locations and masses of the Plummer components are chosen
by the genetic algorithm. The algorithm also adapts the number
of Plummers, but an allowed range is specified by the user. That
is, the user specifies the level of substructure. For the GRALE
fitness measure, lower is better, and it decreases as we increase
the resolution of the map. This is quite intuitive as more Plummer
spheres naturally result in a better fit. So the overall criterion should
be somehow a function of the GRALE fitness measure and the
number of Plummers. We are not aware of any theoretical argument
that yields the appropriate criterion, but after some experimentation
we found one that works reasonably well in test cases. This is an
‘unfitness’ or
badness = ln
(
GRALE fitness ×
√
number of components
)
.
(2)
If we think of the GRALE fitness measure as a mismatch distance,
and the number of Plummers as the inverse resolution length, the
badness criterion appears natural.
To choose the number of Plummer components, we adopted
the following procedure. First, we have GRALE reconstruct the
lens with a comparatively low number of Plummers. Then, we let
GRALE improve the fit with progressively more Plummers, allow-
ing more substructure to be introduced. After that, we let GRALE
continue to adapt the fit with progressively fewer Plummers. The
mass distribution with the minimum badness (equation 2) is taken
as the result.
We now report on two simulated lenses, which we generated and
then reconstructed with GRALE, in order to check the pipeline and
calibrate the error estimates.
2.2 A simple lens
A Plummer lens of mass 1014 M was generated at redshift 0.1.
Six sources were put at different redshifts (one at 0.15, two at 0.2,
two at 0.4 and one at 1.0). The mass profile and image plane are
shown in Fig. 1. The images and source redshifts were given to
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Mass–galaxy offsets in Abell 3827, 2218 and 1689 3
Figure 1. A circularly symmetric synthetic lens (centre top panel) and six image systems from sources at different redshifts. Sources are in grey, caustics are
in blue, critical curves are in red. The contour lines in the synthetic lens are those of constant surface mass density; the colour scale is in units of log (kg m−2).
The same scale is used in all figures in this paper. For reference, crit for zl = 0.1 and zs = 0.2 in a standard CDM cosmology is 18.7 kg m−2.
the inversion module of GRALE. Fig. 2 shows the reconstructed
masses at different resolutions and the badness values.
When reconstructing the lens, GRALE did not have the informa-
tion that in fact it had a simple parametric form, without substruc-
tures. The reconstructions do have some substructure, as well as
small offsets from the centre. Such spurious features increase with
resolution. The least-badness criterion, however, favours a model
with relatively little substructure.
2.3 A more complex lens
We now increase the complexity, both of the input lens and of the
reconstruction procedure. For each data set, from now on we will
present a mean map  and a fraction rms-deviation map δ/, ob-
tained as follows. From the images, we first let GRALE construct
a sequence of maps at nine different resolutions (as with the sim-
ple lens), and then select the one at minimum badness. This whole
procedure is repeated 10 times, to obtain an ensemble of recon-
structions. The mean and rms deviation refer to such an ensemble,
as
δ = (〈2〉 − 〈〉2)1/2 . (3)
Each map of  and δ/ comes out of 90 separate reconstructions
at different resolutions. The typical computational requirement is
50 h × 16 cores.
A simulated lens at redshift 0.1 was next created with five Plum-
mers positioned such that the configuration resembles the inner
region of Abell 3827. Sources were put at different redshifts, as
follows.
(i) Three-source case: three sources at z = 0.2 were given as
input.
(ii) Four-source case: a fourth source at z = 0.4 was added.
(iii) Five-source cases: a fifth source at z = 1.0 was added.
The resulting images, along with caustics and critical curves, are
shown in Fig. 3). Results from these are shown in Fig. 4. The top row
of the figure shows the mass maps . The second row shows δ/,
or the fractional rms deviation. The third row shows /δ where
 is the (absolute) actual deviation of the reconstructed mass map
from the real mass map. If δ were close to , we could simply
take the rms deviation as the uncertainty. In fact the rms deviation
underestimates the true error by about a factor of 2. That can be read
off the bottom row of Fig. 4, which plots the cumulative distribution
of /δ.
The main result from this test is that the rms deviation times
two is a reasonable approximation of the errors. In addition, we
can also read off some qualitative features from Fig. 4. First, the
spur or handle-like feature to the lower right is recovered in the
lens reconstruction in all cases, even if not perfectly reproduced.
Secondly, the maps get more accurate as more sources, especially
at different redshifts, are introduced.
We conclude that GRALE is able to find offsets as well as ex-
tended structures (if any) in lenses.
3 R E C O N S T RU C T I O N O F T H R E E R E A L
CLUSTERS
In this section, we do mass reconstructions of three galaxy-clusters,
and present these with their accompanying mass error maps. The
two sets of maps for each cluster allow us to judge whether light-
follows-mass (LFM) is a good assumption. We defer the discussion
of the implications of the deviations from LFM to Section 4.
3.1 Abell 3827
Abell 3827 is a lensing cluster at redshift 0.099. Three multiply
lensed image systems have been identified (Carrasco et al. 2010)
belonging to three sources at redshift 0.204, most probably different
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Figure 2. Reconstruction of the lens in Fig. 1 from the data in that figure. The badness curve (bottom panel) shows that the best model is the third one
(top-right map in the grid of nine.) The dashed circle in each map delineates the modelled region . The sequence of mass maps is in reading order (from top
left to bottom right).
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Mass–galaxy offsets in Abell 3827, 2218 and 1689 5
Figure 3. A synthetic lens with a main mass concentration and a nearby secondary mass peak. Five projected Plummer spheres are used to construct this lens.
Image systems from five sources at different redshifts are shown in separate panels.
parts of the same source. Another big arc is identified belonging to a
source at redshift 0.408, but its multiply imaged counterpart has not
yet been identified. A mass map based on these images (Williams
& Saha 2011) indicates a dark extended clump, offset by ∼6 kpc
from the brightest of the four or five ellipticals in the cluster core.
This offset, if confirmed, would afford us a unique opportunity to
examine and understand the dynamics in dense regions of clusters.
One of the primary goals of this paper is to assess the reality of
this offset and estimate its statistical significance. GRALE is a very
different lens mass reconstruction method from the one used in
Williams & Saha (2011), so detecting the offset with GRALE will
lend credence to its reality.
Using the identified images we reconstructed the mass distribu-
tion in two ways, and then combined the results. These are displayed
in the three rows of Fig. 5.
First, we used the three image systems belonging to the sources
at redshift 0.2. The first panel of the top row of Fig. 5 shows a
spur in the mass map, which is offset from the nearby elliptical
galaxy (the rightmost of the five grey dots). The spur’s location is
similar to the location of the local overdensity reported in Williams
& Saha (2011), so the offset is similar in both reconstructions. From
the map of fractional rms deviation δ/ (right-hand panel of the
first row) the spur appears to be significant; the rms deviation in
that region is about 0.1 kg m−2, and so the fractional error is about
10 per cent. Since the structure appears to be extended and not a
single clump, it is not obvious how to quantify it. We can nonetheless
test its significance. We chose a circle of radius 5 arcsec (green
circle) around the nearby elliptical. (The choice of size is somewhat
arbitrary; other choices would also serve our purpose.) We then
calculate the centre of mass within this circle, for each mass map
within the ensemble, and mark them with green ‘+’ signs in the
middle panel of top row, which is a zoom on to the relevant region.
All 10 centroids are consistently displaced from the nearby galaxy
(grey circle), by about 1.2 arcsec. The average of the 10 centroids
is marked with a blue star symbol. We may interpret these results
as a hypothesis test. The null hypothesis is that the cluster has no
mass/galaxy offset, and the mass is centred on the galaxy light.
A mass reconstruction could nonetheless put the aperture centroid
displaced from the galaxy, simply from the stochastic element in the
genetic algorithm – note that the mass reconstructions are not given
any information about the cluster galaxies. If there is no mass offset,
the model offsets would be random, and the change of all 10 mass
reconstructions having an offset in the same direction would be only
10 per cent. But the aperture centroids are consistently offset in the
same region. Hence, there does appear to be an offset, significant at
90 per cent confidence, between the mass spur and the galaxy.
Secondly, we used all four image systems: three belonging to
the sources at redshift 0.2 and one with source redshift 0.4. As
mentioned before, no image counterpart of the latter has been iden-
tified, but there is a possibility of such a counter-image near the
centre of the cluster. Accordingly, we allowed GRALE to pro-
duce extra images in that region. The corresponding mass maps
are shown in the second row of Fig. 5. This time the extent of
the image region is larger, and the fraction rms between recon-
structions (right-hand panel) is smaller in the general region of the
image at zl = 0.4. A clear mass subpeak is seen near the ellipti-
cal, offset from it by ∼4 arcsec or ∼7 kpc. To be consistent with
the previous case, we again calculate the centre of mass, or cen-
troid, in a circular region of radius 5 arcsec. Individual centroids
are marked with green ‘×’ signs, and their average is the blue star.
Again the offset is detected at a significance similar to the one
above.
Finally, we then combined the two sets of ensembles described
above, for a total of 20 individual maps. The bottom row of Fig. 5
shows the average mass map, and the map of δ/ for the combined
ensemble. The conclusion remains unchanged.
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Figure 4. Reconstruction of the lens in Fig. 3. Column 1: using three sources only, with the corresponding images shown as black triangles; column 2: using
four sources; column 3: using all five sources. The top row shows average surface mass density ; units are same as in Fig. 1. The second row shows the
fractional rms deviation of 10 reconstructions, δ/. The third row contains /δ, where  is the pixel-wise difference between the true map and the
average reconstructed map. The bottom row shows the cumulative /δ, along with the corresponding curve (marked ‘error function’) for Gaussian errors
with dispersion δ. We conclude that the error estimate δ needs to be multiplied by ∼2 (or increased by 0.30 on a log10 scale). The worst cases are some
very small regions (red in the lower panels) where log10 should be increased by ∼+1.
 by guest on February 23, 2014
http://m
nras.oxfordjournals.org/
D
ow
nloaded from
 
Mass–galaxy offsets in Abell 3827, 2218 and 1689 7
Figure 5. Mass reconstructions of A3827. North is up and east to the right. The scale is 1.82 kpc arcsec−1. The upper row maps are an ensemble of 10 maps,
each obtained using only the 9 images of the source at zs = 0.2. The middle row shows an ensemble of 10 maps, using 9 images of the zs = 0.2 source and the
single image at zs = 0.4. The bottom row combines both ensembles. The left-hand column presents the average of the 10 mass maps. The middle column is a
zoom centred on the most luminous elliptical N1. The 10 green ‘+’ signs (top row) and ‘×’ signs (middle row) represent centroids from 10 individual maps of
the mass within the green circle shown in the left-hand column. The grey dot towards the bottom of the plots (in the middle column) is N1. The blue asterisk
is the centroid of the average of the 10 realizations. The right-hand column shows the fractional rms deviation between the 10 maps, δ/.
3.2 Abell 2218
Abell 2218 is a well known and much studied lensing cluster (e.g.
Abdelsalam et al. 1998). Like other rich clusters, it has been used in
the recent years as a cosmic telescope (Altieri et al. 2010; Hopwood
et al. 2010; Knudsen et al. 2010) to get a better view of distant or
faint galaxies. The strong-lensing region is somewhat larger on the
sky than in Abell 3827, and the greater redshift, zl = 0.175, implies
a larger physical scale, 3 kpc arcsec−1.
We reconstructed the cluster using the four most secure strong-
lensing systems. Fig. 6 shows the mass map (left-hand panel) and
fraction rms dispersion between the 10 individual maps of the en-
semble (right-hand panel). While apparent offsets are visible be-
tween galaxies (grey dots) and mass in the central region of the
cluster, these are not significant, because rms in that region is
comparable to the typical value of the surface mass density. Sig-
nificant offsets are seen around the lower-right mass clump, where
the rms dispersion between mass maps is low. In the central panel,
we show a zoom of that region, similar to that in the middle panel
of Fig. 5. The green ‘+’ signs represent the local mass peaks (not
centroids as in the case of A3827) of individual reconstructions,
which are displaced from the nearest cluster galaxies, represented
by grey dots in the upper right of that panel.
3.3 Abell 1689
Abell 1689, at redshift 0.183, is perhaps the best-known lensing
cluster, containing over a hundred lensed images from at least 30
background sources extending to high redshifts (Broadhurst et al.
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Figure 6. Mass map of A2218. North is up and east to the right. The average mass map (left-hand column) and fractional rms (right-hand column) are based
on 10 realizations. The central column shows the zoom of the region with mass–light offsets, and the green ‘+’ signs are the local mass peaks from individual
reconstructions. The scale is 3 kpc arcsec−1. Galaxies with R < 20 (Pello et al. 1992) are marked with grey dots.
Figure 7. Mass maps of A1689. North is up and east to the right. The columns are similar to those in Fig. 6. Galaxy positions (Duc et al. 2002) also marked.
2005). Our reconstruction of its mass is shown in Fig. 7. As with
Abell 2218, the mass map and the rms maps are in the left- and
right-hand panels. There are no significant mass/light offsets in this
cluster. To illustrate that, in the central panel we show a zoom into
the central region, where the mass peaks of the 10 individual maps
are shown as green ‘+’ symbols. Their distribution with respect to
the central cluster galaxy (grey dot) is consistent with the two being
coincident.
Because the cluster has many multiply imaged systems spanning
a wide range of redshifts, it is possible to test if there are line of sight
(los) structures that have affected the positions of images. We di-
vided the multiply lensed sources into two groups, the low-redshift
system (LRS) and high-redshift system (HRS). LRS consists of a
total of three multiply imaged systems with five, three and three
(total of eleven) images at redshifts 2.54, 1.99 and 1.98, respec-
tively. HRS consists of a total of two multiply imaged systems with
two and five (total of seven) images at redshifts 4.53 and 2.99,
respectively. We then carried out mass reconstruction for A1689
using LRS and HRS separately. The two mass maps are shown
in Fig. 8, in the upper-left and upper-middle panels, respectively.
The corresponding fraction rms distributions are shown below each
map. The upper-right panel is the difference between HRS and
LRS maps divided by the rms of the LRS maps (/δ). Most
of this map is consistent with a uniform surface mass density of
low amplitude, about a factor of 10 below the critical surface mass
density. This could be due to steepness, or mass sheet degeneracy
which affected one map more than the other. The only prominent
feature is a mass excess in the HRS map, compared to the LRS map,
centred at around (−20 arcsec, 35 arcsec). The δ maps for both
HRS and LRS are both low in that region, suggesting that the struc-
ture is real. We interpret this feature as a los structure, probably
in the redshift range 2–3. Another test of the structure’s signifi-
cance is shown in the lower right, which contains a histogram of
the upper-right plot /δ (pixel wise). The putative los structure
contributes to the tail extending beyond the right edge of the distri-
bution. The corresponding lensing mass would be ∼1013 M if the
structure were at the same redshift at A1689, but since the structure
can only be at z> 2.5, the critical density and hence the lensing mass
are much lower – a few times 1012 M – amounting to a modest
galaxy group. There is another feature at (−50 arcsec, −60 arcsec),
but it is outside the image circle, and the δ in that region says that
it is not significant.
4 D IS CUSS IO N
Gravitational lensing offers a unique opportunity to study the dis-
tribution of matter in clusters of galaxies. Free-form reconstruction
methods take full advantage of this. Our synthetic tests show that
GRALE recovers the mass distribution well, and the concomitant
errors provide a reliable guide to assessing the significance of vari-
ous mass features. The test case in Figs 2 and 4 shows no spurious
offsets in the mass maps.
Reconstructions of the three real lensing clusters indicate some
curious features. In two clusters we see offsets between the optical
light and the nearest mass concentrations. The form of the offsets
is not resolved: they could be distinct peaks in the projected mass
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Figure 8. Test for the los structure in A1689. Upper-left and upper-middle panels are the mass maps obtained using two separate sets of sources: at low and
high redshifts, respectively. Lower-left and lower-middle panels are the corresponding fractional rms maps. Upper right is the difference between the high-z
(HRS) and the low-z (LRS) maps divided by the rms of the low-z maps (i.e. /δ, which is dimensionless); the scale is linear. Note the apparent structure
at higher z, near (−20 arcsec, 35 arcsec). Lower right is the histogram of the map above it (pixel wise) /δ.
distribution; or they could be spurs that extend from a peak that itself
coincides with the galaxy light; or the offsets could very lopsided
dark haloes around galaxies. (We emphasize that not all offsets seen
in the reconstructed mass maps are significant, but only those that
pass the statistical significance tests.) A caveat to bear in mind is
the assumption that the observed image positions are accurate. Be-
cause lensed images are often faint, have low surface brightness
and are superimposed on brighter cluster galaxies, image identi-
fication is not always straightforward. It is thus conceivable that
some images have been misidentified. But assuming that the image
identifications are all valid, confirmation by independent techniques
is desirable. Lens reconstruction methods not assuming light traces
mass in some way include Lensview (Wayth & Webster 2006),
LensPerfect (Coe et al. 2008) and PBL (Deb, Goldberg & Ramdass
2008) and any of these would be suitable. If the mass/galaxy offsets
are confirmed, they would lead to interesting conclusions about the
nature of clusters and dark matter.
In general, several reasons for offsets are possible. Superimposed,
but dynamically unrelated los structures could contribute lensing
mass, with no apparent associated light, especially if the structures
are considerably further away from us than the main lensing cluster.
However, we argue that the offset in A3827, is not due to the los
structure because of the very low redshifts of the sources. In A2218,
los structures are also unlikely to be the cause because only a very
concentrated and massive los structure can contribute significantly
in the vicinity of a massive clump within a cluster. Such chance
superposition are expected to be rare.
Line-of-sight structures are more likely to make a contribution
away from mass concentrations within the cluster, where cluster pro-
jected densities are lower. This can be illustrated with dark-matter
N-body simulations. The blue lines in Fig. 9 are the isodensity con-
tours of the total projected mass in a cylinder centred on a halo whose
virial radius is the radius of the window, while the red lines are the
contours of the projected mass inside the virial sphere of the clus-
ter. We caution that these plots were made with a limited los depth
of about comoving 90 Mpc (Simulations courtesy Ju¨rg Diemand;
Diemand, Moore & Stadel 2004). The black contours mark regions
where the fractional mass excess due to the los structures (and not
the mass within the virial sphere) amount to 25 per cent of total.
The top two panels show examples where the contribution from
the los material is typical, while the bottom two panels present
two cases with the most contribution (out of a total of 100 lines
of sight). Even though the length of the cylinder is not large, the
plots show that los structures cannot make a significant contribution
where the cluster density is high. However, such structures can make
a significant contribution at some distance away from the cluster
centre.
In A1689, we might be seeing such an los structure. After sub-
tracting the mass reconstruction based on HRS from that based on
LRS we see a mass concentration about 30 arcsec, or 100 kpc from
cluster centre. It is statistically significant (it contributes to the tail
of the distribution shown in Fig. 8 which extend beyond the right
edge of the plot) but is not associated with bright cluster galaxies.
We interpret it as arising from a structures between the z ≈ 2 and 3.
If not los structure, what else can be responsible for mass–light
offsets seen in A3827 and A2218? Offsets could be intrinsic to
the cluster, and be due to manifestations of known physics, like
gravity and hydrodynamics of the gas, or new physics, such as
self-scattering of dark matter. Offsets in merging clusters have
been observed, but mostly between the dark matter and the X-ray
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10 I. Mohammed et al.
Figure 9. Density contours of projected mass centred on haloes taken from dark-matter-only simulations (Diemand et al. 2004). The radius of the window is
the virial radius, and the green circle marks the typical radius where lensed images will be formed. The red density contours are due to the halo mass interior
to the virial sphere, while the blue contours are due to all projected mass within a cylinder of roughly 90 Mpc. The black contours mark regions where the
fractional mass excess due to the los structures (and not the mass within the virial sphere) amount to 25 per cent of total. The top two panels show average
lines of sight, while the bottom panels the two (out of 100) where los material makes the most contribution.
emitting gas components (Clowe et al. 2006, 2012). In the out-
skirts of Abell 2744, a separation between dark matter and galaxy
components is also seen (Merten et al. 2011), and in the merg-
ing cluster CL0152-1357 an offset between Sunyaev–Zel’dovich
effect and X-ray peaks has been detected (Molnar, Hearn & Stadel
2012). Most of these offsets are on larger scales then what we de-
tect in this work. For smaller scale offsets, early, stage mergers
are probably not the cause, and different set of causes has to be
considered.
One of the possibly relevant gravitational effects is the oscillation
or wobbling of a galaxy, such as a BCG around the bottom of the
gravitational potential. This has been observed in a sample of galaxy
clusters as a displacement of the BCG from the lensing centroid
(Zitrin et al. 2012). The distribution is displacements is wide, and
peaks at roughly 10 kpc. Whether this is a likely explanation for the
offsets in A3827 and A2218 is yet to be determined – the observed
offsets are not for central cluster galaxies.
It is less likely, but still possible that the offsets are a consequence
of tidal effects. These would strip the material from the galaxy
symmetrically in the leading and trailing directions. Since the offsets
in A3827 and A2218 do not show such symmetry, tidal effects are
probably not the main cause.
Dynamical friction would create an asymmetric structure and
would preferentially distort the distribution of dark matter and not
stars if the former has a more extended distribution. A numerical
simulation would be required to test this possibility.
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The formation of a galaxy cluster is a complex process involving
hydrodynamics of gas. It is possible that star formation induced by
galaxy mergers within clusters would result in stars and dark-matter
haloes offsets.
Finally, if dark matter has non-negligible self-interaction cross-
section, dark-matter particles of the galaxy halo would experience
a drag force as the galaxy moves within the halo of the cluster.
The nature of the resulting dark matter features induced by these
interactions may be consistent with those observed in A3827 and
A2218, but detailed simulations are required (Kahlhoefer et al.
2014).
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3
PAPER2: ANALYTIC MODEL
FOR THE MATTER POWER
SPECTRUM
The future generation cosmological surveys, like Euclid, LSST etc., are expected to
provide very large quantity of high quality data such that it will be possible to probe
small scale structures like never before. Employing the cosmological observables
from these experiments, like weak gravitational lensing, baryon acoustic oscillations
etc., percent level constraints are expected on all cosmological parameters. With
such tight constraints, either the ΛCDM model will gain more credibility in the
community else it would be rejected with higher confidence; either way the efforts will
be unified. In order to employ the full constraining power from these experiments,
a good understanding of non-linear structure formation is needed. In this paper, we
studied an important aspect of this theory – the matter power spectrum. It underlies
many cosmological observables, it is important to model it accurately and precisely
up to the non-linear regime.
In this paper, we provide an estimator for the matter power spectrum based
on the Zeldovich approximation and the halo model. This model is calibrated on
N−body simulations, and gives an accuracy of a few percent up to k ∼ 0.8h−1Mpc
over a range of cosmological models including neutrino masses and redshifts.
We also provide an estimator for the full covariance matrix of the matter power
spectrum which is very important for statistical inference from the cosmological
data. In spite of the simple form of the covariance estimator, it is found to be in
remarkable agreement with simulations.
We provide a description of baryonic effects on the matter power spectrum in
this framework. This model can be used to project and estimate weak lensing power
spectrum and utilise the future generation surveys to put strong and unbiased con-
 Chapter 3: Paper2: Analytic model for the matter power spectrum
straints on the cosmological parameters.
Role: This project was done under the supervision of Professor Uros Seljak. The
starting point was analytical calculations using the halo model. The idea was to ex-
pand the 1-halo term in Taylor series, and analytically evaluate the coefficients. I
accumulated 38 matter power spectra from the cosmic emulator, each for its orig-
inal cosmological node. I also evaluated Zeldovich power spectra using code from
Zvonimir Vlah for the same 38 cosmological models and three redshifts (0.0,0.5,1.0).
I fitted the function A0 − A2k2 + A4k4 to the difference between the full matter
power spectra and Zeldovich approximation, and compared the fitted coefficients
with those evaluated analytically from the halo model. We found big differences in
A2 and A4 coefficients, whereas A0 remains the same. This shows the divergence of
the halo model from the true matter power spectrum in non-linear scales. I found
very strong correlation between fitted coefficients and σ8, and therefore we fitted
them using a single power law for all three redshifts and computed the correspond-
ing residuals. Further I fitted the residuals for its correlation to the effective slope
neff . We provide these fitting functions in the paper to estimate the coefficients of the
1-halo term using the cosmological models and redshifts. Given these fitting func-
tions, we computed the matter power spectra, and compared them to the original
emulator output. I found an agreement of about a percent up to k ∼ 0.7h−1Mpc. I
accumulated the power spectra from van Daalen et al. 2011, for both dark-matter
only as well as hydrodynamical simulations, and to their difference, I fitted the sim-
ilar function. The only alteration was that this time I recovered the change in the
coefficients due to the baryonic effects. We found that A0 is indifferent to the bary-
onic effects, while A2 and A4 change significantly, implying the conservation of mass
inside the halo where the profile is changing due to baryons. In the the same vein,
we argued that at scales where only Zeldovich term is important, the covariance is
dominated by the cosmic variance. To compute the total covariance, we can compute
the variance of each of the coefficients. However, due to the baryonic effects contam-
inating A2 and A4, it is good to add the variance of A0 only to the total covariance,
and marginalise over the other two parameters. This form of the covariance matrix
is found to be in remarkable agreement with the simulations.
This paper has been published in Monthly Notices of the Royal Astronomical
Society (MNRAS).
Arxiv: http://arxiv.org/abs/1407.0060
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ABSTRACT
We develop a model for the matter power spectrum as the sum of Zeldovich approximation
and even powers of k, i.e. A0 − A2k2 + A4k4 − . . . , compensated at low k. With terms
up to k4, the model can predict the true power spectrum to a few per cent accuracy up to
k ∼ 0.7 h Mpc−1, over a wide range of redshifts and models. The An coefficients contain
information about cosmology, in particular amplitude of fluctuations. We write a simple form
of the covariance matrix as a sum of Gaussian part and A0 variance, which reproduces the
simulations remarkably well. In contrast, we show that one needs an N-body simulation
volume of more than 1000 (Gpc h−1)3 to converge to 1 per cent accuracy on covariance matrix.
We investigate the supersample variance effect and show it can be modelled as an additional
parameter that can be determined from the data. This allows a determination of σ 8 amplitude to
about 0.2 per cent for a survey volume of 1(Gpc h−1)3, compared to 0.4 per cent otherwise. We
explore the sensitivity of these coefficients to baryonic effects using hydrodynamic simulations
of van Daalen et al. We find that because of baryons redistributing matter inside haloes all the
coefficients A2n for n > 0 are strongly affected by baryonic effects, while A0 remains almost
unchanged, a consequence of halo mass conservation. Our results suggest that observations
such as weak lensing power spectrum can be effectively marginalized over the baryonic effects,
while still preserving the bulk of the cosmological information contained in A0 and Zeldovich
terms.
Key words: neutrinos – methods: analytical – galaxies: haloes – galaxies: statistics –
cosmological parameters – large scale structures of Universe.
1 IN T RO D U C T I O N
The clustering of dark matter (DM) as a function of scale and redshift contains useful information about many cosmological parameters. For
example, clustering as a function of redshift is very sensitive to the dark energy density and its equation of state. Clustering as a function of
scale can reveal information about the primordial slope of the power spectrum and matter density, as well as about the presence of massive
neutrinos. The best way to measure the DM clustering is via weak lensing (Bartelmann & Schneider 2001; Refregier 2003). In weak lensing
light from distant galaxies, called sources, is being deflected by mass distribution along the line of sight, such as that the images are distorted.
The primary distortion is shear, which changes ellipticity of the light of the source galaxy. By correlating these ellipticities between the
source galaxies one can deduce the clustering strength of the matter along the line of sight. Over the past decade this recognition put weak
lensing surveys at the forefront of cosmological probes, with several ground based and space based experiments proposed (Hoekstra et al.
2006; Massey et al. 2007; Fu et al. 2008; Schrabback et al. 2010). The primary statistic is the convergence power spectrum Cκκl , which can
be expressed as a weighted projection over the matter power spectrum P(k) along the line of sight from the observer to the source. Future
surveys will contain sources at many different redshifts, and by combining this information one can minimize the line-of-sight projection and
measure a quantity close to the three-dimensional power spectrum, a procedure called weak lensing tomography. In this paper, we will focus
on the three-dimensional power spectrum of matter P(k).
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Analytic model for the matter power spectrum 3383
The procedure to extract information from the weak lensing measurements is in principle straightforward and, while experimentally
challenging, its theoretical underpinnings have been known for a long time. What are the remaining theoretical challenges in this programme?
The predictions of the dark matter only (DMO) clustering on small scales, where non-linear effects are important, was one of the uncertainties.
For example, the widely used HALOFIT (Smith et al. 2003) is only accurate to 10 per cent, although the revised version (Takahashi et al. 2012)
is argued to be 5 per cent accurate for k < 1.0 h Mpc−1. Recent progress in N-body simulations suggests this problem will soon be solved. For
example, the The Coyote Universe DMO power spectrum emulator (Heitmann et al. 2009, 2010; Lawrence et al. 2010) is accurate to nearly
1 per cent up to k ∼ 1 h Mpc−1 for the 38 cosmologies that have been simulated. The emulator provides an output power spectrum for any
cosmological model, interpolated from the grid of 38 simulated models, with an error that can be as high as 5 per cent for some cosmological
models. It seems likely that the precision will reach the required level in the near future as finer grids of simulations are developed, but it is
also clear that by using better ways to interpolate between the models could improve the accuracy.
The second problem are the baryonic effects. Baryons differ from the DM in several aspects. First difference is that hot baryonic gas
has pressure, which prevents clustering on small scales. These effects are particularly important inside the DM haloes, where gas temperature
is high and pressure effects large. In addition, baryons cool and condense into stars, possibly bringing DM along in the process. However,
baryons also form stars, which in turn lead to supernovae that can produce energy outflows. Even more dramatic effects can arise from
the active galactic nuclei (AGN), which can also produce massive energy outflows. Recent studies with hydrodynamical simulations (van
Daalen et al. 2011) have argued that these AGN feedback models are required to match the observations of X-ray groups and clusters,
specially the temperature–luminosity relation in X-rays. The outflowing baryons can also redistribute the DM. Recent work (Semboloni
et al. 2011; Semboloni, Hoekstra & Schaye 2013) shows that the baryonic correction in the matter power spectrum can be important above
k ∼ 0.3 h Mpc−1 and if one does not take account for it, it will bias the cosmological constraints such as dark energy equation of state
(Semboloni et al. 2011).
Third theoretical problem that remains unsolved is the issue of reliable covariance matrix for the observed power spectrum and optimal
weighting of the data. The full covariance matrix consists of two parts: Gaussian and non-Gaussian. Both scale inversely with the volume
of the survey. Gaussian contribution is very large at large scales (low wavemodes k) due to sample variance, i.e. finite number of long
wavelength Fourier modes sampled in a finite volume. At higher k, the sampling variance becomes small, and Fisher matrix calculations
based on Gaussian variance have predicted that most of the cosmological information in weak lensing comes from small scales. However,
the non-Gaussian part becomes important on smaller scales and makes these predictions unreliable. There are two essential contributions to
the covariance matrix: one arises from the Poisson fluctuations in the number of haloes relative to the average, and the second arises from the
fluctuations on the scale of the survey, which induce curvature type effects that couple to all modes inside the survey (Baldauf et al. 2011;
Takada & Hu 2013). For weak lensing applications these contributions become significant for ∼ > 500 (Yoo & Seljak 2012). So far the
predictions have relied either on the halo model (Takada & Hu 2013) or on the simulations (Sato et al. 2009, 2011; Li, Hu & Takada 2014).
It has been argued that large numbers of simulations are needed to converge for a single model (Sato et al. 2011; Blot et al. 2014). Without a
reliable covariance matrix one cannot optimally combine the different power spectrum estimates, nor can one reliably estimate the errors, as
emphasized in recent work (Percival et al. 2014; Taylor & Joachimi 2014).
In this paper, we propose a different approach to the DM power spectrum description that addresses all of the challenges above. We
propose a novel form of the halo model for the DM power spectrum (Ma & Fry 2000; Peacock & Smith 2000; Seljak 2000; Cooray & Sheth
2002), in which we split the power spectrum into the quasi-linear 2-halo term, which we take to be the Zeldovich approximation (ZA), and
the 1-halo term. Rather than relying on the analytic forms for the 1-halo term as in the original halo model (Seljak 2000; Ma & Fry 2000), we
simply expand it into the series of even powers of k and fit each coefficient to the simulations. By doing so we obtain an accurate description of
the DM power spectrum up to k ∼ 0.7 h Mpc−1. We then investigate the baryonic effects on these coefficients and address the question how to
marginalize against these effects. Finally, the resulting solution we propose also simplifies the question of the covariance matrix calculations.
The outline of the paper is as follows: In Section 2, we review some important theoretical background, particularly the halo model
(Section 2.1) and ZA (Section 2.2). We postulate the necessary modifications in the 1-halo term in Section 2.3 and calibrate the fitting functions
on simulations in Section 3 and showing the comparison with the true matter power spectrum. In Section 4, we discuss the covariance matrix
and cosmological information content of our model. We are also discussing supersample variance in Section 4.3. In Section 5, we describe
the same method with baryons and the limits to which one can calculate the non-linear matter power spectrum and its full covariance matrix
using this methodology. Finally in Section 6, we summarize and discuss the possibility of the future work.
2 T H E O R E T I C A L M O D E L FO R D M P OW E R SP E C T RU M
2.1 The halo model
There are several approaches to account for clustering of DM and its evolution in the Universe. One of the more successful frameworks is
the halo model (McClelland & Silk 1977; Ma & Fry 2000; Peacock & Smith 2000; Seljak 2000; Cooray & Sheth 2002). We will first review
the halo model as implemented in previous work before presenting a new version of the halo model that is more accurate. In the halo model
approach, all the matter in the Universe is assumed to be in isolated haloes with mass defined by a threshold density as
M = 43πR
3
  ρ¯m, (1)
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where M is the mass of the halo inside the radius RM and the density of the halo is M times ρ¯m, which is the mean matter density of the
universe. We use M = 200 throughout this paper unless stated otherwise. The power spectrum can be split into two parts:
P (k) = P1h(k) + P2h(k), (2)
where the two terms in right are the 1-halo and 2-halo term, respectively. The 2-halo term gives the correlation between different haloes, also
referred as halo–halo term, whereas the 1-halo term describe the correlation between DM particles within the halo, also referred to as Poisson
term, and dominates at smaller scales. These two terms are given by
P1h(k) =
∫
dνf (ν)M
ρ¯
|u(k|M)|2, (3)
P2h(k) =
[∫
dνf (ν)b(ν)u(k|M)
]2
PL(k), (4)
where PL(k) is the linear power spectrum. Throughout this paper, we use publicly available code CAMB (Lewis, Challinor & Lasenby 2000)
to compute linear matter power spectrum, unless stated otherwise. We also used publicly available code CHOMP1 to compute some functions
like the halo mass function and density profiles. The Fourier transform of the density profile of the haloes u(k|M) is normalized such that
u(k = 0|M) = 1,
u(k|M) = 4π
M
∫ Rvir
0
dr r2 ρ(r|M) sin(kr)
kr
. (5)
One can see that upon expanding sin (kr)/kr only even powers of k will be present, as further developed below. The functions f(ν) and b(ν)
are the mass function and halo bias, respectively. Both variables ν and M account for the scale and related as
ν(M, z) =
(
δc
σ (M, z)
)2
, (6)
where δc ∼ 1.68,
σ 2(M, z) = σ 2(M)D2+(z), (7)
σ 2(M) = 1
2π2
∫
dk k2 PL(k) | ¯W (kR)|2, (8)
with, D+(z) as the growth factor and ¯W (x) as the Fourier transform of the top-hat function:
¯W (x) = 3 sin(x) − x cos(x)
x3
. (9)
2.2 The new 2-halo term: ZA
The halo model is not sufficiently accurate for the 1 per cent precision required from the future surveys. The 2-halo term needs to be modified
because in the halo model it is essentially given by the linear theory, and the non-linear effects such as the smearing of baryonic acoustic
oscillations (BAO) are ignored. A useful improvement is the ZA (Zel’dovich 1970). In it we assume the particles stream along the initial
trajectory, without being perturbed by the non-linear effects. Even though the ZA is in a sense linear, its effects on the density extend beyond
linear effects, and ZA can even lead to caustics where the density is infinite. While ZA produces too little power to be a good approximation
for the fully non-linear power spectrum, it smears the BAO in the amount that matches the simulations quite well (Taylor 1993; Matsubara
2008). As such it is a useful extension of the linear power spectrum. Here, we will consider ZA approximation for large scales, coupled to
the 1-halo term for the small scales.
The Zeldovich power spectrum is given by (see e.g. Schneider & Bartelmann 1995)
(2π)3δD(k) + P (k) =
∫
d3q e−iq·k exp
[
−1
2
kikjAij (q))
]
, (10)
where
Aij (q) = X(q)δKij + Y (q)qˆi qˆj , (11)
and
X(q) =
∫ ∞
0
dk
2π2
PL(k)
[
2
3
− 2 j1(kq)
kq
]
, (12)
1 http://code.google.com/p/chomp/
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Y (q) =
∫ ∞
0
dk
2π2
PL(k)
[
−2j0(kq) + 6 j1(kq)
kq
]
. (13)
Here, PL(k) is the linear power spectrum and jn is the spherical Bessel function of order n.
2.3 The 1-halo term expansion
In this section, we first motivate the 1-halo term expansion into even powers of k. In the next section, we analyse their dependence on the
cosmological parameters and compare against the predictions of the halo model.
We begin by writing the ansatz for the 1-halo term,
P1h(k) = (A0 − A2k2 + A4k4 − · · ·)F (k). (14)
To motivate the ansatz and calculate the coefficients An, we start with the Fourier transform of the normalized density profile, assuming for
now F(k) = 1:
u(k|M) = 4π
M
∫ Rvir
0
dr r2 ρ(r|M) sin(kr)
kr
. (15)
The halo profile is spherically averaged and assumed to depend only on the mass of the halo. We can model the halo density profile in the
NFW form (Navarro, Frenk & White 1997)
ρ(r|M) = ρs(r/Rs)(1 + r/Rs)2 . (16)
This model assumes that the profile shape is universal in units of scale radius Rs, while its characteristic density ρs at Rs or concentration
c = Rvir/Rs may depend on the halo mass M.
The function sin (kr)/kr can be expand as Taylor series with even powers of kr as
u(k|M) = 4π
M
∫ Rvir
0
dr r2 ρ(r|M)
[
1 − k
2r2
3!
+ k
4r4
5!
− · · ·
]
. (17)
We can simplify this equation using function n as
u(k|M) = 0k0 − 1k2 + 2k4 − · · · ≡ (−1)n
∞∑
n=0
nk2n, (18)
and
|u(k|M)|2 = (−1)m+n
∑
(m,n)
nk2nmk2m = (−1)m+n
∑
(m,n)
mnk2(m+n), (19)
where
n = 4π(2n + 1)!M
∫ Rvir
0
dr r2(1+n) ρ(r|M). (20)
Note that the functions n are the integrals over the density profiles and some power of r from 0 to Rvir and that 0 = 1. However, there is
nothing obviously special about truncating the integral there, and it can be changed to truncate the density profile at a different Rmax than Rvir,
for example 2Rvir. This suggests that the halo model has some flexibility in its implementation and is not fully predictive. For this reason, we
will just use it as a motivation and will not be doing the actual integrals over the halo profiles.
Next, we insert equation (19) into 1-halo term expression of equation (3) and group the terms in even powers of k,
P1h(k) =
∫
dνf (ν)M
ρ¯
∑
(m,n)
mnk2(m+n), (21)
P1h(k) =
∫
dνf (ν)M
ρ¯
[00k0 − 201k2 + (11 + 202)k4 − · · ·] . (22)
Comparing equations (14) and (22), we obtain the coefficients and their variances as
A0 =
∫
dνf (ν)M
ρ¯
00
A2 =
∫
dνf (ν)M
ρ¯
201
A4 =
∫
dνf (ν)M
ρ¯
(11 + 202) (23)
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Figure 1. Relative variance 	A2n/A2n versus An based on our model for A0, A2 and A4 for three different redshift: 0.0 (red), 0.5 (blue) and 1.0 (green). Each
circle bullet is one cosmological realization of the 38 cosmic emulator nodes.
with covariance,
Cov(AiAj ) =
⎛⎜⎜⎜⎝
∫
dν g(ν) (00)2
∫
dν g(ν) (00)(201)
∫
dν g(ν) (00)(11 + 202)∫
dν g(ν) (00)(201)
∫
dν g(ν) (201)2
∫
dν g(ν) (201)(11 + 202)∫
dν g(ν) (00)(11 + 202)
∫
dν g(ν) (201)(11 + 202)
∫
dν g(ν) (11 + 202)2
⎞⎟⎟⎟⎠ (24)
where i, j = 0, 2, 4 and
g(ν) = 1
Volume
f (ν)
(
M
ρ¯
)3
. (25)
In this paper, we terminate this series after A4 term. One can always go to higher order terms to get desired accuracy at higher k.
We will present the results of analytic calculations of A2n in the next section. Calculating the variance of each of these coefficients is as
straightforward as calculating the coefficient itself, performing the integrals over the halo mass function. We calculate the variance on these
terms for a volume of 1 (Gpc h−1)3 for different cosmological models (the 38 models explained in next section) at three different redshifts:
0.0, 0.5 and 1.0. Fig. 1 shows the relative variance of the three coefficients. We find for 1 (Gpc h−1)3 the relative error σA0/A0 varies from 0.5
to 2 per cent, whereas on σA2/A2 and σA4/A4 vary from 1 to 7 per cent and from 2 to 20 per cent, respectively, depending on the cosmology
and redshift. We see that the relative error on A2n increases with n: this is a consequence of the fact that terms with higher n receiving a
larger contribution from higher mass objects, since the mass scaling of the integrand for A2n in the equations above is M1+2n/3, while for the
variance it is M3+4n/3. Higher mass objects are rarer and their Poisson fluctuations are larger, hence the relative variance is increased. Below
we will compute the sensitivity of these parameters to cosmology: we will show that A0 contains most of the information on the amplitude
σ 8. In this paper, we use halo mass function of Tinker et al. (2008).
So far we assumed F(k) = 1 without specifying its role. It was pointed out already in the original halo model (Seljak 2000) that the 1-halo
term of the halo model fails to account for mass and momentum conservation at low k: the non-linear corrections to the power spectrum have
to scale as k4 or −k2P(k) at low k, while the leading order of the 1-halo term scales as k0. At very low k such a term may even dominate over
the linear term, which cannot be physical in the context of DM, even though it can happen in the context of galaxies Baldauf et al. (2013).
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Analytic model for the matter power spectrum 3387
We will impose this constraint by simply fitting the residuals to the simulations at low k and apply the derived transfer function F(k), which
vanished at low k, to the model. We will show that the function F(k) does not strongly depend on the cosmological model and we will thus
ignore its dependence on cosmological parameters.
3 C A L I B R AT I N G T H E M O D E L W I T H S I M U L AT I O N S
We use cosmic emulator (Heitmann et al. 2009, 2010; Lawrence et al. 2010) to evaluate the power spectra for each of the 38 emulator
simulations and assume in each case it gives the true non-linear matter power spectrum. These reference power spectra are correct to nearly
1 per cent up to k ∼ 1 h Mpc−1 at 38 different nodes (labelled as 0–37) in cosmological parameter space. This accuracy degrades to 5 per cent
when computing the power spectrum away from the nodes. Node 0 cosmology is closest to the Wilkinson Microwave Anisotropy Probe-7
(WMAP-7) cosmology and we use it as a reference cosmology. We fit these simulation power spectra with our description – quasi-linear
Zeldovich term plus modified 1-halo term as a sum of even powers of k, to determine coefficients A2n as a function of cosmology.
To begin with, we fit the even power law (equation 14 with F(k) = 1) to the difference between matter power spectrum from emulator
PEmu and the Zeldovich term PZel for all 38 cosmologies and three redshifts: 0.0, 0.5, 1.0 between k = 0.2 and 0.8 h Mpc−1.
All the coefficients fitted, A0, A2 and A4, are strongly correlated with σ 8, with A0 having the least scatter. Fig. 2 shows the scaling of these
coefficients with σ 8(z) and σ 11.3(z), where the latter was chosen to minimize the scatter in A0. Each of these coefficients can be approximately
fit as a power law irrespective of the redshift and cosmology, with σ 8(z) scaling
A0 ∝ σ 3.98 , A2 ∝ σ 3.08 , A4 ∝ σ 2.28 . (26)
It is not straightforward to determine the errors since this is not a formal fit to a set of data points with individual errors. In Fig. 2, we also
show results when the slope of A0 is 4.0: we see this is also a good fit over the range.
Fig. 2 also shows the predictions of the halo model for these coefficients (in black crosses). While the halo mode predicts well A0 at low
redshifts, it fails for higher order coefficients. This can be improved if the virial radius is increased by roughly a factor of 2 at low redshifts,
and more than that at higher redshifts (which needs to be taken to power 2n to evaluate the effect on A2n), shown as red crosses in Fig. 2.
The failure of the halo model to quantitatively predict these coefficients is not surprising: the haloes do not suddenly stop at the virial radius
and the halo model has some flexibility in how it is implemented. Our goal here is not to understand the halo model, but to have accurate
predictions. For this reason, we will just use the fits of A2n coefficients to simulations in this paper.
The next step is to correct for the scatter around the best fit σ 8. A correlation is noticed between the residual of the coefficients with
the effective slope neff. This is shown in Fig. 3. Here, the residual means the difference between the diamond-bullets and best-fitting lines in
Fig. 2 and effective slope neff is calculated as the slope of the linear matter power spectrum at k ∼ 0.2 h Mpc−1. The higher order coefficients
have larger scatter and stronger correlation between this residual and effective slope. We tested the scalings for few different values of R in
σ R and found minimum scatter for σ 11.3, which can be seen in Figs 2 and 3. By using σ 11.3 instead of σ 8, one can remove the correlation with
effective slope for A0, so no neff correction is needed for A0. However, A2 and A4 still need to be corrected for this correlation, although the
correction is smaller in case of σ 11.3 than σ 8. Hence, the corrected expressions for these coefficients are
A0 = 1529.87σ 3.98 × (1 + [−0.22neff − 0.4]), or A0 = 2167.39σ 3.911.3, (27)
A2 = 1299.75σ 3.08 × (1 + [−1.58neff − 2.8]), or A2 = 1724.16σ 3.011.3 × (1 + [−1.39neff − 2.5]), (28)
A4 = 758.31σ 2.28 × (1 + [−2.27neff − 4.2]), or A4 = 947.47σ 2.311.3 × (1 + [−2.12neff − 3.9]). (29)
We still need to account for the mass conservation, which forces the 1-halo term to go to 0 at low k. In Fig. 4, we plot the ratio of the
difference between PEmu and PZel with PSimFit which is given by PSimFit = A0 − A2k2 + A4k4, where these coefficients are the best-fitting values
to (PEmu − PZel) for all 38 cosmologies (diamond bullets in Fig. 2). The top-left, top-right and bottom-left panel shows the same quantity
at three different redshifts: 0.0, 0.5 and 1.0, respectively. All 38 curves in each panel are very close to 1 for k between 0.2 and 0.8 h Mpc−1,
which is expected as these coefficients are fitted in that range in the first place. Outside this range the scatter increases. We took the average
of all these 38 curves at all three redshifts and fit it to a 10th order polynomial, requiring to vanish at low k. The thick solid black line and
dashed red curve represents the average and best fit to the average, respectively. It can be seen in bottom-right panel of Fig. 4 that these best
fit to the average are very close to node 0 cosmology curve and also very close to each other for different redshifts for k < 0.8 h Mpc−1. We
average of these three best-fitting curves, at three different redshifts, to build the function F(k) for the 1 halo term, which we model as
F (k) =
10∑
n=0
ank
n, (30)
where the coefficients an are listed in Table 1. As expected by the mass conservation arguments, and seen in Fig. 4, this correction drops to
zero for k < 0.1 h Mpc−1. In principle we should force it to go to 0 as k2, but we found this caused problems to the fit at higher k: the effects
of F(k) are very small in any case and in most instances below 1 per cent, since at low k the Zeldovich term dominates. For this reason, we
will assume that this correction is independent of the cosmological model or redshift.
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Figure 2. Fitted coefficients A0, A2 and A4 versus σ 8 (left column) and σ 11.3 (right column). We see that σ 11.3 reduces the scatter relative to σ 8 for A0. Solid
black line is the best-fitting power law stated in the legend. The halo model prediction is shown in crosses, using the usual halo concentration parameter
Rs = Rvir/c, with haloes extending to the virial radius Rvir, defined at the mean overdensity of 200 (black crosses), and doubling that to 2Rvir (red crosses).
Halo model agrees well with simulations for A0 at late redshifts, but not for A2 and A4 both in terms of amplitude and in terms of σ 8 or σ 11.3 scaling. Extending
the halo profile to twice the virial radius improves the agreement.
We combine the above two terms to obtain the matter power spectrum as
P (k, z) = PZel(k, z) + P1h(k, z) (31)
and,
P1h(k, z) = (A0 − A2k2 + A4k4)F (k), (32)
where A0, A2 and A4 are given by equations (27), (28) and (29), respectively, and F(k) is given by equation (30).
We tested this expression against the matter power spectrum from emulator (PEmu) on 38 emulator nodes where the stated accuracy is
1 per cent. Fig. 5 shows the deviation of our predictions from the true matter power spectrum of Emulator at three different redshifts: 0.0, 0.5
and 1.0.
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Analytic model for the matter power spectrum 3389
Figure 3. Correlation between effective slope (neff) and residuals after σ 8 (left column) or σ 11.3 (right column) scaling is taken out and their respective best
fit. Solid black line is the best linear fit as stated in the legend.
At redshift 0, we can predict the power spectra to a precision of 2–3 per cent up to k ∼ 0.5 h Mpc−1, except in some cosmologies which
turn out to be unusual (typically equation of state very different from w = −1). At higher redshifts, this accuracy is even better for the same
k, as expected since the non-linear effects are smaller. For most of the cosmological models, we can calculate these spectra to 5 per cent up to
k ∼ 0.7 h Mpc−1 and much better for lower k.
In Fig. 6, we show the prediction of our model for WMAP-7 cosmology (node 0) with all its components plotted separately. Note that the
A2k2F(k) (in blue) term has a negative contribution while all other components have a positive contribution. The prediction of node 0 power
spectrum is correct to about 2 per cent up to k ∼ 0.6 h Mpc−1 increasing to 4 per cent at k ∼ 0.7 h Mpc−1. This can also be seen in Fig. 5 where
thick black line shows the ratio of the predicted and true matter power spectrum for node 0.
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Figure 4. The first three panel (in reading order), shows the ratio of (PEmu − PZel) and PSimFit = A0 − A2k2 + A4k4, where the coefficients A0, A2, A4 are the
best-fitting coefficients to the emulator matter power spectrum for all 38 cosmological models (in different colours) at three different redshifts: 0.0 (top left),
0.5 (top right) and 1.0 (bottom left). Bottom-right panel shows same quantity for node 0 and the best fit to the average (of 38 coloured curves in first three
panels) at three different redshifts.
Table 1. Coefficients to calculate the correction function, equation (30). The units of the coefficient an is (Mpc h−1)n.
an a0 a1 a2 a3 a4 a5 a6 a7 a8 a9 a10
Value 0.0 21.814 −174.134 747.369 −2006.792 3588.808 −4316.241 3415.525 −1692.839 474.377 −57.228
We also explored how well can this expression predict the changes in the matter power spectrum when cosmological parameters are
changed. We take emulator node 0 as the fiducial model and plot the relative difference with other nodes. The first three panel of Fig. 7 (in
reading order) shows these derivatives for different components: linear term (in red), Zeldovich term (in green), emulator (in blue) and our
predicted model (in thick black). Our predictions are matching very well with that of the true matter power spectrum from emulator, and
certainly much better than pure linear theory or pure ZA. Note that we also get very good agreement of BAO smoothing, in contrast to linear
theory predictions: this is because we are using ZA which smears out BAO. The broad-band effects of ZA are often anticorrelated with A0:
this is because an increase in σ 8 increases the non-linear smearing caused by the linear streaming of the displacement field, reducing the
amplitude of the power spectrum in the ZA, while at the same time the amplitude of the A0 is increased by the 1-halo term, generated by
having more haloes at the same halo mass. The latter effect typically wins: the total power spectrum and the Zeldovich power spectrum are
typically, but not always, on the opposite side relative to the linear power spectrum.
Of particular interest is the change in neutrino mass, also shown in Fig. 7. We compare the model predictions to the simulations of Bird,
Viel & Haehnelt (2012). We see that our model predicts nearly perfectly the changes in the non-linear power spectrum induced by massive
neutrinos. This shows that non-linear effects of massive neutrinos are no different than any other parameter: on large scales they follow
linear theory, while on small scales the effects are dominated by the change in A0. For
∑
mν = 0.15 eV the change in σ 8 is about 3 per cent
and the corresponding change in A0 ∝ σ 3.98 is 13 per cent, while ZA goes in the opposite direction, so the linear suppression of 7 per cent at
k ∼ 0.2 h Mpc−1 is increased to 11 per cent at k ∼ 0.8 h Mpc−1, in perfect agreement with simulations.
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Figure 5. The residuals of our P(k) = PZel(k) + P1h(k) expression against simulations for 38 different cosmological models (different colour curves in each
panel) for three different redshifts.
Figure 6. Matter power spectrum for WMAP-7 cosmology at redshift 0.0 from simulations (dashed magenta line) versus Zeldovich term (cyan line), A0F(k)
term (red line), A2k2F(k) term (blue line), A4k4F(k) term (green line). Thick black line is the full predicted model from this work and is nearly indistinguishable
from the simulations.
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Figure 7. Relative difference in matter power spectrum between node 0 (Emulator) and node 14 (top-left), 18 (top-right), 13 (bottom-left). Showing the
same quantity for linear term (in solid red), Zeldovich term (in dashed green), Emulator power spectrum (in dashed blue) and our prediction (in solid black).
Bottom-right panel shows the ratio of the matter power spectrum with and without neutrino mass, for
∑
Mν=0.15 (in solid lines) and 0.3 (in dashed lines)
from Bird et al. (2012).
4 C OVA R I A N C E M AT R I X A N D T H E C O S M O L O G I C A L I N F O R M AT I O N C O N T E N T O F P(k)
We next turn to the issue of covariance matrix. On large scales, low k, the covariance matrix is based on Gaussian approximation. As we
move to higher k, the modes become correlated and the covariance matrix becomes non-Gaussian. In our model, the non-Gaussianity comes
from two separate terms. First is the non-Gaussian nature of the Zeldovich term and second is the non-Gaussian nature of the 1-halo term.
We will not analyse the non-Gaussian covariance matrix in ZA in this paper, as there are currently no analytic calculations available. We also
do not have any analytic predictions for the correlation between the Zeldovich part and the 1-halo part. For the 1-halo term, we will focus on
A0 contribution, since as we will argue in next section we should marginalize over the higher order terms anyways. In our initial discussion,
we will ignore the supersample variance contribution (Takada & Hu 2013; Li et al. 2014), which will be discussed separately below.
The halo model calculations in Fig. 1 suggest that the relative variance σA0/A0 should be around 0.01
√
(Gpc h−1)3/Volume, depending
on the cosmological model and redshift. This calculation is given by(
σA0
A0
)2
=
∫
f (ν)dνM3
[∫ f (ν)dνM]2ρ¯V , (33)
and is determined by the fourth moment of mass integrated over the halo mass function and thus very sensitive to the halo mass function
accuracy at the high-mass end. Just as in the case of the halo model predictions for the scalings of A0, A2 and A4, we may not completely trust
the halo model predictions. We will write the following ansatz to the covariance matrix Cov(P(ki), P(kj)) = 〈P(ki)P(kj) − 〈P(ki)〉〈P(kj)〉,
Cov(P (ki), P (kj )) = P (ki)P (kj )
(
2
Ni
δij +
(
σA0
A0
)2)
. (34)
Here, Ni is the number of Fourier modes in the ith bin. Our model predicts that the scaling of the variance is
σA0
A0
= δA0[(V /1h−1Gpc)3]1/2 , δA0 = 0.0079(h
−1Gpc)3/2, (35)
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Figure 8. Left: derivative of the matter power spectrum with respect to the change in curvature (i.e. background density) from simulations (blue solid line)
and our best-fitting model (blue dashed line). The same, but only for the growth effect without dilation, is shown with the corresponding black solid and black
dashed lines. The thick dashed lines show the derivative with respect to the amplitude change, such that it is degenerate with the curvature change at low k:
shown are the predictions from simulations (in magenta) and from our model (in black). We see that the degeneracy is broken at higher k even in the absence
of the dilation effect. Right: relative variance in the matter power spectrum:
√
2/N (blue dashed line) where N is the number of modes, best fit σ p/P (green
dashed line), and the total (red dashed line) as the norm of the two terms.
where V is the volume in units of (h−1Gpc)3, and the value of δA0 = 0.0079(h−1Gpc)3/2 was obtained from a fit of the model to the diagonal
part of the covariance matrix derived from Planck cosmology simulations in Li et al. (2014), shown in the right-hand panel of Fig. 8. This
value is slightly lower than the predictions of the halo model in Fig. 1. Since the predictions are very sensitive to the massive end of the halo
mass function, which is not well determined, we should not expect perfect agreement.
It is important to note that the covariance matrix depends on the simulated volume: if the volume changes the covariance matrix will
change, and this means that comparing one set of covariance matrix results to another is not trivial. We can simplify the expression if we
express the number of modes in terms of a fixed width of the k bin 	k, N = 4πk2	kV /(2π)3. One can see that both the Gaussian sampling
variance term and the Poisson term scale with volume, so that
Cov(P (ki), P (kj )) = P (ki)P (kj )V −1
(
4π2
k2i 	k
δij + δ2A0
)
. (36)
The relative contribution of diagonal versus off-diagonal terms still depends on the width of the binning in k, but the overall volume scaling
is the same.
Now that we have fixed the only free parameter of our model δA0 , we can apply it to another set of simulations to see the agreement.
We have compared it to results in Blot et al. (2014), which used 12 288 boxes of size 656.25 h−1 Mpc to derive the full covariance matrix. In
Fig. 9 (upper panels), we have compared our model to these simulations for both diagonal and off-diagonal parts of the covariance matrix.
We show that the diagonal part of the covariance matrix (left-hand panel of Fig. 9) is an excellent fit, even better than comparison with Li
et al. (2014), and this is without any free parameters. In the right-hand panel of Fig. 9, we show the off diagonal terms for six different k
values. Our model predicts the off-diagonal correlation coefficients are simply a constant, except at the diagonal where there is an additional
Gaussian contribution. Our prediction is in reasonable agreement with these simulations: we are able to reproduce simulation results for both
diagonal and off-diagonal terms to within 10–20 per cent, which is remarkable given its simple form and no free parameters.
4.1 Variance of the covariance matrix
An interesting and important question is how big do the simulations need to be to converge. For the convergence of the power spectrum, the
answer is given by σA0/A0 = δA0/V 1/2 and we can see that V = 1 (h−1 Gpc)3 is sufficient for 1 per cent accuracy. For the covariance matrix,
this requirement becomes considerably stricter. One can write an expression for the relative variance of the covariance term as(
σ (σA0 )
σA0
)2
=
∫
f (ν)dνM7
[(∫ f (ν)dνM3]2ρ¯V , (37)
so we can see that this is given by the eighth moment of the mass averaged over the halo mass function. The results of this prediction are
shown in Fig. 10. The rms variance for V = 1 (h−1 Gpc)3 is now about 10–30 per cent and the corresponding error on the covariance matrix
(which goes as a square of σA0 ) is thus 20–70 per cent. There is a large spread in the value because the calculation is so sensitive to the very
high mass end of the halo mass function, which is poorly known, so the resulting values should only be taken as indicative and can probably
vary by a factor of 2. This is simple to understand: occasionally there will be a large cluster formed which will significantly change the value
of A0, and consequently make its variance change considerably.
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Figure 9. Comparison between our model prediction of covariance matrix with Blot et al. 2014 (upper panels) and Harnois-De´raps & Pen (2012, lower panels)
for diagonal (left-hand panels) and off-diagonal elements (right-hand panels). Note that there are no free parameters in the top, while for the bottom panel we
show both our best model without a free parameter as well as a modified model where we fit for the value of σA0/A0, which is a valid procedure for these
simulations, as discussed in the text. Our covariance matrix model (equation 34) is very simple, yet it is able to reproduce the full covariance matrix from
simulations to within 10–20 per cent.
Figure 10. Relative variance σ (σA0 )/σA0 versus A0 based on our model for three different redshifts: 0.0 (red), 0.5 (blue) and 1.0 (green). Each bullet is one
cosmological realization of the 38 cosmic emulator nodes.
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As an example, when we compare our model predictions of the covariance matrix to Harnois-De´raps & Pen (2012), we find that the
agreement is not very good, in that our model predicts lower covariance matrix than measured, and the predicted value of σA0/A0 is about
40 per cent below the required for fit the simulations. However, Harnois-De´raps & Pen (2012) used a total simulated volume of 1.6 (h−1 Gpc)3,
suggesting that the value of σA0/A0 has only been determined to about 10–25 per cent. If we let the value of σA0/A0 to be free, we again find
a remarkable agreement with the simulations.
To converge on the covariance matrix at 1 per cent one needs a simulated volume to be of the order of 500–5000 (h−1 Gpc)3. This is an
enormous volume: it explains why in recent work of Blot et al. (2014) they needed to simulate 12 288 simulations with a total volume of
3350 (h−1 Gpc)3 to converge.
4.2 Information content
We can now combine the variance of A0 with its scaling with σ 8, A0 ∝ σ 3.98 , to derive the cosmology information content of the A0 term,
σσ8
σ8
= σA0
3.9A0
= 0.002
√
(h−1 Gpc)3/Volume. (38)
This is a remarkably small number, which suggests that much of the cosmological information on the rate of growth of structure, and
consequently on the Figure of Merit for dark energy equation of state (Mortonson, Huterer & Hu 2010), resides in this term. To achieve
a comparable precision on linear scales one would need about 5 × 105 modes, which for 1 (h−1 Gpc)3 volume would correspond to
kmax = 0.31 h Mpc−1. This is already well into the non-linear regime for z < 1 implying that we do not have this number of linear modes
available, so the bulk of the cosmological information on the amplitude comes from A0 term. However, since A0 is mostly sensitive to
amplitude (best correlation is with σ 11.3) and nothing else, this also suggests that information on other parameters that depend on the shape
of P(k) and not its amplitude will be less well determined.
While we do not have reliable variance predictions for A2 and A4 from simulations, Fig. 1 suggests that A2 has variance three times
larger than A0 and A4 has variance another three times larger than A2. This is mostly caused by the fact that Poisson fluctuations get larger for
higher order coefficients because of their mass weighting: for example, A2 weighting is M5/3 as opposed to M for A0, giving more weight to
higher mass haloes, which are rarer and therefore have larger Poisson fluctuations. This combined with less steep scaling of A2 and A4 with
σ 8 compared to A0 (equations 27, 28 and 29), suggests that there is little additional information in these two coefficients. Another argument
for why information in A2 and A4 should be ignored, based on baryonic effects, will be presented below.
4.3 Supersample variance
Supersample variance (Hamilton, Rimes & Scoccimarro 2006) arises from the very long wavelength density modes that appear as constant
on the scale of the survey. These can be viewed as a change of curvature inside the observed volume (Baldauf et al. 2011), and this couples
to all the short wavelength modes. On large scales the effect can mimic a change in the amplitude of fluctuations, together with a rescaling of
the length (Sherwin & Zaldarriaga 2012):
δ lnP (k) =
(
47
21
− 1
3
d lnP
d ln k
)
δb =
(
68
21
− 1
3
d ln(k3P )
d ln k
)
δb, (39)
where δb is the density perturbation on the scale of the survey volume. The first term is the effect of the curvature on the growth of small-scale
modes, while the second term is the dilation due to the presence of local curvature. It is important to recognize that on large scales the growth
effect is degenerate with a (34/21)δb change of amplitude σ 8, while the dilation effect of −δb/3 is degenerate with a change in scale, i.e. with
a change in the angular diameter distance that can arise from a change in cosmological parameters. We will assume that the change in scale
cannot be used as an indicator of the supersample variance because of its degeneracy with these other parameters, so we will only focus on
the change in growth rate. The rms fluctuations of 1(Gpc h−1)3 volume are about 0.4 per cent (Takada & Hu 2013), which together with the
34/21 factor implies that at low k one cannot determine σ 8 to better than 0.6 per cent in the linear regime, which is a factor of 3 larger error
than the error on σ 8 without the supersample variance in equation (38). It is therefore clear that without addressing this issue the supersample
variance dominates the errors.
On smaller scales we expect the non-linear effects are no longer degenerate with a change in σ 8. Physically the reason for difference is
in the curvature nature of the supersample variance: curvature effects grow with the growth rate, i.e. the growth of short wavelength mode δs
due to the coupling to the long wavelength mode scales as δs(z)[1 + 34D(z)δb0/21], where D(z) is the linear growth rate and δb0 is the long
wavelength mode today, and thus this coupling only matters at low redshifts since D(z)  1 for z  1. This is different from a simple change
in overall amplitude δs(z)(1 + δσ 8), which has no redshift dependence.
To understand this more quantitatively we can compute the logarithmic derivative of A0 (equation 23) with respect to the two parameters
in the context of the universal halo mass function f(ν), where ν is given by equation 6 (Slosar et al. 2008). The Lagrangian bias is defined
as bL = n¯−1∂n/∂δb, which can be rewritten using ν = (δc − δb)2/σ 2 as bL = (−2ν/δc)∂ ln[νf (ν)]/∂ν. In addition we also have the mean
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density increased by δb inside the patch. We are still dividing the density with the global mean density, so ρ¯ does not change. Using this we
find
d lnA0
dδb
=
∫ (1 + bL(ν))νf (ν)Md ln ν∫
νf (ν)Md ln ν = 〈(1 + bL)〉. (40)
So the logarithmic slope of A0 with respect to a long wavelength modulation is given by the appropriate average of the Eulerian bias
bE = 1 + bL.
If instead one looks at the logarithmic growth of the amplitude with respect to amplitude σ 8 ∝ σ (M), then dν/dln σ 8 = −2ν, and so
d lnA0
d ln σ8
= δc
∫
bL(ν)νf (ν)Md ln ν∫
νf (ν)Md ln ν = δc〈bL〉. (41)
Since dln A0/dln σ 8 = 3.9 we find dln A0/dδb = 3.9/1.68 + 1 = 3.3. The response to the long wavelength mode has thus a lower logarithmic
slope of growth relative to σ 8 and is not much larger than the linear regime value 68/21. This should be contrasted against the response to the
amplitude change, which goes from σ 28 in the linear regime to σ 3.98 in the non-linear regime. Note that this calculation is valid if the density
is divided by the global background density, as appropriate for weak lensing observations, which are sensitive to the total density. Whenever
the density perturbation is defined using local mean density these numbers should be reduced by 2.
Numerical results are shown in the left-hand panel of Fig. 8, where we show the non-linear response to δb from simulations of Li et al.
(2014), and the corresponding response to a change in σ 8 that mimics δb at low k. We can still model a change in δb as a quasi-linear term
and (A0 − A2k2 + A4k4)F(k). For the quasi-linear term, we adopt simply the ZA model multiplied with the corresponding linear factor of
68/21δb, and we fit for the other three parameters. The result is shown in Fig. 8 and provides a reasonable fit to the simulations. Note that
we show results with and without dln P/dln k term, against simulations with and without it (Li et al. 2014). We find that for δb = 0.02 A0
has changed by 7.4 per cent, while the quasi-linear term has changed by 6.4 per cent, so that dln P/dln δb = 3.2 at low k and 3.7 around k ∼
0.5 h Mpc−1 where A0 dominates. This is in reasonable agreement with the analytic estimate of 3.3. For the σ 8 scaling a change of 6.4 per cent
in the linear term corresponds to 13 per cent change in A0. The contrast between the two effects is shown in Fig. 8. The supersample variance
is thus not degenerate with σ 8, so if one can determine both the quasi-linear term and A0 term with sufficient accuracy, one can break the
degeneracy between the two effects.
How well can one determine σ 8 in the presence of supersample variance? If we only have information from A0, then the analysis above
suggests that one can determine σ 8 to about (3.7/3.9)0.4 ∼ 0.38 per cent in 1 (h−1 Gpc)3 volume, about a factor of 2 worse than without the
supersample variance. If we have information both from linear regime and from A0 dominated regime, then we can break the degeneracy
between the supersample variance and σ 8. The extent to which this can be achieved depends on how well we can measure the amplitude in
the linear regime: to reach 0.4 per cent accuracy we would need to measure all the modes up to k ∼ 0.2 h Mpc−1 in a 1 (h−1 Gpc)3 volume,
which seems possible to achieve. Moreover, we note that a change in curvature cannot be modelled well with just a change in linear term
and A0, higher order terms also change significantly. Even though we argue below that these effects are degenerate with baryonic effects, this
degeneracy may be broken in this situation given how different these effects are and given that there is a lot of information present at high
k. In summary, the amplitude of fluctuations in a 1 (h−1 Gpc)3 volume can be determined to an accuracy of 0.4 per cent if the supersample
variance cannot be determined, which can be reduced by a factor of 2 if the degeneracy between the supersample variance and σ 8 amplitude
can be broken.
Instead of including the supersample variance effect in the covariance matrix, one can include it as an additional curvature parameter
that one can marginalize over. The parameter is δb and its prior should be a Gaussian with a zero mean and rms variance σ V determined by
the survey window (see Takada & Hu 2013; Takada & Spergel 2014 for predictions for simple survey geometries). The response of the power
spectrum to the long wavelength δb parameter should be
δP =
(
47
21
PZel − 13
dP
d ln k
+ [3.7A0 − 3A2k2 + 2.5A4k4]F (k)) δb, (42)
where PZel, A0, A2 and A4 are the values of the fiducial model around which we are exploring the supersample variance effect. For example,
in a Markov-Chain Monte-Carlo (MCMC) chain this would be the model one is testing at a given chain position. We found that the fit to the
simulations must include A2 and A4 terms and that the fit is only valid to k ∼ 0.7 h Mpc−1. Note that the change of A2 and A4 relative to A0 is
similar to that of amplitude change in equation (26).
5 E F F E C T S O F BA RYO N S
Baryonic effects inside the DM haloes change the matter power spectrum relative to the DM alone and these effects must be incorporated into
the analysis, otherwise they can lead to substantial bias in the cosmological parameter estimation (Semboloni et al. 2011, 2013). Baryonic
effects can come in different forms. First is simply the fact that gas distribution inside DM haloes is distributed differently than the DM,
because gas is hot and has significant pressure. As a result, gas has a core at the centre of the cluster, leading to reduced clustering strength on
small scales. Second effect is baryon cooling, which causes gas to cool and condense into galaxies at the DM halo centres. This leads to an
enhancement of the clustering relative to pure DM case. Baryons can also be pushed out of the halo centres by processes such as supernova
and AGN feedback, which can in some cases push the gas quite far out. Furthermore, in all of these examples DM may also be redistributed
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Figure 11. The first three panel (in reading order) are the relative difference between DMO model and AGN (red dashed line) and REF (green dashed line)
from van Daalen et al. 2011 (VD11) at redshift 0.0 (top-left), 0.5 (top right) and 1.0 (bottom left). REF model contains the baryonic physics without any AGN
feedback model. Solid lines (red and green) are the corresponding best fit δA0 − δA2k2 + δA4k4 as explained in Section 5. Bottom-right panel shows the
derivative of the matter power spectrum with respect to a change in background density (2 per cent) in solid-black from Li et al. 2014, and with respect to a
change in amplitude using prediction from emulator (thick dashed black line).
as a consequence of the baryons either condensing on to the halo centres or being pushed out. For example, for baryonic cooling on to a
galactic disc this process is known as adiabatic contraction (Blumenthal et al. 1984).
From the halo model point of view, the main effect of the baryons is the redistribution of the gas, and possibly DM, inside the haloes.
This can be qualitatively described as the change in the scale radius Rs. The total mass of the halo M is unchanged, since these baryonic
processes do not push the gas or the DM far out of the virial radius of the halo such that the halo mass would be affected. As a consequence,
we expect that A0 parameter is essentially unchanged, while A2, A4 etc. will change during the baryonic redistribution of matter.
To investigate this further we used simulation based matter power spectra from van Daalen et al. (2011) to compute the effects of
baryons on the coefficients A0, A2 and A4. In particular, we use the DM only and the supernova and AGN feedback models, corresponding to
hydrodynamical simulations with supernova or AGN feedback model. It was argued that the latter is needed to reproduce cluster observations
such as X-ray luminosity–temperature relation (McCarthy et al. 2010). We use the AGN model as the main model since it provides the
largest effects, but we also explore reference supernova feedback model from van Daalen et al. (2011). Baryon corrections to the matter
power spectrum from AGN feedback model exceed 1 per cent level for k > 0.3 h Mpc−1 (van Daalen et al. 2011). We use the results at three
different redshifts: 0.0, 0.5 and 1.0. In Fig. 11, we try to fit the difference between the pure DM and AGN model, PDMO − PAGN, or reference
supernova feedback model PDMO − PREF, with the model δA0 + δA2k2 + δA4k4, to estimate the changes in these coefficients due to baryons
at each redshift (note that since the changes are only important at high k we can set F(k) = 1). We fit these models over the k range between
0.2 and 0.8 h Mpc−1. Fig. 11 shows the best-fitting models, which are a good fit to the simulations over this range. We also calculated these
coefficients for the cosmology assumed in this paper using the results from Fig. 2.
We find that for the AGN model the relative change in A0 is about 0.5–1 per cent, depending on the redshift, whereas the changes in A2
and A4 are about 4–7 and 4–8 per cent, respectively. If we assume no change in A0 the fit is a bit worse and the change in A2 and A4 is larger.
This confirms that the coefficient A0 is quite indifferent to baryonic effects, while A2 and A4 are significantly more contaminated. The change is
positive. This is expected since AGN feedback expands the gas and makes the scale radius Rs larger. It is less obvious why A0 should increase
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when gas is being pushed outwards, but the effect on A0 is small and it could also be driven by the numerical fitting procedure. If we assume
that the baryonic uncertainty is at the level suggested by these AGN models, then using equation (24) the corresponding uncertainty on σ 8 will
be 0.5–1 per cent/3.9 ∼ 0.1–0.2 per cent from A0, and about an order of magnitude larger from A2 and A4. Given that the difference between
AGN and DM models is probably an overestimate of the error associated with the baryonic effects our analysis suggests that these effects can
be effectively marginalized over without any loss of cosmological information from A0. We also note that other baryonic feedback models
from van Daalen et al. (2011), such as the reference model, while giving a lower amplitude of the effect, have very similar k-dependence, as
can be seen from Fig. 11.
Above we argued that supersample variance effect should not be treated as a variance but as a separate parameter that can be determined
from the data. Using linear theory and A0 may not contain enough information to break the degeneracy between the amplitude σ 8 and
supersample variance. Using higher k information may be more promising, since the two effects also have very distinctive signatures on A2,
A4 etc. Since our model expansion to A4 only works to k ∼ 0.7 h Mpc−1, we explore this question numerically. In Fig. 11 bottom-right panel,
we plot the supersample effect and amplitude effect such that they are degenerate at low k, while also adding the baryonic effect such that
it is degenerate with change of amplitude up to k ∼ 0.3 h Mpc−1. We see from the Fig. 11 that above k ∼ 0.3 h Mpc−1 the degeneracy is
broken: the effects of σ 8 and δb are smaller compared to the effect of AGN feedback, which continuous to increase with k, because gas is
being pushed out on small scales, suppressing all small-scale clustering. While this analysis is only restricted to a specific form of baryonic
effects and is less robust than the other analyses in this paper, it suggests that one may be able to break the degeneracy between the baryonic
effects, cosmological parameters such as amplitude, and supersample variance, using high k information.
6 D I S C U S S I O N A N D C O N C L U S I O N S
In this work, we propose a model of the matter power spectrum using the ZA power spectrum as the 2-halo term and even powers of k
expansion of the 1-halo term, compensated on large scales to satisfy mass conservation, with coefficients calibrated on simulations. The
leading order 1-halo term is k0 term amplitude A0, which in the halo model can be determined as a mass-dependent integral over the halo
mass function. Simulations predict A0 ∝ σ 3.98 , and the halo model is only able to reproduce this at low redshifts. The amplitude of A0 is
related to the cluster abundance method, where one counts clusters above a given mass, which also depends on the halo mass function and
has a similarly steep dependence on σ 8. It is also related to Sunyaev-Zeldovich (SZ) power spectrum scaling, which is dominated by the
1-halo term and scales as σ 78 (Komatsu & Seljak 2002), because the SZ signal from individual clusters scales as M5/3 rather than halo mass
M and it is a projection over line of sight, leading to a steeper dependence on σ 8. Our analysis thus explicitly connects the cluster abundance
method to the amplitude of the leading non-linear correction to the matter power spectrum, and shows the two use similar information. As a
consequence, these two methods cannot be combined independently if the dominant errors are Poisson or large-scale structure fluctuations.
Using the first three coefficients of expansion, we accurately predict variations of basic cosmological parameters up to k ∼ 0.7 h Mpc−1,
including amplitude σ 8, matter density 
m, Hubble parameter H0, primordial slope ns, equation of state w0 and even neutrino mass
∑
mν . In
all cases our model predicts well the BAO smoothing, a consequence of using the ZA rather than linear theory for the 2-halo term.
We present a very simple model for the covariance matrix of matter power spectrum (equation 34). We stress that the covariance matrix
depends on the simulated volume both in linear and non-linear regimes, so a direct comparison between covariance matrices from different
simulations needs to account for this. In this model the large-scale variance is dominated by the sampling variance, while on small scales
where A0 dominates the dominant term is the Poisson sampling of the haloes. Using the halo mass function of Tinker et al. (2008) to predict
the latter gives about 20–30 per cent higher value than fitting with simulations of Li et al. (2014), which we consider good agreement given
the inaccurate nature of halo mass function fits in the high mass regime. Using this value we show that our model gives remarkable agreement
with the simulations of Blot et al. (2014), where 12 288 simulations of 656 h−1 Mpc box size were run to construct a covariance matrix. We
use our Poisson model to compute the convergence rate of the covariance matrix and find that simulated volumes of 500–5000 (h−1 Gpc)3
are needed to converge at 1 per cent level. This explains why our model without any free parameters does not reproduce covariance matrix
Harnois-De´raps & Pen (2012), because the total volume used in Harnois-De´raps & Pen (2012) was only 1.6 (h−1 Gpc)3, and has thus not
converged with high enough accuracy. Changing the parameter σA0/A0 from the predicted 0.09 to 0.15 we obtain perfect agreement.
Using this model we argue that most of the cosmological information about the amplitude is in A0, which can determine the amplitude
σ 8 to 0.2 per cent within 1 (h−1 Gpc)3 volume. The higher order coefficients A2, A4 etc. are less sensitive to σ 8 and have a larger variance. We
discuss the supersample variance and argue that due to its origin as a curvature effect it differs from the amplitude rescaling and so it should
be treated as a separate cosmological parameter with a prior given by the rms variance on the scale of the survey volume. If its degeneracy
with the amplitude is not broken, then it approximately doubles the errors, so that σ 8 can be determined to 0.4 per cent within 1 (h−1 Gpc)3
volume. Note that both of these errors are a lot smaller than the currently available constraints, which at best are at 4 per cent (Kilbinger et al.
2013): observational and modelling errors dominate the error budget at the moment, but future data sets may be able to reach the levels where
supersampling variance or Poisson error will dominate (Yoo & Seljak 2012).
We also investigate the baryonic effects on the matter power spectrum. We argue that these should not change A0 much because of the
mass conservation. Indeed, comparison of our model to simulations of baryonic effects in van Daalen et al. (2011) suggests that A0 is almost
unchanged, while higher order coefficients change significantly, because baryonic effects redistribute gas and DM inside the haloes without
changing the overall halo mass. We advocate that marginalizing over higher order expansion coefficients should immunize against baryonic
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effects without much loss of information. We explore the degeneracy between the amplitude, supersample variance and baryonic effects,
finding that it can be broken using information above k ∼ 0.3 h Mpc−1.
Our results suggest that analytic modelling of DM clustering provides important insights even in the era of large simulations. It offers
a promising venue not only for an accurate power spectrum description, but also for the covariance matrix modelling, for optimal extraction
of information from the data, and for description of baryonic effects. We have shown that in the context of covariance matrix calculations
our model is likely to be more reliable than simulations with insufficient total volume. However, more work remains to be done before it
can be applied to the weak lensing observations. For example, in this paper we focused on the DM clustering description in terms of its
power spectrum. If one wants to apply the method to the weak lensing observations one needs to perform the line-of-sight projections of the
model on to the weak lensing power spectrum Cκκl , where κ is the convergence which can be written as a projection of the density along
the line of sight. Projecting powers of k simply gives the same powers of l, so if the projection kernels are narrow, as would be the case for
weak lensing tomography, the analysis remains essentially unchanged, except for the fact that weak lensing probes matter density rather than
density perturbations, so convergence is also multiplied by an overall mean matter density. If the projection kernels are broad and there are
significant contributions from nearby structures for which k > 0.7 h Mpc−1 projects to a low l, then one needs to assess these effects and
improve the model to account better for the high k contributions. Similarly, one also needs to project baryonic effects and covariance matrix.
This programme is feasible and if implemented it will give a completely analytical description of the weak lensing power spectrum and its
covariance matrix without any need to use simulations.
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PAPER3: BARYONIC EFFECTS
ON WEAK-LENSING
TWO-POINT STATISTICS
According to the Dark Energy Task Force (DETF; [4]), the two-point statistics of the
weak gravitational lensing is amongst the most promising tools to do cosmology and
derive strong constraints on the cosmological parameters. However, it is dominated
by many systematics, both observational and theoretical. In this paper, we focussed
on an extremely important source of systematic errors in the theory of weak lensing
shear power spectrum - baryonic effects.
The theoretical modelling of the weak-lensing shear power spectrum is described
in section 1.4.4 for a dark-matter only Universe, which is a fair approximation at
large scales, which was the limit to the weak-lensing experiments in the past. The
next generation surveys like Euclid, LSST etc., are pushing this limit far into the
small scales such that baryonic contribution becomes important. In this paper, we
built a model to incorporate baryonic contribution in the matter power spectrum,
and by extension to the weak lensing shear power spectrum. Our model is based on
the halo model where the baryonic contribution is sensitive to mainly two quantities:
the halo mass function, and the radial density profiles of the halos.
Our baryonic model consists of four main ingredients: (i) hot intra cluster gas
assumed to be in hydrostatic equilibrium; (ii) a stellar component dominated by a
central galaxy whose mass is constrained by the abundance matching techniques; (iii)
a feedback model that removes the gas from the halo as a function of its mass; and
(iv) an adiabatically contracted dark-matter component. Incorporating these four
components, we can reproduce hydrodynamical simulations for the radial profile of
the halos, and the matter power spectrum.
We performed a cosmological parameter forecast for a Euclid like survey and
 Chapter 4: Paper3: Baryonic effects on weak-lensing two-point statistics
found that using weak-lensing alone, Euclid is expected to constrain the cosmological
parameters to a very high accuracy. However, if the baryonic effects are not taken
into account, it will bias the recovered values of the parameters and mislead the
interpretations. On the other hand, if the baryonic effects are taken into account,
all cosmological parameters can still be constrained with good accuracy along with
the parameters of the baryonic model.
Role: I started this project under the supervision of Professor Romain Teyssier.
I developed a code to compute the matter power spectrum in the halo model frame-
work, assuming dark-matter only (DMO) Universe. I used Navarro Frenk White
(NFW) radial density profiles for the dark-matter halos, and the mass-function
from Tinker et al. 2008. The next task was to include the baryonic physics in the
framework. I did this in three steps: (i) I included two baryonic components to the
radial density profile; intra-cluster plasma, and a bright central galaxy (BCG), (ii) I
changed the gas mass fraction from being a constant to be dependent on the mass of
the halo regulated by a free parameter Mcrit, (iii) I included the adiabatic contrac-
tion of the dark-matter component due to the BCG. This comprises the full baryonic
model. I compared the radial density profiles of this model to the simulations pro-
vided by Davide Martizzi, and found a remarkable agreement. Incorporating this
prescription in the halo model framework, I computed the modified matter power
spectrum with baryons, and studied its deviation from the DMO case for variable
Mcrit parameters. I wrote an extension of this code to compute the weak-lensing
shear power spectrum for a given matter power spectrum. I studied the effects of
baryons on weak lensing power spectrum for variable Mcrit parameters. I studied
the weak lensing observables in three redshift bins, and performed a tomographic
analysis of the weak lensing shear power spectrum for a Euclid like survey. Using
this code, I made a mock dataset with baryons, and included random noise in the
observables. I ran two sets of 8 MCMC, each for a different `max. In the first set the
model was dark-matter only, and in the second case, it included baryonic physics
as well. To ensure convergence, each MCMC analysis was based on 16 individual
chains.
This paper has been submitted to Monthly Notices of the Royal Astronomical
Society (MNRAS), and is currently under review.
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ABSTRACT
We develop an extension of the Halo Model that describes analytically the correc-
tions to the matter power spectrum due to the physics of baryons. We extend these
corrections to the weak-lensing shear angular power spectrum. Within each halo, our
baryonic model accounts for: 1) a central galaxy, the major stellar component whose
properties are derived from abundance matching techniques; 2) a hot plasma in hy-
drostatic equilibrium and 3) an adiabatically-contracted dark matter component. This
analytic approach allows us to compare our model to the dark-matter-only case. Our
basic assumptions are tested against the hydrodynamical simulations of Martizzi et.
al. (2014), with which a remarkable agreement is found. Our baryonic model has only
one free parameter, Mcrit, the critical halo mass that marks the transition between
feedback-dominated halos, mostly devoid of gas, and gas rich halos, in which AGN
feedback effects become weaker. We explore the entire cosmological parameter space,
using the angular power spectrum in three redshift bins as the observable, assuming
a Euclid-like survey. We derive the corresponding constraints on the cosmological pa-
rameters, as well as the possible bias introduced by neglecting the effects of baryonic
physics. We find that, up to ℓmax=4000, baryonic physics plays very little role in
the cosmological parameters estimation. However, if one goes up to ℓmax=8000, the
marginalized errors on the cosmological parameters can be significantly reduced, but
neglecting baryonic physics can lead to bias in the recovered cosmological parame-
ters up to 10σ. These biases are removed if one takes into account the main baryonic
parameter, Mcrit, which can also be determined up to 1-2%, along with the other
cosmological parameters.
Key words: Gravitational lensing: weak, methods: analytical, galaxies: halos, (cos-
mology:) cosmological parameters.
1 INTRODUCTION
The bending of light due to the presence of structures in
its path is one very significant method to study the dis-
tribution of matter in the universe. The deflection is in-
dependent of the nature of the intervening matter, if it is
dark or baryonic, and hence, this phenomenon, referred to
as gravitational lensing, provides a unique tool to map the
dark side of the universe. Under controlled systematics of
the experiment, weak gravitational lensing, where the de-
flection of light rays are not significant enough to observe
multiple images of the source but strong enough to deform
the shape of the source, is a very powerful probe to study
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the nature of dark energy (Albrecht et al. 2006). The future
sky surveys, like Euclid (Laureijs et al. 2011; Refregier 2009;
Cimatti et al. 2009), are expected to provide maps of the sky
with un-precedented accuracy and high resolution like never
before (Amendola et al. 2013). It is an opportunity to em-
ploy the advantage of such high quality data to answer the
most important questions in cosmology - the energy content
of the universe, its dynamics, its evolution and the forma-
tion of structure. Weak gravitational lensing can be used
as an ideal tool for such high quality data and can deliver,
with sub-percent level accuracy, measurements of the main
cosmological parameters.
The deformation of the shape of the observed galaxies
due to the intervening matter is referred to as shear. This
signal is very small, nearly 1% of the intrinsic ellipticity of
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the source galaxies, but can be measured statistically un-
der the assumption that the intrinsic ellipticity of the back-
ground galaxies do not have a preferred direction. There are
a number of interpretation of the two-point shear statistics
based on dark matter only (collision-less) simulations which
is a good approximation in the linear regime. However, at
non-linear scales baryonic physics becomes important and
can introduce a bias of 5 to 20 percent in the interpreta-
tion of the measurements, which in turn can introduce a
bias in the cosmological constraints. So, in the era of pre-
cision cosmology, it is very important to quantify the effect
of baryonic physics in the two-point shear statistics or the
power spectrum.
Baryons account for nearly 20% of the matter con-
tent of the universe. Its distribution depends on the dark
matter potential well, AGN feedback, supernovae, struc-
ture formation history and radiative cooling. Further bary-
onic distribution affects the matter power spectrum at small
scales, which to the extension, affects the two point shear
statistics. The effect of baryons on several statistics rele-
vant for cosmology has been already studied by various au-
thors. For instance, Stanek et al. (2009); Cui et al. (2012);
Martizzi et al. (2014) and Cusworth et al. (2014) focused on
the effects on the halo mass function. The effect of baryonic
processes on the power spectrum and on the weak gravi-
tational lensing shear signal has been studied too (White
2004; Zhan & Knox 2004; Jing et al. 2006; Rudd et al. 2008;
Guillet et al. 2010; Semboloni et al. 2011; van Daalen et al.
2011; Reddick et al. 2014; Mohammed & Seljak 2014).
In most of the previous works (see references above),
the approach was based on simulations, which suffer from
finite volume and finite resolution effects, are performed us-
ing only one cosmology and baryonic model. They however
capture the non-linear physics of gravitational collapse and
the associated baryonic effects. In this work, we employ the
halo model, an analytical approach, to build two-point shear
statistics with and without baryons. This allows one to re-
cover various different realizations of any cosmological mod-
els. We also compare our results with simulations at various
stages to validate our main assumptions.
The outline of the paper is as follows: In section 2, we
review the necessary concepts of the halo model and propose
our baryonic model as a modification in the radial density
profiles of the halos. We compare the model to simulations
with AGN feedback models. We also review the modelling of
shear power spectrum. We talk about the covariance matrix
of the Cℓ, Gaussian and non-Gaussian parts. In section 3,
we make a comparison between the dark-matter-only model
(DMO) and our baryonic model (BAR) and shows the be-
haviour of the baryonic correction as a function of our main
AGN-feedback-parameter, Mcrit. We introduce our fiducial
model and mock datasets to perform the likelihood analysis
in section 4. In section 5, we talk about the cosmological
implication of these baryonic corrections and the forecasts
on the cosmological parameters, its accuracy and precision.
Finally in section 6 we discuss the implications of our results
and propose possible strategies for future works.
2 THEORETICAL MODEL - A SHORT
REVIEW
We employ an analytic approach to model the effects of
baryonic physics on the matter power spectrum and to the
extension, on the shear power spectrum. The model has two
broad parts: (i) the dark-matter-only model (DMO), and
(ii) the modified model with baryonic physics (BAR). These
two approaches modify the density profile of dark matter ha-
los. We used the halo model (Seljak 2000; Peacock & Smith
2000; Ma & Fry 2000; Cooray & Sheth 2002) to construct
the matter power spectrum based on the density profiles of
halos of mass M and at redshift z.
2.1 The halo model
We employed the halo model (McClelland & Silk 1977;
Seljak 2000; Ma & Fry 2000; Peacock & Smith 2000;
Cooray & Sheth 2002) approach to calculate the matter
power spectrum given the density profile of the halos. The
halo model assumes all the matter in the universe to be in
spherical halos with mass defined by a threshold density as:
M△ =
4
3
πR3△ △ ρ¯m (1)
where M△ is the mass of the halo and R△ is the boundary
where the density of the halo drop to△ times the mean mat-
ter density of the Universe, ρ¯m. We use △ = 200 throughout
this paper, unless stated otherwise. We define the virial ra-
dius of the halo Rvir to be R200.
In this framework, the matter power spectrum can be
split into two parts:
P (k) = P1h(k) + P2h(k), (2)
where, the two terms on the right hand side correspond to
1-halo term, describing the correlation between dark matter
particles within the halo and 2-halo term which describes
the halo-halo correlation respectively. These terms are given
by
P1h =
∫
dν(fdm + fgas(ν))f(ν)
M
ρ
|u(k|ν)|2, (3)
P2h =
(
f0b0 +
∫
dν(fdm + fgas(ν))f(ν)u(k|ν)b(ν)
)2
Plin(k),
(4)
where, M is the mass of the halo and ν = δc/σ(M, z) with
δc = 1.686. The term f(ν) is the functional form of the mass
function and we used the fitting formula from Tinker et al.
(2008). The term b(ν) resembles the bias in the dark matter
halos and we used the fitting formula in (Tinker et al. 2010).
To fulfill the underlying assumptions of the halo model, these
two functional forms, fν and bν have to be expressed as in
the following relations:∫ ∞
0
f(ν)dν = 1 (5)
∫ ∞
0
f(ν)b(ν)dν = 1 (6)
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However, assuming a lower mass cut corresponding to νmin,
we introduce new background factors f0 and b0 such that:
f0 +
∫ ∞
νmin
(fdm + fgas(ν))f(ν)dν = 1 (7)
f0b0 +
∫ ∞
νmin
(fdm + fgas(ν))f(ν)b(ν)dν = 1 (8)
Additionally, the term fdm + fgas = 1 for simpler models
like no feedback, but for more exotic models, like with AGN
feedback or including other baryonic physics, this term may
deviate from unity. This will be more useful as explained in
section 2.3
We used the Eisenstein & Hu (1998, 1999) transfer
function calculations to account for the linear matter power
spectrum term, Plin(k). The term u(k|M) is the Fourier
transform of the normalized density profile and is given by,
u(k|M) = 4π
M
∫ Rvir
0
dr r2 ρ(r|M) sin(kr)
kr
. (9)
where, ρ(r|M) is the density profile of the halo of mass M .
The function u(k|M) is normalised such that u(k = 0|M) =
1 .The dispersion of the smoothed density field, σ(M, z), is
given by,
σ2(M, z) =
1
2π2
∫
Plin(k)k
2|W˜ (R, k)|2dk, (10)
where, W˜ (R, k) is the Fourier transform of top-hat filtering
function and given by,
W˜ (R,k) = 3
sin(kR)− kRcos(kR)
(kR)3
(11)
This framework of the halo model is applied to both
DMO and BAR model which, differ in the halo density pro-
files and normalization of the mass function. The following
two sections explains the corresponding profiles.
2.2 Dark matter only
We started with the radial density profile of dark matter
halos given by the functional form:
ρ(r|M) = ρs
(r/Rs)α(1 + r/Rs)β
, (12)
where, Rs is the characteristic radius given by the concen-
tration parameter (c) and the virial radius of the halo (rvir)
as c = Rvir/Rs. We used the two parameters α and β to be
1 and 2 respectively, corresponding to the Navarro-Frenk-
White (NFW) profile (Navarro et al. 1997). The character-
istic density ρs which is strongly degenerate with Rs and also
proportional to the critical density of the Universe when the
halo was formed. So, the NFW profile for dark matter halos
is completely described by its concentration.
The concentration parameter c gives the information
about the environment or the mean background density
during the formation of the halo. A number of N-body
simulations (Navarro et al. 1997; Avila-Reese et al. 1999;
Jing 2000; Bullock et al. 2001; Eke et al. 2001; Zhao et al.
2003; Neto et al. 2007; Macciò et al. 2007; Duffy et al. 2008;
Gao et al. 2008; Dutton & Macciò 2014) has prescribed var-
ious power laws between mass of the halo (M) and its con-
centration parameter c at redshift z. We used the fitting
formula given in (Muñoz-Cuartas et al. 2011):
log(c) = a(z) log(Mvir/[h
−1M⊙]) + b(z) (13)
where,
a(z) = ωz −m (14)
and
b(z) =
α
z + γ
+
β
(z + γ)2
(15)
The fitting parameters ω, m, α, β and γ are 0.029, 0.097, -
110.001, 2469.720 and 16.885 respectively. Figure 1 (top-left
panel) shows the behaviour of the concentration parameter
as function of halo mass at different redshifts. There is an
anti-correlation between the mass of the halo and its con-
centration. Also for a given halo mass, the concentration
decreases with redshift. We limit the minimum concentra-
tion to 4 (dashed line in figure 1 upper-left panel). This is
because the higher mass halos did not reach there maximum
formation efficiency redshift and will reach it in future. So,
on an average, there concentration must not be less than
a few. A very recent study from Dutton & Macciò (2014)
shows that this behaviour is consistent and the minimum
concentration is very close to 4.
2.3 A baryonic model
Our baryonic model accounts within each halo for: 1) a cen-
tral galaxy, the major stellar component whose properties
are derived from abundance matching techniques; 2) a hot
plasma in hydrostatic equilibrium and 3) an adiabatically-
contracted (AC) dark matter component. This analytic ap-
proach allows us to compare our model to the DMO case.
Apart from the normalization of the mass function, there is
only one term that is affected by these baryonic components
and is the density profile of the halo, which no longer follows
the NFW profile. We can write the modified NFW (BAR)
profile as:
ρBAR(r|M) = fdmρACNFW(r) + ρBCG(r) + fgas(M)ρgas(r),
(16)
we discuss each of these terms in more details.
2.3.1 Stellar component
We used the fitting function from Moster et al. (2013) based
on abundance matching to map the stellar mass of the cen-
tral galaxy MCentralGalaxy (BCG), which is the major com-
ponent of stellar mass in a cluster, to the mass of the halo
(Mhalo). Figure 1 (top-right panel) shows the mapping be-
tween halo mass and stellar mass fraction associated to the
central galaxy for a variety of redshifts. The relation has a
4 I. Mohammed et al.
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Figure 1. Top left: Concentration parameter as a function of halo mass for variable redshift. Top right: Mass of the central galaxy as a
function of halo mass for variable redshift. Bottom left: Gas mass fraction as a function of halo mass for variable Mcrit. Bottom right:
Density profile for NFW (solid lines) and intra-cluster gas (dashed lines) for different halo masses at redshift 0.
positive slope for low mass halos, however, at about the size
of the Milky way halo, the slope turns negative. At this peak,
the central galaxy stellar mass contributes about 4-5 % of
the total mass of the halo. Also this peak shifts to higher
masses for higher redshifts but contributes lower fraction.
The actual distribution of stellar mass in galaxy groups
and clusters can be quite complex. The total stellar mass
budget can be decomposed in 3 components: satellite galax-
ies, Brightest Cluster Galaxy (BCG, the massive ellipti-
cal galaxy dominating the cluster centre) and Intra-cluster
Light (ICL, an extended stellar halo surrounding the BCG).
The BCG and ICL represent ∼ 40 % of the mass in clus-
ters, with this ratio decreasing with total cluster mass
(Gonzalez et al. 2007). However, BCG+ICL dominate the
inner part of the cluster and constitute ∼ 70% of the total
stellar mass within 0.1 R200. This fact is particularly rele-
vant for computing the effect of baryon condensation on the
dark matter profiles (see Subsection 2.3.3). The BCG+ICL
component is usually modelled using superimposition of fit-
ting functions, typically multiple Sersic profiles. Given that
we are not interested in detailed modelling of the stellar dis-
tribution, we consider a simplified model for the BCG+ICL.
we adopted a radial density profile for BCG, where the
enclosed mass goes linearly with the radius,
M⋆(< r) = MCentralGalaxy
r
2R1/2
(17)
this gives,
ρ(r) =
MCentralGalaxy
8πR1/2r2
, r < 2R1/2 (18)
where, R1/2 is the half mass radius. We use R1/2 = 0.015Rvir
which is a good fit to the observations (Kravtsov et al.
2014). We forced the density profile to drop exponentially
after 2R1/2.
2.3.2 Intra-cluster plasma
The major component of the baryonic matter in a galaxy
cluster is the hot intra-cluster gas. It is mainly ionized hydro-
gen at very high temperature and low density. This plasma
radiates in X-rays and can safely be assumed to be in hy-
drostatic equilibrium. We assume this gas distribution in the
halo according the hydrostatic equilibrium equations given
in Martizzi et al. (2013),
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ρ(x) = ρ0
[
ln(1 + x)
x
] 1
Γ− 1 (19)
where, x is the distance from the centre of the halo in unit
of scale radius Rs. The effective polytropic index Γ is given
by,
Γ = 1 +
(1 + xeq) ln(1 + xeq)− xeq
(1 + 3xeq) ln(1 + xeq)
(20)
where, xeq = c/
√
5. Figure 1 (bottom-right in dashed lines)
shows the density profile of the hot gas for variable halo
masses at redshift 0 and also shows the comparison to the
NFW profile (solid lines). For x > xeq, the gas density pro-
files follows the NFW profile, however, it approaches a nearly
constant values near the centre of the halo.
The normalization of the gas density profile, ρ0, is
fixed by the gas fraction fgas. if we assume no feedback
from the baryonic component of the halo, this number can
be a constant, however, many hydrodynamical simulations
(Read & Gilmore 2005; Dehnen 2005; Mashchenko et al.
2006; Pontzen & Governato 2012; Teyssier et al. 2013;
Martizzi et al. 2013) shows signatures of the expulsion of
gas from the halo. This expulsion is stronger in low mass
halos than the high mass halos. So the low mass halos are
generally deficit in this hot plasma component. Following
the same physical motivation, we used the gas mass frac-
tion of the halo to be the function of the mass of the halo
following the parametric form:
fgas(Mhalo) =
Ωb/Ωm
1 +
(
Mcrit
Mhalo
)β (21)
where, Mcrit is a free parameter and β is fixed to 2. This pa-
rameter controls the gas fraction in halos of different mass.
A higher value for Mcrit represents less gas in the halo up
to higher halo masses. This parameter can also be inter-
preted as the control sequence for AGN feedback. Figure
1 (bottom-left panel) shows the variation of fgas with halo
mass for variety of Mcrit. We chose Mcrit = 1013h−1M⊙ as
the most realistic model. In this case, all halos with mass
lower than ∼ 2× 1012h−1M⊙ have expelled all their gas to
the background (outside the Rvir) and all halos with mass
larger than ∼ 2 × 1013h−1M⊙ have all their gas inside the
halo. The intermediate mass halos have a very smooth tran-
sition from no gas to all gas inside the halo. This behaviour
matches well with recent study from Schaller et al. (2014).
We studied this case in detail for all its cosmological impli-
cations at different scales. We also studied one optimistic1
model, where the feedback is not as strong as in our realistic
model, with Mcrit = 1012h−1M⊙.
1 Optimistic in the sense of less AGN feedback that makes the
baryonic corrections less troublesome
Type H0 σ8 ns ΩΛ Ωm Ωb
DMO 70.4 0.809 0.963 0.728 0.272 -
BAR 70.4 0.809 0.963 0.728 0.272 0.045
Table 1. Cosmological parameters adopted in our simulations.
Type mcdm mgas ∆xmin
[108 M⊙/h] [107 M⊙/h] [kpc/h]
Original box 15.5 n.a. 2.14
DMO zoom-in 1.94 n.a. 1.07
BAR zoom-in 1.62 3.22 1.07
Table 2. Mass resolution for dark matter particles, gas cells and
star particles, and spatial resolution (in physical units) for our
simulations.
2.3.3 Adiabatic contraction
In the DMO model, we adopted the NFW profile for the dis-
tribution of dark matter in the halo which is nearly scale-free
and completely described by the concentration parameter.
However, in the presence of baryons, the dark matter com-
ponent follows NFW only in the outskirts of the halo, but
in the very centre the dark matter profile becomes steeper
and deviates from pure a NFW profile. This is because the
baryons, which are dominant in the centre of the halo, drag
some extra matter from the surrounding towards the centre
making the dark matter profile steeper towards the centre.
The total distribution of matter is expected to dynamically
respond to the condensation of baryons at the centre of the
halo in a way that approximately conserves the value the
adiabatic “invariant” R × M(R), where R is the distance
from the halo centre and M(R) is the mass enclosed in a
sphere of radius R (Blumenthal et al. 1986; Gnedin et al.
2004). We adopted a simplified model for this effect follow-
ing the appendix of Teyssier et al. (2011) where this adia-
batic contraction (AC) of the dark matter profile is solely
governed by the central galactic disk.
2.4 Comparison with simulations
We consider data from a set of cosmological re-simulations
performed with the ramses code Teyssier (2002). These
simulations are part of a larger set recently used by
Martizzi et al. (2014) to study the baryonic effects on the
halo mass function. Thanks to the adaptive mesh refine-
ment capability of the ramses code, the resolution achieved
in these simulations is sufficient to study the properties of
low redshift BCGs.
In these calculations, the cosmological parameters are:
matter density parameter Ωm = 0.272, cosmological con-
stant density parameter ΩΛ = 0.728, baryonic matter den-
sity parameter Ωb = 0.045, power spectrum normaliza-
tion σ8 = 0.809, primordial power spectrum index ns =
0.963 and Hubble constant H0 = 70.4 km/s/Mpc (Ta-
ble 1). We generated initial conditions for the simulations
using the Eisenstein & Hu (1998) transfer function and
6 I. Mohammed et al.
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Figure 2. A comparison of our model density profiles (dashed lines) with hydrodynamical simulations of Martizzi et. al. 2014 (solid
lines). There is a remarkable agreement, except at the very centre of the halo.
the grafic++ code2, based on the original grafic code
(Bertschinger 2001). These simulations come in two flavours:
DMO (dark matter only) which only follow the evolution of
dark matter, BAR which include baryons and galaxy forma-
tion prescriptions.
2 http://sourceforge.net/projects/grafic/
The technique we adopted to perform the zoom-ins is
described in the following. First, we ran a dark matter only
simulation with particle mass mcdm = 1.55 × 109 M⊙/h
and box size 144 Mpc/h. The initial level of refinement was
ℓ = 9 (5123), but as the simulation evolved more levels of
refinement were allowed. At redshift z = 0 the grid was re-
fined down to a maximum level ℓmax = 16. Subsequently, we
ran apply the AdaptaHOP algorithm Aubert et al. (2004) to
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identify the position and masses of dark matter halos. We se-
lected 51 halos whose total masses lie Mtot > 1014 M⊙ and
whose neighbouring halos do not have masses larger than
M/2 within a spherical region of five times their virial radius.
We determined that only 25 of these clusters are relaxed.
High resolution initial conditions were extracted for each of
the 51 halos and were used to run zoom-in re-simulations.
Three different re-simulations per halo have been performed:
(I) including dark matter and neglecting baryons, (II) in-
cluding dark matter, baryons and stellar feedback, (III) in-
cluding baryons, stellar feedback and AGN feedback. In this
paper we focus on cases (I) and (III), labelled DMO and
BAR, respectively.
In the DMO re-simulation, the dark matter particle
mass ismcdm = 1.94×108 M⊙/h. In the BAR re-simulations,
the dark matter particle mass is mcdm = 1.62 × 108 M⊙/h,
while the baryon resolution element has a mass of mgas =
3.22 × 107 M⊙. The maximum refinement level was set to
ℓ = 17, corresponding to a minimum cell size ∆xmin =
L/2ℓmax ≃ 1.07 kpc/h. The grid was dynamically refined
using a quasi-Lagrangian approach: when the dark matter
or baryonic mass in a cell reaches 8 times the initial mass
resolution, it is split into 8 children cells. Table 2 summa-
rizes the particle mass and spatial resolution achieved in the
simulations.
The physical prescription implemented in the code to
perform the BAR simulations is here briefly described. In
ramses gas dynamics is solved via a second-order unsplit
Godunov scheme (Teyssier 2002) based on different Riemann
solvers (we adopted the HLLC solver) and the MinMod
slope limiter. The gas is described by perfect gas equation
of state (EOS) with polytropic index γ = 5/3. Gas cooling
is modelled with the Sutherland & Dopita (1993) cooling
function which accounts for H, He and metals. Star forma-
tion and supernovae feedback ("delayed cooling" scheme,
Stinson et al. (2006)) and metal enrichment have been in-
cluded in the calculations. AGN feedback has been included
too, using a method inspired by the Booth & Schaye (2009)
model. In this scheme, super-massive black holes (SMBHs)
are modeled as sink particles and AGN feedback is provided
in form of thermal energy injected in a sphere surrounding
each SMBH. More details about the AGN feedback scheme
and about the tuning of the galaxy formation prescriptions
can be found in Teyssier et al. (2011) and Martizzi et al.
(2012).
Figure 2 shows the comparison between the dark mat-
ter, gas, stellar and total mass density profiles of 6 halos
in the Martizzi et al. (2014) catalogue and the mass model
described in Section 2.1. The model for the adiabatically
contracted dark matter profile (red dashed lines) fits well
the simulations down to scales ∼ 10 kpc. The model for the
Intra-cluster plasma (green dashed lines) fits well the results
of the simulations down to scales ∼ 50 kpc. The relation be-
tween mass of the central galaxy and that of the halo has
a lot of scatter. So, to compare with simulations we use the
stellar mass from the simulation itself for the given halo,
which define the normalisation of our stellar model. The
model (blue dashed lines) is a good fit to the results of the
simulations except in the outskirts. This is expected since
the data from the simulations include BCG, ICL and satel-
lite galaxies. However, the model is constructed in such a
way that the stellar mass expected from abundance match-
ing is associated to the central regions of the halos. The
overall result is that the model for the total mass (black
dashed lines) provides an excellent match to the results of
cosmological simulations down to a scale of ∼ 10 kpc. There-
fore we conclude that the mass model is good enough to be
adopted for the purposes of this paper.
2.5 From P (k) to C(ℓ)
In this section we develop the mapping from 3D matter
power spectrum P (k, z) to the 2D projected shear angu-
lar power spectrum Cℓ following the theoretical framework
explained in Takada & Jain (2009).
The distortion of the source shape due to weak gravita-
tional lensing can be quantified with two quantities: shear γ
and convergence κ. The convergence κ is the local isotropic
part of the deformation matrix and can be expressed as:
κ(~θ) =
1
2
~▽.~α(~θ) (22)
where, α is the deflection angle. If we know the redshift of
the source galaxies, additional information can be gained by
dividing the sources in different redshift bins. This process
is referred to as lensing tomography and is very useful to
gain extra constraints on cosmology from the evolution of
the weak lensing power spectrum (Hu 1999; Huterer 2002;
Takada & Jain 2004). In cosmological context, the conver-
gence field can be expressed as the weighted projection of
the mass distribution integrated along the line of sight in
the ith redshift bin,
κi(~θ) =
∫ χH
0
gi(χ)δ(χ~θ, χ)dχ, (23)
where, δ is the total 3 dimensional matter overdensity, χ
is the comoving distance and χH is the comoving distance
to the horizon. For a complete review see Mellier (1999);
Bartelmann & Schneider (2001); Schneider (2006). The lens-
ing weights gi(χ) in the ith redshift bin with comoving dis-
tance range between χi and χi+1 are given by:
gi(χ) =

g0
n¯i
χ
a(χ)
∫ χi+1
χi
ns(χ
′)
dz
dχ′
(χ′ − χ)
χ′
dχ′, χ ≤ χi+1
0, χ > χi+1
(24)
where, a(χ) is the scale factor at comoving distance χ. Also,
g0 =
3
2
Ωm
H20
(25)
and,
n¯i =
∫ χi+1
χi
ns(χ(z))
dz
dχ′
dχ′. (26)
where, ns(χ(z)) is the distribution of sources in redshift. We
assume a source distribution along the line of sight of the
form:
ns(z) = n0 × 4z2 exp
(
− z
z0
)
(27)
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with n0 = 1.18× 109 per unit steradian and z0 is fixed such
that the corresponding projected source density ng resem-
bles the experiment, like Euclid etc.
∫ ∞
0
ns(z)dz = n¯g. (28)
For Euclid like survey, we choose z0 such that n¯g = 50
sources per arcmin−2 (Hoekstra & Jain 2008).
Finally the shear power spectrum between redshift bins
i and j can be computed as:
Cij(ℓ) =
∫ χH
0
gi(χ)gj(χ)
χ2
P
(
ℓ
χ
, χ
)
dχ (29)
where, P is the 3D matter power spectrum calculated using
the halo model framework as described in section 2.1. Larger
ℓ corresponds to the smaller scale and the large contribution
of Cℓ at higher ℓ comes from non-linear clustering.
We divided the big cosmological volume into 3 redshift
bins with boundaries: 0.01, 0.8, 1.5 and 4.0; so we calcu-
lated total 6 convergence cross-spectra (3 auto-spectra and
3 cross-spectra).
The auto-spectra is contaminated by the intrinsic ellip-
ticity noise and assuming its distribution to be completely
uncorrelated to different source galaxies, the observed power
spectrum Cobsij (ℓ) is given by,
Cobsij (ℓ) = Cij(ℓ) + δij
σ2ǫ
n¯i
, (30)
we choose σǫ = 0.33 which is the RMS intrinsic ellipticity.
The cross spectra is not contaminated by shot noise.
The covariance matrix of Cℓ has two contributions:
Gaussian and non-Gaussian (NG). In this work we only con-
sider the Gaussian contribution to the covariance matrix
which is given by the following expression,
Covij,mn(ℓ, ℓ
′) =
δℓℓ′
∆ℓ(2ℓ+ 1)fsky
×(
Cobsim (ℓ)C
obs
jn (ℓ) +C
obs
in (ℓ)C
obs
jm (ℓ)
)
,
(31)
where, ∆ℓ is the bin width of the ℓ and fsky is the sky
fraction for the targeted experiment. This term is dominated
by cosmic variance for lower ℓ and shot noise for higher ℓ,
however, for large number of sources, as in case of Euclid,
and larger size of bins (∆ℓ) towards higher end of ℓ, the shot
noise can be significantly reduced.
The NG contribution to the covariance matrix of Cℓ is
rather complicated to calculate. It gives the correlation be-
tween different ℓ. At the matter power spectrum level, this
term depends on the matter trispectrum. To compute the
NG covariance to lensing, we need to integrate the trispec-
trum in redshift and angle on the sky and then compute
this quantity for various ℓ and ℓ′. So this is a 4D calcula-
tion of trispectrum which is computationally very expensive.
Yoo & Seljak (2012) shows that these NG correction to the
covariance becomes significant for ℓ of few thousand and
Cooray & Sheth (2002) shows that neglecting this will in-
troduce the bias in the cosmological parameters up to 20 %.
In this work, we are not taking into account these correc-
tions and we are doing our analysis for different ℓmax: 1000,
2000, 3000, 4000, 5000, 6000, 8000, 10000 and 20000. We
will discuss more about the NG covariance in section 6.3.
3 COMPARING BAR AND DMO MODEL
In this section we try to draw a comparison between the
baryonic model (BAR) and the dark-matter only (DMO)
model. We would like to establish an understanding of the
scales where the baryonic corrections become important and
how these scales changes with redshift and the only free
parameter, Mcrit.
Figure 3 (top-left panel) shows the relative differences
between the BAR and DMO predictions for the matter
power spectrum, also referred as boost in this article. There is
only one free parameter of the baryonic model, Mcrit which
regulates the amount of AGN feedback and which is intro-
duced in section 2.3.2. The overall shape of the deviation
is similar in all cases for various Mcrit and redshifts: the
BAR model follows the DMO model for large scales, suffers
a deficit in power at intermediate scales due to flatter gas
profile compared to the NFW profile and finally the power
shoots up due to the central stellar component. Also with-
out adiabatic contraction (AC) the raise in the matter power
spectrum occurs at very small scales, but including AC ef-
fect this raise can be seen at comparatively lower k or larger
scales. This is because AC makes the profile steeper in the
centre and shallower in the outskirts.
At redshift 0 (top-left panel of figure 3), the bary-
onic correction starts showing up (more than 1%) at k ∼
5 h/Mpc for models with negligible AGN feedback (lower
Mcrit), whereas for more extreme AGN feedback models
(higher Mcrit) this correction is important at much larger
scales like k ∼ 0.1 h/Mpc. In our fiducial BAR model with
Mcrit = 10
13h−1M⊙, the baryonic effects become signifi-
cant, i.e., more than 1 percent, at k ∼ 0.5 h/Mpc. The
maximum dip in the intermediate scales vary for different
Mcrit; for the most extreme models where AGN feedback
can push all the gas out of the halo, this dip is nearly the
cosmic baryon fraction, Ωb/Ωm. However, for more a real-
istic model (Mcrit = 1013h−1M⊙) this dip is nearly 7-8%.
For more optimistic models like Mcrit = 1012h−1M⊙, this
dip is even smaller, nearly 4-5%. Therefore, we can conclude
the more extreme AGN feedback models triggers the devia-
tion of matter power spectrum from DMO model at larger
scales and also the dip in the power at intermediate scales
can be as large as the cosmic baryon fraction in case where
all the gas are pulled out by the AGN feedback, however, for
more realistic and optimistic models, the deviation starts at
relatively small scales and also the maximum dip is compar-
atively smaller.
Figure 3 (top-right panel) shows the same quantity for
a fixedMcrit = 1013h−1M⊙ at different redshifts. If we go to
higher redshift, the overall shape of the deviation of the BAR
matter power spectrum from the prediction of the DMO
model (boost) is nearly the same as at redshift zero, how-
ever, the scales and the maximum dip amplitude at various
redshifts change. We see that at higher redshifts, the dip
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Figure 3. Top row: Relative deviation of the matter power spectrum predicted by the BAR model from the DMO model predictions as
a function of k for different Mcrit at redshift zero (left) and for fixed Mcrit = 1013h−1M⊙ and different redshifts (right). Bottom row:
Relative deviation of the shear power spectrum (Cℓ) predicted by the BAR model from DMO model predictions for different Mcrit in one
big redshift bin (left) and for three tomographic redshift bins and fixed Mcrit = 1013h−1M⊙ (right). Dashed lines are the calculations
without adiabatic contraction (AC) and solid lines with adiabatic contraction (AC). The horizontal dashed line shows the cosmic baryon
fraction.
starts to trigger at larger scales and also the maximum dip
converge to the cosmic baryon fraction.
In figure 3 (bottom-left panel), the baryonic correction
to Cℓ is shown in one big redshift bin (z = 0.01 − 4.0).
Here, the shear power spectrum starts to deviate from DMO
predictions at about ℓ = 100 for the most extreme AGN
feedback models and at ℓ of about several thousands for
models with weak AGN feedback. For our realistic model
(green curve), this deviation occurs at about ℓ ∼ 700. The
maximum dip in power is very similar to that of the matter
power spectrum explained above. It is worth noticing that
for ℓ = 10000 the deviation is very significant for the realistic
model (Mcrit = 1013h−1M⊙), however, it is negligible for
the optimistic model (Mcrit = 1012h−1M⊙). Because these
are the cases that we study in our likelihood analysis, we
will show in section 5 that this behaviour is consistent with
the cosmological parameter estimation with these models.
4 FIDUCIAL MODEL AND MOCK DATASETS
In this section, we would like to mention two factors that
are quite important for our experiments - fiducial parame-
ters and mock datasets. The fiducial parameters assumed in
this work, particularly about cosmology, baryonic model and
Euclid mission, are very standard. Also the mock datasets
generated are correctly contaminated with random noise.
Following are the key numbers and information about the
fiducial model assumed and mock datasets:
(i) We used WMAP - 5th year cosmology as our
fiducial model with [Ωm,Ωb, h, ns, σ8, w0, wa] as
[0.279, 0.0462, 0.701, 0.96, 0.817,−1.0, 0.0]. We assume
the equation of state of dark-energy is redshift dependent
as (Chevallier & Polarski 2001; Linder 2003),
w(a) = w0 + (1− a)wa (32)
where, a = 1/(1 + z) is the scale factor at redshift z.
(ii) We used three redshift bins to do the tomographic analysis
with boundaries [0.01, 0.8, 1.5, 4.0]. So we calculated a total
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of six spectra - three auto-spectra between bins 1-1, 2-2 and
3-3 and three cross-spectra between bins 1-2, 1-3 and 2-3.
(iii) We perform the likelihood analysis for different ℓmax with
ℓmin = 10 and 100 equally spaced logarithmic bins. So the
bin sizes for the likelihood analysis with different ℓmax are
different.
(iv) We assumed that the mean redshift of the source distribu-
tion to be nearly 1.0 which gives approximately 50 galaxies
per arc min2 and fsky = 0.55 which resembles Euclid like
survey.
(v) For the baryonic model, we used the realistic AGN feedback
model Mcrit = 1013h−1M⊙ as the fiducial value for total
nine ℓmax (1000, 2000, 3000, 4000, 5000, 6000, 8000, 10000,
20000). We also performed one case with more optimistic
model Mcrit = 1012h−1M⊙ for ℓmax = 10000. So there are
ten cases in total.
(vi) We used our fiducial model stated above to generate shear
power spectrum Cℓ for these ten cases and perturbed all
Cℓ with normally distributed multi-variate random num-
bers drawn from a distribution with mean Cℓ and the cor-
responding covariance matrix. These Cℓ are catalogued and
constitute the mock data sets. So, there are total ten mock
data sets. In figure 4 we show the mock datasets up to
ℓmax = 20000 for the six spectra and the best fits (which
will be discussed in section 6.2).
For each bin combination (1-1,1-2 etc), the length of the
data vector (ℓ or Cℓ) is 100. Therefore, the total number of
data points in each data set is 600. However, the two cross-
spectra, 1-2 and 1-3, are highly correlated which actually
leads us to have only 5 degree of freedom for each ℓ. There-
fore, the total number of degree of freedom in each data set
is about 492 (500 - 8 free parameters). Hence, the best fit to
each dataset can have a χ2 in the range 492 ±√(2× 492)
which is between 470 and 514.
In figure 3 (bottom-right panel), we show the boost for
the unperturbed (without random noise) mock datasets up
to very high ℓmax with the corresponding DMOmodel. In all
six curves of this figure, we keptMcrit = 1013M⊙. The auto-
spectra in the first bin (1,1), starts deviating (more than 1%)
from the DMO model at about ℓ = 300 whereas the auto-
spectra of the third bin (3,3) starts showing deviation at
nearly ℓ = 800. All other auto-spectra and cross-spectra are
between these two extremes. This behaviour is justified by
looking at the same figure in upper-right panel, which shows
the redshift evolution of the correction for the sameMcrit. It
can be seen that at higher redshifts, the BAR matter power
spectrum starts to deviate from DMO at smaller scales but
also induces a larger dip at intermediate scales due to gas
expulsion. This behaviour can be seen in the bottom-right
panel. The Cℓ in the lower redshift bin (1-1) starts deviating
from DMO at larger scales as compared to the higher red-
shift bin (3-3), but the maximum dip in the two cases can be
seen in the higher redshift bin (3-3). If we compare this to
the bottom-left panel of the same figure, one can notice that
the baryonic correction becomes even important when bin-
ning in redshift rather than using one big redshift bin. This
provides additional constraints on Mcrit while performing
the analysis in tomographic bins compared to poorer con-
straints when only one bin is used.
5 LIKELIHOOD ANALYSIS AND
COSMOLOGICAL IMPLICATIONS
We performed a likelihood analysis using MCMC to explore
the cosmological parameter space for nine different ℓmax
(1000, 2000, 3000, 4000, 5000, 6000, 8000, 10000, 20000) us-
ing Mcrit = 1013h−1M⊙, which is our most realistic model,
and for ℓmax = 10000 using Mcrit = 1012h−1M⊙ which is
our optimistic model.
We run MCMC on the ten mock datasets obtained
adopting both the DMO and BAR models, therefore we run
a total of 20 MCMC. Each MCMC is performed using the
publicly available code COSMOMC (Lewis & Bridle 2002),
with 16 chains in each case. So total 320 CPUs are used for
nearly 10 days to reach the desired convergence. The whole
analysis required about 76800 hours.
We demonstrate the results of the MCMC and the inter-
pretation in the following two sections, targeting particularly
the precision and accuracy in predicting the cosmological
parameters.
5.1 Precision in cosmology
Future experiments, like Euclid, are expected to provide
very tight constraints on cosmological parameters. Here we
show the constraints expected from using the weak lens-
ing shear power spectrum as a function ℓmax. Figure 5
shows the relative variance of four cosmological parame-
ters and one baryonic parameter using both models, BAR
(solid curves) and DMO (dashed curves). The matter den-
sity of the Universe (Ωm) and the amplitude of fluctuations
(σ8) are the most constrained parameters, however, other
parameters like the equation-of-state of dark-energy today
(w0) are relatively less constrained. The overall behaviour
of all parameters is the same, weak constraints for small
ℓmax, better constraints with increasing ℓmax and a flatten-
ing beyond ℓmax ∼ 8000. The constraints derived from the
BAR model are relatively weaker than the constraints de-
rived from DMO model, which is the consequence of the
extra parameter, Mcrit.
The normalized matter density of the Universe Ωm can
already be determined up to 5% at ℓmax=1000 which im-
proves as good as 2-3% at ℓmax=8000 whereas the ampli-
tude of fluctuations σ8 can be determined much better at
corresponding scales. At ℓmax=1000, σ8 can be known up
to 3% and these constraints improves better than 1% at
ℓmax=8000. After ℓmax=8000, the variance of both the pa-
rameters remains the same and no further constraints can
be drawn by going up to lower scales or higher ℓmax. There
is a certain degeneracy in these two parameters which can
be seen in figure 6 upper-left panel, where different colours
represent different ℓmax.
The constraints on the two parameters describing the
redshift evolution of the equation of state of dark energy,
w0, wa can also be improved with this kind of experiments.
At ℓmax=1000 w0 can only be determined as good as 12%,
whereas for ℓmax=8000 it can be constrained up to 6-7%
and with the same precision for higher ℓmax. However, the
constraints on wa are much weaker. The absolute error on
w0 is nearly 0.35 for ℓmax=1000, ∼0.18 for ℓmax = 8000 and
the same afterwards.
The flattening of the relative errors of the parame-
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Figure 4. Mock datasets (including random noise) for ℓmax = 20000 in all six spectra (in black). The left column shows the three
auto-spectra and the right column shows the three cross-spectra. Solid lines show the best fit for the DMO (red) and BAR (green)
models.
ters indicates that there is no gain in precision of cos-
mological parameters estimation after a certain threshold
ℓmax ∼ 8000. In practice, an experiment like Euclid may
provide us with very high quality data to even resolve and
measure the shear power spectrum at ℓmax as high as 105,
but our analysis shows that the constraints becomes con-
stant after ℓmax ∼ 8000 and no further improvement can be
achieved.
This forecast suggests that by measuring Cℓs up to
ℓmax ∼ 8000, one can constrain Ωm to about 2% precision
and σ8 to about 0.5% precision without any loss of informa-
tion from high ℓs and including baryonic physics. However,
w0 can only be constraints up to 6-7% with some informa-
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BAR model and dashed curves are for the DMO model. Horizontal black dashed lines mark the ±1 and vertical black dashed lines shows
important scales.
tion about wa, the time derivative of the equation of state
of dark energy.
5.2 Accuracy in cosmology
When precision cosmology is the goal, one should also take
into account the ability to recover the cosmological param-
eter accurately. If there are systematic errors in the model,
one can still derive very tight constraints from the wrong
model, but the recovered parameters will be wrong or bi-
ased as compared to the true values. In this section we will
present the results from our analysis of the bias in the cos-
mological parameters due to the lack of baryonic physics in
DMO models and we will assess if these biases are signif-
icant. We define bias as the difference between the mean
value of the parameter in MCMC and its fiducial or true
value.
Figure 6 shows the 1σ error ellipses of cosmological pa-
rameters when the model is BAR (solid curves) and DMO
(dashed curves). For small ℓmax, the two models are indis-
tinguishable, a consequence of the fact that baryonic physics
becomes more important only at smaller scales. But as we
go higher and higher in ℓmax, the target density of the DMO
model shifts further from the true target density, however,
the BAR model remains at the correct location. We find that
for all BAR models this bias is smaller than the 1σ error of
the parameter, however, the bias in the parameters obtained
fitting for the DMO model increases with increasing ℓmax.
Figure 7 shows the ratio of these biases and the 1σ er-
ror on the cosmological parameters as a function of ℓmax
for the two models, BAR (solid curves) and DMO (dashed
curves). The bias never exceeds the 1σ error for the BAR
models, however, it does for the DMO models only after
ℓmax ∼ 4000. This is again a consequence of the fact that
baryonic physics is only important at smaller scales. This
indicates that if we only perform our experiment up to
ℓmax=4000, no baryonic physics needs to be taken into ac-
count, however, if one is interested in ℓmax > 4000 baryonic
physics becomes very important. After ℓmax=4000 the bias
increases with ℓmax and goes as big as 10σ at ℓmax=10000
and remain flat after that. We see in the previous section
that constraints on cosmological parameter can still be im-
proved up to ℓmax=8000, but considering the wrong model,
DMO, the cosmological parameters will be 5-10σ away from
the true values. So, in order to gain the best constraints on
cosmology, baryonic physics must be taken into account.
5.3 An optimistic model
We analysed the ℓmax = 10000 case for our optimistic model
with Mcrit = 1012h−1M⊙. As in our previous analysis, we
performed two MCMC in this case too, fitting for the BAR
model and for the DMO model. Figure 6 (bottom row)
shows the 1σ error ellipses of cosmological parameters. In
this case the bias in the cosmological parameters does not
exceed the 1σ error and hence is not a very troubling case.
This was expected, as for lower Mcrit, baryonic physics is
less important even at comparatively small scales as com-
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Figure 6. Top row: 1σ 2D error ellipses for different cosmological parameters using mock datasets with Mcrit = 1013h−1M⊙ and
different ℓmax = 3000 (red), 5000 (blue), 8000 (green), 10000 (magenta), 20000 (cyan). Bottom row: 1σ 2D error ellipses using mock
datasets withMcrit = 1012h−1M⊙ for ℓmax = 10000. All solid curves are for the BAR model and dashed curves are for the DMO model.
pared to cases where Mcrit is higher. For example if we
look at figure 3 (bottom-left panel), we can see that for
Mcrit = 10
12h−1M⊙, the deviation of Cℓ from the DMO
model is negligible at ℓ = 10000. Hence, we actually expect
smaller or no bias.
6 DISCUSSION AND CONCLUSIONS
In this work we first review the important theoretical frame-
work necessary to calculate the matter power spectrum us-
ing the halo model and to compute the shear angular power
spectrum in different redshift bins. We presented an ana-
lytic prescription to distribute baryons into two components
– the intra-cluster plasma in hydrostatic equilibrium within
the halo, and the BCG, which dominates the mass distribu-
tion in the centre of the halo, and whose properties are well
measured using abundance matching techniques. We also
take into account the adiabatic contraction of the dark mat-
ter particles due to the central condensation of baryons. We
also compared these analytic density profiles to the simu-
lations of Martizzi et al. (2014), both dark-matter-only and
baryonic with AGN feedback, and found a remarkable agree-
ment.
We model the shear power spectrum in the two mod-
els, BAR and DMO, and found that baryonic corrections
are important after k ∼ 0.5 h/Mpc in the matter power
spectrum at redshift 0 for our most realistic AGN feedback
model, which translates into ℓ ∼ 800 for the shear power
spectrum in one big redshift bin. However, if binned in red-
shift space (lensing tomography), these corrections become
larger in each bin and for each auto- and cross-correlation
function. These baryonic corrections have one free param-
eter, Mcrit, which regulates AGN feedback, i.e., it controls
how much gas will be inside the halo as a function of the halo
mass. We believe the most realistic value of this parameter
is near 1013h−1M⊙, which sets the most likely magnitude
of baryonic corrections.
We perform the likelihood analysis using MCMC for
total ten different datasets. Nine of them assume our realistic
model for the AGN feedback with Mcrit = 1013h−1M⊙ but
different ℓmax, and one assumes a less extreme (optimistic)
model with Mcrit = 1012h−1M⊙. For each mock dataset, we
perform MCMC to fit for both models, BAR and DMO.
The main results of the likelihood analysis are summa-
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are for the BAR model and dashed curves are for the DMO model. Horizontal black dashed lines mark the ±1 and vertical black dashed
lines shows important scales.
rized in figure 6, 5 and 7. The results are very interesting in
two aspects: first, we found that the constraints on all cosmo-
logical parameters improve with increasing ℓmax, but after
ℓmax ∼ 8000, the variance of each parameter becomes nearly
constant. This indicates that even if we go to higher ℓmax (or
smaller scales), no additional constraints on the cosmologi-
cal parameters can be gained. Second, if the wrong model,
in this case DMO, is fitted to the data, after ℓmax = 4000
the mean recovered value of the parameters starts moving
away from its true value. We refer to the difference between
the true value and recovered mean value as bias in the cos-
mological parameter. The bias in the parameters becomes
more than 1σ after ℓmax = 5000 and goes up to 10σ for
ℓmax = 10000, remaining flat afterwards. So, there is a very
interesting window from ℓmax = 4000 − 8000 which is use-
ful for improving the constraints on cosmology, but if wrong
model like DMO is chosen, the recovered cosmology can be
highly biased from few to 10-σ.
6.1 Goodness of fit
In the previous sections we see that for ℓmax < 4000, there is
no significant bias added to the determination of the cosmo-
logical parameters in our analysis, however, for ℓmax > 5000
the bias exceeds 1σ and keep increasing up to 10σ with in-
creasing ℓmax. The question here is: can we discard these
biased models by looking at the goodness of fit? The answer
to this question lies in figure 8 where we show the ratio be-
tween the best fit χ2 in the DMO model and that in the
BAR case as a function of ℓmax. This ratio is as little as
5-10% up to ℓmax ∼ 5000 but after that it only goes up to
25% at ℓmax = 20000 where bias is more than 10σ. Now,
the reduced χ2 = 1.25 does not appear as such a bad fit
for our cosmological measurements. So, by looking at the χ2
only, it is not really possible to discard a model. The same
conclusion can be drawn from figure 4, where we show the
mock datasets of the six spectra (between different bins) for
ℓmax = 20000. In this figure, we also show the two best fit
from the DMO model (in red) and the BAR model (green).
As we expect, the green curve is a better fit to the data than
the red curve. But if the green curve is not present in this
figure, the red curve does not appear to be a very bad fit.
So, when deriving constraints on cosmology from this kind of
experiments, one should be extremely careful about the pos-
sible magnitude of baryonic effects at small scales, because,
although the results obtained with the wrong model may
appear as a good fit, the corresponding bias can be in fact
as high as many σ. Also, the recovered parameters from the
wrong model (DMO) move away from the true value with
increasing ℓmax. This suggests a potential test for a given
model, the cosmological parameter space should not move
significantly when analysing up to different scales, the differ-
ence should only be seen in the variance of the parameters
and not in its mean value.
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Figure 8. Showing the ratio of the best fit χ2 in DMO model
and BAR model at different ℓmax.
6.2 Mcrit parameter
The only free parameter in our BAR model,Mcrit, regulates
the amount of gas inside the halo as a function of halo mass.
We explore the consequences of what we believe to be a
realistic model (Mcrit = 1013h−1M⊙) in details considering
nine different ℓmax. At ℓmax = 1000, there is hardly any
constraint drawn from weak lensing on this parameter, but
as we increase ℓmax, baryonic physics become more and more
important and thus constraints can be put on Mcrit. In fact,
the constraints on this parameter increase rapidly from 15%
at ℓmax = 1000 to 1-2% at ℓmax = 4000. After this, no
significant improvement on the constraints can be gained on
this parameter. The variance ofMcrit becomes constant after
nearly ℓmax = 8000, which is what happens for the other
cosmological parameters. So, with this kind of weak lensing
experiment,Mcrit (or log(Mcrit)) could be constrained up to
1-2%, which is quite impressive.
6.3 Non-Gaussian covariance vs baryonic
corrections
Being able to extract cosmological information from cluster-
ing data down to a few percent accuracy can be considered
very optimistic. It can be jeopardized by many unresolved is-
sues. The two most important issues are (i) baryonic physics
at small scales, and (ii) non-Gaussian effects in the covari-
ance matrix of the power spectrum. These two issues can be
quantified in projected weak-lensing statistics, like the shear
power spectrum. In this work, we primarily talk about the
effect of baryonic physics at small scales on the shear power
spectrum and its cosmological implications. However, we ig-
nore the effect of non-Gaussianity (NG) on the covariance
matrix.
The NG contribution to the covariance becomes
more important at small scales, like baryonic physics
(Takada & Jain 2009; Takada & Hu 2013). Now the ques-
tion is, which one is more important to deal with and which
one appears first when going towards smaller scales? This
question does not have a very straightforward answer. Ignor-
ing both of these contributions may result in highly biased
cosmological parameters estimations.
Yoo & Seljak (2012) (figure 9, right panel) shows the
constraints on the amplitude of fluctuations (σ8) as we go
to smaller scales. If one considers only Gaussian errors, the
constraints continue to improve until the instrumental shot
noise kicks in. However, NG contribution are likely to dom-
inate over Gaussian errors after ℓ = 700. But we cannot
directly compare to this plots as the constraints depend on
many other details. We can still compare the ratios of the
NG and Gaussian contributions. At ℓmax = 10000, the NG
covariance is six times the Gaussian covariance. On the other
hand, in figure 7 the bias in cosmology becomes close to 10σ
for σ8 at ℓ = 10000. This means that the NG corrections
are sub-dominant than the baryonic effects. However, our
analogy is very hand-wavy and requires further study.
6.4 The ideal configuration
We explore the baryonic effects on the cosmological parame-
ter estimation and found big bias in cosmological parameters
if the analysis include ℓ > 4000. After this limit, the cosmo-
logical parameters start to become biased and mislead the
constraints. However, the constraints keep improving up to
ℓ = 10000. So the question arises, what is the ideal con-
figuration to perform weak-lensing power spectrum analysis
to put useful constraints on cosmology with Euclid-like sur-
veys?
We explore this answer in our analysis and stated our
results in the previous sections. To summarize, the ideal con-
figuration is to go as high as ℓ = 8000, including baryonic
physics and marginalize over the baryonic parameters, in our
case Mcrit. In this configuration, one can find unbiased esti-
mates of the cosmological parameters. Having the unbiased
estimates, we can also constrain the cosmological parameter
space with much better accuracy than before. In this con-
figuration, Ωm and σ8 can be estimated with nearly 2% and
0.5% respectively. The variance of the two parameters defin-
ing the redshift evolution of the equation of state of dark en-
ergy, w0 and wa are 0.07 and 0.15 respectively. Along with
cosmological parameters, the baryonic parameter Mcrit can
also be estimated to very high accuracy, as good as 1-2%.
When dealing with real clustering datasets, we are also
able to use independent constraints on the baryonic param-
eters, such as abundance matching data and/or X-ray data
on individual halos, providing a solid understanding of the
overall signal and the underlying baryonic effects.
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PAPER4: LENSING TIME
DELAYS AS A SUBSTRUCTURE
CONSTRAINT
Strong gravitational lensing (SL) is a very powerful tool to reconstruct the mass
distribution of the lens given the positions of the multiple images of the background
source(s). Another observable of the SL phenomenon is the time delay between two
images of the same source, due to the fact that two light rays from the same source,
emitted at the same time, travel different paths (and so the distances), and reach
the same observer. If the source is variable, like a quasar or a supernovae etc., it is
possible to measure these time delays.
As described by equation 1.49, the total time delay between two images is pro-
portional to the comoving distance from the observer to the lens, and therefore
depends on the Hubble constant H0. If the mass distribution of the lens is known,
it is possible to infer the H0 by measuring the time delays. However, this exercise
is very sensitive to the mass distribution of the lens. Therefore, a very good under-
standing of the gravitational potential of the lens is needed in order to measure the
H0 using the time delays. This has been done by many authors in the past, where
they derived necessary constraints on H0.
In this paper, we quantified the additional constraints provided by the time
delays on the mass distribution of the lens assuming a cosmological model (or H0).
We performed a principle component analysis (PCA) using two types of mass maps
of the lensing cluster SDSS J1004+4112 - one reconstructed with time delays data
(TD) and other without it (NTD). The main science driver of this paper is to identify
and isolate those uncertainty modes that are present in NTD maps and are not in
TD maps. By successfully identifying these modes, we concluded that in the lensing
clusters where the steepness degeneracy is already broken by multiple background
 Chapter 5: Paper4: Lensing time delays as a substructure constraint
sources at different redshifts, time delay information can be used to constrain the
lopsidedness of the cluster core.
Role: Under the supervision of Dr. Prasenjit Saha, I started this project by
accumulating lensing data for SDSS J1004 cluster. Along with the multiple images
of three background sources, two time delays were also available for one of the
background sources, which is a quasar. Employing this dataset, I reconstructed 30
mass maps using lensed images only, and 30 using lensed images plus two time delays.
I also computed the average mass map with optimal resolution in both cases. The
next step was to isolate the uncertainty modes that were present in NTD maps,
and not in TD maps. Each mass map is a grid of pixels, and for each case total 30
maps were available. I computed the uncertainty/moment matrix for NTD models.
I isolated its principle component, which was the eigen-vector corresponding to the
largest eigen-value, that resembles the largest uncertainty mode present in NTD
models, and compared its effect to the reference mass model that we chose to be the
average TD mass map.
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Abstract
Gravitational lensing time delays are well known to depend on cosmological parameters,
but they also depend on the details of themass distribution of the lens. It is usual tomodel
the mass distribution and use time-delay observations to infer cosmological parameters,
but it is naturally also possible to take the cosmological parameters as given and use
time delays as constraints on the mass distribution. In this paper we develop a method
of isolating what exactly those constraints are, using a principal-components analysis of
ensembles of free-formmassmodels.We find that time delays provide tighter constraints
on the distribution of matter in the very highly dense regions of the lensing clusters. We
apply it to the cluster lens SDSS J1004+4112, whose rich lensing data include two time
delays. We find, assuming a concordance cosmology, that the time delays constrain the
central region of the cluster to be rounder and less lopsided than would be allowed by
lensed images alone. This detailed information about the distribution of the matter is
very useful for studying the dense regions of the galaxy clusters which are very difficult
to study by direct measurements. A further time-delay measurement, which is expected,
will make this system even more interesting.
Key words: galaxies: clusters: individual (SDSS J1004+4112)—gravitational lensing: strong
1 Introduction
While CDM cosmology is a very successful framework,
the underlying nature of both  (dark energy) and CDM
(cold dark matter) remains unknown. The interaction of
baryons with both of these is well understood during the
linear-growth era of structures, but less so when clusters
and galaxies start to form. N-body simulations of CDM
give dark-matter distributions which roughly follow cuspy
profiles with a characteristic radius, “well-known NFW
(Navarro–Frenk–White) profiles” (Navarro et al. 1997);
however, hydrodynamical simulations and other analytic
studies show that in the presence of baryons, NFW is
no longer a good fit in the innermost part of the haloes
(see for example Schaller et al. 2014; Mohammed et al.
2014b). The distribution of matter in the innermost parts
of the galaxy clusters is dominated by the baryonic com-
ponent, particularly by BCG (brightest cluster galaxies)
C© The Author 2015. Published by Oxford University Press on behalf of the Astronomical Society of Japan.
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and other elliptical galaxies. So, the distribution is dif-
ferent from that of dark matter and does not follow
an NFW profile, which is a very good fit in the out-
skirts of the cluster. Due to the high potential well of
galaxies, some dark matter contracts adiabatically, making
its profile steeper at the centre (Blumenthal et al. 1986;
Gnedin et al. 2004; Read & Gilmore 2005). Generally,
the centres of the BCG host active nuclei (AGN), which
push through feedback the gas near the centre of the halo
to the outskirts (Dehnen 2005; Mashchenko et al. 2006;
Martizzi et al. 2013; Teyssier et al. 2013). For low-mass
halos AGN feedback can push all the gas outside the halo
whereas for high-mass halos AGN feedback is not so strong.
At the very transition from big groups and galaxy clus-
ters, the AGN feedback is strong enough to push some
gas outside the halo but not all. These processes make
the centre of the halo very dynamic and redistribute the
matter near the centres of galaxy clusters. It is difficult to
resolve the structures in those high-density regions by direct
observations, however, strong gravitational lensing (SL)
is capable of resolving those scales (Hammer 1991;
AbdelSalam et al. 1998a; Kneib 2002; Halkola et al.
2008; Liesenborgs et al. 2009; Mohammed et al. 2014a;
Sharon et al. 2014). The precise identification of the mul-
tiply imaged background galaxies/quasars at different red-
shifts can make SL very powerful. However, there are still
degeneracies that preclude strong constraints on the cen-
tral regions of galaxy clusters. In this paper we suggest that
lensing time delays may provide additional information on
the central substructure.
The idea of measuring time delays in multiply imaged
lensed systems was discussed theoretically long before any
was discovered. Refsdal (1964, 1966) notably brought
some remarkable insights, which we may summarise as fol-
lows. First, the time delays due to a lens of mass M is of
the order of GM/c3, hence weeks to years for galaxy and
cluster masses, which is conveniently human-scaled. Sec-
ondly, whereas the image data on a lens are all angular
quantities and hence dimensionless, a time delay intro-
duces a dimension, which in fact is proportional to the
Hubble time. Thirdly, since lensing depends on the ratio
of source–lens and observer–lens distances, and these dis-
tances depend on the cosmological model, time delays
coming from different redshifts can potentially measure the
cosmological parameters.
However, lensing time delays also depend on the mass
distribution of the lens, and this introduces uncertainty.
To measure cosmological parameters one needs a strong
prior (Sereno & Paraficz 2014), especially if only a single
lens is used (Suyu et al. 2014). If only the Hubble time is
sought, while the  parameters are assumed, an ensemble
of lenses gives better-constrained results (Saha et al. 2006;
Oguri 2007; Coles 2008; Paraficz & Hjorth 2010;
Rathna Kumar et al. 2014), but still not as precise (so far)
as from the cosmic microwave background.
In this paper, we reverse the traditional process, and take
the cosmological parameters as given. Now, in lenses with
sources at only one redshift and given cosmological param-
eters, a time delay breaks the steepness degeneracy. But
in situations like SDSS J1004+4112, where the steepness
is already partly constrained by other lensing observables,
time delays provide information about the shape of themass
distribution, particularly very close to the centre, which is
very difficult to probe with direct observations. These cen-
tral regions are also very difficult to probewithweak lensing
or flexion data. We develop a method of quantifying what
time-delay measurements tell us about a lensing mass dis-
tribution. We then apply the method to SDSS J1004+4112,
which has two measured time delays. A further time delay
is expected, so the results and interpretation are pre-
liminary. Nonetheless, they provide an insight into what
may be possible.
2 The cluster SDSS J1004+4112
The cluster SDSS J1004+4112 at redshift 0.68 has three
strongly lensed systems. At redshift 1.74, there is a quasar
(Q) lensed into five images (Q1–Q5) (Inada et al. 2003,
2005). Further, there is a galaxy (A) at redshift 3.332 lensed
into five images, and another galaxy (B) at redshift 2.74 is
lensed into two images (Sharon et al. 2005) (see figure 1).
Fig. 1. Multiple images of the quasar, labelled Q1 to Q5 in order of time
delay (measured or expected). Also showing galaxy A (A1-A5) and B
(B1-B2) images. (Color online)
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Still another candidate for lensed system (C) is known, but
not yet confirmed spectroscopically.
The Q system is natural for time-delay measurements.
Two of the four possible time delays (between Q1 and Q2,
and between Q1 and Q3) of the quasar images have been
measured (Fohlmeister et al. 2007, 2008) and a third is
expected. The image separation is large (up to 14′′), and
since time delays are proportional to the square of the
image separation, the time delays are much longer than
with galaxy lenses. Image Q3 lags behind the nearby Q2
by 40 d and lags behind Q1 by 821 d. The cluster gas
has also been observed in X-rays (Ota et al. 2006). As
data have been accumulated, many different models have
been published (Oguri et al. 2004; Williams & Saha 2004;
Kawano &Oguri 2006; Saha et al. 2007; Inada et al. 2008;
Liesenborgs et al. 2009; Oguri 2010).
3 Time delays in lensing
Let us briefly recall the physics of time delays. This is con-
veniently done using Fermat’s principle as applied to grav-
itational lensing (Blandford & Narayan 1986). Consider a
sky-projected density (x) at redshift zL. Here x represents
the physical (not comoving) coordinates perpendicular to
the line of sight. The gravitational time delay due to this
mass will be
∇2tgrav = −(1 + zL)8πGc3 (x ) . (1)
Now consider a source at xs. A light ray coming from
this source, being deflected at the lens so that it heads
to the observer, will have an additional geometrical time
delay of
tgeom = (1 + zL)2c
dS
dLdLS
|x− xs|2 , (2)
where the dL is the angular-diameter distance to the lens,
and dS and dLS are angular-diameter distances from the
observer to the source and from the lens to the source,
respectively. In a flat cosmology
dz1,z2 =
c/H0
1 + z2
∫ z2
z1
dz√
m(1 + z)3 + 
(3)
gives the various angular-diameter distances.
The total time delay is then
t(x, xs) = tgeom(x, xs) + tgrav(x) . (4)
Images will form where t(x, xs) has a minimum, saddle
point, or maximum. The tensor magnification is the inverse
matrix of second derivatives of t(x). Note that the depen-
dence on xs has been differentiated out. Flexion consists of
the derivatives of the tensor magnification, hence the third
derivatives of the time.
Lens modelling consists of reconstructing (x) and xs.
For a quasar source, xs is a single point, and for an extended
source a superposition of source points must be considered.
The earliest detailed lensmodels (Young et al. 1981) already
noted the non-uniqueness of lensmodels. Falco, Gorenstein,
and Shapiro (1985) quantified the most important issue of
these, now known as the steepness degeneracy or the mass-
sheet degeneracy; steeper mass profiles give longer time
delays, while leaving image positions and shapes the same.
As modellers explored models further, it turned out that
the shape of the mass distribution also affects time delays
(Saha &Williams 1997, 2006; Zhao & Qin 2003). Degen-
eracies have also been studied theoretically (Schneider &
Sluse 2013). Having sources at multiple different red-
shifts (high-redshift contrast) tends to suppress degeneracies
(AbdelSalam et al. 1998b; Saha & Read 2009) but does
not eliminate them completely (Liesenborgs et al. 2008;
Liesenborgs & De Rijcke 2012).
It is useful to break down lensing time delays into three
factors: lens substructure, lens size, and cosmology. The
time delay between the innermost and outermost images
can be written as
tin,out = flens
Alens
Asky
dLdS
dLS
, Alens =
π
4
(θin + θout)2. (5)
Cosmology enters through the distance factors, while Alens
is the size of the lens on the sky, and is fixed by that the
astrometry. With these factors fixed, flens is the remaining
dependence on substructure. Typical values are 2–6 for sys-
tems with 2 + 1 images, and 0.5–2 for systems with 4 +
1 images (Saha et al. 2006). That is to say, substructure is
very important for time delays. This dependence is unde-
sirable when estimating cosmological parameters, but it is
welcome for inferring substructure.
4 Isolating the time-delay modes
In this section we produce a form of principal compo-
nents analysis (PCA) to isolate the information that time
delays provide on the mass distribution, assuming the cos-
mological parameters are known. A somewhat related tech-
nique, for lensing clusters with multiple source redshifts
but not necessarily including time delays, is developed by
Lubini et al. (2014).
We reconstruct the mass distribution in two ways:
first, including the measured time delays (say TD models),
and secondly, with no time-delay information (say NTD
models). For each of TD and NTD, we reconstructed an
ensemble of mass maps (30 in number). Each mass map is
a grid map (size 74 × 74).
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Fig. 2. The reference model, [equation (6)], using all the data constraints. Density (left-hand panel) means projected density in kgm−2 and potential
(right-hand panel) is tgrav in years. Lensed images and cluster galaxies are marked.
We now wish to find the variation present in the NTD
ensemble but not in the TD ensemble. This will provide
information on substructure possibilities left by image data
(only) but ruled out by time delays. Let Xin denote the pro-
jected density of the ith TD model (i going from 1 to 30 in
this paper) at the nth grid point (of 742 = 5476 grid points).
Similarly use Yin for the NTD mass maps. Next, we choose
a reference Zn,
Zn =
〈
Xin
〉
, (6)
which is the ensemble average of the TD maps. Then,
Xin = Xin − Zn (7)
is the ensemble variation from the reference. Then we
introduce a moment matrix
Mmn(X) =
〈
XimX
i
n
〉
, (8)
where the average is again over the TD maps. Mmn(X) is
just the covariance between pairs of grid points. The eigen-
values and eigenvectors of Mmn(X) describe how sets of
grid points tend to vary together. Let us denote them by
λk(X) and Vkn (X), respectively; the superscript k denotes
the kth eigenvalue and eigenvector (k= 1 having the largest
eigenvalue). In practice, the first few eigenvalues dominate.
The vector
Zn ±
√
|λk(X)|Vkn (X), (9)
displayed as a density map, shows the principal mode of
variation of the mass model. (There is no sum over k.)
These variation modes are, of course, orthogonal.
We then proceed to the NTD maps. Let these be Yin
and let
Yin = Yin − Zn (10)
be the variations with respect to the reference model. We
now subtract the variation modes of TD mass maps
Y¯in = Yin −
∑
k
[∑
mY
i
mV
k
m(X)
]
Vkn (X), (11)
leaving variations that are orthogonal to the TD variations.
Using these, we build another moment matrix
Mmn(Y) =
〈
Y¯imY¯
i
n
〉
. (12)
The eigenvalues and eigenvectors of Mmn(Y) contain the
modes present in NTD map models but absent from the
TD maps. These modes can be conveniently displayed as
Zn ±
√
|λk(Y)|Vkn (Y). (13)
We call these “variations ruled out by the time delays”
and these are the main results of this paper. One sign of
the±must be chosen for definiteness, but it does not matter
which one.
5 Application to SDSS J1004+4112
Themass distribution(x) can be reconstructed in different
ways; Oguri (2010) uses a parametrized form, and Saha,
Williams, and Ferreras (2007) built it out of mass tiles or
pixels, while Liesenborgs et al. (2009) used an adaptive
superposition of Plummer components. The latter, and in
particular the GRALE code, is used in the present work.
5.1 Mass reconstruction using GRALE
As mentioned above, GRALE (Liesenborgs et al. 2006,
2007, 2009) makes free-form mass models for the lensing
cluster, as a superposition of many Plummer lenses. Except
for the redshift and general location, no information from
the lens itself is used. The inversion input consists of
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Fig. 3. Time delay estimates using TD models (upper) and NTD models
(lower). TD2, TD3, TD4, and TD5 (or NTD2, NTD3, NTD4, and NTD5)
are the time delays for images Q2, Q3, Q4, and Q5, respectively, with
respect to Q1. Vertical dashed lines show the input time delays from
Fohlmeister et al. (2008).
(1) lensed-image positions and source redshifts, (2) regions
where additional images have not been identified but could
be present, and (3) time delays, if any. Each of these is used
to define a fitness measure of a mass distribution.
(i) For a givenmass map, the input multiple images are ray-
traced back to the source plane. The “overlap fitness” of
the mass map expresses how well these back-projected
images overlap. It is important to consider fractional
overlap rather than simple source–plane distances in
order to avoid favouring extreme magnification (tiny
sources).
(ii) The back-projection may give rise to extra images. If
they are not in regions specified by the modeller as
allowed, they are spurious. These penalise the mass
map through a “null fitness” measure. Through the null
fitness, GRALE uses the non-occurrence of images at
random locations as useful data.
Fig. 4. Distribution of eigenvalues λk(X) and λk(Y), labelled as TD and
NTD, respectively, ranked by absolute value.
(iii)The “time-delay fitness” measures how well the
time delay in a mass distribution agrees with
the observations.
GRALE uses a multiobjective genetic algorithm to find free-
form mass maps which provide optimal fits to the data
on the above criteria. If more Plummer-lens components
are allowed, the fitness will tend to be better. Accord-
ingly, we used a heuristic Occam’s razor criterion to find
a compromise between better fitness and more compo-
nents (Mohammed et al. 2014a). This effect sets the res-
olution adaptively. No additional priors or regularization
are used.
5.2 Mass models
Our mass maps for SDSS J1004+4112 were of two types,
as follows.
(i) No time delay (or NTD) models. We used the three
image systems (Q, A, and B; total 12 images), but gave
no time-delay information in this case. GRALE finds
an optimal solution, restricting extra images using the
technique of null spaces, for this data set. We repeated
the same procedure 30 times to generate a statistical
ensemble of 30 models.
(ii)Time delay (or TD) models. For these we used the same
data set, plus the two measured time delays: 40 d in
Q2–Q3 and 821 d in Q1–Q3 (see figure 1). Following
the same procedure, we made an ensemble of 30 mass
maps. In figure 2 show the ensemble average of the TD
models, which is used as the referenceZn from section 4.
The left-hand panel of figure 2 shows the projected
density and the right-hand panel shows the poten-
tial in the colour code. This mass distribution is
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Fig. 5. The main/largest variation in surface density ruled out by time delays (upper panel). The red (right) and the blue (left) color bars represents
positive and negative values (in kgm−2), respectively. The two lower panels show the second and third largest variation modes ruled out by time
delays.
slightly different from that of Liesenborgs et al. (2009),
because the present work uses an adaptive resolution
scheme, but these differences do not appear to be
significant.
The method described in section 4 is then applied to the
TD and NTD models. Tests in Mohammed et al. (2014a)
indicate that GRALE ensembles of this size underestimate
the actual uncertainties by a factor of two, but do explore
the different uncertainties. Thus, the eigenvalues reported
below are certainly underestimates, but the eigenvectors
should be a good representation of the variation.
5.3 Results and interpretation
Figure 3 shows the distribution of time delays in the TD
and NTD ensembles. As expected in the TD models, the
first two time delays, which were also used as data inputs,
show little variation (though larger than the observational
uncertainties) while the other two show large variations.
In the NTD models, all the time delays show large vari-
ations. Most of the TD models also favour lower time
delays for Q4 and Q5, as compared to the NTD models
estimate. Thus, existing time-delay measurements constrain
future measurements to some degree, but not very tightly,
indicating that future measurements will bring substantial
new information.
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Fig. 6. The main/largest variation in lens potential ruled out by time delays. The red (right) and the blue (left) colour bars represent positive and
negative values (in years), respectively.
Figure 4 shows the eigenvalues of the NTD and TD
modes. The largest NTD mode evidently dominates, being
a factor of five larger than the second largest mode. When
time delays are included, it is also the case that one TD
mode is much larger than the rest.
Figure 5 presents the main result of this paper. It illus-
trates the largest NTD variation mode that is absent in
the TD ensemble [cf. equation (13)], in other words, the
largest variations ruled out by the time-delay measure-
ments. The upper panel of the figure shows the eigen-
vector corresponding to the largest eigenvalue. The two
central blobs in the upper panel of figure 5 (blue and red,
hence anti-correlated) allow the mass to shift the local mass
peak towards or away from the cluster centre, and hence
change the steepness of the mass profile. Without the TD
constraints, the central peak of the mass distribution can
be more lopsided, whereas the TD constraints force the
central peak to be rounder. The rather large uncertainties
(20%–40% in ) in the central region of the NTD models
is reduced in the TD models. This local uncertainty of
20%–40% is, however, less than 1% of the total mass in
the strong-lensing region. That is to say, time delays are
constraining substructures that are only a percent of the
total. The red and blue blobs are also in the vicinity of the
two galaxies in the very central region. That may be coinci-
dental, but it is worth remarking that the mass in the blobs
is of the order of a galaxy-halo mass such as may be tidally
stripped from a galaxy near the centre of a cluster. This sug-
gests that time delays may give very sophisticated informa-
tion about the variation of the mass near the environment of
the galaxies in the central region, or in other words, about
the substructures in a dense environment. Therefore, the
third time delay, which is expected for the image Q4, could
be very useful in extracting the substructure information of
the cluster near its centre. Note that this interesting region
is not accessible through the more well-known techniques
of weak lensing and flexion.
The two lower panels of figure 5 show the second and
third largest variation modes. These variation modes are
weaker, also evident from figure 4, as all other eigenvalues
after the first one are subdominant. The number of non-zero
eigenvalues for NTD should equal the number of time-delay
measurements (two in this case), but in practice further
modes are present, and only gradually die away. These are
basically noise modes, which exist because we have only
30 models for our PCA. (Numerical noise due to round-off
error in the matrix operations is negligible.)
Measuring the short Q2–Q3 time delay, Fohlmeister
et al. (2007) noted that substructure would be necessary
for accounting for their observation. We have not consid-
ered separately the case where only this one time delay is
known. We, however, see in figure 4 that only one of the
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NTD eigenvalues is larger than the TD eigenvalues, indi-
cating that only one of the measured time delays (surely
the longer Q1–Q3 value) gives a substructure constraint.
This does not mean that the Q2–Q3 measurement can
be explained without substructure; only that the measure-
ment on its own is not constraining what the substructure
could be.
Figure 6 shows the variation in lens potential tgrav cor-
responding to the density variation from the main panel in
figure 5. Here we can see the effect of measuring the delays
between Q1, Q2, and Q3. The NTD models have tgrav
betweenQ1 andQ2 varying by about 0.5 yr, that is, varying
by 25% of the measured value. Between Q2 and Q3, the
time delay varies by about 0.3 yr in the NTDmodels, which
is more than twice the measured delay between this pair.
Between Q3 and Q4 there is little variation. This does not
mean that the NTD models have little variation in the
Q3–Q4 delay; it just means that similar variation is
present in the TD models, and hence not ruled out by the
Q1–Q2–Q3 measurements. All these are what one would
have expected from figure 3. What is surprising, however,
is that the largest variation ruled out by the time delays
is the blob 5′′ west of the cluster centre, not near any
of the images.
Figure 7 shows the enclosed mass and its variation. The
enclosed mass is comparable with figure 3 of Oguri (2010),
as was expected. As also evident from figure 5, the NTD
mode is not like a global change of steepness—the steepness
appears to have been already constrained by the image data,
because of the redshift contrast between the Q, A, and B
systems. So the time delays are giving us information not
on the steepness but about the shape of the profile. The
NTD models allow for strongly east/west ellipticity in the
central region, changing to a more north/south elongation
further out, but the time delays force the model rounder and
less lopsided.
6 Discussion
This paper expresses the information that comes from
lensing time delays in a way that is orthogonal to other
lensing observables. We used the cluster SDSS J1004+4112
because of the richness of strong-lensing information.
SDSS J1029+2623 (Fohlmeister et al. 2013; Oguri et al.
2013) would also be interesting for a similar study, as
would MACS J1149+2223 (Kelly et al. 2014; Oguri 2014)
if time delays for the recently discovered supernova can
be measured. The main results are shown in figures 5 and
6. The interpretation is very preliminary, because a new
time delay is expected soon, but nonetheless shows two
interesting features.
First, it is remarkable how a small mass redistribution
can produce a large difference in time delays. As shown
in figure 5, the main mass-redistribution ruled out by the
two published time delays is a small blob that is only ∼ 1%
of the total mass in the strong-lensing region, and yet this
redistribution can change a time delay by 50%. It appears
that time delays are providing substructure constraints at
the 1% level.
Secondly, the mass redistribution is not mainly near
the images, but mainly in another region of the cluster.
Overall, the time delays reduce the allowed lopsidedness
of the cluster, but it is intriguing that the main redistribu-
tion appears to shift mass from the neighbourhood of one
cluster galaxy to the vicinity of another cluster galaxy.
The expected third time-delay measurement in this
cluster will be very interesting. As seen in figure 1, the
two time delays we used in our analysis are between Q1
and Q2, and between Q1 and Q3. All of these images are
towards the south and southeast of the cluster. The new
measurement would involve Q4, which lies to the north.
Thus we conclude that strong lensing with time delays
provides important constraints on the distribution of matter
near the centre of the lensing cluster, regions not accessible
Fig. 7. Variation of enclosed mass of the reference model around the largest NTD mode (shown in figure 5) as a function of projected radius. Linear
scales on the left, and log scales on the right.
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to weak lensing or flexion. Additionally, time delays may
provide new information on the distribution of matter in
the densest regions of clusters and indirectly on the role of
AGN feedback, adiabatic contraction, and other dynamical
processes.
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PAPER5: QUANTIFYING
SUB-STRUCTURES IN LENSING
CLUSTERS
Numerical simulations have provided an insight to the theory of structure formation.
Large collapsed objects, like cluster of galaxies, form by a series of mergers of small
mass systems, like galaxies or group of galaxies, and the associated gas, dark-matter
halos etc. The abundance of sub-structures in a merging system should be quantified
to study the merging stage of the cluster. This evaluation is trivial using simulations.
The observed macroscopic properties of galaxies and galaxy clusters, for example
gas mass, bulge sizes etc., can be well reproduced using the current generation
hydrodynamical simulations. However, a more ambitious comparison would be the
total mass distribution in the clusters. As the total mass distribution in an ongoing
merger is the result of an initial random field evolved with deterministic forces, only
statistical properties can be derived, and not the actual distribution. The derived
statistical quantities like radial density profile, sub-structure mass function etc., can
be compared to those of the observed clusters to validate the simulation ingredients.
Tracing the mass distribution in observed clusters is a non-trivial task, as the
mass is not an observable, which light is. Gravitational lensing, particularly strong
lensing, is an unbiased tool to estimate the total mass distribution. However, the
resolution of the reconstructed mass maps depends on the priors and the lensing
data. In order to have unbiased estimates, priors must be minimal, and the total
mass distribution must be inferred using lensing data alone. Therefore, we need
non-parametric mass reconstruction methods without light-traces-mass (LTM) as-
sumption, and higher density of lensed images of the background sources, in order
to correctly model the mass distribution of the lens (or the cluster).
Such large quantity of lensing data have recently been provided by the Hubble
 Chapter 6: Paper5: Quantifying sub-structures in lensing clusters
Space Telescope (HST) under the Hubble Frontier Field (HFF) discretionary pro-
gram. The HFF consists of six massive clusters of galaxies in redshift range 0.3 to
0.5, each containing 200 lensed, along with the good estimates of their redshifts.
In this paper, we produced mass models for the six HFF clusters using the
pre-HFF data, and a mass model using HFF data for one of them. We report the
gain in the spatial resolution of mass maps using HFF data over pre-HFF data.
To make these mass maps, we use GRALE, a strong gravitational lensing non-
parametric mass reconstruction technique, without assuming any light information
from the clusters, except for the redshift. The mass distribution of all HFF clusters
show elongation, multiple-cores, and many sub-structures, indicating a recent major
merger. Therefore, extracting radial profiles of the clusters is not very encouraging.
Also, because gravitational lensing can only estimate the sky-projected 2D mass
distribution, many sub-structures are erased, and an estimate of the sub-structure
mass function cannot be derived without LTM assumption.
We proposed the power spectrum of the 2D mass distribution as an estimator
for the sub-structure. We measured this quantity for all HFF clusters, and found
large power at small scales for clusters at low redshift or with larger number of
lensed images. We made similar measurements of the power spectrum from simulated
clusters, both dark-matter only and hydrodynamical, and found that the average
power in simulated clusters is larger than that in the observed clusters at small
scales. We discussed that the possible reasons for this could be: (i) limited lensing
data, (ii) contrast in redshift between observed clusters and simulations, or (iii) lack
of physics in simulations.
Role: For this project, I used the mass maps made by Professor Liliya. L. R.
Williams and Kevin Sebesta. I proposed the idea to measure the 2D power spectrum
of the mass distribution. I started by doing a null test, which shows equal power at all
scales if there is only noise in the field. I, then, generated three random cluster fields
for a given power spectrum using a code written by Dr. Prasenjit Saha. I measured
the power spectrum of these simulated fields, and compared it to the original power
spectrum; a good agreement was found. I accumulated simulated clusters data from
Davide Martizzi, and measured the power spectra of all 66 clusters, each for DMO
as well as hydrodynamical simulations. Finally, I made average power spectra of
simulated and observed clusters, and drew a comparison.
This paper has been submitted to Monthly Notices of the Royal Astronomical
Society (MNRAS), and is currently under review.
Arxiv: http://arxiv.org/abs/1507.01532
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ABSTRACT
The Hubble Frontier Fields (HFF) are six clusters of galaxies, all showing indica-
tions of recent mergers, which have recently been been observed for lensed images. As
such they are the natural laboratories to study the merging history of galaxy clusters.
In this work, we explore the 2D power spectrum of the mass distribution PM(k) as a
measure of substructure. We compare PM(k) of these clusters (obtained using strong
gravitational lensing) to that of ΛCDM simulated clusters of similar mass. To compute
lensing PM(k), we produced free-form lensing mass reconstructions of HFF clusters,
without any light traces mass (LTM) assumption. The inferred power at small scales
tends to be larger if (i) the cluster is at lower redshift, and/or (ii) there are deeper
observations and hence more lensed images. In contrast, lens reconstructions assuming
LTM show higher power at small scales even with fewer lensed images; it appears the
small scale power in the LTM reconstructions is dominated by light information, rather
than the lensing data. The average lensing derived PM(k) shows lower power at small
scales as compared to that of simulated clusters at redshift zero, both dark-matter
only and hydrodynamical. The possible reasons are: (i) the available strong lensing
data are limited in their effective spatial resolution on the mass distribution, (ii) HFF
have yet to build the small scale power they would have at z ∼ 0, or (iii) simulations
are somehow overestimating the small scale power.
Key words: gravitational lensing: strong, galaxies: clusters: individual: Abell
2744, Abell 370, Abell S1063, MACS J0416.1+2403, MACS J0717.5+3745, MACS
J1149.5+2223
1 INTRODUCTION
Clusters of galaxies are the largest self-gravitating objects
in the universe. Their ultimate origins must lie in some
process of quantum fluctuations in an expanding universe
(Schrodinger 1939; Harrison 1967; Fedderke et al. 2015), but
the earliest observable precursors of galaxy clusters are fluc-
tuations in the cosmic microwave background. CMB fluctu-
ations on the scale of individual clusters would be at l ∼ 104,
far in the diffusion-damping tail (Silk 1968) and so far barely
accessible observationally (Reichardt et al. 2009), but their
subsequent growth through linear gravitational instability is
straightforward.
The early observable proto-clusters (e.g,
⋆ irshad@physik.uzh.ch
Toshikawa et al. 2014) are, however, far beyond the
baby fluctuations of the linear regime of gravitational
instability — in the well-known toy model of spherical
collapse, the dynamical outer boundary of a cluster is at an
overdensity of ≃ 200. In this regime some analytical meth-
ods based on generalising spherical collapse are available
(Press & Schechter 1974; Bond et al. 1991; Seljak 2000) but
for the most part theoretical study depends on numerical
simulations.
With the recent developments in computational re-
sources, it is now possible to simulate dark matter and
gas in cosmological volumes with good resolution. In such
simulations it is possible to track the evolution and merg-
ers of small systems to form large collapsed clusters of
galaxies. The agreement between simulations and observa-
tions have been improving for various macroscopic proper-
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ties of galaxies, such as intergalactic gas, bulge sizes etc.,
(Klypin et al. 2011; Angulo et al. 2012; Alimi et al. 2012;
Skillman et al. 2014; Agertz et al. 2011; Vogelsberger et al.
2013, 2014; Marinacci et al. 2014; Schaye et al. 2015). To
study individual objects in more detail, hydrodynamical
zoom-in simulations can be used (Feldmann & Mayer 2015;
Fiacconi et al. 2015).
A more ambitious comparison between simulations and
observations would be that in terms of the distribution of
mass in the clusters. This is non-trivial for two reasons:
• First, mass is not an observable; what we observe on the
sky is light, mass can only be inferred. Tracing the mass typ-
ically involves additional assumptions, such as that galaxies
sit in the potential wells of the dark-matter, light traces mass
with some scaling parameters, etc.
• Second, since individual halos, galaxies or clusters of
galaxies are the outcome of gravitational collapse and var-
ious baryonic processes of a random field (initial density
field), it is not possible to compare their mass distribution
or clustering properties directly. The best one can hope for
is to compare them statistically.
The first problem could be solved with the help of
gravitational lensing, which is sensitive only to mass. Well-
known examples of light not tracing mass, revealed by
lensing, are the clusters ACO 2744 (Merten et al. 2011)
and recently ACO 3827 from Massey et al. (2015) (see also
Williams & Saha 2011; Mohammed et al. 2014). But simu-
lations of cluster formation cannot be fitted so as to repro-
duce detailed properties of individual clusters.
The second problem could be handled by identifying ro-
bust statistical properties of the clusters. The simplest quan-
tity is the radial density profiles. Newman et al. (2013b,a)
studied the average density profiles of the lensing clusters
and compared them to the simulated clusters. However, this
quantity can only be measured if the cluster is virialised,
definitely not for an ongoing merger. High-mass clusters in
simulations do not usually virialise until z ∼ 0.3; before that
they often show elongation, multiple cores and many sub-
structures indicating a recent merger, as do observed lensing
clusters.
Another very popular statistic is the mass function;
counting the number of sub-halos as a function of their
masses (Natarajan & Springel 2004; Natarajan et al. 2007;
Atek et al. 2015). However, measuring or even identifying
substructures in lensing clusters has so far been possible
only under the assumption that light traces mass. Without
this assumption, the mass function does not seem a viable
statistic with lensing, especially since lensing gives informa-
tion about the sky-projected mass and projection may wash
out substructures.
In this work, we propose a different strategy, which is to
use a two-dimensional power spectrum as a basis for compar-
ing lensing clusters with simulations. In section 2, we define
such a power spectrum, which is normalised differently from
the usual cosmological power spectrum, and has dimensions
of mass-squared. In section 3, we briefly describe GRALE,
a free-form lens-reconstruction technique and code. In sec-
tion 4 we apply GRALE to reconstruct the six clusters of the
Hubble Frontier Field from strong-lensing data, and calcu-
late their power spectra. Then in section 5 we compare the
clusters with each other and with ΛCDM simulations, both
dark-matter only and hydrodynamical. Finally, section 6 has
general discussion and suggestions for future work.
2 SUBSTRUCTURE POWER SPECTRUM
Because it is impossible to directly compare mass maps
of observed and simulated clusters comparison of the cor-
responding properties like number of galaxies, 1D den-
sity profiles, concentration, mass function of the struc-
tures/substructures, temperature profiles etc. are more use-
ful. However, none of these quantify the clustering proper-
ties of the halo/cluster which contain important information
about its merging history and evolution. So it is interesting
to study statistically the cluster mass distribution. The sim-
plest statistic is a two-point function. Cosmologically, a two-
point function gives an excess probability that a local density
peak exists close to another peak, as a function of the sepa-
ration between the two. It can be well studied in the Fourier
space as the power spectrum. Generally, a power spectrum
P (k) of a 3 dimensional matter density field is defined as:
P (k) = 〈|δ˜(k)|2〉 (1)
where, δ˜(k) is the Fourier transform of the over-density at
position corresponding to the wave-vector k.
In this work we measure the 2D power spectrum from
the projected mass distribution of the halos:
PM(k) = 〈|M˜2D(k)|2〉 (2)
where, M˜2D(k) is the Fourier transform of the 2D projected
mass element at position corresponding to the wave-vector
k.
M˜(~k) =
∫
Σ(~x)ei
~k·~xd2~x (3)
This form also gives a natural normalisation of the function
to be the square of the total mass of the halo.
This is not the only way to describe the statistical prop-
erties of a density peak, For example, Hezaveh et al. (2014),
using the halo model approach, define
P2D(k) =
∫
dn
dM
|κ˜(k)|2dM, (4)
where P2D(k) is the so-called one-halo term in two dimen-
sions,
dn
dM
is the differential mass function (number density
of halos per unit mass) and κ˜(k) is the Fourier transform of
the convergence (the normalised surface mass density). The
framework is based on the assumptions of virialised halos,
and a functional form for its mass function and radial den-
sity profile of each halo. The total contribution to the power
spectrum comes by adding the correlation between differ-
ent halos (the two-halo term) and the correlation between
matter within the same halo (the one-halo term). Within
a halo, there are also many substructures. If one wants to
study the clustering properties of matter within a gravita-
tionally bound system like a galaxy cluster (or a merging
system of galaxies), the two-halo term can be neglected as
all the structures are moving within the gravitational poten-
tial of the host and are indifferent to each other’s gravity.
However, one-halo term still exists, and at large scales it
contributes as the Poisson distribution of the substructures
which drops at the size of the largest substructure. However,
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this can only apply if the cluster (or the halo) is virialised
so that a smooth density profile can be subtracted in order
to see the correlation between the residual field. Now, this
is not a good assumption overall, especially during merg-
ing. As most of the massive galaxy cluster lenses at redshift
> 0.3−0.4 are not virialised systems, this form of the power
spectrum is not intuitive. Therefore, for a general system,
including ongoing mergers, recent mergers and virialised ha-
los, the correlation between the distribution of matter inside
the halos must be studied without such assumptions.
With our definition, if we have a field enclosing only
one halo with its substructures, and we compute PM(k) at
scales larger than the size of the halo, for all those scales
one gets the same mass and hence the power above all those
scales will be a constant, mimics the Poisson noise of the
substructures in the halo model picture. Further this func-
tion drops at scales smaller than the size of the halo, which
is the largest structure in the field, consistent with the halo
model intuition. For a virialised halo, this function will be
smooth and a power law for all scales smaller than the size
of the halo. However, if the halo is not spherically symmet-
ric and in a merging stage the fluctuations in the function
resemble variation in its power at various scales. If one iden-
tifies a large ensemble of halos (let’s say in simulations) of
nearly the same mass and the same epoch and average all the
power spectra, one will get an unbiased trend of the cluster-
ing properties of such halos statistically. However, studying
individual systems is like studying a random realisation of a
halo which underlies a mean power spectrum and the recov-
ered power spectrum from such a halo should be statistically
consistent with the mean.
To ensure this feature, we performed a test. We gen-
erated three density fields which are the random realisa-
tion of the same power spectrum (∝ k−3 at small scales) as
shown in figure 1. The three density grids enclosed structures
and some substructures and look very different morpholog-
ically, but as they are generated from the statistics, they
should show the same power spectrum. In bottom-right of
figure 1 we show the ratio of the recovered power spectrum
from each of the grids to the input power spectrum. The
slope of the recovered power spectrum is calculated by fit-
ting the power law towards the larger values of k, between
6.8×10−4−4×10−3pc−1 . All power spectra give nearly the
same slope as the input one with an error of about 10-20%.
This test shows that given a density field, the correct mean
statistic can be obtained within a reasonably small error.
For a pure noise field we expect same power at all scales.
We performed this test as well (but we don’t show the result
in a figure form), and verified that the power spectrum is
flat.
The fluctuations in mass distribution at various scales
can be directly inferred as the presence/absence of substruc-
tures. Larger power at small scale indicates the presence
of local density peaks, however, a flat power at all scales
indicates similar structures at all scales or just the noise.
Also smoother distribution of the matter gives smaller power
whereas sharp peaks correspond to larger power. Therefore,
we expect the power at small scales to increase as the merger
progresses, and reach the highest power when the system is
virialised. In other words, one should expect the power on
small scales to decrease with redshift. This form of the power
spectrum can be used in order to compare halos statistically,
within simulations or observations or across the two.
3 LENS RECONSTRUCTION METHOD
In GRALE (Liesenborgs et al. 2007, 2008) the mass distri-
bution is free-form and consists of a superposition of a large
number of adjustable components (several hundred Plum-
mer lenses). The distribution of these Plummer lenses is
adaptively determined by GRALE using a multi-objective
genetic algorithm, to optimise two fitness measures.
(i) The overlap fitness quantifies the fractional overlap
of the projected images of the same source back on to the
source plane. If all images of a source back-project to exactly
the same area on the source plane, the source fitness for that
image system is perfect. More generally, the larger overlap
the better the fitness. It is important to use the fractional
overlap, as otherwise the fitness measure would be biased
towards extreme magnifications.
(ii) The null fitness is a penalty for any spurious images
implied by a model where none are present in the observa-
tions. The penalty is applied only in regions where the data
make it clear that no images are present; extra images are
allowed in regions that are difficult to observe because, for
example, of the presence of nearby bright galaxies. Among
lens-modelling techniques, GRALE is unique in being able
to exploit the absence of images as useful information.
Further fitness measures can be defined and in-
corporated into GRALE, in particular, time delays
(Liesenborgs et al. 2009; Mohammed et al. 2015). No infor-
mation about the light from the cluster is used — mass-
traces-light assumptions are completely absent.
While the genetic algorithm optimizes the properties
and placement of the component Plummer lenses, the user
still needs to specify a range for the allowed number of
components. This is, in effect, an overall resolution of the
mass map. To set this effective resolution, we run the mass-
reconstruction process first at coarse resolution, then finer,
and then coarse again, and choose an optimal trade-off be-
tween fitness and resolution — see Mohammed et al. (2014)
for details and tests of this strategy. Finally, the entire cy-
cle is repeated 30 times to generate an ensemble of mass
reconstructions.
4 HUBBLE FRONTIER FIELDS
Hubble Frontier Fields (HFF) survey (PI: J.Lotz, HST
13498) is a three year Director’s discretionary time program
that devotes a total of 840 orbits to six galaxy clusters plus
the accompanying parallel fields. Each field is observed in
three HST optical bands (ACS F435W, F606W and F814W)
and 4 infra-red bands (WFC3-IR F105W, F125W, F140W,
and F160W). It is the single most ambitious commitment
of HST resources to the exploration of the distant universe
through the power of gravitational lensing by massive galaxy
clusters. All six clusters are early or intermediate stage merg-
ers at z = 0.3–0.55, with significant elongation and hence
non-trivial mass distribution. Each had about 10–20 mul-
tiply imaged background sources discovered with pre-HFF
4 I. Mohammed et al.
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Figure 1. The first three plots (in reading order: Grid1, Grid2, Grid3) are the three density map realizations generated from the same
power spectrum with k−3 towards large k. The bottom-right panel shows the comparison of the recovered power spectrum from each
density grid to the input power.
HST data. Five independent teams were tasked with making
mass and magnification maps for these six clusters. In the
analysis of the present paper we use mass maps presented by
our team, made with pre-HFF lensing data on six clusters
as well as one map made with post-HFF, for cluster MACS
0416. Table 1 shows the necessary information about the
lensing data in each of the HFF clusters.
4.1 MACS J0416.1-2403
MACS J0416.1-2403 (MACS0416 henceforth) is a strong
gravitational lens at redshift nearly 0.396. It is an elon-
gated galaxy cluster, most probably a recent merger or a
pre-merger (Ogrean et al. 2015), and hence a non-trivial
mass distribution. It was first identified by MAssive Cluster
Survey (MACS; Ebeling et al. 2010). Based on its double-
peaked surface brightness in the X-rays (Mann & Ebeling
2012), its recent merger stage is confirmed. It is amongst
the five high magnification clusters in the CLASH (Clus-
ter Lensing and Supernovae survey with Hubble) project
(Postman et al. 2012). Detailed mass maps were provided
by Zitrin et al. (2013) using CLASH data, and Jauzac et al.
(2015) using HFF data.
We made two reconstructions of this lens using GRALE,
one with pre-HFF data (total 40 images from 13 sources),
using data from Merten et al. (2011), as well as data pro-
vided by J. Richard and D. Coe, and one with HFF data
(total 149 images from 57 sources) which were identified by
Jauzac et al. (2015). The two reconstructed mass models—
with each being an average of 30 realisations—are shown in
figure 2 (left column) with respective power spectrum (high-
lighted in the right column). Both mass models are very
similar at large scales, which is also evident from the power
spectrum, and only differ in the details at small scales. The
two mass clumps and the elongation can be identified in both
models. However, the mass models with HFF data (bottom
row), shows larger power or much detailed substructures at
small scales. This is expected as HFF data has many more
lensed images than pre-HFF data and hence provides ad-
ditional lensing constraints at small scales, which leads to
increased power at larger k’s.
4.2 Abell 2744
Abell 2744 is a massive galaxy cluster at redshift 0.308
and an active merger. It has been studied in various
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Figure 2. Left: the density map for MACS0416 cluster using pre-HFF data (top-row) and HFF data(bottom-row). The crosses mark
the positions of the lensed images. Right: The highlighted (black) corresponding power spectrum of the cluster on the left with all other
HFF clusters’ power spectra in the background.
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Figure 3. Left: the density map for Abell 2744 cluster using pre-HFF data. The upper left clump could well be an artefact as there
are no images there. Right: The highlighted (black) corresponding power spectrum of the cluster on the left with all other HFF clusters’
power spectra in the background.
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Cluster Data Redshift Number of images Number of sources Redshift range of sources
MACS-J0416 pre-HFF 0.396 40 13 1.82-3.25
MACS-J0416 post-HFF 0.396 149 57 1.00-5.90
Abell 2744 pre-HFF 0.308 41 12 2.00-4.00
Abell 370 pre-HFF 0.375 36 11 0.73-3.00
AS-1063 pre-HFF 0.348 37 13 1.22-6.09
MACS-1149 pre-HFF 0.543 32 11 1.23-3.80
MACS-0717 pre-HFF 0.545 23 7 1.80-2.91
Table 1. Lensing data from different HFF clusters.
wavelengths, for example, it has an extended radio halo
(Giovannini et al. 1999; Govoni et al. 2001), X-ray emission
(Allen 1998; Ebeling et al. 2010; Kempner & David 2004;
Owers et al. 2011) and various substructures have been iden-
tified in the optical observations (Girardi & Mezzetti 2001;
Boschin et al. 2006). Shan et al. (2010) shows a significant
offset between the dark-matter component (from lensing)
and baryonic matter (from X-rays observations). There is
also a magnified singly imaged supernova in the back-
ground, at redshift 1.35 (Rodney et al. 2015). Various lens-
ing analyses have been done (Smail et al. 1997; Allen 1998;
Cypriano et al. 2004; Merten et al. 2011; Lam et al. 2014;
Jauzac et al. 2014).
We present the mass model of Abell 2744 using GRALE
with pre-HFF data (Merten et al. 2011; Richard et al. 2014)
as well as data provided by J. Richard and D. Coe, for a
total of 41 images from 12 background sources spread over
a redshift range of 2 to 4. Figure 3 shows the reconstructed
mass map and the corresponding power spectrum. It shows
two very distinct blobs and the overall elongated structure,
a morphology very likely for a major merger which is in fact
confirmed by previous studies.
Due to very sharp mass peaks, this cluster, like
MACS0416, also shows larger power at small scales.
4.3 Abell 370
Abell 370 is a strong gravitational lens at redshift 0.375
and hosts a giant gravitational arc at redshift 0.725. Due
to its large Einstein radius, it is an ideal target to look for
high redshift galaxies through its magnification, especially in
high density regions. There are many published mass mod-
els (for example Soucail et al. 1987; Abdelsalam et al. 1998;
Richard et al. 2010). We used pre-HFF data from the latter
work, as well as data provided by D. Coe and A. Koeke-
moer, to reconstruct its mass distribution. Figure 4 shows
the resulting mass map. The mass distribution is shallow
but shows many substructures. The resulting power spec-
trum shows less power on small scales as compared to other
HFF clusters which is reflected in shallower peaks in its mass
distribution.
4.4 Abell S1063
Abell S1063 is a galaxy cluster at redshift 0.348. We used
pre-HFF data identified by Richard et al. (2014); our re-
construction used a total of 37 images from 13 background
sources.
Figure 5 shows the reconstructed mass map along
with the corresponding power spectrum. It shows two mass
clumps, which lead to larger power at intermediate scales,
but due to the shallowness of the peaks, it loses power at
small scales.
4.5 MACS J1149.5+2223
MACS J1149+2223 (MACS1149 hereafter) is an X-ray
bright cluster at redshift 0.543. It has been studied by
various authors for its rich strong lensing (Smith et al.
2009; Zitrin & Broadhurst 2009; Zitrin et al. 2011, 2015;
Rau et al. 2014; Johnson et al. 2014; Sharon & Johnson
2015). There is also a multiply imaged supernova
(Kelly et al. 2014, 2015) hosted by a face-on spiral galaxy
at redshift 1.49.
Figure 6 shows the reconstructed mass model of
MACS1149 using GRALE with pre-HFF data (total 32
images from 11 background sources) from Smith et al.
(2009); Zitrin & Broadhurst (2009), and data provided by
M. Limousin. The mass model favours two dominant peaks
and one sub-peak, elongation and many substructures. The
peaks are shallower than those in Abell 2744, also expected
as it has nearly the same mass as Abell 2744 but higher
redshift. The corresponding power spectrum is shown in the
right column of the same figure.
4.6 MACS J0717.5+3745
MACS J0717.5+3745 (MACS0717 hereafter) is a strong
gravitational lens at redshift 0.55, classified as the most dra-
matic merger in X-ray/optical analysis by Mann & Ebeling
(2012).
We used pre-HFF data from Limousin et al. (2012);
Richard et al. (2014) and Medezinski et al. (2013) to recon-
struct its mass distribution using GRALE. Figure 7 shows
the resulting mass map and the corresponding power spec-
trum. Due to the clear mass peaks and substructures, the
power shows increased power at intermediate scales, how-
ever, due to very shallow peaks the power spectrum at small
scales drop and is amongst the lowest of the HFF clusters.
5 COMPARING THE CLUSTERS
5.1 Comparing HFF clusters
We can now compare the clustering properties of HFF clus-
ters using the lensing power spectrum PM(k) . The recon-
structed mass distributions of the HFF clusters are mor-
phologically different but show similar statistical structures
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Figure 4. Left: the density map for Abell 370 cluster using pre-HFF data. Right: The highlighted (black) corresponding power spectrum
of the cluster on the left with all other HFF clusters’ power spectra in the background.
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Figure 5. Left: the density map for AS1063 cluster using pre-HFF data. Right: The highlighted (black) corresponding power spectrum
of the cluster on the left with all other HFF cluster’s power spectrum in the background. Note that there are no images in the upper
right corner of the map, so the massive clump in that region could well be an artefact.
which is very much evident by comparing the respective
power spectra. Figure 8 shows all the power spectra for
HFF clusters in thick lines along with their sample vari-
ance, which represents scatter across all available modes for
a given k.
Let us first consider two reconstructions for MACS0416,
using pre-HFF and HFF data. Both mass maps are very
similar at large scales but differ in detail at small scales.
The same effect can be noticed in the power spectrum (see
figure 8), up to k ∼ 3 × 10−5pc−1, both look nearly the
same, but at smaller scales the mass map reconstructed with
pre-HFF data starts to lose power. This is the consequence
of the fact that HFF data has three times as many lensed
images as pre-HFF data (see table 1), allowing for higher
resolution in the reconstructed mass maps, which leads to
higher power at small scales, where the difference in the two
power spectra is almost an order of magnitude.
Power spectra for Abell 370 and MACS1149 look
very close to each other. If we look at the corresponding
mass maps, both show two dominant peaks with similar
width, shallow as compared to the surroundings with similar
smoothing. Similar arguments can be made for Abell 2744
and MACS0416-II clusters. The clusters show similar power
at small scales which is expected from the very steep mass
peaks in the two clusters.
It is important to note that the smallest scale (largest
k) to be trusted depends on the density of images. For
example, MACS0416-v2 has 6.5 times more images than
MACS0717, (assuming roughly the same area for both in
terms of arcsec2), so the typical linear image spacing is 2.5
times larger in MACS0717, leading to poorer mass resolu-
tion. And, in fact, looking at figure 8, the k value where
PM(k) of MACS0717 begins to drop (k ∼ 2 × 10−5pc−1)
is about a factor of 2.5–3 smaller compared to that of
MACS0416 (k ∼ 6× 10−5pc−1).
There is also a tendency for low redshift clusters to have
higher power at small scales. Thus, Abell 2744 reconstructed
with 41 images has larger power than MACS0416-v1 (40 im-
8 I. Mohammed et al.
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Figure 6. Left: the density map for MACS1149 cluster using pre-HFF data. Right: The highlighted (black) corresponding power spectrum
of the cluster on the left with all other HFF clusters’ power spectra in the background. There are no images beyond X=25”, so the two
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Figure 7. Left: the density map for MACS0717 cluster using pre-HFF data. The upper left and bottom right clumps could well be an
artefact as there are no images there. Right: The highlighted (black) corresponding power spectrum of the cluster on the left with all
other HFF cluster’s power spectrum in the background.
ages) at small scales. Similarly, MACS1149 has less power at
small scales than A370 and AS1063, again with similar num-
bers of lensed imaages. This is also intuitive as low redshift
clusters have had more time to build small scale substruc-
tures. Therefore, the power at small scales maybe indicative
of the age of the cluster.
5.2 ΛCDM simulation clusters
We used 22 clusters of galaxies from dark-matter only
(DMO) simulations and further 22 from hydrodynamical
simulations which include AGN feedback, in the mass range
1–3×1014M⊙ from Martizzi et al. (2014). The mass range is
chosen to be comparable to that of the HFF clusters but the
simulated clusters are all at redshift zero. We then projected
them along the three axis, so a total 66 projected clusters in
each case. In contract to HFF clusters, the simulation clus-
ters are virialised but a few show more than one core. The
measured power spectra are shown as thin lines in figure 8.
We also measured the mean power spectrum in each
case, DMO and AGN, which are shown in black in left
panel figure 9. The error bars show the standard deviation
of PM(k), including contributions from scatter in different
modes at a given k as well as the scatter between different
clusters. In the right panel of figure 9, we show the rela-
tive difference between the mean power in DMO and AGN
simulated clusters. Comparing the mean power spectra of
DMO and AGN, the latter shows a deficit in power at large
scales and a boost at smallest scales. The deficit is nearly
10%. The AGN clusters have the influence of an AGN at the
centre that drives the gas outside the cluster with its feed-
back process. Losing this mass results in the deficit of power
at those scales. However, these AGN clusters contain a cen-
tral stellar component in the form of the brightest cluster
galaxy (BCG), which increases the mass at the very centre
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Figure 8. All power spectra: clusters in thick solid lines and simulations in thin solid lines.
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Figure 9. Left: Comparing the mean power spectrum for dark-matter only simulations (DMO), baryonic simulation (AGN) and different
reconstructions using GRALE and LENSTOOL for MACS0416-v2 (using HFF data only). The vertical lines shows the 10 and 1 arc
second scale at the cluster’s redshift z = 0.396. Right: The relative difference between mean power spectra of DMO and AGN simulations.
of the cluster resulting in the boost in the power at smallest
scales. The trend is systematically consistent with previous
findings.
5.3 Comparison between HFF clusters and
ΛCDM simulation clusters
In figure 8, we show PM(k) for all six HFF clusters as
well as for all the simulated clusters, both DMO and AGN.
The lensing clusters systematically show less power at small
scales compared to the simulated ones. We discuss the pos-
sible reasons for this in section 6.
5.4 Comparison with LTM models
In the left panel of figure 9, we compare the power spectrum
measured from the mass maps reconstructed using GRALE
to that made using other methods: Sharon et al and the
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Figure 10. Comparing average power spectrum of HFF clusters to that of the simulated clusters.
CATS group.1 Both use the LTM method LENSTOOL of
Jullo et al. (2007) as the reconstruction technique. Both of
these reconstructions show much larger power at small scales
compared to the GRALE reconstruction. This is the result
of the fact that LENSTOOL uses information from the in-
dividual cluster galaxies of the lens, and hence has much
steeper density gradients at small scales which results in
larger power. In contrast, free-form methods like GRALE
base the mass distribution on the lensed images alone, with-
out relying on visible galaxies. On the other hand, the power
spectrum of parametrically reconstructed clusters is a mix-
ture of priors and lensing information, and when the number
of images is small, priors are the dominant contribution.
6 CONCLUSIONS AND DISCUSSIONS
In this article, we present free-form mass models of six Hub-
ble Frontier Field clusters using strong gravitational lens-
ing pre-HFF data. We also studied one of the six clusters,
MACS0416, using both pre-HFF and HFF data (with three
times more lensed images). The mass maps are made using a
non-parametric lens inversion technique called GRALE. All
the mass maps show elongation, multiple cores and many
substructures in the mass distribution implying a recent
major merger. The lensing data from recent HST-HFF ob-
servations is rich in lensing images allowing a very precise
1 https://archive.stsci.edu/prepds/frontier/lensmodels/
identification of substructures to be done with greater con-
fidence. These mass maps can be used to study various as-
pects of the structure formation and merging stages of large
collapsed clusters of galaxies.
We measured the power spectra of these sky-projected
mass maps. Power spectra give a statistical description of
the clustering properties of the mass distribution and en-
code information about the abundance of substructures
and their contrast with the background. There are tenta-
tive indications that low redshift clusters have systemati-
cally higher power at small scales as compared to high red-
shift clusters, presumably because low redshift clusters are
closer to their virial equilibrium than high redshift clusters.
We argue—and illustrate using pre-HFF and HFF maps of
MACS0416—that using a larger number of lensed images
in a cluster leads to a better constrained mass distribution,
and that the power spectrum can be recovered up to much
smaller scales putting stronger constraints on our under-
standing of the substructures. On the other hand, paramet-
ric methods that explicitly include cluster galaxies in the
models have much larger power on small scales even with
fewer lensed images indicating that the mass maps are dom-
inated by the priors, especially at small scales.
We compared the power spectrum of the HFF clusters
with those from ΛCDM dark-matter only and hydrodynam-
ical simulations at redshift zero. Figure 10 summarizes our
comparison between HFF clusters and ΛCDM simulation
clusters. We average the power spectra of the six HFF clus-
ters and compare them with the average power spectra of
the simulated clusters. The average power of the clusters is
systematically steeper than that of the simulated clusters
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and hence have less power at small scales. This may be due
to one or more of the following reasons:
• The redshift of the HFF clusters are higher than the
simulated clusters. We are comparing non-virialised HFF
clusters with the virialised halos of the simulations. At
later times, the mass distribution becomes more and more
clumpy, and the substructures pull more mass from the back-
ground, which results in higher power at small scales. There-
fore, it is possible that the lensing clusters in the local Uni-
verse may show similar power as the simulated clusters at
redshift zero. Conversely, this can be checked by comparing
the power spectrum of HFF clusters with that of simulated
clusters of similar masses in the redshift range 0.3–0.5.
• A second possible reason relates to the data and method
we are using to reconstruct the clusters. A larger number
of lensed images gives additional constraints on the mass
distribution, and this increased resolution leads to a boost
in the power spectrum. This can be seen in figure 8 where
we show the power spectrum of MACS0416 using both pre-
HFF and HFF data: HFF data shows larger power at small
scales as compared to pre-HFF data.
Figure 9 shows that the power at small scales also de-
pends on the assumption of the reconstruction method. It
is possible that GRALE does not have enough resolution
and hence loses power at smallest scales. On the other hand
LENSTOOL maps seem to have much more power than ex-
pected at those scales and are possibly dominated by priors.
• Finally there is the possibility that the simulations are
lacking some physics that need to be taken into account in
order to simulate realistic halos.
The second item above can be tested through a more ex-
tended pipeline, in which clusters are generated from state-
of-the-art simulations, lensing data are generated from them,
and then analysed by independent groups using different
techniques. Such tests are currently in progress. It will be in-
teresting to measure the power spectrum of the original mass
distribution and the reconstructed one using different lens
inversion methods. The current analysis expects that the
power spectrum based on GRALE maps will match the true
power spectrum at large scales and ultimately lose power de-
pending upon the density of lensed images, whereas, LTM-
based methods may continue having larger power even when
the true power drops. We leave this analysis for future work.
Independently of lensing, it will also be interesting to
study the evolution of the power spectrum as a probe of sub-
structures and the merging history of large collapsed objects
in simulations. For example, a cosmological simulation can
be set up with a volume large enough to produce 20–50 clus-
ters of galaxies, in a narrow mass range. The power spectra
can be calculated for all the clusters in the mass range at
different redshifts, and the evolution of the average power
spectrum can be studied. This will give us an insight about
the evolution of clustering properties in a merging system.
We leave this analysis to future work.
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7
CONCLUSIONS
In this PhD dissertation, I (along with other collaborators on different projects)
tried to build a better understanding of the distribution of matter in the Universe
and its clustering properties, which I studied in two very different regimes: gravita-
tionally bound systems like cluster of galaxies, and the large scale structure of the
Universe. While working on various projects on this topic, I successfully completed
five scientific publications:
• The very first project is a mass modelling problem in strong lensing cluster [49].
Here we used a publicly available code GRALE, modified it for an optimum
solution and resolution, to put tight constraints on the mass distribution of few
lensing clusters. By studying the mass and light distribution of these clusters,
we imply that it is possible that the dark-matter has a finite self-interaction
cross section and shows important signatures in the central parts of clusters.
• In a similar project, we show that the time delay information is very useful in
order to put additional constraints on the central region of the clusters which
can’t be resolved directly, especially when the steepness degeneracy is broken
by the presence of background sources at different redshift [51].
• We also presented a (semi) analytic model for the matter power spectrum,
which is computationally inexpensive and computes the power spectrum to a
percent level accuracy up to k ∼ 1 h−1Mpc [52]. The motivation of this model
is the halo model and we also derived a simple form of the covariance matrix.
We proposed a way to marginalise over baryonic effects.
• In another project, we used the halo model in order to directly model the
effects of baryons on the matter power spectrum and to the extension on the
weak lensing shear power spectrum [50]. The effects are small at comparatively
large scales but as the next generation surveys are expected to measure these
quantities to very small scales, the baryonic effects are important to take into
 Chapter 7: Conclusions
account. If not, it will add biases to the cosmological parameters up to 10
sigma.
• Finally, we produced free-form mass models for six Hubble Frontier Field clus-
ters. Their mass distribution shows elongation, multiple-cores, and many sub-
structures indicating a recent major merger. We measured the power spectrum
of the mass distribution to quantify the sub-structures, and compared them
to the simulated clusters.
7.0.2. A unified picture
If we try to draw a bigger picture from all the projects above, it states that it is very
important to model baryonic physics in order to understand the clustering processes,
galaxy formation, and to do cosmology with future generation surveys.
Gravitational lensing is one ideal tool to do accomplish this. Strong lensing is
very useful in studying the individual systems. Weak lensing shear measurements
on larger area in the sky is the most promising tool to do cosmology under control
systematics. One of the biggest source of systematics is again the baryonic effects at
small scales, and there are various ways to handle them. But they can’t be ignored.
Precision cosmology and detailed information about the individual systems is needed
in order to gain full understanding of the galaxy formation processes and evolution
of the Universe.
