Abstract-Dynamic contrast-enhanced magnetic resonance imaging (DCE-MRI) provides a noninvasive method for evaluating tumor vasculature patterns based on contrast accumulation and washout. However, due to limited imaging resolution and tumor tissue heterogeneity, tracer concentrations at many pixels often represent a mixture of more than one distinct compartment. This pixel-wise partial volume effect (PVE) would have profound impact on the accuracy of pharmacokinetics studies using existing compartmental modeling (CM) methods. We, therefore, propose a convex analysis of mixtures (CAM) algorithm to explicitly mitigate PVE by expressing the kinetics in each pixel as a nonnegative combination of underlying compartments and subsequently identifying pure volume pixels at the corners of the clustered pixel time series scatter plot simplex. The algorithm is supported theoretically by a well-grounded mathematical framework and practically by plug-in noise filtering and normalization preprocessing. We demonstrate the principle and feasibility of the CAM-CM approach on realistic synthetic data involving two functional tissue compartments, and compare the accuracy of parameter estimates obtained with and without PVE elimination using CAM or other relevant techniques. Experimental results show that CAM-CM achieves a significant improvement in the accuracy of kinetic parameter estimation. We apply the algorithm to real DCE-MRI breast cancer data and observe improved pharmacokinetic parameter estimation, separating tumor tissue into regions with differential tracer kinetics on a pixel-by-pixel basis and revealing biologically plausible tumor tissue heterogeneity patterns. This method combines the advantages of multivariate clustering, convex geometry analysis, and compartmental modeling approaches. The open-source MATLAB software of CAM-CM is publicly available from the Web.
I. INTRODUCTION

D
YNAMIC contrast-enhanced magnetic resonance imaging (DCE-MRI) provides a useful noninvasive tool for evaluating tumor vasculature patterns based on contrast accumulation and washout [1] , [2] . DCE-MRI uses various molecular weight contrast agents to demonstrate tumor vasculature perfusion and permeability, thereby producing functionally relevant images of angiogenic status [3] , [4] . For example, DCE-MRI can depict spatial heterogeneity of vascular permeability which reflects tumor angiogenic activity, and has potential utility in testing the alternative hypotheses for drug effects and predicting the efficacy of cancer treatment on the basis of functional vasculature changes observed over time [1] , [5] .
Compartmental modeling (CM) is a widely used mathematical tool to model dynamic imaging data and can provide accurate pharmacokinetics parameter estimates when delineated regions of interest (ROIs) are homogeneous and available a priori [6] - [8] . However, due to markedly tissue heterogeneity in malignant tumors and limited imaging resolution, tracer concentrations at many pixels often represent a complex mixture of more than one distinct vasculature compartment. This pixel-wise spatially-mixed partial volume effect (PVE), while often conveniently overlooked, would have a profound impact on the reliability of pharmacokinetics studies using existing CM methods [1] , [3] , [9] - [12] .
To implicitly account for PVE, models with multiple parallel compartments on both ROI and pixel-wise scales have been used to fit to DEC-MRI data in previous pharmacokinetics studies [8] , [13] , [14] . However, many experimental results indicate that the use of commonly accepted multi-compartment models often leads to considerably biased and high-variance estimates of the pharmacokinetics parameters. Evidently, this is due to the existence of multiple local optima in the nonconvex parameter space, complex and nonlinear optimization procedures, and the lack of a theoretical identifiability proof [3] , [9] , [15] - [19] . To explicitly account for the PVE, a recent proof-of-principle study aimed to understand and evaluate PVE on pharmacokinetics parameter estimation using computer simulations and subsequently proposed a postprocessing technique for PVE compensation [10] . The major limitations of this pixel-by-pixel tissue heterogeneity evaluation include its high noise impact, high computational complexity, and limited applicability to normal tissues or static images [10] , [20] . While time-concentration curve clustering using spatial prior knowledge has been exploited to improve pixel-by-pixel pharmacokinetics parameter estimation, this approach is both Fig. 1 . Roadmap of the CAM-CM method (illustrated on the special case of J = 3). A hybrid multivariate clustering first groups the normalized pixel time courses into "local" clusters that correspond to either pure-volume or partial-volume pixels. The CAM-CM then separates the pure-volume clusters from partial-volume clusters by detecting the corners of the clustered convex hull. The identified pure-volume cluster centers and their associated pixels are further used to estimate the tissue-specific kinetic parameters within the tumor site by compartment modeling globally and locally.
not intended and unable to mitigate pixel-wise PVE [13] , [14] , [16] , [21] .
Motivated by the fact that the kinetics in each pixel can be expressed as a nonnegative combination of underlying compartments, we propose a convex analysis of mixtures (CAM) algorithm to explicitly eliminate PVE by identifying pure volume pixels at the corners of the clustered pixel time series scatter plot ( Fig. 1 ). The algorithm is theoretically supported by a series of newly proved identifiability theorems and, practically by additional noise filtering and normalization preprocessing. We first isolate pixels that define tumor area using a standard masking technique and remove noise or outlier pixels using a vector-norm filtering [21] . By a perspective projection of pixel time series onto standard scatter simplex, we obtain normalized pixel temporal shape patterns independent of signal amplitude [22] . Subsequent multivariate pixel clustering, based on standard finite normal mixture (SFNM) distribution modeling, estimated using the affinity propagation clustering (APC) and the expectation-maximization (EM) algorithm, provides further noise and outlier reduced representations of the data set. CAM then effectively isolates pure volume pixels by identifying the corner cluster centers of the scatter plot convex hull, and accordingly eliminates the interior data points corresponding to partial volume pixels. The algorithm proceeds to accurately estimate tissue-specific pharmacokinetic parameter values by fitting the compartmental model to the data of the isolated pure volume pixels, based on which the pixel-by-pixel spatial distributions of these parameters can be readily obtained [8] .
We demonstrate the principle and feasibility of the CAM-CM approach on realistic synthetic data involving two functional tissue compartments, and compare the accuracy of parameter estimates obtained with PVE elimination using CAM-CM to those obtained without PVE elimination using relevant techniques. Experimental results show a significant improvement in the accuracy of kinetic parameter estimation using the proposed PVE elimination approach, where we also report the comparative studies using other relevant techniques including classical CM, iterative quadratic maximum likelihood (IQML) estimation, and iterative maximum likelihood CM (IML-CM) [7] , [13] , [18] . We then apply the algorithm to real DCE-MRI breast cancer data and observe improved pharmacokinetics parameter estimation, separating tumor tissue into sub-regions with distinct tracer kinetics on a pixel-by-pixel basis and revealing biologically plausible tumor tissue heterogeneity patterns. Finally, extensions to the algorithm, and the relationships to previous approaches, are briefly discussed.
II. BACKGROUND AND THEORY
A. Classical Compartment Model
We first introduce an illustrative -tissue compartment model of DCE-MRI time series (Fig. 2) ( th tissue compartment corresponds to tracer plasma input indexed by ), whose tracer concentration kinetics are governed by a set of first-order differential equations [7] , [8] , [23] , [24] . . . (1) where is the tracer concentrations in the interstitial space weighted by the fractional interstitial volume in tissue-type , at time ;
is the tracer concentration in plasma (the input function); is the measured tracer concentration in the ROI; is the unidirectional volume transfer constant (/min) from plasma to tissue-type ; is the flux rate constants (/min) in tissue-type ; and is the plasma volume in the ROI [13] . Equation (1) can be solved for in terms of the rate constants as (2) where denotes the mathematical convolution operation.
Letting and , the spatial-temporal patterns of tracer concentrations in DCE-MRI data can be expressed as [21] . . .
where is the tracer concentration measured at time at pixel i, is the number of sampling time points are the local volume transfer constants of the tissue-types 1 to , at pixel , respectively; and is the plasma volume at pixel .
B. Convexity of Pixel Time Series Scatter Plot
Denote the measured dynamic tracer concentration curve vector by the compartment time-concentration curves (TCs) by , and the local volume transfer constants along with the plasma volume by where is the number of latent compartments including plasma volume. We can then re-express (3) in its vector-matrix notation (4) For ease of subsequent discussion, we normalize and over their effective interval of time samples, via a sum-based normalization that projects the scatter plot data points onto the standard simplex as follows: (5) for , . We can then re-express (4) as (6) for , where is accordingly normalized and denoted by  with  ,  ,  ,  and is the number of pixels. Note that the physical meanings of the pharmacokinetics parameters remain the same after normalization while their values shall be interpreted as relatively "strength" at this stage. Furthermore, since these local volume transfer constants and plasma volume, entries in or , are non-negative, pixel time series model (6) indicates that the observed pixel time series is a non-negative linear combination of the compartment TCs, , weighted by their spatially-distributed local volume transfer constants, . This falls neatly within the definition of a convex set [25] . Specifically, the observed set of pixel time series forms a subset of the convex set readily defined by the set of compartment TCs , i.e.,
C. Identifiability of Compartment Model
We now discuss the identifiability of the compartment model (6) and the required conditions via the following definitions and theorems (see formal proofs in Appendix A).
Definition 1: Given a set of compartment TCs , we denote the convex set it specifies by [26] . That is, if pixel is a pure volume pixel occupied by the th compartment tissue type, mathematically, we will have , where is the th standard basis. Accordingly, for pure volume pixel , since the corresponding pixel time series is now a trivial combination of , it is the corner of the convex hull , and by Theorem 1, also the corner of the convex hull . This means that, in principle, under a noise-free scenario, we can directly estimate by locating , . Note that there are computationally feasible algorithms for finding these corner points [27] - [29] . Moreover, Lemma 1 and Theorem 1 imply that the pure-volume pixels constitute the corner points of the observed pixel time series convex set and reflect the temporal patterns of the underlying compartments, while the partial-volume pixels constitute the interior points of the observed pixel time series convex set and, thus, can be readily identified and eliminated in the compartmental analysis (Fig. 1) .
One important consideration with the present method is the existence of pure-volume pixels for each of the underlying compartments, and this reasonable assumption reflects only the ideal scenario and constitutes the necessary and sufficient condition for the mathematical identifiability of the tissue-specific CAM-CM model. Nevertheless, it is possible that in some datasets, no pixel is pure and it would be helpful to provide an accurate interpretation of the CAM-CM solution in such non-ideal scenarios. For the nonideal scenarios (accordingly with relaxed conditions), the following two theorems (see formal proofs in Appendix A) show that, if source-dominance or source-specific-dominance pixels exist for each of the underlying tissue compartments, CAM-CM will provide the optimal solution that captures maximum source information (i.e., with the identified corners of the pixel time series scatter simplex corresponding to maximum source-dominance or source-specific-dominance). 
III. METHOD AND ALGORITHM
So far, we have developed a mathematical framework for partial volume elimination and tissue-specific compartmental analysis. In this section, we fully develop an associated practical algorithm, consisting of data preprocessing, clustering of pixel time series, convex analysis of mixtures, and compartment analysis (see the schematic flowchart of our algorithm in Fig. 1) .
A. Data Preprocessing
For the identified tumor site, our algorithm begins with four data preprocessing steps. First, the tumor area is extracted by masking out the normal tissues surrounding the tumor site. This task can be fulfilled by either multivariate image segmentation or by a human expert as done in drawing conventional ROIs [9] , [21] . Second, the first few image frames, for instance, four initial images in our experiments, are taken out, as they correspond to the time period before sufficient tracer uptake. This task is done with great care, in accordance with applied imaging protocols [18] , [21] . Third, pixels whose temporal average signal intensity is lower than 5% of the maximum value or whose temporal dynamic variation is lower than 5% of the maximum value, are eliminated, as these noninformative pixels could have a negative impact on subsequent analyses. Fourth, the pixel time series is normalized over time using a sum-based normalization scheme specified by (5), as similarly done in [22] . This step focuses our analysis on the "shape" of pharmacokinetics rather than on absolute tracer concentration.
B. Clustering of Pixel Time Series 1) SFNM and EM Algorithm:
The purpose of multivariate clustering of normalized pixel time series is three-fold: 1) data clustering has proven to be an effective tool for reducing the impact of noise/outlier data points on model learning [21] , [30] , [31] ; 2) aggregation of pixel time series into a few clusters improves the efficiency of subsequent convex analysis of mixtures [29] , [31] ; 3) the resultant clustered compartment model permits an automated determination of the number of underlying tissue compartments using the minimum description length (MDL) criterion [18] , [32] , [33] .
There has been considerable success in using SFNMs to model clustered data sets such as DCE-MRI data, taking a sum of the following general form [21] , [30] , [34] : (9) where the first term corresponds to the clusters of pure volume pixels , the second term corresponds to the clusters of partial volume pixels , is the total number of pixel clusters, is the mixing factor, is the Gaussian kernel, denotes the th natural basis vector corresponding to the mean vector of the th pure tissue compartment, and and are the mean vector and covariance matrix of cluster , respectively. It is worth noting that SFNMs are a flexible and powerful statistical modeling tool and can adequately model clustered structure with essentially arbitrary complexity by introducing a sufficient number of mixture components. Thus, strict adherence of the (in general, unknown) ground-truth data distribution to the form in (9) is not required in most real-world applications [30] , [34] . By incorporating (7) into (9), the SFNM model for pixel time series becomes (10) where and , with . Accordingly, the first term of (10) represents the corner clusters and the second term of (10) represents the interior clusters (as shown in Fig. 1 ). From Theorem 1 and SFNM model (10), the clustered pixel time series set is (approximately) confined within a convex set whose corner centers are the compartment TCs . It has been shown that significant computational savings can be achieved by using the EM algorithm to allow a mixture of the form (10) to be fitted to the data [30] , [34] . Determination of the parameters of the model (10) can be viewed as a "missing data" problem in which the missing information corresponds to pixel labels specifying which cluster generated each data point with denoting the indicator function. When no information about is available, the log-likelihood for the model (10) takes the form (11) where denotes the joint likelihood function of SFNM and . If, however, we were given a set of already clustered data with specified pixel labels, then the log likelihood (known as the "complete" data log-likelihood) becomes (12) where . Actually, we only have indirect, probabilistic, information in the form of the posterior responsibilities for each model m having generated the pixel time series
. Taking the expectation of (12), we then obtain the complete data log likelihood in the form (13) in which the are constants, and .
Maximization of (13) can be performed using the two-stage form of the EM algorithm, where the pixel labels are treated as missing data as aforementioned. At each complete cycle of the algorithm we commence with an "old" set of parameter values . We first use these parameters in the E-step to evaluate the posterior probabilities using Bayes theorem (14) These posterior probabilities are then used in the M-step to obtain "new" values using the following re-estimation formulas
2) APC Initialization: To reduce the likelihood of pixel time series clustering being trapped into local maxima, an effective and initialization-free affinity propagation clustering (APC) is attempted to initialize the parameter for the EM algorithm and to estimate the number of obtainable clusters [35] . APC simultaneously considers all data points as potential exemplars (cluster centers) and recursively exchange real-valued messages between data points until a high-quality set of exemplars and corresponding clusters gradually emerges. Let the "similarity" indicate how well the data point is suited to be the exemplar for data point ; the "responsibility" reflects the accumulated evidence for how well-suited data point is to serve as the exemplar for data point , and the "availability" reflects the accumulated evidence for how appropriate the data point chooses data point as its exemplar. Then, the responsibilities are computed based on (18) where the availabilities are initialized to zero and the competitive update rule (18) is purely data-driven. Whereas the responsibility update (18) allows all candidate exemplars to compete for ownership of a data point, the availability update rule (19) collects evidence from data points to support a good exemplar, where the "self-availability" is updated differently (20) Then, the availabilities and responsibilities are combined to identify exemplars; i.e., for a data point , its exemplar is identified as by (21) If , itself is a exemplar; otherwise is the exemplar of the data point . The update rules (18)- (20) are repeated iteratively, and for each iteration, APC makes decisions on the exemplars based on (21). The iteration is terminated when these decisions do not change for 10 iterations [35] .
One advantage of APC is that it does not need initialization for the exemplars, since the update rules are purely data-driven. A set of data points sharing the same exemplar can be considered as a cluster, with the exemplar being the cluster center. Therefore, the mean and the covariance matrix of this cluster can be estimated to initialize the parameter for the EM algorithm. Another advantage of APC is that the number of clusters need not be specified a priori but emerges from the message-passing procedure and only depends on the density distribution of the data points. This enables automatic model selection at clustering stage [35] .
C. Convex Analysis of Mixtures
At this point in our analysis procedure, each pixel time-course is represented by a group of cluster centers, where both the dimensionality and noise/outlier effect are significantly reduced. Given the obtained cluster centers , CAM is applied to separate pure-volume clusters from partial-volume clusters by detecting the "corners" of the convex hull containing all clusters of pixel TCs (theoretically supported by Lemma 1 and Theorem 1). Assuming the number of compartments is known a priori, an exhaustive combinatorial search (with total combinations), based on a convex-hull-to-data fitting criterion, is performed to identify the most probable corners. This explicitly maps pure-volume pixels to the corners and partial-volume pixels to the interior clusters of the convex hull.
Let be any size subset of . Then, the margin (i.e., distance) between and the convex hull is computed by (22) where . It shall be noted that if is inside then . Next, we define the convex-hull-to-data fitting error as the sum of the margin between the convex hull and the "exterior" cluster centers and detect the most probably corners with cluster indices when the criterion function reaches its minimum
The optimization problems of (22) and (23) can be solved by advanced convex optimization procedure described in [25] and an exhaustive combinatorial search (for realistic values of and , in practice), respectively. One important issue concerning CAM-CM method is the detection of the structural parameter in the model (the number of underlying tissue compartments or types), often called model selection [36] - [38] . This is indeed particularly critical in realworld applications where the true structure of the compartment models may be unknown a priori. We propose to use a widelyadopted and consistent information theoretic criterion, namely the minimum description length (MDL) [33] , [36] , [37] , to guide model selection. The major thrust of this approach is the formulation of a model fitting procedure in which an optimal model is selected from several competing candidates, such that the selected model best fits the observed data. MDL formulates the problem explicitly as an information coding problem in which the best model fit is measured such that it assigns high probabilities to the observed data while at the same time the model itself is not too complex to describe.
However, when the number of pixels is large as in DCE-MRI application, direct use of MDL may underestimate the value of , due to the lack of "structure" in classical compartment models (over-parameterization) [18] , [32] , [33] . We therefore propose to naturally adopt and extend the clustered compartment models into the MDL formulation [39] . The proposed clustered compartment model allows all pixels belonging to the same cluster to share a common , thus greatly reducing model complexity for a given value of (the number of convex hull corners). Specifically, a model is selected with tissue compartments by minimizing the total description length defined by [32] , [36] (24) where denotes the joint likelihood function of the clustered compartment model, denotes the set of cluster centers, and denotes the set of freely adjustable parameters in the clustered compartment model (see Appendix B for more detailed discussions).
D. Tissue-Specific Compartmental Analysis
Having determined the probabilistic pixel memberships associated with pure-volume compartments, for , , we can then estimate the tissue-specific compartmental parameters, namely and , , directly from DCE-MRI pixel time series , in which various compartment modeling techniques can be readily applied.
To specify which "exterior" cluster is associated with which compartment, we investigate the temporal enhancement patterns of the "exterior" cluster centers. From (1) and (2), is associated with the cluster of the fastest enhancement (reaching its peak most rapidly);
is associated with the cluster of th tissue type. We then compute and via (25) for . We then recall the relationship , and discretize the convolution (with discretization interval (/min)) to the following vector-matrix notation (26) by constructing a Toeplitz matrix (27) that is the sampled system impulse response. Then, the estimate of and can be obtained by solving the following optimization problem: (28) for . Finally, we can calculate the compartment TCs based on and , and then estimate the local volume transfer constants based on (4) via (29) that reflects the spatial heterogeneity of vascular permeability [8] .
IV. EXPERIMENTS AND RESULTS
In the absence of definitive ground truth about the volume transfer constants and flux rate constants in the tumor, the validation of a new method for tissue-specific compartment analysis of DCE-MRI data is always problematic. We propose therefore to first validate CAM-CM on realistic simulation data for the typical case of , where there are two tissue compartments: fast flow and slow flow, and the input function. The case has been widely considered in previous studies [8] , [18] , [21] , [40] . We then proceed to evaluate the method using real DCE-MRI data.
A. Experiment Design and Data Analysis
All the data sets were analyzed according to the algorithm described in Fig. 1 . We tested CAM-CM on realistic simulation data, comparing the estimates of kinetic parameters produced by CAM-CM to the ground truth, both in terms of biases (accuracy) and variance (reproducibility) of the estimates, measured over 50 replicated data sets. For comparison purposes, we also evaluated three most relevant methods, including two ROI/subROI-based methods-classic CM and IQML [7] , [13] , and one pixel-based method-IML-CM [18] , with randomized initialization of kinetic parameters within a pre-specific realistic range [13] , [41] . We assess the performance of these peer methods using the same procedures as for CAM-CM. Specifically, classic CM and IQML require the input of predefined compartment ROIs that can often be acquired by winner-take-all classification of local volume transfer constants at each pixel [22] . To illustrate the impact of PVE elimination, we also report the reduction of relative bias achieved by CAM-CM over the peer methods, calculated as . To assess the accuracy of estimated local volume transfer constants produced by CAM-CM and IML-CM, we calculated the root mean-square fitting error (RMSE) defined by [16] (30) for , where is the ground truth compartmental volume transfer constant for compartment , is the ground truth local volume transfer constant for pixel and compartment , and is the estimate of . We tested CAM-CM on four real DCE-MRI data sets acquired for breast cancer studies [1] , [42] . We visually examined the convexity of projected pixel time series via the top two convexity-preserved projections. The convexity-preserved projections pursues two orthonormal bases that project the data points onto a 2-D space where the margin (i.e., distance) between the data points outside the convex hull and the convex hull [see (22) ] is minimum.
In all four data sets, we observed that compartments were sufficient to describe the scatter plots via a three-corner convex set. Additional compartments can be used to account for the noisy data points in the imperfect convex hull. However, these compartments become difficult to interpret [13] , [16] . For comparison purposes, we analyzed the data using , 5, 6 and observed noise-like and biologically implausible TC patterns associated with these additional compartments. In addition, we also applied the proposed MDL criterion based on clustered compartment model to these four data sets (see (24) and Appendix B); where MDL achieves its minimum values when for all cases. We, therefore, use compartments in the CAM-CM analysis. The number of clusters takes integer values between 12 and 18, determined automatically by the APC algorithm [35] . In addition to estimating kinetic parameters, we also plot the estimated compartment TCs, the local volume transfer constant maps, and the fitting error between the parametric compartment TCs and non- Fig. 3 . The spatial distributions of the compartments and TCs associated with the compartmental kinetic parameters used in the realistic DCE-MRI simulations. The nontumor background is denoted by "carpet texture" and the compartment pure-volume distributions are denoted by three partially-overlapped gray regions. The boundaries of the overlapping compartment pure-volume regions are also illustrated in "boundary map." parametric compartment TCs . To illustrate the existence of PVE and impact of partial-volume correction, we compared the dissected tissue-specific compartment TCs and overall ROI-based TCs.
B. Synthetic Data and Simulation Studies
To validate CAM-CM, we reconstituted a large set of synthetic DCE-MRI time series by multiplying customized local volume transfer constant maps by known compartment TCs (Fig. 3) . Such mixtures mimic the common scenario in DCE-MRI of actual tumors [1] , [8] , [9] , [21] , [41] . Specifically, four sets of compartment TCs were synthesized according to the ground truth kinetic parameter values listed in Table I and were sampled at for [41] . The three customized local volume transfer constant maps were synthesized based on the maps given in Fig. 3 multiplied by the compartment listed in Table I , where takes one of the vectors for pure-volume pixels, one of the vectors for two-tissue compartment partial-volume pixels, and equal-weight vector for three-compartment partial-volume pixels. To account for object variability, we superimposed maximally 15% relative object variability to by introducing a zero-mean Gaussian perturbation term, where negative values were truncated to zero and was re-normalized. For highly unlikely pixels with all three negative values, we simply eliminated them from the synthetic data sets. To account for experimental noise, we introduced a zero-mean Gaussian term with covariance matrix to each pixel kinetics , where the values of were chosen according to the three signal-to-noise ratio (SNR) levels listed in Table I and defined by [29] (31)
We report the results of the analysis of total 600 ( ) synthetic data sets, where 50 replicated data sets were generated for each of the 12 parameter settings. We compared the estimated tissue-specific compartmental kinetic parameter values by CAM-CM with the ground truth and observed consistent high estimation accuracy in terms of low estimation biases and variances (Table I) . From these experimental assessments, the capability of CAM-CM approach is evident as the estimates of tissue-specific kinetic parameters are very close to the ground truth even with significant PVE present in a large number of pixels in the synthetic data sets.
Accurate correction of PVE enables the maximization of information obtainable from DCE-MRI of a heterogeneous tumor [1] , [3] , [9] , [10] . To estimate the beneficial impact of eliminating PVE to tissue-specific compartment analysis, we analyzed the same data sets using two ROI-based methods: classic CM and IQML. The extensive experimental results show that CAM-CM significantly and consistently outperform the two peer methods on almost all data sets in terms of much lower estimation biases and variances (the most accurate estimates are marked as bold numbers for each scenario and noise level in Table I ). Since classic CM and IQML do not explicitly correct PVE present in the overlapping areas of different compartments, large resulting biases in the tissue-specific kinetic parameter estimates are expected. On the other hand, the experimental results show the efficacy of CAM in eliminating the impact of PVE and reducing the estimation biases. Specifically, on estimation, CAM-CM achieved 25%-84% and 57%-92% reductions in relative bias over classic CM and IQML, respectively; on estimation, CAM-CM achieved 68%-93% and 64%-94% reductions in relative bias over classic CM and IQML, respectively; on estimation, CAM-CM achieved 85%-98% and 57%-92% reductions in relative bias over classic CM and IQML, respectively; on estimation, CAM-CM achieved 61%-99% and 50%-98% reductions in relative bias over classic CM and IQML, respectively.
To further illustrate the inevitable impact of PVE to the estimation bias of the tissue-specific kinetic parameters produced by classic CM and IQML, we used the true values of the kinetic parameters (ground truth) to initialize the classic CM and IQML algorithms. As expected (Table II) , the experimental results show that the parameter estimates actually moved away from the initial, ground truth values, approaching the biased values similar to those summarized in Table I .
To validate CAM-CM in reconstructing local volume transfer constant maps based on (27), we calculated the RMSE between the estimated tissue-specific compartmental kinetic parameter values by CAM-CM and the ground truth using (28) and observed consistent high estimation accuracy. Specifically, on data sets with scenario 1 parameter settings and 15 dB SNR, CAM-CM achieved quite low RMSE (mean standard deviation calculated over 50 replicated data sets), with , , and , respectively. We then analyzed the same data sets using the pixel-based method, IML-CM [18] , and observed much higher RMSE, with , , and , respectively. Fig. 4 shows the local volume transfer constant maps estimated by CAM-CM and IML-CM, respectively. In addition, tested on the synthetic data TABLE I  KINETIC PARAMETER VALUES ESTIMATED BY CAM-CM, CLASSIC CM, AND IQML METHODS ON THE SIMULATION DATA SETS, WITH RANDOM INITIALIZATION   TABLE II  KINETIC PARAMETER VALUES ESTIMATED BY CLASSIC CM AND IQML  WITH ALGORITHMS BEING INITIALIZED BY THE GROUND TRUTH sets with ground truth flux rate constants min and min , CAM-CM produced more accurate and reliable estimates of min and min as compared to the highly biased and unstable estimates of min and min produced by IML-CM. To determine whether the proposed MDL criterion (see (24) and Appendix B) selects the correct number of underlying tissue compartments , we calculated the MDL values for and found that MDL achieves its minimum values when , indicating the efficacy of the proposed MDL criterion in determining correct model structure. Fig. 5 displays the calculated MDL values (for scenarios [1] [2] [3] [4] when .
C. Real DCE-MRI Data Studies
As aforementioned, classic compartment modeling methods are oblivious to tissue heterogeneity. They can neither distinguish between variations in kinetic patterns resulting from actual physiological changes versus differences in tissue-type composition, nor identify the contributions of different compartments to the total measured tracer concentration. Therefore, their power to detect mechanistic change of kinetic patterns could be significantly confounded by tumor variations under different tissue-type compositions [1] , [9] . We first considered a T1-weighted gadolinium-enhanced (Gd-DTPA) DCE-MRI data set (collected by P. L. Choyke, NIH Clinical Center) of an advanced breast cancer case [11] , [12] (Fig. 1) . The three-dimensional DCE-MRI scans were performed every 30 s for a total of 11 min after the injection, on a 1.5T magnet using three-dimensional spoiled gradient-echo sequences ( , , flip , matrix , 0.5 averages). Typically, 12-15 slices are obtained and 15-18 time frames are acquired for each case.
We applied the proposed MDL criterion together with clustered compartment model to detect the number of underlying tissue compartments, and observed that with , MDL achieves its minimum value [see Fig. 6(a) ]. We therefore set for this data set. Our CAM-CM analysis reveals two biologically interpretable compartments with distinct physiological kinetic patterns [ Fig. 7(c) ]: 1) Fast-flow: fast clearance rate of the tracer; 2) Slow-flow: very slow tracer kinetics. They are associated with local volume transfer constant maps with different spatial distributions [ Fig. 7(d) ]: 1) Fast-flow: peripheral "rim" region of the tumor; 2) Slow-flow: inner "core" region of the tumor. As can be expected, the overlap of regions (partial volume pixels) that was noticed on these maps cannot be obtained in the ROI studies. Our analysis indicates that the tumor site contains a significant fraction (84.3%) of partial volume pixels, which can be visually observed from and verified by the "filled" three-corner convex hull of the projected pixel time series scatter plot [ Fig. 7(a) ]. As shown by the dissected and overall TC dynamic patterns [ Fig. 7(c) versus (b) ], the values found for the kinetic parameters by CAM-CM demonstrate that the tumor site contains rapid and slow tracer clearance compartments and estimated varies from pixel to pixel, which otherwise could not be seen if tissue heterogeneity was not taken into account [9] . The outcomes of CAM-CM analysis are plausibly consistent with the previously reported heterogeneity within tumors [1] , [9] , [11] , [42] . Since angiogenesis is essential to tumor development, it has been widely observed that active angiogenesis in advanced breast tumors often occurs in the peripheral "rim" with co-occurrence of inner-core hypoxia [1] , [43] . Defective endothelial barrier function due to vascular endothelial growth factor (VEGF) expression is one of the best-documented abnormalities of tumor vessels, resulting in spatially heterogeneous high microvascular permeability to macromolecules [1] , [9] , [11] . Specifically, tumor neovasculature is abnormal-leaky vessels, chaotic and tortuous structure, and dead ends, giving rise to a rapid enhancement and gradual washout pattern [11] . At the same time, as a tumor grows, it rapidly outgrows its blood supply and requires neovessel maturation, leaving an inner core of the tumor with regions where the blood flow and oxygen concentration are significantly lower than in normal tissues, gives rise to a much slower accumulation and minimum washout pattern [11] , [44] . In fact, the estimated maps reveal regions of differential function that correlate with differential gene expression involved in angiogenesis [11] , [42] . Furthermore, the CAM-CM estimated values of min and min were generally consistent with the parameter values ( min and min ) reported by the most relevant studies [41] .
As an example of a more complex problem, we considered the data sets arising from a longitudinal study of tumor response to anti-angiogenic therapy using similar imaging protocols (Figs. 8-10 ) [1] , [11] , [42] . Three sets of DCE-MRI data were acquired before, during, and after the treatment period, each three months apart, serving as the potential endpoints in assessing the response to therapy. We calculated the MDL values based on (24) for , and MDL suggests for all these three data sets [see Fig. 6(b)-(d) ]. On data set 1 (baseline), our CAM-CM analysis reveals two biologically interpretable compartments with distinct physiological kinetic patterns [ Fig. 8(c) ]. They are associated with local volume transfer constants maps with a significant fraction (72.4%) of partial volume pixels [ Fig. 8(d) ], which can be visually observed from the "filled" three-corner equal-lateral convex hull of the projected pixel time series scatter plot [ Fig. 8(a) ]. This represents a relatively less aggressive and early stage breast tumor with relatively higher permeability min in its fast-flow pool and relatively lower permeability min in its slow-flow pool (Table III) . As expected, local volume transfer constants maps do not show any visible rim-shape region of aggressive angiogenesis or inner-core region of hypoxia but rather more uniform distributions of the two compartments.
On data set 2 (the same tumor, acquired during the treatment), our CAM-CM analysis reveals two biologically interpretable compartments with distinct, yet with much closer physiological kinetic patterns [ Fig. 9(c) ]. They are associated with local volume transfer constants maps with a significant fraction (61.8%) of partial volume pixels [ Fig. 9(d) ], which can be visually observed from the "filled" three-corner convex hull of the projected pixel time series scatter plot [ Fig. 9(a) ]. The CAM-CM estimated values of min and min indicated much reduced permeability in its fast-flow pool and slightly increased permeability in its slow-flow pool (Table III) , while local volume transfer constant Fig. 9(d) ]. On the data set 3 of the same tumor acquired after the treatment period, our CAM-CM analysis reveals two similar compartments with largely converged physiological kinetic patterns [ Fig. 10(c) ]. They are associated with local volume transfer constants maps with a significant fraction (59.4%) of partial volume pixels [ Fig. 10(d) ], which can be visually observed from the blended obtuse-isosceles triangle convex hull of the projected pixel time series scatter plot [ Fig. 10(a) ]. The CAM-CM estimated values of min and min indicate significantly reduced overall vascular permeability (Table III) , while local volume transfer constant maps reveal globally reduced yet only isolated angiogenic activities [ Fig. 10(d) ].
The outcomes of CAM-CM analysis here are plausibly consistent with the reported observations on tumor response to antiangiogenic therapy [1] , [3] , [5] , [9] , [11] , [12] , [43] . The interaction between angiogenic inhibitors and tumor vasculature is a complex process depending upon the doses and timing of the applied therapeutic agents [5] , [9] . For example, controlled antiangiogenic therapies not only destroy aggressive angiogenesis but also transiently "normalize" the abnormal structure and function of surviving tumor vasculature to make it more efficient for oxygen and drug delivery. Initial results from trials of angiogenesis inhibitors monitored with DEC-MRI suggest that before therapy, the tumors are often highly and heterogeneously perfused and permeable, while soon after successful therapy begins, dramatically decreased perfusion and permeability can be detected [1] , [11] . In breast cancer, a decrease in transendothelial permeability has been reported to accompany tumor response to therapy [9] , [11] . We note that tumor induced vascular activities were significantly reduced as an early response to therapy, where most noticeable is the large and consistent drop in the relative fraction of the map and permeability rate (slower initial enhancement, decreased amplitude, slower wash-out) [11] . We note that the tumor vasculature is intrinsically heterogeneous and, as a result, the whole tumor region may not demonstrate responses to antiangiogenic therapy that occur in some parts of the tumor but not in other parts [12] . We also note that tumor islands of persistent enhancement have escaped the effects of therapy, representing previously reported foci of resistant and more aggressive clones within a tumor [3] , [11] . Once again, the CAM-CM estimated values of min were generally consistent with the parameter values of min reported by the most relevant studies [41] .
V. CONCLUSION AND DISCUSSION
In this paper, we have addressed the critical yet subtle issue of spatially-mixed pixel-wise partial volume effect in multi-compartment modeling applied to kinetic parameter estimation using real DCE-MRI data [3] , [9] - [12] . We have presented the CAM-CM approach to implement tissue-specific compartment modeling of DCE-MRI on complex tumors, which combines multivariate pixel time-series clustering, convex geometry analysis of the clustered scatter plot simplex, and PVE-free compartment modeling (Fig. 1) . As illustrated both by extensive realistic simulations with significant PVE (more than 50% of pixels being spatially-mixed pixel-wise partial-volume pixels) and by real examples, CAM-CM can be very effective at revealing multi-compartment structure within the DCE-MRI data of highly heterogeneous tumors, eliminating partial-volume pixels, and estimating tissue-specific kinetic parameter values. The multiform summaries of Figs. 7-10 are visually simple to interpret, yet still convey considerable mathematical insights. While the effectiveness of many attempts on tissue-specific compartment modeling is often data-dependent given the challenging nature of the task, we would expect the CAM-CM method, with publicly available open-source software package, to be a very useful tool for the exploratory analysis in many research and clinical applications.
It is important to emphasize that in compartment modeling there is no absolute ground truth about the underlying physical model, and so it is difficult to validate the merits of a particular tissue-specific compartment modeling technique. This is one reason, clearly, why there are repeated discussions on the problems associated with tissue heterogeneity in compartment modeling [1] , [3] , [9] - [12] , [21] . We note that we have opted for mathematical identifiability as opposed to large-scale assessment in designing our method. Our primary goal was to demonstrate that convex analysis of the clustered pixel time-series scatter plot simplex is able to separate pure-volume pixels from spatially-mixed partial-volume pixels and to achieve PVE-free tissue-specific compartment modeling. Our studies suggest that using a sufficient number of pure-volume pixels detected by clustered CAM as we do here combines the advantages of high-SNR sub-ROI based methods and less-PVE pixel-based methods [3] , [9] , [11] , [12] , [14] , [22] , [23] , leading to a substantial improvement in the accuracy and reproducibility of multi-compartment kinetic parameter estimation. We have not explored the full flexibility that this method readily allows, with different numbers of clusters, . Presumably, equal or better performance could be achieved with more clusters if more pixels were available. We may readily extend our method to incorporate spatial prior knowledge in place of the pixel time-series clustering in the current CAM-CM framework [16] .
In relation to previous work, the concept of isolating subROIs or single pixels for compartment or parametric analysis can be traced back to Zhu et al. [14] , Hayes et al. [45] , Li et al. [2] , and Mayr et al. [46] , and was further developed by Riabkov et al., [13] , Yankeelov et al. [43] , and Kelm et al. [16] by incorporating spatial prior knowledge (adjacent smoothness) or histogram analysis. As pointed out by Padhani and Leach [3] , [19] and Cinotti et al. [22] , pixel-based approaches attempt to visually appreciate tissue heterogeneity (thus being able to spatially match diagnostically-important tumor vascular characteristics) and remove the need to selectively place user-defined sub-ROIs, while at the cost of having poor SNR and less quantitative interpretability. It is important to emphasize that an additional limitation associated with these approaches is the inability to address spatially-mixed pixel-wise partial-volume effect, while the CAM-CM approach discussed in this paper permits robust identification of pure-volume pixels and subsequent PVE-free multi-compartment modeling. There is some similarity between the present method and our earlier work [18] which explicitly incorporates the PVE model (3) into a pixel-based maximum likelihood framework and so offers the potential for unbiased multi-compartment modeling. As well as again a key distinction is that the CAM-CM approach also allows to minimize the noise effect on modeling by aggregating pixels in a few clusters. Thus, it avoids a pixel by pixel compartmental analysis where noise would be maximum due to the lack of statistical accuracy [22] .
A software implementation of the CAM-CM algorithm in open-source MATLAB is freely available online.
APPENDIX A
Proof of Lemma 1:
By the definition of convex set [25] which, together with the fact and , implies .
Proof of Theorem 3:
Since represents the ideal sourcespecific dominance for the th tissue compartment based on the definition of a pure-volume pixel, we can measure the degree of source-specific dominance in by the Kullback-Leibler (KL) divergence [47] (A10) Similarly, we can evaluate the source-specific dominance in any interior pixel of the convex hull defined by the corners , which is sufficiently close to (i.e., for with being the percentage of th tissue compartment in pixel ), by the KL divergence Since and for , ignoring the second-order terms [48] , we may, therefore, write 
APPENDIX B
Our aim herein is to use MDL criterion [32] , [36] and the CAM-CM estimates to select the best value of automatically (the number of convex hull corners or tissue compartments). Since the number of pixels is large as in DCE-MRI application, direct use of MDL may underestimate J, due to the lack of "structure" in classical compartment models (over-parameterization) [18] , [32] , [33] . We, therefore, propose to naturally adopt and extend a clustered compartment model into the MDL formulation [39] .
In the clustered -tissue compartment model, we allow all pixels belonging to the same cluster [identified from SFNM, see (9) and (10)] to share a common local volume transfer constant, namely with length , . Letting be the th cluster center associated with , from (4), we can express the clustered compartment model as follows: (B1) where is the modeling residual noise assumed to follow zero-mean white Gaussian distribution with variance . The corresponding minimum description length (MDL) [36] is then given by (B2) where , is the likelihood function for the clustered compartment model, is the set of freely-adjustable parameters in the clustered compartment model, is the cardinality of , and is the length of . We specify as follows. From (3)- (4), are parameterized by , . Furthermore, is parameterized by based on the well-known exponential model [13] , [18] . Then, together with and , we have thus . Based on CAM-CM estimated determined by and , and and obtained by the maximum-likelihood estimation we can express the joint likelihood function in the MDL given by (B2) as (B3)
