Adolescent substance abuse: predictors of treatment outcomes by Charania, Amina
Retrospective Theses and Dissertations Iowa State University Capstones, Theses and Dissertations 
1-1-2002 
Adolescent substance abuse: predictors of treatment outcomes 
Amina Charania 
Iowa State University 
Follow this and additional works at: https://lib.dr.iastate.edu/rtd 
Recommended Citation 
Charania, Amina, "Adolescent substance abuse: predictors of treatment outcomes" (2002). Retrospective 
Theses and Dissertations. 19808. 
https://lib.dr.iastate.edu/rtd/19808 
This Thesis is brought to you for free and open access by the Iowa State University Capstones, Theses and 
Dissertations at Iowa State University Digital Repository. It has been accepted for inclusion in Retrospective Theses 
and Dissertations by an authorized administrator of Iowa State University Digital Repository. For more information, 
please contact digirep@iastate.edu. 
Adolescent substance abuse: Predictprs of treatment outcomes 
by 
Amina Karim Charania 
I 
A thesis submitted to the gtaduate faculty 
in partial fulfillment of the require4ients for the degree of 
i 
MASTER OF SC If NCE 
I 
Major: Human Development and Family ~tudies (Child Development) 
I 
Program of Study Co mittee: 
Alice Thieman (Major rofessor) 
Jacques Lemp rs 
Stephen Aign r 
! 
Iowa Stale Univ~rsity 
Ames, Iowal 
2002 
11 
Graduate College 
Iowa State University 
This is to certify that the m~.ster's thesis of 
Amina Karim Ch~rania 
has met the requirements of Iowa State University 
Signatures have been redacted for privacy 
111 
Table of Contents 
List of Tables 
Abstract 
Introduction 
Review of Literature 
Methods 
Results 
Discussion 
References 
Acknowledgments 
1V 
v 
1 
3 
27 
33 
52 
66 
71 
1V 
List of Tables 
Table 1 a. Definition of Variables and Descriptive St 'tistics (Mean and Standard 
1 
Deviation) 28 
Table lb. Definition of Variables and Descriptive Statistics (Percentage) 30 
Table 2. Analyses of Gender Differences (One Way Analysis of Variance) 3 5 
Table 3 . Analyses of Gender Differences (Chi-squar~ Statistics) 3 7 
Table 4. Regression Analysis of the Four Variable Sets with Frequency2 as the 
Dependent Variable 39 
I 
Table 5. Betas and p Values of the Variables in the Four Predictor Sets with 
Frequency2 as the Dependent Variable 40 
Table 6. Regression Analysis of the Four Sets With ~rrests2 as the Dependent 
Variable 42 
Table 7. The Betas and p Values of the Variables in t~e Four Predictor Sets with 
Arrest2 as the Dependent Variable 43 
Table 8. Regression Analysis of the Four Variable S is with Daysmissed2 as the 
Dependent Variable 44 
Table 9. Betas and P Values of the Variables in the Four Predictor Sets with 
Daysmissed2 as the Dependent Variable 45 
Table 10. Logistic Regression with Completion of Treatment as the Dependent Variable 49 
e e ' Table 11. Logistic Regression with Termination of Treatment as the Dependent Variable 50 
Table 12. Logistic Regression with Client Left as the' Dependent Variable 51 
V 
Abstract 
The purpose of this study was to explore the various drug, demographic, participant, 
and treatment characteristics predicting treatment completion and other treatment outcomes 
for 1148 adolescents receiving publicly funded substance abuse treatment. The data for the 
present study were extracted from a larger study evaluating substance abuse treatment that 
was funded by Medicaid in a Midwestern state. Step ise regression analyses indicated that 
treatment characteristics (e.g., multiple entries in trealtment and type of treatment) predicted 
frequency of drug use and days missed at school during treatment. However, treatment 
characteristics failed to predict participants' arrests during treatment. Participants' arrest 
history and gender predicted arrests that occurred dining treatment. Discharge status was 
predicted by characteristics of the treatment programs and characteristics that participants 
brought to the treatment. For example, being white a~d being referred from the criminal 
r 
. . justice system predicted completion of treatment. Usk of marl~uana, being male, having 
repeated entries in treatment, and having multiple arrests predicted involuntary termination of 
treatment. And, those participants who were older in :age at admission were more likely to 
drop out of treatment. There were many gender differences found in the initial analyses 
using ANOVA and Chi-square statistics. For example, compared to males, females tended to 
miss more days at school, had multiple hospitalizations, and entered the treatment at an 
earlier age. Males tended to have multiple arrests, w re more likely to live with families, and 
started using drugs at an earlier age than did females ~ However when combined with other 1 
variables in regression analyses gender was suppressed and only predicted number of arrests 
during treatment. 
1 
Introduction 
For too long, in too many Maryland neighborhoods, addicts could buy drugs 
more easily than they could get treatment. We're beginning to turn that 
around. Every time we help free an addict from addiction, a child is less likely 
to be abused, a neighborhood is made safer from crime and there is one more 
person able to contribute to their community. j 
(Lt. Governor Townsend, Chair of the Maryl~.nd Drug Treatment Task Force). 
Nearly 200 million people in the world are addicted to illegal drugs, the numbers are 
quickly rising and so are the problems associated wit drug abuse like HIV/AIDS and crime, 
leading to destruction of lives, careers, and society. There are many other explicit or implicit 
costs that the family, government, and society bear. ~'hese include economic costs like health 
care costs, productivity loss (as a result of abusers jailed, disabled, or dying prematurely), the 
effects on the victims of the abusers, the costs of crime and criminal justice, social welfare, 
motor vehicle crashes, or fires. Researchers at the Lewin Group (Office of National Drug 
Control Policy, 2000) reported a total of $160,664 m~llion spent in 2000 on drug abuse, of 
which $14,899 million was spent on health care costs, $110,491 million on productivity 
losses, and $3 5,274 million on other costs. 
Alcohol and drug abuse among teenagers 
Walters, director of the White House Office of National Drug Control Policy, 
aptly described the present scenario of adolescents' use and abuse of drugs as, "it is 
simply astounding that students today are almost as 1 kely to light up a j oint or use 
another illegal drug as they are to smoke a cigarette.' (Monitoring the Future survey finds 
drug use stable, tobacco use down, 2001). 
One of the nation's largest independent surveys in the year 2000-2001 was 
conducted by Pride Surveys designated by Federal law as a measure of performance of 
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the White House drug policy. Students (N = 75,804) from grades 6-12 were surveyed 
during the 2000-2001 school year. The results revealed that, among senior high school 
students, more than one in five (22.5%) used an illicit drug monthly, and more than one 
in three used an illicit drug at least once during the past school year. The survey also 
stated that, although there was a 34% decrease in dr use from 1996-97 to 2000-01 in 
sixth to eighth grade students, in ninth to twelfth gra~ers it fell only at a rate of nine 
percent. Drug use hovered at 41 %for twelfth grader during the last five years (Pride 
Surveys, 2001). 
According to King (as cited in Morrison, 199p) illicit drugs are easily available to 
adolescents; they are an easy, quick, and cheap way t 
a means to gain acceptance from peers and reduce feE 
other unpleasant feelings typical of their age and surr 
o feel good. Abusing drugs provides 
dings of depression, tension, and 
oundings. These characteristics of 
adolescents, accepted and debated in many research articles, may help explain the 
widespread drug abuse among teenagers across the whole nation. 
The present study examined various drug, demographic, personal, and treatment 
characteristics of the adolescents aged 13 to 18 years old from a lower income group, 
who received substance abuse treatment that was funded by Medicaid. In addition to the 
use of drugs the study also explores some of the behaviors related to arrests and missing 
days at school. 
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Review of Lit rature 
Shoemaker (2000) in his book "Theories of Delinquency" reviewed different theories 
explaining the etiology of delinquency. Some of the theories in his book explaining 
delinquency are discussed in the following section. 
Control theory of delinquency 
The basic assumption of control theory is tha human beings should be controlled in 
order to repress delinquent or criminal acts. The theory also claims that delinquency is to be 
expected and that it is universal. If delinquency is so obviously expected then one of the most 
important questions to be asked is what factors separ~.te delinquents from non-delinquents. 
This leads to the third assumption that delinquency i~ the result of deficiency, the absence of 
a working control mechanism. Thus, youth who commit delinquent acts are seen as 
psychologically (example, self concept or self estee or socially (example, family, schools) 
unattached, and uncontrolled (cited in Shoemaker, 200). Based on the above assumptions of 
control theory, it would be interesting to examine psychological disorders and living 
arrangements of the adolescent sample in the present study. 
Structural theories of delinquency 
Structural theories explaining delinquency can. be understood by looking at the 
following two examples: Cohen's middle-class measuring rod and Cloward and ~hlin's (as 
cited in Shoemaker, 2000) theory of differential opportunity structure. 
Cohen and the middle-class measuring rod 
The middle-class measuring rod uses the norms and values of the middle class like 
punctuality, neatness, cleanliness, non-violent behavior, etc. These norms and values serve to 
evaluate the school performance and other behaviors of adolescents. The theory is based on 
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four assumptions: (1) a relatively high number of lower-class youth, and in particular males;
perform poorly in schools; (2) delinquency is related to their poor school performance; (3) 
poor school performance is due to conflict between the middle-class-values of the school 
system and the values of lower class youth; (4) the lower-class male delinquency usually 
takes place in a gang, with the function of nurturing 
delinquent members. 
According to Cohen (as cited in Shoemaker, 
ntisocial values and self-concepts of its 
2000) the lower-class child is most 
likely taught spontaneous and aggressive behavior ert~phasizing immediate gratification and 
practical returns for obedience (for example, buy an zce-cream when the child cries for it, or 
buy an ice-cream when the child does not throw tantrums about going to school). On the 
other hand, the middle-class child is taught to value ambition, individual responsibility, 
achievement and success in all the fields, to defer gratification, to do long-range planning and 
budgeting, to behave courteously toward others including strangers, to be non-violent, to use 
leisure time constructively, and to respect other peop e's property. 
Middle-class values and standards are the most acceptable ones in school, and lower-
class youth are evaluated on these middle-class standards. Lower-class youth first aspire to 
the middle-class standards; however, repeated failures to acquire the middle-class values 
makes individuals use reaction formation (Freudian defense mechanism), thereby leading to a 
gradual rejection of the school system and its adopted middle-class values. The rejection also 
turns into violent behavior like terrorizing other students at the playground, destroying things 
in the gym and books at the libraries, harassing the teachers, etc. These youth then turn to 
their peer-gang to boost self-concept, gain acceptance, and nurture their hostility towards 
middle-class society. 
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However, Cohen did not generalize that all lower class youth will turn to 
delinquency; he classified them into three groups based on the family, neighborhood and 
personality conditions. Some lower-class youth turn out as "college boys," doing well in 
school and adopting the middle-class world altogether. Others become either "corner 
boys"(accepting the lower-class situation) or turn to e inquency. 
Cloward and Ohlin's theory of differential opportune y structure 
In contrast to Cohen's explanation of lower-Class delinquency, Cloward and Ohlin's 
(as cited in Shoemaker, 2000) theory of different opportunity structure assumes that lower 
class male delinquents are goal oriented beings and are rationally capable of assessing their 
economic situation and therefore make necessary plans for their future. The theory proposes 
that delinquency among the lower class American youth, and specifically males, is due to the 
blocked economic opportunities by conventional institutions in America (educational, 
legislative, religious). The nature of this delinquency is dependent on the type of the 
neighborhood and the peers. These neighborhoo s and peers, in addition to economic 
deprivation, lead to delinquent behavior. Thus, his theory proposes that just as the 
opportunities to engage in conformist behavior are not equally distributed, the opportunity to 
commit illegal acts is also distributed unevenly in society. 
Cloward and Ohlin (as cited in Shoemaker, 2i 
gang behaviors based on the presence of an adult crir 
adult criminal in the neighborhood provides a role m 
00) further described two different 
Final in the gang. The presence of an 
del to the lower class youth and teaches 
them skills and techniques relevant to criminal behavior. This adult criminal and the young 
people form an organized and stable gang that is more oriented towards planned theft and is 
less violent than the gangs where this kind of adult figure is missing. The gangs where the 
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adult criminal is missing are characterized as violent; impulsive and driven by immediate 
rather than delayed gratification. These kinds of gangs are called conflict gangs, as these 
acutely frustrated youth function in the absence of both the conventional and the criminal 
role model. Adolescents in these groups use violence as a means of obtaining status in the 
neighborhood because they do not have the non-violent, theft oriented avenues that are 
i 
present in the gangs with the adult criminal. In other neighborhoods, irrespective of the 
presence of a stable adult criminal, gangs develop th~.t are characterized by drug use. These 
i 
gangs are called retreatist gangs. The young member of this an are described as "double ~ g g 
failures," as they fail to survive in either the conventional or the criminal world. However, 
not all double failures become members of retreatist gangs, some turn out to be corner boys. 
The authors further suggest that whether the youth develops into a corner boy or a retreatist 
boy depends on the personality of the youth and his circumstances. The retreatist gang often 
emerges after their involvement with conventional ar~d criminal gangs. However, an 
inappropriate behavior in the gang or abusive use of ¢bugs may lead to rejection by the gang 
members and subsequent movement into a retreatist lifestyle. 
For several years researchers in the area of su~stance abuse have found a range of co- 
existing variables that sometimes predict substance muse related outcomes like crime, low 
academic achievement, etc. Among the most commo$~ly discussed predictors of these 
substance abuse related outcomes are age of the subs~ance abuser when he/she first used 
drugs, type and frequency of substance, previous arr st history, and geographical location. 
The relevant literature reviewing these variables foil ws. 
Drug Characteristics 
Kandel and Yamaguchi (1993) used aself-administered structured questionnaire to 
evaluate the patterns of drug involvement in adolescents and investigated the role of crack 
and cocaine in patterns of drug involvement. The subjects were 1108 12th graders attending 
New York state public and private schools. The results showed that cigarettes and alcohol 
were the first substances used at an average age of 1 ~.1 years. Marijuana was the next 
substance likely to be used at the average age of 14.6 years, 2.5 years after cigarette or 
alcohol use. The use of crack at 15.8 years of age anc~ cocaine at 1 S .9 years of age started 
about a year after the initial use of marijuana. There were also gender differences. Alcohol 
use played an important role for boys and cigarette smoking played an important role for 
girls in the progression to the use of various other dr~.g. Age at first use significantly 
predicted further progression to other drugs like cocaine; thus, the earlier an adolescent began 
using illicit drugs, the more likely s/he would progress to harder drugs. Adolescents who 
progressed to using cocaine and crack had started with cigarettes, alcohol, or marijuana two 
years earlier than those who did not progress to cocaine use. The mean age of onset for 
cigarette use was 11.5 years for cocaine users who did not use crack, 11.1 years for crack 
users, 13.1 years for adolescents who only used alcohol or cigarettes, and 12.6 years for those 
who progressed to the use of marij uana. Cocaine and crack users started using marijuana 
almost two years earlier (13.5 and 13.2 years respectively) than those who remained 
exclusively marijuana users (15.2 years). Crack users. initiated the use of cocaine almost a 
year earlier (15.2 years) than those who used cocaine but not crack (16.2 years). 
A study by Golub and Johnson (1994), published a year after the Kandel and 
Yamajuchi study, found that marijuana had taken the place of alcohol in predicting the later 
use of more serious substances like cocaine, crack, and heroin. Golub and Johnson's subjects 
were 1003 serious drug abusers and sellers (patients from drug treatment centers, released 
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arrestees, and drug sellers in the streets). The findings of the study supported the hypothesis 
that alcohol is not a prerequisite for progression to marijuana, and marijuana use nearly 
always preceded the use of other substances such as cocaine, crack, and heroine. 
Chassin, Pittis, and Prost (2002) did a study that aimed to explain multiple trajectories 
of binge drinking and their predictors from adolescenits to emerging of adulthood. Also, the 
goal was to predict the later outcomes of each traj ect~ry. Participants were 23 8 children of 
alcoholics and 208 controls, taken from an ongoing longitudinal study. At the initial stage of 
data collection the mean age of the participants was 13.22 years, later there were three annual 
assessments and a follow up 5-7 years later. Interviews were conducted using computers 
(computer-assisted interviews) at families' homes or on campus. However, family members 
were also interviewed at the same time to avoid any contamination. The various trajectories 
found were: (1) a group of nonbingers who never had more than five drinks in a row, (2) a 
group of early-heavy drinkers who started drinking at a very early age and subsequently 
started drinking heavily later, (3) the infrequent group who started drinking early but their 
drinking frequency remained infrequent or occasional, and (4) late-moderate group who 
started drinking late in adolescence and their drinking later remained moderate. The early 
heavy group was the most critical in terms of developing alcohol and drug dependency and 
other social consequences that may result in clinical diagnoses. In adolescence, this group 
showed risk factors like antisociality and parent alcoholism. Interestingly, this group did not 
show high depression but was more prone to deviancy. The infrequent group was more likely 
to be depressed and had more females than males. Compared to the early-heavy group the 
infrequent group was less likely to develop alcoholism or antisociality but were as likely as 
the early-heavy group to develop drug abuse and dependency. Persons in the late-moderate 
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group were the party drinkers. Compared to the early heavy and infrequent group the late-
moderate group was not high on anxiety and depression disorders but they were prone to 
substance abuse related problems. The non-bingers showed the least psycho-social risk 
factors and least chances of later drug diagnoses. Persons in the non-binger group were 
usually full time college students at the stage of emerging adulthood. This was found to be 
the healthiest and most favorable trajectory. 
On the other hand, a longitudinal study on m~rij uana users found that early-onset did 
not predict later problematic or heavy use of other dr~.gs. Kandel and Chen (2000) studied 
marijuana users longitudinally. The researchers' goads were to identify developmental 
taxonomies of marijuana use in the general population and the factors associated with each of 
those subtypes. The New York Follow-Up Cohort dada were used to select marijuana users 
(used at least 10 times). These participants were adults (N = 708; 364 males, 344 females) 
who had attended grade 11 in 18 public high schools of New York State. They were followed 
until the age 34-35 (over 19 years). Structured personal household interviews were conducted 
every 12 months in which the frequency, type, and quantity of drug use were recorded. 
Through cluster analysis four classifications of marijuana use were found: early-onset heavy 
use, early-onset light use, mid-onset-heavy use, and late onset-light use. Factors that 
differentiated heavy users who started early from ones who started late were the perception 
that their friends also used marijuana in early adulthood and having a psychiatric disorder. 
Early onset-heavy drinkers were three times more likely to have psychiatric disorders than 
their counterparts. Factors differentiating early heavy marijuana users from late users were 
having friends who used marijuana, ever having a psychiatric disorder, and minor 
delinquency in adolescences. 
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Characteristics of adolescents using/abusing drugs 
There is an obvious link between crime and drugs (Hough, McSweeney, and 
Turnbull, 2002). About 68.3 % of detained arrestees in the United States tested positive for 
cocaine, marijuana, opiates, amphetamines, methadone, or benzodiazepines (US Department 
of Justice, 1999). However, only a few researchers ale able to state that addiction in 
adolescents is a strong predictor of criminal activities. Dawkins (1997) found that while 
racial identity and adolescents' criminal history strongly predicted criminal activity, the 
effects of alcohol and marijuana were also present. His subjects were 312 adolescent boys at 
a public juvenile facility. In comparison to marijuana and heroin, alcohol use was more 
strongly associated with both violent and nonviolent pffenses. Twenty of the 21 offenses 
were significantly related to alcohol, while 12 of the ~ 1 offenses were significantly related to 
marijuana. Heroin use was also significantly related to 12 of the 21 offenses; however, the 
correlation magnitude in heroin use was much lower than those observed for alcohol and 
marijuana use. When regression analysis was used ar~d included other factors like race and 
criminal history, substance abuse was found to predict only five out of 21 offenses, while 
criminal history and race explained the majority of criminal offenses. 
Kong, Magura, and Shiparo (1994) conducted a study on 427 inner-city male 
adolescents (16-19 years old) in the New York City jail. Face to face 90 minute interviews 
(semi-structured) were conducted with these subj ect~. Their mean age was 17.8 years, they 
were mostly non-white (black, 5 8%; Hispanic, 41 %)~ and a maj ority of them were school 
dropouts. The drug use report showed 81 %used alcohol, and 75% smoked marijuana in the a 
month before their current arrest. Among marijuana users, 66% were daily users. On the 
other hand, 23 %used cocaine and/or crack in the month prior to their arrest. The mean age of 
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initial use of beer or wine in these subjects was 13.8 dears, while the mean age of initial use 
of cocaine was 15.8 years, two years later than the use of beer or wine. Also, it was observed 
that youth using alcohol, marijuana, or heroin very frequently (daily and/or life time) were 
the ones who were more likely to use cocaine or crag. Cocaine/crack users were found to 
have a history of multiple arrests. 
A longitudinal study, conducted by Brook, W~iteman, and Finch (1992), explored the 
causal pathways to delinquency and addiction. The p~.rticipants of this study were 412 
mothers and their children in the counties within Never York City. Mothers were interviewed 
when their children were 5-10 years old (T1). At that~time the interviews assessed variables 
like aggression toward siblings, non-compliance, to er, and nonconforming behavior. At 
T2 and T3 follow up interviews were conducted with; the mothers and their children when the 
children were 13 -18 years old and 15 -20 years old, respectively. At T2 and T3 the frequency 
of hard liquor, marijuana, and other illicit drug use w~.s assessed. Also, the frequency of 
truancy, cheating on tests, fighting, general theft, and: school locker theft were taken as 
manifest variables to hypothesize the latent variable q~f delinquency. The results showed drug 
use was a precursor of delinquency, and childhood aggression was found to be a pathway 
antecedent to both drug use and delinquency. 
In another study, Garnefski and Okma (1996) studied the existence and co-existence 
of addiction risk behavior with aggressive/criminal behavior in a sample of 2,814, 15 and 16 
year old secondary school students (51 %boys and 4~% girls). Monitoring the Future 
Questionnaire was adapted and used as aself-report questionnaire. Results showed that 
18.5% of the total sample showed aggressive/criminal behavior, while 18.7% of the total 
sample showed addiction/ risk behavior. Co-occurrence of aggressive/criminal behavior and 
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addiction/risk behaviors was reported in 8.7% of the ~otal sample. Adolescents with 
addiction-risk behaviors were found to have more negative feelings about school and more 
regular quarrels with teachers than were adolescents without addiction-risk behaviors. Those 
with addiction-risk behaviors reported having more s~rious problems with peers and more 
than twice as many quarrels with peers than their counterparts. For boys, problems at school 
was the single most significant indicator to explain a diction-risk behavior, while problems 
at school and problems at home together explained aggressive/criminal behavior. For girls, 
problems at home appeared to have the strongest (relative) independent effect on both 
aggressive/criminal behavior and addiction/risk behavior. 
A study conducted in Austria by Risser, Bonsch, and Schneider (1995) found that 
drug abuse did not predict criminal behavior. They u ed postmortem reports of 117 drug-
related deaths (15% females and 85%males). Criminal history of these deceased subjects 
was examined. Forty-three percent of 117 drug related deaths had no criminal register and 
none of the examined subjects showed any criminal behavior at the time of death. In terms of 
gender, there were more males in the group with criminal register (90%) than in the group 
without criminal history (80%). Thus the traditional view that substance abuse leads to 
criminal behavior was not seen in the drug-related deaths in Austria. 
Another very important variable that is critical to understanding adolescent 
indulgence in illegal substances is school achieveme ~t. Ellickson, Bui, Bell, and McGuigan 
(1998) did a longitudinal study examining the impact of early adolescent drug use on 
subsequent dropping out of high school. The sample consisted of 4,390 adolescents from 
California and Oregon who were in the 7t1' grade whin tested in 1985 and then were 
examined again in 1990. Controlling for demographics, family structure, academic 
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orientation, early deviance, and school environment, an increased frequency of cigarette 
smoking in the 7t1i grade predicted dropping out of high school. A separate analysis using 
ethnicity as a variable revealed that cigarette smokin did not predict the same outcome for 
Latinos. However, an early use of marijuana among 
out of high school for this minority. 
In a recent study, Jeynes (2002) found a stror. 
achievement and the type of drugs used. He used 18, 
atino adolescents predicted dropping 
relationship between academic 
726 students from the National 
Educational Longitudinal Study in 1992. Achievement tests designed by Educational Testing 
Services (ETS) in mathematics, science, reading, and social studies, other subject tests, and 
curriculum based cognitive tests were administered t~ these students. Self-reports by the 
students were used to assess substance use in the sch ol. Other independent variables were 
race, socioeconomic status, gender, and occupation o~ parents. The results indicated that 
increased frequency of smoking cigarettes, marij uan~: use, cocaine use, and alcohol use had a 
negative impact on adolescent academic achievement. When each drug was examined 
separately the use of cocaine showed a strong inverse relationship with academic 
achievement. Regression coefficients for marijuana redacting academic achievement were 
weak. However, subjects who used cocaine also reported having five or more alcoholic 
drinks. Also, using cigarettes and alcohol while at sc~ool most consistently predicted low 
academic ac levement. 
Dual diagnoses is a commonly used term for psychiatric and substance abuse 
problems co-existing in a patient. Today it is almost n established fact that about half of the 
substance abusers also have some kind of psychiatric problems. Brady, Casto, Lydiard, 
Malcolm, and Arana (1991) surveyed 100 (97 males and 3 females) consecutively admitted 
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patients to the 3 8-bed psychiatry inpatient service at OVA Medical center in Charleston, South 
Carolina. They found that 64% of these patients had substance abuse related problems. Out 
of this 64%, 68%preferred alcohol, 17% had stimulants as their drug choice, while the 
remaining preferred cannabis (7%), sedative hypnosis (2.6%) hallucinogens (1.3 %), opiates 
(3.9%), and only 24 patients had no drug preference. 'Also, it was found that 42% had prior 
treatment for substance abuse. 
It is often difficult to determine whether psychological or psychiatric problems lead to 
abuse of substances or vice versa. Hansen and White (1991) in their longitudinal study on 
adolescents found that general drug use contributes tb later psychological impairments. On 
the other hand the hypotheses that adolescents use dregs to handle their pre-existing 
psychological distress and physical symptoms, and that their physical and psychological 
distress was associated with longitudinal changes in rug use were rejected. The Hansel and 
White study was a three year longitudinal study, 432 adolescents aged 12 were randomly 
selected from New Jersey. They were administered a questionnaire measuring the 
adolescents' drug use, psychological and physical di~tress at age 12, then at ages 15 and 18, 
respectively. The authors explained that the longitudinal data showed a very short lived 
occurrence of adolescent's drug use to cope with their physical and psychological distress, 
while the effect of drug use on later psychological and physical impairment was visible. 
Also, they suggested that in a clinical sample of adol scents, drug use to cope with such 
distress might have been seen. 
Gender is an important variable to study the behavior of any organism. The difference 
in the biological makeup of males and females is a st ong determinant to predict differences 
between males and females. Interactions among biology, cultural beliefs, and the 
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environment add to the differences in how males an females think, feel, and behave. 
In a recent study by Elman, Karlsgodt and GaGstfriend (2001), 10 female and 11 male 
adults were used to study the effects of cocaine on br~.in activity. For each woman identified 
from that study a male subject was matched for age, 
used, and severity of drug use. There were eight fem 
of their menstrual cycle and two were on oral contra• 
multidimensional questionnaire was used to assess v, 
current intensity, (b) projected intensity, (c) resistanc 
drug-related conditioned stimuli, and (e) imagined li 
to drugs. Also, the Hamilton Rating Scale for Depres 
used. The results revealed that females, compared to 
ducation, lifetime years of cocaine 
les studied at the mid-follicular phase 
eptives (per self-report). A 
rious aspects of cocaine craving: (a) 
• to use cocaine, (d) responsiveness to 
elihood of use in a setting with access 
.ion and Addiction Severity Index was 
ales, scored higher on the desire to use 
cocaine during the last 24 hours, higher on responsiv ty to drug-conditioned stimuli, and 
scored lower on desire not to use cocaine during the last 24 hours. Also, it was found that 
these females experienced greater depressive symptoms and family/social problems than 
their male counterparts. The study also suggested that these differences may be due to the 
estrogen-dopamine interaction in females. The researchers recommended further research in 
this area. 
In order to undertake the prevention and cure ~ f addiction, it becomes very important 
to understand the differential gender orientation in b.th the sexes. Hueslid and Cooper (1992) 
studied the gender role attributes and gender ideolog of 1077 white and black (541 females 
and 536 males) adolescents aged 13-19 who had dru alcohol in the prior six months. 
Gender role attributes were measured using a 24-ite Personal Attribute Questionnaire. 
Three of the eight item scale measures were: (1) instr mentality (masculine trait) 
16 
characterized by independence and confidence, (2) e pressivity (feminine trait) characterized 
by concern for others and emotional worth, and (3) Emotional control (masculinity-
femininity) characterized by dominance and emotional control. Attitudes toward 
conventional gender role were measured using a 10-i 
measures were assessed using standard self-report. T 
individuals with conventional gender identities confo 
condone drinking among males but not among femal 
are equally likely to have ever drunk alcohol, males • 
experience more alcohol related problems than femal 
drank alcohol to intoxication several times a month, 
drank alcohol to intoxication a few times in a year. 
Another extensive study by Grella and Joshi ~~ 
Dru A Tr n tud DAT T -g buse eatme t S y ( OS). wo 90 ml 
em version of the Fem scale. Alcohol 
e results confirmed the hypothesis that 
more to the conventional norms that 
s. Thus even though males and females 
rink more often, more heavily, and 
s. Males with traditional attitudes 
bile females with traditional attitudes 
1999) used 7,652 individuals in the 
ute Intake interviews were conducted 
with the participants. Demographic, addiction-career (drug use, dependency, and age at first 
drug use), type and frequency of drug, treatment career, family relationships, criminal justice 
status, and mental health variables were assessed. Results showed that more men than 
women had prior drug treatment. Among men and women with prior treatment, there were no 
significant differences in age at first treatment, numb 
treatment. Compared to men, women were more like 
exchange sex for drugs. On the variable addiction ca 
with prior treatment showed drug use at an earlier ag 
r of treatments, and total weeks in 
y to be younger, single parents, and 
eer characteristics, men and individuals 
,had tried a greater number of drugs 
than women and individuals without prior treatment, respectively. Women were found to be 
more dependent on cocaine, while men were more dependent on a combination of heroine, 
17 
cocaine, and/or alcohol. On the other hand, individuals with prior treatment were less likely 
to depend on alcohol only and more likely to depend on a combination of cocaine, heroine 
and alcohol than individuals without prior treatment. Men were referred to treatment by 
DATAO S or the criminal justice system, while women were referred to treatment by social 
workers or medical providers. On the family relation; 
treatment showed more problems with spouses and rf 
terms of employment emergencies than did people w 
that they were less likely than men to report that the 
stop drug use, and they were more worried about los' 
women were more likely than men to report that fam 
On the criminal justice variable, men had more arres ~ 
did. Individuals with prior treatment had more arrest 
without prior treatment. On mental health problems, 
ships variable, individuals with prior 
;ceived less support from family in 
ithout prior treatment. Women reported 
got encouragement from families to 
~ g custody of their children. Also, 
ly members or friends also used drugs. 
s that were drug related than women 
that were drug related than individuals 
omen were more likely to have 
depression and anxiety related problems, while men were more likely to have an antisocial 
personality, also individuals with prior treatment wer 
personality than individuals without prior treatment. 
Among the many variables, gender was seen 
addicted individuals (Joshi, Grella & Hser, 2001). In 
more likely to have an antisocial 
o mediate in family problems of 
Joshi, et al's study on adult males and 
females, they found that males had a steady increase ~n family problems (unmet physical 
needs such as food, and shelter before 15 years of age, being abused physically or sexually 
before the age of 15 and/ or having a parent or famil member with mental illness, drug 
abuse, etc.) in each birth cohort, compared with femalles who showed a higher mean number 
of family problems than men in each birth cohort. Joshi, et al. took the data from a study 
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which included adults with an average age of 3 3.1 and 31.9 years for males and females 
respectively. Their participant history was available, and the rest of the data were obtained 
through interview sessions. Accordingly, it could be hypothesized that male family problems 
progressed with their addiction status while with females the family problems prevailed even 
before the onset and could be one of the risk factors 
explore the influence of family problems and the dif_ 
sex during adolescence when they start using drugs. 
With respect to risk factors, Weisner and Sch 
r addiction. It would be interesting to 
rent patterns of these problems for each 
nidt (1992) in their study on alcohol 
problems found that in the general population men h d four times higher risk of problem 
drinking than women. Women in clinical psychiatric settings were 5.6 times more at risk for 
alcohol problem drinking than their counterparts in t e general female population. While, 
males in a clinical psychiatric setting were only 2.1 t ones more at risk for alcohol problem 
drinking than their counterparts in a general male po ulation. Also, women experienced more 
severity in alcohol dependence symptoms (measured by items like, "taken a drink first thing 
when you got up in the morning," "had your hands s ake a lot the morning after drinking," 
"stayed intoxicated for several days at a time," and " of into a physical fight because of your 
drinking") than did men. 
A study on Argentinean adolescents measuri ~g substance abuse was conducted by 
Moss, Bonicatto, Kirisci, Girardelli, and Murrelle (1 98). Their subjects were 12-18 year old 
adolescents (males n = 670; females n = 234) in one ublic and one private school. They also 
added one group of male adolescents (n = 51) from t e outpatient treatment for substance 
abuse. The variables under study were substance ab e, health status, behavior problems, 
school adjustment, peer relations, psychiatric problems, social competency, family system, 
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leisure, recreation, and work adjustment. The inform~.tion in these areas was derived using 
the Drug Use Screening Inventory. Substance abuse problems were found to be associated 
with older age, greater social competency, school performance, and involvement with deviant 
peers. Conduct deviancy was related to substance ab 
adolescents. Family problems were found to be asso~ 
problems in males, while health problems were foun 
use problems in males but not in female 
fated more with substance abuse 
l to be associated more with substance 
abuse problems in girls. However, Moss et al. (1998) mentioned limitations of their study 
with regard to cultural variation (health problems in iris and family problems in boys) and 
uneven distribution of the sample between rural and rban areas. 
As adolescents are still moving between child ood and adulthood, parents or 
significant others play an important role in decision aking and conduct. Tongwoo, Schutz, 
and Johanson (1996) compared adolescents living wi h both biological parents with those 
living without either of the biological parents to stud the estimated risk of the two groups 
initiating the use of any non-medical drugs. The adol ~ scents in this study were 12-17 years of 
age. The authors used the data from the 1991-92 Nati ~ nal Household Survey on Drug Abuse. 
The results showed that adolescents living without ei er parent were more likely to initiate 
the non-medical drug use than their counterparts. 
At the more global level, urban or rural differ nces, like opportunities, resources, and 
population characteristics may predict different outc•~nes for substance abusing adolescents. 
After an initial economic crisis, such as the fa 
begins 1) a pattern of intergenerational povert 
difficulty breaking; 2) it touches aclass-selec 
prosperous residents move, leaving behind a ~ 
more concentrated; and 3) the social and eco 
community adapts to economic shock in way 
m crisis in the 19 8 0' s, there 
~. that families have profound 
eve migration, In which more 
ommunity in which poverty is 
~ mic structure of the rural 
that accelerate and ultimately 
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look into place the downward cycle of ghettoization (Davidson, cited in 
Barbara & Leukefeld, 2001). 
Barbara and Leukefeld (2001) examined urban and rural differences in the patterns of 
drug use and treatment utilization among chronic drug abusers in Kentucky. They found that, 
compared to chronic drug abusers in urban areas, c nic drug abusers from rural and very 
rural areas have more serious problems. Compared t~ urban chronic drug abusers, the rural 
chronic drug abusers have higher rates of lifetime dreg use and also very high rates of drug 
use in 30 days prior to their incarceration. Also, being in a rural area decreased the likelihood 
of ever receiving drug treatment. The main reason fob not getting treatment was their lack of 
acceptance that drug use is a problem and help was r quired to solve it. The authors also 
suggested that the criminal justice system could mak sure that the rural offenders with 
substance abuse problems receive treatment. 
A study by Cronk and Sarvella (1997) examined substance use rates in urban and 
rural high school seniors. They used the 1976-1992 dicta from the Monitoring the Future 
Study that is conducted annually. Each year 16,000 s~udents are selected from 125 schools 
resulting in a total of 287,000 students from 1976-1982. For the purpose of this study the 
researchers further segmented the sample into urban 
outside of the area were classified as Standard Metro 
lived on farm or non-farm, or town that had a popula 
their lives. Students who resided in SMSA at the time 
large (100,000 to 500, 000) or very large cities (> 50~ 
lives were taken as an urban sample. Questionnaires 
nd rural sections. Students lived 
~olitan Statistical Area (SMSA), or who 
ion of less than 50,000 during most of 
of the research and reported living in 
,000) or their suburbs for most of their 
vere used to tap drug use and related 
behaviors. The results showed that daily alcohol use ~.nd binge drinking were higher among 
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rural students (particularly in boys) than among urban students. On the other hand cocaine 
use was higher among urban than among rural students. Daily use of marijuana was higher 
for urban students in the beginning of the given period; however, the urban-rural difference 
reduced towards the end of the study. 
Treatment History 
There could be many predictors explaining tr~atment completion or later abstinence 
in adolescents. It could be the drug or/and individual 
Other variables predicting the success rate could be t 
include the types of services provided (inpatient, outs 
inclusion of any other services related to healthy dev 
living skills, etc. 
Finney, Hahn, and Moos (1996) reviewed stl 
characteristics as explained above. 
le treatment characteristics. These can 
>atient, etc.), length of treatment, 
;lopment of adolescents like vocational, 
dies assessing the treatment outcomes 
of inpatient versus outpatient facilities for alcohol abase patients. They selected 21 studies 
and assessed those on the basis of sample selection acid the pre- and post-tests conducted. 
Finally they reduced their selection to 14 studies. Frojm this review, they found two studies 
favoring day hospital treatment as more effective tha 
favoring inpatient treatment and seven yielding no si; 
that although many studies favored inpatient over ou~ 
facilities could not be taken as more effective than of 
depended largely on the characteristics of the patient. 
could have resulted in the effectiveness of one treatrr. 
treatment intensity varied in all the studies they revie 
1 inpatient treatment, five studies 
~nificant differences. They concluded 
patient treatment, inpatient treatment 
~tpatient as the treatment outcome also 
r. Also, they listed some factors that 
;gent type over others. For example, 
wed. Other moderators were additional 
or alternative treatments given, in conjunction with i~patient or outpatient. Also, some 
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studies used an experimental method to group inpatient and outpatient patients while others 
used a naturalistic method that grouped patients as they were assigned based on their need. 
Other moderators considered were patients' attrition xate, psychological and other personal 
characteristics. 
Moos, Moos, and Finney (2001) investigated predictors of deterioration (substance 
abuse related problems increase from baseline to foll ~ w-up of treatment) among patients with 
substance-use disorder. The subjects were 34,251 su 
15 0 Department of Veteran Affairs facilities nation 
using the Addiction Severity Index. About 21,036 p. 
change score that was calculated as, follow-up minu 
Accordingly, three groups were identified: (1) impro 
deteriorated patients. Patients who improved were th 
problems between baseline and follow-up. Non-resp 
~~ stance abuse treatment patients from 
ide. These subjects were interviewed 
Tents completed the follow up. A 
baseline problems was developed. 
ed, (2) nonresponsive, and (3) 
se who had a decrease of at least three 
~ nsive were those having the same 
problems at baseline and at follow up. Deteriorated ley one standard deviation or more were 
the persons with an increase of at least three problems or more between baseline and follow-
up. The number of baseline problems was evaluated for patients in each of these groups. The 
researchers then selected patients from each group that resulted in a matched sample of 872 
in each group where the patients were matched on b.~ eline problems. The results indicated 
that 69% of the deteriorated patients, 32% of the im.~roved patients, and 46% of the non-
responding patients had moderate to severe drug pro p lems at follow up. Also at follow-up, 
83% of the deteriorated patients, 28% of improved patients, and 60% of the non-responding 
patients had moderate to severe psychiatric problem ~ . Sixty-seven percent of the deteriorated 
patients, 18% of the improved patients, and 42% non-responding patients had moderate to 
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severe social and family problems at follow up. While comparing deteriorated patients who 
later improved or who were non-responding, they were likely to be younger, were African 
American, and earned more income at baseline. All three groups were mostly referred from 
the criminal justice system mandated treatment. The eteriorated ones were the ones who 
were more likely to use drugs daily and for more than a 10 year period, had six or more 
psychiatric problems, had been previously arrested, 
or psychiatric problems. In short, the author suggeste 
younger age, being African American, three or more 
prior arrests, prior drug treatment, mental health inpa 
and no close friends. 
Fishman, Reynolds, and Riedel (1999) investi 
d been previously in treatment for drug 
that predictors for deterioration were 
ifetime severe psychiatric symptoms, 
Tent or residential care in the past year, 
ated retention rates of an intensive 
outpatient rehabilitation program. Their clients range from 26-70 years with the mean age of 
40 years. The results showed that the drug preference of the client served as an important 
indicator in predicting treatment retention. Clients using only alcohol had higher retention 
rates, while clients using cocaine had higher attrition ates. The results suggested that 
provision of psychosocial interventions like relapse prevention training, family involvement, 
and more counselor-patient contact prevented dropoults from treatment. Their investigation 
also found that increasing age serves as an advantage in predicting who completes the 
treatment. 
Kleinman, Kang, Lipton,Woody, Kemp, and illman, (1992) studied retention of 148 
crack and cocaine abusers in outpatient psychotherapy in New York City's low cost 
treatment center. These abusers were predominantly male (87%), and about 63 percent of the 
patients were black and 21 %were Hispanic. Using a battery that included, sociodemographic 
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variables, treatment history, psychiatric symptomatology, number of arrests, and drug use 
variables, short and long term retention rates were analyzed separately. None of the variables 
was significantly related to short term retention. Being white and younger was significantly 
associated with longer-term retention. Some large, but not significant, associations found for 
long term retention were being Hispanic and having Viewer arrests. The researchers suggested 
reviewing treatment characteristics for future studies, If client characteristics rather than 
treatment experiences explain most of the variance is treatment engagement, then little can 
be done on the part of the agency or treatment program to increase treatment engagement in 
treatment (cited in Kleinman, et al.). 
Fiorentine, Nakashima, and Anglin (1999) investigated factors predicting client's 
engagement in treatment. They investigated clients (~T = 419) who entered between July and 
September 1994 to any one of the 25 metropolitan o~.tpatient treatment facilities in Los 
Angeles. The treatment experience included the variables: barriers to treatment utilization, 
perceived utility of treatment, perceived utility of ancillary services, and client -counselor 
relationship. The client characteristics included the fallowing variables: demographic 
characteristics, pretreatment drug and alcohol use, treatment history, criminal history, mental 
health, and attitudes and expectancies. Engagement i~ treatment was measured by calculating 
the number of times clients spent in weekly counseling sessions (individual and group) and 
the time spent in treatment. The results showed that ~~or both men and women perceived 
utility of treatment, the ancillary services offered at treatment, and the client-counselor 
relationship explained more variance in treatment thin client characteristics. These findings 
contradicted the earlier stereotype that "a treatment-receptive" client engages in treatment 
due to intrinsic or other individual characteristics." On the other hand their findings suggest 
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that the "perceived utility, or helpfulness of the services along with a favorable client - 
counselor relationship actively engages the client in treatment". 
In summary, the review of the literature highlights some significant findings related 
to substance abuse problems and behaviors. With respect to drug characteristics, studies 
showed that early drug use led to later use of harder drugs like crack and heroin, and non 
bingers were healthiest in terms of their later substance abuse dependency compared to 
moderate and heavy drinkers/users of drugs/alcohol. Crime and psychiatric disorders were 
found to be mainly associated with substance abuse. ~Vlinority group membership and a 
history of criminal activity predicted arrests. There were contradicting findings about drug 
use as a precursor to delinquency. The studies also fa~nd gender differences in terms of 
frequency of drug use, school achievement, depressi~re and aggressive characteristics in 
adolescents. The review study on treatment effective .ess suggested that researchers should 
examine client's personal characteristics in conjunctign with treatment characteristics 
(inpatient-outpatient treatment facilities) as a factor ix~ predicting outcomes. Clients who 
deteriorated in treatment were mostly persons with psychiatric symptoms, prior arrests, 
younger in age, and African Americans. Family involvement, relapse prevention training, 
and more counselor-patient contact were found to be '.,,factors that predicted completion of 
treatment. The importance of treatment characteristics versus client characteristics were 
debated in some of the studies predicting treatment effectiveness. 
The present study focuses on gender differences, predictors of treatment outcomes 
(drug frequency, arrest, and days missed at school) aid treatment completion in a sample of 
low income adolescents who received substance abuse treatment that was funded by 
Medicaid insurance. 
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Objectives of the study 
1. To evaluate gender differences on the various drug, demographic, participant and 
treatment characteristics. 
2. To determine the relative contribution of drug, demographic, participant and. treatment 
characteristics variable sets, and the individual variables within each set in predicting 
drug use, arrest and school attendance (frequency of drug use, number of arrests, and 
number of days missed at school), during treatment duration. 
3. To examine which factors predicted completion, termination, and dropping out of 
treatment (discharge status). 
Hypotheses of the study 
1. Gender of the participants will predict the frequency of drug use, number of arrests, and 
days missed at school during the duration of treatment. 
2. Participants' drug use will predict both number of ~.rrests and days missed at school during 
the duration of treatment. 
3. Discharge status of the participants will be predicted by both participants' history and their 
treatment characteristics. 
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Methods 
The data used in the present study were extracted from a larger data set collected 
during a Medicaid funded evaluation of a substance abuse treatment program in a 
Midwestern state. Researchers conducted the evaluation during the 1996-1998 years. All 
treatment services were under a managed care contract with one nonprofit company that 
managed the substance abuse treatment plan. This plan integrated two public funding streams 
for substance abuse treatment services: Medicaid (tiv~ough the Department of Human 
Services) and non-Medicaid (through a block grant td the Department of Public Health). This 
treatment plan was developed to provide comprehensive treatment of substance abusers using 
a managed care company for all publicly funded substance abuse treatment; however, the 
data used in this study were taken from participants mho had their treatment funded under 
Me ical insurance. 
The variables used in this study were extracted from the Substance Abuse Reporting 
System (BARS) maintained by the Department of Public Health. Any agency that received 
State Medicaid or Department of Public Health Substance Abuse funds was required to enter 
records of all substance abuse treatment provided to clients. Forms were completed at each 
stage of treatment (admission screening, services provided, and discharge/follow-up). This 
database contained information that included personal and situational characteristics of the 
clients, behavioral data related to substance use, employment, arrest record, educational 
level, services provided, and final treatment disposition. 
Participants in this study were 1148 adolescents (males = 653; females = 495) who 
received substance abuse treatment during the three dear evaluation time period. Many 
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participants received treatment more than once during the three-year evaluation period; 
however, for purposes of analyses, only the first treatment episode was used in the data 
analyses for this study. The variables used for this study and descriptive information are 
listed in Tables la and lb. 
Table la 
Definition of Variables and Descriptive Statistics (Mean and Standard Deviation). 
Variables Description M SD 
Frequencyl 
Frequencyl 
Age at first use 
Daysmissed 1 
Frequency of substance use at admission. 
Range =1 (no use in past six months) to 8 
(four or more times a day). 
Frequency of substance abuse between 
admission and discharge. 
Range =1 (no use in past six months) to 8 
(four or more times a day). 
Age at first drug use or alcohol 
intoxication. 
Range = 1-18 years 
Number of days missed at school due to 
substance abuse related proble#ns in the 
last six months before admission. 
Range = 0-3 0+ 
3.8 2.0 
1.93 1.3 
13.29 1.6 
4.84 8.0 
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Variables Description M SD 
Daysmissed2 
Arrest 1 
Arre st2 
Age 
Number of days missed at school or work due to 1.24 4.4 
substance abuse related problems between 
admission and discharge. 
Range = 0-30+ 
Times arrested in the last 12 months before 
admission to treatment. 
Range = 0-3+ 
0.98 1.1 
Times arrested between admission and discharge 0.13 0.5 
from treatment. 
Range = 0-3+ 
Age at admission to treatment 16.12 1.3 0 
Range = 12-18 years of age. 
Alternative services Number of alternative services like educational, 2.07 0.8 
vocational, nutritional, etc. attended while in treatment. 
Range =0-3+ 
Times in treatment Number of times the participant was admitted 1.50 0.80 
to treatment during three year evaluation period. 
Range = 1-4+ 
Hospitalization Number of times hospitalized in last six 0.3 8 0.60 
months before admission. 
Range = 0-3+ 
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Table lb 
Definition of Variables and Descriptive Statistics (Percentage). 
Variables n 
Drug type: Type of substance used as reported at admission. 
Alcohol 356 31.0 
Marijuana 617 5 3.7 
Methamphetamine 126 11.0 
All other 47 4.1 
Missing 2 0.2 
Race: Race as reported at admission. 
White 9 7 8 8 5.2 
Non-white 170 14.8 
Missing 0 0 
PSyChlatrlC Status: 
Yes : Any psychiatric problem in addition to alcohol 5 3 5 46.6 
or drug abuse as reported at admission. 
No 612 53.4 
Missing 1 .1 
Living arrangement: Living arrangement as reported at admission. 
Parents 678 59.1 
Institution 18 8 16.4 
Other 2 81 24.5 
Missing 1 . l 
Treatment type: Type of treatment environment in which participant was 
placed (For description see below). 
Detoxication 17 1.5 
Continuing care 23 2.0 
Extended outpatient 605 52.7 
Intensive outpatient 121 10.5 
Residential 269 23.4 
Medical attention 112 9.8 
Missing 1 .1 
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Variables Description n 
Grade: Educational level 
< High school 767 66.8 
High school graduate 3 81 3 3.2 
Missing 0 0 
County Location: Rural and urban classifications (For description see below). 
Rural 71 6.2 
Small urban 273 23.8 
Large urban 212 18.5 
Metro 589 51.3 
Missing 3 .2 
Sex 
Male 653 56.9 
Female 495 43.1 
Missing 0 0 
Referral: Source of referral to treatment. 
Criminal justice 48 5 42.2 
All other 663 5 7.8 
Missing 0 0 
Discharge status 
Completion: Participant completed the treatment plan. 3 02 26.3 
Termination: Participant left program involuntarily. 393 34.2 
Client left: Participant's decision to leave the treatment. 280 24.4 
Missing 173 15.1 
Description of Treatment types 
~ Continuing service treatment: Continuing treatment services aims to help smooth 
the transition from primary treatment to ongoing recovery and it is a limited 
period treatment with structured therapeutic setting. 
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• Extended outpatient:. Characterized by non-residential setting with regular 
scheduled sessions not exceeding ten treatment hours a week. 
• Intensive outpatient: Characterized by scheduled outpatient treatment sessions for 
about eleven to twenty hours a week. 
• Residential treatment: This treatment provides treatment for about 30 to 50 or 
more hours of treatment per week and may also include participants with medical 
con itlon. 
• Medical setting : Characterized by addiction and chemical dependency provided to 
the participants whose medical condition required twenty-four hours of medical 
attention. 
• Detoxication: Participants were placed in these settings for clearing drug toxins 
from their physical system. 
Description of counties 
The present study used Eathington, Swenson, and Otto's (2002) descriptive 
information on rural, small urban, large urban, and metro counties. Their definitions of these 
population areas are as follows. 
• Rural: Counties without a city of population 2,500 or more. 
• Small urban: Counties with a city that has a population less than 20,000 but more 
than 2,500 
• Large urban: These counties are smaller than the metropolitan counties but have a 
central city with population of 20,000 or more. 
• Metro: Counties that contain a central city with a population of at least 50,000. 
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Results 
Characteristics of participants 
Characteristics of participants are shown in T~.ble 1 a and Table 1 b. The participants' 
mean age at admission was 16.12 years, and their mean age of first illegal drug use or alcohol 
intoxication was 13.29 years. Almost 57% of the participants were male and 43%were 
female. A maj ority of the participants were white (14.8 %non-whites), and most were from 
metropolitan areas (51.3%) of Iowa (6.2% rural, 23.8% small urban, and 18.5% large urban). 
Most of the participants had not yet finished high school (66.8%), and the majority was 
living with their parents (59.1 %). 
About half of the participants had a psychiatric disorder diagnosed at admission 
(46.6%). Slightly more than half of the participants used marijuana (53.7%) as their primary 
substance (31 %alcohol, 11 % methamphetamine, and 4% all other drugs). Their mean 
frequency of illegal drug use at admission (frequency 1) was 3.8 (1-2 times per week), while 
the mean frequency of drug use since admission to discharge of treatment (frequency2) was 
1.93 (no past month use). Similarly, mean number of arrests at admission (arrestl) was .98, 
and mean number of arrests between admission and discharge from treatment (arrestl) was 
.13 . Also, days missed from school during six months prior to admission (daysmissed 1) were 
4.84, and days missed between admission and discharge from treatment (daysmissed2) was 
1.24. About 42.2% were referred to treatment by the criminal justice system (57.8% other 
sources of referral). 
The mean number of times participants were in treatment (times in treatment) was 
1.50, and the mean number of alternative services attended was 2.07. Approximately half of 
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the participants (52.7%) received extended outpatient treatment (1.5% detoxication, 2% 
continuing treatment, 10.5% intensive outpatient, 23.4% residential, and 9.8% were placed in 
treatment with medical attention). 
Gender Differences 
To evaluate gender differences analyses of variance were used for the interval level 
variables, and chi-square analyses were used to evaluate gender differences for the 
categorical variables. The results are displayed in Table 2 and Table 3 respectively. 
Analyses of Variance 
There was a significant gender difference in age at first use of any drug (F (1, 1145) _ 
7.06, p = .008). There was a tendency for males to start using drugs at an earlier age (M= 
13.2, SD = 1.55) than females (M= 13.4, SD = 1.66). On the other hand, females (M= 16.0, 
SD = 1.36) were more likely to be admitted to treatment at earlier age (F (1, 1145) = 4.10, p 
_ .043) than males (M= 16.2, SD = 1.28). Similarly, gender differences were found at 
Arrestl (F (1, 1146) = 76.33, p = .000) and Arrest2 (F (l, 1146) = 16.90, p = .000). On 
average, males had more arrests prior to admission (M = 1.21, SD = 1.09) as well as during 
treatment (M = .18, SD = .61) than females (M = .68, SD = .98, and M = .05, SD = .33, 
respectively). The average number of alternative services attended by females (M = 2.13, SD 
_ .77) was significantly higher (F (1, 1146) = 4.86, p = .028) than the number of alternative 
services attended by males (M= 2.03, SD = .75). Also the average number of hospitalization 
in females (M= .40, SD = .68) was higher than for males (M= .30, SD = .61). Lastly, 
females were found to have missed more days (M = 5.75, SD = 8.57) at school or work than 
males (M= 4.15, SD = 7.42) in the last six months prior to admission (F (1, 1146) = 11.46, p 
_ .001). 
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Table 2 
Analyses of Gender Differences (One Way Analysis of Variance) 
Males (n = 653) Females (n = 495) 
Variables M SD M SD df F 
Frequency 1 3.76 2.02 3.83 2.04 1 0.31 
Frequency2 1.94 1.3 5 1.90 1.3 6 1 0.24 
Age at first use 13.18 1.5 5 13.44 . 1.66 1 7.06 
Daysmissedl 4.15 7.42 5.75 8.57 1 11.46** 
Daysmissedl 1.16 4.23 1.34 4.72 1 0.49 
Arrest 1 1.21 1.09 .68 .94 1 76.3 3 
Arrest2 .18 .61 .OS . 3 3 1 16.90 * * 
Alternative Services 2.03 .75 2.13 .77 1 4.86* 
Age at admission 16.19 1.28 16.03 1.36 1 4.10* 
Times in treatment 1.50 .84 1.49 .80 1 0.05 
Hospitalization .30 .61 .40 .68 1 5.86* 
*p< .OS. **p< .01 ~**p< .001 
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Chi-square analyses 
Chi-square analyses were used to evaluate gender differences for the categorical 
variables. There was a significant difference between males and females on the variable drug 
type (x 2 (3, N = 1146) = 51.36, p = .000). A higher percentage of males (61.3%) than females 
(43.9%) were likely to use marijuana, while a higher percentage of females were likely to use 
alcohol (34.2%), methamphetamine (17.4%), and other drugs (4.5%) than males (28.7%, 
6.1 %, and 3.8%, respectively). Gender differences in race were also found (x 2 (l , N = 1148) 
= 11.60, p = .001). Males were more likely to be nonwhite (17.9%) than were females 
(10.7%). Psychiatric status also showed gender differences (x 2 (1, N = 1147) = 7.94, p = 
.005); a higher percentage of females (51.4%) than males (43.0%) were likely to be 
diagnosed with psychiatric problems. Analysis of discharge status (x 2 (2, N = 975) = 7.62, p 
_ .022) revealed that a higher percentage of females (34.1 %) than males (28.6%) were likely 
to complete treatment. Also, a higher percentage of females (30.5%) than males (27.4%) 
were likely to leave treatment, while a higher percentage of males (44.0%) than females 
(35.3%) terminated the treatment. When evaluating treatment type (x 2 (5, N = 1147) = 30.85, 
p = .000), males were more likely to be placed in detoxication, extended out-patient, 
intensive out-patient, and residential treatment (1.7%, 53.4%, 13.2%, 23.9%, respectively) 
than were females (1.2%, 51.8%, 7.1 %, 22.9%, respectively). Females on the other hand 
were more likely to be placed in continuing care and medical setting treatment (3 %, and 14% 
respectively) than were males (1.2%, and 6.6%, respectively). Analysis of living 
arrangements (x 2 (2, N = 1147) = 3 3.3 3, p = .000) revealed that a higher percentage of males 
(65.4%) than females (50.8%) tended to live with parents compared with living in institutions 
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or elsewhere. Lastly, a higher percentage of males (49.2%) than females (3 3.1 %) tended to 
have criminal justice as their referral source (33.1%), (x 2 (1, N= 1145) = 29.64, p = .000). 
Table 3 
Analyses of Gender Differences (Chi-square Statistics). 
Males (n=653) Females (n=495) 
Variables 
Drug type (x2 (3, N = 1146) = 51.36, p =.000) 
Alcohol 28.7 34.2 
Marijuana 61.3 43.9 
Methamphetamine 6.1 17.4 
All other 3.8 4.5 
Race (x2 (1,N= 1148)= 11.60,p=.001) 
White 82.1 89.3 
Non-white 17.9 10.7 
Psychiatric status (x2 (1, N = 1147) = 7.94, p = .005) 
Yes 43.0 51.4 
No 57.0 48.6 
Discharge status (x 2 (2, N = 975) = 7.62, p = .022) 
Completed Treatment 28.6 34.1 
Terminated Treatment 44.0 3 5.3 
Treatment type (x2 (5, N = 1147) = 30.85, p = .000) 
Detoxication 1.7 1.2 
Continuing Care 1.2 3.0 
Extended outpatient 53.4 51.8 
Intensive outpatient 13.2 7.1 
Residential 23.9 22.9 
With medical attention 6.6 14.0 
Living arrangement (x2 (2, N = 1147) = 33.33, p = .000) 
Parents 65.4 50.8 
Institution 16.2 16.6 
Other 18.4 32.6 
County Location (x 2 (3, N = 1145) = 2.57, p = .462) 
Rural 6.0 6.5 
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.Males (n=653) Females (n=495) 
Variables 
Small urban 25.6 21.5 
Large urban 17.9 19.3 
Metro 50.5 52.6 
Referral (x 2 (l, N = 1148) = 29.64, p = .000) 
Criminal justice 49.2 33.1 
All other 50.8 66.9 
Treatment outcomes during treatment 
Regression Analyses 
Multiple linear regression analyses were conducted to predict three dependent 
variables: (a) frequency2, (b) arrest2, and (c) daysmissed2. The predictor variables were 
categorized into four sets: Drug characteristics consisted of three variables: drug type, age at 
first use, frequency 1; Demographic characteristics included six variables: gender, age at 
admission, race, county location, grade, and living arrangement; Participant history at 
admission consisted of five variables: hospitalization, daysmissed 1, psychiatric status, 
referral, and arrestl; Treatment characteristics had three variables: treatment type, times in 
treatment, and alternative services. Initially, each of the four variable sets was entered 
separately into linear regression analysis for each of the three dependent variables. Following 
the initial analyses, the significant variables in each of the significant variable sets were 
entered together into stepwise regression analyses for each of the three dependent variables. 
Frequency of drug use between admission and discharge from treatment 
(frequency2): All four sets (drug characteristics, demographics, participant history, and 
treatment characteristics) were entered separately in linear regression SPSS program for 
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predicting Frequency2. Drug characteristics (R2 = .10, F (3, 1142) = 44.77, p = .000), 
Participant history (R2 = .Ol, F (5, 1141) = 3.42, p = .004), and Treatment characteristics (R2
_ .06, F (3, 1143) = 14.06, p = .000) were significant predictors of frequency2. The 
Demographic characteristics set did not significantly .predict frequency2, R 2 = .009, F (6, 
1137) = 1.64, p = .133 (See Table 4). 
Table 4 
Regression Analysis of the Four Variable Sets with Frequency2 as the Dependent Variable 
Sets N df F R 2 
Drug Characteristics 1146 
Demographics 1144 
Participant History 1147 
Treatment Characteristics 1147 
3 
6 
5 
3 
44.77*** 
1.64 
3.42** 
14.06*** 
.10 
.O1 
.01 
.04 
**p<.Ol,***p<.001 
Within the set of Drug characteristics, drug type, and frequencyl both were 
significant and most strongly related to frequency2 (~ _ .06, p = .038, and (3 = .30, p = .000 
respectively). The variable age at first use was not significant ((3 = .03, p = .308). Among the 
variables in the Participant history set, psychiatric status ((3 = -.07, p = .034) and 
hospitalization ((3 = -.07, p = .028) were significantly related to frequency2. In the set of 
Treatment characteristics, all the variables (alternative services, treatment type, and times in 
40 
treatment) were found significantly related to frequency2 ((3 =. 07, p = .002, (3 = .10, p = 
.002, and ~3 = .10, p = .000, respectively). 
Table 5 
Betas and p Values of the Variables in the Four Predictor Sets with Frequency2 as the 
Dependent Variable. 
Set Variables R 
Drug characteristics 
Demographics 
Participant history 
Treatment characteristics 
Drug type . 06 
Frequency 1 .3 0 
Age at first use .03 
Grade .07 
Race . 0 5 
County location -.O1 
Sex -.00 
Age at admission -.00 
Living arrangement -.06 
Hospitalization .07* 
Daysr~issed 1 .02 
Referral .04 
Psychiatric status -.07* 
Arrest 1 - . 01 
Alternative services .07* 
Treatment type .10 * 
Times. in treatment .10* 
*p<.05, * *p<.O 1, * * *p<001 
Due to the exploratory nature of the study the researcher used stepwise regression 
where the SPSS program determined which of the variables across the three significant sets 
best predicted frequency2. All the variables having significant standardized Beta coefficients 
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were entered into a stepwise linear regression procedure. The variables entered were times in 
treatment, treatment type, alternative services, frequency 1, drug type, psychiatric status, and 
hospitalization. The results of the stepwise regression analysis arranged the best predictor 
variables in a descending order based on p values and the variables' contribution to R Square 
Change. Frequency) was placed first in the model with R 2 Change = .100, p = .000 (RZ = 
.10). Second in the order was times in treatment with RZChange = .006, p = .004 (R2 = .11), 
and drug type being third and last in the order with R~ Change = .004, p = .025 (RZ = .11). All 
other variables entered in this stepwise regression were found not significant and were 
excluded from the model. 
Arrests between admission and discharge fronr~ treatment (arrest2) : The four predictor 
sets were entered separately in the linear regression fir arrest2. Two out of four sets 
significantly predicted the dependent variable. The sett of Demographic characteristics (R2 = 
.02, F (6, 1137) = 4.23, p = .000) and the set of Participant history (R2 = .06, F (5, 1141) _ 
14.32, p = .000) were the significant predictors. The ether two sets of variables, Drug 
characteristics (RZ = .001, F (3, 1142) _ .37, p = .800 and Treatment history (RZ = .004, F (3, 
1143) = 1.42, p = .236), did not significantly predict ~.rrest2 (See table 6). 
In the Demographic set, the variables race and sex were found to be significantly 
related to arrest2 ((3 = .06, p = .031, & (3 = -.11, p = .Q00 respectively). Among the variables 
in the Participant history set, hospitalization (R = .07, p = .024) and arrest) (~3 = .22, p = .000) 
were significantly related to the dependent variable (See table 7). 
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Table 6 
Regression Analysis of the Four Sets With Arrests2 as the Dependent Variable 
Sets N df F Rz 
Drug Characteristics 1146 3 0.3 7 
Demographics 1144 6 4.23 * * * 
Participant History 1147 5 14.32 * * * 
Treatment Characteristics 1147 3 1.42 
.03 
.02 
.06 
.004 
***p<.001 
In order to determine which of the variables v~ithin the significant sets best predict 
arrest2, all the variables having significant standardizied Beta coefficients were entered into 
the stepwise linear regression procedure. The variables entered were: arrestl, sex, race, and 
hospitalization. The results arranged the best predictor variables in a descending order based 
on their contribution to R 2 Change and p values. Arrestl was placed first in the model with R2
Change = .053, (3 = .230, p = .000 (R2 = .OS). Second in the order was sex with R2 Change = 
.004, ~ _ -.067, p = .023 (R2 = .06), and hospitalization being third and the last in order with 
R2 Change = .004, (3 = .063, p = .029 (R2 = .06). All other variables entered in this stepwise 
regression were found not to be significant and were excluded from the model. 
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Table 7 
Betas of the Variables in the Four Predictor Sets with Arrest2 as the Dependent Variable. 
Sets Variables R 
Drug characteristics Drug type .Ol 
Frequency 1 .02 
Age at first use -.02 
Demographic characteristics Grade .04 
Race .06 
County location .02 
Sex -.l 1 *** 
Age at admission -.Ol 
Living arrangement -.04 
Participant history Hospitalization .07* 
Daysmissed 1 .01 
Referral -.02 
Psychiatric status .04 
Arrest 1 .22 
Treatment history Alternative services -.Ol 
Treatment type .06 
Times in treatment -.03 
~ ~ * *p< .001, ~ *p< .O l , *p< .OS 
Days missed at school between admission and discharge from treatment (daysmissed2): 
Multiple regression was used entering each set separately for the dependent variable. Drug 
characteristics, (R2 = .01, F (5, 1141) = 3.74, p = .011), Participant history set, (R2 = .10, F (5, 
1141) = 24.84, p = .000), and Treatment characteristics (R2 = .03, F (3, 1143) = 13.73, p = 
.000) significantly predicted daysmissed2. The Demographic characteristics set (R2 = .005, F 
(6, 1137) _ .945, p = .462) failed to predict the dependent variable (See Table 8). 
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Table 8 
Regression Analysis of the Four Variable Sets with I~aysmissed2 as the Dependent Variable. 
Sets N df F RZ 
Drug Characteristics 1146 3 3.74* 
Demographics 1144 6 0.94 
Participant History 1147 5 24.84 * * * 
Treatment Characteristics 1147 3 13.73 * * * 
.Ol 
.005 
.10 
.03 
* * *p< .O l , *p< .OS 
Among Drug characteristics, frequencyl was significantly related to daysmissed2 ((3 
_ .01, p = .011). Of the Participant history set, hospitalization ((3 = .08, p = .007) and 
daysmissedl (~3 = .30, p = .000) most significantly rebated to daysmissed2. Of the Treatment 
characteristics, treatment type ((3 = .20, p = .000) was found significantly related to 
daysmissed2 (See Table 9). 
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Table 9 
Betas and p Values of the Variables in the Four Predictor Sets with Daysmissed2 as the 
Dependent Variable. 
Set Variables P 
Drug Characteristics Type of substance .OS 
Frequencyl .08* 
Age at first use -.02 
Demographics Grade -.04 
Race -.04 
County location -.00 
Sex .02 
Age at admission .O1 
Living with -.02 
Participant history Hospitalization .08 
Days missedl .30*** 
Referral .03 
Psychiatric status .03 
Arrestl -.02 
Treatment characteristics Alternative services -.OS 
Treatment type .20* 
Times in treatment -.O1 
****p< .001, **p< .Ol, *p< .OS 
In order to determine which of the variables across all the sets best predicted 
daysmissed2, all the variables from the significant sets that had significant standardized Beta 
coefficients were entered together using stepwise linear regression procedure. The variables 
entered were treatment type, daymissed 1, hospitalization, and frequency 1. The SPS S 
stepwise linear regression procedure arranged the best predictor variables in a descending 
order based on their contribution to R2 Change, and p values. Daysmissed 1 was placed first 
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in the model with R2 Change = .09, (3 = .30, p = .000 (R2 = .09). Second in the order was 
hospitalization with R2 Change = .003, ~3 = .07, p = .a08 (R2 = .10), and treatment type being 
third and last in the order with R2 Change = .004, ~i ~ .06, p = .039 (R 2 = .10). All other 
variables entered in this stepwise regression were fo~xnd not to be significant and were 
excluded from the model. 
Discharge Status 
Binary Logistic Regression 
In order to evaluate the effects of the four variable sets (Drug characteristics, 
Demographic characteristics, Participant history, and Treatment characteristics) on the 
categorical dependent variable, discharge status, each level of the dependent variable was 
coded as a dichotomous variable and entered into the logistic regression procedure. There 
were three dependent variables defining discharge status: completion of treatment, 
termination of treatment, and dropped out of treatment. 
The Hosmer and Lemeshow Goodness-of--Fit test was used to evaluate each set of 
variables. Interpretation of this test is different from the usual interpretation generally used 
with regression and other statistical tests. The following is an explanation by Carson (2000) 
accessed from his course website. 
The Hosmer and Lemeshow Goodness-of--Fit Test ... divides subjects into 
deciles based on predicted probabilities, then computes a chi-square from 
observed and expected frequencies . . . , if the I~Iosmer and Lemeshow 
Goodness of Fit test statistic is .OS or less, we reject the null hypothesis that 
there is no difference between the observed and predicted values of the 
dependent; if it is greater, as we want, we fail to reject the null hypothesis that 
there is no difference, implying that the model's estimates fit the data at an 
acceptable level ..., this does not mean that the model explains much of the 
variance in the dependent, only that it does so to a significant degree. 
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When interpreting individual variables/covariates in each set of variables, 
Wald statistics were used. The corresponding significance level rather then the Wald 
statistics itself is used to determine the significant covariates in the variable sets. This 
significance level is the same as the one used to test b coefficients in OLS regression. 
Thus the covariates with the p values less than .OS ark considered significant. On the 
other hand, the whole set of variables is considered a~ a good fit model only when the 
p value i s greater than . O 5. 
The Hosmer and Lemshow Goodness of Fit Test was used to evaluate the models for 
each level of the dependent variable, discharge status. Results indicated that when predicting 
completion of treatment, Drug characteristics (x2 (8, N = 1146) = 9.3 6, p = .313 ), 
Demographic characteristics (x2 (8, N = 1144) = 10.67, p = .221), Participant history (x2 (7, N 
= 1147) = 1.61, p = .978), and Treatment history (x2 ~7, N = 1148) = 8.54, p = .287) were 
good fitting models. Evaluation of the variables within each of the models found that being 
white (B = .46, p = .027), arrestl (B = -.14, p = .034), referral from the criminal justice 
system (B = .3 8, p = .008), and times in treatment (B = -.326, p = .001) were the significant 
variables predicting completion of treatment. Thus, holding other covariates constant, being 
white and referred by the criminal justice system increased the odds (58.9% and 45.7%, 
respectively) of completing treatment. Contrariwise, with each unit increase in arrest 1, the 
odds of completing treatment decreased by 13.5 %, ar~d with increased times in treatment the 
odds of completing the treatment decreased by 28% (See table 10). 
Evaluation of the models to predict termination of treatment revealed that all four 
predictor variable sets: Drug characteristics, (~2 (8, N = 1146) = 11.15, p = .193), 
Demographic characteristics, (~,2 (8, N = 1144) = 4.88, p = .771), Participant history (x2 (8, N 
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= 1147) = 7.76, p = .457), and Treatment Characteristics (x2 (7, N = 1147) = 7.54, p = .375) 
showed a good fitting for the dependent variable. The following individual variables 
significantly predicted termination of treatment: marijuana use (B = .75, p = .041); being 
male (B = .310, p=0.18), arrest 1 (B = .122, p= .046); referred by the criminal justice system 
(B = -.305, p= .023); times in treatment (B = .288, p~ .000). When holding other covariates 
within each model constant, using marijuana, being male, each unit increase in arrest 1, and 
each unit increase in times in treatment all increased the odds of termination treatment 
(112.2%, 3 6.3 %, 13 %, 3 3.3 3 %), respectively. On thee..., other hand, controlling other 
covariates, referred by the criminal justice system decreased the odds (26.3%) of termination 
treatment (See table 11). 
All four variable sets Drug characteristics (x2 ~(8, N = 1146) = 7.11, p = .525), 
Demographic characteristics (x2 (8, N = 1144) = 5.58, p = .695), Participant history (x2 (8, N 
= 1147) = 13.07, p = .109), and Treatment characteristics (x2 (7, N = 1147) = 14.01, p = .051) 
showed a good fit model for the dependent variable dropping out of treatment. Within each 
of the variable sets, living within an institution (B = -.49, p = .044) living in a rural area (B = 
-.73, p = .041), age (B = .15, p = .020), placed in the medical setting (B = - 1.22, p = .037), 
and alternative services (B = -.25, p = .013) significantly predicted dropping out of treatment. 
Thus with other variables held constant, each unit increase in age increased the odds (16.6%) 
of dropping out of treatment. Contrariwise, living within an institution, living in a rural area, 
placed in a medical setting, and each unit increase in alternative services decreased the odds 
(39%, 51.7%, 70.6%, 22%, respectively) of dropping out of treatment (See table 12). 
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Table 10 
Logistic Regression with Completion of Treatment as the Dependent Variable. 
Set/variables T~ald B E(B) 
Drug characteristics (x2 (8, N = 1146) = 9.3 6, p = .313 ) 
Frequencyl q.41 -0.02 0.98 
Alcohol 0.28 -0.18 0.83 
Marijuana C~.26 -0.17 0.84 
Methamphetalnine d.20 -0.17 0.84 
Age at first use q.14 0.02 1.02 
Constant x.16 -1.00 0.3 7 
Demographic characteristics (x2 (8, N = 1144) = 10.67, p = .212) 
Living with parents 1.12 -0.17 0.84 
Living with institution Q.06 0.05 1.05 
Less than high school 1.71 0.23 1.26 
Whites 4.86 0.46* 1.59 
Rural 0.67 0.23 1.26 
Small Urban x.13 -0.06 0.94 
Large Urban ~ . 3 2 0.10 1.11 
Age at admission Q.25 -0.03 0.97 
Boys q.97 -0.14 0.87 
Constant 1.34 -1.10 0.34 
Participant history (x2 (8, N= 1147) = 1.61, p = .978) 
Daysmissedl 0.34 0.00 1.00 
Arrestl 4.49 -0.14* 0.86 
Referred by criminal justice 6.96 0.3 8 * * 1.46 
Hospitalization 0.73 0.09 1.09 
With Psychiatric disorder 0.46 0.10 1.10 
Constant 79.18 -1.20*** 0.31 
Treatment characteristics (x2 (7, N = 1147) = 8.54, p = .287) 
Continuing care 0.76 0.68 1.98 
Extended. outpatient 0.29 0.3 5 1.42 
Intensive outpatient (x.00 -0.00 1.00 
Residential. x.33 1.00 2.71 
Medical setting a.23 0.3 3 1.3 9 
Alternative services 1.52 0.12 1.13 
Times in treatment 11.71 -0.3 3 * * 0.72 
Constant 3.52 -1.3 0 0.27 
~ ~ ~ *p< .001, ~ ~ p~ .O l , *p< .O S 
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Table 11 
Logistic Regression with Termination of Treatment as the Dependent Variable. 
Set/variables 
Wald B E(B) 
Drug characteristics (x 2 (8, N= 1146) = 11.15, p = .193) 
Frequency 1 0.09 0.01 1.01 
Alcohol x.37 0.58 1.78 
Marijuana 4.20 0.75* 2.12 
Methamphetamine x.58 0.65 1.92 
Age at first use 1.08 0.04 1.04 
Constant 8.22 -1.92 * * 0.15 
Demographic characteristics (x 2 (8, N= 1144) = 4.88,p = .771) 
Living with parents 1.44 0.19 1.21 
Living with institution 0.94 0.20 1.22 
Less than high school 0.05 0.04 1.04 
Whites 3.14 -0.31 0.73 
Rural 0.89 0.24 1.28 
Small Urban 0.22 0.07 1.07 
Large Urban 0.01 0.02 1.02 
Age at admission 1.39 -0.07 0.93 
Boys 5.57 0.31 * 1.36 
Constant 0.14 0.32 1.37 
Participant history (x 2 (8, N = 1147) = 7.76, p = .457) 
Daysmissedl 0.84 -0.00 1.00 
Arrestl 3.99 0.12* 1.13 
Referred by criminal justice 5.18 -0.30* 0.74 
Hospitalization 0.25 0.05 1.05 
With Psychiatric disorder 0.30 0.07 1.07 
Constant 31.09 -0.66*** 0.52 
Treatment characteristics (x 2 (7, N= 1147) = 7.54, p = .375) 
Continuing care 0.00 -0.02 0.98 
Extended outpatient 0.24 -0.25 0.78 
Intensive outpatient 0.05 0.11 1.12 
Residential 0.77 -0.45 0.64 
Medical setting 0.08 -0.15 0.86 
Alternative services 0.00 0.01 1.01 
Times in treatment 14.73 0.29*** 1.33 
Constant 2.46 -0.87 0.42 
****p< .001, **p< .Ol, *p< .OS 
S1 
Table 12 
Logistic Regression with Dropping Out of Treatment as the Dependent Variable 
Set/variables Wald B E(B) 
Drug Characteristics (xz (8, N= 1146) = 7.11, p = .525) 
Frequency 1 0.00 0.00 1.00 
Alcohol 0.26 -0.17 0.84 
Marijuana 2.85 -0.56 0.57 
Methamphetamine 0.86 -0.36 0.70 
Age at first use 2.63 -0.07 0.93 
Constant 0.11 0.23 1.26 
Demographic characteristics (x 2 (8, N= 1144) = 5.58, p = .695) 
Living with parents 0.20 0.07 1.08 
Living with institution 4.06 -0.49* 0.61 
Less than high school 3.37 -0.33 0.72 
Whites 0.56 0.16 1.17 
Rural 4.18 -0.73 * 0.48 
Small Urban 0.01 0.02 1.02 
Large Urban 0.00 -0.01 0.99 
Age at admission 5.44 0.15 * 1.17 
Boys 1.17 -0.16 0.86 
Constant 10.54 -3.15 * * 0.04 
Participant history (x 2 (8, N = 1147) = 13.07, p = .109) 
Daysmissedl 1.42 -0.01 0.99 
Arrestl 0.04 -0.01 0.99 
Referred by criminal justice 2.28 -0.22 0.80 
Hospitalization 1.78 -0.16 0.85 
With Psychiatric disorder 3.83 -0.29 0.75 
Constant 38.76 -0.79*** 0.45 
Treatment characteristics (x 2 (7, N = 1147) = 14.01, p = .051) 
Continuing care 0.45 -0.47 0.63 
Extended outpatient 0.61 -0.41 0.66 
Intensive outpatient 1.26 -0.62 0.54 
Residential 2.02 -0.76 0.47 
Medical setting 4.34 -1.22* 029 
Alternative services 6.21 -0.25* 0.78 
Times in treatment 1.48 0.10 1.11 
Constant x.14 -0.22 0.80 
****p< .001, **p< .Ol, *p< .OS 
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Discussion 
The present study revealed that some aspects of adolescents' substance abuse history, 
certain demographic characteristics, and their treatment history related to how successful 
treatment and treatment outcomes were for this group. In addition to treatment outcomes and 
completion, the study also. verified some gender differences in the sample. 
Gender differences 
Significant gender differences were found in age at first use of an illegal substance or 
alcohol intoxication, age at admission to treatment, number of arrests before treatment and 
during treatment, days missed at school, the number ~f alternative services in which the 
adolescents participated, previous hospitalization episodes, the drug type, race, psychiatric 
status, living arrangement, and discharge status. 
Findings on arrest and referral to treatment were consistent with earlier literature. As 
in Grella and Joshi (1999), the present study found that males were more likely than females 
to be referred by the criminal justice system. Risser et al's. (1995) study in Austria on the 
postmortem records of drug-related deaths found that more males had a criminal history than 
did females. Also, Moss et al. (1998) found that conduct deviancy was related to substance 
abuse problems in male adolescents but not in female adolescents. 
The present study did not find any significant gender difference in the frequency of 
substances used by the participants. On the other hand, Hueslid and Cooper (1992) and 
Weisner and Schmidt (1992) found in their studies that males drank more often, more 
heavily, and experienced more alcohol related problems than did females. Hueslid and 
Cooper's study had a very similar age group where adolescents who had used alcohol for six 
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months before the study were enrolled; however, unlike the present study, both the Hueslid 
and Cooper, and Weisner and Schmidt's studies had only alcohol as the primary problem. 
Significant gender differences were found in the type of drugs used by both sexes. It 
was found that females were most likely to use alcohol, methamphetamine and other drugs, 
while males were most likely to use marijuana. The results contradicted Grella and Joshi 
(1999) who found males were more likely to use a mixture of drugs like alcohol, heroine, 
cocaine, and alcohol than were females. 
In the present study, females tended to have more hospitalizations than males. To 
some extent this is supported by the findings of Grella and Joshi (1999) who found that 
women in substance abuse treatment were more likely to be referred by medical providers. 
Also, Moss et al. (1998) found that females' substance abuse was associated with health 
problems, while males' substance abuse was associated with family problems. On the other 
hand, Joshi, et al. (2001) suggested that family problems are a risk factor for substance abuse 
behavior in females. In the present study when compared to males females were less likely to 
live with their families. Although the question was not asked directly, the result may indicate 
that females in the present sample were experiencing turmoil with their families (in 
agreement with Elman, et al. 2001, Grella &Joshi, 1999, and Joshi, et al., 2001). 
With respect to age at first use, males tended to start using drugs earlier than females. 
One of the possible explanations for this finding could be the conventional norms in the 
society that condone drinking among males but not among females (Hueslid, et al., 1992). 
This could also be a possible reason that more males with substance abuse problems were 
found to be living in families than were females. Thus, overlooking males' substance abuse 
54 
behavior might make their stay in families more permissible than females. On the other hand, 
females entered treatment at an earlier age than did males. This was consistent with Grella 
and Joshi's (1999) findings in which girls in treatment were younger than boys. They also 
found that men and women who had prior treatment for drugs did not show any significant 
difference in age at first use. However, individuals with prior treatment (both men and 
women with prior treatment) and men without prior treatment were younger at first use than 
women without prior treatment. This finding suggests gender differences for age at first use; 
however, it also suggests that having prior treatment may eliminate the significance of gender 
in predicting the age at first use. 
In the present study the hypotheses that gender of the participants would predict 
frequency of drug use, number of arrest, and days missed at school was partially verified. 
Gender of the participants predicted number of arrests during treatment but failed to predict 
frequency of drug use and days missed at school. It was interesting to note that although 
ANOVA and Chi-square analyses indicated gender differences in many areas, gender as a 
variable was able to predict only arrests (during treatment) in the regression analyses, 
suggesting that in the presence of other demographic characteristics the significance of 
gender in predicting frequency of drug use and days missed at school during treatment was 
suppressed. This also suggests that given the biological and environmental contribution to 
gender differences in the group, other factors in the environment like the family structure and 
involvement in institutions outside family can moderate the effects of gender on outcomes 
during treatment. 
55 
Outcomes during treatment 
Although Hansell and White's (1991) hypothesis that adolescents' use of drugs to 
cope with psychiatric disorders was rejected, they suggested that in a clinical sample 
adolescents may use drugs to cope with psychiatric disorders. In the present study with 
substance abusing adolescents, the presence of any psychiatric disorder predicted an increase 
in frequency of drug use between admission and discharge from treatment. In addition to the 
drug characteristics and participants' history at admission, treatment characteristics also 
played a significant role in predicting frequency of drug use between admission and 
discharge from treatment. Although alternative services and treatment type were found to be 
significant in the preliminary analyses, the effects of drug type and frequency of drug use at 
admission suppressed the effects of alternative services and type of treatment in the stepwise 
regression. The only treatment characteristic that was significant in the stepwise regression 
was number of entries in treatment, thus suggesting that with multiple entries in treatment, 
frequency of drug use also increased. This could be a very useful finding from the 
interventionist' viewpoint, as it lays out the possibility of preventing high frequency of drug 
use by expanding the length of the initial treatment and offering more alternative services. 
The hypothesis that drug characteristics would predict number of arrests and days 
missed at school in participants during the duration of treatment was partially verified. 
Frequency of drug use could predict days missed at school during treatment but failed to 
predict number of arrests during treatment. 
Demographic characteristics and participant history predicted arrests between 
admission and discharge from treatment. Drug characteristics failed to significantly predict 
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arrests. This finding was consistent with the findings of Risser, Bonsch, and Schneider 
(1995) who opposed the traditional view that substance abuse leads to criminal behavior. 
However, the present findings did not support the findings of the longitudinal study of Brook, 
Whiteman, and Finch (1992) that drug use was a precursor of delinquency. Also, it did not 
support Dawkin's (1997) findings that marijuana and alcohol predicted criminal activity; 
however, his findings that race and criminal history (number of arrests before treatment) 
predicted arrests were consistent with the findings of the present study. In the stepwise linear 
regression analyses, race was excluded from the model. Arrests before treatment, sex, and 
hospitalizations were identified as the key factors predicting arrests between admission and 
discharge from treatment. As already discussed in the section on gender differences, males 
tended to be arrested more than females did. 
Hospitalization, although not a very commonly found variable in the literature of 
substance abuse and arrest, was found to be one of the key predictors of arrest. A unit 
increase in number of hospitalizations before treatment increased the number of arrests 
between admission and discharge from treatment. Some possible explanations could be that 
hospitalization may be related to psychiatric disorders, which in turn could be related to 
arrests during treatment; however, in the present study psychiatric status was not found to be 
significant predictor of arrests. Also, in the present study psychiatric status was coded as a 
dummy variable and thus its severity is not known. This could be a potential hypothesis for 
future research but the present study cannot verify such explanations for this finding. 
The predictor sets Drug characteristics, Participant history, and Treatment 
characteristics significantly predicted days missed at school. In the study by Ellickson, Bui, 
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Bell, and McGuigan (1998) school dropout was predicted by type of drug used and frequency 
of use. Also, in the study by Jeynes (2000) academic ~.chievement as measured by 
achievement tests was predicted by the use of different types of drugs and frequency of use. 
Both these studies found a negative influence of different drug types and of high frequency 
use on school dropout rate and on academic achievement, respectively. To some extent the 
findings of the present study support these two studies indicating that an increase in drug 
frequency predicted days missed at school. However, frequency of drug use was excluded 
from the model when stepwise regression was used, and the only significant variables 
remaining were days missed at school before treatment, hospitalization, and type of treatment 
provided. An increase in number of hospitalizations predicted an increase in days missed at 
school during treatment. It could be that participants hospitalized before treatment also 
required hospitalization during treatment and thus they missed days at school during the 
treatment period. The levels of the variable treatment type were arranged in an ascending 
order based on the treatment severity, level 1 being continuation of treatment and level 6 
being medical setting. A positive Beta of treatment type suggests that an increase in treatment 
severity predicted an increase in days missed at school during treatment. This finding seems 
quite relevant as with more severe treatment like needing medical attention and in residential 
setting it is much likely that the participants will miss days at school. 
The predictive value of treatment characteristics was noteworthy. At least one of the 
treatment characteristics in the stepwise regression analyses predicted frequency of drug use 
and days missed at school, but failed to predict arrests during treatment. Another insight 
gained from the above analyses was that each of the dependent variables was most strongly 
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predicted by its corresponding variable before treatment; frequency2 was most strongly 
predicted by frequency 1, arrest2 by arrest 1, and daysmissed2 by daysmissed 1. This suggests 
the strong influence of these variables over the treatment characteristics; however, as an 
interventionist even the second and the third position of treatment characteristics at the 
stepwise regression analyses should be considered as an opportunity for improvement. 
Discharge status 
The hypothesis that both participant and treatment characteristics would predict 
discharge status was verified. Being white and being referred by the criminal justice system 
predicted completion of treatment. On the other hand, multiple arrests before treatment, and 
entering multiple times in the treatment predicted non-completion of treatment. Using 
marijuana, being a male, having multiple arrests before the treatment, and having multiple 
entries in treatment predicted termination of treatment. On the other hand, referred by 
criminal justice system decreased the odds of terminating the treatment. Being older at 
admission predicted dropping out of treatment. Increased attendance in alternative services, 
living within an institution, and coming from a rural area decreased the odds of dropping out 
of treatment. Both Treatment characteristics (multiple entries in treatment) and Participant 
history (referral from criminal justice system, and number of arrests) variables were the most 
frequently found variables in this analysis. Both multiple arrests and multiple times in 
treatment predicted non-completion of treatment and termination of treatment. On the other 
hand, referral from criminal justice system predicted completion of treatment and decreased 
the odds for terminating the treatment. 
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As compared to studies conducted in the past, the present study indicated the 
importance of both participant and treatment characteristics for predicting treatment 
completion. In agreement with Klienman et al. (1992), the current study also revealed that 
being white, younger in age, and having fewer arrests can predict treatment completion. In 
their study, Moss et al. (2001) found that the clients who deteriorated in treatment were the 
ones who used drugs daily for more than a ten year period, had six or more psychiatric 
problems, were previously arrested, and were younger. Again, the present study also found 
that the participants who left treatment were the ones who had prior arrests. However, 
compared to Moss et al. (1998), the present study failed to find that frequency of drug use 
predicted treatment completion, termination, or dropping out of treatment. The presence of 
psychiatric disorders predicted dropping out of treatment, although the result was marginal. 
In the Moss et al. study it was found that younger participants had a greater chance of 
treatment deterioration, which is contradictory to the findings of the present study that 
showed being older would predict dropping out of treatment. However, one should consider 
the difference in the age groups of the participants enrolled in these different studies. A 
possible explanation for this finding could be that participants who entered treatment at an 
older age had to be on their own, and, therefore, their involvement with drugs and earning 
their own livelihood would leave little time and motivation to complete treatment. Also, as 
the mean age for the first use of any drug is around 13 years, participants entering the 
treatment after age 16 years might either have had no treatment since their first use of drug or 
had prior treatment history, in either case, it suggests a negative chance of completing 
treatment. 
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Participants from rural areas showed lower odds for dropping out of treatment. 
According to the findings of Barbara and Lakefield (2001), being in a rural area decreased the 
likelihood of ever receiving the treatment. In their study the main reason for the substance 
abusing clients not completing treatment was their lack of acceptance that drug use is a 
problem and help is required to solve it. On the other hand, the rural participants in this study 
had lower odds of dropping treatment; however, there was a difference in the geographical 
location and intensity of drug use in their study and the present study. The participants in 
Barbara and Lakefield's study were all chronic drug users while, the intensity of drug use in 
the present sample was varied. 
When evaluating drug type, Fishman et al. (1999) found that clients using alcohol had 
higher treatment retention rates while clients using cocaine had higher attrition rates. The 
results in the present study showed marijuana users v~ere the ones who had a higher chance of 
terminating the treatment. One of the findings in the present study that was consistent with 
both Fishman et al. and Florentine et al. (1999) was that the alternative services, if taken as 
ancillary services as in Florentine et al. study and psychosocial interventions as in Fishman et 
al. study, predicted treatment retention/completion. Vocational training, mentoring, nutrition 
education, parent education were some of the alternative services offered to the population in 
the present study. This could be a very important finding as it conveys an important message 
to all the researchers and interventionists in the field that they should consider tapping and 
nurturing strengths in the substance abusing adolescents rather than concentrating only on 
their problem areas. 
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An access to alternative services could also be related to Cloward and Ohlin's (cited 
in Shoemaker, 2000) theory of differential opportunity structure. In the present study, 
although alternative services provided at treatment were not directly related to economic 
benefits, these services did provide an opportunity for the participants to enhance their 
educational and general living skills. Participants' ac~ess to the alternative services did 
predict lower odds for dropping out of treatment. The participants in this study were from 
lower socio-economic background, thus access to the alternative services might have helped 
fill the gap of differential opportunity structure in society as claimed by Cloward and Ohlin 
in their theory. 
Cohen's middle class rod theory claimed that delinquency is related to poor 
performance of lower-class-youth at schools. As discussed earlier, number of days missed at 
school can be taken as one of the academic achievement behaviors at school. In the present 
study days missed at school before treatment failed to predict frequency of drug use and 
number of arrests during treatment; however, days mi sed at school before treatment could 
only predict its corresponding behavior days missed at school during treatment. 
If analyzed in the light of control theory of delinquency, that claimed delinquency to 
be a result of an absence of control mechanism, the findings about criminal justice system 
referrals and living within an institution fit quite well ~o this claim. Participants referred by 
the criminal justice system were more likely to complete treatment and less likely to 
terminate or drop out of treatment. This could be beca se the criminal justice system has a 
structured set of rules that required the participants to complete the treatment. Thus, some 
kind of reinforcing or punitive value attached to the completion or dropping out of treatment 
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would explain discharge status. Also, living in an institution predicted less chance of 
dropping out of treatment. One should, however, keep in mind the specific attributes of the 
population in this study. The participants in this study were treated for substance abuse, and 
around 5 7.5 %had one or more than one arrest before treatment and therefore were more 
likely to be institutionalized. 
Implications of the study 
Being referred by the criminal justice system predicted completion of treatment. A 
comparison of services provided to adolescents requiring substance abuse treatment in 
different institutes (medical, psychiatric and criminal justice) may further help in determining 
factors from each of these institutes that lead to treatn 
population the impact of presence or absence of instit~ 
delinquency could be studied. 
Demographic characteristics and adolescents' 
ent completion. Also, in the general 
tions like church, school, family on 
history best explained their arrest 
record, while treatment and drug characteristics were significant predictors of frequency of 
drug use. Thus in future research treatment and drug characteristics' variable sets should be 
expanded to include variables like counselor-client relations, type of alternative services, and 
multiple drug use in an attempt to better predict frequency of drug use during and after 
treatment. Family history variables including parent's arrest history should also be included 
in the set of participant history variables when examining arrests in this population. 
Participants who were younger at admission were more likely to complete treatment, 
and participants who were older at admission were more likely to drop out of treatment. In 
future studies, an evaluation of different types and nature of treatment services provided to 
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different ages and the relationship to completion of treatment may further explain factors that 
retain participants of different age groups in treatment. 
In some countries the law does not include marijuana in the list of illegal substances, 
and in other countries legalization of marijuana use is still a debatable issue. Marijuana was 
the only drug that predicted termination of treatment the present study which may indicate 
that, although not considered a very strong drug, it co~ild make treatment difficult for its 
users. The lenient perception and lawful consequences of marijuana use might have 
decreased participants' involvement and motivation irk treatment thus, resulting in various 
problems (for example, lack of progress in treatment, and requiring assistance outside the 
present treatment) leading to termination of treatment. 
As discussed earlier, the baseline behaviors like frequency of drug use, arrest, and 
days missed at school had a strong influence on the respective corresponding outcome 
behaviors during treatment. This result most likely indicates the difficulty in changing 
previously acquired or learned behaviors related to drug use, arrest, and school attendance. 
This finding highlights the importance of prevention efforts for pre-adolescents; since drug-
related behaviors appear to be difficult to change, it is imperative to keep children from 
engaging in illegal drug use. 
The present study found many significant gender differences in the demographics, 
drug behavior, participant, and treatment characteristics. These gender differences should be 
considered while making policy decisions related to adolescents in similar settings. For 
example, on average, females attended more alternative services than did males. A more 
detailed evaluation of the different services provided nay determine whether the type of 
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alternative services provided was relevant to the interests and needs of both males and 
females. 
Since in this treatment participant population, males tended to live with their families 
and females tended to live in institutions. This result suggests development of more varied 
strategies in the substance abuse prevention and treatment domains. More in-service training 
programs could be budgeted for social workers, counselors and institution heads for dealing 
with problems like missing days at school, psychiatric disorders, use of alcohol and 
metamphetamine, and physical illness in substance abusing girls. For boys with substance 
abusing problems, more parents could be encouraged to seek help for the arrest related 
behaviors, and the use of marijuana in their children. 
Also, as attendance in alternative services predicted completion of treatment, 
implementation of these services should be further encouraged and made more accessible to 
participants. Researchers and interventionists working with substance abusing adolescents 
and examining the problem areas for these adolescents should not overlook the strengths of 
these adolescents that can be tapped through alternative services and other treatment 
variations. 
Limitations of the study 
Considering the size of the sample and the number of analyses conducted by the study 
it is very likely that some of the significant results may have occurred by chance. When 
interpreting results, one should consider that, while many results were statistically significant 
the R2 were quite low explaining total variance. Thus., although statistically significant, the 
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majority of the variation in the dependent variables was not explained by the selected 
variables. 
Because this study was exploratory in nature, stepwise regression analyses were used. 
Obviously, this limits the generalization of the results. The following quote further clarifies 
this limitation: 
...there appears to be general agreement that the use of computer-controlled 
stepwise procedures to select variables is inappropriate for theory testing 
because it capitalizes on random variations in lthe data. and produces results 
that tend to be idiosyncratic and difficult to replicate in any sample other than 
the sample in which they were originally obtained (Garson, 2000). 
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