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Abstract
We give an improved analysis of the best-of-many Christofides algorithm with lonely edge
deletion, which was proposed by Sebő and van Zuylen [7]. This implies an improved upper
bound on the integrality ratio of the standard LP relaxation for the s-t-path TSP.
1 Introduction
A major open problem in the study of the traveling salesman problem is to determine the integrality
ratio of the standard LP relaxation. The same question can be asked for the variant in which start
and end of the tour are given and distinct. For this LP (see (1) below) the conjectured integrality
ratio is 32 , which is asymptotically attained by simple examples. Better and better upper bounds
have been shown [1, 6, 9, 3, 7]. The previously best-known upper bound by Sebő and van Zuylen [7]
is 32 +
1
34 > 1.5294. We improve the analysis of their algorithm and show that the integrality ratio
is smaller than 1.5284.
Even better approximation algorithms, with ratios 32 + ε [8] and
3
2 [11], have been found recently,
but these do not imply an upper bound on the integrality ratio of the LP.
In the s-t-path TSP we are given a finite metric space (V, c) and vertices s, t ∈ V with s 6= t. The task
is to compute a path (V,H) with endpoints s and t that contains all elements of V and minimizes
c(H) :=
∑
{v,w}∈H c(v,w). An equivalent formulation asks for a minimum-cost multi-subset H of
E =
(
V
2
)
such that the graph (V,H) is connected and s and t are its only odd-degree vertices. (Such
a graph contains an Eulerian s-t-walk and we can shortcut whenever we revisit a vertex.)
Christofides’ algorithm, adapted to the s-t-path TSP by Hoogeveen [4], computes a minimum-
cost spanning tree (V, S) and adds a minimum-cost matching on the set T = {v ∈ V : |S ∩
δ(v)| odd }△{s, t} of vertices whose degree has the wrong parity. Adding such a matching is called
parity correction. This algorithm yields a tour of cost at most 53 times the LP value.
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2 Best-of-many Christofides with lonely edge deletion
An, Kleinberg and Shmoys [1] proposed and analyzed the best-of-many Christofides algorithm. It
starts by computing an optimum solution x∗ to the LP
min c(x)
s.t. x(δ(U)) ≥ 2 for ∅ ⊂ U ⊆ V \ {s, t},
x(δ(U)) ≥ 1 for {s} ⊆ U ⊆ V \ {t},
x(δ(v)) = 2 for v ∈ V \ {s, t},
x(δ(v)) = 1 for v ∈ {s, t},
x(e) ≥ 0 for e ∈ E.
(1)
Here and in the following we abbreviate x(F ) =
∑
e∈F x(e) and c(x) :=
∑
e∈E c(e)x(e). We write x
∗
as a convex combination of incidence vectors of spanning trees, i.e. x∗ =
∑k
j=1 pjχ
Sj for spanning
trees (V, S1), . . . , (V, Sk) and nonnegative coefficients p1, . . . , pk with
∑k
j=1 pj = 1. Then parity
correction as in Christofides’ algorithm is applied to each of the k spanning trees; finally the best
of the resulting s-t-tours is selected. A key observation of [1], used in all subsequent works, was
that the set N := {δ(U) : {s} ⊆ U ⊆ V \ {t}, x∗(δ(U)) < 2} of narrow is induced by a chain. The
analysis of the best-of-many Christofides algorithm was improved by Sebő [6]. The algorithm can
be further improved by using a convex combination with certain properties [9, 3]. In particular,
Gottschalk and Vygen [3] showed:
Theorem 1
Let x∗ be an optimum solution to the LP (1) and N the set of narrow cuts. Then there exist
spanning trees (V, S1), . . . , (V, Sk) and nonnegative coefficients p1, . . . , pk with
∑k
j=1 pj = 1 such that
x∗ =
∑k
j=1 pjχ
Sj and for every C ∈ N there exists an r ∈ {1, . . . , k} with
∑r
j=1 pj = 2− x
∗(C) and
|C ∩ Sj | = 1 for all j = 1, . . . , r.
Schalekamp et al. [5] found a simpler proof of this theorem. We will work with such a convex
combination henceforth.
Sebő and van Zuylen [7] had the brilliant idea to delete some of the edges in each spanning tree and
do parity correction on the resulting forest. This can save cost because parity correction will often
reconnect the connected components of the forest anyway. Call an edge e and a cut C ∈ N lonely
in tree Sj if {e} = C ∩ Sj and
∑j
i=1 pi ≤ 2 − x
∗(C). Then we also say that e is lonely at C. We
denote the lonely cuts in Sj by L(Sj). Let Fj be the edge set of the forest that results from Sj by
deleting its lonely edges. The algorithm by Sebő and van Zuylen [7] does parity correction on each
forest (V, Fj). Let Tj := {v ∈ V : |Fj ∩ δ(v)| odd}△{s, t} denote the set of vertices whose degree in
Fj has the wrong parity.
Instead of adding a matching on Tj , we can add an arbitrary Tj-join J (an edge set such that Tj is
the set odd-degree vertices of (V, J)). Although this is equivalent, it will come handy. Every Tj-join
J must contain an edge (in fact, an odd number of edges) in every lonely cut of Sj (because they
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are all Tj-cuts, i.e. cuts δ(U) for a vertex set U with |U ∩ Tj| odd). However, this does not imply
that Fj
.
∪ J is connected, because an edge of J can belong to several lonely cuts of Sj. In this case
we can, for all but one of these cuts, add two copies of the lonely edge of Sj in this cut (to ensure
connectivity without changing parities).
If we choose a Tj-join J for parity correction, we will pay a total of at most
∑
e∈J c
j(e), where
cj(e) := c(e) +
∑
C∈L(Sj), e∈C
2c(C ∩ Sj) − max
{
0, max
C∈L(Sj), e∈C
2c(C ∩ Sj)
}
;
here the second and third terms account for the reconnection cost.
We now describe formally the best-of-many Christofides algorithm with lonely edge deletion due to
Sebő and van Zuylen. This is the algorithm that we will analyze.
1. Compute an optimum solution x∗ to the LP (1).
2. Compute x∗ =
∑k
j=1 pjχ
Sj as in Theorem 1
3. Do the following for each j = 1, . . . , k:
a) Compute a Tj-join Jj with minimum c
j-cost.
b) Compute a minimum c-cost subset Rj ⊆ Sj\Fj of the lonely edges such that Fj
.
∪ Jj
.
∪ Rj
is connected.
c) Find an Eulerian s-t-walk in Hj := Fj
.
∪ Jj
.
∪ Rj
.
∪ Rj and shortcut whenever a vertex is
visited more than once.
4. Return the cheapest of these k tours.
We remark that Sebő and van Zuylen [7] also consider the result of the normal best-of-many
Christofides algorithm and output the better of the solutions, but this is not necessary as our
analysis will reveal.
3 Outline of the new analysis
By definition of cj, the cost of the tour Hj is at most c(Fj) + c
j(Jj). The cost of the Tj-join Jj is
the minimum cost of a vector y in the Tj-join polyhedron [2]{
y ∈ RE≥0 : y(δ(U)) ≥ 1 for U ⊂ V with |U ∩ Tj | odd
}
. (2)
We call a vector y in (2) a parity correction vector. Note that every parity correction vector yields
an upper bound on the cost of Jj. A first attempt to design a parity correction vector could be the
vector βx∗ + (1 − 2β)χSj for some 0 ≤ β ≤ 12 . This vector has value at least one on all cuts except
the narrow cuts. The narrow cuts can be repaired by adding fractions of incidence vectors of lonely
edges (not necessarily from the same tree). We will pay all this and the reconnection cost by what
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we gain by deleting the lonely edges. Then our total cost is
k
min
j=1
c(Hj) ≤
k∑
j=1
pjc(Hj) ≤
k∑
j=1
pj
(
c(Sj) + βc(x
∗) + (1− 2β)c(Sj)
)
= (2− β)c(x∗). (3)
Hence we would like to choose β as large as possible. Unfortunately, for β = 12 we need too much
from the lonely edges. By reducing β, we can increase the value of βx∗+(1− 2β)χSj on the narrow
cuts and thus decrease the required amount of lonely edges. Choosing β = 817 is sufficient and this
is essentially what Sebő and van Zuylen did.
In our parity correction vector for a forest Fj we will use lonely edges of Sj and of earlier trees. If
we increase β for the early trees and decrease β for the late trees, we need more from the lonely
edges in the early trees, but less in the late trees. This will improve our bound if the late trees are
cheaper (and this is indeed true in the worst case).
The algorithm computes k tours H1, . . . ,Hk. All previous analyses, like (3), computed an upper
bound on
∑k
j=1 pjc(Hj). Instead, we will compute a weighted average with different weights, giving
a higher weight to tours resulting from early trees.
We choose βj and weights qj > 0 with
∑
j qj = 1 and such that qj · (2 − 2βj) = M · pj for some
constant M > 0. Such a choice allows to bound the cost of our tour against the LP value c(x∗):
k∑
j=1
qj · c(Hj) ≤
k∑
j=1
qj (βjc(x
∗) + (2− 2βj)c(Sj)) =

 k∑
j=1
qjβj +M

 c(x∗).
Intuitively, choosing
qj
pj
(and thus βj) larger for the early trees is good, because for the early trees
we delete more lonely edges (cf. Theorem 1). This allows us to choose the average value of β larger
and thus improves our upper bound.
We first analyze the cost of a tour resulting from a single tree Sj. Later, we will take a weighted
average.
4 Analyzing one tree
Let j ∈ {1, . . . , k}. To bound the cost of parity correction of the forest Fj, we follow Wolsey’s
approach [10] and use a vector in the Tj-join polyhedron (2).
Let 0 ≤ β ≤ 12 and α := 1− 2β ≥ 0. Moreover, for C ∈ N , let v
C ∈ RE≥0 be a vector with v
C(C) = 1
and vC(e) = 0 unless e is lonely at C in some tree (not necesarily in Sj). We will choose v
C later.
We define
yjβ := βx
∗ + αχSj +
∑
C∈L(Sj)
β(2 − x∗(C))χSj∩C +
∑
C∈N\L(Sj)
max
{
0, β(2− x∗(C))− α
}
vC .
The first sum is the contribution from lonely edges of the tree Sj itself, in oder to repair the lonely
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cuts of Sj . The second sum is the contribution from lonely edges of earlier trees, in order to repair
the other narrow cuts.
Obviously, yjβ is a nonnegative vector. We show that y
j
β is a parity correction vector, i.e. a vector in
(2).
Lemma 2
For every Tj-cut C we have y
j
β(C) ≥ 1.
Proof: Let C = δ(U) be a Tj-cut. Since |{v ∈ U : |Fj ∩ δ(v)| odd}| is odd if and only if |Fj ∩ δ(U)|
is odd, we conclude that |U ∩ {s, t}|+ |Fj ∩ C| is odd. We now distinguish several cases.
Case 1: |U ∩ {s, t}| is odd (i.e., C is an s-t-cut).
Then |Fj ∩ C| is even. We now consider two subcases.
Case 1a: C ∈ L(Sj).
Then yjβ(C) ≥ βx
∗(C) + α+ β(2− x∗(C)) = α+ 2β = 1.
Case 1b: C /∈ L(Sj).
Since |Fj ∩C| is even, we have |Sj ∩ C| ≥ |Fj ∩ C| ≥ 2 or |Fj ∩ C| = 0. Since C /∈ L(Sj), if Fj ∩ C
is empty, the cut C must contain at least two edges that are lonely in Sj. So we have also in this
case |Sj ∩C| ≥ 2. Thus y
j
β(C) ≥ βx
∗(C) + 2α+max{0, β(2− x∗(C))− α} (note that the last term
is zero if C /∈ N ). We conclude yjβ(C) ≥ βx
∗(C) + 2α+ β(2− x∗(C))− α = α+ 2β = 1.
Case 2: |U ∩ {s, t}| is even.
Then x∗(C) ≥ 2. Hence, yjβ(C) ≥ βx
∗(C) + α ≥ 2β + α = 1. 
Moreover,we have yjβ ≥ 0. Thus y
j
β is contained in the Tj-join polyhedron (2), and so min{c
j(J) :
J a Tj-join} ≤ c
j(yjβ).
A key observation of Sebő and van Zuylen [7] was that the need for reconnection is unlikely. Only
bad edges can result in reconnection, where an edge is called bad (for Sj) if it is contained in more
than one lonely cut. The edges in Sj are never bad for Sj, nor are the lonely edges of trees that
come earlier in the list S1, . . . , Sr. Therefore, an edge e with v
C(e) > 0 for some C ∈ N \ L(Sj) is
not bad for Sj. At this point one uses the particular choice of the decomposition of x
∗ into incidence
vectors of spanning trees. For every edge e that is not bad we have cj(e) = c(e). Hence
cj(yjβ) = β c
j(x∗) + α c(Sj) +
∑
C∈L(Sj)
β(2− x∗(C)) c(Sj ∩ C)
+
∑
C∈N\L(Sj)
max
{
0, β(2 − x∗(C))− α
}
c(vC).
Moreover, Sebő and van Zuylen [7] showed:
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Lemma 3
cj(x∗) ≤ c(x∗) +
∑
C∈L(Sj)
2(x∗(C)− 1)c(Sj ∩ C).
Therefore, the cost of the tour that results from the tree Sj is at most
c(Fj) + min{c
j(J) : J a Tj-join}
≤ c(Sj)−
∑
C∈L(Sj)
c(Sj ∩ C) + c
j(yjβ)
≤ (1 + α)c(Sj) + βc(x
∗) +
∑
C∈L(Sj)
(
2β(x∗(C)− 1)− 1 + β(2− x∗(C))
)
c(Sj ∩ C)
+
∑
C∈N\L(Sj)
max
{
0, β(2− x∗(C))− α
}
c(vC)
= (1 + α)c(Sj) + βc(x
∗)−
∑
C∈L(Sj)
(
α+ β(2 − x∗(C))
)
c(Sj ∩ C)
+
∑
C∈N\L(Sj)
max
{
0, β(2− x∗(C))− α
}
c(vC),
(4)
since α = 1− 2β.
5 Average cost
It will be useful to index the trees by a continuum and define Sσ for all 0 < σ ≤ 1, where Sσ = Sj
if
∑j−1
i=1 pi < σ ≤
∑j
i=1 pi.
Let h : [0, 1] → [0, 1] be an integrable function to be chosen later. The weight of the tour resulting
from Sσ will be proportional to 1 + h(σ). Also α and β depend on σ, namely as follows:
ασ =
1− h(σ)
1 + h(σ)
and βσ =
h(σ)
1 + h(σ)
.
Note that indeed 0 ≤ βσ ≤
1
2 and ασ + 2βσ = 1 for all σ.
Moreover, we set
vC :=
1∫ z
0
(
1− h(σ) + zh(σ)
)
dσ
∫ z
0
(
1− h(σ) + zh(σ)
)
· χSσ∩C dσ,
where we abbreviated z := 2− x∗(C). Then indeed vC(C) = 1 for all C ∈ N , and vC(e) = 0 unless
e is lonely at C.
We will now show under which condition the last two terms in (4) vanish:
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Lemma 4
Suppose ∫ 1
z
max
{
0, h(σ) − 1 + zh(σ)
}
dσ +
∫ z
0
(
h(σ) − 1− zh(σ)
)
dσ ≤ 0 (5)
for all z ∈ [0, 1]. Then
∫ 1
0
(1 + h(σ))
(
−
∑
C∈L(Sσ)
(
ασ + βσ(2− x
∗(C))
)
c(Sσ ∩ C)
+
∑
C∈N\L(Sj)
max
{
0, βσ(2− x
∗(C))− ασ
}
c(vC)
)
dσ
(6)
is nonpositive.
Proof: Again writing z := 2− x∗(C), using
(1 + h(σ))
(
ασ + βσ(2− x
∗(C))
)
= 1− h(σ) + zh(σ)
and
(1 + h(σ))max
{
0, βσ(2− x
∗(C))− ασ
}
= max
{
0, h(σ) − 1 + zh(σ)
}
,
and changing the order of summation, we can rewrite (6) as
−
∑
C∈N
∫ z
0
(
1− h(σ) + zh(σ)
)
c(Sσ ∩ C)dσ +
∑
C∈N
∫ 1
z
max
{
0, h(σ)− 1 + zh(σ)
}
c(vC)dσ.
Hence (plugging in the definition of vC) and using 1 − h(σ) + z · h(σ) > 0, it suffices to show that,
for every z ∈ (0, 1],
−1 +
1∫ z
0
(
1− h(σ) + zh(σ)
)
dσ
∫ 1
z
max
{
0, h(σ)− 1 + zh(σ)
}
dσ ≤ 0.
which follows directly from (5). 
Lemma 5
Let h : [0, 1] → [0, 1] be an integrable function with (5) for all z ∈ [0, 1]. Then the best-of-many
Christofides algorithm with lonely edge deletion computes a solution of cost at most ρ∗c(x∗), where
ρ∗ = 1 +
1
1 +
∫ 1
0 h(σ)dσ
.
Proof: Combining (4) and Lemma 4, we get the following upper bound on the total cost of the
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best-of-many Christofides algorithm with lonely edge deletion:
1∫
1
0
(1+h(σ)) dσ
∫ 1
0
(1 + h(σ))
(
βσc(x
∗) + (1 + ασ)c(Sσ)
)
dσ
= 1∫ 1
0
(1+h(σ)) dσ
∫ 1
0
(
h(σ)c(x∗) + 2c(Sσ)
)
dσ
= 1∫ 1
0
(1+h(σ)) dσ
(∫ 1
0
h(σ)dσ + 2
)
c(x∗)
= 1∫ 1
0
(1+h(σ)) dσ
(∫ 1
0
(1 + h(σ))dσ + 1
)
c(x∗)
=
(
1 + 1
1+
∫
1
0
h(σ) dσ
)
c(x∗)

Now we can prove the main result:
Theorem 6
Let
ρ∗ := 1 +
1
1 + 4 ln(54)
.
Then the best-of-many Christofides algorithm with lonely edge deletion computes a solution of cost
at most ρ∗c(x∗).
Proof: We set h(σ) = 44+σ for 0 ≤ σ ≤ 1. Then
∫ 1
0
4
4+σ dσ = 4 ln(
5
4 ). We need to check (5).
Note that h(σ)− 1 + zh(σ) > 0 if and only if 44+σ = h(σ) >
1
1+z , i.e., σ < 4z. Hence to prove (5) it
suffices to show ∫ 4z
z
(
h(σ)− 1 + zh(σ)
)
dσ +
∫ z
0
(
h(σ) − 1− zh(σ)
)
dσ ≤ 0
The left-hand side is
4(1 + z)(ln(4z + 4)− ln(z + 4)) + 4(1− z)(ln(z + 4)− ln(4)) − 4z,
so (dividing by 4) we need to check
(1 + z) ln 4z+4
z+4 + (1− z) ln
z+4
4 − z ≤ 0.
This is true for z = 0, moreover the derivative of the left-hand side is
ln 16(z+1)
(z+4)2
− 2z
z+4 .
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Using lnx ≤ x− 1 for all x > 0 this is at most
16(z+1)
(z+4)2 − 1−
2z
z+4 =
16(z+1)−(z+4)2−2z(z+4)
(z+4)2 =
−3z2
(z+4)2 ≤ 0.

Theorem 6 immediately implies that the integrality ratio is at most ρ∗. Note that ρ∗ < 1.5284. We
see that (5) is tight only for z = 0 with our choice of h. A better choice would lead to a better
upper bound on the integrality ratio. However, we do not know how to find the best h. Numerical
computations indicate that the best value that can be obtained in this way is approximately 1.5273.
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