This paper considers finite element discretisations of the Helmholtz equation and its generalisation arising from harmonic acoustics perturbations to a non-uniform steady potential flow. A novel elliptic, positive definite preconditioner, with a multigrid implementation, is used to accelerate the iterative convergence of Krylov subspace solvers.
Introduction
The Helmholtz equation −∇ 2 φ − ω 2 φ = 0, (1.1) models the propagation of an acoustic wave with perturbation potential φ e iωt through a uniform stationary flow with unit speed of sound. A finite element approximation on a 3D problem with a high frequency will yield a very large discrete system of equations, for which direct solution will have excess memory and CPU requirements.
The alternative is to use an iterative solution method, with preconditioning to accelerate the iterative convergence. The problems associated with the iterative solution of the Helmholtz equation are however well documented, see for example [3] or [9] . As ω increases, the discretisation matrix becomes highly indefinite and ill-conditioned. In addition the necessary inclusion of radiating boundary conditions produces a non-Hermitian 1 system matrix. The indefiniteness of the matrix has proved to be a stumbling block for multigrid approaches [6] , leaving the more robust Krylov subspace methods as the usual choice for such problems. However, the non-Hermitian nature of the matrix rules out use of the CG method [16] , whilst the ill-conditioning can prove highly problematic for other Krylov methods.
Consequently, much work has been done on preconditioning the discrete system to greatly improve the convergence rate of Krylov solvers. In 1983, Bayliss et al. set down what is often regarded as the benchmark, using a CGNR solver with a Laplacian preconditioner, inverted with one sweep of SSOR for the finite element solution of the Helmholtz equation [4] . This work was complemented the following year by Gozani et al. using multigrid for the inversion [15] . This issue of inexpensive preconditioner implementation also motivated the work initiated in 2D by Ernst and Golub [11] and generalised to 3D by Elman and O'Leary [9] . They selected a block preconditioner, based on the linear operator itself, and compatible with fast Poisson-type inversion. A very similar approach was also used by Otto and Larson [22] . Although all this work was carried out on simple domains, Ernst showed how it can be generalised onto more complex geometries using capacitance matrices [10] .
Although basic multigrid is not a sensible option, several authors have looked into multigrid preconditioning for an outer Krylov iteration. This was first attempted by Shapira [30] , who used red-black Gauss-Seidel smoothing down to the coarsest grid of two points per wavelength. However, Elman [8] found that using such classical iterative techniques failed to smooth all error modes on the coarser grids, and he therefore proposed to use GMRES as the smoother and a flexible GMRES algorithm for the outer loop on these troublesome grids, reverting back to the more traditional Jacobi when the mesh was sufficiently fine. His results were very encouraging, although it remains to be seen how such a method would compare to less memory intensive iterations.
Considering the more common preconditioners, Otto found that the Jacobi and ILU 1 Hermitian refers to the conjugate transpose preconditioners perform poorly [22] , but Made has recently attempted to perturb the real part of A to make it positive definite, or at least less indefinite, before using an ILU preconditioner and a restarted GMRES solver [20] . His results show significant improvements against those of an ILU preconditioner on the unperturbed system. Malhorta et al. [21] used a block version of the QMR algorithm for problems with multiple right-hand sides and investigated the use of both SSOR and hierarchical basis functions. The SSOR preconditioner gave best performance even when the problem was reduced to only one right-hand side.
The Helmholtz equation can also be viewed as the stationary mean flow case of the more general full linearised harmonic potential equation
for the harmonic perturbation potential superimposed upon a nonuniform steady mean flow defined by the potential φ, with density ρ and speed of sound c given by
where M ∞ is the farfield Mach number. All quantities are non-dimensionalised using the density and speed of sound in the far field, and an appropriate reference length R. Consequently the acoustic potential is non-dimensionalised with respect to c ∞ R and frequency with respect to c ∞ /R. Such an equation has widespread engineering applications and presents us with the motivation for this work: the desire to perform 3D finite element aeroacoustic calculations for the radiation from turbofan engine inlets.
Although the difficulties faced in solving the full equation (1.2) are very similar to those of the Helmholtz equation (1.1), there has been little novel research into its iterative solution, with a preference for the traditional techniques, such as ILU preconditioning [26] and Jacobi and Schwartz decomposition preconditioners with the TFQMR algorithm [32] . This is in stark contrast to the work on the Helmholtz equation, but unfortunately most of these methods do not generalise onto the full equation on arbitrary geometries.
The new preconditioning matrix introduced in this paper is elliptic, positive definite, and closely related to the original problem. In the first part of the paper it is developed for the Helmholtz equation. When applied to a simple 1D test problem, a theoretical and computational analysis show it to both considerably cluster the system's eigenvalues and lower the condition number to a level independent of the grid resolution. To avoid the expense of applying the preconditioner exactly, the preconditioner is implemented approximately via a single multigrid V-cycle with optimised Jacobi smoothing. Numerical computations show such an approximation to have negligible adverse preconditioning effects over an exact implementation. When coupled with a variety of Krylov subspace schemes for a 2D model problem, this new preconditioning technique gives considerable convergence acceleration. The favoured scheme is Freund's complex symmetric QMR-SYM algorithm [14] which shows results comparable to the 'optimal' GMRES algorithm but without the memory requirements. It gives iteration numbers only weakly dependent on grid resolution and scaling approximately linearly with the reduced frequency, which is a substantial improvement over the popular SSOR preconditioner.
The second part of the paper presents the generalisation of the preconditioner for the full equation (1.2) . Results are presented on both an axisymmetric aircraft inlet geometry and rectangular and cylindrical ducts with base flow and modal boundary conditions. Such results continue to show little dependence on grid resolution and in many cases show considerable improvement in convergence. Final conclusions are drawn in Section 4.
Helmholtz equation

1D and 2D model problems
The two model problems are the Helmholtz equation defined on the unit interval and unit square, as shown in Figure 1 . In each case, the inhomogeneous Neumann boundary condition at x = 1 provide a sound source which generates an acoustic wave for which the Bayliss-Turkel radiating boundary condition [5] at x = 0 is perfectly non-reflecting. The 2D model is completed with zero normal flow boundary conditions at y = 0, 1.
Finite element discretisation
For both problems we use a Galerkin finite element discretisation with isoparametric Lagrange elements on a uniform Cartesian grid. The starting point for such a formulation is the approximate solution
where φ j is the approximation to φ at node j, and N j is the corresponding first-order Lagrange shape function. This approximation is then substituted into the weak form of the Helmholtz equation,
where Ω is the problem's domain with boundary Γ, the normal derivative at the boundary ∂φ ∂n is evaluated using the boundary conditions, and the test function ψ is taken to be N j for j = 1, ..., n. This yields the complex symmetric linear system
where K is the usual symmetric positive semi-definite stiffness matrix, M is the symmetric positive definite mass matrix, B is a complex symmetric matrix arising from the radiation boundary condition, φ is the vector of unknowns φ j , and f comes from the inhomogeneous boundary condition at x = 0.
The iterative convergence of Krylov methods will be dependent on the system's spectrum. Taking the l 2 -condition number κ 2 , defined in terms of a system's singular values (σ) as
then a standard result for the iterative convergence of the CG method (see for example [33] ) gives the result that the convergence rate of the CGNR algorithm is faster for smaller values of κ 2 . The GMRES algorithm on the other hand prefers the stronger condition that the system's eigenvalues (λ) are clustered away from the origin [17] . In this work, we aim to construct a preconditioner which gives a preconditioned system with both a low value for κ 2 , and eigenvalues clustered away from the origin.
1D results
The behaviour of both the eigenvalues and the condition number can be analysed in 1D. Supposing a uniform stepsize h, then in the limit h −→ 0, with a fixed ω 1, Laird [18] derives the asymptotic behaviour
where n λ = 2π/(ωh) is the number of grid points per wavelength. This is typically in the range 8-16 for aeroacoustic applications, although in other applications it may be considerably larger, for example to resolve the details of a complex geometry. This grid dependence in both the eigenvalues and singular values is highly undesirable, potentially leading to a large spread of eigenvalues and a high condition number, considerably deteriorating convergence rates. This makes clear the need for effective preconditioning at higher frequencies.
To improve the rate of convergence when solving (2.3) iteratively the preconditioned equation
is solved, where the preconditioner P is chosen so that the iterative convergence of matrix P −1 A is faster than that of A, whilst inverting P (or solving equations of the form P p = d) is computationally much cheaper than inverting A.
Our new preconditioner is obtained from the Galerkin discretisation by simply omitting the boundary condition B and changing the sign of the mass matrix term, giving the symmetric positive definite matrix
Laird's analysis [18] for the 1D problem as h → 0, for fixed ω 1, gives
with obvious benefits for iterative convergence. In contrast, a similar analysis of the Laplacian preconditioner used in [4, 15] gives
, resulting in a significant scattering of the spectrum and deterioration of the condition number at higher frequencies.
Figures 2 and 3 show numerical evidence to support the theory when the preconditioner P is implemented exactly. Figure 2 shows the clustering of eigenvalues into a disk in the complex plane of radius one, whilst Figure 3 shows the numerical values of κ 2 for the 1D problem. The behaviour is as predicted with κ 2 decreasing to a value nearly independent of grid resolution, scaling only linearly with ω.
The excellent preconditioning properties of P have been demonstrated both theoretically and numerically in 1D, but to be efficiently utilised it must be possible to invert it with a computational cost which is much less than the direct solution of the original problem. At each step of a Krylov solver iteration, one has to solve systems of the form
If this is solved exactly by Gaussian elimination, the computational cost would be as great as the direct solution of the original unpreconditioned equation, and so nothing would have been gained. Instead, the key is to reduce the computational cost of the preconditioner through the use of an approximate solution. This is achieved by taking advantage of the symmetric positive-definite nature of P which makes it ideally suited for a number of highly efficient algorithms, in particular multigrid [12] . The advantage of multigrid over a direct method is that, for a given solution accuracy, it has complexity O(n) where n is the number of unknowns, which gives huge computational savings, especially on large 3D systems. Furthermore multigrid can be used to approximately implement P using only a limited number of cycles, whilst hopefully still retaining most of the favourable preconditioning properties. The idea of approximate multigrid preconditioning has been used extensively both on the Helmholtz equation ([15] , [8] ), and in a number of other applications (e.g. [25] , [31] ).
The work in this paper uses geometric multigrid with (bi\tri-)linear interpolation and relaxed Jacobi smoothing. The relaxation parameter is optimised analytically using a local Fourier analysis [18] . To minimise the cost, only one V-cycle multigrid iteration is used, with one pre-and post-smoothing step on the finest grid, and two on the coarser grids. This gives a cost which is approximately three times that of evaluating the residual error from the Galerkin equations, and an overall cost of a preconditioned matrix-vector multiplication of approximately the same cost as four unpreconditioned matrix-vector multiplications. Figure 4 compares the effects on the condition number of this approximate implementation of the preconditioner, compared to the exact implementation. It shows that almost all of the positive features of the preconditioner are retained.
2D results
We now investigate the performance of the preconditioner when applied to the 2D test problem using different Krylov subspace methods. For a non-Hermitian indefinite linear system, GMRES [29] represents the only 'optimal' Krylov subspace method. The optimality refers to the minimisation of some error norm at each iteration, thus (theoretically) guaranteeing convergence. In fact it minimises the l 2 -norm of the residual r k = f − Aφ k , or P −1 r k with preconditioning, at each iteration k. The drawback of GMRES is that it is based on the memory intensive Arnoldi factorisation [1] , leading to high memory requirements and a large computational workload at higher iteration numbers. The QMR algorithm [13] minimises an approximation to this residual norm at each iteration based on a short recurrence bi-Lanczos factorisation [19] . Furthermore due to the complex symmetric system arising in the Helmholtz equation the QMR-SYM algorithm [14] can be used, which approximately halves the amount of work of QMR to one matrix-vector multiplication (MVM) per iteration. Figure 5 shows the iterative convergence of the relative residual for both GMRES and QMR-SYM on a typical problem with frequency ω = 24 and grid spacing h = 1/32. As the theory dictates, GMRES exhibits a monotonic smooth decrease in residuals, and QMR-SYM behaves similarly. Further evidence of this similar convergence is shown in Table 1 which presents results for a variety of frequencies and grid spacings. In each case, the stopping criterion for the iteration is r k / f < 10 −6 . Again there is little difference between the two methods, suggesting that for this application QMR-SYM has a convergence very close to optimal.
Looking now at the effectiveness of the preconditioner, Table 1 shows the iteration number to have only a mild dependence on grid resolution and a linear scaling with the reduced frequency. Both properties are highly desirable and are consistent with the 1D results. They are also competitive with the results of Elman [8] , which are currently amongst the best in the literature for such a problem. This is demonstrated graphically by the continuous lines in Figure 6 , showing the cost savings of using the new preconditioner. The cost measure is (fine grid) MVMs, and as explained earlier one can quantify a preconditioned iteration as being four times as expensive as an unpreconditioned iteration. We see substantial computational savings from our new preconditioner, especially for the higher resolution grid and at higher frequencies.
In Section 2.3 the theoretical advantages of the new preconditioner over the original Laplacian preconditioner were discussed. In Figure 7 we compare the numerical performance of our preconditioner to that of the SSOR preconditioner, a highly regarded preconditioner for this problem (see for example [21] and [22] ). It is implemented via the efficient Eisenstat technique [7] giving the cost of a preconditioned MVM comparable to that of an unpreconditioned MVM. The problem is conducted with a number of different SSOR parameters (at intervals of 0.2) and the two most impressive cases are plotted. Again one can see tremendous advantages with the new preconditioner, most notably at the more troublesome high frequencies.
3 General harmonic potential equation
3D and axisymmetric model problems
In this section we consider models based on the general harmonic equation, Eq. (1.2), for harmonic perturbations to a non-stationary mean flow. These demonstrate the extensibility of the new preconditioner.
The first two problems are 3D duct problems, one with a square cross-section and the other with a circular cross-section. Each has unit length in the x-direction, with boundaries at x = 0, 1, and hard wall boundary conditions on the boundaries y = 0, 1, z = 0, 1 for the rectangular duct and y 2 + z 2 = 1/4 for the cylindrical duct. The mean flow is defined to have a uniform velocity u in the x-direction, and uniform speed of sound c. 
for duct eigenvalues µ m , arising from the eigenvalue problem
The real values of k ± signify propagating 'cut-on' modes whereas complex values signify cut-off modes. These latter modes decay exponentially along the duct, and modes with fast decay rates are thus of little importance for acoustic radiation. The duct eigenmodes are products of cosine waves in y and z for the rectangular problem, and a product of circumferential Fourier modes and radial Bessel functions in the cylindrical problem.
At x = 1, we specify for the rectangular duct problem that the amplitudes of the incoming modes are all zero except for the mode proportional to cos πy cos πz. Similarly, for the cylindrical duct problem a non-zero amplitude is specified for the eigenmode J 0 (λ 0 r) where λ 0 is the first non-zero root of J 0 (λ 0 /2) = 0. The models are completed with the Bayliss-Turkel radiating boundary condition [5] 
at x = 0, where k − corresponds to the input mode, making the boundary condition perfectly non-reflecting for this mode.
The final problem models the axisymmetric aircraft inlet depicted in Figure 8 . The boundaries consist of a hard wall nacelle (Γ n ) and central axis (Γ a ), the fan (Γ f ), a radial far field boundary (Γ r ) and baffle (Γ b ). The baffle is artificial and included only for numerical reasons to both lower the size of the discrete system and to produce a grid with low aspect ratio, important for effective geometric multigrid. The problem is defined in the axisymmetric coordinates (x, r), periodicity then allows us to consider solutions of the form φ(x, r) e iκθ for a given circumferential wavenumber κ. This reduces Eq, (1.2) to an axisymmetric problem.
The mean flow is no longer uniform and is instead defined by solving the steady full potential flow equation subject to a homogeneous Dirichlet condition on Γ r corresponding to stagnant flow in the far field, a homogeneous Neumann boundary condition on Γ n to give zero mass flow through the nacelle, and the inhomogeneous Neumann boundary condition ∂φ ∂n = β, (3.4)
on Γ f for a given mass-flux through the fan face.
For the acoustic problem, a uniform axial steady velocity is assumed on the fan face, and an incoming acoustic mode is specified as in the duct problems. On the nacelle, there is again no normal flow, whilst on Γ r and Γ b a Bayliss-Turkel radiating boundary condition is used ∂φ ∂n
with an appropriate non-reflecting value for k being constructed using high frequency ray theory [18] .
Finite element discretisation
The duct calculations use a 3D finite element discretisation
with the tri-quadratic shape functions N j being used also as the finite element test functions. The incoming duct mode at x = 1 is specified using a numerical technique first proposed by Astley [2] for the stagnant mean flow case, and then generalised by The number nev of eigenmodes in the summation is chosen to include all of the cut-on modes and the leading four cut-off modes, and the eigenmodes φ m are computed through a finite element approximation (see for example [2] or [27] ).
The insertion of (3.8) into the weak form of the general harmonic flow equations gives an under-determined system with an extra nev degrees of freedom. A corresponding number of additional equations are introduced by considering the residual form of (3 .7) with respect to the weighting functions φ m . These extra equations are used to eliminate the coefficients a + , giving the final system of equations
where K is symmetric positive semi-definite, C is skew-symmetric, M is symmetric positive definite, and B is a complex matrix arising from the fan-face and far-field boundary conditions.
The iterative solution is again preconditioned using
approximately implemented through one or more multigrid cycles. Because C is not symmetric, QMR-SYM is no longer an appropriate option and thus the more general QMR algorithm is used instead.
The axisymmetric aircraft inlet problem first requires the computation of the steady flow field. This uses the standard 2D finite element approximation yielding a nonlinear system of equation. These are solved by Newton iteration, each step of which requires the solution of a linear system of equations involving a matrix which is symmetric positive definite. In 3D, these could be efficiently solved using multigrid, or multigrid-preconditioned CG, but for the axisymmetric model problem we use direct solution methods.
The acoustic solution for the inlet problem is represented as
with bi-quadratic shape functions N j . Using e iκθ N j as the test functions, and implementing the boundary conditions in a similar manner to the duct problems, yields a discrete linear system of equations of exactly the same form as for the duct problems. Figure 9 shows the (y, z) cross-section through the grids for the two duct problems; uniform spacing is used in the x direction. The steady flow is prescribed to have velocity u = 0.25 and speed of sound c = 1, giving a Mach number of 0.25. Tables 2 and 3 show the number of iterations required for both duct problems. The isotropic grid is used for the rectangular duct, while the anisotropic grid is used for the cylindrical duct. The diagonals of the tables represent a fixed number of points per wavelength, starting at n λ = 8 on the main diagonal. In both cases the iteration number is only mildly dependent on grid resolution. The scalings with respect to ω are impressive for the rectangular duct problem, but less so for the cylindrical problem. This is not surprising as the geometric multigrid is far more suited to the isotropic grid in the rectangular duct problem. Nevertheless, the savings are still considerable in both cases, especially on the finer grids.
3D duct results
In Table 4 it is shown that in the cylindrical duct case increasing the number of multigrid cycles in each P −1 approximate solution brings the number of QMR iterations back down to a level which scales very well with respect to ω. Of course using such an approach would prove computationally expensive but it does illustrate that the preconditioning matrix is still effective, even though the approximate implementation is not. This is further emphasised in Figure 10 where the rectangular problem is solved using both the isotropic and anisotropic grids. It is clearly shown that the multigrid convergence on the isotropic grid is far more rapid than on the anisotropic grid. This suggests that further research is needed on more effective multigrid implementations for anisotropic grids, possibly based on algebraic multigrid methods [28] .
Axisymmetric inlet results
The inlet grid shown in Figure 11 is used on both the steady and acoustic problems. It is designed to keep the aspect ratio of the cells as close to one as possible to improve the multigrid performance. The mass-flux parameter value β = 0.38 ensures a fan Mach number of 0.35. Table 5 gives the frequency and circumferential wavenumbers for three different problems, together with the approximate number of points per axial wavelength on the three grids which have been used; Grid A has 4961 nodes, Grid B 19521 nodes and Grid C 77441. Such conditions are representative of an 'engine order' investigation. The iterative results are given in Table 6 and show similarities to those of the cylindrical duct problem, a low dependence on grid resolution but a strong dependence on ω. Of course it would again be hoped that a more efficient implementation of multigrid would improve the scaling with respect to frequency. This application highlights the difficulties associated with solving these problems at high frequencies. Without preconditioning, the linear equations are so ill-conditioned that the iterative solver fails to converge, whilst with the preconditioning the improvement in the system's spectrum allows convergence at a grid independent rate.
The issues connected to the grid type and multigrid merit further discussion. As seen the geometric multigrid is most efficient on an isotropic grid, but in practice it is hard to construct such grids. For a more general grid a possible solution to these difficulties is using algebraic multigrid [28] , which requires no geometric information but instead exploits information within the coefficient matrix, with no need to tune any parameters. Its suitability to irregular finite element meshes has seen a recent surge in its popularity (see for example [24] ), and it presents the most logical and promising way forward for this work.
Conclusions
This paper has introduced a novel preconditioner for the iterative solution of the Helmholtz and other similar equations.
For the 1D Helmholtz equation it has the excellent properties of giving a condition number which is independent of grid resolution, and considerable clustering of the eigenvalues. Furthermore, these features are largely retained in an efficient approximate implementation using a single multigrid cycle. When coupled with the QMR-SYM algorithm on a simple 2D Helmholtz problem the results are excellent, showing significant cost savings over both the unpreconditioned and SSOR preconditioned cases, with a number of iterations independent of grid resolution and scaling approximately linearly with the reduced frequency. QMR-SYM itself converges in a very similar manner to the optimal GMRES algorithm but without its substantial memory requirements.
These results gave the confidence to generalise the preconditioner for wave problems with a moving mean flow, using the QMR iterative solver. The grid independent convergence is retained, but for anisotropic grids the geometric multigrid is less effective, resulting in a poorer scaling with frequency than hoped for. Nevertheless, all of the results show good computational savings at the troublesome higher frequencies, and in the case of an axisymmetric inlet, convergence is achieved when not previously obtained. It is thought that future work using algebraic multigrid could solve the problems arising on more general grids, creating equally as impressive results on all grid types, and providing a solution to the problem of solving the large systems of equations arising from 3D high-frequency aeroacoustic applications. Table 4 : The number of QMR iterations required for convergence of the cylindrical duct problem for different numbers of multigrid cycles, where h = 1/32 and using tri-quadratic elements. 
