Load balancing problem is one of the key issues in multi-server architecture Distributed Virtual Environment (DVE) system. Existing load balancing methods are mainly for the one-dimensional cutting based DVE system or square cell based DVE system, and it is difficult to apply them to the hexagonal cell based DVE system. In this paper, we propose a new load balancing method for hexagonal cell virtual environment system, which can effectively reduce the number of overloaded server at run time and reduce the client migrations between servers by selecting appropriate migration cells. The experimental results show that the proposed method can effectively keep the load balance among servers in the virtual environment system based on hexagon partitioning and reduce the probability of client migrations, thus improving the usability of the system.
INTRODUCTION
As one of the main application scenarios of parallel and distributed simulation technology [1] [2] , distributed virtual environment system [3] has developed rapidly in recent years. The virtual environment system constructs a unified virtual world for many geography distributed nodes and supports multiple users to interact with each other and work together to accomplish online tasks. DVE system has been widely used in distance education, online video games and military training. In order to improve the scalability, the traditional single-server virtual environment system is now gradually transited to the multi-server virtual environment system. Therefore, how to improve the usability of multi-server structure distributed virtual environment has become an important problem to affect the further development of DVE system. In multi-server structure DVE system, each server provides service for users residing in one part of the virtual world. Due to the moving of entities controlled by users, the load of one server may be much higher than other servers at run time, which will affect the interactive experience of the user served by this server. To this end, a dynamic load balancing method should be designed and implemented in the multiserver virtual environment system. Existing dynamic load balancing methods are mainly designed for the one-dimensional cutting of virtual world or the square cells based partitioning of virtual world. These balancing processes are difficult to be applied to the virtual environment system based on hexagon cells directly. In fact, the virtual environment system based on hexagonal cell is common in many kinds of applications. Unlike square cells, hexagonal cells have six fully symmetric neighbor cells, which can introduce more policy choices and interactions in many areas, such as multiplayer online games. So it is necessary to carry out load balancing strategy research on this kind of system.
Aiming at this problem, we propose a dynamic load balancing method for hexagonal cell partitioning in this paper. On the one hand, this method ensures load balancing among servers and minimizes the number of overload servers. On the other hand, by designing hexagonal cell selection strategy our method can reduce the probability of client migrations by fully analyzing and utilizing the hexagon characteristics, thus effectively improve the system usability.
The rest of this paper is organized as follows: The second part reviews the existing load balancing methods, the third part describes the dynamic load balancing method presented in this paper, the fourth part shows and discusses the experimental results. Finally, the fifth part summarizes the paper.
RELATED WORK
Existing load balancing methods for multi-server distributed virtual environment system can be classified into one-dimensional cutting oriented methods, square cells oriented methods and irregular cutting oriented methods according to the cutting principle. Among them, the earlier method is one-dimensional cutting oriented method, as in [4] , the authors divided the virtual environment into multiple parts vertically against the X-axis. When the load of different parts become imbalanced, the boundaries between the various parts will be moved to achieve the adjustment of the load on each server. This kind of method can only balance the load in one dimension, so the efficiency of load balancing process is low when the system scale increases.
Most load balancing methods assume the virtual world is divided into lots of small square cells. In [5] , the authors generalized this problem into a zone mapping problem and designed an efficient algorithm for this multi-objective optimization. In [6] , the authors also divided the virtual world into multiple square regions, and proposes a load balancing method based on heat diffusion. The load-balancing process between servers is controlled by a mechanism similar to heat diffusion which brings a better balance between efficiency and effectiveness. In [7] , the authors divided the whole load balancing process into the cutting stage and the matching stage, and proposed a load balancing method based on balanced load cutting, which can obtain the optimal mapping result based on balanced load cutting in polynomial time.
There is also a class of methods which divide the entire virtual world into multiple irregular components. As described in [8] , the authors proposed a load balancing method based on irregular cutting, which constructs some Voronoi areas according to the location of the client and dynamically changes the size of each area in the running period to keep balanced load among servers. The main consideration of the above method is to eliminate the appearance of overload server at run-time. But they did not take into account the impact to the system usability brought by the client migrations. In fact, different load balancing results can affect the probability of client migrating back and forth across multiple servers.
In order to reduce the migrations, in [9] , the authors divided the virtual world into several connected regions without holes, and proposes a dynamic mapping method to maintain the connectedness of regions at run time. This method can be used in the square cell based DVE system to achieve a better load balancing result, but does not apply with hexagonal cell based system. In addition, in [10] , the authors proposed a load balancing method based on comprehensive factor calculating, which can reduce the probability of client migrations by taking into account the cell load and the distance between the cell and the target area. This method cannot be directly applied in hexagonal cell based system either.
DYNAMIC LOAD BALANCING METHOD FOR HEXAGONAL CELLS
The load balancing method proposed in this paper can reduce the probability of clients migrating among multiple servers on the basis of guaranteeing the load balance among the servers of the system. This process includes three parts: region connectedness maintenance method, boundary line adjustment method and distributed load balancing method.
Region Connectedness Maintenance Method
In a multi-server distributed virtual environment system, a server usually maintains many cells. If these cells are close to each other, the entities controlled by clients on the cell are not easily migrated to other servers. On the contrary, if a server maintains some cells which are scattered to different regions of the virtual world, then the client will have a high probability to migrate back and forth between different servers. Therefore, keeping connectedness between cells maintained by a server is an important way of reducing probability of client migrations. In this section, we present a connectedness maintenance method for hexagonal cells.
In this paper, we use C to denote a cell, and R to denote a set of multiple cells, here we call the set a region. We use all R to denote the set of all cells. Given two cells 
Given a region a R , we use ( ) a T R to denote if the region is connected. The definition of region connectedness is as follows.
Definition 2 (Region Connectedness)
, , ..
Given a region a R , we use a R to denote the complementary region of a R , i.e., a a l l a R R R   . We use ( ) a TH R to denote if the region is connected and has no hole. The region connectedness without hole is defined as follows.
Definition 3 (Region Connectedness without Hole)
From the above definitions we can see that if a region is connected, and its complementary region is also connected, we can see that the region is connected without hole. To maintain the property of connectedness without hole of the region, we need to determine if transferring a cells will affect the property of connectedness without hole of the original region and the target region. In fact, to judge if removing a cell from a region will break the connectedness of the region, we can just see if removing the cell breaks the connectedness between its neighbor cells in the region. If the connectedness between neighbor cells are kept, the connectedness between other cells are kept as well, and vice versa. To illustrate, here are four concrete scenarios: I) If a cell has only one neighbor cell in the original region, as shown in Figure 1 .a. Removing this cell from the region will not affect the connectedness of its neighbor cell, and therefore does not affect the property of connectedness without hole of the original region; II) If a cell has two to five neighbor cells in the original region and all these neighbor cells can be connected after removing the cell from the region, as shown in Figure 1 .b. Then removing this cell does not affect the property of connectedness without hole of the original region; III) If a cell has two to five neighbor cells in the original region and there are two neighbor cells which will not be connected after removing the cell from the region, such as the neighbor cell a and b in Figure 1 .c. In this case, if there are other paths between these two cells in the region, then there will be holes in the region, which is inconsistent with the assumption of the property of connectedness without hole of the original region. Therefore, migrating the cell will break the connectedness of these two neighbor cells, thus affecting the property of connectedness without hole of the original region; V) If a cell has six neighbor cells in the original region, as shown in Figure 1 .d. If the cell is migrated out, there will be a hole in the region, thus affecting the property of connectedness without hole of the region.
We can use the above rule to check if removing a cell out of a region will affect the property of connectedness without hole of the region. For the target region, although the cell will not affect the connectedness of the region, but may generate a new hole in the region. In order to avoid this, it is only necessary to check whether migrating the cell breaks the connectedness of the complementary region of the target region since the connectedness of the complementary region is equivalent to the nohole property of the target region. Then we can keep the connectedness without hole properties of both original region and target region.
Boundary Line Adjustment Method
In addition to connectedness maintenance, to further reduce client migrations, we need to minimize the boundary line length of different regions. In fact, the probability that clients migrate between different servers is proportional to the total length of the boundary line. In other words, the longer the boundary line, the greater the probability that the client will migrate between different servers, and vice versa. Therefore, we need to reduce the length of the boundary line in the load balancing process as much as possible. To facilitate calculation, we introduce the definition of boundary line adjustment values.
Definition 4 (The Boundary Line Adjustment Value of Transferring
In the definition, ( , ) a i BL R C represents the length of the boundary line between client i C and region a R , ranging from 0 to 6. When the adjustment value is positive, it indicates that the migration increases the overall length of the boundary line, while the negative value indicates that the migration reduces the overall length of the boundary line. Therefore, when sorting all potential migration cells, we need to sort them in ascending order and migrate the cells with low boundary line adjustment values firstly.
Distributed Load Balancing Method
Distributed load balancing process dynamically check the states of the servers and make adjustments when overload situations occur. In the system initialization phase, the virtual world is first divided into multiple load-similar regions, each region consists of a number of adjacent hexagonal blocks, while ensuring that each region does not exceed the load of a single server load capacity. Each region is then assigned to one server. At run-time, each server periodically check their loads. When the overload situation occurs, it will start a dynamic load balancing process and try to transfer some of the cells to a neighbor region, the overall process is shown in Figure 2 . In Figure 2 , the overloaded server first checks the load of the neighbor server and initiates a load balancing process for the neighbor servers that can receive the load. We set the transfer loads to the load difference between the two servers divided by the node degree of the neighbor server. Thereafter, the cells in the overload server that are adjacent to the target region are collected in the candidate migration cell set. After that, all the cells in the set are first screened, and the cells which will affect the connectedness of the original region or the target region are removed. The cells are then transferred one by one to the neighbor server according to the sorted results of boundary adjustment value until the load constraints are met. In the next section, we will demonstrate the performance of the proposed load balancing method.
EXPERIMENTAL RESULTS
To verify the effectiveness of our method, we construct a simulated distributed virtual environment system. The system consists of 10,000 small hexagonal cells, and these cells are divided into 100 regions mapped to 100 servers. We put 10,000 clients in the virtual world and make them walk randomly in the virtual world. We simulated the virtual environment system for 1000 cycles, and collect the statistics of the overload server and client migrations, the results are shown in Figure 3 and Figure 4 .
In Figure 3 , the x-axis represents the maximum load that can be accommodated by a single server, varying from 105 to 120, and the y-axis represents the number of overloaded servers on average per cycle. The red bars represent the running process without load balancing strategy, and the black bars represent the dynamic load balancing method proposed in this paper. From the results, we can see that the proposed load balancing method can significantly reduce the number of overloaded servers. In the best case the optimization ratio is greater than 70%. After that, we compared the statistics of client migrations of different methods. In Figure 4 , the x-axis represents the number of clients placed in the virtual world, varying from 2000 to 10000, and the y-axis represents the average number of client migrations per cycle during the entire run time. The black bars represent traditional load-balancing methods that do not consider client migration factors, and the yellow bars represent the dynamic load-balancing methods presented in this paper. From the results, we can see that our method can effectively reduce the total number of client migrations in the cases of 2000 to 10000. And with more clients, the algorithm can get more improvement. Our method can reduce the number of migrations by at least 15%. The above experiments clearly show that the dynamic load balancing method proposed in this paper can improve the usability of the virtual environment system by effectively balancing the load of each server during the running of the system and reducing the probability of client migrations. 
CONCLUSION
Adopting the load balancing algorithm is an important way to ensure the usability of multi-server distributed virtual environment system. Existing load balancing methods mainly consider one-dimensional cutting and square cell cutting, which are not applicable in the virtual environment system based on hexagonal cells. In this paper, we propose a dynamic load balancing method for hexagonal cell DVE system, which can effectively reduce the probability of occurrence of overloaded servers in the run-time period. At the same time, by considering the geometric characteristics of hexagonal cells, the proposed method can keep the connectedness of regions and reduce the length of the boundary line which can reduce the probability of client migrations between multiple servers. Experimental results proved the effectiveness of the proposed method.
