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Chez le fraisier la balance entre floraison et développement végétatif incluant la production de 
stolons (tiges allongées portant les plants filles) conditionne le rendement du plant. L’objectif de la thèse 
était d’obtenir une meilleure compréhension des processus de développement du fraisier, la floraison, le 
développement végétatif des axes et le stolonnage, grâce à une étude spatio-temporelle. Trois approches 
complémentaires ont été développées sur six variétés non-remontantes plantées en conditions « hors-
sol » : (1) la modélisation des profils d’émergence hebdomadaire de fleurs, feuilles et stolons par une 
analyse de segmentation longitudinale, (2) l’analyse spatio-temporelle de l’architecture des plants durant 
une saison de production et (3) le suivi de l’expression de gènes clés liés à la floraison.  
(1) Les modèles univariés de détection de ruptures appliqués à chaque variable phénologique 
étaient basés sur l’hypothèse que les changements de phases sont synchrones entre les individus d’une 
même variété. Ces modèles ont permis d’identifier des phases pour chacune des variétés et chacun des 
trois types d’organe. Les modèles de détection de ruptures multivariés combinant les trois types 
d’organes ont permis de mettre en évidence une forte structuration du développement du fraisier par la 
floraison et le stolonnage. De plus, les variétés se regroupent autour de deux profils de floraison avec la 
présence ou pas d’un deuxième pic de floraison. Enfin, les modèles d’émergence de stolon montrent un 
synchronisme suggérant un fort effet environnemental.  
(2) L’analyse spatio-temporelle de l’architecture s’est basée sur un modèle de graphe 
arborescent multi-échelle, permettant une représentation visuelle et une analyse de la topologie du plant 
au cours de son développement. Cette analyse a permis de mettre en évidence des différences 
topologiques précoces ainsi que différentes stratégies de développement entre les variétés. Ces 
différences de développement expliquent en partie les différents profils de floraison.  
(3) Parmi les gènes étudiés pour leur expression au cours de la culture des plants de fraisier, 
SUPPRESSOR OF OVEREXPRESSION OF CONSTANS1 (SOC1) apparait comme un marqueur de 
développement végétatif et de l’émergence des stolons. Une approche architecturale a également été 
initiée sur le fraisier diploïde. Les premiers résultats ont permis de mieux préciser le devenir des 
méristèmes axillaires.  
En conclusion, ce travail a permis d’évaluer les variétés en condition de production et 
d’identifier des critères de sélection pour le développement de nouvelles variétés. Il a également permis 
de développer de nouveaux outils qui pourront être utilisés par les sélectionneurs et les expérimentateurs.  
 




In strawberry, the balance between flowering and vegetative development, including the 
production of stolons (elongated stems carrying the daughter plants), conditions the yield of the plant. 
The objective of the thesis was to better understand the developmental processes of strawberry plant, 
namely flowering, the vegetative development of axes and runnering, through a spatio-temporal study. 
Three complementary approaches have been developed on seasonal flowering varieties planted in 
"soilless" conditions: (1) modeling the weekly emergence of flowers, leaves and stolons by a 
longitudinal segmentation analysis, (2) spatio-temporal analysis of plant architecture during a seasonal 
production and (3) expression of key genes related to flowering. 
(1) Univariate multiple change-point models applied to each phenological variable were based 
on the assumption that phase changes were synchronous between individuals of a given variety. These 
models allowed to identify phases for each variety and each type of organ. Multivariate multiple change-
point models combining the three types of organ highlighted a strong structuring of strawberry 
development by flowering and runnering. Moreover, the varieties can be grouped into two profiles of 
flowering with the presence or not of a second period of flowering. Finally, the stolon emergence models 
show a synchronism suggesting a strong environmental effect. 
(2) Spatio-temporal analysis of the architecture relied on a multi-scale tree graph allowing visual 
representation and topological analysis of plant development. This analysis revealed early topological 
differences as well as different strategies of development between varieties. These differences in 
development partially explain the different flowering patterns. 
(3) Among the genes studied for their expression during the cultivation of strawberry plants, 
SUPPRESSOR OF OVEREXPRESSION OF CONSTANS1 (SOC1) appears as a marker of vegetative 
development and stolon emergence. 
An architectural approach was also initiated on the diploid strawberry. First results allowed to 
better specify the fate of axillary meristems.  
In conclusion, this work allowed to evaluate the varieties in production condition and to identify 
selection criteria for the development of new varieties. It has also allowed the development of new tools 
that can be used by breeders and experimenters. 
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Résumé en français de la thèse 
Contexte :  
Chez le fraisier, 3ième production fruitière en termes de chiffre d’affaire en France, la 
multiplication végétative via les stolons (tiges allongées portant les plants filles) et la 
reproduction florale via les fleurs se produisent successivement ou conjointement selon le 
génotype, la technique culturale et l’environnement. Ces deux processus sont importants dans 
la culture de la fraise car ils déterminent respectivement la production de plants en pépinière et 
la production de fruits dans les champs, les tunnels ou les serres. Cependant la multiplication 
végétative se fait au détriment du rendement en fruits. La compréhension de la balance entre la 
reproduction végétative et florale est donc un enjeu majeur dans la fraisiculture. C’est pourquoi 
de nombreuses études ont été menées pour comprendre les mécanismes physiologiques, 
génétiques et environnementaux impliqués dans cette balance. Cependant peu d’études 
concerne la dynamique de ces processus au cours du temps.  
Dans ce contexte l’objectif de ce travail de thèse a été d’approfondir la compréhension 
du développement du plant par une analyse spatio-temporelle. 
 
Méthodes : 
Trois approches complémentaires ont été développées sur six variétés non-remontantes 
plantées en conditions de production « hors-sol » : (1) la modélisation des profils d’émergence 
hebdomadaire de fleurs, feuilles et stolons par une analyse longitudinale de segmentation en 
phases, (2) l’analyse spatio-temporelle de l’architecture des plants durant une saison de 
production et (3) le suivi de l’expression de gènes clés liés à la floraison. 
(1) La modélisation des profils d’émergence hebdomadaire a été réalisée sur trente-deux 
plants par variété durant vingt-huit semaines. Cette modélisation appliquée à chaque 
variable phénologique était basée sur l’hypothèse que les changements de phases sont 
synchrones entre les individus d’une même variété. Une analyse trivariée, c’est-à-dire 
combinant les trois variables phénologiques étudiées a également été réalisée afin de 
réaliser une synthèse du développement du plant et d’identifier les processus majeurs qui 
conditionne le développement du plant.  
(2) L’analyse spatio-temporelle de l’architecture du plant a été réalisée sur cinquante-quatre 
plants par variété par un prélèvement mensuel de neuf plants pour chaque variété au cours 
de cette même saison de production Elle s’appuie sur un modèle arborescent multi-échelle 
(MTG) permettant de stocker les informations spatiales et temporelles de chaque entité 
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décrite (ex. feuilles, inflorescences), de lui associer des propriétés variables selon la 
nature de cette entité (ex. longueur, nombres de fleurs) et in fine de représenter 
graphiquement la plante dans son entier, ou une portion de cette plante, en 3D ou en 2D. 
Ce modèle permet ainsi une analyse de la topologie du plant au cours de son 
développement.  
(3) L’analyse de l’expression des gènes impliqués dans la floraison au cours du temps a été 
réalisée sur des prélèvements de disques foliaires de la dernière feuille la plus étalée 
identifiée lors de l’analyse de l’architecture des plants sur trois des six génotypes étudiés. 
Cette analyse d’expression a été réalisée sur trois gènes connus comme étant activateur 
de la floraison chez le fraisier, FT1, FT2, et FT3, sur le gène TFL1 connu comme étant 
un répresseur de floraison et SOC1 jouant un rôle central dans le contrôle de la balance 
entre reproductions végétative et florale.  
 
Résultats : 
Les analyses phénologiques univariées ont porté sur la floraison, la croissance 
végétative et l’émergence des stolons. Ces analyses faites pour chacun des génotypes et chaque 
processus permettent d’une part de montrer que l’ensemble de ces processus peut être décrit 
sous forme de phases successives bien différenciées et d’autre part de comparer les variétés 
pour chacun des processus. Ces analyses nous ont permis de grouper les variétés selon leur 
profil : en deux groupes pour la floraison avec des variétés ayant un pic de floraison suivi d’une 
production stationnaire jusqu’à la fin de la saison de production, ou deux pics de floraison 
séparés par une phase de production moins intense ; en trois groupes pour la croissance 
végétative avec des variétés ayant une production continue de feuilles, un ou deux pics de 
production de feuilles. Pour l’émergence des stolons un seul pattern a été identifié pour 
l’ensemble des variétés avec une production de stolons synchrone en fin de période de 
production.  
L’analyse trivariée a permis de mettre en avant une forte structuration des phases de 
développement du fraisier par la floraison et le stolonnage. Cette analyse a permis de mettre en 
avant 3 types de comportement avec des variétés ayant : i) deux pics de floraison, deux pics de 
croissance végétative et 1 pic d’émergence de stolons concomitant avec le second pic de 
floraison et de croissance végétative ; ii) un pic de floraison, un pic de croissance végétative et 
un pic d’émergence de stolons concomitant avec le pic de croissance végétative et iii) un seul 
pic de floraison et un pic d’émergence de stolons avec une croissance végétative continue. 
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 L’analyse exploratoire de l’architecture a été basée sur une analyse exploratoire visuelle 
3D et 2D de l’architecture permettant l’identification de cinq variables d’intérêt différenciant 
les variétés, suivie par une analyse exploratoire statistique de ces cinq variables. Cette analyse 
exploratoire statistique a permis d’identifier des différences de croissance via l’apparition des 
modules successifs au cours du temps, des différences de complexité de l’inflorescence, de 
ramifications, ainsi que des spécificités du rang du module notamment des premiers rangs de 
modules pour le nombre de feuilles, la complexité de l’inflorescence, le type de ramification et 
la localisation des stolons.  
La mise en parallèle de ces deux études, phénologique et spatio-temporelle de 
l’architecture, nous a permis in fine d’expliquer les différences de profils identifiés lors de 
l’analyse phénologique par l’architecture. De plus, ces deux études complémentaires nous ont 
permis d’identifier et d’associer des critères de sélection tels que la complexité de 
l’inflorescence, la vitesse d’apparition des modules au cours du temps et le type de ramification 
en fonction des profils de floraison attendus par les producteurs. 
 Parmi les gènes étudiés pour leur expression au cours de la culture des plants de fraisier, 
aucune différence d’expression n’a pu être identifiée entre les variétés. Cependant cette étude 
nous a permis d’identifier l’expression de SOC1 comme un marqueur du développement 




Au final ce travail a permis une meilleure compréhension du développement d’un plant 
de fraisier au travers du développement de méthodes et d’outils d’analyse phénologique et 
architecturale. Ce travail permet également de mettre en avant de nombreuses perspectives dans 
la compréhension du développement du fraisier notamment le transfert de la méthodologie ainsi 
que des outils aux professionnels pour une meilleure évaluation et sélection des variétés. A plus 
long terme ce travail permettra une meilleure caractérisation des réseaux de gènes impliqués 
dans la balance entre développement végétatif et floral et particulièrement du devenir du 
méristème par l’identification au niveau architectural de zones spécifiques du devenir des 
méristèmes en stolons, ramifications ou en inflorescences. In fine, ce travail via l’utilisation de 
modèle généralisé pourrait permettre aussi bien aux scientifiques qu’aux producteurs de 
disposer d’un modèle structure-fonction du développement du fraisier permettant de prédire 
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In this bibliographic synthesis, I chose to present first the two main concepts used in my 
work, phenology and architecture and their interests. Secondly, I described the current 
knowledge in strawberry. Thirdly, I will present the context of my PhD study and the 
approaches and objectives. 
 
1 Phenology: definition, concept, regulation and interest 
In this part we will describe after a definition, the concept and short history of 
phenology, the factors influencing the phenology of plants as well as different interests of the 
study of phenology in plants. 
 
1.1 Definition, concept and short history of phenology 
 
The word phenology is derived from the Greek word phainein meaning to appear. 
Phenology is defined as the study of periodic life-cycle events during plant or animal life cycle 
(Forrest and Miller-rushing, 2010). This term was used for the first time in a public lecture at 
the Académie royale des Sciences et des Beaux arts de Belgique in Brussels, 16 December 1849 
by Charles Morren (Demarée and Rutishauser, 2011). The concept of phenology is based on 
recurrent observations and recording of life-history events such as the first opening leaves or 
flowers, the hatching and the migration of birds (Bussière et al., 2015).  
Documenting and recording these regular observations along time and at different scales 
was of high interest for the mankind knowledges and activities, whether for agriculture or 
simply as indicator of the succession of cycles across seasons a. As an example, seasons are 
defined by phenological events: e.g. autumn is associated with leaf fall, winter with dormancy, 
which is visible by a cessation of plant growth, spring with flowering and summer with 
fructification. Ancient Greeks recognized phenology as a reliable indicator of local weather. 
For example, they used the leaf fall as an indicator for sowing winter crops (Bostock et al., 
1855; cited by Forrest and Miller-rushing, 2010). In Japan, the date of the cherry festival is 
related to the full flowering of cherry tree since the 9th century (Yasuyuki Aono and Kazui, 
2008; Demarée and Rutishauser, 2011). In Europe, the record of phenological events is a long 
tradition, which enabled the creation of the unique phenological network in Europe in 1957 by 
F. Schnelle and E. Volkert, International Phenological Garden (IPG) (Menzel, 2003). The idea 
of IPG is to make large-scale and standardized phenological observations through a network of 
gardens. Research within this network is focused on possible impacts of climate changes on 
forest ecosystems. In all gardens, genetically identical trees and shrubs are planted in order to 
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compare different developmental stages of plants (phenological phases) along time. During the 
last 40 years (1959-1998) more than 65.000 observations of 23 plant species with different 
varieties and provenances have been collected (Menzel and Fabian, 1999). 
 
1.2 Factors influencing the phenology 
 
1.2.1 Environmental factor influencing phenology 
 
The plants, which are sessile organisms, are subjected during their life cycle to seasonal 
variations. Among these environmental conditions: temperature, photoperiod and water 
availability are the main factors influencing phenology. 
 
 Effect of temperature on phenology 
Recently, one of the most studied effects of temperature on the development of the plant 
is global warming. Numerous studies carried out on the impact of global warming show that 
the increase in temperature from the 50s causes a shift of phenological events (Cleland et al., 
2007; Ibáñez et al., 2010; Korner and Basler, 2010). Study conducted by Pañelas and 
collaborators in 2002 is a good example. In their study, they showed that an increase of 1.4°C 
of the temperature between 1952 and 2000 led to leaf emergence on average 16 days earlier, 
and fall on average 13 days later in 2000 compared to 1952. Flowers and fruits appear on 
average 6 days and 9 days earlier than in 1952 and 1974 respectively (Peñuelas et al., 2002). 
Moreover phenology is not impacted only by warm temperatures. The cold temperatures also 
affect phenology. For example, in artic area, extended effect of winter icing on the three 
dominant dwarf shrub species (Empetrum nigrum, Vaccinium vitis-idaea (both evergreen) and 
Vaccinium myrtillus (deciduous)) leads to a flowering reduction of 57%. Furthermore, they 
showed that the bud burst was earlier following an icing treatment (Preece et al., 2012). 
 
Numerous reviews and articles on phenology showed that one of the major effect of 
temperature on plant phenology is related to dormancy (Rathcke and Lacey, 1985; Wilczek et 
al., 2010; Legave et al., 2015). In temperate regions, many trees and perennial plants including 
fruit species are dormant in autumn and winter (Luedeling et al., 2013). The dormancy of buds 
requires an accumulation of chill temperatures in winter in order to overcome the 
endodormancy phase. It is followed by an ecodormancy phase in which an accumulation of heat 
temperatures is needed to resume growth and to bloom in spring (Legave et al., 2015). This is 
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why changes in temperature modify the rate of development of plants. However, identification 
of these temperatures (chill and heat requirements) is difficult and requires controlled 
experiments on large scales. The chill and heat requirements are therefore not always available 
(Luedeling et al., 2013).This is why numerous studies on cultivated varieties of plants such as 
wheat or cherry tree produce optimum, minimum and maximum temperature for each of the 
phenological phases in order to optimize the culture potential. For example, the effect of 
optimum temperatures on the various phenological events was identified and reported in the 
review of Porter and Gawith (Table 1, reproduced from Porter and Gawith, 1999).  
 
Table 1: Base (Tmin), optimum (Topt) and maximum (Tmax) temperatures for different 
phenological phases and stages in wheat (issue from Porter and Gawith, 1999) 
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 Effect of photoperiod on phenology 
In addition to temperature, the effects of photoperiod, i.e. daylight duration (and 
consequently of night), on plant growth and development are well known, notably on growth 
and flowering. The decrease in the duration of the daylight in winter is a reliable indicator of 
the end of the growth of temperate plants. Conversely, the increase in duration of the daylight 
indicates the arrival of spring and the resumption of growth followed by flowering (Wilczek et 
al., 2010).  
The first impact of photoperiod on plant development was identified by Garner and 
Allard in 1920. During experiments on many species, they realized that in the absence of 
favorable duration of daylight for some species, vegetative development continued more or less 
indefinitely causing a phenomenon of gigantism. Conversely, suitable conditions of duration of 
daylight could lead to an early flowering and maturation of fruits. Species exposed to duration 
of daylight favorable to growth and sexual reproduction have shown a tendency to ever-
blooming and ever-bearing type of development. During temperate plant development in 
response to short day (SD), signal induces the growth cessation and bud-set associated with the 
decrease  of daylight duration at the end of summer (Rohde et al., 2011; Ding and Nilsson, 
2016). The critical daylight duration that is considered to represent a SD varies with latitudinal 
origin. For poplar, trees growing at northern latitudes have longer critical daylight duration than 
trees from more southern locations. This ensures that vegetative growth and the induction of 
dormancy and cold hardiness occur before winter arrival at northern latitudes. In plant model 
Arabidopis thaliana, some experiments showed that an exposure of plants to long photoperiod 
of 16h promotes flowering whereas an exposition to short photoperiod of 10h leads to a delay 
of flowering (Ratcliffe et al., 2003). These experiments were conducted to classify plants 
according to their ability to bloom according to the daylight duration (Garner, 1933):  
 
i) Short Day (SD) plants, which bloom only if the duration of daylight is less than a 
threshold called critical photoperiod or ten hours in increments of 24 hours 
ii) Long Day (LD) plants, who require a duration of daylight greater than the critical 
photoperiod (12 or 14 hours per day) to flower 
iii) Day-neutral plants (DN), which don’t require minimum illumination. Instead, they 
may initiate flowering after attaining a certain overall developmental stage or age, 




 Impact of water availability on phenology 
Water availability is important and affects both plant survival and growth (Wilczek et 
al., 2010). For this reason, water availability has an indirect impact on phenology. Some studies 
in various plants showed that drought stress is indirectly responsible of late flowering, namely 
a drought escape strategy. As an example, in Brassica rapa and Avena barbata plants, the 
impact of drought period was evaluated by modification of water availability, i.e. well-watered 
and water-limited conditions (Sherrard and Maherali, 2006; Franks, 2011). In these two articles, 
results showed that those plants prefer to escape drought by reduction of their life cycle (earlier 
flowering) rather than to avoid drought by an increase of water use efficiency. In order to escape 
drought, the response mechanisms of these both species were an increase in transpiration and 
an inefficient water use.  
Plants can also use other mechanisms than earlier flowering to cope with water stress. 
In a review on the effect of drought stress, Farooq et al. (2009) summarized different effects of 
the drought stress on several crops at different growth stages and its impact on yield (Table 2). 
For example, they reported that plants adapt their development by a reduction of their growth 
rate and a reduction of their yield capacity at different development stages. In a study on pea, 
drought stress impaired the germination and the early seedling. In rice, they reported that 
drought stress reduces vegetative development and plant growth. Moreover, they reported that 
a drought stress applied on post-anthesis reduces the grain yield of barley due to a reduction of 
the anthesis duration (Farooq et al., 2009).  
 
We have seen that phenology is influenced by the environment. However, phenology 
and its response to the environment are also controlled by genetic mechanisms. 
 
Table 2: Economic yield reduction by drought stress in some representative field crops (from 
Farooq et al., 2009)  
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1.2.2 Genetic mechanisms regulating plant phenology 
 
Plant phenological events are triggered by environmental cues taking place during the 
year. These phenological events result in intricate genetic networks that dictate a fine tuning of 
timing. These networks perceive and integrate not only environmental signals such as 
photoperiod and temperature but also endogenous signals, such as carbohydrate and hormonal 
status. A number of contemporary models exploit the growing knowledge of the molecular 
pathways in response to environmental cues. In these models, the incorporation of genetic and 
molecular information improved their predictive power and eased to decipher network 
behaviour (Chew et al., 2012).  
Flowering is the best characterized of these pathways regulating phenology. Recent 
advances in plant genome analysis have revealed a remarkable conservation of the genetic 
pathways controlling flowering time in Arabidopsis and regulating phenology in perennial such 
as Populus and the pathways (Andrés and Coupland, 2012; Ding and Nilsson, 2016). In A. 
thaliana, over the past four decades, many key regulators of ﬂowering time have been identiﬁed 
by isolating and characterizing early and late ﬂowering mutants. Flowering is affected by the 
photoperiod, ambient temperature, plant hormones and plant age, and approximately six genetic 
pathways for the promotion or repression of ﬂowering have been identiﬁed in Arabidopsis, 
including photoperiod, temperature, vernalization, gibberellin (GA) biosynthesis, autonomous 
and aging pathways (Fornara et al., 2010; Dorca-Fornell et al., 2011). In addition, light quality 
and biotic and abiotic stresses can contribute to ﬂoral induction in plants (Amasino and 
Michaels, 2010; Song et al., 2013) (Figure 1). 
Genes that integrate the floral transition pathways have been named floral integrators 
(reviewed by Parcy, 2005; cited by Dorca-Fornell et al., 2011). FLOWERING LOCUS T (FT) 
is such a floral integrator, as it integrates signals from the autonomous and vernalization 
pathways through its repression by the MADS box factor FLOWERING LOCUS C (FLC) and 
its activation by the photoperiod pathway through the B-box transcriptional regulator 
CONSTANS (CO) (Searle et al., 2006; cited by Dorca-Fornell et al., 2011). FT belong to the 
family of phosphatidyl ethanolamine-binding proteins (PEBPs), which is an evolutionarily 
conserved group of proteins that occur in all taxa from bacteria to animals and plants (see below 
focus on this family) (Banfield et al., 1998). In long days, which accelerate flowering in 
Arabidopsis, CO codes for a zinc finger and CCT domain- containing transcription factor that 
accumulates under long day conditions in leaves as a result of the combination of the rhythmic 




Figure 1: Schematic diagram of the genetic pathways that regulate flowering time in 
Arabidopsis. 
Different pathways respond to various external (photoperiod, vernalization, ambient 
temperature) and internal (autonomous, age, gibberellins) conditions to regulate the floral 
transition through an elaborate genetic network. Inductive signals have first to overcome the 
activity of several repressors of the floral transition (genes indicated in orange), for activators 
(genes indicated in blue) to eventually turn on the meristem identity genes (APETAL1 (AP1) 
and LFY). The pathways operate on different network components (genes) and on different 
tissues, but the genetic network integrates their inputs through changes in expression of many 
of its genes. (From Wellmer and Riechmann, 2010) 
 
 
Another floral integrator is the MADS-box gene SUPPRESSOR OF 
OVEREXPRESSION OF CO 1 (SOC1). FLC has been shown to bind to regulatory sequences 
of SOC1, and this binding is necessary for its repression (Hepworth et al., 2002). SOC1 is also 
activated by FT at the SAM (Searle et al., 2006). Moon et al., 2003 showed that the GA pathway 
promotes SOC1 expression. It has also been shown that SOC1 promotes the expression of 
LEAFY (LFY) (Lee et al., 2008). LFY is also considered to be a floral integrator since it 
integrates the photoperiod and the GA pathways through separate cis elements in its promoter 
(Blázquez and Weigel, 2000). After the floral transition LFY is the first meristem identity gene 
to be expressed and it promotes floral meristem development (Ratcliffe et al., 1999). The other 
two genes involved in floral meristem identity determination, which play roles in the floral 
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transition, are the MADS-box genes SHORT VEGETATIVE PHASE (SVP) and AGAMOUS-
LIKE 24 (AGL24) (Gregis et al., 2008). Genetic and molecular evidence revealed that SVP 
binds to the same promoter regions of SOC1 and FT as FLC (Lee et al., 2007).  
 
In plants, members of the PEBP gene family (or FT/TFL1 family for plants) have been 
shown to act as key regulators of the transition from the vegetative to the reproductive phase as 
well as being involved in determining plant architecture (Karlgren et al., 2011). Consequently, 
these members have been intensively studied in Arabidopsis thaliana; in particular, FT and 
TERMINAL FLOWER1 (TFL1) are among the most thoroughly investigated PEBP proteins. 
Despite an amino acid identity of over 98%, these two proteins have antagonistic functions: FT 
promotes flowering by mediating both photoperiod and temperature signals, while TFL1 
represses it (Karlgren et al., 2011).  
 
 
Figure 2: Comparison of flowering time regulation by day length and vernalization in 
different aradidopsis (a), sugar beet (b). 
Grey and black lines represent repression and induction, respectively. Genes marked with a star 
present allelic diversity associated with natural variation of flowering time. Red shapes indicate 
homologues of FT, yellow shapes indicate homologues of CONSTANS (CO) and blue shapes 
indicate homologues of GIGANTEA (GI). (Modified from Andrés and Coupland, 2012) 
 
If these functions are conserved in numerous flowering plants, different controls of 
flowering time could be observed such as in beet (Figure 2). In Beta vulgaris, two genes belong 
to the FT-like clade, BvFT1 and BvFT2, have been described with antagonist function (Pin et 
al., 2010). BvFT2 is the functional FT ortholog in beets. Transgenic expression of BvFT2 in 
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both Arabidopsis and sugar beet strongly promoted flowering. At contrary, BvFT1 repressed 
flowering when ectopically expressed in transgenic sugar beet and Arabidopsis plants. These 
data suggest that an FT-like gene, evolutionarily more related to FT than to TFL1/CEN, has 
evolved into a true flowering repressor.  
 
In Populus, two FT paralogs, FT1 and FT2, have been described. Sub-functionalization 
of these FTs have been hypothesized based on a year round transcript profiling studies of adult 
field-grown trees. Hsu and co-authors (2011) proposed that reproductive onset is determined 
by FT1 in response to winter temperatures, whereas vegetative growth and inhibition of bud set 




Figure 3: Schematic diagram showing similarities in the proposed regulatory networks 
controlling floral initiation in Arabidopsis (left panel) and vegetative growth in Populus 
(right panel) (from Ding and Nilsson, 2016). 
Arrows indicate activation, whereas flat-ended arrows indicate repression. 
Research within the past revealed also clear differences between the molecular 
mechanisms that regulate floral transition (Blümel et al., 2015). Dally et al., (2014) identified 
BvBBX19 in sugar beet (Beta vulgaris L.) as a floral promoter involved in bolting regulation by 
fine-tuning the two beet FT paralogs. Soon afterwards, BBX19 was functionally characterized 
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in Arabidopsis and described as a direct interaction partner of CO and a repressor of FT (Chia 
et al., 2008). Since no true CO ortholog has been identified in beet so far (Chia et al., 2008; 
Dally et al., 2014), a divergent, CO-independent pathway may be active in which BvBBX19 
interacts with the bolting promoting gene BOLTING TIME CONTROL 1 (BTC1) to regulate the 
beet FT paralogs (Dally et al., 2014). 
 
PEBP (or FT/TFL1 proteins) encoding genes are involved in the development of 
reproductive tissues, control of shoot meristem identity, and flowering time. Therefore, this 
family of genes is of critical interest when studying flowering.  
In conclusion, the key regulator genes for flowering and morphology in plant species 
have diverged and evolved to uniquely adapt to different environmental conditions. The 
flowering transition and inflorescence architecture are modulated by two homologous proteins, 
FT and TFL1. The florigen FT promotes the transition to reproductive development and 
flowering, while TFL1 represses this transition. Both FT and TFL1 belong to the FT/TFL1 
family encoding genes involved in the development of reproductive tissues, control of shoot 
meristem identity, and flowering time. Therefore, FT/TFL1 gene family is a major target of 
floral initiation studies. 
 
1.3 Interest of phenology in plant community 
 
In the previous section (1.2), we were able to see that the phenological traits vary 
according to genetic and environmental factors. These variations allow a better understanding 
of the development of plants and prediction of plant development in response to climate change. 
Thus, combining physiological and phenological studies allowed to highlight the 
mechanisms involved in the development of plants such as hormonal control. Ecophysiological 
studies have been able to demonstrate the different pathways involved in the survival and 
development of plants face to abiotic stresses such as transpiration, opening and closing of 
stomata acting directly on light gathering, photosynthesis, the availability of water. Finally, 
genetic studies have been able to demonstrate the pathways of genetic signalling as shown by 
the various models of signalling in plant model species such as Arabidopsis, Populus, etc. for 
flowering.  
Studying plant phenological patterns allows characterizing, evaluating and classifying 
plants (populations or varieties). The identification of the phenological pattern is done by 
comparing the growth or flowering curves according to a time index. In the case of flowering 
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phenology, i) the frequency of occurrence of flowering during the life cycle of the plant allows 
the plants to be classified as continuous (flowering with sporadic brief break), sub-annual (more 
than one cycle per year), annual (only one cycle major per year), supra annual (Newstrom et 
al., 1994). ii) the time of occurrence which include the starting date of the earliest individuals 
and the date of peak activity, iii) the duration of event, iv) the magnitude (both the mean and 
variability), and v) the degree of synchrony both within and between species  
 
2 Plant architecture definition, concept and interest 
 
In this part, we will describe after a definition and short history of architecture, the 
concept of architectural studies and interest of architecture studies in plants. For this, this part 
were strongly inspired to review of Barthélémy and Caraglio, 2007.  
 
2.1 Plant architecture definition and history 
 
Plant architecture is defined as the three-dimensional organization of the plant (Hallé 
and Oldeman, 1970; Hallé et al., 1978). This organization at a given time is described by the 
connections between plant components (e.g. the different phytomers at a fine scale and the axes 
at a more macroscopic scale either built by the same meristem or deriving one from another by 
branching), named topology and the geometry of the plant such as its shape, or dimensions, and 
the localization of each component in space (Godin and Caraglio, 1998). However, this 
organization changes along time with apparition of different components of the plant such as 
leaves, flowers or branches. This organization also depends on temporal components such as 
the date of flowering and on the environment. In sum, it depends on the phenology. The 
architecture of a plant relies on the nature and the relative arrangement of each of its parts. It 
is, at any given times, the expression of an equilibrium between endogenous processes of 
growth and exogenous constraints exerted by the environment (Edelin, 1984). The aim of 
architectural study is, by means of observations and sometimes experimentations, to identify 
and understand these endogenous processes and to separate them from the plasticity of their 
expression resulting from external influences (Edelin, 1984; Barthélémy and Caraglio, 2007). 
These observations can be made at different scales, e.g. at the bud, leaf, stem or entire plant 
scale making the architectural observations complex. The analysis of the architecture consists 
in considering the plant in its globality and detecting the simplest elements of its organization, 
thus maintaining the structural information of the plants (Edelin, 1984).  
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Plant architecture plays a major role in agronomy. The best-known example is the 
selection of varieties of wheat with short and robust stems during the Green revolution (1960-
1970). These criteria allowed these varieties to withstand winds and rains while carrying bigger 
grain yield (Peng et al., 1999). Since the Green revolution years, numerous studies on the 
architecture of the plants and more particularly on their analysis have emerged (Hallé and 
Martin, 1968; Hallé and Oldeman, 1970; Hallé et al., 1978; Tomlinson, 1983). In 1968, Hallé 
and Martin studied the rhythmic of growth of Hevea by describing foliar variation, the growth 
curve and the mitotic activity of the apex (Hallé and Martin, 1968). In 1970, the concept of 
architectural model was introduced for the first time by Hallé and Oldman (1970) following 
observations of the structure and mode of development of tropical plants. These two authors 
found that despite the species diversity, the architecture of plants could be summarized in a 
limited number of fundamental forms which they called "architectural models". Since the 
discovery of the concept of architectural model, the study of architecture rapidly developed and 
diversified. 
 
2.2 Concept of architectural model 
 
Studies based on these concepts were extended to the temperate species, herbs, lianas  
and root systems (Edelin, 1984; Barthélémy and Caraglio, 2007). Among all the plants studied 
to date, only 23 architectural models have been identified (Hallé et al., 1978). Each architectural 
model bears the name of a botanist who particularly illustrated himself in the description of 
species with a related developmental pattern. The architectural model is the plant growth pattern 
which determines the successive architectural phases. It is an inherent growth strategy that 
defines both the manner in which the plant elaborates its form and the resulting architecture. 
 
The identification of architectural models is based on the four simple morphological 
criteria (Edelin, 1984; Barthélémy and Caraglio, 2007):  
1) Growth pattern: determinate  vs indeterminate, rhythmic vs continuous 
2) Branching pattern: monopodial vs sympodial, immediate (sylleptic) vs delayed 
(proleptic) 
3) Morphological differentiation of axes: orthotropy vs. plagiotropy 
4) Position of sexuality: lateral vs terminal flowering 
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2.2.1 The growth pattern 
 
The growth of plant is the result of several processes that can be grouped in two 
morphological events coordinate and distinct, the organogenesis and the elongation.  
 
 Rhythmic vs continuous growth 
 
Figure 4: Rhythmic cumulative rate of leaf extension of Hevea brassiliensis (A), and 
morphological markers of rhythmic extension in Protea cynaroïdes, Carya laciniosa and 
Cycas pectinate (B).  
Growth cessation phases (arrow) and delimitation of successive growth units (GU) as revealed 
a posteriori by the cataphylls (ca) and photosynthetic leaves (f) or their scars (from Barthélémy 
and Caraglio 2007) 
 
 
Rhythmic growth is characterized by alternative periods of elongation and rest. 
Conversely a continuous growth is defined by a growth without resting period (Hallé et al., 
1978; Edelin, 1984; Barthélémy and Caraglio, 2007). This rhythmic or continuous growth could 
be determined by the observation of the apparition of vegetative organs (leaves), called 
phyllochron. In architecture, a rhythmic pattern is defined by the “growth units” (GU). This 
term emerged from the study of Hallé and Martin on Hevea (Hallé and Martin, 1968) as the 
portion of an axis which develops during an uninterrupted period of extension. The limit 
between two GUs can be easily identified by a perceptible slow-down of growth marked by a 
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zone of short internodes, and/or by a zone of scale leaves (cataphylls) (Barthélémy and 
Caraglio, 2007) (Figure 4). 
 
 Determinate vs indeterminate growth 
Growth could also be described as determinate or indeterminate growth. Axis growth is 
considered as determinate, when the meristem ceases all function after an activity period (death, 
abscission, or abortion) or when it transforms into a specialized structure such as flower or 
inflorescence, stopping the extension capacity of axis (Figure 5A). Conversely, axis growth is 
considered as indeterminate when the meristem maintains indefinitely its organogenetic activity 




Figure 5: Indeterminate and Determinate growths 
Indeterminate growth (A) corresponding to permanent apical meristem functioning and 
determinate growth (B) corresponding to a stopping of apical meristem activity (death, 
abscission or abortion) or to a transformation of the apical meristem into a flower, an 







2.2.2 The branching pattern 
 
 Monopodial vs sympodial 
 
Figure 6: A scheme of a WT main shoot of the tomato plant composed of the primary 
shoot (leaves 1–10) and reiterated SUs (SL1–3). LS, lateral shoot; PL, primary leaf; SL. 
(from Shalit et al., 2009) 
 
Sympodial and monopodial developments are important criteria in plant architecture 
(Edelin, 1984) depending on the indeterminate and determinate growth pattern of axis 
(Barthélémy and Caraglio, 2007). In sympodial development, death, abscission, abortion or 
transformation of the apical meristem leads to the development of one, two or more branches 
on the uppermost positions of the parent shoot leading to a mono-, di- or polychasial branching 
pattern. In 1967, Prévost qualified the growth unit deriving from sympodial branching, i.e. the 
portion of an axis edified by a single terminal meristem, as “a module” or “a sympodial unit”.  
In some cases, a sympod may imply a linear succession of modules and then looks like a 
monopodial structure. This structure mimics an axis build up by a single meristem with 
indeterminate growth (Caraglio Y. and Edelin C., 1990). Tomato offers a good model for this 
type of structure. In this species, growth of the primary shoot emerging from the seed is 
terminated by the initiation of the first inflorescence, and growth of the plant continues from 
the active development of the bud at the axil of the last leaf formed before the reproductive 
structure. This bud produces a shoot segment bearing some leaves before initiating a new 
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inflorescence, which is once again rejected laterally by the active outgrowth of an axillary bud, 
and the process is indefinitely reiterated in indeterminate tomatoes (Shalit et al., 2009) (Figure 
6). On plane tree, Caraglio and Edelin shows that architectural analysis highlights an apparent 
very strong monopodial organization despite its sympodial functioning generating successions 
of linear orthotropic modules (Figure 7A-B).  
 
 
Figure 7: Illustration of branching order in a monopodial (A) and in a sympodial (B and 
C) system issue from Barthélémy and Caraglio, 2007 
Spatial succession of axes is referred as branching order (BO). The first axis, branching order 
1 (BO1), bears a lateral one, branching order 2 (BO2), and so on. In a sympodial branching 
system (B and C), when successive units are in a more or less rectilinear disposition, the general 
spatial direction of such a succession constitutes an apparent branching order (AO) as in 
monopodial system (A). 
 
 Immediate vs delayed 
In plant, each organ results from developmental and growth processes (Dambreville, 
2012). Hence, branching pattern depends on the timing of development of branches, i.e. if the 
branching occurs immediately or with delay with respect to the parent node establishment date. 
A lateral axis can develop immediately after initiation of axillary meristem or after a period 
during which lateral meristem stays dormant. This branching pattern is referred as immediate 
(sylleptic) and delayed (proleptic) branching respectively (Barthélémy and Caraglio, 2007). 
This phenomenon is observed at posteriori by periodical observations and measurements of the 
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stage of lateral meristems, bud size and number of leaves primordia (Hallé et al., 1978; Sabatier 
and Barthelemy, 1999; Barthélémy and Caraglio, 2007).  
 
 Branching order 
Describing a branching system is complex because branching does not occur at the same 
time (immediate vs delayed). Thus, analysis of branching system needs a precise terminology 
called the branching order. This latter consists of identifying branching using consecutive 
integers. The main stem is considered as a reference with order 0 or 1 (Hallé et al., 1978; 
Barthélémy and Caraglio, 2007). The following axes, rising from the main stem, are referred as 
order 1 or 2, respectively, and so on. In a sympodial system, successive sympodial units would 
be referred as order 1, 2, 3, etc. However, a sympod with a successive module is considered as 
an “apparent” axis and is represented by an apparent branching order (a single order branching) 
(Figure 7B-C). 
 
2.2.3 Morphological differentiation of axis 
 
 Orthotropic vs plagiotropic 
 
 
Figure 8: Illustration of (A) orthotropic development and (B) Plagiotropic development. 
Orthotropic development (A) refers to axes whose development is vertical, with radial 
symmetry and spiral, opposite or verticilliate disposition of leaves. Plagiotropic development 
refers to axes which have a horizontal development, with bilateral symmetry.  
 
During their development, plants can take different forms relative to their environment 
and endogenous processes of growth. Thus orthotropic and plagiotropic terms allow to 
differentiate spatial occupancy of plant (Edelin, 1984). Orthotropic refers to axes whose 
development is vertical, with radial symmetry and spiral, opposite or verticilliate disposition of 
leaves (Hallé et al., 1978) (Figure 8A). The lateral branches are arranged in all spatial directions. 
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Conversely, plagiotropic refers to axes which have a horizontal development, with bilateral 
symmetry. Lateral branches are generally arranged in a plane (Hallé et al., 1978; Barthélémy 
and Caraglio, 2007) (Figure 8B). 
 
2.2.4 Position of sexuality (Lateral vs terminal flowering) (Edelin, 1984; 
Barthélémy and Caraglio, 2007) 
 
The formation of the reproductive organs is a key step in the life of plant. It depends on 
the irreversible transformation of the vegetative meristem into floral meristem, also called floral 
transition. According to its position, this floral transition plays an important role in the 
establishment of plant architecture. It has a direct impact on the growth and branching 
processes. 
Two types of position of sexuality are distinguished: terminal and lateral. The 
establishment of sexuality in the terminal position definitely arrests the growth of the axis. This 
stopping of growth can lead either to mortality of the plant after maturation of the fruit, as for 
example in annual species such as wheat, or to the development of a new axis, in the case of a 
sympodial growth such as in tomato or in plane tree (Caraglio and Edelin, 1990). The lateral 
flowering does not affect the growth of a plant, it is generally found in the monopodial plant of 
indeterminate growth. 
 
2.2.5 Notion of organization levels, architectural unit and reiteration 
 
Thanks to these criteria, the concept of architectural model allows to describe the main 
growth strategy of the plant. These descriptions allow to relate roughly the processes of growth, 
branching and the position of the reproductive organs. The architecture of the plant can also be 
seen as a hierarchical sequence at different levels of organization that changes along time. 
Architecture model can be seen as a repetition of elementary botanical entities or construction 
units at the first level, which form axes. Those axes are organized in an architectural unit, and 
reiteration of this architectural unit forms the whole plant (Figure 9). 
 
 Notion of organization levels and architectural unit 
The elementary botanical entities correspond to the smallest scale of the plant and can 
be defined by their morphological traits or functions. Among these entities, we can distinguish: 
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i) the internodes which are stem portions between two nodes (= insertion zones of leaves), ii) 
leaves, iii) buds, iv) flowers. At the same scale, one construction unit which can be considered 
is the metamer or phytomer. This unit of construction corresponds to a complex composed of 
internodes, with buds localized on the axil of leaves (Figure 9). Moreover, this scale can be 
combined with temporal unit to describe dynamic growth using the GU or the annual shoot unit, 
typically for climates with contrasted growing seasons. GU and annual shoot unit, specific to 
monopodial system, can be defined by a succession of phytomers or leaves during a period of 
growth in a rhythmic growth or during one year respectively. For sympodial system, unit used 
as unit of construction is the module or sympodial unit.  
 
The following scale is the axis scale. This scale is defined by a succession of GU, annual 
shoot units or modules forming an axis. Those axes can be then grouped into categories 
according to their morphological, anatomical or functional distinctive features. The main stem 
or trunk is issued from the seed or the runner, and roots, leaves and ramifications are formed 
on this main stem. It originates from the first meristem activity. The trunk is generally the most 
imposing axis in plants and supports the entirety of its structure. The second axis category 
includes the branches. Branches are defined by whole axis linked directly or indirectly to the 
trunk. In tree, different type of branches such as branchelets and twigs define other categories 
of axes.  
 
The architecture of a plant can then be seen as a hierarchical branched system in which 
the axes can be grouped into categories. The hierarchical organization of the axes in the plant 
forms the architectural unit. Architectural unit (or diagram architectural) represents the 
fundamental, architectural and functional elementary unit of any given species, and thus defines 
the specific elementary architecture of each plant species according to the main rule of 
architectural concept seen previously (Figure 10) (Edelin, 1984; Barthélémy and Caraglio, 
2007).  
 
 Notion of reiteration 
In architecture, the reiteration is defined as a morphological process in which the plant 
duplicates totally or partially its own architecture or architectural unit (Edelin, 1984). The 
concept of reiteration can thus take various forms. For example, whatever the level of 
organization, axes are formed of a succession of phytomers. Stricto sensu, this repetition of 
morphological entities such as internodes, leaves, buds or phytomers can be considered as a 
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reiteration. This reiteration is qualified as “automatic” or “sequential” and is common to all 
plants and constitutes the base of architectural description. However, in architecture, these 
reiterations are not really considered as a reiteration but rather as a parameter describing a part 
of sequence observed during the whole developmental sequence of plant (Barthélémy and 
Caraglio, 2007). Then, reiteration of the architectural unit forms the whole plant.  
Growth process, branching pattern, position of sexuality, levels of organization, 
architectural unit and reiteration form a set of criteria that allows to describe plant in its entirety 
(Figure 9). This description of the plant architecture is specific of a given plant species and is 





Figure 9: Diagram of the various organization levels which defined plant architecture and 




Figure 10: Architectural unit of Cedrus atlantica (Pinaceae) is composed of five axis 
categories (A1 to A5) (from Barthélémy and Caraglio, 2007) 
A: Diagrammatic representation of the tree (view in elevation) representing the relative position 
of the main axis categories; B: diagrammatic representation of a tier of branches (view from 
above); C: diagrammatic representation of a twig annual shoot bearing several short shoots. The 
break symbol indicates the limit between two successive annual shoots. The table summarizes 










2.3 Interest of architecture 
 
Plant architecture is the result of the combination of the endogenous growth processes 
and of the exogenous constraints from its environment. Then, the aim of architecture analysis 
is to identify and understand these endogenous processes and to separate then from the plasticity 
of their expression linked to the environment. For example, architecture analysis led to a better 
understanding of crown construction in trees (Barthélémy and Caraglio, 2007). 
Furthermore, in a more practical point of view, architecture analysis can be used to 
predict the yield. For example, Bosc et al. (2012) tried to predict strawberry plant yield by 
analyzing plant architecture before chilling. Even if they didn’t find a correlation between this 
architecture and fruit yield, they found that the architecture before chilling could be used to 
predict the earliness of the production. Moreover, a correlation between architecture of coffee 
trees and their yield capacity could be find and led to the definition of ideotypes (Cilas et al., 
2006).  
Architecture can also be used to have a better understanding of pathosystems and then, 
could lead to the identification of new strategies of crop protection. Indeed, architecture can be 
used to model pathosystems by functional-structural plant models (Garin et al., 2014). These 
models can be used to simulate the interactions between plant structure and epidemic. For 
example, it can help to characterize the interactions between pathogens and the tissue they 
colonized or to characterize the spore dispersal from the localized infected tissues to the 
localized healthy tissues.  
  
43 
3 Strawberry  
 
3.1 Taxonomy, domestication and economical context 
 
3.1.1  Taxonomy 
 
The strawberry belongs to the Rosaceae family. This family takes its name from the rose 
and represents one of the largest plant families of economic importance. The Rosacea family 
includes more than 3000 species spread over more than 100 genera (Shulaev et al., 2008) 
Among the economically important species belonging to this family, we find: i) fruit trees such 
as apple, pear, cherry, peach, almonds (belonging to Malus, Pyrus and Prunus genus 
respectively):ii) Fruit herb species such as strawberry, raspberry, blackberry (belonging to 
Fragaria and Rubus genus); iii) horticultural crops such as rose, Potentilla and Pyrachantha 
(Potter et al., 2007).  
 
 
Figure 11: Geographic repartition of wild Fragaria species and sub-species 
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The basic chromosome number in Fragaria is x = 7 (Ichijima, 1926). This genus 
comprises about 22 species, and includes different ploidy levels of diploids, tetraploids, 
hexaploid, octoploids (Staudt, 1989) and decaploid (Hummer et al., 2009). The wild species of 
Fragaria are distributed throughout the Holarctic zone with a few endemic zones into the 
tropics. All species are restricted to single continents or specific areas (Figure 11) (Rousseau-
Gueutin et al., 2009), except the diploid species F. vesca, which is found in both Eurasia and 
America (Staudt, 1962, 1989). Ten diploid species are distributed in Eastern, South Eastern and 
Central Asia and the three others in Europe and Western Siberia (described by Staudt from 1962 
to 2008 with references cited in Rousseau-Gueutin et al., 2009). Five tetraploid species 
(2n=4x=28) are restricted to Eastern and South-Eastern Asia (described by Staudt 2001 and 
2003 with references cited in Rousseau-Gueutin et al., 2009), while the hexaploid species 
(2n=6x=42), F. moschata, occurs in Europe and Western Siberia (described by Staudt from 
1962 to 2008 with references cited in Rousseau-Gueutin et al., 2009). Concerning the two 
octoploid species, F. chiloensis and F. virginiana, are present in America with different 
distributions in South and North America (Staudt, 1962, 1989). Recently, a decaploid number 
(2n=10x=70) has been reported for three accessions of F. iturupensis originating from Mount 
Atsunupuri (Hummer et al., 2009). Synthetic octoploids have been constructed via controlled, 
interspecific hybridizations accompanied by chromosome doubling, in an effort to broaden the 
octoploid gene pool available to strawberry breeders (Evans, 1977; Bors, 2000)  
 
3.1.2 Domestication  
 
Consumption of strawberries was present from the Roman period and until the Middle 
Ages. Fruits of the woodland strawberry, F. vesca, were appreciated for their fragrance and they 
were also used by Romans for their medicinal properties and their cosmetic properties. It was 
only in the 14th century that the strawberry was actually grown, becoming a ‘crop’ species. 
King Charles V asked his gardener to plant 1200 strawberry plants in the royal gardens of 
Louvres, in Paris. Subsequently, the cultivation of the three species present in Eurasia, F. vesca, 
F. moschata and F. viridis, has spread throughout Europe from the 15th century onwards. 
However this latter species were little cultivated because these fruits were less interesting due 
to a high acidity compared to the two other varieties. At the 17th century, the octoploid 
strawberry (2n = 2x = 56) F. virginiana named also Scarlet for the bright red color of its fruits 
was introduced from Virginie, North America. Probably due to its polyploidy, its fruits were 
much larger than the ones of the three European species. At the 17th century, another octoploid 
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strawberry, F. chiloensis, already cultivated by the pre-Columbian Amerindians, was brought 
back to Europe in 1716 by Captain Frézier, who inadvertently had harvested male sterile plants. 
These plants were then spread by vegetative multiplication (runnering) and grown in many 
botanical gardens. However, outside Great Britain, this species was not popular in Europe 
because it required the intervention of a pollinator. 
In the Fragaria genus, the most economically relevant species is the octoploid 
cultivated strawberry, F. × ananassa (2n=8x=56). This species results from a hybridization by 
chance between two related species, North American origin scarlet strawberry (F. virginiana 
Mill.) and South American domesticated F. chiloensis (L.) Mill (Darrow, 1966; Hancock et al., 
1999). This hybridization occurred in a European garden in the early 1700s, resulting in a new 
cultivated fruit species, F. ananassa. Strawberry breeding began in England in the late 1700s, 
followed by France and Germany. The first selected European cultivars were used as genitors 
in early American breeding programmes, together with American native cultivars (Darrow, 
1966). The origin of strawberry and these early breeding practices reduced initial genetic 
variability. As an example, pedigrees of 134 North American cultivars were traced and shown 
to originate from only 17 cytoplasmic sources (Dale and Sjulin, 1990). Recently, sequence 
variation of chloroplast DNA revealed three maternal lineages among traditional strawberry 
cultivars, separating North American cultivars, which mainly have the F. virginiana haplotype, 
from Japanese cultivars, which are characterized by the F. chiloensis haplotype (Honjo et al., 
2009). 
During the 200 years of strawberry breeding, initial diversity increased thanks to 
introgression of wild strawberry germplasm or using unrelated progenitors in breeding 
programmes (Darrow, 1966). However, these introgressions did not compensate for the loss of 
diversity observed in modern strawberry cultivars (Gil-Ariza et al., 2009; Horvath et al., 2011). 
Today there are more than 600 varieties of strawberries all confused, of which 154 varieties are 









3.1.3 Economic context and evolution in cultural techniques 
 
 
Figure 12: Yield (in tons) and Area (in kilo hectare) production of strawberry on the world 
between 1961 and 2014 (source FAO) 
 
According to the Food and Agricultural Organization of the United Nations (source FAO), 
in 2014, strawberry is the most important berry crops (not considering grape), with a world 
production of more than 8 million of tons, on a cultivable area reaching almost 400 thousand 
hectares. Used in direct consumption, called "mouth strawberry", or processed (jams, syrups, 
yogurts), called "industrial strawberry", its production has multiplied by 10 and its cultivated 
surface by 4 since the 1960s (Figure 12). The top three strawberry producing countries are 
China (over 3 million of tons), the United States (more than 1 million of tons) and Mexico (with 
just under 400 thousands of tons). At continent scale, Europe is the third largest producer of 
strawberries, covering 19.7% of the world market, behind Asia (48.9%) and America (25.4%) 
(Figure 13). In Europe the first producers of strawberries are Spain and Belgium representing 




Figure 13: Repartition of strawberry production by continent (source FAO, 2014) 
 
France is oriented towards the production of "strawberry of mouth". It is placed 17th 
worldwide ranks and 6th in Europe, with a production of around 59,000 tons, spread over 3 
major production areas, South West (39.6% of national production), South East (22.1% of 
national production) and Center West (8.5% of national production) (Figure 14). The 
production of French strawberries relies on taste and nutritional quality to tackle the 
competition with strict specifications as evidenced by 'Red labels' and the IGP, the Périgord 
strawberries. 
 
Strawberry is a perennial herbaceous plant forming a rosette. It multiplies vegetatively with 
production of daughter plants carried by stolons, which are elongated stems, as well as sexually 
with inflorescences bearing flowers and therefore fruits. Thus, strawberry culture is structured 
around two industries, nurseries and fruit producers. 
 
Figure 14: Area of strawberry production in France (source Agreste, April 2011) 
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In strawberry, the yield is partially set up in nursery where the floral initiation occurs in 
young daughter plants and partially in fruit production where the floral initiation followed by 
organogenesis are expressed with the emergence of inflorescences and then fruits. In nursery, 
plants of a same genotype can display floral initiation at different times and with different 
intensities due to environmental conditions such as temperature, nutrition etc (Battey et al., 
1998). As an example, high temperatures during the summer 2006 led to a delay of floral 
initiation and then to a decrease of yield the following year, in 2007 (Ollat et al., 2013). In fruit 
production, environmental conditions can affect inflorescence development and fruit quality  
During the last two decades, the cultivation of strawberries has undergone major technical 
changes. In the 1980s, fruit production was carried out in the field, or small tunnels, and the 
plants were kept several years for fruit production. Today, plants are renewed each year, and 
they are grown mainly under large tunnel of 9m and in soilless culture. This last cultural 
technique, by maintaining plants at 1m high, get easier fruit harvest and suppress soil diseases. 
In addition, it allows a range of date of plantations, including early plantation in middle 
December when the tunnel is heated (temperature above 8 ° C). With this type of plantation, 
the plant is maintained in conditions favorable to floral initiation, which leads to enlarge the 
period of flowering and therefore the period of fruit production. 
 
3.2 Structural description and growth habit 
 
The strawberry structure has been described in different reviews and articles (Guttridge, 
1955; Savini et al., 2006; Heide et al., 2013; Hytönen, 2014). The strawberry consists of a stem 
called crown, stipulated trifoliate leaves which are assembled in rosette and an inflorescence 
(Figure 15A) and axillary buds which can developed in stolon, lateral crowns (extension or 




Figure 15: Pointwise on strawberry structural description  
(A) Strawberry issue from runner reproduction, (B) Primary crown the basal part is exposed to 
distinguish nodes, internodes and adventive roots, (C) Primary crown apex terminated by a 
inflorescence. A vegetative relay is in place at the same node giving monopodial growth 
development and (D), longitudinal section of strawberry primary crown highlighting sideway 
displacement of the inflorescence and extension crown development. Red dotted line delimit 
the internodes (from Maltaite and Caraglio, 2016) 
 
The stem of strawberry (crown) derived from apical meristem activity following 
germination or stolon development is called primary crown. It is characterized by short 
internodes, bearing roots, leaves and stolons. The root system, resulting from germination or 
from development of stolon, disappears rapidly in favor of adventitious root which ensures the 
function of water nutrition (Figure 15B). Leaves are trifoliate and stipulated. It follows a spiral 
phyllotaxy of type 2/5 (Savini et al., 2006), that is to say that there are 5 leaves of 2 revolutions 
before finding two leaves aligned on an axis parallel to the stem. The leaves have long petioles 
and are attached to the stem by the stipule which helps to protect the axillary bud located at the 
axil of the leaves. When conditions are favorable for flowering, the apical meristem becomes 
floral followed by organogenesis to give inflorescence. The growth of the strawberry is 
therefore determinate in accordance with the description of the architectural model concept 




Figure 16: Architectural development of strawberry by Guttridge in 1955, (from Heide et 
al., 2013) 
 
To compensate the arrest of the growth of its main stem, the strawberry sets up a vegetative 
relay resulting from the activity of the uppermost lateral meristem, which resumes dominance 
over lower laterals and displaces the inflorescence to one side. This lateral meristem allows the 
extension of the growth of the strawberry forming a lateral branch called extension crown. The 
growth habit is thus sympodial, although the sideway displacement of the inflorescence is 
superficial, giving the impression that the growth is monopodial (Figure 15C-D) (Jahn et al., 
1970; Heide et al., 2013). After the initiation of some leaves, three or four leaves (Jahn et al., 
1970; Bosc et al., 2012), and a new inflorescence, this extension crown can form a new 
extension crown on the main axis and so on until the end of the life cycle of the plant. Along 
crowns (primary, branch or extension crowns), axillary buds remain dormant, or develop either 
a stolon or a new crown called branch crown. Therefore, branching can occurred through 
extension crowns and branch crowns. The new branch crown will have the same development 
as the main axis, a sympodial growth, and will be determined. This branching crown is 
orthotropic and the growth can be considered as discontinuous because bud giving a branch 
crown can stay dormant several months. Guttridge (1955) proposed the first architectural 
development of the strawberry development and took into account the sympodial growth of this 
species (Figure 16). 
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Stolon is a particular branch of strawberry. Compare to branch crown, it is characterized 
by two long internodes which allow it to colonize space horizontally without the constraint of 
sexual reproduction, and it represents a complete reiteration of the plant by producing daughter 
plants with roots (Figure 15A). Stolon shows a sylleptic development, without a rest phase, 
starting immediately after initiation of axillary meristem (Massetani et al., 2011). The first node 
of the stolon has a pre-leaf α, which generally remains dormant but which sometimes develops 
a second stolon. On the second node, adventive roots develop and form the anchor point of the 
development of the daughter plant clone. Along the crown, axillary buds leading to stolons or 
to branch crowns can be visually identified at early stages since the buds of a stolon are flat, 
elongated and show conical shape. 
 
Flowering can be summarized by three successive phases: the floral induction when the 
meristem is susceptible to environmental or internal factors, the floral initiation when the 
meristem becomes floral and the organogenesis when the inflorescence and then flower is 
formed. Floral transition has been well described using light microscopy (Jahn et al., 1970) and 
scanning electronic (Taylor et al., 1997). Initiation of an inflorescence was first evident as a 
raising and enlargement of the apical meristem. Initiation of the primary flower began after the 
bracts of the inflorescence were evident. Floral initiation is centripetal, the sepals appearing 
first, followed by petals, stamens and pistils. 
The phyllotaxy of the crown continues in the bracts of the main axis of the inflorescence. 
The inflorescence of strawberry is basically a dichasial cyme, i.e. the inflorescence is composed 
of one primary flower, then under this primary flower two flowers are formed on each 
secondary branches and two flowers are formed in each tertiary branch and so on. The flowers 
are composed of five white petals, five green sepals, twenty stamens and numerous carpels.  
 
3.3 Growth cycle of strawberry and environmental cues controlling this 
development 
 
The growth and development in strawberry and its environmental control will be focus 
on the seasonal flowering (SF) strawberry also called June-bearing strawberry. Some 
information will be given on the perpetual flowering (PF), which is able to flower all along the 
growth cycle. 
June-bearing strawberries display a perennial growth behavior characterized by an 
annual cycling between flowering, growth and dormancy. Compare to forest trees, which show 
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a multiple-year delay in flowering, strawberry is able to flower the second year of the plant life. 
Whatever the strawberry, diploid or octoploid, its plant cycle can be summarized into five 
phases (Figure 17): 
1) A phase of floral initiation, which takes place in autumn, when temperature and 
photoperiod decrease (September-October); 
2) A phase of growth cessation named dormancy in winter during which the growth of 
the plant decreases due to cold temperatures (November-February); 
3) A phase of resumption of the growth of the plant, after satisfying chilling 
requirements, when temperatures and photoperiod increase (February -Mars); 
4) A phase of flowering (April-May) and following fruiting (May-June) in spring; 
5) A phase of vegetative multiplication via stolon production, when temperatures and 
photoperiod are high in summer (July-August). 
 
The length and the occurrence date of these phases may vary according to the type of 
genotypes, SF or PF, and environment. PF strawberries are able to initiate flowers all along the 
vegetative plant cycle. Therefore, the flowering period can be extended in long days (summer) 
leading to an extension of the fruit production period and may lead to a difference of 
architecture development (Costes et al., 2014) 
By offering an extension of flower/fruit production period and therefore by possibly 
increasing the flower/fruit production, this trait represents one of the main objectives of 
numerous breeding programs (de Camacaro et al., 2002; Albani and Coupland, 2010). 
 
Figure 17: Annual growth life cycle of seasonal strawberry plant. The red color highlights 
the reproductive phase of plant development. Dotted line highlight the development of 
plant issue from a newly-formed runner (from Heide et al., 2013) 
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3.3.1 Environmental cues of floral induction/initiation 
 
Temperature, photoperiod and their interaction are the most important environmental 
factors that regulate the transition from vegetative to floral growth in strawberries (Figure 18) 
(Ito and Saito, 1962; Darrow, 1966; Manakasem and Goodwin, 1998; Battey, 2000; Watson et 
al., 2002; Massetani et al., 2011). 
 
Figure 18: Relation between photoperiod and temperature to induce reproductive (flower 
induction) or vegetative growth (from Massetanni, 2011 modified from Ito and Saito 1962) 
 
In SF strawberries, the period in inductive conditions required for floral initiation occurs 
has been studied only under controlled climatic chambers conditions (e.g. 14h of daylight and 
16¨C). According to studies, one week until five weeks (Battey et al., 1998; Sonsteby and 
Heide, 2008b) are necessary to promote flowering in plants. Interaction between varieties, 
temperature and number of inductive cycles has been described showing the complexity of 
network for floral initiation to be released (Sonsteby, 1997).  
In SF strawberries, flower initiation is promoted by shorts days and low temperatures 
(Leshem and Koller 1964), such as at 15-18°C during short days (< 14h of daylight) (Battey et 
al., 1998). In contrast, with colder temperatures, e.g. 12 ° C, a longer day length up to 16h 
remains inducible (Verheul et al., 2006, 2007; Opstad et al., 2011). However, high temperatures 
(> 20°C) delay floral initiation or suppress it when temperatures are above 26-30°C, regardless 
of the photoperiod (Ito and Saito, 1962; Verheul et al., 2006, 2007). In SF varieties, with floral 
initiation occurring in autumn and stopping with dormancy, flowering occurs once a year in the 
following spring leading to a single harvest period (Heide, 1977; Verheul et al., 2007; Bradford 
et al., 2010; Opstad et al., 2011; Heide et al., 2013). In Europe, the floral initiation starts at the 
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end of August in the South-West in France or at the middle of September in Germany. In France 
with climate global changing, summer and autumn temperature will increase and delay the date 
of floral initiation such as observed in 2006, leading to a decrease of yield the spring 2007 (Ollat 
et al., 2013).  
On the opposite, PF genotypes generate flower buds cyclically regardless of photoperiod 
if temperatures are at least moderate (< 28°C) (Durner et al., 1984; Galletta and Maas, 1990; 
Battey et al., 1998). For these PF varieties, LD promotes flowering rather than SD (Sonsteby 
and Heide, 2008a).  
 
Beside interaction between photoperiod and temperature, intensity of light also plays a 
crucial role in induction / initiation of flowering. In the cultivated strawberry, lower luminous 
intensity will lead to earlier floral initiation (Darnell et al., 2003). Spectral characteristics is 
also of importance. Low red/far-red ratios in enabling short-day plants to flower in long days 
(Collins, 1966). In the diploid perpetual-flowering strawberry, which did not express the floral 
repressor (see paragraph ‘Genetic mechanism’), the end-of-day far-red and blue light activate 
flowering but not red treatments (Rantanen et al., 2014). However, results are not always clear 
since the spectral dependence changed markedly with time (Vince-Prue and Guttridge, 1973; 
Vince-prue et al., 1976). Floral initiation in the SD strawberry cv. Cambridge Favourite was 
inhibited by a daylength extension with red light during the second half of a 16-hour night but 
not during the first half, and by far-red light in the first half but not during the second. Mixed 
red plus far-red light was inhibitory to flowering at both times (Vince-Prue and Guttridge, 
1973).  
 
3.3.2 Chilling requirement 
 
In addition, to express their full potential, strawberry often requires a chilling period (<7 
ºC), although the cultivars developed for warm regions do not always need a chilling period 
(Darrow, 1966). During vegetative growth, the reduction of photoperiod (at the end of summer), 
cause the reduction of the petiole length and this reduction is the first sign of decrease of growth 
rate (growth cessation) (Guttridge and Thompson, 1959; Hytönen et al., 2009). Varieties varied 
a lot for their chilling requirements from approximatively 200 hours for Floridian varieties until 
1500 hours for Northern-European varieties such as Florence. A modeling approach allowed to 
quantifying chilling units required for flowering and fruit yield potential (Tanino and Wang, 
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2008). Results showed that flowering time correlated with accumulative chilling hours using 
either a simple accumulation model or a weighted accumulation model.  
 
3.3.3 Hormonal cues in strawberry growth cycle 
 
Gibberellic acid (GA) has been shown to inhibit flower initiation in genotypes ranging 
from the day-neutral for flower induction (perpetual fruiting) to short-day genotypes very 
sensitive to photoperiod (Guttridge and Thompson, 1959; Hytönen et al., 2009). This growth 
regulator also promotes runner formation and induces internode elongation. In summary, this 
growth-regulating substance(s) promotes vegetative growth and inhibits flower initiation.  
 
3.4 Genetic mechanism regulating growth and development of strawberry 
 
Thanks to recent advances in strawberry genetics (Shulaev et al., 2011), genetic factors 
underlying variations in flowering and runnering begin to be deciphered (Figure 19). In diploid 
F.vesca, perpetual flowering is controlled by a recessive allele SEASONAL FLOERING 
LOCUS (SFL) (Albani et al., 2004). The gene underlying the SFL locus was identify as a 
homolog of TERMINAL FLOWERING LOCUS 1 (FveTFL1), a floral repressor (Iwata et al. 
2012), A deletion of 2pb in the sfl allele leads to an inactive protein and therefore to the absence 
of floral repressor. In absence of floral repressor, the woodland strawberry flowers 
continuously, likely with the presence of a floral activator, which could be a FLOWERING 
LOCUS T (FT). The runnering is controlled by a different dominant locus, the RUNNERING 
locus (R) (Brown and Wareing, 1965), and is due to a mutation on the GA20ox4 gene involved 
in GA pathway (Tenreira et al., 2017). The deletion of 9 nucleotide occurs in the active site of 
the enzyme, which is likely enable to transform GA inactive into GA active. When FveGA20ox4 
is mutated, axillary meristems remain dormant or produce crowns terminated by inflorescence, 




Figure 19: Model showing the photoperiodic regulation of flowering and stolon formation 
in strawberry. Arrows indicate activation and bars indicate repression. (from Mouhu et 
al. 2013 and Gaston comm. pers.) 
 
In the cultivated octoploid F. x ananassa, no clear conclusions was reached concerning 
the perpetual flowering trait. According to study, flowering was either controlled by a single 
dominant locus (Shaw and Famula, 2005; Sugimoto et al., 2005) or was under quantitative 
inheritance (Serce and Hancock, 2005) and controlled by numerous QTL (Quantitative Trait 
Locus) with various additive effects (Weebadde et al., 2008). These conflicting results can be 
due to the use of different set of parents in inheritance studies and to different environments 
(Maltoni et al., 1996). Gaston et al. (2013) reported the identification of a major QTL named 
FaPFRU. This locus affects both the flowering and the runnering, the latter being related to the 
balance of flowering and vegetative development. The FaPFRU QTL is not orthologous to the 
loci affecting perpetual flowering (SFL) and runnering (R) in F. vesca, therefore suggesting 
different genetic controls of flowering and runnering in the diploid and octoploid Fragaria 
species. Furthermore, the FaPFRU QTL displays opposite effects on flowering (positive effect) 
and on runnering (negative effect), indicating that both traits are genetically linked and share 
common physiological control. Fine mapping of this QTL (Perrotte et al., 2016) suggested that 
this locus could be controlled by a FT gene (FaFT1). 
Beside genes belonging to the FT/TFL1 family, SUPPRESSOR OF 
OVEREXPRESSION OF CONSTANS1 (FvSOC1) has been shown as a repressor of flower 
initiation under inductive short days (Mouhu et al., 2013). Its silencing causes continuous 
flowering in both short days and non-inductive long days, similar to mutants in the floral 




4 Aim and approach of phD 
 
Through this introduction we have seen that the development of a plant could be 
described temporally by its phenology but also spatially by its architecture. These two types of 
phenotypic description result from the different exogenous (e.g. environmental) factors and 
endogenous (e.g. genetic) factors of the plant. 
In strawberry, a plant of important economic interest, the understanding of the 
development of the plant and particularly of the flowering and the runnering processes is a 
major issue both for the production of fruits and of new plants. Therefore, several studies 
(Battey et al., 1998; Darnell et al., 2003; Heide et al., 2013; Kurokura et al., 2013) have been 
conducted in order to understand the environmental and genetic control of the flowering and 
runnering processes. Little is known concerning these developmental processes along time and 
even less concerning the ontogenetic processes (Massetani et al., 2011; Bosc et al., 2012). 
 
The aim of this work was to get a better understanding of strawberry plant development 
integrating phenology and architecture.  
 
This work mainly focused on the development of six seasonal octoploid varieties in culture 
production conditions. The first objective of this work was to develop a method to identify 
phenological phases within the flowering, vegetative development and runnering processes. 
The second objective was to develop a method to study the architectural development along 
time, and the third objective was to establish a link between phenology, architecture and the 
expression of key flowering genes. 
 
For this, during one cycle of fruit production for each variety:  
 
1) Plant phenology was phenotyped recording the number of weekly emerged flowers, 
leaves and stolons and analyzed using dedicated statistical models. We introduced a new 
framework of longitudinal data analysis, based on multiple-change point models, for 
identifying developmental phases for each process and consensus phases combining the 
three processes. The univariate multiple change-point models applied to each 
phenological variable were based on the assumption of phases synchronous between 
individuals of a given variety. These models allowed to identify phases for each variety 
and each type of organ and were used to group varieties on this basis. 
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2) Architectural development was characterized every month and analyzed using 
multiscale tree graphs, allowing visual representation and topological analysis of plant 
architectural development. This analysis allowed us to identify specific architectural 
characteristics of strawberry plants which explain phenological patterns. 
 
3) Because several key flowering genes (FT/TFL1 families and SOC1) were identified in 
previous studies, during this work, a third approach of molecular expression was 
conducted on these genes in order to identify genes responsible from the flowering 
pattern  
 
Beside the core of this thesis dealing with octoploid seasonal varieties, a preliminary 
study of plant development in the diploid model of strawberry was initiated using seedlings. 
One of the limitations of the study of the octoploid varieties was the lack of knowledge 
concerning the plant development in the nursery phase (e.g. the floral initiation during this 
phase). In this respect, the use of seedlings enable to study the whole plant development. 
Therefore, the second objective of my thesis was to initiate experiments on the diploid 
woodland Fragaria, F. vesca, as a model of plant development in Rosaceae. One objective was 
to identify the floral transition, when the shoot apical meristem becomes reproductive in order 
to work further on events before floral transition and floral induction. Another objective was to 
establish when and where stolons emerge in order to have a better understanding of the fate of 
the axillary meristems that can become a branch crown, a stolon or stay dormant. In order to 


















Figure 20: Experimental design. 
Phenological study was performed in randomized blocks (block 1-4) separated by empty places (grey). Each block was composed of 12 plants per 
genotype (annotated 1-6)*, allocated in two breeding grounds. Eight plants per block were studied. On each side of this experiment (yellow), a 
total of 54 plants per genotype were planted for architectural study.  
*(1) Gariguette, (2) Ciflorette, (3) Clery, (4) Capriss, (5) Darselect, (6) Cir107 
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1 Field site and plant material  
 
1.1 Field site and plant material for the study of plant development in 
production condition 
 
Six seasonal flowering varieties (Capriss, Ciflorette, Cir107, Clery, Darselect and 
Gariguette) of the cultivated octoploid strawberry were studied. These varieties differ by their 
chilling requirement (between 300 and 500 hours of chilling for Capriss and Cir107, 700 hours 
for Ciflorette, 800 hours for Gariguette and 900 hours for Clery and Darselect), flowering 
earliness (Ciflorette and Gariguette have the earliest flowering followed by Clery, Capriss and 
Cir107 (1/2 flowering earliness), and Darselect which has the least early flowering) and yield 
dynamic (Table 3). Cold stored plants were obtained from Invenio nursery (Douville, France 
0° 61’ E and 45° 02’ N, altitude 150 m).  
In nursery cold stored plants received their chilling requirement in autumn 2014 by 
placing them into a climatic chamber at 2°C. Afterwards, all the varieties were planted on 12th 
December except Ciflorette (4th December) into breeding ground bag (ORGAPIN) of 10L with 
drip irrigation and fertilization in greenhouse at a minimal temperature of 8°C (Figure 20A). 
The experiment was conducted in randomized blocks with four blocks. Each block consisted of 
two breeding ground bags per variety placed side by side, each containing 6 plants, i.e. 12 plants 
per genotype and block. However, only the height most central plants per block (a total of 32 
plants per variety) were phenotyped in order to avoid possible interaction effects between 
varieties on plant development such as spatial and light competition. In addition, 54 plants per 
variety located in the outermost part of the banks were planted at the same date and in the same 
conditions for the study of the architecture (Figure 20-B). In total; 612 plants were studied (96 
plants per variety). 
 






 Yield dynamics 
Capriss 300-500 hours  ½ earliness   No peak of production, Yield ≥ Gariguette 
Ciflorette 700 hours  Earliness   - 
Cir107 300-500 hours  ½ flowering 
earliness  
 High yield, extension of cropping flowering 
Clery 900 hours  ½ earliness   High Yield 
Darselect 900 hours  lateness  No selected for 2nd peak of flowering 
Gariguette 800 hours  Earliness   1st high peak of flowering + 2nd peak of flowering 
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1.2 Field site and plant material for seedling development in the diploid 
strawberry model  
 
Plant development of the woodland strawberry F. vesca, was studied using three 
genotypes that differed according to their type of flowering, seasonal flowering (SF) or 
perpetual flowering (PF) and their capacity to produce stolons, runnering (R) or runnerless (r) 
(Table 4). ‘Reine des Vallées’ is a perpetual flowering and runnerless variety (PF and r), and 
therefore was easily commercialized by seeds for more than 20 years. Sicile is a wild genotype 
sampled in Sicile by CRA (Italy) and is seasonal flowering and runnering (SF and R). NIL-
2.39.63 (‘Fb2’, PF and R) resulted from the introgression of the runnering WT allele from F. 
bucharica (R) into F. vesca ‘Reine des Vallées’ (‘RdV’, PF and r) to create the Near-Isogenic 
Line (NIL) (Urrutia et al., 2015).  
For each genotype, Fb2, RdV and Sicile, 80 seeds were sown the 12th November 2015 
in box containing substrate composed of 1/4 of sand and 3/4 of fertile ground. Then seedlings 
at two unifoliate leaves and one trifoliate emerging leaf were directly transplanted to plates 
including 28 pots of 7 cm diameter the 7th January 2016. We decided to skip the intermediate 
step with transplantation into plates with small pots (3 cm diameter) to keep the development 
in the same environment from transplantation to flowering. This experiment was performed in 
a greenhouse at 22°C day and a photoperiod of 16h. These conditions did not allow the floral 
initiation in SF genotypes but in PF genotypes.  
 
Table 4: Characteristics of diploid genotypes 
 Seasonal flowering (SF) Perpetual flowering (PF) 
Runnering (R) Sicile NIL 2.39.63 (Fb2) 
Runnerless (r) - RdV (Reine des Vallées) 
 
2 Phenological study: Characterization of strawberry developmental process along 
time 
 
2.1 Phenological data 
 
For the six seasonal varieties, 32 plants per variety were phenotyped during seasonal 
production. During 27 weeks, from 16 December 2014 to 24 June 2015, the number of newly 
emerged leaves, flowers and stolons were counted. To facilitate the counting of newly emerged 
leaves, the leaves with a petiole of about 0.5 cm were ringed. At each measurement occasion, 
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the new emerged leaves corresponded to the leaves without ring. They were counted and ringed 
and so on until the end of the experiment. The stolons, with a length above 1 cm, were counted. 
Once counted, the stolons were cut to the base according to the crop route in production 
conditions. The total number of flowers was counted at each measurement occasion for each 
plant. The number of newly emerged flowers thus corresponds to the difference of the total 
number of flowers between two consecutive measurement occasions. The day of plantation 
(DAP) was chosen as the time origin of the phenological series which were indexed by day. 
The interval between two successive measurement occasions was between 5 and 10 days, this 
interval being a week in more than half of the cases (14 intervals among 26). Because of the 
unevenly spaced measurement occasions, the data were standardized and each element of a 
phenological series consisted of the number of weekly emerged organs.  
 
In order to identify flowering, vegetative (for leaves) and stolon patterns, a longitudinal 
data analysis was performed using categorical multiple change-point models, a statistical model 
dedicated to the synchronous segmentation of longitudinal data. 
 
2.2 Statistical models: Synchronous segmentation of phenological series for 
each genotype using multiple change-point models and its illustration on the flowering 
series of Gariguette.  
 
We assumed that the phenological pattern of a genotype took the form of a succession 
of well-differentiated stationary phases where the distribution of the number of weekly emerged 
organs did not change substantially within each phase, but changed markedly between phases. 
These phenological patterns have been analyzed using segmentation models applied to each 
genotype. We thus assumed that the phenological phases were common for the different plants 
measured for a given genotype and used multiple change-point models for the synchronous 
segmentation of the phenological series of the different plants; see Appendix A for a formal 
definition of multiple change-point models and associated statistical methods. For each 
genotype, the data to be segmented thus consisted of a sample of series of length 27 (the number 
of measurement dates) where each series corresponded to a plant. Univariate series for each 
type of organ (either flower, leaf or stolon) and trivariate series combining flowers, leaves or 
stolons were considered. The statistical methodology for univariate multiple change-point 
models directly generalizes to multivariate multiple change-point models since the different 
observed variable are assumed to be mutually independent within each phase. 
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Figure 21: Identification of flowering phases for Gariguette using categorical multiple 
change-point models. 
(A) Heat map of flowering series, (B) Identification of flowering phases using categorical 
multiple change-point models, (C). Profiles of flowering: segmentations represented as step 
functions (black solid line for the optimal 6-phase segmentation and dashed black line for the 
alternative 5-phase segmentation) and pointwise mean number of weekly emerged flowers 
(solid red line) with associated standard deviations (dashed red line). 
 
In Gariguette, the heat map representation of the series of the number of weekly emerged 
flowers for all individuals (Figure 21A) show that flowering can be divided in successive well-
differentiated roughly stationary phases common to all the individuals. These phases can be 
identified by differences in color from light orange (low intensity: 0) to red (high intensity: 25). 
A first phase without flowering can be identified between 6 and 40 DAP (light orange). This 
phase is followed by a phase corresponding to the beginning of flowering between 50 and 64 
DAP (mostly orange) and a phase of intense flowering between 71 and 113 DAP (majority dark 
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orange). These two phases of flowering production were followed by a phase with lower 
flowering production between 119 and 169 DAP followed by another phase of high flowering 
until the end of the experiment. 
 
Because the number of weekly emerged organs was between 0 and 25 for flowers, 0 and 
9 for leaves, and, 0 and 11 for stolons and the frequencies were low for the highest values 
(Figure 22), we chose to consider these variables as categorical and to group the categories 
corresponding to the highest values above a given threshold. Furthermore, the frequency 
distributions for the flowers and the stolons were zero inflated and standard parametric 
assumptions for count distributions (e.g. Poisson and negative binomial distributions) were not 
adapted to our case. The number of categories was seven for the leaves, the last one 
corresponding to the grouping of the values ≥ 6 (the frequency of more than 6 weekly emerged 
leaves was only 125 to be compared to a sample size of 5184 –i.e. the cumulative length of the 
192 phenological series–) for multiple change-point model estimation. The number of 
categories was four for the stolons, the last one corresponding to the grouping of the values ≥ 3 
(the frequency of more than 3 weekly emerged stolons was only 238 to be compared to a sample 
size of 5,184). For the flowers, because the values were more dispersed, we chose to keep alone 
the value 0 because of its high frequency (between 38% and 46% for the different genotypes), 
to group by two the following values up to 10 and to group the values ≥ 11 (the frequency of 
more than 11 weekly emerged flowers was only 165 to be compared to a sample size of 5,184). 
We thus directly estimated probability masses for the possible categories within a given 
flowering phase. The rather large sample sizes (32 plants for each genotype to be multiplied by 
the length of the phase in observation dates) justified the direct estimation of probability masses 




Figure 22: Relative frequency distributions of the number of (A) flowers, (B) leaves and 
(C) stolons for each variety 
Each variety is indicated by one color: yellow for Capriss, purple for Ciflorette, blue for Cir107, 
marron for Clery, green for Darselect and, red for Gariguette.  
 
We adopted a retrospective or off-line inference approach whose objective was to infer 
the number of phases J, the positions of the  𝐽 − 1 change points 𝜏ଵ, … , 𝜏௃ିଵ (with the 
convention 𝜏଴ = 1 and𝜏௃ = 𝑇 + 1) and the within-phase probability masses for each number of 
organs. For the selection of the number of phases, we used the slope heuristic proposed by 
Guédon (2015). The principle of this kind of penalized likelihood criterion consists in making 
a trade-off between an adequate fitting of the model to the data and a reasonable number of 
parameters to be estimated. Once the number of phases J had been selected for a given 
genotype, the series were optimally segmented into J phases using the dynamic programming 
algorithm proposed by Auger and Lawrence (1989). The assessment of multiple change-point 
models relied on two posterior probabilities (see Appendix A): 
 posterior probability of the selected J-phase model i.e. weight of the J-phase model 
among all the possible models. This posterior probability is an output of the slope 
heuristic. 
 posterior probability of the optimal segmentation in J phases i.e. weight of the optimal 
segmentation among all the possible segmentations in J phases. 
 
These two posterior probabilities reflect the hierarchical nature of the inference with 
two successive steps: (i) selection of the number of phases using the slope heuristic considering 
all the possible segmentations in J phases for  𝐽 = 1, … , 𝐽୫ୟ୶ and (ii) computation of the optimal 
segmentation in the number of phases previously selected. 
 
We used different diagnostic tools and in particular, the dynamic programming algorithm for 
computing the top N most probable segmentations in J phases proposed in Guédon (2013), to 
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assess the synchronous segmentation assumption; see an illustration with alternative 
segmentations in Figure 21. It is often of interest to quantify the uncertainty concerning change-
point positions. To this end, we computed uncertainty interval for each change point using the 
smoothing algorithm proposed by Guédon (2013). All these quantities used for diagnostic are 
formally defined in Appendix A. 
 
For Gariguette flowering, the slope heuristic favors two models (Figure 21B), the 
optimal model with 6 phases (posterior probability of 0.78) and an alternative model with 5 
phases (posterior probability of 0.22). The optimal segmentations in 5 and 6 phases are nested 
with a supplementary change point between 113 and 119 in the case of 6 phases. These 
segmentations are non-ambiguous with very high associated posterior probabilities (0.99 and 
0.91 to be related to 14950 and 65780 possible segmentations for 5 and 6 phases respectively). 
The limits between flowering phases are consistent with abrupt changes in color along the time 
axis of the heatmap. The step functions corresponding to the successive mean number of weekly 
emerged flowers within each of the 6 and 5 phases is consistent with the pointwise average 
number of flowers per week extracted from data (Figure 21C).  
 
For diploid genotypes, phenological study consisted of recording every week during 4 
months (from 13th January 2016 to 20th April 2016) the number of leaves (unifoliate leaves (one 
leaflet) and trifoliate leaves (three leaflets)), stolons and crowns, until the apparition of 
inflorescence on 50 plantlets. It should be noted that segmentation models were not used in this 
study which rather consisted in an exploratory analysis. That is why this study is based on 




3 Architectural study: representation of the strawberry architecture and analysis of the 
spatio-temporal development of strawberry  
 
3.1 Architectural data 
 
The core of the architecture description of a plant is its topology, i.e. the adjacency of 
plant components and its geometry, i.e. the form of the plant components.  
For the six seasonal varieties, in order to characterize the spatio-temporal development 
of varieties the architecture of nine plants per variety was described approximatively once per 
month at the same date. Topological structure of this plant was described by dissection during 
which position of leaves, buds, stolons and inflorescences were noted on the main crown as 
well as on branch crowns. The position and branching order of each crown was also implicitly 
incorporated in the topological notation (Figure 23A). In addition to the plant topology, several 
measurements were performed: 
 
i) Petiole length, height and width of left and central leaflets on the last fully expanded 
leaf to determine the leaf area. 
ii) The numbers of opened, closed and aborted flowers of each inflorescence were 
counted. The total number of flowers by inflorescence was thus obtained. The 
developmental stages of terminal and axillary meristems were identified by binocular 
observation. These stages followed a scale from 17 to I used by Invenio and based on 
the work of Dana and Neri (Jahn et al., 1970; Neri, 2002) for meristem dissection before 
apparition of inflorescence (Figure 23B). Once inflorescence has appeared, stages of 
inflorescence follow a BBCH scale (Meier et al., 1994). 
 
The full architecture data was encoded in a spreadsheet file and converted into a 
Multiscale Tree Graph (MTG) (Figure 24A and B). MTG is a model dedicated to the 
representation of plant architecture (Figure 24C) at different scales and potentially at successive 




Figure 23: Illustration of (A) plant architecture notations and (B) meristem stage from 17 
to H. 
In plant architecture notations, each organ is represented by a label, F (leaf), f (primordium), s 
(stolon), b (vegetative bud), and BT (terminal bud). Stages of meristem are noted from 17 to I: 
stages F and I are not represented, stages from 17 to 19 represent meristem at vegetative stages, 
stage A represents floral initiation, and stages from B to H represents floral differentiation steps 
of meristem. 
 
3.2 Principle of Multiscale Tree Graph models 
 
At a given time, plant architecture can be defined by topological and geometrical 
information (Balduzzi et al., 2017). Topology deals with the physical connections between 
plant components, while geometry includes shape, size, orientation and spatial location of the 
components.  
The topology of the plant can be described using a mathematical graph such as the 
Multiscale Tree Graph (MTG) (Godin and Caraglio, 1998) (Figure 24B). An MTG is a set of 
trees, which are composed of vertices and labeled edges. A vertex represents a biological 
modularity (e.g. a plant, a crown, an axis, a leaf or a bud), which can be described at different 
scales. The multiscale organization of the plant is represented as a quotiented graph, where a 
vertex contains itself a tree. For instance, a plant (named vertex P) contains several crowns, 
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each one is defined by a set of connected phytomers, inflorescences, stolons and buds. The 
connection between entities is represented by an edge in the graph. Branching relationships are 
represented by an edge labeled ‘+’, while succession of entities by an edge labeled ‘<’. This 
simple formalism allows to represent and to encode various architectures including those of 
cereals/grasses, horticultural plants or forest trees, as well as root system architecture. 
 
 
Figure 24: Illustration of strawberry MTG. (A) encoding of a MTG in a spreadsheet file, 
(B) representation of the topological structure at multiple scale using a MTG and (C) 2D 
representation 
Modules are surrounded by black dashed circles A and B. The main apparent axis is surrounded 
by a blue dotted line and branches by rose dotted lines in B.  
 
Moreover, the MTG is also a property graph. A set of properties can be associated with 
each vertex such as, geometrical shape (i.e. cylinder, box, disc…), and measurements (length, 
height, width …), categorical information (i.e. developmental stage), as well as quantitative 
information (e.g. number of flowers). While the topology is stored using the structure of the 
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MTG itself, all the other information (geometry and properties) are stored as properties 
associated to each vertex.  
Because the MTG is a universal formalism to store any plant architecture, it has been 
used both to encode and analyze architecture in a generic way, but also to model plant structure 
and function. It is central in the OpenAlea software platform, where each model use MTG as a 
data structure to communicate in a modular way (Garin et al., 2014). 
 
3.3 MTG applied to strawberry 
 
3.3.1 MTG encoding of strawberry architecture 
 
Because of the genericity of the MTG model, it is necessary to specify the MTG 
corresponding to a given measurement protocol. Different scales were thus chosen to encode 
strawberry architecture in MTG (Table 5, Figure 24A and B).  
The lowest scale, the organ or entity scale, represent the plant organs: leaf primordia, 
expanded leaves (internode, petiole and leaflets), axillary and terminal buds, stolons, 
inflorescence primordia and developed inflorescences. Variables measured for the last fully 
expanded leaf (length of petiole, central and left leaflet areas), bud stages from 17 to A, and 
inflorescence stages (from B to H for primordia inflorescences and from I to 87 for expanded 
inflorescences) were explicitly included. Successions of leaves until inflorescence constitute 
crowns at module scale. Coding by successor edge label ‘<’ and branching edge label ‘+’ 
allowed to distinguish two types of crowns: primary crowns (T) and lateral crowns (+A). The 
distinction of lateral crowns in extension crowns and branch crowns will be implicitly 
determinate by the crown position with respect to the terminal inflorescence. The crown 
localized immediately below the terminal inflorescence will be considered as an extension 
crown while the other crowns in less distal positions will be considered as branching crowns. 







Table 5 : Summarize of Strawberry MTG encoding (Symbol, scale and associate 
properties) 
Definition (Symbol) Scale (range scale) Properties 
Plant (P) Plant (1) Date, Varieties, Plant number (explicitly) 
Primary Crown (T) Axis/module (2) - 
Lateral Crown (A) Axis/module (2) Branch or Extension Crown (implicitly) 
Leaf (F) Organ (3) Length of petiole, central and left leaflet areas 
Primordia leaf (f) Organ (3) - 
Bud (b) Organ (3) Stage from 17 to A 
Stolon (s) Organ (3) - 
Inflorescence (HT) Organ (3) Stage from I to 87, Total No. flowers,  No. opened flower, No. aborted flowers 
Primordia inflorescence (ht) Organ (3) Stage from B to H 
 
 
3.3.2 Visualization of strawberry architectures using MTGs 
 
Plant architectures are often highly structured and dedicated visualization techniques are 
a natural complement of exploratory analyses based on statistical summaries. This visual 
analysis is particularly useful for the identification of the architectural scheme consisting of 
summarizing all the architectural observations. This visual representation is designed to bring 
out both the structure of the plant at a given time in its development and the mode of growth 
leading to its establishment (Edelin, 1984). In our case, two types of representation were 
designed: 
The 3D realistic representation of the plants (Figure 25A) highlights: 
(i) The true spatial organization of the plant in three dimensions including phyllotaxis.  
(ii) The rank of the modules using a color scale ranging from green to purple (order 0, 
1, 2, 3, 4 or 5 are respectively in green, red, blue, yellow, magenta and purple). 
(iii) The timing and intensity of flowering by a representation of the inflorescence using 
light blue boxes. In order to represent the flowering intensity, the box shape is 
modified according to the inflorescence complexity. The box size is proportional to 
the number of flowers of the inflorescence and the box is more or less conic 
according to the proportion of opened/ aborted and closed flowers.  
(iv) Stage of buds. Buds are represented by a green or orange sphere when their 
meristems are vegetative or initiated. When meristems are floral, buds are 
represented by an orange cube. 
 
The 2D schematic representation (Figure 24C and Figure 25B) of the plant architecture 
is in accordance with the architectural model, and thus highlights the growth rules described 
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above as well as the different structures of the plant. This representation makes it possible to 
highlight sympodial growth, and apparent axes distinguishing the main axis (succession of 
extension crowns from the primary crown) from the branches (succession of extension crowns 
from a branch crown). In this representation, the leaf primordia are not visualized. 
Developmental stages of vegetative, initiated and floral buds are represented by spheres 
respectively in green, orange and red. Inflorescences are represented by red rectangles.  
 
 
Figure 25: Visualization of strawberry architectures using MTG: (A) 3D realistic 
representation and (B) 2D schematic representation. 
In 3D visualization, leaf and crown order modules are represented by specific color: first order 
module (order 0 in green), second order module (order 1 in red) and third order module (order 
2 in blue). Inflorescence shape (light blue box) changes according to proportion of total and 
opened, aborted or close flowers. Leaf primordia are represented by purple segments and floral 
and vegetative buds by green sphere and orange box, respectively. 2D visualization shows 
sympodial growth and apparent axis: here the main axis consists of a single primary crown 
followed by a single extension crown and the branch crown is identified by a horizontal shift. 
 
In order to summarize the architecture of strawberry varieties over time, an architectural 
scheme based on representative individuals for each successive date of observation was build. 
The representative individual for each date of observation was the most central individual 
among nine found using a standardization procedure that relies on the number of leaves, 
flowers, stolon, maximum module order and branching (number of extension and branch 
crowns).  
 
3.3.3 Standardization procedure for selecting the most central individual for 
schematic representation (2D) 
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In the architectural study, we had only 9 individuals described at each successive date 
of observation. Regarding the potential high structural complexity of the architecture and the 
small sample size, we chose to extract a representative individual for each genotype and each 
observation date. To this end, we ordered the 9 individuals within each sample from the most 
central to the most outlying using a robust standardized distance id  based on few global 
variables (𝑥௜,ଵ, … , 𝑥௜,௝ , … ) (e.g., number of flowers, number of leaves, number of stolons, 















where mad௝ = ∑ ห𝑥௜,௝ − 𝑥෤௝ห௜ . is the mean absolute deviation from the median jx 𝑥෤௝ for the 
variable j. Since different individuals were sampled destructively at each date, we did not 
systematically select the most central individual but in some cases a well-supported (in terms 
of centrality) alternative individual to show series of individuals at the successive dates which 
were reasonably consistent in terms of architectural development. 
 
3.3.4 Exploration of architectural data: Module sequencing  
 
In complement to the visual analysis, an exploratory analysis of the plant architecture 
was made. Due to the small sample size for each variety at a given date and in order to keep 
part of the structural information of the plants, an extraction in the form of sequences indexed 
by the order of the successive modules has been made. 
Each sequence corresponds to an apparent axis, i.e. a sequence is a succession of extension 
crowns having for origin the principal crown or a branch crown until the most distal crown. A 
total of 908 sequences were extracted from 54 plants by varieties, 241, 296, 263, 361, 367, 246 
sequences for Gariguette, Ciflorette, Clery, Capriss, Cir107 and Darselect respectively. 
 
The sequences are indexed by the order of the module and incorporated several variables 
characterizing these modules. 
i) Count variables such as the number of leaves, flowers and runners. 
ii) Categorical variables such as the type of crown (1: primary crown, 2: extension 
crowns, 3: branch crown) and the crown status (1: terminal vegetative bud (bt, stage 
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17, 18, 19, None), 2: terminal bud initiated (bt, stage A), 3: terminal floral bud (ht), 
4: inflorescence (HT)). 
 
The exploratory analysis of the strawberry architecture at the module scale consisted in 
comparing the frequency distributions of five main variables of interest: i) module order as a 
function of the date observation, ii) number of leaves as a function of the module order, iii) 
number of flowers as a function of the module order, iv) number of stolons as a function of the 
module order and v) crown type as a function of the module order. Standard statistical methods 
were applied (ANOVA based on ranks with post hoc tests for count and categorical ordinal 
variables and contingency tables for nominal variables) for the exploration of these frequency 
distributions. 
 
For diploid genotypes, only three plantlets were sampled for architecture at different 
stages (3, 5, 8, 10, 12 and 14 trifoliate adult leaves). Each plantlet was described for their 
number and size of leaves and their position on the axis. To record easily the surface of the 
leaves, they were organized on a scorecard in the order they appeared on the plantlet. This 
scorecard was digitized to make geometric measures of leaves such as leaf area, leaf shape 
(height and width of each leaflet) or petiole length thanks to the ImageJ image analysis software 
(Rasband WS. U.S. National Institutes of Health, Bethesda, MD, USA) (Figure 26A). In 
addition to the plant architecture study, the stage of each terminal and axillary meristem was 
identified under binocular optic (Figure 26B) and scored according to Jahn (Jahn et al., 1970; 
Neri, 2002). This scale ranges the meristem as vegetative (stages 17 or 19) or floral (A when 
the first observation of floral transition with the mounding of the meristem and letters from B 
to H, for organogenesis of flower and then inflorescence). 
In addition of this genotype, three more plants of Alpine were studied for their architecture at 





Figure 26: Illustration of architectural notations: (A) architecture of the plant and (B) 
meristem dissection 
 
4 Molecular expression of flowering key genes  
 
Beside architecture, plants of three out of the six varieties were analyzed for flowering 
gene expression: Cir107, Darselect and Gariguette. Three replicates, consisted in three foliar 
discs sampled on three plants with one disc per plant, were obtained for each variety and each 
date. Foliar discs were maintained in Eppendorf tubes and were placed at 80°C before RNA 
extraction. Dates of sampling were the same than for architecture: 10/12/2014 (T0 plantation), 
08/01/2015 (T4), 11/02/2015 (T8), 04/03/2015 (T12), 02/04/2015 (T16), 20/05/2015 (Tf last 
date of architecture). 
Total RNA was developed based on the CTAB method with modifications, including 
more PVP, and beta-mercaptoethanol to prevent oxidation of phenolic complexes (Liao et al., 
2004). After the last step of ethanol 70 % cleaning, RNA was resuspended in DEPC water. 
RNA quality and quantity were checked by spectrophotometer (concentration, A260/280 value 
(more than 1.8), A260/230 value (more than 1.8) and Qubit titration (Qubit® 3.0 Fluorometre 
RNA High Sensibility kit). cDNA synthesis was carried out with 1µg of total RNA with 
iScript™ cDNA Synthesis Kit (Bio-Rad) following manufacturer’s instructions. Real-time 
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PCR reactions were performed using 3 µL of resultant cDNA product (1/50 dilution), and 
10mM of each primer in a final volume of 20µL with GoTaq® qPCR Master Mix (Promega). 
Three biological replicates and three technical replicates per biological replicate were analyzed 
using CFX96 Real-Time System (Bio-Rad). FveMSI (Mouhu et al., 2013) and FveEF1 were 
used as reference gene.  
Analysis of flowering genes expression focused on the three FT, FT1, FT2 and FT3, and 
TFL1, already described (Iwata et al., 2012). Published primers were used for this analysis. In 
addition to these genes, expression of SOC was also analyzed considering its pivotal role in the 
balance between vegetative and flowering development (Mouhu et al., 2013). Primer efficiency 



















Chapter 3: Results 
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Table 6: Univariate flowering models for each variety: Mean number of flowers per phase and limits between phases with the associated uncertainty 
interval in brackets, Number of phases and posterior probabilities of the optimal segmentation and optimal multiple change-point model. 
 
 Mean numbers of flowers per phase and limits between phases  Posterior probability 
 Mean Limit Mean Limit Mean Limit Mean Limit Mean Limit Mean No. phases  Segmentation Model 
Gariguette 0 50 (50,50) 0.96 71 (71,71) 7.27 99 (99,99) 2.04 - - 175 (175,175) 4.76 5*  0.99 0.22 
Gariguette 0 50 (50,50) 0.96 71 (71,71) 7.27 99 (99,99) 3.36 119 (113,119) 1.54 175 (175,175) 4.76 6  0.91 0.78 
Clery 0.19 57 (57,57) 1.49 78 (78,78) 4.39   113 (113,113), 1.35 175 (175,175) 3.28 5  1 0.9 
Cir107 0.06 57 (57,57) 2.3 78 (78,78) 6.39   113 (113,113) 3.38 - - 4  0.97 0.99 
Capriss 0.02 57 (57,57) 1.14 78 (78,78) 4.66   113 (113,113) 2.39 - - 4  0.99 0.98 
Ciflorette 0.03 56 (56,56) 1.83 77 (77,77) 4.6   105 (105,105) 2.5 - - 4  1 1 
Darselect 0.17 64 (57,64) 1.23 78 (68,85) 4.01   113 (113,113) 2.33 - - 4  0.51 0.99 
 (*) well-supported alternative model. 
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Table 7: Univariate vegetative models for each variety: Mean number of leaves per phase and limits between phases with the associated uncertainty 
interval in brackets, Number of phases and posterior probabilities of the optimal segmentation and optimal multiple change-point model. 
 
 Mean numbers of leaves per phase and limits between phases  Posterior probability 
 Mean Limit Mean Limit Mean Limit Mean Limit Mean Limit Mean No. phases 
 Segmentation Model 
Gariguette 0.63   40 (40,40) 2.10 
92 
(92,99) 0.62   
154 
(154,154) 2.26 4 
 0.86 1 
Clery 1.42         154 (154,154) 2.43 2 * 
 1 0.17 
Clery 0.42   40 (40,40) 1.32     
154 
(154,154) 2.42 3 
 1 0.53 




(154,154) 2.42 4 * 
 0.65 0.29 
Cir107 1.71         154 (154,154) 3.72 2 
 0.99 0.82 
Cir107 0 13 (13,13) 1.8       
154 
(154,162) 3.24 3 * 
 0.97 0.18 
Darselect 0.97         162 (162,162) 2.01 2 * 
 1 0.24 
Darselect 0 13 (13,13) 1.02       
162 
(162,162) 2.01 3 
 1 0.76 
Ciflorette 1.7           1  1 0.99 
Capriss 0 13 (13,13) 2.27         2 
 1 0.97 




Table 8: Univariate runnering models for each variety: Mean number of stolons per phase and limits between phases with the associated uncertainty 
interval in brackets, Number of phases and posterior probabilities of the optimal segmentation and optimal multiple change-point model. 
 
 Mean numbers of stolons per phase and limits between phases   Posterior probabilities 
 Mean Limit Mean Limit Mean Limit Mean No. phases  Segmentation Model 
Gariguette 0   162 (162,162) 1.47   2  1 0.98 
Clery 0.01   169 (169,169) 1.09   2*  1 0.39 
Clery 0 154 (119,169) 0.14 169 (169,175) 1.09   3  0.32 0.52 
Capriss 0   169 (169,175) 0.64   2  0.76 0.82 
Capriss 0   162 (141, 169) 0.14 175 (175,190) 0.74 3*  0.62 0.18 
Ciflorette 0   160 (160,168) 2.27   2  0.97 0.99 
Cir107 0   162 (154,162) 0.67 175 (169,190) 2.81 3  0.62 0.93 
Darselect 0   162 (162,162) 0.67   2  0.99 0.6 
Darselect 0 154 (134,162) 0.11 169 (162,190) 0.76   3*  0.64 0.4 
(*) well-supported alternative model. 
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Part 1: Plant development of six cultivated strawberries in production 
conditions 
 
1 Phenological study: identification of developmental patterns on cultivated strawberry 
varieties in production conditions 
 
For longitudinal data analysis, we assumed that the flowering, vegetative and runnering 
patterns were common for all the 32 individuals of a given variety and that these patterns took 
the form of a succession of stationary well-differentiated phases. The analysis of these 
flowering, vegetative and runnering patterns broke down in two steps: 
 
i. Segmentation in successive flowering, vegetative or runnering phases, synchronous 
between the individuals, for each variety. For this analysis of the flowering, vegetative 
and runnering patterns of each variety, we focused in particular on the selection of the 
number of flowering, vegetative and runnering phases and on the assessment of the 
synchronous segmentation assumption. 
ii. Comparison of the segmentations in successive flowering, vegetative or runnering 
phases of the variety in order to identify commonalities and differences between the 
flowering, vegetative and runnering patterns of these varieties. 
 
1.1 The segmentation in phases using univariate multiple change-points model 
is well defined 
 
The assumption of synchronous segmentation between individuals for a given variety is 
strongly supported by: i) the high posterior probabilities of both the selected number of phases 
and the optimal segmentation in this number of phases and ii) the narrow uncertainty intervals 
for each limit between phases (Table 6-Table 8). 
 
The flower series were segmented in four (Capriss, Ciflorette, Darselect and Cir107), 
five (Clery) or six flowering phases (Gariguette) with an associated posterior probability of the 
optimal model above 0.78 (Table 6). The leaf series were segmented in one (Ciflorette), two 
(Capriss, Cir107, Darselect), three (Clery) or four vegetative phases (Gariguette) (Table 7) with 
an associated posterior probability of the optimal model above 0.53. The stolon series were 
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segmented in two (Capriss, Ciflorette, Darselect and Gariguette) or three runnering phases 
(Cir107, Clery) with an associated posterior probability of the optimal model above 0.52 (Table 
8). Moreover the low ambiguity of segmentation is confirmed by the high posterior 
segmentation probability (Table 6-Table 8) with a probability above 0.9 for all varieties and 
developmental processes (flowering, vegetative and runnering) except for Darselect (p = 0.51) 
flowering, and Cir107 and Capriss runnering with probability of 0.62 and 0.76 respectively. 
 
Segmentation in flowering, vegetative and runnering phases shows some well-supported 
alternative models.  
Concerning flowering, only one alternative model is well supported for Gariguette 
(posterior probability of 0.22 for the 5-phase model instead of 0.78 for the optimal 6-phase 
model). The corresponding 5-phase segmentation is nested within the 6-phase segmentation of 
the optimal model (merging of the fourth and fifth phases). This can be explained by a not too 
abrupt decrease of the flower production or by some asynchronisms between individuals at the 
end of the first flush (fourth phase in the optimal model). (Figure 27, example illustrated with 
Gariguette).  
Concerning vegetative development, two alternative models are well supported for 
Clery (posterior probabilities of 0.29 for 4-phase model and 0.17 for 2-phase model instead of 
0.53 for the optimal 3-phase model) and one alternative model for Cir107 (posterior probability 
of 0.18 for the 3-phase model instead of 0.82 for the optimal 2-phase model) and Darselect 
(posterior probability of 0.27 for the 2-phase model instead of 0.76 for optimal 3-phase model). 
For Clery, the 3-phase segmentation of the optimal model is nested within the 4-phase 
segmentation of the alternative model (merging of the third and fourth phases). The 2-phase 
segmentation of the alternative model is nested within the 3-phase segmentation of the optimal 
model (merging of the first and second phases). For Cir107 and Darselect, the 2-phase 
segmentation of the optimal model for Cir107 and alternative model for Darselect is nested 
within 3-phase segmentation of the alternative model for Cir107 and optimal model for 
Darselect (merging of the first and second phases). These can be mainly explained by the low 
amplitude of the jump of the number of weekly emerged leaves between these phases (Figure 
28, example illustrated with Clery). 
Concerning runnering, one alternative 3-phase model is well supported for Capriss 
(posterior probability of 0.18 instead of 0.82 for optimal 2-phase model) and Darselect 
(posterior probability of 0.4 instead of 0.6 for optimal 2-phase model), and one alternative 2-
phase model for Clery (posterior probability of 0.38 instead 0.52 for optimal 3-phase model). 
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For Capriss and Darselect, the 2-phase segmentation of the optimal model is nested within the 
3-phase segmentation of the alternative model (merging of the second and third phases), while 
for Clery, the 2-phase segmentation of the alternative model is nested within the 3-phase 
segmentation of the optimal model (merging of the second and third phases). This can be 
explained by the high dispersion of stolon production and some asynchronisms between 
individuals. (Figure 29, illustrated with Darselect).  
 
Whatever the model considered (optimal or alternative), we only consider the optimal 
segmentation for the selected number of phases because the associated posterior probabilities 
were most often very high (Table 6-Table 8) and used expressions such as “the 
optimal/alternative 4-phase segmentation” as a shortcut for “the optimal segmentation of the 
optimal/alternative 4-phase model”. Segmentation in phases is thus well defined for flowering 
and a little less for leaves and stolons as highlighted by the alternative models.  
To compare varieties, we mainly used optimal univariate flowering, vegetative and 
runnering models. However for vegetative models (Table 7), the optimal model incorporates a 
very short first phase consisting of a single date of measurement for Capriss, Darselect, and 
Cir107. We did not consider that this first phase represents a biologically meaningful 
phenomenon and thus chose to merge it with the following phase for further analyses. Merging 
the two first phases for Darselect and Cir107 led us to select a well-supported alternative model, 
whereas, for Capriss, merging the two first phases led us to select a 1-phase model with a mean 
of 2.19 weekly emerged leaves. For Clery, we consider both the alternative 2-phase and 4-phase 
models in order to simplify the comparison between varieties, the optimal model corresponding 
to an intermediate nesting between these two alternative models. 
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Figure 27 Heat map of the series of the numbers of weekly emerged flowers and 
univariate flowering models for Gariguette during seasonal production 
(A) The numbers of weekly emerged flowers for successive dates (Days After Planting, DAP) 
are represented on the heat map by a color scale from light orange (low intensity) to red (high 
intensity). Phases are delimited by solid and dotted black lines. Solid black lines represent limits 
between phases common to the optimal 6-phase and alternative 5-phase segmentations, and the 
dotted black line represents the additional limit between phases of the optimal segmentation. 
(B) The optimal 6-phase and alternative 5-phase segmentations are represented as step functions 
(solid black lines for the optimal model and dotted black lines for the alternative model), the 
level of each step corresponding to the mean number of weekly emerged flowers in the phase. 
Pointwise means and associated standard deviations of the number of weekly emerged flowers 
are represented by solid and dotted red lines respectively. 
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Figure 28: Heat map of the series of the numbers of weekly emerged leaves and univariate 
flowering models for Clery during seasonal production. 
(A) The numbers of weekly emerged leaves for successive dates (Days After Planting, DAP) 
are represented on the heat map by a color scale from light orange (low intensity) to red (high 
intensity). Phases are delimited by solid and dotted black line. The solid black lines represents 
the limit between phases common to the optimal 3-phase and alternative 4-and 2-phase 
segmentations. The first dotted black line represents the limit between phases common to the 
optimal 3-phase and alternative 4-phase segmentations, and the second dotted black lines 
represents the additional limit between phases of the alternative 4-phase segmentation. (B) The 
optimal 3-phase and alternative 2- and 4-phase segmentations are represented as step functions 
(solid black lines for the optimal 3-phase segmentation, dotted black line for alternative 4-phase 
segmentation and point line for the alternative 2-phase segmentation), the level of each step 
corresponding to the mean number of weekly emerged leaves in the phase. Pointwise means 
and associated standard deviation of the number of weekly emerged leaves are represented by 
a solid and dotted maroon lines. 
87 
 
Figure 29: Heat map of the series of the numbers of weekly emerged leaves and univariate 
stolon models for Darselect during seasonal production. 
(A) The numbers of weekly emerged stolons for successive dates (Days After Planting, DAP) 
are represented on the heat map by color scales from light orange (low intensity) to red (high 
intensity). Phases are delimitated by solid and dotted black lines. The solid black line represents 
the limit between phases of the 2-phase optimal segmentation and the dotted black lines 
represent limits between phases of the alternative 3-phase segmentation. (B) The 2-phase 
optimal and 3-phase alternative segmentations are represented as step functions (solid line for 
the optimal segmentation and dotted line for the alternative segmentation), levels of each step 
corresponding to the mean number of weekly emerged stolons in the corresponding phase. 
Pointwise means and associated standard variation of the number of weekly emerged stolons 
are represented by solid and dotted green lines. 
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1.2 Comparison of flowering, vegetative and runnering patterns between 
varieties 
 
1.2.1 Comparison of flowering patterns between varieties 
 
The main differences between varieties concern (i) the occurrence of a second flowering 
flush in June for Clery and Gariguette, (ii) the higher intensity of the flowering flushes for 
Gariguette and Cir107, and (iii) for the varieties without a second flush, the higher intensity of 
the phase of lower flower production for Cir107 (Figure 30).  
All the varieties present a common first flush between February and April with a short 
phase in end January/begin February between the initial non-flowering phase and the phase 
corresponding to the peak of flowering intensity of the first flush. It can be explained either by 
the asynchronous increase of flowering for the different individuals of a variety or by some 
progressivity in the synchronous increase of flowering for the different individuals of a variety, 
or by a combination of these two reasons (Figure 30A). The first common flush differs between 
varieties essentially by the intensity of its flowering peak, Gariguette having the highest 
flowering peak with a mean number of weekly emerged flowers of 7.37, followed by Cir107 
with a mean number of weekly emerged flowers of 6.39. The other varieties have relatively 
similar flowering peaks with a mean number of weekly emerged flowers around 4. These 
intensities of the flowering peak are significantly different between varieties according to the 
Kruskal Wallis test (ANOVA based on ranks). Gariguette which shows the highest peak of 
flowering intensity for the first flush has also a short phase intermediate between this peak and 
the phase of lower flower production. This phase is less well-defined since, in the well-
supported alternative model with one less phase, this phase is merged with the phase of lower 
flower production (Figure 30B).  
From April, flowering differs between varieties by their pattern and intensity. For 
Gariguette and Clery flowering is characterized by two successive phases of flowering. First 
phase shows a lower production of flower with a mean number of weekly emerged flowers 
between 1.5 and 2 from early April to end May. It is followed by a second flowering flush until 
the end of experiment in July with a mean number of weekly emerged flowers of 4.76 and 3.28 
respectively. The other varieties (Capriss, Ciflorette, Cir107 and Darselect) are characterized 
by a single phase of flower production from April to July. For Cir107, flower production within 
this phase is higher than for the other varieties, with a mean number of weekly emerged flowers 
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of 3.38 compare to a mean number of weekly emerged flowers around 2.4 for Capriss, Ciflorette 
and Darselect varieties (confirmed statistically by Kruskal Wallis test). 
 
To summarize, comparison between varieties allows grouping varieties according to 
their flowering pattern: (i) Gariguette and Clery with two flushes of flowering separated by a 
phase of lower production of flowers, (ii) Capriss, Ciflorette, Cir107 and Darselect with one 
flush of flowering followed by a single phase of lower flower production. Within these two 
patterns, differences of intensity are observed with a higher intensity of flowering within the 
two flushes for Gariguette compared to Clery, and a higher intensity of flowering for Cir107 
compared to Capriss, Ciflorette and Darselect. 
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Figure 30: (A) Univariate flowering models represented as step functions, each step 
corresponding to the mean number of weekly emerged flowers within the corresponding 
phase. (B) two-flowering-flush pattern of Gariguette and Clery, (C) Single-flowering-flush 
pattern of Cir107, Capriss, Ciflorette and Darselect  
Each variety is represented by one color: yellow for Capriss, purple for Ciflorette, blue for 
Cir107, brown for Clery, green for Darselect and red for Gariguette. Time is in Days after 
plantation (DAP) with corresponding months in Figure 30A. 
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1.2.2 Comparison of vegetative patterns between varieties 
 
The main differences between varieties concern (i) the number of vegetative flushes 
(zero for Capriss and Ciflorette, one flush for Cir107, Darselect and alternative 2-phase model 
of Clery or two flushes for Gariguette and alternative 4-phase model of Clery), (iii) the intensity 
of leaf production which is higher for Capriss compared to Ciflorette (stationary production 
pattern) and for Cir107 compared to Darselect and alternative 2-phase model of Clery (Figure 
31A).  
For varieties without a vegetative flush (Figure 31D), the intensity of leaf production is 
higher for Capriss than for Ciflorette with a mean number of weekly emerged leaves of 
respectively 2.27 and 1.7. 
For varieties with vegetative flush (Figure 31B, C), all the varieties (Cir107, Clery, 
Darselect and Gariguette) present a common flush from early May. This vegetative flush differs 
between varieties by its intensity which is higher for Cir107 (mean number of weekly emerged 
leaves of 3.72), intermediated for Gariguette and Clery (mean number of weekly emerged 
leaves of 2.42) and lower for Darselect (mean number of weekly emerged of 2.01). 
Furthermore, Gariguette and the alternative 3-phase model of Clery are characterized by an 
additional first vegetative flush between mid-January and early April. This first vegetative flush 
is higher and less extended for Gariguette than for Clery with a mean number of weekly 
emerged leaves of 2.1 and from early January to early March and 1.6 from early January to 
early April respectively. At the opposite, Cir107, Darselect and the alternative 2-phase model 
of Clery are characterized by an initial phase of low leaf production from mid-December to end 
April, with a higher intensity for Cir107. The identification for Clery of an alternative 2-phase 
model similar to Cir107 and Darselect and of another alternative 4-phase model similar to 
Gariguette shows that Clery has a leaf production pattern intermediate between 
Cir107/Darselect and Gariguette. 
To summarize, comparison between varieties allows grouping varieties according to 
their vegetative patterns (Figure 31B-D): i) Capriss and Ciflorette without vegetative flush, 
ii) Darselect and Cir107 with a single flush starting in early-May and iii) Gariguette with two 
flushes, Clery is being intermediate between Cir107/Darselect and Gariguette. However, 
because the alternative 4-phase model has a higher posterior probability than the alternative 2-
phase model, we chose to group Clery with Gariguette. This grouping is reinforced by the 
optimal 3-phase vegetative model exhibiting 2 vegetative flushes. 
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Figure 31: (A) Univariate vegetative models represented as step functions, each step 
corresponding to the mean number of weekly emerged leaves within the corresponding 
phase. (B) two-vegetative-flush pattern of Gariguette and Clery, (C) Single-vegetative-
flush pattern of Clery, Cir107 and Darselect (D) stationary/steady leaf production pattern 
of Capriss and Ciflorette . 
Each variety is represented by one color: yellow for Capriss, purple for Ciflorette, blue for 
Cir107, brown for Clery, green for Darselect and red for Gariguette. Optimal models are 
represented by solid lines and alternative models are represented by dotted or point lines. Time 
is in Days after plantation (DAP) with corresponding months in Figure 31A. 
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1.2.3 Comparison of runnering patterns between varieties 
 
All the varieties present a flush of stolon from May to the end of the experiment after a 
non-stolon production phase from planting to May. The main differences between varieties 
concern: (i) the starting date of the flush, (ii) the presence or not of a short intermediate phase 
between the phase of non-stolon production and the phase corresponding to the peak of 
production and (iii) the intensity of the peak of production (Figure 32). 
 
The runnering flush differs between varieties by a lag of 2 weeks between the early 
varieties Ciflorette and Clery, with emergence of stolons from early May (154 DAP), and the 
latest Capriss, with emergence of stolons from mid-May (169 DAP). Gariguette and Clery are 
intermediate with a lag of 1 week (162 DAP) with respect to Ciflorette and Clery. Because of 
the overlap between the uncertainty intervals for this limit between phases (Table 8), we can 
consider that the flush of stolon production is roughly synchronous between varieties. 
Furthermore, for Cir107 and Clery, a short intermediate phase of low stolon production was 
identified between the phase of non-stolon production and the phase corresponding to the peak 
of production. This short phase was also identified in the alternative 3-phase model in Capriss 
and Darselect (Table 8 and Figure 29 for Darselect). This result shows that this short phase is 
less well defined. This can be explained by the asynchronism between individuals for some 
variety, by the not too abrupt increase of stolon production or by the fact that stolon emergence 
occurred lately during a short period (4 weeks). 
The varieties differ also by their intensity of stolon production with the highest 
production for Cir107 followed by Ciflorette with a mean number of weekly emerged stolons 
of respectively 2.81 and 2.27. Capriss and Ciflorette present a lower intensity of stolon 
production than the other varieties with a mean number of weekly emerged stolons of 
respectively 0.74 and 0.67, while Gariguette and Clery present intermediate intensities with a 
mean number of weekly emerged stolons of respectively 1.47 and 1.09. 
 
In summary, a single runnering pattern was identified for all the varieties with one 
synchronous flush of stolons which appeared lately in seasonal production. This pattern differs 
mainly between varieties by its intensity. 
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Figure 32: Univariate stolon model represented as step functions, each step corresponding 
to the mean number of weekly emerged stolons within the corresponding phase 
Each variety is represented by one color: yellow for Capriss, purple for Ciflorette, blue for 
Cir107, brown for Clery, green for Darselect and red Gariguette. Times is in Days after 
plantation (DAP) with corresponding months. 
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1.3 Comparison of developmental phases combining flowering, vegetative and 
runnering patterns 
 
In order to summarize the different phases of plant development based on the three 
developmental processes, we jointly analyzed the flowering, vegetative development and 
runnering processes using a trivariate multiple change-points model for each variety. These 
trivariate multiple change-point models highlighted the changes of highest amplitudes for one 
or several of the three processes (assuming in this latter case that they are synchronous). 
 
Limits between phases identified by trivariate models called consensus limits are 
represented by black lines in the heat map representing flowering, vegetative and runnering 
phases deduced from univariate optimal models (Figure 33). For all the varieties, the first 
consensus limit between phases corresponds to the beginning of the first flowering flush (i.e. 
beginning of the first low-intensity flowering phase within this flush), except for Darselect 
(beginning of the second high-intensity flowering phase within this flush). For Gariguette and 
Clery additional consensus limits were identified within this flush: at the beginning of the 
second high-intensity flowering phase for Gariguette and at the end of this phase for the two 
varieties. Furthermore, for all the varieties, the last consensus limit identified using the trivariate 
models corresponds to the beginning of the runnering flush. The non-detection of some limits 
identified using univariate models (corresponding in particular to vegetative phases) can be 
explained by the lower amplitude of the jump (in number of weekly emerged organs) between 
successive phases. 
 
Furthermore, three main phases were identified at a macroscopic scale using trivariate 
models: a first macroscopic phase corresponding to a vegetative phase, a second macroscopic 
phase beginning with the first flowering flush and ending just before the runnering flush and a 
third macroscopic phase corresponding to the runnering flush. This third phase is concomitant 
with the vegetative flush at the end of production for all the varieties except Capriss and 
Ciflorette and with the second flowering flush for Gariguette and Clery. 
 
These results show that the developmental pattern of strawberry is mainly structured by 
the flowering and runnering processes and suggest different hierarchies between the three 
developmental processes along plant development. 
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Figure 33: Heat map representation of flowering, vegetative and stolon patterns for all 
varieties. 
The color scale represents the intensity of each phase normalized by the maximal intensity of 
each developmental process (flowering, vegetative development and runnering) for all the 













To conclude, the longitudinal analysis of flowering, vegetative and runnering processes 
using univariate multiple change-point models allows identifying: 
i. Two flowering patterns: a first one, corresponding to Gariguette and Clery, 
characterized by two flowering flushes and a second one, corresponding to Capriss, 
Cir107, Ciflorette, and Darselect, characterized by a single flowering flush followed by 
a phase of lower flower production. Within these two patterns, differences of flowering 
intensity were observed with high intensity of the two flushes for Gariguette compared 
to Clery, and high intensity of flower production for Cir107 compared to the Capriss, 
Ciflorette and Darselect. 
ii. Three vegetative patterns: a first one, corresponding to Gariguette and Clery, 
characterized by two vegetative flushes, a second one, corresponding to Darselect and 
Cir107, characterized by a single flush, and a third one, corresponding to Capriss and 
Ciflorette, characterized by a stationary leaf production. Within each pattern, varieties 
differ by their intensity of leaf production. 
iii. A runnering pattern common to all the varieties with a single flush at the end of the 
seasonal production which differs by the intensity of stolon production. 
 
Trivariate multiple change-point models show that the developmental patterns are 
highly structured mainly by the flowering and runnering processes. Based on this hierarchy, 
varieties can be grouped on the basis of the three developmental processes in the following way 
(Figure 34):  
- Gariguette and Clery: two flowering flushes, two vegetative flushes and at the end of 
the experiment the runnering flush concomitant with the second flowering flush and 
the second vegetative flush; 
- Cir107 and Darselect: a single flowering flush, and at the end of the experiment the 
runnering flush concomitant with the single vegetative flush; 
- Capriss and Ciflorette: a single flowering flush and, at the end of the experiment, the 
runnering flush. 
 
Moreover trivariate multiple change-point models confirm the synchronous emergence of 
stolons for all the varieties and a potential delay of flowering for Darselect. 
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2 Architectural study: spatio-temporal analysis of strawberry architecture 
 
The main objective of this architectural exploratory analysis was to characterize the 
ontogeny of strawberry individuals and its modulation by the genotype. This, analysis combined 
schematic 2D and realistic 3D representations of individual architectures at successive dates 
and exploratory architectural data analysis. 
 
2.1  Visualization of plant architecture 
 
Strawberry is a perennial rosette-forming herbaceous plant. At plantation, the plant 
consists of a primary crown (zeroth-order module) composed of leaves, axillary meristems at 
the axils of leaves and a terminal inflorescence. When the shoot apical meristem becomes floral, 
the meristem at the axil of the uppermost leaf below the terminal inflorescence develops into a 
shorter secondary crown (first-order module). This sympodial branching thus produces an 
extension crown. Axillary meristems along the primary crown (zeroth-order module) can 
develop into either a branch crown (another first-order module) or a stolon, or stay dormant. 
During the plant development, new higher-order crowns (i.e. sympodial units corresponding to 
determinate growth and classified either as extension or branch crown depending on their 
positions with respect to the apical inflorescence) develop on the extension and/or branch 
crowns. In summary, sympodial growth habit can be represented by a succession of incremental 
order modules. Based on this description, we explored the spatio-temporal architecture of 
strawberry using two types of visualization, i) A “realistic” 3D representation of all plants along 
tunnel culture for each variety; ii) A schematic 2D representation of the most central individual 
highlighting median plant structure at successive dates for each variety. 
 
2.1.1 Realistic 3D representation 
 
We choose for this 3D representation to focus on two architectural criteria, module order 
and flowering earliness and intensity. Module order is rendered by the color of leaves carried 
by the module, when leaves are figured in the representation (Figure 35) or by the color of the 
petioles when leaves are removed from the representation (Figure 36). Earliness and intensity 
of flowering are represented by a box whose size is proportional to the number of opened 
flowers of the inflorescence when leaves (except their petioles) are removed from the 
representation (Figure 36). The 3D representations illustrate that the plant develops through the 
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establishment of new modules at higher orders and by different flowering intensities (Figure 
35-Figure 36). 
 
Visually, the 9 individuals of each variety at each successive dates of observation show 
a homogenous development, with similar module order distributions (Figure 35). For example, 
all the Gariguette individuals at planting (mid-December) consisted of a single zeroth-order 
(green) module. Then, first-order (red) and second-order (blue) modules appeared respectively 
in mid-February and early April. Third-order (yellow) and fourth-order (purple) modules 
appeared the last date of observation (early June). Despite this homogeneous development, the 
varieties differed by their earliness of module development. For Gariguette, Clery and 
Ciflorette, first-order modules appeared in mid-February while they appeared in early January 
for Capriss and Cir107 and in mid-December for Darselect. Second-order modules appeared in 
early March for Capriss, Gariguette, Clery and Ciflorette, while they appeared in mid-February 
for Cir107 and Darselect. Third- and fourth-order modules appeared the last date of observation 
(early June) except for Darselect, for which third-order modules appeared in early April. 
 
Using the representation without leaflets (Figure 36), the 9 individuals of each variety 
at each successive dates of observation show a homogenous flowering represented by the light 
blue boxes, with similar earliness and intensity. Varieties showed marked differences in 
intensity of flowering. For Gariguette and Cir107, flowering was already intense for all plants 
in early March while at this date, flowering started for the four other varieties. 
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Figure 35: 3D representation with leaflets of the 9 plants of each variety for the 
successive dates of observation 
Colors from green to purple represent module orders (green for order 0; red for order 1, blue 
for order 2, yellow for order 3, and purple for order 4) 
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Figure 36: 3D representation without leaflets of the 9 plants of each variety for the 
successive dates of observation. 
Colors from green to purple represent module orders (green for order 0, red for order 1, blue 
for order 2, yellow for order 3, and purple for order 4) and light blue boxes represent 
inflorescences. The size of boxes is proportional to the number of opened flowers. 
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2.1.2 Schematic 2D representation  
 
In addition, we designed a schematic 2D representation similar to botanical diagrams in 
order to identify structural differences between varieties. 
For this 2D schematic representation (Figure 37), we identified among the 9 plants the 
most central for each variety at each date. This central plant was determined on the basis of the 
median of the total number of developed leaves, inflorescences, stolons, flowers and branching 
(number of branches and extension crowns). Then a schematic 2D representation of this central 
plant at each date and for variety was realized. In this representation, successive extension 
crowns (modules) along apparent axes were individualized through a slight offset between 
modules. This representation allowed us to separate the primary apparent axis (primary crown 
+ successive extension crowns issued from the uppermost axillary meristem) from secondary 
axes (branch crowns + successive extension crowns issued from branch crowns). In addition, 
inflorescences were represented by red boxes, stolons by arrows and we summarized the status 
of a bud by the stage of its uppermost meristem (since a bud may contain a non-elongated 
branching system). 
For the six varieties, the zeroth-order modules (8-10 leaves and 12-15 flowers for all the 
variety except Darselect with 6 leaves and 12 flowers) show a far higher number of leaves and 
flowers compared to the higher-order modules, which have about 2-4 leaves and 3-8 flowers. 
The number of leaves and flowers is roughly constant from order 1 onward.  
Comparison of architectures between varieties shows that they differ by their 
complexity and in particular by their branching behavior. This difference in branching leads to 
different numbers of secondary axes. In early June, Gariguette has developed only a single 
secondary axis, Ciflorette, Clery, Darselect, two secondary axes, and Capriss, Cir107 four 
secondary axes (Figure 37). In addition, distribution of secondary axes along the primary crown 
differed between varieties. The four secondary axes of Capriss and Cir107 were distributed 
from the bottom to the top of the primary crown while the single secondary axis of Gariguette 
was at the top of the primary crown. Regulation of apical dominance could be responsible from 
these differences. The role of apical dominance is reinforced by observation of lateral buds, 
which did not developed or even aborted from planting date (mid-December) to the last 
observation (early June). 
We can observe that stolons (white arrows) are distributed on zeroth-order module 
(primary crown) and on the highest-order modules, i.e. on the top of plants, for all varieties. 
Stolons were absent on first-order modules and rare on second-order modules. Stolons observed 
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on the highest-order modules appeared in early June at the end of experiment, when day length 
was about 15 hours. Moreover we can observe that Ciflorette exhibited more stolons than other 
varieties with 6 stolons compared to 3-4 stolons for other varieties. In zeroth-order module, 
stolons emerged before planting during the cultivation in nursery. 
 
To summarize, the use of various rules of internode length upscaling within 2D and 3D 
representations was very useful to introspect the plant structure at successive dates of 
observation. Realistic 3D representation of plant architecture allows us to observe differences 
in plant development (module order appearance) and flowering intensity. Schematic 2D 
representation shows that varieties differ by their structure with differences in vegetative 
development (given by the number of leaves), branching and inflorescence complexity (given 
by the number of flowers) according to module order. Thereby, these representations will be 
appropriate tools for strawberry breeders or scientists to identify the main differences between 




Figure 37: 2D schematic representation of the most central plant architecture according 
to sympodial development and apparent axes for the six varieties over time 
Each organ is represented by a geometrical shape, inflorescence by a red box, phytomer 
(internode + petiole + 3 leaflets) by a green cylinder terminated by 3 discs and buds by a sphere 
whose color changes according to their stage: green, yellow and red respectively for vegetative, 
initiated and inflorescence stage. For the last date (early June), the number of opened flowers 
for each inflorescence was included.  
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2.2 Analyses of plant architectural data 
 
In complement to visual analysis, an exploratory analysis of plant architectural data was 
conducted. Because of the small sample size (9 individuals per genotype and date) and the 
protocol of experiments with individuals sampled destructively at each date, we chose to focus 
the exploratory analysis mainly on the modules which were rapidly quite numerous along 
growth. 
The main objective of this exploratory analysis of architectural data was to characterize 
the ontogeny of strawberry individuals and its modulation by the genotype. In our cultivation 
system, there was very marked changes of the module characteristics with the few first orders. 
Afterwards, the characteristics of the modules stabilized. We thus explored these trends for 
different modules characteristics. 
We focused this exploratory analysis on five variables: (i) occurrence of module orders 
for successive dates, (ii) number of leaves, flowers and stolons per module for successive orders 
and (iii) crown types (chosen among primary, extension and branching crown) for successive 
orders. The exploratory analysis consisted in the comparison of the frequency distributions of 
these variables for the successive dates (first variable) and successive module orders (other 
variables).  
The count variables i.e. the number of leaves, flowers and stolons per module were 
analyzed using ANOVA on ranks (Kruskal Wallis test with associated post hoc tests). Crown 
types (categorical variable) were analyzed using contingency tables. We chose to group the 
highest-order modules because of the small sample sizes (Table 9) using a recursive pooling of 
samples from the highest order downward if sample size ≤  8, (Table 10). 
 
Table 9: Number of modules for the successive orders before grouping 
 Order 0 Order1 Order2 Order 3 Order 4 order 5 
Capriss 54 190 102 31 4 0 
Ciflorette 54 115 78 31 17 3 
Cir107 54 154 110 41 8 0 
Clery 54 98 63 34 14 0 
Darselect 54 87 57 39 8 1 





Table 10: Number of modules for the successive orders after grouping for each variety  
order 0 Order1 Order2 Order 3 Orders 4-5 
Capriss 54 190 102 35 0 
Ciflorette 54 115 78 31 20 
Cir107 54 154 110 41 8 
Clery 54 98 63 34 14 
Darselect 54 87 57 39 9 
Gariguette 54 94 62 21 10 
 
2.2.1 Analysis of the appearance of the successive module orders at the 
successive dates of observation 
 
We here focus on the appearance of the successive module orders along plant 
development. Because of the sparse time sampling with only six unevenly spaced dates of 
observation and the potentially small frequencies for the higher-order modules (Table 11-Table 
16), we chose to define thresholds on module orders using high-quantile criterion (0.75- and 
0.9-quantile). The quantile is the inverse function of the cumulative distribution function. For 
instance, the 0.9 quantile divides the range of possible module orders in two contiguous 
intervals such that the probability of the left interval is 0.9 and the probability of the right 
interval is 0.1. We chose to present the results of the 0.75-quantile (3rd quartile) and 0.9-quantile 
that give complementary views on the appearance of the successive module orders along plant 
development. The 0.75-quantile is sometimes delayed from one date with respect to the 0.9-
quantile while this latter may correspond to the highest module order at the final date of 
observation (early June) for some varieties (Table 17). This approach is more robust that the 
choice of the highest module order which may correspond to an outlier individual while the 
quantile criteria rely on the overall distribution of module order at a given date of observation. 
 
Table 11: Capriss module order frequency distribution (with cumulative distribution function 
in brackets) for the successive dates of observation. The cumulative frequencies for each order 
and each date are given respectively in the last column and row 
 
Order mid December early January mid-February early March early April early June Frequency  
0 9 (0.8) 9 (0.26) 9 (0.17) 9 (0.14) 9(0.1) 9(0.07) 54 
1 2 (1) 24 (0.97) 38 (0.87) 39 (0.74) 44(0.58) 43(0.41) 190 
2  1 (1) 7 (1) 17(1) 37(0.99) 40(0.73) 102 
3     1(1) 30(0.97) 31 
4      4(1) 4 
Frequency 11 33 54 65 91 126 380 
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Table 12: Ciflorette module order frequency distribution (with cumulative  distribution 
function in brackets) for the successive dates of observation. The cumulative frequencies for 
each order and each date are given respectively in the last column and row 
 
Order mid December early January mid-February early March early April early June Frequency  
0 9 (0.69) 9 (0.64) 9 (0.2) 9 (0.18) 9 (0.14) 9 (0.09) 54 
1 4 (1) 5 (1) 30 (0.85) 25 (0.68) 25 (0.52) 24 (0.31) 113 
2   7 (1) 15 (0.98) 29 (0.96) 27 (0.56) 78 
3    1 (1) 3 (1) 27 (0.81) 31 
4      17 (0.97) 17 
5      3 (1) 3 
Frequency 13 14 46 50 66 107 296 
 
Table 13: Cir107 module order frequency distribution (with cumulative distribution function 
in brackets) for the successive dates of observation. The cumulative frequencies for each order 
and each date are given respectively in the last column and row 
 
Order mid December early January mid-February early March early April early June Frequency  
0 9 (0.64) 9 (0.31) 9 (0.16) 9 (0.13) 9 (0.12) 9 (0.08) 54 
1 5 (1) 17 (0.9) 33(0.74) 33 (0.58) 31 (0.52) 35 (0.38) 154 
2  3 (1) 14(0.98) 28(0.96) 30 (0.91) 35 (0.68) 110 
3   1(1) 3(1) 7 (1) 30(0.93) 41 
4      8(1) 8 
Frequency 14 29 57 73 77 117 367 
 
Table 14: Clery module order frequency distribution (with cumulative distribution function in 
brackets) for the successive dates of observation. The cumulative frequencies for each order 
and each date are given respectively in the last column and row 
 
Order mid December early January mid-February early March early April early June Frequency  
0 9 (0.82) 9 (0.47) 9 (0.31) 9 (0.24) 9 (0.14) 9 (0.09) 54 
1 2 (1) 10 (1) 20 (1) 21 (0.79) 24 (0.51) 21 (0.29) 98 
2    7 (0.97) 27 (0.92) 29 (0.58) 63 
3    1 (1) 5 (1) 28 (0.86) 34 
4      14 (1) 14 










Table 15: Darselect module order frequency distribution (with cumulative distribution function 
in brackets) for the successive dates of observation. The cumulative frequencies for each order 
and each date are given respectively in the last column and row 
 
Order mid December early January mid-February early March early April early June Frequency  
0 9 (0.6) 9 (0.45) 9 (0.31) 9(0.24) 9(0.14) 9(0.12) 54 
1 6 (1) 11 (1) 17 (0.9) 15(0.63) 20(0.44) 18(0.35) 87 
2   3(01) 10(0.89) 20(0.74) 24(0.66) 57 
3    4(1) 17(1) 18(0.89) 39 
4      8(0.9) 8 
5      1(1) 1 
Frequency 15 20 29 38 66 78 246 
 
Table 16: Gariguette module order frequency distribution (with cumulative distribution 
function in brackets) for the successive dates of observation. The cumulative frequencies for 
each order and each date are given respectively in the last column and row 
 
Order mid December early January mid-February early March early April early June Frequency  
0 9 (1) 9 (0.56) 9 (0.27) 9 (0.24) 9 (0.14) 9 (0.11) 54 
1  7 (1) 24 (1) 17 (0.68) 26 (0.53) 20 (0.36) 94 
2    11 (0.97) 28 (0.95) 23 (0.65) 62 
3    1(1) 3 (1) 17 (0.87) 21 
4      9 (0.99) 9 
5      1 (1) 1 
Frequency 9 16 33 38 66 79 241 
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Table 17: Highest module order according to the 0.75-quantile and the 0.9-quantile for successive dates of observation. The colors for each module 
order are the ones used in the 3D representation (Figure 25) 
 
 


























December 0 1 
 1 1  1 1  0 1  1 1  0 0 
early 
January 1 1 
 1 1  1 2  1 1  1 1  1 1 
mid 
February 1 2 
 1 2  2 2  1 1  1 2  1 1 
early 
March 2 2 
 2 2  2 2  1 2  2 3  2 2 
early April 2 2  2 2  2 2  2 2  3 3  2 2 
early June 3 3  3 3&4  3 3  3 3&4  3 4  3 3&4 
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We mainly focused on the 0.9-quantile to define the highest module order at successive 
dates of observation (Table 18 and Figure 38). In mid-December all varieties were composed 
of zeroth- and first-order modules except Gariguette for which the first-order modules appeared 
in early January. Second-order modules appeared early for Cir107 (early January), at an 
intermediate date for Capriss, Ciflorette and Darselect (mid-February) and later for Clery and 
Gariguette (mid-March) (Cir107 > Capriss, Ciflorette, Darselect > Gariguette, Clery). Third-
order modules appeared earlier for Darselect (mid-March) than for the other varieties (early-
June) (Darselect > Cir107, Capriss, Ciflorette, Gariguette, Clery). At the last date of 
observation (early-June), the highest module order was 3 for Capriss and Ciflorette, and 4 for 
Gariguette, Clery, Ciflorette and Darselect (Ciflorette, Gariguette, Clery, Darselect > Cir107, 
Capriss). This reflects different rates of development between early April and early June (2 
months) with a gain of two module orders (3 and 4) for Ciflorette, Clery and Gariguette and a 
gain of only one module order (3 or 4) for Capriss, Cir107 and Darselect. 
 
In summary Capriss and Cir107 which have fast development from planting to April, 
have the slowest development from April until the end of the experiment. Conversely, Clery 
and Gariguette, which have slow development from planting to April, have fast development 
from April until the end of the experiment. Ciflorette have an intermediate development rate 
while Darselect show the fastest development during all the experiment. We thus ordered the 
varieties as followed:  
From planting to April: Darselect > Cir107, Capriss, ≥Ciflorette > Gariguette, Clery 
From April to end of experiment: Darselect > Gariguette, Clery≥ Ciflorette > Capriss, Cir107 
 
Table 18: Highest module orders for each date of observation and each variety according to 0.9 
quantile. The colors for the module orders are the ones used in the 3D representation (Figure 
25) 
 
 Capriss Ciflorette Cir107 Clery Darselect Gariguette 
mid-December 1 1 1 1 1 0 
early-January 1 1 2 1 1 1 
mid-February 2 2 2 1 2 1 
early-March 2 2 2 2 3 2 
early-April 2 2 2 2 3 2 





Figure 38 Cumulative distribution function (cdf) of the module order for each date of 
observation and each variety. 
Each date is represented by one color (black for mid-December, orange for early January, grey 
for mid-February, yellow for early March, blue for early April and green for early June). 0.9 




2.2.2 Analysis of the frequency distributions of the number of leaves and the 
number of flowers per module as a function of the module order 
 
Before examining if varieties showed differences in their number of leaves and flowers 
according to the module order, the frequency distributions of these count variables were 
explored and compared. 
 
 Frequency distributions of the number of leaves and the number flowers 
For Gariguette, the zeroth-order modules displayed 7 to 18 leaves while first- and 
second-order modules displayed 2 to 6-8 leaves and third- and fourth-order modules only 2-3 
leaves (Figure 39, Gariguette No. leaves). The lower variability for the orders 3 and 4 can be 
explained by their occurrences at the end of the experiment (early June) (Table 16) and a smaller 
number of modules (21 and 9 for respectively third- and fourth-order modules) compared to the 
number of modules at lower orders (54, 94 and 62 for respectively zeroth-, first- and second-
order modules) (Table 16). Despite the dispersion of the number of leaves of zeroth-, first- and 
second-order modules, the frequency distribution of the number of leaves of zeroth-order 
modules is clearly separated from the ones of higher-order modules (Figure 39, Gariguette no. 
leaves). Zeroth-order modules were thus generally composed of a far higher number of leaves 
than modules of higher orders with a mean of 10 leaves compared to a mean of 3-4 leaves for 
the higher-order modules (Figure 40A). This result indicates that Gariguette developed a 
primary crown (zeroth-order module) with a mean of 10 leaves while subsequent crowns 
(branch or extension crowns) had only 3-4 leaves (almost constant number of leaves for module 
of order ≥ 1). This exploratory analysis of data detailed for Gariguette was applied to the other 
varieties (Figure 39 and Figure 40A): i) zeroth-order modules were clearly separated from 
higher-order modules and ii) the higher–order modules exhibit similar frequency distribution 
(Figure 39) with a mean number of leaves between 3 and 4 leaves for all the varieties (Figure 
40A). Moreover, difference in mean number of leaves of zeroth-order module can be observed 
between varieties with a mean number of leaves around 10 leaves for Capriss, Gariguette and 
Cir107, around 7-8 leaves for Clery and Ciflorette and 5 for Darselect (Figure 40A).  
 
Frequency distributions of the number of flowers for the successive module orders show 
that, as shown previously for the number of leaves, zeroth-order modules are separated from 
the higher-order modules (Figure 39, Number of flowers). The inflorescence complexity 
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measured by the number of flowers decrease abruptly after the zeroth-order module (Figure 
40B).  
For zeroth-order modules, Gariguette produced the most complex inflorescences with a 
mean of 18 flowers and Capriss the less complex inflorescences with a mean of 8 flowers 
(Figure 40B). The other varieties, Cir107, Clery, Ciflorette and Darselect, displayed 
intermediate complexity inflorescence with means between 10 and 15 flowers. Contrary to the 
number of leaves of modules, the number of flowers of inflorescences did not stabilize at order 
1 but rather at order 2 (Figure 39, Number of flowers). 
For first-order modules, Cir107 had the most complex inflorescences with a mean of 8 
flowers, Capriss exhibited the less complex inflorescences with a mean of 3 flowers (Figure 
40B). The four other varieties, Clery, Ciflorette, Darselect and Gariguette, showed 
inflorescences of intermediate complexity with a mean of 6-7 flowers. Modules of order ≥ 2 
displayed similar frequency distributions of the number of flowers within variety (but not 
between varieties) (Figure 39, Number of flowers). For modules of order ≥ 2, Gariguette has 
the most complex inflorescences with a mean of 6 flowers, Capriss has the less complex 
inflorescences with a mean of 3 flowers. The number of flowers varies between 4 and 5 for the 





Figure 39: Cumulative distribution function (cfd) of the number of leaves and the 
number of flowers for each module order. 
Each modules order is represented by one color (green for order 0, red for order 1, blue for 





Figure 40: Pointwise mean number of leaves (A) and flowers (B) of modules for 
successive orders and for each variety 
Each variety is represented by a color: yellow for Capriss, purple for Ciflorette, blue for Cir107, 
marron for Clery, green for Darselect and red for Gariguette 
 
 Comparison of the numbers leaves and the numbers of flowers for successive orders 
between varieties 
In order to compare the number of leaves and the number of flowers between varieties, 
we aimed at identifying from which module order the number of leaves or flowers was roughly 
constant for each variety using a linear trend regression. In particular, we tested the zero value 
of the slope parameter. The number of leaves was constant from order 1 onward except for 
Cir107 and Darselect (Table 19). However, this non-zero slopes were explained by the increase 
of variability for the highest orders (Figure 41, see the 95% confident intervals) and we 
concluded that the number of leaves was almost constant. Similarly the number of flowers was 
constant from order 2 onward (Table 20). This approach thus allowed us to compare between 
varieties the number of leaves for zeroth-order (order 0) and from first-order module onward 
(orders ≥ 1) and the number of flowers for zeroth- order module, first-order module (orders 1) 








Table 19: Linear trend (estimate slope and 95% confidence interval−IC95%−) for the number 
of leaves as function of the module order for zeroth-order onward (orders ≥ 0) and for first-
order onward (orders ≥ 1) 
 
 Order ≥ 0   Order ≥ 1  
 Slope IC 95%  Slope IC 95% 
Capriss -1.89 [-2.15, -1.62]  -0.06 n.s. [-0.21, 0.10] 
Ciflorette -0.91 [-1.11, -0.71]  0.05 n.s. [-0.08, 0.18] 
Cir107 -1.62 [-1.87, -1.36]  -0.24 [-0.43, -0.05] 
Clery -1.28 [-1.52, -1.04]  -0.05 n.s. [-0.18, 0.08] 
Darselect -0.96 [-1.14, -0.78]  -0.30 [-0.46, -0.14] 
Gariguette -2.00 [-2.32, -1.68]  -0.12 n.s. [-0.33, 0.10] 
n.s. indicates that the slope is non-significantly different from zero 
 
Table 20: Linear trend (estimate slope and 95% confidence interval−IC95 %−) for the number 
of flowers as function of the module order for zeroth-order onward (orders ≥ 0), for first-order 
onward (orders ≥ 1) and for the second-order module onward (orders ≥ 2) 
 
 Order ≥ 0   Order ≥ 1   Order ≥ 2  
 Slope IC 95%  Slope IC 95%  Slope IC 95% 
Capriss -2.61 [-3.02, -2.20]  -0,51 [-0.75, -0.27]  -0,47 n.s. [-0.97, 0.03] 
Ciflorette -1.07 [-1.36, -0.79]  -0,15 n.s [-0.44, 0.13]  0,33 n.s. [-0.14, 0.79] 
Cir107 -2.86 [-3.33, -2.40]  -1,65 [-2.14, -1.17]  -1,13 [-1.73, -0.53] 
Clery -2.63 [-3.04, -2.22]  -1,01 [-1.34, -0.68]  -0,14 n.s. [-0.58, 0.30] 
Darselect -1.85 [-2.28, -1.42]  -1,26 [-1.69, -0.82]  -0,22 n.s. [-0.59, 0.15] 
Gariguette -3.46 [-4.06, -2.85]  -0,99 [-1.49, -0.48]  -0,68 n.s. [-1.36, 0] 




Figure 41: Pointwise mean number of leaves per module with associated 95% confidence 
intervals, and associated standard deviations for each variety 
Mean number of leaves are represented by solid lines, confidence intervals by dotted lines and 
standard deviations by bars. Each variety is represented by one color: yellow for Capriss, purple 





ANOVA on ranks shows that varieties can be grouped according to their number of 
leaves for the zeroth order module. First group includes Gariguette, Capriss and Cir107 with 
the highest number of leaves, followed in the second group by Clery and Ciflorette, and then in 
the last group by Darselect: Gariguette, Cir107, Capriss > Clery, Ciflorette > Darselect. For 
modules of order ≥ 1, no marked differences can be detected except for the two extreme 
varieties, Capriss with the highest number of leaves and Darselect with the lowest. Varieties 
can be ordered as follow: Capriss ≥ Cir107, Ciflorette, Clery, Gariguette ≥ Darselect. 
ANOVA on ranks show that varieties can be ordered according to their number of 
flowers for the zeroth-order module as follow: Gariguette > Cir107 > Clery, Ciflorette, 
Darselect > Capriss. For first-order modules, results show that Cir107, Gariguette and Darselect 
are grouped with the highest number of flowers followed by Ciflorette and Clery, and then by 
Capriss (Cir107, Gariguette, Darselect >Ciflorette, Clery > Capriss). For modules of order ≥ 2, 
results show that Gariguette, Cir107, Ciflorette are grouped with the highest number of flowers, 
followed by Darselect and then, Clery and Capriss (Gariguette, Cir107, 
Ciflorette > Darselect > Clery, Capriss).  
 
In summary, these results allow us to order varieties according to their number of leaves 
of zeroth-order module (Gariguette, Cir107, Capriss > Clery, Ciflorette > Darselect). Overall, 
the varieties can be ordered according to the number of flowers per module as followed: 
Gariguette > Cir107 > Clery, Ciflorette, Darselect > Capriss. Gariguette displays the most 
complex inflorescences for all the module orders, followed by Cir107 while Capriss displays 
the less complex inflorescences for all the module orders. Ciflorette, Clery and Darselect 





Figure 42: Mean numbers of leaves (A) and flowers (B) of modules for the successive 
orders for each variety 
Varieties are represented by different colors: yellow for Capriss, purple for Ciflorette, blue for 
Cir107, marron for Clery, green for Darselect and red for Gariguette.  
 
Table 21: Mean number of leaves with standard deviation (S.d.) and grouping of varieties using 
ANOVA on ranks (Kruskal-Wallis test and associated post-hoc tests) represented by letters for 
zeroth-order module (Order 0) and from first-order modules onward (Order ≥ 1) 
 
 Order 0  Order ≥ 1 
 Mean S.d. Group  Mean S.d. group 
Capriss 10.35 1.82 a  3.51 1.02 a 
Cir107 9.63 3.29 a  3.43 1.36 ab 
Gariguette 10.43 2.35 a  3.33 1.31 bc 
Ciflorette 7.63 2.57 b  3.4 1.01 ab 
Clery 8.33 2.97 b  3.16 0.91 bc 
Darselect 6.11 2.29 c  3.02 1.07 c 
 
 
Table 22: Mean number of flowers with standard deviation (Sd) and grouping of varieties using 
ANOVA on ranks (Kruskal-Wallis test and associated post-hoc tests) represented by letters for 
zeroth-order module (Order 0), first-order modules and from second-order modules onward 
(Order ≥ 2) 
 
 Order 0  Order 1  Order ≥ 2 
 Mean S.d. Group  Mean S.d. Group  Mean S.d. Group 
Gariguette 18.74 3.68 a  8.20 3.25 ab  6.40 2.15 a 
Cir107 16.00 4.20 b  8.98 3.46 a  6.32 1.87 a 
Clery 13.71 3.34 c  6.34 2.13 c  4.17 1.27 c 
Ciflorette 11.08 2.19 d  6.64 2.07 c  6.06 1.68 a 
Darselect 10.50 4.77 d  7.69 3.03 b  5.00 1.12 b 






2.2.3 Comparison of the frequency distributions of the number of stolons per 
module for successive module orders 
 
Zeroth-order modules bore several stolons while first-order modules did not bear stolon and 
second-order modules no or very few stolons (Figure 43-Figure 44). The number of stolons per 
module then increased gradually with the module order from order 1 onward. Because of these 
systematic changes of the frequency distributions of the number of stolons per module as a 
function of the module order, we compared these frequency distributions between varieties for 
each module order using ANOVA on ranks (Kruskal-Wallis test) (Table 23). 
 
Results of these comparisons show that Capriss and Cir107 can be grouped and display a higher 
number of stolons than the other varieties for zeroth-order modules, with a mean between 1.8 
and 2 stolons, while Darselect and Gariguette can be grouped and display the lowest numbers 
of stolons with a mean of 0.6 and 0.9 respectively. Ciflorette and Clery are intermediate with a 
mean between 1 and 1.7 stolons for zeroth-order module. There are no difference between 
varieties for order 1 (no stolon) and order 2 (no or very few stolons). 
Ciflorette exhibits higher numbers of stolons than the other varieties with a mean of 0.9 and 1.8 
respectively for third- and fourth-order modules. For the other varieties, the mean number of 
stolons is between 0.2 and 0.4 stolons for third-order modules. For fourth-order modules, for 
all the varieties except Capriss, we observe an increase of the mean number of stolons with a 
mean between 0.7 and 1.2. The ANOVA on ranks show that Darselect and Clery can be grouped 
and display a lower number of stolons with a mean between 0.7 and 0.8 while Ciflorette display 
the highest number of stolons with a mean of 1.8, Cir107 and Gariguette are intermediate with 
a mean number of stolons between 1 and 1.2. Stolons born by zeroth-order module were present 
at planting (Figure 37), then new stolons emerged during the experiment only on the third- and 
fourth-order modules. 
This comparison shows that Ciflorette exhibits a higher number of stolons than the other 
varieties, followed by Cir107, Gariguette and Clery and then Darselect. Capriss exhibits a small 
number of stolons compared to the other varieties (Ciflorette > Cir107 > Gariguette, 




Figure 43: Relative frequency distributions of the number of stolons per module for 
successive orders and for each variety (A-F) 
The module orders are represented by different colors: green for order 0, red for order 




Figure 44: Pointwise of mean number of stolons per module for successive orders and for each variety 
The varieties are represented by different colors: yellow for Capriss, purple for Ciflorette, blue for Cir107, marron for Clery, green for Darselect 
and red for Gariguette. 
 
Table 23: Mean number of stolon with standard deviation (S.d.) and grouping of varieties using ANOVA on ranks (Kruskal-Wallis test and 
associated post-hoc tests) represented by letters for successive module orders (Order 0, Order 1, Order 2, Order 3, and Order 4) 
 
 Order 0  Order 1  Order 2  Order 3  Order 4 
 Mean Sd group  Mean Sd group  Mean Sd group  Mean Sd group  Mean Sd group 
Ciflorette 1,09 0,96 bc  0,00 0,00 a  0,00 0,00 a  0,87 0,85 a  1,80 0,77 a 
Cir107 1,83 1,33 a  0,03 0,25 a  0,00 0,00 a  0,29 0,56 b  1,00 0,76 ab 
Gariguette 0,67 0,00 c  0,00 0,00 a  0,10 0,65 a  0,29 0,56 b  1,20 0,79 ab 
Clery 1,65 1,25 ab  0,01 0,10 a  0,10 0,35 a  0,38 0,70 b  0,79 0,70 b 
Darselect 0,94 1,11 c  0,01 0,11 a  0,09 0,34 a  0,23 0,48 b  0,67 1,00 b 
Capriss 1,96 0,97 a  0,00 0,00 a  0,01 0,10 a  0,20 0,41 b     
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2.2.4 Proportion of branch crowns and extension crowns as a function of the 
module order 
 
For all the varieties, relative frequencies of branch crowns per module (Figure 45A), 
show that the proportion of branch crowns was far higher in first-order modules (45% and 80%) 
than in higher-order modules (0 to 20%). In addition, relative frequencies of branch crowns 
(and conversely proportions of extension crowns) (Figure 45B) were similar for order 2 onward 
for each variety as confirmed by chi2 tests (Table 24).  
Comparison of proportions of branch crowns for first-order modules allowed to order 
varieties (Figure 46A and Table 25). Capriss and Cir107 exhibit the highest proportions of 
branch crowns (75-80% of branch crowns) followed by Gariguette and Clery (60-63% of 
branch crowns), then Ciflorette (65% branch crowns) and finally Darselect (45% branch 
crowns). 
Comparison of proportions of branch crowns produced from order ≥ 2 (Figure 46B and 
Table 25) shows that Capriss plants produced very few or even no branch crowns (3% of branch 
crowns), compared to other varieties (10-20% branch crowns)  
 
 
Figure 45: Relative frequencies of branch crowns (A) and extension crowns as a function 
of the module order for each variety 
Each variety is represented by a color: yellow for Capriss, purple for Ciflorette, blue for Cir107, 






Table 24: Chi2 comparison of proportions of branch versus extension crown for successive 
module order from order ≥ 1 and from order ≥ 2 for each variety (P-values of the Chi2 tests for 
these contingency tables) 
 
 Order ≥ 1  Order ≥ 2 
Capriss <2.2e-16   1 n.s. 
Ciflorette <2.2e-16   0.09 n.s. 
Cir107 <2.2e-16   0.68 n.s 
Clery 1.766e-07   0.93 n.s. 
Darselect 2.947e-05   0.96 n.s. 
Gariguette 2.501e-09   0.2 n.s. 
n.s. indicates non-significant differences for successive module orders 
 
 
Figure 46: Relative frequencies of branch crowns and extension crowns for first-order 
modules (A) and higher-order modules (B) for each variety 
Each variety is represented by one color: yellow for Capriss, purple for Ciflorette, blue for 
Cir107, marron for Clery, green for Darselect and red for Gariguette 
 
Table 25: Chi 2 comparison of proportion of branch crown versus extension crown between 
varieties for first-order module (Order 1) and from second-order module onwards (Order ≥ 2) 
 
 Order 1  Order ≥ 2 
 Extension crown Branch crown group  Extension crown Branch crown group 
Capriss 0.19 0.81 a  0.97 0.03 a 
Cir107 0.25 0.75 a  0.89 0.1 b 
Ciflorette 0.35 0.65 ab  0.88 0.12 b 
Gariguette 0.39 0.61 b  0.87 0.13 b 
Clery 0.59 0.41 b  0.85 0.15 b 




To conclude exploratory analysis by visualization and exploratory analysis of architectural data 
allowed us to highlight: 
i) Very marked changes of the module characteristics such as the inflorescence 
complexity and the number of leaves as well as a specificity of location of branch 
crowns and stolons; 
ii) Comparison between varieties allows to identify variety specific traits and 
difference of plant development.  
 
For all the varieties we observed there were very marked changes of the module 
characteristics according to the order. The few first orders and particularly zeroth-order module 
showed higher numbers of leaves and flowers than the higher-order modules. Afterwards 
module characteristics were almost stabilized from first-order modules for the number of leaves 
and from second-order modules for the inflorescence complexity. In addition, we observed a 
specificity of axillary meristem fate. For varieties which are branched (Capriss, Cir107 and 
Ciflorette), the branching concerned mainly axillary meristem of first-order modules (born by 
primary crown) while stolons were present on zeroth-order module and third-and four-order 
modules (sole module growing during the period of emergence of stolon).  
In addition, these architectural studies allowed us to identify specific traits for each 
variety.  
The number of flowers per module order allowed ordering varieties according to 
inflorescence complexity (Gariguette > Cir107 > Clery, Ciflorette, Darselect > Capriss). 
Gariguette and Cir107 are the varieties with the most complex inflorescences whatever the 
module order while Capriss exhibits the less complex inflorescences. For the three other 
varieties with intermediate inflorescence complexity (Ciflorette, Clery and Darselect), the 
inflorescence complexity varies according to the module order.  
Study on the number of leaves per module order showed that mainly difference 
concerned zeroth-module order, few differences being observed from first-order module 
onwards. This difference conducted us to order varieties according to the following order:  
Gariguette, Capriss, Cir107> Clery, Ciflorette> Darselect. 
Results on proportions of branch crown and extension crown highlighted differences of 
branching. Capriss, Cir107 are more bushy varieties than Clery, Darselect and Gariguette, while 
Ciflorette is intermediate regarding this criterion (Capriss, Cir107 > Ciflorette > Clery, 
Darselect and Gariguette) 
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The analysis of the appearance of successive module orders at successive dates suggested a 
difference of development rate between varieties. As zeroth- and first-order modules were 
present for each variety from planting, the difference of development rate is perceptible from 
second-order module onwards. According to this observation, comparison between varieties of 
the appearance of successive module orders showed that from planting to early April, Cir107, 
Ciflorette, Capriss and Darselect developed more rapidly than Clery and Gariguette. Afterwards 
until the end of the experiment we observed an inversion of development rate for some varieties. 
Capriss and Cir107 which belong to varieties developing the fastest at the beginning of 
experiment show the slowest development rate at the end of experiment and inversely for 
Gariguette and Clery. This observation allowed to order varieties as followed:  
From planting to April: Darselect, Cir107, Capriss ≥ Ciflorette, > Gariguette, Clery 
From April to the end of the experiment: Darselect > Gariguette, Clery≥ Ciflorette > Capriss, 
Cir107 
 
3 Molecular expression of flowering key genes 
 
RNA extracted from each sample showed and average of 600 ng/µL with good ratios of 
A260/280 and A260/230 (average of 2.00 and 1.9 respectively). The average of RIN from 
Agilent analyses was 6.9, which showed a good quality of RNA for strawberry. Reference 
genes, FveMSI and FveEF1, were detected in all samples with same intensity as expected. 
FveMSI gave more homogeneous results than FveEF1 and was further used for qPCR analyses. 
Bands issued from PCR were observed on agarose gel to confirm the success of 
amplification and the expected size. In addition, amplifiats were send for sequencing to be sure 
amplification was the target gene. According to the intensity of the amplifiats, a scale from 0 
(absence of amplifiat) to 5 (visualization of an intense band) was assigned to each replicate. In 
addition, the number of biological replicates with amplifiats was also scored and included in 
Table 26. Results showed that TFL1 was sporadically expressed and its expression was clearer 
in February. This gene showed alternative splicing and could not be analyzed by qPCR. 
Results of qPCR were available for FT1, FT3 and SOC. FT1 (Figure 47) was very low 
expressed at almost all dates confirming that this gene is not photoperiodic (Gaston pers. com.). 
FT3 and SOC expressions increased along time confirming that both genes are long day 
expressed genes (Mouhu et al., 2013, Gaston pers comm.). In our conditions, it was difficult to 
detect differences between varieties. Further expression analyses could be done on samples that 
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include replicates within plants to take into account the position of the leaf in the plant 
architecture.  
 
Table 26: Results of cDNA amplification for TFL1, FT1, FT3, SOC and MSI genes on 
Cir107, Darselect and Gariguette at different dates.  
For each gene, the number of amplified replicates are shown by number and amplification 
intensity is indicated by color scale from yellow to red 
 
 
TFL1 FT1 FT3 SOC MSI
Cir107 10/12/2014 T0 2+? 3 2 3
Darselect 10/12/2014 T0 1 2 1 3
Gariguette 10/12/2014 T0 1 1 3
Cir107 08/01/2015 T04 1 2 3 3
Darselect 09/01/2015 T04 1 2 3
Gariguette 08/01/2015 T04 3 3 3
Cir107 11/02/2015 T08 1 2 3 3
Darselect 11/02/2015 T08 3 2 1 3
Gariguette 12/02/2015 T08 1 3 3 3
Cir107 04/03/2015 T12 3 2 3
Darselect 06/03/2015 T12 2 3 3 3
Gariguette 06/03/2015 T12 3 1 3 3
Cir107 02/04/2015 T16 3 3 3 3
Darselect 03/04/2015 T16 3 3 3
Gariguette 02/04/2015 T16 3 3 3 3
Cir107 20/05/2015 Tfinal 3 2 3 3
Darselect 20/05/2015 Tfinal 1 3 1 3 3
Gariguette 19/05/2015 Tfinal 3 3 3
Positive control (ADNg) 3 3 3 3 3































Figure 47: Relative expression of FT1 (A), FT3 (B) and SOC1(C) for Cir107, Darselect 





Part 2: Preliminary results on diploid strawberry varieties (F. vesca) 
 
In strawberry, having morphological time scale rather than chronological age will 
provide a useful tool for further molecular studies. Therefore, the second part of my PhD was 
to initiate a study (i) to identify phenotypic markers at plant scale, which can be correlated with 
the meristem stage and (ii) ultimately, to study the relationship between these phenotypic 
markers and the expression of flowering and runnering genes. 
 
1 Occurrence of organs over time in strawberry plantlets 
 
Mean numbers of leaves (unifoliate and trifoliate), runners, crowns and flowers were 
extracted for each of the three genotypes, NIL 2.39.63 (Fb2), Reine des Vallées (RdV) and 
Sicile (Figure 48).  
The number of trifoliate leaves showed a continuous increase, concomitant with the 
senescence of unifoliate leaves (Figure 48A and B). Moreover, leaf emergence rates were 
similar between all genotypes until 29th March, with almost emergence of one leaf by week. 
Sicile developed a lower number of leaves than Fb2 and RdV, which were similar as expected 
since they display both an RdV genetic background. At 10 leaves (29th March), we observe a 
strong increase of the number of trifoliate leaves of RdV compared to the two other genotypes. 
This increase is explained by the emergence of new crowns at the same date, linked to branching 
(Figure 48D). 
As expected, only Sicile and Fb2 genotypes (runnering genotypes) produced stolons 
(Figure 48C). Stolons appeared four-five weeks (16-22th February) after transplantation when 
plantlets displayed 5-6 and 4-5 trifoliate leaves for respectively Fb2 and Sicile. From this stage, 
all the axillary meristems of the new leaves produced runners (Figure 49).  
The first inflorescence was visually observed at the same date, the 18th April, for 
perpetual genotypes, RdV and Fb2, despite the fact that they displayed different numbers of 
leaves, 12 and 14 respectively, which are similar to the number of leaves of primary crown 
observed in strawberry octoploid varieties (see previously). This result suggests that the number 
of leaves of primary crowns could be an approximate marker of the time of emergence of 
inflorescence. As expected, in these cultural conditions, no flower was observed in Sicile, which 




Figure 48: Development of plantlets of three genotypes belonging to F. vesca. 
Cumulative mean numbers (in solid lines) of trifoliate leaves (A), unifoliate leaves (B), stolons 
(C), crowns (D) and (E) flowers, for Fb2 (blue), RdV (red) and Sicile (green).Dotted lines 








2 Plant architecture 
 
Results of plant architecture are illustrated in Figure 49. Meristem stage for terminal and 
axillary buds were all at the stages 17-19 whatever their genotype, their position and the date 
of observation except for terminal meristem of Fb2 and RdV at the last date of observation.  
Fb2 and RdV showed a floral transition in their terminal meristem between 10- and 12-
leaf stages for Fb2 and 12- and 14-leaf-stages for RdV. This transition was followed by the 
vegetative development of the axillary bud just below the terminal floral meristem.  
These observations suggest that meristems can stay a long time at a vegetative stage 
while floral transition could be a fast occurring event. In addition, comparison of architecture 
and meristem dissection between Fb2 and RdV suggest that the runnering process does not 
fundamentally change the time of floral transition, 12- and 14-leaf stages, in perpetual flowering 
genotypes.  
Moreover, the emergence of stolons was visually observed from the 5-leaf stage on both 
Sicile and Fb2. At microscopic level, the extension of the axillary meristem was not observed 
before this stage. However, for the stolons which were macroscopically observed the 8-leaf 
stage, extension of the axillary meristem was observed the 5-leaf stage. This apparition only on 
the fifth-leaves and not before suggests that position of lateral buds could influence meristem 
fate. This hypothesis should be confirmed by another experiment  
In addition to meristem dissection, leaf area and petiole length (data not shown) were 
measured at different stages of plant development (Figure 50). In perpetual flowering genotypes 
Fb2 and RdV, leaf area increased with the position of the leaf until the seventh or the eighth 
adult leaf. Between the seventh leaves until the tenth leaf, the surface was constant. From the 
11th leaf and over, we cannot conclude without the observation of stage above14 leaves since 
the leaves could continue to grow. In the genotype Sicile, the leaf area of the leaves continue to 
increase with the position of the leaf on the first axis. 
The resulted plateau for the leaf area was visible at 10-trifoliate-leaf stage for perpetual 
flowering genotypes RdV and Fb2. This stage is the one that should correspond to the beginning 
of the floral transition. We can hypothesize that the plateau of leaf area from the eighth trifoliate 
leaf and visible at 10-trifoliate-leaf stage is due to resource mobilization from vegetative 
process to reproduction process. This phenotypic trait at plant scale could be an indicator of 
floral initiation at meristem scale. To confirm this hypothesis, another experiment has to be set 




Figure 49: Dynamic of architecture of diploid strawberry plantlets for NIL 2.39.63 
(Fb2), perpetual flowering and runnering (A), RdV, perpetual flowering and runnerless 
(B) and Sicile, once flowering and runnering (C). 
On the top of the schematic 2D representation of architecture at each stage, photos and stages 





Figure 50: Leaf areas of plantlets of strawberry at stage 8, 10, 12 and 14 trifoliate leaves 
for RDV, Fvb2 (Nils) and Sicile varieties 
 
 
3 Architecture consequences of runnering 
 
To see the consequences of perpetual flowering versus seasonal flowering on genotypes 
and runnering versus runnerless on genotypes, three 5.5-month-old plants at were studied for 
their architecture. In addition to the three genotypes described above, Alpine, a perpetual and 
runnerless genotype was added to the study. Alpine and Sicile were the parents of an F2 
population that segregates for runnering and flowering behavior. 
Results allowed to examine the fate of axillary meristems in runnerless and runnering 
genotypes (Figure 51). In Fb2 and Sicile, axillary meristems at the 6th leaf and above produced 
stolons while the uppermost axillary meristem produced a branch crown in Fb2 after the floral 
transition of the terminal meristem. In RdV and Alpine, all axillary meristems produced branch 
crowns or remained dormant. We further examined axillary meristems in more detail in RdV 
and Fb2. Regardless of their fate, axillary meristem morphology and shape were similar 
between Fb2 and RdV.  
Thus, in the runnerless mutant, the fate of an axillary meristem that does not produce 
stolon is to remain dormant or to generate a branch crown terminated by an inflorescence. This 
information concerning architecture was used to study the cause of the trade-off between 
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runnering and flowering. These results were included in the paper published in Plant Cell 
(ANNEXE) in which it is showed that this trade-off is controlled by the gibberellin (GA) 20-
oxidase (GA20ox) gene. 
 
Figure 51: Illustration of four genotypes that differ for their flowering and runnering 
behaviors. Alpine and Reine des Vallées (RdV) are perpetual flowering and runnerless, 
Sicile (wild type) seasonal flowering and runnering and NIL 2.39.63 (Fb2) perpetual 




















The link between phenology and plant architecture is a major issue in developmental 
biology for better understanding plant development. Plant developmental is defined as a 
combination of ontogenetic processes modulated by environmental and genetic factors (Hallé 
and Oldeman, 1970; Hallé et al., 1978; Barthélémy and Caraglio, 2007). 
In strawberry, vegetative reproduction with stolons and sexual reproduction with 
inflorescences occur successively or jointly according to genotype, cultural technique and 
environment. These two processes are important in strawberry culture because they determine 
plant production in nurseries and fruit production in fields, tunnels or greenhouses. However, 
vegetative propagation could occur at the expense of fruit yield (Tenreira et al., 2017). 
Therefore, several studies (Battey et al., 1998; Darnell et al., 2003; Heide et al., 2013; Kurokura 
et al., 2013) have been conducted in order to understand environmental and genetic control 
influencing both flowering and runnering processes. Little is known concerning these 
developmental processes along time and even less including ontogenetic process during plant 
development that can influence the development of the plant (Massetani et al., 2011; Bosc et 
al., 2012). 
 
The aim of my PhD consisted in getting a better understanding of plant development 
integrating phenological and architectural development in strawberry. This work mainly 
focused on the development of octoploid plants placed under culture production. Beside this 
work, study of plant development in the diploid model of strawberry was initiated using 
seedlings.  
My PhD project has led (1) to the development of univariate and multivariate 
segmentation models to identify, in production conditions, patterns in the form of successive 
phases for the flowering, vegetative development and runnering processes and, (2) to identify 
which structures explain the different flushes of flowering using an architectural approach based 
on destructive observation. (3) In addition, my project allowed to initiate the first 
characterization of the development of strawberry seedlings. 
 
1 Relevance of analysis methods for investigating developmental processes: 
longitudinal data analyses and architectural analyses using MTGs 
 
Usually developmental processes are investigated on the basis of on-off measures even 
if they are highly structured in time and space. For example, the on-off measures allow to 
determine the time of first flowering occurrence (date of flowering) and flowering duration as 
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the number of weeks of half or full flowering (Sonsteby and Heide, 2007; Honjo et al., 2011; 
Rahman et al., 2014). These on-off measures allow taking a snapshot at a given time of the 
flowering status but not to take into account the flowering process along time, whereas 
longitudinal data analysis does. This analysis can be based either on the cumulative number of 
organs or on the number of newly emerged organs at successive dates of observation. 
Cumulative numbers of organs at successive dates of observation are often analyzed 
using sigmoidal functions (e.g. logistic functions) (Sonsteby and Heide, 2008b; Opstad et al., 
2011). Abrupt changes in the production of organs cannot be reliably estimated within such 
smoothed functions. The shortcoming of this approach is that it exclusively focuses on the 
slowly varying component while ignoring the rapidly varying components (e.g. abrupt changes 
or local fluctuations in the production of organs) (Chatfield, 2003). That is why we chose to 
analyze the series of weekly emerged organs for successive observation periods which 
correspond to the first-order differencing of the series of cumulative numbers of organs. It was 
possible in this way to detect in a reliable way phenological phases corresponding to abrupt 
changes in the number of weekly emerged organs using segmentation models. 
In this segmentation model, we assumed that the phenological pattern of a variety took 
the form of a succession of well-differentiated stationary phases, where the distribution of the 
number of weekly emerged organs (either flower, leaf or stolon for the univariate analysis) did 
not change substantially within each phase, but changed markedly between phases. This 
approach was successfully used for identifying a QTL specific to the last flowering phase in 
strawberry perpetual flowering genotypes (Perrotte et al., 2016). In my PhD work, we applied 
this approach to identify flowering, vegetative and runnering patterns. It should be not, that 
contrarily to the segmentation models used in mango (Dambreville et al., 2014) and 
Arabidopsis (Lièvre et al., 2016) that rely on an assumption of asynchronous phases between 
individuals, we chose here to assume that phases were synchronous between individuals. 
Furthermore, we developed a new multivariate segmentation model in order to 
summarize the three developmental processes i.e., the flowering, vegetative development and 
runnering processes. If the assumption of well-differentiated stationary phases is reasonably 
valid in the univariate case, it is far less in the multivariate case where both the number of 
weekly emerged flowers, leaves and stolons are integrated in multiple change-point models at 
three observed variables. We indeed did not expect systematic synchronous changes of these 
three variables. But the model behavior is a bit more subtle since a change of high amplitude 
on a single variable may be sufficient to define a limit between phases. This was in particular 
illustrated by the stolons for which the well-defined runnering phase was detected for the six 
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varieties even if we incorporate the flower and leaf variables. We thus exploited this behavior 
in the meta-analysis to help defining a hierarchy between the different phenological phases 
identified for each organ using the univariate multiple change-point models. In my PhD study, 
results of this meta-analysis showed a hierarchy between the three developmental processes 
with first flowering, then runnering and finally vegetative development. In further discussion 
below, we will therefore focus mainly on the two first processes, flowering and runnering, 
which are also the two key processes for fruit and stolon productions.  
 
Once the phenological phases were identified, it was interesting to understand which 
structure in the strawberry plant is involved in these phases. Therefore, we developed an 
architectural approach to study the role developmental processes in the spatio-temporal 
development of the plant structure. Plant architecture describes the spatial distribution of 
vegetative and reproductive organs and their developmental phases (Massetani et al., 2011). 
Architecture description is often summarized by schemas or drawings, which differs according 
authors (Guttridge, 1955; Bosc et al., 2012; Costes et al., 2014), and  the exploration of plant 
architectures often does not incorporate statistical analyses. When these analyses are done, they 
only concern a set of measurements at a given scale, such as the analysis of the primary crown 
in Bosc et al., (2012). My PhD project has led to the development of MTG in strawberry. This 
MTG was used for the representation of plant architecture development and for the statistical 
analysis at different scales of the developmental processes. 
MTG is a model, which represents the development of plant architecture along time at 
different scales. Thus, MTG allows to investigate the rules of development of plant architecture 
and to visualize plant architecture along time (Godin and Caraglio, 1998; Balduzzi et al., 2017). 
Because the MTG is a universal formalism to store any plant architecture, it has been used both 
to encode and analyze architecture in a generic way, but also to model plant structure and 
function. It is central in the OpenAlea software platform, where each model use MTG as a data 
structure to communicate in a modular way (Garin et al., 2014). In my PhD work, we chose to 
study strawberry architecture by developing a strawberry package relying on MTG within the 






2 Flowering, vegetative and runnering patterns differed according to variety and their 
architecture 
 
Segmentation models allowed us to identify flowering, vegetative and runnering 
patterns.  
Concerning flowering, all the varieties showed a first common flush that differed in 
intensity (high intensity for Gariguette and Cir107) and in less extent earliness (Gariguette). 
This first common flowering flush was followed by a phase of moderate flowering, more 
moderate for Gariguette and Clery that showed a second flowering flush than for Capriss, 
Cir107, Ciflorette and Darselect for with this phase extends up to the end of the experiment. 
Taking together these results allowed us to identify two patterns of flowering based on the 
flowering intensity of the phase following the first flush and the presence or not of a second 
flowering flush. Although these patterns were not described in the literature, they were in 
accordance with observations of growers (Demené pers. comm.). Varieties differed also by their 
architecture and more precisely by the occurrence of module orders along time, the complexity 
of inflorescences and the branching pattern. Because all varieties were grown in the same 
conditions, differences in patterning or plant architecture rely on differences in genetic controls 
of flowering such as flower initiation or plant development (Savini et al., 2006; Iwata et al., 
2012; Gaston et al., 2013; Mouhu et al., 2013). The absence of differences in expression of 
flowering genes between varieties in our study could be due to the low efficiency of our 
experiment because of the limited number of samples or studied genes. All of these results were 
synthesized in Figure 52 proposing a model of development of varieties combining the 
phenological, architectural and genetic results. 
 
Superposition of occurrences of module orders along time with phenological pattern 
suggests that the first flowering flush is mainly located on the zeroth- and first-order modules 
(Figure 52). Architecture just after dormancy (1st date of architecture description at plantation) 
showed that only these two module orders were present for almost all varieties (Gariguette first-
order module clearly appeared in January). This suggests that only zeroth- and first-order 
modules were subjected to inductive floral conditions in previous autumn, when temperatures 
and photoperiod decreased (Battey et al., 1998; Heide et al., 2013). This hypothesis is 
reinforced by similar results obtained in Gariguette (Bosc et al., 2012). After flowering of 
zeroth- and first-order modules, a decrease of flowering was observed and this decrease was 
more severe for Gariguette and Clery (Figure 52A). This decrease of flowering at the end of the 
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first flush could result from the end of flowering on the zeroth- and first-order modules. The 
subsequent phases of flowering after the first flush were thus due to the occurrence of higher-
order modules. The commonality of the first flush could be due to the cultural system used in 
the study, in which the greenhouse was warmed allowing resumption of growth development 
for all varieties (Massetani et al., 2011) and thus a similar expression of inflorescence 
emergence.  
 
Differences in the first flowering flush intensity could be due either to the complexity 
of inflorescences (Darrow, 1929; Battey et al., 1998) or to the number of modules terminated 
by inflorescences (Hytonen et al., 2004; Tenreira et al., 2017).  
As an example, Elsanta produces a first inflorescence with a maximum of 15 flowers 
(Battey et al., 1998), while Gariguette is well known for the complexity of its first inflorescence 
which can reach 30 flowers (Demené pers comm). In our study, Gariguette and Cir107 showed 
the inflorescences of higher complexity for all the module orders compared to the four other 
varieties (Table 22, in results). Complexity of inflorescences could be controlled genetically as 
suggested by Darrow, who reported breeding selection pressure on inflorescence complexity 
(Darrow, 1929). For all the angiosperm species, inflorescences originate from small groups of 
stem cells in shoot apical meristems (SAMs), which transform into inflorescence meristems 
(IMs) upon perceiving a combination of environmental and endogenous signals (Andrés and 
Coupland, 2012). Inflorescences of angiosperms can be simple or highly complex 
(Prusinkiewicz et al., 2007). Molecular control of inflorescence morphology has been described 
for species such as Arabidopsis, rice, maize (Wang and Li, 2006; Liu et al., 2013) or in tomato 
(Xu et al., 2016). These data are not available on strawberry.  
A high number of modules leads to a high number of inflorescences since each module 
is terminated by an inflorescence under favorable environmental conditions. In our study, 
differences between varieties of branching on first-order modules was observed, with Capriss, 
Cir107 and Ciflorette producing more branch crowns than other varieties. However, this 
hypothesis is not well supported since Ciflorette and Capriss did not display a more intense first 
flowering flush and the hypothesis of inflorescence complexity is therefore more relevant.  
 
Gariguette showed also difference in the first flowering flush for its earliness (one week 
of earliness) (Figure 52A). Earliness difference could result from differences between timings 
of floral initiation (Sonsteby, 1997; Opstad et al., 2011). Terminal shoots will be more often 
differentiated into inflorescences in a variety with an earlier timing of flower initiation. After 
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dormancy, these inflorescences will emerge. Beside control of floral initiation by environmental 
conditions (Heide et al., 2013), timing of this process is also dependent on varieties (Sonsteby, 
1997; Opstad et al., 2011). This genetic effect should underline molecular control with notably 
the involvement of the FTs/TFL1 family, which are known to be involved in the flowering 
process (Iwata et al., 2012). The study focused on culture production and no data was available 
for the development of plants in nursery before plantation. To confirm this hypothesis, plants 
should be followed for their expression of FT1, the activator of flowering, and TFL1, the 
repressor of flowering (Iwata et al., 2012; Koskela et al., 2016), during the plant development 
in nursery. 
 
After this first flush between end January/early February and April, all varieties showed 
flowering until the end of experience (end of June). Usually, floral initiation occurs in short day 
conditions (< 12-14 h day) when temperatures are low (< 12-16°C) (Ito and Saito, 1962; Heide, 
1977; Heide et al., 2013). In our culture conditions in South West of France, 14 h day 
correspond to end of April when the temperature was 15-16°C in 2015 and therefore still 
inductive in our study. Assuming that the time lag between floral initiation of apical meristem 
and visual emergence of inflorescences was between 8 and 10 weeks in strawberry [e.g. about 
10 weeks for the SF ‘Frida’ variety (Sonsteby and Heide, 2008a), and 9 weeks for the SF 
‘Elsanta’ variety (Battey et al., 1998)], we should have the emergence of inflorescences at the 
end of June. Because we observed at the end of June inflorescences on third- or fourth-order 
modules, we can hypothesize that they were issued from floral initiation that occurred 
approximatively until April. Because the architectures were measured approximately every 
month and the last measurement occurred in early June, we are not able to determine the end of 
the floral inductive period.  
Expression of FT1, which is the florigene in strawberry, is not photoperiodic (Gaston et 
al. in preparation), which is confirmed by our results with the low expression of this gene at 
almost all dates of analysis. On the contrary, SOC1, which activates the floral repressor TFL1, 
is photoperiodic and expressed in long days (Mouhu et al., 2013). In long days, expression of 
TFL1 overcomes the expression of FT1, which leads to vegetative development (Gaston comm. 
pers.). FT3, which is upstream to both SOC1 and TFL1, is also strongly expressed in long days 
without any expression in short days. In our results, we observed an increase of the level of 
expression of SOC1 and FT3 along the experiment, which suggests their role in vegetative 
development such as stolons. Analyzing their expression after June in summer should give more 
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information on the function of these genes. Expression of TFL1 showed two bands. New 
primers should be developed for analyzing this gene. 
 
From April, varieties showed different patterns of flowering based on the presence of a 
second flowering flush after a phase of moderate flowering (Gariguette and Clery for pattern 1, 
Figure 52A) or a single phase of flower production (Capriss, Ciflorette, Cir107 and Darselect 
for pattern 2, Figure 52B). Differences between these patterns could be due to differences of 
occurrence of module orders. Kurokura et al. (2005) hypothesized that it is necessary to shorten 
the intervals between differentiations of each inflorescence that terminates module to avoid gap 
of flowering. Based on this hypothesis, we can suggest that the absence or presence of second 
flush of flowering leading to difference of flowering patterns is due to the rapid or slow 
occurrence of second-order module. This hypothesis fits with our observation. In varieties of 
pattern 2 ((varieties without a second flush), Figure 52B, Module order occurrence), occurrence 
of second-order module appeared early before the first flowering flush (caused by zeroth- and 
first-order modules) while it occurred later, only in mid-first flowering flush, for varieties of 
pattern 1 ((varieties with a second flowering flush) Figure 52A, Module order occurrence).  
In varieties of pattern 2, flowers emerged continuously leading to a single phase of 
flowering. This continuous flowering can be explained either by branching or rapid occurrence 
of module of higher orders. High-order of branching associated to continuous flowering was 
already observed in perpetual flowering genotypes versus seasonal flowering (Hytonen et al., 
2004; Tenreira et al., 2017), and the perpetual flowering can constitute a single phase of 
flowering (Perrotte et al., 2016). In our study, we observed a higher proportion of branch 
crowns in the first-order modules for Capriss, Cir107, Ciflorette (65-81%) but not for Darselect 
(45%) (Table 25, in results). This high proportions of branch crowns within first-order modules 
entail a higher number of third- and fourth-order modules for Capriss, Cir107 and Ciflorette 
compared to other varieties (Tables 11-16, in resulst). For Darselect, the single phase of 
flowering could be explained by the early occurrence of the third-order modules (mid-March) 
compared the Capriss, Cir107 and Ciflorette (June). As we previously reported, this rapid 
occurrence leads to shorten the intervals between differentiations of inflorescences (Kurokura 
et al., 2005). 
As observed for the first flowering flush, variation in flowering intensity is mainly 
explained by difference in inflorescence complexity whatever the flowering pattern of the 
variety. Complexity of inflorescences of Cir107 and Gariguette led to a higher flowering 
intensity than for the other varieties. 
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In summary, varieties showed either second flowering flush after a moderate phase 
(pattern 1) or a stationary flowering after the first flush (pattern 2). These two patterns differ 
mainly by the occurrence of the second-order modules. Varieties could also differ within each 
pattern according to their third-order module occurrence, their complexity of inflorescences or 
their branching. This last process is a critical event in plant development and is linked to apical 
dominance.  
 
Apical dominance is the term used to describe the control of the shoot apical meristem  
over axillary bud outgrowth (Cline, 1997). In strawberry, the floral transition occurs at the shoot 
apical meristem and the inflorescence is then initiated. Then, apical dominance is released and 
axillary buds just below the inflorescence develop into extension crowns (Guttridge, 1955; 
Kurokura et al., 2005). Kurokura (2005) observed concomitance between appearance of 
uppermost axillary bud and flower initiation at the first inflorescence, which suggested that the 
release of apical dominance may trigger the differentiation of the uppermost axillary bud 
leading to the second inflorescence. This apical dominance is partly caused by auxin transport 
from terminal bud to axillary buds (basipetal transport of auxin) which are maintained dormant 
(Thiman and Skoog, 1933 cited by Costes et al., 2014). Recent studies suggest another 
hormonal control by strigolactone (Brewer et al., 2009), which could be independent to auxin 
control (Brewer et al., 2015). Strigolactone could either directly inhibit bud outgrowth or 
impede the ability of buds to export auxin into the main stem, and hence inhibit their outgrowth 
(Domagalska and Leyser, 2011).  
Beside the controls on apical dominance by auxins and strigolactone, gibberellin and 
cytokinin were also reported for their action on branching. Waithaka et al. (1980) showed that 
these two hormones are responsible of strawberry vegetative in vitro development. A low 
concentration of cytokinin promoted a single shoot development while high concentration of 
cytokinin promotes production of multiple shoots. Black, (2004) and Hytönen et al., (2009) 
show that gibberellin is responsible of meristem fate and Tenreira et al. (2017) demonstrated it. 
Indeed, inhibition of gibberellin or mutation in its pathway allows to promote crown 
development while expression of gibberellin promotes stolon production.  
 
Concerning stolon occurrence, only one pattern was observed in our experiment. This 
pattern showed a synchronous emergence of stolons and differences in runnering intensity 
according to varieties.  
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Synchronous occurrence in May was observed in our experience and corresponded to 
long day photoperiod (15h of day) as previously reported (Guttridge and Thompson, 1959; 
Hytönen et al., 2009). Architectural study showed that stolons appeared only on the third- and 
fourth-order modules. These modules were the only ones growing at this period.  
Runnering has been shown to be controlled by gibberellin (Guttridge and Thompson, 
1959; Hytönen et al., 2009). As an example, Black (2004) showed that in ‘Chandler’ variety, a 
treatment of Prohexadione-Calcium (P-Ca), an inhibitor of gibberellin, reduced stolon 
production. Application of different concentration of this molecule showed that it is necessary 
to have a high concentration (240mg.L-1) of P-CA to reduce the formation of stolons and 
increase the formation of crowns, while a low concentration of P-CA (60mg.L-1) has no effect 
on stolon production.  
Genetic control of runnering started to be deciphered in the diploid strawberry, F. vesca. 
Molecular analysis revealed that SOC1 regulates the differentiation of axillary buds to runners 
or axillary leaf rosettes, probably through the activation of gibberellin biosynthetic genes 
(Mouhu et al., 2013). The role of gibberellin genes was confirmed by Tenreira and co-authors. 
They showed using a runnerless (r) natural mutant, that this trait was due to a deletion in the 
active site of a gibberellin 20-oxidase (GA20ox) gene, which is expressed primarily in the 
axillary meristem dome and primordia and in developing stolons. When FveGA20ox4 is muted, 
axillary meristems remain dormant or produce secondary shoots terminated by inflorescences, 
thus increasing the number of inflorescences in the plant. This study showed that the regulation 
of axillary meristem fate (branching versus stolon) by gibberellins governed the trade-off 
between flowering and runnering. In our study, we can hypothesize that difference of runnering 
intensity between varieties could result from a difference of gibberellin accumulation, that can 







Figure 52: Model combining phenological, architectural and genetic results according to 
flowering patterns, (A) two-flushes-flowering pattern (Pattern1), (B) and single-flush-
flowering patterns (Pattern 2). 
Two-flushes-flowering and single-flush-flowering patterns pattern differ according to the 
occurrence of second-order module. Flowering_order represents the period of flowering for 
each order module). Among the pattern 2, varieties differ according the occurrence of high-
order module. Along the culture production, expression of FT1 is basal while FT3 and SOC 








We have developed a statistical approach to integrate three developmental processes of 
plant, namely flowering, vegetative development and runnering. Our results demonstrate that, 
using this approach, it was possible to differentiate varieties according to their development. 
 
How these results can be used by breeders and technicians from experimental centers?  
 
In a breeding program, one of the objectives is to produce fruits early because of the 
highest prices of marketable strawberry fruits occur in the first month of fruiting. The 
identification of flowering phases within the production season could simplify the evaluation 
of varieties for this trait. Considering the flowering patterns identified in this study, a first 
measurement of the number of flowers could be made in March corresponding to the first 
flowering flush. This measurement would allow to evaluate the differences in intensity between 
the varieties corresponding to this first flowering flush. Another objective of a breeding 
program is to extend the fruit production without pause of fruiting in order to keep all pickers. 
To achieve this objective, a second measurement point could be made mid-April to separate 
genotypes according to the presence of an abrupt decrease of flowering or to a stability of 
flowering (marked by a moderate decline in flowering). This second measurement could be 
confirmed by a third and last measurement in June, that would allow to check either the stability 
of flowering, or the resumption of flowering (2nd flowering flush), but also to check the 
emergence of stolons as well as to evaluate a difference in intensity of runnering. The runnering 
trait is important for nursery as well as for maintaining genetic resources.  
A second perspective for breeders would be to use plant architecture in their breeding 
program. Whereas the architecture is time consuming, it produces an accurate way to 
characterize genotypes according to branching habit and inflorescence complexity. This 
architecture could be described during the third year of the breeding program when evaluation 
is performed on 10-20 breeding lines and at two measuring occasions. Three varieties could be 
selected and then evaluated in production condition in the 6th year (Figure 53). The architecture 
could be described in April after the first flush of flowering to select varieties that (1) show a 
complex inflorescence in zeroth- and first-order modules, (2) growth quickly after plantation to 
produce new branching. These varieties should produce a first intense flowering flush because 
of complex inflorescences and then, flower continuously until at least the end of June thanks to 
their new branches. A second measurement could be made at the end of production to evaluate 
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the presence or not of stolons on the varieties, or a change of rhythm or not in the growth rate, 
or to confirm the complexity of branching of the varieties. These architectural measurements 
made at two occasions would allow to identify the ideotypes that show a spread production or 
a second flush of flowering. 
 
In experimental centers, the cultivated strawberry is subjected to numerous assays. To 
evaluate the plasticity of strawberry, the architecture is a powerful approach that summarizes 
all modifications in plant development. Therefore, the transfer of the methods of analysis and 
representation of the architecture developed during this thesis would be an asset to describe in 
a standardized way, store, and analyze the architecture of varieties subjected to different assays. 
The standardization provided by the MTGs would allow to re-analyze previous assays several 
years later and to compare the results with those of current assays. In this way, the assays would 
be far better exploited in breeding programs. 
 
Another longer-term perspective that could be of interest to growers, breeders and 
technicians would be to also take into account the fruiting process in plant development and 
especially fruit size and flower abortion rate in order to predict yield of varieties. 
 
 
Figure 53: Schematic representation of CIREF breeding program and trait selection with 
adequate possible timing for architectural characterization of varieties 
 
Which perspectives for research?  
 
The design of an architectural model that would spatially and temporally structure the 
plant development of diploid strawberry is critical for establishing molecular networks of 
developmental processes in this species. As an example, a seedling architectural model from 
seed to first inflorescence would provide a better understanding of the fate of the terminal and 
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axillary meristems. Indeed, it would make it possible to study more precisely the genetic, 
physiological and environmental regulation mechanisms that take place during floral initiation, 
stolon emergence or branching. Our preliminary study strongly suggested that the stolon 
appeared only from the 5th leaf. Sampling axillary buds at the 5th leaf before and after stolon 
initiation for performing RNAseq analysis would allow to characterize gene expression during 
stolon initiation. It will highlight the gene network involved in the initiation of the axillary 
meristems generating stolons. 
In addition, the architectural model of a diploid seedling using MTGs will make possible 
to study the impacts of environmental factors on the development of the plant. For example, 
integrating the Caribu model of light interception (Chelle and Andrieu, 1998) could be done. 
Subsequently, we could move to functional structure models that would allow in the longer 
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Appendix A: Definition of categorical multiple change-point models and associated 
statistical methods 
For a given genotype, multiple change-point models were used to delimit phases within 
a sample of phenological series of fixed length. Each series corresponds to a plant and may be 
univariate (emergence rate for a given organ) or multivariate (emergence rates for different 
organs such as flower, leaf and stolon in our case). These series are indexed by the successive 
dates of observation (with the convention that the first date of observation is 1 for notational 
convenience). Let   denote the parameters of the categorical distributions attached to the 
successive phases (i.e. the probability masses for the possible number of weekly emerged 
organs). Let 𝑓௃(𝐬, 𝐱; 𝜃෠) denote the likelihood of the segmentation s of the observed series  𝐱 =
𝑥ଵ, … , 𝑥். The estimation of the  𝐽 − 1 change points 𝜏ଵ, … , 𝜏௃ିଵ, which corresponds to the 
optimal segmentation 𝐬∗ into J flowering phases, is obtained using a dynamic programming 
algorithm (Auger and Lawrence, 1989) that solves the following optimization problem: 
 
?̂?ଵ, … , ?̂?௃ିଵ = arg max𝐬 log 𝑓௃൫𝐬, 𝐱; 𝜃
෠൯, 
 
Regarding the inference of multiple change-point models, one key question is to select 
the number of phases. In a model selection context, the purpose is to estimate J by maximizing 
a penalized version of the log-likelihood defined as follows 
 
𝐽መ = arg max
௃
൛log 𝑓௃(𝐱) − Penalty(𝐽)ൟ, 
where 
 
𝑓௃(𝐱) = ෍ 𝑓௃(𝐬, 𝐱; 𝜃෠)
𝐬
 
is the log-likelihood of all the possible segmentations in J phases of the phenological 
series x of length T. The principle of this kind of penalized likelihood criterion consists in 
making a trade-off between an adequate fitting of the model to the data (expressed by the log-
likelihood) and a reasonable number of parameters to be estimated (controlled by the penalty 
term). The most popular information criteria such as AIC and BIC are not adapted in this 
particular context since they tend to underpenalize the log-likelihood and thus select a too large 
number of developmental zones (Rigaill et al., 2012). We thus applied the slope heuristic (SH) 




SH௃ = 2൛log 𝑓௃(𝐱) − 2 ?̂? penୱ୦ୟ୮ୣ(𝐽)ൟ, 
where 
 




and ?̂? is the slope of the linear relationship between log 𝑓௃(𝐱) and  penୱ୦ୟ୮ୣ(𝐽) for 
overparameterized models estimated by the data-driven slope estimation method (Baudry et al., 








can be used to assess the relative merits of the models considered. 
 
The posterior probability of the optimal segmentation *s  given by 
, 
𝑃(𝐬∗|𝐱; 𝐽) = 𝑓௃(𝐬∗, 𝐱; 𝜃෠) ∑ 𝑓௃(𝐬, 𝐱; 𝜃෠)𝐬ൗ , 
can be efficiently computed by the smoothing algorithm proposed by Guédon (2013). 
The assessment of multiple change-point models thus relies on two posterior probabilities: 
 posterior probability of the J-phase model 𝑀௃, 𝑃൫𝑀௃ห𝐱൯ deduced from the slope heuristic 
computed for a collection of multiple change-point models for  𝐽 = 1, … , 𝐽୫ୟ୶, i.e. 
weight of the J-phase model among all the possible models between 1 and 𝐽୫ୟ୶ 
developmental zones, 
 posterior probability of the optimal segmentation 𝐬∗ for a fixed number of phases J 
 𝑃(𝐬∗|𝐱; 𝐽), i.e. weight of the optimal segmentation among all the possible 
segmentations for a fixed number of phases. 
 
It is often of interest to quantify the uncertainty concerning change-point position. To 
this end, we computed the posterior change-point probabilities for each change point j and each 
observation date t using the smoothing algorithm proposed by Guédon (2013). We define the 




𝛼 2⁄ < ෍ 𝑃(𝑆௧ = 𝑗, 𝑆௧ିଵ = 𝑗 − 1|𝐱; 𝐽)
௩
௧ୀ௨
< 1 − 𝛼 2⁄ , 
with ∑ 𝑃(𝑆௧ = 𝑗, 𝑆௧ିଵ = 𝑗 − 1|𝐱; 𝐽)
்ି௃ା௝
௧ୀ௝ାଵ = 1. 
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Asexual and sexual reproduction occur jointly in many angiosperms. Stolons (elongated stems) are used for asexual
reproduction in the crop species potato (Solanum tuberosum) and strawberry (Fragaria spp), where they produce tubers and
clonal plants, respectively. In strawberry, stolon production is essential for vegetative propagation at the expense of fruit
yield, but the underlying molecular mechanisms are unknown. Here, we show that the stolon deﬁciency trait of the runnerless
(r) natural mutant in woodland diploid strawberry (Fragaria vesca) is due to a deletion in the active site of a gibberellin
20-oxidase (GA20ox) gene, which is expressed primarily in the axillary meristem dome and primordia and in developing
stolons. This mutation, which is found in all r mutants, goes back more than three centuries. When FveGA20ox4 is mutated,
axillary meristems remain dormant or produce secondary shoots terminated by inﬂorescences, thus increasing the number of
inﬂorescences in the plant. The application of bioactive gibberellin (GA) restored the runnering phenotype in the r mutant,
indicating that GA biosynthesis in the axillary meristem is essential for inducing stolon differentiation. The possibility of
regulating the runnering-ﬂowering decision in strawberry via FveGA20ox4 provides a path for improving productivity in
strawberry by controlling the trade-off between sexual reproduction and vegetative propagation.
INTRODUCTION
Asexual and sexual reproduction are inseparable in the life history
of plants and take place jointly in a large number of angiosperms
(Abrahamson, 1980). Asexual reproduction produces offspring
that are genetically identical to the parent. A high diversity of
mechanisms is involved in this process, including the production
of tubers, rhizomes, corms, bulbs, and stolons (Klimes et al.,
1997). In natural populations, clonal reproduction likely provides
ecological and evolutionary beneﬁts to ﬂowering plants (Vallejo-
Marín et al., 2010). Natural vegetative propagation has also been
harnessed for food production in several crop species. A major
representative of these crop species is potato (Solanum tuber-
osum), in which tubers are storage organs derived from an un-
derground stolon (elongated stem). In strawberry (Fragaria spp),
a major ﬂeshy fruit-bearing crop that undergoes inbreeding de-
pression (Darrow, 1929;Kaczmarska et al., 2016), daughter plants
or ramets (clonal plants) produced from an aerial stolon (runner)
are essential for the clonal propagation of commercial varieties.
Notably, vegetative reproduction can occur at the expense of
fruit yield (Barrett, 2015), which depends on the number of in-
ﬂorescences in the plant and on the duration of the ﬂowering
period (Costes et al., 2014). Thus, new insights into the mecha-
nisms underlying the plant decision to produce either stolons or
shoots with inﬂorescences are crucial for improving strawberry
productivity.
Strawberry is an herbaceous perennial crop species from the
Rosaceae family. Natural perpetual ﬂowering (PF) mutants in
which ﬂowering occurs all along the vegetative cycle instead of
oncea year in spring (seasonal ﬂowering [SF]) havebeen identiﬁed
in cultivated (F. x ananassa) and woodland (F. vesca) strawberries
(Iwata et al., 2012; Gaston et al., 2013). This trait allows the
ﬂowering period to be extended and increases fruit yield. In
F. vesca, this phenotype is caused by the recessive tﬂ1mutation
(Brown and Wareing, 1965) in TERMINAL FLOWER1 (FveTFL1),
a ﬂoral repressor gene (Iwata et al., 2012). In this species, a run-
nerless recessive mutant (r) has been discovered (Brown and
Wareing, 1965) and the locus was mapped onto linkage group II
(Sargent et al., 2004). In F. x ananassa, we recently showed that
the genetic control of these two major characters is different
from that in F. vesca and that the dominant PFRUmutation has
an opposite effect on ﬂowering and runnering (Gaston et al.,
2013; Perrotte et al., 2016a). The basis for this antagonism is
poorly understood. In the two species, stolons are produced
from axillary meristems (AXMs) and this process is regulated
by various endogenous and environmental factors includ-
ing age, daylength, temperature, and hormones (Hytönen and
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Elomaa, 2011). To date, themolecular mechanisms underlying
the differentiation of an AXM to a stolon remain elusive.
To search for genetic factors controlling stolon induction from
AXM, we investigated the F. vesca recessive r mutant. Here, we
provide evidence that AXM fate is responsible for the trade-off
between ﬂowering and runnering using a population segregating
for the r and tﬂ1 mutations. We further show, using classical and
mapping-by-sequencing strategies, that a deletion in agibberellin
20-oxidase (GA20ox) gene expressed in AXM and in the de-
veloping stolon underlies the runnerless [r] phenotype in F. vesca.
In addition, we show that stolon formation can be rescued by the
exogenous application of bioactive gibberellin (GA) onto the r
mutant. This work highlights the pivotal role of a speciﬁc AXM-
expressedGA20oxenzyme,whichcatalyzesa rate-limiting step in
the synthesis of bioactive GAs, in the induction of stolon differ-
entiation in AXMand therefore in the trade-off between vegetative
propagation and ﬂowering in strawberry.
RESULTS
The Regulation of Axillary Meristem Fate Governs the Trade-
Off between Flowering and Runnering
Strawberry is a perennial rosette-forming herbaceous plant. The
primary shoot or primary crown (PC) is composed of leaves and
AXMs at the axils of leaves and is terminated by an inﬂorescence
(Figure 1A). The fate of the AXM depends on its location in the
plant. When the shoot apical meristem (SAM) becomes ﬂoral, the
AXM at the axil of the uppermost leaf below the terminal in-
ﬂorescence develops into a shorter secondary shoot or branch
crown (BC), leading to sympodial branching. AXMs along the PC
can develop into either a BC (Sugiyama et al., 2004) or a stolon,
which is a specialized and highly elongated stem (Savini et al.,
2008), or stay dormant. This fate is controlled by genotypic and
environmental factors (Hytönen et al., 2008, 2009).
Wild-type woodland strawberries such as ‘Sicile’ produce
stolons and are seasonal ﬂowering [SF] (Figure 1B). The ‘Alpine’ r
mutant fails to produce stolons. In addition, ‘Alpine’ carries the
natural tﬂ1 allele conferring a PF phenotype (Iwata et al., 2012;
Koskela et al., 2012) and therefore ﬂowers continuously from
spring to late fall. In [SF] genotypes, ﬂoral induction at the SAM is
triggered in fall by short days and by low temperature (Heide et al.,
2013) and, consequently, the inﬂorescences emerge in the fol-
lowingspring (Perrotte et al., 2016b).Wecrossed ‘Alpine’ r tﬂ1with
‘Sicile’ wild type to produce the ‘Ilaria_F2’ population, which
segregated for both ﬂowering and runnering. Segregation for
runnerless [r] (#3 stolons per plant per year) and runnering [R]
(>3 stolons per plant per year) phenotypeswasconsistentwith the
3:1 ([R]/[r]) ratio (Supplemental Figure1) expected for the recessive
r mutation (Brown and Wareing, 1965). Segregation for [PF] was
consistent with the 3:1 ([SF]/[PF]) ratio expected for the recessive
tﬂ1mutation (Iwataet al., 2012). In thesecondyear after plantingof
the ‘Ilaria_F3’ population, [SF] individuals ﬂowered in March-April,
while [PF] individuals ﬂowered continuously from March to Sep-
tember. In both [SF] and [PF] subpopulations, we clearly observed
an increase in the number of inﬂorescences produced in the r
background (Figure 1C) that is reminiscent of the trade-off
controlled by the single PFRU locus in cultivated strawberry F. x
ananassa (Gaston et al., 2013). These results further suggest that
thegenetic regulationof AXM fate aseither stolons orBCsbearing
inﬂorescences is central for controlling strawberry productivity.
We therefore examined the fate of AXMs in the r and wild-type
genotypes. For this purpose, we introgressed the runnering wild-
type allele from F. bucharica into F. vesca ‘Reine des Vallées’
(‘RdV’) r tﬂ1 to create the near-isogenic line (NIL) ‘Fb2:39-63’
(‘Fb2’) tﬂ1 (Urrutia et al., 2015). In ‘Fb2’, AXMs at the 6th leaf and
above produced stolons, while the uppermost AXM produced
a BC. In ‘RdV’, all AXMs produced BCs or remained dormant
(Figure 1D). The same effect of the rmutation onplant architecture
was observed in ‘Alpine’ r tﬂ1 when compared with ‘Sicile’ wild
type (Supplemental Figure 2). We further examined AXMs in more
detail in ‘RdV’and ‘Fb2’ (Figures1E to1H).Regardlessof their fate,
AXM morphology and shape were similar between ‘Fb2’ and
‘RdV’. Thus, in the r mutant, the fate of an AXM that does not
produce stolon is to remain dormant or to generate a BC termi-
nated by an inﬂorescence. This is likely the cause of the trade-off
between runnering and ﬂowering and, thus, of the differences in
productivity observed in the ‘Ilaria_F3’ population segregating for
the r mutation (Figure 1C).
Homozygous Deletion in FveGA20ox4 Is Strictly Linked to
the [r] Phenotype
TheR (RUNNERING) locus carrying the rmutation was previously
mapped onto LGII within a 989-kb range (Sargent et al., 2004)
(Figure 2A). Using microsatellites in the ‘Ilaria_F2’ population
enlarged with 1350 additional individuals, we mapped the r mu-
tation and reduced the region to 87.5 kb (Figure 2A). Whole-
genome sequencing (WGS) (Supplemental Table 1) of pools of [r]
recombinants (homozygous for runnerless) allowed the identiﬁ-
cation of 23 SNPs/InDels linked to the r mutation in a 63.28-kb
region.We further checked the status of theseSNPs/InDels in two
genotypes, i.e.,F. vescadisplaying either [R] (‘Pawtuckaway’) or [r]
(‘Baron Solemacher’) phenotypes, using genome sequence data
available in a public database (Jung et al., 2014), hypothesizing
a single origin for the r mutation in the available F. vesca germ-
plasm. We made this assumption because [r] has been used for
decades inF. vescabreeding, like [PF] (Iwataet al., 2012).Onlyone
deletion (DEL) and 10 SNPs are linked to the r mutation, en-
compassing a 59.11-kb region containing eight genes (Figures 2B
and 2C; Supplemental Table 2). To further reduce the R locus, we
used [R] heterozygous recombinants. We investigated the het-
erozygosity of theR locus throughphenotyping of seedlings issued
from selﬁng. Among the [R] recombinants, one named alpha5-58
was found to be informative because it was heterozygous for
runnering, according to the phenotype of its progeny, and it re-
combined just after the DEL in FveGA20ox4 (Figure 2D). By com-
biningphenotyping andgenotypingdata from the26F3 lines issued
from selﬁng, we unambiguously identiﬁed the DEL at position
25,536,553 on chromosome 2 as the r mutation; it is located in
a GA20ox gene (cited as FveGA20ox4; Mouhu et al., 2013)
(gene09034) (Figures2Dand2E).DEL inFveGA20ox4 isan in-frame
9-bp deletion located in the second exon of the gene (Figure 2E)
leading to the production of a shorter protein (DFvega20ox4)
missing the Cys268Val269Lys270 amino acids (Figure 2F).
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Figure 1. r Mutant Phenotype and Flowering/Runnering Trade-Off in F. vesca.
(A)Architecture of strawberry plant. The primary shoot or PC is composed of leaves, with AXMs at the axils of leaves and is terminated by an inﬂorescence.
Along the PC, AXMs can develop in either BCs or stolons or stay dormant. Green arrow, axillary shoot; blue arrow, stolon; yellow star, inﬂorescence.
(B)The ‘Sicile’wild type (WT)develops stolons typical of awild-typeplant ([R] phenotype). ‘Alpine’ is a natural runnerless rmutant ([r] phenotype) carrying the
tﬂ1 perpetual ﬂowering mutation. Arrows, stolons and ﬂower.
(C)Flowering/runnering trade-off inF. vesca. Runnering reduces thenumberof inﬂorescences inbothseasonal [SF] andperpetualﬂowering [PF] individuals.
Data areshown for thesecondyearofphenotyping.n=18,80, 5, and9 for [SF r], [SFR], [PF r], and [PFR], respectively,6SD.Mann-Whitney test is considered
statistically signiﬁcant at P < 0.05.
(D)Architecture of ‘ReinedesVallées’ (‘RdV’) r tﬂ1andNIL ‘Fb2’ tﬂ1. In ‘Fb2’, AXMsproduceeither stolons (blue arrows) orBCs (greenarrows) terminatedby
an inﬂorescence (star). In ‘RdV’, almost all AXMsproduceBCs terminatedby inﬂorescences, leading to abushyplant. Short green line representsdeveloped
leaf. Three 5.5-month-old plants were analyzed per genotype.
(E) to (H) AXMs of ‘Fb2’ tﬂ1 (E) and ‘RdV’ r tﬂ1 (F) and their schematic drawing ([G] and [H]). LT, leaﬂet; LP, leaf primordium; S, stipule; MD, meristematic
dome.
Bars = 5 cm in (B) and 100 mm in (E) and (F).
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Figure 2. Mutation in FveGA20ox4 Underlies the R Locus.
(A)Map-based cloning of theR locus (in gray) in linkage group 2 (LGII) (Sargent et al., 2004). TheR locuswas reduced to 334 kb usingmicrosatellitemarkers
(in black) and to 87.5 kb by recombinant analysis of 1350 individuals.
(B)R locus reduced to59.11kbbybulksegregant analysis-WGS.This region includeseightgenes.Of the11SNPs/InDels linked to the runnerlessphenotype
identiﬁed, one deletion (DEL, blue triangle) is in a predicted GA20ox (gene09034) and 10 SNPs (green diamonds) are either in intergenic regions or in
predicted genes (Supplemental Table 2).
(C) Identiﬁcation of the rmutation responsible for the runnerless trait by screening a large number of recombinant lines (1350 individuals) from the Ilaria F2
population to identify runnerless ([r] phenotype) lines recombining between the twomarkers (EMFn134 and UFFxa09F09) ﬂanking the rmutation. The nine
recombinant runnerless lines identiﬁedwere grouped into two bulks according to the position of the breaking point: left tomarker UFFxa09F09 (Bulk1 with
seven F2 lines) and right to marker EMFn134 (Bulk2 with two F2 lines). WGS of these bulks and of Sicile (runnering [R] phenotype) (253 to 353 genome
coverage) allowed the identiﬁcation of all polymorphisms (23 SNPs/InDels) in the chromosomal region carrying r. Comparison with genome sequences of
‘Pawtuckawai’ ([R] phenotype) and ‘BaronSolemacher’ ([r] phenotype) availableathttps://www.rosaceae.org/ further allowed the reductionof thecandidate
polymorphisms to 11 SNPs/InDels. The deletion (DEL) in gene FveGA20ox4 was the most likely candidate due to the function of the protein.
(D)Unequivocal identiﬁcationofDEL inFveGA20ox4as thecausalmutation. Recombinant lineswere screened to identify one runnering line ([R] phenotype)
named alpha5-58, which was heterozygous at the FveGA20ox4 locus and recombined just after the DEL in FveGA20ox4. After selﬁng, 26 F3 lines were
obtained, sevenofwhichdisplayeda runnerless [r] phenotype.All seven lineswerehomozygous for theDEL inFveGA20ox4, recombinedafter thismutation,
and were homozygous wild type thereafter. The 10 SNPs carried by the chromosomal segment after the DEL in FveGA20ox4 were therefore excluded as
candidate polymorphisms. The recessive DEL in FveGA20ox4 (DFvega20ox4) was conﬁrmed as the causal mutation for the runnerless [r] phenotype.
(E) DEL of nine nucleotides occurs in exon 2 of GA20ox (gene09034).
(F) A shorter protein with a deletion of three amino acids (Cys268Val269Lys270) is produced in the r mutant (DFvega20ox4_r) in comparison with
FveGA20ox4_WT.
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The unequivocal genetic evidence that FveGA20ox4 controls
the decision of the AXM to generate a stolon correlates well with
existing data showing that exogenously applied bioactive gib-
berellins (GA3) affect stolon production in strawberry (Thompson
andGuttridge, 1959; Hytönen et al., 2009). We further checked its
genetic status in the Ilaria_F2population (Figure3A) andconﬁrmed
that all [r] individuals were homozygous for the deleted allele,
DFvega20ox4. Plants homozygous or heterozygous for the wild-
type allelewere [R] (Figure 3A). Additionally, weanalyzed 25 [r] and
[R] accessions of F. vesca from different geographical origins
to determine if runnering depends on the allelic status of
FveGA20ox4 (Figure3B) and if thegenetic structureof thepopulation
is linked to the runnering trait (Figure 3C). In all 25 accessions, the
runnering behavior was consistent with the FveGA20ox4 geno-
type: A runnering [R] phenotype was associated with a homozy-
gous wild-type allele and runnerless [r] was associated with
a homozygous mutant allele (Figure 3B). We further analyzed
genome-wide population structure using Structure (Pritchard
et al., 2000). The DK statistic (Evanno et al., 2005), designed to
identify the most relevant number of clusters (K) in a population,
was the highest for K = 2. By using a membership probability
threshold (Q-value) of 0.7, all accessions were clearly assigned to
onegroup that corresponds to theFveGA20ox4allelic statusRor r
(Figure 3C). This result suggests that the rmutation contributed to
the genetic structure of these accessions. Because all runnerless
mutants are arranged in a single cluster, these results are in
agreement with the single origin of the mutation.
FveGA20ox4 Is Strongly Expressed in the AXM
StrawberryGA20ox predicted on the basis of their homology with
known GA20ox include FveGA20ox1, FveGA20ox2, FveGA20ox3,
Figure 3. Distribution of r Mutation in Ilaria_F2 Segregating Population and in F. vesca Germplasm.
(A) Allelic status of FveGA20ox4 in the Ilaria_F2 segregating population. The 154 plants were scored as runnering [R] or runnerless [r] when the number of
stolons was >3 or #3, respectively. The FveGA20ox4 wild-type allele confers [R] phenotype when present in simple or double dose. The DFvega20ox4
mutant allele confers [r] phenotype when presents in double dose. Error bars show SE.
(B)Genotyping of FveGA20ox4 and phenotyping of runnering. FveGA20ox4 is the wild-type gene, and DFvega20ox4 is the deletedmutant version. Circle,
homozygous FveGA20ox4/FveGA20ox4; triangle, homozygous DFvega20ox4/DFvega20ox4. [R], runnering phenotype; [r], runnerless phenotype.
(C)Genetic structure of 25 F. vesca accessions. Genetic structure was determined by examining 37microsatellite loci distributed throughout the genome.
Each accession is represented by a single vertical line, which is partitioned into gray and black segments in proportion to the estimated membership in the
two clusters (K = 2).
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andFveGA20ox4,aswellasthemoredistantly relatedFveGA20ox5
(Kang et al., 2013; Mouhu et al., 2013). Phylogenetic analysis in-
dicatedclusteringofFveGA20ox4withAtGA20ox fromArabidopsis
thaliana (Supplemental Figure 3A). In the ‘Fb2’wild-type and ‘RdV’
r genotypes, FveGA20ox2 and FveGA20ox5 were preferentially
expressed in the PC, FveGA20ox3was expressed in all vegetative
aerial organs (Supplemental Figure 4), and FveGA20ox1 was not
detected. In contrast, FveGA20ox4was strongly and preferentially
expressed in the stolon (Figures 4A and 4B). In situ hybridization of
‘Fb2’wild type detected transcript accumulation in the AXM dome
aswell as the leaf primordia and leaﬂet (Figures 4E to 4H), but not in
the SAM (Figures 4C and 4D).
We overexpressed FveGA20ox4 in the Arabidopsis Atga20ox1
single mutant and in the Atga20ox1 Atga20ox3 double mutant,
which display a dwarf phenotype (Phillips et al., 1995; Rieu et al.,
2008; Plackett et al., 2012), to further explore its functional role.
The expression of FveGA20ox4 rescued the dwarf phenotype of
both the single and double mutants and increased plant height in
the wild type (Figures 5A and 5B), thus validating in planta the
predicted gibberellin biosynthesis function of FveGA20ox4. The
overexpression of ΔFvega20ox4 mostly produced dwarf pheno-
types in the wild-type background and was unsuccessful in the
single and double mutant background, i.e., no seed germination
(Figure 5C), suggesting that the mutated protein has a dominant-
negative effect.
BecauseFveGA20ox4 transcript abundancewasnotaffected in
the rmutant (Figure 4B), we further investigated whether the three
amino acid deletion in FveGA20ox4 protein was responsible
for the loss of gibberellin biosynthetic activity. Comparison of
FveGA20ox4 with other GA20ox from Arabidopsis indicated that
thedeletionwaswithinthepredictedcatalyticdomainof theenzyme
(Lange et al., 1997; Huang et al., 2015), thus possibly affecting its
Figure 4. FveGA20ox4 Transcripts Are Localized in the Axillary Meristem and Stolon.
(A) Tissue sampling of PC (in red circle), leaf (L), and stolon (ST; blue arrow). PC includes stem (S), SAM, and AXMs. R, roots.
(B) Relative expression of FveGA20ox4 in leaf, PC, and stolon of ‘Fb2’ wild type and ‘RdV’ r mutant. Normalization with FveActin. n = 3 6 SE.
(C) to (H) In situ hybridization of FveGA20ox4 on the ‘Fb2’ tﬂ1 SAM ([C] and [D]), AXM ([E] and [F]), and meristem of the stolon during elongation
([G] and [H]). Upper panel of (C), (E), and (G), antisense probe; lower panel of (D), (F), and (H), sense probe. Samples were processed side-by-side with
sense and antisense probes. MD, meristematic dome; LT, leaﬂet; LP, leaf primordium; ST, stolon; StM, stolon meristem. Bar = 0.1 mm.
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activity (Supplemental Figure 3B). GA20ox enzymes catalyze
several reactions in the GA biosynthetic pathway to produce
precursors that are further converted into bioactive GAs by
subsequent enzymes in the pathway (Figure 6A). We produced
recombinant FveGA20ox4 and DFvega20ox4 proteins and
showed that,whilewild-typeFveGA20ox4converted [14C]GA12 to
[14C]GA9 (Figure6B), asdomost otherGA20oxenzymesanalyzed
to date (Pimenta Lange et al., 2013), the mutated DFvega20ox4
enzymewasnot able to convert theGA12 substrate, indicating that
the deleted version of the protein was not functional (Figure 6C).
Gibberellin Regulates AXM Fate
Becauseofthepreferential transcriptaccumulationofFveGA20ox4
in AXM and in the meristem of the stolon during elongation
(Figures 4E and 4G) and the effect of its loss of function on AXM
fate, we investigated the endogenous GA levels in stolon, leaf,
and PC tissue from two runnering genotypes (‘Sicile’ and
‘Fb2’) and, for comparison, in leaf and PC tissue from two run-
nerless genotypes (‘Alpine’ and ‘RdV’). The 13-hydroxylated
pathway, which leads to the production of the biologically active
Figure 5. Overexpression of FveGA20ox4 in Dwarf Atga20ox Arabidopsis Mutants Restores Plant Growth, Whereas Overexpression of DFvega20ox4
Causes a Dwarf Phenotype in the Wild Type.
(A) and (B) Arabidopsis Colombia-0 (WT), Atga20ox1 single mutant, and Atga20ox1 Atga20ox3 double mutant overexpressing FveGA20ox4.
(A) Representative image of controls and transgenic plants transformed with 35Spro:FveGA20ox4. Bar = 5 cm.
(B)Height of the transgenic Arabidopsis lines overexpressing FveGA20ox4. n = 6 for controls and 10 for transgenic plants6SE. Values with different letters
differ signiﬁcantly (Mann-Whitney test) (P < 0.05).
(C) Arabidopsis Colombia-0 (WT) overexpressing DFvega20ox4. Representative image of controls and transgenic plants transformed with 35Spro:D
Fvega20ox4. Bar = 5 cm.
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form GA1 and of the inactive catabolic forms GA29 and GA8
(Hedden and Thomas, 2012) (Figure 6A), is the predominant GA
biosynthetic pathway in strawberry (Taylor et al., 1994). GA1 levels
were higher in the leaves than in BCs and stolons (Supplemental
Table 3). Strikingly, GA8 accumulated strongly in the stolon,
supporting the hypothesis of highGA20ox activity driven by the
strong transcript accumulation of FveGA20ox4 in this organ
and further suggesting that the stolon should also have high
GA 3-oxidase activity to produce GA1 from GA20 and high GA
2-oxidase activity to ﬁne-tune GA1 levels via GA1 to GA8 ca-
tabolism (Hedden and Thomas, 2012).
As expected from these results and from previous reports
(Hytönen et al., 2009), treatment of a wild-type genotype
(‘Rodluvan’) in the spring with prohexadione-calcium (Pro-Ca),
an inhibitor of GA oxidases (Rademacher, 2000), led to the
severe reduction and eventually (4 weeks after treatment) the
arrest of stolon emergence (Figures 7A and 7B). Stolon pro-
duction resumed thereafter to its normal level 5 weeks after the
last treatment. The number of inﬂorescences produced was
unaffected in the Pro-Ca-treated ‘Alpine’ r tﬂ1 mutant (Figures
7C and 7D). Conversely, treatment of the ‘Alpine’ r tﬂ1 mutant
with the bioactive gibberellin GA3 restored stolon production
(Guttridge and Thompson, 1964) to levels similar to those of the
wild type at 4weeks after treatment, afterwhich the effect ofGA3
vanished (Figures 7E and 7F). Conversely, GA3 treatment had
a signiﬁcant negative effect on the production of inﬂorescences
(Figure 7G).
DISCUSSION
In plant species displaying both sexual reproduction and vege-
tativepropagation throughstolons, suchasstrawberry, theAXMis
indeterminate and can produce a stolon or a secondary shoot and
inﬂorescence. In this work, we show that, in the diploid straw-
berry F. vesca, a member of the GA20ox family (which catalyzes
the rate-limiting steps in bioactive GA biosynthesis) is speciﬁ-
cally expressed in the AXM where it plays a pivotal role in the
decision of the meristem to produce either a stolon or an in-
ﬂorescence-bearing shoot. Depending on the allelic state of
FvGA20ox4, the AXM either produces a stolon (active allele),
remains dormant, or produces a secondary branch crown ter-
minated by an inﬂorescence (inactive allele). The resulting
modiﬁcation in strawberry architecture translates into a change
in inﬂorescence number in both seasonal and perpetual ﬂow-
ering strawberry genotypes. We therefore identiﬁed a way to
control the balance between ﬂowering and runnering, both of
which are essential for strawberry fruit production, by modifying
a key enzyme that can switch propagation type from sexual to
asexual reproduction.
Additionally, by studying the allelic status of the FvGA20ox4
gene in runnering and runnerless F. vesca varieties, we provide
answers to old questions on the origin of the runnerless trait in
cultivated woodland strawberry. Before the breeding of the
cultivated hybrid octoploid strawberry Fragaria x ananassa in the
1750s via a cross between two American species, strawberry
species of wild origin were widely cultivated throughout Europe.
Among these was F. vesca. According to Duchesne (1766), the
runnerless trait in woodland strawberry was ﬁrst described by
Furetiere in hisDictionnaire printed in 1690. Furetiere highlighted
the rare occurrence of runnerless strawberry plants at that time.
Remarkably, Duchesne (1766) already conﬁrmed the genetic
origin of the runnerless trait by analyzing more than 30 plants
grown from seeds and further observed that runnerless plants
had more branch crowns than standard plants. He recognized
theF. vescaorigin of the runnerlessmutant, named itF. eﬂagellis,
Figure 6. Deletion Leads to a Loss of FveGA20ox4 Catalytic Activity.
(A) Simpliﬁed GA biosynthetic pathway. Intermediates (blue), bioactive (green), and inactive (red) GAs are represented for the last steps of the pathway.
Enzymes are framed and colored according to the product of the reaction.
(B) and (C)HPLC-radiochromatograms of products from incubations of recombinant FveGA20ox4wild type (B) andDFvega20ox4mutant (C)proteinswith
14C-labeled GA12. Identities of substrate and product were conﬁrmed asmethyl esters trimethylsilyl ethers by gas chromatography-mass spectrometry by
comparison of their mass spectra with published spectra.
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Figure 7. Treatment of the Wild Type and the r Mutant with GA Inhibitor (Pro-Ca) and Bioactive GA.
(A) and (B) Treatment of the wild type genotype with Pro-Ca.
(A) Representative image showing stolon production (white arrow) on week 3. Bar = 6.5 cm.
(B) Pro-Ca treatment signiﬁcantly reduces the number of stolons produced between weeks 2 and 6. n = 13 or 12 6 SE.
(C) and (D) Treatment of the r mutant with Pro-Ca.
(C) Representative image on week 3. Bar = 6.5 cm.
(D) Pro-Ca treatment has no effect on the number of inﬂorescences. n = 16 or 14 6 SE.
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and indicated that it spread from a garden from Burgundy
province in France to several gardens in the Paris area. The
runnerless trait has been retained from early varieties until today
(Darrow, 1966).More recent varieties such as ‘Reine des Vallées’
and ‘Baron Solemacher’ combining runnerless and perpetual
ﬂowering traits are still successfully cultivated. We show here
that the runnerless trait found in these varieties and in the other
runnerless F. vesca varieties studied has a single origin that goes
back more than three centuries.
GAs are central regulators of many developmental processes
(Depuydt and Hardtke, 2011; Davière and Achard, 2013). To date,
the role of GA in shootmeristems has primarily been studied in the
SAM. Bioactive GAs are produced in the primordia by the key
GA biosynthetic enzymes GA20ox to enable organ differentia-
tion and growth. Because GAs promote cell differentiation and
SAM indeterminacy must be maintained, bioactive GAs are ex-
cluded from themeristematic dome through several mechanisms
(Galinha et al., 2009; Veit, 2009). In the cells surrounding the
meristematic dome, bioactive GAs can be converted to inactive
GAs by GA 2-oxidase. Depending on the species, the photope-
riod, and themeristem fate,bothGA20oxandGA2-oxidasegenes
are further regulated by several transcription factors including
KNOX (Sakamoto et al., 2001; Hay et al., 2002; Rosin et al.,
2003; Jasinski et al., 2005; Bolduc and Hake, 2009), SHORT
VEGETATIVE PHASE, and SOC1 (Li et al., 2008; Tao et al., 2012;
Andrés et al., 2014). By contrast, the regulation of the induction of
stolon differentiation in the AXM by GAs remains poorly un-
derstood (Hytönen et al., 2009). In potato, exogenous application
of bioactive GAs promotes the production of stolons from AXMs,
while the inactivation of bioactive GAs reduces stolon emergence
(Kumar and Wareing, 1974; Kloosterman et al., 2007). In straw-
berry, treatment with bioactive GAs in long days (LDs) inhibits
ﬂowering but enhances stolon production (Thompson and
Guttridge, 1959; Hytönen et al., 2009); inhibition of GA bio-
synthesis has the opposite effect (Hytönen et al., 2009). One
hypothesis is that GA precursors or bioactive GAs synthesized in
the leaf under LD move to the AXM to promote stolon induction
(Eriksson et al., 2006; Regnault et al., 2015). This idea is further
supportedby theﬁnding that overexpressingFveSOC1 inF. vesca
induces both stolon production and FveGA20ox4 transcript ac-
cumulation in the leaf (Mouhu et al., 2013).
Actually, our data demonstrate that FveGA20ox4 is strongly
expressed in the AXM, whereas we detected weak transcript
accumulation in other vegetative tissues. Moreover, tran-
scriptome analysis of reproductive tissues at various de-
velopmental stages failed to detect FveGA20ox4 transcripts
in expanding fruit (Kang et al., 2013). Stolon differentiation
is not induced when FveGA20ox4 is inactivated, strongly
suggesting that the bioactive GAs controlling stolon induction
are speciﬁcally synthesized in the AXM and are not trans-
ported from the leaf to the AXM. Taking as model the pho-
toperiodic activation of GA biosynthesis in the SAM during
ﬂowering in Arabidopsis (Andrés et al., 2014), which is a LD
species unlike the short-day (SD) strawberry (Heide et al.,
2013), it is tempting to speculate that, under inductive LD
conditions, FLOWERING LOCUS T (Mouhu et al., 2013) up-
regulates SOC1 expression speciﬁcally in the strawberry
AXM,where in turn it induces the highFveGA20ox4 expression
required for stolon differentiation. Because FveGA20ox4
transcript accumulation is not restricted to the ﬂanks of the
AXM but also occurs in the meristematic dome, an additional
level of control would be necessary to maintain a pool of
undifferentiated cells in the meristem of the growing stolon.
Such control could be fulﬁlled by GA 2-oxidase, which con-
verts bioactive GA1 to the inactive GA8 that accumulates to
high levels in the stolon.
Our data further demonstrate that the production of BCs is
the default developmental program of the AXMs present in the
PC. When FveGA20ox4 is inactivated, the AXM eventually
shifts from stolon to BC production, which is consistent with
previous observations on the fate of stolon tips under LDs
(i.e., stolon production) and under SDs (i.e., BC production)
(Hytönen et al., 2009). As shown here, this has considerable
inﬂuence on strawberry productivity in both seasonal ﬂow-
ering and perpetual ﬂowering strawberry genotypes. Due to
strong inbreeding depression (Kaczmarska et al., 2016), it is
necessary to produce daughter plants in order to vegetatively
propagate strawberry varieties, hence excluding the com-
mercial use of strict runnerless mutants. It is technically fea-
sible to use bioactive GAs and GA inhibitors to modulate
runnering/ﬂowering (Hytönen et al., 2008), but such products
are currently not registered for commercial use for vegeta-
tive propagation in many countries. The identiﬁcation of
FveGA20ox4asabreeding target thusprovides theopportunity
to modulate daughter plant production/fruit yield in octoploid
cultivated strawberry by screening strawberry genetic re-
sources for weak alleles of FveGA20ox4 and introgressing
them into commercial varieties via marker-assisted selection.
In addition, the newly developed CRISPR/Cas9 system for
gene editing, which is well adapted for use in polyploid species
(Wang et al., 2014) and has already proved its utility for im-
proving crop yields via altering plant architecture (Krieger
et al., 2010; Park et al., 2014), can be used to target one or
several FveGA20ox4 homoeoalleles of F. x ananassa and
thus modulate the runnering/ﬂowering balance in cultivated
strawberry.
Figure 7. (continued).
(E) to (G) Treatment with bioactive GA restores runnering in the r mutant.
(E) Representative image showing stolon production (white arrows) in the r mutant after GA3 treatment on week 3. Bar = 6.5 cm.
(F) Quantiﬁcation of stolon production after GA3 treatment. Mock-treated plants never produce stolon.
(G)Quantiﬁcation of inﬂorescence production after GA3 treatment. n= 16 and 14 forGA-treated andmock-treated plants6 SE. Treatments were performed
twice a week during the ﬁrst two weeks (last treatment on week 1). Asterisks indicate signiﬁcant differences (Mann-Whitney test): *P < 0.05, **P < 0.01, and
***P < 0.001.
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METHODS
Plant Material and Growth Conditions
Diploid strawberry (Fragaria vesca) genotypes were used in this study.
Seeds were sown in a mixture of two-thirds loam and one-third grit and
grown at 16-h/8-h day/night at 22°C/18°C using supplementary light at
150 mmolm22 s21 (high pressure sodium lamp; Philips 400W). Plants were
transplanted to 1-liter pots containing the same mixture and were main-
tained in a greenhouse under natural conditions.
Thewild-type ‘Sicile’ and ‘Rodluvan’ (wild type) (seasonal ﬂowering [SF]
and runnering [R] phenotypes) varieties and the ‘Alpine’ and ‘Reine des
Vallées’ (‘RdV’) (perpetual ﬂowering [PF] and runnerless [r] phenotypes)
varieties, which carry the r mutation in the tﬂ1 background (r tﬂ1 double
mutant), were used for plant architecture analysis, r mutation mapping,
and/or hormonal treatments. For rmutationmapping, ‘Alpine’wascrossed
with ‘Sicile’ to generate anF2population of 154 individuals named Ilaria_F2.
For ﬁnemapping, 1350 additional Ilaria_F2 individuals were produced. The
trade-off between ﬂowering and runnering was analyzed in an F3 pop-
ulation of 112 individuals named Ilaria_F3 issued from selﬁng of one
Ilaria_F2 individual. The segregation ratios of r and tﬂ1 in Ilaria_F2 and F3
were as expected for recessive mutations.
The runnerless ‘RdV’ r tﬂ1 genotype and the runnering NIL ‘Fb2:39-63’
(‘Fb2’) tﬂ1 genotype were used for plant architecture analysis, meristem
imaging, in situ hybridization, and qRT-PCR. ‘Fb2’ tﬂ1 was obtained by
introgression of the wild-type F. bucharica runnering locus into ‘RdV’. The
3.7-Mb introgression is located between positions 18.950.307 and
22.663.853 of F. vesca genome v1.1 (Urrutia et al., 2015).
Seeds of the Arabidopsis thaliana Atga20ox1 single mutant
(SALK_016701C) and the Atga20ox1-3/Atga20ox3-1 double mutant
(Rieu et al., 2008; Plackett et al., 2012) were provided by The Not-
tingham Arabidopsis Stock Centre. Columbia-0 (Col-0) ecotype was
used as a control. Plants were grown under 16-h/8-h day/night at
22°C/18°Cwith 70/62%humidity in a growth chamber. Light level was
100 mmol m22 s21 (Philips 400W).
Plant Phenotyping
Phenotyping of the Ilaria_F2 and F3 populations was performed during two
successive years after sowing. Seeds from Ilaria_F2 and F3 were re-
spectively sown in October and March and plants were grown in LD
conditions under 16-h/8-h day/night and placed in a greenhouse under
natural conditions in April. To quantify stolons in the Ilaria_F2 and Ilaria_F3
populations, the stolons ineach individualwere countedweekly during two
successive years and were removed after counting. In addition, to analyze
the trade-off between inﬂorescence and stolon production in the Ilaria_F3
population, inﬂorescences in each individual were counted weekly from
March to September during two successive years. Stolons and in-
ﬂorescences were counted when they visually emerged. The seasonal
ﬂowering period occurred during March and April and was a consequence
ofﬂoral initiation in thepreviousautumn (Perrotteetal., 2016b),whereas the
perpetual ﬂowering period occurred from May to September (end of
phenotyping). The F. vesca genetic resources were phenotyped by the
National Clonal Germplasm Repository (USDA) for the presence or ab-
sence of stolons during a 2-year period. To evaluate the impact of GA3 and
Pro-Ca on inﬂorescence emergence and stolon production, the number of
inﬂorescences and stolons was counted weekly until 11 weeks after
treatment in ‘Rodluvan’ wild type and ‘Alpine’ r tﬂ1 at 3 months old.
Plant Architecture, Meristem Observation, and in Situ Hybridization
Plant architecture of ‘Sicile’ wild type, ‘Alpine’ and ‘RdV’ r tﬂ1, and ‘Fb2’
tﬂ1 was analyzed using 5.5-month-old plants grown in the greenhouse.
The plants were dissected and the different organs, including leaves,
inﬂorescences, and stolons, were organized according to their position on
the PC and its BCs.
Meristems and emerging stolons from thePCsof 4-month-old ‘Fb2’ tﬂ1
and/or ‘RdV’ r tﬂ1 plants were dissected under a stereomicroscope for
photography and in situ hybridization. For in situ hybridization, PCs in-
cluding either theSAMorAXMwith two young leaveswere ﬁxed according
to standardprotocols (Sicard et al., 2008). In situ hybridization experiments
were performed as described previously (Bisbis et al., 2006). Digoxygenin-
UTP-labeled antisense RNAs for exon 1 of FveGA20ox4 were transcribed
with T7 RNA polymerase and used as probes. FveGA20ox4_ISH primers
are used (forward, CATCAAAGCTTCATGCTCG; reverse, AGTATCTT-
CAAAACCATTCC, 59-39).
Map-Based Cloning of the r Mutation Followed by a Combination of
Bulk Segregant Analysis and WGS Analyses
The R locus, which was previously mapped on LGII within a 989-kb region
(Sargent et al., 2004), was ﬁrst narrowed down to a 334-kb region between
markers BxR025 (forward, TAACCGGAATCGGAGAGATG; reverse,
ACAGCTTCATTTGCGCTTTT, 59-39) and UFFxa09F09 (Sargent et al.,
2006) using new or previously developed (https://www.rosaceae.org)
microsatellites in the Ilaria_F2 population of 154 individuals. For ﬁne
mapping, the Ilaria_F2 population was enlarged to 1350 additional in-
dividuals, which were screened for recombination between BxR025 and
UFFxa09F09. Phenotyping and genotyping of the recombinants with new
microsatellites allowed the R locus to be reduced to a region between
EMFn134 and UFFxa09F09 (Sargent et al., 2006). Genotyping was per-
formedusingpreviously publishedprocedures forDNAextraction (Qiagen)
and microsatellite polymorphism identiﬁcation (Till et al., 2003).
A strategy combining bulk segregant analysis andWGSwasdeveloped
to reduce the number of SNPs/InDels linked to the r mutation. Nine ho-
mozygous [r] individuals recombining between markers EMFn134 and
UFFxa09F09 were selected and pooled into two bulks with genotypes re-
combining either in the left part of the locus (seven genotypes; bulk1) or the
right part of the locus (two genotypes; bulk2). Illumina paired-end shotgun
indexed libraries were obtained for bulks 1 and 2 rmutants and ‘Sicile’ wild
type and sequenced to a depth of 353 and 253, respectively, on an Illumina
HiSeq 2500 at GeT-PlaGe (INRA) per the manufacturer’s instructions (Illu-
mina). Raw fastq ﬁles were mapped to the strawberry reference genome
sequenceF.vescav2.0.a1 (Shulaevetal., 2011;Tennessenetal.,2014)using
BWA version 0.7.12 (Li and Durbin, 2009) (http://bio-bwa.sourceforge.net/).
Variant calling (SNPs and InDels) was performedusingSAMtools version 1.2
(Li et al., 2009) (http://htslib.org/). Variant analysis andcomparisonbetween r
bulks and ‘Sicile’ wild type were performed as previously described (Garcia
etal.,2016;Petit etal., 2016).TheSNPs identiﬁedwerefurtheranalyzedusing
WGS of one [r] genotype, ‘Baron Solemacher’, and one [R] genotype,
‘Pawtuckaway’, available in GDR (https://www.rosaceae.org/).
Genetic Structures of 25 F. vesca Accessions
The relatedness of 25 F. vesca accessions was studied with 37 neutral
microsatellite loci (Supplemental Table4)distributed throughout thegenome
using the Bayesian assignment approach from Structure v2.3.4 (Pritchard
et al., 2000). Themost relevant number of subpopulations (clusters, K) in the
populationwasdeterminedaccordingtothecriterionofEvanno,usingtheDK
method (Evanno et al., 2005). Leaves used forDNAextractionwereobtained
from the National Clonal Germplasm Repository (USDA). Genotyping was
performed using the KASP method (Smith and Maughan, 2015).
Phylogenetic Analysis, RNA Isolation, and qRT-PCR
Phylogenetic analysiswasperformedwithGA20oxproteins,GA2-oxidase
proteins, and GA 3-oxidase proteins from F. vesca strawberry and Ara-
bidopsis (Supplemental Table 5). The sufﬁx used for F. vesca is Fve
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according toJungetal. (2015).GA20oxproteins included theﬁvepredicted
FveGA20ox proteins already identiﬁed (http://bioinformatics.towson.edu/
Strawberry/default.aspx). Multiple sequence alignments were generated
via ClustalW (Supplemental File 1; Thompson et al., 1997) using BLOSUM
matrix with default parameter setting (gap cost between 0.1 and 10). A
phylogenetic tree was produced with the Geneious Tree Builder (http://
www.geneious.com/) from 1000 bootstrap replicates by applying the
neighbor-joining method with Jukes-Cantor like genetic distance model.
Parameter settings were the following: no gap penalty, no outgroup,
random seed of 1000, support threshold of 25%.
All tissue samples were collected at the end of April from 4-month-old
‘Fb2’ tﬂ1 and ‘RdV’ r tﬂ1 mutant plants. Leaves, PCs, and stolons were
dissected and frozen in liquid N2 before RNA isolation with a Spectrum
Plant Total RNA kit (Sigma-Aldrich). cDNA synthesis was performed with
1 mg of total RNAwith an iScript cDNA synthesis kit (Bio-Rad) following the
manufacturer’s instructions. RT-PCR was performed using 5 mL of the
resulting cDNA product (1/10 dilution) and 10 mM of each primer in a ﬁnal
volume of 20 mL with GoTaq qPCRMaster Mix (Promega). For each tissue
sample (leaves, PCs, or stolons), three biological replicates, each resulting
from the pooling of tissues from two plants, and three technical replicates
perbiological replicatewereanalyzedusingaCFX96 real-timesystem (Bio-
Rad). FveACTIN (gene26612) was used as a reference gene. The primers
used are described in Supplemental Table 4.
Overexpression in Arabidopsis and Enzymatic Activity Assays
A 1696- and a 1687-bp DNA fragment corresponding to the open reading
frame of FveGA20ox4 and ΔFvega20ox4were PCR-ampliﬁed from ‘Sicile’
wild type and ‘Alpine’ r mutant, respectively, using BxFveGA20ox4_C
primers (forward, ATGCTTCCTATTCTTCTTTC; reverse, TCAATTGACT-
GATTTGGATTC, 59-39) and cloned through LR reaction (Gateway) into
the pK7WG2D plasmid. The resulting vectors were introduced into
Agrobacterium tumefaciens (strain GV3101) by electroporation. Five
Arabidopsisplantsofeachgenotype,Col-0,Atga20ox1, andAtga20ox1-3/
Atga20ox3-1, were transformedby the ﬂoral dipmethod (Clough andBent,
1998). For plant height measurements, six plants were phenotyped for
controls and 10 for transgenic lines when possible.
The cDNAs (FveGA20ox4 gene09034-v1.0-hybrid) corresponding to
the FveGA20ox4 wild-type protein (FveGA20ox4) and the mutated form
(DFvega20ox4) were synthesized (Integrated DNA Technologies), PCR-
ampliﬁed, andclonedbehind a6xHis tag intoChampionpET300/NT-DEST
vector through the LR reaction (Gateway). Recombinant plasmids were
transformed into Escherichia coli strain Rosetta 2 (DE3; Novagen). Protein
productionwas inducedwith1mM isopropylb-D-1-thiogalactopyranoside
for 2 h at 30°C in 23 YT medium.
Recombinant protein production, enzyme assays, and enzyme product
puriﬁcation and analysis were performed essentially as described pre-
viously (Lange, 1997; Pimenta Lange et al., 2013). The identities of sub-
strate and products were conﬁrmed as their methyl esters trimethylsilyl
ethers by gas chromatography-mass spectrometry by comparing their
mass spectra with published spectra (Gaskin and MacMillan, 1992): [1-,7-,
12-,18-14C]GA12 mass/charge (% relative abundance), M
+352(5), 344(3),
320(11), 312(6), 306(8), 298(4), 290(34), 284(20), 245(100), 239(52), 201(47),
195(22); [1-,7-,12-,18-14C]GA9,M
+338(6), 330(3), 306(75), 298(45), 276(100),
270(54),251(60),243(42),233(66),232(78),227(38),226(48),189(48),183(36).
GA Analysis and Treatments
GAcontentof leaves,PCs, andstolons (whenpresent)wascharacterized in
four genotypes: wild-type ‘Sicile’ and ‘Fb2’ and ‘Alpine’ and ‘RdV’ r mu-
tants. Tissues were dissected from twelve 4-month-old plants. For ‘RdV’
and ‘Fb2’, two biological replicates (each resulting from the pooling of
tissues from three plants) were analyzed for each tissue. For ‘Sicile’ and
‘Alpine’, one samplewas analyzed for each tissue. GAswere analyzed using
100mgdryweight of freeze-dried sample thatwas spikedwith 17,17-d2-GA
standards (1 ng each, from L. Mander, Canberra, Australia) as previously
described (Lange et al., 2005).
For GA3 and Pro-Ca treatments, 3-month-old ‘Rodluvan’wild type and
‘Alpine’ rmutant plantswere sprayed twice aweekduring the ﬁrst 2weeks,
weeks 0 and 1, with either GA3 (50 mg/L) or Pro-Ca (100 mg/L), as pre-
viously described (Mouhu et al., 2013). On the ﬁrst day of the experiment,
stolons of ‘Rodluvan’ wild type were removed. Plants were grown under
natural conditions in the greenhouse under long days (June). Stolons were
systematically removed after counting.
Statistical Analysis
When appropriate, a two-sided Mann-Whitney test was performed.
Accession Numbers
Arabidopsis Genome Initiative locus identiﬁers (https://www.arabidopsis.
org/) used in this study are as follows: At4G25420 (AtGA20ox1),
At5G51810 (AtGA20ox2), At5G07200 (AtGA20ox3), At1G60980
(AtGA20ox4), At1G44090 (AtGA20ox5), At1G78440 (AtGA2ox1),
At1G30040 (AtGA2ox2),At2G34555 (AtGA2ox3),At1G47990 (AtGA2ox4),
At1G02400 (AtGA2ox6),At1G50960 (AtGA2ox7),At4G21200 (AtGA2ox8),
At1G15550 (AtGA3ox1),At1G80340 (AtGA3ox2),At4G21690 (AtGA3ox3),
and At1G80330 (AtGA3ox4). F. vesca locus identiﬁers can be found in the
StrawberryGenomicResourcesdatabase (http://bioinformatics.towson.
edu/strawberry/) under the following accession numbers: gene13360
(FveGA20ox1), gene19438 (FveGA20ox2), gene19437 (FveGA20ox3),
gene09034 (FveGA20ox4), gene10825 (FveGA20ox5), gene05020
(FveGA2ox1), gene00852 (FveGA2ox2), gene03182 (FveGA2ox3),
gene07935 (FveGA2ox4 ), gene19549 (FveGA2ox5), gene06004
(FveGA3ox1), gene01056 (FveGA3ox2), gene01058 (FveGA3ox3), gene01059
(FveGA3ox4), gene01060 (FveGA3ox5), and gene11192 (FveGA3ox6).
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