A Task Scheduling Algorithm with Improved Makespan Based on Prediction of Tasks Computation Time algorithm for Cloud Computing by Al-Maytami, BA et al.
 Al-Maytami, BA, Fan, P, Hussain, A, Baker, T and Liatsis, P
 A Task Scheduling Algorithm with Improved Makespan Based on Prediction of 
Tasks Computation Time algorithm for Cloud Computing
http://researchonline.ljmu.ac.uk/id/eprint/11571/
Article
LJMU has developed LJMU Research Online for users to access the research output of the 
University more effectively. Copyright © and Moral Rights for the papers on this site are retained by 
the individual authors and/or other copyright owners. Users may download and/or print one copy of 
any article(s) in LJMU Research Online to facilitate their private study or for non-commercial research. 
You may not engage in further distribution of the material or use it for any profit-making activities or 
any commercial gain.
The version presented here may differ from the published version or from the version of the record. 
Please see the repository URL above for details on accessing the published version and note that 
access may require a subscription. 
For more information please contact researchonline@ljmu.ac.uk
http://researchonline.ljmu.ac.uk/
Citation (please note it is advisable to refer to the publisher’s version if you 
intend to cite from this work) 
Al-Maytami, BA, Fan, P, Hussain, A, Baker, T and Liatsis, P A Task 
Scheduling Algorithm with Improved Makespan Based on Prediction of 
Tasks Computation Time algorithm for Cloud Computing. IEEE Access. 
ISSN 2169-3536 (Accepted) 
LJMU Research Online
A Task Scheduling Algorithm with Improved 
Makespan Based on Prediction of Tasks 
Computation Time algorithm for Cloud Computing 
 Belal Ali Al-Maytami
1
, Pingzhi Fan
1
, Abir Hussain
2, *
, Thar Baker
2
 and Panos Liatsis
3
 
1 Institute of Mobile communication, Southwest Jiaotong University, Chengdu, China 
2  Department of Computer Science, Liverpool John Moores University, Liverpool, L33AF, UK  
3 Department of Electrical Engineering and Computer Science, Khalifa University of Science and Technology, Abu Dhabi, United Arab Emirates 
* Corresponding author 
Email: belal@my.swjtu.edu.cn1, penfan@swjtu.edu.cn1, A.Hussain@ljmu.ac.uk2, t.baker@ljmu.ac.uk2, panos.liatsis@ku.ac.ae3 
ABSTRACT: Cloud computing is extensively used in a variety of applications and domains, however task 
and resource scheduling remains an area that requires improvement. Put simply, in a heterogeneous 
computing system, task scheduling algorithms, which allow the transfer of incoming tasks to machines, are 
needed to satisfy high performance data mapping requirements. The appropriate mapping between 
resources and tasks reduces makespan and maximises resource utilisation. In this contribution, we present a 
novel scheduling algorithm using Directed Acyclic Graph (DAG) based on the Prediction of Tasks 
Computation Time algorithm (PTCT) to estimate the preeminent scheduling algorithm for prominent cloud 
data. In addition, the proposed algorithm provides a significant improvement with respect to the makespan 
and reduces the computation and complexity via employing Principle Components Analysis (PCA) and 
reducing the Expected Time to Compute (ETC) matrix. Simulation results confirm the superior 
performance of the algorithm for heterogeneous systems in terms of efficiency, speedup and schedule 
length ratio, when compared to the state-of-the-art Min-Min, Max-Min, QoS-Guide and MiM-MaM 
scheduling algorithms. 
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1. INTRODUCTION 
          
1.1 Motivation and Aim 
    Cloud computing has grown to be a major technological 
enabler in companies and organizations  [1], [2], [3]. It has 
been shown to increase reliability, deliver cost-cutting 
solutions, and provide 24/7/365 access to hard/soft 
resources from anywhere based on pay/use pricing policy 
[4], [5]. The cloud offers services in the structure of 
Software as a Service (SaaS), Infrastructure as a Service 
(IaaS), and Platform as a Service (PaaS) [3]. Task 
scheduling is a major challenge in widely distributed 
heterogeneous systems (e.g., cloud computing), which 
chooses the preeminent resources for a provided task. Also, 
in heterogeneous systems, task scheduling is more 
convoluted in comparison to homogeneous computing (HC) 
systems because of the various communication and 
execution rates amid various processors. 
    The main aim of cloud computing is to provide a highly 
efficient platform for appropriate exploitation of 
computational properties embedded in organizations, and to 
support the enterprise to capitalize on end-user demands [9]. 
However, the decentralized and heterogeneous nature of 
cloud networks makes them intricate to deal with. Last but 
not least, deciding on suitable assets for tasks has become 
an acute issue due to the swift rise of users and resources. 
    For heterogeneous clustering systems, task scheduling is 
a computationally demanding problem, even under 
abridged conventions, as it is NP-hard [9], [12]. 
    The overarching aim of this research is to improve the 
performance of task scheduling, while reducing 
computational costs. A key objective is to predict the ideal 
algorithm for incoming/available data as and when needed. 
In order to achieve this, we perform a systematic analysis 
of heuristic techniques for resource utilization by means of 
Principal Components Analysis (PCA) in the cloud 
environment. Moreover, we analyze the requirements and 
consequences of utilizing Quality of Service (QoS) with the 
proposed Prediction of Tasks Computation Time algorithm 
(PTCT). 
 1.2 Contributions 
    As described in Section 3, there are many works in the 
literature in regards to task scheduling in the cloud 
computing environment. This research proposes the 
following novel contributions: 
1. Typically, task scheduling algorithms focus on 
improving either computation or communication costs 
in the cloud data center. The proposed PTCT method 
decreases both of these costs noticeably, as discussed 
and explained in Sections 3 and 5.  
2. PTCT uses PCA to reduce the size of the required 
matrices (refer to sections 4 and 5). To the best of the 
authors’ knowledge, this is the first attempt of using 
PCA in task scheduling in the context of cloud 
computing. 
3. PTCT examines the incoming data (in tasks) to 
allocate the appropriate/capable processor from the 
data center. In this way, PTCT guarantees to achieve 
near-optimal re-/allocation of resources, hence 
providing superior scheduling performance, compared 
to benchmark algorithms, as illustrated in Section 5.  
1.3 Structure 
The rest of this research paper is structured as follows. 
Section 2 discusses heuristic scheduling algorithms and 
summarizes their essential features. Section 3 provides an 
overview of related work in task scheduling. Section 4 
introduces the definition of the scheduling problem. Section 
5 describes the proposed PTCT method and presents 
strategies for practical algorithms based on PTCT. Section 
6 presents simulation results and provides comparisons to 
the state-of-the-art methods. Section 7 provides the 
conclusions of this research and identifies opportunities for 
further work. 
2. HEURISTIC SCHEDULING ALGORITHMS 
    Scheduling is a decision-making process carried out in 
real time, where processors are allocated to an extensive set 
of tasks. Due to resource constraints, task scheduling is a 
challenging problem. Various studies investigated task 
scheduling algorithms and proposed schemes to improve 
resource utilization in widely distributed environments, i.e., 
cloud computing. Solving the associated NP-hard problem 
leads to the optimal solution.  
    Various heuristics-based schemes have been shown to 
provide semi-optimal solutions. Heuristic scheduling 
algorithms are rule-based, and extensively used in the IaaS 
cloud computing environment. They are intended to sort 
out challenging problems faster than meta-heuristic 
algorithms, where implantation is time consuming. 
Furthermore, heuristic algorithms are used in finding an 
optimal solution, when meta-heuristic method fail to do so. 
The associated solutions are achieved with improved speed, 
accuracy, optimum transaction and completeness [13]. This 
section focuses on popular heuristic algorithms for semi-
optimal scheduling.  
A) Min-Min Heuristic Algorithm 
    In the Min-Min scheduling algorithm, tasks with shorter 
execution time are determined and prioritized, and then, 
resources that generate the minimum accomplished time 
are assigned to them. This process is executed repeatedly 
for all scheduled tasks. Hence, the Min–Min scheduling 
algorithm picks the smaller tasks to be completed first [19, 
20]. 
B) Max-Min Heuristic Algorithm 
    In contrast to Min-Min, the Max-Min algorithm operates 
on the concept of completing the largest task first. The time 
duration of each task is provided in advance and all tasks 
are mapped to the appropriate processor. This process is 
repeated until all unmapped tasks are processed. It should 
be noted that for small-scale distributed systems, Min-Min 
and Max-Min are suitably utilized [17], [21]. For all short 
scale tasks transported in the network, Max-Min 
simultaneously schedules the longer tasks, followed by the 
shorter ones, while Min-Min performs the opposite, i.e., 
schedule the shorter ones first, followed by the longer tasks, 
which implies a larger makespan. 
C) Quality of Service (QoS) Guided Min-Min task 
scheduling Heuristic Algorithm 
    The standard Min-Min heuristic scheme ignores Quality 
of Service (QoS) in its implantation. As a result, the 
effectiveness of  the algorithm in the cloud is questionable. 
QoS Guided Min-Min allows the QoS constraint to be 
utilized with standard Min-Min heuristic scheduling [19]. 
Specifically, some scheduled tasks, particularly those with 
sensitive data, may necessitate the use of high bandwidth, 
while others can be accomplished with low bandwidth. 
This scheduling algorithm allocates tasks with excessive 
QoS requests first using the Min-Min heuristic. When all 
tasks entail either high QoS or low QoS, the scheme 
requires O(n
2
m) computational complexity. 
D) MiM-MaM Algorithm 
 This scheduling algorithm builds upon the advantages 
and limitations of the Max-Min and Min-Min 
heuristic algorithms. In this case, information about 
the upcoming deadline for each task, arrival rate, cost 
of execution of using each available resource, and 
communication costs is considered [23]. Two types of 
policies are used to classify task scheduling problems, 
specifically static and dynamic scheduling. In the 
former, information about tasks, including 
communication costs for each task, execution and the 
relationship with other tasks, is determined in 
advance. In the latter, decisions are determined in 
runtime, since the details of the tasks are not 
obtainable. In addition, dynamic scheduling signifies 
runtime scheduling, while static scheduling is a 
representation of compile-time scheduling. There are 
two major groups of static scheduling algorithms: (i) 
Heuristic-based algorithms, and (ii) Guided Random 
Search based algorithms. The former provides good 
approximate solutions with polynomial time 
complexity [14]. Dynamic scheduling is faster in 
execution than static scheduling, since it's 
basically not aware of any thread dependencies[7].  
3. RELATED WORK  
    As discussed in Section 2, there exists a variety of 
heuristic scheduling algorithms, which can operate in both 
batch and online modes. Some of these schemes are 
appropriate in heterogeneous scheduling scenarios, 
however they cannot always attain good makespan, 
speedup, reduced costs and increased efficiency [6], [7], [8], 
[1]], [13]. Hence, QoS-based techniques are essential in 
obtaining the maximum objectives so as to retain QoS 
characteristics for both tasks and resources.  
    Wang and Yu [29] propose an enhanced Min-Min 
algorithm to consider the proficiency of task scheduling in 
cloud computing. As previously indicated, the Min-Min 
algorithm first determines the tasks with shorter execution 
times and then the resources which result in the shortest 
times. This can lead to delays when examining the use of 
the algorithm in the cloud environment. Zhang et al., [30] 
propose QoS constraints in the cloud environment as a 
criteria for scheduling a task in the Min-Min algorithm, 
named Mul-QoS-Min-Min. The proposed algorithm finds 
resources with similar tasks to deliver task scheduling, then 
requests users to carry out their needs. The simulation 
results indicate that the performance of the Mul-QoS-Min-
Min scheme is improved in terms of execution times, when 
benchmarked against the traditional Min-Min algorithm. 
    Both Mao et al., [31] endorse the Max-Min algorithm in 
order to stabilize the load for the cloud. The algorithm 
conserves a table that holds details about task position and 
evaluates the real-time workload for virtual machines (VMs) 
with the estimated task execution times. The Max-Min 
algorithm boosts the utilization of resources and decreases 
task scheduling response time by using VMs instead of 
traditional resources.  
Li et al., [32] schedules tasks using improved max-min task 
scheduling then largest task is too large compared to other 
tasks in Meta-task in this case overall makespan is 
increased because too large task is executed by slowest 
resource. 
    Henning et al., [34] study task scheduling in the parallel 
method challenge with a fixed number of processors and 
the best schedule for high performance outcomes. They 
indicate that this can be achieved by mapping tasks to 
machines according to precedence constraints. In [35], the 
authors propose a task scheduling mechanism for allocating 
computing processors to a so-called “task graph templates”. 
Since the authors do not consider the network connection 
as a criterion, this is deemed one of the limitations of their 
study. To overcome this limitation, Sinnen and Sousa [36] 
use network contention in their task scheduling method, 
without considering the fee charged to customers for using 
these resources. 
    Two factors must be considered in the cloud computing 
environment, i.e., high performance of data transfer and 
satisfaction of budget constraints. The authors in [37] and 
[38] introduce a cost-efficient algorithm to select the most 
appropriate system in a cloud environment to implement 
the workflow based on using the deadline and cost saving 
constraints. Li and Su [39] illustrate a scheduling algorithm, 
which can be applied in large graph processing, where both 
cost and schedule length constraints are considered. 
However, their scheme does not consider failed devices. 
Issues of task scheduling have been widely considered 
in the literature. As expected, a multitude of approaches 
have been proposed due to its crucial effects on 
performance [9], [15]. The heuristic algorithm based on list 
scheduling strategies [9] is one of the conventional 
scheduling algorithms for cloud environments. This 
provides low time complexity, however the limitations of 
minimal universality and poor convergence have.  
     In [42], the authors study load balancing in the cloud 
environment to avoid problems, which may occur due to 
increase in power consumption, node failure, and machine 
failure. However, the research dealt with a limited number 
of parameters, e.g., there is no analysis on the effects of 
dynamic scheduling, increase in the number of tasks and 
machines, as well the growth of users. In [43], additional 
parameters are considered. Optimization of task scheduling 
is addressed by introducing the iterative selection operator. 
However, this study overlooks the issue of load balancing. 
Shimada et al., [44] proposed a novel algorithm, which can 
transfer the task with the shorter path while eliminating 
redundant tasks. However, the issue of the increase in the 
number of machines as the number of tasks increases 
remains an open challenge. In [45], the authors propose a 
model to increase the overall system utilization, however, 
load balancing and other performance parameters need to 
be further improved. Other works, such as [52 - 54] explore 
the cooperation and collaboration among cloud servers 
using multi-agent approaches to best assign resources to 
incoming tasks. 
4. PROBLEM FORMULATION  
     In this research, we tackle the problem of static 
scheduling of a single application in a widely distributed 
and heterogeneous environment.  Let us consider the sets of 
tasks and processors, T and P, respectively. Let P 
processors be available for the set of tasks T, which are not 
shared during task execution. Let ETC is the Expected 
Time to compute, the matrix which contains in each row 
the estimated execution time of a given task on each 
resource, and the estimated execution time of a resource in 
each column. The aim is to reduce the makespan time of 
task execution in the data center. To minimize the 
makespan and increase the utilization of resources, the 
tasks of parallel applications have to be efficiently 
scheduled on the available resources using the ETC matrix 
model [28].  
4.1 Task Graph Mode     
    Using Directed Acyclic Graph (DAG), it is not possible 
to start at one point in the graph and traverse the 
entire graph, while evaluating computation costs in the 
correct order. Let us consider a DAG, where G = (V, E). In 
this case, V represents the set of v nodes. Each node Viv  
refers to an application task, which is comprised of 
instructions executed on the same processor. The parameter 
E represents a set of e connection boundaries between the 
tasks. Boundary Ej)e(i,   characterizes the task-
dependency constraint, where task vi needs to be completed 
before task vj is able to start. The DAG is supplemented by 
the matrix ETC using pv  tabulated cost. The parameters 
v and p are the number of tasks and the number of 
processors in the system, respectively. Element wi,j of W 
provides the estimated time of completing task vi on 
processor pj. The mean execution time of task vi is given by: 
pww
Pj
jii /,

              (1) 
    Figure 1 represents a simple model commonly used in 
the scheduling problem [14-17], which allows us to provide 
a competitive likeness with state-of-the-art solutions, since 
these simplifications correspond to real systems. Table 1 
shows the computation costs of the 11 tasks shown in 
Figure 1, with randomly generated values to provide  
a sophisticated example on extracting the values of ETC.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1. A simple task graph with 11 tasks. 
5. PROPOSED METHOD  
    This section introduces the general framework of the 
proposed PTCT algorithm, including algorithmic details. 
5.1 Overview  
    In heterogeneous computing, effective task scheduling is 
of the utmost importance to increase the advantages of 
accomplishing an application. Consequently, the task 
scheduling problem has been widely studied and many 
algorithms have been proposed including list scheduling, 
clustering, and task duplication scheduling based on 
Genetic Algorithm. In summary, list-scheduling algorithms 
are ideal in delivering low cost solutions, in comparison to 
other approaches. Clustering algorithms perform better in 
the case of homogeneous processors. Finally, task 
duplication scheduling algorithms are utilized for 
communication intensive programs. A point to note is that a 
review of the open literature on task scheduling revealed a 
number of enhancements for homogeneous processors [8], 
[10], [16–18], however there appears to be less progress in 
the case of heterogeneous processors [19–22]. This 
provides further motivation for the development of our 
proposed framework in the context of a heterogeneous 
environment. 
     
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Table 1. Computation costs of tasks in Fig 1. 
     Consider the following two attributes, Earliest Start 
Time (EST) and Earliest Finish Time (EFT), used to outline 
the objectives of the task scheduling issue. EST(vi, pj) 
Edge(E) Node(V) 
(1,2)        7.48 
(1,3)   0.48 
(2,3)   6.75 
(1,4)       8.85 
(1,5)        2.52 
(1,6)        1.39 
(2,7)       8.71 
(2,8)        9.49 
(4,8)       6.75 
(6,8)        5.51 
(4,9)        8.71 
(5,9)        0.48 
(3,10)       9.493 
(7,10)       6.75 
(8,10)       8.27 
(9,10)       5.69 
(10,10)       4.58 
(5,11)       6.73 
(8,11)       1.12 
(10,11)       3.77 
represents the EST for task vi on processor pj, and 
similarly, EFT(vi, pj) represents EFT for task vi on 
processor pj. EST(vi) and EFT(vi) represent the values of 
these attributes over the set of processors, respectively. For 
any initial entry task, ventry, EST(ventry) = 0, the values of 
EST and EFT are calculated from the entry to the exit tasks, 
traveling the task graph from top to bottom. All immediate 
predecessor tasks of vi should be scheduled to allow the 
calculation of EST. The task scheduling problem is defined 
as follows: 
   (     )     {      [    ]    (   (     )
  (     ))}                                         
                       (     )     (  )           
 (     )                                                        
   (     )   (     )     (     )                      
Pavail [vi, pj] is defined as the earliest time for processor pj to 
execute task vi, pred(vi) while EST(vi, pj) represents the 
maximum time when processor pj will be available. k  is a 
counter, meantime this represents the time where last 
message arrives from any of task vi predecessors. 
),,(
j
p
Exit
vEFTmakespan                        (5) 
where vExit is the exit task and ETC(i,j) and PCA are 
defined as: 
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Let us consider the notation of Table 2. 
TABLE 2. Notation 
 
G group of data with high and low QoS 
H Hosts 
Ψ Mean 
Φ Variance 
C Covariance 
V Task 
P Machine 
F Algorithms 
k index of algorithm 
        Value of the row after using PCA 
.2 System Model of the proposed PTCT 
The aim of the proposed PTCT scheme is to minimize the 
scheduling rate (makespan), as well as estimate the optimal 
algorithm for scheduling as shown in Figure 2. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2. The Architecture of the proposed PTCT scheme. 
 
    The proposed PTCT algorithm is shown in Algorithm 1, 
while Algorithm 2 illustrates how to calculate the execution 
time of task vi on host pj and Algorithm 3 provides details 
about calculating the expected execution time of task vi on 
host pj. 
Algorithm 1 Prediction of Tasks Computation Time (PTCT) 
Input: 
Output:  
1: Generate data (v,p) 
2: Group the data in S groups, where each group can 
include high and low QoS 
3: For each group of data, run six algorithms and output 
the makespan time for each algorithm  
4: Hi={h1,h2,……., hm), m is number of machines, H 
(hosts) , i=1,…,4 (for all algorithms) 
5: Select the best pair (Hk, Fk), i.e., minimum makespan 
denoting the best algorithm k. 
6: Use PCA  
7: 


m
i
ih
m 1
1
     mean value for every dimension of 
the matrix ETC. 
8:  ii h   
9:  Set  mA  .,........., 21   
10: Covariance C = A A
T
 
11: Find the eigenvector W=A A
T
 
12: Save <U,k> in the database 
F
1
 
U      K 
PTCT 
G
1
 
F
2
  G
2
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13: Find min||W – Ui||, i.e., the closest eigenvector in the 
database and choose its algorithm Fi  
14: Predicated algorithm. 
Algorithm 2: Calculation of execution time of task vi on 
host pj  
Inputs:  
    p = processors; 
    v = tasks; 
Output: ETC(vi,pj) 
1: While there are more tasks to be scheduled 
2:        For all vi to schedule 
3:               For all pj 
4:               Compute CTi,j=CT(vi,pj) 
5:               End for loop 
6:              Compute i= F(CTi,1,CTi,2, ……… ) 
7:      End for loop  
8:      Determine the best F match m 
9:      Find minimum CTm,n 
10:      task m will be scheduled on n 
11:  End while loop. 
Algorithm 3: main algorithm to calculate the execution 
time of task vi on host pj  
Input:  
p = processors; 
v = tasks; 
ETC(vi,pj) 
Output: PTCTm(ETC(vi,pj)) , m= number of algorithms 
1: Group the data (v,p)in S groups randomly, where each  
    group may include high and low QoS  
2:   While there is a group of QoS  
3:         For all Gn(ETC(vi,pj)) ( generate the matrix ETC 
4:              For all algorithms = m 
5:                    Compute makespan for each algorithm  
6:                          Fm={f1,f2,.., fm}; 
7:                          makespan PCA(Fm={f1,f2,… fm});  
8:                    Select best pair (minimum makespan) Eq.5  
                      (Fk, Gk), which denotes the best algorithm k                                         
9:               End for 
10:        End for  
11:   End while. 
6. SIMULATION RESULTS  
    Simulation experiments were run in MATLAB R2013a 
on a PC with Intel Core i5 processor, using 2.40 GHz CPU 
and 8 GB RAM. Windows 7 was utilised as the OS for the 
platform. The proposed PTCT algorithm was benchmarked 
with Min-Min [20], Max-Min [21], QoS guided [33] and 
MiM-MaM [23], developed for heterogeneous system. 
Simulation experiments were repeated 20 times, using the 
parameters in Table 3. 
 
TABLE 3. Simulation parameters 
Parameter Value 
Tasks [10-90] 
Machines 8 
Algorithms 4 
Type of data High, medium and low QoS 
 
    The following assumptions were made:  
1. Expected Time to Compute (ETC) of size v × p is 
used, where v and p represent the number of tasks and 
resources, respectively.  
2. Tasks have no priorities associated with them.  
3. Independent tasks are assigned to available resources.  
4. The availability of resources and the number of tasks 
to be executed are known in advance [24]. 
5. We consider three types of QoS data: high, medium, 
and low. 
6.1. Performance analysis 
    Performance analysis was carried out based on three 
quality measures,  i.e., makespan, speedup and efficiency. 
These were defined as follows: 
a) Makespan: this represents the main quality measure as 
it provides the completion time for all tasks in a graph. 
Makespan is utilized to find the maximum completion 
time by estimating the finishing time of the last task [27] 
and is calculated according to: 
                         (6) 
b) Speedup: this is defined as the ratio of the sequential 
schedule length calculated by allocating all tasks to the 
fastest processor over the execution time of the task 
schedule (makespan). as shown in Equation (7). The 
sequential execution time is the cumulative computation 
cost when assigning all the tasks vi sequentially to a 
single computing host p , is the host, H the set of hosts, 
V is the set of tasks  
        
       ∑          
        
                           
c) Efficiency: this is the ratio of speedup to the total 
number of processors, p, utilized to schedule the entire 
DAG application:  
          
       
 
                                              
 
TABLE 4. Makespan of PTCT vs four state-of-the-art algorithms as a function of the number of tasks 
Number of 
Tasks 
Min-Min PTCT Max-Min PTCT QoS-Guide PTCT 
MiM-
MaM 
PTCT 
10 2.9213 2.9213 3.0069 3.0069 2.9213 2.9213 2.9213 2.421 
20 6.2041 6.2041 5.9335 5.5867 3.024 2.9213 4.324 3.029 
30 7.1933 6.1852 7.1822 4.9633 3.455 3.1182 5.455 3.513 
40 9.0017 7.2059 10.482 6.9191 6.256 3.5182 6.256 3.934 
50 10.359 10.018 12.925 8.9163 8.622 4.4341 8.622 4.434 
60 12.480 11.983 18.855 11.469 9.12 5.5095 9.12 5.51 
70 14.742 12.946 23.256 12.779 10.505 6.4206 10.505 6.421 
80 15.9 15.484 25.416 14.073 11.805 7.2664 11.805 7.266 
90 16.084 15.781 26.722 15.089 12.335 7.4705 12.335 8.271 
 
d) Complexity: Using the PCA algorithm for all tasks 
and machines is feasible for low-complexity 
scheduling algorithms. The information requested 
from all tasks is utilized to calculate the critical 
path and the scheduling algorithm is executed in 
such a way that it stops after a schedule is attained 
for the task ready to run at its next scheduled time,  
 
 
 
 
a. Makespan for Min-Min and PTCT algorithms as 
 a function of the number of tasks. 
 
 
 
 
 
 
 
thus decreasing the time complexity of each 
schedule. The computational complexity of MiN-
MiN, MaX-MiN, QoS-Guide and MiM-MaM is O 
(n
2
m), where n refers to the number of nodes, and 
m is the number of edges. The computational 
complexity of PTCT is O(m).because of the 
matrix of ETC will contains only one dimension 
instead of two. 
 
 
b. Makespan for Max-Min and PTCT algorithms as a function 
of the number of tasks. 
 
 
 
c. Makespan for QoS-guided and PTCT algorithms as a 
function of the number of tasks. 
 
 
 
    Makespan is the maximum finish time of the exit task in 
the scheduled DAG. From Figure 3, it can be noted that the 
makespan of PTCT decreases following the application of 
PCA. Since the PTCT algorithm minimizes the  
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
d. Makespan for MiM-MaM and PTCT algorithms as a 
function of the number of tasks. 
 
 
communication overheads, the time required for 
completing application execution by the PTCT algorithm is 
lower than the benchmarked algorithms. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
a. Speedup for Min-Min and PTCT algorithms as a 
function of the number of tasks. 
 b. Speedup for Max-Min and PTCT algorithms as a 
function of the number of tasks. 
 
 
 
 
c. Speedup for QoS-guided and PTCT algorithms as a 
function of the number of tasks. 
 d. Speedup for MiM-MaM and PTCT algorithms as a 
function of the number of tasks. 
 
Figure 4. Speedup of different algorithm in comparison to our proposed PTCT scheme 
 
Figure 3. Makespan of state-of-the-art algorithms vs the proposed PTCT scheme as a function of 
the number of tasks. 
   In Equation 7, wi,j represents the weight of task ti on 
processor pj. Speedup is a good quality measure for 
executing the application program using a parallel system. 
From Figure 4, it can be seen that the speedup of PTCT 
algorithm is higher than the other algorithms, since ETC is 
reduced to one instead of two dimensions. Figure 5 
illustrates that the efficiency of the proposed algorithm 
when benchmarked with the state of the art algorithms. It 
shows improved results, in particular, when the number of 
tasks is increased to above 40. 
 
a. Efficiency for Min-Min and PTCT algorithms as a function 
of the number of tasks. 
 
 
b. Efficiency for Max-Min and PTCT algorithms as a function 
of the number of tasks. 
 
  
c. Efficiency for QoS-guided and PTCT algorithms as a 
function of the number of tasks. 
 
d. Efficiency for MaX-MaM and PTCT algorithms as a 
function of the number of tasks. 
Figure 5. Efficiency of state-of-the-art algorithms vs the 
proposed PTCT scheme as a function of the number of 
tasks 
6.2 Discussion 
    For comparison purposes, the makespan, speedup and 
efficiency are used to illustrate the performance of 
makespan.  
    Figure 3 shows comparative results of four state-of-the-
art algorithms with the PTCT scheme. In the experiments, 
the same data was used to compare the performance of the 
algorithms. Compare the PCTC algorithm with each 
algorithm separately.  In other words, compare each 
algorithm before and after using PTCT.  The results show 
an improvement in the performance of each algorithm with 
PTCT.  By repeating the experiment 20 times, the best 
algorithm will be selected. MiN-MiN shows less effect 
with using PTCT, and this usually depends on the quality 
of the used data. But as long as the PTCT algorithm 
decreases the size of the ETC matrix, that will leads to 
reduce the time used to complete tasks. We used 8 
processors and a range of [10-90] tasks. The results in 
Table 4 and Figure 3 indicate that the algorithm provided 
positive results, i.e., reduced times to complete tasks on 
resources, due to reducing the size of the ETC matrix by 
using PCA.      
    Figure 4 also illustrates positive results in terms of 
speedup, which is one of the essential criteria for measuring 
the performance of algorithms for the scheduling task. In 
addition to the efficiency, which refers to the ratio of 
speedup with the number of processors used, Figure 5 
depicts better results for PTCT in comparison with the 
other algorithms. The simulation results indicate that the 
efficiency of our proposed technique is significantly 
improved, when increasing the number of tasks apart from 
the Min-Min algorithm, which shows similar performance 
(when the number of tasks is less or equal to 90). However, 
Min-Min does not take into consideration QoS as is the 
case with the proposed algorithm. Furthermore, with larger 
number of tasks (>90), additional simulation results 
indicated that the proposed PTCT generated significantly 
improved results in comparison to MiN-MiN algorithm. 
This in agreement with existing literature research [40], 
[41]. 
    One limitation of the proposed algorithm is that 
minimizing the ETC matrix may lead to reduced accuracy 
values. Nevertheless, the simulation results demonstrated 
that this did not affect the quality measures benchmarked 
against the state-of-the-art techniques.  
 
 
 7. CONCLUSION    
    In this work, a novel algorithm, Prediction of Tasks 
Computation Time, was presented. This results in a 
performance improvement in cloud-based task scheduling 
by using Principal Component Analysis. This permits the 
reduction of the size of the Expected Time to Compute 
(ETC) matrix. 
    The proposed algorithm was applied to simulated task 
graphs, and its performance was assessed in terms of speed-
up, makespan, schedule length ratio and efficiency. The 
simulation results showed improved performance, when 
benchmarked with four state-of-the-art scheduling 
algorithms, namely Min-Min, Max-Min, QoS-guided and 
MiM-MaM. In the cloud computing context, the simulation 
results indicated that the proposed PTCT can reduce the 
overall makespan and task execution time. 
    The simulation setup was based on static scheduling, 
where task arrival at the processors and speed are assumed 
to be known. Future work will consider dynamic 
scheduling for real-world application graphs and 
benchmarking in real-world problems. The focus will be on 
improving the total energy utilization and consumption of 
task scheduling using the PTCT algorithm and comparing 
the findings with relevant state-of-the-art algorithms for 
cloud energy consumption, such as GreeDi and GreeAODV 
[47 – 51].   
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