Abstract. Soundness is one of the well-studied properties of processes; it denotes that a final state can be reached from every state that is reachable from the initial state. Soundness-preserving refinements are important for enabling the compositional design of systems.
Introduction
Recent developments such as component-based software engineering (CBSE) and service-oriented architectures (SOA) have led to systems that are composed from many services. Each service delivers a specific functionality, and communicates asynchronously with some other services using messages. In turn, a service itself may be composed out of several other (communicating) services, resulting in an intricate network of services.
This trend became only more visible with the adoption of the Software as a Service (SaaS) paradigm that facilitates the communication across boundaries of organizations. As a consequence, it became virtually impossible for a single organization to obtain a full model of the system, and hence it became even more challenging to ensure its (behavioral) correctness.
In this paper we study compositional design methods that ensure correctness of service compositions based on properties of communicating pairs of services. One of the main formalisms for modeling and analyzing systems that communicate asynchronously are Petri nets, which we use in this paper. The behavioral correctness property that we consider is soundness [1] , or weak termination, which requires that a final state can be reached from every state that is reachable from the initial state. Soundness has been studied extensively, and has proved to be practically relevant.
Compositional techniques for design and analysis have a long tradition. A nice overview of fundamental refinement techniques for Petri nets is given in [4, 29] . In the context of component-based systems and service-oriented technologies, a lot of research considers communicating systems, see e.g., [14, 26, 27] , in combination with some variants of soundness. However, these works focus on "horizontal" modularization (i.e., composition) of communicating systems, while we are interested here in "vertical" modularization (i.e., refinement). Conditions for vertical modularization were given by [28, 12] , regarding soundness-preserving refinements of a single place (in a Petri net).
In this paper we consider the refinement of a pair of places p and q in a Petri net N by a sound workflow net M with two designated initial (source) places p and q and two final (sink) places p and q ; see Fig. 1 . Both net N and net M model service compositions that may involve multiple communicating services. We define conditions for refined net N and refining net M in isolation such that the refinement is sound.
Overview. In Section 2, we summarize the basic definitions related to Petri nets and the accordance relation. In Section 3, we introduce the refinement of synchronizable places and give the intuition behind this concept. In Section 4, we present a homogeneous criterion for refinement based on two soundness checks. In Section 5 we formally prove its correctness. We conclude in Section 6 with some conclusions and further work.
Preliminaries
Let S be a set. A sequence σ of length n ∈ IN over S is a function σ : {1, . . . , n} → S; we denote its length by |σ| = n. If |σ| = 0, then σ is the empty sequence . The set of all finite sequences over S is denoted by S * . A bag (or multiset ) m over S is a function m : S → IN . We use '.' to denote function application; so, for s ∈ S, m.s denotes the number of occurrences of s in m. We write IN S for the set of all bags over S, and [s] for the bag containing one occurrence of s ∈ S. We use + for the sum of two bags, and ≤ for the comparison of two bags. Sets can be seen as bags in which all elements have multiplicity one. Let A be the universe of actions, not including silent (or internal) action τ . 
Definition 1 (Labeled transition system
i ∈ S for 0 ≤ i ≤ n such that s i−1 σ.i −→ s i for 0 < i ≤ n, we write s 0 σ −→ s n . The set of reachable states from a given state s ∈ S is defined as R(L, s) = {s ∈ S | ∃σ ∈ (A ∪ {τ }) * : s σ −→ s }.
Definition 2 (Weak termination). An LTS L is weakly terminating if for
every state s ∈ R(L, s i ), Ω ∩ R(L, s) = ∅ holds.
Petri Nets, Workflows and Soundness
A Petri net is a 3-tuple N = (P, T, F ), where P and T are two disjoint sets of places and transitions respectively; and
The elements from the set P ∪ T are called the nodes of N . Elements of F are called arcs. Given a node n ∈ (P ∪T ), we define its preset
Graphically, places are depicted as circles, transitions as squares, and arcs as arrows.
Markings are the states of a net; each marking m of a Petri net N = (P, T, F ) is a bag over P . A transition t is enabled in a marking m if
• t ≤ m; firing an enabled transition t in marking m yields a marking m such that m In the temporal logic CTL (Computation Tree Logic, [9] ), weak termination (and hence soundness) can be expressed using the "AG EF" pattern, where AG refers to every reachable state, and EF refers to the existence of a (terminating) path. Such properties can be checked for Petri nets using tools like LoLA [25] .
Open Nets and Composition
We use an extension of Petri nets that is called open nets [13, 18] To model synchronous communication, we extend open nets as in [22] with a total labeling function L, which assigns to every transition a label that denotes the synchronous port (if any) it is connected to. If a transition is not connected to any synchronous port, it is assigned the auxiliary label τ . A closed net also has no synchronous interface ports, i.e., (∀t :
Traditional open nets (without synchronous ports) can be composed by fusing interface places that are an input place of one net and an output place of the other, resulting in internal places. Two nets are composable if and only if their shared interface places are of this kind. Open nets with synchronous ports can be composed by also fusing each pair of transitions from the two nets with identical non-τ labels, resulting in τ -labeled transitions.
Without loss of generality, we assume that all nodes except the interfaces of the involved nets are disjoint, which can be achieved by renaming the internal (non-interface) places and transitions.
Definition 5 (Composition, [22]). Let
N 1 and N 2 be open nets. N 1 and N 2 are composable iff P i1 ∩P i2 = ∅ and P o1 ∩P o2 = ∅. If N 1 and N 2 are composable, their composition N = N 1 ⊕ N 2 is defined by P = P 1 ∪ P 2 ; P i = (P i1 ∪ P i2 ) \ (P o1 ∪ P o2 ); P o = (P o1 ∪ P o2 ) \ (P i1 ∪ P i2 ); Ω = {m 1 + m 2 | m 1 , m 2 : m 1 ∈ Ω 1 ∧ m 2 ∈ Ω 2 }; m 0 = m 01 + m 02 ; T = T f ∪ T s ; T f = {t | t : t ∈ T 1 ∧ (L 1 .t = τ ∨ (∀t : t ∈ T 2 : L 1 .t = L 2 .t ))} ∪ {t | t : t ∈ T 2 ∧ (L 2 .t = τ ∨ (∀t : t ∈ T 1 : L 2 .t = L 1 .t ))}; T s = {{t 1 , t 2 } | t 1 , t 2 : t 1 ∈ T 1 ∧ t 2 ∈ T 2 ∧ L 1 .t 1 = L 2 .t 2 ∧ L 1 .t 1 = τ }; L = {[t, (L 1 ∪ L 2 ).t] | t : t ∈ T f } ∪ {[{t 1 , t 2 }, τ] | t 1 , t 2 : {t 1 , t 2 } ∈ T s }; F = ((F 1 ∪ F 2 ) ∩ ((P ∪ T f ) × (P ∪ T f ))) ∪ {[p, {t 1 , t 2 }] | p, t 1 , t 2 : {t 1 , t 2 } ∈ T s ∧ ([p, t 1 ] ∈ F 1 ∨ [p, t 2 ] ∈ F 2 )} ∪ {[{t 1 , t 2 }, p] | p, t 1 , t 2 : {t 1 , t 2 } ∈ T s ∧ ([t 1 , p] ∈ F 1 ∨ [t 2 , p] ∈ F 2 )}.
Accordance

A controller of an open net S is an open net R such that SD.(R ⊕ S) holds. A controllable open net is an open net that has at least one controller.
Definition 6 (Accordance pre-order). The accordance pre-order ≤ on open nets S and T is defined as: S ≤ T ≡ (∀R :: SD.(R ⊕ T ) ⇒ SD.(R ⊕ S)).
The accordance pre-order [3] is equivalent to the conflict pre-order from [17] , and the sub-contract pre-order from [5] . In [20] the relation between this pre-order and other pre-orders (in particular, fair testing [24] ) has been studied.
Definition 7 (Maximal controller, [21]). A maximal controller of a controllable open net S is an open net mc.S such that:
We can simplify the two implications inside the equivalence ≡ as follows:
S is a controller: SD.(mc.S ⊕ S), and ⇒ : mc.S is larger than all controllers: (∀R :: SD.(R ⊕ S) ⇒ R ≤ mc.S).
Using the maximal controller, we can decide accordance by checking deadlockfreedom in the composition of T and a maximal controller of S. Similar decision procedures for different pre-orders have been studied in [6, 10] .
Proposition 1 (Deciding accordance using maximal controller, [19]).
For each open net S and controllable open net T : S ≤ T ≡ SD.(S ⊕ mc.T ).
Synchronizable Places
In this section we explore the problem of preserving soundness while refining pairs of (synchronizable) places. We apply a semi-formal style.
Introduction
Service compositions consist of several independent services that communicate via interfaces. We use Petri nets to model the communication between such services. Our aim is to support the design of nets in a top-down manner, in particular by refining pairs of places. Suppose a closed net N is given, which contains two internal places p and q (which do not occur in the initial marking nor in any final marking). These two places can be refined by an open net M with input places p and q, and output places p and q . This refinement, denoted by N M , is sketched in Fig. 1 .
If places p and q in N are related to two different services, we thus impose the additional communication protocol M on the two services to which places p and q in N belong. We assume that open net M also models several services, i.e., input place p models the initial state of one service, and output place p
(c) Sequence models the end state of the service; similarly for q and q in relation to another service. Moreover, net M consumes a token from p before it produces a token in p ; similarly for places q and q . Finally, we assume that the net in Fig. 2(a) , which contains M , is a sound workflow.
In what follows, we study under which conditions p and q in net N can be called synchronizable, i.e., under which conditions the refinement N M is sound. Such conditions must implicitly approximate M , but independently of any specific M .
Soundness
Soundness of N is a necessary condition for the refinement. Consider for example the net M in Fig. 2(b) , for which N M is equivalent (fusion of series places [23] ) to N , for every net N . For N M to be sound, net N must be sound.
However, this is not a sufficient condition. An example refinement N M is depicted in Fig. 2(c) . Net N contains places p and q that are "sequentially connected" by transition t 2 , and net M is a simple synchronizing net. Although N is sound, N M reaches a deadlock after firing transition t 1 . From this example we conclude that it should be possible to mark places p and q in net N at the same time.
Refinement with the Simplest Synchronizing Net
The previous subsection suggests to check soundness of N refined with the simplest synchronizing net M , viz., a single transition, as depicted in Fig. 2(c) .
However, this is not a sufficient condition. An example refinement N M is depicted in Fig. 3(a) . Net N fires transition t 1 , followed by an alternation between transitions t 3 , t 6 and t 2 , t 5 , and finally transition t 4 . Net N is sound, even after refinement with the simplest synchronizing net. However, in the refinement N M , net M can consume a second token from q before producing a token in p (or net N can produce a second token in q before consuming a token from p ). After firing transitions t 1 , u 1 and u 2 , transitions t 3 and t 6 can fire, and hence transitions u 4 and u 7 can fire; thus resulting in a deadlock. The net is even unbounded, as after transitions t 1 , u 1 , u 2 , t 3 , t 6 and u 4 , transition u 6 can fire unlimitedly. Net N enables behavior in net M that is not considered by the soundness check on M as the transitions u 4 , u 5 , u 6 , u 7 and u 8 are dead. Thus the simplest synchronizing net M as depicted in Fig. 2(c) is not a proper approximation of each sound workflow. For the AG-part of soundness, we conclude that net N should not contain transitions (like the ones we have just discovered) that may lead M into unexplored behavior.
Some Transitions Should Not Occur
The previous subsection suggests to check that N can only produce tokens on place p (using action p) and consume tokens from place p (using action p ) in the orders described in Fig. 4 . The initial state is s 0 , and both the solid and the dashed transitions are permitted. For readability reasons, each state is annotated with the number of tokens in places p and q. Without loss of generality, we assume that each transition in N performs at most one action. In particular, in states s 4 , s 5 and s 7 , Fig. 4 excludes producing a token in q for the second time before any token has been consumed from p; thus excluding the example in Fig. 3(a) .
However, this is not a sufficient condition. An example refinement N M is depicted in Fig. 3(b) . In net N , transition t is crucial for termination; its firing implies that N has produced a token on p, but not yet on q. Net N only executes actions in the order specified in Fig. 4 , but in N M , net M eliminates the path to termination from net N . So M imposes additional synchronization on net N .
Thus the solid and dashed transitions in Fig. 4 are not a proper approximation of each sound workflow. For the EF-part of soundness, we conclude that net N should only use transitions that cannot be excluded by any M . 
Some Transitions Should Occur
The previous subsection suggests to check that also from every reachable nonfinal state of N , a final state can be reached using only the solid transitions in Fig. 4 . In particular, in state s 1 , this excludes that for termination of net N first a token from p must be consumed before any token on q has been produced. Fig. 4 contains a may/exit transition system, where all transitions are maytransitions, and the solid transitions are also exit-transitions. Thus, we obtain a sufficient condition for synchronizable places p and q in N , viz., N should be sound under the restrictions from the may/exit transition system in Fig. 4 . That is, for the AG-part of soundness both the exit-and the may-transitions can be used, whereas for the EF-part of soundness only the exit-transitions can be used.
In relation to modal (may/must) transition systems [15] , the may-transitions correspond, whereas the exit-and must-transitions are unrelated. In relation to game theory [8] , the may-transitions are "conserving", and the exit-transitions are "equalizing". A detailed study of may/exit transition systems is outside the scope of this paper.
Homogeneous Solution
The refinement described in Section 3 depends on a sound workflow for M and a special kind of soundness for N that takes into account the may/exit transition system from Fig. 4 . In this section we show how these criteria can be formulated in a homogeneous way as two checks for (traditional) soundness. We start by defining place refinement in terms of composition of open nets.
Refinement in Terms of Composition
Suppose a net N is given with places p and q as in Fig. 5(a) . To separate the incoming and outgoing arcs from these places we apply fusion of series places [23] and obtain Fig. 5(b) . By definition of composition of asynchronous interfaces, this is equal to Fig. 5(c) . Although asynchronous interfaces are most natural in Petri nets, our results are easier to explain in terms of synchronous interfaces. Therefore we show how two nets with an asynchronous interface can be translated into two nets with a synchronous interface, in such a way that the compositions are equivalent.
Consider any pair of corresponding interface places from the two nets as in Fig. 5(d) . After composing them, we apply fusion of series places [23] and obtain 
Two Checks for Soundness
In this section we propose a pair of open nets E (environment) and T (test) with the same synchronous interface as N and M . The idea is to conclude that N ⊕ M is sound if both N ⊕ T and E ⊕ M are sound: Fig. 6 we describe open nets E and T using an LTS (where double circles denote final states) with some additional transitions; such an LTS can be translated to an open net with a synchronous interface (where every transition has one incoming and one outgoing arc). For every numbered state i and action a mentioned in Fig. 6(c) , a transition i a − → b should be added (called a "fact"-transition in [11] ), where state b is a deadlock state.
In the remainder of this section we motivate these nets E and T using the insights from Section 3. In Section 5 we formally show their correctness, and the way in which net T can be computed from net E. 
(c) Additional fact transitions
Fig. 6. State machines for the pair E, T
Net E: The condition on M in Section 3 is that Fig. 2 (a) yields a sound workflow. Definition 3 (Workflow) requires that all nodes are on a path from i to f , which, in combination with soundness, guarantees that after M has produced all output tokens, all non-output places of net M are empty. As the internal places of M cannot be accessed using composition, the overall structure of net E in Fig. 6 (a) checks that M is sound even when executed multiple times. Note that this condition is slightly more liberal. The τ -transitions in states 1 and 2 indicate that M does not need to be able to produce tokens in p or q before consuming a token from both p and q. The τ -transitions in states 0 and 4 indicate that M should not depend on the order in which tokens are produced in p and q, or consumed from p and q .
The fact transitions check a condition related to M modeling a pair of services, viz., whether M cannot produce a token in place p too early (before consuming a token from place p); and similarly for q and q .
Net T : The condition on N in Section 3 is that N is sound under the restrictions from the may/exit transition system in Fig. 4 , and that all transitions that are connected to p and q occur in Fig. 4 . Net T in Fig. 6(b) is motivated by the first part, and therefore consists of two sides: the left side contains both the may and the exit transitions, while the right side contains only exit transitions. The initial state is at the left, the final state is at the right, and there are only τ -edges from left to right. This motivates that net T checks that N is sound under the restrictions from Fig. 4 .
What remains is to ensure that N does not contain transitions that do not occur in Fig. 4 . The fact transitions in T check that the transitions p and q (that produce a token in a place) do not occur as specified in Fig. 4 . We do not need such a check for transitions p and q (that consume a token from a place), as in these cases the place is guaranteed to be empty.
Generalizing Theory
In this section we focus on the approach from Section 4. We give a theoretical foundation, and show a way in which valid pairs of nets can be constructed. In this way we generalize the notion of synchronizable pairs of places.
Foundation
Suppose two open nets N and M are given, and we want to prove that their composition is sound, denoted by SD. (N ⊕ M ) . We aim for a sufficient condition that can be split into parts referring only to N or M , but not both.
Let us calculate for any two open nets N and M :
Note that conjunct SD.(E ⊕ M ) guarantees that net E is controllable, and hence mc.E is defined. For every open net E we thus obtain a sufficient condition for proving SD.(N ⊕ M ), viz.,
Alternatively, suppose the open nets E and M are given. We want to prove that SD.(E ⊕ M ) is an exact condition for concluding that for each net N such that
Theorem 1.
(∀E, M ::
Proof. We justify the two equivalences ≡ by proving two implications:
⇒ : follows from our introductory result (using quantifier logic); ⇐ : follows from instantiations N := E and M := mc.E respectively.
In fact, "⇐" uses that mc.E is a controller, and "⇒" uses that it is maximal.
Computing Maximal Controllers
Maximal controllers are related to canonical duals [7] for which there is a trivial computation, but this does not apply in our setting. In [19] we have shown how to construct a maximal controller if the behavioral property is deadlock freedom.
This was based on operating guidelines [16] The open nets that we consider are a generalization of net E in Fig. 6 (a) or net T in Fig. 6(b) . For describing the parameters, we focus on such a net E. The states contain a set I of core states (which are numbered in Fig. 6(a) ), including the initial state b. There is a subset F of I that contains the core states with a τ transition to a final state without outgoing transitions.
The transitions from each core state i : i ∈ I can be characterized by three sets: set E.i contains the non-τ actions from state i, set C.i contains the non-τ actions from state i for which there is a dedicated τ transition from i, and set D.i contains the fact non-τ actions from state i that lead to a deadlock. 
Open net Y has the following LTS semantics (for any δ : δ ∈ I):
This definition provides a procedure for computing Y if X is given, or X if Y is given. Net E in Fig. 6 (a) and net T in Fig. 6 (b) form a pair of nets E, T as described in Definition 8.
In the remainder of this section we provide a condition on pairs of nets X, Y that guarantees that nets X and Y are a maximal controller of each other. To this end we need to prove that net Y is a controller of net X, and net Y is larger than each controller of X; and vice versa.
The first requirement boils down to checking soundness of X ⊕ Y . We focus on the last requirement, which can be formalized as
which are equivalent to the following symmetric formalization: 
Proof. We prove this using structural induction on σ. In the basis σ = we choose σ 1 = σ 2 = and i = b. Each appended internal step of either N or M in σ can be appended to σ 1 or σ 2 respectively without affecting i.
Each appended synchronized step a in σ is a step of both M and N , and hence it should be appended to both σ 1 and σ 2 . As As X ⊕ M is sound (and hence deadlock free), we can use the τ -steps to the C-actions in X to construct a path in X ⊕ M to a state (X.i , s M ) using the same synchronized steps as the path in N ⊕ Y . From state (X.i , s M ) the state (X.ω, s M ) can be reached using a τ -step. As X ⊕ M is sound, this means that from state s M in M there is a path to a final state s M using only internal steps. Using a proper synchronization of these paths, we obtain a path in M ⊕ N to a final state (s N , s M ).
Theorem 2. Given a pair of nets X, Y as in Definition 8. If the composition X ⊕ Y is sound, then nets X and Y are a maximal controller of each other.
The composition T ⊕ E for the pair T, E in Fig. 6 is sound. Given the disjointness of C, D, E and E.i ∪ C.i ∪ D.i, and as the C's are non-empty, there are no reachable deadlocks. From every reachable state there is a path to a final state that only uses C transitions. Hence T and E are maximal controllers.
Using the construction from this section, we can generalize Section 4 from pairs of synchronizable places to larger numbers of synchronizable places. In these cases, the nets E and T become bigger; net E is probably the simplest one to modify manually, whereas net T can better be computed using Definition 8.
Conclusions and Further Work
In the context of service compositions, we have developed conditions on a refined net N and a refining net M in isolation such that the refinement of N by M is sound. We have generalized these techniques to a larger class of refinements, and proved their correctness in terms of composition and maximal controllers.
It is further work to combine our techniques (aimed at vertical modularization) with the techniques from [2] for horizontal modularization. Furthermore, we want to investigate which other temporal properties, besides soundness, can be preserved by (extensions of) our method.
Our techniques are based on pairs of nets that are each others maximal controller. These nets can be considered as tests, and thus have a much wider application area. For example, a sound pair X, Y can be seen as a contract between two organizations. If one organization develops a service M that is sound with X, and the other independently develops a service N that is sound with Y , then the composition of M and N is also guaranteed to be sound. In this way, X and Y can be seen as test stubs and skeletons for M and N .
