We report the use of dual-domain regression models, which were built utilizing a wavelet prism decomposition and paired with transfer by orthogonal projection, for the calibration transfer of near-infrared (NIR) spectra. The new method is based on obtaining specific frequency components for a spectrum via wavelet analysis, projecting the frequency components of the primary instrument onto the subspace orthogonal to the mean instrumental difference between spectra from the primary and the secondary instrument, and weighting each frequency component model according to the crossvalidation error of the frequency components of the projected primary instrument's spectra to generate a stacked ensemble model robust to contributions to the spectra from instrumental variations. The method, which does not require property values from the secondary data set, is tested on three NIR data sets, and is compared with orthogonal projection in the wavelength domain, orthogonal signal correction, and with model updating approaches. For the data sets we examined, we show that the prediction performance of the new method is competitive with orthogonal projections in the wavelength domain, as well as orthogonal signal correction and model updating approaches, both of which require property values for spectra from the secondary instrument. Examination of the spectral data reconstructed from the projected frequency components indicates that aspects of the data that may be attributable to instrumental or physical phenomena (i.e., instrumental baseline shifts or discretized intensity changes which may be attributed to scatter) are suppressed, but those associated with the chemical phenomena are retained. The benefits of orthogonal projection on each individual frequency component are further corroborated by the fact that the models based on frequency component projection generalize better to unseen instruments compared with the other methods.
Introduction
With modern multivariate data models, there are significant costs of ownership that stem from the model upkeep required to ensure that the calibration model is robust to unavoidable and uncontrollable sources of variation, whether they be instrumental, environmental, or samplerelated. For instance, with a spectroscopic instrument, discrete alterations such as those arising from a lamp replacement, or gradual changes in the instrumental response such as baseline drift over time, can introduce enough change in the variation structure between calibrated data and newly collected data to necessitate an update of the calibration model. More significant changes in the instrumental response, such as ones resulting from a complete instrument replacement, or from the increasingly common practice of building a calibration model on spectral data from a research-grade instrument for eventual use with other data collected on small, in-line, or field instruments, nearly always need a significant alteration of the existing calibration relationship to yield a valid model, or necessitate building a new model that incorporates spectral data from the secondary instrument. Calibration transfer refers to mathematical methods that correct for uncalibrated variation that arises between collection of the spectral data used for calibration and prediction, for example when data are collected on a different instrument, collected over a different temperature range, or when the collection is subjected to any other change that would otherwise invalidate a model. Most commonly, a regression model is used to predict the response from one instrument in the domain of another instrument upon which a calibration model is built, based on the responses obtained for a set of transfer standards, a set of standard samples whose spectral responses are measured on both instruments, an approach broadly known as instrument standardization. 1 Another common approach to correct for instrumental differences is based on orthogonal signal correction (OSC), which aims to remove latent components that are orthogonal to the response vector in a data matrix containing spectra from both instruments. 2 Model updating (MU) can also be utilized; here, the correction is based on the simple approach of incorporating new variation in the multivariate model by including data collected on the secondary instrument in revising the calibration model. An issue with OSC and MU correction, however, is that it is necessary to have property values for spectra obtained on the secondary instrument to perform the correction or update. A related restriction on secondary spectra also arises in standardization approaches like piecewise direct standardization (PDS), where a set of transfer standard samples must be measured on each instrument, though property values are not necessarily required. Several approaches for calibration transfer that do not require standards or property values on the secondary instrument have been reported previously. One such method is based on mathematically removing the mean from the test set of the secondary instrument and inserting the mean of the training set from the primary instrument prior to prediction, 3 an approach amounts to a bias correction without the use of standards. Another approach is finite impulse response (FIR) filtering, which, in a fashion somewhat similar to PDS, can be used to map one instrument's response to another via a regression approach based on some reference spectrum, usually the average spectrum from the primary instrument. 4 We have previously shown the potential utility of many of these approaches applied in conjunction with data fusion techniques to build a stacked calibration transfer model, either by independently modeling intervals of the spectrum or by obtaining the frequency components of a spectrum via wavelet prism decomposition. 5 In the previous investigations, the data fusion approach to calibration transfer was demonstrated to work well with instrument standardization techniques and approaches utilizing property values from the secondary instrument. However, the approaches using a FIR filter, the only approach examined that did not require a set of standards or property values for spectra from the secondary instrument, did not tend to produce a significant improvement in the predictive performance of the transferred calibration model. In this report, we introduce dual-domain transfer using orthogonal projection (DDTOP). In this new method, a calibration transfer using orthogonal projection is done on each frequency component of the primary instrument after a wavelet prism decomposition of spectra from both the primary and secondary instruments. Transfer by orthogonal projection (TOP) refers to the mathematical operation of projecting a spectrum onto the subspace orthogonal to the principal component (PC) directions describing the instrumental differences. 6 Transfer by orthogonal projection-like procedures have also been applied (without a wavelet prism decomposition) for building calibration models robust to temperature differences, 7, 8 showing that the method can be applied to cases where the variation sources are likely to span numerous directions. Transfer by orthogonal projection is commonly referred to as a standardization approach, since only the direction describing the between instrument variation is needed to perform the operation, but it also can be applied to spectral data from a secondary instrument for which there are no associated property values or standardization samples, so long as one has a somewhat representative data set from the secondary instrument in terms of matching the distribution of samples relative to the calibration set. Even with this flexibility, we show that the DDTOP method often performs on par or better than approaches that utilize reference values corresponding to spectra on the secondary instrument. Previously, TOP was utilized to build calibration models robust to variation from unseen instruments and the method appeared to work acceptably when all but one of the available instruments were used in the initial correction, with the left out instrument utilized as the unseen validation instrument. 6 When using DDTOP, we show that performing the projection operation on each frequency component, as opposed to projecting with the raw spectral data, appears to remove more irrelevant information than the other methods we considered here (or, perhaps, remove less of the relevant information, since projection methods cause loss of variation in the direction of the projection). This observation is consistent with the experimental result that the models based on DDTOP correction generalize better to instruments not specifically accounted for in the transfer process after undergoing an initial correction with respect to only one instrument, whereas TOP and the other compared methods seem to yield unstable models with respect to predictions on unseen instruments.
Theory
Partial least squares (PLS) regression is widely used for multivariate calibration in chemometrics. Many detailed reports on PLS regression exist, for example the classic tutorial by Geladi and Kowalski. 9 For the sake of completeness, a brief overview of the method is given here, as well as a description of the model evaluation metrics utilized in the rest of this report. In calibration a model y ¼ Xb þ e is fitted to observed data, where y (n Â 1) is the response to be modeled as a function of X (n Â p) , and where X is the matrix of predictors, b (n Â 1) is the regression vector, and e (n Â 1) is an error vector. A calibration set is given in X, consisting of measurement of spectral responses at hundreds to thousands of wavelengths, many of which are collinear, causing regression based on ordinary least squares methods to fail. Partial least squares regression is used to perform a latent variable decomposition of the spectral responses in X into a part that describes the sample variation (the scores, T (n Â q) , where q is the number of latent variables retained) and a part that describes the measured spectral variables (the loadings, P (p Â q) ): X ¼ TP T þ E , where E (n Â p) is the residual matrix. For univariate y, no latent decomposition of y is needed, and the regression then proceeds in the latent variable space via a regression of y on T. New samples are projected into the score space for prediction. The errors in predicting new data can be quantified by the root mean squared error of prediction (RMSEP):
. It is often instructive to also consider the bias in the regression, that is, whether a model tends to yield values consistently over or under the true value when predicting on external data: Bias ¼
Additionally, latent variable models are open-ended in that a decision must be made as to how many latent variables to include when building the model. This decision is commonly based on results from cross-validation, and an analogous statistic to the test set RMSEP is the root mean squared error of cross-validation (RMSECV), which is computed in the same fashion as RMSEP, but using predictions from a sequence of models made by leaving out samples in the training data, building a model with the all but the left out samples, and predicting on the left out samples until all samples have been left out and used for prediction: RMSECVðjÞ ¼ P n i ¼1ðŷÀyÞ 2 n , which is calculated for every latent variable, j. The j that minimizes the RMSECV is the number of latent variables used in the final model. The concept of MU for calibration transfer is based upon these basic calibration principles, but, when new data obtained on the secondary instrument as well as property values for those samples become available, the whole modeling procedure is repeated with the new sample included with the original training samples from the primary instrument to update the calibration model.
Wavelet prism decomposition has been previously described for the resolution of a spectral signal into individual ''frequency components''. 10 Briefly, to perform a wavelet prism decomposition, an l-level discrete wavelet transform is applied to the signal (in this case, a single spectrum) to obtain l sets of wavelet detail coefficients and l sets of wavelet approximation coefficients with each coefficient set describing specific aspects of the signal that occur at different frequencies. The discrete wavelet transform is defined only for a signal of length m, where m is a power of 2, and the level l has a limit of log 2 (m). In practice, the discrete wavelet transform can be applied to arbitrary length signals, or more levels can be computed, by extending the signal through various techniques, 11 with the extended parts of the signal trimmed after the inverse transform. To recover the frequency components (also referred to in the literature as the wavelet scales), l þ 1 partial reconstructions of the signal are sequentially performed via an inverse wavelet transform using each set of the l detail coefficients and the lth level approximation coefficient set, with all other coefficients set to zero, yielding l þ 1 frequency components in the signal space. Thus, from one m Â 1 signal vector, l þ 1 vectors of m Â 1 dimension are recovered at the same resolution as the initial signal, with each corresponding to a different frequency range of the signal. Summation of all frequency components obtained in this manner recovers the original signal: xð1, pÞ ¼ P lþ1 i¼1 x f,i , where x f,i contains the lowest frequency information in the signal, obtained from the lth level approximation coefficient set, and X(i¼1) contains the highest frequency information in the signal, obtained from the level 1 detail coefficient set. This property is the well-known wavelet property of perfect reconstruction. In dual-domain regression, wavelet prism decomposition is applied to each of the spectra in a matrix containing the training data X ¼ P lþ1 iþ1 X f,i and each of the l þ 1 matrices obtained from this decomposition are modeled and crossvalidated with conventional PLS to find a model weight,
, where s f is the inverse minimum RMSECV of frequency component matrix X fÂ . Once all weights have been computed and stored in w (1 þ 1 Â 1) , final prediction on a new sample decomposed by the wavelet prism can be obtained from the stacked models viâ y ¼ P lþ1 i¼1 w f,1ŷf,1 ,whereŷ f,1 is the prediction from the ith frequency component calibration model utilizing the ith frequency component of the new sample.
Orthogonal projections for calibration transfer were initially described by Andrew and Fearn, 6 though effectively identical methods were previously reported for adapting calibration models to deal with spectra containing additional species not present during modeling. 12 To perform the transfer, data from the primary instrument for which the corresponding property values are known are projected onto the subspace orthogonal to the PC directions describing the differences between the primary and secondary instruments. These directions are found by averaging the spectra from the primary instrument as well as representative spectra from the secondary instruments and then by using principal component analysis (PCA) on the matrix containing these averaged spectra to obtain a set of loadings that describe the source of between-instrument variation, D (p Â r) , where r is the number of retained PCs. The data from the primary instrument are projected onto the subspace orthogonal to these directions via X proj ¼ X(I-DD T ). The data from secondary instruments do not require correction as the components from a latent variable regression (both W (p Â q) and P (p Â q) in the case of PLS) will be orthogonal to D since all variation in those directions have been removed from the primary instrument. Transfer by orthogonal projection is commonly referred to as a standardization-based method with numerous, sometimes conflicting ways of performing the procedure, such as using PCs obtained by singular value decomposition of a matrix containing difference spectra of numerous standard samples as opposed to mean spectra, an approach that would always require standards. 13 However, so long as the singular value decomposition is performed on a matrix containing the mean spectra from the instruments as described here, spectra of standards are not strictly required when the set used to obtain the mean from the secondary instrument has a similar distribution to that of the primary instrument. In the experience of the authors, the mean spectrum of a dedicated prediction set on the secondary instrument can often be used for orthogonalization with good results; if one does not have a representative set from the instrument used for correction, orthogonalization procedures are not likely to perform well.
Dual-domain transfer by orthogonal projection utilizes TOP on each of the frequency components obtained from a wavelet prism decomposition of the training data to build a dual-domain calibration transfer model, similar to other dual-domain calibration transfer approaches previously reported by this group. 5 A wavelet prism decomposition of calibration data collected on the primary instrument yields a series of matrices, each of identical dimensions to the primary instrument data, X: X ¼ P lþ1 iÀ1 X f,1 . for an l level decomposition. An identical wavelet prism decomposition is performed on the data from the secondary instrument,
For transfer of data between two instruments via DDTOP (we did not examine multiinstrument correction in this research), the PC direction describing the between instrument variation of the frequency components is the difference between the two mean spectra for the frequency components, denoted as k f . Thus, in the transfer of data from a single instrument to another, each primary instrument frequency component is projected onto the subspace orthogonal to the instrumental difference at that level:
is the reconstructed data matrix after performing TOP on each level, and the additional inverted cross-product term is required to ensure unit norm scaling of the projection matrix based on k f,i . To find the model weights, the projected frequency components, the terms in what is called X DDTOP here, are then cross-validated to find the RMSECV and optimal number of latent variables for each model, as previously described, to generate the final ensemble model. Note that while the X DDTOP matrix itself is not used in the modeling, though the elements of this matrix are used to generate a stacked model, as described for dual-domain regression, examination of the X DDTOP matrix permits visualization of how the DDTOP procedure has affected the data from the primary instrument.
Orthogonal signal correction is another orthogonal projection-based method that can be utilized for calibration transfer. It is presented here for comparison. Many algorithms have been used to perform OSC, which aims to remove information in X that is orthogonal to y. where r (p Â 1) is the rotation of v required to ensure that subsequent scores remain uncorrelated after the deflation. To perform calibration transfer via OSC, the filtering is done on an augmented X matrix that contains spectra from both instruments, with corresponding y-values from both instruments, to remove latent variables describing the instrumental differences. When OSC is used only to filter a data set to remove interferences, generally removal of one OSC component will result in one less latent variable being required in the PLS model because OSC and PLS methods are complimentary. When performing OSC for calibration transfer, however, deciding on the number of OSC components to remove and PLS latent variables to retain via crossvalidation is far less straightforward, since the differences in the instrumental responses may span multiple OSC components. In many reports, the number of components removed was either determined through trial and error or was chosen arbitrarily. 2, 20 Optimization of the OSC model in this way is not necessarily practical, especially when examining a calibration transfer among many instruments, where different numbers of OSC components may need to be removed to optimize predictions based on the secondary instrument being corrected. To automate the optimization and make it reproducible, a ''guided'' two-dimensional cross-validation where the RMSECV is a function of both OSC components and PLS latent variables was utilized in this research. In the guided cross-validation reported here, only samples from the secondary instrument are left out and predicted; in this way, the optimization is ''guided'' to maximize predictive ability of the transferred model on data from the secondary instrument. Since the OSC process is employed to correct data from the primary instrument, data from the secondary instrument are not needed in the calibration model. In fact, a previous investigation has shown that including the data from the secondary instrument has little to no effect on the overall model, as quantified by the RMSEP and bias values obtained from prediction on an external test set. 2 More recent reports recognize that OSC is a part of the calibration procedure as opposed to serving as a more traditional pre-processing technique that is independent of the calibration procedure, such as Savitzky-Golay smoothing or wavelet denoising, since the correction uses spectral property values. 16 In light of this fact, to avoid information leakage and consequent generation of artificially low RMSECVs that may not actually be indicative of performance on an external test set, optimization of the OSC filtering must be done outside of the cross-validation used to determine the number of latent variables used in the PLS regression, meaning that the OSC solution must be recomputed as each sample is left out, since the inclusion or exclusion of a sample influences the OSC eigenvectors v, and thus all other model parameters. More details on properly performing cross-validation on an OSC filtering step included as part of a PLS regression are described elsewhere. 21 
Experimental
The polymer resin bead data have been previously reported. 19 The data consist of 29 near-infrared (NIR) spectra, obtained by averaging spectra from four replicate samples, measured over the wavelength range of 400-2498 nm at a resolution of 2 nm. Identical samples were measured using a fiber optic probe in reflectance mode on four FOSS Model 6500 instruments. One sample was discarded as an outlier, as in previous studies. The terminal hydroxyl number for each polymer sample was determined by wet chemical methods. The goal of the calibration is to predict the hydroxyl number. The data were split into 18 training samples and ten validation samples, following the same static split used in other analysis of these data. 22, 23 Calibration transfer results from other methods applied to this data set numerous are reported elsewhere. 24 The Cargill cornmeal data set, available from Eigenvector Research (http://www.eigenvector.com/data/Corn/), has received extensive study by many authors. This data set comprises 80 spectra, measured in reflectance over the wavelength range of 1100-2498 nm at 2 nm resolution, on each of three instruments designated here as m5, mp5, and mp6. Each cornmeal sample had four measured properties: starch; oil; protein; and moisture. For the purpose of this analysis, only the moisture property was used for calibration transfer. The data were randomly split once into 40 training samples and 40 validation samples. This data set was included primarily because it is a near-universal benchmarking data set for chemometric methods. In the context of multi-instrument calibration transfers, this data set is not very enlightening since it consists of only three instruments, two of which (mp5 and mp6) have extremely similar responses, and only the moisture property value is explored in this report. Calibration transfer results on this data set are using TOP are reported elsewhere. 6 The Swedish lake data set has been previously reported. 20 Samples of lake sediment taken from the deepest point in 24 Swedish lakes were freeze-dried, ground, and then measured in reflectance mode by NIR spectrometry in triplicate over the wavelength range of 400-2498 nm at 2 nm resolution on each of four instruments designated as Foss1, Foss2, Skogis, and UMU72. The data set includes a fifth instrument, designated as Roback, that was omitted from this analysis because it measured over a smaller wavelength range (1100-2498 nm) than the other instruments.
Results from an analysis of all five instruments utilizing the smaller wavelength range are included in the Supplemental Material. The property value for each sample was the averaged lake pH from the year the sample was collected; this value was obtained from data collected for the lake by various national and local monitoring services. Since the sample data for each instrument follow no specific order and since each sample is restricted to either the calibration or prediction set for an individual instrument, the first 36 spectra (representing 12 samples) of each instrument, as received, were used as the calibration set, and the remaining 36 spectra were used as the prediction set. Thus, unlike the polymer and corn data sets, the calibration and prediction sets obtained on each instrument used in the lake study were not measured on identical samples, though there is some sample overlap. An additional reason for performing the split this way is to examine the performance of DDTOP without true standardization spectra. Calibration transfer results using numerous methods on this data set are reported elsewhere. 20, 25 All wavelet transform calculations were performed using Matlab via the Wavelet toolbox and PLS calibrations were performed in R via the pls package. All calculations were performed on a 2.66 GHz Intel Core 2 Duo processor. Code for TOP and OSC was developed in-house in the R programming language. In all cases, a ten-level wavelet transform was computed with a symmlet-8 mother wavelet. Previous investigations by our group have shown that the choice of mother wavelet does not generally have a large effect on wavelet-prism-based models. For orthogonalization using TOP and DDTOP, the vector k was set to the mean difference in the calibration spectra between the primary instrument and secondary instrument. Thus, the polymer and corn data are corrected with spectra that could be considered standardization spectra, though for the Swedish lake data this is not the case. The only preprocessing used in all models was mean centering; in the case of DDTOP, centering was done on each frequency component after performing the wavelet prism decomposition of the raw data. Model testing was done on the prediction samples for the secondary (or the unseen) instrument(s). By ''unseen'' instrument, we refer to the situation where, for example, data from an arbitrary instrument 1 has been corrected with respect to data from instrument 2, but the model developed from those data is now used for predicting on data collected on another instrument, instrument 3. The model, based on spectra obtained from instrument 1, has ''seen'' spectra collected on instrument 2 since some aspect of that instrumental data set played a role in the correction of the model built from data taken on instrument 1, but the data from instrument 3 have not been used in the adjustment of the calibration, so that instrument 3 is an ''unseen'' instrument since its contributions to spectra have not been specifically accounted for in the correction and may contain a different variation structure compared to that from instrument 1 or instrument 2. All OSC corrections were done by appending the data from the calibration set for the secondary instrument to the calibration data from the primary instrument and performing OSC using guided cross-validation, as previously described. After the correction, only the calibration set from the primary instrument was used in the modeling. The maximum number of OSC components considered for removal in the crossvalidation was set to four. For TOP, OSC, and MU models, the maximum number of latent variables considered for the PLS model in cross-validation was set to ten. The maximum number of latent variables considered for DDTOP models was also set to ten, but because reconstructed low-frequency components from the wavelet prism can sometimes be of lower rank than the original spectrum, and because modeling data by using PLS regression with a number of latent variables greater than or equal to the computational rank of the data can lead to severe overfitting, this maximum was reduced if the rank of a given frequency component matrix, X f , was less than ten, as determined from the number of eigenvalues of the scatter matrix X f T X f that were greater than 0 within approximate machine precision limits. Leave one out cross-validations were employed for all optimizations. To permit comparison, all models are either projected, signal corrected, or updated with regards to the same spectra, even though this restriction is not strictly necessary. Specifically, TOP and DDTOP models were corrected with respect to calibration spectra from the secondary instrument, OSC is corrected with the calibration spectra from the secondary instrument, and MU is updated with the calibration spectra from the secondary instrument. The analysis was performed this way to ensure that all models had ''seen'' the same samples for the calibration transfer procedure, even though the nature of how those samples are used differs. For instance, if the DDTOP or TOP models were corrected with the mean of the prediction set and used to predict on the prediction set, the model would have incorporated different, potentially incomparable information than that used in the OSC or MU models since, by necessity, those methods require that additional spectra from the secondary instrument be included in either the correction (OSC) or calibration (MU) because these methods are a part of the calibration procedure. External prediction samples with available property values cannot be utilized as part of a calibration procedure due to information leakage, meaning the model would have already ''seen'' a spectrum and corresponding response value which would be predicted again, leading to artificially low RMSEP values.
Results and Discussion
The polymer data, consisting of sets of spectra collected on each of four instruments, permits 12 possible calibration transfers per transfer method. The RMSEP values for the transfer methods are shown in Table I for Table I , it is apparent that attempting to use a calibration model built from data taken on one instrument to predict on another instrument without any correction yields RMSEP values that are often orders of magnitude worse than those obtained by using any of the transfer methods considered here. By comparing the RMSEP values obtained by using DDTOP transfer with the predictions from the data taken on the same instrument, it is apparent that the DDTOP correction tends to yield prediction errors roughly on the order of those for a single instrument used for both calibration and predictions, and, in particular, this correction substantially improves the predictions obtained by modeling on data from instrument 3, so that these are now roughly on the order of those predictions on data from the other instruments. In several other transfers of the calibration models for this set, the errors in predictions obtained after transfer of the calibration model across instruments are lower than those obtained by using the calibration model for prediction on the same instrument. For instance, the calibration model developed for data from instrument 2 were used to predict properties from the data collected on instrument 4, and these predictions gave a lower RMSEP than that obtained from predictions made on data obtained on instrument 2. This result is not necessarily unusual, since performing a calibration transfer can reduce instrumental and environmental effects in the data that degrade predictions by reducing irrelevant sources of variation. The TOP results, shown in Table 3 , tend to yield RMSEP values roughly on the order of those found for prediction of properties using spectral data from the same instrument, where no calibration transfer was required. Thus, TOP predictions where instrument 3 is the primary instrument are all worse when compared to those from DDTOP. Apart from instrument 3, the predictions from a TOP-based transfer were generally competitive with those from DDTOP-based transfer, though TOP-based transfer led to models that predicted better than those from a DDTOP transfer in only two of the 12 possible transfers of the calibration model: one where the model built on data from instrument 1 was transferred to predict the property from data obtained on instrument 4, and one where the calibration model built on data from instrument 4 was transferred to predict the property from data obtained on instrument 1. Calibration transfers built by using OSC also generally performed similarly to those developed by using TOP, except that the transferred calibration models developed from data collected on instrument 3 tended to yield RMSEP values between those obtained from models based on TOP and those based on DDTOP transfer. There are two possible explanations for this result: either the inclusion of reference values as a part of the transfer process allows the models to better compensate for whatever aspect of the data degrades the predictive power of the calibration; or the OSC correction removes some spectral contributions that limit the predictive power of calibrations in addition to the OSC components intended to describe the instrumental differences. Predictions from models transferred by DDTOP were superior to ones from those transferred by using OSC in all cases except two: the transferred model calibrated on data taken on instrument 2 predicting on spectral data from instrument 4; and the transferred model calibrated on data taken on instrument 4 predicting on spectral data from instrument 3.
The results obtained for MU-based transfer of calibration are generally the most competitive with those from DDTOP-based transfer. Calibration models transferred by using the MU method outperformed those produced using DDTOP-based transfer in six of the 12 transfers done with these data. Perhaps most notably, the RMSEP values obtained from MU transfer of the calibration model built with data collected on instrument 3 to predict properties from spectral data collected on other instruments tended to be on the order of those produced by the other instruments' calibration models, and the RMSEP values from these predictions were lower than those from DDTOPbased transfer in all instances. With MU, like the OSC results, the use of a correction method that includes reference values from additional instruments makes the calibration models built on data from instrument 3 more robust. The minimum in the obtained RMSECV values, which are inversely proportional to the frequency component model weight as described in the ''Theory'' section on dualdomain regression, is given in Fig. 1 (left) as a function of frequency component for each DDTOP transfer. The same general trends are observed across all instruments, except for instrument 3: all calibration models built on spectral data from instrument 3 have much lower RMSECV values at frequency components 7 and 8 than those from models built using spectral data from the other instruments. The calibration model developed upon transferring the calibration developed on data from instrument 3 to predict on data from instrument 1 also has some possible outlier RMSCEV values for frequency components 1, 2, 4, and 5. Thus, we can infer that whatever effect degrades the calibration results on instrument 3 arises from the discrepancies in these four frequency components across the four instruments. A more detailed examination of these frequency components may permit a diagnosis of the issue causing the calibration model developed from spectral data from instrument 3 to perform more poorly compared to those developed on data from the other instruments. Based on these results, an apparent advantage of DDTOP is the ability to diagnose potential discrepancies across instruments as arising from differences occurring in specific frequency ranges. Figure 2 shows a comparison of the raw training data from instruments 1 and 2, the projected data from instrument 1 with respect to instrument 2, and the reconstructed, projected frequency data from instrument 1 with respect to instrument 2, defined above as X DDTOP . For this data set, orthogonal projection in the wavelength domain has the effect of making the average spectrum from instrument 1 very close to the average spectrum from instrument 2. The reconstructed, projected frequency components, though, appear to preserve most of the features in the spectral data, but with a larger alteration of the baseline, particularly the large shift that occurs at $2250 nm. Given the performance of the method, we can speculate that this baseline alteration is primarily due to the discovery and removal of instrumental or other effects not related to the property.
To investigate if the DDTOP procedure removes more non-chemically relevant (or less of the chemically relevant) effects than the compared methods, we tested the performance of all the calibration models when subsequently transferred to unseen instruments. For instance, we considered a calibration done using spectra collected on instrument 1, then either orthogonalized to instrument 2 by DDTOP or TOP, orthogonal signal corrected with respect to instrument 2, or model-updated with respect to instrument 2. The corrected model from the calibration was then used to predict the property from spectral data collected on the remaining instruments, in this case instruments 3 and 4. Fearn conducted similar analyses with the TOP method on the corn data set and another data set, 6 though only one instrument was omitted in the corrections for the unseen instrument prediction. For purposes of computing the RMSEP values, the predictions on unseen instruments were performed separately, meaning that the previously described model built on instrument 1 corrected with respect to instrument 2 predicting on instruments 3 and 4 generated two RMSEP values, one corresponding to instrument 3 and one corresponding to instrument 4. Every possible permutation of instrument calibration, instrument correction, and unseen instrument prediction was performed, an analysis that we refer to here as model generalization analysis, referring to generalization of a transferred model to unseen instruments. The mean RMSEP values on unseen instruments (MRMSEPUI) obtained from the model generalization analyses are given in Fig. 3 (top) , along with error bars showing the standard deviations of the RMSEP values. From Fig. 3 , it is very apparent that the DDTOP models generalize to unseen instruments much better than the other methods considered here, both in terms of the average RMSEPs obtained and in the stability of the predictive models. That is, the DDTOP models tend to perform well on all the unseen spectra, whereas the predictions from the other calibration transfer methods on spectra from these unseen instruments was highly variable, suggesting that orthogonalization on a frequency component basis corrects more of the non-chemically relevant effects than orthogonal projections applied on the raw data. Additionally, in contrast with the approach the previously investigated approach, 6 it appears that the single instrument TOP correction scenarios do not produce robust models, whereas the DDTOP method does.
The corn data consist of three instruments, allowing for six calibration transfers for each of the four properties. The RMSEP and bias values for the corn data transfer methods are shown in Table 2 for the various transfer methods. The corn data are distinct from the polymer data, in that the instruments perform differently prior to any transfer of calibration. Specifically, predictions made on spectra from the M5 instrument by using a calibration built only on data from that instrument yield an RMSEP of 0.0200, whereas equivalent calibrations and predictions using identical samples but with the spectral data from the MP5 and MP6 instruments yield RMSEPs of 0.1863 and 0.1973, respectively. The difference may relate to the use of two different models of Foss NIR spectrometers by Cargill when these data were collected: the M5 data were collected on a different model of spectrometer than the MP5 and MP6 data. We note that all transfers performed here tended to yield error values on the order of the errors obtained from the MP5 and MP6 instrument, and that MP5 and MP6 appear to have similar instrumental responses, as evidenced by RMSEP values obtained by applying calibration models across these instruments with no correction. To summarize the RMSEP results found for these transfers of calibration models, models built using TOP outperformed those built using DDTOP transfer in two of the six trials (M5 transferred to MP5 and MP6 transferred to MP5), while models built using OSC outperformed those built using DDTOP Figure 2 . Polymer spectra (clockwise from top left: mean training spectrum from instrument 1, mean training spectrum from instrument 2, mean reconstructed spectra after projection of frequency components from instrument 1 with respect to frequency components of instrument 2, mean spectrum of instrument 1 after projection with respect to instrument 2).
transfer in three of the six trials (M5 transferred to MP5, MP5 transferred to M5, and MP6 transferred to M6), and MU outperformed models built from DDTOP transfer in two of the six trials (M5 transferred to MP5 and MP5 to M5). Figure 1 (middle) shows that the RMSECV, when plotted as a function of frequency component, has the same general trend for all transfers examined, with all transfers of calibration models to the M5 instrument, unsurprisingly, slightly outlying the rest. Figure 4 shows a comparison of the raw training data from instruments M5 and MP5, the projected data from instrument M5 with respect to MP5, and the reconstructed, projected frequency component data from M5 with respect to MP5. The data reconstructed from the orthogonalized frequency components have a much flatter baseline in the wavelength domain compared to that of the wavelength-domain projected data, as well as greater visible distinction between certain features, in particular the two peaks in the 1400-1600 nm range. Again, it seems reasonable to conclude that the DDTOP transfer methods remove more instrumental effects than TOP transfer, since these differences in spectra are likely attributable to instrumental, as opposed to chemical, phenomena. One possible explanation for this observation is that removing variation by orthogonal projection on a frequency component basis removes more detrimental effects with lower likelihood for overlap (in terms of orthogonality) with informative directions of variation.
To test the how well the models generalize to unseen instruments, we performed the same generalization analysis as done with the polymer data: i.e., spectra from the M5 instrument orthogonalized to spectra from MP5, then used to predict on spectra from MP6, etc. The results from these analyses are shown in Fig. 3 (middle) . Notably, the performance of the M5 DDTOP model seems able to generalize well to unseen instruments, with high stability, and the average predictive performance of the DDTOP models based on the M5 instrument was better than that of the other methods. However, the DDTOP models made in a similar fashion from spectra from MP5 or from MP6 do not generalize quite as well. A likely explanation is that the spectra produced from these instruments are too similar; the instrumental differences in their spectra are too small, and they are not as well corrected in the DDTOP transfer. It seems likely that the similarity between MP5 and MP6 is also why the DDTOP models based on M5 have such high stability: correcting with respect to one instrument very effectively corrects with respect to the other. This observation does not apply to TOP transfer, however, where the orthogonalization of spectral data from M5 with respect to spectra from either MP5 or MP6 does not yield a model with the same stability when used for prediction on the unseen instrument, as evidenced by the larger standard deviation.
The spectra comprising the Swedish lake data were taken on four different instruments, allowing a possible 12 transfers of calibration. The RMSEP and bias values for the transfer methods are given in Table 3 for no transfer, DDTOP transfer, TOP transfer, OSC transfer, and MU transfer, respectively. As can be seen in Table 3 , the DDTOP transfer improves calibration transfer predictions over what is achievable in prediction with single instrument models in all cases, a clear indication that the calibration transfer procedure in fact removes detrimental instrumental effects from the data, and that many errors in the modeling of these data come from a failure to correct for these instrumental effects. Performing TOP transfer, in contrast to DDTOP transfer, does not appear to improve the models to the same extent as DDTOP, and the RMSEP values obtained in prediction after the TOP transfer appear roughly on the same scale as those obtained in prediction using a single instrument. Results from TOP transfer are not superior to those from DDTOP transfer in any case examined for this data set. Orthogonal signal correction transfer tends to improve all models over those from a single instrument in this case, and the results from OSC-transferred models are competitive with the equivalent ones from DDTOP transfer, but RMSEP values from the OSC-transfer are superior to those from DDTOP in only two of the 12 transfers studied: Foss1 transferred to Foss2, and UMU72 transferred to Foss2. Model updating also generally improves the predictive performance of transferred calibration models over what was achievable with single instrument models or TOP transfer, and is thus competitive with that obtained from DDTOP transfer, again indicating that the inclusion of data from multiple instruments improves the model over a single instrument model. However, when considered strictly in terms of the RMSEP values, the MU-based transfer shows predictive performance superior to that of DDTOP transfer in only one of the 12 cases considered: UMU72 transferred to Foss2. The plot showing minimum RMSECV as a function of frequency components is shown in Fig. 1 (right) . While the lake data show a trend across instruments much like that seen in the other data sets, there seems to be some Figure 4 . Corn spectra (clockwise from top left: mean training spectrum from instrument m5, mean training spectrum from instrument mp5, mean reconstructed spectra after projection of frequency components from instrument m5 with respect to frequency components of instrument mp5, mean spectrum of instrument m5 after projection with respect to instrument mp5). discrepancy the information contained in the low frequencies of the projected data: notably, the spectral data from the Foss2 instrument seems to lead to larger RMSECV values for frequency components 1-5. Figure 4 shows a comparison of the mean training spectrum for Foss1 and Foss2, Foss1 orthogonalized with respect to Foss2, and the reconstruction of the Foss1 frequency components orthogonalized with respect to Foss2 frequency components. As can be seen, there is a large, initial baseline dip in the data that is exacerbated to a certain extent by the TOP processing. However, it appears that DDTOP transfer essentially eliminates this baseline dip, a result which indicates that the baseline variation here is likely of instrumental origin and is more effectively dealt with by performing the orthogonalization on individual frequency components in the wavelet-processed data rather than on the original spectral data.
The model generalization analysis is shown in Fig. 3  (bottom) . Like the above results with the other data sets, the DDTOP-based transfer models tended to again offer the best predictions on unseen instruments and with high model stability. The apparent result that the low wavelength baseline dip is related to an instrumental response that adversely affects the calibration of these data is also corroborated by the fact that a second analysis of these data, but now including the Roback instrument, and using only the 1100-2498 nm region, shows that the model generalization improvement is not as substantial as that found for the models based on data including the low wavelength region (see Fig. S1 ). The models built on the 1100-2498 nm region can in some cases predict across instruments without any correction (see Table S1 ), but, since the generalization results are improved when the wavelength region below 1100 nm is included, it appears that there is some useful spectral information in that region.
Conclusion
We have examined the use of a projection approach on wavelet-derived frequency components to obtain a stacked calibration transfer model that can be constructed and optimized without need for transfer standards or property values from the secondary instrument. Each frequency component is projected onto the subspace orthogonal to the mean instrumental difference from the secondary instrument in that frequency range, followed by crossvalidation and modeling. As with previously reported data fusion approaches involving frequency components, the Figure 5 . Swedish lake spectra (clockwise from top left: mean training spectrum from instrument Foss1, mean training spectrum from instrument Foss2, mean reconstructed spectra after projection of frequency components from instrument Foss1 with respect to frequency components of instrument Foss2, mean spectrum of instrument Foss1 after projection with respect to instrument Foss2).
performance of each frequency component in crossvalidation is utilized to weight the final model. The results presented here demonstrate that this approach is competitive with, or superior to, the same orthogonal projection approach performed in the wavelength domain. Additionally, the models built from data processed by using the DDTOP transfer method generally outperform models from all the transfer methods we compared in predictions from data taken on unseen instruments. We attribute this result to the overall effect of orthogonal projections on individual frequency components, which we examined by reconstructing the data of all frequency components after projection via summation. In all cases, the most apparent effect of the DDTOP transfer compared with transfer using orthogonal projection in the wavelength domain is a more substantial alteration in the apparent baseline. This change in baseline is attributed to removal of an effect likely of instrumental origin, not a part of the analytical response. That difference may account for the superior performance in calibration transfer and generalization compared with orthogonal projections in the wavelength domain.
