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Abstract 
Multi-criteria Quadratic Programming model (MCQP) has been proved to be an effective and scalable classifier. However, 
the performance of MCQP drops when a dataset is imbalanced, favoring the class with larger number of data. This paper 
proposes a Cost-sensitive Multi-criteria Quadratic Programming model (CS-MCQP), which distinguishes different 
misclassification cost and utilizes the cost as penalty coefficient, to deal with class imbalance problem. The experimental 
study utilizes 10 imbalanced UCI datasets and the results show that the proposed CS-MCQP model can greatly improve the 
performance of MCQP and achieve competitive results compared with some well-known classifiers. 
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1. Introduction 
Classification is an important topic and has been studied for years. Mathematical programming, such as 
Support Vector Machine (SVM) and linear programming (LP) [19-22, 23-27, 28-32, 41-44], represents one of 
the major categories of classification methods.  
In recent years, Multiple Criteria Linear Programming (MCLP) and Multiple Criteria Quadratic 
Programming (MCQP), a type of optimization technique, have been proposed [16-17, 29-38]. The basic idea of 
multiple criteria mathematical programming models is to maximize the external distance between groups and 
minimize the internal distance within each group. The MCQP model has been proved to be effective and 
scalable to massive problems [16]. However, the performance of MCQP model drops when a dataset is 
imbalanced, favoring the class with larger number of data.  
Cost-sensitive learning is a commonly used approach to deal with class imbalance. The concept of cost-
sensitive classification comes from the recognition that different types of misclassifications have varying costs 
in real-life applications [1, 45]. 
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The goal of this paper is to propose a Cost-sensitive Multiple Criteria Quadratic Programming (CS-MCQP) 
model to improving the performance of MCQP by introducing the cost of misclassifications ( CD , D~C ) and the 
cost of imbalanced data ( EE ~,CC ) are introduced into the CS-MCQP model. Another difference between the 
CS-MCQP model and the MCQP model is the introduction of E~  andD~ , which measure the distance from an 
element iA  to b  when iA  is correctly classified as negative class and the distance from an element iA  to b  when iA  is misclassified as negative class, respectively. An experiment using 10 imbalanced UCI datasets is designed to test the CS-MCQP model.  
The rest of this paper is organized as follows. Section 2 presents the CS-MCQP model. Section 3 describes 
the experiments and Section 4 concludes the paper. 
2. Cost-sensitive Multi-criteria Convex Quadratic Programming model 
This section presents a CS-MCQP model based on the idea of maximizing the external distances between 
groups and minimizing the internal distances within a group [16]. We can establish linear equations for a 
linearly separable dataset [35]. Let   E~  and D~  which is predominant difference between proposed two models, 
they measure the distance from an element iA   to b  when iA  is correctly classified as negative class and the 
distance from an element iA  to b  when iA  is misclassified as positive class, respectively. The equations are: 
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To simplify the model, we redefine the parameters iiiibX EEDD ~,,~,,,  divided byG . The equations can be 
rewritten as a single constraint:  
EEDDG ~~),( c ! eebXAY  
where the definition of Y and G c is same to [16]. The CS-MCQP model can be defined as follows: 
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where the weights satisfy 1  ED WW , 0!DW  and 0!EW .  We divided the model into two sub-models and each sub-model considers misclassified records in one class. 
(Sub-Model 1) 
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the solutions by Lagrange function and Wolfe Dual Theorem: 
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Therefore, the solution of CS-MCQP model is expectation of T c  and T cc . The weight coefficient of T c  and T cc  is computed by the cost ratio of  DC  and D~C . The solution of CS-MCQP always exists as matrix 
Yee
W
XAY T
b
)1,( !   is invertible. CS-MCQP is equivalent to MCQP if DD ~CC  .  
3.  Experiments 
3.1. Datasets 
The proposed CS-MCQP models were tested on 10 imbalanced UCI datasets. The imbalance ratio (IR) is the 
number of minority class data to the overall instances. 
Table 1. Summary of the datasets. 
Datasets Instances Features Minority High Cost Class IR 
Breast. D 569 30 212 Malignant 0.37 
Pima 768 9 268 1 0.35 
Wine 178 13 59 Class 1 0.33 
Echo 131 8 43 alive at 1 year 0.33 
Glass 214 9 51 Non-window 0.24 
Hepatitis 155 20 32 DIE 0.21 
Vowel 810 13 90 7 0.11 
Heart.Cleveland 173 23 13 4 0.08 
Pageblock 358 10 29 BLACKPIX 0.08 
Yeast 1484 8 45 ME1 0.03 
3.2. Performance measures 
Eight performance measures were used to evaluate the classifiers: accuracy, true positive (TP)-rate, true 
negative (TN)-rate, false positive (FP)-rate, false negative (FN)-rate, correlation (CO), geometric mean (GM), 
and total costs (TC).  
Geometric mean (GM) TN TP
FP TN TP FN
 u  ;  
    .Costs(TC) Total ~ FPCFNC uu DD  
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3.3. Cost-sensitive test 
Suppose that the costs of TP and TN are 0, and the cost ratio (CR) of FN and FP is 1, 2, and 5. In particular, 
if cost ratio (CR) is equal to 1, i.e. DD ~CC  , the model converts to MCQP. Table 2 and 3 summarize 10-fold 
cross-validation results of CS-MCQP with different cost ratios (CR) using UCI Breast and Echo datasets. The 
results show that accuracy and geometric mean were improved when the cost ratio changes from 1 to 5. And 
Total costs decreased when the cost ratio increased. 
Table 2. 10-fold cross-validation result of Breast.D. 
 CS-MCQP 
 TP-rate TN-rate  Accuracy Type I Type II CO GM TC 
CR=5 95.2 95.2 95.2 4.8 4.8 0.90 0.95 95 
CR=2 83.2 98.6 88.9 1.4 16.8 0.79 0.91 123 
CR=1 62.7 99.1 76.3 0.9 37.3 0.61 0.79 135 
Table 3. 10-fold cross-validation result of Echo. 
 CS-MCQP  
 TP-rate TN-rate  Accuracy Type I Type II CO GM TC 
CR=5 79.7 90.6 83.0 9.4 20.3 0.66 0.85 30 
CR=2 60.8 93.8 70.8 9.2 39.2 0.50 0.76 33 
CR=1 47.3 97.8 61.3 2.2 52.7 0.40 0.67 41 
3.4. Comparative test 
This part of the experiment compares the proposed CS-MCQP with well-known classifiers on 9 imbalanced 
UCI datasets. The results in Table 4 show that the CS-MCQP model has the highest TN-rates in 8 out of 9 
datasets. In addition, the CS-MCQP model achieves competitive results in terms of GM. 
Table 4.  comparative test. 
  Breast.D Echo Pageblocks Glass Wine Hepatitis Pima Yeast Heart.C 
C4.5 
TP-rate 93.6 91.9 97.6 96.3 94.9 70.2 81.4 99.2 98.8 
TN-rate 92.5 71.9 93.0 84.3 95.0 54.5 59.7 75.0 84.6 
Accuracy 93.1 85.8 96.4 93.5 95.0 63.8 73.8 98.5 97.7 
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CO 0.85 0.66 0.91 0.82 0.89 0.25 0.42 0.74 0.83 
GM 0.93 0.81 0.95 0.90 0.95 0.62 0.70 0.86 0.91 
SVMlinear 
TP-rate 91.3 91.9 57.4 94.5 98.3 69.8 71.8 99.7 96.9 
TN-rate 84.0 71.9 95.4 76.5 93.2 63.0 56.0 27.2 61.5 
Accuracy 88.6 85.8 85.6 90.2 96.6 67.5 66.3 97.5 94.3 
CO 0.76 0.66 0.59 0.72 0.92 0.31 0.27 0.43 0.58 
GM 0.88 0.81 0.74 0.85 0.96 0.66 0.63 0.52 0.77 
NaiveBayes 
TP-rate 95.0 90.5 73.9 93.3 98.3 80.9 84.4 97.3 94.7 
TN-rate 89.6 75.0 97.9 80.4 96.6 60.6 61.2 86.4 92.3 
Accuracy 93.0 85.8 91.7 90.2 97.8 72.5 76.3 97.0 94.5 
CO 0.85 0.66 0.78 0.73 0.95 0.42 0.47 0.64 0.71 
GM 0.92 0.82 0.85 0.87 0.97 0.70 0.72 0.92 0.93 
CS-MCQP 
TP-rate 95.2 79.7 92.4 97.6 96.6 54.6 69.2 93.8 86.9 
TN-rate 95.2 90.6 100 78.4 97.5 78.7 64.6 95.5 92.3 
Accuracy 95.2 82.1 93.1 93.0 97.2 68.8 67.6 93.8 87.3 
CO 0.90 0.64 0.70 0.80 0.94 0.34 0.25 0.53 0.53 
GM 0.95 0.84 0.96 0.87 0.97 0.66 0.67 0.95 0.90 
4. Conclusions 
This paper proposed a Cost-sensitive Multi-criteria Quadratic Programming model for imbalanced data. The 
difference between the CS-MCQP model and the previously developed MCQP model is the introduction of iE~  
and iD~ , which measure the distance from an element  iA  to b  when iA  is correctly classified as negative class and the distance from an element  iA  to b  when iA  is misclassified as negative class, respectively. The cost of misclassifications ( CD , D~C ) and the cost of imbalanced data ( ) were also introduced into the 
CS-MCQP model.  
The proposed model was tested using 10 imbalanced datasets from UCI in the experimental study. The 
results show that the model can not only decrease error ratios of high cost class and total cost, but also 
improves TN-rates and the overall performance compared with MCQP and other classifiers. 
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